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Abstract 
The advent of deregulated electricity and the call for sustainable energy 
practices are major drivers for the continued increase of renewable energy 
systems within the modern day power network. Dominant among them is the 
wind energy system whose output is uncertain because of its dependence on the 
prevailing climatic conditions. This increases the level of uncertainty witnessed 
within the power system as such, as the penetration of renewable energy 
systems continue to increase, their effects cannot be trivialised. 
Probabilistic load flow (PLF) is employed by power system analysts to account 
for the effect of uncertainty within the power network. The common technique 
which is based on Monte Carlo Simulation (MCS), though accurate is very 
time consuming and for large systems it becomes unwieldy. Alternative 
approaches with the advantages of the MCS method but with reduced 
computational burden are required. A viable alternative method should 
therefore require minimum computational time and burden, be able to 
accurately model various network uncertainties, be applicable to practical small 
and large systems, be able to account for the effect of dependency among 
network variables and possess good overall accuracy.  
This thesis proposes a novel approximate approach referred to as the enhanced 
unscented transform method to meet the requirements of PLF. The method 
combines the Gaussian quadrature method and the Stieltjes procedure with 
dimension reduction technique in deciding estimation points while the 
Cholesky decomposition is incorporated to account for the effect of 
dependency. The performance of the proposed technique is demonstrated using 
modified IEEE 6, 14, and 118 test systems and a practical distribution test 
system all incorporating wind farms. Results obtained for numerous scenarios 
show a good match between the proposed method and the MCS method but 
with significant computational burden saving. The performance of the method 
is also shown to compare favourably with other existing PLF methods. 
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Chapter 1 
Introduction 
 
In this chapter, a brief introduction and the motivation for the research work 
are discussed. The main objectives of the work and the outline of the thesis are 
also presented.  
1.1. Background and Motivation 
Power systems like most other component systems have undergone evolutions 
which have fast-tracked their development in the last few decades. Recently, 
most of these developments have been driven by the deregulation of the 
electricity market alongside the call for sustainable energy practices which has 
brought renewable energy to limelight globally. These have greatly influenced 
the high presence of small renewable energy generators within the modern day 
power system. 
Renewable energy generators (such as wind, solar etc.) are dependent on the 
prevailing weather conditions which are not fixed. Hence the outputs of these 
generators are unpredictable. This increases the level of uncertainty and risk in 
the system considering that consumer load demand is also random in nature. 
The cumulative effects of these uncertainties are of critical importance during 
power system planning and operations. Load flow studies are often carried out 
in evaluating the performance of the power system.  
In the past, a load flow study was solely deterministic in nature. The need to 
include the effect of uncertain variables was introduced less than four decades 
ago. The usual method for uncertainty representation has been based on 
probability theorem which informed the use of the Monte Carlo Simulation 
technique as the benchmark [1.1] for some pioneering work on uncertainty 
based load flow, often referred to as Probabilistic load flow. The Monte Carlo 
Simulation technique, though accurate, is plagued by very high computational 
burden such that with many potential variables it can become unwieldy.  
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Considering this drawback of the conventional Monte Carlo Simulation 
method, an alternative technique which overcomes this challenge while still 
possessing the accuracy advantage is desired. 
1.2. Objectives of the Thesis 
The main objective for this research work is to develop a fast and accurate 
method for carrying out load flow studies in systems with varying source and 
or loads. To achieve the stated objective, a novel but simple method which 
overcomes the computational challenges associated with the Monte Carlo 
simulation method while having comparable performance in terms of accuracy 
is desired.  
To ensure the developed method is effective in the uncertainty based load flow 
studies domain, its performance is evaluated against existing methods in terms 
of speed and accuracy. The developed method should also be realistic and 
applicable to practical transmission and distribution systems.  
1.3. Thesis Outline 
The background and motivation for embarking on this research work are 
discussed in this chapter. The objectives and the thesis outline are also 
presented. 
Chapter 2 discusses the peculiarities of contemporary power systems and the 
essentiality of power/load flow studies in ensuring proper system performance. 
Methods for load flow studies are reviewed while the mathematical basis for 
load flow studies using the Newton Raphson method and the Backward-
Forward Sweep technique for transmission and distribution systems 
respectively are summarised.  
In chapter 3, approaches for uncertainty representation are reviewed while also 
discussing possible sources of uncertainty within the power system. The basics 
of probability analysis are also presented alongside the probabilistic models for 
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uncertainty variables within the power system. Results for the validation of 
wind speed and wind power output using measured data are also shown.  
Chapter 4 reviews existing probabilistic load flow techniques while 
highlighting their strengths and drawbacks. The features of an effective 
probabilistic load flow method are also outlined. 
In chapter 5 the conventional Unscented Transform method [1.2] is introduced 
as a method for probabilistic load flow studies. The mathematical background 
for the method is presented and its applicability in probabilistic load flow is 
demonstrated using a simple 6 bus test system [1.3]. The challenges of using 
the method in systems with more than one randomly varying parameter and for 
arbitrary varying distributions (such as the wind power distribution) are 
outlined. 
In Chapter 6, the Unscented Transform is viewed as a Gaussian quadrature 
problem. Orthogonal polynomials were described for solving for the (sigma) 
estimation point and weights of random variables. The Stieltjes procedure is 
introduced as a technique for estimating the sigma points and weights for 
arbitrary randomly varying distributions. Tensor product is employed in 
determining final sigma points and weights for system involving more than one 
random variable. The performance of the technique is evaluated using the 6 bus 
WHVW V\VWHP 7KH SUREOHP RI ³FXUVH RI GLPHQVLRQDOLW\´ DVVRFLDWHG ZLWK
employing the approach for a multivariate problem is identified. 
Chapter 7 presents the dimension reduction technique as an approach in 
resolving the curse of dimensionality problem. The performance of the 
enhanced Unscented Transform method is evaluated for small and large test 
systems. The performance of the method is also demonstrated for a real 
practical distribution system. 
Chapter 8 details an extension of the enhanced Unscented Transform method in 
treating dependent variables which are common in real life systems.  
Chapter 9 summarises the thesis with the conclusion while also identifying 
challenges/limitations faced in the research. Potential future areas for further 
studies are finally highlighted. 
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Chapter 2 
The Modern Day Power System 
 
The modern day power system has gradually evolved from its usual simple 
unidirectional flow path to a complex multidirectional flow system. This has 
been influenced by the high influx of renewable energy systems with 
unpredictable outputs and deregulated electricity system amongst other factors. 
In view of this level of uncertainty and added risk, proper monitoring of the 
system is essential in maintaining continuous operation of the system during 
both steady state and contingency operating conditions. This chapter discusses 
power system analysis with emphasis on load/power flow studies since it is the 
bedrock of most of the other power system analysis. The mathematical 
formulation and methods for load flow studies in transmission systems and 
distribution systems are expounded.  
2.1. The Peculiarities and Growth of the Modern Day Power System 
Power systems like most other systems have experienced growth and huge 
developmental processes in the last few decades. The initial power system, 
which was simple and supported unidirectional flow of power from the 
generator (source) through the transmission (medium) system to the 
distribution part (receptor) has grown now into a complex multidirectional flow 
system. This has been credited to the advent of deregulated open access power 
system and the introduction of decentralised generation amongst other things. 
Equally important is the global call for sustainable energy practices and the 
reality of the depletion of fossil fuels, which have helped encourage 
decentralized generation through renewable energy systems.  
Although, opponents of renewable energy systems point to high initial cost, 
uncertainty in its output and some grid connection issues as the main limit to its 
acceptability. Given, the global call and commitment to carbon emission 
reduction, policies/incentives been put in place by various governments have 
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promoted renewable energy and decentralised generation. Some of these 
policies/incentives include feed-in-tariffs, electric utility obligation, tradable 
renewable energy certificate (REC), renewable portfolio standards (RPS), 
investment/production tax credits, reduced tax and VAT amongst other things 
[2.1]. Equally, potential advantages such as reduced transmission losses, 
provision of grid support and improved power quality [2.2, 2.3] if properly 
managed have promoted the installation of renewable energy generators.  
All these have promoted interest and fast growth of the renewable energy 
sector. For instance, in 2011, 71% of total electric capacity added in the 
European Union (EU) was from renewable systems, while the US and China 
had 39% and more than 33% in the same period respectively [2.1]. The EU 
targets increasing its renewable energy capacity to 20% by 2020 [2.4].  
In view of these developments, the distribution part of the power system, which 
was hitherto seen as the power receptor, now comprises some form of (small 
and medium scale) renewable generation, which makes power flow sometimes 
bidirectional. This further adds to the complexities of the modern day system 
and hence calls for stricter regulations and monitoring of the contemporary 
power system to ensure supposed inherent advantages are maximised.      
To ensure compliance of the power system to stipulated regulations and 
operating conditions during steady state and or contingency conditions, power 
systems analysis is often carried out by power engineers to monitor the system 
performance. The next section discusses power system analysis tools and 
studies. 
2.2. Power System Analysis 
An electric power system comprises electrical components that generate, 
transmit/distribute and consume (load) the electric power. This involves 
various types of electrical equipment such as generators, transformers, reactors, 
capacitors, transmission lines, circuit breakers etc.  Power system analysis is 
concerned with the understanding of the operation of these various complex 
components as a whole unit [2.5]. To fully understudy power systems, analysis 
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is carried out both during steady state and transient or dynamic operating 
condition of the system [2.6]. In steady state analysis, all 
transients/disturbances are assumed to have settled down while analysing the 
performance of the system. The power flow (load flow) study is the major tool 
used for steady state analysis [2.5-2.7].  Power stability analysis, short circuit 
analysis, motor start analysis and fault analysis are typical examples of studies 
carried out for transient and dynamic system states [2.6, 2.7]. Harmonic studies 
are also carried out to understand the impact of harmonics on the system and 
evaluate the performance of designed filters for curtailing identified effects.  
Although, all the above stated analyses are important to power systems 
engineers and essential in ensuring the overall wellbeing of the power network, 
power (load) flow analysis is the most popular of the analyses [2.7, 2.8] and 
often provides the starting point for other analysis. The importance and basic 
principles behind load/power flow studies is discussed in the following section. 
2.3. Load (Power) Flow Analysis  
Load (power) flow study is carried out to determine the performance of the 
system during steady state and contingency operating conditions. During power 
flow studies, the non-linear power flow equations relating the various 
components are solved from the generator through the transmission/distribution 
link to the load. This is done with the aim of evaluating the voltage magnitude 
and angle on each busbar and the active and reactive power flows through the 
line. The information amongst other things helps to [2.5-2.9]; 
i. Ensure the limits (line and voltage) at the consumer side and the system 
as a whole are strictly adhered to   
ii. Determine the power losses within the system 
iii. Determine the proper setting for transformers within the system 
iv. Identify the need for extra generators and the right location for their 
installation. 
v. Locate capacitor and reactors to reduce losses within the system 
vi. Study the effect of generator loss or other contingencies 
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vii. Identify and evaluate the effect of possible or proposed improvement to 
the system 
In all, it is seen that load flow analysis is an essential decision-making tool 
during planning, operation, control and expansion stages of a power system to 
ensure proper balance of the network.  
The power system is made up of three distinct types of buses; generator bus, 
load bus and slack bus. Generator buses (PV bus) are connection points for 
generators within the system that have known voltage magnitude and active 
power while the active and reactive power for the load buses (PQ bus) are 
usually specified. The slack bus (swing bus) is the fictitious reference point for 
the system, which is usually a generator able to supply or consume power. The 
voltage magnitude and angle of the slack bus must be known (reference) before 
the load flow problem can be solved.  
A load flow study is often carried out both in the transmission part of the 
network and the distribution part of the network. The difference between these 
two and how the study is performed will be described. 
In any load flow study, accuracy, speed, reliability, simplicity, versatility, and 
low computer storage space are important factors [2.8]. All load flow methods 
or techniques are therefore designed and rated using these properties as the 
adjudicating factor in determining their adequacy.   
2.3.1. Load (Power) Flow Analysis in Transmission Systems 
The transmission system in the context of transmission system load flow 
analysis comprises the whole power system aside from the distribution system. 
The load connected to each major busbar or substation is viewed as a single 
entity without considering its further distribution through the radial or meshed 
structure. These systems are therefore simple, straightforward and balanced 
thus allowing for easy computation of power flow in them. The system is 
represented using a single-phase line since it is balanced. In view of this, most 
of the initial load flow solutions have been based on the phase-balance 
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assumption, which leads to convergence problems and significant errors in ill-
conditioned systems like the distribution systems (next section).   
2.3.1.1. Load Flow Formulation 
The transmission system load flow formulation can be expressed as follows. 
Let the voltage of an n bus power system be represented by matrix vector V 
with bus admittance matrix Y. 
)1.2(                                        
)sin(cos
)sin(cos 11111
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»
¼
º
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«
¬
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nnnnn jVV
jVV
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 > @ )2.2(                                                             BGY j  
)ROORZLQJ.LUFKKRIIµV&XUUHQW/DZ (KCL), the current injected into a bus i is 
(2.3); 
)3.2(                                              21  VYVYVYI nini2i1i    
 This can be simplified as; 
)4.2(                                                                
1¦   nk kiki VYI  
The active and reactive power flowing to bus i is given by (2.5). 
)5.2(                                                           *iiii IVjQP     
where Ii* is the complex conjugate of the current. 
Substituting (2.4) into (2.5) results into (2.6). 
)6.2(                                                  )( *
1¦    nk kikiii VYVjQP  
Yik can also be written as; 
 
)7.2(                       BG)sin(cosik jșjșYYY ikikik    T  
Rewriting (2.6) in polar form gives (2.8). 
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Equating the real and imaginary parts of the above equation gives two 
equations, which are the equivalent active and reactive power respectively.  
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Applying the above equation for all the buses excluding the slack bus results in 
2(n-1) simultaneous equations with Pi, Qi, |Vi|  and įi, as unknowns depending 
on the bus type. These equations are referred to as the power flow equations.  
2.3.1.2. Load Flow Methods 
Several methods mostly based on iteration have been proposed in the past for 
solving the load flow equations presented above. One of the earliest methods 
was based on the Gauss-Seidel method while the Newton Raphson method was 
later introduced due to the slow convergence of the former amongst other 
challenges. A brief comparison of the two techniques is presented in Table 2.1 
below [2.5-2.9]. 
Table 2.1: Comparison of the Newton Raphson and Gauss-Seidel Methods 
Feature Newton Raphson  Gauss-Seidel 
Convergence rate 
Quadratic convergence. 
Fewer iterations for 
convergence 
Linear convergence 
rate 
Number of Iteration 
Independent of bus 
(size) number 
Increases linearly as 
number of bus (size) 
increases 
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Size 
Suitable for large sized 
systems 
Suitable for small sized 
systems 
Storage space More memory space Less memory space 
Simplicity 
Jacobian matrix 
computed during each 
iteration thus requires 
more computation per 
iteration. 
Requires lower number 
of computation per 
iteration 
 
Slack bus 
Convergence 
independent of slack 
bus selection 
Convergence affected 
by slack bus selection 
 
Most power systems are relatively large, this amongst other things like better 
convergence makes the Newton Raphson method well favoured above the 
Gauss-Seidel method for load flow studies. As such, the Newton Raphson 
method is commonly used and it is further discussed.   
2.3.1.3. Newton Raphson Method 
The Newton Raphson method is a well-established iterative method which is 
used for solving for the unknown in a set of simultaneous equations. In load 
flow analysis, the set of non-linear equations (2.11, 2.12) is approximated 
using a set of initially guessed values, as a set of linear equations by employing 
the Taylor series expansion with first order truncation [2.9].  
The mathematical formulation of the Newton-Raphson method with reference 
to load flow studies is discussed below starting with (2.11) and (2.12). 
With the Newton Raphson method, the main aim is to reduce the mismatch 
between the real and calculated value to zero. That is, the mismatch between 
the calculated Pi and Qi in (2.11) and (2.12) can be written as;  
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The relationship between the change (mismatch) in power (active and reactive) 
and change in voltage magnitude and angle is given by (2.15). 
(2.15)                                   
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For a n-bus system with ng generator buses (PV buses) and nl load buses (PQ 
buses) with bus 1 assumed to be the slack bus, the formation of the Jacobian 
matrix sub-matrices is detailed below. 
1. Formation of J11 
The sub-matrix J11 reflects the change in the active power relative to the 
voltage angle change. The slack bus voltage angle is fixed as such, its effect is 
ignored.  
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The matrix J11 is a (n-1) x (n-1) matrix whose elements are derived by 
differentiating (2.9) with reVSHFWWRįWKHYROWDJHDQJOH7KHGLDJRQDODQGRII-
diagonal elements are given as (2.17) and (2.18) respectively. 
 ¦ z  ww n ikk ikkiii sYVV
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k
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2. Formation of J12 
This sub-matrix is formed by differentiating the active power with respect to 
the voltage magnitude (2.19). Since the voltage magnitudes of the generator 
buses are fixed, their derivatives are neglected. The matrix thus contains (n-1) 
x (nl) elements. The elements are derived using (2.20) and (2.21) for the 
diagonal and off-diagonal terms respectively.  
Chapter 2  The Modern Day Power System 
13 
 
)19.2(                              
2
2
2
2
12
»»
»»
»
¼
º
««
««
«
¬
ª
w
w
w
w
w
w
w
w
 
n
nn
n
V
P
V
P
V
P
V
P
J



 
¦ z  ww n ikk ikkiiiiiii cYVYVV
P
,1 ikki
 (2.20)                         )--os()cos(2 TGGT  
)21.2(                                    )--os( ikki kicYVV
P
iki
k
i z w
w TGG  
3. Formation of J21 
The sub-matrix J21 is formed by components which are partial derivatives of 
the reactive power with respect to the voltage angle (2.22). Using (2.22), the 
diagonal and off-diagonal elements of the sub-matrix are expressed in (2.23) 
and (2.24) respectively. In all, the matrix is a (nl) x (n-1) matrix.  
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4. Formation of J22 
The elements of the last matrix block are formed based on the derivative of the 
reactive power with respect to the voltage magnitude. The matrix J22 is given 
by (2.25).  
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The diagonal and off-diagonal elements of the matrix are; 
)26.2(                               )-- sin()sin(2 iki
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The matrix J22 is made up of (nl) x (nl) elements. In all, the Jacobian matrix is a 
(n+nl-1) x (n+nl-1) matrix. A summary of the Newton Raphson algorithm for 
the load flow problem is presented below using the flowchart in Fig. 2.1. 
Solve load flow equations for P 
and Q using (2.9) and (2.10)
Calculate active and reactive power 
mismatches ǻP and ǻQ  using (2.13) 
and (2.14)
Assume initial values for the voltage 
magnitudes and angles
Set iteration counter k=0
Formulate the admittance 
matrix Ymatrix
Update the changes and evaluate new 
voltage angle and magnitudes
Calculate changes in voltage magnitude 
and angle using (2.15)
Check if maximum 
mismatches
 are less than the tolerance;
ǻPmax<İ
ǻQmax<İ
Calculate line flows, 
power losses and power 
at the slack bus
Output results for voltage 
angle and magnitude, power 
flow and lossesEvaluate the Jacobian matrix 
using (2.15)-(2.27)
Read load flow data
k=
k+
1
Yes
No
 
Fig 2.1: Load Flow Studies Using the Newton-Raphson Method 
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Also worthy of mention is the Fast Decoupled Load Flow (FDLF) method, 
which approximates the Newton Raphson method. The approximation exploits 
the loose coupling between active power (and voltage angle) and the voltage 
magnitude (and reactive power). As such, a change in the active power (or 
voltage angle) is assumed to have no significant effect on the voltage 
magnitude (or reactive power) and vice versa, since they are loosely coupled, 
as such it can be neglected.  This reduces the computational requirement since 
sub-matrices J12 and J21 are zero. The modified Jacobian matrix becomes; 
)28.2(                                 
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The Jacobian matrix is only calculated at the start of the computation unlike 
being calculated during each iteration for the generic Newton Raphson method. 
The FDLF method thus performs better than the generic Newton Raphson in 
terms of speed and storage space requirements [2.5, 2.9]. However, since the 
Jacobian matrix is calculated once, this introduces some errors, which requires 
more iteration to reach the same level of accuracy as the generic method. The 
quadratic convergence property is also lost at this point. For lines with high 
resistance to reactance ratio, errors due to this assumption become overly large 
thus making the technique unreliable [2.10]. In summary, it is seen that the 
FDLF method is useful in making approximate fast estimations, the full 
Newton Raphson method is better suited [2.7, 2.10].   
2.3.2. Load Flow Studies in Distribution Systems 
The modern day distribution system in contrast to a traditional one comprises 
both generation and load in the system. This makes the concept of load flow in 
distribution systems even more challenging since they now have to cope with 
bidirectional power flow and a higher level of uncertainties. Distribution 
systems have unique features which distinguish them from transmission 
systems.  Some of these features include [2.11-2.14]; 
i. Radial or a weakly meshed nature 
ii. High resistance to reactive impedance ratio (R/X) 
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iii. Unbalanced operation state 
iv. Multiphase  
v. Dispersed generation 
vi. Large number of branches and nodes 
Considering some of the assumptions, the traditional Newton-Raphson method 
and the Fast decoupled method see the distribution systHPDV³LOO-FRQGLWLRQHG´
hence they result in poor convergence [2.11]. In fact, it was observed to 
diverge in [2.11] in most of the cases considered. In the same vein, the 
conventional Gauss-Seidel method is extremely inefficient in solving large 
power systems, which is a typical feature of distribution systems [2.11]. In 
general, load flow techniques employed in transmission systems cannot be 
directly applied to distribution systems.  
In view of the shortcomings of the classical methods (for transmission 
systems), other methods have been proposed to efficiently solve the 
distribution load problem while fully considering its peculiarities. Several 
methods [2.11-2.30] have been proposed for carrying out load flow studies in 
distribution systems. Generally, most of these methods are based on backward-
forward substitution, modified Newton Raphson, and Gauss approach. 
However, most of the methods require some form of backward-forward 
substitution in attaining convergence.  
The Gauss Zbus approach is one of the earliest techniques used for the 
distribution load flow problem [2.15]. The approach uses the Ybus matrix 
(which is sparse) and current injections to solve the network equations. The ZBR 
approach was introduced in [2.16]. Unlike the previous Ybus technique, it 
utilizes the branch impedance matrix, the current injection alongside a branch-
path incidence matrix in solving the network equations [2.16].   
Improved Newton Raphson methods have also been employed for load flow 
studies [2.17-2.20]. In [2.17] and [2.18], a Newton Raphson method with a 
reduction in the Jacobian matrix (to save time) was proposed. A current 
injection based on Newton Raphson method is employed in [2.19] for the load 
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flow studies. In [2.21] a sequence based load flow using Newton Raphson was 
proposed for solving load flow in unbalanced distribution systems. One 
drawback of the Newton Raphson based technique is the need to evaluate the 
Jacobian matrix during each iteration process [2.9]. In addition, its inherent 
convergence problem still occurs for systems with high unbalance and loading 
[2.11]. 
With the Backward-Forward sweep (BFS), the current or power injected into a 
branch is computed relative to the end voltage while the voltage drop is 
evaluated in the forward sweep using the calculated current and or power. In 
[2.11, 2.12], the Backward-Forward sweep method with a layered structured 
branch numbering is employed. However, because the method can only cater 
for radial distributions, it was extended to the weakly meshed network in [2.11] 
using the breaking point mechanism. The ladder network, as employed in 
[2.13] is based on BFS. The models for representing various transformers, 
voltage regulators, capacitors, etc. are detailed in [2.13]. A technique called the 
fast and flexible radial power flow (FFRPF), which is a variant of BFS, is used 
in [2.14]. Here, bus and branch related matrices are formed and used in 
updating the voltages and currents. BFS methods with improvements (e.g. in 
data handling, bus numbering etc.) are also proposed in [2.22-2.24]. All these 
techniques are derivative free unlike the Newton Raphson based methods; 
rather, they employ simple circuit analysis which makes them attractive. 
Other methods such as the direct approach [2.25-2.26] have also been 
previously introduced. With the direct approach, two main matrices are 
required; the first relates the branch current to the load current while the other 
matrix reflects the relationship between the branch current and the bus voltage. 
Although the technique is simple, fast and straightforward, it does not 
accommodate unbalanced or distributed load [2.25].   
Of the techniques mentioned, back-forward schemes are mostly used due to 
their simplicity and non-requirement of a Jacobian matrix, amongst other 
factors. This informs its use as the benchmark for other distribution system 
load flow methods [2.16]. An algorithm based on the BFS scheme is discussed 
further in the succeeding section. 
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2.3.2.1. The Backward Forward Sweep 
The procedure for the distribution load flow described below is adapted from 
the back-forward sweep and the ladder network as presented in [2.13] and 
[2.27]. The current is evaluated in the backward sweep while the voltage is 
updated in the forward sweep. The method is based on child-parent branch 
identification fully described in this section. The procedures involved are 
explained in the steps below.  
Step 1: Formulate a parent child matrix to identify the connected nodes before 
and after a node using the network information. For instance, considering a 
simple 8 bus test system [2.18] shown in Fig. 2.2, the parent child matrix Mpc 
is given by Table 2.2. The Mpc matrix is very easy to form as it does not 
involve node renumbering, the only clear regulation is that the branch number 
should be one less than the value of the receiving node number. The Mpc 
matrix is very important for the forward and backward sweep since it gives the 
sending and receiving nodes.  
 
1
2
3
4
5
7 8
6
1
3
2
5
6
7
4
1
1
Branch Number
Node Number
 
Fig 2.2: A Simple 8 Bus Distribution Test System 
 
Table 2.2: The MPC Matrix for the 8 Bus Test System 
Node Parent  Children 
1 - 2 
2 1 3,4,7 
3 2 - 
4 2 5,6 
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5 4 - 
6 4 - 
7 2 8 
8 7 - 
 
Step 2: Calculate the total nodal current from the loads, shunt capacitor, 
distributed generation etc. These currents are calculated depending on the type 
of load (constant impedance, constant current and constant power) and the load 
connection type (Delta or Wye). Detailed explanations are found in [2.13] and 
[2.27].   
Step 3: The backward sweep is carried out to update the current in the branches 
working from the end node towards the source node. A single line diagram of 
the distribution line segment is shown in Fig. 2.3. The update formula used is 
dependent on the connector (distribution line, transformer or switch) between 
the nodes. The update formulae for nodes connected with distribution lines are 
given in (2.29)-(2.32), while (2.33) and (2.34) are respectively for nodes 
connected by switches or transformers [2.13]. The values for the coefficients ct 
and dt in (2.3.4) vary depending on the transformer configuration. These values 
are given in Appendix A for wye-wye and delta-wye transformers, values for 
other configuration can be found in [2.13]. 
Distribution Lines: 
(2.29)                                    branches)  ( k¦ childrenIII kGCLkp  
(2.30)                                                    ][][ kpkk IdVcI   
(2.31)                                              ]][[
4
1][ 2kkk YZYc  
  
(2.32)                                             ]][[
2
1][ kk YZUd  
 
Switches and Transformers:    
(2.33)                                                         
       kpk II  
(2.34)                                               ][][ 1 ktktk IdVcI  
where IGCL denotes the sum of current injected by the (embedded/distributed) 
generators, capacitors and loads on node k. Ikp gives the nodal current on bus k 
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plus currents from children branches, Ik represents the branch current for line k, 
Vk is the voltage on node k, Zk and Yk are respectively the impedance and 
admittance matrix for line k, ct and dt are coefficients dependent on the 
transformer configuration and U is a unit matrix.  
Zk
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Vk-1
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Vk
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Fig 2.3: Single Line Diagram of the Distribution Line Segment 
Step 4: In the forward sweep, the main aim is to evaluate the voltage drop 
across the lines in order to estimate the voltage at each of the nodes. The 
voltage is evaluated starting from the source node and gradually moving 
towards the end node. This is evaluated using (2.35) [2.13]. 
(2.35)                                                  ]][[]][[ 1 kkk IBVAV    
The parameters A and B are determined based on the type of connection 
between the nodes. The values of A and B for grounded wye-grounded wye and 
delta-grounded wye transformers are presented in Appendix A while those for 
connection types can be found in [2.13]. For nodes connected by switches, a 
zero drop is assumed across the switch, hence 1 kk VV .  
Step 5: Once the backward and forward sweeps are completed, the 
convergence test is carried out to ensure the errors are within the limits. The 
iteration is terminated once the errors between the voltage (on all phases) from 
the previous iteration and the current iteration are within the prescribed limits. 
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Backward Sweep
Calculate branch currents using 
(2.29)-(2.34)
Forward Sweep
Evaluate nodal voltages  using (2.35)
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Set iteration counter k=0
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1
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Fig 2.4: Backward-Forward Sweep for Distribution Load Flow Study 
A summary of the load flow process using the backward-forward sweep 
method is presented in Fig. 2.4. 
2.3. Shortfalls of Deterministic Load flow Studies 
The methods for load flow studies for both transmission and distribution 
systems have been discussed. The methods are seen to be accurate in solving 
the load flow problem, however, the mathematical formulations neglect the 
effects of uncertainty, which are prevalent in power systems. This is even more 
important considering the high influx of non-dispatchable renewable energy 
systems whose outputs are most dependent on weather conditions.  
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This shortfall was initially identified and treated by Borkowska in her research 
publication of 1974 [2.28]. In the work, the effects of uncertainties due to the 
varying nature of load demands and generator outputs were viewed to be 
probabilistic in nature, thus probabilistic mathematical models were employed. 
Since this initial proposition, several research work have focused on 
appropriate techniques/approaches to represent and or model the effects of 
uncertainties while carrying out load flow studies. This is important in ensuring 
that the true system state is known and well represented, considering that the 
outputs of load flow analysis influences decisions made by power engineers.          
2.4. Précis 
The modern day power system is advanced in its makeup and operations. This 
is largely due to the high penetration level of renewable energy systems, 
deregulated electricity system and the global call for sustainable energy 
practices.  This is seen to present some benefits such as improved power 
quality, efficiency and grid support amongst other things. To fully harness 
these benefits, proper management of the power system is essential. This can 
be done using the numerous power system analysis studies discussed in this 
chapter. Although several analysis techniques such as short-circuit analysis, 
harmonic studies, power system stability, power/load flow studies are normally 
carried out to ensure overall healthy operation of the power system, power/load 
flow studies is the most popular since other studies build on it. 
The importance of power/load flow studies have been discussed in this chapter 
and the mathematical formulation. The features, advantages and disadvantages 
of the two main load flow studies method namely the Newton Raphson and 
Gauss-Seidel method have also been examined. Of the two, the Newton 
Raphson is more attractive due to its good convergence properties and 
applicability to large systems which are very common. The detailed process for 
implementing the Newton Raphson method for load flow studies is further 
presented. Also mentioned is the Fast Decoupled Load flow method, which 
builds on the Newton Raphson technique.   
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The peculiarities of the distribution system and the convergence problems 
(amongst other things) associated with using transmission load flow techniques 
for distribution load flow problems have been explained. Techniques such as 
improved Newton Raphson, direct method, ladder method, Gauss approach 
(Zbus and ZBR) and Backward-Forward sweep were briefly discussed with the 
aim of understanding their strengths and weaknesses. Of the methods, a 
scheme based on Backward-Forward sweep was further discussed due to its 
good adaptability for the distribution load flow problem, its mathematical 
formulation is also presented.  
Considering the high level of uncertainties and risks introduced to the power 
system by renewable systems and the variability in load demand, their effects 
cannot be ignored during load/power flow studies if the true system state is 
desired. The methods earlier used for load flow studies both in transmission 
and distribution systems have been deterministic in nature. The concept of 
accounting for uncertainties during load flow studies was mentioned with 
reference to the initial proposition on probabilistic load flow. Since this initial 
proposition, several other research works aimed at understanding uncertainty 
representation and developing good methods for uncertainty based load flow 
studies have been carried out. This forms the basis for the succeeding chapters. 
The various approaches for representing uncertainties are discussed in the next 
chapter.  
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Chapter 3 
Uncertainty Characterisation and Modelling 
 
To properly account for the effect of uncertainties within any given model, the 
mathematical basis of uncertainties needs to be understood. In this chapter, 
some mathematical representations of uncertainties are discussed. The 
probabilistic model of some uncertainties within the modern day power 
systems are also presented while the model for the output wind power is 
validated using real measured data. 
3.1. Uncertainty Classification 
Power systems like most practical systems are not immune to uncertainties. 
Uncertainties within the power system can be due to natural variability, data 
uncertainty, measurement errors, human errors and model or method error 
amongst other factors.  Uncertainties have been previously classified using 
different nomenclatures; the division based on aleatory and epistemic 
uncertainties is discussed below.     
3.1.1. Aleatory Uncertainties 
Aleatory uncertainties are due to unpredictable and unbiased variations or 
natural randomness in a quantity or system. They are also referred to as natural 
variability, random uncertainty or irreducible uncertainty [3.1-3.6]. In general, 
they reduce the precision of the output result and cannot be reduced by better 
measurement or control on the part of the experimenter. With good 
understanding of the theories associated with them, their effect can be 
statistically quantified and taken into account while formulating the system 
/model. One typical example of this is wind speed and solar insolation. This 
type of uncertainty is the basis for the formulation of probabilistic load flow 
studies.  
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3.1.2. Epistemic Uncertainties 
Epistemic uncertainties are uncertainties resulting from the process of 
modelling a system. It is usually caused by lack of knowledge, inexactness, 
indeterminacy, ignorance, immeasurability, lack of observation and conflicting 
evidences amongst other things [3.1-3.5]. In load flow studies for instance, this 
can result from using an overly simplified form of the non-linear load flow 
equation, model/method inadequacy or ignoring some terms to reduce 
complexity of the problem. These types of uncertainties affect the level of 
accuracy of the output. The level of uncertainty can be reduced with a better 
level of knowledge or information. In fact, the main aim of this work is to 
reduce the effect of epistemic uncertainty through the proposition of an 
accurate method for probabilistic load flow studies. The epistemic uncertainty 
is also referred to as systematic uncertainty [3.4].  
It is worth stating that uncertainty due to a random load can sometimes be 
UHIHUUHGWRDVDOHDWRU\RULUUHGXFLEOHXQFHUWDLQW\IURPWKHJHQHUDWRU¶VSRLQWRI
view, however with mechanisms such as load scheduling, load control or 
demand response the effect of load uncertainty can be controlled.  
3.2. Representation of Uncertain Variables 
Uncertainties have been previously represented using various theories. Some of 
these theories include the classical set theory, rough set theory, theory of 
evidence, interval mathematics, fuzzy set theory (possibility theory) and 
probability theory [3.2]. The last three (interval, fuzzy set and probability) of 
these theories have been previously applied in representing uncertainties in 
load flow studies and will be discussed in details below.    
3.2.1. Interval Mathematics 
Interval mathematics is used in representing uncertainties due to non-
specificity or imprecision [3.2]. One major advantage of the interval 
mathematics is that the information about the distribution of the uncertain 
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variable is not required since it is based on boundaries. As such, for problems 
where only the range of existence is known, the method gives a good 
representation of the uncertainty. 
As an illustration, for two intervals A= [a, b] and B= [c, d], the simple interval 
mathematics operation is [3.8]; 
(3.1)               ],[0       if                ]/1,/1].[,[],/[],[
)],,,max(),,,,[min(],].[,[
],[],[],[
],[],[],[
dccdbadcba
bdbcadacbdbcadacdcba
dbcadcba
dbcadcba
 
 
 
 
 
One of the drawbacks of the theory is that it does not obey the distributive law 
[3.7, 3.10] and can result in some complex evaluation for non-real number 
intervals as with the case of power. In addition, full information about the 
output distribution cannot be obtained with interval mathematics since only the 
boundaries are given [3.2]. Another disadvantage of theory is its 
overestimation of output when dependency exists among variables. This is 
often referred to as ³LQWHUYDOGHSHQGHQF\SUREOHP´>@ 
3.2.2. Fuzzy Set Theory 
The concept of fuzzy set was developed by Zadeh for uncertainties which are 
not necessarily represented statistically. The theory is based on the classical set 
theory, however with the modification that members belong to a particular set 
up to a certain degree within the interval [0, 1] [3.13]. The fuzzy function 
known as membership function is designed such that the value assigned to 
members within the fuzzy set denotes the level of the membership. Fuzzy set 
can be used when representing vagueness (fuzziness) and non-specificity in an 
uncertain variable [3.2, 3.13, 3.14]. The fuzzy set theory can be viewed more 
as a qualitative analysis tool rather than quantitative [3.10].   
For a universal set X, the fuzzy membership function, µX obeys the following 
properties [3.11-3.14];  
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Members of the fuzzy set take values between 0 and 1 although the sum of the 
membership value does not always add up to unity like with probability [3.13]. 
The fuzzy set gives the possibility distribution function and not the probability 
distribution function of the output. A detailed explanation of the fuzzy set 
theory is presented in [3.13, 3.14].  
3.2.3. Probability Theory 
The probability theory is the most common approach of representing 
uncertainty especially when the distribution of the variables is available [3.15].  
It provides a way of making quantitative inferences about uncertainties [3.10]. 
With the probability theory, the degree of likelihood or occurrence of a 
particular event is assigned a value known as probability. Mathematically, this 
is represented within a probability space [3.6].  
A probability space consist of a set S FDOOHGWKHVSDFHVDPSOHDQDOJHEUDȤRYHU
S whose elements are measureable and a probability measure ]1,0[: oFP . 
The probability theory is based on three axioms [3.15-3.17]; 
...)()(,...),( in set disjoint  afor    .3
(3.3)                                                                                  1)(   .2
 allfor  0)(   .1
2121  
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The probability measure is used when the uncertainty results from discordance 
or conflict among the likelihood of occurrence in elements of a set [3.14]. 
Thus, it is good at representing uncertainties due to stochastic disturbances, 
variability and risk [3.10]. Probabilistic analysis can be carried out if the 
probabilistic distribution of the uncertain variable is available. This is usually 
given in terms of the probability density function of the variable. This concept 
and other relevant probability terminologies are explained in the succeeding 
section.  
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To reflect the impact of the uncertain variable in the output, two stages are 
involved [3.2]; probabilistic representation of the uncertainty and propagation 
of the effect of the uncertainty through a model. In accounting for the effect of 
uncertainties in load flow studies, the probabilistic approach is commonly used 
since it is well established, precise and applicable to decision theory which is 
one of the objectives of the load flow study [3.10, 3.18]. One of the major 
drawbacks of the probabilistic approach is its high computational cost [3.18], 
however, this can be reduced with the proposition of approximate methods as 
used in this work. 
3.3. Mathematical Basis 
In this section, some basic terminologies and theories of probability, which are 
constantly used in the thesis, are discussed.    
3.3.1. Definition of Terms 
Random Experiment: An experiment whose outcomes are not known in 
advance. [3.19] 
Random Event: An outcome or set of outcomes of a random experiment that 
have a definite probability of occurrence. [3.19] 
Sample Space: A mathematical abstraction used to represent all possible 
outcomes of an experiment. [3.19, 3.20] 
Random Variable: A random variable is a function that maps events defined on 
a sample space into a set of values. [3.19, 3.21] 
Random Number: A number generated at a realization of any random variable 
that is an element of a given variate. [3.21] 
Variate: A generalization of the idea of a random variable with similar 
probabilistic properties but defined without reference to a particular type of 
probabilistic experiment. A set of all random variables that obey a given 
probabilistic law [3.21]. 
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3.3.2. Description of Random Variables 
The probability that a variate X takes a value less or equal to a number x is 
termed the cumulative distribution function (CDF) F(x). 
)4.3(                                               ]Pr[)( xXxF d  
For the above to be true, F(x) must have the following properties [3.22]; 
i. Non-decreasing in x i.e. )()( 12 xFxF t  when 12 xx t  
ii. Attain the maximum value of unity for the maximum x. 
1)(,0)(  f f FF  
iii. Be continuous from the right 
A distribution function can be continuous, discrete or mixed [3.21].  
a. Continuous Distributions 
A continuous distribution is characterized by F(x) being absolutely continuous.  
The continuous distribution has a monotonic non-decreasing nature as reflected 
by its properties [3.21, 3.22]. For a continuous distribution, (3.5) give the 
probability that X takes a value less or equal to x.  
)5.3(                          )(]Pr[)( duufxXxF
x³
f
 d  
where f(x) is the probability density function (PDF) of the random variable X. 
The integral of the probability density function is always unity following (3.6). 
)6.3(                                          1)(  ³f
f
dxxf  
The PDF is the first derivate of the CDF of a random variable X and is given 
as; 
)7.3(                                     )()(
dx
xdF
xf   
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Typical examples of continuous distributions include normal (Gaussian) 
distribution, Weibull distribution, and exponential distribution. 
b. Discrete Distributions 
A distribution is said to be discrete if F(x) has a fixed value except for a finite 
jump discontinuities [3.16]. The probability that X takes a value less or equal to 
x is given by; 
)8.3(                             )(]Pr[)( ¦
d
 d 
xx
i
i
xpxXxF
 
The binomial and Bernoulli distributions are examples of the discretely varying 
distribution. Discrete distributions also obey the properties listed above, hence, 
the sum of all the probabilities in a discrete distribution is one.  
The mixed (composite) distribution is a distribution made of more than one 
continuous and or discrete distribution [3.21]. This is further discussed in 
section 3.3.5. 
3.3.3. Moments and Cumulants of Random Variables 
Moments of a random variable are the sums of its integral power that help to 
numerically describe the variable with respect to given characteristics such as 
location, variation, skew, peakedness etc. [3.23, 3.24]. Moments can be used in 
representing the nature of a random distribution. Although moments are 
commonly used, cumulants are alternative descriptive quantities of the random 
variable, which theoretically have properties superior to moments [3.24]. The 
cumulant (Kr) of order r of a variate can be calculated from all its moment not 
higher than order r and vice versa. The moment about the origin is referred to 
as raw moment (¶r) while the moment about the mean is called central 
moment (µ r). 
The raw and central moments for a continuous function f(x), and a discrete 
distribution with pk point probabilities are given in (3.9) and (3.10). 
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The first four moments are very popular as they give key information about the 
distribution. The first raw moment referred to as mean or expectation ( P ), is a 
measure of central tendency. It gives the measure of tendency of the variables 
to cluster about the origin [3.23]. The second central moment called the 
variance (ı2) measures the dispersion of the random variable about the mean 
point. The standard deviation (ı) of the variable is the square root of the 
variance. Another importance index is the coefficient of variation (CV) which 
is the ratio of the standard deviation to the mean. 
(3.13)                                                 P
V CV  
The degree of deviation of the random variable from the symmetry is measured 
XVLQJ WKH QRUPDOLVHG FHQWUDO WKLUG PRPHQW UHIHUUHG WR DV VNHZQHVV Ȗ1). The 
NXUWRVLVȖ2) which is the standardised central fourth moment gives the measure 
RIWKHµSHDNHGQHVV¶RIWKHUDQGRPYDULDEOHGLVWULEXWLRQ>@ 
)14.3(                                   , 442331 V
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a. Properties of Moments and Cumulants 
i. Homogeneity. 
All cumulants and moments (both raw and central) satisfy the 
homogeneity property [3.24]. For instance, if the variate X is multiplied by 
a constant, a, the moments and cumulants are in turn multiplied by ar (r is 
the order of the moment/cumulant) 
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)15.3(                  ',,        where)()( PPKTXTaaXT rrr    
ii. Invariantive Property 
Cumulants (except the first (mean)) and central moments remain 
unchanged despite change in origin [3.24]. However, the first cumulant 
experiences a shift as illustrated below. The raw moments do not exhibit 
this property. 
)17.3(           2     and      ,        where)()(
(3.16)                                                           )()( 11
t  
 
rKTXTcXT
cXKcXK
rr P  
iii. Additivity 
All cumulants (not moments) exhibit the additive property [3.24] that is for 
independent random variables X1 and X2, the cumulant is; 
(3.18)                    )()()( 2121 XKXKXXK rrr    
The additive property of cumulant is particularly useful in power systems. 
For instance, in determining the cumulant of injected power at a node, the 
cumulants of all the loads and generators on the bus can be easily added.  
b. Relationship between Moments and Cumulants 
The relationship between moments and cumulants is given in (3.19) 
[3.24]. 
(3.19)            'or             )(1
1
1
1 PP   ¦ mKmmK jjrrj rjrr  
Using the above notation, the first 5 cumulant relative to the central and 
raw moments are shown in (3.20) and (3.21). 
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3.3.4. Quantiles and Percentiles 
Quantiles give a good idea of the general form of a distribution. For a random 
variable with ordered set of values, the quantile divides the probability into q 
equal parts.  For a randomly distributed variable x, the kth quantile is the value 
of xk (in x) that corresponds to a cumulative frequency of N.k/q [3.25]. 
Depending on the value of q, quantiles can take different names. When the 
variable is divided into 100 equal parts (q=100), it is called percentile.  
The quantile can also be estimated from the CDF of the random variable. The 
relationship between q-quantile and CDF is; 
)22.3(                                               (q) 1(q) FX -   
3.3.5. Mixed/Composite Distributions 
A random variable is said to be a mixed distribution if it is a convex 
combination of other specific probability distribution functions [3.21]. The 
component distributions within the mixture can be finite or infinite. The 
mixture can also be composed of continuous distribution and or discrete 
distribution. A typical example of a mixed distribution comprising finite 
continuous component is a sample population made up of subpopulations 
[3.26] as illustrated in Fig. 3.1. The output wind power from a variable speed 
turbine is also a mixed distribution made up of finite continuous and discrete 
distributions.  
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Fig 3.1: Histogram Showing a Mixed Distribution 
The mixed distribution maintains the properties stated in section 3.3.2. The 
PDF and CDF of the mixed distribution are composed of the PDF and CDF of 
each constituent part allocated a weight to represent their significance/overall 
contribution to the mix. The mean and other moments of a mixed distribution 
are also derived from those of its composite distributions. 
Let X be a mixture of two distributions f1(x) and f2(x), the final probability 
density function fc(x) can be represented as (3.23). Using this notation, the 
mean ȝ¶c) is given as (3.24) [3.21, 3.26]; 
(3.24)                                              '''
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where p1 and p2 are the probability of having distributions f1(x) and f2(x) 
respectively and the sum of p1 and p2 must always be unity. 
The nth central moment ȝcn for a mixed distribution can be derived using (3.25), 
while substituting (3.23) in the equations. 
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Expanding (3.23) and (3.25) above, the first five central moments of a mixed 
distribution having L «] component distributions can be evaluated as 
below. 
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3.3.6. Dependency  
A set of variables are independent if the marginal probability associated with 
the outcome of one is not affected by the value observed for the other variable 
[3.21]. In line with the above definition, two variables will be dependent if and 
only if the probability of the occurrence of one is influenced by the other. 
Often times, dependence between variables is considered based on linear 
correlation between them. However, dependency goes beyond linearity as two 
variables with zero linear correlation can still be dependent. Some of the 
parameters for representing dependency include the Pearson product moment 
correlation (r), Spearman rank-order correlation coefficient (ȡ.HQGDOO¶V7DX
(Ĳ) and Blomquist beta (ȕ) [3.27].  
,W LV DOVRZRUWKPHQWLRQLQJFRSXODV ZKLFKDUH IXQFWLRQV WKDW µFRXSOH¶RU MRLQ
marginal distributions to their joint distribution such that the dependence 
structure of the random variables can be captured [3.27, 3.28]. A detailed 
discussion on copulas is found in [3.27]. 
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3.4. Approximate Techniques for Distribution Functions 
Reconstruction 
The probability density function or the cumulative distribution function of a 
variable can easily be constructed if the moments or cumulants are known. 
Several techniques are available for this reconstruction with some of them 
based on series expansion of a base function [3.24]. In this section, the Gram 
Charlier series, the Cornish Fisher expansion series, the Edgeworth series and 
the Pearson system are briefly considered.  
a. Gram-Charlier Type A Series Expansion 
The Gram Charlier series expansion approximates the probability distribution 
RIDYDULDEOHLQWHUPVRIWKHYDULDEOHV¶FXPXODQWV>@ 
)27.3(                                            )()()(
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xxHcxf
j
jj M¦f
 
 
 
where ĳ[ is the PDF of the standard normal distribution given by; 
)28.3(                                            
2
1)( 2
2x
ex
 SM  
Multiplying (3.27) by the Hr(x) (Chebyshev-Hermite polynomial) and 
integrating from -WRJLYHV 
)29.3(                                           )()(
!
1 ³ff dxxHxfrc rr  
where Hr(x) is built successively using (3.29) starting with Ho=1 [3.24].  
)30.3(                               )()1()()( 21 xHrxxHxH rrr   
 
The resulting series in (3.31) is referred to as the Gram Charlier series of Type 
A [3.24, 3.29]. 
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where K is the cumulant.
 
)32.3(                                          4
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dF(x) eg
-
x
³ff  
The series can only be used if g (3.32), converges and if the PDF f(x) of the 
variable tends to zero as |x| tends to infinity [3.30]. The main point in carrying 
out the approximation is to ensure the finite series give a good approximation 
of the original distribution [3.24]. The other issue has to do with the series 
giving negative values close to the tail in some instances [3.30]. The Gram 
Charlier series thus have a limited range of applicability and poor convergence 
[3.24] especially as f(x) approaches infinity. This makes it inappropriate in 
practical problems where the tail of the distribution is of utmost importance.  
b. Cornish Fisher Series Expansion 
With the Cornish Fisher series, the quantiles of the function to be reconstructed 
are approximated using its cumulants and the quantiles of a standard normal 
distribution [3.30]. The cumulative distribution function is then estimated 
based on the inverse relationship between quantiles and cumulative distribution 
functions.  The cumulative distribution function is then reconstructed using the 
first five cumulants of the random variable as shown in (3.33) [3.30]
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where x(q) is the q-quantile function, )(1 qz)  is the q-quantile of the standard 
normal distribution and țr is the r th order cumulant of the distribution function 
F(x). 
For non-Gaussian distributed random variables, the above procedure can be 
applied by standardising the variable such that its mean is zero and standard 
deviation unity. The higher moments are also standardised. In essence, the 
resulting q-quantiles are standardized and need to be transformed back to the 
original space of the distribution. 
c. Edgeworth Series Expansion 
The Edgeworth series is an inversion of the Cornish-fisher series used in 
reconstructing the probability density function of a variable [3.24]. The series 
employs the cumulants of the function and the Hermite polynomial as with the 
Gram Charlier series though, using a different arrangement and better degree of 
approximation [3.24]. The series is represented mathematically as shown in 
(3.34) 
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The Gram Charlier and the Edgeworth series have the same level of 
convergence, with both performing poorly for non-Gaussian distribution, 
although, the Edgeworth series performs better than the Gram Charlier series 
for distributions close to the Gaussian distribution [3.24, 3.30]. In addition, it 
has been shown to perform better for some non-Gaussian distributions as 
compared to the Gram Charlier series. In summary, the Edgeworth series can 
be seen to be fairly asymptotic thus giving values close to the true distribution 
[3.24, 3.31, 3.32]. The detailed treatment of the method and its performance 
comparison against other series is presented in [3.32]. 
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d. Pearson System 
The density function of a random variable can be reconstructed from its first 
four moments using the Pearson system [3.33]. For every member distribution 
of the Pearson system, the density function f(x) must satisfy (3.35) [3.24, 3.33-
3.38].  
)35.3(                                    )()()( 2
210
xf
xbxbb
ax
dx
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
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All members also obey the general result in (3.36).  
)36.3(                         )()()()( 2210 xfaxxdx
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Integrating the above equation from -WR gives (3.37). 
)37.3(                       '-a'')2(')1(' 112110 nnnnn bnbnnb PPPPP   
 
where; 
)38.3(                                        )(' ³ff dxxfxnnP  
The constants a, b0, b1 and b2 can be expressed in terms of the moments by 
solving (3.37) successively assuming n takes up values ranging from 0 to 3 and 
also taking the mean (¶1=0) as zero. The resulting values of the constants in 
terms of the moment are [3.24];
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ȕ1 and ȕ2 are respectively the square of the skewness (standardized third central 
moment) and the kurtosis (standardized fourth moment) while µ2 is the second 
central moment (variance).  
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Depending on the distribution, there are seven main classifications based on the 
Pearson system [3.33]. The main decision as to which of the type fits a 
particular problem is based on using a criterion ț or from the plot of ȕ1 and ȕ2. 
The ț-criterion is estimated using (3.40) while the plot of ȕ1 and ȕ2 is shown in 
Fig. 3.2.  
)40.3(                                             
4 20
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bb
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Fig 3.2: The Pearson Curve [3.33] 
From the graph, the values of ȕ1 and ȕ2 give the Pearson distribution type to 
which the random variable fits. This subsequently determines the values of x 
and f(x) in (3.35). The main limitation for the Pearson system is the restriction 
on the values of ȕ1 and ȕ2. To overcome this, transformation of the initial 
distribution into another space was suggested [3.37]. The other challenge is the 
singularity error when ȕ1 and ȕ2 for a particular random variable approach 
several distribution types [3.33]. A detailed treatment of the Pearson system 
including some restrictions and roots of each type are presented in [3.34-3.38].  
ȕ 2 
ȕ1 
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3.5. Models of Uncertain (Random) Variables in Power Systems 
As earlier identified, several uncertainties abound within the modern day 
power systems from generation to distribution. Some of the prominent ones 
include those due to the variability in consumer load demand and variability 
from both dispatchable and nondispatchable generators.   
3.5.1 Important Distributions in Load Flow Studies 
The statistical description of some frequently occurring distributions in load 
flow studies are discussed below. 
a. Gaussian/Normal Distribution 
A random variable x is normal or Gaussian if its density function is given by 
[3.16, 3.21]; 
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where µ is the mean and ı2 is the variance.  
The cumulative distribution function of a normally distributed variable is; 
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b. Bernoulli and Binomial Distributions 
A random variable x is said to follow the Bernoulli distribution if it takes the 
value 0 or 1 while it is binomial distributed if it takes the value «Q for n 
parameters [3.16, 3.21]. The Bernoulli distribution is a special case of the 
binomial distribution. The distribution of the variable x is represented as; 
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The mean and variance are respectively 
)45.3(                                            )1(
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V  
c. Weibull Distribution 
A variable, which is Weibull distributed can either, follow the 2-parameter or 
3-parameter Weibull distribution [3.39].   
The density and distribution function for a variable following the 2-parameter 
Weibull is given in (3.46) and (3.47) respectively [3.39].  
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where Į and ȕ are respectively the shape and scale parameters. 
The 3-parameter Weibull has an extra parameter xo known as the location 
parameter and its density and distribution functions are given in (3.48) and 
(3.49) respectively. 
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3.5.1. Probabilistic Load Model 
The probabilistic model of a load can be obtained by analysing series of 
measured data from the particular site. Depending on the load usage and 
nature, the model can follow a continuous distribution, or a discrete 
distribution and sometimes a combination of both. Due to lack of sufficient 
measured data (at a good interval), the Gaussian distribution is adopted 
throughout this work for the continuous load as with previous works. The 
discrete load follows the binomial or Bernoulli distributions. For instance, for a 
pumping machine, which is only able to work at five states, the load will have 
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certain probability of assuming any of the states. A typical discrete load 
distribution is illustrated in Table 3.1 [3.40].  
Table 3.1: Typical Discrete Load Distribution 
Active Power (MW) 13.4 19.6 30.2 34.8 37.3 
Reactive Power 
(MVAR) 
7.5 11.0 17.0 19.6 21.0 
Probability 0.10 0.15 0.30 0.25 0.20 
3.5.2. Probabilistic Model of A Generator 
The dispatchable generator can either be dual state or multistate depending on 
the control mechanism put in place [3.40]. For a dual state conventional 
generator, full (operational) or null (outage) output is generated. The two-state 
generator follows the Bernoulli distribution while the multistate distribution 
follows the binomial distribution.  
Most times, the randomness of the dispatchable generator output is expressed 
in form of its forced outage rate (FOR).  
7KH³QRQ-GLVSDWFKDELOLW\´RIWKHRXWSXWRIPRVWUHQHZDEOHHQHUJ\JHQHUDWRUVLV
dependent on the inability to fully control the supply of the fuel. The output 
from a solar PV farm is dependent on the solar insolation level while that for 
the wind farm is a function of the wind speed. The probabilistic model for the 
output solar power has been treated extensively in [3.41-3.43]. The model for 
the output wind power is summarized in the following section. 
Other randomness within the network which can only assume two states such 
as the branch outage are represented using [0, 1] distribution [3.44]. 
3.5.3. Probabilistic Model of Wind Power  
The probabilistic model of the output wind power from a turbine is dependent 
on the probabilistic model of the wind speed and the wind turbine 
characteristics curve. Hence, the wind speed probabilistic model needs to be 
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fully understood. In the past, wind speed has been represented probabilistically 
using the normal distribution, the gamma distribution and the Weibull 
distribution [3.30]. The wind speed distribution is dependent on the location 
and may vary in regions across the globe, although most researches have 
shown that the Weibull distribution is the best fit for the wind speed 
distribution for long term planning purposes [3.30]. To corroborate this, the 
wind speed data used in this work was obtained from real measurement for a 
location in Samsun, North Coast of Turkey.  
The measured data for a 12-month period was analysed using a statistical 
software known as EasyFit [3.45]. Results obtained confirms the adequacy of 
the 2-parameter Weibull distribution in modelling the wind speed. A full 
analysis of the wind speed data is presented in Appendix B.  
The variable wind speed generators (like the doubly fed induction generator, 
(DFIG)) are increasingly being used to ensure the power in the wind is 
properly harnessed at all times. As such, the standard mathematical relationship 
between wind speed and output wind power (3.50) will not always apply. The 
typical output from a variable speed wind turbine is thus employed as the basis 
for determining the probabilistic model of the output wind power.  
(3.50)                                        
2
1 3
pw CAVP U 
 
where Pw is the output wind power, ȡ is the air density, A is the turbine blades 
swept area, V the wind speed and Cp is the power coefficient. 
a. Approximate Model for wind speed-wind power relationship 
The turbine characteristics curve (relationship between wind speed, output 
wind power and power coefficient) for a 500kW wind turbine [3.46] is shown 
in Fig. 3.3. For the purpose of analysis, a simplified form of the graph is shown 
in Fig. 3.4. From the literature, two models have been used in approximating 
this curve [3.47-3.53]. The first referred to as the linear model in this work is 
based on the assumption that region B in Fig 3.4 is linear. With this 
assumption, a simple linear relationship approximates the wind speed and wind 
power relationship. The second model will herewith be referred to as the cubic 
Chapter 3  Uncertainty Characterisation and Modelling 
48 
 
model considers the initial relationship between wind speed and power (3.50) 
and thus assumes the wind power in region B is a cubic function of the wind 
speed.  
 
Fig 3.3: Manufacturer Wind Turbine Characteristics for EWT500 [3.46] 
The adequacy of the two approximate models has been evaluated and results 
(presented in Appendix B) show that the cubic model gives a good 
representation of thH UHDO PDQXIDFWXUHU¶V FXUYH DV RSSRVHG WR WKH
overestimation noticed with the linear model. The mathematical basis of the 
cubic model is further detailed below.  
 
Fig 3.4: Power Output Vs. Wind Speed relationship for Wind Generators 
The output wind power in each of these regions can be calculated using (3.51) 
for the cubic model [3.53]. 
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where vci  is the cut in wind speed, vr  is the wind speed at the rated power (Pr) 
and vco is the cut out wind speed. Constant C and D are given as; 
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Combining equations (3.51) and (3.52) with the wind speed distribution (3.47) 
result into (3.53) which is the cumulative distribution.  
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Differentiating the CDF (3.53) with respect to output power Pw, the probability 
density function (PDF) is obtained as; 
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It is worth stating that in some previous literature [3.47-3.52] on probabilistic 
load flow using approximate methods, the probabilistic model of the wind 
speed is used directly in determining evaluation points for the load flow, 
however, this technique introduces some errors as explained in Appendix B. 
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b. Output Wind Power as a Composite Distribution 
Using the wind power model described above, the output from a 20MW wind 
farm is show in Fig. 3.5. From the plot, the output wind power is seen to 
compose of three distinct parts; a discrete component at zero power part, the 
continuous part reflecting Region B in Fig. 3.4 and another discrete part at the 
rated power.  
 
Fig 3.5: Injected Wind Power from a 20MW Wind Farm 
To drive further the mixed distribution attribute of wind power, Fig. 3.6 shows 
the typical output distribution of a 1MW wind turbine installed in a high wind 
profile region with cut-in, rated, and cut-out wind speeds of 4m/s, 15m/s and 
25m/s respectively [3.49]. The wind speed parameter based on the 2-parameter 
Weibull distribution are Į= 3.97 (shape parameter) and ȕ=10.7 (scale 
parameter) [3.49].  As expected, the PDF of the output wind power is 
continuous in the region where Pw<Pr while the distribution becomes truncated 
and remains constant at the rated power after this point.  
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Fig 3.6: Typical wind power output from a 1MW Turbine. 
3.6. Précis 
Power systems like most physical systems are prone to uncertainties from 
various sources ranging from natural (uncontrollable) to those as a result of 
imperfection in system and measurement. Based on the type and source of the 
uncertainty, several classification of uncertainty can be found in the literature. 
The common classification into aleatory and epistemic uncertainty has been 
discussed in this chapter. Aleatory uncertainties, mostly due to natural 
variability, are seen to be irreducible while epistemic uncertainties can 
generally be reGXFHG E\ HPSOR\LQJ WKH ³ULJKW´ or more sophisticated model, 
method or process. Uncertainties due to output wind power are typical aleatory 
uncertainties since it is dependent on the weather condition which is 
uncontrollable while uncertainties due to the utilisation of various probabilistic 
load flow models can be viewed as epistemic since it is reducible through the 
use of an appropriate method. 
The various ways on representing uncertainties have been highlighted while a 
brief discussion of interval mathematics, fuzzy set theory and probabilistic 
theory previously used in representing uncertainties in power systems are 
given. Considering the merits of probabilistic load flow in decision based 
application like load flow studies, an in-depth explanation including the 
mathematical basis of the concept is presented.  
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To accurately reflect the effect of uncertainties once they are projected through 
the model, the statistic and distribution and density plot of the output is desired. 
Four systems of approximating the density and or distribution plot namely the 
Gram-Chalier series, Edgeworth series, Cornish-Fisher series and the Pearson 
System have been examined. The mathematical basis for each system has been 
presented alongside their limitations.  
In representing uncertainties, the mathematical model/distribution of the 
random variable must be known. This is often obtained by studying the source, 
nature and or effect of the variable. For instance, in power systems, the model 
of uncertainties due to the customer load demand is obtained by analysing the 
recorded data over a period of time. The probabilistic models of other 
uncertainties due to both dispatchable and non-dispatchable generators are 
discussed in this chapter. Considering that wind power is one of the most 
viable of the non-dispatchable (renewable) power sources, its probabilistic 
model is of interest. Two models (linear and cubic) have been previously 
employed in modelling output wind power. The accuracy of the models has 
been examined in this chapter. A validation of the models was carried out by 
comparing results obtained using them with those from real wind speed 
measurement plus the manXIDFWXUHU¶VFXUYH)URPWKHUHVXOWVWKHFXELFPRGHO
was seen to be the most adequate since the linear model overestimates wind 
power.  
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Chapter 4 
Probabilistic Load Flow Methods 
 
Probabilistic load flow studies are pivotal in determining the true power system 
state in the presence of uncertainties. The effectiveness of any probabilistic 
load flow method can be measured in terms of execution time, accuracy, as 
well as simplicity. This chapter examines in detail some previously proposed 
probabilistic load flow methods in the literature while also demonstrating their 
working principles.  
4.1. Method Classifications 
Probabilistic load flow (PLF) methods have been broadly classified based on 
the mathematical techniques on which they operate. These methods can be 
divided into; numerical or simulation methods [4.1-4.6], analytical methods 
[4.7-4.21], approximate methods [4.23-4.31] and hybrid methods [4.32-4.34]. 
The Fuzzy load flow technique [4.35-4.38] and Interval arithmetic load flow 
[4.39, 4.41] methods which present alternative ways of representing the 
uncertainty are also worthy of mention.  However, the most prominently used 
methods fall under the first three classifications. Example techniques under 
each of these are further discussed. 
The non-linear load flow equation to be solved can be represented by (4.1 and 
4.2) [4.17].
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where P i and Qi are the net active and reactive powers injected at node i and șik 
is the voltage phase angle between nodes i and k. Pik and Qik are the active and 
reactive power flows in line ik, Vi and Vk are respectively the voltage 
magnitude at bus i and k, Gik and Bik are the real and imaginary parts of the 
network admittance matrix while tik is the transformation ratio of branch ik. For 
a branch with transmission line tik is unity. bik is half the branch susceptance for 
transmission line, while it is neglected for branches with in-phase or phase shift 
transformers. 
4.2. Numerical or Simulation Methods for PLF studies 
Numerical methods are based on producing a sequence of approximations by 
repeatedly solving the problem [4.42]. Monte Carlo Simulation (MCS) is a 
typical numerical method [4.2-4.3] often used in probabilistic load flow 
studies.  
Monte Carlo simulation techniques are based on sampling the variables at 
random, following the probability density function (PDF) of the stochastic 
variables and then observing the results [4.43]. In using the MCS method, the 
distribution function of all the uncertain variables within the power network 
should be known. The MCS method comprises of two vital features [4.1]; the 
random number generation and the random sampling. The random regenerator 
is easily built using some basic mathematical techniques once the PDF is 
given. While several sampling techniques exist, the commonly used technique 
in PLF studies is the simple random sampling (SRS) because of its simplicity. 
This is often referred to as the crude MCS. 
Using the crude MCS method, the non-linear deterministic load flow equations 
(4.1) are sequentially solved using the randomly generated variables. The key 
advantage of the MCS method is its ability to use the exact non-linear 
equations thus eliminating linearization errors [4.1]. However,one major 
drawback of the crude MCS is that the number of samples has to increase for 
the accuracy to increase [4.43-4.46]. This implies that a large number of 
samples have to be generated before it converges. This makes the crude MCS 
method computationally burdensome and it also requires a large computer 
storage space.   
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To further illustrate home the significant relationship between sample numbers 
and convergence rate, a simple 6 bus test system [4.48] is considered. The 
system is assumed to have three normally distributed randomly varying 
functions with a 5% coefficient of variation. A graph showing the convergence 
rate and time against the number of simulation samples is presented in Fig. 4.1. 
 
Fig 4. 1: Convergence rate and computation time against the sample size using 
the MCS method 
From the graph, it is clear that a large sample number is required before 
convergence can be attained. For instance, a minimum of 20000 samples with 
simulation time of about 150 seconds was required in this case before 
convergence was attained. Although the crude MCS gives accurate results 
(when a large sample size is used) and often used as the benchmark in 
evaluating the performance of other methods, its prohibitive computational 
time especially for large systems makes it unattractive.   
To reduce the sample size using the crude MCS method, alternative techniques 
such as the Latin Hypercube Sampling (LHS) [4.43, 4.46 4.47] and various 
reductions of variance techniques [4.43, 4.45-4.47] can be used in tackling the 
sample size problem. Examples of variance reduction techniques include 
importance sampling, stratified sampling, correlation and regression, mixed 
sampling, control variates, antithetic variates etc. Generally, variance reduction 
techniques saPSOH WKH YDULDEOH LQ µLQWHUHVWLQJ¶ DUHDV EDVHG RQ a priori 
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information [4.45], in the real sense, the more information available, the better 
the accuracy that is achievable [4.43]. To have this knowledge, it is advised 
that the simple MCS can be used for the initial simulation, while these methods 
can be applied for the subsequent simulations [4.43]. The other main drawback 
of these techniques is with the modifications they introduce to the probability 
distribution of the variates [4.46].  
Of the various improvement techniques, the Latin Hypercube Sampling (LHS) 
[4.4-4.6] seems to have gained prominence in power systems applications. The 
LHS is a combination of stratified sampling and random sampling which 
samples the variate over the entire distribution. With the LHS method, the 
entire parameter space is divided into segments having the same probability, 
samples are then drawn from each segment randomly or by some efficient 
means such as using the midpoint [4.46]. Cells (on the same row and column) 
having the sample value as the chosen cell are eliminated [4.46]. The process is 
repeated until the final samples are obtained. One challenge with this technique 
has to do with its elimination of the possible interaction between variables 
[4.46]. However, the combined technique used in [4.4]-[4.6] suggests that this 
dependence problem can be reduced. 
Fewer number of samples are required using the LHS as compared with the 
simple MCS, however, for a multivariate problem, samples for all the variables 
have to be generated at once thus leading to a need for a large computer 
memory storage space [4.44]. Also, the technique only performs well for the 
evaluation of the expectation but may be unsuitable if the distribution of the 
output variables is desired [4.4]. These drawbacks led to the search for 
alternatives that are able to incorporate the advantages of the MCS but void of 
its setbacks.   
4.3. Analytical Methods 
Analytical methods were proposed as alternatives to the MCS method in view 
of their computational time disadvantage. Analytical methods can be referred 
to as mathematical techniques which involve the operation of the probability 
density function (PDF) of the input variables (power) so as to obtain the PDFs 
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of the output variables (system state and line flows) [4.11]. Various techniques 
have been previously used in carrying out this transformation, though, all 
analytical based techniques require some form of assumptions before they can 
be implemented. Some of these assumptions include [4.1, 4.10]; 
i. Linearization of the load flow equation given in (4.1) and (4.2) 
ii. Constant structure of the network 
iii. Independence between input parameters 
The initial techniques proposed [4.7] involve the convolution of the density 
functions of the input variable to obtain the density function of the outputs. 
Two techniques were proposed for carrying out the convolution process, the 
first often referred to as the conventional method is based on using Laplace 
transforms [4.8] and another technique based on the fast Fourier transforms 
(FFT) [4.9-4.11]. Unfortunately, using both methods involve complicated 
mathematics [4.1], result in large errors due to linearization, while errors also 
tend to increase as the variation in the input parameters increases. 
Improvements such as multipoint linearization [4.11], network outage 
modelling [4.10] and dependence representation [4.12] have been proposed for 
the conventional and FFT methods, although the underlying problem caused by 
linearization still poses a great problem to their wide application. 
Recently, another analytical method known as the Cumulant Method (CM) has 
gained attention due to its computational speed advantage [4.13]. This method 
is further discussed below.  
4.3.1. The Cumulant Method for PLF Studies 
The Cumulant method exploits the unique properties of cumulants as discussed 
LQ VHFWLRQ WKXVDYRLGLQJ WKHFRPSOLFDWHGFRQYROXWLRQRI3')¶VDVZLWK
the conventional and FFT based analytical methods. The distribution of the 
desired output parameters are evaluated from those of the input parameters just 
like with other analytical methods using some key relationship extracted from 
the linearized equations. The load flow equations given in (4.1) and (4.2) are 
linearized to give [4.17]; 
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where W is the nodal active and reactive power injection vector at the normal 
operating conditions, Z is the branch flow vector under normal operating 
conditions, X is the state vector comprising of the nodal voltages and angles 
under normal operating conditions while f and g are respectively the power 
injection and line flow functions.    
At the normal operating conditions, (4.3) becomes (4.4).  
(4.4)                                                    )(
)(
¿¾
½
 
 
oo
oo
g
f
XZ
XW
 
Assuming the injected power in the system is subjected to a small disturbance 
¨W, there will be a change ¨X and ¨Z in the state variable and branch flow 
vector respectively. If the disturbance is not very large, expanding (4.3) around 
the operating point using Taylor series gives; 
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Ignoring the higher order terms, (4.5) and (4.6) become; 
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The change in the state variable ¨X, is obtained by merging (4.7) and (4.9). 
where Jo is the Jacobian matrix and So is the sensitivity matrix. 
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)11.4(                              1 WSWJX ' ' '  oo  
The change in the power flow in the branches ¨Z is given as [4.17]; 
 )12.4(                                            XGZ ' ' o  
Substituting (4.11) into (4.12) gives; 
 )13.4(                                                    WSGZ ' ' oo  
With the above equations, any change in the injected power is easily 
transformed to the outputs (state variables and branch flows) once the 
cumulants of the injected power are known. The Cumulant method is often 
combined with one of Cornish-Fisher Approximate series [4.15, 4.18, 4.19], 
Gram Charlier Series [4.13, 4.16, 4.17-4.19] or the Egdeworth expansion [4.18, 
4.19] in getting the distribution of the output variables. A performance 
comparison of these distribution reconstruction schemes is given in [4.15, 
4.19]. Although most of the propositions [4.13-4.19] ignored the effect of 
dependency between variables, an orthogonalization technique is used in [4.20] 
to include the linear correlation effect in the cumulant of the variables. A 
detailed treatment of the cumulant method is found in [4.17]. 
The additive properties of cumulants (section 3.3.3) helps avoid some of the 
complicated mathematics associated with other analytical methods, however, 
errors due to linearization still make the method inadequate especially when 
the input distribution have some active points aside from the mean value 
[4.20]. Some enhancements [4.20, 4.21], have been proposed which are all 
based on solving the load flow at other active points aside from the expected 
value. These enhancements give better level of accuracy as compared with the 
original CM, though, the results (especially for higher moments) are still prone 
to significant errors due to its dependence on the Jacobian matrix [4.22]. 
4.4. Approximate Methods for PLF Studies 
The general aim of any approximate method is to represent non-arithmetic 
quantities with arithmetic quantities to a good level of accuracy using minimal 
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computation time and effort [4.49]. Approximate methods such as First order 
second moment method (FOSMM) [4.23, 4.24], point estimate method (PEM) 
[4.25-4.30] and more recently the unscented transform method (UT) [4.31] 
have been used in solving the probabilistic load flow problem. These 
approximate methods have gradually gained prominence in carrying out 
probabilistic load flow due to their robust ability to directly make use of the 
non-linear load flow equations like the MCS method, thus, eliminating the 
linearization errors associated with the analytical methods.   
The FOSMM was first used in [4.23] for optimal load flow studies. The 
method involves using the first moment (mean) of the input function in 
obtaining the first and second moments of the output function by using the 
Taylor series expansion in approximating the non-linear equation. The method 
used here relates closely with the formulations used in the analytical method 
hence large errors were introduced to the solution. The method is not discussed 
further here since not much development has evolved from it.  
The mathematical basis of the PEM and UT method are further described 
below. 
4.4.1. Point Estimate Method for PLF Studies 
Point estimate methods refer to methods which require knowledge of the 
probability density function f(X) at a specific set of values of X to get the 
statistical moment of f(X) [4.50]. Generally, the estimation points are chosen 
based on the knowledge of the first few moments of the variables and 
eliminates finding derivatives as with analytical methods. Although PEM has 
been applied to other engineering fields [4.50-4.54], it was first applied to 
probabilistic load flow in 2005 [4.25].  
Several PEM schemes (based on the number of estimation points required) 
have been proposed since the concept was introduced in 1975 by Rosenblueth 
[4.50]. This initial proposition could only handle symmetrical distributions (in 
fact only the normal distribution) for univariate and multivariate problems and 
requires 2n estimations [4.50]. Improved methods such as the 2n [4.25-4.27], 
2n+1 [4.28, 4.29], 3n [4.28], 4n+1 [4.28] and 5 [4.30] PEM all evolved as an 
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improvement in either the number of estimation points, the types of distribution 
to be handled or the ability to handle linear dependence between variables. 
The 2n PEM requires a priori knowledge of the first three moments of all the 
inputs. It suffers from very large errors especially as the number of 
uncertainties and the variation in the input parameters increases [4.28], other 
PEM schemes involving more points are suggested in its place for better 
performance [4.28].  
The 2n+1 PEM requires knowledge of the first four moments of all the inputs 
and gives better accuracy than the 2n scheme. Of the first four PEM schemes 
earlier mentioned, the 2n+1 scheme is the most computationally effective 
[4.28]. The 3n PEM gives exactly the same performance as the 2n+1 scheme 
when all input distributions are normally distributed, however, it results in 
complex estimation points when the input distribution follows a discrete 
distribution like the binomial distribution. Also, the 3n PEM technique requires 
a deeper knowledge of the input parameter up to the 5th moment.  
The 4n+1 requires even more moments (up to the 8th moment) for the 
estimation points to be formed although it gives similar or slightly better 
performance as the 2n+1 PEM. One key similarity and advantage of the 2n+1 
and 4n+1 is the independence of their concentration points on the number of 
input parameters. 
Considering that the power system can consist of mixed distributions (with 
both continuous and discrete distribution) such as with wind power, the 
previously mentioned methods are not able to properly account for this as only 
the moments are considered in choosing the estimation points. In view of this, 
the 5PEM was proposed for power systems with wind penetration in [4.30].  
The principles of the 2n+1 and the 5 PEMs are discussed below. 
4.4.1.1. The 2n+1 PEM  
As stated earlier, the 2n+1 PEM requires the knowledge of the first 4 moments 
of all input parameters. This technique has been proven to work effectively for 
V\PPHWULFDOGLVWULEXWLRQV7KHHVWLPDWLRQSRLQWVUHIHUUHGWRDV³FRQFHQWUDWLRQV
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SRLQWV´DQGWKHLUDVVRFLDWHGVLJQLILFDQFHNQRZQDVWKHµZHLJKWV¶DUHHVWLPDWHG
using the first 4 moments.  
For a function Y which is a function of n random variables denoted by 
x1,x2«[n that is; 
(4.14)                                           ),,,( 21 nxxxfY   
Three concentration points and corresponding weights are used for each 
random variable with one centred on the mean, the relationship between these 
points and the moments are given as [4.53]; 
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3ixO  and 4ixO  are respectively the coefficient of skewness and kurtosis of the ith 
variable.  
The corresponding weights are given in (4.18) and (4.19). 
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For the PLF problem, each of the concentration point generated is used as the 
input to solve the deterministic load flow equation, while the weight of the 
points determines their contribution to the final moments (mean, deviation etc). 
With the placement of the third concentration point on the mean for all the n 
random variables, the load flow equation is evaluated 2n+1 times instead of 3n 
times. The pth raw moment of the final output parameters is given by [4.53]; 
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where kiY, is output result of the load flow studies using the kth concentration 
point of the ith variable while other variables are assumed to take their mean 
value. That is; 
 )21.4(             ),,,,,,(
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The central moments are easily derived from these raw moments using the 
relationship between them as explained in section 3.3.3 of Chapter 3. 
The scheme is also able to represent correlation between the input variables by 
incorporating the correlation parameter into the moment of the variables using 
the Cholesky decomposition and Nataf transformation [4.29]. One shortfall of 
the scheme is its diminished accuracy for variables with mixed distributions 
such as the output wind power [4.30].  
4.4.1.2. The 5PEM 
Having identified the limitation of the 2n+1 scheme above, the 5PEM was 
specifically proposed in [4.30] because of the uniqueness of output wind power 
due to the variable nature of the wind speed. To fully harness the power from 
the wind source, the variable speed wind turbine is employed. Thus, for period 
with low wind speed, the wind turbine supplies no power while between the 
rated to cut-out wind speed, a constant wind power fixed at the rated power is 
produced as reflected in (4.22). With the 5PEM scheme, one concentration 
point is fixed each at zero output power (Region A) and the rated output power 
(Region C), while the other 3 points are located on the continuous part (Region 
B) of the wind power curve. 
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Y is the generated wind power while X is the wind speed at the particular 
instance under consideration. vci, vco and vr are respectively the cut-in, cut-out 
and rated wind speeds. The constants Į and ȕ are chosen such that (4.23a) and 
(4.23b) hold. 
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The weights of the concentration point located on zero and rated powers are 
assumed to be the probability of having zero and rated powers which is given 
in (4.24) and (4.25) respectively. 
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The continuous part in region B is assumed to have a probability of pc which is 
given by (4.26). 
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 The 3 points in the continuous part are then chosen using the process followed 
in the 2n+1 PEM scheme, though with a slight modification to the PDF. It is 
worth stating that the area under the PDF of the continuous part is not unity 
and a slight modification is done by dividing it by pc to make it so. A 
comprehensive treatment of the 5PEM scheme is found in [4.30].  
The scheme gives accurate results for the various test cases considered, even 
though the number of computation points increases drastically as the number of 
uncertain variables increases. For instance, with 10 uncertain variables within 
the network, the number of estimation required becomes unwieldy (close to 10 
million!). Its applicability is thus restricted to problems with less than 7 
uncertain variables to achieve the same number of evaluation runs with MCS 
(assuming 100,000 samples). The other shortfall of the scheme is the 
assumption of a linear relationship model for the output wind power rather than 
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the cubic relation (as described in section 3.5.4a). With the cubic model, a 
larger degree of error is noticeable while using the scheme. 
4.4.2. The Unscented Transform [4.31] for PLF Studies 
 The unscented transform (UT) method discussed in this section follows that 
recently used in [4.31] for probabilistic load flow studies.  
For a variable y related to x through a nonlinear function f, 
)27(4.                                                      )(xfy  
 
The main aim is to correctly evaluate the statistical moment of the output 
distribution y. The UT method works on the fact that it is better to approximate 
probability distribution function rather than a nonlinear function [4.54]. With 
this technique, the mean ( y ) DQG FRYDULDQFH yy) of the output can be 
approximated by estimating the function at few points selected based on the 
mean ( x ) and covariance (xx) of the input distributions. The estimation of the 
input variable and their corresponding weights are given in (4.28) to (4.33) 
[4.53]. It is worth stating that the inclusion of the covariance matrix allows for 
consideration of linear dependency between the variables. 
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The sum of all the weights should be unity for the above relationships to hold, 
also numerically efficient root finding techniques such as the Cholesky 
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decomposition should be used for (4.30) and (4.32) [4.31]. It is seen that the 
estimation points (aside from the mean) and sigma points depend on W0, the 
weight of the mean point. This presents a major challenge to the technique 
since this control value is to be chosen arbitrarily. A value of (1/3) was 
suggested and employed in [4.54] since the value gave the true kurtosis for the 
Gaussian distribution in some cases, unfortunately this may only be applicable 
to problems where all the inputs are normally distributed. The main problem 
comes back to that of determining the appropriate value for the weight of the 
PHDQ SRLQW ZKLFK LI QRW FRUUHFWO\ µDVVXPHG¶ will lead to large error in the 
results [4.22].   
4.5. Other Techniques 
Other techniques have been proposed in the literature which combine two or 
more of the schemes mentioned above. The aim of most of these hybrid 
methods is to combine the strengths of various methods into a single technique 
while also trying to reduce or eliminate their drawbacks.  
In [4.32], [4.33], the convolution method was combined with the Monte Carlo 
Simulation technique. A linearized load flow equation was employed while the 
MCS is used in plotting the distribution of the output functions. The Enhanced 
Linear Method (ELM) is employed in [4.34]. The method combines concepts 
from the conventional cumulant method, FFT for convolution with the point 
estimate also employed in calculating the mean of the outputs. The method was 
shown to give better results for higher moments (2nd moment and above) than 
the 2n+1 PEM especially when dependence exits between the random input 
variables [4.34].  
The fuzzy load flow technique is presented in [4.35-4.38]. The technique gives 
the possibility distribution of the output rather than the probability distribution. 
The application of the method is still confined to systems with limited number 
of uncertainties and also yet to be applied to problems with arbitrary 
uncertainties like the wind power [4.57].  
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In [4.56], system component outages are modelled employing a probabilistic 
technique based on the MCS method while the load uncertainties are modelled 
using fuzzy sets.  
The interval arithmetic load flow is employed in [4.39, 4.40] for a radial 
distribution system with results obtained close to that from the MCS method. 
Although the method performs fairly well when the interval for which the 
evaluation is carried out is small, but for larger intervals, the performance of 
the method is conservative [4.39, 4.40, 4.57].  
4.6. Précis 
In this chapter, probabilistic load flow techniques have been reviewed. The 
methods have been classified into four groups namely numerical/simulation 
techniques, analytical techniques, approximate techniques and hybrid schemes 
based on the computational principle on which they operate. The Monte Carlo 
Simulation technique which is a simulation scheme is the conventional means 
through which probabilistic load flow studies are carried out and currently still 
used in benchmarking the performance of new techniques due to its accuracy. 
However, the large sample size required before convergence is reached 
presents a major drawback to the method thus necessitating the proposition of 
other techniques. 
Analytical methods such as the Convolution method, FFT technique and 
cumulant method were discussed as possible alternatives previously applied in 
solving the PLF problem. Although analytical methods are generally fast as 
compared with the MCS technique, they suffer from large errors due to the 
linearization of the load flow equation. The convolution method and the FFT 
technique have also been seen to involve complicated mathematics which 
further hampers their application. 
Approximate methods briefly discussed in this chapter are viable alternatives to 
Monte Carlo Simulation and analytical methods. Some of the prominent 
approximate methods are; the point estimate method (PEM) and the unscented 
transform (UT) method. The PEM was further classified into 2n, 2n+1, 3n, 
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4n+1 and 5PEM based on the number of concentration points required in 
representing each random variable present, all the schemes require a priori 
knowledge of the moments of each random variable present. Though the 2n 
PEM required the least number of estimation points, unfortunately, it suffers 
from large errors as the number of uncertain variable within the system 
increases. The 3n PEM is seen to perform poorly for non-Gaussian 
distributions (like the binomial distribution) while the 4n+1 scheme is very 
demanding since it involves the knowledge of the first eight moments in 
choosing the concentration points. Of all the schemes, the 2n+1 PEM seemed 
to be the most accurate nonetheless; its higher order moments are prone to 
errors.  
An unscented transform method whose estimation points and weights are based 
on the knowledge of the mean and covariance has also been examined in this 
chapter. Though the method presents a potential means for evaluating the first 
two moments of the output, its applicability is limited due to the dependence of 
its estimation points and weights on an arbitrary value, which then controls the 
accuracy of the scheme.  
Few hybrid schemes previously applied to the PLF problem in the literature 
were also reviewed. Other uncertainty load flow techniques such as the fuzzy 
load flow and the interval arithmetic load flow method were also mentioned, 
though, their applicability is currently limited to systems with small level of 
uncertainties. 
Considering the shortfalls of the reviewed techniques, an effective probabilistic 
load flow technique with the following features is desired. 
i. Little computational time and burden 
ii. Good level of accuracy comparable with the MCS method 
iii. Applicable to practical small and large systems 
iv. Able to accurately model uncertainties within the network irrespective 
of their distribution 
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v. Able to represent the dependency that exists between random 
uncertainties in the network. 
This ideal technique could be based on providing improvement to previously 
discussed techniques or an entirely new method. The search for this alternative 
technique forms the core of this research with all the subsequent chapters in 
this work centred around this aim.  
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Chapter 5 
The Conventional Unscented Transform Method 
 
In this chapter, an alternative probabilistic load flow method known as the 
Unscented Transform method is discussed. The strength of the method in 
resolving some of the challenges associated with other methods reviewed in the 
last chapter is explored. The core mathematical theories of the method are 
discussed while its applicability to the probabilistic load flow problem is 
finally evaluated.  
5.1. Mathematical Basis of the Unscented Transform Method 
The Unscented Transform (UT) method was first introduced in 1997 as an 
alternative estimator to the Monte Carlo Simulation method [5.1]. The method 
has since been applied to non-linear problems in electromagnetic compatibility 
[5.2]-[5.6] and medical statistics [5.7] amongst other fields. In this chapter, the 
applicability of the UT method to the non-linear probabilistic load flow 
problem is explored. 
In the UT method, a continuous function with probability density function 
(PDF) )(xw  is approximated as a discrete distribution wi using 
deterministically chosen points referred to as sigma points (Si) such that both 
distributions have the same moments. This can be mathematically represented 
by (5.1) while a graphical illustration is shown in Fig. 5.1.  
 
³ ¦  i kiikk SwdxxwxxE )1.5(                                                   )()(  
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Fig 5.1: Continuous and discrete representation of a function 
The initial technique for determining the sigma points and weights requires a 
full knowledge of the first few moments of the random variable which is 
similar to the approach employed in the point estimate method. Considering 
that (5.1) can be solved using other techniques aside from this initial 
proposition herewith discussed, the technique discussed in this chapter will be 
referred to as the conventional UT (cUT) for distinguishing purpose.  
The theories of the conventional UT method for univariate and multivariate 
problems are expounded in the following sections. Finally, the performance of 
the method in solving load flow problems is evaluated using a simple 6 bus test 
system. 
5.1.1. Conventional UT In Univariate Problems  
Let x be a random variable such that it is related to another random variable y 
by a non-linear transformation.  
)2(5.                                                      )(xfy  
 
Let the mean of x be denoted by x and let xÖ  be a standardized variable with 
zero mean and the same deviation as x, that is;  
(5.3)                                                        Öxxx  
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Substituting (5.3) into (5.2) and applying Taylor series expansion to it gives;  
(5.4)                       
!3
Ö
!2
ÖÖ)()( 3
33
2
22
  
xd
fdx
xd
fdx
xd
df
xxfxfy  
Relating this to moments, the expectation of (5.4) y is given by;  
(5.5)                    ]
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For ease, let  
(5.6)                            
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 
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df
xxg  
The expectation of )Ö(xg can be denoted by; 
(5.7)                                                                )]Ö([ gxg  (  
Substituting (5.7) into (5.5) results into a simplified representation of the 
IXQFWLRQ¶VPHDQDV 
(5.8)                                                               )( gxfy  
 
In like manner the variance of y, ıy is given by; 
(5.9)                                                 ])[( 22 yyy ( V
 
(5.10)                                         )Ö()()Ö()( gxggxfxgxfyy   
 
Substituting (5.7) and (5.10) into (5.9) gives; 
(5.11)                                               )]Ö([ 222 gxgy ( V  
This technique can also be applied to a discrete distribution yi in (5.12), 
(5.12)                                                                 )( ii xfy   
as in (5.3), let; 
(5.13)                                                              ii Sxx   
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The mean is given as [5.5]; 
(5.14)                                            )()(
p
0
p
0
i
i
ii
i
i Sxfwxfwy   ¦¦
  
 
Since i=0 represents the mean point, the above can be expanded to give; 
(5.15)                                            )()(
p
1
00 i
i
i SxfwSxfwy  ¦
 
 
From (5.1), the continuous and discrete distributions should have the same 
moments. Hence, (5.15) should be equal to (5.8). Following this assumption, 
and comparing these two equations; 
(5.16)                                                       )()( 0 xfSxf  
 
From (5.16) it can be deduced that S0=0. 
The discrete distribution counterpart of (5.8) is given by (5.17). 
(5.17)                                             )()()( ii SgxfSxf  
 
Substituting (5.17) into (5.15); 
(5.18)                                           )]()([)(
p
1
00 i
i
i SgxfwSxfwy  ¦
 
 
Simplifying (5.18) results into; 
(5.19)                                           )()(][
1
p
1
0 i
p
i
i
i
i Sgwxfwwy ¦¦
  
  
To ensure the (5.19) maintains the equality between the moments of the 
continuous and discrete distributions, (5.20a) and (5.20b) must hold.  
(5.20b)                                                          )(
(5.20a)                                                            1
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In a similar way, the variance of the discrete distribution can be evaluated. 
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(5.21)                            )()(][)()(
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   
Substituting (5.20a) into (5.21) gives; 
(5.22)                )()()()()()(
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The variance is obtained by substituting (5.20b) into (5.22). 
(5.23)                                        ])](2)([ 22
p
1
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V
 
Simplifying (5.23) gives (5.24) which is comparable to the variance for the 
continuous distribution (5.11).  
(5.24)                                              )]([ 22
p
1
2 gSgw i
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V
 
To ensure (5.1) is true, (5.11) and (5.24) must be equal. Based on this, the 
following deductions can be made. 
(5.25b)                                                          )]([)]Ö([
(5.25a)                                         )]([)]Ö([
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Generalizing (5.25b), the nth moment of the standardized variable is given by; 
(5.26)                                     )]([)]Ö([
p
1
i
n
i
i
n Sgwxg ¦
 
 (
 
In general, the relationship between the sigma point and weights for the UT 
method and the moments of the random variable is given by [5.5]; 
(5.27)                                     ])([])Ö[(
p
1
n
i
i
i
n Swx ¦
 
 (
 
The moment relationship in (5.27) is employed in determining the sigma points 
and weights in the conventional UT method. From (5.27), it can be inferred 
that the accuracy of the sigma points and weights in correctly reproducing the 
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moments of the output distribution is dependent on the highest value of the 
moment order, n, used in choosing them. Therefore, higher moments should be 
included while estimating the sigma points and weights from the input 
distribution. Equally, the more the number of sigma points used, the easier the 
convergence of the discrete distribution to the continuous one. 
Using (5.27), the first four moment relation is given as (5.28) for a pth order 
approximation which requires p+1 sigma points. 
 
(5.28)                                    
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where Ȗ1 and Ȗ2 are respectively the skewness and kurtosis of the variable x. 
Once the moments of the input variable are known, (5.28) can easily be solved 
using mathematical solvers like MAPLE (as employed in this work). For 
instance, the above was solved in [5.4] for an input following the Gaussian 
distribution. One possible solution for the sigma points and weights for a 4th 
order approximation requiring 5 points are; 
105  where
1                                 0
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The final sigma points and weights follow from (5.17) as an addition of the 
mean value of the input random variable to the sigma points obtained above. 
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5.1.2. Conventional UT In Multivariate Problems 
Two techniques for extending the conventional UT method to multivariate 
problems are discussed below. The first follows directly from the technique 
employed for the univariate problem above while the second technique referred 
to as the General Set [5.4] uniquely determines the sigma points at strategic 
locations while placing the variables in an Euclidean space.   
5.1.2.1 Multivariate Conventional UT Using Multivariate Taylor Series 
Expansion 
For problems with two or more random variables (x1,x2«[n), the general 
Taylor series expansion is given as (5.29). 
(5.29)        ),,,(ÖÖÖ
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The relationship between the moments and sigma points are obtained in a way 
similar to those for the one random variable problem. The effect of the increase 
in the number of random variables is reflected by the increase in the number of 
sigma points required. The general equation representing the moment and 
sigma point relationship is given as [5.5]; 
(5.30)                                )]()([])Ö()Ö[( 1
1
1
k
i
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a SSwxgx  ¦
 
 (
 
where nrv denotes the number of random variables while the terms (D«N) 
define the possible combination of the random variable moments in  the Taylor 
series expansion such that (D«N) gives the order of 
truncation/approximation and r is one less than the total number of sigma 
points used. 
Considering that the order of truncation of the series affects the accuracy of the 
output distribution, higher order terms up to the 4th moment should be included 
Chapter 5  The Conventional Unscented Transform Method 
88 
 
while determining the sigma points and weights to ensure accuracy of the 
output. To illustrate the technique, the possible moment combination for a 
problem involving 2 random variables will require 14 equations for a 4th order 
approximation of the Taylor series. This has been solved in [5.4] for a problem 
where all the variables follow the Gaussian distribution.  
Using MAPLE, several solutions can be obtained in solving the stated problem. 
One possible solution for the sigma points and weights is [5.4]; 
25
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For problems with more random variables nrv, the number of required 
equations NE to be solved simultaneously depends on the order of truncation. 
The formula for determining NE for nrv random variables for 2nd to 6th order 
truncation is given in (5.32) and can be extended as the number of variables 
increases. 
(5.32)   
   order)(6th        61520156
order)(5th                       510105
order)(4th                                        464
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where aCb denotes a combination b which is; 
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Note: when a>b, NE terminates at the point a=b. 
The minimum number m of sigma points needed in representing each random 
variable, excluding the mean point is given as [5.5]; 
(5.33)                                                       
1»»
º««
ª
 nrv
NE
m
 
where denotes that m takes an integer value equal or greater than the 
evaluated result. 
As an illustration, the number of equations and minimum sigma points (Ns) for 
a 4th order Taylor series expansion for various number of variables is given in 
Table 5.1. 
Table 5.1: Number of Equations and Sigma Points for Various Number of 
Variables 
nrv NE Ns=(m+1) 
2 14 5+1 
3 34 9+1 
4 69 14+1 
5 125 21+1 
6 209 30+1 
7 329 42+1 
8 494 55+1 
9 714 72+1 
10 1000 91+1 
20 10625 506+1 
100 4598125 45526+1 
ª ºx
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5.1.2.2. General Set for Multivariate Problems [5.4] 
In [5.4], a simple technique was proposed for problems with non-uniform 
random variables. The scheme defines the random variables in an Euclidean 
space such that the sigma points are located on the edges and axis of an nrv-
dimensional cube. With the general set, the number of sigma points is 
evaluated using 2nrv+2nrv. The sigma points (2nrv) located on the edges is given 
by; 
(5.34b)                                                      )2(2
(5.34a)                                             2)1,,1(
2
2
 
rr 
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nrvW
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nrvS
nrve
e 
 
While those located on the axis Sa and Wa are given by; 
(5.35b)                                                              )2(
1
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a 
 
With the general set, the total required sigma points and weights are more than 
those presented in Table 5.1. A picture of the sigma point growth is presented 
in [5.4]. 
5.2. Case Studies and Discussion 
The aim of this section is to demonstrate the applicability of the conventional 
UT method in solving probabilistic load flow problems. This will be achieved 
using 4 different case scenarios. For all the cases, a simple 6 bus IEEE test 
system (Appendix C) with random variable(s) introduced on some buses is 
used. In line with previous research, the performance of the conventional UT 
method is appraised by comparing results obtained with those from the Monte 
Carlo Simulation (MCS) method. In addition, the conventional UT method is 
also compared against existing methods like the point estimate method (PEM) 
and the cumulant method (CM). 
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The percentage error index [5.9] in the moments of the output results with 
reference to the MCS is used in assessing the performance of the conventional 
UT method. 
(5.36)                                       %100// u 
u
MCS
u
CMPEMUT
u
MCSu
P
PPH
P
 
where u represents the variable (e.g. voltage, active power etc.) and ȝ stands 
for the moments. 
In each of the cases, 100,000 samples were generated for the MCS method as 
with this, we are 95% confident that the average percentage errors in the active 
power flow is less than 0.3% for cases where all random variables are normally 
distributed while it is less than 6.5% for the non-normal variable cases (Table 
5.2). It is worth stating that the accuracy of the MCS method increases as the 
number of samples increases. The program for all the methods was 
implemented using MATLAB while MATPOWER [5.10] was incorporated to 
run the load flow. 
Table 5.2: Average Error in the Mean Active Power Flow Using 100,000 Samples 
Case Number 
Average Error using 100,000 
Samples for MCS (%) 
Case 5.1 0.09143 
Case 5.2 5.69658 
Case 5.3 6.49687 
Case 5.4 0.23712 
5.2.1. Case 5.1: Univariate Normally Distributed Random Variable 
The focus of the study is to evaluate the performance of the cUT method while 
treating problems with univariate symmetrical random variables. The study 
also illustrates the level of accuracy achievable with the cUT method as the 
number of sigma point increases.  
The standard 6 bus test system was modified such that the active mean power 
on bus 3 is assumed to be normally distributed with a coefficient of variation of 
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10%. Using (5.36), the average percentage errors up to the 4th moment for the 
cUT method with 2, 3 and 5 sigma points are presented in Table 5.3. From the 
results, it is clear that the 2 sigma point cUT is only accurate up to the second 
moment while the 3 and 5 sigma points cUT gave errors less than 3% for the 
first two moments. However, the 5 sigma point cUT consistently gives accurate 
results as compared with the 3 sigma points cUT. The CDF of the voltage on 
bus 4 is shown in Fig. 5.2. From the inset, it is seen that the 5 sigma point cUT 
gave the best fit to the MCS method. The plot from the 2 point cUT 
performance was the poorest due to its inability to accurately estimate the 
higher order moments required to plot the curve using the Cornish Fisher series 
as discussed in section 3.4. of Chapter 3. In view of this, it is recommended 
that a minimum of 3 sigma points should be used in discretizing the continuous 
distribution to have a fairly accurate result for the distribution plot. 
Table 5.3: Average Percentage Error Indices for Case 5.1 
Moments 2 Pt. cUT 3 Pt. cUT 5 Pt. cUT PEM CM 
Mean 
V 1.97e-4 2.07e-4 2.07e-4 2.07e-4 6.63e-3 
į 0.00404 0.00412 0.00412 0.00412 0.03770 
Pi,j 0.00603 0.00607 0.00607 0.00607 0.01654 
Qi,j 0.00704 0.00724 0.00724 0.00724 0.16925 
Std 
V 0.11471 0.31030 0.31119 0.31030 0.10500 
į 0.25161 0.31316 0.31241 0.31316 0.22410 
Pi,j 0.29212 0.31445 0.31454 0.31445 0.09224 
Qi,j 2.20980 0.30912 0.30912 0.30912 2.47863 
Skewness 
V 100.000 2.96522 2.43129 2.96522 100.000 
į 100.000 7.68569 7.23103 7.68569 100.000 
Pi,j 100.000 34.9859 34.6633 34.9859 100.000 
Qi,j 100.000 5.62707 5.11585 5.62707 100.000 
Kurtosis 
V 67.2905 1.65362 0.21310 1.65362 1.98491 
į 66.6997 0.07337 0.25040 0.07337 0.09916 
Pi,j 66.5865 0.24381 0.34064 0.24381 0.24048 
Qi,j 70.4030 9.36145 0.51828 9.36145 11.3181 
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Fig 5.2: CDF plot of Voltage on Bus 4 (Detail shown in inset) 
Equally, to rightly place the performance of the cUT, the results are also 
compared against those from the PEM and CM as shown in Table 5.3 and Fig. 
5.2. From this result, it is seen that the PEM gives exactly the same result as 
the 3 sigma point cUT. This is as expected since both methods require 3 
estimation points which have been both derived using the moments of the input 
variable. From the overall results, it is seen that the cUT method gives better 
results as compared with the CM. Considering the computation time for each 
method in Table 5.4, it is seen that CM requires the least amount of time of all 
the methods since only one computation is carried out.  
Table 5.4: Computation Time For Methods in Case 5.1 
Method MCS 2 Pt. 
cUT 
3 Pt. 
cUT 
5 Pt. 
cUT 
PEM CM 
Computation 
Time (sec) 
750.912 0.055627 0.061585 0.074164 0.061585 0.028434 
1.08 1.09 1.1 1.11 1.12 1.13 1.14 1.15
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5.2.2. Case 5.2: Univariate Non-Gaussian Random Variable 
In this study, the performance of the cUT method for problems involving 
single non-normal random variable is evaluated. Case 5.1 is adjusted such that 
the load on Bus 3 is replaced with a 55MW rated wind farm. The wind speed is 
assumed to follow the Weibull distribution whose parameters [5.11] are given 
in Table 5.5. The wind turbine parameters are also shown in the table. The 
cumulative wind power is fed into the system as a negative load.  
Table 5.5: Wind Turbine and Wind Speed Parameters 
Rated 
Power 
(MW) 
Cut-in 
speed 
(m/s) 
Rated 
wind 
speed 
(m/s) 
Cut-out 
speed 
(m/s) 
Wind Shape 
parameter 
Wind Scale 
parameter 
1 4 15 25 3.97 10.7 
 
The average percentage error indices obtained as compared with the MCS 
(100,000 runs) are presented in Table 5.6. It is worth stating that the 2 points 
cUT method was not used considering that the wind power model as discussed 
in section 3.5.4 (Chapter 3) requires partitioning the wind power output for 
variable wind speed turbines. As such, a sigma point is fixed at zero and 
another at the rated output wind power, hence the least number of sigma points 
that can be used is 3. In view of this, the 3 points cUT uses one sigma point 
(the mean) from the continuous part while 3 points are chosen from the 
continuous part for the 5 points cUT. For the PEM, the method in [5.12] which 
considers the wind speed rather than the wind power as the random variable is 
used. 
From the results in Table 5.6, the inefficiency of the 3 points cUT is noticeable. 
This is due to the earlier stated fact regarding the sigma point selection. The 5 
point cUT gives the best result overall. The cumulant method which involves a 
single computation also gives fairly accurate result. The error in the cumulant 
method can be attributed to the output wind distribution having active points 
away from the mean value. To resolve this, an enhancement to the cumulant 
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method has been proposed in [5.13]. Generally, it is seen that the results 
presented in Table 5.3 for the normal random variable case are better than 
those in Table 5.6 due to the non-symmetrical nature of the output wind power 
distribution. The accuracy of the methods is thus affected by the type of 
(random variable) distribution under consideration.  
Table 5. 6: Average Percentage Error Indices for Case 5.2 
Moments 3 Pt. cUT 5Pt. cUT PEM CM 
Mean 
V 0.02057 8.08054e-5 0.06756 0.02580 
į 0.31494 0.03421 1.05818 0.37482 
Pi,j 2.97800 0.27137 8.27511 3.85480 
Qi,j 0.78000 0.00956 0.25623 0.97783 
Std 
V 61.1553 0.11429 10.9163 14.0502 
į 54.9916 0.08715 5.78162 0.41455 
Pi,j 54.6800 0.08626 5.98060 0.54953 
Qi,j 53.5722 0.09352 7.06495 19.6638 
Skewness 
V 673.827 33.4753 232.885 191.312 
į 391.603 0.36885 18.0957 1.89796 
Pi,j 386.971 0.28718 18.6556 2.73878 
Qi,j 459.132 27.9033 71.7575 139.917 
Kurtosis 
V 1338.81 9.13140 38.9689 48.1847 
į 893.904 0.21952 6.26801 0.96885 
Pi,j 886.411 0.66233 6.89060 3.09220 
Qi,j 968.017 8.48978 30.4196 37.7007 
 
To further reflect the performance of the methods, the CDF plot of the voltage 
on Bus 4 is shown in Fig. 5.3. The plot using the 3 point cUT method has been 
intentionally left out due to the huge error in its higher order moment which 
resulted in a wide distortion of the plot. The plot (as seen in the inset) affirms 
the accuracy of the 5 point cUT since it gave the closest fit to the MCS method. 
The large variation in the PEM is as a result of its poor performance at 
evaluating the higher order moment for non-symmetrical distributions like that 
of the wind power. 
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Fig 5.3: CDF Plot for Voltage on Bus 4 for Case 5.2 (Detail Shown in inset) 
5.2.3. Case 5.3: Multivariate Normally Distributed Variable Problem 
In this section, the ability of the cUT techniques discussed in sections 5.1.2.1 
and 5.1.2.2 are evaluated. To test this, the previous case is modified; the active 
power on buses 3 and 5 have been assumed to be normally distributed with 
both having a 10% coefficient of variation.   
The average percentage error indices are presented in Table 5.7. From the 
results, it is seen that the General Set cUT gives slightly better results than the 
Taylor series based multivariate cUT (denoted T.S.M. in the table), 
nonetheless, the latter requires more computational time as presented in Table 
5.8. The large percentage error in the skewness using the cumulant method is 
noticeable. This is due to the skewness and kurtosis of the normal distribution 
which are used in the CM method being zero, thus, producing 100% percentage 
error relative to the MCS value. Results obtained for the PEM follow the same 
trend as those in [5.12]. Though about the same number of computation is 
required for both the PEM and T.S.M cUT, the T.S.M cUT techniques 
performed better than the PEM. 
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Table 5.7: Average Percentage Error Indices for Case 5.3 
Moments T.S.M General Set PEM CM 
Mean 
V 0.00104 0.00104 0.00105 0.01070 
į 0.02679 0.02679 0.02687 0.10915 
Pi,j 0.03420 0.03419 0.03421 0.04457 
Qi,j 0.03913 0.03912 0.03925 0.24871 
Std 
V 0.06968 0.06968 0.12122 0.27158 
į 0.02936 0.02950 0.03705 0.09800 
Pi,j 0.06712 0.06704 0.06733 0.17777 
Qi,j 0.04935 0.05255 0.39507 1.44371 
Skewness 
V 2.25649 1.53661 43.4231 100.000 
į 5.23306 4.13746 58.1719 100.000 
Pi,j 10.2480 9.33190 81.7092 100.000 
Qi,j 6.64280 3.42245 80.2789 100.000 
Kurtosis 
V 2.70175 1.68679 30.2088 2.04714 
į 1.11309 0.58099 36.4028 0.64248 
Pi,j 0.83869 0.58995 30.2283 0.58742 
Qi,j 6.94073 5.27384 22.3406 5.45092 
 
Table 5.8: Computation Time for Methods in Case 3 
Method MCS T.S.M 
General 
Set 
PEM CM 
Number of 
Evaluations 
1E5 6 9 5 1 
 
In the scenario presented, it is seen that both cUT techniques efficiently 
handled the 2 random variable case. From Table 5.1, considering the number of 
equations to be solved simultaneously, the Taylor series based multivariate 
cUT becomes computationally inefficient and practically unrealistic especially 
in the modern day power system where the number of uncertainties is high. To 
illustrate this, a problem involving 100 random variables (typical of power 
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systems) will require solving close to 5 million equations simultaneously with 
each random variable represented using over 45000 sigma points. Similarly, 
the general set will require over  ?Ǥ ? ?ൈ  ? ?ଷ଴ for the same problem.  
5.2.4. Case 5.4: Multivariate Problem with Normal and Non-Normal 
Variables 
This section further evaluates the performance of the multivariate conventional 
UT techniques. As with the previous case study, 2 random variables are 
included in the 6 bus test system. However, the active load on bus 3 was 
replaced with the wind farm output used in case 5.2 (Section 5.2.2) while the 
active load demand on bus 5 is assumed to follow the normal distribution with 
a 10% coefficient of variation. 
Table 5.9: Sigma Points Using the General Set 
Sigma Point for Bus 3 (MW) Sigma Point  for Bus 5 (MW) 
36.5202 34.2426 
-1.63029 34.2426 
36.5202 25.7574 
-1.63029 25.7574 
17.4449 36.0000 
44.4214 30.0000 
17.4449 24.0000 
-9.53152 30.0000 
19.0752 30.0000 
 
The sigma points obtained using the general set are presented in Table 5.9. 
From the results, it is seen that the general set performs poorly in determining 
the sigma points for the output wind power due to the negative values. This is 
because the sigma points for the general set are determined using the mean and 
standard deviation of the variable only. This makes the general set inefficient 
for non-symmetrical distributions with very active higher order moments. 
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Because of the negative values as shown in Table 5.9, the general set was not 
employed in carrying out the probabilistic load flow. 
For the Taylor series based multivariate cUT, equation (5.29) was employed 
using the moments of the variables. Disappointingly, the 14 equations needed 
to be solved could not be resolved within 4312.7 seconds using MAPLE. This 
time is more than that required by the MCS! 
From this, it is clear that both conventional UT method discussed in this 
chapter are unable to correctly treat non-normal multivariate problems, 
therefore an alternative approach to the conventional UT method is desired. 
5.3. Précis 
In this chapter the conventional Unscented Transform has been presented as a 
technique for solving the probabilistic load flow problem. The accuracy of the 
method in dealing with both normally and non-normally distributed univariate 
and multivariate distribution load flow problems have been explored. The 
results obtained have been compared with those from other 3 methods namely 
the point estimate method, the cumulant method and the Monte Carlo 
Simulation method which is the benchmark.  
The conventional Unscented Transform method is seen to perform accurately 
in treating univariate normal random variable problems while its efficiency 
diminishes for problems involving non-symmetrical random variable such as 
the output wind power for the variable speed turbine.  
Two techniques were also presented in treating multivariate problem. The first 
is based on Taylor series expansion for multivariable while the other referred to 
as the General Set is based on a geometric approach which represents the 
random variables in an Euclidean space. For the multivariate normal 
distributed case, a fairly good level of accuracy was obtained using both 
techniques with the general set performing slightly better. Unfortunately, a 
prohibitive number of sigma points is required using both techniques as the 
number of uncertain random variables increase. This makes them impractical 
for power systems with large number of uncertainties. Furthermore, the two 
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techniques were unsuccessful in solving multivariate problems with non-
symmetrical distributions like the wind power distribution. 
In view of the identified problems with the conventional Unscented Transform 
Technique, an alternative method capable of efficiently managing both 
symmetrical and asymmetrical distributed random variable is desired. One 
possible solution to this is to solve (5.1) using alternative approaches or 
completely using a different technique. The former is discussed in the next 
chapter. 
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Chapter 6 
Gaussian Quadrature for Unscented Transform 
Method 
 
In this chapter, an alternative approach of viewing the unscented transform 
equation is presented. The method treats the unscented transform (UT) 
equation as an integration problem using the Gaussian quadrature technique. 
The mathematical basics of the Gaussian quadrature principle are first 
expounded while the practicability of the method is tested in the latter part. 
6.1. Gaussian Quadrature: Basics 
Gaussian quadrature is an approximate technique which estimates the definite 
integral of a function over a given interval. The fundamental theorem of 
*DXVVLDQTXDGUDWXUHVWDWHVWKDW³WKHRSWLPDODEVFLVVDVRIDQN-point Gaussian 
quadrature formula are precisely the root of the orthogonal polynomial for the 
VDPH LQWHUYDO DQG ZHLJKWLQJ IXQFWLRQ´ > @ *DXVVLDQ TXDGUDWXUH
technique is optimal because it exactly fits the polynomial up to 2N-1 degree 
[6.1]. This theorem can be applied to the UT equation in (5.1) which is 
repeated as (6.1)  
³ ¦  i kiikk SwdxxwxxE )1.6(                                        )()(  
Let Pl(x) be an l degree nontrivial polynomial orthogonal to the weighting 
function w(x). Following the principle of orthogonality, then, the integral of 
(6.1) over the interval a and b becomes; 
³  b
a
l
k dxxPxwx )2.6(                                    0)()(
 
From the theorem, the zeros of the polynomial Pl(x) produce l-abscissas xi 
(which corresponds to the sigma points Si). The corresponding l-weights wi are 
obtained as [6.2, 6.8]; 
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where P l¶ is the first differential of Pl. 
For weighting functions (probability density functions) whose orthogonal 
polynomials are known, the above technique can be easily applied. For 
instance, a Gaussian distributed weighting function is orthogonal to the 
Hermite polynomial while the exponential distribution is orthogonal to the 
Laguerre polynomial. Examples of other classical orthogonal polynomials and 
their corresponding weighting functions are found in [6.3, 6.4]. For arbitrary 
distributions with no known classical orthogonal polynomial, the 
corresponding orthogonal polynomial has to be generated in order to apply this 
principle.  
6.2. Orthogonal Polynomial Generation   
Two functions f(x) and g(x) are said to be orthogonal in an interval [a, b] over a 
weighting function w(x) if their inner product is zero, while they are 
orthonormal if the inner product is unity. The inner product relationship is 
presented in (6.4). 
)4.6(                         )()(  1
)()(   0)()()(, ³  z  
b
a
xgxfif
xgxfif
dxxgxfxwgf
 
All orthogonal polynomial satisfy a 3-term recurrence relation which is 
premised on the shift property in the inner product [6.4] i.e.  
)5.6(                                       ,  allfor         ),(),( ȇ gfxgfgxf dWdW
 
where dW=w(x)dx is the induced positive measure. 
This recurrence relation allows for easy generation of the orthogonal 
SRO\QRPLDO DQG DOVR WKH HDV\ FRPSXWDWLRQ RI WKH SRO\QRPLDO¶V URRW DV WKH
eigenvalues of a symmetrical tridiagonal Jacobian matrix [6.4] amongst other 
things. 
Chapter 6  Gaussian Quadrature for Unscented Transform Method 
104 
 
The recurrence relation is mathematically represented as [6.1]; 
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where a l and bl are the recurrence coefficients given by; 
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and );()( dWxPxP ll  , ,...2,1,0 l  is a set of monic polynomials with respect 
to the measure dW. 
For this case where the weighting function is non-classical and the recurrence 
coefficient unknown, one way to build the recurrence relation involves the 
prior knowledge of the first 2l moments of the weighting function [6.1]. Using 
the relationship in (6.9), a l and bl can be obtained for building the recurrence 
relation in (6.6).  
)9.6(                   12,,1,0        )(   ³ NldxxWxb
a
l
l P  
Unfortunately, the results produced using this procedure is extremely ill-
conditioned even for functions with classical weights, as such the procedure is 
not applicable [6.1, 6.4] for problems with arbitrary weighting functions. In 
view of this limitation, a robust approach using a discretization scheme will be 
applied. 
In discretization schemes, the weighting function is approximated by discrete 
points which are subsequently used for the computation of the recurrence 
coefficients. The discretization techniques which employ discrete measure and 
discrete points work perfectly once the discrete measure converges to the 
continuous one.  The Stieltjes procedure and the Lanczos-type algorithm are 
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examples of such discretization schemes [6.4]. The Stieltjes procedure is 
further discussed since it requires less execution time as compared with the 
Lanczos type algorithm [6.4]. 
6.2.1.  Stieltjes Procedure 
The Stieltjes procedure provides a way of computing the recurrence relation of 
a discrete measure. The procedure involves representing the weighting function 
dW by an M-point discrete measure dWM using a suitable interpolatory 
quadrature rule.   
The interpolatory quadrature helps in approximating the definite integral of a 
given function f by a weighted sum such that [6.5], [6.8];  
)10.6(                                      )()(
1
1 1
³ ¦
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Considering that our aim is to solve for the recurrence relation terms (6.6) 
using (6.7)-(6.8), the objective at this stage is to solve for the inner product. To 
avoid singularities, the evaluation points are chosen away from the endpoints 
[6.4]. Applying (6.10) to the inner product definition in (6.4) gives; 
)11.6(                     )()()()()()(
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Equidistance interpolatory rules such as the Newton Cotes and its variants 
(Simpson rule, Trapezoidal rule and midpoint rule) all results into large errors 
and can diverge as fast as 2n even for smooth functions [6.1, 6.4, 6.6]. Hence, 
WKH)HMpU¶VILUVWTXDGUDWXUHUXOHZKLFKLVVLPLODUWRWKH&OHQVKDZ-Curtis rules is 
applied.  
:LWK)HMpU¶VILUVWUXOHWKHLQWHUSRODWLRQSRLQWVDUHFKRVHQDVWKH]HURVRIWKH
Chebyshev polynomial of first kind such that the nodes and weights are 
obtained using (6.12a, 6.12b). 
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where ¬ ¼2/n  is the largest integer less than or equal to n/2. 
Considering that (6.11) is defined within the canonical interval [-1,1], a 
transformation equation (6.13) [6.7] is employed in mapping it to any arbitrary 
interval [a,b].  
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The linear transformation (6.14) employed in [6.4] for finite [a,b] is used in this 
work. 
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The points obtained using the Fejer interpolatory rule are subsequently used in 
computing the discrete inner product and hence the discrete recurrence 
coefficients a l,M and bl,M. These recurrence coefficients are easily computed 
following this sequence; 
oooo MMMMMM baPbaP ,1,1,1,0,0,0 ,,  
The process is continued until all the coefficients are obtained. 
This method proves to be accurate since the discrete recurrence coefficients 
converge to the continuous ones as Pĺ. The Stieltjes procedure is applicable 
not only to a continuous distribution but also to mixed distributions as 
demonstrated in [6.4]. The only modification is the addition of the discrete 
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component to the discretized continuous part.  A detailed explanation of the 
Stieltjes procedure can be found in [6.4], [6.7].   
6.3. Generation of Sigma Points and Weights for Univariate Problems 
As previously mentioned, the recurrence relation allows for computation of the 
SRO\QRPLDO¶VURRWVDVWKHHLJHQYDOXHRIWKHWULGLDJRQDO-DFRELPDWUL[JLYHQLQ
(6.15) [6.1], [6.4]. The recurrence relation coefficient obtained using the 
Stieltjes procedure are substituted into (6.15) to determine the sigma points.  
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The corresponding weights are computed using     
(6.16)                             ,...,1                    21,0 nlvbW ll    
where vl,1 is the first component of the normalized eigenvector corresponding 
to the lth eigenvalue of Jn.   
6.4. Sigma Points and Weights Generation in Multivariate Problems  
The process described above works efficiently for single variable problems 
involving one dimensional integration. But for a multivariate problem with n 
uncertainties, the integration is carried out n times.  
For a multivariate problem, (6.1) is modified as; 
³³ (6.17)                                            )()( xxxx dwE kk 
 
where vector x={x1,x2«[n}. 
This process is tedious since it requires a large number of integrations to be 
carried out. Nonetheless, for cases where the variables in x can be factored out 
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independently of each other, the integration becomes simple and can be 
approximated as the product of the one dimensional integrals of the variables. 
The above can be rearranged using tensor product [6.11] to give (6.18). 
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Using the above, the sigma points for each variable are evaluated using the 
univariate scheme in the previous section. The final sigma points and weights 
are then obtained as the product of the individual weights and sigma points. As 
an illustration, the final sigma points and weights for a multivariate problem 
involving two random variables with each discretized by 5 points is chosen in 
Table 6.1. 
Table 6.1: Sigma Point and Weight Generation for a Bivariate Problem 
Sigma Points 
Weights 
2S0 2S1 2S2 2S3 2S4 
1S0 1W02W0 1W02W1 1W02W2 1W02W3 1W02W4 
1S1 1W12W0 1W12W1 1W12W2 1W12W3 1W12W4 
1S2 1W22W0 1W22W1 1W22W2 1W22W3 1W22W4 
1S3 1W32W0 1W32W1 1W32W2 1W32W3 1W32W4 
1S4 1W42W0 1W42W1 1W42W2 1W42W3 1W42W4 
 
The number of computations (Nc) required using the above is high as indicated 
in (6.19). This indicates an exponential growth in the number of computations 
to be carried out as the dimension increases. 
)19.6(                                                    dNNc   
where N is the number of sigma points used in discretizing each variable and d 
the dimension of the problem (which depends on the number of uncertain 
parameter in the problem). 
6.5. Case Studies 
This section discusses the applicability of the Gaussian Quadrature based 
Unscented Transform to the modern day power system. Since this technique is 
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proposed with the aim of overcoming the problems identified with the 
conventional UT method in the previous chapter, its accuracy in dealing with 
univariate and multivariate problems involving symmetrically and non-
symmetrically distributed variables will be evaluated. To achieve the above, 
four case studies will be considered. The first three cases have been adopted 
from the previous chapter while the fourth case examines the performance of 
the method in a slightly larger power system with more uncertainties.  
To adequately evaluate the performance of the technique, results have been 
compared with those from the Monte Carlo Simulation (MCS) method, the 
conventional UT (cUT), the Cumulant method (CM) and the point estimate 
method (PEM). For clarity, the Gaussian Quadrature based UT will be referred 
to as gUT. As in the previous chapter, 100,000 samples are used for the MCS 
method. To properly assess the performance of the gUT method, the average 
percentage indices relative to the MCS method is estimated using (5.36).  The 
programme for all methods have been implemented using MATLAB with 
MATPOWER [6.10] incorporated for the load flow. 
6.5.1. Case 6.1: Univariate Non-Gaussian Random Variable Problem 
In this section, the performance of the gUT technique in treating problems with 
non-Gaussian random uncertainties such as the wind power distribution is 
evaluated. The 6 bus test system (Appendix C) is modified to include a 55MW 
wind farm on bus 3 as described in Section 5.2.2 of Chapter 5. The case simply 
extends the results presented in Table 5.6 to include those for the gUT 
technique.  The modified table is shown in Table 6.2. 
From the table, it is seen that the gUT gives about the same level of accuracy 
as the 5 points conventional UT for the output mean values. Both methods 
outperform the other schemes presented. However, for higher order moments 
(e.g. standard deviation), gUT gives result better than those for the 5 points 
conventional UT and all the other techniques presented. This makes the gUT 
method a viable alternative to the cUT technique for problems with non-
symmetrically distributed uncertainties. 
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Table 6.2: Average Percentage Error Indices for Case 6.1 
Moments 3Pts cUT 5Pts cUT PEM CM gUT 
Mean 
İµ[%] 
V 0.02057 8.081e-5 0.06756 0.02580 8.123e-5 
į 0.31494 0.03421 1.05818 0.37482 0.03427 
Pi,j 2.97800 0.27137 8.27511 3.85480 0.27156 
Qi,j 0.78000 0.00956 0.25623 0.97783 0.00958 
Std 
İı[%] 
V 61.1553 0.11429 10.9163 14.0502 0.06013 
į 54.9916 0.08715 5.78162 0.41455 0.08582 
Pi,j 54.6800 0.08626 5.98060 0.54953 0.08611 
Qi,j 53.5722 0.09352 7.06495 19.6638 0.06973 
Skewness 
İȖ1[%] 
V 673.827 33.4753 232.885 191.312 8.86262 
į 391.603 0.36885 18.0957 1.89796 0.19810 
Pi,j 386.971 0.28718 18.6556 2.73878 0.21278 
Qi,j 459.132 27.9033 71.7575 139.917 9.35622 
Kurtosis 
İȖ[%] 
V 1338.81 9.13140 38.9689 48.1847 12.3150 
į 893.904 0.21952 6.26801 0.96885 0.43862 
Pi,j 886.411 0.66233 6.89060 3.09220 0.39848 
Qi,j 968.017 8.48978 30.4196 37.7007 9.35003 
 
6.5.2. Case 6.2: Multivariate Normally Distributed Variable Problem 
In this section, the 6 bus test system is modified to include 2 normally 
distributed random variables; the active loads on buses 3 and 5. Both loads are 
assumed to be normally distributed with 10% coefficient of variation. Just as in 
the previous section, the results presented here extend those from Section 5.2.3. 
Table 6.3 presents the average percentage error results for the Taylor series 
based multivariate cUT (denoted T.S.M. in the table), the General Set cUT, the 
PEM, the CM and the gUT relative to the MCS method. 
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Table 6.3: Average Percentage Error Indices for Case 6.2 
Moments T.S.M General Set PEM CM gUT 
Mean 
İµ[%] 
V 0.00104 0.00104 0.00105 0.01070 0.00104 
į 0.02679 0.02679 0.02687 0.10915 0.02679 
Pi,j 0.03420 0.03419 0.03421 0.04457 0.03419 
Qi,j 0.03913 0.03912 0.03925 0.24871 0.03912 
Std 
İı[%] 
V 0.06968 0.06968 0.12122 0.27158 0.06928 
į 0.02936 0.02950 0.03705 0.09800 0.02947 
Pi,j 0.06712 0.06704 0.06733 0.17777 0.06706 
Qi,j 0.04935 0.05255 0.39507 1.44371 0.04815 
Skewness 
İȖ1[%] 
V 2.25649 1.53661 43.4231 100.000 1.06202 
į 5.23306 4.13746 58.1719 100.000 3.67126 
Pi,j 10.2480 9.33190 81.7092 100.000 9.16827 
Qi,j 6.64280 3.42245 80.2789 100.000 2.72021 
Kurtosis 
İȖ[%] 
V 2.70175 1.68679 30.2088 2.04714 0.55109 
į 1.11309 0.58099 36.4028 0.64248 0.29551 
Pi,j 0.83869 0.58995 30.2283 0.58742 0.56559 
Qi,j 6.94073 5.27384 22.3406 5.45092 0.33420 
 
From the average error results, the gUT and the General Set cUT have 
equivalent accuracy in estimating the output mean values, and are more 
accurate than the other techniques. For the higher moment estimation, the gUT 
method outperforms all the other techniques as reflected in Table 6.3.  
Table 6.4: Computation Time for Methods in Case 6.2 
Method MCS T.S.M 
General 
Set 
PEM CM gUT 
Number of 
Evaluations 
1E5 6 9 5 1 25 
 
From Table 6.4, the gUT method requires the highest estimation points aside 
from the MCS method. As already highlighted in Section 6.4, this high 
dependency between the number of random numbers and number of estimation 
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presents a major drawback to the gUT method and thus limits its applicability 
in systems with large number of uncertainties as will be later demonstrated. 
6.5.3. Case 6.3: Multivariate Problem with Normal and Non-Normal 
Variables 
The applicability of the gUT method to power systems with symmetrical and 
non-symmetrical multivariate problems is demonstrated in this section. The 6 
bus test system is modified to include a 55MW rated wind farm on bus 3 and a 
normally distributed active load with 10% coefficient of variation located on 
bus 5. The wind speed and wind turbine parameters follow as those presented 
in Table 5.5 of Chapter 5.  
Table 6.5: Results of Moments for Case 6.3 Showing Selected Values for the 
Mean and Active Power Flow 
Moments PEM gUT CM MCS 
Mean 
V3 1.27924 1.18159 1.18231 1.18159 
V5 1.03970 0.96030 0.96042 0.96030 
P1,6 -0.26558 -0.24515 -0.24503 -0.24515 
P3,4 -0.18771 -0.17386 -0.17407 -0.17383 
Std 
V3 0.10173 0.00413 0.00464 0.00413 
V5 0.08273 0.00420 0.00413 0.00422 
P1,6 0.04780 0.04080 0.04089 0.04073 
P3,4 0.03631 0.02721 0.02740 0.02727 
Skewness 
V3 -0.96343 0.17888 0.94960    0.17741 
V5 -0.96517 -0.51855 -0.94960 -0.51831 
P1,6 1.72803 0.74732 0.75406 0.75069 
P3,4 -0.79536 -0.93502 -0.94041 -0.93697 
Kurtosis 
V3 0.92968 2.13025 3.25602 2.25043 
V5 0.93424 3.21211 3.11337 3.19427 
P1,6 3.55840 3.21341 3.22897 3.21617 
P3,4 2.59827 3.29404 3.30737 3.29315 
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A few selected results of the voltage and active power flow using the Gaussian 
quadrature based UT (gUT), the point estimate method (PEM), the cumulant 
method (CM) and the Monte Carlo simulation (MCS) method are presented in 
Table 6.5. The results for conventional UT method have been left out due to its 
resulting in abnormal (negative) sigma point and weight as detailed in Section 
5.2.4. 
Table 6.6: Average Percentage Error Indices for Case 6.3 
Moments PEM CM gUT 
Mean 
V 0.02819 8.26607 3.8136e-5 
į 0.44385 8.50785 0.00965 
Pi,j 5.07381 7.35756 0.09052 
Qi,j 1.10095 8.17229 0.00250 
Std 
V 6.84741 2342.02 0.22407 
į 0.28884 9.36526 0.12621 
Pi,j 0.47116 34.6031 0.20273 
Qi,j 18.4141 506.028 0.09623 
Skewness 
V 391.745 448.170 1.00866 
į 2.71261 81.4243 0.42245 
Pi,j 5.11503 270.293 0.25791 
Qi,j 305.231 482.106 8.04780 
Kurtosis 
V 21.6547 64.7261 2.57811 
į 1.08476 12.4646 0.09580 
Pi,j 0.75823 30.1477 0.30936 
Qi,j 31.5790 48.1251 6.71745 
 
From the result, it is seen that the gUT method gives the closest result to the 
MCS method which is used as the benchmark. To further reflect the 
performance of the methods, the average percentage error indices up to the 4th 
moments are shown in Table 6.6. The average error in the mean using the gUT 
method is less than 0.1% while it is as high as 5% and 8% in the cumulant 
method and the point estimate method respectively. For higher order moments 
(up to the 4th moment), the highest average percentage error for the gUT is 
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about 8% while it is as high as 2000% and 500% in PEM and CM respectively. 
Overall, it is seen that the errors in the gUT method are much lower as 
compared with the other techniques. This shows the better performance of the 
gUT method for problems with non-symmetrical distributions, however the 
fundamental problem of curse of dimensionality still affects the number of 
estimation required as the number of uncertain parameters increases.  
6.5.4. Case 6.4: Application in a Larger System 
In this section the performance of the gUT method in a larger power system is 
explored in order to verify the scalability and accuracy of the method. To do 
this, the 24 bus IEEE reliability test system (Appendix C) is modified to 
include a wind farm and uncertainties in the load. The active and reactive loads 
on buses 4 and 8 are assumed to follow the normal distribution with a 5% 
coefficient of variation while the output wind power is fed into the system as a 
negative load on bus 17. The wind farm is made to supply 10% (285MW) of 
the total system active load. The wind farm is assumed to be an aggregate of 
the output from a group of 1MW wind turbines whose parameters and wind 
speed data are the same as those in Table 5.5.   
The result for the average percentage error indices for the gUT, CM and PEM 
relative to the MCS method are presented in Table 6.7. From the result, the 
average error in the output mean is less than 0.02% for the gUT method while 
it is as high as 0.8% and 4.7% for PEM and CM. The average percentage error 
in the higher moments (up to the 4th moment) is less than 2% for the gUT 
method. This shows the accuracy of the method relative to the MCS method. 
Overall, as reflected from the table, the gUT method gives the closest result to 
the MCS of all the techniques considered.  
Comparing the results in Table 6.7 with those in Table 6.6, it is seen that the 
magnitude of the errors in the smaller system (with high wind penetration 
level) is higher. For case 3 above, the wind farm is rated about 60% of the total 
system load while in the current study, the wind farm supplies 10% of the total 
system load. From this, it is clear that the gUT method can successfully cope 
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with power systems with both small and large wind penetration while 
maintaining a high level of accuracy. 
Table 6.7: Average Percentage Error Indices for Case 4 
Moments PEM CM gUT 
Mean 
V 7.16e-04 0.00279 7.08e-06 
į 0.25937 0.07346 0.00366 
Pi,j 0.25602 0.05827 0.00315 
Qi,j 0.79820 4.71000 0.01942 
Std 
V 2.89462 7.29478 0.03710 
į 5.04631 0.28860 0.04110 
Pi,j 4.49904 0.26371 0.04650 
Qi,j 4.70060 6.73787 0.04960 
Skewness 
V 37.9788 24.0047 0.39282 
į 17.8648 2.13306 0.05687 
Pi,j 209.842 13.6903 1.89860 
Qi,j 54.8458 128.617 1.15102 
Kurtosis 
V 23.8003 10.3439 1.03173 
į 13.5346 1.09056 0.03345 
Pi,j 14.0255 6.43209 0.05644 
Qi,j 33.8408 16.8572 1.31143 
 
Table 6.8: Computation Time for Methods in Case 4 
Method MCS PEM CM gUT 
Computation 
Time (sec) 
862.49 0.6642 0.0369 29.030 
Number of 
Evaluations 
1E5 11 1 3125 
 
The number of computations and the estimation time required for 
implementing each of the techniques used is shown in Table 6.8. From the 
table, it is seen that the gUT method though very accurate requires more 
computation time as compared with the PEM and CM. Using the gUT method, 
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the number of estimation points required become the same as the MCS method 
(for this scenario with 5 sigma points for each variable) once the number of 
uncertainties is about 7. This limits the applicability of the gUT method in 
realistic power systems with large number of uncertain parameters.  
6.6. Précis  
The Gaussian quadrature based Unscented Transform technique has been 
presented in this chapter as an improvement to the conventional Unscented 
Transform method which is a mathematical estimator in lieu of the Monte 
Carlo Simulation method. The mathematical basis of orthogonal polynomial on 
which the proposed technique is anchored has been expounded. The technique 
has been applied to power systems with single and multivariate variables which 
vary either symmetrically or non-symmetrically. The results obtained have 
been compared against those from the Monte Carlo Simulation method which 
is taken as the benchmark as well as with other existing techniques. 
The performance of the Gaussian quadrature based UT has been evaluated 
using 4 case studies with and without wind farm output. From the results 
obtained, the technique is seen to give the closest values to the Monte Carlo 
Simulation method of all the other techniques considered. However, for 
realistic problems with a large number of uncertainties, the number of 
estimations required becomes impractical and almost impossible. Though the 
technique is capable of accurately coping with both symmetrically and non-
symmetrically distributed random variables, the curse of dimensionality 
problem associated with it limits its application in the modern day power 
system which are characterised by high number of uncertain parameters.  
Considering that the ideal alternative technique is one which gives a good 
balance between speed and accuracy, a means of reducing the number of 
estimation required by the Gaussian quadrature based UT method while still 
maintaining its high level of accuracy is desired. One possible way of doing 
this, is using dimension reduction techniques which will be discussed in the 
next chapter. 
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Chapter 7 
Enhanced Unscented Transform Method 
 
The curse of dimensionality problem has been identified as the main limitation 
to applying the Unscented Transform method in practical systems with large 
number of uncertainties. In this chapter, a dimension reduction technique is 
combined with the UT method to drastically reduce the number of required 
evaluations. The mathematical basis of the technique is considered while the 
improvement achievable by using it is demonstrated using both transmission 
and distribution power systems.  
7.1. Mathematical Basics of Dimension Reduction 
Dimension reduction [7.1-7.3] is a technique for function approximation to 
estimate the statistical moments of the output function. The technique involves 
an additive decomposition of an n-dimensional function involving n-
dimensional integral into a series sum of D-dimensional functions such that 
D<n. Simply put, the dimension reduction provides a way of efficiently 
combining the sigma points and weights for a large number of variable such 
that the number of evaluation points can be minimised. For the case where 
D=1, the technique is referred to as Univariate dimension reduction while it is 
referred to as Bivariate when D=2. The principle behind the decomposition is 
described in the next section. 
7.1.1. Univariate Dimension Reduction (UDR) 
With the UDR, the main function is decomposed into a series of n-dimensional 
function thus reducing the problem to a one-dimensional integration; it can be 
employed in problems involving a minimum of two random variables. The 
mathematical basis is described below.   
For a function f(x) with N independent variables such that; 
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From (6.17), the mean of the function can be written as; 
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where a and b depends on the type of distribution. 
This involves N-dimensional integration of (7.2). 
At the mean points, let; 
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Expanding f(x) using Taylor series expansion gives;  
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Substituting (7.4) into (7.2); 
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For a univariate function ),,,,,( 11 Nii xxxf P  , the Taylor series expansion 
is given by (7.6). 
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Using (7.6), the Taylor series expansion of the first N univariate functions is 
given as; 
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Summing these single functions in (7.7) gives 
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If )(Ö xf  is a univariate approximation of f(x) which is given by; 
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The mean of the univariate approximation )(Ö xf is; 
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Substituting (7.8) into (7.10) gives;  
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Assuming the higher order terms are neglected, )](Ö[ xfE  and )]([ xfE  are 
approximately equal to each other. Therefore, the output moments of the 
function y are easily assumed as )](Ö[ xfE  which is a summation of one-
dimensional functions and involves only one dimensional integration. The 
residual error between (7.5) and (7.11) denoted as eu for the UDR is; 
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The error eu in the univariate function can become significant for systems with 
large random variation [7.1] and for higher order moments. To reduce the 
residual error in (7.12), the bivariate dimension reduction can be employed 
although, at the expense of computational time. 
7.1.2. Bivariate Dimension Reduction (BDR) 
The bivariate dimension reduction provides an improvement to the univariate 
reduction discussed above since only the third and higher order terms (which 
are most times trivial) are now contained in its residual error (eb). With the 
BDR, a combination of one and two-dimensional functions are used in 
approximating the function. The BDR can be applied to problems involving 
three or more random variables. 
Consider a bivariate function ),,,,,,,( 2111 Niii xxxxxf   with its Taylor 
series expansion shown in (7.13); 
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Using (7.13), the summation of the one and two-dimensional functions for a 
function made up of N variables is given by [7.3]; 
 
    (7.14)     ÖÖÖÖ!!
1
  
ÖÖ!
1)1(
2
)1(),,,,,,,(
21
21
21
2
2
1
1
21
2 1
21
1 1 211 1
21
2111
¦ ¦¦¦¦¦
¦
 
f
 
f
  
f
 



 
ii
j
i
j
i
N
ii
j
i
j
i
jj
j j
N
i j
j
ij
i
j
N
ii
Niii
xx
xdxd
fd
jjxxd
fd
jN
fNNxxxxxf
xx
x
 
Chapter 7  Enhanced Unscented Transform Method 
123 
 
The bivariate approximation of the Taylor series expansion of f(x) in (7.4) can 
be written in terms of  
¦


N
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Niii xxxxxf
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The mean of )(Ö xf is given as; 
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The difference between (7.5) and (7.16) gives the residual error eb (7.17) in the 
bivariate approximation. As expected, the bivariate approximation gives better 
results than the univariate approximation especially for the higher other 
moments since it includes more higher order terms in the approximation. 
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7.1.3. Output Moment Estimation 
The higher order moment of the output function can easily be estimated using 
the dimension reduction technique. The nth moment E[fn(x)]  is simply 
evaluated using a simple assumption [7.1]. For instance, the nth order of the 
function f(x) can be represented by Z(x) as shown in (7.18) for easy expansion; 
(7.18)                                          )()( xZxf n  
 
For the UDR, the higher moment is given by (7.19); 
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Substituting (7.18) back into the right side of (7.19); 
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Following the same principle the central moment about the mean yP is given 
by; 
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Equally, the raw and central moments of the output function using the BDR 
technique are given in (7.22) and (7.23) respectively.  
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7.2. Dimension Reduction and Unscented Transform 
The dimension reduction technique is applied to the UT method based on the 
relationship between the moments of a continuous function and its discrete 
approximation (7.24). 
¦
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where wi are the weights and Si the sigma points. 
Substituting the values of f(x) into (7.24) gives (7.25) for the UDR techniques. 
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The higher order raw moment for the UDR can be evaluated using (7.26). 
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The central moment is obtained following the same principle as; 
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The raw and central higher moments using the BDR technique are given in 
(7.28) and (7.29) respectively. 
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The number of evaluations (NEV) required for an N-dimensional function using 
n estimation (sigma points) is given by (7.30) and (7.31) for the UDR and BDR 
techniques respectively [7.2]; 
(7.30)                                   1)( u NnNEV
 
Chapter 7  Enhanced Unscented Transform Method 
126 
 
(7.31)                          )1)((
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In problems where all random variables are symmetrical and the number of 
sigma points n is odd, one of the sigma points will always be located on the 
mean point. Since the last set of estimation using the UDR is done at the mean 
point (see 7.10), the extra (redundant) point can be removed. For identification, 
this will be referred to as the reduced UDR and denoted as UDR~. The number 
of estimation required for the reduced UDR can be estimated using; 
(7.32)                                  1))1(( u NnNEV  
For NRV random variables, the number of evaluation point required using the 
tensor product (section 6.4, Chapter 6) gUT, the univariate dimension 
reduction based UT (UT+UDR), the bivariate reduction technique UT 
(UT+BDR) and the reduced univariate dimension reduction (UT+UDR~) are 
shown in Table 7.1. 
Table 7.1: Number of Evaluation Points Required for Using Various Methods (3 
Point Approximation) 
NRV gUT (Chapter 6) UT+ UDR UT+ BDR UT+ UDR~ 
2 9 7 - 5 
3 27 10 37 7 
4 81 13 67 9 
5 243 16 106 11 
10 59049 31 436 21 
20 3.49E+09 61 1771 41 
30 2.06E+14 91 4006 61 
40 1.22E+19 121 7141 81 
50 7.18E+23 151 11176 101 
100 5.15E+47 301 44851 201 
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From Table 7.1, it is clear that the gUT method implemented using the full 
dimensional integration becomes intractable when large number of random 
variables is involved. For instance, if 100,000 simulation points are assumed 
for the MCS method, only 10 random variables can be represented by the gUT 
method to have a smaller number of evaluation points than the MCS. While the 
UT plus univariate or bivariate dimension reduction method can accommodate 
up to 33,333 and 150 random variables respectively as compared to the MCS 
method. More random variables can be accommodated for cases where all the 
random variables are symmetrical. In this case, the UT+UDR~ can handle 
close to 50,000 random variables conveniently when compared with the MCS 
method (assumed to require 100,000 samples).  
7.3. Case Studies  
This section focuses on the performance appraisal of the dimension reduction 
based UT. Considering that the dimension reduction technique was proposed 
with the aim of reducing the number of evaluation points associated with the 
UT method while treating multivariate problems, its accuracy in solving such 
problems will be evaluated. To achieve this, three case studies are considered. 
In the first two cases, the technique is applied to a transmission test system 
with 3 and 24 random variables respectively while in the latter scenario, its 
applicability in a three phase unbalanced real distribution system power flow is 
demonstrated to show the versatility of the technique.   
7.3.1. Case Study 7.1: Multivariate System with 3 Random 
Uncertainties 
This case is aimed at evaluating the performance of the univariate and bivariate 
dimension reduction method as compared with the unscented transform (from 
Chapter 6). The results are also compared with those from the Monte Carlo 
Simulation (MCS) method (the benchmark), the point estimate method (PEM) 
and the Cumulant method (CM). 
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For the study, the 14-bus IEEE test system (Appendix C) is modified to include 
a 50MW rated wind farm on bus 6 while the active and reactive load demands 
on bus 9 are assumed to have 5% coefficient of variation. The wind turbine 
parameter and wind speed data are the same as those presented in Table 5.5 
(Chapter 5). Two different approximation orders have been employed for the 
UDR method to understand the relationship between the number of sigma 
points and accuracy. A few selected results are shown in Table 7.2.  
Table 7.2: Moments for the IEEE 14-Bus Test System Showing Selected Results 
Moments UT (5 pts.)  UT+UDR (5 pts.) 
UT+UDR 
(9 pts.) 
UT+BDR 
(5 pts.) PEM CM MCS 
Mean 
V11 1.05549 1.05549 1.05549 1.05549 1.05547 1.05555 1.05549 
į11 -11.8004 -11.8004 -11.8004 -11.8004 -11.7789 -11.8452 -11.8008 
P6-11 -0.12422 -0.12422 -0.12422 -0.12422 -0.12460 -0.12339 -0.12422 
Q6-11 -0.00164 -0.00164 -0.00164 -0.00164 -0.00163 -0.00166 -0.00164 
Std 
V11 0.00086 0.00087 0.00087 0.00086 0.00091 0.00082 0.00086 
į11 1.35028 1.35324 1.35324 1.35028 1.42698 1.3545 1.34975 
P6-11 0.02332 0.02338 0.02338 0.02332 0.02659 0.02334 0.02331 
Q6-11 0.00080 0.00080 0.00080 0.00080 0.00080 0.00080 0.00080 
Skewness 
V11 -0.77562 -0.69000 -0.69007 -0.77562 -0.69754 -0.60136 -0.77583 
į11 0.91851 0.91153 0.91153 0.91851 1.08534 0.93226 0.91664 
P6-11 -0.92823 -0.91966 -0.91966 -0.92823 -1.0909 -0.93152 -0.92655 
Q6-11 0.80173 0.79809 0.79806 0.80173 0.95748 0.87533 0.79962 
Kurtosis 
V11 3.51020 2.24850 2.24317 3.50989 2.13456 3.16934 3.51947 
į11 3.27082 3.17072 3.17115 3.27082 3.02298 3.30382 3.26751 
P6-11 3.29561 3.18773 3.18773 3.29561 3.0255 3.3035 3.29159 
Q6-11 3.11047 2.79309 2.79522 3.11047 2.7847 3.2793 3.10920 
No of Load flow 
Evaluations 
125 
 
16 
 
28 91 
 
7 1 100000 
 
 
From the results shown in Table 7.2 and Table 7.3, it can be seen that the UT 
method (using full tensor product) and the UT+BDR technique give 
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approximately the same results. These (UT and UT+BDR) are the closest of all 
the techniques to the Monte Carlo Simulation method. The performance of the 
univariate dimension reduction based UT technique deteriorated when used for 
evaluating higher order moments. This is due to its neglecting the higher order 
terms in the Taylor series expansion as seen in (7.12).  
Table 7.3: Average Percentage Error for the Moments 
Moments UT (5 pts.) UT+UDR (5 pts.) 
UT+UDR 
(9 pts.) UT+BDR PEM CM 
Mean 
V 2.890e-5 2.890e-5 2.897e-5 2.889e-5 8.936e-4 2.834e-3 
į 0.0024 0.0024 0.0024 0.0024 0.13575 0.27187 
Pi,j 0.00530 0.00530 0.00529 0.00530 1.46693 3.11810 
Qi,j 0.02353 0.02354 0.02354 0.02353 1.82387 3.44235 
Std 
V 0.01442 0.6764 0.67630 0.01442 2.47971 1.97109 
į 0.03652 0.23134 0.23134 0.03652 5.26327 0.38728 
Pi,j 0.03734 0.26339 0.26339 0.03734 5.3474 0.24090 
Qi,j 0.03911 0.44638 0.44641 0.03911 4.98341 2.56234 
Skewness 
V 1.31790 161.965 161.180 1.32252 168.684 18.6450 
į 0.18941 0.54810 0.54863 0.18941 16.9088 1.87739 
Pi,j 0.17406 1.03518 1.03534 0.17406 15.6973 1.13229 
Qi,j 0.22365 1.77200 1.75407 0.22366 18.8230 14.8032 
Kurtosis 
V 0.13628 49.6853 49.6721 0.15574 20.5371 18.9201 
į 0.09209 3.7713 3.7601 0.09209 7.6448 1.20856 
Pi,j 0.10183 6.43765 6.43412 0.10185 10.3272 0.71495 
Qi,j 0.24697 9.89394 9.65268 0.24729 11.5487 7.51313 
 
From both tables, it is clear that increasing the number of sigma points for the 
Univariate dimension reduction did not provide any significant improvement 
on the higher order moments. Overall, the PEM gave the poorest results partly 
due to its poor representation of the wind power distribution. The Cumulant 
method (CM) gave a fair output considering that only one computation is 
required. However, its (CM) performance for problems involving distributions 
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with active points away from the mean (e.g. the wind power distribution) can 
be improved by linearizing the variable at more than one point. This 
linearization is explained in [7.4-7.5]. As shown in the results, the Bivariate 
dimension reduction based UT stands as the best alternative to the MCS 
method, since it requires less evaluation points to achieve the same level of 
accuracy as the UT method. 
7.3.2. Case Study 7.2: Multivariate Problem with 24 Random Variables 
In Case 7.2, the performance of the techniques in coping adequately with 
systems with large number of random uncertainties is examined. The IEEE 14-
bus test system is modified to include 24 uncertain variables that comprise the 
forced outage rate of the generators on buses 1 and 2 (0.9, 0.91 respectively) 
which follow the discrete distribution, while the 50MW wind farm is 
maintained on bus 6. The demand on all buses with non-zero active and 
reactive load was assumed to follow the normal distribution with a 5% 
coefficient of variation.  
The percentage error using the UT based univariate and bivariate dimension 
reduction are presented in Table 7.4 alongside with those for the point estimate 
method and the cumulant method. All the results have been compared against 
those for Monte Carlo simulation with 100,000 samples. Results for the 
ordinary UT method have been left out due to its impracticality in treating the 
current scenario, as about  ?Ǥ ? ?ൈ  ? ?ଵ଺ evaluations are needed.   
The result obtained affirms the adequacy of the UT based univariate dimension 
reduction for accurate estimation of the first and second moments only. The 
result for the PEM is seen to conform to those presented in a similar research in 
[7.6]. 
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Table 7.4: Average Percentage Error for the Moments (Case 7.2) 
Moments UT+UDR (5 pts.) UT+BDR PEM CM 
Mean 
V 1.828e-4 1.83e-4 9.719e-4 3.146e-3 
į 0.04365 0.04365 0.17232 0.21305 
Pi,j 0.50432 0.50430 2.79234 4.35931 
Qi,j 0.42107 0.42106 1.46252 1.11687 
Std 
V 0.12635 0.11123 1.81062 1.51817 
į 0.08233 0.08296 3.95054 1.69866 
Pi,j 0.07311 0.07393 4.37513 7.83025 
Qi,j 0.13095 0.13041 4.35830 13.5140 
Skewness 
V 61.1346 5.95484 76.6583 19.7305 
į 2.0677 0.69019 17.0443 7.26355 
Pi,j 11.2997 1.84479 118.111 144.053 
Qi,j 26.7272 2.06121 195.520 357.961 
Kurtosis 
V 33.7452 0.17912 33.0961 3.14476 
į 21.4277 0.024111 20.4389 1.42109 
Pi,j 24.1468 0.33187 25.0374 1.60607 
Qi,j 28.0840 0.3985 26.4476 6.00551 
 
7.3.3. Case 7.3: A Practical Distribution System  
Until now, the applicability of Unscented Transform method has only been 
tested on transmission systems. In this current scenario, the performance of the 
method on a real distribution system with unbalanced three phase load and 
embedded wind generation is examined.  
The test system, which is a real power network in Samsun, Northern Turkey is 
made up of 44 buses. To ensure the scenario is close to reality as much as 
possible, the real measured wind data for the location, which is analysed in 
Appendix B, is used. A one-line diagram of the test system and the full details 
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of the test system including the Line, Load and Transformer parameters are 
presented in Appendix C. 
Considering the 500kW limit for non-licenced wind farms in Turkey, it is 
assumed that the output from the 500kW rated wind farm is equally shared on 
all the three phases. The loads on all load buses with functioning loads were 
assumed to be uncertain and follow the normal distribution based on the 
average measured data from the site. In all, the network is made up of 117 
uncertain random variables. The ladder network based backward/forward 
sweep load flow method described in Section 2.3.2.1 (Chapter 2) for 
distribution systems is employed. 
The results obtained using the Univariate and Bivariate based dimension 
reduction techniques are compared with those for the Monte Carlo Simulation 
method in the following analysis. Comparison against previously used schemes 
(Point Estimate Method and Cumulant Method), have been omitted since peer 
reviewed publications detailing their proper application in distribution systems 
were not found. 
The mean voltage magnitude for Phase A using the three techniques are 
presented in Fig. 7.1 while the mean percentage error in the voltage magnitude 
on all the buses using the Univariate and Bivariate dimension reduction UT 
techniques (relative to the Monte Carlo Simulation method) is illustrated in 
Figs. 7.2-7.4. From the plots, it is seen that both techniques give a close 
performance to the Monte Carlo Simulation method with the highest 
percentage error on all buses of all phases less than  ? ൈ ? ?ିସ. The system is 
also seen to conform with the stipulated voltage magnitude as all the voltages 
are within ±10% of the rated. To access the performance of the method in 
evaluating higher order moments (required for PDF and CDF curves), the 
standard deviation, skewness and kurtosis of the voltage magnitude for Phase 
A are shown in Figs. 7.5±7.7. 
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Fig 7.1: Mean Voltage Magnitude For Phase A Using the MCS, UT+UDR and 
UT+BDR Methods 
 
 
Fig 7.2: Average Percentage Error in Voltage Magnitude for Phase A Using the 
UT+UDR and UT+BDR Methods. (Both give almost the same results) 
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Fig 7.3: Average Percentage Error in Voltage Magnitude for Phase B Using the 
UT+UDR and UT+BDR Methods (Both give almost the same results) 
 
 
Fig 7. 4: Average Percentage Error in Voltage Magnitude for Phase B Using the 
UT+UDR and UT+BDR Methods (Both give almost the same results) 
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Fig 7.5: Average Percentage Error in the Standard Deviation of The Voltage 
Magnitude (Phase A) Using the UT+UDR and UT+BDR Methods (Both give 
almost the same results) 
 
 
Fig 7.6: Average Percentage Error in the Skewness of The Voltage Magnitude 
(Phase A) Using the UT+UDR and UT+BDR Methods 
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Fig 7.7: Average Percentage Error in the Kurtosis of The Voltage Magnitude 
(Phase A) Using the UT+UDR and UT+BDR Methods 
From the graphs, it is seen that though the Univariate and bivariate dimension 
reduction based UT give approximately the same results for mean and standard 
deviation evaluation, the bivariate dimension reduction based UT provides a 
better estimate for higher order moments. 
The voltage unbalance factor (VUF) is another important parameter for 
distribution systems. Voltage unbalance is defined as the ratio of the negative 
sequence component in the voltage to the positive sequence component in the 
voltage [7.7]. This is represented mathematically as (7.33);  
(7.33)              100% 
   
    [%] u 
ComponentVoltageSequencePositive
ComponentVoltageSequenceNegativeVUF
 
Following the EN50160 standard and other related standards like the 
EN61000-2-2, VUF should be maintained below 2% [7.8]. The percentage 
VUFs for all the buses using the Monte Carlo Simulation method, the 
univariate dimension reduction based UT and the bivariate dimension 
reduction based UT is plotted in Fig. 7.8. This figure shows the system 
conforms to the stipulated standard. However, it is seen that the proposed 
techniques give results similar to the MCS method with both the univariate and 
bivariate having about the same results. This amounts to a mean error of 
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 ?Ǥ ? ? ? ?ൈ  ? ?ିସ and  ?Ǥ ? ? ? ?ൈ  ? ?ି ସfor the Univariate and Bivariate dimension 
reduction based UT respectively, which is negligible. The errors here are 
within the range expected since the VUF evaluation involves only the mean of 
the voltage magnitude and angle with no higher order moments. 
 
Fig 7.8: Percentage VUF using the Monte Carlo Simulation (MCS), Univariate 
Dimension Reduction based UT (UDR) and Bivariate Dimension Reduction 
Based UT (BDR) Methods 
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7.4. Précis  
The dimension reduction technique has been introduced in this chapter to 
provide enhancement to the Gaussian quadrature based Unscented Transform 
method introduced in the previous chapter. Two variants of the technique 
namely the univariate and bivariate dimension reduction methods have been 
discussed including their mathematical basis. The performance of the 
techniques is compared with those for the Monte Carlo Simulation method, 
which is the established benchmark.  
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To evaluate the applicability of the techniques, three case studies involving two 
transmission systems and one real practical distribution system were studied. 
From the results, the limit of the Gaussian quadrature UT method in treating 
systems with large number of uncertainties despite its accuracy was reflected. 
It is seen that the bivariate dimension reduction based UT technique gives 
approximately the same result as with the Gaussian quadrature UT and Monte 
Carlo simulation method but requires less estimation points. 
Both the univariate and bivariate dimension reduction based UT techniques 
give the same level of accuracy in estimating the mean and standard deviation 
of parameters, though, the Bivariate Dimension reduction based UT gives 
better estimate for higher order moments. This places it (bivariate dimension 
reduction) at a better position when higher order moments like the skewness 
and kurtosis are desired and in plotting the cumulative distribution function 
(and the probability density function). However, since the Bivariate Dimension 
Reduction based UT requires more points than its Univariate counterpart, more 
computational effort and time is required. In essence, the decision on which of 
the techniques to employ in a particular scenario depends on the most pressing 
quantity between higher order moments and speed/accuracy.      
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Chapter 8 
Enhanced Unscented Transform and Dependency 
 
The ideal alternative technique to the Monte Carlo Simulation method must be 
one able to take into account the effect of dependence which often exists 
amongst random variables under similar influences. To ensure that the 
proposed enhanced unscented transform meets the criterion, this chapter 
discusses a modification to the enhanced unscented transform to incorporate 
the effect of linear dependence (correlation). The mathematical basis for the 
principle is first discussed while its practicality is demonstrated in the final 
section for problems involving distributions following Gaussian and non-
Gaussian distributions.  
8.1. Power Systems and Dependency 
Up till now, the effects of dependency among the uncertain variables have been 
neglected. However, considering that some form of dependency often exists 
between quantities in power systems their effects must be studied. For instance 
dependency may exist between the load demands of various customers in a 
particular region due to similar prevailing climatic and weather conditions or 
even similar work patterns. Also, there will be dependency between the outputs 
of wind farms located within the same area, since they will likely experience 
the same conditions (wind speed) due to proximity. Other form of dependency 
may also exist within the power system like those between the load demand 
and the output of generators. These effects must therefore be considered to get 
the true picture of the power system condition and also avoid wrong estimation 
and decisions [8.1].  
Although dependence goes beyond linear dependence or correlation as already 
discussed in section (3.3.6) of chapter 3, only the effect of correlation is dealt 
with in this chapter since it is well established and has informed most load flow 
research studies focusing on this type of dependence  
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8.2. The Multivariate Dependent Problem and Possible Solutions 
As discussed in earlier chapters, a problem involving more than one randomly 
varying parameter can be referred to as a multivariate problem. These are more 
common in real life and practical systems than univariate problems. So far, the 
methods used for the Unscented Transform method in Chapters 5 to 7 were 
based solely on the assumption of independency. To consider the effects of 
dependency, additional mathematical techniques are required. One possible 
solution is to incorporate the effect of linear dependency (correlation) using 
some form of transformation [8.2-8.13]. Another alternative will be to 
determine the orthogonal polynomial for the multivariate with the effect of 
correlation incorporated such that the zeroes of the polynomial become the 
sigma points just as discussed in Chapter 6 [8.3], [8.4]. The latter method is 
still under development and remains a research focus for mathematicians [8.5, 
8.6]. The feasibility of employing the transformation technique is discussed in 
the following section. 
8.3. Transformation  
For a set of correlated variables, whose marginal distributions are known, the 
magnitude of correlation can be incorporated into their individual sigma points 
once the correlation coefficient (ȡ) is given. The Cholesky decomposition 
provides a simple way of doing this. Another alternative is to use spectral 
decomposition [8.2]. The Cholesky decomposition is used in this work and its 
application to Univariate Dimension reduction based Unscented Transform is 
further discussed. 
8.3.1. The Cholesky Decomposition for Correlation Incorporation 
Using the quadrature method described in Chapter 6, equation (6.17) for two 
random variables can be written as (8.1) while the approximate equivalent is 
given as (8.2). 
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Incorporating the effect of correlation using the correlation matrix C, (8.2) 
becomes [8.2]; 
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where R is the transformed sigma points given by; 
)4.8(                                                         .SLR  
Based on Cholesky decomposition, L is the lower triangular matrix which 
satisfies (8.5). 
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Applying the (8.3)-(8.5) above gives a simple solution for the two variable 
case. 
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Since correlation does not affect the mean of a variable, the mean of each 
correlated variable is deducted before the effect of correlation is included. 
The above method can be simply extended to the Univariate Dimension 
Reduction (UDR) based UT. Using the UDR expansion from (7.9) rewritten 
here as (8.8), the first part of the equation which is a function of the variable x 
is multiplied by the lower triangular matrix L.  
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As an illustration, for a problem involving three correlated random variables 
whose marginal distributions are known, the decomposition following the UDR 
method is given as; 
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For ease, the first part of the equation which is a function of x can be written in 
matrix form as; 
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Since the mean of a variable is not affected by correlation, the means can be 
deducted before accounting for the correlation. Matrix (8.10) then becomes; 
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Let the lower triangular matrix of the Cholesky decomposition be represented 
by (8.12). 
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Then the transformed FRUUHODWHGIRUP/Âx) becomes; 
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(8.13) is then substituted back into (8.9) with the addition of the mean. 
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The Cholesky decomposition technique can also be applied to Monte Carlo 
simulation involving Gaussian distributed variables. In problems involving 
non-Gaussian distribution, additional techniques are required for the MCS 
method in order to preserve the original distribution of the variables while 
incorporating correlation effects. Alternative technique using Nataf 
transformation is discussed below. 
8.3.2. The Nataf Transformation 
In situations where the marginal distributions and the covariance matrix are 
available, the Nataf transformation technique [8.3] can easily be employed to 
account for the effect of correlation.   
For n dependent random variables X=(X1,X2«;n) with known marginal 
distributions and correlation matrix ȡ0=^ȡij}, the marginal transformation to 
standard normal variables Y=(Y1,Y2«<n) in the y space is given by; 
)14.8(                                   ,,1     )]([1 nixiFY Xii  )   
where Ɏ-1 is the inverse cumulative distribution function of a standard normal 
variable. 
Following the Nataf transformation, the approximate joint density function 
fX(X1,X2«;n) in the x space is given by (8.15) [8.3]. 
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Equation (8.16) is the referred to as the Nataf transformation. To solve for the 
components of the correlation matrix, (8.17) is employed [8.3]. 
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where ȡ0ij is a component in the correlation matrix of the standard normal 
random vector Y which is related to the correlation matrix by (8.18). 
(8.18)                                            ooijR UU  
(8.19)     222 jijjjiii VlVVkhVgVVfedcVbVaR  UUUU  
The values of the various components of R for several distributions are 
presented in [8.3]. Vi and Vj are the coefficient of variation (CV) of the variable 
i and j respectively (as defined in Section 3.3.3, Chapter 3). 
This transformed correlation matrix is employed for non-Gaussian distributed 
random variables. 
8.5. Implementation Procedure 
The procedure for applying the Enhanced Unscented Transform method which 
includes all the proposed enhancements are summarized below while the 
flowchart is presented in Fig 8.1. 
i. Identify all randomly varying distributions within the power system. 
Characterise and model the variables (based on past data) to obtain 
their probability density function (PDF). [Chapter 3] 
ii. Compute the initial sigma points and weights for all the random 
variables using Gaussian Quadrature, Orthogonal polynomial, 
Stieltjes procedure and the triadiagonal Jacobian matrix. [Chapter 6] 
iii. For multivariate problems, apply dimension reduction technique 
(Univariate or Bivariate) in combining the sigma points and weights 
obtained above. [Chapter 7] 
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iv. Get the correlation matrix to incorporate the effect of correlation. 
Decompose the matrix using the Cholesky decomposition 
technique. Transform the sigma points above using the lower 
triangular matrix from the decomposition. [Chapter 8]  
v. Run load flow using the final sigma points and weights. Obtain the 
moments and statistical data required. [Chapter 3] 
vi. Plot the required output cumulative distribution function and 
probability density function using the Cornish Fisher Method, Gram 
Charlier or Pearson Curve. [Chapter 3]. 
Identify all randomly varying functions and model 
their PDF [Chapter 3]
Compute the sigma point and weights for each 
variable using Gaussian Quadrature, Orthogonal 
polynomial, Stieltjes Procedure and the tridiagonal 
Jacobian matrix   (6.4)-(6.16) [Chapter 6]
1. Compute reduced sigma point and weight using the Univariate or 
Bivariate Dimension Method. (7.9) or (7.15) [Chapter 7]  
2. Decompose the correlation matrix using the Cholesky decomposition 
(8.5) [Chapter 8] 
3.Get transformed Sigma points using the Lower triangular matrix from 
above (8.9)  [Chapter 8]
4. Determine the length (K) of the final sigma point matrix  and set the 
number of load flow required as K. 
Solve load deterministic load flow (see Fig 2.1 and 
2.4) using sigma points on row k  [Chapter 2]
k=K?
Compute moments and other statistical data  using 
(3.9-3.14, 3.22) [Chapter 3]
Plot curve for CDF and PDF (section 3.4)
 [Chapter 3]
NO
k=1
YES
 
Fig 8.1: Flowchart for the Implementation of the Enhanced Unscented 
Transforms Method 
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8.6. Case Studies  
In this section, the performance of the methods described above is evaluated 
using systems with both Gaussian and non-Gaussian random variables. In all, 
three case studies are examined. The first is aimed at understanding the effect 
of correlation on the power system while the second examines the impact (if 
any), of power system size on the accuracy of the proposed technique. 
Considering that the first two case studies are based on having Gaussian 
correlated variables only, the last case study evaluates the performance of the 
technique for non-Gaussian distributed variables which is typical of the wind 
speed and power distributions.  
In all the cases, the performance of the proposed method is compared against 
those from the Monte Carlo Simulation method and the 2n+1 point estimate 
method.  
8.6.1. Case 8.1: The Effect of Accounting for Correlation in Load Flow 
Studies 
In this section, load flow studies are carried out for a simple system with and 
without considering correlation. A simple 6-bus system (Appendix C) is 
employed in this case. The active power on buses 5 and 6 with mean 70MW 
and 55MW respectively have 5% coefficient of variation. For the second case 
involving correlated variables, the two random variables are assumed to have a 
correlation coefficient (ʌ) of 0.8.  
For the scenario involving correlation, the technique on Cholesky 
decomposition discussed above is employed for the univariate dimension 
reduction based UT (UT+UDR) and the Monte Carlo Simulation (MCS) 
methods while the technique proposed in [8.13] are used for the point estimate 
method (PEM). In both cases, 10,000 samples are used for the Monte Carlo 
Simulation while 3 sigma points are used in representing each variable for the 
UT+UDR method. The UT+UDR method requires 7 estimations while the 
PEM uses 5 estimation points in all. It is worth stating that the reduced 
UT+UDR  using three points require the same number of evaluation as the 
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PEM and gives exactly the same results as  the UT+UDR., but it can only be 
used for symmetrical distributions with one sigma point located on the mean. 
The results obtained for both scenarios using the three methods are presented in 
Tables 8.1-8.8. 
Table 8.1: Selected Results for Voltage Magnitude (Without Correlation) 
Moments 
(Voltage) 
MCS UT+UDR PEM 
V4 
µ 0.98893 0.98893 0.98893 
ı 9.27e-05 9.29e-05 9.29e-05 
V5 
µ 0.985985 0.98598 0.98598 
ı 9.67e-4 9.68e-4 9.68e-4 
V6 
µ 1.00725 1.00725 1.00725 
ı 5.43e-4 5.44e-4 5.44e-4 
 
Table 8.2: Selected Results for Voltage Magnitude (With Correlation) 
Moments 
(Voltage) 
MCS UT+UDR PEM 
V4 
µ 0.98893 0.98893 0.98893 
ı 6.09e-05 7.27e-05 7.56e-05 
V5 
µ 0.98598 0.98598 0.98598 
ı 1.035e-3 1.036e-3 9.66e-4 
V6 
µ 1.00725 1.00725 1.00725 
ı 6.749e-4 7.76e-4 4.40e-3 
 
From the results, it is seen that including correlation gives a different results as 
compared to when it was ignored considering all quantities examined (voltage 
magnitude and angle, active and reactive power). This effect is more glaring 
for the standard deviation while the mean (expectation) remains fairly constant. 
This corroborates the initial statement that correlation does not impact on the 
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mean of a variable. Therefore, if the true system state is desired, the effect of 
correlation must be fully taken into account while carrying out load flow 
studies. 
 
Table 8.3: Selected Results for Voltage Angle (Without Correlation) 
Moments 
(Voltage Angle) 
MCS UT+UDR PEM 
į4 
µ -3.63525 -3.63505 -3.63505 
ı 0.156134 0.1563 0.1563 
į5 
µ -4.44125 -4.44109 -4.44109 
ı 0.29913 0.29941 0.29941 
į6 
µ -4.45055 -4.44981 -4.44981 
ı 0.33747 0.33794 0.33794 
 
 
Table 8.4: Selected Results for Voltage Angle (With Correlation) 
Moments 
(Voltage Angle) 
MCS UT+UDR PEM 
į4 
µ -3.6359 -3.6353 -3.635 
ı 0.20887 0.23060 0.14238 
į5 
µ -4.44261 -4.44142 -4.44102 
ı 0.38989 0.42284 0.28354 
į6 
µ -4.45153 -4.45028 -4.44969 
ı 0.44779 0.50448 0.29061 
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Table 8.5: Selected Results for Active Power Flow (Without Correlation) 
Moments 
(Active Power) 
MCS UT+UDR PEM 
P4,1 
µ 0.37841 0.37840 0.37840 
ı 0.01306 0.01307 0.01307 
P6,2 
µ 0.19638 0.19634 0.19634 
ı 0.00785 0.00786 0.00786 
P6,3 
µ 0.37467 0.37463 0.37463 
ı 0.00971 0.00974 0.00974 
 
Table 8.6: Selected Results for Active Power Flow (With Correlation) 
Moments 
(Active Power) 
MCS UT+UDR PEM 
P4,1 
µ 0.37846 0.37841 0.37839 
ı 0.01746 0.01927 0.01191 
P6,2 
µ 0.19638 0.19634 0.19634 
ı 0.01032 0.01676 0.00962 
P6,3 
µ 0.37466 0.37463 0.37463 
ı 0.00929 0.01104 0.00756 
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Table 8.7: Selected Results for Reactive Power Flow (Without Correlation) 
Moments 
(Reactive Power) 
MCS UT+UDR PEM 
Q4,1 
µ 0.21645 0.21646 0.21646 
ı 0.00431 0.00431 0.00431 
Q6,2 
µ 0.16992 0.16993 0.16993 
ı 0.00191 0.00191 0.00191 
Q6,3 
µ 0.56406 0.56405 0.56405 
ı 0.00328 0.00328 0.00328 
 
Table 8.8: Selected Results for Reactive Power Flow (With Correlation) 
Moments 
(Reactive Power) 
MCS UT+UDR PEM 
Q4,1 
µ 0.21643 0.21644 0.21646 
ı 0.00578 0.00643 0.00384 
Q6,2 
µ 0.16992 0.16992 0.16993 
ı 0.00237 0.00273 0.00155 
Q6,3 
µ 0.56407 0.56406 0.56405 
ı 0.00436 0.00491 0.00284 
 
 
8.5.2. Case 8.2: Performance Analysis for variables Following the 
Gaussian Distribution 
This section examines the performance of the UT+UDR for systems with 
correlated variables. To ensure the general applicability of the technique, its 
performance on 3 test systems is evaluated. The previously employed 6-bus 
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test system and the IEEE 14-bus and 118-bus test systems are studied. The 6-
bus test system is assumed to have the same parameters as in case 1 above.  
The standard IEEE 14-bus test system (Appendix C) is modified such that 
some buses similar to those in section 7.3.2 (expect for the exclusion of the 
wind farm and the generator forced outage rates) are made to vary randomly. 
The system includes 22 random variables all with a 5% coefficient of variation. 
In the simulation involving correlated random variables, two areas have been 
identified; the first includes the active power on buses 2, 3 and 4 while area 
two comprises of buses 5, 6 and 9. The three buses in the same area are 
assumed to have a correlation coefficient of 0.6 while those in different areas 
have a correlation coefficient of 0.2. The correlation matrix is shown below. 
For the MCS method, 10,000 sample points are used while 67 points were used 
for the UT+UDR (3 points). The PEM employed 45 points as shown in Table 
8.9. 
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The IEEE 118-test system (Appendix C) is modified to include 82 random 
variables all following the Gaussian distribution with a 5% coefficient of 
variation. As with the 14-bus test system above, two areas have been identified 
for the IEEE 118-bus test system. The first comprises of buses 74, 76 and 77 
and the second area includes buses 80, 85 and 90. The correlation is assumed to 
be exactly as with the 14-bus system. 
Table 8.9: Number of Simulation for Each System and Technique 
Test System MCS UT+UDR (3pts) PEM 
6 Bus 10000 7 5 
14-Bus 10000 67 45 
118-Bus 10000 246 165 
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N.B. The reduced UT+UDR can also be employed here since the problem involves only 
Gaussian distribution. The results will be the same as the UT+UDR but while the number of 
evaluation required will be the same of those for PEM.  
The average percentage error in the mean and standard deviation for the 6-bus 
test system without considering correlation is presented in Table 8.10 while 
Table 8.11 shows the errors in the system when the correlation between the 
variables are considered. UT+UDR and PEM have been compared against the 
MCS benchmark. 
Table 8.10: Average Percentage Error in Mean and Standard Deviation for the 6-
Bus Test System (Without Correlation) 
Quantity/Parameter Moment UT+UDR PEM 
Voltage Magnitude 
İµ 5.73e-5 5.73e-5 
İı 0.16524 0.16524 
Voltage Angle 
İµ 0.01084 0.01084 
İı 0.11418 0.11418 
Active Power Flow 
İµ 0.06839 0.06839 
İı 0.15301 0.15301 
Reactive Power Flow 
İµ 0.00397 0.00397 
İı 0.11344 0.11344 
 
Table 8.11: Average Percentage Error in Mean and Standard Deviation for the 6-
Bus Test System (With Correlation) 
Quantity/Parameter Moment UT+UDR PEM 
Voltage Magnitude 
İµ 6.87e-5 2.07e-4 
İı 12.1267 21.8607 
Voltage Angle 
İµ 0.02252 0.04008 
İı 9.02555 32.2290 
Active Power Flow 
İµ 0.10318 0.12109 
İı 11.1203 35.4717 
Reactive Power Flow 
İµ 0.00614 0.02172 
İı 11.1726 31.6627 
 
From Table 8.10, the UT+UDR and PEM give the same level of average 
percentage errors for the mean and standard deviation. This is expected since 
all the variables here follow the Gaussian distribution. Generally, it is seen that 
the error in the mean estimation is much lower than those in the standard 
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deviation for both methods, though, the magnitude of the errors for the 
correlated case is higher. For the system with correlated variables, the 
UT+UDR give a better performance than the PEM for both the mean and 
standard deviation. 
To further evaluate the performance of the UT+UDR, the results obtained 
when the method is applied to the 14-bus test system are presented in Tables 
8.12 and 8.13.  
Table 8.12: Average Percentage Error in Mean and Standard Deviation for the 
14-Bus Test System (Without Correlation) 
Quantity/Parameter Moment UT+UDR PEM 
Voltage Magnitude 
İµ 5.64e-4 5.64e-4 
İı 1.44763 1.45205 
Voltage Angle 
İµ 0.02611 0.02611 
İı 0.77463 0.78591 
Active Power Flow 
İµ 0.05390 0.05390 
İı 0.63674 0.63652 
Reactive Power Flow 
İµ 0.01953 0.01953 
İı 5.98012 5.96330 
 
Table 8.13: Average Percentage Error in Mean and Standard Deviation for the 
14-Bus Test System (With Correlation) 
Quantity/Parameter Moment UT+UDR PEM 
Voltage Magnitude 
İµ 1.33e-4 4.55e-4 
İı 2.20065 12.1460 
Voltage Angle 
İµ 0.04093 0.04598 
İı 2.43862 3.82323 
Active Power Flow 
İµ 0.04570 0.04714 
İı 8.23629 17.6135 
Reactive Power Flow 
İµ 0.12153 0.12047 
İı 8.90074 16.1760 
 
As with the 6-bus test system, the results for the 14-bus test system without 
considering the effects of correlation show that the PEM and UT+UDR give 
about the same level of accuracy. For the scenario with the correlated variables, 
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the UT+UDR gives better accuracy than the PEM. The magnitude of the errors 
in the standard deviation of the various parameters is lower as compared with 
the 6-bus test system, although this may be because all variables within the 
latter are correlated (full correlation) why about 30% of the variables in the 14-
bus system are correlated.  
To further prove the applicability of the proposed method, the performance of 
the method in a larger realistic IEEE 118-bus test system is presented in Tables 
8.14 and 8.15 in terms of the percentage errors. 
Table 8.14: Average Percentage Error in Mean and Standard Deviation for the 
118-Bus Test System (Without Correlation) 
Quantity/Parameter Moment UT+UDR PEM 
Voltage Magnitude 
İµ 1.34e-5 1.35e-5 
İı 0.30676 0.30675 
Voltage Angle 
İµ 0.01046 0.01046 
İı 0.52313 0.52314 
Active Power Flow 
İµ 0.06142 0.06142 
İı 0.39166 0.39166 
Reactive Power 
Flow 
İµ 0.02951 0.02951 
İı 0.95754 0.95754 
 
Table 8.15: Average Percentage Error in Mean and Standard Deviation for the 
118-Bus Test System (With Correlation) 
Quantity/Parameter Moment UT+UDR PEM 
Voltage Magnitude 
İµ 3.84e-5 2.47e-5 
İı 1.23602 1.82245 
Voltage Angle 
İµ 0.02337 0.02300 
İı 1.53370 4.72917 
Active Power Flow 
İµ 0.06732 0.06812 
İı 1.90991 2.44122 
Reactive Power 
Flow 
İµ 0.04693 0.04665 
İı 2.48716 3.40042 
 
From the results, as with the previous test systems, both UT+UDR and PEM 
give close results for the uncorrelated case while the former performs better in 
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estimating the standard deviation of the correlated case. It is seen that the 
UT+UDR method gives a good approximation to the MCS method since the 
maximum average errors in both the correlated and the uncorrelated scenarios 
is less than 3% while that of the PEM is about 5%.   
8.6.3. Case 8.3: Accounting for Correlation In Systems with Wind 
Generation 
To ensure the applicability and adaptability of the UT+UDR method for load 
flow related problems, its performance must be examined for problems 
involving variables with both Gaussian and non-Gaussian distributions which 
is typical of practical systems. In this section, the performance of the method is 
evaluated for a system involving two wind farms in close proximity whose 
wind speed and hence output power are correlated. The wind farms are 
assumed to be located on buses 55 and 90 with rated power of 50MW and 
170MW respectively (the wind speed and wind turbine parameters are assumed 
to be the same as those employed in previous chapters). 
As in case 8.2, initially, the performance of the system with 82 randomly 
distributed parameters (80 variable load and 2 wind farms) is examined to 
understand the performance of the system without considering correlation. 
After this, the outputs of the two wind farms are assumed to be correlated with 
coefficient of correlation being 0.9. Selected results for cases with large errors 
from the respective scenarios are presented in Tables 8.16 and 8.17. 
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Table 8.16: Selected Results for the 118-Bus Test System (Without Correlation) 
Moments MCS UDR PEM 
Mean 
V53 0.94653 0.94653 0.94653 
V97 1.00783 1.00784 1.00795 
P68,69 0.10051 0.10335 0.12540 
P68,81 1.1900 1.18773 1.17244 
Std 
V53 0.00024 0.00023 0.00022 
V97 0.00224 0.00226 0.00218 
P68,69 0.28785 0.23510 0.22203 
P68,81 0.18341 0.20317 0.19205 
 
Table 8.17: Selected Results for the 118-Bus Test System (With Correlation) 
Moments MCS UDR PEM 
Mean 
V53 0.94654 0.94653 0.94652 
V97 1.00779 1.00787 1.00829 
P68,69 0.98033 0.10308 0.16536 
P68,81 1.19164 1.18803 1.12599 
Std 
V53 0.00024 0.00023 0.00022 
V97 0.00232 0.00195 0.00023 
P68,69 0.2790435 0.22499 0.16359 
P68,81 0.18866 0.17459 0.06170 
 
For a thorough evaluation of the performance of the proposed method to be 
carried out, the percentage errors in the mean and standard deviation of each 
bus (voltage magnitude, voltage angle) and line (active power and reactive 
power flow) in both scenarios are presented in Fig. 8.2-8.5. The MCS is used 
as the basis for comparison while the errors in the PEM are presented 
alongside.  
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Fig 8.2: Percentage Errors in Voltage Magnitude for Each Bus 
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Fig 8.3: Percentage Errors in Voltage Angle for Each Bus 
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Fig 8.4: Percentage Errors in Active Power Flow for Each Line 
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Fig 8.5: Percentage Errors in Reactive Power Flow for Each Line 
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For ease of explanation the scenario where correlation between the wind farms 
is neglected will be referred to as Scenario A while the other scenario where it 
is incorporated will be called Scenario B. From Fig. 8.2, it is seen that for the 
Scenario A, the errors are generally lower as compared with the Scenario B. A 
similar trend is also noticed in Fig. 8.3-8.5. The overall average percentage 
errors are shown in Tables 8.18 and 8.19 while the computation time using all 
the three methods is shown in Table 8.20.  
The errors in the mean of the voltage magnitudes are similar or lower using the 
proposed UT+UDR method than the PEM for all the buses in both scenarios. 
For instance, the maximum error obtained for the UT+UDR method for 
standard deviation evaluation was ~20% and ~23% for Scenarios A and B 
respectively while the for the PEM the errors were ~25% and ~92%. Although, 
considering that the variations in the voltage magnitude are generally very low, 
these errors are very trivial as the largest relative error was 1.66E-5. In terms of 
the computation time, the PEM is about 57 times faster than the MCS in this 
particular case while the UT+UDR is about 38 times faster than the MCS. The 
PEM is seen to be about 1.5 times faster than the proposed UT+UDR, 
however, the UT+UDR can be as much as 3 times more accurate than the 
PEM, especially for the correlated scenario.  
Overall, the UT+UDR method remains a better alternative with its ability to 
give good level of accuracy within a reasonable time even for evaluating 
parameters involving very small numbers. 
Table 8.18: Overall Average Percentage Errors for Scenario A 
Parameter UT+UDR PEM 
Voltage 
Magnitude 
İµ 1.76e-4 1.60e-3 
İı 1.29643 1.74358 
Voltage 
Angle 
İµ 0.04481 0.38785 
İı 8.45583 11.9482 
Active 
Power Flow 
İµ 0.24983 1.86594 
İı 3.01714 4.22219 
Reactive 
Power Flow 
İµ 0.09492 0.56804 
İı 3.89802 5.41123 
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Table 8. 19: Overall Average Percentage Errors for Scenario B 
Parameter UT+UDR  PEM  
Voltage 
Magnitude 
İµ 9.61e-4 6.45e-3 
İı 2.79868 14.0764 
Voltage 
Angle 
İµ 0.15063 1.14945 
İı 12.3171 35.7773 
Active 
Power Flow 
İµ 0.36868 5.24413 
İı 5.04398 21.2921 
Reactive 
Power Flow 
İµ 0.26140 1.70559 
İı 6.35523 23.0376 
 
Table 8.20: Simulation Time Using The MCS, UT+UDR and PEM 
MCS (sec) UT+UDR (sec) PEM (sec) 
890.30 23.608 15.561 
 
Considering Fig 8.3 for the voltage angle, a similar trend to those for the 
voltage magnitude is noticed. The magnitude of the errors here cannot be 
downplayed. For instance, for Scenario B, the maximum percentage error in 
the standard deviation for the estimation using the UT+UDR and PEM are 22% 
and 91% which amounts to 0.9o and 4.7o respectively. This large variation 
using the PEM can lead to error in both the design and operation stages of the 
power system.  
This error becomes even more significant when considering the power flow in 
the lines, with the maximum error for Scenario B being ~13% and ~235% for 
the UT+UDR and PEM respectively. Since this error occurred on line 98-80, 
with the real power flow estimated as 0.975MW using the MCS method, this 
implies the UT+UDR evaluated the power flow as 1.099MW while the PEM 
see it as 3.267MW; with the relative errors been 0.124MW and 2.292MW 
respectively. It is clear that the error using the PEM is significant and can 
impact negatively by oversizing the cable thus resulting into higher overall 
cost. 
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On the contrary, underestimation of the power flow is noticed on line 80-97 
with the MCS giving 2.506MW while the UT+UDR and PEM gave 2.372MW 
and 0.151MW respectively. This amounts to a relative error of -0.134MW and 
-2.355MW respectively. This significant underestimation using the PEM can 
result into serious overflow in the line if the design was based on the method.  
It is observed that the errors due to the UT+UDR are generally lower; overall 
the maximum relative error using the UT+UDR amounted to 0.627MW while 
that for PEM was 8.42MW which is very significant.  
8.7. Précis 
In most real life problems, with power system not being an exemption, a 
dependence pattern is often noticed amongst parameters due to similarity in 
factors affecting them. For instance, in power systems, customers located 
within the same region may have similar load demand due to the prevailing 
weather condition. This spatial dependence is also evident in wind turbines 
located within the same area since similar wind speed reaches them. Therefore, 
for a method to be adaptable for load flow studies, it must be able to 
accommodate the effects of dependence amongst the uncertain variables.  
In this chapter, the enhanced unscented transform method from the previous 
chapter is modified to incorporate the effect of linear dependence (correlation). 
The transformation method based on Cholesky decomposition have been 
proposed for incorporating correlation effects using the UT+UDR method 
while the Nataf transformation was employed for the Monte Carlo Simulation 
involving non-Gaussian variables. The performance of the Cholesky 
decomposition based UT+UDR was evaluated using three cases to ensure the 
adaptability of the technique for both Gaussian and non-Gaussian randomly 
distributed and correlated variables in either small or large systems. In all the 
cases, the performance of the UT+UDR was compared with those from the 
MCS and the PEM to rightly place the proposed method amongst existing 
techniques. 
In cases where all the variables follow the Gaussian distribution and correlation 
is neglected, the UT+UDR and the PEM give approximately the same level of 
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accuracy. However, when correlation amongst the variables is considered, the 
UT+UDR outperform the PEM. For both cases, errors in the average values 
were generally lower while the effect of correlation is much more visible in the 
standard deviation. From the results generally, it is observed that the effects of 
correlation on the output parameters can be significant and as such should not 
be neglected. For the correlation between the wind farms where the output 
power follows non-Gaussian distribution, the PEM gives a wide range of errors 
due to its poor performance in representing arbitrary distributions. Overall, 
results obtained attest to the accuracy of the UT+UDR method with Cholesky 
decomposition (added to incorporate correlation) as compared with the PEM. 
Also, the proposed method functions well for both Gaussian and Non-Gaussian 
distributed random variables in both small and large systems as demonstrated 
in this chapter. 
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Chapter 9 
Conclusion 
 
This chapter summaries the findings from the work and examines how the 
objectives of the research have been met. Areas which can be further 
researched into are highlighted in the last section. 
9.1. Load Flow Analysis in Modern Day Power Systems 
Power systems have gradually evolved to reflect the need for sustainable 
solutions while meeting up the soaring demands of modern day consumers. 
The global call for a reduction in carbon emissions and the gradual depletion of 
fossils have put renewable energy (RE) generation as one major way of 
meeting up with this increasing demands with reduced emission potentials. 
This alongside the deregulation of the electricity market has helped increase 
the penetration level of RE systems within the modern day power grid as 
discussed in Chapter 2. 
Considering the huge support for RE systems and the various structures 
(incentives and regulations) put in place in various countries of the World, 
more of these systems are expected to come on-stream. With this level of 
penetration, their effects cannot be trivialized bearing in mind that their outputs 
are mostly uncertain.  
Load flow analysis is the most popular analysis carried out to study the 
performance of the power system. An analysis looking into the various 
techniques for load flow studies in both transmission (Newton Raphson, Gauss 
Seidel etc) and distribution (Backward/forward sweep, Newton method) was 
given in Chapter 2 alongside the mathematical formulation for the Newton 
Raphson and Backward/Forward sweep methods. These conventional load 
flow methods are deterministic in nature, hence the concept of probabilistic 
load flow studies was introduced as a means of accounting for uncertainties 
within the power systems.  
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The traditional way for carrying out probabilistic load flow is based on the 
Monte Carlo Simulation method. Though the method proves to be very 
accurate, its computation becomes burdensome and time consuming as the 
system size increases which necessitated the search for alternative methods 
able to give a good balance between speed and accuracy. A detailed evaluation 
of some of the initially proposed methods was presented in Chapter 4. 
Considering the reviewed methods, the features of an effective probabilistic 
load flow method were identified and reiterated below; 
i. Minimal computational time and burden 
ii. Good level of accuracy comparable with the MCS method 
iii. Applicable to practical small and large systems 
iv. Able to accurately model uncertainties within the network irrespective 
of their distribution 
v. Able to represent the dependency that exists between random 
uncertainties in the network. 
These informed the objective of this work which was to develop a fast and 
accurate technique for carrying out probabilistic load flow studies.  
9.2. The Unscented Transform 
The unscented transform (UT) has been successfully applied to non-linear 
electromagnetic compatibility statistical problems and as such seen as a viable 
method for probabilistic load flow studies. The method is based on discretising 
the continuous probability density function of a variable using deterministically 
chosen points referred to as sigma points having corresponding weights such 
that the moments of both the continuous and discrete points are the same.  
Since the continuous distribution of uncertain variables in power systems can 
be characterised based on previous data set as explained in Chapter 3, the UT 
method was explored for the load flow problem in Chapter 5. The results 
obtained using the UT method for univariate problems with Gaussian 
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distribution show that its accuracy improves as the number of sigma points 
increases. The method can be extended to treat multivariate problems using 
either Taylor series multivariate expansion (T.S.M) or a general set which 
views the problem in the Euclidean space and thus uses the edges of an n-
dimensional cube. The first method resulted in solving huge simultaneous 
equations which makes it impractical for systems with large number of 
uncertainties. Similarly, the sigma points for the general set increases as the 
number of uncertain variables increases. For problems involving more than 20 
random (uncertain) variables, the techniques become even more 
computationally burdensome than the MCS thus defeating the objective.  
Another aspect considered is the performance of the UT method for variables 
whose distribution does not follow the Gaussian distribution. This is very 
important since the wind speed and power distributions follow the Weibull and 
a composite distribution (truncated Weibull and discrete distributions) 
respectively as already validated in Chapter 3 and Appendix B. From the 
results, it was observed that a minimum of 5 sigma points are needed in 
discretizing each random variable for the wind power distribution to obtain a 
reasonable level of accuracy. This is because only 3 sigma points are chosen in 
the continuous part of the wind power distribution. For multivariate problems, 
the method resulted in negative unrealistic sigma points which make the two 
techniques (Taylor series multivariate expansion and the general set) 
inapplicable. 
This implies the conventional Unscented Transform method is inapplicable to 
the probabilistic load flow problem since practical power systems often 
comprise of several uncertain distributions.  
9.3. Enhanced Unscented Transform for Load Flow Studies 
In view of the shortfalls of the conventional Unscented Transform methods, an 
alternative way of viewing UT as a Gaussian quadrature problem was 
discussed in Chapter 6. With this, the sigma points are chosen as the roots of a 
polynomial orthogonal to the probability density function of the variable whose 
sigma points are desired. Several distributions such as the Gaussian have 
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known orthogonal polynomial (Hermite Polynomial) which makes this method 
easy to adapt. Although, to be able to apply this technique to the wind speed 
and power distribution (and other arbitrary distributions), their orthogonal 
polynomials have to be built. The Stieltjes procedure was employed as a robust 
approach for building the coefficient of the orthogonal polynomial using a 
discretisation approach. The sigma points are then estimated from a tridiagonal 
Jacobian matrix while weights are easily estimated from the eigenvector. This 
method is seen to be very accurate and applicable to any variable whose 
distribution function is known.  
Tensor product was used in extending the method to multivariate problems in 
the latter part of Chapter 6. The method simply implies carrying out n-
dimensional integration for n independent variables. The method proved 
accurate when compared with the MCS method and also outperforms other 
methods considered (Point Estimate Method (PEM) and Cumulant Method). 
However, it suffers from the curse of dimensionality problem since the number 
of sigma points grow very rapidly as the number of uncertain parameters 
within the system increases. This implies that only two (that is; ii, iv) of the 
five features described in section 9.1 were resolved. 
The dimension reduction technique was proposed in Chapter 7 to drastically 
reduce the number of sigma points required for multivariate problems. With the 
dimension reduction method, the multivariate problem is decomposed into a 
series of n-dimensional functions thus reducing the problem to a D-
dimensional integration unlike the Tensor product. The univariate dimension 
reduction (UDR) and bivariate dimension reduction (BDR) with D=1 and 2 
respectively were explored. With the UDR, the Taylor series expansion of n-
dimensional function is terminated after the first order while for BRD, after the 
second. This implies the latter requires more estimation points than the former, 
though it provides a better level of accuracy especially for higher order 
moments. 
The practicality of the methods was demonstrated using a modified IEEE 14-
bus test system with 24 random variables (discrete, Gaussian and wind power 
distributions) and a real distribution power system located in Samsun, North 
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coast of Turkey with 117 uncertain variables including wind power. Results 
obtained showed that both techniques (UDR and BDR) give similar level of 
accuracy for evaluating the mean and standard deviation while for higher order 
moments, the BDR performed better though at the expense of more 
computational time. Hence, the decision on which of the techniques to be 
employed for a particular scenario depends on the most pressing quantity 
between accuracy of higher order moments and speed. 
In Chapter 8, the Cholesky decomposition technique was incorporated with 
dimension reduction to tackle the problem of linear dependency (correlation) 
which is common in power systems. The effect of correlation can be included 
in the UDR method once the correlation matrix is known. This correlation 
matrix is decomposed using the Cholesky decomposition technique with the 
lower triangular matrix employed to multiply the already defined sigma points. 
The method simply transforms the original sigma points without changing their 
initial weights. 
Correlation is seen to affect the higher order moment and not the mean of a 
variable. Results obtained using 6, 14 and 118-bus test systems showed that the 
scheme is applicable to problems involving both Gaussian and non-Gaussian 
distributions, and gives a good level of accuracy (better than the PEM) when 
benchmarked using the MCS for all the cases considered. The scheme was only 
extended to the UDR method because of its lower computational requirement, 
also, it can easily be extended to the BDR method.  
With this, the five criteria discussed have been satisfactorily met. 
9.4. Summary of Contributions 
The summary of the contributions of this work are given below; 
1. The application of the Unscented Transform method to probabilistic 
load flow studies. 
2. Representation of the wind power distribution as a composite 
distribution consisting of the truncated Weibull and discrete 
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distributions (at zero and rated powers). The validation of the cubic 
model for modelling the wind power. 
3. Extension of the Unscented Transform method to solve problems 
involving arbitrary distributions using the Stieltjes procedure. 
4. Enhancement of the Unscented Transform method to reduce the 
problem of curse of dimensionality based on dimension reduction 
techniques. 
5. Incorporation of correlations (linear dependence) into univariate 
dimension reduction technique.      
9.5. Further Research Areas 
The suggestions for further works have been sectionalized into two. The first 
centres on areas related to probabilistic load flow methods in general while the 
last part focuses on possible areas for future works in terms of the Unscented 
Transform method. 
9.5.1. Probabilistic Load Flow and Modern Power Systems 
The wind power system was the main focus of the work since it is about the 
largest single unit renewable energy system (aside from hydropower) that can 
be installed. It will be interesting to check the combined effect of several other 
renewable energy generators on the power system so as to understand the 
interaction among them. This alongside analysing real data will help create the 
true picture of the emerging modern day power system.  
In this work, like in most of the previous researches, dependency was viewed 
as linear dependence (correlation), which is not always true as explained in 
Chapter 3. Since zero correlation does not necessarily imply zero dependence, 
it will be necessary to explore other forms of dependence that may exists 
between component variables of the power system as this will assist in proper 
prediction and planning.  
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The output of a wind power system is dependent not only on the wind speed 
but also on the direction of the wind. Having a single wind speed and or power 
model able to take the effect of directional wind into account will produce 
better estimate of the output wind power from a wind farm.  
9.5.2. Unscented Transform 
From this work, several improvements have been proposed to the conventional 
Unscented Transform which are; the Stieljes procedure for determining the 
sigma points of arbitrary distributions, dimension reduction to overcome the 
curse of dimensionality and transformation (using Cholesky decomposition) to 
incorporate correlation. The feasibility of employing other techniques needs to 
be explored. For instance, dimension reduction can be carried out using 
Karhunen-Loève transforms (principal component analysis) or the independent 
component analysis amongst other methods [9.1]. 
Another area that can be explored is incorporating the effect of correlation 
using multivariate orthogonal polynomial. This will imply accounting for the 
effect of correlation at the initial stage of solving for the sigma points.   
9.6 References 
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Appendix A 
Transformer Parameters [A.1] 
 
The parameters for a grounded Wye to grounded Wye (Y-Y) 3 phase 
connected transformer as discussed in Section 2.3.2.1 of Chapter 2 are given 
below 
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where nt is the transformer turns ratio and Za, Zb and Zc are the per-unit 
impedance of the transformer windings on the load side of the transformer.   
Reference 
[A.1]  W. H. Kersting, Distribution System Modelling, CRC Press, LLC 
2006 
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Appendix B 
Wind Speed and Power Analysis 
 
B.1. Location Description  
The wind speed is from a proposed wind farm site within the Ondokuz Mayis 
University campus, Samsun North coast of Turkey (41oƍ1 oƍ( 7KH
measurement was carried out over a 12month period (August 2009-July 2010) 
with wind speed measurements every 10 minutes at 40m, 50m and 60m above 
the ground level. As expected the best wind speed were observed at 60m height 
and will be used in this analysis.  
A summary of the average and maximum wind speed for each month from the 
raw wind speed data is shown in Table B.1. The average measured air density 
for the area is 1.557kg/m3. 
Table B. 1: Average and Maximum Wind Speed for Samsun 
Month 
Average Wind Speed 
(m/s) 
Maximum Wind Speed 
(m/s) 
August 5.0 11.92 
September 5.3 19.48 
October 4.8 24.22 
November 5.1 34.48 
December 6.3 36.40 
January 6.2 31.51 
February 7.1 31.40 
March 5.6 25.41 
April 4.9 19.73 
May 4.3 20.67 
June 5.4 21.17 
July 5.4 16.91 
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B.2. Wind Data Fitting: Criteria 
The wind data was analysed using the EasyFit analysis tool [B.1]. To ensure 
the data is rightly fitted, the three goodness of fit test available on EasyFit are 
used as the determining factor for choosing the best distribution. The three tests 
namely the Kolmogorov-Smirnov, Anderson-Darling and the Chi-Square tests 
are briefly described below. 
B.2.1. The Kolmogorov-Smirnov (K-S) Test  
The K-S test is a non-parametric test used to determine if a set of samples 
come from a hypothesized continuous distribution. The K-S test is based on the 
empirical cumulative distribution function (ECDF) and it measures the 
similarity by quantifying the distance between the empirical distribution of the 
sample set with those for the cumulative distribution function of the reference 
distribution [B.1-B.3]. 
One key advantage of the K-S test is that it does not depend on the cumulative 
distribution function been tested, also, it is an exact test [B.2]. However, it is 
not applicable to non-continuous distributions, it is also more sensitive near the 
centre than at the tail ends thus limiting its accuracy in distributions with 
significant tail features [B.2]. 
The largest difference between the empirical and theoretical distributions D is 
obtained using (B.1) [B.1, B.2]. 
)1.(                        )(,1)(
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B.2.2. Anderson-Darling Test 
The Anderson-Darling test is a modification to the K-S test. Like the K-S test, 
it is used to determine if a set of samples come from a specified distribution 
but, it gives more weight to the tail as compared with the K-S test which makes 
it a more sensitive test [B.1, B.4]. 
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B.2.3. The Chi-Square Test Ȥ2) 
The Chi-Square test is used to determine if a sample comes from a population 
with specific distribution [B.1, B.5]. It is applied to binned distributions and 
also to continuous distributions like the K-S test. The value of the statistics is 
dependent on how the data is binned. For optimal bin size, EasyFit employs 
(B.3) to get k which is the optimal number of bins for a sample size N. The 
validity and accuracy of the test also depends on the sample size [B.5].    
)3.(                                  log1 2 BNk   
The Chi-Square statistics is defined by (B.4). 
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where Oi is the observed frequency for bin i, Ei is the expected frequency for 
bin i defined by (B.5) and F is the cumulative distribution function of the 
probability distribution under test, while x1 and x2 are the limits for bin i. 
A detailed treatment of the various goodness of fit test can be found in [B.1-
B.5] 
B.3. Wind Data Fitting: Result 
Several distributions such the Weibull distribution [B.6, B.7], normal 
distribution [B.8], Gamma distribution [B.9], the Rayleigh distribution [B.10] 
and the lognormal distribution have been used in modelling wind speed. In this 
analysis, six distributions; normal, exponential, lognormal, Rayleigh, Gamma 
and Weibull distributions are tested to determine which of them gives the best 
fit to the data. 
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The histogram for the wind data for the whole year alongside the probability 
density function curves using each of the 6 distribution functions is given in 
Fig. B.1. The statistics using the three criteria earlier discussed in section B.2 
above are presented in Table B.2. 
 
Fig B. 1: Histogram for the Raw Wind Speed Data and PDF Curves Using 6 
Distributions 
Table B.2: Statistics for the Goodness of Fit 
Distribution 
Goodness of Fit Test 
Kolmogorov-
Smirnov 
Anderson-
Darling 
Chi Square 
Normal 0.11665 1415.3 8926.1 
Exponential 0.09742 5048.7 4490.7 
Gamma 0.06022 4709.0 1423.0 
Lognormal 0.06403 5147.6 2848.1 
Rayleigh 0.12636 6859.4 12316 
Weibull 0.05993 4618.9 1182.0 
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From the results, the commonly used Weibull distribution is seen to give the 
best result in terms of the K-S test criterion. To further affirm the suitability of 
the Weibull distribution for the wind speed data for the location considered, the 
statistics for the other test are assessed. The Weibull distribution is seen to be 
the second best considering the Anderson-Darling test while it is the best of 
them based on the Chi Square test. The Weibull distribution is therefore 
assumed to be the best fit for the wind data and used in line with some other 
research work [B.6, B.7]. It is worth mentioning that the same critical value is 
used for all the distributions in the EasyFit software [B.1]. 
The shape and scale parameter for the Weibull distribution for each month 
considered and the final one for the whole 12 month period are presented in 
Table B.3. 
Table B.3: Weibull Parameter for the Wind Speed 
Month Shape Parameter Scale Parameter 
August 1.8208 5.5278 
September 1.6239 5.7843 
October 1.5575 5.6523 
November 1.1462 5.8145 
December 1.2298 6.7587 
January 1.1482 7.6337 
February 1.2958 7.5652 
March 1.4534 6.1959 
April 1.7200 5.5066 
May 1.5433 4.7191 
June 1.3664 5.9271 
July 1.4513 5.6241 
Whole Year 1.3770 6.1345 
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B.4. Wind Power Model 
Using the wind speed distribution data obtained above, the output wind power 
can be easily determined. The appropriateness of the two models (cubic and 
linear models) previous used in the literature in representing the wind power 
model as discussed in Section 3.5.4 (Chapter 3), is appraised. Since the 
measured output wind power is not available, the output power obtained by 
using the raw wind speed data and the lookup table from the turbine 
manufacturer is assumed to be the benchmark. The EWT500 (500kW) wind 
turbine [B.11] is assumed to be installed on the farm since wind installations 
over 500kW require planning permission from the Turkish Government [B.12]. 
The mean output wind power for the 12 month period is analysed using 3 
principal techniques described below. 
1. The raw wind speed data and the lookup table generated from the wind 
turbine characteristics curve. (Benchmark) 
2. The wind speed data generated using the Weibull parameters for both 
the Monte Carlo Simulation and Unscented Transform methods and 
then combined with the linear model (B.6, B.7) or the cubic model 
(B.8, B.9) to obtain the final output wind power. 
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3. The output wind power generated directly using the wind power models 
based on both the linear (B.10) and cubic models (B.11, B.12) for the 
Unscented Transform method. 
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The results using the various schemes are presented in Table B.4. 
Table B.4: Mean Output Power for a 500kW Wind Turbine 
Raw 
Data 
(kW) 
MCS 
Linear 
(kW) 
MCS+ 
Cubic 
(kW) 
UT 
Linear 
(kW) 
UT 
Cubic 
(kW) 
UT Pwr 
Linear 
(kW) 
UT Pwr 
Cubic 
(kW) 
141.272 194.190 141.148 195.313 136.350 193.936 141.056 
 
Legend 
Raw Data: Results obtained using the measured data and the lookup table. 
MCS+ Linear: Results obtained by generating the wind speed using the Weibull parameter 
obtained in a random number generator and then combining this wind speed with the linear 
model in equation (B.6, B.7). 
MCS+ Cubic: Results obtained by generating the wind speed using the Weibull parameter 
obtained in a random number generator and then combining this wind speed with the cubic 
model in equation (B.8, B.9). 
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UT+ Linear: Results obtained by generating the wind speed using the Weibull parameter 
obtained based on the UT method and then combining the sigma points and weights of the 
wind speed with the linear model in equation (B.6, B.7). 
UT+ Cubic: Results obtained by generating the wind speed using the Weibull parameter 
obtained based on the UT method and then combining the sigma points and weights of the 
wind speed with the cubic model in equation (B.8, B.9). 
UT+ Linear (Pwr): Results obtained by generating the output wind power directly using 
(B.10). 
UT+ Cubic (Pwr): Results obtained by generating the output wind power directly using (B.11, 
B.12). 
 
From the results, it is seen that all methods based on the cubic model generally 
give better estimate of the output power than linear model. In fact, the linear 
model overestimates the output power from the wind turbine. For the UT 
method, it is clear that using the wind power model directly gives a better 
estimate than using the sigma points and weights generated using the wind 
speed. The result also further confirms the accuracy of the UT method as it 
gives a close match with the real data and the Monte Carlo Simulation method.  
B.5. Further Analysis Using the IEEE 14-Bus Test System 
To further appraise the performance of the various techniques and to validate 
the performance of the cubic model using the UT method, a simple load flow 
analysis is carried out using the IEEE 14-bus test system. A group of 100, 
500kW wind turbine is assumed to be located on bus 9 of the test system with 
maximum output of 50MW. Load flow analysis was then carried out using the 
techniques discussed in section B.4. above for generating the output wind 
power. The results for the output mean voltage a magnitude and active power 
on all the buses is presented in Table B.5 and B.6 respectively. To further 
reflect the performance of the methods, the average errors in the first four 
moments for the voltage magnitude and active power flows are shown in 
Tables B.7 and B.8. 
 
Table B.5: Mean Voltage Magnitude Using the Various Techniques 
Bus 
Raw Data 
MCS 
Cubic 
MCS 
Linear 
UT+ 
Cubic 
UT+ 
Linear 
UT+ 
Cubic 
(Pwr) 
UT 
Linear 
(Pwr) 
1 1.06 1.06 1.06 1.06 1.06 1.06 1.06 
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2 1.045 1.045 1.045 1.045 1.045 1.045 1.045 
3 1.01 1.01 1.01 1.01 1.01 1.01 1.01 
4 1.0206 1.0208 1.0196 1.0207 1.0196 1.0206 1.0196 
5 1.0220 1.02212 1.0212 1.0221 1.0211 1.0220 1.0211 
6 1.07 1.07 1.07 1.07 1.07 1.07 1.07 
7 1.0641 1.0643 1.0633 1.0642 1.0632 1.0642 1.0632 
8 1.09 1.09 1.09 1.09 1.09 1.09 1.09 
9 1.0596 1.0598 1.0584 1.0597 1.0583 1.0596 1.0583 
10 1.0541 1.0543 1.0531 1.0542 1.0530 1.0542 1.0530 
11 1.0587 1.0588 1.0581 1.0587 1.0580 1.0587 1.0580 
12 1.0553 1.0554 1.0553 1.0553 1.0553 1.0553 1.0553 
13 1.0510 1.0511 1.0508 1.0511 1.0508 1.0510 1.0508 
14 1.0379 1.0381 1.0371 1.0380 1.0371 1.0379 1.0371 
 
Table B.6: Active Power Flow Using the Various Techniques 
Line 
No 
Raw 
Data 
MCS 
Cubic 
MCS 
Linear 
UT+ 
Cubic 
UT+ 
Linear 
UT+ 
Cubic 
(Pwr) 
UT 
Linear 
(Pwr) 
1-2 -142.05 -142.02 -145.57 -141.71 -145.75 -142.03 -145.66 
1-5 -67.343 -67.328 -69.147 -67.171 -69.241 -67.336 -69.193 
2-3 -68.713 -68.707 -69.453 -68.644 -69.490 -68.710 -69.472 
2-4 -50.096 -50.084 -51.554 -49.957 -51.630 -50.090 -51.591 
2-5 -37.199 -37.190 -38.343 -37.091 -38.402 -37.194 -38.373 
3-4 25.931 25.938 25.169 26.003 25.130 25.935 25.149 
4-5 57.337 57.325 58.779 57.197 58.856 57.331 58.815 
4-7 -21.139 -21.120 -23.455 -20.917 -23.577 -21.129 -23.514 
4-9 -12.114 -12.103 -13.437 -11.987 -13.507 -12.108 -13.471 
5-6 -39.605 -39.593 -41.112 -39.464 -41.187 -39.599 -41.151 
6-11 -4.5847 -4.5772 -5.4944 -4.4987 -5.5407 -4.5810 -5.5178 
6-12 -7.3725 -7.372 -7.4877 -7.3618 -7.4933 -7.3720 -7.4907 
6-13 -16.155 -16.151 -16.618 -16.111 -16.642 -16.153 -16.631 
7-8 3.4E-15 2.8E-15 2.9E-15 1.5E-14 1.4E-15 2.5E-15 4.9E-15 
7-9 -21.139 -21.120 -23.455 -20.917 -23.577 -21.129 -23.514 
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9-10 -7.9269 -7.9344 -7.0192 -8.0132 -6.9723 -7.9307 -6.9959 
9-14 -11.015 -11.020 -10.444 -11.069 -10.415 -11.018 -10.429 
10-11 1.0847 1.0772 1.9944 0.9987 2.0407 1.0809 2.0178 
12-13 -1.2674 -1.2665 -1.3821 -1.2567 -1.3877 -1.2670 -1.3851 
13-14 -3.8848 -3.8801 -4.4564 -3.8308 -4.4855 -3.8825 -4.4711 
 
Table B.7: Average Percentage Error in the First Four Moments of the Voltage 
Magnitude 
Moment MCS 
Cubic 
[%] 
MCS 
Linear 
[%] 
UT+ 
Cubic 
[%] 
UT+ 
Linear 
[%] 
UT+ 
Cubic 
(Pwr) 
[%] 
UT 
Linear 
(Pwr) 
[%] 
Mean 0.0077 0.0457 0.0039 0.0488 1.46e-4 0.0485 
Std 1.8966 0.8538 2.7732 1.5359 0.2431 1.2379 
Skew 8.1939 29.792 13.642 20.327 1.2383 31.160 
Kurt 10.161 18.969 8.4696 6.2769 1.4873 20.250 
 
Table B.8: Average Percentage Error in the First Four Moments of the Voltage 
Magnitude 
Moment MCS 
Cubic 
MCS 
Linear 
UT+ 
Cubic 
UT+ 
Linear 
UT+ 
Cubic 
(Pwr) 
UT 
Linear 
(Pwr) 
Mean 0.0835 10.143 0.9608 10.662 0.0419 10.404 
Std 0.0076 0.8895 1.9283 2.2366 0.1801 1.3062 
Skew 2.0682 36.639 18.459 28.623 1.2690 37.551 
Kurt 3.3671 28.638 17.394 9.1160 2.1495 29.632 
 
From the tables, it is clear that the UT+ Cubic (Pwr) gives a better level of 
accuracy with reference to the raw data (benchmark) in almost all the cases 
than the other techniques considered including the MCS method. This 
informed its choice for simulations in this work. 
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Appendix C 
The Test Systems 
 
The system data for the 6, 14 and 118 Test systems used in the work are 
presented in this appendix [C.1], [C.2]. The data for the 44 bus Samsun 
distribution test system is also presented. 
C.1. IEEE 6 Bus Test System [C.1], [C.2] 
The single line diagram and the bus, branch and generator parameters in 
presented below. 
1
G
G
6 5
4 3 2
Wind 
Farm  
Fig C.1: Single Line Diagram for the 6 Bus Test System Modified to Include the 
Wind Farm 
C.1.1. Generator Data for 6 Bus Test System 
Table C.1: Generator Parameter for the 6 Bus Test System 
Bus No 
Active Power 
(MW) 
Reactive Power 
(MVar) 
1 0 0 
2 45 24 
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C.1.1. Load Data for 6 Bus Test System 
Table C.2: Load Data for the 6 Bus Test System 
Bus No 
Active 
Load 
(MW) 
Reactive 
Load 
(MVar) 
Voltage 
Mag. (pu) 
Voltage 
Angle 
1 0 0 1.05 0 
2 0 0 1.07 0 
3 55 13 1 0 
4 0 0 1 0 
5 30 18 1 0 
6 60 15 1 0 
Note: The base voltage is 230kV.  
C.1.3. Branch Data for 6 Bus Test System 
The Branch data for the 6 bus system are shown below. Where R represents the 
branch resistance, X is the branch reactance and B the line charging. All values 
are in per unit based on a base MVA of 100. 
Table C.3: Branch Data for the 6 Bus Test System 
From To R X B 
1 4 0.08 0.37 0.02 
1 6 0.123 0.518 0.06 
2 3 0.0723 1.05 0.044 
2 5 0.282 0.064 0.24 
3 4 0 0.133 0.66 
4 6 0.097 0.407 0.02 
5 6 0 0.3 0.05 
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C.2. The IEEE 14 Bus Test System [C.1], [C.2] 
The single line diagram and the bus, branch and generator parameters for the 
IEEE 14 bus test System are presented below. The location of the wind farm is 
also shown. 
G
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Fig C.2: The IEEE 14 Bus Test System Modified to Include Wind Farm 
C.2.1. Generator Data For 14 Bus Test System 
Table C.4: Generator Parameter for the IEEE 14 Bus Test System 
Bus No Active Power (MW) 
Reactive Power 
(MVar) 
1 232.4 -16.9 
2 40.04 1.2 
3 0 23.4 
6 0 12.2 
8 0 17.4 
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C.2.2. Branch Data for 14 Bus Test System 
The Branch data for the IEEE 14 bus test system are shown below. Where R 
represents the branch resistance, X is the branch reactance and B the line 
charging. All values are in per unit based on a base MVA of 100. 
Table C.5: Branch Data for the IEEE 14 Test System 
From To R X B 
1 2 0.01938 0.05917 0.0528 
1 5 0.05403 0.22304 0.0492 
2 3 0.04699 0.19797 0.0438 
2 4 0.05811 0.17632 0.034 
2 5 0.05695 0.17388 0.0346 
3 4 0.06701 0.17103 0.0128 
4 5 0.01335 0.04211 0 
4 7 0 0.20912 0 
4 9 0 0.55618 0 
5 6 0 0.25202 0 
6 11 0.09498 0.1989 0 
6 12 0.12291 0.25581 0 
6 13 0.06615 0.13027 0 
7 8 0 0.17615 0 
7 9 0 0.11001 0 
9 10 0.03181 0.0845 0 
9 14 0.12711 0.27038 0 
10 11 0.08205 0.19207 0 
12 13 0.22092 0.19988 0 
13 14 0.17093 0.34802 0 
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C.2.3. Bus Data for 14 Bus Test System 
Table C.6: Bus Data for the 14 Bus Test System 
Bus No 
Active 
Load 
(MW) 
Reactive 
Load 
(MVar) 
Voltage 
Mag. (pu) 
Voltage 
Angle 
1 0 0 1.06 0 
2 21.7 12.7 1.045 -4.98 
3 94.2 19 1.01 -12.72 
4 47.8 -3.9 1 -10.33 
5 7.6 1.6 1 -8.78 
6 11.2 7.5 1.07 -14.22 
7 0 0 1 -13.37 
8 0 0 1.09 -13.36 
9 29.5 16.6 1 -14.94 
10 9 5.8 1 -15.1 
11 3.5 1.8 1 -14.79 
12 6.1 1.6 1 -15.07 
13 13.5 5.8 1 -15.16 
14 14.9 5 1 -16.04 
 
C.3. 118 Test System 
The single line diagram and the bus, branch and generator parameters for the 
IEEE 118 bus test System are presented below. The locations of the wind farms 
are also shown. The Base MVA is taken as 100 while the base voltage is 
138kV. 
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Fig C.3: Single Line Diagram of the IEEE 118 Test System
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C.3.1. Bus Data for the IEEE 118 Bus Test System [C.1], [C.2] 
Table C.7: Bus Data for The IEEE 118 Bus Test System 
Bus No 
Active 
Load 
(MW) 
Reactive 
Load 
(MVar) 
Voltage 
Mag. (pu) 
Voltage Angle 
1 51 27 0.955 10.67 
2 20 9 0.971 11.22 
3 39 10 0.968 11.56 
4 39 12 0.998 15.28 
5 0 0 1.002 15.73 
6 52 22 0.99 13 
7 19 2 0.989 12.56 
8 28 0 1.015 20.77 
9 0 0 1.043 28.02 
10 0 0 1.05 35.61 
11 70 23 0.985 12.72 
12 47 10 0.99 12.2 
13 34 16 0.968 11.35 
14 14 1 0.984 11.5 
15 90 30 0.97 11.23 
16 25 10 0.984 11.91 
17 11 3 0.995 13.74 
18 60 34 0.973 11.53 
19 45 25 0.963 11.05 
20 18 3 0.958 11.93 
21 14 8 0.959 13.52 
22 10 5 0.97 16.08 
23 7 3 1 21 
24 13 0 0.992 20.89 
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25 0 0 1.05 27.93 
26 0 0 1.015 29.71 
27 71 13 0.968 15.35 
28 17 7 0.962 13.62 
29 24 4 0.963 12.63 
30 0 0 0.968 18.79 
31 43 27 0.967 12.75 
32 59 23 0.964 14.8 
33 23 9 0.972 10.63 
34 59 26 0.986 11.3 
35 33 9 0.981 10.87 
36 31 17 0.98 10.87 
37 0 0 0.992 11.77 
38 0 0 0.962 16.91 
39 27 11 0.97 8.41 
40 66 23 0.97 7.35 
41 37 10 0.967 6.92 
42 96 23 0.985 8.53 
43 18 7 0.978 11.28 
44 16 8 0.985 13.82 
45 53 22 0.987 15.67 
46 28 10 1.005 18.49 
47 34 0 1.017 20.73 
48 20 11 1.021 19.93 
49 87 30 1.025 20.94 
50 17 4 1.001 18.9 
51 17 8 0.967 16.28 
52 18 5 0.957 15.32 
53 23 11 0.946 14.35 
54 113 32 0.955 15.26 
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55 63 22 0.952 14.97 
56 84 18 0.954 15.16 
57 12 3 0.971 16.36 
58 12 3 0.959 15.51 
59 277 113 0.985 19.37 
60 78 3 0.993 23.15 
61 0 0 0.995 24.04 
62 77 14 0.998 23.43 
63 0 0 0.969 22.75 
64 0 0 0.984 24.52 
65 0 0 1.005 27.65 
66 39 18 1.05 27.48 
67 28 7 1.02 24.84 
68 0 0 1.003 27.55 
69 0 0 1.035 30 
70 66 20 0.984 22.58 
71 0 0 0.987 22.15 
72 12 0 0.98 20.98 
73 6 0 0.991 21.94 
74 68 27 0.958 21.64 
75 47 11 0.967 22.91 
76 68 36 0.943 21.77 
77 61 28 1.006 26.72 
78 71 26 1.003 26.42 
79 39 32 1.009 26.72 
80 130 26 1.04 28.96 
81 0 0 0.997 28.1 
82 54 27 0.989 27.24 
83 20 10 0.985 28.42 
84 11 7 0.98 30.95 
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85 24 15 0.985 32.51 
86 21 10 0.987 31.14 
87 0 0 1.015 31.4 
88 48 10 0.987 35.64 
89 0 0 1.005 39.69 
90 163 42 0.985 33.29 
91 10 0 0.98 33.31 
92 65 10 0.993 33.8 
93 12 7 0.987 30.79 
94 30 16 0.991 28.64 
95 42 31 0.981 27.67 
96 38 15 0.993 27.51 
97 15 9 1.011 27.88 
98 34 8 1.024 27.4 
99 42 0 1.01 27.04 
100 37 18 1.017 28.03 
101 22 15 0.993 29.61 
102 5 3 0.991 32.3 
103 23 16 1.001 24.44 
104 38 25 0.971 21.69 
105 31 26 0.965 20.57 
106 43 16 0.962 20.32 
107 50 12 0.952 17.53 
108 2 1 0.967 19.38 
109 8 3 0.967 18.93 
110 39 30 0.973 18.09 
111 0 0 0.98 19.74 
112 68 13 0.975 14.99 
113 6 0 0.993 13.74 
114 8 3 0.96 14.46 
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115 22 7 0.96 14.46 
116 184 0 1.005 27.12 
117 20 8 0.974 10.67 
118 33 15 0.949 21.92 
 
C.3.2. Generator Data for the 118 Bus Test System 
The data for the generators within the test system are presented in Table C.8 
below. The maximum reactive powers for the generators are also presented 
alongside. 
Table C.8: Generator Data for the IEEE 118 Bus Test System 
Bus No 
Active Power 
(MW) 
Reactive Power 
(MVar) 
Max. Reactive 
Power (MVar) 
1 0 0 15 
4 0 0 300 
6 0 0 50 
8 0 0 300 
10 450 0 200 
12 85 0 120 
15 0 0 30 
18 0 0 50 
19 0 0 24 
24 0 0 300 
25 220 0 140 
26 314 0 1000 
27 0 0 300 
31 7 0 300 
32 0 0 42 
34 0 0 24 
36 0 0 24 
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40 0 0 300 
42 0 0 300 
46 19 0 100 
49 204 0 210 
54 48 0 300 
55 0 0 23 
56 0 0 15 
59 155 0 180 
61 160 0 300 
62 0 0 20 
65 391 0 200 
66 392 0 200 
69 516.4 0 300 
70 0 0 32 
72 0 0 100 
73 0 0 100 
74 0 0 9 
76 0 0 23 
77 0 0 70 
80 477 0 280 
85 0 0 23 
87 4 0 1000 
89 607 0 300 
90 0 0 300 
91 0 0 100 
92 0 0 9 
99 0 0 100 
100 252 0 155 
103 40 0 40 
104 0 0 23 
105 0 0 23 
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107 0 0 200 
110 0 0 23 
111 36 0 1000 
112 0 0 1000 
113 0 0 200 
116 0 0 1000 
 
C.3.3. Branch Data for the IEEE 118 Bus Test System 
The Branch data for the IEEE 118 bus test system are shown below. Where R 
represents the branch resistance, X is the branch reactance and B the line 
charging. All values are in per unit based on a base MVA of 100. 
Table C.9: Branch Data for the 118 Bus Test System 
From To R X B 
1 2 0.0303 0.0999 0.0254 
1 3 0.0129 0.0424 0.01082 
4 5 0.00176 0.00798 0.0021 
3 5 0.0241 0.108 0.0284 
5 6 0.0119 0.054 0.01426 
6 7 0.00459 0.0208 0.0055 
8 9 0.00244 0.0305 1.162 
8 5 0 0.0267 0 
9 10 0.00258 0.0322 1.23 
4 11 0.0209 0.0688 0.01748 
5 11 0.0203 0.0682 0.01738 
11 12 0.00595 0.0196 0.00502 
2 12 0.0187 0.0616 0.01572 
3 12 0.0484 0.16 0.0406 
7 12 0.00862 0.034 0.00874 
11 13 0.02225 0.0731 0.01876 
12 14 0.0215 0.0707 0.01816 
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13 15 0.0744 0.2444 0.06268 
14 15 0.0595 0.195 0.0502 
12 16 0.0212 0.0834 0.0214 
15 17 0.0132 0.0437 0.0444 
16 17 0.0454 0.1801 0.0466 
17 18 0.0123 0.0505 0.01298 
18 19 0.01119 0.0493 0.01142 
19 20 0.0252 0.117 0.0298 
15 19 0.012 0.0394 0.0101 
20 21 0.0183 0.0849 0.0216 
21 22 0.0209 0.097 0.0246 
22 23 0.0342 0.159 0.0404 
23 24 0.0135 0.0492 0.0498 
23 25 0.0156 0.08 0.0864 
26 25 0 0.0382 0 
25 27 0.0318 0.163 0.1764 
27 28 0.01913 0.0855 0.0216 
28 29 0.0237 0.0943 0.0238 
30 17 0 0.0388 0 
8 30 0.00431 0.0504 0.514 
26 30 0.00799 0.086 0.908 
17 31 0.0474 0.1563 0.0399 
29 31 0.0108 0.0331 0.0083 
23 32 0.0317 0.1153 0.1173 
31 32 0.0298 0.0985 0.0251 
27 32 0.0229 0.0755 0.01926 
15 33 0.038 0.1244 0.03194 
19 34 0.0752 0.247 0.0632 
35 36 0.00224 0.0102 0.00268 
35 37 0.011 0.0497 0.01318 
33 37 0.0415 0.142 0.0366 
34 36 0.00871 0.0268 0.00568 
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34 37 0.00256 0.0094 0.00984 
38 37 0 0.0375 0 
37 39 0.0321 0.106 0.027 
37 40 0.0593 0.168 0.042 
30 38 0.00464 0.054 0.422 
39 40 0.0184 0.0605 0.01552 
40 41 0.0145 0.0487 0.01222 
40 42 0.0555 0.183 0.0466 
41 42 0.041 0.135 0.0344 
43 44 0.0608 0.2454 0.06068 
34 43 0.0413 0.1681 0.04226 
44 45 0.0224 0.0901 0.0224 
45 46 0.04 0.1356 0.0332 
46 47 0.038 0.127 0.0316 
46 48 0.0601 0.189 0.0472 
47 49 0.0191 0.0625 0.01604 
42 49 0.0715 0.323 0.086 
42 49 0.0715 0.323 0.086 
45 49 0.0684 0.186 0.0444 
48 49 0.0179 0.0505 0.01258 
49 50 0.0267 0.0752 0.01874 
49 51 0.0486 0.137 0.0342 
51 52 0.0203 0.0588 0.01396 
52 53 0.0405 0.1635 0.04058 
53 54 0.0263 0.122 0.031 
49 54 0.073 0.289 0.0738 
49 54 0.0869 0.291 0.073 
54 55 0.0169 0.0707 0.0202 
54 56 0.00275 0.00955 0.00732 
55 56 0.00488 0.0151 0.00374 
56 57 0.0343 0.0966 0.0242 
50 57 0.0474 0.134 0.0332 
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56 58 0.0343 0.0966 0.0242 
51 58 0.0255 0.0719 0.01788 
54 59 0.0503 0.2293 0.0598 
56 59 0.0825 0.251 0.0569 
56 59 0.0803 0.239 0.0536 
55 59 0.04739 0.2158 0.05646 
59 60 0.0317 0.145 0.0376 
59 61 0.0328 0.15 0.0388 
60 61 0.00264 0.0135 0.01456 
60 62 0.0123 0.0561 0.01468 
61 62 0.00824 0.0376 0.0098 
63 59 0 0.0386 0 
63 64 0.00172 0.02 0.216 
64 61 0 0.0268 0 
38 65 0.00901 0.0986 1.046 
64 65 0.00269 0.0302 0.38 
49 66 0.018 0.0919 0.0248 
49 66 0.018 0.0919 0.0248 
62 66 0.0482 0.218 0.0578 
62 67 0.0258 0.117 0.031 
65 66 0 0.037 0 
66 67 0.0224 0.1015 0.02682 
65 68 0.00138 0.016 0.638 
47 69 0.0844 0.2778 0.07092 
49 69 0.0985 0.324 0.0828 
68 69 0 0.037 0 
69 70 0.03 0.127 0.122 
24 70 0.00221 0.4115 0.10198 
70 71 0.00882 0.0355 0.00878 
24 72 0.0488 0.196 0.0488 
71 72 0.0446 0.18 0.04444 
71 73 0.00866 0.0454 0.01178 
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70 74 0.0401 0.1323 0.03368 
70 75 0.0428 0.141 0.036 
69 75 0.0405 0.122 0.124 
74 75 0.0123 0.0406 0.01034 
76 77 0.0444 0.148 0.0368 
69 77 0.0309 0.101 0.1038 
75 77 0.0601 0.1999 0.04978 
77 78 0.00376 0.0124 0.01264 
78 79 0.00546 0.0244 0.00648 
77 80 0.017 0.0485 0.0472 
77 80 0.0294 0.105 0.0228 
79 80 0.0156 0.0704 0.0187 
68 81 0.00175 0.0202 0.808 
81 80 0 0.037 0 
77 82 0.0298 0.0853 0.08174 
82 83 0.0112 0.03665 0.03796 
83 84 0.0625 0.132 0.0258 
83 85 0.043 0.148 0.0348 
84 85 0.0302 0.0641 0.01234 
85 86 0.035 0.123 0.0276 
86 87 0.02828 0.2074 0.0445 
85 88 0.02 0.102 0.0276 
85 89 0.0239 0.173 0.047 
88 89 0.0139 0.0712 0.01934 
89 90 0.0518 0.188 0.0528 
89 90 0.0238 0.0997 0.106 
90 91 0.0254 0.0836 0.0214 
89 92 0.0099 0.0505 0.0548 
89 92 0.0393 0.1581 0.0414 
91 92 0.0387 0.1272 0.03268 
92 93 0.0258 0.0848 0.0218 
92 94 0.0481 0.158 0.0406 
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93 94 0.0223 0.0732 0.01876 
94 95 0.0132 0.0434 0.0111 
80 96 0.0356 0.182 0.0494 
82 96 0.0162 0.053 0.0544 
94 96 0.0269 0.0869 0.023 
80 97 0.0183 0.0934 0.0254 
80 98 0.0238 0.108 0.0286 
80 99 0.0454 0.206 0.0546 
92 100 0.0648 0.295 0.0472 
94 100 0.0178 0.058 0.0604 
95 96 0.0171 0.0547 0.01474 
96 97 0.0173 0.0885 0.024 
98 100 0.0397 0.179 0.0476 
99 100 0.018 0.0813 0.0216 
100 101 0.0277 0.1262 0.0328 
92 102 0.0123 0.0559 0.01464 
101 102 0.0246 0.112 0.0294 
100 103 0.016 0.0525 0.0536 
100 104 0.0451 0.204 0.0541 
103 104 0.0466 0.1584 0.0407 
103 105 0.0535 0.1625 0.0408 
100 106 0.0605 0.229 0.062 
104 105 0.00994 0.0378 0.00986 
105 106 0.014 0.0547 0.01434 
105 107 0.053 0.183 0.0472 
105 108 0.0261 0.0703 0.01844 
106 107 0.053 0.183 0.0472 
108 109 0.0105 0.0288 0.0076 
103 110 0.03906 0.1813 0.0461 
109 110 0.0278 0.0762 0.0202 
110 111 0.022 0.0755 0.02 
110 112 0.0247 0.064 0.062 
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17 113 0.00913 0.0301 0.00768 
32 113 0.0615 0.203 0.0518 
32 114 0.0135 0.0612 0.01628 
27 115 0.0164 0.0741 0.01972 
114 115 0.0023 0.0104 0.00276 
68 116 0.00034 0.00405 0.164 
12 117 0.0329 0.14 0.0358 
75 118 0.0145 0.0481 0.01198 
76 118 0.0164 0.0544 0.01356 
 
C.4. 44-Bus Samsun 
The single line diagram plus the load and line parameters for the 44-Bus 
practical distribution test system used in Section 7.3.2. of Chapter 7 are 
presented here.  
C.4.1. Load Parameters 
The three phase loads for the load buses on the network are presented in Table 
C.10 below. 
Table C.10: Load Parameters 
Node 
P+jQ  [kW,kVar] 
a 
P+jQ  [kW,kVar] 
b 
P+jQ  [kW,kVar] 
c 
6 0.107+0.06i 0.104+0.058i 0.108+0.061i 
8 0.12+0.053i 0.12+0.053i 0.12+0.053i 
10 0.214+0.093i 0.214+0.093i 0.214+0.093i 
12 0.162+0.084i 0.167+0.089i 0.165+0.089i 
13 0.169+0.087i 0.166+0.087i 0.165+0.087i 
14 0.238+0.131i 0.246+0.131i 0.241+0.131i 
16 0.062+0.024i 0.062+0.024i 0.062+0.024i 
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18 0.071+0.032i 0.071+0.032i 0.071+0.032i 
20 0.327+0.172i 0.327+0.172i 0.327+0.172i 
22 0.241+0.133i 0.241+0.133i 0.241+0.133i 
24 0.064+0.037i 0.064+0.037i 0 
26 0.131+0.07i 0.131+0.07i 0.131+0.07i 
28 0.097+0.052i 0.097+0.052i 0.097+0.052i 
30 0.07+0.038i 0 0.07+0.038i 
33 0.036+0.017i 0 0 
35 0.069+0.038i 0.069+0.038i 0 
37 0.0730+0.031i 0.0730+0.031i 0.0730+0.031i 
39 0 0.067+0.034i 0.065+0.033i 
41 0.139+0.072i 0.139+0.072i 0.139+0.072i 
43 0.02+0.01i 0 0 
 
C.4.2.  Line Parameters 
The line parameters and the transformer configurations for the network are 
presented below. 
Table C.11: Line Parameters 
Sending 
Node 
Receiving 
Node 
Receiving 
end 
voltage 
Length 
(m) 
Cable 
Configuration  
Transformer 
configuration 
1 2 34.5 0 100 Y-Y 
2 3 34.5 1000 113 0 
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3 4 34.5 1000 114 0 
4 5 34.5 263 135 0 
5 6 0.4 0 104 ǻ-Y 
4 7 34.5 310 195 0 
7 8 0.4 0 104 ǻ-Y 
4 9 34.5 741 195 0 
9 10 0.4 0 105 ǻ-Y 
9 11 34.5 670 195 0 
11 12 0.4 0 105 ǻ-Y 
11 13 0.4 0 105 ǻ-Y 
11 14 0.4 0 106 ǻ-Y 
9 15 34.5 354 195 0 
15 16 0.4 0 102 ǻ-Y 
15 17 34.5 280 195 0 
17 18 0.4 0 102 ǻ-Y 
17 19 34.5 279 150 0 
17 21 34.5 475 195 0 
21 22 0.4 0 105 ǻ-Y 
21 23 34.5 643 125 0 
23 24 0.4 0 102 ǻ-Y 
23 25 34.5 562 150 0 
25 26 0.4 0 104 ǻ-Y 
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23 27 34.5 268 125 0 
27 28 0.4 0 103 ǻ-Y 
27 29 34.5 461 135 0 
29 30 0.4 0 101 ǻ-Y 
2 31 34.5 1000 112 0 
31 32 34.5 365 135 0 
32 33 0.4 0 104 ǻ-Y 
31 34 34.5 387 150 0 
34 35 0.4 0 104 ǻ-Y 
34 36 34.5 195 150 0 
36 37 0.4 0 104 ǻ-Y 
31 38 34.5 240 150 0 
38 39 0.4 0 104 ǻ-Y 
38 40 34.5 506 150 0 
40 41 0.4 0 106 ǻ-Y 
40 42 34.5 524 125 0 
42 43 0.4 0 101 ǻ-Y 
2 44 34.5 1000 113 0 
 
The configuration which shows the impedance values for each connection are 
presented below. 
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PhaseA              PhaseB             PhaseC 
100= 
    0.01+0.08i    0+0.0i     0+0.0i 
    0+0.0i     0.01+0.08i      0+0.0i 
    0+0.0i      0+0.0i     0.01+0.08i  
 
101= 
    0.044+0.08i    0+0.0i     0+0.0i 
    0+0.0i     0.044+0.08i      0+0.0i 
    0+0.0i      0+0.0i     0.044+0.08i  
 
102= 
    0.022+0.04i    0+0.0i     0+0.0i 
    0+0.0i     0.022+0.04i      0+0.0i 
    0+0.0i      0+0.0i     0.022+0.04i  
         
103= 
    0.01746032+0.031746i   0+0.0i     0+0.0i 
    0+0.0i     0.01746032+0.0317460i    0+0.0i 
    0+0.0i      0+0.0i    0.01746032+0.031746i 
     
 104= 
    0.01375+0.025i    0+0.0i     0+0.0i 
    0+0.0i     0.01375+0.025i     0+0.0i 
    0+0.0i      0+0.0i     0.01375+0.025i  
 
 105= 
    0.0088+0.016i    0+0.0i     0+0.0i 
    0+0.0i     0.0088+0.016i     0+0.0i 
    0+0.0i      0+0.0i     0.0088+0.016i  
         
106= 
    0.006875+0.0125i    0+0.0i     0+0.0i 
    0+0.0i     0.006875+0.0125i     0+0.0i 
    0+0.0i      0+0.0i     0.006875+0.0125i 
       
100= 
    0.00011+0.0002i    0+0.0i     0+0.0i 
    0+0.0i     0.00011+0.0002i     0+0.0i 
    0+0.0i      0+0.0i     0.00011+0.0002i  
 
112= 
    0.024523495+0.015298i     0+0.0i     0+0.0i 
    0+0.0i                0.024523495+0.015298i    0+0.0i 
    0+0.0i                 0+0.0i    0.024523495+0.01529813i  
         
 113= 
    0.0903342155+0.321084i   0+0.0i     0+0.0i 
    0+0.0i     0.0903342155+0.321084i     0+0.0i 
    0+0.0i      0+0.0i    0.0903342155+0.321084i  
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PhaseA               PhaseB             PhaseC  
 114= 
    0.14179256+0.16283049i  0+0.0i     0+0.0i 
    0+0.0i     0.14179256+0.16283049i    0+0.0i 
    0+0.0i      0+0.0i    0.14179256+0.16283049i     
 
125= 
    1.96+4.599919963i   0.59+1.344i     0.59+1.344i 
    0.59+1.344i    1.96+4.599919963i     0.59+1.344i 
    0.59+1.344i     0.59+1.344i     1.96+4.599919963i  
 
135= 
    0.524+0.1162389282i   0.223+0.0567i    0.223+0.0567i 
    0.223+0.0567i    0.524+0.1162389282i    0.223+0.0567i 
    0.223+0.0567i     0.223+0.0567i   0.524+0.1162389282i  
 
150= 
    0.494+0.09770353153i   0.223+0.0567i    0.223+0.0567i 
    0.223+0.0567i    0.494+0.09770353153i    0.223+0.0567i 
    0.223+0.0567i     0.223+0.0567i   0.494+0.09770353153i  
 
195= 
    0.247+0.093619461i   0.123+0.0567i    0.123+0.0567i 
    0.123+0.0567i    0.247+0.093619461i    0.123+0.0567i 
    0.123+0.0567i     0.123+0.0567i  0.247+0.093619461i  
C.4.3. Single Line Diagram of the 44-bus System 
The single line diagram of the 44-bus Samsun network is presented in Fig. C.4 
below. 
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Fig C.4: Single Line Diagram of Samsun Test System
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