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Abstract
In this thesis we investigate the smallest singular value of random square matrices whose entries
are independent subgaussian random variables. Statements about the behaviour of the singular
values of a random matrix are expressed in stochastic terms as singular values of a random matrix
are random variables themselves.
We estimate the order of the expectation of the smallest singular value of a Gaussian square
matrix with disturbed last column, i.e. all entries of the random matrix are independent centered
Gaussian random variables, but the variance of the entries of the last column have variance ε for
an ε > 0 whereas the other entries are standard normal distributed random variables.
This example of a random square matrix with not necessarily identically distributed entries is
crucial to understand the behaviour of the smallest singular value. In the more general case of
tensor square matrices (aibjXi,j)i,j≤n, where a1, . . . an, b1, . . . , bn 6= 0 are reals and Xi,j are sub-
gaussian random variables, we estimate the probability that the smallest singular value is smaller/
greater than some bound. To do so we use a technique called decomposition of the sphere due to M.
Rudelson and R. Vershynin, where the Euclidean sphere is decomposed in compressible vectors, i.e.
unit vectors that carry most of their mass only in a few coordinates, and incompressible vectors,
which are unit vectors that are not compressible. This represents a new approach in this context,
as we use the properties of this decomposition to get in a position, where we can use Hölder’s in-
equality and get rid of the factors a1, . . . an, b1, . . . , bn. We also generalize a result of M. Rudelson
and R. Vershynin to estimate the tail probability of the smallest singular value explicitly and we
show that if we lower the assumptions one can generalize the tail estimate to almost square matrices.
In the papers of M. Rudelson and R. Vershynin dealing with the invertibility of random square
matrices whose entries are independent subgaussian random variables with variances at least one,
it was a crucial step that compressible vectors do not have an great impact on the smallest singular
value. We show that in our setting the situation changes completely.
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Zusammenfassung
In dieser Arbeit beschäftigen wir uns mit der kleinsten singulären Zahl von quadratischen Zu-
fallsmatrizen, deren Einträge unabhängige subgaußsche Zufallsvariable sind. Singuläre Zahlen von
Zufallsmatrizen sind selbst wieder Zufallsvariablen, weswegen Aussagen über sie stochastischer
Natur sind.
Wir bestimmen die Größenordnung des Erwartungswertes der kleinsten singulären Zahl einer
quadratischen Gaußmatrix mit gestörter letzter Spalte, d.h. alle Einträge der Zufallsmatrix sind
unabhängige, zentrierte Gaußvariablen, allerdings ist die Varianz der Einträge der letzten Spalte
gleich ε für ein ε > 0, wohingegen die anderen Einträge standard normalverteilt sind.
Dieses Beispiel einer quadratischen Zufallsmatrix mit nicht notwendigerweise identisch verteilten
Einträgen ist entscheidend um das Verhalten der kleinsten singulären Zahl zu verstehen. In dem all-
gemeineren Fall der quadratischen Tensormatrizen (aibjXi,j)i,j≤n, wobei a1, . . . an, b1, . . . , bn 6= 0
reelle Zahlen und Xi,j subgaußsche Zufallsvariablen sind, schätzen wir die Wahrscheinlichkeit, dass
die kleinste singuläre Zahl kleiner/ größer als eine gewisse Schranke ist, ab. Wir benutzen dazu eine
Technik namens decomposition of the sphere, die auf M. Rudelson und R. Vershynin zurückgeht, in
welcher die Euklidische Sphäre in komprimierbare Vektoren, d.h. Einheitsvektoren, die den größten
Teil ihrer Maße in wenigen Koordinaten tragen und nicht komprimierbare Vektoren zerlegt wird.
Dies ist in diesem Zusammenhang ein neuartiges Vorgehen, da wir die Eigenschaften der Zerlegung
nutzen, um uns in die Lage zu versetzen, die Hölder Ungleichung einsetzen zu können um die
Faktoren a1, . . . an, b1, . . . , bn zu eliminieren. Wir haben auch das Vorgehen von M. Rudelson und
R. Vershynin verallgemeinert, um die Tail Wahrscheinlichkeit der kleinsten singulären Zahl explizit
zu berechnen. Wir zeigen außerdem, dass man diese Abschätzungen auf Zufallsmatrizen, die ger-
ingfügig von der quadratischen Form abweichen, ausweiten kann, wenn man die Voraussetzungen
lockert.
In den Arbeiten von M. Rudelson und R. Vershynin, die sich mit der Invertierbarkeit von quadratis-
chen Zufallsmatrizen beschäftigen, deren Einträge unabhängige subgaußsche Zufallsvariablen mit
Varianzen größer oder gleich eins sind, war es ein entscheidender Punkt, dass die komprimierbaren
Vektoren keinen großen Einfluss auf die kleinste singuläre Zahl haben. Wir zeigen, dass dies in
unserer Situation nicht der Fall sein muss.
ix
x
Contents
1 Introduction 1
2 Notation and preliminaries 9
2.1 Singular values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Subgaussian random variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Central limit theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3 A first result and estimates for compressible vectors 19
3.1 Expected value of the smallest singular value of a Gaussian square random matrix
with disturbed last column . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Estimate for compressible vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4 Upper bound for the least singular value 37
4.1 Upper bound for tensor matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2 Upper bound for rectangular matrices . . . . . . . . . . . . . . . . . . . . . . . . . 50
5 Lower bound for the least singular value 59
5.1 Estimate for Gaussian random matrices . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 General estimate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3 A new look at compressible vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6 Random simplices and connections to singular values of random matrices 75
7 Bibliography 83
xi
xii
Chapter 1
Introduction
In this thesis we study the smallest singular value of real-valued random matrices, i.e. matrices
whose entries are real valued random variables. Please note that throughout this text the shape
of the matrices will be deterministic.
The theory of random matrices and their singular values was first studied by John von Neumann
and his associates in their research concerning numerical inversion of large matrices. In these
studies random matrices were used to test algorithms. Von Neumann speculated that with high
probability the condition number
σ(X) = sup
‖x‖2=1, ‖y‖2=1
‖Xx‖2
‖Xy‖2
of an n× n random matrix X is of order n, i.e. there exist absolute constants c, C > 0 such that
cn ≤ σ(X) ≤ Cn
with high probability (see [47], pp. 14, 477, 555). This problem can be reduced to a problem of
estimating the hard edge of the spectrum, i.e. the largest singular value
s1(X) = sup
‖x‖2=1
‖Xx‖2 = ‖X‖2→2
and the smallest singular value
sn(X) = inf‖x‖2=1
‖Xx‖2,
since we have the equality
σ(X) =
s1(X)
sn(X)
.
We want to remind the reader of the fact that since X is a random matrix these quantities are
random variables, too.
There are plenty of results on the largest singular value. We will mention just a few of them to
give a short overview: 1988 Z. D. Bai, P. R. Krishnaiah, J. W. Silverstein and Y. Q. Yin showed in
[48] and [1] that for an n×n random matrix X whose entries are independent identical distributed
random variables with bounded fourth moment one has for some absolute constants C, c > 0 that
C
√
n ≤ s1(X) ≤ c
√
n
1
with high probability. In [16] R. Latala showed the following for random matrices whose entries are
independent normal distributed random variables, which are not necessarily identically distributed:
For all i, j = 1, . . . , n let ai,j ∈ R≥0 and let gi,j be independent standard normal distributed random
variables, then
E‖(ai,jgi,j)i,j≤n‖2→2 . max
1≤i≤n
‖(ai,j)j≤n‖2 + max
1≤j≤n
‖(ai,j)i≤n‖2 + ‖(ai,j)i,j≤n‖4.
A recent result by S. Riemer and C. Schütt is in the same spirit. In [22] they showed the
following: For all i, j = 1, . . . , n let ai,j ∈ R≥0 and let gi,j be independent standard normal
distributed random variables, then
E max
1≤i≤n
‖(ai,jgi,j)j≤n‖2 + E max
1≤j≤n
‖(ai,jgi,j)i≤n‖2 . E‖(ai,jgi,j)i,j≤n‖2→2
and
E‖(ai,jgi,j)i,j≤n‖2→2 . (ln(n)) 32
(
E max
1≤i≤n
‖(ai,jgi,j)j≤n‖2 + E max
1≤j≤n
‖(ai,jgi,j)i≤n‖2
)
.
S. Riemer and C. Schütt also managed to generalize this result for n× n random matrices whose
entries are independent centered random variables with finite second moment. We want to remark
that the bounds above are dimension free, so one is able to estimate low-dimensional matrices in
a high-dimensional space without the need of changing the norm. The results of S. Riemer and C.
Schütt show that the expectation of the maximum column or the expectation of the maximum row
of the random matrix X seem to be a good candidate, if one wants to estimate the expectation of
the largest singular value of X.
Much less is known about the smallest singular value of random matrices. In 1988 and 1991
A. Edelman and S. Szarek showed in [7] and [40] independently from each other that for an n× n
random matrix X whose entries are independent standard normal distributed random variables
there exist absolute constants C, c > 0 such that
c
1√
n
≤ sn(X) ≤ C 1√
n
.
As well, A. Edelman as S. Szarek used the rotational invariance of the Gaussian distribution to
come to their results. In fact, A. Edelman showed even more than the estimate above: He used
the exact joint density function for the n eigenvalues of the Wishart matrix XXT which is given
by
Kn,n exp
(
− 1
2
∑
i≤n
λi
)∏
i≤n
λ
− 12
i
∏
i<j
(λi − λj)dλ1 . . . dλn,
where
K−1n,n =
(
2n
pi
)n
2 ∏
i≤n
(
Γ
(
n− i+ 1
2
))2
and derived the exact probability density function of the smallest eigenvalue λmin of the Wishart
matrix XXT which is in fact the square of the smallest singular value of X. The probability
density function of λmin is given by
fλmin(x) =
n
2n−
1
2
Γ(n)
Γ(n2 )
x−
1
2 exp
(
− xn
2
)
U
(
n− 1
2
,−1
2
,
x
2
)
,
2
where, for a > 0 and b < 1, the Tricomi function, U(a, b, z) is the unique solution to Kummer’s
equation
z
d2w
dz2
+ (b− z)dw
dz
− aw = 0
satisfying U(a, b, 0) =
Γ(1− b)
Γ(1 + a− b) and U(a, b,∞) = 0.
A consequence of the above is that for an n× n random matrix Xn whose entries are independent
standard normal distributed random variables the random variable nλmin converges in distribution
(as n tends to infinity) to a random variable whose probability density function is given by
f(x) =
1 +
√
x
2
√
x
exp
(
− x
2
−√x
)
and therefore, ∣∣∣∣P(n(sn(Xn))2 ≤ t)− (1− exp(− t2 −√t
))∣∣∣∣ n→∞−→ 0.
In 2010 T. Tao and V. Vu were able to generalize the results of A. Edelman by showing that the
law of n(sn(X))2 is universal with respect to the choice of the entries Xi,j (i, j ≤ n). They proved
that for random matrices X whose entries are independent copies of a normalized random variable
ξ, i.e. in the real-valued case that Eξ = 0 and Eξ2 = 1, that under the condition that E|ξ|C0 <∞
for some sufficiently large absolute constant C0, we have that for all t > 0∣∣∣∣P(n(sn(X))2 ≤ t)− ∫ t
0
1 +
√
x
2
√
x
exp
(
− x
2
−√x
)
dx
∣∣∣∣ ≤ Cn−c,
where c > 0 is an absolute constant and C > 0 depends only on E|ξ|C0 but is uniformly in t. For
more information see [43].
In 2004 D.A. Spielman and S. Teng introduced the smoothed analysis of algorithms to investi-
gate the phenomenon that some algorithms are known to work well in practice, but have a poor
worst-case and average-case performance. Smoothed analysis can be seen as a hybrid of worst-
case and average-case analysis, see [38] and [32] for more information on this method. In 2006
A. Sankar, D.A. Spielman and S. Teng proved in [32] that perturbations of arbitrary matrices are
unlikely to have large condition numbers. Therefore, they showed that the smallest singular value
of n×n matrices A+X, where X is an n×n random matrix, whose entries are identical standard
normal distributed random variables and A is an arbitrary n× n matrix satisfies:
P(sn(A+X) ≤ ε) ≤ 2.35ε
√
n.
Studying the result of A. Sankar, D.A. Spielman and S. Teng it is natural to ask if one can show
similar results for nongaussian matrices. In fact, surprisingly the answer to that is negative. This
is due to T. Tao and V. Vu (see [44]). More precisely they showed the following: There exist
constants c, C > 0 such that for every 2n × 2n random matrix X2n whose entries are ±1 valued
Bernoulli variables and for any L ≥ 2n, there exist a 2n × 2n deterministic matrix M such that
‖M‖2→2 = L and
P
(
s2n(M +X2n) ≤ c2n
L
)
≥ C
(2n)
1
2
.
Another approach was made in 2008 by M. Rudelson and R. Vershynin who studied the invert-
ibility of random matrices. Again, as the smallest singular value smin(A) is equal to the distance
from the matrix A to the set of non-invertible matrices in the operator norm, these studies lead to
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a need of estimating the probability that the smallest singular value of a random matrix lies within
a small distance to the origin. In [28] the two authors showed that for an n× n random matrix X
whose entries are independent real-valued random variables with variances at least one and fourth
moments bounded by an absolute constant B, it follows that for every δ > 0 there exist ε > 0 and
n0 ∈ N depending only on δ and B, such that
P(sn(X) ≤ ε
√
n) ≤ δ
for all n ≥ n0. Furthermore, they showed for the class of subgaussian random variables an even
sharper estimate. First, recall that a random variable ξ is called subgaussian if its tail decays
super-exponentially: There exists a B > 0 such that for all t > 0
P(|ξ| > t) ≤ 2 exp
(
− t
2
B2
)
.
We will resume some more properties of subgaussian random variables in the sequel. For now, it
is enough to mention that the minimal B, satisfying the inequality above, is called subgaussian
moment of the random variable ξ.
One could think that the bound for Gaussian matrices somehow expands to random matrices with
independent subgaussian entries. This is not true, since n × n random sign matrices, i.e. matri-
ces with independent ±1-valued symmetric Bernoulli variables as entries, are not invertible with
positive probability. Even the fact that the probability of an random sign matrix being singular
converges to zero is nontrivial. The first one to prove this was J. Komlós in [15] in 1967. In 1995 J.
Kahn, J. Komlós and E. Szemerédi bounded the probability exponentionally by cn, where c ∈ (0, 1)
is a universal constant (see [13]). Finding the optimal value of c is still an open problem.
In [28] M. Rudelson and R. Vershynin proved the following statement for random matrices
with subgaussian entries: Let ξ1, . . . , ξn be independent centered random variables with variances
at least one and subgaussian moments bounded by an absolute constant B > 0. Define A to be
the n × n matrix whose rows are independent copies of the random vector (ξ1, . . . , ξn). Then for
every ε ≥ 0 one has that
P
(
sn(A) ≤ ε 1√
n
)
≤ Cε+ cn,
where the constants C > 0 and c ∈ (0, 1) depend only on B. Since the determinant of the matrix
A equals the product of its singular values, one easily checks that for ε = 0 the statement above
yields an exponential bound for the probability that A is singular and thus generalizes the result
of J. Kahn, J. Komlós and E. Szemerédi. On the other hand the term Cε is necessary if one thinks
of the result of A. Sankar, D.A. Spielman and S. Teng for Gaussian matrices.
In [27] M. Rudelson and R. Vershynin also proved the reverse estimate: Let X be an n × n
matrix whose entries are independent identical distributed centered subgaussian random variables
with unit variance and subgaussian moment bounded by B > 0. Then for every K ≥ 2 one has
P
(
sn(X) > K
1√
n
)
≤ C
K
lnK + cn,
where C > 0 and c ∈ (0, 1) depend only on B. Again, this result can be generalized to the case of
random square matrices whose entries are independent copies of an centered random variable with
unit variance and bounded fourth moment. Together with the results in [28] they proved that the
median of the least singular value is of order
1√
n
.
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Altogether the results for the largest singular value and the results for the smallest singular
value prove the conjecture of J. von Neumann: the condition number of random matrices whose
entries are independent copies of an random variable with unit variance and bounded fourth mo-
ment is of order n with high probability.
We want to point out that the main difference when dealing with the smallest / largest singular
value of an n × n random matrix X is that we do not have any deterministic candidate for an
unit vector x which minimizes ‖Xx‖2 whereas the norm seems to be maximized for some vector of
the standard basis (ei)i≤n. Indeed, if one wants to estimate the least singular value of an random
matrix one either has to use strong algebraic properties like A. Edelman did when he uses the
rotational invariance of the Gaussian distribution to determine the joint law of the eigenvalues of
the Wishart matrix or if one is interested in more general results one has to use a technique called
decomposition of the sphere and has to work with random unit vectors. This is the main difficulty
of estimating the least singular value.
Last but not least we want to mention the results from Y. Gordon, A. Litvak, C. Schütt and
E. Werner in [11]. They proved the following: Let α, β > 0. Let p > 0 and (xi)i≤n be a finite
sequence of real numbers and ξ1, . . . , ξn be random variables such that
P(|ξi| ≤ t) ≤ αt for every t ≥ 0
is satisfied. Then
1
1 + p
α−p
(∑
i≤n
1
|xi|
)−p
≤ E min
1≤i≤n
|xiξi|p.
Moreover, if the ξi’s are independent and their tails suffice the inequality
P(|ξi| > t) ≤ exp(−βt) for every t ≥ 0
then
E min
1≤i≤n
|xiξi|p ≤ β−pΓ(1 + p)
(∑
i≤n
1
|xi|
)−p
.
For a sequence of real numbers x1, . . . , xn we define k −min1≤i≤n xi to be the k-th smallest one,
so one has 1 − min1≤i≤n xi = min1≤i≤n xi and n − min1≤i≤n xi = max1≤i≤n xi. Once again, let
α, β > 0 and p > 0. Let 2 ≤ k ≤ n and 0 < x1 ≤ x2 ≤ . . . ≤ xn. Then Y. Gordon, A. Litvak,
C. Schütt and E. Werner proved that under the condition that ξ1, . . . , ξn are independent random
variables, satisfying the inequalities from above, one has
1
2eα
(
1− 1
4
√
pi
) 1
p
max
1≤j≤k
k + 1− j∑n
i=j
1
xi
≤
(
Ek − min
1≤i≤n
|xiξi|p
) 1
p
≤ β−14
√
2 max{p, ln(1 + k)} max
1≤j≤k
k + 1− j∑n
i=j
1
xi
.
Clearly, for p = 1 these results from above can be seen as estimates for the expectation of the
singular values of an diagonal matrix with diagonal entries xiξi.
Motivated by the results of S. Riemer and C. Schütt for the largest singular value of a random
matrix with non-identically distributed entries we are interested in non-asymptotic estimates for
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the least singular value of random matrices with non-identically distributed entries. As mentioned
above there is no deterministic candidate for a unit vector to minimize the norm ‖Xx‖2. Therefore,
we need some structure in the matrix. As they are important examples, whose largest singular
values are well studied (see for example [6] or [22]), we study tensor matrices (aibjXi,j)i,j≤n, where
a1, . . . , an, b1, . . . , bn ∈ R\{0} are sequences of real numbers and the Xi,j are independent copies of
a centered subgaussian random variable with unit variance. To handle the problem of estimating
the smallest singular value of tensor matrices we first considered the particular case of a Gaussian
random matrix whose last column is disturbed. More specific we consider the following: For any
ε > 0 we want to estimate the expectation of the smallest singular value of the matrix
Gε =

g1,1 . . . g1,n−1 εg1,n
. . . . . . . . . . . .
. . . . . . . . . . . .
gn,1 . . . gn,n−1 εgn,n
 ,
where for i, j ∈ {1, . . . , n} the gi,j are i.i.d. standard normal distributed random variables. In
chapter 3 we will proof that(
1
2
)3
min
{√
pi
2
ε,
1√
n
}
≤ Esn(Gε) ≤
√
2 min
{
ε√
pi
,
1√
n− 1
}
which is quiet remarkable, as it shows that even for arbitrarily small ε > 0 it is not enough to
estimate Esn(Gε) by the expectation of its last column since√
2
pi
ε
√
n ≤ Eε‖(gi,n)i≤n‖2 ≤ ε
√
n.
In the second part of chapter 3 we review results of M. Rudelson and R. Vershynin from [28] which
are crucial to understand the difference between the well known setting in [28] and our situation.
Furthermore, in chapter 4 we will prove the following statement for random tensor matrices:
For every λ ≥ 2 and for all a1, . . . , an, b1, . . . , bn ∈ (0, 1] we have
P
(
sn((aibjXi,j)i,j≤n) > 2λ ln(λ2) min
{ ‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
,
‖(ai)i≤n‖2√
n‖( 1bi )i≤n‖2
})
≤ 6
λ
+Qn−q
where X = (Xi,j)i,j≤n is a random matrix, whose entries are independent copies of a centered sub-
gaussian random variable with unit variance and q,Q > 0 are suitable constants. In the particular
case that a1 = . . . = an = b1 = . . . = bn = 1 our result coincides with the result from M. Rudelson
and R. Vershynin.
We want to point out that the estimates for Esn(Gε) coincide with
P
(
sn(Gε) > λmin
{
1√
n− 1 + 1ε2
,
√
n− 1 + ε2
n
})
≤
(
C
λ
)
ln(λ) + cn + exp(−c′n),
since
min
{
1√
n− 1 + 1ε2
,
√
n− 1 + ε2
n
}
∼ 1√
n− 1 + 1ε2
.
The proofs of the formulas rely on the fact that for an invertible matrix X one has the following
identity:
sn(X) = min‖x‖2=1
‖Xx‖2 = 1‖X−1‖2→2 .
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This is a problem, if one wants to get analogue estimates for rectangular matrices. Still we were
able to proof the following: Let n ∈ N and let 1 ≤ k ≤ n be a natural number. Let b1, . . . , bn−k 6= 0
be a sequence of real numbers and gi,j (i = 1, . . . , n and j = 1, . . . n− k) be i.i.d. standard normal
distributed random variables. Define G as the n× (n− k) random matrix G = (bjgi,j)i≤n,j≤n−k.
Then
P
(
sn−k(G) > 2λ ln(λ4)
1
‖( 1bj )j≤n−k‖2
)
≤ 2(1 + 2
k+1
2 )
λ
.
Furthermore, in chapter 5 we will show the reverse estimates. We will prove for an n × n
random matrix X = (ajgi,j)i,j≤n, where a1, . . . , an ∈ R \ {0} and the gi,j are i.i.d. standard
normal distributed random variables that for all ε > 0 we have
P
(
sn(X) ≤ ε‖( 1aj )j≤n‖2
)
≤ 2.35ε,
where the constant 2.35 is due to the fact that we used some techniques of A. Sankar, D.A. Spielman
and S. Teng (see [32, page 8]). Please notice, that for random matrices X = (ajgi,j)i,j≤n as above
the lower bound and the upper bound coincide, since
P
(
sn((ajgi,j)i,j≤n) > 2λ ln(λ2) min
{
1
‖( 1aj )j≤n‖2
,
‖(aj)j≤n‖2
n
})
= P
(
sn((ajgi,j)i,j≤n) > 2λ ln(λ2)
1
‖( 1aj )j≤n‖2
)
≤ 6
λ
+Qn−q,
for suitable constants q,Q > 0. We will discuss this in detail in chapter 5. In chapter 5 we will
also discuss a more general statement: Let X = (Xi,j)i,j≤n be a random matrix whose entries
are independent centered real-valued random variables with variance at least 1 and subgaussian
moments bounded by B > 0. Then for every ε > 0 there exists a constant C > 0 and a c ∈ (0, 1)
depending on B such that for all a1, . . . , an, b1, . . . , bn ∈ R \ {0} and all δ, ρ ∈ (0, 1) we have
P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
≤ Cε+ 2cn + P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)Ti,j≤nx‖2 ≤ λ
1
‖( 1ai )i≤n‖2
)
,
where Comp(δ, ρ) is a subset of the Euclidean sphere, which we will define more accurately later.
For now it suffices to think of an element x ∈ Comp(δ, ρ), which we call a compressible vector, as
an unit vector, who carries most of his mass only in a few coordinates. Again for b1 = . . . = bn = 1
one gets the familiar bound
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
=
1
‖( 1ai )i≤n‖2
.
Coming from this theorem it is a natural question to bound the term
P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)Ti,j≤nx‖2 ≤ λ
1
‖( 1ai )i≤n‖2
)
.
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In the previous work it seemed as if the compressible vectors don’t have a big impact on the least
singular value. We found out that if one considers tensor matrices as above, the situation changes
completely.
Finally in chapter 6, we deal with random simplices, i.e. simplices whose vertices are chosen
randomly. We study diverse quantities of random simplices and show a connection to the study of
singular values of random matrices. Even though we did not manage to find a concrete geometric
representation of the smallest singular value in a random simplex, the study of these objects
inspired us regarding our main theorems.
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Chapter 2
Notation and preliminaries
In this thesis n ∈ N denotes a large integer, i.e. an integer bigger than a suitable absolute constant.
By (ek)k≤n we denote the canonical basis of the Euclidean space Kn equipped with the canonical
inner product < ·, · > and Euclidean norm ‖ · ‖2 = (
∑
k≤n |xk|2)
1
2 , where K ∈ {R,C}. We denote
the distance of a point x ∈ Kn to a set A ⊂ Kn as dist(x,A) = infy∈A ‖x− y‖2.
More generally, we denote the lp norm on Kn as ‖x‖p = (
∑
k≤n |xk|p)
1
p for 1 ≤ p < ∞ and
‖x‖∞ = maxk≤n |xk|. Furthermore, we denote the Euclidean ball and the Euclidean sphere as Bn2
and Sn−1. For 1 ≤ p ≤ ∞ we also use the notation ∂Bnp (0, r) = {x ∈ Rn | ‖x‖p = r}.
Let p, q ∈ [1,∞]. For a linear operator T : lnp → lnq we denote its operatornorm as ‖T‖p→q =
sup‖x‖p=1 ‖Tx‖q. Furthermore, we write 1n×n for the n×n identity matrix and 0n×n for the n×n
matrix whose entries are all identical to zero.
In this thesis we denote by c, c′, C, C ′ absolute constants independent from the underlying di-
mension. The values of the constants may change from line to line. We write x ∼ y if there exist
absolute constants c, C such that cx ≤ y ≤ Cx.
Let X,Y be random variables, then we denote the probability with respect to X by PX . Fur-
thermore, we denote the conditional expectation of X with respect to Y as E(X|Y ).
2.1 Singular values
In the beginning we want to review some well known results from linear algebra. Our review relies
on chapter one of [5] and chapter one of [41]. Let m,n ∈ N be natural numbers. A fundamen-
tal tool whenever one deals with matrices is the singular value decomposition, which expresses a
diagonalization of the matrix up to unitary transformations of the space. The theory of singular
values of m× n (non-)Hermitian matrices is a generalization of the theory of eigenvalues of n× n
Hermitian matrices, in which the Singular Value Decomposition can be seen as a counterpart to
the spectral theorem.
Furthermore, the extremal singular values, i.e. the largest and smallest/least singular value, bear
essential information on the invertibility of the matrix. These two singular values are very natural
geometric quantities: The m× n matrix A can be seen as a map from ln2 = (Rn, ‖ · ‖2) to lm2 and
therefore maps the Euclidean ball Bn2 to an ellipsoid E . In this setting the largest and the least
singular value are half of the length of the longest and the shortest axes of E .
Let K ∈ {R,C} be either the complex or the real field. For an arbitrary m × n matrix A we
denote by A
T
the conjugate transpose of A. We say that an n × n K − valued matrix A is
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K−unitary if it suffices the equality
AA
T
= 1n×n.
We denote for every n× n matrix with C-valued entries by λ1(A), . . . , λn(A) the eigenvalues of A
which are the roots in C of the characteristic polynomial det(A −X1n×n) ∈ C[X]. In the sequel
we label the eigenvalues of a matrix A so that |λ1(A)| ≥ · · · ≥ |λn(A)|. The following version of
the singular value decomposition theorem can be found in [5, page 2].
Theorem 1 (Singular Value Decomposition) Let m,n ∈ N. For every m× n matrix A with
entries in K, there exists a K-unitary m×m matrix U , a K-unitary n×n matrix V and a sequence
of non-negative real numbers s1 ≥ · · · ≥ sm∧n ≥ 0 such that
U
T
AV = diag(s1, . . . , sm∧n),
where diag(s1, . . . , sm∧n) is an m×n diagonal matrix. Furthermore the sequence s1, . . . , sm∧n does
not depend on the particular choice of the matrices U, V .
Proof: Choose v1 ∈ Kn with ‖v1‖2 ≤ 1 such that
‖Av1‖2 = max‖x‖2≤1 ‖Ax‖2 = max‖x‖2=1 ‖Ax‖2 = ‖A‖2→2 = s1(A).
Such a vector exists as Bn2 = {x ∈ Kn | ‖x‖2 ≤ 1} is a compact set. If we can choose v1 = 0, then
it follows that A = 0n×n is the matrix whose entries are all identical zero. In this case the stated
result is trivial.
Therefore, we assume w.l.o.g. that s1(A) > 0 and ‖v1‖2 = 1. We define u1 = Av1
s1(A)
. Then we can
find an m×m K-unitary matrix U1 with first column equal to u1 and an n× n K-unitary matrix
V1 whose first column equals v1. It follows that
U1
T
AV1 = U1
T (
Av1 AV
′
1
)︸ ︷︷ ︸
∈Kn×n
,
where V ′1 is the n × (n − 1) matrix which we obtain from V by removing the first column. Fur-
thermore, since the columns of U1
T
form an orthonormal basis we obtain
U1
T
AV1 =
< Av1, Av1 >s1(A) w
0 B1
 = A1
where w = (w1 . . . wn−1) is an (n− 1)× 1 matrix with entries in K and B1 is an (m− 1)× (n− 1)
matrix with entries in K. It follows that
∥∥∥∥A1

s1(A)
w1
. . .
wn−1
∥∥∥∥2
2
≥
(
s1(A)
2 +
∣∣∣∣〈
 w1. . .
wn−1
 ,
 w1. . .
wn−1
〉∣∣∣∣)2.
In particular, we have that
‖A1‖22→2 ≥ s1(A)2 +
∣∣∣∣〈
 w1. . .
wn−1
 ,
 w1. . .
wn−1
〉∣∣∣∣ ≥ ‖A‖22→2
and since A and A1 are unitary equivalent we even obtain equality
‖A1‖22→2 = ‖A‖22→2.
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It follows that w = (0 . . . 0). Therefore we have shown that
A1 =
(
s1(A) 0
0 B1
)
.
Repeating the argument m ∧ n times we obtain the desired result. 
Definition 1 We call the non-negative real numbers sk(A) := sk, k ∈ {1, . . . ,m∧n} from Theorem
1 the singular values of the matrix A.
Remark: Let A be an m × n matrix and let U, V be K-unitary matrices as in Theorem 1, then
the columns of U are the eigenvectors of the m ×m matrix AAT and the columns of V are the
eigenvectors of the n × n matrix ATA. AAT and ATA are both positive semidefinite Hermitian
matrices, which share the same sequence of eigenvalues, up to the multiplicity of the eigenvalue 0.
Furthermore we have
sk(A) = λk(
√
AA
T
) =
√
λk(AA
T
) =
√
λk(A
T
A) = λk(
√
A
T
A) = sk(A
T
), (2.1)
for all k ∈ {1, . . . ,m∧n}. Actually, if one thinks of the diagonal matrixD = diag(s1(A)2, . . . sm∧n(A)2)
as an
{
m×m
n× n matrix by appending as much zeros as needed, we have
{
U
T
AA
T
U = D
V
T
A
T
AV = D.
When A is a normal matrix, i.e. AA
T
= A
T
A, then we have that m = n and sk(A) = |λk(A)| for
k ∈ {1, . . . , n}.
Furthermore we want to remind the reader, that for anym×n matrix A, the matrices A,A,AT , AT ,
UA,AU ′ share the same sequence of singular values, where U,U ′ denote arbitrary K−unitary ma-
trices.
The following minimax-formulas are very helpful if one wants to compute eigenvalues/ singular
values explicitly, as they show that the i-th singular value functional A 7→ si(A) is a minimax
expression of linear functionals.
We state two versions of the Courant-Fischer minimax theorem: The first one makes a statement
for eigenvalues of an Hermitian matrix and can be found in [41, page 42]. The other one is a
version for singular values, which we learned from Chafaï ([5, page 3]).
Theorem 2 (Courant-Fischer minimax theorem) Let n,m ∈ N.
1. Let A be an n × n Hermitian matrix and λ1 ≥ λ2 ≥ . . . ≥ λn the ordered eigenvalues of A.
Then we have
λi(A) = max
dim(V )=i
min
v∈V :
‖v‖2=1
< v,Av >
and
λi(A) = min
dim(V )=n−i+1
max
v∈V :
‖v‖2=1
< v,Av >
for all 1 ≤ i ≤ n, where V ranges over all subspaces of Kn with the indicated dimension.
2. Let A be an m× n matrix, then we have for the singular values of A
si(A) = max
dim(V )=i
min
x∈V :
‖x‖2=1
‖Ax‖2
and
si(A) = min
dim(V )=n−i+1
max
x∈V :
‖x‖2=1
‖Ax‖2,
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for all 1 ≤ i ≤ m ∧ n where V ranges over all subspaces of Kn with the indicated dimension.
In particular, we have
s1(A) = max‖x‖2=1
‖Ax‖2 and sm∧n(A) = max
dim(V )=m∧n
min
x∈V :
‖x‖2=1
‖Ax‖2,
where V ranges over all subspaces of Kn with the indicated dimension.
An alternative formulation of the formulas above is
sk(A) = max
dim(V )=k
dim(W )=k
min
(x,y)∈V×W
‖x‖2=1=‖y‖2
< Ax, y > .
Proof:
1. It is enough to prove
λi(A) = max
dim(V )=i
min
v∈V : ‖v‖2=1
< v,Av >
as
λi(A) = min
dim(V )=n−i+1
max
v∈V : ‖v‖2=1
< v,Av >
follows by replacing A by −A, since we have the identity
λi(−A) = −λn−i+1(A).
First, assume that i = 1, i.e. we have to verify
λ1(A) = max
dim(V )=i
min
v∈V : ‖v‖2=1
< v,Av >= max
v∈Kn: ‖v‖2=1
< v,Av > .
By the spectral theorem for Hermitian matrices, we know that A has an orthonormal eigen-
basis. W.l.o.g. we may assume that this eigenbasis is the standard basis of Kn e1, . . . , en. It
follows that for every v = (v1, . . . , vn) we have
< v,Av >=
∑
i≤n
λi|vi|2.
Therefore, we have
max
v∈Kn: ‖v‖2=1
< v,Av >= max
v∈Kn: ‖v‖2=1
∑
i≤n
λi|vi|2 = λ1.
Now we prove the other cases. Therefore, let i = 2, . . . , n. Again, by the spectral theorem
we may assume that the eigenbasis of A is the standard basis of Kn. Then we get
λi(A) = min
v∈span{e1,...,ei}: ‖v‖2=1
∑
j≤i
λj(A)|vj |2
= min
v∈span{e1,...,ei}: ‖v‖2=1
< v,Av >
≤ max
dim(V )=i
min
v∈V : ‖v‖2=1
< v,Av > .
Now, we need to show the reverse inequality. Therefore, we show that every i-dimensional
subspace V of Kn contains a unit vector v such that
< v,Av >≤ λi(A).
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Let W = span{ei, . . . , en}. Then W has dimension n− i+ 1. It follows
V ∩W 6= ∅
for every subspace V ⊂ Kn with dim(V ) = i. Let v ∈ V ∩W with ‖v‖2 = 1, then
< v,Av >=
n∑
j=i
λj(A)|vj |2 ≤ λi(A).
2. Again, it suffices to prove one of the stated inequalities, since they both follow directly from
the related minimax formulae for Hermitian matrices. Let 1 ≤ i ≤ m ∧ n. Then we have
si(A) =
√
λi(A
T
A)
=
√
max
dim(V )=i
min
v∈V : ‖v‖2=1
< v,A
T
Av >
= max
dim(V )=i
min
v∈V : ‖v‖2=1
√
< Av,Av >
= max
dim(V )=i
min
v∈V : ‖v‖2=1
‖Ax‖2,
which finishes the proof. 
From the Courant-Fischer variational formulas, one can easily see, that the largest singular
value of A is the operator norm of A for the Euclidean norm ‖ · ‖2, namely
s1(A) = ‖A‖2→2.
Furthermore the map A 7→ s1(A) is Lipschitz and convex. If A is an invertible n×n square matrix,
then the singular values of A−1 are the inverses of the singular values of A. More precisely we have
sk(A
−1) = (sn−k+1(A))−1, for all k = 1, . . . , n.
This is due to the following consideration, where U and V denote the K-unitary matrices of the
singular value decomposition (see Theorem 1)
1n×n = AA−1 = U
T
AA−1U = U
T
AV V
T
A−1U = (U
T
AV )(U
T
A−1V )−1
= diag(s1(A), . . . , sn(A))(U
T
A−1V )−1.
It follows that
(U
T
AV )−1 = (diag(s1(A), . . . , sn(A)))−1 = diag(s−11 (A), . . . , s
−1
n (A)).
Moreover, an n×n square matrix A is invertible iff sn(A) > 0 and in this case we have the following
equality
sn(A) = s1(A
−1)−1 = ‖A−1‖−12→2.
Again, the map A 7→ sn(A) is Lipschitz, but it is not convex. We want to show the first property:
Let A,B be two m× n matrices. Then
sn(A) = min‖x‖2=1
‖Ax‖2
≤ min
‖x‖2=1
(‖Ax−Bx‖2 + ‖Bx‖2)
≤ ‖A−B‖2→2 + min‖x‖2=1 ‖Bx‖2
= ‖A−B‖2→2 + sn(B).
A consequence of the Courant-Fischer variational formulas is the following theorem, which we
learned from Chafaï in [5, page 4].
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Theorem 3 (Cauchy interlacing by rows deletion) Let A be an m × n matrix and k ∈ N
with 1 ≤ k ≤ m ≤ n and let B be an (m− k)×n matrix obtained from A by deleting k rows. Then
for every i ∈ {1, . . . ,m− k},
si(A) ≥ si(B) ≥ si+k(A).
Proof: W.l.o.g. we delete the last k rows. From the Courant-Fischer minimax theorem we know
that for every i = 1 ≤ m− k
si(A) = max
dim(V )=i
min
x∈V :
‖x‖2=1
‖Ax‖2
= max
dim(V )=i
min
x∈V :
‖x‖2=1
(∑
i≤m
| < Ai, x > |2
) 1
2
≥ max
dim(V )=i
min
x∈V :
‖x‖2=1
( ∑
i≤m−k
| < Ai, x > |2
) 1
2
= max
dim(V )=i
min
x∈V :
‖x‖2=1
‖Bx‖2
= si(B),
where Ai denote the i-th row of A. Furthermore, we get
si+k(A) = si+k(A
T )
= min
dim(V )=m−(i+k)+1
V⊂Km
max
x∈V :
‖x‖2=1
‖ATx‖2
≤ min
dim(V )=(m−k)−i+1
V⊂Km−k
max
x∈V :
‖x‖2=1
‖ATx‖2
= min
dim(V )=(m−k)−i+1
V⊂Km−k
max
x∈V :
‖x‖2=1
‖BTx‖2
= si(B
T )
= si(B),
which proves the theorem. 
In particular, we have [sm−k(B), s1(B)] ⊂ [sm(A), s1(A)]. So one can say row deletions causes
a compression of the singular values interval. Alternatively, one can describe the phenomenon by
saying that if we add a row to B then the largest singular value increases, while the least singular
value decreases.
In random matrix theory one is often in a situation, where it is easier to work with a perturbation
A+B of the matrix A instead of working with A. In this context the matrix B is often considered
to be small in some sense. In this situation it is often useful to have eigenvalue/ singular value
inequalities relating A, B and A+B. One example of such an inequality is Weyl’s inequality, which
we deduce from the Courant-Fischer variational formulas for singular values. Weyl’s inequality can
be found in [41, page 53]
Theorem 4 (Weyl inequality) Let A,B be m×n complex matrices for some 1 ≤ m ≤ n. Then
si+j−1(A+B) ≤ si(A) + sj(B)
whenever 1 ≤ i, j, i+ j − 1 ≤ m.
Proof: From Theorem 2 it follows that it is enough to show that every i + j − 1-dimensional
subspace V contains a unit vector v such that
‖(A+B)v‖2 ≤ si(A) + sj(B).
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But since
si(A) = max
dim(V )=i
min
x∈V : ‖x‖2=1
‖Ax‖2
by Theorem 2, there is a subspace U of codimension i− 1 such that
‖Av‖2 ≤ max
dim(V )=i
min
x∈V : ‖x‖2=1
‖Ax‖2 = si(A)
for all unit vectors v ∈ U . Analogue there exists a subspace W ⊂ V of codimension j−1 such that
‖Bv‖2 ≤ sj(B)
for all unit vectors v ∈ W . Then U ∩W has codimension less or equal than i+ j − 2. Therefore,
the intersection of U ∩W and V is non-trivial, which finishes the proof. 
2.2 Subgaussian random variables
In this section we will shortly introduce subgaussian random variables. Our review is based on [46].
Subgaussian random variables are a class of random variables, which generalize centered Gaussian
random variables. To understand their defining properties, we briefly recall some basic properties
of the standard normal random variable X.
If one looks at the tail of X, one has the following estimate
P(|X| > t) = 2√
2pi
∫ ∞
t
exp
(
− x
2
2
)
dx ≤ 2 exp
(
− t
2
2
)
,
for all t ≥ 0. So the tail of a standard normal distributed random variable X decays super-
exponentially. Another well known fact is about the absolute moments of a standard normal
distributed random variable X:
cp
√
p ≤ (E|X|p) 1p =
√
2
(
Γ( 1+p2 )
Γ( 12 )
) 1
p
≤ Cp√p
for all p ≥ 1 and suitable constants cp, Cp > 0. Furthermore, the moment generating function of a
standard normal distributed random variable can be computed as
E exp(tX) = exp
(
t2
2
)
.
As we will see by lowering these properties we will come to a more general class of random variables,
which we will call subgaussian random variables.
Definition 2 (Subgaussian random variable) A random variable X is subgaussian if there
exists a B > 0 such that
P(|X| > t) ≤ 2 exp
(−t2
B2
)
for all t ≥ 0. The minimal B here is called the subgaussian moment of X.
So subgaussian random variables are a class of random variables, whose tails are dominated by
the tail of a centered Gaussian random variable. An interesting fact about the properties of
subgaussian random variables is the following lemma, which can be found in [46] on page 9 ff. and
in [45] lectures 3 and 5.
Lemma 1 Let X be a random variable. Then the following properties are equivalent with param-
eters Ki > 0 differing from each other by at most an absolute constant factor.
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1. P(|X| > t) ≤ exp
(
1− t
2
K21
)
for all t ≥ 0 (Tails).
2. (E|X|p) 1p ≤ K2√p for all p ≥ 1 (Moments).
3. E exp
(
X2
K23
)
≤ e (Super-exponential moment).
Moreover, if EX = 0 then the properties above are also equivalent to the following one:
4. E exp(tX) ≤ exp(t2K24 ) for all t ∈ R (Moment generating function).
Proof: 1.⇒ 2. Let us assume that property 1 holds. By rescaling X to X
K1
we can assume w.l.o.g.
that K1 = 1. Then we have by change of variables
E|X|p =
∫ ∞
0
P(|X|p ≥ t)dt =
∫ ∞
0
P(|X| > s)psp−1ds.
Using property 1 we get that
E|X|p ≤
∫ ∞
0
exp(1− s2)psp−1ds =
(
ep
2
)
Γ
(
p
2
)
by the definition of the Gamma function. Using Stirling’s formula we obtain
E|X|p ≤
(
ep
2
)(
p
2
) p
2
.
Taking the p-th root yields property 2 with a suitable constant K2.
2.⇒ 3. Let us assume that property 2 holds. Again by a rescaling argument we can assume w.l.o.g.
that K2 = 1. Now let c > 0 be a sufficiently small absolute constant, which we will determine
later. We’re using the Taylor series for the exponential function and the monotone convergence
theorem to obtain
E exp(cX2) = E
∞∑
k=0
ckX2k
k!
=
∞∑
k=0
ckEX2k
k!
.
Using property 2 and Stirling’s formula we get that
E exp(cX2) =
∞∑
k=0
ck(2k)k
k!
≤
∞∑
k=0
(
2c
e
)k
.
Let now c ≤ e− 1
2
, then we have
2c
e
≤ e− 1
e
and we can compute the geometric series as
E exp(cX2) ≤ 1
1− 2ce
≤ e.
Therefore, for c ≤ e− 1
2
we have shown property 3 with K3 =
1√
c
.
3. ⇒ 1. Assume property 3 holds. Again, w.l.o.g. we may assume that K3 = 1. Using Markov’s
inequality and property 3 we obtain
P(|X| ≥ t) = P(exp(X2) ≥ exp(t2)) ≤ exp(−t2)E exp(X2) ≤ exp(1− t2).
2.⇒ 4. Let X be a centered random variable and assume that property 2 holds. As before, we can
assume that K2 = 1. Again, we use Taylor’s expansion:
E exp(tX) = 1 + tEX +
∞∑
k=2
tk
EXk
k!
≤ 1 +
∞∑
k=2
tk
√
k
k
k!
,
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where we used property 2 and EX = 0. By Stirling’s formula we obtain
E exp(tX) ≤ 1 +
∞∑
k=2
(
e|t|√
k
)k
.
Now, we have to differ two cases:
1) |t| ≤ 1
e
, then the series is smaller than a geometric series and therefore
E exp(tX) ≤ 1 + Ct2 ≤ exp(ct2)
for suitable constants C, c > 0.
2) |t| > 1
e
. Since, X suffices property 2 it also suffices the equivalent property 3 and we obtain
that E exp
(
X2
K23
)
≤ e. Since
tX − K
2
3
4
t2 = −K
2
3
4
(
t− 2X
K23
)2
+
X2
K23
≤ X
2
4c
we get that
E exp
(
tX − K
2
3
4
t2
)
≤ E exp
(
X2
K23
)
≤ e.
Since |t| > 1
e
it follows that
E exp(tX) ≤ exp
(
1 +
K23
4
t2
)
≤ exp(ct2)
for suitable c > 0.
4. ⇒ 1. Assume that property 4 holds. W.l.o.g. we may assume K4 = 1. Let u > 0 be a positive
real number, then we have by Markov’s inequality
P(X ≥ t) = P(exp(uX) ≥ exp(tu)) ≤ E exp(uX)
exp(tu)
,
for all t > 0. Using property 4 we get
P(X > t) ≤ exp(u2 − tu).
We optimize in t and thus choose t =
u
2
. It follows that
P(X ≥ t) ≤ exp
(−t2
4
)
.
Repeating the argument for the random variable −X, we can also conclude that
P(X ≤ −t) ≤ exp
(−t2
4
)
.
Altogether, we get that
P(|X| ≥ t) ≤ 2 exp
(−t2
4
)
≤ exp
(
1− −t
2
4
)
.
Thus property 1 follows. 
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Remark: We chose the constants 1 and e in the properties 1 and 3 in the lemma above for con-
venience: The constant 1 can be replaced by an arbitrary positive real number and the constant e
can be replaced by any real number greater than 1.
Important examples of subgaussian random variables are of course Gaussian random variables,
which follows easily from the definition. Another not so obvious, but yet important example are
symmetric signed Bernoulli random variables, i.e. random variables with distribution
P(X = −1) = P(X = 1) = 1
2
.
Since we have
E|X|p = 1 for all p ≥ 1
we get by Lemma 1 that X is subgaussian. With the same argument we also obtain that every
bounded random variable (i.e. |X| ≤ M almost surely for some M > 0) is a subgaussian random
variable.
Subgaussian random variables have many interesting properties, for example they suffice an ap-
proximate rotational invariance, but we do not get more detailed here. The interested reader may
find more information about subgaussian random variables in [46] on page 9 ff. and in [26] on page
4 ff.
2.3 Central limit theorem
In stochastics central limit theorems are known as powerful tools. There are certain different
versions of central limit theorems known, but we are mainly interested in a quantitative form,
namely the Berry-Esséen theorem. The following central limit theorem can be found in [43] on
page 31 Proposition D.1 and in [39] on page 71 Theorem 2.1.30.
Theorem 5 (Berry-Esséen Central Limit Theorem) Let v = (v1, . . . , vn) ∈ Sn−1. Further-
more let X1, . . . , Xn be i.i.d. centered random variables with variance one and finite third moments.
Then for every t > 0: ∣∣∣∣P(∑
k≤n
vkXk ≤ t
)
− P(g ≤ t)
∣∣∣∣ ≤ C∑
k≤n
|vk|3,
where C is a constant depending on the third moments E|X1|3 < ∞ and g is a standard normal
distributed random variable. In particular we have∣∣∣∣P(∑
k≤n
vkXk ≤ t
)
− P(g ≤ t)
∣∣∣∣ ≤ C ′ max1≤j≤n |vj |,
where again C ′ is a constant depending on the third moments E|X1|3 <∞.
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Chapter 3
A first result and estimates for
compressible vectors
Let a1, . . . , an, b1, . . . , bn ∈ R \ {0} be real numbers and let X be a centered random variable
with unit variance and subgaussian moment bounded by B. In the next chapter we are interested
in the smallest singular value of n × n random tensor matrices (aibjXi,j)i,j≤n, where for every
i, j = 1, . . . , n Xi,j are independent copies of X. More precisely we want to estimate the probability
P
(
sn((aibjXi,j)i,j≤n) > λmin
{ ‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
,
‖(ai)i≤n‖2√
n‖( 1bi )i≤n‖2
})
from above. To get a feeling for matrices of that kind we first look at the expected value of the
n× n matrix 
g1,1 . . . g1,n−1 εg1,n
. . . . . . . . . . . .
. . . . . . . . . . . .
gn,1 . . . gn,n−1 εgn,n
 ,
where for i, j ∈ {1, . . . , n} the gi,j are i.i.d. standard normal distributed random variables. This
can be done by a direct computation and the results of A. Edelman.
To prove the main theorem of chapter 4 we need a decomposition of the sphere into two sets:
the so called compressible and incompressible vectors. To get familiar with the set of compressible
vectors we show the following estimate in section 3.2:
P( inf
x∈Comp(δ,ρ)
‖Ax‖2 ≤ c
√
n, ‖A‖2→2 ≤ K
√
n) ≤ exp(−c′n),
where A is an n×n matrix whose entries are independent centered random variables with variances
at least 1 and bounded fourth moments, c, c′ > 0 are constants and K ≥ 1. This estimate is used
by M. Rudelson and R. Vershynin in [28] to show that the random matrix A is invertible with high
probability. One can learn from the estimate for compressible vectors that in the known situations
these vectors do not seem to have a great impact on the least singular value of A.
Definition 3 Let n,m ∈ N. Let a1, . . . , an, b1, . . . , bm ∈ R \ {0} be real numbers. Then we call
(aibjXi,j)i≤n, j≤m a random tensor matrix, where for all i ≤ n and j ≤ m Xi,j is a random
variable.
Our next lemma states a useful identity for the operator norm of the inverse operator. Therefore,
we generalize the result
sn(A) = min‖x‖2=1
‖Ax‖2 = 1
s1(A−1)
=
1
max‖x‖2=1 ‖A−1x‖2
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from chapter 2 for the least singular value of an invertible n× n matrix A.
Lemma 2 Let X,Y be Banach spaces and T ∈ L(Y,X) be an invertible linear operator. Then we
have the following equality
‖T−1‖X→Y =
(
min
‖y‖Y =1
‖Ty‖X
)−1
,
where for an operator S : X → Y ‖S‖X→Y = max‖x‖X=1‖Sx‖Y denotes the operator norm.
Proof: Let T ∈ L(Y,X) be invertible, then we can compute the operator norm of its inverse as
follows
‖T−1‖X→Y = max
x 6=0
‖T−1x‖Y
‖x‖X
= max
Ty 6=0
‖y‖Y
‖Ty‖X
=
(
min
Ty 6=0
‖Ty‖X
‖y‖Y
)−1
=
(
min
y 6=0
‖Ty‖X
‖y‖Y
)−1
=
(
min
‖y‖Y =1
‖Ty‖X
)−1
.

Amain ingredient of our proofs are biorthogonal systems, which will be used to connect the columns
of a matrix A with the rows of its inverse A−1.
Definition 4 Let H be an n-dimensional Hilbert space and let (Xk)k≤n and (X∗k)k≤n be sequences
of vectors in H. We call the system (Xk, X∗k)k≤n a biorthogonal system in H if for all j, k ∈
{1, . . . , n} the equality
< X∗j , Xk >= δj,k
holds, where
δj,k =
{
1 j = k
0 j 6= k , j, k ∈ {1, . . . , n}
denotes the Kronecker delta.
If (Xk, X∗k)k≤n is a biorthogonal system, then (Xk)k≤n is a linearly independent system: Assume
there exists an i ∈ {1, . . . , n} such that
Xi =
∑
j 6=i
ajXj
for some aj not all equal to 0, then
1 =< X∗i , Xi >=
∑
j 6=i
aj < X
∗
i , Xj >= 0,
which contradicts the properties of a biorthogonal system.
In the sequel we use the following notation:
Hk = span
{
Xi | i ∈ {1, . . . , n}, i 6= k
}
.
The importance of biorthogonal systems in the study of the least singular value of random matrices
lies in the following lemma which can be found in [27].
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Lemma 3 Biorthogonal systems have the following properties
1. Let A be an n × n invertible matrix with columns Xk = Aek for k ∈ {1, . . . , n}. Define
X∗k = (A
−1)T ek as the k-th row of the inverse matrix A−1, then (Xk, X∗k)k≤n is a biorthogonal
system in Rn.
2. Let (Xk)k≤n be a linearly independent system in an n-dimensional Hilbert space H. Then
there exist unique vectors (X∗k)k≤n such that (Xk, X
∗
k)k≤n is a biorthogonal system in H.
3. Let (Xk, X∗k)k≤n be a biorthogonal system in an n-dimensional Hilbert space H. For all
k ∈ {1, . . . , n} we can compute the norm of the k-th row as
‖X∗k‖2 =
1
dist(Xk, Hk)
,
where dist(Xk, Hk) denotes the distance from the vector Xk to the subspace Hk.
Proof:
1. From the equality
1n×n = A−1A = (< X∗i , Xj >)i,j≤n
it follows that
< X∗i , Xj >= δi,j , for all i, j ≤ n.
Therefore (Xk, X∗k)k≤n is a biorthogonal system.
2. Let A′ be the matrix with respect to {e1, . . . , en} whose k-th column is given by Xk for
k ∈ {1, . . . , n}. Then A′ is invertible and the inverse is unique. From 1. it follows that the
rows X∗k of (A
′)−1 are a sequence of vectors such that (Xk, X∗k)k≤n is a biorthogonal system.
This sequence of vectors is unique: If (Yk)k≤n is a sequence of vectors in H such that for all
j, k ∈ {1, . . . , n} the equality < Xk, Yj >= δk,j holds, then the matrix which j-th row is Yj is
inverse to A′. Therefore X∗k = Yk.
3. From < X∗k , Xj >= δk,j (k, j ∈ {1, . . . , n}) it follows that X∗k ∈ span{Xj | j 6= k}⊥ = H⊥k
and therefore, since Hk is a hyperplane, we get that
dist(Xk, Hk) = inf
y∈Hk
‖Xk − y‖2 = ‖Xk − PkXk‖2
where Pk denotes the orthogonal projection onto Hk. We prove the last equality: We can
write every y ∈ Hk as y = PkXk − z for a z ∈ Hk. Therefore, we obtain
‖Xk − y‖22 = | < Xk − y,Xk − y > |
= | < Xk − (PkXk − z), Xk − (PkXk − z) > |
= | < Xk − PkXk, Xk − PkXk > +2 < Xk − PkXk, z > + < z, z > |
= ‖Xk − PkXk‖22 + ‖z‖22
≥ ‖Xk − PkXk‖22
where the last equality is due to the fact that Xk − PkXk ∈ H⊥k . We check this: Every
y ∈ Hk can be written as y =
∑
j 6=k λjXj where λj ∈ R for all j = 1, . . . , n following the
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definition of Hk. Therefore, we get that
< y,Xk − PkXk > = <
∑
j 6=k
λjXj , Xk − PkXk >
=
∑
j 6=k
λj(< Xj , Xk > − < Xj , PkXk >)
=
∑
j 6=k
λj(< Xj , Xk > − < PkXj , Xk >)
=
∑
j 6=k
λj(< Xj , Xk > − < Xj , Xk >)
= 0.
From the Chauchy-Schwarz inequality it follows that
dist(Xk, Hk) =
∣∣∣∣〈 X∗k‖X∗k‖2 , Xk − PkXk
〉∣∣∣∣
since dim(H⊥k ) = 1 and therefore,
X∗k
‖X∗k‖2
and Xk−PkXk have to be linearly dependent. We
get that
dist(Xk, Hk) =
∣∣∣∣〈 X∗k‖X∗k‖2 , Xk
〉
−
〈
Pk
X∗k
‖X∗k‖2
, Xk
〉∣∣∣∣ = ∣∣∣∣〈 X∗k‖X∗k‖2 , Xk
〉∣∣∣∣ = 1‖X∗k‖2
and the statement is proved.

It is often easier to work with the operatornorm of the inverse matrix than doing the computations
directly for the smallest singular value. Therefore, we want to use Lemma 3 to compute the inverse
of a tensor matrix, which will be helpful many times. This illustrates the usefulness of biorthogonal
systems, if one has to deal with inverse matrices.
Lemma 4 Let a1, . . . , an, b1, . . . , bn 6= 0 and let X = (Xi,j)i,j≤n be an invertible matrix. Then the
inverse of the matrix (aibjXi,j)i,j≤n is given by
(aibjXi,j)
−1
i,j≤n =
(
1
bi
1
aj
X∗i,j
)
i,j≤n
,
where (X∗i = (X∗i,j)j≤n)i≤n is the unique biorthogonal system to the system of column vectors
(Xi = (Xj,i)j≤n)i≤n of X.
Proof: As a consequence of Lemma 3 we only have to check whether the system((
ajbiXj,i
)
j≤n
,
(
1
bi
1
aj
X∗i,j
)
j≤n
)
i≤n
is a biorthogonal system. For k, l ∈ {1, . . . , n} we compute〈(
ajbkXj,k
)
j≤n
,
(
1
bl
1
aj
X∗l,j
)
j≤n
〉
=
∑
j≤n
ajbk
1
bl
1
aj
Xj,kX
∗
l,j =
bk
bl
∑
j≤n
Xj,kX
∗
l,j
=
bk
bl
< Xk, X
∗
l >= δk,l.

The next lemma is an useful identity linking vectors with independent standard normal distributed
entries to vectors that are uniformly distributed on the Euclidean sphere.
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Lemma 5 Let g be an n-dimensional random vector whose entries are independent standard nor-
mal distributed random variables. Then ‖g‖2 is stochastically independent to g‖g‖2 and
g
‖g‖2 is
uniformly distributed on the euclidean sphere.
Remark: P(g = 0) = 0 and hence
g
‖g‖2 is defined almost surely.
Proof: Let A ⊂ Rn be an arbitrary Borel set and let B ⊂ R be a Borel set such that
P(‖g‖2 ∈ B) > 0.
Then by the use of polar coordinates we can write the Gaussian measure γn of the set A as
γn(A) =
1
(2pi)
n
2
∫
A
exp
(
− ‖x‖
2
2
2
)
dx
=
1
(2pi)
n
2
∫ ∞
0
∫
A∩∂Bn2 (0,r)
exp
(
− r
2
2
)
dλ∂Bn2 (0,r)dr
=
1
(2pi)
n
2
∫ ∞
0
∫
1
rA∩∂Bn2 (0,1)
1dλ∂Bn2 (0,1) exp
(
− r
2
2
)
rn−1dr.
Now, let g be the random vector described above, then we get that
P
((
g1
‖g‖2 , . . . ,
gn
‖g‖2
)
∈ A | ‖g‖2 ∈ B
)
=
P(( g1‖g‖2 , . . . ,
gn
‖g‖2 ) ∈ A, ‖g‖2 ∈ B)
P(‖g‖2 ∈ B)
=
γn((
x1
‖x‖2 , . . . ,
xn
‖x‖2 ) ∈ A, ‖x‖2 ∈ B)
γn(‖x‖2 ∈ B)
=
∫
{(x1,...,xn)∈‖x‖2A, ‖x‖2∈B} exp(−
‖x‖22
2 )dx∫
{(x1,...,xn)∈Rn: ‖x‖2∈B} exp(−
‖x‖22
2 )dx
=
∫∞
0
∫
A∩∂Bn2 (0,1) 1dλ∂B
n
2 (0,1)
1{r∈B} exp(− r
2
2 )r
n−1dr∫∞
0
∫
∂Bn2 (0,1)
1dλ∂Bn2 (0,1)1{r∈B} exp(− r
2
2 )r
n−1dr
=
∫
A∩∂Bn2 (0,1) 1dλ∂B
n
2 (0,1)∫
∂Bn2 (0,1)
1dλ∂Bn2 (0,1)
,
which ends the proof. 
By Lemma 3 one gets the identity ‖X∗k‖2 =
1
dist(Xk, Hk)
. This identity is very useful if one
deals with Gaussian matrices as the following lemma shows.
Lemma 6 Let g be a standard normal distributed random variable. For i ∈ {1, . . . , n} let Xi
be stochastically independent random vectors, whose entries are independent copies of g. For
k ∈ {0, . . . , n − 1} denotes Hn−k1 = span
{
Xi | i ∈ {2, . . . , n − k}
}
. Then we have the following
equality
P(dist(X1, Hn−k1 ) < ε) = P(‖(gi)i≤k+1‖2 < ε) for all ε > 0,
where the gi for i ≤ k + 1 are also independent copies of g.
Proof: We want to use the fact that the vectors X1, . . . , Xn are linearly independent almost surely.
We prove this: Since the length of each vector does not affect the linear dependency it suffices to
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prove that
X1
‖X1‖2 , . . . ,
Xn
‖Xn‖2 are linearly independent almost surely. As we know from Lemma
5 the stochastically independent vectors
X1
‖X1‖2 , . . . ,
Xn
‖Xn‖2 are defined almost surely and are
uniformly distributed on the sphere. Of course,
{
X1
‖X1‖2
}
is a linear independent set of vectors.
Assume that for 1 < m ≤ n the vectors X1‖X1‖2 , . . . ,
Xm−1
‖Xm−1‖2 are linearly independent. Therefore,
they form a subspace of dimension m− 1 which intersects the Euclidean sphere. This intersection
is an m − 2-dimensional subsphere which we denote by S. Since σn−1(S) = 0, where σn−1 is the
unique normalized rotational invariant measure on Sn−1 we have that the event {Xm ∈ S} has
probability zero. Therefore, we obtain that X1, . . . , Xm are almost surely linearly independent for
all 1 < m ≤ n.
Since the vectors X1, . . . , Xn are linearly independent almost surely, we can assume w.l.o.g. that
dim(Hn−k1 ) = n−k−1. Let Q be an orthonormal matrix such that QHn−k1 = Rn−k−1. We denote
by Pn−k1 the orthogonal projection onto H
n−k
1 . Then we get
dist(X1, Hn−k1 ) = ‖X1 − Pn−k1 ‖2
= ‖Q(X1 − Pn−k1 X1)‖2
= ‖QX1 −QPn−k1 X1‖2
= ‖(0, . . . , 0, QX1(n− k − 1), . . . , QX1(n))T ‖2,
where we used that Q is an isometry. Since QX1 equals X1 in distribution we get that
QX1(i)
D
= g for all i ≤ n
and it follows that
dist(X1, Hn−k1 )
D
=
( ∑
j≤k+1
|gj |2
) 1
2
,
where the equality is an equality in distribution and the gj ’s are independent copies of g. 
In particular since H1 = Hn1 Lemma 6 says that for Gaussian vectors (Xi)i≤n we have following
equality for all ε > 0
P(dist(X1, H1) < ε) = P(|g| < ε).
So we have that dist(X1, H1) is equal in distribution to |g|, where g is a standard normal distributed
random variable.
In [43] T. Tao and V. Vu proved that for n-dimensional random vectors Xi (i = 1, . . . , n) whose
coordinates are independent copies of a normalized random variable X (i.e. EX = 0 and EX2 = 1)
one has a similar statement. In this case dist(Xk, Hk) is approximately Gaussian distributed: For
all t > 0 we have
|P(dist(Xk, Hk) ≤ t)− P(|g| ≤ t)| ≤ Cn− c4
for suitable constants C, c > 0. This is due to a Berry-Esséen argument.
3.1 Expected value of the smallest singular value of a Gaus-
sian square random matrix with disturbed last column
As mentioned in the introduction A. Edelman used the rotational invariance of the Gaussian
distribution in his paper [7] to compute the probability density function of the smallest singular
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value of particular random matrices. The following two theorems can be found in [8] on page 41
and page 43.
Theorem 6 (Edelman) The probability density function of the square of the smallest singular
value of an (n × (n + 1)) random matrix A, whose entries are i.i.d. standard normal distributed,
is given by
fs2n(A) : R→ R, fs2n(A)(x) =
{n
2
exp
(− xn2 ) x ∈ [0,∞)
0 else
.
Theorem 7 The probability density function of the square of the smallest singular value of an
(n× n) random matrix A, whose entries are i.i.d. standard normal distributed, is given by
fs2n(A) : R→ R, fs2n(A)(x) =

n
2n−
1
2
Γ(n)
Γ(n2 )
x−
1
2 exp
(
− xn
2
)
U
(
n− 1
2
,−1
2
,
x
2
)
x ∈ [0,∞)
0 else
,
where, for a > 0 and b < 1, the Tricomi function, U(a, b, z) is the unique solution to Kummer’s
equation
z
d2w
dz2
+ (b− z)dw
dz
− aw = 0
satisfying U(a, b, 0) =
Γ(1− b)
Γ(1 + a− b) and U(a, b,∞) = 0.
In [32] it was stated that the theorem above has the following consequence.
Theorem 8 (Edelman) Let A be an n × n random matrix, whose entries are i.i.d. standard
normal distributed random variables, then for any ε ≥ 0
P(sn(A) ≤ ε) ≤
√
nε.
For any ε > 0 we are now in the position to analyze the least singular value of the matrix
Gε =

g1,1 . . . g1,n−1 εg1,n
. . . . . . . . . . . .
. . . . . . . . . . . .
gn,1 . . . gn,n−1 εgn,n
 ,
where for i, j ∈ {1, . . . , n} the gi,j are i.i.d. standard normal distributed random variables.
Theorem 9 For all n ≥ 2 we have(
1
2
)3
min
{√
pi
2
ε,
1√
n
}
≤ Esn(Gε) ≤
√
2 min
{
ε√
pi
,
1√
n− 1
}
Proof: From the singular value decomposition it follows that
det((gi,j)i,j≤n) = det(diag(s1((gi,j)i,j≤n), . . . , sn((gi,j)i,j≤n))) =
∏
i≤n
si((gi,j)i,j≤n).
Therefore, the determinant of (gi,j)i,j≤n is zero, if and only if sn((gi,j)i,j≤n) equals zero which
means that (gi,j)i,j≤n is not invertible if and only if sn((gi,j)i,j≤n) = 0. By Theorem 8 it follows
that (gi,j)i,j≤n is almost surely invertible and therefore by Lemma 4 Gε is almost surely invertible
and we can estimate the operator norm of its inverse by
‖G−1ε ‖2→2 = ‖(G−1ε )T ‖2→2 = max‖x‖2=1 ‖(G
−1
ε )
Tx‖2 ≥ ‖(G−1ε )T en‖2.
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Again we use Lemma 4 to obtain
‖G−1ε ‖2→2 ≥
1
ε
‖X∗n‖2,
where X∗n denotes the n-th row of (gi,j)
−1
i,j≤n. By Lemma 2 and Lemma 3 it follows that
sn(Gε) = min‖x‖2=1
‖Gεx‖2 = 1‖G−1ε ‖2→2
≤ ε‖X∗n‖2
= εdist(Xn, Hn).
On the other hand we can estimate sn(Gε) by
sn(Gε) = sn(G
T
ε ) = min‖x‖2=1
‖GTε x‖2 ≤ min{‖GTε x‖2 |x = (x1, . . . , xn) ∈ Sn−1, xn = 0} = sn−1(CT ),
where
CT =

g1,1 . . . g1,n−1
. . . . . . . . .
. . . . . . . . .
gn,1 . . . gn,n−1
 .
We can now use Theorem 6 to estimate the expected value of sn−1(CT )
Esn(CT ) ≤
Jensen
(
Es2n(CT )
) 1
2 =
(∫ ∞
0
x
n− 1
2
exp
(
− x(n− 1)
2
)
dx
) 1
2
=
(
− x exp
(
− x(n− 1)
2
)∣∣∣∣∞
0
+
∫ ∞
0
exp
(
− x(n− 1)
2
)
dx
) 1
2
=
(∫ ∞
0
exp
(
− x(n− 1)
2
)
dx
) 1
2
=
(
2
n− 1
) 1
2
,
where we used partial integration. It follows that
Esn(Gε) ≤ Emin{εdist(Xn, Hn), sn−1(CT )} ≤ min{εEdist(Xn, Hn), Esn−1(CT )}.
We use Lemma 6 to obtain that dist(Xn, Hn)
D
= |g|, where |g| is a standard normal distributed
random variable. It follows that
Esn(Gε) ≤ min
{
εE|g|,
√
2
n− 1
}
=
√
2 min
{
ε√
pi
,
1√
n− 1
}
.
Now we want to estimate the expected value of sn(Gε) from below. In the sequel we will denote by
X∗k the k-th row of (gi,j)
−1
i,j≤n and write (gi,j)
−1
i,j≤n = (X
∗
i,j)i,j≤n following the notation of Lemma
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3. Then by Lemma 4
Esn(Gε) = E
1
‖(G−1ε )T ‖2→2
= E
1∥∥∥∥

X∗1,1 . . . X
∗
n−1,1
1
εX
∗
n,1
. . . . . . . . . . . .
. . . . . . . . . . . .
X∗1,n . . . X
∗
n−1,n
1
εX
∗
n,n
∥∥∥∥
2→2
≥ E 1∥∥∥∥

X∗1,1 . . . X
∗
n−1,1 0
. . . . . . . . . . . .
. . . . . . . . . . . .
X∗1,n . . . X
∗
n−1,n 0

T ∥∥∥∥
2→2
+
∥∥∥∥

0 . . . 0 1εX
∗
n,1
. . . . . . . . . . . .
. . . . . . . . . . . .
0 . . . 0 1εX
∗
n,n
∥∥∥∥
2→2
= E
1
max
‖x‖2=1
‖(∑
i≤n
X∗1,ixi, . . . ,
∑
i≤n
X∗n−1,ixi, 0)‖2 + 1ε‖X∗n‖2
≥ E 1
max
‖x‖2=1
‖(∑
i≤n
X∗1,ixi, . . . ,
∑
i≤n
X∗n−1,ixi,
∑
i≤n
X∗n,ixi)‖2 + 1ε‖X∗n‖2
≥ E 1
2 max{‖(gi,j)−1i,j≤n‖2→2, 1ε‖X∗n‖2}
=
1
2
Emin{sn((gi,j)i,j≤n), εdist(Xn, Hn)},
where we used Lemma 3 in the last step. To analyze the last term any further we first need an
estimate of the distribution of the random variable min{sn((gi,j)i,j≤n), εdist(Xn, Hn)}.
It follows from Lemma 6 that
P(εdist(Xn, Hn) ≤ t) = P
(
|g| ≤ t
ε
)
=
√
2
pi
∫ t
ε
0
exp
(
− x
2
2
)
︸ ︷︷ ︸
≤1
dx ≤
√
2
pi
t
ε
,
where g is a standard normal distributed random variable. By Theorem 8 we conclude that
P(min{sn((gi,j)i,j≤n, ε|g|} ≤ t) = 1− P(min{sn((gi,j)i,j≤n, ε|g|} > t)
= 1− P({sn((gi,j)i,j≤n) > t} ∩ {ε|g| > t})
= 1−
(
1− P
(
({sn((gi,j)i,j≤n) > t} ∩ {ε|g| > t})c
))
= 1−
(
1− P
(
{sn((gi,j)i,j≤n) ≤ t} ∪ {|g| ≤ t
ε
}
))
≤ P
(
sn((gi,j)i,j≤n) ≤ t
)
+ P
(
|g| ≤ t
ε
)
≤
(√
n+
√
2
pi
1
ε
)
t,
where we used the union bound in the first inequality. By the use of the formula
EX =
∫ ∞
0
P(X > t)dt
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for a non-negative real valued random variable it finally follows that
Esn(G) ≥ 1
2
∫ ∞
0
P(min{sn((gi,j)i,j≤n), ε|g|} > t)dt
=
1
2
∫ ∞
0
(1− P(min{sn((gi,j)i,j≤n), ε|g|} ≤ t))dt
≥ 1
2
∫ ∞
0
(
1−
(√
n+
√
2
pi
1
ε
)
t
)
+
dt,
where (x)+ = max{x, 0}. It follows that
Esn(G) ≥ 1
2
∫ (√ 2pi 1ε+√n)−1
0
(
1−
(√
n+
√
2
pi
1
ε
)
t
)
dt
=
1
2
[
t−
(√
n+
√
2
pi
1
ε
)
t2
2
](√ 2pi 1ε+√n)−1
0
=
(
1
2
)2
1√
2
pi
1
ε
+
√
n
=
(
1
2
)2
1
2 max{
√
2
pi
1
ε ,
√
n}
=
(
1
2
)3
min
{√
pi
2
ε,
1√
n
}
,
which ends the proof. 
As mentioned in the introduction the estimates in Theorem 9 are surprising as these bounds are
way better than taking the minimum of the expectation of the last (small) column√
2
pi
ε
√
n ≤ E‖(εgi,n)i≤n‖2 ≤ ε
√
n,
and the least singular value of 
g1,1 . . . g1,n−1
. . . . . . . . .
. . . . . . . . .
gn,1 . . . gn,n−1
 ,
which at first sight may be a reasonable approach for an upper bound. We give a short proof for
the bounds of the expectation of the last column. The upper bound is a consequence of Jensen’s
inequality:
E‖(εgi,n)i≤n‖2 ≤ E
( n∑
i=1
|ε|2|gi,n|2
) 1
2
≤ ε
( n∑
i=1
E|gi,n|2
) 1
2
= ε
√
n,
where we used that the function x 7→ √x is a concave function. The lower bound is a consequence
of the triangle inequality.
E‖(εgi,n)i≤n‖2 = εE‖(|gi,n|)i≤n‖2 ≥ ε‖(E|gi,n|)i≤n‖2 =
√
2
pi
ε
√
n.
With almost analogue considerations as for Theorem 9 we can bound the expected value of the
least singular value of
G′ε =

εg1,1 . . . εg1,n−1 g1,n
. . . . . . . . . . . .
. . . . . . . . . . . .
εgn,1 . . . εgn,n−1 gn,n
 ,
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where the gi,j (i, j ∈ {1, . . . , n}) are i.i.d. standard normal distributed random variables.
Corollary 1 For all n ≥ 2 we have(
1
2
)3
ε√
n
≤ Esn(G′ε) ≤ ε
√
2
n− 1 .
3.2 Estimate for compressible vectors
In order to prove our main results we use a technique called decomposition of the sphere, which is
due to Mark Rudelson and Roman Vershynin (see [28, page 14 ff.]).
Definition 5 Let δ, ρ ∈ (0, 1). A vector x ∈ Rn is called sparse if x ∈ Sparse(δ) = {x ∈
Rn | |supp(x)| ≤ δn}. A vector x ∈ Sn−1 is called compressible if x ∈ Comp(δ, ρ) = {x ∈
Sn−1 | d(x,Sparse(δ)) ≤ ρ}, where d denotes the Euclidean distance. Respectively we call a vector
x incompressible if x ∈ Incomp(δ, ρ) = Sn−1 \ Comp(δ, ρ).
In the sequel the parameters δ, ρ can be seen as small constants. We learned from M. Rudelson
and R. Vershynin (see [28] on page 14 and [45] lecture 16) that the terminology of compressible
and incompressible vectors is borrowed from signal processing and sparse approximation theory.
In signal processing one studies signals x ∈ Rn. One can think of x as the vector of the Fourier or
wavelet coefficients of the signal. Let x ∈ Rn denote the vector that consists of the coordinates of
x arranged in non increasing order, i.e. x1 ≥ x2 ≥ . . . xn. We say that the signal x is compressible
if and only if it has coefficients that decay fast in the sense that for every k = 1, . . . , n the k-th
coordinate can be estimated by |xk| ≤ Ck− 1p where C > 0 is an absolute constant and p ∈ (0, 1).
Therefore, most of the information carried by the signal x lies in just δn coefficients for some small
constant δ ∈ (0, 1). So x can be approximated by a vector who is carried in only δn coordinates
and therefore is compressible in the sense of the definition above.
In this section we want to study the impact of compressible vectors on the order of the least
singular value. It turns out that studying the term
inf
x∈Comp(δ,ρ)
‖Ax‖2
for an n × n random matrix A is strongly connected to the study of the least singular value of
rectangular random matrices. This is due to an ε-net argument that we will explain in the sequel.
The main lemma of this section and its proof can be found in [28, page 15]. We present it here in
detail for the seek completeness and to get a better understanding of the problems that come up
when we are dealing with tensor matrices.
Lemma 7 Let n ∈ N be a natural number. Let A be an n×n matrix whose entries are independent
centered random variables with variances at least 1 and fourth moments bounded by B, and let
K ≥ 1. Then there exist δ, ρ, c, c′ > 0 only depending on B and K and such that
P( inf
x∈Comp(δ,ρ)
‖Ax‖2 ≤ c
√
n, ‖A‖2→2 ≤ K
√
n) ≤ exp(−c′n).
We want to point out that the estimate we get in Lemma 7 is much stronger than we actually
need. We explain this in the setting of an n × n random matrix whose entries are independent
copies of a centered subgaussian random variable ξ with variance one and subgaussian moment
bounded by B′. By Lemma 1 one easily sees that a subgaussian random variable has a bounded
fourth moment (and thus one can get an equivalent formulation of Lemma 7, where δ, ρ, c, c′ > 0
are only depending on the subgaussian moments). As already explained in the introduction one
gets for every ε > 0 that
P(sn(A) ≤ εn− 12 ) ≤ Cε+ cn,
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where C > 0 and c ∈ (0, 1) depend on B′. If one chooses ε such that one obtains
P(sn(A) ≥ εn− 12 ) ≥ 1
2
it follows that
Msn(A) ≥ εn− 12 ,
where Msn(A) denotes the median of the random variable sn(A). But Lemma 7 ensures us the
existence of δ, ρ, c, c′ > 0 only depending on B such that
P( inf
x∈Comp(δ,ρ)
‖Ax‖2 ≤ c
√
n) ≤ exp(−c′n).
Here we used the following lemma which can be found in [28] on page 10:
Lemma 8 Let A be an n × n random matrix whose entries are independent centered random
variables with variances at least one and subgaussian moments bounded by B > 0. Then
P(‖A‖2→2 > K
√
n) ≤ 2 exp(−n),
where K depends only on B.
This enables us to remove the condition on the operatornorm of the random matrix A from the
estimate. It follows that
M( inf
x∈Comp(δ,ρ)
‖Ax‖2) ≥ cn 12 .
That shows that compressible vectors do not have a great impact on the order of the least singular
value in this setting.
Before we can give a proof of Lemma 7 we need to proof a statement for rectangular random
matrices.
Lemma 9 Let G be an n × k random matrix whose entries are independent centered random
variables with variances at least 1 and fourth moments bounded by B. Let K ≥ 1. Then there exist
c, d > 0 and δ0 ∈ (0, 1) which depends only on B and K and so that k < δ0n. Then we have
P( inf
x∈Sk−1
‖Gx‖2 ≤ c
√
n, ‖G‖2→2 ≤ K
√
n) ≤ exp(−dn).
For the proof of Lemma 9 we need some tools. We begin with the following general form of the
Payley-Zygmund inequality.
Lemma 10 Let p ∈ (1,∞) and let q = p
p− 1 the conjugate index. Let X ≥ 0 be a random variable
with EX2p <∞. Then we have
P(X > λ) ≥ (EX
2 − λ2)q
(EX2p)
q
p
,
for every 0 ≤ λ ≤
√
EX2.
Proof: We get by Hölder’s inequality
EX2 = EX21{X>λ} + EX21{X≤λ}
≤ (EX2p) 1p (E1{X>λ})
1
q + EX21{X≤λ}
≤ (EX2p) 1p (E1{X>λ})
1
q + λ2
= (EX2p)
1
pP(X > λ)
1
q + λ2.
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Therefore we get that
P(X > λ) ≥ (EX
2 − λ2)q
(EX2p)
q
p
.

The following inequality is known as standard-symmetrization inequality and can be found in
[18] as Lemma 6.3.
Lemma 11 Let F : [0,∞) → [0,∞) be a convex, non-decreasing function. Furthermore for any
m ∈ N let (Xi)i≤m be a sequence of independent centered random variables in a Banach space
(B, ‖ · ‖) with EF (‖Xi‖) <∞ for every i ≤ m, then we have
EF
(
1
2
∥∥∥∥∑
i≤m
εiXi
∥∥∥∥) ≤ EF(∥∥∥∥∑
i≤m
Xi
∥∥∥∥) ≤ EF(2∥∥∥∥∑
i≤m
εiXi
∥∥∥∥),
where (εi)i≤m is a sequence of independent {±1}-valued Ber( 12 ) variables that are independent of
(Xi)i≤m.
Proof: We denote withX ′i an independent copy of the random variableXi and defineXi := Xi−X ′i.
Then by construction Xi is a symmetric random variable, i.e Xi has the same distribution as −Xi.
Let (εi)i≤m be a sequence of independent {±1}-valued Ber(12 ) variables that are independent of
(Xi)i≤m and (X ′i)i≤m. Then we have for the conditional expectation that
E
(
F
(∥∥∥∥∑
i≤m
Xi
∥∥∥∥) ∣∣∣∣ ∑
i≤m
Xi
)
≥
Jensen
F
(
E
(∥∥∥∥∑
i≤m
Xi
∥∥∥∥ ∣∣∣∣ ∑
i≤m
Xi
))
≥
4−inequality
F
(∥∥∥∥E(∑
i≤m
Xi
∣∣∣∣ ∑
i≤m
Xi
)∥∥∥∥)
= F
(∥∥∥∥E(∑
i≤m
Xi −X ′i
∣∣∣∣ ∑
i≤m
Xi
)∥∥∥∥)
= F
(∥∥∥∥E(∑
i≤m
Xi
∣∣∣∣ ∑
i≤m
Xi
)
− E
(∑
i≤m
X ′i
∣∣∣∣ ∑
i≤m
Xi
)∥∥∥∥)
= F
(∥∥∥∥∑
i≤m
Xi − E
(∑
i≤m
X ′i
)∥∥∥∥)
= F
(∥∥∥∥∑
i≤m
Xi
∥∥∥∥).
Therefore by the law of total expectation we get that
EF
(∥∥∥∥∑
i≤m
Xi
∥∥∥∥) = E(E(F(∥∥∥∥∑
i≤m
Xi
∥∥∥∥) ∣∣∣∣ ∑
i≤m
Xi
))
≥ EF
(∥∥∥∥∑
i≤m
Xi
∥∥∥∥).
Since the Xi are symmetric and F is non-decreasing we get that
EF
(∥∥∥∥∑
i≤m
Xi
∥∥∥∥) ≤ EF(∥∥∥∥∑
i≤m
εiXi
∥∥∥∥) ≤ EF(∥∥∥∥∑
i≤m
εiXi
∥∥∥∥+ ∥∥∥∥∑
i≤m
εiX
′
i
∥∥∥∥)
and finally since F is a convex function
EF
(∥∥∥∥∑
i≤m
Xi
∥∥∥∥) ≤ 12EF
(
2
∥∥∥∥∑
i≤m
εiXi
∥∥∥∥)+ 12EF
(
2
∥∥∥∥∑
i≤m
εiX
′
i
∥∥∥∥) ≤ EF(2∥∥∥∥∑
i≤m
εiXi
∥∥∥∥).
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Analogue it follows that
EF
(
1
2
∥∥∥∥∑
i≤m
εiXi
∥∥∥∥) ≤ EF(12
∥∥∥∥∑
i≤m
εiXi
∥∥∥∥) = EF(12
∥∥∥∥∑
i≤m
Xi
∥∥∥∥) ≤ EF(∥∥∥∥∑
i≤m
Xi
∥∥∥∥).

The next lemma transfers a one dimensional probability estimate for a general class of random
variables to the n-dimensional case.
Lemma 12 Let n ∈ N be a natural number. Let X1, . . . , Xn be independent, non-negative random
variables with variances at least 1. Consider there exist λ > 0 and µ ∈ (0, 1), with
P(Xk < λ) ≤ µ for all k ∈ {1, . . . , n}.
Then there exist λ′ > 0 and µ′ ∈ (0, 1), depending only on λ and µ, with
P
(∑
k≤n
X2k < λ
′n
)
≤ (µ′)n.
Proof: Let λ > 0 and µ ∈ (0, 1) such that the assumptions of the lemma are satisfied. We use
Markov’s inequality:
P
(∑
k≤n
X2k < λ
′n
)
= P
(
λ′n−
∑
k≤n
X2k > 0
)
= P
(
exp
(
λ′n−
∑
k≤n
X2k
)
> 1
)
≤ E exp
(
λ′n−
∑
k≤n
X2k
)
.
Now we use the independence and then go on by estimating E exp(−X2k). Again, we use the
formula
EX =
∫ ∞
0
P(X > t)dt
for real valued and non negative random variables X and obtain
P
(∑
k≤n
X2k < λ
′n
)
≤ exp(λ′n)
n∏
k=1
E exp(−X2k)
= exp(λ′n)
n∏
k=1
∫ ∞
0
P(exp(−X2k) > t)dt
= exp(λ′n)
n∏
k=1
∫ ∞
0
P
(
exp(X2k) <
1
t
)
dt.
Since exp(X2k) ≥ 1 we have
P
(
exp(X2k) <
1
t
)
= 0
for all t > 1. It follows that
P
(∑
k≤n
X2k < λ
′n
)
= exp(λ′n)
n∏
k=1
∫ 1
0
P
(
exp(X2k) <
1
t
)
dt
= exp(λ′n)
n∏
k=1
∫ 1
0
P(X2k < − ln(t))dt.
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Now, we make the following change of variables:
t = exp(−s2λ2) and dt = −2sλ2 exp(−s2λ2)ds
and get that
P
(∑
k≤n
X2k < λ
′n
)
= exp(λ′n)
n∏
k=1
∫ ∞
0
2sλ2 exp(−s2λ2)P(Xk < sλ)ds
= exp(λ′n)
n∏
k=1
{∫ 1
0
2sλ2 exp(−s2λ2)P(Xk < sλ)ds+
∫ ∞
1
2sλ2 exp(−s2λ2)P(Xk < sλ)ds
}
≤ exp(λ′n)
n∏
k=1
{∫ 1
0
2sλ2 exp(−s2λ2)P(Xk < λ)ds+
∫ ∞
1
2sλ2 exp(−s2λ2)P(Xk < sλ)ds
}
≤ exp(λ′n)
n∏
k=1
{
µ
∫ 1
0
2sλ2 exp(−s2λ2)ds+
∫ ∞
1
2sλ2 exp(−s2λ2)P(Xk < sλ)ds
}
︸ ︷︷ ︸
=q(λ,µ)
= exp(λ′n)(q(λ, µ))n.
Since ∫ ∞
0
2sλ2 exp(−s2λ2)ds = 1
it follows that q(λ, µ) ∈ (0, 1) and the right choice of λ′ proves the lemma. 
Lemma 13 Let X = (X1, . . . , Xn) be a sequence of independent, centered random variables with
variances at least 1 and fourth moments bounded by B. We define for an arbitrary vector a =
(a1, . . . , an) ∈ Sn−1 the random sum S = S(a) =
∑
k≤n akXk. Then we have
P
(
|S| < 1
2
)
≤ 1− (
3
4 )
2
16
√
12B
∈ (0, 1).
Proof: Let ε = (ε1, . . . , εn) be independent symmetric ±1-valued random variables independent to
X. By the Payley-Zygmund inequality (Lemma 10) we can estimate
P
(
|S| ≥ 1
2
)
≥ (E|S|
2 − 14 )2
E|S|4 =
(E
∑
k≤n a
2
kX
2
k − 14 )2
E|∑k≤n akXk|4 ≥ (1−
1
4 )
2
E|∑k≤n akXk|4 .
Now we use the standard-symmetrization inequality (Lemma 11) for the convex function f :
[0,∞)→ [0,∞), x 7→ x4
P
(
|S| ≥ 1
2
)
≥ (
3
4 )
2
16EXEε|
∑
k≤n εkakXk|4
(where EX/ Eε denotes the expectation with respect to X1, . . . , Xn/ ε1, . . . , εn) and the Khintchine
inequality (see [18] Lemma 4.1)
P
(
|S| ≥ 1
2
)
≥ (
3
4 )
2
16
√
12E|∑k≤n a2kX2k |2 = (
3
4 )
2
16
√
12E
∑
j,k≤n a
2
ja
2
kX
2
jX
2
k
.
By Jensen’s inequality we have that
P
(
|S| ≥ 1
2
)
≥ (
3
4 )
2
16
√
12
∑
j,k≤n a
2
ja
2
k(EX4j )
1
2 (EX4k)
1
2
=
( 34 )
2
16
√
12B
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and therefore
P
(
|S| < 1
2
)
= 1− P
(
|S| > 1
2
)
≤ 1− (
3
4 )
2
16
√
12B

The following statement is essential to prove the bounds on the probability for rectangular random
matrices.
Corollary 2 Let G be a matrix as in Lemma 9. Then there exist constants ν, µ ∈ (0, 1), depending
only on B, with
P(‖Gx‖2 < ν
√
n) ≤ µn for all x ∈ Sk−1.
Proof: Let x ∈ Sk−1 be an arbitrary unit vector. Let G = (Xi,j)i≤n,j≤k be a random matrix that
suffices the assumptions in Lemma 9. Then it follows that
P(‖Gx‖2 < λ
√
n) = P
((∑
i≤n
| < (Xi,j)j≤k, x > |2
) 1
2
< λ
√
n
)
= P
(∑
i≤n
∣∣∣∣∑
j≤k
Xi,jxj
∣∣∣∣2 < λ2n)
By Lemma 13 it follows for all λ > 0 that
P
(∣∣∣∣∑
j≤k
Xi,jxj
∣∣∣∣ < 12
)
≤ 1− (
3
4 )
2
16
√
12B
and by Lemma 12 the statement follows. 
Before we can start the proofs of Lemma 9 and Lemma 7 we need the following result for ε-nets.
Lemma 14 For any ε < 1 there exists an ε-net N ⊂ Sn−1 such that
|N| ≤
(
3
ε
)n
.
Proof: Let N be a maximal ε-separated subset of Sn−1, i.e. for all x, y ∈ N we have ‖x− y‖2 ≥ ε
(which is the definition of an ε-separated subset) and for every ε-separated subset N′ ⊂ Sn−1 with
N ⊂ N′ we have N = N′. We show that N is also an ε-net of Sn−1. Therefore, assume that N is not
an ε-net: Then there exists a y ∈ Sn−1 such that for all x ∈ N: d(x, y) ≥ ε. But then N′ = N∪{y}
is a maximal ε-separated subset of Sn−1 and N ⊂ N′ which contradicts the maximality of N. It
follows that N is an ε-net of Sn−1.
For any distinct points x, y ∈ N we have(
x+
ε
2
Bn2
)
∩
(
y +
ε
2
Bn2
)
= ∅.
Therefore,
|N|vol
(
ε
2
Bn2
)
= vol
( ⋃
x∈N
(x+
ε
2
Bn2 )
)
≤ vol
(
(1 +
ε
2
)Bn2
)
,
which leads to
|N| ≤ vol(1 +
ε
2B
n
2 )
vol( ε2B
n
2 )
=
(1 + ε2 )
n
( ε2 )
n
=
(
1 +
2
ε
)n
≤
(
3
ε
)n
.
34
Since N ⊂ Sn−1 is an ε-net the lemma is proven. 
Proof (Lemma 9): In order to prove the statement we use an ε-net argument. Therefore, let
ε > 0 to be chosen later. Then by Lemma 14 there exists an ε-net N in Sk−1 with |N| ≤
(
3
ε
)k
.
Let µ, ν ∈ (0, 1) denote the numbers in Corollary 2. Then
P(‖Gx‖2 < ν
√
n for a x ∈ N) ≤
∑
x∈N
P(‖Gx‖2 < ν
√
n) ≤
(
3
ε
)k
µn.
Now we use the properties of the ε-net to get an estimate on the whole sphere. Therefore, let V
denote the event that ‖Gy‖2 ≤ 1
2
ν
√
n for a vector y ∈ Sk−1 and ‖G‖2→2 ≤ K
√
n. Consider V
occurs then we choose a point x ∈ N with ‖x− y‖2 < ε and get that
‖Gx‖2 ≤ ‖Gy‖2 + ‖G‖2→2‖x− y‖2 ≤ 1
2
ν
√
n+K
√
nε.
We choose ε =
ν
2K
and get
‖Gx‖2 ≤ ν
√
n.
Then for proper chosen δ0 < 1 and
k
n
< δ0 we get that there exists d > 0 such that
P(V ) ≤
(
µ
(
3
ε
) k
n
)n
≤ exp(−dn).

Finally, we have all tools to prove Lemma 7:
Proof (Lemma 7): First we prove the statement for sparse vectors, where we use the estimate from
Lemma 9. Then we need an ε-net argument similar to that one used in the proof of Lemma 9 to
deduce an estimate for compressible vectors.
W.l.o.g. we can assume that δ0 <
1
2
in Lemma 9. Furthermore we denote k = bδnc , then by
Lemma 9
P
(
inf
x∈Sparse(δ)
‖x‖2=1
‖Ax‖2 ≤ c
√
n and ‖A‖2→2 ≤ K
√
n
)
= P
(
∃σ ⊂ {1, . . . , n}, |σ| = k : inf
x∈Rσ
‖x‖2=1
‖Ax‖2 ≤ c
√
n and ‖A‖2→2 ≤ K
√
n
)
≤
∑
σ⊂{1,...,n}
|σ|=k
P
(
inf
x∈Rσ
‖x‖2=1
‖Ax‖2 ≤ c
√
n and ‖A‖2→2 ≤ K
√
n
)
≤
(
n
k
)
exp(−dn).
By the binomial theorem we obtain(
n
k
)
≤
n∑
m=0
(
n
m
)(
k
n
)m
·
(
n
k
)k
=
(
1 +
k
n
)n(
n
k
)k
≤ lim
N→∞
(
1 +
k
N
)N(
n
k
)k
= exp(k)
(
n
k
)k
.
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Therefore, by the definition of k we get that
P
(
inf
x∈Sparse(δ)
‖x‖2=1
‖Ax‖2 ≤ c
√
n and ‖A‖2→2 ≤ K
√
n
)
≤
(
ne
k
)k
exp(−dn) ≤
(
e
1
2δ
)δn
exp(−dn)
= exp(δn ln(
2e
δ
)− dn) ≤ exp(−d′n)
for a well chosen δ < δ0, depending on d. Now we want to transfer this estimate to compressible
vectors. Let C > 0 and ρ ∈
(
0,
1
2
)
be chosen later. We want to estimate P(V ), where V denotes
the event that ‖Ax‖2 ≤ C
√
n for a vector x ∈ Comp(δ, ρ) and ‖A‖2→2 ≤ K
√
n.
Assume that V occurs. For all x ∈ Comp(δ, ρ) we know that
d(x, Sparse(δ)) = inf
y∈Sparse(δ)
‖x− y‖2 < ρ
by definition. Since
Sparse(δ) =
⋃
σ⊂{1,...,n}
|σ|=k
Rσ
we know there exist a y ∈ Sparse(δ) and a z ∈ Rn with ‖z‖2 ≤ ρ such that x = y + z. It follows
that ‖y‖2 ≥ 1− ρ ≥ 1
2
and
‖Ay‖2 ≤ ‖Ax‖2 + ‖A‖2→2‖z‖2 ≤ C
√
n+ ρK
√
n.
We choose C =
c
4
and ρ =
c
4K
and get ‖Ay‖2 ≤ 1
2
c
√
n. Since ‖y‖2 ≥ 1
2
we found in u =
y
‖y‖2 a
sparse unit vector with ‖Au‖2 ≤ c
√
n. It follows that P(V ) ≤ exp(−d′n). 
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Chapter 4
Upper bound for the least singular
value
In this chapter we prove our main result for the upper bound. More precisely in Theorem 11 we
prove that the probability that an n× n random matrix (aibjXi,j)i,j≤n is bigger than
1√
n
min
{‖(bj)j≤n‖2
‖( 1ai )i≤n‖2
,
‖(ai)i≤n‖2
‖( 1bj )j≤n‖2
}
is small. In addition to that we show in Theorem 13 a similar bound for rectangular matrices.
We want to remark that in the last setting we had to lower the assumptions on the distribution
of the entries and that the bound we found on the probability is only useful for matrices that are
almost square matrices. We also give an application of Theorem 13: We apply the theorem to the
situation where we have to handle square random matrices which have rows whose entries are of
unknown distribution.
An important tool are the incompressible vectors whose properties will be studied in the sequel.
The next lemma, which can be found in [28] (see page 16) states that incompressible vectors can
be seen as a generalization of spread vectors, i.e. vectors that suffice ‖x‖2 = 1 and |xk| ∼ 1√
n
for
all k ∈ {1, . . . , n}.
Lemma 15 Let x = (xk)k≤n ∈ Incomp(δ, ρ). Then there exists a set σ(x) ⊂ {1, . . . , n} of cardi-
nality |σ(x)| ≥ 1
2
ρ2δn and such that
ρ√
2n
≤ |xk| ≤ 1√
δn
for all k ∈ σ(x).
Proof: Let x ∈ Incomp(δ, ρ). For a subset α ⊂ {1, . . . , n} let Pα denote the orthogonal projection
onto Rα ⊂ Rn. We define the sets σ1(x) :=
{
k ∈ {1, . . . , n} | |xk| ≤ 1√
δn
}
and σ2(x) :=
{
k ∈
{1, . . . , n} | |xk| ≥ ρ√
2n
}
. Then σ(x) = σ1(x) ∩ σ2(x).
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First, we estimate |σc1(x)|:
1 =
∑
k≤n
|xk|2
≥
∑
k≤n
1
δn
1{|xk|2> 1δn}
=
1
δn
∣∣∣∣{k ∈ {1, . . . , n} | |xk| > 1√δn
∣∣∣∣}
=
1
δn
|σc1(x)|.
Therefore the cardinality of σc1(x) is less or equal δn. Then y := Pσc1(x)x ∈ Sparse(δ), so from the
incompressibility of the vector x it follows that ‖Pσ1(x)x‖2 = ‖x− y‖2 > ρ. We use the definition
of the set σ2(x) and get ‖Pσc2(x)x‖22 ≤ n ·
ρ2
2n
=
ρ2
2
. Since
σ1(x) = {σ1(x) ∩ σ2(x)} ∪ {σ1(x) ∩ σc2(x)} = σ(x) ∪ {σ1(x) ∩ σc2(x)} ⊂ σ(x) ∪ σc2(x)
it follows from the Pythagorean theorem that
‖Pσ1(x)x‖22 = ‖Pσ(x)x+ P{σ1(x)∩σc2(x)}x‖22
= ‖Pσ(x)x‖22 + ‖P{σ1(x)∩σc2(x)}x‖22
≤ ‖Pσ(x)x‖22 + ‖Pσc2(x)x‖22.
Therefore we have
‖Pσ(x)x‖22 ≥ ‖Pσ1(x)x‖22 − ‖Pσc2(x)x‖22 >
ρ2
2
.
On the other hand, we have by the definition of σ1(x) ⊃ σ(x)
‖Pσ(x)x‖22 ≤ ‖Pσ(x)x‖2∞ · |σ(x)| ≤
1
δn
|σ(x)|.
It follows |σ(x)| ≥ 1
2
ρ2δn. 
Definition 6 Let δ, ρ ∈ (0, 1). We define Incomp1(δ, ρ) := {x ∈ ∂Bn1 | ∃λ ∈ R : λx ∈ Incomp(δ, ρ)},
where ∂Bn1 is defined as ∂Bn1 := {x ∈ Rn | ‖x‖1 = 1}.
The following lemma states that incompressible vectors are almost spherical in some sense.
Lemma 16 Let δ, ρ ∈ (0, 1). For all x ∈ Incomp(δ, ρ) we have
ρ3δ√
23
√
n‖x‖2 ≤ ‖x‖1 ≤
√
n‖x‖2.
Proof: For all x ∈ Incomp(δ, ρ) it follows from Lemma 15 that there exists a set σ(x) ⊂ {1, . . . , n}
of cardinality |σ(x)| ≥ 1
2
ρ2δn with the property
ρ√
2n
≤ |xk| ≤ 1√
δn
for all k ∈ σ(x).
Therefore we get that
√
n‖x‖2 ≥ ‖x‖1 ≥
∑
k∈σ(x)
|xk| ≥
∑
k∈σ(x)
ρ√
2n
≥
1
2ρ
3δn√
2n
=
ρ3δ√
23
√
n‖x‖2.
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
Let 1 ≤ s ≤ n be integers. Let X = (Xi,j)i,j≤n be a random matrix, whose entries are
independent copies of a centered random variable with unit variance and subgaussian moment
bounded by B. Then Lemma 17, which can be found in [43, page 15], ensures non-degeneracy of
the s-dimensional subspace Vs,n, orthogonal to the columns Xs+1, . . . , Xn of X. This is useful, if
one wants to apply Berry-Esséen’s central limit theorem.
Lemma 17 Let 1 ≤ s ≤ n be integers and let Xi ∈ Rn (i ∈ {1, . . . , n}) be random vectors whose
entries are independent copies of a centered subgaussian random variable with unit variance. Let Eq
denote the event that there exists a unit vector v = (v1, . . . , vn) ∈ Vs,n = span{Xi | i = s+1, . . . , n}⊥
such that max1≤i≤n |vi| ≥ n−q. If q is a sufficiently small absolute constant, then
P(Eq) exp(−nQ) for some constant Q > 0.
Remark: One can think of q as q =
1
20
(see [43, page 15].
The first one to mention that normal vectors on a random hyperplane (i.e. random unit vec-
tors that are orthogonal to the random hyperplane) are non-degenerate were Tao and Vu in [42] .
This idea has become a much used tool in the study of the least singular value of random matrices.
However, the notion of non-degeneracy of random normals of Rudelson and Vershynin differs from
the one in the lemma above: In [28] it was only required that random normals are incompressible
vectors with high probability, which means that usually there is enough space between a random
normal and the set of sparse vectors. But Lemma 17 sharpens this statement: no single coordinate
of the random normal vector is able to have a significant portion of the mass of the vector. The
following theorem deals with the invertibility of subgaussian random matrices and can be found in
[28, page 3].
Theorem 10 (Rudelson, Vershynin) Let n ∈ N be an integer. Let ξ1, . . . , ξn be independent
centered random variables with variances at least one and subgaussian moments bounded by an
absolute constant B > 0. Define A to be the n × n matrix whose rows are independent copies of
the random vector (ξ1, . . . , ξn). Then for every ε ≥ 0 one has that
P
(
sn(A) ≤ ε 1√
n
)
≤ Cε+ cn,
where C > 0 and c ∈ (0, 1) are constants depending only on B.
If one thinks of a Gaussian matrix, i.e. matrices whose entries are i.i.d. normal distributed
random variables, we know almost surely that the matrix is invertible. Therefore, one might expect
that the property of being invertible holds for subgaussian matrices, too. This is not the case,
since ±1-valued Bernoulli variables are subgaussian and random sign-matrices are singular with
positive probability. Kahn, Komlós and Szemerédi showed in [13] that the singularity probability
is exponentially small:
P(n× n random sign matrix is singular) < cn
for some universal constant c ∈ (0, 1). Thus the summand cn in the above inequality gives a bound
on the event that the matrix (Xi,j)i,j≤n is not invertible.
Lemma 18 For k ∈ {1, . . . , n} let Zk : Ω → [0,∞) be non-negative random variables and ak ≥ 0
be non-negative real numbers with
∑
k≤n
ak = 1. Then for every ε > 0
P
(∑
k≤n
akZk ≤ ε
)
≤ 2
∑
k≤n
akP(Zk ≤ 2ε).
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Proof: It suffices to show that
1{∑k≤n akZk≤ε} ≤ 2
∑
k≤n
ak1{Zk≤2ε},
because then it follows that
P
(∑
k≤n
akZk ≤ ε
)
=
∫
1{∑k≤n akZk≤ε}dP ≤
∫
2
∑
k≤n
ak1{Zk≤2ε}dP = 2
∑
k≤n
akP(Zk ≤ 2ε).
For all ω ∈ Ω such that ∑k≤n akZk(ω) > ε follows that
0 = 1{∑k≤n akZk(ω)≤ε} ≤ 2
∑
k≤n
ak1{Zk(ω)≤2ε}.
So we only need to show the inequality in the case
∑
k≤n akZk(ω) ≤ ε:
1{∑k≤n akZk(ω)≤ε} = 1{2ε−∑k≤n akZk(ω)≥ε}
≤ 2ε−
∑
k≤n akZk(ω)
ε
= 2−
∑
k≤n
ak
ε
Zk(ω)
= 2
∑
k≤n
ak
(
1− Zk(ω)
2ε
)
≤ 2
∑
k≤n
ak1{Zk(ω)≤2ε}.

4.1 Upper bound for tensor matrices
We are now in the position to prove our main theorem.
Theorem 11 Let n ∈ N. Let X = (Xi,j)i,j≤n be a random matrix, whose entries are independent
copies of a centered random variable with unit variance and subgaussian moment bounded by B. Let
a1, . . . , an, b1, . . . , bn ∈ (0, 1] be finite sequences of reals. Then it exists a constant c > 0 depending
only on B such that for every c
√
n ≥ λ ≥ 2 we have
P
(
sn((aibjXi,j)i,j≤n) > 2λ
1√
n
min
{ ‖(bi)i≤n‖2
‖( 1ai )i≤n‖2
,
‖(ai)i≤n‖2
‖( 1bi )i≤n‖2
})
≤
(
6
λ
)
ln(λ2) +Qn−q
for suitable constants Q, q > 0.
Proof: By Lemma 4 we know that
P((aibjXi,j)i,j≤n is singular) = P((Xi,j)i,j≤n is singular)
= P(sn((Xi,j)i,j≤n) = 0)
≤ cn,
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for a c ∈ (0, 1), where we used Theorem 10 in the inequality. It follows that
P
(
sn((aibjXi,j)i,j≤n) > λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
)
= P
(
sn((aibjXi,j)i,j≤n) > λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
+P
(
sn((aibjXi,j)i,j≤n) > λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is singular
)
≤ P
(
sn((aibjXi,j)i,j≤n) > λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
+ cn.
In the first step of our proof we want to get rid of the factors bj in each coefficient of the random
matrix to come into the position to deal with the matrix (aiXi,j)i,j≤n. We use Lemma 2 to do so
P
(
sn((aibjXi,j)i,j≤n) > λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
= P
(
min
‖x‖2=1
‖(aibjXi,j)i,j≤nx‖2 > λ ‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
= P
(
1
max
‖x‖2=1
‖(aibjXi,j)−1i,j≤nx‖2
> λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
.
We denote the j-th entry of the i-th row of X−1 by X∗i,j . Therefore we get by Lemma 4 that
P
(
sn((aibjXi,j)i,j≤n) > λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
= P
(
1
max
‖x‖2=1
‖( 1aj 1biX∗i,j)i,j≤nx‖2
> λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
= P
(
1
max
‖x‖2=1
(
∑
i≤n | 1bi |2|
∑
j≤n
1
aj
xjX∗i,j |2)
1
2 (
∑
i≤n |bi|2)
1
2
>
λ√
n‖( 1ai )i≤n‖2
,
(Xi,j)i,j≤n is non-singular
)
.
By Hölder’s inequality we know that
∑
i≤n
∣∣∣∣∑
j≤n
1
aj
xjX
∗
i,j
∣∣∣∣ ≤ (∑
i≤n
∣∣∣∣ 1bi
∣∣∣∣2∣∣∣∣∑
j≤n
1
aj
xjX
∗
i,j
∣∣∣∣2) 12(∑
i≤n
|bi|2
) 1
2
and obtain
P
(
sn((aibjXi,j)i,j≤n) > λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
≤ P
(
1
max
‖x‖2=1
∑
i≤n |
∑
j≤n
1
aj
xjX∗i,j |
>
λ√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
=
Lemma 4
P
(
1
max
‖x‖2=1
‖(aiXi,j)−1i,j≤nx‖1
>
λ√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
=
Lemma 2
P
(
min
‖x‖1=1
‖(aiXi,j)i,j≤nx‖2 > λ√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
.
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Choose δ, ρ ∈ (0, 1) such that they satisfy the estimate in Lemma 7. Since Incomp1(δ, ρ) ⊂ ∂Bn1 it
follows that
P
(
sn((aibjXi,j)i,j≤n) > λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
≤ P
(
inf
x∈Incomp1(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 > λ√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
= P
(
inf
x∈Incomp1(δ,ρ)
(∥∥∥∥(aiXi,j)i,j≤n x‖x‖2
∥∥∥∥
2
‖x‖2
)
>
λ√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
.
From the definition of Incomp1(δ, ρ) it follows that x ∈ Incomp1(δ, ρ) is equivalent to
x
‖x‖2 ∈
Incomp(δ, ρ) and by Lemma 16 we conclude that for x ∈ Incomp1(δ, ρ) we have
1 = ‖x‖1 ≥
√
nδρ3√
23
‖x‖2.
Therefore we get that
P
(
sn((aibjXi,j)i,j≤n) > λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
≤ P
(
inf
x∈Incomp1(δ,ρ)
∥∥∥∥(aiXi,j)i,j≤n x‖x‖2
∥∥∥∥
2
√
23√
nδρ3
>
λ√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
= P
(
inf
x∈Incomp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 > δρ
3
√
23
λ
‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
= P
([{
inf
x∈Incomp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 > δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
∩
{
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 > δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}]
∪
[{
inf
x∈Incomp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 > δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
∩
{
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}]
∩
{
(Xi,j)i,j≤n is non-singular
})
.
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We use the union bound and get that
P
(
sn((aibjXi,j)i,j≤n) > λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
≤ P
({
inf
x∈Incomp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 > δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
∩
{
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 > δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
∩
{
(Xi,j)i,j≤n is non-singular
})
+P
({
inf
x∈Incomp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 > δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
∩
{
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
})
≤ P
({
inf
x∈Incomp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 > δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
∩
{
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 > δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
∩
{
(Xi,j)i,j≤n is non-singular
})
+P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
)
.
Since Sn−1 = Comp(δ, ρ) ∪ Incomp(δ, ρ) we get that
{
min
‖x‖2=1
‖(aiXi,j)i,j≤nx‖2 > δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
=
{
inf
x∈Incomp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 > δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
∩
{
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 > δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
.
Therefore, we obtain
P
(
sn((aibjXi,j)i,j≤n) > λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
(4.1)
≤ P
(
min
‖x‖2=1
‖(aiXi,j)i,j≤nx‖2 > δρ
3
√
23
λ
‖( 1ai )i≤n‖2
, (Xi,j)i,j≤n is non-singular
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
)
.
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These terms can be controlled separately. The second term in inequation (4.1) can be estimated
by Lemma 7:
P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
)
= P
([{
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
∩
{
‖(Xi,j)i,j≤n‖2→2 ≤ K
√
n
}]
∪
[{
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
∩
{
‖(Xi,j)i,j≤n‖2→2 > K
√
n
}])
≤ P
([{
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
∩
{
‖(Xi,j)i,j≤n‖2→2 ≤ K
√
n
}])
+P
([{
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
}
∩
{
‖(Xi,j)i,j≤n‖2→2 > K
√
n
}])
,
where we used the union bound and K ≥ 0 is the constant from Lemma 8. It follows by Lemma 8
that
P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
)
≤ P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
, ‖(Xi,j)i,j≤n‖2→2 ≤ K
√
n
)
+P
(
‖(Xi,j)i,j≤n‖2→2 > K
√
n
)
≤ P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
, ‖(Xi,j)i,j≤n‖2→2 ≤ K
√
n
)
+ 2 exp(−n).
Since ‖( 1ai )i≤n‖2 ≥ ‖( 1ai )i≤n‖∞ we obtain
P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
)
≤ P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖∞
, ‖(Xi,j)i,j≤n‖2→2 ≤ K
√
n
)
+ 2 exp(−n)
= P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ min
1≤i≤n
|ai|, ‖(Xi,j)i,j≤n‖2→2 ≤ K
√
n
)
+ 2 exp(−n)
= P
(
inf
x∈Comp(δ,ρ)
(∑
i≤n
|ai|2 < (Xi,j)j≤n, x >2
) 1
2 ≤ δρ
3
√
23
λ min
1≤i≤n
|ai|, ‖(Xi,j)i,j≤n‖2→2 ≤ K
√
n
)
+2 exp(−n)
≤ P
(
inf
x∈Comp(δ,ρ)
(∑
i≤n
< (Xi,j)j≤n, x >2
) 1
2 ≤ δρ
3
√
23
λ, ‖(Xi,j)i,j≤n‖2→2 ≤ K
√
n
)
+ 2 exp(−n)
= P
(
inf
x∈Comp(δ,ρ)
‖(Xi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ, ‖(Xi,j)i,j≤n‖2→2 ≤ K
√
n
)
+ 2 exp(−n).
We use Lemma 7 to obtain the existence of a constant c > 0 depending only on B such that for
all c
√
n ≥ λ ≥ 2 we get a bound from above:
P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)i,j≤nx‖2 ≤ δρ
3
√
23
λ
‖( 1ai )i≤n‖2
)
≤ exp(−c′n) + 2 exp(−n),
where c′ only depends on B. Now we need to control the first term in inequality 4.1. We want
to point out that we are in the situation that the event that (Xi,j)i,j≤n is non-singular occurs.
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Therefore, we are able to compute the inverse. The following argument is orientated on [27]. In
the sequel we denote by Xk the k− th column (Xi,j)i,j≤nek of (Xi,j)i,j≤n. We want to remind the
reader that (Xk, X∗k) is a biorthogonal system, where X
∗
k denotes ((Xi,j)
−1
i,j≤n)
T ek.
Let u, v > 0. Consider that there exists a vector x ∈ Rn such that
‖x‖2 ≤ u and ‖(aiXi,j)−1i,j≤nx‖2 ≥ v
∥∥∥∥( 1ai
)
i≤n
∥∥∥∥
2
.
Then
sn((aiXi,j)i,j≤n) =
1
‖(aiXi,j)−1i,j≤n‖2→2
=
1
max
‖x‖2 6=0
‖(aiXi,j)−1i,j≤nx‖2
‖x‖2
≤ u
v‖( 1ai )i≤n‖2
.
W.l.o.g. we can assume that max1≤i≤n |ai| = a1 and that a1 = 1. Define P1 as the orthogonal
projection onto H1 = span{aiXi | i = 2, . . . , n} = span{Xi | i = 2, . . . , n}. We define
x = a1X1 − P1a1X1 = X1 − P1X1.
X1 − P1X1 is an element of H⊥1 :
< X1 − P1X1, Xk > = < X1, Xk > − < P1X1, Xk >
= < X1, Xk > − < X1, P1Xk >
= < X1, Xk > − < X1, Xk >
= 0 for all k = 2, . . . , n.
Therefore, we obtain by an analogue computation as in the proof of Lemma 3
‖x‖2 = ‖X1 − P1X1‖2 = dist(X1, H1).
Analogue to the computation in the proof of Lemma 3 one can see that
dist(X1, H1) = | < N1, X1 > |,
where N1 is a random normal on H1, i.e. a vector of unit length that is orthonormal on the
hyperplane H1. If one is only interested in the main idea of the estimation of P(‖x‖2 > u)
and want to omit the details, one can think of the entries of X as standard normal distributed
random variables. In this particular case we have by Lemma 6 and the remark below that ‖x‖2 =
dist(X1, H1) is equal in distribution to |g|, where g is standard normal distributed and obtain
P(‖x‖2 > u) = P(|g| > u) =
∫ ∞
u
√
2
pi
exp
(
− s
2
2
)
ds ≤ 2 exp
(
− u
2
2
)
Since we want to handle a more general situation, we have to use Berry-Esséen’s central limit
theorem (Theorem 5) to get that ‖x‖2 is almost Gaussian distributed.
We want to remind the reader that the vector N1 depends only on H1 and thus can be determined
by the vectors X2, . . . , Xn. Therefore, N1 is stochastically independent to X1. Since independence
of two random variables X1, N1 is equivalent to the fact that the joint distribution of (X1, N1)
namely P(X1,N1) is equal to the product measure PX1 × PN1 we get
P(‖x‖2 > u) = P(X1,N1)(| < N1, X1 > | > u)
= PX1 × PN1(| < N1, X1 > | > u)
=
∫
1{|<N1,X1>|>u}dP
X1 × PN1 .
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Therefore we get by Fubini’s theorem
P(‖x‖2 > u) =
∫ ∫
1{|<N1,X1>|>u}dP
X1dPN1
=
∫
PX1
(
|
∑
k≤n
N1,kX1,k| > u
)
dPN1 .
Now we use Berry-Esséen’s central limit theorem (Theorem 5) to get (for suitable constants c, C>0
that suffice the conditions in Lemma 17):
P(‖x‖2 > u) ≤
∫
P
(
|g| > u
)
+ C max
1≤k≤n
|N1,k|dPN1
=
∫
{max1≤k≤n |N1,k|≥n−c}
P
(
|g| > u
)
+ C max
1≤k≤n
|N1,k|dPN1
+
∫
{max1≤k≤n |N1,k|≤n−c}
P
(
|g| > u
)
+ C max
1≤k≤n
|N1,k|dPN1
≤
∫
{max1≤k≤n |N1,k|≥n−c}
1 + CdPN1
+
∫
{max1≤k≤n |N1,k|≤n−c}
P
(
|g| > u
)
+ C max
1≤k≤n
|N1,k|dPN1
= (1 + C)PN1( max
1≤k≤n
|N1,k| ≥ n−c)
+
∫
{max1≤k≤n |N1,k|≤n−c}
P
(
|g| > u
)
+ C max
1≤k≤n
|N1,k|dPN1 .
By Lemma 17 we can estimate the first term by (1 + C) exp(−nc′) for a suitable constant c′ and
we obtain
P(‖x‖2 > u) ≤ (1 + C) exp(−nc′) + P
(
|g| > u
)
+ Cn−c
≤ P
(
|g| > u
)
+ C ′n−c
≤ 2 exp
(
− u
2
2
)
+ C ′n−c,
for a suitable constant C ′ > 0. Now we need to estimate ‖(aiXi,j)i,j≤nx‖2 from below:
‖(aiXi,j)−1i,j≤nx‖22 = ‖(aiXi,j)−1i,j≤n(X1 − P1X1)‖22 = ‖e1 − (aiXi,j)−1i,j≤nP1X1‖22.
Since P1X1 ∈ H1 and X∗1 ∈ H⊥1 it follows that
< e1, (aiXi,j)
−1
i,j≤nP1X1 >=< ((aiXi,j)
−1
i,j≤n)
T e1, P1X1 >=< X
∗
1 , P1X1 >= 0.
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Consequently, we have (aiXi,j)−1i,j≤nP1X1 ⊥ e1 and it follows by the Pythagorean theorem that
‖(aiXi,j)−1i,j≤nx‖22 = ‖e1‖22 + ‖(aiXi,j)−1i,j≤nP1X1‖22 (4.2)
> ‖(aiXi,j)−1i,j≤nP1X1‖22
=
∑
k≤n
< (aiXi,j)
−1
i,j≤nP1X1, ek >
2
=
∑
k≤n
< P1((aiXi,j)
−1
i,j≤n)
T ek, X1 >
2
=
∑
k≤n
〈
P1
(
1
aj
X∗i,j
)T
i,j≤n
ek, X1
〉2
=
∑
k≤n
〈
P1
1
ak
X∗k , X1
〉2
,
where we have used Lemma 4. Since X∗1 ∈ H⊥1 it follows that kerP1 = span{X∗1} and we obtain
‖(aiXi,j)−1i,j≤nx‖22 >
n∑
k=2
∣∣∣∣ 1ak
∣∣∣∣2 < P1X∗k , X1 >2 .
For k = 2, . . . , n we denote Y ∗k = P1X
∗
k ∈ H1. We have
P1(Y
∗
k −X∗k) = P1Y ∗k − P1X∗k = P 21X∗k − P1X∗k = 0
since P1 is an orthogonal projection. Thus we get for all k ∈ {2, . . . , n} that Y ∗k −X∗k ∈ kerP1 =
span{X∗1}. Therefore, we get that Y ∗k = X∗k − λkX∗1 for some λk ∈ R and all k = 2, . . . , n. We use
the fact that for all k = 2, . . . , n we have < X∗1 , Xk >= 0 to obtain
< Y ∗j , Xk >=< X
∗
j − λjX∗1 , Xk >=< X∗j , Xk > −λj < X∗1 , Xk >= δj,k
for all j, k = 2, . . . , n. Therefore (Y ∗k , Xk)
n
k=2 is a biorthogonal system in H1 = span{Xk | k =
2, . . . , n}. Furthermore by Lemma 3 this system is unique (we want to point out that (Xi, X∗i )nk=2
is not contained in H1) and the vectors (Y ∗k )
n
k=2 are uniquely determined by the system (Xk)
n
k=2.
Thus the vectors (Y ∗k )
n
k=2 and X1 are stochastically independent.
We use Lemma 3 to recognize that ‖Y ∗j ‖2 =
1
dist(Xj , H1,j)
, where H1,j = span{Xk | k 6∈ {1, j}}
and the related Hilbert space is now H1. So it follows that
‖(aiXi,j)−1i,j≤nx‖22 >
n∑
k=2
∣∣∣∣ 1ak
∣∣∣∣2(sktk
)2
,
where we define sk =
∣∣∣∣〈 Y ∗k‖Y ∗k ‖2 , X1
〉∣∣∣∣ and tk = dist(Xk, H1,k), for k = 2, . . . , n.
W.l.o.g. we assume k = 2. For t2 we get analogue to our computation for ‖x‖2 that for every
ν > 0
P(t2 > ν) ≤ 2 exp
(
ν2
2
)
+ Cn−c,
for suitable constants c, C. Furthermore, since Yˆ ∗2 =
Y ∗2
‖Y ∗2 ‖2
∈ (H1,2)⊥ is stochastically indepen-
dent to X1 and
∑
k≤n |Yˆ ∗2,i|2 = 1 we get by Berry-Esséen’s central limit theorem (Theorem 5) and
Lemma 17 with similar computations as above that
P(s2 ≤ ε) = P(|
∑
k≤n
Yˆ ∗2,kX1,k| ≤ ε) ≤ P(|g| ≤ ε) + Fn−f ≤ ε+ Fn−f
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for suitable constants f, F > 0. It follows that
P
(
s2
t2
≤ ε
ν
)
≤ P(s2 ≤ ε or t2 ≥ ν)
= P({s2 ≤ ε} ∪ {t2 ≥ ν})
≤ P(s2 ≤ ε) + P(t2 ≥ ν)
≤ ε+ 2 exp
(
− ν
2
2
)
+Dn−d,
for suitable constants d,D > 0. By the use of Lemma 18 (applied on the convex combination
| 1a2 |2
(
∑n
k=2 | 1ak |2)
1
2
, . . . ,
| 1an |2
(
∑n
k=2 | 1ak |2)
1
2
) we get that
P
( n∑
k=2
∣∣∣∣ 1ak
∣∣∣∣2∣∣∣∣sktk
∣∣∣∣2 ≤ ε2
∑n
i=2 | 1ai |2
ν2
)
≤ 1∑n
j=2 | 1aj |2
n∑
k=2
∣∣∣∣ 1ak
∣∣∣∣2P(∣∣∣∣sktk
∣∣∣∣2 ≤ 2ε2ν2
)
= P
(
s2
t2
≤ 2ε
ν
)
≤ 2ε+ 2 exp
(
− ν
2
2
)
+Dn−d.
It follows that
P
(
‖(aiXi,j)−1i,j≤nx‖2 ≤
ε
ν
( n∑
k=2
∣∣∣∣ 1ak
∣∣∣∣2) 12) ≤ P(( n∑
m=2
∣∣∣∣ 1am
∣∣∣∣2∣∣∣∣smtm
∣∣∣∣2) 12 ≤ εν
( n∑
k=2
∣∣∣∣ 1ak
∣∣∣∣2) 12)
= P
( n∑
m=2
∣∣∣∣ 1am
∣∣∣∣2∣∣∣∣smtm
∣∣∣∣2 ≤ ε2ν2
n∑
k=2
∣∣∣∣ 1ak
∣∣∣∣2)
≤ 2ε+ 2 exp
(
− ν
2
2
)
+Dn−d
and finally,
P
(
min
‖x‖2=1
‖(aiXi,j)i,j≤nx‖2 ≤ uν
ε
( n∑
k=2
∣∣∣∣ 1ak
∣∣∣∣2)− 12
≥ P
(
‖x‖2 ≤ u, ‖(aiXi,j)−1i,j≤nx‖2 ≥
ε
ν
( n∑
k=2
∣∣∣∣ 1ak
∣∣∣∣2) 12)
= 1− P
({
‖x‖2 ≤ u, ‖(aiXi,j)−1i,j≤nx‖2 ≥
ε
ν
( n∑
k=2
∣∣∣∣ 1ak
∣∣∣∣2) 12}c)
≥ 1− 2 exp
(
− u
2
2
)
− 2ε− 2 exp
(
− ν
2
2
)
−Hn−h,
for suitable constants h,H > 0. All in all we have shown that
P
(
sn((aibjXi,j)i,j≤n) > 2
uν
ε
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
)
≤ exp(−c′n) + 2 exp(−n) + 2 exp
(
− u
2
2
)
+2 exp
(
− ν
2
2
)
+ 2ε+Hn−h + cn,
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for suitable constants c′, C,H, h > 0, because ‖( 1ai )i≤n‖2 ≤ 2‖( 1ai )ni=2‖2. Choose ε =
1
λ
and
u = t =
√
ln(λ2) to obtain
P
(
sn((aibjXi,j)i,j≤n) > 2 ln(λ2)λ
‖(bi)i≤n‖2√
n‖( 1ai )i≤n‖2
)
≤ 2 1
λ
+ 2 exp
(
− ln(λ
2)
2
)
+ 2 exp
(
− ln(λ
2)
2
)
+ exp(−c′n) + 2 exp(−n) +Hn−h + cn
≤ 6
λ
+Qn−q,
for suitable constants Q, q > 0. An analogue computation finishes the proof.

Remark:
1. Assume that b1 = . . . = bn = 1. Then
1√
n
min
{ ‖(1)i≤n‖2
‖( 1ai )i≤n‖2
,
‖(ai)i≤n‖2
‖(1)i≤n‖2
}
=
1
‖( 1ai )i≤n‖2
.
That this equality is true follows directly from the following consideration:
1
‖( 1ai )i≤n‖2
≤ ‖(ai)i≤n‖2
n
⇐⇒ n ≤ ‖( 1
ai
)i≤n‖2‖(ai)i≤n‖2.
That this equality is always true is an easy conclusion of Hölder’s inequality. Therefore, we
have that
P
(
sn((aiXi,j)i,j≤n) > 2λ
1
‖( 1ai )i≤n‖2
)
≤
(
6
λ
)
ln(λ2) +Qn−q.
2. In the beginning of the proof of Theorem 11 we used the fact that we have an upper bound on
the probability of the event that (aibjXi,j)i,j≤n is singular. We want to give an alternative
consideration here which uses the following theorem of A. Sankar, D. A. Spielman and S.-H.
Teng that can be found in [32, page 7]
Theorem 12 Let n ∈ N. Let A be an arbitrary n × n matrix, let (gi,j)i,j≤n be an n × n
random matrix whose entries are independent standard normal distributed random variables
and let 0 < σ ≤ 1. Then
P
(
sn(A+ (σgi,j)i,j≤n) ≤ ε√
n
)
≤ 2.35 ε
σ
.
We use Theorem 12 to show that without loss of generality we can think of (aibjXi,j)i,j≤n as
an almost surely invertible matrix. Let 0 < σ ≤ 1. Let (σgi,j)i,j≤n be an n×n random matrix
chosen independently of (aibjXi,j)i,j≤n whose entries are independent centered Gaussian
random variables with variances σ2. By Weyl’s inequality we know that
sn(X) = s(1+n−1)(−(σgi,j)i,j≤n + (X + (σgi,j)i,j≤n))
≤ ‖(σgi,j)i,j≤n‖2→2 + sn(X + (σgi,j)i,j≤n).
Since stochastical independence is equivalent to the fact that the joint distribution P((aibjXi,j)i,j≤n,(σgi,j)i,j≤n)
of (aibjXi,j)i,j≤n and (σgi,j)i,j≤n is equal to the product measure P(aibjXi,j)i,j≤n×P(σgi,j)i,j≤n
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we obtain by Fubini’s theorem
P(sn((aibjXi,j)i,j≤n + (σgi,j)i,j≤n) = 0)
= P((aibjXi,j)i,j≤n,(σgi,j)i,j≤n)(sn((aibjXi,j)i,j≤n + (σgi,j)i,j≤n) = 0)
= P(aibjXi,j)i,j≤n × P(σgi,j)i,j≤n(sn((aibjXi,j)i,j≤n + (σgi,j)i,j≤n) = 0)
=
∫
1{sn((aibjXi,j)i,j≤n+(σgi,j)i,j≤n)=0}dP
(aibjXi,j)i,j≤n × P(σgi,j)i,j≤n
=
∫
P(σgi,j)i,j≤n(sn((aibjXi,j)i,j≤n + (σgi,j)i,j≤n) = 0)︸ ︷︷ ︸
Theorem 12
= 0
dP(aibjXi,j)i,j≤n
= 0.
Thus the matrix X + (σgi,j)i,j≤n is almost surely invertible. Therefore, by choosing σ very
small we can consider without loss of generality that X is invertible almost everywhere ap-
proving a renormalization of the variance and a slightly larger bound for the fourth moments.
3. In the proof of Theorem 11 we used Berry-Esséen’s theorem to bound the probability
P(‖x‖2 > u) =
∫
PX1
(
|
∑
k≤n
N1,kX1,k| > u
)
dPN1 .
At this point one could have also used the approximate rotation invariance (see [46, page 12])
of subgaussian variables to obtain that the finite sum of subgaussian variables is a subgaussian
variable. Than one can use the tail bound for subgaussian variables to come to similar results.
4. In [27] M. Rudelson and R. Vershynin used a least common denominator argument instead
of our non-degeneracy argument (Lemma 17) to bound P(|∑k≤n Yˆ ∗2,kX1,k| ≤ ε). Therefore
they could improve the polynomial term Qn−q to an exponential term cn for c ∈ (0, 1). We
want to mark that the argumentation of [27] works in our situation, too. We just wanted
to give an alternative, faster access to deal with this problem. The reader interested in the
least common denominator technique is refered to [27] and [28] .
4.2 Upper bound for rectangular matrices
The following crucial lemma can be found in [43] on page 30 (Lemma B.3). For the reader’s
convenience we give a short proof.
Lemma 19 (Projection lemma - Tao, Vu) Let 1 ≤ s ≤ n be integers , let K ∈ {R,C} be the
real or complex field, let A be an n × n K-valued invertible matrix with columns X1, . . . , Xn and
let X∗1 , . . . , X∗n denote the rows of A−1. Let B be the s × n matrix with rows X∗1 , . . . , X∗s . Let
V = span{Xs+1, . . . , Xn}⊥ be the orthogonal complement of the space spanned by Xs+1, . . . , Xn
in Kn. This space has dimension s and can be identified with Ks via an orthonormal basis. Let
PV : Kn → Kn be the orthogonal projection onto V ≡ Ks, j : Kn → V , j(x) =
{
x, x ∈ V
0, x ∈ V ⊥ .
Furthermore, define pi = j ◦ PV . Let M be the s× s matrix with columns pi(X1), . . . , pi(Xs). Then
M is invertible, and we have
BB∗ = M−1(M−1)∗.
In particular, we have
sj(B) = (ss−j+1(M))−1
for all 1 ≤ j ≤ s.
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Proof: By construction, we have < X∗i , Xi >= δij for all 1 ≤ i, j ≤ n. In particular, since
< X∗k , Xl >= 0 for l ∈ {s + 1, . . . , n} and k ∈ {1, . . . , s} we know that X∗1 , . . . , X∗s lie in V , and
thus,
< pi(X∗i ), pi(Xi) > = < jPV (X
∗
i ), jPV (Xi) >
= < (jPV )
T jPV (X
∗
i ), Xi >
= < PTV j
T jPV (X
∗
i ), Xi >
= < P 2V (X
∗
i ), Xi >
= < X∗i , Xi >
= δij
for 1 ≤ i, j ≤ s. That means (pi(X∗i ), pi(Xi))si=1 is a biorthogonal system. Thus by Lemma
3 M is invertible, and the rows of M−1 are given by pi(X∗1 ), . . . , pi(X∗s ). Thus the ij-th entry of
(M−1)(M−1)∗ is given by < pi(X∗i ), pi(X∗j ) >, while the ij-th entry of BB∗ is given by < X∗i , X∗j >.
Since X∗1 , . . . , X∗s lie in V , and pi is an isometry on V the claim follows. 
Theorem 13 Let n ∈ N. Let 1 ≤ k ≤ n. Let b1, . . . , bn−k ∈ (0, 1] be a sequence of real numbers
and gi,j (i = 1, . . . , n and j = 1, . . . n− k) be i.i.d. standard normal distributed random variables.
Define G as the n× (n− k) random matrix G = (bjgi,j)i≤n,j≤n−k. Then
P
(
sn−k(G) > 2λ
1
‖( 1bj )j≤n−k‖2
)
≤ 2(1 + 2
k+1
2 )
λ
ln(λ4).
Proof: W.l.o.g. we assume that 1 = b1 ≥ · · · ≥ bn−k. Let A = (bjgi,j)i,j≤n, where bj :={
bj 1 ≤ j ≤ n− k
1 n− k + 1 ≤ j ≤ n and gi,j (i, j ≤ n) are independent standard normal distributed random
variables. We denote by b1X1, . . . , bnXn the columns of A, respectively the rows of AT . We defineG
as the n×(n−k) random matrix that we obtain by taking the first (n−k) rows b1X1, . . . , bn−kXn−k
of AT . By Lemma 4 and Theorem 8 we know that AT is almost surely invertible as a tensor matrix
of an square Gaussian matrix. Therefore, w.l.o.g. we can assume that A is an invertible matrix.
Denote the columns of (AT )−1 by
1
b1
X∗1 , . . . ,
1
bn
X∗n and apply the projection lemma on (AT )−1 to
obtain
s1(M)
−1 = sn−k(G) = sn−k(GT ),
where we used equality 2.1 and M is the invertible (n− k)× (n− k) matrix from Lemma 19 with
columns pi
(
1
b1
X∗1
)
, . . . , pi
(
1
bn−k
X∗n−k
)
where pi = j ◦PV : Rn → V denotes the map from Lemma
19 onto V = span{X∗n−k+1, . . . , X∗n}⊥.
Let u, v > 0. Analogue to the proof of Theorem 11 we are looking for a suitable x ∈ Rn such that
‖x‖2 ≤ u and ‖Mx‖2 ≥ v‖( 1bj )j≤n−k‖2
. Then
sn−k(B) =
1
s1(M)
=
1
‖M‖2→2 =
1
‖MT ‖2→2 ≤
u
v‖( 1bj )j≤n−k‖2
.
Define Pn−k1 as the othogonal projection ontoH
n−k
1 = span{biXi | i ∈ {2, . . . , n−k}} = span{Xi | i ∈
{2, . . . , n − k}}. We set x = pi(b1X1 − Pn−k1 b1X1) = pi(X1 − Pn−k1 X1) and obtain since pi is an
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isometry on V and by the use of Lemma 6
‖x‖2 = ‖pi(X1 − Pn−k1 X1)‖2
≤ ‖pi‖2→2‖X1 − Pn−k1 X1‖2
= ‖X1 − Pn−k1 X1‖2
= inf
Y ∈Hn−k1
‖X1 − Y ‖2
= dist(X1, Hn−k1 )
D
= ‖(gi)i≤k+1‖2,
where the last equality is again an equality in distribution and the g1, . . . , gk+1 are independent
standard normal distributed Gaussian random variables. Therefore we get for all u > 0
P(‖x‖2 > u) ≤ P(‖(gi)i≤k+1‖2 > u)
= (2pi)−
k+1
2
∫
{∑k+1i=1 x2i>u2} exp
(
−
∑k+1
i=1 x
2
i
2
)
dx1 . . . dxk+1
≤ (2pi)− k+12 exp
(
− u
2
4
)∫
exp
(
−
∑k+1
i=1 x
2
i
4
)
dx1 . . . dxk+1
= (2pi)−
k+1
2 exp
(
− u
2
4
)(∫
exp
(
− x
2
4
)
dx
)k+1
= (2pi)−
k+1
2 exp
(
− u
2
4
)
(2pi)
k+1
2 2
k+1
2
= 2
k+1
2 exp
(
− u
2
4
)
.
Analogue to the proof of Theorem 11 we need to estimate ‖MTx‖2 from below:
Since < X∗i , Xj >= δi,j for all i, j ∈ {1, . . . , n} we know that (Xj)j≤n is a linearly independent
system of vectors and thus it follows that V = span{X1, . . . , Xn−k}. Therefore we obtain
< Mei, pi(X1) > =
Lemma4
〈
pi
(
1
bi
X∗i
)
, pi
(
X1
)〉
=
1
bi
< pi(X∗i ), pi(X1) >
=
1
bi
< X∗i , pi
TpiX1 >
=
1
bi
< X∗i , P
T
V j
T jPVX1 >
=
1
bi
< X∗i , P
2
VX1 >
=
1
bi
< X∗i , X1 >
= δi,1,
for all i ∈ {1, . . . , n− k}. Consequently,
‖MTx‖22 = ‖MTpi(X1 − Pn−k1 X1)‖22 = ‖MTpi(X1)−MTpi(Pn−k1 X1)‖22
= ‖e1 −MT
∈Rn−k︷ ︸︸ ︷
pi(Pn−k1 X1︸ ︷︷ ︸
∈Rn
)‖22.
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As pi(Pn−k1 X1︸ ︷︷ ︸
∈Hn−k1
) ∈ span{pi(Xi) | i ∈ {2, . . . , n− k}} we get that
< e1,M
Tpi(Pn−k1 X1) > = < Me1, pi(P
n−k
1 X1) >
=
〈
pi
(
X∗1
)
, pi
(
Pn−k1 X1
)〉
= < pi(X∗1 ),
n−k∑
j=2
λjpi(Xj) >
=
n−k∑
j=2
λj < pi(X
∗
1 ), pi(Xj) >
=
n−k∑
j=2
λj < X
∗
1 , pi
Tpi(Xj) >
and with analogue computations as above we have that
< e1,M
Tpi(Pn−k1 X1) > =
n−k∑
j=2
< X∗1 , Xj >
= 0,
where
∑n−k
j=2 λjpi(Xj) = pi(P
n−k
1 X1) where λj ∈ R. By the Pythagorean theorem we get that
‖MTx‖22 = ‖e1‖22 + ‖MTpi(Pn−k1 X1)‖22
> ‖MTpi(Pn−k1 X1)‖22
=
∑
i≤n−k
| < MTpi(Pn−k1 X1), ei > |2
=
∑
i≤n−k
| < Pn−k1 X1, piTMei > |2.
Since Mei = pi
(
1
bi
X∗i
)
we obtain
‖MTx‖22 >
∑
i≤n−k
∣∣∣∣〈Pn−k1 X1, piTpi( 1biX∗i
)〉∣∣∣∣2
=
∑
i≤n−k
∣∣∣∣〈piTpi Pn−k1 X1︸ ︷︷ ︸
∈Hn−k1
,
1
bi
X∗i
〉∣∣∣∣2.
Since Hn−k1 = span{Xj | j ∈ {2, . . . , n− k}} we can write
Pn−k1 X1 =
n−k∑
j=2
λjXj ,
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where λj ∈ R. It follows that
‖MTx‖22 >
∑
i≤n−k
∣∣∣∣〈piTpi n−k∑
j=2
λjXj︸ ︷︷ ︸
∈V
,
1
bi
X∗i
〉∣∣∣∣2
=
∑
i≤n−k
∣∣∣∣〈 n−k∑
j=2
λjXj ,
1
bi
X∗i
〉∣∣∣∣2
=
∑
i≤n−k
∣∣∣∣ 1bi
∣∣∣∣2| < Pn−k1 X1, X∗i > |2
=
∑
i≤n−k
∣∣∣∣ 1bi
∣∣∣∣2| < X1, Pn−k1 X∗i > |2,
where we used the fact that V = span{X1, . . . , Xn−k}. Since X∗1 ∈ (Hn−k1 )⊥ it follows that
X∗1 ∈ ker(Pn−k1 ) and therefore
‖MTx‖22 >
n−k∑
i=2
∣∣∣∣ 1bi
∣∣∣∣2| < X1, Pn−k1 X∗i > |2
For k = 2, . . . , n− k we denote Y ∗k = Pn−k1 X∗i ∈ Hn−k1 . Now, similar to the proof above we have
to check wether the system (Y ∗i , Xi)
n−k
i=2 is a biorthogonal system:
As
Pn−k1 (Y
∗
i −X∗i ) = Pn−k1 (Y ∗i )− Pn−k1 (X∗i ) = Pn−k1 (Pn−k1 X∗i )− Pn−k1 (X∗i ) = 0
we get that
Y ∗i −X∗i ∈ ker(Pn−k1 ) = span{X∗i | i = {1, n− k + 1, . . . , n}︸ ︷︷ ︸
=Q
}.
It follows that Y ∗i = X∗i −
∑
j∈Q λjX
∗
j where λj ∈ R for every j ∈ Q. We use the fact < X∗j , Xi >=
0 for all j ∈ Q, i ∈ {2, . . . , n− k} to obtain
< Y ∗m, Xl >=< X
∗
m −
∑
q∈Q
λqX
∗
q , Xl >=< X
∗
m, Xl > −
∑
q∈Q
λq < X
∗
q , Xl >=< X
∗
m, Xl >= δm,l
for allm, l ∈ {2, . . . , n−k}. Therefore (Y ∗i , Xi)n−ki=2 is a biorthogonal system inHn−k1 = span{Xl | l ∈
{2, . . . , n−k}}. Furthermore by Lemma 3 this system is unique, where we once again want to point
out that (X∗i , Xi)
n−k
i=2 is not contained in H
n−k
1 , and the vectors (Y
∗
i )
n−k
i=2 are uniquely determined
by the system (Xi)n−ki=2 . In particular, since every Y
∗
j (j ∈ {2, . . . , n− k} is a measurable function
of the vectors X2, . . . , Xn−k we obtain that the system (Y ∗j )
n−k
j=2 is stochastically independent to
the vectors X1, Xn−k+1, . . . , Xn. We define Hn−k1,j = span{Xi | i 6∈ {1, j, n − k + 1, . . . , n}}. Then
by Lemma 3 we get that ‖Y ∗j ‖2 =
1
dist(Xj , Hn−k1,j )
for j ∈ {2, . . . , n−k}, where the related Hilbert
space is now Hn−k1 .
For j ∈ {2, . . . , n − k} set qj =
∣∣∣∣〈 Y ∗j‖Y ∗j ‖2 , X1
〉∣∣∣∣ and pj = ‖Y ∗j ‖2 = 1dist(Xj , Hn−k1,j ) . Then we can
write
‖MTx‖22 >
n−k∑
j=2
∣∣∣∣ 1bj
∣∣∣∣2∣∣∣∣ qjpj
∣∣∣∣2.
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W.l.o.g. we assume j = 2. Then by an analogue computation as for ‖x‖2 we get
P(p2 > t) = P(dist(X2, Hn−k1,2 ) > t) ≤ 2
k+1
2 exp
(
− t
2
4
)
.
Furthermore, since Yˆ ∗2 =
Y ∗2
‖Y ∗2 ‖2
∈ (Hn−k1,2 )⊥ is stochastically independent to X1 we have that
P(q2 ≤ ε) = P(Yˆ ∗2 ,X1)(|
n∑
i=1
Yˆ ∗2 (i)X1(i)| ≤ ε)
= PYˆ
∗
2 × PX1(|
n∑
i=1
Yˆ ∗2 (i)X1(i)| ≤ ε)
=
∫
1{|∑ni=1 Yˆ ∗2 (i)X1(i)|≤ε}dPYˆ ∗2 × PX1
Thus we get by Fubini’s theorem and the rotational invariance of the Gaussian distribution
P(q2 ≤ ε) =
∫ ∫
1{|∑ni=1 Yˆ ∗2 (i)X1(i)|≤ε}dPX1dPYˆ ∗2
=
∫
PX1
(∣∣∣∣ n∑
i=1
Yˆ ∗2 (i)X1(i)
∣∣∣∣ ≤ ε)dPYˆ ∗2
=
∫
P(|g| ≤ ε)dPYˆ ∗2
≤ P(|g| ≤ ε)
≤ ε.
Consequently,
P
(
qj
pj
≤ ε
t
)
≤ P(qj ≤ ε or pj ≥ t)
= P({qj ≤ ε} ∪ {pj ≥ t})
≤ P(qj ≤ ε) + P(pj ≥ t)
≤ ε+ 2 k+12 exp
(
− t
2
4
)
.
We use Lemma 18 for the convex combination
| 1b2 |2∑n−k
j=2 | 1bj |2
, . . . ,
| 1bn−k |2∑n−k
j=2 | 1bj |2
and obtain
P
( n−k∑
j=2
∣∣∣∣ 1bj
∣∣∣∣2( qjpj
)2
≤
ε
∑n−k
j=2 | 1bj |2
t
)
≤ 1∑n−k
j=2 | 1bj |2
n−k∑
i=2
∣∣∣∣ 1bi
∣∣∣∣2P( qipi ≤ 2εt
)
= P
(
q2
p2
≤ 2ε
t
)
≤ 2ε+ 2 k+12 exp
(
− t
2
4
)
.
It follows that
P
(
‖M−1x‖2 ≤ ε
t
( n−k∑
j=2
∣∣∣∣ 1bj
∣∣∣∣2) 12) ≤ P( n−k∑
j=2
∣∣∣∣ 1bj
∣∣∣∣2( qjpj
)2
≤
ε2
∑n−k
j=2 | 1bj |2
t2
)
≤ 2ε+ 2 k+12 exp
(
− t
2
4
)
.
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Finally,
P
(
sn−k(B) ≤ ut
ε
( n−k∑
j=2
∣∣∣∣ 1bj
∣∣∣∣2) 12) ≥ P(‖x‖2 ≤ u, ‖M−1x‖2 ≥ εt
( n−k∑
j=2
∣∣∣∣ 1bj
∣∣∣∣2) 12)
= 1− P
({
‖x‖2 ≤ u, ‖M−1x‖2 ≥ ε
t
( n−k∑
j=2
∣∣∣∣ 1bj
∣∣∣∣2) 12}c)
≥ 1− P
({
‖x‖2 > u
}
∪
{
‖M−1x‖2 ≤ ε
t
( n−k∑
j=2
∣∣∣∣ 1bj
∣∣∣∣2) 12})
≥ 1− 2 k+12 exp
(
− u
2
4
)
− 2 k+12 exp
(
− t
2
4
)
− 2ε.
Choosing ε =
1
λ
, u = t =
√
ln(λ4) we get by an analogue computation as in the proof of Theorem
11:
P
(
sn−k(B) > 2λ ln(λ4)
( n−k∑
j=1
∣∣∣∣ 1bj
∣∣∣∣2) 12) ≤ P(sn−k(B) > λ ln(λ4)( n−k∑
j=2
∣∣∣∣ 1bj
∣∣∣∣2) 12)
≤ 2(1 + 2
k+1
2 )
λ
.

An easy application of Theorem 13 is the following corollary:
Corollary 3 Let n ≥ k ≥ 0 be natural numbers. Let b1, . . . , bn−k ∈ (0, 1] and
a1,n−k+1, . . . , a1,n, . . . , an,n−k+1, . . . , an,n be sequences of real numbers. We can assume w.l.o.g.
that 0 < b1 ≤ · · · ≤ bn−k. Let gi,j ( 1 ≤ i ≤ n, 1 ≤ j ≤ n− k) be i.i.d. standard normal distributed
random variables. Then for arbitrary random variables Xi,j (1 ≤ i ≤ n, n − k + 1 ≤ j ≤ n) we
define the n× n random matrix
X =

b1g1,1 . . . bn−kg1,n−k a1,n−k+1X1,n−k+1 . . . a1,nX1,n
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
b1gn,1 . . . bn−kgn,n−k an,n−k+1Xn,n−k+1 . . . an,nXn,n
 .
Then
P
(
sn(X) > 2λ
1
‖( 1bi )i≤n−k‖2
)
≤ 2(1 + 2
k+1
2 )
λ
ln(λ4).
Proof: We define the (n− k)× n matrix
GT =
 b1g1,1 . . . b1gn,1. . . . . . . . .
bn−kg1,n−k . . . bn−kgn,n−k

By the Cauchy interlacing theorem (Theorem 3) we know that
sn(X) = sn(X
T ) ≤ sn−k(GT ) = sn−k(G).
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It follows that
P
(
sn(X) > λ
1
‖( 1bi )i≤n−k‖2
)
≤ P
(
sn−k(G) > λ
1
‖( 1bi )i≤n−k)‖2
)
≤ 2(1 + 2
k+1
2 )
λ
ln(λ4).

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Chapter 5
Lower bound for the least singular
value
In this chapter we want to study probabilistic estimates to bound the smallest singular value
from below. We start this in section 5.1 by looking at random matrices with normal distributed
entries, more precisely we investigate matrices (ajgi,j)i,j≤n, where a1, . . . , an ∈ R\{0} and the gi,j
(i, j ∈ {1, . . . , n}) are i.i.d. standard normal distributed random variables. We will show in the
sequel that the probability that
sn((ajgi,j)i,j≤n) <
ε
‖( 1aj )j≤n‖2
is small. This bound coincides with the bound we found in chapter 3. In section 5.2 we generalize
this estimate to the class of subgaussian random variables. In Theorem 17 we show that under
some assumptions specified later the probability of
sn((aibjXi,j)i,j≤n) ≤
√
n
‖( 1ai )i≤n‖‖( 1bj )j≤n‖2
is smaller or equal than Cε + cn for a constant C > 0 and c ∈ (0, 1) plus a term depending
on the infx∈Comp(δ,ρ) ‖(aibjXi,j)i,j≤nx‖2 and infx∈Comp(δ,ρ) ‖(aiXi,j)Ti,j≤nx‖2. This leads to our
investigations in section 5.3, where we will show that although compressible vectors do not have
a great impact on the smallest singular value in the classical setting (see section 3.2), they can
play a major role for tensor matrices. The main ingredient here is the so called invertibility via
distance lemma which was taught to us by M. Rudelson and R. Vershynin in [28, page 16 f]. We
will illustrate this by a simple example.
5.1 Estimate for Gaussian random matrices
As mentioned above, in this section we will study the smallest singular value of n × n random
matrices X = (ajgi,j)i,j≤n, where the gi,j are i.i.d. standard normal distributed random variables
and a1, . . . , an are reals that do not equal zero. We will need the fact that every entry of the i-th
column vector of X has the same variance so we can use the rotational invariance of the Gaussian
distribution. This is the main tool in our proof of Theorem 14. But before we can start, we need
the following lemma which can be found in [32, page 34, Lemma B1]
Lemma 20 Let n ≥ 2 be an integer and let ξ = (ξ1, . . . , ξn) be a random unit vector, which is
uniformly distributed on the Euclidean sphere. Then for 0 < c ≤ 1,
P
(
|ξ1| ≥
√
c
n
)
≥ P(|g| ≥ √c),
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where g is a standard normal distributed random variable.
Proof: From Lemma 5 we know that we can get a random unit vector ξ = (ξ1, . . . , ξn) which is
uniformly distributed on the n-dimensional Euclidean sphere by choosing n i.i.d. standard normal
distributed random variables g1, . . . , gn and setting ξi =
gi
‖(gi)i≤n‖2 , i = 1, . . . , n. It follows
P
(
|ξ1|2 ≥ c
n
)
= P
( |g1|2
‖(gi)i≤n‖22
≥ c
n
)
= P
(
(n− 1)|g1|2
‖(gi)i≤n‖22
≥ (n− 1)c
n
)
≥ P
(
(n− 1)|g1|2
‖(gi)i≤n‖22
≥ (n− 1)c
n− 1
)
= P
(
(n− 1)|g1|2
‖(gi)i≤n‖22
≥ c
)
.
We want point out that
tn =
√
(n− 1)g1
‖(gi)i≤n‖2
is a random variable distributed to the t-distribution with n − 1 degrees of freedom. Let g be a
standard normal distributed random variable. Since tn and g are symmetric about the origin and
by the use of the inequality
P(tn >
√
c) ≥ P(g > √c), for all 0 < c ≤ 1
which can be found in [12, Chapter 28, section 2] we get the stated inequality. 
Theorem 14 Let n ∈ N. Let X = (ajgi,j)i,j≤n be an n × n random matrix, where a1, . . . , an ∈
R \ {0} and the gi,j are i.i.d. standard normal distributed random variables. Then for all ε > 0
P
(
sn(X) ≤ ε‖( 1aj )j≤n‖2
)
≤ 2.35ε.
Proof: As in the proof of Theorem 9 we know by Theorem 8 that the probability that sn(X) = 0
is equal to zero and therefore, we get by analogue considerations and Lemma 4 that X is almost
surely invertible. In the sequel we will always assume that X is invertible. The proof consists of
two steps. In step one we estimate the probability P
(
‖X−1x‖2 > 1
ε
)
for an arbitrary fixed vector
in the Euclidean sphere Sn−1. In the second step we show that the estimate from step one also
holds for a uniform distributed random unit vector and use this result to derive an estimate for
P
(
sn(X) ≤ ε‖( 1aj )j≤n‖2
)
= P
(
min
x∈Sn−1
‖Xx‖2 ≤ ε‖( 1aj )j≤n‖2
)
= P
(
1
max
x∈Sn−1
‖X−1x‖2 ≤
ε
‖( 1aj )j≤n‖2
)
.
Step 1: Let x ∈ Sn−1 be an arbitrary vector in the sphere and let Q be the orthonormal n × n
matrix, i.e. QTQ = 1n×n, such that QT e1 = x. Then we get
‖(ajgi,j≤n)−1i,j x‖2 = ‖(ajgi,j)−1i,j≤nQT e1‖2
= ‖((gi,j)i,j≤ndiag(a1, . . . , an))−1QT e1‖2
= ‖(Q(gi,j)i,j≤ndiag(a1, . . . , an))−1e1‖2
D
= ‖(ajgi,j)−1i,j≤ne1‖2,
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where we used the rotational invariance of the Gaussian distribution to obtain that Q(gi,j)i,j≤n
and (gi,j)i,j≤n have the same distribution. In the sequel X∗i denotes the i-th row and X∗i,j the j-th
entry in the i-th row of (gi,j)−1i,j≤n. Consequently, by Lemma 4 we have the following equality in
distribution:
‖(ajgi,j)−1i,j x‖2 D=
∥∥∥∥( 1aiX∗i,j
)
i,j
e1
∥∥∥∥
2
=
∥∥∥∥( 1aiX∗i,1
)
i≤n
∥∥∥∥
2
.
We apply Lemma 3 to the biorthogonal system ((Xi,j)j≤n, (X∗j,k)j≤n) to get
‖(ajgi,j)−1i,j x‖2 D=
1
dist((ajg1,j)j≤n, span{(ajgi,j)j≤n | i = 2, . . . , n}) ,
Analogue to the computations in the proof of Lemma 3 we obtain
‖(ajgi,j)−1i,j≤nx‖2 D=
1
| < N1, (ajg1,j)j≤n > |
,
where N1 is a random normal on the (random) hyperplane span{(ajgi,j)j≤n | i = 2, . . . , n}, i.e.
N1 ∈ span{(ajgi,j)j≤n | i = 2, . . . , n}⊥ and ‖N1‖2 = 1. Let N1 be a random normal on H1 =
span{(gi,j)j≤n | i = 2, . . . , n}. Since〈
diag
(
1
a1
, . . . ,
1
an
)
N1,
(
ajgk,j)j≤n
〉
=< N1, (gk,j)j≤n >= 0
for all k = 2, . . . , n it follows that diag
(
1
a1
, . . . ,
1
an
)
N1 ∈ span{(ajgi,j)j≤n | i = 2, . . . , n}⊥. There-
fore, since span{(ajgi,j)j≤n | i = 2, . . . , n} is almost surely a hyperplane, we get that
1
| < N1, (ajg1,j)j≤n > |
=
‖diag( 1a1 , . . . , 1an )N1‖2
| < diag( 1a1 , . . . , 1an )N1, (ajg1,j)j≤n > |
=
‖diag( 1a1 , . . . , 1an )N1‖2
| < N1, (g1,j)j≤n > |
almost surely.
We want to use the fact that N1 is uniformly distributed on the Euclidean sphere. To see that
this is true, it is enough to show that the distribution of X∗1 is rotational invariant, because
N1 ∈ span{X∗1} and the rotational invariant measure is unique on the Euclidean sphere. We know
that for any orthonormal matrix Qˆ we have
1n×n = (X∗i,j)i,j≤n(gi,j)i,j≤n = (X
∗
i,j)i,j≤n QˆQˆ
T︸ ︷︷ ︸
=1n×n
(gi,j)i,j≤n.
By the rotational invariance of the Gaussian distribution we get that
1n×n
D
= (X∗i,j)i,j≤nQˆ(gi,j)i,j≤n.
It follows that
(X∗i,j)i,j≤n
D
= (X∗i,j)i,j≤nQˆ.
Therefore, X∗1 is rotationally invariant and thus N1 is uniformly distributed on the Euclidean
sphere. We obtain
P(‖(ajgi,j)−1i,j≤nx‖2 > ε) = P
(‖diag( 1a1 , . . . , 1an )N1‖2
| < N1, (g1,j)j≤n > | > ε
)
= P
(
| < N1, (g1,j)j≤n > | <
‖diag( 1a1 , . . . , 1an )N1‖2
ε
)
= P(N1,(g1,j)j≤n)
(
| < N1, (g1,j)j≤n > | <
‖diag( 1a1 , . . . , 1an )N1‖2
ε
)
.
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Since N1 is determined by the hyperplane spanned by (g2,j)j≤n, . . . , (gn,j)j≤n we get that N1 is
stochastically independent to (g1,j)j≤n as a measurable function of (g2,j)j≤n, . . . , (gn,j)j≤n. Again,
we want to remark that stochastical independence is equivalent to the fact that the joint distribution
P(N1,(g1,j)j≤n) of N1 and (g1,j)j≤n is the product measure PN1×P(g1,j)j≤n . Thus, we get by Fubini’s
theorem
P(‖(ajgi,j)−1i,j≤nx‖2 > ε) = PN1 × P(g1,j)j≤n
(
| < N1, (g1,j)j≤n > | <
‖diag( 1a1 , . . . , 1an )N1‖2
ε
)
=
∫
1
{|<N1,(g1,j)j≤n>|<
‖diag( 1
a1
,..., 1
an
)N1‖2
ε }
dPN1 × P(g1,j)j≤n
=
∫ ∫
1
{|<N1,(g1,j)j≤n>|<
‖diag( 1
a1
,..., 1
an
)N1‖2
ε }
dP(g1,j)j≤ndPN1
=
∫
P(g1,j)j≤n
(
| < N1, (g1,j)j≤n > | <
‖diag( 1a1 , . . . , 1an )N1‖2
ε
)
dPN1
=
∫
P(g1,j)j≤n
(
|
∑
j≤n
N1(j)g1,j | <
‖diag( 1a1 , . . . , 1an )N1‖2
ε
)
dPN1 .
We use the rotation invariance of the Gaussian distribution to obtain
P(‖(ajgi,j)−1i,j≤nx‖2 > ε) =
∫
P
(
|g| < ‖diag(
1
a1
, . . . , 1an )N1‖2
ε
)
dPN1 ,
where g is a standard normal distributed random variable. We know that
P
(
|g| < ‖diag(
1
a1
, . . . , 1an )N1‖2
ε
)
=
2
pi
∫ ‖diag( 1a1 ,..., 1an )N1‖2
ε
0
exp
(
− x
2
2
)
dx
≤ ‖diag(
1
a1
, . . . , 1an )N1‖2
ε
(5.1)
and obtain
P(‖(ajgi,j)−1i,j≤nx‖2 > ε) ≤
∫ ‖diag( 1a1 , . . . , 1an )N1‖2
ε
dPN1
=
1
ε
∫
Sn−1
( n∑
j=1
∣∣∣∣ 1aj
∣∣∣∣2|N1(j)|2) 12 dPN1 ,
where PN1 is the unique rotationally invariant, normalized measure on the Euclidean sphere. We
use Jensen’s inequality and obtain
P(‖(ajgi,j)−1i,j≤nx‖2 > ε) ≤
1
ε
( n∑
j=1
∣∣∣∣ 1aj
∣∣∣∣2 ∫
Sn−1
|N1(j)|2dσ
) 1
2
,
We use Lemma 5 to express |N1(j)|2 by |gj |
2
‖(gj)j≤n‖22
where the gj (j = 1, . . . , n) are i.i.d. standard
normal distributed random variables and obtain
P(‖(ajgi,j)−1i,j≤nx‖2 > ε) ≤
1
ε
( n∑
j=1
∣∣∣∣ 1aj
∣∣∣∣2 ∫ |gj |2‖(gi)i≤n‖22 dP
) 1
2
=
1
ε
1√
n
( n∑
j=1
∣∣∣∣ 1aj
∣∣∣∣2 ∫ ∑ni=1 |gi|2‖(gi)i≤n‖22 dP
) 1
2
=
1
ε
1√
n
( n∑
j=1
∣∣∣∣ 1aj
∣∣∣∣2) 12 .
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Step 2: Let v ∈ Sn−1 be uniformly distributed on the Euclidean sphere and independent to
(ajgi,j)i,j≤n. Then it follows by Fubini’s theorem and step 1 that
P(‖(ajgi,j)−1i,j≤nv‖2 ≥ ε) = P((ajgi,j)
−1
i,j≤n,v)(‖(ajgi,j)−1i,j≤nv‖2 ≥ ε)
= P(ajgi,j)
−1
i,j≤n × Pv(‖(ajgi,j)−1i,j≤nv‖2 ≥ ε)
=
∫
1{‖(ajgi,j)−1i,j v‖2≥ε}dP
(ajgi,j)
−1
i,j≤n × Pv
=
∫ ∫
1{‖(ajgi,j)−1i,j v‖2≥ε}dP
(ajgi,j)
−1
i,j≤ndPv
=
∫
P(ajgi,j)
−1
i,j≤n(‖(ajgi,j)−1i,j v‖2 ≥ ε)dPv
≤
∫
1
ε
1√
n
( n∑
j=1
∣∣∣∣ 1aj
∣∣∣∣2) 12 dPv
=
1
ε
1√
n
( n∑
j=1
∣∣∣∣ 1aj
∣∣∣∣2) 12 .
Furthermore, since (ajgi,j)i,j≤n is invertible almost surely we can use the singular value decompo-
sition for (ajgi,j)−1i,j≤n to obtain the existence of random vectors ui ∈ Sn−1 (i ≤ n) such that
si((ajgi,j)
−1
i,j≤n) = ‖(ajgi,j)−1i,j≤nui‖2.
Especially, we have
‖(ajgi,j)−1i,j≤n‖2→2 = ‖(ajgi,j)−1i,j≤nu1‖2.
By the singular value decomposition we also get
‖(ajgi,j)−1i,j≤nv‖22 = | < ((ajgi,j)−1i,j≤n)T (ajgi,j)−1i,j≤n)v, v > |2
=
∣∣∣∣〈 n∑
i=1
s2i ((ajgi,j)
−1
i,j≤n) < ui, v > ui, v
〉∣∣∣∣2
=
n∑
i=1
s2i ((ajgi,j)
−1
i,j≤n)| < ui, v > |2
≥ s21((ajgi,j)−1i,j≤n)| < u1, v > |2
= ‖(ajgi,j)−1i,j≤n‖22→2| < u1, v > |2.
It follows for all c > 0 and for all uniformly distributed v ∈ Sn−1
P
(
‖(ajgi,j)−1i,j≤nv‖2 ≥ ε
√
c
n
)
= P((ajgi,j)
−1
i,j≤n,v)
(
‖(ajgi,j)−1i,j≤nv‖2 ≥ ε
√
c
n
)
= P(ajgi,j)
−1
i,j≤n × Pv
(
‖(ajgi,j)−1i,j≤nv‖2 ≥ ε
√
c
n
)
≥ P(ajgi,j)−1i,j≤n × Pv
(
‖(ajgi,j)−1i,j≤n‖2→2| < u1, v > | ≥ ε
√
c
n
)
≥ P(ajgi,j)−1i,j≤n × Pv
(
‖(ajgi,j)−1i,j≤n‖2→2 ≥ ε, | < u1, v > | ≥
√
c
n
)
=
∫
1{‖(ajgi,j)−1i,j≤n‖2→2≥ε, |<u1,v>|≥
√
c
n}dP
(ajgi,j)
−1
i,j≤n × Pv.
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We use Fubini’s theorem and
1{‖(ajgi,j)−1i,j≤n‖2→2≥ε, |<u1,v>|≥
√
c
n} = 1{‖(ajgi,j)
−1
i,j≤n‖2→2≥ε}1{|<u1,v>|≥
√
c
n}
to obtain
P
(
‖(ajgi,j)−1i,j≤nv‖2 ≥ ε
√
c
n
)
=
∫ ∫
1{‖(ajgi,j)−1i,j≤n‖2→2≥ε, |<u1,v>|≥
√
c
n}dP
(ajgi,j)
−1
i,j≤ndPv
=
∫ ∫
1{‖(ajgi,j)−1i,j≤n‖2→2≥ε}1{|<u1,v>|≥
√
c
n}dP
(ajgi,j)
−1
i,j≤ndPv
=
∫
1{‖(ajgi,j)−1i,j≤n‖2→2≥ε}
∫
1{|<u1,v>|≥
√
c
n}dP
vdP(ajgi,j)
−1
i,j≤n
=
∫
1{‖(ajgi,j)−1i,j≤n‖2→2≥ε}P
v
(
| < u1, v > | ≥
√
c
n
)
dP(ajgi,j)
−1
i,j≤n .
We know that every realization of {ui}i≤n is an orthonormal basis of Rn. With respect to this
basis v is again a uniform distributed random unit vector, since the distribution of v is rotationally
invariant and the first coordinate of v regarding this basis ist < u1, v >. Therefore, we can apply
Lemma 20 and obtain
Pv
(
| < u1, v > | ≥
√
c
n
)
≥ P(|g| ≥ √c),
where g is a standard normal distributed random variable. It follows that
P
(
‖(ajgi,j)−1i,j≤nv‖2 ≥ ε
√
c
n
)
≥ P(‖(ajgi,j)−1i,j≤n‖2→2 ≥ ε)P(|g| ≥
√
c).
We obtain
P(‖(ajgi,j)−1i,j≤n‖2→2 ≥ ε) ≤
P(‖(ajgi,j)−1i,j≤nv‖2 ≥ ε
√
c
n )
P(|g| ≥ √c)
≤
√
2
pi
‖( 1ai )i≤n‖2√
cεP(|g| ≥ √c) .
Since this inequality is true for every c > 0, we can choose a positive c to get rid of the
√
cP(|g| ≥√
c) term. Since Sankar, Spielman and Teng found out, that c = 0.57 almost minimizes the term
on the right hand side and evaluated the error function numerically (see [32, page 8]) we use this
result to obtain
P(‖(ajgi,j)−1i,j≤n‖2→2 ≥ ε) ≤
c=0.57
2.35
‖( 1ai )i≤n‖2
ε
.

As an application of Theorem 14 we want to estimate the expect value of random Block matrices.
Letm and n1, . . . , nm be natural numbers and define n = n1+. . .+nm. Let a
(1)
1 , . . . , a
(1)
n1 , . . . , a
(m)
1 , . . . ,
a
(m)
nm ∈ R \ {0}. Furthermore, for every i ∈ {1, . . . ,m} let g(i)k,l (k, l ≤ ni) be independent standard
normal distributed random variables. We want to study the n× n random block matrix
X =
X1 0. . .
0 Xm
 ,
where for all i = 1, . . . ,m Xi = (a
(i)
l g
(i)
k,l)k,l≤ni . Since
Esn(X) = E min
1≤i≤m
sni(Xi)
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and
P
(∥∥∥∥( 1aj )j≤ni
∥∥∥∥
2
sni(Xi) ≤ ε
)
≤ 2.35ε
by Theorem 14, we can use the following result from [11, page 7]:
Theorem 15 Let α > 0. Let p > 0. Let x1, . . . , xn ∈ R \ {0} be real numbers and X1, . . . , Xn be
random variables satisfying
P(|Xi| ≤ t) ≤ αt for all i = 1, . . . ,m and t ≥ 0.
Then
1
(1 + p)αp
1
(
∑n
i=1
1
|xi| )
p
≤ E min
1≤i≤n
|xiXi|p.
Moreover, if the Xi’s are independent and satisfy the condition
P(|Xi| > t) ≤ exp(−βt) for every t > 0,
where β > 0 is a constant, then
E min
1≤i≤n
|xiXi|p ≤ β−pΓ(1 + p) 1
(
∑n
i=1
1
|xi| )
p
.
From the first statement in Theorem 15 it follows that for the expected value of the smallest
singular value of the Block matrix X we have
Esn(X) ≥ 1
2
2.35−1
( m∑
i=1
1
‖( 1
a
(i)
j
)j≤ni‖2
)−1
.
We want to point out that we don’t need the independence of the matrices Xi. For p = 2 Theorem
15 states that for a class of random variables which satisfy both conditions, one knows the order of
the expected value of the smallest singular value of the n×n diagonal matrix diag(x1X1, . . . , xnXn).
As it is discussed in [11] standard normal distributed and exponentially distributed random vari-
ables do satisfy this conditions.
Let us look at complex Gaussian matrices GC, i.e. complex-valued n×n random matrices whose
entries are independent copies of a complex Gaussian random ξ with Eξ = 0 and ERe(ξ)2 =
1
2
=
EIm(ξ)2, where Re(ξ) denotes the real part and Im(ξ) denotes the imaginary part of ξ. A model
example of such an random variable is
1√
2
g1 +
i√
2
g2, where g1 and g2 are independent standard
normal distributed random variables. For GC we have the following theorem due to A. Edelman
which can be found in [43, page 3].
Theorem 16 Let n ∈ N. Let GC be an n×n complex-valued Gaussian matrix. Then for any fixed
t > 0 we have the exact formula
P(nsn(GC)2 ≤ t) =
∫ t
0
exp(−x)dx.
An easy consequence of the theorem above is the following:
P(sn(GC)2 > t) = exp(−t2n).
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Let n,m ∈ N. It follows that for integers n1, . . . , nm ∈ N with
∑
j≤m nj = n, real numbers
a1, . . . am ∈ R \ {0} and
XC =
a1X1,C 0 00 . . . 0
0 0 amXm,C
 ,
where Xj,C are independent nj × nj complex-valued Gaussian matrices we have the following
equality for the smallest singular value of XC:
Esn(XC) = E min
1≤j≤m
snj (ajXj,C)
=
∫ ∞
0
P( min
1≤j≤m
snj (ajXj,C) > t)dt
=
∫ ∞
0
P(
⋂
1≤j≤m
{snj (ajXj,C) > t})dt.
Using the independence of the Xj,C’s we obtain
Esn(XC) =
∫ ∞
0
∏
1≤j≤m
P(snj (ajXj,C) > t)dt
=
∫ ∞
0
exp
(
− t2
∑
j≤m
nj
aj
)
dt
=
√
pi
2
(∑
j≤m
nj
aj
)− 12
.
We want to point out that for a1 = · · · = am = 1 we have
Esn(XC) =
√
pi
2
n−
1
2 .
5.2 General estimate
In this section we will derive an estimate for more general random tensor matrices. Again the
decomposition of the sphere is the crucial tool in our proof.
Theorem 17 Let n ∈ N be an integer. Let ξ1, . . . , ξn be independent centered random variables
with variances at least one and subgaussian moments bounded by an absolute constant B > 0.
Define X = (Xi,j)i,j≤n to be the random matrix whose rows are independent copies of the random
vector (ξ1, . . . , ξn). Then for every λ > 0 and all sequences a1, . . . , an, b1, . . . , bn ∈ R \ {0} and all
δ, ρ ∈ (0, 1) we have
P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
≤ Cλ+ 2cn + P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)Ti,j≤nx‖2 ≤ λ
(
ρ3δ√
23
)−1
1
‖( 1ai )i≤n‖2
)
,
where C > 0 and c ∈ (0, 1) are constants depending on B.
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Proof: Let δ, ρ ∈ (0, 1). Then we have
P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
= P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
, (Xi,j)i,j≤n is singular
)
+P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
, (Xi,j)i,j≤n is non-singular
)
≤ cn + P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
, (Xi,j)i,j≤n is non-singular
)
,
where c ∈ (0, 1). We used Theorem 10 for ε = 0 to obtain the inequality. We decompose the
euclidean sphere by Sn−1 = Comp(δ, ρ) ∪ Incom(δ, ρ). It follows
P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
= cn + P
(
min
‖x‖2=1
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
, (Xi,j)i,j≤n is non-singular
)
= cn + P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
or inf
x∈Incomp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
, (Xi,j)i,j≤n is non-singular
)
≤ cn + P
(
inf
x∈Incomp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
, (Xi,j)i,j≤n is non-singular
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
, (Xi,j)i,j≤n is non-singular
)
.
By Lemma 16 we know that for all x ∈ Incomp(δ, ρ) we have ‖x‖1 ≥ ρ
3δ√
23
√
n‖x‖2. It follows
P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
= cn + P
(
inf
x∈Incomp(δ,ρ)
(
‖x‖1
∥∥∥∥(aibjXi,j)i,j≤n x‖x‖1
∥∥∥∥
2
)
≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
,
(Xi,j)i,j≤n is non-singular
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
≤ cn + P
(
ρ3δ√
23
√
n inf
x∈Incomp1(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
,
(Xi,j)i,j≤n is non-singular
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
.
At this point we want to remind on the definition of the set
Incomp1(δ, ρ) = {x ∈ ∂Bn1 | ∃ν ∈ R : νx ∈ Incom(δ, ρ)}.
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Since Incomp1 ⊂ ∂Bn1 we obtain
P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
≤ cn + P
(
min
‖x‖1=1
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
(
ρ3δ√
23
)−1
1
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
,
(Xi,j)i,j≤n is non-singular
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
≤ cn + P
(
1
max‖x‖2=1 ‖(aibjXi,j)i,j≤nx‖1
≤ λ
(
ρ3δ√
23
)−1
1
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
,
(Xi,j)i,j≤n is non-singular
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
.
By Lemma 4 we get that
(aibjXi,j)
−1
i,j≤n =
(
1
bi
1
aj
X∗i,j
)
i,j≤n
,
where (X∗i,j)i,j≤n = (Xi,j)
−1
i,j≤n. It follows by Lemma 2
P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
≤ cn + P
(
1
max‖x‖2=1 ‖( 1bi 1ajX∗i,j)i,j≤nx‖1
≤ λ
(
ρ3δ√
23
)−1
1
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
,
(Xi,j)i,j≤n is non-singular
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
≤ cn + P
(
max
‖x‖2=1
∑
i≤n
∣∣∣∣ 1bi
∣∣∣∣∣∣∣∣∑
j≤n
1
aj
X∗i,j
∣∣∣∣ ≥ 1λ ρ3δ√23
∥∥∥∥( 1ai
)
i≤n
∥∥∥∥
2
∥∥∥∥( 1bj
)
j≤n
∥∥∥∥
2
,
(Xi,j)i,j≤n is non-singular
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
.
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By Hölder’s inequality we get that
P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
≤ cn + P
(
max
‖x‖2=1
(∑
i≤n
∣∣∣∣ 1bi
∣∣∣∣2) 12(∑
i≤n
∣∣∣∣∑
j≤n
1
aj
X∗i,jxj
∣∣∣∣2) 12 ≥ 1λ ρ3δ√23
∥∥∥∥( 1ai
)
i≤n
∥∥∥∥
2
∥∥∥∥( 1bj
)
j≤n
∥∥∥∥
2
,
(Xi,j)i,j≤n is non-singular
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
= cn + P
(
max
‖x‖2=1
‖(aiXi,j)−1i,j≤nx‖2 ≥
1
λ
ρ3δ√
23
∥∥∥∥( 1ai
)
i≤n
∥∥∥∥
2
, (Xi,j)i,j≤n is non-singular
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
= cn + P
(
min
‖x‖2=1
‖(aiXi,j)i,j≤nx‖2 ≤ λ
(
ρ3δ√
23
)−1
1
‖( 1ai )i≤n|2
, (Xi,j)i,j≤n is non-singular
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
,
where we used Lemma 4 and Lemma 2, again. By the equality
sn((aiXi,j)i,j≤n) = sn((aiXi,j)Ti,j≤n)
we get
P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
≤ cn + P
(
sn((aiXi,j)
T
i,j≤n) ≤ λ
(
ρ3δ√
23
)−1
1
‖( 1ai )i≤n|2
, (Xi,j)i,j≤n is non-singular
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
.
By repeating the argument from above for
P
(
sn((aiXi,j)
T
i,j≤n) ≤ λ
(
ρ3δ√
23
)−1
1
‖( 1ai )i≤n|2
, (Xi,j)i,j≤n is non-singular
)
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we get that
P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
≤ cn + P
(
sn((Xi,j)
T
i,j≤n ≤ λ
(
ρ3δ√
23
)−2
n−
1
2 , (Xi,j)i,j≤n is non-singular
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)Ti,j≤nx‖2 ≤ λ
(
ρ3δ√
23
)−1
1
‖( 1ai )i≤n‖2
)
≤ cn + P
(
sn((Xi,j)i,j≤n ≤ λ
(
ρ3δ√
23
)−2
n−
1
2
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)Ti,j≤nx‖2 ≤ λ
(
ρ3δ√
23
)−1
1
‖( 1ai )i≤n‖2
)
.
By Theorem 10 it follows for a suitable constant C > 0
P
(
sn((aibjXi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
≤ 2cn + Cλ+ P
(
inf
x∈Comp(δ,ρ)
‖(aibjXi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
+P
(
inf
x∈Comp(δ,ρ)
‖(aiXi,j)Ti,j≤nx‖2 ≤ λ
(
ρ3δ√
23
)−1
1
‖( 1ai )i≤n‖2
)
.

Corollary 4 Let X = (aibjgi,j)i,j≤n be an n × n random matrix, where a1, . . . , an, b1, . . . , bn ∈
R \ {0} and the gi,j are i.i.d. standard normal distributed random variables. Then for all ε > 0
and all δ, ρ ∈ (0, 1) we have that
P
(
sn((aibjgi,j)i,j≤n) ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
≤ 2.35 ρ
3δ√
23
λ+ P
(
inf
x∈Comp(δ,ρ)
‖(aibjgi,j)i,j≤nx‖2 ≤ λ
√
n
‖( 1ai )i≤n‖2‖( 1bj )j≤n‖2
)
.
Proof: As discussed several times before the matrix (gi,j)i,j≤n is almost surely invertible and we
can use the argument from the proof of Theorem 17, but instead of repeating it, we continue analog
to our computations in the proof of Theorem 14. This completes the proof. 
5.3 A new look at compressible vectors
We start this section with an lemma which connects the invertibility problem for incompressible
vectors of an matrix A with the distances of its column vectors Xk to the hyperplane Hk spanned
by the other n− 1 column vectors. This lemma is a crucial and often used tool when dealing with
invertibility problems on the incompressible vectors. It can be found in [28, page 16 f].
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Lemma 21 Let A be an arbitrary random matrix. Let X1, . . . , Xn denote the column vectors of
A, and let Hk = span{Xi | i 6= k} denote the span of all column vectors except the k-th. Then for
every δ, ρ ∈ (0, 1) and every ε > 0, one has
P( inf
x∈Incomp(δ,ρ)
‖Ax‖2 < ερn− 12 ) ≤ 1
δn
∑
k≤n
P(dist(Xk, Hk) < ε).
Proof: Let x ∈ Incomp(δ, ρ). Then we have
‖Ax‖2 = ‖Ax− 0‖2
≥ max
1≤k≤n
inf
y∈Hk
‖Ax− y‖2
= max
1≤k≤n
dist(Ax,Hk)
= max
1≤k≤n
dist(
∑
j≤n
xjXj , Hk)
= max
1≤k≤n
dist(xkXk, Hk)
= max
1≤k≤n
|xk|dist(Xk, Hk).
Furthermore, we get
E|{k ∈ {1, . . . , n} |dist(Xk, Hk) < ε}| = E
∑
k≤n
1{dist(Xk,Hk)<ε}
=
∑
k≤n
P(dist(Xk, Hk) < ε).
We define U to be the event that the set σ1 = {k ∈ {1, . . . , n} |dist(Xk, Hk) ≥ ε} contains more
than (1− δ)n elements. Then it follows by Markov’s inequality that
P(U c) = P(|{k ∈ {1, . . . , n} |dist(Xk, Hk) ≥ ε}| < (1− δ)n)
= P(|{k ∈ {1, . . . , n} |dist(Xk, Hk) < ε}| ≥ δn)
≤ E|{k ∈ {1, . . . , n} |dist(Xk, Hk) < ε}|
δn
=
1
δn
∑
k≤n
E1{dist(Xk,Hk)<ε}
=
1
δn
∑
k≤n
P(dist(Xk, Hk) < ε).
For a subset σ ⊂ {1, . . . , n} we denote the orthogonal projection onto Rσ in Rn by Pσ. We know
that at least δn elements are contained in the set σ2(x) = {k ∈ {1, . . . , n} | |xk| ≥ ρn− 12 }, since
otherwise we would contradict the incompressibility of x:
Assume that σ2(x) contains less than δn elements. Then it follows that ‖x−y‖2 ≤ ρ for the sparse
vector y = Pσ2(x)x, since ‖Pσc2(x)x‖2 ≤ ρ. This can not be true as x is incompressible.
Assume that the event U occurs. Let x ∈ Incomp(δ, ρ) be an arbitrary but fixed vector. Then we
have
|σ1|+ |σ2(x)| > (1− δ)n+ δn = n.
Therefore, it follows that the intersection σ1 ∩ σ2(x) is nonempty. Let k ∈ σ1 ∩ σ2(x). Then by
the definitions of the sets σ1 and σ2(x), we have that
‖Ax‖2 ≥ |xk|dist(Xk, Hk) ≥ ρn− 12 ε.
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It follows that the occurrence of U implies ‖Ax‖2 ≥ ρεn− 12 for all x ∈ Incomp(δ, ρ) and we obtain
P( inf
x∈Incomp(δ,ρ)
‖Ax‖2 < ερn− 12 ) ≤ P(U c) ≤ 1
δn
∑
k≤n
P(dist(Xk, Hk) < ε).

We can use Lemma 21 to show that for matrices (bjgi,j)i,j≤n the compressible vectors play an
important role. This is surprising, as in the cases studied before compressible vectors have little
impact on the least singular value (see for example [28]). To proof this, we need the following
lemma which gives an probabilistic estimate for a lower bound of
inf
x∈Incomp(δ,ρ)
‖Xx‖2.
A main ingredient of this lemma is Lemma 21.
Lemma 22 Let X = (ajgi,j)i,j≤n be an n× n random matrix, where a1, . . . , an ∈ R \ {0} and the
gi,j are i.i.d. standard normal distributed random variables. Then for every δ, ρ ∈ (0, 1) and every
ε > 0 we have
P
(
inf
x∈Incomp(δ,ρ)
‖Xx‖2 ≤ ερ
√
n
‖( 1aj )j≤n‖1
)
≤ ε
δ
.
Proof: Define Hk = span{(ajgi,j)i≤n | j 6= k} = span{(gi,j)i≤n | j 6= k} as the span of the columns
of X except the k-th. We use Lemma 21 and obtain
P
(
inf
x∈Incomp(δ,ρ)
‖Xx‖2 ≤ ερ
√
n
‖( 1aj )j≤n‖1
)
= P
(
inf
x∈Incomp(δ,ρ)
‖(ajgi,j)i,j≤nx‖2 ≤ ερ√
n
n
‖( 1aj )j≤n‖1
)
≤ 1
δn
∑
k≤n
P
(
dist((akgi,k)i≤n, Hk) < ε
n
‖( 1aj )j≤n‖1
)
=
1
δn
∑
k≤n
P
(
dist((gi,k)i≤n, Hk) <
ε
|ak|
n
‖( 1aj )j≤n‖1
)
.
Like before we write the distance from the random vectors (gi,k)i≤n to the subspaces Hk (which
are almost surely hyperplanes as the matrix (gi,j)i,j≤n is almost surely invertible by Theorem 8) as
| < (gi,k)i≤n, Nk > | where Nk is a random normal on Hk. Again, Nk is stochastically independent
to (gi,k)i≤n as a measurable function of the random vectors (gi,j)i≤n (j 6= k). We compute
P
(
inf
x∈Incomp(δ,ρ)
‖Xx‖2 ≤ ερ
√
n
‖( 1aj )j≤n‖1
)
≤ 1
δn
∑
k≤n
P((gi,k)i≤n,Nk)
(
| < (gi,k)i≤n, Nk > | < ε|ak|
n
‖( 1aj )j≤n‖1
)
=
1
δn
∑
k≤n
P((gi,k)i≤n) × PNk
(
| < (gi,k)i≤n, Nk > | < ε|ak|
n
‖( 1aj )j≤n‖1
)
=
1
δn
∑
k≤n
∫
1{|<(gi,k)i≤n,Nk>|< ε|ak|
n
‖( 1
aj
)j≤n‖1
}dP((gi,k)i≤n) × PNk .
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Therefore, we obtain by Fubini’s theorem
P
(
inf
x∈Incomp(δ,ρ)
‖Xx‖2 ≤ ερ
√
n
‖( 1aj )j≤n‖1
)
≤ 1
δn
∑
k≤n
∫ ∫
1{|<(gi,k)i≤n,Nk>|< ε|ak|
n
‖( 1
aj
)j≤n‖1
}dP(gi,k)i≤ndPNk
=
1
δn
∑
k≤n
∫
P(gi,k)i≤n
(
| < (gi,k)i≤n, Nk > | < ε|ak|
n
‖( 1aj )j≤n‖1
)
dPNk
=
1
δn
∑
k≤n
∫
P(gi,k)i≤n
(
|
∑
i≤n
gi,kNk(i)| < ε|ak|
n
‖( 1aj )j≤n‖1
)
dPNk .
Now we use the rotational invariance of the Gaussian distribution to get that
P
(
inf
x∈Incomp(δ,ρ)
‖Xx‖2 ≤ ερ
√
n
‖( 1aj )j≤n‖1
)
≤ 1
δn
∑
k≤n
∫
P
(
|g| < ε|ak|
n
‖( 1aj )j≤n‖1
)
dPNk
where g is an standard normal distributed random variable. Since
P
(
|g| < ε|ak|
n
‖( 1aj )j≤n‖1
)
=
√
2
pi
∫ ε|ak| n‖( 1aj )j≤n‖1
0
exp
(
− x
2
2
)
dx
≤ ε|ak|
n
‖( 1aj )j≤n‖1
we obtain
P
(
inf
x∈Incomp(δ,ρ)
‖Xx‖2 ≤ ερ
√
n
‖( 1aj )j≤n‖1
)
≤ 1
δn
∑
k≤n
∫
ε
|ak|
n
‖( 1aj )j≤n‖1
dPNk
=
ε
δn
∑
k≤n
1
|ak|
n
‖( 1aj )j≤n‖1
=
ε
δ
.

Now we want to use Lemma 22 to conclude that there exist random tensor matrices X such
that the compressible vectors have an big impact on the smallest singular value of the matrix X.
Therefore, we look at the following example:
For the first example we want to remind on the situation in Theorem 9: For any ε > 0 we want to
study the least singular value of the matrix
Gε =

g1,1 . . . g1,n−1 εg1,n
. . . . . . . . . . . .
. . . . . . . . . . . .
gn,1 . . . gn,n−1 εgn,n
 ,
where for i, j ∈ {1, . . . , n} the gi,j are i.i.d. standard normal distributed random variables. Fur-
thermore, let δ, ρ ∈ (0, 1). It follows by Lemma 22 that
P
(
inf
x∈Incomp(δ,ρ)
‖Gεx‖2 ≤ λρ
√
n
‖( 1, . . . , 1︸ ︷︷ ︸
n−1 times
, 1ε )‖1
)
≤ λ
δ
.
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Setting λ =
δ
2
we get that
P
(
inf
x∈Incomp(δ,ρ)
‖Gεx‖2 ≥
δ
2ρ
√
n
‖(1, . . . , 1, 1ε )‖1
)
≥ 1
2
.
For a random variable X let MX denote the median of X. Then we have the following inequality
due to Markov’s inequality:
1
2
≤ P(X ≥MX) ≤ EX
MX
.
By this considerations we obtain
δρ
√
n
2‖(1, . . . , 1, 1ε )‖1
≤M( inf
x∈Incomp(δ,ρ)
‖Gεx‖2) ≤ 2E( inf
x∈Incomp(δ,ρ)
‖Gεx‖2).
But by Theorem 9 it follows that
Esn(Gε) ∼ min
{
ε,
1√
n
}
∼ 1‖(1, . . . , 1, ε)‖2 .
Since
δρ
√
n
2‖(1, . . . , 1, 1ε )‖1
∼ min
{
ε
√
n,
1√
n
}
we obtain that infx∈Incomp(δ,ρ) ‖Gx‖2 does not have a
big impact on sn(Gε) for very small ε > 0.
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Chapter 6
Random simplices and connections to
singular values of random matrices
We tried to find a geometric representation of the smallest singular value in terms of random sim-
plices to understand what causes the effect that the smallest singular value of an n× n Gaussian
random matrix is of order
1√
n
whereas the largest singular value is about factor n greater. Even
though we did not manage to find such an geometric representation, we learned important tech-
niques that inspired us in our main theorems. In addition to that we made some observations on
random simplices which we will present in the sequel.
As we have seen in Lemma 5 one can write a random vector (gi)i≤n whose coordinates gi are
independent standard normal distributed random variables as
(gi)i≤n = ‖(gi)i≤n‖2 (gi)i≤n‖(gi)i≤n‖2 ,
where
(gi)i≤n
‖(gi)i≤n‖2 is a random unit vector uniformly distributed on the Euclidean sphere which is
stochastically independent to ‖(gi)i≤n‖2. Since, many important geometric properties do not de-
pend on the length of the vectors rather than their position to each other we will study normalized
Gaussian vectors most of the time.
Let n,m ∈ N with m ≤ n + 1. Let X1, . . . Xm be i.i.d. random vectors chosen uniformly at
random from the Euclidean sphere. Then we have seen in the proof of Lemma 6 that X1, . . . , Xm
are linearly independent almost surely and thus the convex hull of X1, . . . Xm is almost surely a
m− 1-dimensional simplex to which we will refer as random simplex.
Lemma 23 Let n ∈ N. Let X1, . . . , Xn be i.i.d. random vectors chosen uniformly at random from
the Euclidean sphere. For all i, j ∈ {1, . . . , n} with i 6= j we have that
√
2(
√
2− 1) ≤ E‖Xi −Xj‖2 ≤
√
2.
Proof: We apply Jensen’s inequality on the concave function f : [0,∞) → [0,∞) x 7→ √x and
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obtain
E‖Xi −Xj‖2 = E
(∑
k≤n
|Xi,k −Xj,k|2
) 1
2
= E
(∑
k≤n
X2i,k − 2Xi,kXj,k +X2j,k
) 1
2
≤
(
E
∑
k≤n
X2i,k − 2Xi,kXj,k +X2j,k
) 1
2
=
(
E‖Xi‖22 + E‖Xj‖22 − 2
∑
k≤n
EXi,kEXj,k︸ ︷︷ ︸
=0
) 1
2
=
√
2.
The last inequality is due to the fact that for all i ∈ {1, . . . , n} each coordinate of Xi has mean
zero. On the other hand we get by the parallelogram law
E(‖Xi +Xj‖2 + ‖Xi −Xj‖2) ≥ E(‖Xi +Xj‖22 + ‖Xi −Xj‖22)
1
2
=
√
2E(‖Xi‖22 + ‖Xj‖22)
1
2 .
Again by Jensen’s inequality it follows that
E‖Xi −Xj‖2 ≥
√
2E(‖Xi‖22 + ‖Xj‖22)
1
2 − E‖Xi +Xj‖2
= 2− E‖Xi +Xj‖2
≥ 2− (E‖Xi +Xj‖22)
1
2
= 2− (E < Xi +Xj , Xi +Xj >) 12
= 2− (E‖Xi‖22 + E‖Xj‖22)
1
2
where the last equality follows by an analogue consideration as above. Finally, we get that
E‖Xi −Xj‖22 ≥
√
2(
√
2− 1)
which ends the proof. 
We calculated that the expected (Euclidean) distance between two vertices of the random sim-
plex is of order
√
2. The next lemma sharpens this statement.
Lemma 24 Let n ∈ N. Let X1, . . . , Xn be independent unit random vectors chosen uniformly at
random from the Euclidean sphere. Then for all i ∈ {1, . . . , n} we have
P({∃j ∈ {1, . . . , n} \ {i} : d(Xj , Xi) < ε}) ≤ (n− 1) exp
(
− (n− 2)(
pi
2 − ε)2
2
)
,
where d(Xj , Xi) denotes the geodesic distance between Xj and Xi.
The following proposition states that most of the mass of the Euclidean sphere lies concentrated
around any set which carries at least half of the mass of the sphere. It can be found in [17] on
page 1.
Proposition 1 Denote by σn−1 the unique normalized rotational invariant measure on Sn−1. Let
A ⊂ Sn−1 be any measurable set with σn−1(A) ≥ 1
2
. Then for every ε > 0 we have for the ε-
neighbourhood Aε = {x ∈ Sn−1 | d(x,A) < ε} of A, where the distance is measured in the geodesic
distance, that
σn−1(Aε) ≥ 1− exp
(
− (n− 2)ε
2
2
)
.
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Proof (Lemma 24): Let ε ∈ (0, pi
2
). We have for all i ∈ {1, . . . n} that
P({∃j ∈ {1, . . . , n} \ {i} : d(Xj , Xi) < ε}) = P
( ⋃
j≤n
j 6=i
{d(Xj , Xi) < ε}
)
≤
∑
j≤n
j 6=i
P(d(Xj , Xi) < ε)
= (n− 1)P(d(X1, Xi) < ε)
= (n− 1)
∫
1{d(X1,Xi)<ε}dP
X1 × PXi ,
where we used the independence of X1 and Xi (i = 2, . . . n) in the last equality. We use Fubini’s
theorem and obtain
P({∃j ∈ {1, . . . , n} \ {i} : d(Xj , Xi) < ε}) ≤ (n− 1)
∫
PX1(d(X1, Xi) < ε)dPXi .
By Proposition 1 we get that
P({∃j ∈ {1, . . . , n} \ {i} : d(Xj , Xi) < ε}) ≤ (n− 1) exp
(
− (n− 2)(
pi
2 − ε)2
2
)
,
where we used that every hemisphere H has σn−1(H) =
1
2
. 
Another important quantity of the (random) simplex is its center of gravity.
Lemma 25 Let X1, . . . , Xn be independent random variables that are uniformly distributed on
the sphere. Denote by 4n−1 = conv{X1, . . . , Xn} the random simplex spanned by X1, . . . , Xn.
Furthermore, let
G4n−1 =
1
n
∑
i≤n
Xi
denote the center of gravity of 4n−1. Then we have
E‖G4n−1‖2 ∼
1√
n
.
Proof: Since ln2 is of type and cotype 2 we have
C2(l
n
2 )
−1 1√
n
= C2(l
n
2 )
−1 1
n
E
(∑
i≤n
‖Xi‖22
) 1
2
≤ 1
n
E
∫ 1
0
‖
∑
i≤n
ri(t)Xi‖2dt
≤ T2(ln2 )
1
n
E
(∑
i≤n
‖Xi‖22
) 1
2
= T2(l
n
2 )
1√
n
,
where (ri)i≤n is a Rademacher sequence, C2(ln2 ) and T2(ln2 ) denote the cotype and type constant
of ln2 . Since for all i ∈ {1, . . . , n} the Xi are symmetric distributed it follows that
E‖G4n−1‖2 =
1
n
E‖
∑
i≤n
Xi‖2 = 1
n
∫ 1
0
E‖
∑
i≤n
ri(t)Xi‖2dt.
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Thus it follows by Fubini’s theorem that
E‖G4n−1‖2 =
1
n
E
∫ 1
0
‖
∑
i≤n
ri(t)Xi‖2dt ∼ 1√
n
.

In [20] R. Miles gave an answer to the question about the volume of an random simplex:
Consider we choose i+ j independent random points in the Euclidean ball Bn2 , where i are chosen
uniformly at random in the unit ball Bn2 and j are chosen uniformly at random on the sphere
Sn−1. In the case 2 ≤ i+ j ≤ n+ 1 the convex hull of the i+ j random points is almost surely an
m-dimensional simplex 4m (m = i+ j − 1) and the i+ j random points are the vertices of 4m.
Theorem 18 (Miles) We have for all k = 1, 2, . . . that
E|volm(4m)|k =
(
1
m!
)k(
n
n+ k
)i Γ( 12 (m+ 1)(n+ k)− j + 1)
Γ(
1
2
[(m+ 1)n+mk]− j + 1)
(
Γ( 12n)
Γ( 12 (n+ k))
)m
×
m−1∏
l=1
Γ( 12 (n−m+ k + l))
Γ( 12 (n−m+ l))
,
where volm(4m) denotes the m-dimensional volume of 4m.
This result is a consequence of the well known Blaschke-Petkantschin formula which can be found
in [33, page 201] or [37, page 77]: Let n, k ∈ N, k ≤ n. Let dLnk denote the measure on all
k-dimensional affine subspaces of Rn
∧ki=0dxni = (k!volk(conv{x0, . . . , xk}))n−k ∧ki=0 dxki dLnk .
Furthermore, for the case k = n− 1 one can decompose dLnn−1 as follows (see [37, page 77])
dLnn−1 = dpdµSn−1(ξ),
where p denotes the distance of the hyperplane to the origin and ξ is the normal vector of the
hyperplane.
In [20] Miles showed that choosing n points independently and uniformly at random from the
sphere Sn−1 is stochastically equivalent to the following (see also [4]) First, one chooses a random
hyperplane, determined by its random normal vector which is uniformly distributed on the sphere,
and its distance p to the origin which has the probability density function
p : R→ [0,∞),

2
B( 12 ,
1
2 (n− 1)2)
(1− x2)n
2−2n−1
2 , x ∈ [0, 1]
0, else
,
where
B : (0,∞)× (0,∞)→ R, B(x, y) =
∫ 1
0
tx−1(1− t)y−1dt
denotes beta function. Then one chooses n random unit vectors x1, . . . , xn from the intersection
of the hyperplane with the sphere by weighting the jointly uniform distribution by
(n− 1)!B(
1
2 ,
1
2 (n− 1)2)
2
voln−2(Sn−2)n
voln−1(Sn−1)n−1
1
(1− p2)n−12
voln−1(conv{x1, . . . , xn}).
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Lemma 26 Let n ∈ N. Let X1, . . . , Xn be independent random vectors chosen uniformly at ran-
dom from Sn−1. Furthermore, let p denote the distance of the (almost surely affine) hyperplane
spanned by X1, . . . , Xn to the origin. Then
Ep ∼
√
2
pi
1
n
.
Proof: By the sequential construction of Miles we know that
Ep =
∫ 1
0
x
2
B( 12 ,
1
2 (n− 1)2)
(1− x2)n
2−2n−1
2 dx.
Since we have the identity
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
for the beta function we get that
Ep =
2Γ( 12 (n
2 − 2n) + 1)
Γ( 12 )Γ(
1
2 (n− 1)2)
∫ 1
0
x(1− x2)n
2−2n−1
2 dx
=
1√
pi
Γ(n
2−2n
2 )
n2−2n
2
Γ( 12 (n− 1)2)
∫ 1
0
2x(1− x2)n
2−2n−1
2 dx,
where we used that Γ(x+ 1) = xΓ(x) and Γ( 12 ) =
√
pi. By a change of variables we obtain
Ep =
1√
pi
Γ(n
2−2n
2 )
n2−2n
2
Γ( 12 (n− 1)2)
∫ 1
0
y
n2−2n−1
2 dy
=
1√
pi
n2 − 2n
(n− 1)2
Γ(n
2−2n
2 )
Γ( (n−1)
2
2 )
.
It follows by Stirling’s formula that
Ep ∼ 1√
pi
n2 − 2n
(n− 1)2
√
4pi
n2−2n (
n2−2n
2e )
n2−2n
2√
4pi
(n−1)2 (
(n−1)2
2e )
(n−1)2
2
=
1√
pi
n2 − 2n
(n− 1)2
√
(n− 1)2
n2 − 2n (
n2 − 2n
(n− 1)2 )
n2−2n
2 (
2e
(n− 1)2 )
1
2
∼
√
2
pi
1
n− 1
∼
√
2
pi
1
n
.

In [23, page 11 ff] H. Ruben and R. E. Miles showed that if Xi = (aigi,j)j≤n where a1, . . . , an ∈
R \ {0} is a sequence of reals and gi,j (i, j ≤ n) are independent standard normal distributed
random variables we have the following equality in distribution
|voln−1(conv{X1, . . . , Xn})| D= 1
(n− 1)!
(∏
i≤n
a2i
∑
i≤n
1
a2i
) 1
2
n−1∏
i=1
χn−i+1,
where χn−i+1
D
=
√∑
j≤n−i+1 g
2
j (the gj denote i.i.d. standard normal distributed random vari-
ables) denotes the distribution and the n− 1 χ-variates are independent. In particular, since∏
i≤n
si(X) = det(X)
D
= (n− 1)!|voln−1(conv{X1, . . . , Xn})|,
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where X denotes the n×n random matrix whose i-th column is given by Xi, we have a direct con-
nection to the singular values. It would be nice, to find a geometric meaning of the singular values
of X, especially of the smallest singular, as a quantity in the random simplex conv{X1, . . . , Xn}.
The following theorem is stated for Gaussian random vectors since this formulation relieves the
computation. But one sees by Lemma 5 that there is an analogue formulation for unit vectors
chosen uniformly at random.
We are interested in an estimate for the inradius r4n−1 (i.e. r4n−1 is the radius of the biggest ball
completely contained in 4n−1) of an random simplex 4n−1.
Theorem 19 Let X1, . . . , Xn be independent random vectors whose entries are i.i.d. standard
normal distributed random variables. We denote the almost surely existing (n − 1)-dimensional
random simplex with vertices Xi by 4n−1 = conv{X1, . . . , Xn}. Then we get for the inradius
r4n−1 of 4n−1 that
P(r4n−1 < ε) ≥ 1− 2
√
2
pi
exp
(
− ε
2n2
8
)
.
Proof: We denote the faces of 4n−1 by F1, . . . , Fn, where for all i ∈ {1, . . . , n} Fi denotes the face
containing all but the i-th vertex Xi. Since we know that the volume of an n-dimensional simplex
with base B and heigth h is equal to
1
n
voln−1(B)h it follows that
voln−1(4n−1) =
r4n−1
n− 1
∑
i≤n
voln−2(Fi)
since one can decompose 4n−1 into n random simplices with bases F1, . . . , Fn and height r4n−1 .
Therefore, we get that
P(r4n−1 < ε) = 1− P(r4n−1 ≥ ε)
= 1− P
(
1
r4n−1
≤ 1
ε
)
= 1− P
(
1
n− 1
∑
i≤n
voln−2(Fi)
voln−1(4n−1) ≤
1
ε
)
= 1− P
(
1
n− 1
∑
i≤n
voln−2(Fi)
voln−2(Fi) 1n−1dist(Xi, Hi)
≤ 1
ε
)
,
where Hi = span{Xj | j 6= i}. We obtain
P(r4n−1 < ε) = 1− P
(∑
i≤n
1
dist(Xi, Hi)
≤ 1
ε
)
= 1− P
(
1
n
∑
i≤n
1
dist(Xi, Hi)
≤ 1
εn
)
≥ 1− 2
n
∑
i≤n
P
(
1
dist(Xi, Hi)
≤ 2
εn
)
,
where we used Lemma 18. By Lemma 6 we get
P
(
r4n−1 < ε) ≥ 1− 2P(dist(X1, H1) ≥
εn
2
)
= 1− 2P
(
|g| ≥ εn
2
)
,
80
where g is a standard normal distributed random variable. It follows that
P(r4n−1 < ε) ≥ 1− 2
∫ ∞
εn
2
2√
2pi
exp
(
− x
2
2
)
dx
≥ 1− 2
√
2
pi
exp
(
− ε
2n2
8
)
.
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