Variational dropout (VD) is a generalization of Gaussian dropout, which aims at inferring the posterior of network weights based on a log-uniform prior on them to learn these weights as well as dropout rate simultaneously. The log-uniform prior not only interprets the regularization capacity of Gaussian dropout in network training, but also underpins the inference of such posterior. However, the log-uniform prior is an improper prior (i.e., its integral is infinite) which causes the inference of posterior to be ill-posed, thus restricting the regularization performance of VD. To address this problem, we present a new generalization of Gaussian dropout, termed variational Bayesian dropout (VBD), which turns to exploit a hierarchical prior on the network weights and infer a new joint posterior. Specifically, we implement the hierarchical prior as a zero-mean Gaussian distribution with variance sampled from a uniform hyper-prior. Then, we incorporate such a prior into inferring the joint posterior over network weights and the variance in the hierarchical prior, with which both the network training and the dropout rate estimation can be cast into a joint optimization problem. More importantly, the hierarchical prior is a proper prior which enables the inference of posterior to be well-posed. In addition, we further show that the proposed VBD can be seamlessly applied to network compression. Experiments on both classification and network compression tasks demonstrate the superior performance of the proposed VBD in terms of regularizing network training.
Introduction
Deep neural networks have gained great success in various artificial intelligence research areas, e.g., computer vision [10] , natural language processing [4] , etc. Nevertheless, due to the limited samples with annotation in practice, training deep neural networks with extensive parameters often suffers from over-fitting problem [32] . Dropout proves to be an practical technique to alleviate this problem, which stochastically regularizes network weights by randomly enforcing multiplicative noise on input features during training [11] . Over the past several years, various dropout methods have been put forward [11, 26, 30] . Among them, Gaussian dropout [30] provides a general framework, which introduces the distribution of network weights into model training and thus can well approximate the conventional dropout with different types of noise, such as binary noise [11] or Gaussian noise [26] . While these methods have shown promising regularization performance in various deep network architectures [19, 25, 14, 16, 7] , the reason behind such success is not clear, and their performance heavily depends on a predefined dropout rate, for which traditional grid-search based methods is a prohibitive operation for large network models.
Variational dropout (VD) [18] is a generalization of Gaussian dropout, which focuses on inferring the posterior of network weights based on a log-uniform prior on them. By doing this, VD can address these two aspects of problems mentioned above. 1) Bayesian Interpretation. It has been proved [18] that VD can be consistent with Gaussian dropout for a fixed dropout rate by enforcing the log-uniform prior on network weights. This implies that incorporating Gaussian dropout into network training amounts to variational inference on the network weights, where these weights are regularized by the Kullback-Leibler (KL) divergence between the variational posterior, i.e., the distribution of network weights introduced by Gaussian dropout, and the log uniform prior. In other words, the log uniform prior endows Gaussian dropout with the regularization capacity. 2) Adaptive dropout rate estimation. Based on the log uniform prior, VD [18] can simultaneously learn the network weights as well as dropout rate via inferring the posterior on these weights. To sum up, it can be seen that the log uniform prior as the footstone of VD underpins these two advantages above. However, recent theoretical progress in [12, 13, 23] demonstrates that the log-uniform prior is an improper prior (i.e., its integral is infinite), which causes inferring the posterior of network weights to be ill-posed. Such ill-posed inference can degenerate variational inference on these weights into penalised maximum likelihood estimation [12] . Thus, the interpretation on the regularization capacity of Gaussian dropout is not in a full Bayesian way. And more seriously, the regularization capacity of VD is still limited.
To address this problem, we propose a variational Bayesian dropout (VBD) framework, which is a new generalization of Gaussian dropout. A visualization comparison between the proposed VBD and VD can be seen in Figure 1 . In VBD, we assume network weights to come from a two-level hierarchical prior. Instead of only inferring the posterior over network weights, we propose to infer the joint posterior over both network weights and their hyper-parameters defined in their first-level prior. Through implementing the hierarchical prior as a zero-mean Gaussian distribution with variance sampled from a uniform distribution, we can theoretically prove that the proposed VBD can be consistent with Gaussian dropout [30] for a fixed dropout rate as VD. Thus, VBD also can interpret the regularization capacity of Gaussian dropout. In contrast to the improper log uniform prior, the proposed hierarchical prior is a proper prior, which enables the inference of posterior in VBD wellposed. This not only leads to a full Bayesian justification for Gaussian dropout, but also improves the regularization capacity obviously. In addition, we further find that the proposed VBD can be seamlessly applied to neural network compression as [21, 23] . Experimental results on classification as well as network compression tasks shows the effectiveness of VBD in handling over-fitting.
Related work
In this section, we give a brief review on existing dropout methods.
Dropout. Dropout plays an important role in improving the generalization capacity of deep neural networks. At first, dropout is employed to randomly drop input features with binary distribution during training to prevent feature co-adaptation [11] . This amounts to training an exponential number of different networks with shared parameters. In the test phase, the prediction is determined by averaging the outputs of all these different networks. The idea of dropout is then generalized by multiplying the input features with random noise drawn from other distributions, e.g., Gaussian [26] . While these ealy methods have showed effectiveness in some cases, training an exponential number of networks is computationally expensive. To address tihs problem, Gaussian dropout [30] proposes to sample the output features from a Gaussian distribution instead of input features in dropout training and shows virtually identical regularization performance but faster convergence. This is inspired by the observation that enforcing multiplicative noise on input features, whatever the noise is generated from a Bernoulli distribution or a Gaussian, making use of the central limit theorem, makes the corresponding outputs to be approximately Gaussian [30] . However, these conventional dropout methods fail to clarify the behind principle for their regularization capacity. In addition, their performance depends a lot on the pre-defined dropout rate. In contrast, the proposed VBD can provide a Bayesian interpretation for dropout as well as automatically estimating the dropout rate.
Variational Dropout. VD is a generalization of Gaussian dropout, which is able to interpret the regularization capacity of dropout as well as automatically estimating the dropout rate via inferring the posterior of network weights. For example, literature in [18] proves that training network with variational dropout framework implicitly imposes the log-uniform prior on weights for preventing over-fitting. Since the dropout rate can be automatically determined, some literatures [21, 23] further apply VD to compress neural networks. However, the log-uniform prior is an improper prior which causes the inference of posterior over network weights in VD to be ill-posed [13, 23] , thus limiting its performance in preventing over-fitting. In this study, the proposed VBD imposes a proper hierarchical prior on network weights, which induces a well-posed Bayesian inference over network weights and thus improves the regularization capacity obviously.
Concrete Dropout and Adversarial Dropout. In addition, recent literatures have proposed another two dropout methods, e.g., concrete dropout [6] and adversarial dropout [24] . They are totally different from the proposed VBD. Specifically, concrete dropout provides Bayesian generalization for dropout with Bernoulli distribution [11] , while the proposed VBD provides Bayesian generalization for Gaussian dropout [30] . Besides, adversarial dropout [24] proposes to handle over-fitting by training the network in an adversarial way. In contrast, the proposed method focuses on introducing hierarchical prior on network weights to regularize the network training.
Preliminaries
Consider a supervised learning problem on a dataset
of observation-label pairs, we need to train a fully connected neural network with L hidden layers. For each layer, we have:
where A denotes the M × K matrix of input features for current minibatch, θ is the K × D weight matrix, B is the M × D output matrix before activation function.
Gaussian Dropout
To prevent over-fitting, dropout applies multiplicative noise on the input of each layer of neural networks during training as follows:
where ξ is the M × K noisy matrix, and • denotes the element-wise (Hadamard) product. In conventional dropout methods, the elements of the noise ξ are either sampled from a Bernoulli distribution with probability 1 − p of being 1, with the dropout rate p [11] , or sampled from a Gaussian distribution with mean 1 and variance α = p/(1 − p) [26] . Regardless which strategy of the above two is used, according to the central limit theorem and equation (Eq.) (2), one can directly produce B m,d by sampling from the following Gaussian distribution:
where
Here A m,k denotes an element in A. This means q(W) can be factorized as follows:
where each element W k,d in W can be sampled from q(W k,d ) in Eq. (4). Finally, the objective function for network training with Gaussian dropout becomes: 
where L D (θ, α) with fixed parameter α is the same as one in Eq. (5) and known as the expected log-likelihood term.
In VD, firstly it can be seen that the dropout rate α can be automatically determined by data characteristics. Secondly, VD can provide a Bayesian interpretation for the success of dropout in preventing over-fitting. To clarify this, VD requires that the optimization of θ in Eq. (7) is consistent with that in Gaussian dropout in Eq. (5), i.e., maximizing the expected log-likelihood. To this end, the prior p(W) has to be such that D KL (q(W)||p(W)) in Eq. (7) does not depend on weight parameters θ. With such a requirement, it has been shown that Proposition 1 ( [18] ). The only prior in VD, which enables D KL (q(W)||p(W)) not depending on weight parameters θ, is the log-uniform prior:
The above discussion demonstrates that training network with VD implicitly imposes the log-uniform prior on weights. With such a prior, the KL term in Eq. (7) is able to regularize the number of significant digits stored for the weights W in the floating-point format, thus being able to mitigate over-fitting at some extent. However, the log-uniform prior is an improper prior, which reaches ill-posed variational inference, e.g., the KL divergence between the variational posterior in Eq. (4) and the log uniform prior in Eq. (8) is infinite. Although leveraging truncated techniques relieves this problem at some extent [18, 23] , pathological behaviour still remains [12] , e.g., the resultant infinite KL divergence theoretically degenerate VD into a maximum likelihood estimation that fails to avoid over-fitting. More details for the theoretical justification can be found in [13, 23, 12] . Therefore, the performance of VD in preventing over-fitting can be further improved.
Variational Bayesian Dropout with a Hierarchical Prior
In this section, we will introduce the details of the proposed VBD. In the following, we firstly introduce the proposed VBD framework. Then, we show a specifically designed hierarchical prior in VBD framework, and prove that VBD with this prior can be consistent with Gaussian dropout for a fixed dropout rate. Finally, the resultant advantages are discussed.
Variational Bayesian Dropout
In contrast to a one-level prior in VD, we turn to propose a two-level hierarchical prior p(W, γ) = p(W|γ)p(γ). This brings two aspects of advantages. Firstly, since two kinds of very simple distributions in hierarchical structure can produces a much more complicated distribution, e.g., a hierarchical sparse prior [33] , a zero-mean Gaussian distribution with variance depicted by Gamma distribution that equals to a Laplace distribution [34] , and hence the two-level structure increase the possible solution spaces for the proper and feasible prior to interpret Gaussian dropout. Secondly, the hierarchical structure enables the two-level prior separable in the involved Bayesian inference and thus is possible to simplify the Bayesian inference or makes the intractable inference tractable, which will be further clarified in the following subsections.
Similar as VD, the proposed VBD also aims at optimizing a variational posterior to approximate the true posterior. They differ in that VD only considers the posterior of network weights, while we propose to model the joint posterior of both weights (e.g., W) and the hyper-parameters (e.g., γ) in their prior as illustrated in Figure 1 . Therefore, the objective of Bayesian inference in the proposed VBD can be formulated as:
where q(W, γ) denotes a corresponding variational joint posterior for p(W, γ|D). It can be seen that when the hyper-parameter γ is fixed, the proposed VBD will reduce to VD. Thus, the proposed VBD is a more general version of VD. According to variational Bayesian inference technique [15] , we use the variational posterior q(W, γ) = q(W)q(γ) to approximate the true posterior p(W, γ|D), and then the objective in Eq. (1) can be reformulated as the variational lower bound of the marginal likelihood of data as:
where L D is the expected log-likelihood term in Eq. (7). For the proposed VBD, the key is to exploit an proper hierarchical prior p(W, γ) for supporting Gaussian dropout. In the following, we will provide such a prior and discuss its advantages.
The Proposed Hierarchical Prior
Inspired by the hierarchical prior in sparse Bayesian learning [27] , we assume the network weights W come from a zero-mean Gaussian distribution. Then, a uniform hyper-prior is imposed on the variance of the Gaussian distribution to adjust the shape of the ultimate prior. When each element
in W is independent identically distributed, the proposed two-level hierarchical prior p(W, γ) is formulated as:
where U(γ k,d |a, b) denotes an uniform distribution with range [a, b]. By imbedding this prior into the proposed VBD framework in Eq. (3), we give the following theoretical result. Proposition 2. With the prior p(γ) in Eq. (4), we employ mean-field variational approximation, viz.,
, and assume that q(γ k,d ) comes from a delta distribution, then the proposed VBD framework in Eq. (3) reduces to
Given the prior in Eq. (4) and the variational posterior q(γ k,d ), D KL (q(γ)||p(γ)) in Eq. (3) will collapse to a constant and thus can be neglected in optimization. Similar trick can be found in [2, 1] . Specifically, to simplify the representation, we assume γ k,d as a one-dimensional scalar. As defined in Eq. (4), we have
is generally regarded as a large enough interval [2, 1] . As a result, we arrive
, which is independent to the unknown variables α, θ and γ and thus can be neglected. Therefore, we do not need to set specific values for the hyper-parameters a and b in practice. The detailed proof can be found in supplementary material.
According to [18] , the key property of the log-uniform prior is to enable the KL divergence D KL (q(W)||p(W)) in Eq. (7) not depending on weight parameters θ as mentioned in Proposition 1. With this property, learning θ in VD will be consistent with that in conventional Gaussian dropout for a fixed dropout rate α. In the following, we will demonstrate that the proposed hierarchical prior Eq. (4) also shows a similar property in VBD framework Eq. (12) . To this end, we give the following theoretical result. (12) can be decomposed into a sum as:
Since both the prior q(W k,d ) and the posterior p( (13) can be easily calculated:
Introducing such a result Eq. (14) into Eq. (12), we have:
To find the optimal γ k,d , denoted γ * k,d , setting the partial differential of Eq. (15) with respect to γ k,d to zero, we have:
Replacing γ k,d in Eq. (14) by Eq. (16) completes the proof.
In summary, with Propositions 2 and 3, the final objective for the proposed VBD with the hierarchical prior can be given as:
Built on this loss function, we can see that: 1) The proposed hierarchical prior also meets the requirement such that D KL (q(W)||p(W|γ)) does not depend on weight parameters θ. In other words, the proposed VBD with the hierarchical prior is consistent with Gaussian dropout when α is fixed. Hence, the proposed VBD can give Bayesian interpretation for Gaussian dropout.
2) The dropout rate parameter α also can be automatically learned as VD.
More importantly, the improper log-uniform prior in traditional VD induces ill-posed Bayesian inference, since it leads to infinite D KL (q(W)||p(W)) as mentioned in [12, 13, 23] . By contrast, the proposed hierarchical prior in VBD gives well-posed Bayesian inference, since it produces reasonable and tractable D KL (q(W)||p(W|γ)) as shown in Proposition 3. Hence, the proposed hierarchical prior in VBD shows obvious superiority over the log-uniform prior in VD, and we argue that the proposed VBD framework with the hierarchical prior provides a full Bayesian interpretation for the success of Gaussian dropout in preventing over-fitting.
According to the discussion above, we can conclude as follows. The proposed VBD is a more general VBD. It not only has the inherent advantages of VD (e.g., Bayesian interpenetration and adaptive dropout rate), but also appropriately addresses the problem in VD brought by the improper log-uniform prior.
Extension to Neural Network Compression
Since VD can adaptively learn the dropout rate p (or α) from training dataset, it can be utilized for neural networks compression [21, 23] . Inspired by this, in this section we turn to exploit the ability of applying the proposed VBD to neural networks compression under the frameworks proposed in [21, 23] . In addition, we will also discuss the advantage of the proposed framework on networks compression.
Compressing Weights
We first extend the proposed VBD to compressing weights under the framework in [21] . Further details about the framework can be found in that paper. To this end, the proposed hierarchical prior Eq. (4) is used to model weights in a neural network. The distribution Eq. (4) as a variational posterior,
) (Here the original α in Eq. (4) is replaced by α k,d to learn specific α for each weight, in which Proposition 3 holds), is used to approximate the true posterior. In this way, to learn θ k,d and α k,d , the objective function Eq. (17) is rewritten by:
Further, since the natural gradient of θ k,d faces with high variance, we follows the re-parameterization trick in [21] , viz, σ
. The only difference between the proposed method and the method in [21] is the regularization term −D KL (q(W)||p(W)). It is equivalent to
) in the method proposed in [21] , where k 1 , k 2 and k 3 are constant, and S(·) denotes the sigmoid function. The term −0.5 log(1 + α −1 k,d ) in the latter is heuristically designed in [21] to model the behaviour that the negative KL-divergence goes to a constant as log α k,d goes to minus infinity. In contrast, the term −0.5 log(1 + α −1 k,d ) in the proposed VBD is naturally derived from Bayesian inference as mentioned above. Further discussion on this term will be given in section 5.3.
Structured Compressing
Although the method in [21] can be employed to compress weights in a neural network, it fails to accelerate of neural networks in the testing phase, since resultant compression is unstructured. Recently, structured Bayesian pruning in [23] employs VD to remove neurons and/or convolutional channels in convolutional neural networks for structured compression, resulting in satisfactory performance. Similar as VD, the proposed VBD also can be employed for structured pruning by constructing a dropout-like layer under the framework in [23] .
Specifically, we construct a single dropout-like layer with an input matrix f (B) as follows:
where W denotes the dropout noise and f (·) denotes the activation function. The output of this layer B is of the same size as the input B, and would serve as an input matrix for the following layer. Similar to that in the previous section, we enforce the proposed hierarchical prior Eq. (4) 
Analysis
In these two kinds of compression schemes above, effective compression depends on high dropout rate, e.g., α k,d → ∞ or α −1 k,d → 0, which corresponds to a binary dropout rate that approaches p = 1. This effectively means that the corresponding weight or neuron is always ignored and can be removed [21] . In this subsection, we will show that the proposed variational Bayesian dropout explicitly imposes a sparse regularization for optimizing α −1 k,d , and thus is able to effectively compress the deep neural networks. To this end, we firstly rewrite the objective Eq. (18) as:
The expected log-likelihood term L D can be viewed as the data fit-term for α According to [3] , introducing such a regularization term 0.5 log(1 + α −1 k,d ) into the objective is beneficial to promote the sparsity of the solution. Therefore, with optimizing α
. It is worth mentioning that this regularization term coincides with that in [5] which is motivated by information bottleneck principle. In contrast, the regularization term in this study stems from the Bayesian inference in variational Bayesian dropout.
Experiments
In this section, on one hand, we conduct experiments on classification task to demonstrate the effectiveness of the proposed variational Bayesian dropout in preventing over-fitting. On the other hand, we further evaluate its performance in neural network compression including weight compression and structured compression. Note that neural network compression can also imply the ability of preventing over-fitting in term of the final test error.
Classification
MNIST Dataset Following the settings in [18] , we first take the hand-written digit classification task on MNIST dataset as a standard benchmark to evaluate the performance of dropout methods in preventing over-fitting. On this task, we compare the proposed variational Bayesian dropout with other five existing dropout methods, namely no dropout, standard dropout with Bernoulli noise [11] , dropout with Gaussian noise [26] , Gaussian dropout [30] and VD [18] , and concrete dropout [6] which is able to learn adaptive dropout rate. We follow the network architecture in [26] with different number of units per layer for experimental setting, all networks are trained for 50 epochs. More details about the network architecture can be found in supplementary material. Table 1 shows the test error for all methods with various choices of number of units per layer. We observe that although VD can adaptively learn dropout rate during training, it only obtains slightly better performance compared with conventional dropout methods with fixed dropout rate, including dropout with Bernoulli noise and dropout with Gaussian noise. This is because the Bayesian inference in VD with the improper log-uniform prior is ill-posed, which hence ultimately restricts the capacity in preventing over-fitting as discussed before. Conversely, the proposed VBD with adaptive dropout rate gains impressive performance, which is better than that of the standard dropout as well as VD. This profits from that the proposed hierarchical prior is a proper prior and thus it can appropriately regularize the network weights in the Bayesian inference. Besides, the proposed VBD is superior to concrete dropout.
CIFAR-10 Dataset
We further compare the proposed method with dropout with Bernoulli noise [11] , dropout with Gaussian noise [26] , VD [18] , concrete dropout [6] on CIFAR-10 dataset. We also compare with adversarial dropout recently proposed in [24] . In this case, we follow the network architecture with different scale in [18] for experimental setting, all networks are trained for 100 epochs. More details for the network architecture can be found in supplementary material. Figure 2 shows the test error for the all methods with different scale. We can see that concrete dropout only performs on par with traditional dropout methods and VD. In addition, we found that Table 2 : Test error (%) on the CIFAR-10 dataset.
due to its negative effect of the improper log-uniform prior, VD only provides comparable results to those methods with fixed dropout rate. In contrast, profiting form the proper hierarchical prior, the proposed variational Bayesian dropout performs impressively well in preventing over-fitting. For example, when scale = 2, compared with no dropout method, the proposed method reduces the test error by 9.04%. The improvement is even up to 4.08% when compared with VD.
SVHN Dataset
In this case, we follow the network architecture with scale = 1 used in experiments on CIFAR-10 Dataset, and all networks are trained for 100 epochs Table 3 shows the results of test error (%) in SVHN dataset. Since traditional methods for setting dropout rate, such as Gridsearch based methods, are computationally expensive. We set dropout rate to be 0.5 for all layers of the network in our experiments for simplicity. Under this simple setting, traditional dropouts, e.g., Dropout with Bernoulli noise and Dropout with Gaussian noise, slightly perform well than no dropout. Again, due to the improper log-uniform prior, VD only provides comparable results to traditional dropout with fixed dropout rate. Conversely, compared with these fixed dropout rate based methods, the proposed method with adaptive dropout rate gets the best test error, 17.46%.
Methods
Error ( According to these results above, we can conclude that the proposed variational Bayesian dropout is effective and superior to other dropout methods in terms of prevent over-fitting when training deep neural networks.
Network compression
Compressing Weights In this part, we turn to evaluate the effectiveness of the proposed method in weight compression in neural networks for classification on the MNIST dataset. Here we adopt two kinds of basic neural networks, the fully-connected LeNet-300-100 [20] and a convolutional LeNet-5-Caffe 2 . We compare the proposed method with four network compression methods, including Pruning [9] , Dynamic Network Surgery (DNS) [8] , Soft Weight Sharing (SWS) [29] and VD [21] . In the experiments, we strictly follow the settings in [21] . Table 4 shows the results of compressing weights in LeNet-300-100. Compared with traditional VD, with the similar sparsity |W| |W =0 | = 66, the proposed method gets 1.67% test error that is better than the result of traditional VD 1.94%. Further, although traditional VD has better results in compression ratio |W| |W =0 | = 68%, compared with Pruning, DNS and SWS, it also reports higher test error 1.94% due its limited ability to avoid over-fitting. On the contrary, since the proposed VBD provides a real LeNet-300-100 Table 4 : Compressing weights in LeNet-300-100 and LeNet-5-Caffe. |W| and |W =0 | denote the number of weights, the number of weights with nonzero value, respectively. The sparsity per layer is computed by the rate between the number of weights with zero value and the number of weights in each layer.
Bayesian interpretation for dropout, it can effectively prevent over-fitting and gains the better test error 1.76% as well as higher compression ratio 
Structured Compressing
We here test the performances of the proposed method on structured compressing for neural networks. The used architecture of neural networks is a fully-connected LeNet-500-300 and a convolutional LeNet-5-Caffe. We compare VD [21] , SSL [31] and SBP [23] . Table 5 shows the results of compressing neurons in LeNet-500-300. As discussed in [28, 12] , VD based SBP corresponds to maximum likelihood estimation, which leads to overly pruning neurons, and hence SBP gets the higher test error 1.55%. It can clearly seen that the proposed method not only prunes the most neurons but also gains the lowest test error. By contrast, due to the improper log-uniform prior, VD produces the highest test error and only slightly compresses neurons. Table 5 also shows the results of neurons compression in LeNet-5-Caffe for all methods. We find that the proposed method gains the lowest test error as well as the least neurons, e.g, the test error of the proposed method is even up to 0.66%. In addition, in LeNet-5-Caffe, the first two layers are convolutional layers, and the following two layers are fully-connected layers. Differing from SSL and SBP that mainly focus on pruning neurons in convolutional layers, the result shows that the proposed method prefers to pruning neurons in the fully-connected layers. This means that the proposed method emphasizes feature extraction.
The results in weight compression and structured compression above demonstrate that the proposed variational Bayesian dropout provides a promising way for neural networks compression.
Conclusion
In this study, we propose a new generalization (i.e., VBD) for Gaussian dropout to address the drawback of VD brought by the improper log-uniform prior, e.g., the ill-posed inference of posterior over network weights. Towards this goal, we exploit a hierarchical prior on the network weights and propose to infer the joint posterior over both these weights and the hyper-parameters defined in their first-level prior. Through implementing the hierarchical prior as a zero-mean Gaussian distribution with variance sampled from a uniform hyper-prior, the proposed VDB can cast the network training and the dropout rate estimation into a joint optimization problem. In VBD, the hierarchical prior is a proper prior which enables the inference of posterior to be well-posed, thus not only leading to a full Bayesian justification for Gaussian dropout, but also improving regularization capacity obviously. In addition, we also show that the proposed VBD can be seamlessly applied to network compression.
In the experiments on both classification and network compression tasks, the proposed VBD shows superior performance in terms of regularizing network training.
Note that VBD is general dropout framework, which exploits a promising direction for dropout, i.e, investigating hierarchical priors of network weights. The Gaussian-uniform prior in this study is one feasible choice but no means the only choice. In the future, more effort will be made to exploit other possible choices to better regularize the training process of deep neural networks.
Supplemental Materials: Variational Bayesian Dropout 1 The derivation of Variational Bayesian Dropout
With the proposed hierarchical prior p(W, γ) = p(W|γ)p(γ), variational posterior distribution q(W, γ) = q(W)q(γ), and the original objective:
we have: min
As mentioned in the manuscript, we assume that q(W, γ) = q(W)q(γ), hence we have:
2 The proof of Proposition 2
To proof Proposition 2, we only need to proof that D KL (q(γ)||p(γ)) becomes a constant and can be neglected during optimization. To this end, we employ mean-field variational approximation
have:
Now, we can directly investigate
where H(γ k,d ) denotes the entropy of a random variable γ k,d . As defined in main paper, q(γ k,d ) obeys a delta distribution, hence H(γ k,d ) = 0 because delta distribution do not provide any uncertainty [22] . As a result, we obtain:
To simplify the problem, assuming the dimension of γ k,d is 1, e.g., p(γ k,d ) = 1/(b − a), thus we have:
where β → 0 (Strictly speaking, β should be equal to 0, since p(γ k 
The experimental setting on MNIST Dataset
Following the suggestion in [26] , we adopt a fully connected neural network consisting of 3 hidden layers and rectified linear units as the basic deep neural network. For the dropout with Bernoulli noise or Gaussian noise, we fix the dropout rate as p = 0.5 for the hidden layers and p = 0.2 for the input layer as recommended in the references. All networks are trained for 50 epochs with batch size 1000 and Adam optimizer [17] with initial learning rate 0.001. To reduce the influence of random initialization, we train the network for each methods within 5 random runs and report the average results of those 5 trained networks during testing.
The experimental setting on Cifar-10 Dataset
Following the setting in [18] , the basic neural network for all methods consists of two convolutional layers followed by two fully connected layers. In these two convolutional layer, there are 32 × scale and 64 × scale feature maps, respectively. The kernels size and stride parameter is 3 × 3 and 2. Each convolutional layer is further fed into a softplus unit for improving non-linearity. In addition, each fully connected layer contains 128 × scale hidden units. In experiments, we fix the dropout rate as 0.5 for the dropout with Bernoulli noise or Gaussian noise. For each method, the network is trained for 100 epochs with batch size 1000 and Adam optimizer with initial learning rate 0.001. Similarly, we also report the average test result for each method through training the network in 5 random runs.
Structured compressing for VGG on Cifar-10 Dataset
To prove that VBD scales to deep architectures, we apply it to a VGG-like network 3 that was adapted for the CIFAR dataset. The network consists of 13 convolutional and two fully-connected layers, trained with pre-activation batch normalization and Binary Dropout. At the start of the training procedure, we use pre-trained weights for initialization. We compare the proposed method with existing variational dropout based methods, Variational Dropout (VD) [21] and SBP [23] . Table 1 shows the advantage of the proposed VBD in structured compressing for the deep VGG-like architecture, compared with the others.
