Although cohort studies of the health effects of PM 2.5 have developed exposure prediction models to represent spatial variability across participant residences, few models exist for PM 2.5 components. We aimed to develop a city-specific spatio-temporal prediction approach to estimate long-term average concentrations of four PM 2.5 components including sulfur, silicon, and elemental and organic carbon for the Multi-Ethnic Study of Atherosclerosis cohort, and to compare predictions to those from a national spatial model. Using 2-week average measurements from a cohort-focused monitoring campaign, the spatio-temporal model employed selected geographic covariates in a universal kriging framework with the data-driven temporal trend. Relying on long-term means of daily measurements from regulatory monitoring networks, the national spatial model employed dimensionreduced predictors using universal kriging. For the spatio-temporal model, the cross-validated and temporally-adjusted R 2 was relatively higher for EC and OC, and in the Los Angeles and Baltimore areas. The cross-validated R 2 s for both models across the six areas were reasonably high for all components except silicon. Predicted long-term concentrations at participant homes from the two models were generally highly correlated across cities but poorly correlated within cities. The spatio-temporal model may be preferred for city-specific health analyses, whereas both models could be used for multi-city studies. Keywords: empirical/statistical models; epidemiology; exposure modeling; particulate matter
INTRODUCTION
Modern epidemiological studies focusing on the association between long-term exposure to fine particulate matter (PM 2.5 ) and health rely on predictions of PM 2.5 , because PM 2.5 measurements at each individual's location are infeasible. One of the common prediction approaches includes assigning average PM 2.5 concentrations of monitors within an administrative unit to participants residing in that area. 1 Other approaches assign measurements on the basis of the monitor nearest to a participant's home or apply weighted averages on the basis of inverse distances. 2, 3 These approaches, however, do not represent well all the spatial variability in the underlying exposure surface; this in turn results in exposure measurement error in the health effect analysis. Recent advances in prediction models have led to better representation of variability in PM 2.5 concentrations across cohort locations than relatively simple and commonly used approaches. For instance, land use regression models used geographic variables that affect the spatial variation of long-term average PM 2.5 concentrations. 4, 5 More sophisticated spatiotemporal models, based on shorter-term average concentrations over 2 weeks or a month, characterize spatial and temporal variability using regression and smoothing techniques. [6] [7] [8] [9] Study of the health effects of long-term concentrations of PM 2.5 chemical components has been limited. Most studies of PM 2.5 components have investigated associations of short-term concentrations. [10] [11] [12] Thus, few prediction models for PM 2.5 components have been developed. Ostro et al. 13 investigated long-term associations of eight PM 2.5 components and mortality in the California Teachers Study based on the nearest-monitor approach. Sun et al.
14 adopted area-averaging, nearest-monitor, and inverse-distance-weighting methods to predict four PM 2.5 components to examine the associations with subclinical atherosclerosis in the Multi-Ethnic Study of Atherosclerosis (MESA). Because some PM 2.5 components, such as elemental and organic carbon (EC and OC) are affected largely by local sources such as traffic, it is likely that these simple prediction approaches provide poor predictions, particularly when distant monitors were used. A recent study of eight trace elements from PM 2.5 in 20 European cities for the European Study of Cohorts for Air Pollution Effects demonstrated good capacity to represent local-scale spatial variability based on land use regression. 15 The National Particle Component and Toxicity (NPACT) study at the University of Washington focused on PM 2.5 components and investigated the association with cardiovascular outcomes in the MESA cohort. 16 This study aimed to develop two distinct exposure models based 1 on two different data sources to predict PM 2.5 component concentrations at participant homes: the spatio-temporal and national spatial models. The spatio-temporal model was constructed based on 2-week average concentrations in each city area, whereas the national spatial model was constructed relying on long-term average concentrations in the continental U.S.
Here, we examine the prediction ability of the spatio-temporal modeling approach for long-term concentrations of PM 2.5 components for the MESA cohort and compares it's performance to that of the national spatial model previously developed for the same cohort. 17 We focused on four PM 2.5 components: EC, OC, sulfur, and silicon as roughly reflecting combustion-related traffic emissions, primary and secondary organic aerosol, secondary inorganic aerosol, and airborne crustal matter, respectively.
MATERIALS AND METHODS Data
NPACT/MESA Air monitoring data. The NPACT study obtained 2-week integrated samples of PM 2.5 chemical component measurements from the MESA and Air Pollution (MESA Air) study monitoring campaign. 18, 19 This campaign concentrated on the geographic areas covered by the MESA subject residences in each of the six MESA city regions: Los Angeles, Chicago, Minneapolis-St. Paul, Baltimore, New York, and Winston-Salem (Supplementary Figure S1 ). Three to seven fixed sites operated for the entire study period, whereas~50 rotating home-outdoor sites were sampled in each of two seasons. Although the NPACT/MESA Air monitoring sites are located where most MESA participants live, there were very few regulatory monitoring sites near these subjects (Supplementary Figure S1 Figure S2 shows the sampling design of fixed and home-outdoor sites in Los Angeles; similar patterns hold for all MESA cities.
We summarize the sampling and analysis methods here; details can be found in Vedal et al. 16 The NPACT/MESA Air monitoring campaign collected 2-week samples of PM 2.5 components using the Harvard Personal Environmental Monitors with a 2.5 μm cut size when operated with pumpflow rate of 1.8 l/min. Sulfur and silicon were quantified by the X-ray fluorescence analysis of Teflon filters. EC and OC were determined by the IMPROVE_A thermal optical reflectance method from quartz filters. All data used in this analysis passed strict data cleaning and quality assurance criteria. In addition, we excluded seven measurements based on technician flags and evidences of filter contamination. We additionally excluded 5-15 outlying measurements, depending on the component, because they exceeded 2.5 times the inter-quartile range distance from temporally and spatially defined quartiles in each city. 16 Those measurements dramatically affected model fitting and evaluation in our preliminary analysis. Then we added 1 and log-transformed the 2-week average measurements to meet normality assumption. Silicon was modeled in nanograms per cubic meter, whereas other components were in micrograms per cubic meter.
Regulatory monitoring data. There are two nation-wide regulatory monitoring programs for PM 2.5 components: the U.S. Environmental Protection Agency (EPA) Chemical Speciation Network (CSN) and the Interagency Monitoring of Protected Visual Environments (IMPROVE). CSN monitoring sites are located mostly in urban areas and have collected PM 2.5 components on an every 3rd or 6th day schedule since 1999. 20 The IMPROVE program deployed most monitoring sites in national parks and rural areas, and have sampled every 3rd day since 1987. 21 The sampling and analysis protocols of these two networks were described elsewhere. 20, 21 We initially planned to combine the CSN and IMPROVE data with the NPACT/MESA Air monitoring data to develop our spatio-temporal models. However, we found that there were important differences between the two sets of networks due to the different sampling protocols and filter analysis methods for carbon. For example, we previously showed fair or poor correlations (0.27-0.62) of co-located EC measurements between the two networks in six cities. 22 We concluded that the data were not sufficiently consistent between the two networks to justify combining all available data into one unified model. Instead, we used the NPACT/ MESA Air monitoring data for the spatio-temporal model and the CSN and IMPROVE monitoring data for the national spatial model. For the national spatial model, daily measurement data was downloaded from the EPA Air Quality System database for both CSN and IMPROVE for 2009 and 2010. We computed annual averages at sites where the data were at least two-thirds complete for a year and consecutive measurements were available for no 445 days. Then, we square-root transformed these to reduce skewness.
Geocoding and geographic variables. Residential addresses of 7014 MESA and MESA Air participants who consented to use of their addresses were geocoded using TeleAtlas 2000 according to standardized procedures. Geocoded locations of the NPACT/MESA Air and agency monitoring sites were obtained from geocoding and hand-held GPS devices, and EPA sources, respectively.
We created more than 800 candidate geographic variables at monitoring and cohort locations (Supplementary Table S1 ) to be used for both models. These variables included population density, vegetative index, impervious surface, types of land use, elevation, emissions of primary pollutants, and proximity to and density of road networks. We preprocessed these covariates, eliminating those that did not vary across locations, log transforming distance variables, and recoding distance variables by truncating at 25 km to avoid implausible extreme values. The preprocessing was applied by city area for the spatio-temporal model and nationally for the national spatial model. After this area-specific data processing, the number of candidate geographic variables in each area ranged between 52 and 116.
Exposure Prediction Model
Spatio-temporal model framework. We developed separate models for 2-week average log concentration measurements in each region and for each component. Our spatio-temporal modeling approach was based on the MESA Air study framework, previously described for PM 2.5 and NO X . 7, 8, 23, 24 The MESA Air spatio-temporal model assumed that log 2-week averages of PM 2.5 are composed of three features: spatially varying longterm means, spatially varying temporal trends, and spatially varying and temporally independent spatio-temporal residuals. Because the component models relied on much less monitoring data not supplemented with the regulatory monitoring data, we used a simplified version of the MESA Air spatio-temporal model with a single temporal trend characterized by a simple spatial structure. Although we aimed to estimate long-term concentrations, we developed the spatio-temporal model on the 2-week scale in order to most effectively take advantage of the spatially rich but temporally sparse NPACT/MESA Air monitoring data based on long timeseries for 4 years at 3-5 fixed sites and 1-3 temporal measurements at about 100 home-outdoor sites.
The spatio-temporal model for PM 2.5 components represents the log 2-week average component concentration (C(s,t)) in terms of a long-term mean (β 0 (s)), a temporal trend (β 1 (s)f(t)), and spatio-temporal residuals (ε(s,t)), shown in the equation below.
The long-term mean and temporal trend vary spatially with a trend coefficient (β 1 (s)) scaling the spatially-constant temporal basis function (f(t)). The temporal basis function was estimated by smoothing the first temporal component of a singular value decomposition of the space-time monitoring data matrix. The long-term mean was characterized by a universal kriging model with a land-use regression mean model and spatial correlation modeled with an exponential covariance function. 25 The covariance function had parameters for the range (ϕ), partial sill (σ 2 ), and nugget (τ 2 ), which represent the spatial correlation distance, spatial variability, and non-spatial variability, respectively. Geographic covariates for the long-term mean (X j0 (s)) were selected from a subset identified by the least absolute shrinkage and selection operator (lasso) followed by an exhaustive search. 26 The spatially varying trend coefficient was modeled by the one geographic variable most associated with the trend coefficient; its variance model had no spatial structure (i.e., zero range and partial sill). The spatio-temporal residual field was assumed to be temporally independent with mean zero and spatially correlated with an exponential covariance model. Spatio-temporal model fitting and prediction procedure. Estimation of the temporal basis function was restricted to the PM 2.5 component data at fixed sites. To determine the set of geographic variables to be included in the long-term mean, we performed the variable selection using data from home-outdoor sites for provisionally-computed long-term averages after removing a temporal trend. The geographic variables were rescaled to have common mean and unit variance. We selected twelve candidate variables from the lasso and then chose the final set of up to five (for sulfur and silicon) or four (for EC and OC) based on fivefold cross-validated R 2 in an exhaustive search. This selection approach aimed to maximize prediction ability for PM 2.5 components rather than to identify the associations of the geographic variables with the PM 2.5 components. Given the estimated temporal basis function, selected geographic variables and monitoring data, we estimated regression and covariance parameters. For the model evaluation, we performed 10-fold cross-validation for 2-week average measurements across home-outdoor sites and computed summary statistics such as root mean square error (RMSE) and R-squared statistic (R 2 ). To focus on the spatial prediction ability of our spatiotemporal models, we computed temporally-adjusted R 2 statistic adjusting for temporal variability in addition to the usual (unadjusted) R 2 as shown in the equation below.
The temporally-adjusted R 2 accounted for temporal variability using either an estimated trend based on fixed sites or spatial averages of fixed sites at each time. 16, 24 We predicted log 2-week average concentrations at participant addresses conditional on the estimated spatio-temporal model parameters and geographic covariates. These were exponentiated and 1 was subtracted to obtain 2-week predictions on the native scale. We also computed the unit of silicon back to the original microgram per cubic meter units. We restricted the prediction area to participants living within 10 km of any NPACT/MESA Air monitors to avoid extrapolation. In addition, we excluded a few extremely high or low predictions at addresses where covariate values for a particular geographic variable were far outside the range across the entire monitoring locations. Finally, we averaged the 2-week average predicted concentrations for 1 year from May 2007 to April 2008 when all four component data are available. Our spatio-temporal models were implemented in the R package SpatioTemporal on the Comprehensive R Archive Network. 27 National spatial model. We briefly summarize the previously developed national spatial modeling approach based on annual averages of PM 2.5 component concentrations from the CSN and IMPROVE monitoring networks; for more detail see Bergen et al. 17 Instead of variable selection, this model adopted partial least squares (PLS) to estimate reduced numbers of spatial predictors, called PLS scores, from a large set of geographic variables. 7, 28 The first few PLS scores were used to characterize the mean structure in a universal kriging model. Two PLS scores were selected for all components except for EC with three based on 10-fold cross-validation. Given selected PLS scores, we estimated regression coefficients and covariance parameters. Although the national spatial model was developed over the entire U.S., we evaluated it in the MESA areas using CSN and IMPROVE monitoring sites within 200 km of the centers of the six MESA cities to be comparable to the spatio-temporal model. Finally, we predicted annual average concentrations for the PM 2.5 components at MESA participant addresses in the same prediction area (i.e., within 10 km of any NPACT/MESA Air monitors) and back transformed these to the original microgram per cubic meter units. Table 1 shows the summary statistics of 2-week concentrations for four PM 2.5 components in each of the six MESA regions from the NPACT/MESA Air monitoring network. Sulfur concentrations were high in the cities on the East Coast, although those of EC were high in highly-populated cities such as Los Angeles and New York. Silicon concentrations were high in Los Angeles as expected given the dry climate contributing to lifting dust.
RESULTS

NPACT/MESA Air Monitoring Data
Spatio-Temporal Model Fitting
Trend estimation. Figure 1 shows the computed singular value decomposition and trend function for log-transformed PM 2.5 components in Los Angeles. The results for the other five cities are shown in Supplementary Figure S3 . Sulfur generally showed a clear seasonal pattern in all six cities. The seasonal pattern of EC and OC was seen in Los Angeles with higher EC in summer but higher OC in winter.
Variable selection. Supplementary Tables S2 and S3 give the classes of geographic variables included in the final selected models for each component and area from the potential variables described in Supplementary Table S1 . For most pollutants and areas, the final models included traffic variables and urban and rural land use characteristics; inclusion of geographic coordinates, distances to sources, emission variables, vegetation, imperviousness, and elevation varied across PM 2.5 components and areas. The variable selection cross-validated R 2 s using selected variables for the regression of "long-term average" PM 2.5 component concentrations are also shown in Supplementary Table S3. They were generally higher in all areas for EC and OC than for sulfur and silicon. Sulfur and silicon in St. Paul as well as New York and sulfur in Baltimore showed R 2 lower than 0.2. These low R 2 are possibly due to our conservative approach computing R 2 statistics, less spatial variability of sulfur and silicon, or absence of important geographic variables.
Parameter estimation. The estimates for the regression coefficients and variance model parameters in the six MESA cities are shown in Supplementary Figure S4 . Los Angles and Chicago tended to show larger range and partial sill representing stronger spatial correlation structure than other areas. In general, the estimated regression coefficients for EC and OC were significantly different from zero, whereas those for silicon and sulfur were not.
Features of Spatio-Temporal and National Spatial Models
Model evaluation. Table 2 , Figure 2 and Supplementary Figure S5 show statistics and scatter plots for cross-validated predictions of 2-week concentrations from the city-specific spatio-temporal model across MESA home-outdoor sites and cross-validated predictions of annual averages from the national spatial model across the CSN/IMPROVE sites in the MESA areas. Not surprisingly, in the spatio-temporal predictions many of the temporallyadjusted R 2 s were much lower than the unadjusted R 2 s. Across all areas, the temporally-adjusted R 2 s, particularly when spatial averages were used, were generally higher for EC and OC than for sulfur and silicon. Los Angeles and Baltimore gave higher temporally-adjusted R 2 than other cities. Temporally-adjusted R 2 s for sulfur, silicon, EC and OC across all six cities combined were 0.84, 0.38, 0.79, and 0.59, respectively. These MESA-wide statistics were generally higher than the city-specific temporally-adjusted R 2 s. R Table S4 , Figure 3 and Supplementary  Figures S6-S8) . Figure 3 and Supplementary Figures S6-S8 display maps of predicted long-term average concentrations of four PM 2.5 components from the spatio-temporal model in each city region. Prediction maps for EC show local spatial heterogeneity with higher concentrations close to large roads and in largely populated or commercial areas, although this pattern somewhat varied depending on the city. In contrast, concentration surfaces for sulfur were smoothed at a large spatial scale. Predicted concentrations at MESA Air participant homes were generally higher from the spatio-temporal model than from the national spatial model, particularly for sulfur and EC. The two sets of predictions for all components except OC varied more between cities than within each city, with both between-and within-city variability being larger from the spatio-temporal model than from the national spatial model (Figure 4 ). In addition, predictions from the two sets of models were positively correlated across cities for all components, but with much lower correlation for OC, despite comparable overall means, than for other components (correlation coefficients are 0.91, 0.55, 0.82, and 0.19 for sulfur, silicon, EC, and OC, respectively). These correlations across cities were higher than those within cities.
DISCUSSION
This study developed the spatio-temporal exposure prediction model to obtain long-term average residential concentrations of four PM 2.5 chemical components at participant addresses, specifically for application in an epidemiological study. The model performance of four components in each of six cities was good with some exceptions for a few cities and pollutants. The spatial prediction ability was generally better for EC and OC than for sulfur and silicon. The spatio-temporal model was based on different monitoring data and modeling approach from those in our national spatial model previously developed for PM 2.5 components. We, however, found generally consistent model performance across the six MESA cities driven by the large between-city variability of PM 2.5 components; predicted long-term concentrations of PM 2.5 components from the two models were fairly or highly correlated across cities. In contrast, the predictions are less highly correlated within each city.
We developed rich exposure prediction models in order to reduce measurement error in predicted individual-level City-specific model using 2-week concentrations on log scale.
b Nation-wide model using annual average concentrations on square-root scale. c Adjustedtemporal trend was defined by two approaches, which are unsmoothed-temporal trend estimated using measurements across NAPCT/MESA Air fixed sites and average of measurements across fixed sites at each time; higher temporally adjusted R Fine particulate matter components predictionconcentrations and then to provide more valid and precise health effect estimates. To our knowledge, this study is the one of a few studies focusing on the development of exposure prediction approaches for PM 2.5 components. Most previous cohort studies assessed health effects of long-term PM 2.5 component concentrations using relatively simple prediction approaches such as area-averaging and nearest-monitor methods in representing spatial distribution. 1, 13, 29 These approaches, however, could have high-exposure measurement error given spatially-limited regulatory monitoring networks, which do not represent fine-scale spatial heterogeneity of PM 2.5 components. This measurement error could then affect inference in the health effect analysis. We have shown by simulation that nearest-monitor predictions give more biased health effect estimates than kriging when the underlying pollution field has spatial structure. 30 Sun et al.
14 investigated the association with subclinical atherosclerotic outcomes using simple prediction approaches based on the same NPACT/MESA Air monitoring data used in our spatio-temporal model. Supplementary Figure S9 showed that these predictions were highly correlated with predictions from the spatio-temporal model across cities but present little or no within-city variability. Recently, de Hoogh et al. 15 adopted city-specific land use regression on long-term concentrations of eight trace elements of PM 2.5 across 20 monitoring sites in each of 20 European cities. Their approach is similar to our provisional approach for variable selection in the spatio-temporal modeling procedure. However, their cross-validated R 2 s for sulfur and silicon were generally higher than ours. This difference may be due to their approach to compute R 2 statistic. Their R 2 was computed based on the leaveone-out cross-validation, which can overestimate model performance particularly given a small number of sites. 31 We chose highly conservative approaches using cross-validated and MSE-based R 2 in evaluating our two exposure prediction models to avoid overestimating model performance. One of the common evaluation approaches in land-use regression studies is the leave-one-out cross-validation. 5 However, this approach was overly optimistic for model performance particularly when studies include limited numbers of monitoring sites, which make it difficult to adopt other evaluation methods. 31, 32 Given about a hundred home-outdoor sites, our cross-validation was based on the 5 or 10 group cross-validation. In addition, we computed MSEbased R 2 by subtracting mean square prediction error relative to data variability from 1 as opposed to model-based R 2 calculated by the squared correlation coefficient. The model-based R 2 tended to overestimate prediction ability because observations are compared to predictions based on the regression line instead of the identity line as in MSE-based R 2 . 31 Our evaluation approach using MSE-based R 2 in the 5-or 10-fold cross-validation was likely to provide more reasonable but relatively lower R 2 s than those reported in other studies.
Within-city predicted concentrations and variability of PM 2.5 components were generally higher from the spatio-temporal model than those from the national spatial model. This high within-city variability, assuming it reflects true exposure variation, can provide health effect estimates with increased precision and allows better assessment of the health effects across people residing within a single city. Features contributing to these withincity differences between the two exposure prediction models include the data sources, modeling approaches, and evaluation methods. Whereas the spatio-temporal model was developed based on the NPACT monitoring data, the national spatial model relied on the CSN/IMPROVE monitoring data. Higher predictions for sulfur, silicon, and EC in the spatio-temporal model compared to those in the national spatial model correspond to higher concentrations measured at NPACT/MESA Air monitoring sites relative to those at CSN/IMPROVE sites (Supplementary Figure S10) . These differences could be due to there being many more NPACT/MESA Air sites located in central urban areas with higher concentrations. The number of monitoring sites in NPACT/ MESA Air within 200 km of six MESA city areas was 92-123 compared to 7-32 in CSN/IMPROVE. 22 In addition, operationally the land use information was incorporated differently in the two models. The spatio-temporal model relied on variable selection techniques to choose a subset of geographic variables. We focused on predictive performance in our variable selection instead of scientific interpretability because we considered that our limited monitoring data were unlikely to support identification of scientifically meaningful associations with geographic variables. Using all available geographic information with a dimension reduction technique as used in the national spatial model could be an alternative option. However, we note that the spatiotemporal model variable selection was based on detrended provisional "long-term averages"; these were quite uncertain and thus limited our confidence in applying the PLS approach. Lastly, Figure 4 . Component-specific scatter plots and box plots for spatio-temporal and national spatial model predictions of long-term average concentrations across the six MESA city areas.
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we devised a temporally-adjusted R 2 to evaluate spatial prediction ability for the spatio-temporal model. In the national spatial model our use of long-term averages removed all temporal variability so the traditional R 2 only represents spatial performance. All these fundamental differences between the two prediction models make it difficult to directly compare their performance statistics and conclude that one model is preferable to the other.
Despite different data sources and modeling characteristics, the two exposure models also showed consistent features across pollutants and a similar ordering of low to high predicted concentrations across cities. The two prediction models presented relatively strong mean structures for EC and OC and prominent spatial dependence structure for sulfur and silicon. The proportion of the spatial variability represented by the long-term mean was larger for EC and OC in the spatio-temporal model, whereas temporal variability represented by the temporal trend was larger for sulfur and silicon (Supplementary Table S5 ). Similarly, the regression part of the national spatial model explained most of the variability for EC and OC. 17 Predicted concentrations from the spatio-temporal model were higher in some cities than others; similar patterns applied for predictions from the national spatial models for all components except for OC. The inconsistent pattern of OC may reflect complex features of OC produced by local sources such as traffic as well as atmospheric processes driven by meteorology. The value of adding meteorological variables as spatio-temporal covariates could be assessed in future work.
This study includes some limitations and implications for future studies. In the NPACT study, we originally intended to characterize within-city distribution of PM 2.5 components based on the dedicated monitoring campaign for the target cohort combined with additional regulatory data. However, our preliminary exploratory analysis led us to limit our analysis to only the NPACT data given its incompatibility with CSN/IMPROVE data. 22 The simplified spatio-temporal model based on limited monitoring data, though the NPACT/MESA Air monitoring campaign provided much richer spatial data for PM 2.5 components in urban areas than any other previous studies, did not allow us to represent all the spatial variation within each city and may affect the ensuing health effect analyses. In addition, we focused on the four PM 2.5 components, which are considered as least ambiguous markers for pollution sources of our interest. We plan to expand our modeling approaches to other components treated as being strongly related to specific pollution sources.
We described two modeling approaches for predicting longterm concentrations of PM 2.5 components. The city-specific spatiotemporal model performed well for components largely affected by local sources and in metropolitan areas. Both performed reasonably well across cities. Predictions were generally consistent across the six study areas except for organic carbon; consistency was relatively weak within each city. Relatively large within-city variability of predictions from the spatio-temporal model and similar patterns of between-city contrasts for the two models suggest that the spatio-temporal model may be preferable for epidemiological studies focusing on within-area associations whereas studies combining multiple areas could use either modeling approach. These predictions of PM 2.5 components allow us to assess associations of long-term exposure to PM 2.5 components and health.
