In this paper a new derivative-free method is developed for solving unconstrained nonsmooth optimization problems. This method is based on the notion of a discrete gradient. It is demonstrated that the discrete gradients can be used to approximate subgradients of a broad class of nonsmooth functions. It is also shown that the discrete gradients can be applied to find descent directions of nonsmooth functions. The preliminary results of numerical experiments with unconstrained nonsmooth optimization problems as well as the comparison of the proposed method with nonsmooth optimization solver DNLP from CONOPT-GAMS and derivative-free optimization solver CONDOR are presented.
Introduction
Consider the following nonsmooth unconstrained minimization problem: minimize f (x) subject to x ∈ IR n (1) where the objective function f is assumed to be Lipschitz continuous.
Nonsmooth unconstrained optimization problems appear in many applications and in particular in data mining. Over more than four decades different methods have been developed to solve problem (1) . We mention among them the bundle-type methods (see, for example, [1, 2, 3, 4, 5, 6, 8, 7] ), algorithms based on smoothing techniques [9] and the random gradient sampling algorithm [10] .
In most of these algorithms at each iteration the computation of at least one subgradient or approximating gradient is required. However, there are many practical problems where the computation of even one subgradient is a difficult task.
Therefore in such situations derivative free methods seem to be better choice since they do not use explicit computation of subgradients.
Among derivative free methods, the generalized pattern search methods are wellsuited for nonsmooth optimization [11, 12] . However their convergence are proved under quite restrictive differentiability assumptions. It was shown in [12] that when the objective function f is continuously differentiable in IR n then the limit inferior of the norm of the gradient of the sequence of points generated by the generalized pattern search algorithm goes to zero. The paper [11] provides convergence analysis under less restrictive differentiability assumptions. It was shown that if f is strictly differentiable near the limit of any refining subsequence, the gradient at that point is zero. However, in many important practical problems the objective functions are not strictly differentiable at local minimizers.
In this paper we develop a new derivative free method based on the notion of a discrete gradient for solving unconstrained nonsmooth optimization problems. First, we describe an algorithm for the computation of the subgradients of a broad class of non-regular functions. Then we prove that the discrete gradients can be used to approximate subdifferentials of such functions. We also describe an algorithm for the computation of the descent directions of nonsmooth functions using discrete gradients. The convergence of the proposed derivative-free method is established for a broad class of nonsmooth functions. Finally, we present the comparison of the proposed method with one nonsmooth optimization solver, DNLP from GAMS and one derivative-free solver CONDOR using results of numerical experiments.
The structure of the paper is as follows. Section 2 provides some necessary definitions used in the following sections and Section 3 presents problems from data clustering where the objective functions are non-regular and nonsmooth. An algorithm for approximation of subgradients is described in Section 4. Discrete gradients and their application for the approximation of subdifferentials are given in Section 5.
In Section 6 we develop an algorithm for the computation of a descent direction and Section 7 presents the discrete gradient method. Results of numerical experiments are given in Section 8. Section 9 concludes the paper.
Preliminaries 2.1 The Clarke subdifferential
Let f be a function defined on IR n . The function f is called locally Lipschitz continuous if for any bounded subset X ⊂ IR n there exists an L > 0 such that
We recall that a locally Lipschitz function f is differentiable almost everywhere and that we can define for it a Clarke subdifferential [13] by
here D(f ) denotes the set where f is differentiable, co denotes the convex hull of a set. The mapping ∂f (x) is upper semicontinuous and bounded on bounded sets [13] . The generalized directional derivative of f at x in the direction g is defined as
For the locally Lipschitz function f the generalized directional derivative exists and f 0 (x, g) = max{ v, g : v ∈ ∂f (x)}, where ·, · stands for an inner product in IR n .
f is called a Clarke regular function on IR n , if it is differentiable with respect to any direction g ∈ IR n and f (x, g) = f 0 (x, g) for all x, g ∈ IR n where f (x, g) is a derivative of the function f at the point x with respect to the direction g:
Let f be a locally Lipschitz continuous function defined on IR n . For point x to be a minimum point of the function f on IR n , it is necessary that 0 ∈ ∂f (x).
Semismooth functions and quasidifferentiability
The function f : IR n → IR 1 is called semismooth at x ∈ IR n , if it is locally Lipschitz continuous at x and for every g ∈ IR n , the limit
v, g , v ∈ ∂f (x + αg )
exists. The class of semismooth functions contains convex, concave, max-and mintype functions [14] . The semismooth function f is directionally differentiable and
v, g , v ∈ ∂f (x + αg ).
Let f be a semismooth function defined on IR n . Consider the following set at a point x ∈ IR n with respect to a given direction g ∈ R n , g = 1:
It follows from the semismoothness of f that f (x, g) = v, g for all v ∈ R(x, g).
Moreover, for any ε > 0 there exists λ 0 > 0 such that
for all λ ∈ (0, λ 0 ). Here S ε = {v ∈ IR n : v < ε}.
A function f is called quasidifferentiable at a point x if it is locally Lipschitz continuous, directionally differentiable at this point and there exist convex, compact sets ∂f (x) and ∂f (x) such that:
The set ∂f (x) is called a subdifferential, the set ∂f (x) is called a superdifferential and the pair [∂f (x), ∂f (x)] is called a quasidifferential of the function f at a point
Data clustering as nonsmooth optimization problem
There are many applications when the objective and/or constraint functions are not regular. We will mention here one of them, the cluster analysis problem, which is an important application area in data mining.
Clustering is also known as the unsupervised classification of patterns, deals with the problems of organization of a collection of patterns into clusters based on similarity. In cluster analysis we assume that we have been given a finite set C of points in the n-dimensional space IR n , that is
There are different types of clustering. We consider partition clustering, that is the distribution of the points of the set C into a given number q of disjoint subsets
. . , q with respect to predefined criteria such that:
The sets C i , i = 1, . . . , q are called clusters. The strict application of these rules is called hard clustering, unlike fuzzy clustering, where the clusters are allowed to overlap. We assume that no constraints are imposed on the clusters C i , i = 1, . . . , q that is we consider the hard unconstrained clustering problem.
We also assume that each cluster C i , i = 1, . . . , q can be identified by its center (or centroid). In [16, 17, 18, 19] the cluster analysis problem is reduced to the following nonsmooth optimization problem
where
Here · is the Euclidean norm and x s ∈ IR n stands for s-th cluster center. If q > 1, the objective function (4) in problem (3) is nonconvex and nonsmooth. Moreover, it is non-regular. This function can be represented as the difference of two convex functions as follows:
, where
It is clear that the function f is quasidifferentiable and its subdifferential and superdifferential are polytopes at any point. This example demonstrates the importance of development of derivative-free methods for nonsmooth optimization.
Approximation of subgradients
We consider a function f defined on IR n and assume that this function is quasidifferentiable. We also assume that both sets ∂f (x) and ∂f (x) are polytopes at any
x ∈ IR n that is at a point x ∈ IR n there exist sets
We denote by F the class of all semismooth, quasidifferentiable functions whose subdifferential and superdifferential are polytopes at any x ∈ IR n . This class contains, for example, functions represented as a maximum, minimum or max-min of a finite number of smooth functions.
Let G = {e ∈ IR n : e = (e 1 , . . . , e n ), |e j | = 1, j = 1, . . . , n} be the set of all vertices of the unit hypercube in IR n . We take e ∈ G and consider the sequence of n vectors e j = e j (α), j = 1, . . . , n with α ∈ (0, 1]:
We introduce the following sets:
v j e j = max{w j e j : w ∈ R j−1 (e)} ,
It is clear that R j (e) = ∅, ∀j ∈ {0, . . . , n}, R j (e) ⊆ R j−1 (e), ∀j ∈ {1, . . . , n} and R j (e) = ∅, ∀j ∈ {0, . . . , n}, R j (e) ⊆ R j−1 (e), ∀j ∈ {1, . . . , n}.
and v r = w r ∀v, w ∈ R j (e), r = 1, . . . , j.
Proposition 1 Assume that the function f ∈ F. Then the sets R n (e) and R n (e) are singletons.
The proof immediately follows from (5) and (6).
Consider the following two sets:
We take any a ∈ A. If a ∈ R n (e) then there exists r ∈ {1, . . . , n} such that a ∈ R t (e), t = 0, . . . , r − 1 and a ∈ R r (e). It follows from a ∈ R r (e) that v r e r > a r e r for all v ∈ R r (e). For a ∈ A, a ∈ R n (e) we define d(a) = v r e r − a r e r > 0 and then introduce the following number
(a).
Since the set A is finite and d(a) > 0 for all a ∈ A \ R n (e) it follows that d 1 > 0.
We also take any b ∈ B. If b ∈ R n (e) then there exists r ∈ {1, . . . , n} such that b ∈ R t (e), t = 0, . . . , r − 1 and b ∈ R r (e). Then we get v r e r < b r e r for all v ∈ R r (e).
For b ∈ B, b ∈ R n (e) we define d(b) = b r e r − v r e r > 0 and introduce the number
d 2 > 0 due to the fact that the set B is finite and
Since the subdifferential ∂f (x) and the superdifferential ∂f (x) are bounded on any
all v ∈ ∂f (y), w ∈ ∂f (y) and y ∈ X. We take any r, j ∈ {1, . . . , n}, r < j. Then for all v, w ∈ ∂f (x), x ∈ X and α ∈ (0, 1] we have
In a similar way we can show that for all v, w ∈ ∂f (x), x ∈ X and α ∈ (0,
Proposition 2 Assume that the function f ∈ F. Then there exists
Proof: We will prove the first inclusion. The second inclusion can be proved in a similar way. Assume the contrary. Then there exists y ∈ R(x, e j (α)) such that y ∈ R j (e). Consequently there exists r ∈ {1, . . . , n}, r ≤ j such that y ∈ R r (e) and y ∈ R t (e) for any t = 0, . . . , r − 1. We take any v ∈ R j (e). From (5) we have v t e t = y t e t , t = 1, . . . , r − 1, v r e r ≥ y r e r +d. It follows from (7) that
Since y, e j = max{ u, e j : u ∈ ∂f (x)} and v ∈ ∂f (x) we get
which is the contradiction.
Corollary 1 Assume that the function f ∈ F. Then there exits α 0 > 0 such that
It follows from (5) and (6) that
Computation of subgradients
Let e ∈ G be a given vector and λ > 0, α > 0 be given numbers. Consider the following points
It is clear that
Let v = v(α, λ) ∈ IR n be a vector with the following coordinates:
For any fixed e ∈ G and α > 0 we introduce the set:
Proposition 3 Assume that f ∈ F. Then there exists α 0 > 0 such that
Proof: It follows from the definition of vectors v = v(g, α) that
We take w ∈ R n (e) and y ∈ R n (e).
By Proposition 1 w and y are unique. Since R n (e) = R(x, e n ) and R n (e) = R(x, e n ) it follows from Proposition 4.2 [15] (p. 146) that w + y ∈ ∂f (x). The inclusions w ∈ R n (e) and y ∈ R n (e) imply that w ∈ R j (e) and y ∈ R j (e) for all j ∈ {1, . . . , n}.
Then it follows from Corollary 1 that there exists α 0 > 0 such that
for all α ∈ (0, α 0 ]. Then for any fixed α ∈ (0, α 0 ] and g ∈ IR n we have
Remark 1 It follows from Proposition 3 that in order to approximate subgradients of quasidifferentiable functions one can choose a vector e ∈ G, sufficiently small α > 0, λ > 0 and apply (9) to compute a vector v(α, λ). This vector is an approximation to a subgradient.
Computation of subdifferentials
In this section we consider an algorithm for the computation of subdifferentials. This algorithm is based on the notion of a discrete gradient. We start with the definition of the discrete gradient, which was introduced in [20] (see also [21, 22] ).
Let f be a locally Lipschitz continuous function defined on IR n . Let
Here S 1 is the unit sphere and P is the set of univariate positive infinitesimal functions. We take any g ∈ S 1 , e ∈ G and a positive number α > (0, 1]. Then we define
. . , n} and the sequence of n vectors e j (α), j = 1, . . . , n as in Section 4. For given x ∈ IR n and z ∈ P consider a sequence of n + 1 points:
Definition 1
The discrete gradient of the function f at the point x ∈ IR n is the
with the following coordinates:
It follows from the definition that
for all g ∈ S 1 , e ∈ G, z ∈ P, λ > 0, α > 0.
Remark 2 Definition 1 slightly differs from the definition of discrete gradients in [20, 21, 22] and this difference is in the definition of their i-th coordinate.
Remark 3
One can see that the discrete gradient is defined with respect to a given direction g ∈ S 1 and in order to compute it first we define a sequence of points x 0 , . . . , x n and compute the values of the function f at these points that is we compute n + 2 values of this function including the point x. n − 1 coordinates of the discrete gradient are defined similar to those of the vector v(α, λ) from Section 4 and i-th coordinate is defined so that to satisfy the equality (10) which can be considered as some version of the mean value theorem.
Proposition 4 Let f be a locally Lipschitz continuous function defined on IR n and L > 0 is its Lipschitz constant. Then for any x ∈ IR n , g ∈ S 1 , e ∈ G, λ > 0, z ∈ P, α > 0
Proof: It follows from the definition of the discrete gradients that |Γ i j | ≤ L for all j = 1, . . . , n, j = i. For j = i we get
Since |g i | = max{|g j |, j = 1, . . . , n} we have
For a given α > 0 we define the following set:
Proposition 5 Assume that f ∈ F. Then there exists α 0 > 0 such that
Proof: Since the function f is semismooth it follows from (2) that for any ε > 0 there exists λ 0 > 0 such that
for all v ∈ ∂f (x + λg) and λ ∈ (0, λ 0 ). We take any λ ∈ (0, λ 0 ). It follows from Proposition 3 and the definition of the discrete gradient that there exist α 0 > 0 and z 0 (λ) ∈ P such that for any α ∈ (0, α 0 ], z ∈ P, z(λ) < z 0 (λ) can be found (12) implies that for v can be found w ∈ R(x, g) such that v − w < ε. Then
The semismoothness of the function f and w ∈ R(x, g) imply that f (x, g) = w, g .
where λ −1 o(λ, g) → 0 as λ → +0. It follows from (10) that
The latter together with (14) implies
Taking into account (13) we get
Since ε > 0 is arbitrary it follows from (13) and (15) that
Remark 4 The discrete gradient contains three parameters: λ > 0, z ∈ P and α > 0. z ∈ P is used to exploit semismoothness of the function f and it can be chosen sufficiently small. If the function f ∈ F then for any δ > 0 there exists
The most important parameter is λ > 0. In the sequel we assume that z ∈ P and α > 0 are sufficiently small.
Consider the following set at a point x ∈ IR n :
Proposition 4 implies that the set D 0 (x, λ) is compact and convex for any x ∈ IR n .
Corollary 2 Assume that f ∈ F and in the equality
as λ → +0 uniformly with respect to g ∈ S 1 . Then for any ε > 0
Proof: We take ε > 0 and setε = ε/Q wherē
It follows from the proof of Proposition 5 and upper semicontinuity of the subdifferential ∂f (x) that forε > 0 there exists λ 1 > 0 such that
for all λ ∈ (0, λ 1 ). Let
It follows from (15) and the assumption of the proposition that forε > 0 there exists
for all g ∈ S 1 and λ ∈ (0, λ 2 ). Let λ 0 = min(λ 1 , λ 2 ). Then (16) and (17) imply that
for all g ∈ S 1 and λ ∈ (0, λ 0 ).
Corollary 2 shows that the set D 0 (x, λ) is an approximation to the subdifferential ∂f (x) for sufficiently small λ > 0. However it is true at a given point. In order to get convergence results for a minimization algorithm based on discrete gradients we need some relationship between the set D 0 (x, λ) and ∂f (x) in some neighborhood of a given point x. We will consider functions satisfying the following assumption.
Assumption 1 Let x ∈ IR n be a given point. For any ε > 0 there exist δ > 0 and
for all y ∈ S δ (x) and λ ∈ (0, λ 0 ). Here
Corollary 2 shows that the class of functions satisfying Assumption 1 is broad.
A necessary condition for a minimum
Consider problem (1) where f : IR n → IR 1 is arbitrary function.
Proposition 6 Let x * ∈ IR n be a local minimizer of the function f . Then there
Proof: Since x * ∈ IR n is a local minimizer of the function f on IR n then there exists
Since D 0 (x * , λ) is compact and convex set it follows that max{ v, g : v ∈ D 0 (x * , λ)} ≥ 0 for all g ∈ S 1 and therefore max{ v, g : v ∈ D 0 (x * , λ)} ≥ 0 for all g ∈ IR n . The latter means that 0 ∈ D 0 (x * , λ).
Proposition 7
Let 0 ∈ D 0 (x, λ) for a given λ > 0 and v 0 ∈ IR n be a solution to the following problem:
Then the direction
Proof: It is clear that v 0 > 0 and it follows from the necessary condition
Then we have from (10)
Proposition 7 shows how the set D 0 (x, λ) can be used to compute descent directions. However, in many cases the computation of the set D 0 (x, λ) is not possible. In the next section we propose an algorithm for the computation of descent directions using a few discrete gradients from D 0 (x, λ).
Computation of descent directions
In this section we describe an algorithm for the computation of descent directions of the objective function f of Problem (1).
Let z ∈ P, λ > 0, α ∈ (0, 1], the number c ∈ (0, 1) and a tolerance δ > 0 be given.
Algorithm 1 An algorithm for the computation of the descent direction.
Step 1. Choose any g 1 ∈ S 1 , e ∈ G, compute i = argmax {|g j |, j = 1, . . . , n} and a
Step 2. Compute the vector w k 2 = min{ w 2 : w ∈ D k (x)}. If
then stop. Otherwise go to Step 3.
Step 3. Compute the search direction by g k+1 = − w k −1 w k .
Step 4. If
then stop. Otherwise go to Step 5.
Step 5. Compute i = argmax {|g k+1 j | : j = 1, . . . , n} and a discrete gradient
construct the set D k+1 (x) = co {D k (x) {v k+1 }}, set k = k + 1 and go to Step 2.
Some explanations to Algorithm 1 are necessary. In Step 1 we compute the discrete gradient with respect to an initial direction g 1 ∈ IR n . The distance between the convex hull D k (x) of all computed discrete gradients and the origin is computed in Step 2. This problem can be solved using the algorithm from [23] (for more recent approaches to this problem, see [24, 25] ). If this distance is less than the tolerance δ > 0 then we accept the point x as an approximate stationary point (
Step 2), otherwise we compute another search direction in Step 3. In Step 4 we check whether this direction is a descent direction. If it is we stop and the descent direction has been computed, otherwise we compute another discrete gradient with respect to this direction in Step 5 and update the set D k (x). At each iteration k we improve the approximation of the subdifferential of the function f .
Next we prove that Algorithm 1 terminates after a finite number of iterations. give an approximation to the subdifferential and in this case for descent directions computed by Algorithm 1 f (x + λg) < f (x), however for sufficiently small α > 0 one can expect that f (x + αg) ≥ f (x). Such directions exist at local minimizers which are not global ones. We call them global descent directions.
7 The discrete gradient method
sufficiently small number α > 0 and numbers c 1 ∈ (0, 1), c 2 ∈ (0, c 1 ] be given.
Algorithm 2 The discrete gradient method
Step 1. Choose any starting point x 0 ∈ IR n and set k = 0.
Step 2. Set s = 0 and
Step 3. Apply Algorithm 1 for the computation of the descent direction at x =
This algorithm terminates after a finite number of iterations l > 0. As a result we get the set D l (x k s ) and an element v k s such that
then set x k+1 = x k s , k = k + 1 and go to Step 2. Otherwise go to Step 5.
Step 5. Construct the following iteration
where σ s is defined as follows
Step 6. Set s = s + 1 and go to Step 3.
For the point x 0 ∈ IR n we consider the set M (
Theorem 1 Assume that the function f ∈ F, Assumption 1 is fulfilled and the set M (x 0 ) is bounded for any x 0 ∈ IR n . Then every accumulation point of {x k } belongs to the set X 0 = {x ∈ IR n : 0 ∈ ∂f (x)}.
Proof: Since the function f is locally Lipschitz continuous and the set
First we will show that the loop between Steps 3 and 5 stops after a finite number of steps. In other words for any k > 0 there exists s ≥ 0 such that v k s ≤ δ k . Indeed, since c 2 ∈ (0, c 1 ] it follows from (24) that σ s ≥ λ k . Then we can write
Since λ k > 0 and δ k > 0 are fixed for any k > 0 it follows from (27) that f (x k s ) → −∞ as s → +∞. This contradicts (26) , that is the loop between Steps 3 and 5 stops after a finite number of steps and as a result we get a point x k+1 where
Replacing k + 1 by k we get
Since {f (x k )} is a decreasing sequence x k ∈ M (x 0 ) for all k > 0. Then the sequence {x k } is bounded and therefore it has at least one accumulation point.
Assume x * is any accumulation point of the sequence {x k } and
Then we have from (28)
According to Assumption 1 at the point x * for any ε > 0 there exist β > 0 and
for all y ∈ S β (x * ) and λ ∈ (0, λ 0 ). Since the sequence {x k i } converges to x * for β > 0 there exists i 0 > 0 such that v ≤ 2ε
Since ε > 0 is arbitrary and the mapping ∂f (x) is upper semicontinuous 0 ∈ ∂f (x * ).
Remark 6 Since Algorithm 1 can compute descent directions for any values of λ > 0 we take λ 0 ∈ (0, 1), some β ∈ (0, 1) and update λ k , k ≥ 1 by the formula
Thus, in the discrete gradient method we use approximations to subgradients only at the final stage of the method which guarantees convergence. In most of iterations we do not use explicit approximations of subgradients. Therefore it is a derivative-free method.
Remark 7
There are similarities between the discrete gradient and bundle methods. More specifically, the method presented in this paper can be considered as a derivative-free version of the bundle method introduced in [8] . Algorithms for the computation of descent directions in these two methods are similar. However, in the proposed method discrete gradients are used instead of subgradients.
Remark 8 It follows from (24) and c 2 ≤ c 1 that always σ s ≥ λ k and therefore λ k > 0 is a lower bound for σ s . This leads to the following rule for the computation of σ s . We define a sequence θ m = mλ k , m ≥ 1 and σ s is defined as the largest θ m satisfying the inequality in Step 5.
Numerical experiments
The efficiency of the proposed algorithm was verified by applying it to some un- Table 1 where the following notation is used:
• n -number of variables;
• n m -number of functions under maximum;
• f opt -optimum value (as reported in [26] ).
For the comparison we use DNLP model of CONOPT solver from The General Algebraic Modeling System (GAMS) and CONDOR solver. DNLP is nonsmooth optimization solver and it is based on smoothing techniques. More details on DNLP can be found in [27] . CONDOR is a derivative free solver based on quadratic interpolation and trust region approach (see, [28] for more details).
Numerical experiments were carried out on PC Pentium 4 with CPU 1.6 MHz.
We used 20 random initial points for each problem and initial points are the same for all three algorithms. The results of numerical experiments are presented in Table   2 . We use the following notation:
• f best and f av -the best and average objective function values over 20 runs, respectively;
• nf c -the average number of the objective function evaluations (for the discrete gradient method (DGM) and CONDOR);
• iter -the average number of iterations (for DNLP);
• DN stands for DNLP and CR for CONDOR;
• F means that an algorithm failed for all initial points.
One can draw the following conclusions from Table 2: 1. The discrete gradient method finds the best solutions for all problems whereas the CONDOR solver could find the best solutions only for Problems 1.1-3 and the DNLP solver only for Problems 1.1, 1.4. Table 2 that the number of function calls by the CONDOR solver is significantly less than those by the discrete gradient method. However, there is no any significant difference in the CPU time used by different algorithms.
Since the most of test problems are nonconvex we suggest the following scheme to compare the performance of algorithms for each run. Letf be the best value obtained by all algorithms starting from the same initial point. Let f 1 be the value of the objective function at the final point obtained by an algorithm. If
then we say that this algorithm finds the best solution with respect to the tolerance ε > 0. Tables 3 and 4 Table 3 demonstrate that the CONDOR solver outperforms the DNLP solver in 90 % of runs, the discrete gradient method outperforms the DNLP solver in more than 95 % of runs and finally the discrete gradient method outperforms the CONDOR solver in almost 80 % of runs.
Results presented in Table 4 show that the discrete gradient method outperforms other two solvers in all problems except Problems 2.3 and 2.7 where the CONDOR solver outperforms others.
Conclusions
In this paper we have proposed a derivative free algorithm, the discrete gradient method for solving unconstrained nonsmooth optimization problems. This algorithm can be applied to a broad class of nonsmooth optimization problems including problems with non-regular objective functions.
We have tested the new algorithm on some nonsmooth optimization problems.
In these problems the objective functions are regular functions. For comparison we used nonsmooth optimization algorithm: DNLP solver from GAMS which is based on the smoothing of the objective function and the derivative free CONDOR solver which is based on the quadratic approximation of the objective function. Preliminary results of numerical experiments show that the discrete gradient method outperforms other two algorithms for the most of test problems considered in this paper. We can conclude that the discrete gradient method is a good alternative to existing derivative-free nonsmooth optimization algorithms. 
