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Abstract—The mobile edge computing (MEC) has been in-
troduced for providing computing capabilities at the edge of
networks to improve the latency performance of wireless net-
works. In this paper, we provide the novel framework for MEC-
enabled heterogeneous networks (HetNets), composed of the
multi-tier networks with access points (APs) (i.e., MEC servers),
which have different transmission power and different computing
capabilities. In this framework, we also consider multiple-type
mobile users with different sizes of computation tasks, and they
offload the tasks to a MEC server, and receive the computation
resulting data from the server. We derive the successful edge
computing probability (SECP), defined as the probability that a
user offloads and finishes its computation task at the MEC server
within the target latency. We provide a closed-form expression
of the approximated SECP for general case, and closed-form
expressions of the exact SECP for special cases. This paper
then provides the design insights for the optimal configuration
of MEC-enabled HetNets by analyzing the effects of network
parameters and bias factors, used in MEC server association,
on the SECP. Specifically, it shows how the optimal bias factors
in terms of SECP can be changed according to the numbers of
user types and tiers of MEC servers, and how they are different
to the conventional ones that did not consider the computing
capabilities and task sizes.
Index Terms—Mobile edge computing, heterogeneous network,
latency, offloading, queueing theory, stochastic geometry
I. INTRODUCTION
As a wireless communication is getting improved, mobile
users are processing a numerous and complex computation
tasks. To support the mobile users, the mobile cloud computing
has been considered, which enables the centralization of the
computing resources in the clouds. On the other hands, in re-
cent years, the computation and battery capabilities of mobile
users have been improved, which enables the mobile users to
process the complex tasks. For that reason, the computation
tasks start to be performed in the network edge including
mobile users or servers located in small-cell access point (AP)
and it is called the mobile edge computing (MEC) [2].
One of the requirements of future wireless communications
is the ultra-low latency. The cloud-radio access network (C-
RAN) has been introduced to lower the computation latency
of mobile users by making them offload complex tasks to a
centralized cloud server [3]. However, to utilize the C-RAN,
we need to experience inevitable long communication latency
to reach to the far located central server. When the MEC is
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applied, mobile users can compute the large tasks by offload-
ing to the nearby MEC servers, instead of the central server
[4]. Although the computing capabilities of MEC servers can
be lower than those of the C-RAN servers, offloading tasks to
MEC servers can be more benefitial for some latency-critical
applications such as autonomous vehicles and sensor networks
for health-care services. Hence, the MEC becomes one of the
key technologies for future wireless networks.
The performance of MEC in wireless networks has been
studied, mostly focusing on the minimization of energy con-
sumption or communication and computing latency. Specifi-
cally, the energy minimization problem has been considered
for proposing the policy of offloading to MEC servers with
guaranteeing a certain level of latency [5]–[11]. Users with
different computing capabilities are considered in [5], and
a single [5], [6] or multiple MEC servers [7] are used for
each user. The energy minimization problem has also been
investigated for a energy harvesting user [8], multicell MIMO
systems [9], and wireless-powered MEC server [10]. The
tradeoff between energy consumption and latency is inves-
tigated by considering the residual energy of mobile devices
and the energy-aware offloading scheme is proposed in [11].
The latency minimization problem has been considered
by analyzing the computation latency at MEC servers using
queueing theory [12]–[15]. The optimal offloading policy was
presented for minimizing the mean latency [12] or maximizing
the probability of guaranteeing the latency requirements [13].
The tradeoff between the latency and communication perfor-
mance (i.e., network coverage) has also been presented in [14].
The task offloading problem for software-defined ultra-dense
network is considered to minimize the average task duration
with limited energy consumption of user in [15]. Recently,
joint latency and energy minimization problem has also been
studied by using the utility function defined based on both the
energy and latency components [16], [17]. In [16], a collabora-
tive offloading problem is formulated to maximize the system
utility by jointly optimizing the offloading decision and the
computing resource assignment of MEC servers for vehicular
networks where MEC and cloud computing are available.
In [17], the joint radio and computation resource allocation
problem is considered to maximize the sum offloading rate
and minimize the mobile energy consumption.
However, except for [13], most of the prior works are based
on the mean (or constant) computation latency, which fails to
show the impact of latency distribution on the MEC network
performance. Furthermore, there is no work that considers the
heterogeneous MEC servers, which have different computing
capabilities and transmission power, and various sizes of
2user tasks, impeding the efficient design of MEC-enabled
heterogeneous network (HetNet). In the future, the MEC will
be applied not only to APs or base stations (BSs) but to
all computing devices around us such as mobile devices.
Therefore, it is required to investigate how to design the MEC-
enabled network that has various types of MEC servers, which
is the main objective of this paper.
The HetNet has been studied when APs have different
resources such as transmission power [18]–[23], mainly by fo-
cusing on the communication performance, not the computing
performance. In most of the works, the stochastic geometry has
been applied for the spatial model of distributed users and APs
using Poisson point processes (PPPs) [24]. For example, the
baseline model containing the outage probability and average
rate for downlink is shown in [18]. The network modeling
and coverage analysis are provided in [19] for downlink,
in [20] for uplink, and in [21] for decoupling of uplink
and downlink. The cell range expansion for load balancing
among APs is considered in [19] and [22]. The HetNets with
line-of-sight and non-line-of-sight link propagations are also
investigated in [23] and [25]. Recently, the stochastic geometry
has also been applied for the performance analysis of randomly
distributed MEC servers in [14], but the latency distribution,
heterogeneous MEC servers, and various sizes of user tasks
are not considered for the design of MEC-enabled networks.
In this work, we provide the novel framework of the MEC-
enabled HetNets. We consider the multi-tier networks com-
posed of MEC servers having different computing capacities
and the multi-type users having different computation task
sizes. To evaluate the network performance, the successful
edge computing probability (SECP) is defined as the probabil-
ity that a user offloads and finishes its computation task at the
MEC server within the target latency. We provide the SECP for
general cases by applying the queueing theory to analyze the
computation latency distribution and the stochastic geometry
to analyze the both uplink and downlink communication la-
tency. The main contribution of this paper can be summarized
as below.
• We develop the novel framework of the MEC-enabled
HetNets characterized by the multi-tier MEC server hav-
ing different computing capacities and multi-type users
having different computation task sizes.
• We introduce and derive the SECP of the MEC-enabled
HetNets, which considers both the computing and com-
munication performance. To the best of our knowledge,
this is the first performance analysis of the MEC-enabled
networks, which consider the multiple type users. We also
provide the closed-form expression of the approximated
SECP for general cases, and the closed-form expression
of the exact SECP for special cases.
• We analyze how the association bias factors for each
MEC tiers and each user types affect the SECP, and
provide design insights on the bias factors for different
network parameters including the numbers of user types
and tiers of MEC servers.
The remainder of this paper is organized as follows. Section
II describes the MEC-enabled HetNet model and gives the
: 1st-tier MEC server
: 2nd-tier MEC server
: UE with different 
tasks}
Fig. 1. The MEC-enabled HetNet composed of the multi-tier MEC servers
and the multi-type users with different size of tasks.
queueing model for calculating the latency. Section III ana-
lyzes the communication latency. Section IV defines and ana-
lyzes the SECP. Section V presents the effects of association
bias and network parameters on SECP. Finally, conclusions
are given in Section VI.
II. MEC-ENABLED HETEROGENEOUS NETWORK MODEL
In this section, we present the network model and the
latency model of the MEC-enabled HetNet.
A. Network Model
We consider a MEC-enabled HetNet, which is composed
of K tiers of MEC servers, located in APs. An example of
the network is given in Fig. 1. MEC servers in different tiers
have different transmission and computing capabilities. We use
K = {1, · · · ,K} as the index set of K tiers of MEC servers.
The MEC servers are distributed according to a homogeneous
PPP Φm with spatial density λm. The locations of the k-tier
MEC servers are also modeled as a homogeneous PPP Φm,k
with spatial density λm,k = pm,kλm where pm,k is the portion
of the k-tier MEC servers. Each servers are assumed to have
one CPU and one queue, which has an infinite waiting space.
MEC server in a k-tier transmits with the power Pm,k. A
channel is assigned to one user only in the cell of MEC server
(AP), and the ratio of users using the same uplink channel is
κ, which denotes the frequency reuse factor. The density of
uplink interfering users offloading to a k-tier MEC server is
then given by κλm,k.
Computing the large computation task at a mobile device
may not be finished within a required time. Hence, users
offload their tasks to the MEC servers, which compute/process
the tasks and send the resulting data back to the user. Users
are categorized into I types according to the size of their
offloading tasks. The I = {1, 2, · · · , I} denotes the index
set of I type users. A i-type user offloads the computation
task with Dui packets to a MEC server. The packet in
computation tasks consists of Us bits. We assume that the both
3Fig. 2. A k-tier MEC server when the users offload their computation tasks
and receive their resulting data.
the request message and the resulting data are proportional to
the computation task size for simplicity. For that, the user
transmits the computation request message in Dui packets to
the MEC server with the power Pu,i (i.e., uplink transmission),
and receives the computation resulting data in Dui packets
(i.e., downlink transmission).
Each transmission is happened in a time slot Ts.
1 The
locations of users are modeled as a homogeneous PPP Φu with
spatial density λu. The i-type users are distributed according
to a homogeneous PPP Φu,i with spatial density λu,i = pu,iλu,
where pu,i is the portion of the i-type users.
Besides the uplink and downlink transmission time, the
computation latency at the MEC server is caused when the
computation tasks are offloaded to a MEC server. Hence, when
an i-type user offloads to a k-tier MEC server, the total latency
of an i-type user can be defined as
Ttotal,i = T
(u)
cm,i,k + T
(d)
cm,i,k + Tc,i,k (1)
for k ≥ 1 where Tc,i,k is the computation latency of an i-type
user at a k-tier MEC server. In (1), T
(u)
cm,i,k and T
(d)
cm,i,k are the
expected uplink transmission time and downlink transmission
time, respectively. In this paper, when an i-type user offload to
a k-tier MEC server, Tc,i,k is given by Tc,i,k = Tw,k +Tsv,i,k,
where Tw,k is the waiting time at the queue and Tsv,i,k is the
processing (service) time. To analyze the total latency, both
communication latency (i.e., transmission time) and computa-
tion latency need to be considered.
B. Communication Latency Model
In a MEC-enabled HetNet, offloading users have com-
munication latency, when the computation request message
are transmitted through uplink channel and its resulting data
are received through downlink channel. When an i-type user
offloads to a k-tier MEC server, the rate coverage probability
is defined as the probability that the acheivable data rate R
(q)
i,k
is greater than and equal to the target data rate ǫ
(q)
i,k given by
p
(q)
cm,i,k = P
{
R
(q)
i,k ≥ ǫ
(q)
i,k
}
(2)
1Note that the whole uplink and downlink transmission time can consist
of different number of time slots. Here, we focus on the transmission in one
time slot Ts for both uplink and downlink, and the arrival task rate at a MEC
server is defined as the number of arriving requests per Ts.
TABLE I
NOTATIONS USED THROUGHOUT THE PAPER.
Notation Definition
β
(q)
i,k
Rate coverage probability threshold that an i-type user of-
floads to a k-tier MEC server for u, d (u=uplink, d=downlink)
Bui⊲sk Bias factor of an i-type user offloading to a k-tier MEC server
Dui Computation task size of an i-type user
ǫ
(q)
i,k
Target data rate of an i-type user offloading to the k-tier MEC
server for q = {u, d} (u=uplink, d=downlink)
λm,k Spatial density of a k-tier MEC server
λu,i Spatial density of an i-type user
µk Service rate of a k-tier MEC server
νi,k Arrival rate of an i-type user offloading to a k-tier MEC server
Pu,i Transmission power of an i-type user
Pm,k Transmission power of an k-tier MEC server
pu,i Portion of an i-type users
pm,k Portion of a k-tier MEC servers
po,i,k Probability that an i-type user offloads to a k-tier MEC server
ps,i,k Successful edge computing probability that an i-type user
offloads to a k-tier MEC server
Φm,k PPP for a k-tier MEC server distribution
Φu,i PPP for an i-type user distribution
T
(q)
cm,i,k
Communication latency of an i-type user offloading to a k-tier
MEC server for q = {u, d} (u=uplink, d=downlink)
Tsv,i,k Service time of an i-type user offloading to a k-tier MEC
server
Tt,i Target latency of an i-type user
Tw,k Waiting time at a k-tier MEC server
Wui⊲sk Weighting factor of a i-type user offloading to a k-tier MEC
server
W (q) Bandwidth for q = {u, d} (u=uplink, d=downlink) transmis-
sion
for q = {u, d} where u and d indicate the uplink and downlink
channels, respectively. If the data rate of the user is less than
the target data rate, the data transmission becomes failed. We
define the maximum target data rate ǫ
(q)
i,k guaranteeing a certain
level of coverage probability as (3)
p
(q)
cm,i,k = P
{
R
(q)
i,k ≥ ǫ
(q)
i,k
}
≥ β
(q)
i,k (3)
where β
(q)
i,k is the target coverage probability. Here the re-
transmission from communication failure is not considered,
which can also be ignored by setting high β
(q)
i,k (i.e., ignorable
communication failures)2 From (3), we then define the com-
2If the data retransmission is considered, the temporal and spatial cor-
relation of interference received during retransmission exist, which makes
the communication latency non-tractable [26], [27]. In addition, interacting
queueing status of transmitting users need to be considered in the computation
latency analysis, which also further complicate the analysis. Hence, as
analyzing the effect of retransmission in MEC-enabled network is beyond
the scope of our work, the retransmission is neglected in this work
4munication latency of i-type user for offloading to the k-tier
MEC server, denoted by T
(q)
cm,i,k, as
T
(q)
cm,i,k =
DuiUs
ǫ
(q)
i,k
. (4)
C. Computation Latency Model
Besides the communication latency, offloading users in
MEC-enabled HetNet also have the computation latency
caused when the computation tasks are computed, i.e., pro-
cessed in the MEC server in AP. To analyze the computation
latency, the arrival rate of the computation tasks and the service
time distribution at the MEC server need to be determined.
Since the users are distributed as a PPP, the arrivals of
computing tasks at the server follow a Poisson process with
a certain arrival rate. Here, the arrival rate for an i-type user
task to a k-tier MEC server, denoted by νi,k, is determined as
νi,k =
β
(u)
i,k λupu,ipo,i,k
λmpm,k
(5)
where po,i,k is the probability that an i-type user offloads to a
k-tier MEC server. When a user offload the computation tasks,
we assume a user select a MEC server using the association
rule, which is based on the biased average receive power,
defined as [19]
k = argmax
j∈K
{
max
Xj∈Φm,j
Wui⊲sjZ
−α
xo,Xj
}
(6)
where Zx,y is the distance between x and y, α is the pathloss
exponent, Wui⊲sj = Pm,jBui⊲sj is the weighting factor for an
i-type user offloading to a j-tier MEC server, and Bui⊲sj is
the bias factor. This shows that the i-type user located at xo is
associated to the k-tier MEC server. Based on the association
rule in (6), po,i,k in (5) is given by [19]
po,i,k = 2πλm,k
∫ ∞
0
x exp

−πx2
∑
j∈K
λm,jWˆ
2/α
ui⊲sj

 dx (7)
where Wˆui⊲sj is Wui⊲sj/Wui⊲sk.
The service rate (i.e., computing capability) of a k-tier MEC
server µk is determined as µk = Fm,k/ (CuUs) where Cu is
the number of CPU cycles required for computing 1 bit of a
computation task and Fm,k is the computing capacity of k-
tier MEC server measured by the number of CPU cycles per
second. The distribution of the service time for one packet in
a k-tier MEC server is modeled as the exponential distribution
with 1/µk. Since an i-type user offloads Dui packets of the
task, Tsv,i,k follows the Erlang distribution, and the probability
density function (pdf) of Tsv,i,k, fTsv,i,k (t), is given by
fTsv,i,k (t) =
µDuik t
Dui−1 exp (−µkt)
(Dui − 1)!
. (8)
The service time in a k-tier MEC server, denoted by
Tsv,k, is the weighted sum of Tsv,i,k given by Tsv,k =∑
i∈I (νi,k/νk)Tsv,i,k where νk =
∑
i∈I νi,k is the arrival
rate of users offloading to a k-tier MEC server. Hence, the
pdf of Tsv,k is given by
fTsv,k (t) =
∑
i∈I
(
νi,k
νk
)
fTsv,i,k (t) . (9)
D. Performance Metric
For MEC-enabled HetNets, we derive the SECP as the
performance metric. The SECP is the probability that the
computation in MEC server and communication between MEC
server and mobile users are finished within a target latency.
According to (1), the SECP for an i-type user offloading to a
k-tier MEC server, denoted by ps,i,k, is defined as
ps,i,k = P
{
Tw,k + Tsv,i,k + T
(u)
cm,i,k + T
(d)
cm,i,k ≦ Tt,i
}
(10)
where Tt,i is the target latency of a i-type user. The SECP
can be considered equivalently to 1) the probability that a
user can finish the edge computation within the target latency,
and 2) the average fraction of mobile users that satisfy the
latency requirements, i.e., latency QoS. Using the law of total
probability, the overall SECP for the network is given by
ps =
∑
k∈K
∑
i∈I
pu,ipo,i,kps,i,k. (11)
III. COMMUNICATION LATENCY ANALYSIS
In this section, we analyze the communication latency i.e.,
uplink and downlink transmission time, when an i-type user
communicates with a k-tier MEC server. We assume that the
channel state information for both users and MEC servers are
known, so that both users and MEC servers can determine
the data rate satisfying the target coverage probability before
transmiting the computation tasks or results. According to (4),
the maximum target data rate needs to be determined first to
obtain the both uplink and downlink transmission time. The
maximum target data rate ǫ
(q)
i,k is given by
ǫ
(q)
i,k =
∫
y>0
ǫ
(q)
i,k (y) fYi,k (y) dy (12)
for q = {u, d} where fYi,k (y) is the pdf of the distance
between the i-type user and the associated k-tier MEC server
denoted by Yi,k, given by [19, Lemma 4]
fYi,k (y) =
2πλm,k
po,i,k
y exp

−π
∑
j∈K
λm,jWˆ
2/α
ui⊲sjy
2

 . (13)
In (12), ǫ
(q)
i,k (y) is the maximum target data rate when an i-type
user offloads to and receives from a k-tier MEC server located
at y. The ǫ
(q)
i,k (y) is given by guaranteeing the rate coverage
probability p
(q)
cm,i,k in (3). The p
(q)
cm,i,k can be presented by
p
(q)
cm,i,k = P
{
SIR
(q)
i,k (y) ≥ 2
ǫ
(q)
i,k
W (u)− 1
}
≥ β
(q)
i,k (14)
for q = {u, d} whereW (q) is the bandwidth, and SIR
(q)
i,k is the
received signal-to-interference ratio (SIR) when the i-type user
5offloads to and receives from the k-tier MEC server located at
y. For the analytical tractability, some assumptions are used
here to derive the uplink transmission time.
1) Assumption 1: The distribution of uplink interfering users
follows the PPP.
The uplink interfering user distribution is not a PPP because
locations of the users using same uplink channel is from the
dependent thinning of the AP locations. However, according to
[20], such effect can be weak. Hence, we use this assumption,
as in other papers [20], [28], for analysis tractability.
2) Assumption 2: Uplink and downlink interference are
independent.
Uplink and downlink interference are not independent be-
cause the locations of MEC servers and interfering users are
dependent. Although some papers like [29] considered this
dependence by a simplified method, it is still complicate to
analyze the dependence. As the uplink analysis is not main
objective of this work, we apply this assumption.3
Using those assumptions and Theorem 1 in [20], the uplink
rate coverage probability (i.e., q = u) is given by
p
(u)
cm,i,k = LI(u)i,k
{
yαP−1u,i
(
2
ǫ
(u)
i,k
W (u) − 1
)}
(15)
where I
(u)
i,k is the interference when an i-type user offloads to
a k-tier MEC server. The L
I
(u)
i,k
(s) in (15) is presented as [22]
L
I
(u)
i,k
(s) = exp
{
−2πλm
∫ ∞
zi,k
x
1 + (sPu,i)
−1
xα
dx
}
(16)
where zi,k is the distance to the nearest k-tier MEC server
unassociated with the i-type user. Since the nearest interfering
user can be closer than the associated user, zi,k becomes zero.
By replacing s = yαP−1u,i
(
2ǫ
(u)
i,k /W
(u)
− 1
)
in (16) and zi,k =
0, (15) is calculated by
p
(u)
cm,i,k=exp

−2πκλm
∫ ∞
0
x
1 +
(
y−α/
(
2ǫ
(u)
i,k /W
(u)
− 1
))
xα
dx


=exp
{
−πκλmy
2Z
(
2ǫ
(u)
i,k
/W (u)− 1, α, 0
)}
(17)
where Z (a, b, c) = a2/b
∫∞
(c/a)2/b
1
1+ub/2
du. It is hard to
calculate p
(u)
cm,i,k for the general path loss. However, for the
path loss factor α = 4, p
(u)
cm,i,k can be presented in a tractable
form. Using (12) and (17), the uplink maximum target data
rate is derived in the following lemma.
Lemma 1: For the uplink transmission with α = 4, the
maximum target data rate ǫ
(u)
i,k is given by
ǫ
(u)
i,k =
πλm,kW
(u)
po,i,k ln 2
[
2
δ
(u)
1
{
ln
(
δ
(u)
2
)
− ci
(
δ
(u)
2
)
cos
(
δ
(u)
2
)
−si
(
δ
(u)
2
)
sin
(
δ
(u)
2
)
+C
}]
(18)
3There is a recent results in [30], which provides the uplink performance
with less assumptions by characterizing the distribution of active uplink users.
However, the results still need a lot of mathematical operations, which makes
the results hard to maintain the analytical tractability. Hence, we note that
applying more accurate analysis does not change our framework.
where δ
(u)
1 and δ
(u)
2 are given, respectively, by
δ
(u)
1 = π
∑
j∈K
λm,jWˆ
1/2
ui⊲sj , δ
(u)
2 =
−2δ
(u)
1 lnβ
(u)
i,k
π2κλm,k
. (19)
In (18), ci (·), si (·), and C are cosine integral function, sine
integral function, and euler constant, respectively.
Proof: For α = 4, p
(u)
cm,i,k in (17) can be presented as
p
(u)
cm,i,k = exp

−π
2
2
κλmy
2
(
2
ǫ
(u)
i,k
W (u)− 1
)1/2
. (20)
From (20) and (14), ǫ
(u)
i,k (y) is given by
ǫ
(u)
i,k (y) = W
(u) log2

1 +
(
−2 lnβ
(u)
i,k
π2κλm,ky2
)2
 . (21)
Substituting (21) and (13) into (12) and replacing y in t
according to t = y2, ǫ
(u)
i,k is presented as
ǫ
(u)
i,k =
πλm,kW
(u)
po,i,k ln 2
∫ ∞
0

ln

t2+
(
−2 lnβ
(u)
i,k
π2κλm,k
)2
−ln{t2}


× exp

−π
∑
j∈K
λm,jWˆ
2/α
ui⊲sjt

 dt. (22)
From the equations in [31, eq. (4.331), eq. (4.338)], (22)
becomes (18).
From the analysis in [19] and [22], the downlink rate
coverage probability (i.e., q = d) is given by
p
(d)
cm,i,k =
∏
j∈K
L
I
(d)
i,j
{
yαP−1m,k
(
2
ǫ
(d)
i,k
W (d) − 1
)}
(23)
where I
(d)
i,j is the interference when an i-type user receives
from a j-tier MEC server. In (23), L
I
(d)
i,j
(s) is given by
substituting Pu,i and zi,k in (16) into Pm,j and Wˆ
1/α
ui⊲sjy,
respectively. By replacing s = yαP−1m,k
(
2ǫ
(d)
i,k/W
(d)
− 1
)
, (23)
is represented by
p
(d)
cm,i,k
= exp

−
∑
j∈K
2πλm,j
∫ ∞
zi,j
x
1+
(
Pˆ−1m,jy
−α/
(
2ǫ
(d)
i,k/W
(d)
−1
))
xα
dx


= exp

−
∑
j∈K
πPˆ
2/α
m,j λm,jy
2Z
(
2ǫ
(d)
i,k/W
(d)
−1, α,Bˆui⊲sj
)
 (24)
where Pˆm,j is Pm,j/Pm,k and Bˆui⊲sj is Bui⊲sj/Bui⊲sk. Similar
with the uplink case, p
(d)
cm,i,k can be obtained in a tractable
form for the path loss factor α = 4. However, since ǫ
(d)
i,k (y)
is included in the Z function in (24), it is difficult to present
ǫ
(d)
i,k . For the analytical tractability, we obtain the lower bound
of ǫ
(d)
i,k by approximating Bˆui⊲sj as 0. Using (12) and (24), the
lower bound of downlink maximum target data rate is derived
in the following lemma.
6Lemma 2: For the downlink transmission with α = 4, the
lower bound of the maximum target data rate ǫˆ
(d)
i,k is given by
ǫˆ
(d)
i,k =
πλm,kW
(d)
po,i,k ln 2
[
2
δ
(d)
1
{
ln
(
δ
(d)
2
)
− ci
(
δ
(d)
2
)
cos
(
δ
(d)
2
)
−si
(
δ
(d)
2
)
sin
(
δ
(d)
2
)
+C
}]
(25)
where δ
(d)
1 and δ
(d)
2 are given, respectively, by
δ
(d)
1 = π
∑
j∈K
λm,jWˆ
1/2
ui⊲sj , δ
(d)
2 =
−2δ
(d)
1 ln β
(d)
i,k
π2
∑
j∈K λm,jPˆ
1/2
m,j
. (26)
In (18), ci (·), si (·), and C are cosine integral function, sine
integral function, and euler constant, respectively.
Proof: For α = 4, p
(d)
cm,i,k in (24) can be presented as
p
(d)
cm,i,k≥exp

−
∑
j∈K
π2
2
Pˆ
1/2
m,j λm,jy
2
(
2
ǫ
(d)
i,k
W (d)− 1
)1/2
. (27)
From (27) and (14), ǫˆ
(d)
i,k is obtained by
ǫˆ
(d)
i,k (y)=W
(d) log2

1 +
(
−2 lnβ
(d)
i,k
π2y2
∑
j∈K Pˆ
1/2
m,j λm,j
)2 . (28)
Substituting (28) and (13) into (12) and replacing y in t
according to t = y2, ǫˆ
(d)
i,k is presented as
ǫˆ
(d)
i,k =
πλm,kW
(d)
po,i,k ln 2
∫ ∞
0
[
ln

t2+
(
−2 lnβ
(d)
i,k
π2
∑
j∈K λm,jPˆ
1/2
m,j
)2

−ln
{
t2
}]
exp

−π
∑
j∈K
λm,jWˆ
2/α
ui⊲sjt

 dt. (29)
From the equations in [31, eq. (4.331), eq. (4.338)], (29)
becomes (25).
By substituting (18) and (25) into (4), we can derive both
uplink and downlink transmission time (i.e., communication
latency). Here, we use the lower bound of the target data
rate for downlink as it can also guarantee the target coverage
probability. From (4), we can show that the communication
latency can be changed according to the target coverage
probability.
IV. SUCCESSFUL EDGE COMPUTING PROBABILITY
ANALYSIS
In this section, we analyze the SECP for an i-type user
offloading to a k-tier MEC server, defined in section II. Using
(10) and [32], ps,i,k is derived in the following theorem.
Theorem 1: The SECP for an i-type user offloading to a
k-tier MEC server, denoted by ps,i,k, is given by
ps,i,k =
∫ ∞
0
∫ Tth,i−r
0
L−1Tw,k
[
(1− ρk) s
s− νk + νkLTsv,k (s)
]
×
µDuik r
Dui−1 exp (−µkr)
(Dui − 1)!
dtdr (30)
for Tth,i − r > 0, where L
−1
Tw,k
(s) is the inverse Laplace
transform for pdf of waiting time, Tth,i is Tt,i−
∑
q∈Q T
(q)
cm,i,k
for q = {u, d}, and ρk is the utilization factor of a k-tier MEC
server given by
ρk =
∑
i∈I
νi,k
Dui
µk
(31)
for 0 ≦ ρk < 1. In (30), LTsv,k (s) is the Laplace transform of
the pdf of service time in a k-tier MEC server given by
LTsv,k (s) =
∑
i∈I
νi,k
νk
(
µk
s+ µk
)Dui
. (32)
Proof: The Laplace transform of the pdf of waiting time is
refered to as the Pollaczek-Khinchin (P-K) transform equation
of M/G/1 queue in [32]. Using the equation, LTw,k(s) is given
by
LTw,k (s) =
(1− ρk) s
s− νk + νkLTsv,k (s)
. (33)
The L−1Tw,k (s) is obtained using (33), which shows the pdf of
the waiting time. Since Tsv,i,k is a random variable with the
pdf in (8), ps,i,k is given by
ps,i,k =
∫ Tth,i
0
∫ Tth,i−r
0
L−1Tw,k
[
(1− ρk) s
s− νk + νkLTsv,k (s)
]
× fTsv,i,k (r) dtdr. (34)
According to [32], ρk and LTsv,k (s) are given by, respectively
ρk = νkE {Tsv,k} = νk
∑
i∈I
νi,k
νk
Dui
µk
=
∑
i∈I
νi,k
Dui
µk
(35)
LTsv,k (s) =
∑
i∈I
νi,k
νk
L
[
µDuik t
Dui−1 exp (−µkt)
(Dui − 1)!
]
=
∑
i∈I
νi,k
νk
(
µk
s+ µk
)Dui
. (36)
Substituting (35), (36) and (8) into (33), (34) becomes (30).
The ps,i,k is hard to be presented in a closed form because
of the inverse Laplace transform. However, ps,i,k can be given
in a closed form for some cases as the following corollaries.
Corollary 1: For the user type set I = {1} and Dui = 1,
ps,i,k is given by
ps,i,k = 1− exp {(−µk+νk)Tth,i} . (37)
Proof: For the user type set I = {1} and Dui = 1,
LTsv,k (s) =
µk
s+µk
, so we have
LTw,k(s)=
(1− ρk) s
s− νk +
νkµk
s+µk
=(1− ρk)
{
1+
νk
s+µk−νk
}
. (38)
Since L−1{ 1s+µk−νk } = exp{(−µk + νk) t}, fTw,k(t), i.e.,
L−1Tw,k (s), is presented by
fTw,k(t)=(1− ρk)δ (t)+νk(1− ρk) exp{(−µk+νk)t} (39)
where δ (t) is the delta function which means that a user has
zero wait with probability (1− ρk). Since Tsv,i,k in threshold
7pˆs,i,k =(1− ρk)
γ (Dui, µkTth,i)
(Dui − 1)!
+ρk
[
γ (βk,1, βk,2Tth,i)
Γ (βk,1)
−
β
βk,1
k,2 exp{−βk,2Tth,i}
Γ (βk,1)
×
Dui−1∑
n=0
µnk
n!
B (βk,1, n+ 1)T
βk,1+n
th,i 1F1(n+ 1;βk,1 + n+ 1;Tth,i (βk,2 − µk))
]
(46)
is a random variable, by substituting L−1Tw,k
[
(1−ρk)s
s−νk+νkLTsv,k (s)
]
in (30) into (39) and applying the pdf of Tsv,i,k, ps,i,k is given
by
ps,i,k =
γ (Dui, µkTth,i)
(Dui − 1)!
− ρ1−Duik exp {− (µk − νk)Tth,i}
×
γ (Dui, νkTth,i)
(Dui − 1)!
(40)
Substituting Dui into 1, (40) becomes (37).
Corollary 2: For the user type set I = {1, 2} and Dui ∈
{1, 2}, ps,i,k is given by
ps,i,k =1− ρk +
1− ρk
ζ1 − ζ2
[
−
(ζ1 + µk)
2
ζ1
+
(ζ2 + µk)
2
ζ2
+
(ζ1 + µk)
2
ζ1
(
µk
µk + ζ1
)Dui
exp {ζ1Tth,i}
−
(ζ2 + µk)
2
ζ2
(
µk
µk + ζ2
)Dui
exp {ζ2Tth,i}
]
(41)
where ζ1 and ζ2 are given, respectively, by
ζ1 = −µk +
νk
2
+
√
ν2k
4
+ µk (νk − ν1,k),
ζ2 = −µk +
νk
2
−
√
ν2k
4
+ µk (νk − ν1,k). (42)
Proof: For the user type set I = {1, 2} and Dui ∈ {1, 2},
LTsv,k (s) =
ν1,k
νk
µk
s+µk
+
ν2,k
νk
(
µk
s+µk
)2
, so LTw,k (s) is given
by
LTw,k (s) =
(1− ρk) s
s− νk + νk
(
ν1,k
νk
µk
s+µk
+
ν2,k
νk
(
µk
s+µk
)2)
=
1− ρk
ζ1 − ζ2
{
(ζ1+µk)
2
s− ζ1
−
(ζ2+µk)
2
s− ζ2
+ ζ1− ζ2
}
(43)
where ζ1 and ζ2 are (42), and νk = ν1,k + ν2,k. Since
L−1{ 1s−ζ1 } = exp{ζ1t}, fTw,k(t), i.e., L
−1
Tw,k
(s), is given by
fTw,k (t) = (1− ρk) δ (t) +
1− ρk
ζ1 − ζ2
[
(ζ1 + µk)
2 exp {ζ1t}
− (ζ2 + µk)
2
exp {ζ2t}
]
. (44)
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as a function of the target latency Tt,i for different number of user type.
Substituting L−1Tw,k
[
(1−ρk)s
s−νk+νkLTsv,k (s)
]
in (30) into (44), ps,i,k is
given by
ps,i,k =
∫ ∞
0
[
1− ρk
ζ1 − ζ2
{
(ζ1+µk)
2
ζ1
(exp{ζ1 (Tth,i − r)}−1)
−
(ζ2+µk)
2
ζ2
(exp{ζ2 (Tth,i − r)}−1)
}
+(1− ρk)
]
×
µDuik r
Dui−1exp(−µkr)
(Dui − 1)!
dr (45)
which is the same as (41).
For general cases, we can describe pˆs,i,k as a closed form
by approximating the waiting time distribution via Gamma
distribution [33] to decrease the computational complexity.
The approximated SECP, denoted by pˆs,i,k, is presented in
the following lemma
Lemma 3: For every user type set I and Dui, the approx-
imated SECP of an i-type user offloading to a k-tier MEC
server, pˆs,i,k, is given by (46), where 1F1(·; ·; ·) is the confluent
hypergeometric function of the first kind, and B (·, ·) is the
beta function. In (46), β1 and β2 are defined, respectively, as
βk,1 =
E {Tw,k}
2
E
{
T 2w,k
}
− E {Tw,k}
2
, βk,2 =
βk,1
E {Tw,k}
(47)
where E {Tw,k} and E
{
T 2w,k
}
are given, respectively, by
E {Tw,k} =
∑
i∈I νi,kDui (Dui + 1)
2µ2k
(
1−
∑
i∈I νi,k
Dui
µk
) (48)
8TABLE II
PARAMETER VALUES IF NOT OTHERWISE SPECIFIED
Parameters Values Parameters Values
λm [nodes/m
2] 4 ∗ 10−5 λu [nodes/m2] 12 ∗ 10−4
pu,1 0.5 pu,2 0.5
pm,1 0.25 pm,2 0.75
W (u) [Hz] 5 ∗ 106 W (d) [Hz] 10 ∗ 106
Pu,i [dBm] 23 Pm,1 [dBm] 43
Pm,2 [dBm] 33 N0 [dBm] −104
α 4 κ 0.75
β
(u)
i,k
0.95 β
(d)
i,k
0.95
µ1 [packet/slot] 9 µ2 [packet/slot] 3
Us [KB] 100 Cu [cycles/bit] 1400
Fm,1 [Hz] 10 ∗ 106 Fm,2 [Hz] 3 ∗ 106
Ts [sec] 10
−3
E
{
T 2w,k
}
=2E {Tw,k}
2
+
∑
i∈I νi,kDui (Dui + 1)(Dui + 2)
3µ3k
(
1−
∑
i∈I νi,k
Dui
µk
) .
(49)
Proof: See Appendix A.
Fig. 3 shows the SECPs of the corollaries, and the approx-
imated SECP of the lemma as a function of Tt,i for fixed
po,i,k considering the 2 tier MEC-enabled HetNet. For this
figure, Tt,i are set to be equal for all types of users, and other
parameters in Table II are used. From Fig. 3, we can see the
good match between pˆs for Lemma 3 and ps obtained by the
simulation for Lemma 3. Hence, the results of Lemma 3 can
be used to get the numerical results.
Substituting (7), and (30) into (11), ps can be derived. From
(11), we can see that deriving the optimal bias factors in terms
of ps is hard due to the complex structure. However, we show
the existence of the optimal bias factor using numerical results
in Section V.
V. NUMERICAL RESULTS
In this section, we provide numerical results on the SECP
for the MEC-enabled HetNet consisted of 2 tier networks
(except for Fig. 9 that considers 3 tier networks). The 1-tier
MEC servers have higher computing capabilities than the 2-
tier MEC servers, and computing capabilities for the 2-tier
MEC servers are also higher than the 3-tier MEC servers.
We assume that both β
(u)
i,k and β
(d)
i,k are set to be equal. Note
that our framework can be easily extended to the network
with different values of β
(u)
i,k and β
(d)
i,k by simply changing
the parameters. The values of parameters used for numerical
results are given in Table II according to [5], [34]–[37]. The
other parameters not presented in Table II are mentioned when
the corresponding figures are introduced.
A. SECP - Impact of Network Parameters
In this subsection, we show how the bias factors in MEC
server association affect the SECP for different network pa-
rameters via numerical results. To evaluate the SECP, we first
define the SCP as the probability that the computation in MEC
server is finished within a target latency. The SCP for an i-
type user offloading to a k-tier MEC server, denoted by pcp,i,k,
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Fig. 4. SECP ps and SCP pcp of 2 tier MEC-enabled HetNet with 1 user
type as a function of bias factor of a 1-type user to a 2-tier MEC server
Bu1⊲s2.
is defined by pcp,i,k = P {Tw,k + Tsv,i,k ≦ Tt,i}. The overall
SCP pcp is presented by pcp =
∑
k∈K
∑
i∈I pu,ipo,i,kpcp,i,k.
Fig. 4 shows ps and pcp with 1 type of users (i.e., I = {1}
with Du1 = {1}) as a function of the bias factor Bu1⊲s2 when
Tt,i = 1 × 10−3s and Bu1⊲s1 = 10dB. Note that increasing
Bu1⊲s2 (i.e., x-axis in Fig. 4) means more users offload their
required computation to a 2-tier MEC server than to a 1-tier
MEC server. From Fig. 4, we first see that the simulation
results of pcp matches well with our analysis, while that of
ps does not match well due to the assumptions used in the
communication latency analysis. However, we can still see
that the trends according to the bias factor are the same.
In addition, from Fig. 4, it can be seen that when Bu1⊲s2
is small, both pcp and ps are small. This is because the 1-tier
MEC servers are heavy-loaded, and the communication link
between a user and the MEC server are long due to the lower
MEC server density in 1-tier λm,1 than that of 2-tier server
λm,2. On the other hands, as Bu1⊲s2 increases, both pcp and
ps increase because the computation tasks are starting to be
offloaded to a 2-tier MEC server, which can be located closer
to the users and less loaded. However, after certain points of
Bu1⊲s2, both pcp and ps decrease since a 2-tier MEC server
becomes heavy-loaded, and the communication link becomes
longer. Therefore, there exists the optimal bias factor B∗u1⊲s2
(marked by filled diamond marker for ps and filled rectangle
marker for pcp) in terms of pcp and ps, which are different.
In general HetNets, the optimal bias factor is determined
to offload more task to the 2-tier servers which have the
advantage of shorter link distance. On the contrary, when we
consider the computing capability of MEC servers and the
amount of computation tasks, the optimal bias factor for pcp
is located closer to zero to offload to the high-capable MEC
servers. Therefore, B∗ui⊲sk for ps are larger than B
∗
ui⊲sk for
pcp as shown in Fig. 4. In other words, the MEC-enabled
HetNets has different optimal bias factors from conventional
ones, which consider the communication performance only or
computation performance only. Specifically, the optimal bias
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as a function of bias factor of a 2-type user to a 2-tier MEC server Bu2⊲s2
for different service rates (i.e., computing capabilities) of a 2-tier server µ2.
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factor is located between the optimal bias factors obtained in
terms of computing or communication performance only.
Fig. 5 shows ps and pcp, respectively, with 2 types of users
(i.e., I = {1, 2} with Dui = {1, 2}) as a function of Bu2⊲s2 for
different computing capabilities of a 2-tier MEC server µ2. For
this figure, we consider Tt,i = 2× 10−3s, and Bu1⊲s2 = 10dB.
We first see that both optimal bias factors B∗u2⊲s2 for ps and
pcp increase as µ2 increases, since the 2-tier MEC servers can
process the more computation tasks. However, even for large
µ2, both ps and pcp decrease as Bu2⊲s2 increase afterB
∗
u2⊲s2 due
to the heavy-loaded MEC servers. Therefore, offloading more
computation tasks to the high-capable MEC servers generally
shows better SECP unless those servers are heavy-loaded.
Moreover, from Fig. 5, it can be seen that B∗u2⊲s2 for pcp
are smaller than B∗u2⊲s2 for ps. As shown in Fig. 4, pcp only
considers the computing capabilities, while ps considers the
both short link distance and high computing capabilities.
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Figs. 6 and 7 present ps and pcp as a function of Bu2⊲s2
for different user densities λu and computation task sizes of a
2-type user Du2, respectively, under the same environment of
Fig. 5. We can see that as λu and Du2 increase, both B
∗
u2⊲s2
for ps and pcp increase. For small λu and Du2, B
∗
u2⊲s2 for
both ps and pcp become smaller because offloading to high-
capable servers can achieves higher performance. However,
as λu and Du2 increase, offloading to the 1-tier MEC servers
no longer enhances ps and pcp due to the heavy-loaded 1-tier
servers. Hence, B∗u2⊲s2 become larger to distribute the tasks
to 2-tier MEC servers. In Fig. 7, we can also see that B∗u2⊲s2
for ps increase even more to not only distribute the tasks, but
decrease the link distance increased by Du2. Therefore, when
the amount of computation tasks of the network is large, it
is better to distribute the arrival of tasks to the low-capable
MEC servers instead of offloading the most of tasks to the
high-capable servers.
In Fig. 7, it can be seen that as Dui increases, the difference
between ps when Bu2⊲s2 is optimized for ps and ps when
Bu2⊲s2 is optimized for pcp becomes larger. Specifically, when
Du2 = 2, ps when B
∗
u2⊲s2 = 6.2dB (i.e., optimized for ps) is
obtained as 0.98, and ps when B
∗
u2⊲s2 = 5.6dB (i.e., optimized
for pcp) is obtained as 0.97. While, when Du2 = 6, ps when
B∗u2⊲s2 = 11dB (i.e., optimized for ps) is given as 0.63, and
ps when B
∗
u2⊲s2 = 7.7dB (i.e., optimized for pcp) is given
as 0.59. This implies that when designing the MEC-enabled
HetNet, a bias design using SECP can be more efficient than
the conventional design using SCP.
Fig. 8 shows the contour of ps of 2-tier network having 1
types of users (i.e., I = {1} with Du1 = {1}) as a function
of Bu1⊲s1 and Bu1⊲s2 under the same environment of Fig. 4.
It can be seen that the optimal bias factors are determined by
the linear function of Bu1⊲s1 and Bu1⊲s2 because, according to
(6), the user association is only adjuisted by the ratio between
bias factors Bu1⊲s1/Bu1⊲s2.
Fig. 9 shows the contour of ps of 3-tier network having
1-type user as a function of Bu1⊲s2 and Bu1⊲s3. For this
figure, Bu1⊲s1 = 10dB, Tt,1 = 2 × 10−3s, Pm,3 = 23dBm,
λm,3 = 4.5 × 10−5nodes/m2, µ3 = 2packet/slot, β
(q)
1,3 = 0.95
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of bias factor of a 1-type user to 3-tier MEC server Bu1⊲s2 and bias factor
of a 1-type user to 3-tier MEC server Bu1⊲s3.
for q = {u,d}, and other parameters are same as the Fig.
8. From Figs. 8 and 9, we can find that B∗u1⊲s2 in Fig. 8
(B∗u1⊲s2 = 8.1dB when B
∗
u1⊲s1 = 10dB) is smaller than the
one in Fig. 9 ((B∗u1⊲s2, B
∗
u1⊲s3) = (6.5, 9)dB). This implies
that the computation tasks in Fig. 9 are distributed to the
additional 3-tier MEC servers, which can achieve the better
performance in terms of ps. It can be seen that the maximum
SECP in Fig. 9 (i.e., ps = 0.95) is bigger than the one in Fig.
8 (i.e., ps = 0.93). Therefore, the SECP can be improved by
providing the additional tier of MEC servers.
Fig. 10 and Fig. 11 show the contour of ps and pcp,
respectively, having 2 types of users (i.e., I = {1, 2} with
Dui = {1, 2}) as a function of Bu1⊲s2 and Bu2⊲s2. First, from
Fig. 10, we can see that pcp decreases more by Bu2⊲s2 than
by Bu1⊲s2. This is because the variation of service time for
large size tasks (i.e., Du2) is bigger than that for small size
tasks (i.e., Du1), so pcp becomes more sensitive by the arrival
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Fig. 10. SCP pcp of 2 tier MEC-enabled HetNet with 2 type user as a
function of bias factor of a 1-type user to 2-tier MEC server Bu1⊲s2 and bias
factor of a 2-type user to 2-tier MEC server Bu2⊲s2.
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Fig. 11. SECP ps of 2 tier MEC-enabled HetNet with 2 type user as a
function of bias factor of a 1-type user to 2-tier MEC server Bu1⊲s2 and bias
factor of a 2-type user to 2-tier MEC server Bu2⊲s2.
of Du2 size tasks.
By comparing Figs. 10 and 11, we can see that the optimal
bias factors for ps and pcp are different. From Fig. 10, we can
see that even when we offload all tasks of 1-type user or 2-
type user to a 1-tier MEC server and no task to a 2-tier MEC
server, i.e., B∗u1⊲s2 = 0 or B
∗
u2⊲s2 = 0, we can achieve the best
performance in terms of pcp. However, it becomes different
when we consider the SECP as a performance metric. From
Fig. 11, we can see that offloading certain amount of tasks to
a 1-tier MEC server and a 2-tier MEC server, i.e., B∗u1⊲s2 > 0
or B∗u2⊲s2 > 0, can achieve the best performance in terms of
ps. This is because in ps, the communication performance is
also considered, which can achieve low performance due to
the longer link distance when all users associate to certain tier
MEC server. Hence, the communication and computation per-
formance needs to be considered together when we determine
the bias factors for MEC server association, which can be also
11
0 5 10 15 20
0
2
4
6
8
10
12
14
16
18
20
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
PSfrag replacements
Bu1⊲s2 [dB]
B
u
3
⊲
s2
[d
B
]
ps
Fig. 12. SECP ps of 2 tier MEC-enabled HetNet with 3 type user as a
function of bias factor of a 1-type user to 2-tier MEC server Bu1⊲s2 and bias
factor of a 3-type user to 2-tier MEC server Bu3⊲s2.
seen for the case with 3 types of users in Fig. 12.
Fig. 12 shows the contour of ps having 3 types of users (i.e.,
I = {1, 2, 3} with Dui = {1, 2, 3}) as a function of the ratio
of the bias factor Bu1⊲s2 and Bu3⊲s2 when Bu2⊲s2 = 10dB. We
can also see that ps decreases faster by Bu3⊲s2 than Bu1⊲s2 due
to the large task size of a 3-type users.
B. SECP - Network Computation Capability
In this subsection, we have also provided additional design
insights by introducing the concept of the network compu-
tation capability. The network computation capability NCK
is defined as the total computing capability, available in the
network. Hence, it is proportional to the number of MEC
servers and the CPU frequency of each MEC servers, given
by
NCK =
∑
j∈K
λ
θj
m,jµ
θk
j =
∑
j∈K
(
1
θj
λm,j
)
(θjµj) (50)
where λm,j and µj are the spatial density and computing
capability (i.e., service rate) of j-tier MEC servers, respec-
tively. In this framework, the number of MEC servers and the
CPU frequency of MEC servers are proportional to the spatial
density of MEC servers, and the computing capability of MEC
servers, respectively. Hence, NCK can be presented by λm,j
and µj . The θj is the ratio factor of the j-tier MEC servers.
From (50), we can see that NCK remains unchanged even
when θj increases or decreases. For instance, if θj increases,
the µj increases, but λm,j decreases. From Figs. 13 and 14,
we discuss how to deploy MEC servers when NCK is given.
To this end, we have adjusted the density of MEC servers as
λm,j/θj and the CPU frequency as θjµj to see their impact
when NCK is fixed.
Fig. 13 shows ps as a function of θ2 for different network
computation capabilities NCK. For this figure, θ1 = 1,
Bu2⊲s2 = 15dB, and other parameters are same as Fig. 5. We
can see that as θ2 becomes larger, ps increases to the optimal
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Fig. 13. SECP ps of 2 tier MEC-enabled HetNet with 2 user type as a
function of ratio factor θ2 for different network computation capability NC2.
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Fig. 14. SECP ps of 1 and 2 tier MEC-enabled HetNet with 2 user type as
a function of bias factor of a 2-type user to a 2-tier MEC server Bu2⊲s2 for
different ratio factor θ2.
points. For small θ2, in spite of the short link distance due
to the high MEC server density in 2-tier λm,2, low computing
capability of 2-tier MEC server µ2 cause the degradation of ps.
As θ2 increases, µ2 increase, which can achieve higher ps even
though λm,2 gradually decreases. However, for excessively
high θ2, the larger communication latency due to the low λm,2
leads to the decrease in ps in spite of the high µ2.
Moreover, it can be seen that as NCK increases, ps becomes
higher. Consequently, as NCK increases, the optimal θ2 max-
imizing ps also becomes higher. This implies that when NCK
is large, the optimal θ2 is determined to increase µ2 rather than
λm,2. Hence, when the total computation capability deployed
in the network is fixed, increasing the computing capability
and reducing the number of MEC servers are more beneficial
to enhance the SECP.
Fig. 14 presents ps as a function of Bu2⊲s2 for the single
tier network and 2 tier network with different ratio factor
θ2. For the single tier network, the total MEC server density
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λm is same as λm for the 2 tier network, and the computing
capability of MEC server µ1 is determined so that NC1 for
the single tier network has same value with NC2 for 2 tier
network. Other parameters for single tier network are same as
the 1-tier network in the 2 tier MEC-enabled HetNet
It can be seen that ps for multi-tier cases can be larger
than ps for single-tier case. Specifically, for Bu2⊲s2 in the
range from 1.4dB to 13.2dB when θ2 = 1, ps for 2 tier
network is larger than 0.77, which is the value of ps for single
tier network. This implies that extending the single-tier to
multi-tier networks can achieve higher ps without increasing
the NCK when Bu2⊲s2 is adjusted by considering both the
computation and the communication performance. Therefore,
when the network computation capability is fixed, the SECP in
multi-tier networks can be higher than the SECP in single-tier
networks by adjusting the association bias factor.
Moreover, we can see that B∗u2⊲s2 for θ2 = 1.2 is larger
than the one for θ2 = 0.8. As θ2 increases, the computing
capabilities of 2-tier MEC servers µ2 become larger and the
density of 2-tier servers λm,2 becomes smaller. As a result, the
users who offload to the 2-tier MEC servers can have higher
ps because the total arrivals to 2-tier server decrease due to
the low λm,2, and high µ2. Hence, B
∗
u2⊲s2 becomes larger to
distribute the tasks to the 2-tier MEC servers.
VI. CONCLUSIONS
In this paper, we propose the MEC-enabled HetNet, com-
posed of the multi-type users with different computation task
sizes and the multi-tier MEC servers with different computing
capacities. We derive the SECP by analyzing the distribution of
total latency in MEC-enabled HetNet. With the consideration
of both the computing time in MEC server and the transmis-
sion time depending on the target coverage probability, the
closed form of SECP for special cases, and the approximated
SECP for general case are obtained. We then evaluate the
effects of bias factors in association and network parameters
on the SECP.
Our results provide some insights on the design of MEC-
enabled HetNet. Specifically, 1) the MEC-enabled HetNet has
different optimal association bias factors from conventional
ones, which consider the communication performance only
or the computation performance only, and the optimal bias
factor is located between the optimal bias factors obtained in
terms of computing or communication performance only, 2)
offloading more computation tasks to the high-capable MEC
servers generally shows better SECP unless those servers are
heavy-loaded, 3) when the computation tasks of the network
becomes large, it is better to distribute the arrival of tasks to
the low-capable MEC servers instead of offloading the most
of all tasks to the high-capable MEC servers, 4) when the
total computation capability deployed in the network is fixed,
increasing the computing capability and reducing the number
of MEC servers are more beneficial to enhance the SECP,
and 5) when the network computation capability is fixed, the
SECP in multi-tier networks can be higher than the SECP in
single-tier networks.
APPENDIX
A. Proof of Lemma 3
To derive the SECP, the cumulative density function (cdf)
of the waiting time at the MEC servers (i.e., M/G/1 queue) is
required, which has no closed form to the best of our knowl-
edge. Hence, we approximate the distribution of the waiting
time to the Gamma distribution after calculating the Gamma
distribution-related parameters such as βk,1 and βk,2 in (47),
respectively. According to [32], the cdf of the waiting time
F (t), obtained by performing the inverse Laplace transform
of (33), is presented by
F (t) = 1− ρk + ρkFΓ (t) (51)
where ρk is the utilization factor and FΓ (t) is the cdf of the
waiting time for tasks, which are not immediately served upon
arrival. We approximate FΓ (t) to the Gamma distribution,
which is also applied in [33]. By using the Takacs Recursion
Formula in [32], the mean waiting time and the mean square
of waiting time for k-tier MEC server is obtained by
E {Tw,k} =
∑
i∈I νi,kE
{
T 2sv,i,k
}
2 (1− ρk)
(52)
E
{
T 2w,k
}
= 2E {Tw,k}
2
+
∑
i∈I νi,kE
{
T 3sv,i,k
}
3 (1− ρk)
(53)
where E
{
T 2sv,i,k
}
and E
{
T 3sv,i,k
}
are defined, respectively, by
E
{
T 2sv,i,k
}
=
∫ ∞
0
t2fTsv,i,k(t)dt=
Dui(Dui + 1)
µ2k
(54)
E
{
T 3sv,i,k
}
=
∫ ∞
0
t3fTsv,i,k(t)dt=
Dui(Dui + 1)(Dui + 2)
µ3k
. (55)
By matching the (52) and (53) to a mean and variance of
Gamma distribution, the Gamma distribution-related parame-
ters βk,1 and βk,2 are obtained by (47). Applying the (47), the
approximated cdf of the waiting time Fˆ (t) is given by
Fˆ (t) = 1− ρk + ρk
γ (βk,1, βk,2t)
Γ (βk,1)
(56)
for t ≥ 0 where γ (·, ·) and Γ (·, ·) are the lower and upper
incomplete gamma function, respectively. Substituting the part
of the equation (30) into (56), pˆs,i,k is obtained by
pˆs,i,k =
∫ ∞
0
[
1− ρk + ρkFˆ (Tth,i − r)
]
fTsv,i,k (r) dr
=(1− ρk)Fγ,1 + ρkFγ,2 (57)
where Tth,i is Tt −
∑
q∈Q T
(q)
cm,i,k for q = {u, d}. In (57), Fγ,1
and Fγ,2 are given, respectively, by
Fγ,1=
∫ Tth,i
0
µDuik r
Dui−1exp{−µkr}
(Dui − 1)!
dr=
γ(Dui, µkTth,i)
(Dui − 1)!
(58)
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Fγ,2=
∫ Tth,i
0
γ(βk,1, βk,2(Tth,i−r))
Γ (βk,1)
µDuik r
Dui−1 exp{−µkr}
(Dui − 1)!
dr
=
γ(βk,1, βk,2Tth,i)
Γ (βk,1)
−
exp {−βk,2Tth,i}
β
−βk,1
k,2 Γ (βk,1)
×
Dui−1∑
n=0
µnk
n!
∫ Tth,i
0
exp{(βk,2−µk) r}rk
(Tth,i − r)
1−βk,1
dr. (59)
From the equation in [31, eq. (3.383)], Fγ,2 is provided as the
closed-form equations. By substituting the (58) and (59) into
(57), the approximated SECP becomes (46).
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