In this paper, we consider a wireless communication network with a full-duplex hybrid energy and information access point and a set of wireless users with energy harvesting capabilities. The hybrid access point (HAP) implements full-duplex through two antennas: one for broadcasting wireless energy to users in the downlink and the other for simultaneously receiving information from the users via time division multiple access (TDMA) in the uplink. Each user can continuously harvest wireless power from the HAP until it transmits, i.e., the energy causality constraint is modeled by assuming that energy harvested in the future cannot be used for the current transmission. This leads to the causal dependence of each user's harvesting time on the transmission time of earlier users, e.g., the second user scheduled to transmit can harvest more energy if the first user has longer transmission time. Under this setup, we investigate the sum-throughput maximization (STM) problem and the totaltime minimization (TTM) problem for the proposed full-duplex wireless-powered communication network. For the STM problem, the optimal solution is obtained as a closed-form expression, which can be computed with linear complexity. For the TTM problem, by exploiting the properties of the coupled constraints, we propose a two-step algorithm to obtain an optimal solution. Then, low-complexity suboptimal solutions are proposed for each problem by exploiting the characteristics of the optimal solutions. Finally, simulation studies on the effect of user scheduling show that different scheduling strategies should be adopted for STM and TTM.
I. INTRODUCTION
I N conventional wireless networks, such as sensor networks and cellular networks, wireless devices are powered by replaceable or rechargeable batteries. The operation time of these battery-powered devices are usually limited. Though replacing or recharging the batteries periodically may be a viable option, it may be inconvenient (for a sensor network with thousands of distributed sensor nodes), dangerous (for the devices located in toxic environments), or even impossible (for the medical sensors implanted inside human bodies) to do so. In such situations, energy harvesting [1] - [3] , with potential to provide a per-Manuscript received August 21, 2014 ; revised January 13, 2015 and March 21, 2015;  accepted May 18, 2015 . Date of publication June 1, 2015; date of current version October 8, 2015 . This paper was presented in part at IEEE Global Communications Conference 2014, Austin, Texas, USA, 2014. The associate editor coordinating the review of this paper and approving it for publication was L. Song.
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Digital Object Identifier 10.1109/TWC.2015.2439673 petual power supply, becomes an attractive approach to prolong these wireless networks' lifetime. Typical sources for energy harvesting include solar and wind. Recently ambient radio signal is receiving much research attention as a new viable source for energy harvesting, supported by the advantage that the wireless signals can carry both energy and information [4] , [5] . Wireless power technologies have evolved significantly to make wireless power transfer (WPT) for wireless applications a reality [6] . Wireless power can be harvested from the environment such as the TV broadcast signals [7] . In [7] , a wireless peer-to-peer communication system powered solely by ambient radio signals has already been successfully implemented. Relying on an ambient power source, however, poses uncertainty in the amount of energy that can be harvested, and hence there is no guarantee on the minimum data rate. WPT can also be achieved by using dedicated power transmitters, such as in passive radio frequency identification (RFID) systems [8] , [9] . Conventional RFID receivers, known as tags, cannot store the energy for future use, hence limiting the potential application space. Recently, more advanced RFID receivers have been prototyped that are able to store the harvested energy, allowing the tags to perform sensing or computation tasks even when the harvested energy is not currently available [9] . In addition, more efficient wireless energy harvesting via WPT is believed to be in widespread use in the near future due to the advances in antenna and circuit designs.
For the above reasons, wireless powered communication networks (WPCNs), in which wireless devices are powered only by WPT, have been a hot topic [10] - [16] . In [10] , the authors studied the tradeoff between information rate and power transfer in a frequency selective wireless system. In [11] , the authors proposed using multiple antennas to achieve simultaneous wireless information and power transfer for the emerging self-powered wireless networks. In [12] , the optimal power splitting between information decoding and energy harvesting was derived to minimize the outage probability. Then, in [13] , practical receiver design for simultaneous information and power transfer was studied. The architecture and deployment issues for enabling wireless power transfer were investigated in [14] . In [15] , the authors investigated how to improve energy beamforming efficiency by balancing the resource allocation between channel estimation and wireless power transfer. In [16] , power allocation strategies for a wireless cooperative network with multiple source-destination pairs communicating with each other via energy harvesting relays were investigated.
Typical WPCN networks are RFID networks or sensor networks, in which the devices are usually low-powerconsumption sensors with small form factor [8] . Such devices typically store the harvested power in supercapacitors which have the advantages of small form factor, fast charging cycle, and can sustain many years of charging and discharging cycles [17] , as compared to using rechargeable batteries. However, supercapacitors suffer from high self-discharge [18] and may not be able to store the harvested energy long enough to be used for the next communication cycle, which may be after a few days or weeks depending on the applications. The use of super capacitors for storing wireless power can lead to a fundamentally different problem formulation.
In this paper, to exploit the broadcast nature of the wireless medium, we consider the use of WPT to support multiple users concurrently, using supercapacitor for storing the harvested energy. We assume that the hybrid access point (HAP) is equipped with two antennas to enable the concurrent downlink-WPT and uplink-communication operations, respectively. We assume perfect isolation between the two antennas, or the known WPT signal is removed via analog and digital self-interference cancellation [19] , such that there is no WPT interference to the uplink signals. In practice, we refer to such a proposed WPCN with a dual-function HAP as a full-duplex WPCN. We note that the full-duplex concept here differs from conventional full-duplex communications systems where the full-duplex is for uplink and downlink information transmission only. The HAP has two functions: to perform WPT to all users, and concurrently act as an access point to collect the users' data. To support multiple users, we employ time division multiple access (TDMA) for the uplink communications, but we allow concurrent downlink WPT to all users even during the uplink communications. Each user continues to harvest energy from the HAP until it performs uplink information transmission. To account for the high self-discharge characteristic of supercapacitor and potential long delay between any two communication cycles (e.g., in RFID systems, the time between two inventory rounds may be several weeks.), we assume the users cannot use the harvested energy after its transmission slot, i.e., each user can only use all the energy harvested so far before its transmission. Consequently, latter users' can harvest more energy. This is consistent with the concept of energy causality considered in [1] - [3] .
A closely related system model is considered in [20] . However, in [20] , the HAP is limited to having one single antenna. Thus, HAP cannot perform WPT and uplink communication concurrently. Consequently, the optimization for the time allocation problem studied in [20] is simpler, while the problem studied in this paper is more challenging due to the coupling between users's energy harvesting and transmission time. More existing literature on the simultaneous wireless information and power transfer [21] - [24] mainly focus on realizing singledirection (i.e., either uplink or downlink) simultaneous WPT and information transmission. This is different from our work where bi-directional simultaneous WPT and information transmission is enabled.
The contribution and main results of this paper are listed as follows:
• We propose a new model to enable simultaneous downlink WPT and uplink information transmission for a multi-user wireless network by employing a full-duplex HAP. We characterize two fundamental optimization problems for the proposed full-duplex WPCN: (i) Sumthroughput maximization (STM), i.e., maximize the total throughput of the proposed WPCN subject to a total time constant, and (ii) Total-time minimization (TTM), i.e., minimize the total charging and transmission time of the proposed WPCN subject to the constraints that each user has certain amount of data to be delivered to the HAP. • For the STM problem, we obtain the optimal time allocation in closed-form by exploiting the properties of the convexity of the optimization problem. We further obtain an equivalent but simplified algorithm with linear complexity, and show that the sum throughput of the network is non-decreasing with increasing number of users despite having the same total time constraint. • For the TTM problem, we show that the optimal solution is in general not unique. By exploiting the properties of the coupled constraints, we propose a two-step algorithm to obtain an optimal time allocation of the formulated problem. • For each problem (STM/TTM), we propose a suboptimal time allocation scheme by exploiting the characteristics of the optimal solution. It is shown that the proposed suboptimal scheme can achieve a satisfactory performance. • We also investigate the impact of users' scheduling order on the system performance by simulations. For the STM problem, we show that the users with low SNR should be scheduled to transmit first. While for the TTM problem, the users with high SNR should be scheduled to transmit first, however, the impact of the scheduling order is negligible. The rest of this paper is organized as follows. In Section II, we describe the WPCN system model and the proposed fullduplex protocol. In Section III, we present the problem formulation of the STM problem, and derive its the optimal solution. In Section IV, we present the problem formulation of the TTM problem, and propose a two-step algorithm to obtain an optimal solution. In Section V, we propose two suboptimal solutions for each problem (STM and TTM). In Section VI, numerical results are given to study the performance of the proposed time allocation schemes. Section VII concludes the paper.
II. SYSTEM MODEL
We consider a WPCN with one HAP and K users. All the user terminals are assumed to be equipped with one single antenna each. The HAP is assumed to be equipped with two antennas. One is for the downlink wireless energy transfer. The other one is used to receive the uplink information transmission from the users. Thus, the channel power gains for the downlink channel and uplink channel are different. As shown in Fig. 1 , the channel power gain of the downlink channel from the HAP to user i is denoted by g i . The channel power gain of the uplink channel from user i to the HAP is denoted by h i . For convenience of exposition, all the channels involved are assumed to be block-fading [25] , i.e., the channels remain constant during each transmission block, but possibly change from one block to another. It is also assumed that all these channel power gains are perfectly known at the HAP. The frame structure for energy harvesting and information transmission over one transmission block is shown in Fig. 2 . In each block, the HAP keeps broadcasting a downlink signal to all the users with a constant transmit power P H using one of its antenna. We assume that the downlink signal transmitted by the HAP to charge users is denoted by x H , and x H is known at the HAP's receiver. A TDMA structure is employed by the HAP to receive the uplink information transmission from the users using its another antenna at the same time. In this paper, we refer to such a proposed WPCN with a dual-function HAP as a full-duplex WPCN. For full-duplex systems, the self-interference from the transmitting antenna to the receiving antenna is an important issue. Currently, there are mainly two types of existing techniques to cancel self-interference: digital cancellation [19] and analog cancellation [26] , [27] . Both of them can reduce the self-interference to a negligible level or noise level if the receiving antenna has a good estimate of the transmitted signal [28] . It is also worth pointing out that the fullduplex concept in this paper is slightly different from the conventional full-duplex which is for simultaneous downlink and uplink information transmission. In our model, the fullduplex refers to the simultaneous downlink energy transfer and the uplink information transmission. For downlink energy transfer, a fixed signal x H is transmitted and x H is known at the HAP's receiving antenna. Thus, this signal can be reconstructed at the receiving antenna and subtracted from the received signals. Therefore, the self-interference can be easily handled by using existing digital or analog cancellation techniques. For this reason, we assume perfect self-interference cancellation between the two antennas in this paper.
In this paper, we assume user i transmits during the time slot i. The uplink transmission time for user i is denoted by τ i , ∀ i ∈ {1, · · · , K}. The energy harvesting time of user i is thus given by i−1 j=0 τ j , ∀ i ∈ {1, 2, · · · , K}. Then, the total energy harvested by user i from the HAP, denoted as E i , can be obtained as
where η i ∈ (0, 1) is a constant denoting the energy harvesting efficiency for user i.
To ensure tens of years of WPCN operations and small form factor for the users, the harvested energy is stored in supercapacitors. We model the property that supercapacitors suffer from high self-discharge [18] by assuming that the users can harvest energy before its transmission but not after. Hence, latter users can harvest more energy. We assume the users have no other energy source nor battery to store its harvested energy, and hence all harvested energy must be used for transmission within its transmission slot τ i . Then, the average transmit power p i for user i during its transmission slot is given by
Since TDMA is employed, each user can only transmit during its allocated time slot, and thus there is no mutual interference among the users. Besides, we assume perfect selfinterference cancellation between the two antennas such that there is no WPT interference to the uplink signals. Then, the instantaneous uplink transmission rate for user i can be written as
where γ i is defined as γ i = h i η i g i P H σ 2 , ∀ i ∈ {1, 2, · · · , K}, and σ 2 is the noise power at the HAP.
In this paper, we are interested in the following two problems: (i). Sum-throughput maximization, i.e., maximize the total throughput of the proposed WPCN subject to a total time constant T. (ii). Total-time minimization, i.e., minimize the total charging and transmission time of the proposed WPCN subject to the constraints that each user has certain amount of data to send back to the HAP. These two problems are investigated in the following two sections, respectively.
III. SUM-THROUGHPUT MAXIMIZATION
Define τ = [τ 0 , · · · , τ K ] T , the total throughput denoted by T (τ ) of the system is
where γ i is given by
In this section, we are interested in finding the optimal time allocation strategy to maximize the total throughput T (τ ) of the described WPCN subject to a time constant T. For convenience, we use a normalized unit block time, i.e., T = 1. Thus, the throughput maximization problem can be formulated as Problem 1:
To solve Problem 1, we first present the following two lemmas.
Lemma 1: The optimal time allocation τ * = [τ * 0 , · · · , τ * K ] T of Problem 1 must satisfy the constraint (7) with equality, i.e., K i=0 τ * i = 1. Proof: Please refer to Part A of Appendix for details. Lemma 2: The throughput function of user i given by
Proof: Please refer to Part B of Appendix for details. Now, we show that Problem 1 is a convex optimization problem. According to [29] , a nonnegative weighted summation of concave functions is concave. Then, it follows from Lemma 2 that the objective function of Problem 1 given by (1) is a concave function of τ since it is a summation of T i (τ )'s. Besides, all the constraints of Problem 1 are affine. Thus, it is clear that Problem 1 is a convex optimization problem. Then, using convex optimization techniques, the optimal solution of Problem 1 can be obtained, which is given in the following theorem.
Theorem 1: The optimal time allocation of Problem 1 is
where x i is given by
Proof: Please refer to Part C of Appendix for details.
In Theorem 1, we obtained the optimal solution of Problem 1 in closed-form. For convenience of computing the optimal time allocation, we propose the following algorithm.
Algorithm 1 Optimal Time Allocation Computation
Algorithm 1 is a two-pass algorithm: the first pass for sequentially computing x i and the second pass for computing τ i in reverse order. We note that an advantage of this algorithm is that it does not need to be completely rerun when the number of users increases, say from K users to K + 1 users. Instead, we only need to rerun the second pass. This is due to the fact that the value x K+1 does not affects the computation of x i with i < K + 1, since the first pass is sequential. This indicates that the proposed algorithm has a good scalability.
Overall, the computational complexity of the proposed algorithm is O(K), since in each pass K computations are needed. Since Problem 1 is a convex optimization problem, it can also be solved by existing convex optimization tools, such as CVX [31] . However, the computational complexity is then much higher, which is typically O(K 3 ). Besides, for implementation, the users only need to feedback their channel power gains to the HAP. Thus, the network overhead induced by the proposed algorithm is very low.
IV. TOTAL-TIME MINIMIZATION
Let D i be the minimum amount of information that user i has to send back to the HAP in each data collection cycle. Then, we have the following constraints
We assume D i > 0 for all users, otherwise the user with D i = 0 can be omitted from the system to minimize the data collection time for that user.
In this section, we are interested in minimizing the completion time of charging and transmission of all users' data in the proposed WPCN, i.e., K i=0 τ i , by determining the optimal time allocation strategy. Mathematically, this time minimization problem can be written as Problem 2:
where τ is defined as τ = [τ 0 , · · · , τ K ] T . For convenience of expression, we refer to the constraint specified by (14) when i = k as the kth constraint. First we observe that the Kth constraint holds with equality.
Lemma 3: The optimal time allocation τ * of Problem 2 must satisfy the Kth constraint with equality, i.e.,
Proof: Please refer to Part D of Appendix for details. We observe that each user's energy harvesting time is coupled with the transmission time of all previous users. It is the coupling among these constraints that makes the problem challenging. Thus, to solve Problem 2, we first investigate the properties related to the constraints. To this end, the constraints given in (14) can be rewritten as
Proposition states that V i (·) is a strictly decreasing function.
Proof: Please refer to Part E of Appendix for details. By using a graphical approach, the subsequent key result can be proved easily and key insights can be drawn intuitively. Taking τ i as the x-axis variable, i−1 j=0 τ j as the y-axis variable, and C i as a parameter, we illustrate the graphical relation- Fig. 3 . We show three possible cases of C i such that the curve and the line intersect at (i) two points, (ii) at one unique point, and (iii) does not intersects at all. We note that C i = i j=0 τ j can be interpreted as the completion time until user i sends its data; in particular C K is the total completion time that we want to minimize. Lemma 5 states that the critical values of C i and τ i for the case where the curve and the line meet at one unique point. 
where W(·) is the Lambert W-Function [30] . Proof: Please refer to Part F of Appendix for details. From Fig. 3 , we have the following observations:
• When C i < C m i , there is no intersection between the line and the curve. When C i > C m i , there are two intersection points between the line and the curve. With these obtained properties and observations, we are now ready to solve Problem 2, which is presented in the following theorem.
Theorem 2: Letk denote the largest k such that: given Ck = Proof: From the previous section, we know that C i = i j=0 τ j , and thus minimizing K i=0 τ i is equivalent to minimizing C K . We plot the line K−1 i=0 τ i = −τ K +C K and the curve K−1 Fig. 4(a) . Since the curve represents the Kth constraint, the minimum feasible C K under the Kth constraint is C K = C m K , and the corresponding τ K is given by τ K = τ m K , where τ m K and C m K are computed by (17) and (18), respectively. Then, C K−1 can be computed by C K−1 = C K −τ K = C m K −τ m K . Now, we have the following two possible cases: Fig. 4(b) , it is observed that when C K−1 > C m K−1 , there are two intersection points between the line K−2 i=0 τ i = −τ K−1 + C K−1 and the curve
. Denote the τ and τ , where τ < τ , as the two solutions for τ , see Fig. 4(b) . In this case, we can choose any τ K−1 between τ and τ , and yet satisfy the (K −1)th constraint. However, from the perspective of satisfying the remaining constraints, we should choose the smallest possible τ K−1 , i.e., choose τ K−1 = τ , due to the following reason. A smaller τ K−1 results in a larger K−2 i=0 τ i , since from Lemma 4,
A larger C K−2 results in the most relaxed (K − 2)th constraint, i.e., the largest possible feasible region. By induction, this also resulted in the most relaxed (K − j)th constraint for j = 3, · · · , K − 1.
• Case 2: C K−1 < C m K−1 . From Fig. 4(b) , it is observed that when C K−1 < C m K−1 , there is no intersection between the line K−2 i=0 τ i = −τ K−1 + C K−1 and the curve
, which means that the (K − 1)th constraint is not satisfied. In order to satisfy the (K − 1)th constraint, we must increase the value of C K−1 to C m K−1 . Since C K−1 = C K − τ K , the value of C K−1 can be increased by increasing C K or decreasing τ K . If we keep C K = C m K and only decrease the value of τ K , the Kth constraint will not be satisfied. Thus, the value of C K must be increased. This indicates C m K is no longer a feasible solution of Problem 2. Hence it is necessary to set the tentative optimal solution to C K−1 = C m K−1 and τ K−1 = τ m K−1 . If case 1 happens, and all the remaining C K−j 's computed by the approach specified in case 1 satisfy C K−j > C m K−j , ∀ j = 2, · · · , K − 1, and the optimal solution is obtained at C K = C m K and τ K = τ m K . If case 2 happens, we start from C K−1 = C m K−1 and τ K−1 = τ m K−1 , and recompute C K−j , ∀ j = 2, · · · , K − 1. If all the computed C K−j 's satisfy C K−j > C m K−j , the optimal solution is now obtained at C K−1 = C m K−1 and τ K−1 = τ m K−1 . Otherwise, we have to repeat this procedure until we find the largest k such that: when C k = C m k and τ k = τ m k , all the computed C k−j 's satisfy C k−j ≥ C m k−j , ∀ j = 1, · · · , k − 1. Theorem 2 is thus proved.
Based on Theorem 2, we can solve Problem 2 by the following two steps: (i) Findk, i.e., the largest k specified in Corollary 1: Letk be the largest k specified in Theorem 2, the following time allocation is an optimal solution of Problem 2.
2: Compute τ
where C * i = C * i+1 − τ * i+1 and the operator Root(·) finds the roots of the equation.
Proof: The claim (i) directly follows from Theorem 2. We now prove claim (ii). Sincek denote the largest k such that: given Ck = C m k and τk = τ m k , there exists a time allocation [τ 0 , · · · , τk −1 ] T that satisfies the (k − j)th constraints, ∀ j = 1, · · · ,k − 1. Thus, to satisfy the constraints, it requests that C * i ≥ C m i for any i <k. Same as Fig. 4(b) , when C * i > C m i , there will be two intersections between the curve i−1 j=0 τ j = τ i γ i e D i τ i − 1 and the line i−1 j=0 τ j = −τ i + C i . As proved in Case 1 of Theorem 2, the optimal τ * i should take the value of smaller root. Thus, claim (ii) is proved. We next prove claim (iii). When i >k, the optimal τ * i is obtained by solving the equation
τ i − 1 is a monotonic decreasing function of τ i , and i−1 j=0 τ j = C i is a horizontal line, there is only one intersection, and thus the solution of the aforementioned equation is unique. This is illustrated in Fig. 4(a) .
Algorithm 3 Optimal time allocation computation
1: Input: k, which is obtained by Algorithm 2. 2: Initialize:
Based on Corollary 1, Algorithm 3 is proposed to obtain an optimal solution of Problem 2. However, it is worth pointing out that:
• The optimal time allocation of Problem 2 may not be unique when K ≥ 2. We use a simple example to illustrate this. Consider the case that K = 2. We assume that The worst-case complexity of Algorithm 2 is O(K 2 ) due to the double loop structure. The complexity of Algorithm 3 is O(K). Since the optimal solution is obtained by running Algorithm 2 and Algorithm 3 sequentially, the worst-case complexity of finding an optimal solution for Problem 2 by the proposed algorithms is O(K 2 ). Besides, for implementing Algorithm 2, the users only need to feeback their channel power gains to the HAP. This indicates the network overhead induced by the proposed algorithm is very low.
V. SUBOPTIMAL TIME ALLOCATION
In this section, we propose some suboptimal time allocation schemes for the sum-throughput maximization and the totaltime minimization problems, respectively. The motivation for proposing these suboptimal time allocation schemes is two-fold: (i) to investigate the extent that optimization helps in improving the system performance, and (ii) to develop low-complexity schemes that can achieve near-optimal performance.
A. Sum-Throughput Maximization
In this subsection, we propose two suboptimal time allocation schemes for the sum-throughput maximization problem, which are given as follows.
(i). Equal time allocation. This scheme allocates equal time to each user including the initial charging slot τ 0 , i.e., τ i = τ 0 , ∀ i ∈ {1, · · · , K}. Then, since K i=0 τ i = 1, it follows that
(ii). Fixed-TDMA allocation: The idea of this scheme is to allocate equal time to each user but leave the initial charing slot τ 0 as an optimization variable. Thus, it follows that
Substituting the above equation into Problem 1, the optimization of τ 0 leads to Problem 3:
Now, we show that Problem 1 is a convex optimization problem. To show this, we present the following lemma first.
Lemma 6: The throughput function of user i given by
Proof: Please refer to Part G of Appendix for details. Based on Lemma 6, it is easy to observe that the objective function of Problem 3 is a concave function of τ 0 when 0 ≤ τ 0 ≤ 1, since the summation operation preserves the concavity [29] . Since Problem 3 is a convex optimization problem with one optimization variable, it can be easily solved by the subgradient method [32] . Details are omitted here for brevity.
B. Total-Time Minimization
In this subsection, we propose two suboptimal time allocation schemes for the total-time minimization problem, which are given as follows.
(i). Equal time allocation. This scheme allocates equal time to each user including the initial charging slot τ 0 , i.e., τ i = τ 0 , ∀ i ∈ {1, · · · , K}. Substituting this condition into Problem (2), the problem is simplified as Problem 4:
The optimal solution for this problem can be easily obtained, which is
(ii). Tangent-point allocation: This scheme is inspired by the graphical method used for deriving the optimal solution of Problem 2. The idea of this scheme is to let τ i takes the value of the tangent-point specified in Lemma 5 for all i, i.e.,
and τ 0 is given by the smallest value such that all the constraints given in (14) are satisfied. Since the left hand side of each constraint given in (14) is a monotonic increasing function with respect to τ 0 . Thus, τ 0 can be easily found by the well-known bisection search [29] . Details are omitted here for brevity.
VI. NUMERICAL RESULTS
In this section, several numerical examples are presented to evaluate the performance of the proposed algorithms.
A. Simulation Setup
In the simulation, the power of the noise σ 2 at the receiver of the HAP is assumed to be one. For simplicity, the energy harvest efficiency for all users are assumed to be the same and equal to one, i.e., η i = 1, ∀ i. The amount of data that each user has to send back is assumed to be the same and equal to one, i.e., D i = 1, ∀ i. We assume i.i.d. Rayleigh fading for all channels involved, and thus the channel power gains of these channels are exponentially distributed. For convenience, we assume that the mean of the channel power gains is one. It is worth pointing out that the assumption of particular distributions of the channel power gains does not affect the structure of the problem studied and the algorithm proposed in this paper. The results given in the following examples are obtained by averaging over 1000 channel realizations.
B. Sum-Throughput Maximization
1) Effect of the User Scheduling: In Fig. 5 , we investigate the effect of user scheduling on the throughput of the proposed system. We consider two scheduling schemes: (i) Increasing order of SNRs, i.e., the user with lowest SNR is scheduled to transmit first; (ii) Decreasing order of SNRs, i.e., the user with highest SNR is scheduled to transmit first. For exposition, we assume that there are five users in the network, i.e., K = 5. It is observed from Fig. 5 that the increasing SNR order scheduling scheme performs better than the decreasing SNR order scheduling scheme. The gap between the two scheduling schemes is negligible when P H is small. However, the gap increases with the increasing P H . This indicates that the scheduling order plays a more important role when P H is large.
2) Optimal vs. Suboptimal Time Allocation: In Fig. 6 , we investigate the effect of the transmit power of the HAP on the throughput of the proposed system using the optimal time allocation, the equal time allocation and the fixed-TDMA allocation. In this example, for simplicity, we consider the case that there are two users, i.e., K = 2. It is observed that the optimal time allocation always perform better than the suboptimal time allocation. It is also observed from Fig. 6 that the throughput for all cases increases when the transmit power of the HAP (P H ) increases. A higher P H indicates that the users can harvest more energy from the HAP, and thus can transmit at higher transmission rates. Therefore, the throughput of the system increases. Another important observation is that the throughput gap between the optimal and sub-optimal time allocation is negligible when P H is small. However, the gap increases with the increasing P H . This indicates that time allocation is more important when P H is large.
In Fig. 7 , we investigate the effect of the number of users on the throughput of the proposed system using the optimal time allocation and the equal time allocation. In this example, the transmit power of the HAP is fixed at P H = 10 dB. It is observed that the throughput gap between the optimal time allocation and the equal time allocation increases with the increasing of the number of users (K). It is observed from Fig. 7 that when K = 1, the gap is negligible. However, when K = 10, the gap is significant. This indicates that time allocation plays a more important role when K is large. Another important observation is that the throughput for both cases increases when the number of users increases. This can be explained as follows. Consider there are K users in the network. Denote the optimal time allocation as τ * (K) and the maximum throughput as T * (K) . Now, we introduce one more user to the network, and recompute the optimal time allocation τ (K+1) and the maximum throughput T (K+1) . Now, we show that T (K+1) ≥ T * (K) . This can be proved by contradiction. Suppose T (K+1) < T * (K) . Now, we consider the following time allocation τ (K+1) for the K + 1 users case. We set the time allocation of the K old users using τ * (K) and set the time allocation of the new user using 0. It is clear that under this time allocation, the resultant throughput denoted by T (K+1) is equal to T * (K) . It follows that T (K+1) > T (K+1) . This contradicts with our presumption. Thus, it follows T (K+1) ≥ T * (K) .
C. Total-Time Minimization
1) Effect of the User Scheduling: In Fig. 8 , we investigate the effect of the user scheduling on the total data collection time of the proposed WPCN. We consider two scheduling schemes: (i) Increasing order of SNRs, i.e., the user with lowest SNR is scheduled to transmit first; (ii) Decreasing order of SNRs, i.e., the user with highest SNR is scheduled to transmit first. For exposition, we assume that there are five users in the network, i.e., K = 5. It is observed from Fig. 8 that the increasing order scheduling scheme performs worse than the decreasing order scheduling scheme. The gap between the two scheduling schemes is, however, quite small. One of the possible reasons for the small gap is that users with good SNRs finish their data transmission very fast, and thus contributes a negligible part to the total time. Users with poor SNRs require long charging and transmission time, thus determine the overall performance. Another observation is that the total time decreases with the increasing of P H . This is as expected, since higher P H indicates that the users can harvest more energy from the HAP, and thus can transmit at higher transmission rates.
2) Optimal vs. Suboptimal Time Allocation: In this subsection, we compare the performance of suboptimal time allocation with the optimal time allocation. In Fig. 9 , we compare the performance of the proposed suboptimal time allocation with that of the optimal time allocation. For exposition, we assume that there are five users in the network, i.e., K = 5. The equal time allocation is not included here due to its poor performance. The total time required to finish all users' data transmission under the equal time allocation is around 10 times of that under the optimal time allocation. A possible reason for this is that the equal time allocation is closely related to the users' SNRs (this can be observed from (25)). In general, the equal time allocation is determined by the user with the worst SNR, which requires a very long charging and transmission time to finish its data transmission. However, other users with good SNR actually do not need such a long charging and transmission time. Thus, the equal time allocation of the TTM problem has a very poor performance. This also indicates that optimization is necessary and helps in improving the system performance. From Fig. 9 , it is observed that the optimal time allocation always perform better than tangent point allocation. It is also observed that the gap between the optimal and the tangent point allocation is very small. This indicates that the tangent point allocation scheme has a very good performance. Another observation is that the total time decreases with the increasing of P H , and the gap also decreases with the increasing of P H .
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we have proposed a new protocol to enable simultaneous downlink wireless power transfer (WPT) and uplink information transmission for a wireless communication network with a full-duplex hybrid access point (HAP) and a set of wireless users with energy harvesting capabilities. Time division multiple access (TDMA) is employed to realize the multiuser uplink transmission. All users can continuously harvest wireless power from the HAP until its transmission slot, even during other users' uplink transmission. Consequently, latter users' energy harvesting time is coupled with the transmission time of previous users. Under this setup, we have solved the sum-throughput maximization (STM) problem and the totaltime minimization (TTM) problem for the proposed multi-user full-duplex wireless-powered network, respectively. We have proved that the STM problem is a convex optimization problem. The optimal solution strategy has been obtained in closed-form expression. An algorithm with linear complexity is then given for the convenience of computation. For the TTM problem, we have proposed a two-step algorithm to obtain an optimal solution by exploring the properties of the coupled constraints. Then, we have proposed several suboptimal solutions for each problem. We have also investigated the effect of user scheduling on STM and TTM through simulations, considering two scheduling orders -increasing and decreasing orders.
The two considered scheduling orders, however, may not be optimal. Joint optimization of the scheduling order and time allocation may further improve the system performance. Besides, the fairness issue in the scheduling problem is not considered. For example, for the STM problem, users with low SNR may be scheduled to transmit in the first few time slots. Consequently, they may only be able to harvest a small portion of energy and thus transmit a small amount of data. This is apparently not fair for them. All these issues can be taken into consideration when deriving the optimal scheduling order. Moreover, we have assumed the antenna pattern is fixed for this work. However, it is shown in [33] , [34] that a higher sum rate can be achieved by dynamically selecting the transmitreceive antenna pair for a full-duplex system. It is not clear how much the system performance can be improved for our proposed full-duplex system by adopting a flexible antenna pattern, i.e., allowing dynamic antenna selection for the uplink and the downlink. The above important issues are worth further investigation.
APPENDIX

A. Proof of Lemma 1
This can be proved by contradiction. Suppose τ = [τ 0 , · · · , τ K ] T is an optimal solution of Problem 1, and it satisfies that K i=0 τ i < 1. It follows that τ 0 < 1 − K i=1 τ i . It is easy to verify that the objective function given in (5) is a monotonic increasing function with respect to τ 0 . Thus, the value of (5) under the vector [1 − K i=1 τ i , τ 1 , · · · , τ K ] T is larger than that under τ . This contradicts with our presumption. Thus, the optimal τ * must satisfy K i=0 τ * i = 1.
B. Proof of Lemma 2
According to [29] , a function is concave if its Hessian is negative semidefinite. Thus, to show T i (τ ) is a concave function of τ , we have shown that its Hessian is negative semidefinite. Denote the Hessian of T i (τ ) by H i and denote its element by d (i) m,n at the mth row and nth column. The diagonal entries of H i , i.e., m = n, can be obtained as
The off-diagonal entries of H i can be obtained as
For any given real vector
where the inequality follows from the fact that τ i ≥ 0. Thus, H i is negative semidefinite. Lemma 2 is then proved.
C. Proof of Theorem 1
The Lagrangian of Problem 1 is
where λ is the non-negative Lagrangian dual variable associated with the constraint given in (7) . Then, the dual function of Problem 1 can be written as
where S is the feasible set of τ specified by the constraints (6) and (7) . It is observed that there exists an τ ∈ S with all strict positive element (i.e., τ i > 0, ∀ i ∈ {0, 1, · · · , K}) satisfying K i=0 τ i < 1. Thus, according to the Slater's condition [29] , strong duality holds for this problem. Thus, Problem 1 can be solved by solving its Karush-Kuhn-Tucker (KKT) conditions, which are given by
where τ * i , ∀ i and λ * denote the optimal primal and dual solutions of Problem 1. Then, from (35), it follows that 
It is observed that the right hand sides of equations (36)-(38) are the same. Thus, substituting (36) into (37) and (38), we have
. . . 
We denote the right hand side of (39), (40) by c i , i.e.,
For convenience, we introduce the following function
Let c i ≥ 0, ∀ i ∈ {1, · · · , K} be a series of constants, the solution of F i (x) = c i denoted by x i can be obtained as
where W(·) is the Lambert W-Function [30]. It is observed from (45) that we need c i to compute x i . When i = 1, x 1 can be easily calculated since c 1 = 0. To compute x 2 , we need the value of c 2 . It is observed from (43) that c 2 can be easily computed if x 1 is known. Thus, x 2 can be computed with the obtained x 1 . Similarly, for all other i ≥ 2, it is observed from (43) that c i only depends on the value of previous {x 1 , · · · , x i−1 }. Thus, using the same approach, all the remaining x i can be computed sequentially. Now, we proceed to obtain the solution for τ * i , ∀ i ∈ {1, · · · , K}. Based on the fact that K i=0 τ * i = 1 and i−1 j=0 τ * j τ * i = x i , ∀ i ∈ {1, · · · , K}, with the obtained value of x i , the optimal τ * i can be obtained as
where x i is given by (45).
D. Proof of Lemma 3
This can be proved by contradiction. Suppose an optimal solutionτ = [τ 0 , · · · ,τ K ] T satisfying τ * K ln 1+γ K K−1 j=0 τ * j /τ * K > D K . Now, we consider the function f (x) x log (1 + c/x), where c is a constant. It can be verified that f (x) is a monotonic increasing function with respect to x when x > 0. Thus, by fixingτ 0 , · · · ,τ K−1 , we can always find a τ K such that τ K ln(1 + γ K K−1 j=0τ j /τ K ) = D K , and it is clear that τ K <τ K . This contradicts with our presumption thatτ is optimal. Thus, the optimal solution must satisfy the Kth constraint with equality.
E. Proof of Lemma 4
First we note that τ i > 0 so as to serve the strictly positive D i . The first order derivative of V i (τ i ) is
where the inequality "a" follows from e x > 1 for x > 0 and the assumption that D i > 0.
F. Proof of Lemma 5
At the unique intersection point, we have can be obtained as given in (17) . From (51), it follows that
Then, substituting (17) into this equation, C m i can be obtained as given in (18) .
G. Proof of Lemma 6
This can be proved by looking at the second order derivative of T i (τ 0 ), which is
where "a" follows from the fact that 0 ≤ τ 0 ≤ 1. Thus, it is clear that T i (τ 0 ) is concave function of τ 0 when 0 ≤ τ 0 ≤ 1.
