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Abstract. We show that the projections on four factors of an arbitrary
orthogonal array of strength 2 allow the estimation of main eﬀects and two-
factor interactions when all other eﬀects are assumed to be zero, if those
projections satisfy the bounds given by Weil’s theorem. The only exceptions
are the Hadamard matrices of orders 16 and 24. A consequence is again the
estimability of main eﬀects and two-factor interactions for the projections on
four factors of the ﬁrst Payley construction for arbitrary run size.
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1 Bounds for the ﬁrst Payley-construction
Let Hn, a normalized Hadamard matrix of order n  12, be the design matrix
of a nonreplicated factorial design, any column except the ﬁrst corresponding
to a factor. For any k  n columns let the design matrix M of the ‘‘projected
design’’ consist of the ﬁrst column of Hn, the k columns of the factors and all
columns obtained by Hadamard products of these k columns. We will call this
the ‘‘complete projected design M in k factors’’. The corresponding parameter
vector b consists of the overall mean, the main eﬀects and all interactions of
those k factors. Denote the n 1 observation vector by Y . If the matrix MtM
has full rank, then the least-squares estimate is
b^ ¼ ðMtMÞ1MtY
If there is a priori information that some entries in b are zero, we use g and V
for the parameter and the design matrix of the reduced model. We are mainly
concerned with k ¼ 4 and g will consist of all main eﬀects and two-factor
interactions.
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We will abuse language and call the sum over the entries of a Hadamard
product of an arbitrary number of vectors the ‘‘Hadamard product’’. In the
case of two vectors this is just the usual scalar product of two vectors. We will
use the notation IK for the Hadamard product of the i’th and k’th column of
MtM or V tV . In the same way the Hadamard products of more than two
columns are denoted.
By deﬁnition the oﬀ-diagonal entries of MtM or V tV are Hadamard
products of factor columns. Because Hn is an orthogonal array of strenth 2,
those Hadamard products will consist of three or more columns. In the case
of k ¼ 4 and g, V there are 4 diﬀerent Hadamard products of three and 1 of
four columns. Because the ﬁrst column of M or V is orthogonal to all other
columns we will from now on omit this ﬁrst column. This does not change a
zero or nonzero determinant of MtM or V tV .
In the following we will examine conditions under which those two
matrices have a nonzero determinant.
Consider a ﬁnite ﬁeld with at least three elements, the number of elements
of that ﬁeld being the power of a prime number p. We will use the usual
abbreviation GF ðpkÞ, k a positive integer. The ﬁrst Payley-construction of a
Hadamard matrix is as follows: For GF ðpkÞ ¼ fa1; . . . ; apk1; apk ¼ 0g deﬁne
the matrix A ¼ ðaijÞ of order pk þ 1 as follows:
ai0 ¼ a0j ¼ 1
aij ¼ vðai  ajÞ if i 6¼ 0; j 6¼ 0; i 6¼ j
aii ¼ 1
Denoting the Hadamard product of the i’th, j’th and k’th rows of A by IKJ,
then:
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The same holds for the Hadamard product of the i’th, j’th, k’th and l’th row:
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Bounds for the sum on the right side of (1) and (2) can be given using
Weil’s theorem ([3], theorem 5.41.), denoting by n ¼ pk þ 1 the order of the
Hadamard matrix:
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From (3) and (4) follows immediately:
Theorem 1. Let M denote the design matrix of the complete projected design of
any k factors of a Hadamard matrix Hn obtained by the ﬁrst Payley con-
struction. Then
1
n
MtM ! I2k ðn!1Þ
Here I2k is the (2
k  2k)-unit matrix.
This is, of course, nothing else than the usual asymptotic normality of the
least-squares estimate. Nevertheless, in the special case of the ﬁrst Payley
construction, 1n V
tV reaches a nonzero determinant quite fast:
2 The projections on four factors: a computer search
Suppose now that all interaction eﬀects between three and four factors are
zero. Denote the design matrix in this case by V .
In the following, we will need some facts from matrix theory and some
properties of a (general) orthogonal array of strength 2:
1. A matrix A is said to fulﬁll the ‘‘dominant main-diagonal criterion’’, if in
any row the sum of the absolute values of the oﬀ-diagonal entries is
strictly smaller than the diagonal entry. In this case detðAÞ 6¼ 0 ([5],
chapter 3).
2. For a partitioned matrix
P ¼ A B
C D
 
where A is an invertible square matrix and D a square matrix, the deter-
minant of P is given by:
detðP Þ ¼ detðAÞdetðD CA1BÞ
In the case of the ð10 10Þ-matrix P :¼ 1n V tV , the left upper 4 4 prin-
cipal minor (a unit matrix) will play the role of A, so detð1n V tV Þ 6¼ 0 if and
only if detðD CA1BÞ 6¼ 0. The ð6 6Þ-matrix D CA1B is called the
‘‘Schur complement’’ of the matrix P ([6], Theorem 3.1.1).
3. For any three columns i, j and k of the ðn n 1Þ-matrix V let nijk be
the number of row vectors (1,1,1). It is not diﬃcult to show that the
Hadamard product IJK is then given by:
IJK ¼ 8nijk  n
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So the entries of V tV are quite restricted ðm 2 NÞ:
IJK 2 f0;8;16;24; . . .g if n ¼ 8m
IJK 2 f4;12;20; . . .g if n 6¼ 8m
For any four columns i,j,k and l a similar formula holds. Let nijkl be the
number of row vectors (1,1,1,1). Then the Hadamard product IJKL is:
IJKL ¼ 3n 8ðnijk þ nijl þ nikl þ njklÞ þ 16nijkl
Now 1.), 2.) and 3.) make the computer search fast. 1.) and 2.) show that
detð1n V tV Þ 6¼ 0 if n is already  68, using Weil’s theorem. We did the com-
puter search only with property 3.), so:
Theorem 2. Suppose the projections on 3 and 4 factors of an arbitrary OA in n
runs (n  12) of strength 2 fulﬁll the conditions (3) and (4) of Weil’s theorem.
Then:
All main eﬀects and two-factor interactions of the projected design on
any 4 factors can be estimated when all other eﬀects are zero.
The only exceptions: n ¼ 16; 24.
The special case n ¼ 24 can be eliminated for the ﬁrst Payley construction
using property 3.), here:
detðV tV Þ ¼ 0, jIJKLj ¼ jIJKj ¼ jIJLj ¼ jIKLj ¼ jJKLj ¼ 8
This is not possible due to the construction of the matrix. We stress the fact
that this is the only case where one actually has to examine the structure of a
Hadamard matrix. This gives:
Corollary. Suppose Hn is a Hadamard matrix obtained by the ﬁrst Payley
construction and n  12. Then all main eﬀects and two-factor interactions of the
projected design on any 4 factors can be estimated when all other eﬀects are
zero.
After this work was completed, the author was informed that Bulutoglu
and Cheng ([2]), using another approach (see [1]), obtained a result similar
to the given Corollary. Their result is more complete in a sense that they
can avoid using a computer and they do not have to make the exception
n ¼ 24.
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