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Resumo
Este trabalho consiste numa revisão dos problemas isoperimétricos clássicos, com especial
ênfase à certas aplicações recentes à biomatemática e aos problemas de molhamento. Em parti-
cular, são analisados alguns casos possuindo simetria axial com vínculos de volume e perímetro
externo constantes, e são obtidas algumas soluções novas que exibem um comportamento se-
melhante à solução descontínua de Goldschmidt para superfícies mínimas.
Palavras-chave: Superfícies mínimas, problemas de molhamento, solução descontínua de
Goldschmidt.
Abstract
This work consists in a review of the classical isoperimetric problems, with special emphasis
on certain recent applications in biomathematics and wetting problems. In particular, we
analyze some axisymmetric cases with fixed volume and external perimeter constraints. Some
new solutions exhibiting similar behavior to the Goldschmidt discontinuous solution for minimal
surfaces are obtained.
Keywords: Minimal surfaces, wetting problems, Goldschmidt discontinuous solution.
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Introdução
Dentre os mais célebres problemas que sempre interessaram a matemáticos e físicos, listam-
se certamente os problemas que envolvem encontrar máximos e mínimos, ou mesmo pontos
estacionários, de funções e funcionais. São vários os exemplos de desenvolvimentos científicos
e tecnológicos motivados por estes estudos, abordados por exemplo em Cesari [1983], Smith
[1998] e Zeidler [2013]. O foco deste trabalho vai além dos problemas de máximos e mínimos
de funções, interessam os métodos que permitirão encontrar soluções exclusivamente minimais
de certos funcionais. Tais recursos compõem o chamado cálculo de variações. Os problemas
típicos que consistem em investigar funções que representam um máximo ou um mínimo de
funcionais são comumente chamados de problemas variacionais.
Uma das bases do desenvolvimento e estudo em cálculo de variações é a chamada equação
diferencial de Euler-Lagrange, que surge na busca de extremos para o funcional dado pelo
problema. Dependendo do funcional e do aspecto do problema abordado, a solução final poderá
ser dada por uma equação diferencial similar à equação de Euler-Lagrange, com formulações
e resoluções semelhantes à mesma. Os ditos problemas isoperimétricos, parte essencial deste
trabalho, são casos especiais caracterizados pela obtenção de valores minimizantes do funcional
inicial a sujeito a alguma restrição representada por um outro funcional e incorporado via
multiplicadores de Lagrange. Na maioria das vezes os vínculos devem-se a inerentes situações
físicas, por exemplo.
Os clássicos problemas isoperimétricos e os métodos para suas resoluções começaram a ser
descritos no final do século XVII. Um exemplo é o problema da braquistócrona, iniciado por J.
Bernoulli, que tem como intenção encontrar o caminho entre dois pontos, não estando vertical-
mente na mesma linha, o qual proporcionará o menor tempo de descida, sob ação gravitacional,
para determinado objeto de um ponto a outro. Outro famoso problema variacional de funda-
mental importância na geometria é o das geodésicas. Em um âmbito local de uma determinada
superfície, geodésicas são curvas conectando dois pontos com o trajeto de menor distância pos-
sível. Superfícies completas são aquelas para as quais dois pontos arbitrários sempre estão
conectados por uma geodésica.
Casos especiais de superfícies que correspondem a soluções minimizantes de certos funcionais
foram e continuam sendo objetos de estudo em matemática e física. As superfícies mínimas,
como ficaram conhecidas ao longo dos séculos, são superfícies de área mínima que possuem
alguma curva fechada como fronteira. São caracterizadas por terem curvatura média identi-
camente nula. A teoria fundamental foi iniciada por Lagrange, elucidada e exemplificada por
11
12
Plateau, que com suas experimentações exemplificou a representação das superfícies mínimas
por películas de sabão. Um fato curioso ocorre com o catenoide, que é uma superfície mínima
de revolução tendo como limite dois círculos concêntricos. Quando estes anéis são afastados,
há uma distância crítica além da qual o catenoide é destruído, dando origem, normalmente, a
dois discos, um em cada anel fronteira do catenoide. Ainda que se considere que o plano é a
mais elementar das superfícies mínimas, este tipo de fenômeno fornece novas informações sobre
as condições de minimalidade do catenoide e plano. Estudos feitos em 1831 por Goldschmidt
esclareceram tais conceitos, e o problema atualmente é denominado solução descontínua de
Goldschmidt.
Talvez o problema isoperimétrico mais elementar seja o de buscar uma curva plana fechada
de comprimento fixo englobando a maior área possível, o chamado desde a antiguidade de
problema de Dido. A relação que esse problema fornece entre perímetro e área é conhecida
atualmente como desigualdade isoperimétrica. Para dimensões maiores, o problema análogo é
encontrar uma superfície de área fixa delimitando o maior volume permitido, ou, de maneira
equivalente, a superfície de menor área recobrindo um volume fixo. É usualmente chamado
também de problema isovolumétrico. Intuitivamente, é razoável pensar que a solução para este
último problema seja uma esfera, o que na prática ocorre. Este é o formato das bolhas de sabão,
que são conformadas pela tensão superficial, a qual fisicamente corresponde à minimização da
energia total, que é proporcional à área da bolha. Para certas condições de contorno, uma
calota esférica pode ser a solução, como pode ser verificado quando se olha para o formato das
superfícies de gotas nos chamados problemas de molhamento, que correspondem aos fenôme-
nos associados à capacidade de um fluido se espalhar e manter o contato com uma superfície
sólida, ou até mesmo com um outro fluido. Trata-se de um fenômeno resultante de interações
intermoleculares entre as superfícies de contato.
Neste trabalho, é feita uma revisão teórica dos conceitos que fundamentam o cálculo de
variações e consideramos um problema variacional com dois vínculos simultâneos: encontrar a
superfície axissimétrica de área mínima, englobando um certo volume prescrito, e com perímetro
equatorial fixo. Conforme se verá que, além das soluções do tipo “lentilha” formadas por duas
calotas esféricas, este problema envolve também superfícies toroidais.
Capítulo 1
Problemas variacionais
Questões que envolvem a determinação específica de máximos e mínimos encontram-se entre
as célebres da matemática. Dentre os problemas variacionais, destacam-se os denominados de
problemas isoperimétricos, como, por exemplo, determinar a curva plana fechada de compri-
mento fixo que limita a maior área possível, ou as superfícies de menor área dado um volume.
Neste capítulo, será feita uma revisão dos problemas variacionais e isoperimétricos clássicos.
1.1 Variações e a equação de Euler-Lagrange
Inicialmente, para introduzir nossos exemplos de problemas variacionais e isoperimétricos,
será feita uma revisão teórica de Cálculo de Variações, com auxílio de Cesari [1983], Elsgolts e
Yankovsky [1977], Gelfand e Fomin [2000] e Weinstock [1952] .
1.1.1 Equação fundamental
Interessa, primeiramente, a seguinte questão: dado que existe uma função 𝑦(𝑥), contínua,
de classe 𝐶2(R), que maximiza ou minimiza o funcional
𝐼 =
∫︁ 𝑥2
𝑥1
𝑓(𝑥, 𝑦, 𝑦′)𝑑𝑥, (1.1.1)
com 𝑦(𝑥1) = 𝑦1 e 𝑦(𝑥2) = 𝑦2, qual é a equação diferencial que esta função deve satisfazer? As
constantes 𝑥1, 𝑥2, 𝑦1, 𝑦2 são fornecidas, e 𝑓 é uma função dada dependente de 𝑥, 𝑦, 𝑦′ que é de
classe 𝐶2(R3). Dá-se o nome de funcional a 𝐼 definida por (1.1.1).
Denotamos a função que minimiza o funcional (1.1.1) por 𝑦(𝑥) e definimos a seguinte família
de funções 𝑌 (𝑥) como
𝑌 (𝑥) = 𝑦(𝑥) + 𝜖𝜂(𝑥), (1.1.2)
onde 𝜂(𝑥) é uma função diferenciável arbitrária tal que 𝜂(𝑥1) = 𝜂(𝑥2) = 0, e 𝜖 é o parâmetro
da família de funções.
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Figura 1.1: Família de funções Y(x)
Note que para cada função 𝜂(𝑥), temos uma única família de funções com parâmetro 𝜖.
E a condição 𝜂(𝑥1) = 𝜂(𝑥2) = 0 revela que 𝑌 (𝑥1) = 𝑦(𝑥1) = 𝑦1 e 𝑌 (𝑥2) = 𝑦(𝑥2) = 𝑦2.
Geometricamente, como na figura (1.1), temos uma família de curvas 𝑌 (𝑥) conectando o (𝑥1, 𝑦1)
até o ponto (𝑥2, 𝑦2). Evidentemente o arco que minimiza essa distância faz parte de cada família
com 𝜖 = 0. A região do plano coberta pelas curvas 𝑦 = 𝑌 (𝑥) no qual
max
𝑥∈[𝑥1,𝑥2]
|𝑦(𝑥)− 𝑌 (𝑥)|,
é menor que um número positivo dado, é dita uma vizinhança do arco que minimiza 𝑦 = 𝑦(𝑥).
Substituindo 𝑦(𝑥) e 𝑦′(𝑥) em (1.1.1) por 𝑌 (𝑥) e 𝑌 ′(𝑥) respectivamente, temos a integral
𝐼(𝜖) =
∫︁ 𝑥2
𝑥1
𝑓(𝑥, 𝑌, 𝑌 ′)𝑑𝑥, (1.1.3)
onde para uma função 𝜂(𝑥) dada, essa integral é uma função do parâmetro 𝜖, e
𝑌 ′ = 𝑌 ′(𝑥) = 𝑦′(𝑥) + 𝜖𝜂′(𝑥). (1.1.4)
Assim, a integral acima é um mínimo com relação a 𝜖 quando 𝜖 = 0, não importando qual
a escolha de 𝜂(𝑥). Assim, o problema se resume a minimizar 𝐼(𝜖) e, portanto, uma condição
necessária para que isso ocorra é que
𝐼 ′(0) = 0.
Derivando 𝐼(𝜖), obtemos
𝑑𝐼
𝑑𝜖
= 𝐼 ′(𝜖) =
∫︁ 𝑥2
𝑥1
(︃
𝜕𝑓
𝜕𝑌
𝜕𝑌
𝜕𝜖
+ 𝜕𝑓
𝜕𝑌 ′
𝜕𝑌 ′
𝜕𝜖
)︃
𝑑𝑥 =
∫︁ 𝑥2
𝑥1
(︃
𝜕𝑓
𝜕𝑌
𝜂 + 𝜕𝑓
𝜕𝑌 ′
𝜂′
)︃
𝑑𝑥. (1.1.5)
Tomando 𝜖 = 0, substituindo (𝑌, 𝑌 ′) por (𝑦, 𝑦′) e usando integração por partes, temos
𝐼 ′(0) =
∫︁ 𝑥2
𝑥1
(︃
𝜕𝑓
𝜕𝑦
𝜂 + 𝜕𝑓
𝜕𝑦′
𝜂′
)︃
𝑑𝑥 =
∫︁ 𝑥2
𝑥1
[︃
𝜕𝑓
𝜕𝑦
− 𝑑
𝑑𝑥
(︃
𝜕𝑓
𝜕𝑦′
)︃]︃
𝜂𝑑𝑥 = 0, (1.1.6)
pois 𝜂(𝑥1) = 𝜂(𝑥2). Para concluirmos esse desenvolvimento, precisaremos do lema (1.1.1) abaixo.
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Lema 1.1.1. Seja 𝐺(𝑥) uma função contínua no intervalo [𝑥1, 𝑥2], se∫︁ 𝑥2
𝑥1
𝜂(𝑥)𝐺(𝑥)𝑑𝑥 = 0, (1.1.7)
para toda função continuamente diferenciável 𝜂(𝑥) escolhida, tal que 𝜂(𝑥1) = 𝜂(𝑥2) = 0, então
𝐺(𝑥) = 0 para todo 𝑥 ∈ [𝑥1, 𝑥2]. (1.1.8)
Figura 1.2: Função 𝜂(𝑥)
Demonstração: Assumindo que no ponto ?¯? ∈ [𝑥1, 𝑥2], 𝐺(?¯?) ̸= 0, chegaremos a uma con-
tradição. De fato, devido à continuidade de 𝐺(𝑥) segue que se 𝐺(?¯?) ̸= 0, então 𝐺(𝑥) mantém o
sinal em uma certa vizinhança [𝑥1, 𝑥2] do ponto ?¯?. Mas, então, tomando uma função 𝜂(𝑥), que
também mantém o sinal nesta mesma vizinhança de ?¯? e é igual a zero fora dessa vizinhança,
como ilustrado na figura (1.2), obtemos
∫︁ 𝑥2
𝑥1
𝜂(𝑥)𝐺(𝑥)𝑑𝑥 =
∫︁ 𝑥2
𝑥1
𝜂(𝑥)𝐺(𝑥)𝑑𝑥 ̸= 0, (1.1.9)
pois o produto 𝜂(𝑥)𝐺(𝑥) não muda de sinal no intervalo [𝑥1, 𝑥2] e se anula fora dele. O que é
uma contradição, portanto 𝐺(𝑥) ≡ 0 no intervalo [𝑥1, 𝑥2].
Observação 1.1.2. A afirmação do lema (1.1.1) e sua prova não mudam se a restrição 𝜂(𝑥1) =
𝜂(𝑥2) = 0 e a condição que 𝜂 seja continuamente diferenciável forem retiradas.
Como para toda função 𝜂(𝑥) vale (1.1.6), podemos aplicar o lema fundamental do cálculo
de variações (1.1.1), logo
𝜕𝑓
𝜕𝑦
− 𝑑
𝑑𝑥
(︃
𝜕𝑓
𝜕𝑦′
)︃
= 0. (1.1.10)
A equação acima é chamada de equação diferencial de Euler-Lagrange. A solução desta
equação fornece a função de classe 𝐶2(R) que minimiza a integral (1.1.6). Nota-se o fato de
𝐼 ′(0) = 0 não ser uma condição suficiente para obtermos um mínimo de 𝐼(𝜖) para 𝜖 = 0, pois
𝐼 ′(0) = 0 pode indicar um máximo, ou ainda um valor de inflexão para 𝐼(0). Devido a isso, a
função 𝑦(𝑥) fornecida por (1.1.10) é dita convenientemente de função extremal.
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Além disso, 𝐼 ′(0) = 0 dá somente uma função extremal na vizinhança de 0 determinada
por 𝜖, ou seja, não fornece ponto crítico absoluto de 𝐼(𝜖). Na verdade, vale o seguinte resultado
em termos da vizinhança do arco que minimiza 𝑦 = 𝑦(𝑥) : a função 𝑦(𝑥) minimiza o funcional
(1.1.1) se e somente se existe uma vizinhança de 𝑦 = 𝑦(𝑥) tal que todo arco 𝑦 = 𝑌 (𝑥) ̸= 𝑦(𝑥)
satisfazendo 𝑦1 = 𝑌 (𝑥1), 𝑦2 = 𝑌 (𝑥2) e esteja totalmente dentro desta vizinhança, forneça valor
de 𝐼 maior que 𝐼(0).
Com isso, mesmo que 𝐼(0) seja um mínimo para 𝐼 ′(0) = 0, podem existir funções 𝑌 (𝑥), no
qual 𝑦 = 𝑌 (𝑥), que se encontrem fora da vizinhança descrita acima, onde 𝐼 assumirá valores
menores que 𝐼(0). Mais adiante na seção (1.2.5) será visto um exemplo em que essa situação
ocorre .
O objetivo de trabalho não será buscar mais condições necessárias para extremos de (1.1.1),
nem tampouco visa estabelecer todas as condições suficientes para que um extremo possa ser
considerado um mínimo. Essas questões matemáticas podem ser aprofundadas com auxílio de
Elsgolts e Yankovsky [1977] e se encontram muito bem expostas em Lima [2004].
Uma variação simples da equação de Euler-Lagrange, que nos será útil em breve, resulta
quando a função 𝑓 é explicitamente independente da variável dependente 𝑦. Assim temos que
(𝜕𝑓/𝜕𝑦) ≡ 0, e a equação (1.1.10) se torna
𝑑
𝑑𝑥
(︃
𝜕𝑓
𝜕𝑦′
)︃
= 0, (1.1.11)
ou
𝜕𝑓
𝜕𝑦′
= 𝐶, (1.1.12)
onde 𝐶 é uma constante arbitrária. Resumindo, assim, o problema a uma equação diferencial
ordinária de primeira ordem.
No caso em que 𝑓 é explicitamente independente da variável independente 𝑥, ou seja,
(𝜕𝑓/𝜕𝑥) = 0, podemos obter uma nova equação diferencial a partir da identidade
𝑑
𝑑𝑥
(︃
𝑦′
𝜕𝑓
𝜕𝑦′
− 𝑓
)︃
= −𝑦′
[︃
𝜕𝑓
𝜕𝑦
− 𝑑
𝑑𝑥
(︃
𝜕𝑓
𝜕𝑦′
)︃]︃
− 𝜕𝑓
𝜕𝑥
, (1.1.13)
que nos fornece
𝑑
𝑑𝑥
(︃
𝑦′
𝜕𝑓
𝜕𝑦′
− 𝑓
)︃
= 0, (1.1.14)
ou simplesmente
𝑦′
𝜕𝑓
𝜕𝑦′
− 𝑓 = 𝐶1, (1.1.15)
devido a equação (1.1.10) e (𝜕𝑓/𝜕𝑥) = 0.
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1.1.2 Extensões da equação de Euler-Lagrange
Agora, consideraremos problemas nos quais as funções que serão otimizadas estão sujeitas
a certas restrições. A ideia por trás disso é buscarmos estender a equação de Euler-Lagrange
(1.1.10) que deve ser satisfeita pela função que minimiza o funcional
𝐼 =
∫︁ 𝑥2
𝑥1
𝑓(𝑥, 𝑦, 𝑦′)𝑑𝑥 (1.1.16)
dentre as funções 𝑦(𝑥) para o qual a integral
𝐽 =
∫︁ 𝑥2
𝑥1
𝑔(𝑥, 𝑦, 𝑦′)𝑑𝑥 (1.1.17)
possui um determinado valor prescrito. Trata-se, claramente, de uma generalização dos proble-
mas isoperimétricos clássicos. Ambas as funções, 𝑓 e 𝑔, são de classe 𝐶2(R3).
Antes de iniciarmos o desenvolvimento, note que não podemos expressar uma família de
curvas 𝑌 (𝑥) somente com um parâmetro 𝜖𝜂(𝑥), como na seção anterior, porque qualquer mu-
dança de valor da família de funções do parâmetro único em geral iria alterar o valor do vínculo
𝐽, cuja constância deve ser mantida prescrita.
Agora, como anteriormente, definiremos a seguinte família de curvas
𝑌 (𝑥) = 𝑦(𝑥) + 𝜖1𝜂1(𝑥) + 𝜖2𝜂2(𝑥), (1.1.18)
onde 𝜂1(𝑥) e 𝜂2(𝑥) são funções diferenciáveis tais que
𝜂1(𝑥1) = 𝜂1(𝑥2) = 0 = 𝜂2(𝑥1) = 𝜂2(𝑥2). (1.1.19)
Substituindo 𝑦 por 𝑌 (𝑥) em (1.1.16) e (1.1.17), temos
𝐼(𝜖1, 𝜖2) =
∫︁ 𝑥2
𝑥1
𝑓(𝑥, 𝑌, 𝑌 ′)𝑑𝑥 (1.1.20)
e
𝐽(𝜖1, 𝜖2) =
∫︁ 𝑥2
𝑥1
𝑔(𝑥, 𝑌, 𝑌 ′)𝑑𝑥, (1.1.21)
lembrando que 𝐽(𝜖1, 𝜖2) = 𝐾, com 𝐾 um valor prescrito.
Assim, reduzimos o problema isoperimétrico a determinar as condições que devem ser cum-
pridas a fim de que a função 𝐼(𝜖1, 𝜖2) seja um extremo sob a restrição 𝐽(𝜖1, 𝜖2) = 𝐾. Para isso,
utilizaremos o método de multiplicadores de Lagrange.
Definimos
𝐼* = 𝐼(𝜖1, 𝜖2) + 𝜆𝐽(𝜖1, 𝜖2) =
∫︁ 𝑥2
𝑥1
𝑓 *(𝑥, 𝑌, 𝑌 ′)𝑑𝑥, (1.1.22)
onde
𝑓 * = 𝑓 + 𝜆𝑔. (1.1.23)
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A constante 𝜆 é o multiplicador de Lagrange cujo valor é determinado pelas condições de cada
problema em específico no qual o método é aplicado. Assim, devemos ter
𝜕𝐼*
𝜕𝜖1
= 𝜕𝐼
*
𝜕𝜖2
= 0, (1.1.24)
quando 𝜖1 = 𝜖2 = 0.
Procedendo como na seção anterior, podemos chegar facilmente à equação
𝜕𝑓 *
𝜕𝑦
− 𝑑
𝑑𝑥
(︃
𝜕𝑓 *
𝜕𝑦′
)︃
= 0. (1.1.25)
Esta é a equação de Euler-Lagrange, a qual deve ser satisfeita pela função 𝑦(𝑥) que otimiza
(1.1.16) sob a restrição (1.1.17) com um valor prescrito.
Vale ressaltar que esta extensão da equação de Euler-Lagrange dada acima é um caso par-
ticular, pois pode haver problemas que exijam otimizar o funcional
𝐼 =
∫︁ 𝑡2
𝑡1
𝑓(𝑥, 𝑦, . . . , 𝑧, 𝑥′, 𝑦′, . . . , 𝑧′)𝑑𝑡, (1.1.26)
com respeito às funções diferenciáveis 𝑥(𝑡), 𝑦(𝑡), . . . , 𝑧(𝑡), sujeitas restrições do tipo
𝐽𝑘 =
∫︁ 𝑥2
𝑥1
𝑔𝑘(𝑥, 𝑦, . . . , 𝑧, 𝑥′, 𝑦′, . . . , 𝑧′)𝑑𝑡 (𝑘 = 1, 2, . . . , 𝑁) (1.1.27)
de valores prescritos e 𝑓 * será dada por
𝑓 * = 𝑓 +
𝑁∑︁
𝑘=1
𝜆𝑘𝑔𝑘. (1.1.28)
Já a equação de Euler-Lagrange se torna um sistema de equações diferenciais, que é
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝜕𝑓 *
𝜕𝑥
− 𝑑
𝑑𝑡
(︃
𝜕𝑓 *
𝜕𝑥′
)︃
= 0
𝜕𝑓 *
𝜕𝑦
− 𝑑
𝑑𝑡
(︃
𝜕𝑓 *
𝜕𝑦′
)︃
= 0
...
𝜕𝑓 *
𝜕𝑧
− 𝑑
𝑑𝑡
(︃
𝜕𝑓 *
𝜕𝑧′
)︃
= 0
. (1.1.29)
O sistema (1.1.29) fornece, por exemplo, a representação paramétrica de uma curva segundo
algumas restrições dadas por 𝐽𝑘.
1.1.3 Equação de Euler-Lagrange para duas variáveis
Aborda-se explicitamente aqui o caso de duas variáveis independentes, pois este será conceito
fundamental para atacar na próxima seção o problema isoperimétrico com duas restrições.
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Procura-se uma equação diferencial parcial a qual deve ser satisfeita por uma função 𝑧(𝑢, 𝑣)
que nos fornece o valor extremo do funcional
𝐴 =
∫︁∫︁
𝐷
𝑓(𝑢, 𝑣, 𝑧, 𝑧𝑢, 𝑧𝑣)𝑑𝑣𝑑𝑢 (1.1.30)
sobre um domínio 𝐷 do plano 𝑢𝑣, e no qual 𝑧(𝑢, 𝑣) é uma função desconhecida de classe 𝐶2(𝐷).
Generalizando o procedimento da seção (1.1.1), introduzimos o conceito de variação normal
𝑧(𝑢, 𝑣, 𝜖) que nos dá o valor extremo de (1.1.30) quando 𝜖 = 0. A função variação normal é
definida por
𝑧(𝑢, 𝑣, 𝜂) = 𝑧(𝑢, 𝑣, 0) + 𝜖𝜂(𝑢, 𝑣),
onde 𝜂(𝑥, 𝑦) é uma função diferenciável arbitrária e identicamente nula na fronteira do domínio
𝐷. Diferenciando respectivamente em relação a 𝑢 e 𝑣, temos
𝑧𝑢(𝑢, 𝑣, 𝜂) = 𝑧(𝑢, 𝑣, 0) + 𝜖𝜂𝑢 (1.1.31)
e
𝑧𝑣(𝑢, 𝑣, 𝜂) = 𝑧(𝑢, 𝑣, 0) + 𝜖𝜂𝑣. (1.1.32)
Diferenciando (1.1.30) com relação a 𝜖 para a variação normal 𝑧(𝑢, 𝑣, 𝜂) e integrando como
em (1.1.1),
𝐴′(𝜖) =
∫︁∫︁
𝐷
(︃
𝜕𝑓
𝜕𝑧
− 𝜕
𝜕𝑢
𝜕𝑓
𝜕𝑧𝑢
− 𝜕
𝜕𝑣
𝜕𝑓
𝜕𝑧𝑣
)︃
𝜂(𝑢, 𝑣)𝑑𝑢𝑑𝑣. (1.1.33)
Como valor crítico de 𝐴 ocorre quando
𝐴′(0) = 0,
logo
0 =
∫︁∫︁
𝐷
(︃
𝜕𝑓
𝜕𝑧
− 𝜕
𝜕𝑢
𝜕𝑓
𝜕𝑧𝑢
− 𝜕
𝜕𝑣
𝜕𝑓
𝜕𝑧𝑣
)︃
𝜂(𝑢, 𝑣)𝑑𝑢𝑑𝑣. (1.1.34)
Utilizando um lema análogo ao (1.1.1) em dimensão dois, a igualdade acima só será satisfeita
se
𝜕𝑓
𝜕𝑧
− 𝜕
𝜕𝑢
𝜕𝑓
𝜕𝑧𝑢
− 𝜕
𝜕𝑣
𝜕𝑓
𝜕𝑧𝑣
= 0, (1.1.35)
em todo domínio 𝐷.
Agora, usando a ideia da seção anterior em que obtivemos a equação (1.1.25), é fácil estender
a equação (1.1.35) acima para o caso em que o funcional (1.1.30) está sujeito a restrições
especiais.
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Considerando que o funcional
𝑉 =
∫︁∫︁
𝐷
𝑔(𝑢, 𝑣, 𝑧, 𝑧𝑥, 𝑧𝑦)𝑑𝑣𝑑𝑢 (1.1.36)
tenha um dado valor preceituado 𝑉0, a função extremal de (1.1.30) sobre a restrição 𝑉 = 𝑉0
deve satisfazer a seguinte equação
𝜕𝑓 *
𝜕𝑧
− 𝜕
𝜕𝑢
𝜕𝑓 *
𝜕𝑧𝑢
− 𝜕
𝜕𝑣
𝜕𝑓 *
𝜕𝑧𝑣
= 0, (1.1.37)
onde 𝑓 * = 𝐴+ 𝜆𝑉 pois o novo funcional é definido com sendo
𝑓 * = 𝐴+ 𝜆𝑉 =
∫︁∫︁
𝐷
𝑓 *(𝑢, 𝑣, 𝑧, 𝑧𝑥, 𝑧𝑦)𝑑𝑣𝑑𝑢, (1.1.38)
com 𝜆 sendo o multiplicador de Lagrange.
1.1.4 Problema variacional com fronteira livre
Em todos os problemas até então envolvendo o funcional (1.1.1) e os análogos dele em
dimensão superior, assume-se que os pontos de fronteira são dados. Agora trata-se de supor
que os problemas assumam uma fronteira não fixada.
A equação de Euler-Lagrange (1.1.10) com fronteira fixa fornece uma solução geral contendo
duas constantes arbitrárias, e para a determinação dessas tem-se as condições de fronteira
𝑦(𝑥1) = 𝑦1 e 𝑦(𝑥2) = 𝑦2.
Já no problema de fronteira livre, podem não existir uma ou ambas as condições acima
para a determinação das constantes, fazendo com que seja necessário buscar a definição dessas
constantes a partir da condição necessária para um extremo do funcional (1.1.1), que está
descrita em (1.1.6).
Para problemas dessa natureza, somente funções do tipo 𝑦 = 𝑦(𝑥,𝐶1, 𝐶2) para o funcional
(1.1.1) serão consideradas. Dessa forma, o problema é reduzido a uma função dos parâmetros
𝐶1 e 𝐶2 e os limites de integração 𝑥1 e 𝑥2, enquanto que a variação do funcional é o mesmo que
o diferencial desta função.
Sem perda de generalidade, assumiremos que o ponto (𝑥1, 𝑦1) da fronteira esteja fixo, e
assim (𝑥2, 𝑦2) possa ser movido com um pequeno acréscimo 𝛿 nos dando (𝑥2+ 𝛿𝑥2, 𝑦2+ 𝛿𝑦2). A
figura (1.3) ilustra o conjunto das funções extremais 𝑦(𝑥,𝐶2) que partem do ponto (𝑥1, 𝑦1).
Para descrever a variação do funcional
𝐼 =
∫︁ 𝑥2
𝑥1
𝑓(𝑥,𝐶1, 𝑦, 𝑦′)𝑑𝑥, (1.1.39)
estamos interessados em curvas da vizinhança de 𝑦 = 𝑦(𝑥,𝐶1) da forma 𝑦 = 𝑦(𝑥,𝐶1)+ 𝛿𝑦, onde
valores das variações 𝛿𝑦 e 𝑑/𝑑𝑥(𝛿𝑦) = 𝛿𝑦′ são pequenas, e os valores dos incrementos 𝛿𝑥2 e 𝛿𝑦2
também são pequenos.
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Figura 1.3: Conjunto das funções extremais
Como o funcional (1.1.39) no conjunto de curvas 𝑦 = 𝑦(𝑥,𝐶1), no qual o ponto (𝑥2, 𝑦2)
é deslocado para a posição (𝑥2 + 𝛿𝑥2, 𝑦2 + 𝛿𝑦2), é reduzido para uma função de 𝑥2 e 𝑦2, sua
variação coincide com o diferencial dessa função, logo, temos
Δ𝐼 =
∫︁ 𝑥2+𝑥2𝛿
𝑥1
𝑓(𝑥, 𝑦 + 𝛿𝑦, 𝑦′ + 𝛿𝑦′)𝑑𝑥−
∫︁ 𝑥2
𝑥1
𝑓(𝑥, 𝑦, 𝑦′)𝑑𝑥
=
∫︁ 𝑥2+𝑥2𝛿
𝑥2
𝑓(𝑥, 𝑦 + 𝛿𝑦, 𝑦′ + 𝛿𝑦′)𝑑𝑥+
∫︁ 𝑥2
𝑥1
(𝑓(𝑥, 𝑦 + 𝛿𝑦, 𝑦′ + 𝛿𝑦′)− 𝑓(𝑥, 𝑦, 𝑦′))𝑑𝑥.
(1.1.40)
Utilizando o teorema do valor médio no primeiro termo da esquerda da segunda igualdade
obtemos
∫︁ 𝑥2+𝑥2𝛿
𝑥2
𝑓(𝑥, 𝑦 + 𝛿𝑦, 𝑦′ + 𝛿𝑦′)𝑑𝑥 = 𝑓 |𝑥=𝑥2+𝜃𝛿𝑥2𝛿𝑥2, (1.1.41)
com 0 < 𝜃 < 1, e pela continuidade de 𝑓 segue que
𝑓 |𝑥=𝑥2+𝜃𝛿𝑥2 = 𝑓(𝑥, 𝑦, 𝑦′)|𝑥=𝑥2 + 𝜖, (1.1.42)
onde 𝜖→ 0 quando 𝛿𝑥2 → 0 e 𝛿𝑦2 → 0.
E para o segundo termo, utilizando expansão de Taylor no integrando, temos
∫︁ 𝑥2
𝑥1
(𝑓(𝑥, 𝑦+ 𝛿𝑦, 𝑦′+ 𝛿𝑦′)− 𝑓(𝑥, 𝑦, 𝑦′))𝑑𝑥 =
∫︁ 𝑥2
𝑥1
(𝑓𝑦(𝑥, 𝑦, 𝑦′)𝛿𝑦− 𝑓𝑦′(𝑥, 𝑦, 𝑦′)𝛿𝑦′)𝑑𝑥+𝑅, (1.1.43)
onde 𝑅 é um termo de ordem maior do que de 𝛿𝑦 e 𝛿𝑦′. Integrando por partes obtemos
∫︁ 𝑥2
𝑥1
(𝑓𝑦𝛿𝑦 − 𝑓𝑦′𝛿𝑦′)𝑑𝑥 = (𝑓𝑦′𝛿𝑦)𝑥2𝑥1 +
∫︁ 𝑥2
𝑥1
(︃
𝑓𝑦 − 𝑑
𝑑𝑥
𝑓𝑦′
)︃
𝛿𝑦𝑑𝑥. (1.1.44)
Como valores do funcional são somente tomados nos extremos, e o ponto da fronteira (𝑥1, 𝑦1)
está fixo, ou seja,
𝑓𝑦 − 𝑑
𝑑𝑥
𝑓𝑦′ ≡ 0 e 𝛿𝑦|𝑥=𝑥1 = 0, (1.1.45)
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então
∫︁ 𝑥2
𝑥1
(𝑓𝑦𝛿𝑦 − 𝑓𝑦′𝛿𝑦′)𝑑𝑥 = (𝑓𝑦′𝛿𝑦)|𝑥=𝑥2 . (1.1.46)
Figura 1.4: Variação (𝛿𝑥, 𝛿𝑦)
Da figura (1.4) é claro que 𝐵𝐷 = 𝛿𝑦|𝑥=𝑥2 , 𝐹𝐶 = 𝛿𝑦2 e 𝐸𝐶 ≈ 𝑦′(𝑥2)𝛿𝑥2, logo
𝛿𝑦|𝑥=𝑥2 ≈ 𝛿𝑦2 − 𝑦′(𝑥2)𝛿𝑥2, (1.1.47)
pois
𝐵𝐷 = 𝐹𝐶 − 𝐸𝐶. (1.1.48)
E assim simplificamos (1.1.40) para
Δ𝐼 = (𝑓 − 𝑦′𝑓𝑦′)|𝑥=𝑥2𝛿𝑥2 + 𝑓𝑦′ |𝑥=𝑥2𝛿𝑦2, (1.1.49)
que é a condição necessária básica para um extremo Δ𝐼 = 0. Se as variações 𝛿𝑥2 e 𝛿𝑦2 são
independentes, então teremos
(𝑓 − 𝑦′𝑓𝑦′)𝑥=𝑥2 = 0 e 𝑓𝑦′|𝑥=𝑥2 = 0. (1.1.50)
Entretanto, mais comuns são problemas em que ambas as variações são dependentes.
Caso o ponto da fronteira (𝑥2, 𝑦2) se mova ao longo de uma certa curva 𝑦2 = 𝜑(𝑥2), então
𝛿𝑦2 ≈ 𝜑′(𝑥2)𝛿𝑥2, e consequentemente a condição (1.1.49) fica
(𝑓 + (𝜑′ − 𝑦′)𝑓𝑦′)𝑥=𝑥2 = 0, (1.1.51)
chamada de condição de transversalidade. Tal condição e o fato de 𝑦2 = 𝜑(𝑥2), juntos, nos
permitem determinar um ou muitos extremos 𝑦 = 𝑦(𝑥,𝐶1).
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1.2 Exemplos de problemas variacionais
Como já mencionado, nesta seção serão abordados alguns dos mais conhecidos problemas
variacionais, muito bem apresentados e enfatizados nas bibliografias citadas. Inicialmente um
dos mais simples deles e, posteriormente exemplos que exigem mais conteúdo matemático do
que apenas cálculo de variações.
1.2.1 Curva plana conectando dois pontos
Determinar a curva de menor comprimento ligando dois pontos é, sem dúvida, o mais simples
de todos os problemas de cálculo de variações. Como visto acima, consideremos dois pontos
quaisquer (𝑥1, 𝑦1) e (𝑥2, 𝑦2) no plano 𝑥𝑦, com 𝑥1 < 𝑥2, e uma curva da forma
𝑦 = 𝑦(𝑥) [𝑦(𝑥1) = 𝑦1, 𝑦(𝑥2) = 𝑦2]
conectando tais pontos. Sabemos do Cálculo, que o comprimento do arco que liga esses dois
pontos é dado pela integral
𝐼 =
∫︁ 𝑥2
𝑥1
√︁
1 + 𝑦′2𝑑𝑥. (1.2.1)
Logo, vemos que a função 𝑓(𝑥, 𝑦, 𝑦′) em (1.1.1) é dada por
𝑓 =
√︁
1 + 𝑦′2, (1.2.2)
e, dessa forma, encontrar o menor arco ligando os dois pontos dados é equivalente a resolver a
equação (1.1.12), por conveniência, onde 𝑓 =
√︁
1 + 𝑦′2.
Com efeito,
𝐶 = 𝜕𝑓
𝜕𝑦′
= 𝑦
′√︁
1 + 𝑦′2
, (1.2.3)
logo
𝑦′ = 𝑎, onde 𝑎 = 𝐶√
1− 𝐶2 . (1.2.4)
Conclui-se assim que uma linha reta, 𝑦(𝑥) = 𝑎𝑥+ 𝑏, é a solução para a menor distância no
plano ligando os pontos (𝑥1, 𝑦1) e (𝑥2, 𝑦2).
1.2.2 O problema da braquistócrona
Determinar o caminho no qual um objeto cairia, sob ação gravitacional, de um dado ponto
a um outro no menor tempo possível é o chamado problema da braquistócrona. É natural
pensar que uma linha reta pode ser o caminho mais rápido para que uma partícula caia, pois
uma linha reta é a menor distância entre dois pontos no plano. Mas, como será visto, a solução
para o problema nada se parece com um linha reta.
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Para iniciarmos a dedução do problema da braquistócrona, representemos o tempo total
necessário para a descida do objeto sobre ação da gravidade e sem atrito entre dois pontos
distintos ligados por uma curva qualquer.
Suponhamos a velocidade inicial como sendo 𝑣1, o ponto inicial 𝐴 = (𝑥1, 𝑦1) e o ponto
𝐵 = (𝑥2, 𝑦2), como ilustrado na figura (1.5). Seja 𝑚 a massa do objeto 𝑃 em questão e 𝑠
distância na qual o objeto desce a partir do ponto 𝐴 ao longo da curva 𝑦 = 𝑦(𝑥) no tempo 𝑡.
A única força atuando em 𝑃 na direção da reta tangente à curva é a projeção 𝑚𝑔sen𝜃 da força
gravitacional atuando verticalmente, que é o produto 𝑚𝑔, onde 𝑔 é a aceleração da gravidade.
Mas a força atuando tangencialmente pode ser descrita também como o produto da massa do
objeto pela sua aceleração atuando ao longo da curva, ou seja, 𝑚(𝑑2𝑠/𝑑𝑡2). Logo, temos
𝑚
𝑑2𝑠
𝑑𝑡2
= 𝑚𝑔sen𝜃 = 𝑚𝑔𝑑𝑦
𝑑𝑠
, (1.2.5)
pois podemos considerar sen𝜃 = 𝑑𝑦/𝑑𝑠.
Figura 1.5: Problema da braquistócrona
Eliminando o fator comum 𝑚 na equação e como
⎡⎣(︃𝑑𝑠
𝑑𝑡
)︃2⎤⎦′ = 2𝑑2𝑠
𝑑𝑡2
𝑑𝑠
𝑑𝑡
, (1.2.6)
obtemos a equação
(︃
𝑑𝑠
𝑑𝑡
)︃2
= 2𝑔𝑦 + 𝑐. (1.2.7)
O valor da constante 𝑐 é determinada pelas condições iniciais de 𝑦 e 𝑣 = 𝑑𝑠/𝑑𝑡. Assim, para
𝑡 = 0 a equação acima nos dá
𝑣21 = 2𝑔𝑦1 + 𝑐, (1.2.8)
e chamando
𝛼 = 𝑦1 − 𝑣
2
1
2𝑔 , (1.2.9)
25
obtemos
(︃
𝑑𝑠
𝑑𝑡
)︃2
= 2𝑔(𝑦 − 𝛼). (1.2.10)
Com isso, podemos concluir que o tempo total de descida do objeto 𝑃 é representado por
𝑇 = 1√2𝑔
∫︁ 𝑙
0
𝑑𝑠√
𝑦 − 𝛼 =
1√
2𝑔
∫︁ 𝑥2
𝑥1
√︁
1 + 𝑦′2√
𝑦 − 𝛼 , (1.2.11)
onde 𝑙 é o comprimento da curva.
Notemos que o arco que minimiza a integral (1.2.11), também irá minimizá-la se omitirmos
o fator 1/
√
2𝑔. Atentaremos aqui somente com curvas em que tenhamos 𝑦 > 𝑎. Porém, 𝑦 = 𝑎
e 𝑦 < 𝑎, não são na verdade uma restrição para o problema, como é mostrado em Bliss [1925].
Com a notação inicial de (1.1.1), temos que
𝑓(𝑦, 𝑦′) =
⎯⎸⎸⎷1 + 𝑦′2
𝑦 − 𝛼 , (1.2.12)
e aplicando na equação de Euler-Lagrange em (1.1.15), no qual (𝜕𝑓/𝜕𝑥) = 0, temos a equação
1√︁
(𝑦 − 𝛼)(1 + 𝑦′2)
= 𝐶1 =
1√
2𝑏
, (1.2.13)
onde o valor 𝐶1 foi escolhido convenientemente por 1/
√
2𝑏.
Para resolvermos esta equação diferencial, definiremos uma variável 𝑢 pela seguinte equação
𝑦′ = −tg
(︂
𝑢
2
)︂
= − sen𝑢1 + cos𝑢. (1.2.14)
Substituindo na equação diferencial (1.2.13) e com auxílio de algumas identidades trigonomé-
tricas, segue então que
𝑦 − 𝛼 = 2𝑏1 + 𝑦′2 = 2𝑏 cos
2 𝑢
2 = (1 + cos𝑢),
𝑑𝑥
𝑑𝑢
= 𝑑𝑥
𝑑𝑦
𝑑𝑦
𝑑𝑢
= 2𝑏 cos2 𝑢2 = 𝑏(1 + cos𝑢),
𝑥 = 𝑎+ 𝑏(𝑢+ sen𝑢),
(1.2.15)
com 𝑎 sendo uma constante.
Dessa forma, a curva na qual o objeto irá descer com velocidade inicial 𝑣1, a partir do ponto
𝐴 até o segundo ponto em menor tempo, é dada pela equação paramétrica⎧⎨⎩ 𝑦 − 𝛼 = 𝑏(1 + cos𝑢)𝑥− 𝑎 = 𝑏(𝑢+ sen𝑢) , (1.2.16)
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que é conhecida como cicloide. Esta curva representa a trajetória de um ponto fixo em uma
circunferência de um círculo de raio 𝑏 enquanto o círculo rola no lado inferior da linha
𝑦 − 𝛼 = 𝑦1 − 𝑣21/2𝑔. (1.2.17)
1.2.3 Geodésicas
Examina-se agora o problema de unir dois pontos dados, 𝐴 e 𝐵 como na figura (1.6), em
uma superfície 𝑆 por um arco 𝐶 contido nesta superfície tendo o menor comprimento possível.
Qualquer arco que soluciona este problema, quando existe, é chamado de curva geodésica na
superfície 𝑆.
Figura 1.6: Curva geodésica
Devido ao fato de qualquer superfície 𝑆 poder ser representada localmente por uma para-
metrização, como sabemos de Araújo [1998] e Do Carmo [2010], consideramos assim a repre-
sentação paramétrica de 𝑆 dada por
𝑋(𝑢, 𝑣) = (𝑥(𝑢, 𝑣), 𝑦(𝑢, 𝑣), 𝑧(𝑢, 𝑣)), (1.2.18)
com (𝑢, 𝑣) pertencente a algum aberto 𝐷 ⊆ R2 e 𝑥, 𝑦, e 𝑧 funções de classe 𝐶1(R2).
Então, para qualquer curva 𝐶 de classe 𝐶1(R) contida em 𝑆 da forma 𝛼(𝑡) = 𝑋(𝑢(𝑡), 𝑣(𝑡)),
com 𝑡 ∈ (𝑡1, 𝑡2), o comprimento do arco é dado por
𝐼 =
∫︁ 𝑡2
𝑡1
‖𝛼′(𝑡)‖𝑑𝑡 =
∫︁ 𝑡2
𝑡1
√︁
𝑢′2𝐸(𝑢, 𝑣) + 2𝑢′𝑣′𝐹 (𝑢, 𝑣) + 𝑣′2𝐺(𝑢, 𝑣)𝑑𝑡, (1.2.19)
onde 𝛼′(𝑡) = 𝑢′(𝑡)𝑋𝑢(𝑢(𝑡), 𝑣(𝑡)) + 𝑣′(𝑡)𝑋𝑣(𝑢(𝑡), 𝑣(𝑡)), e
𝐸(𝑢, 𝑣) = 𝑥2𝑢 + 𝑦2𝑢 + 𝑧2𝑢,
𝐹 (𝑢, 𝑣) = 𝑥𝑢𝑥𝑣 + 𝑦𝑢𝑦𝑣 + 𝑧𝑢𝑧𝑣,
𝐺(𝑢, 𝑣) = 𝑥2𝑣 + 𝑦2𝑣 + 𝑧2𝑣 ,
(1.2.20)
são chamados de coeficientes da primeira forma fundamental da superfície 𝑆. Uma parametri-
zação na qual 𝐹 ≡ 0, é dita uma parametrização ortogonal da superfície 𝑆.
É possível provar que a integral (1.2.19) não depende da parametrização 𝑋 tomada da
superfície 𝑆. Além disso, mesmo que os coeficientes 𝐸, 𝐹, e 𝐺 se modifiquem posteriormente,
considerando outra parametrização de 𝑆, a geodésica fornecida por (1.2.19) ainda será a mesma.
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Pela representação paramétrica vista no sistema (1.1.29) (sem restrições), vemos que 𝑓 é
tal que
𝑓(𝑡, 𝑢, 𝑣, 𝑢′, 𝑣′) =
√︁
𝑢′2𝐸(𝑢, 𝑣) + 2𝑢′𝑣′𝐹 (𝑢, 𝑣) + 𝑣′2𝐺(𝑢, 𝑣), (1.2.21)
e portanto, ocultando as variáveis, o sistema fica⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑢
′2𝐸𝑢 + 2𝑢′𝑣′𝐹𝑢 + 𝑣
′2𝐺𝑢
2
√
𝑢′2𝐸 + 2𝑢′𝑣′𝐹 + 𝑣′2𝐺
− 𝑑
𝑑𝑡
(︃
𝐸𝑢′ + 𝐹𝑣′√
𝑢′2𝐸 + 2𝑢′𝑣′𝐹 + 𝑣′2𝐺
)︃
= 0
𝑢
′2𝐸𝑣 + 2𝑢′𝑣′𝐹𝑣 + 𝑣
′2𝐺𝑣
2
√
𝑢′2𝐸 + 2𝑢′𝑣′𝐹 + 𝑣′2𝐺
− 𝑑
𝑑𝑡
(︃
𝐹𝑢′ +𝐺𝑣′√
𝑢′2𝐸 + 2𝑢′𝑣′𝐹 + 𝑣′2𝐺
)︃
= 0
. (1.2.22)
O sistema acima é demasiado complicado, portanto, com o intuito de resumir os cálculos a
serem feitos, assumiremos algumas condições sem perder a generalidade do problema.
Fixamos os dois pontos 𝐴 e 𝐵, como na figura (1.6), como imagem de certos pontos em um
domínio 𝐷 no plano 𝑢𝑣 da parametrização 𝑋(𝑢, 𝑣), a saber (𝑢1, 𝑣1), (𝑢2, 𝑣2) ∈ 𝐷, com 𝑢1 < 𝑢2.
Da mesma forma, consideremos a curva 𝐶 que liga os pontos 𝐴 e 𝐵 em 𝑆, como imagem de
um caminho 𝐶0 no domínio 𝐷, onde teremos 𝑣 = 𝑣(𝑢), 𝑣(𝑢1) = 𝑣1, 𝑣(𝑢2) = 𝑣2, (𝑢, 𝑣(𝑢)) ∈ 𝐷,
então teremos o problema de minimizar o funcional
𝐼 =
∫︁ 𝑢2
𝑢1
√︁
𝐸(𝑢, 𝑣) + 2𝑣′𝐹 (𝑢, 𝑣) + 𝑣′2𝐺(𝑢, 𝑣)𝑑𝑢, (1.2.23)
com 𝑣′ = 𝑑𝑣/𝑑𝑢. Aqui
𝑓(𝑢, 𝑣, 𝑣′) =
√︁
𝐸(𝑢, 𝑣) + 2𝑣′𝐹 (𝑢, 𝑣) + 𝑣′2𝐺(𝑢, 𝑣), (1.2.24)
e deve satisfazer a equação de Euler-Lagrange (1.1.10), que nos fornece
𝐸𝑣 + 2𝑣′𝐹𝑣 + 𝑣
′2𝐺𝑣
2
√
𝐸 + 2𝑣′𝐹 + 𝑣′2𝐺
− 𝑑
𝑑𝑡
(︃
𝐹 +𝐺𝑣′√
𝐸 + 2𝑣′𝐹 + 𝑣′2𝐺
)︃
= 0. (1.2.25)
No caso especial em que os coeficientes da primeira forma fundamental são somente funções
de 𝑢, essa última equação se torna
𝐹 +𝐺𝑣′√
𝐸 + 2𝑣′𝐹 + 𝑣′2𝐺
= 𝐶, (1.2.26)
com 𝐶 uma constante arbitrária. E ainda, se tomarmos inicialmente uma parametrização
ortogonal de 𝑋 da superfície 𝑆, teremos
𝐺𝑣′√
𝐸 + 𝑣′2𝐺
= 𝐶,
no qual poderemos expressar 𝑣 em termos de 𝑢 nos dando a integral
𝑣(𝑢) = 𝐶
∫︁ √𝐸𝑑𝑢√
𝐺2 − 𝐶2𝐺, (1.2.27)
28
devido ao fato de 𝑣′ = 𝑑𝑣/𝑑𝑢 e 𝐸, 𝐺 serem funções somente de 𝑢. Já a constante proveniente
de (1.2.27) e 𝐶 são determinadas por 𝑣(𝑢1) = 𝑣1 e 𝑣(𝑢2) = 𝑣2.
Se considerarmos que os coeficientes da primeira forma fundamental sejam funções unica-
mente de 𝑣, então a curva geodésica será dada por
𝑢(𝑣) = 𝐶
∫︁ √𝐺𝑑𝑢√
𝐸2 − 𝐶2𝐸 . (1.2.28)
Com isso, temos algumas maneiras de obter geodésicas de uma superfície 𝑆 conhecida a
priori. Pode-se ainda, definir uma geodésica da superfície 𝑆 como uma curva regular 𝛼(𝑡) =
𝑋(𝑢(𝑡), 𝑣(𝑡)) em 𝑆 onde os pontos em que a curvatura de 𝛼 é não-nula, o vetor normal principal
à curva é também normal à superfície, como é feito em Araújo [1998]. A partir dessa definição
e com o uso dos símbolos de Christoffel, é possível chegar a novas equações diferenciais das
geodésicas.
Símbolos de Christoffel são expressões em coordenadas espaciais obtidas a partir da primeira
forma fundamental (métrica) e suas derivadas de uma superfície numa certa parametrização.
Tais símbolos são comumente usados nas resoluções práticas em geometria diferencial, pois per-
mitem que cálculos muito complexos sejam realizados sem confusão. Os símbolos de Christoffel
Γ𝑘𝑖𝑗, como mencionado, podem ser obtidos pelas relações⎧⎪⎨⎪⎩
Γ111𝐸 + Γ211𝐹 = 12𝐸𝑢
Γ111𝐹 + Γ211𝐺 = 𝐹𝑢 − 12𝐸𝑣
, (1.2.29)
⎧⎪⎨⎪⎩
Γ112𝐸 + Γ212𝐹 = 12𝐸𝑣
Γ112𝐹 + Γ212𝐺 = 12𝐺𝑢
(1.2.30)
e
⎧⎪⎨⎪⎩
Γ122𝐸 + Γ222𝐹 = 𝐹𝑣 − 12𝐺𝑢
Γ122𝐹 + Γ222𝐺 = 12𝐺𝑣
, (1.2.31)
onde 𝐸, 𝐹 e 𝐺 são os coeficientes da primeira forma fundamental de 𝑆 em relação a parame-
trização 𝑋(𝑢, 𝑣).
E com isso as novas equações diferenciais das geodésicas são dadas por⎧⎨⎩ 𝑢′′ + 𝑢
′2Γ111 + 2𝑢′𝑣′Γ112 + 𝑣
′2Γ122 = 0
𝑣′′ + 𝑢′2Γ211 + 2𝑢′𝑣′Γ212 + 𝑣
′2Γ222 = 0
. (1.2.32)
Mesmo com novos conceitos para buscar geodésicas, o esforço manual continua a ser com-
plicado. Entretanto, com essas novas ferramentas, pode-se concluir sobre as geodésicas em um
âmbito global que qualquer curva que minimiza a distância entre dois pontos (no sentido de
métrica em 𝑆) é uma geodésica. Porém, dada uma geodésica em 𝑆, ela só minimiza a distância
entre dois pontos localmente em 𝑆.
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1.2.4 Superfícies mínimas
Superfícies mínimas são, por definição, superfícies de área mínima sujeitas a certas condições
de contorno e, portanto, são passíveis de serem estudadas usando-se o ferramental do Cálculo
de variações. Porém, elas também podem ser caracterizadas geometricamente como sendo as
superfícies de curvatura média nula. Para isto, algumas definições são necessárias.
A curvatura média de uma superfície 𝑆 é definida por
𝐻(𝑞) = 𝑘2 + 𝑘12 , com 𝑞 ∈ 𝑆, (1.2.33)
onde 𝑘1 e 𝑘2, são as curvaturas principais da superfície 𝑆, que são determinadas tomando os
valores máximo e mínimo das curvaturas das curvas formadas pela interseção de 𝑆 com planos
perpendiculares ao plano tangente à superfície em um dado ponto de 𝑆.
Geometricamente, a curvatura de uma curva é uma medida da mudança na direção do
vetor tangente dessa curva em algum ponto. No caso das superfícies, as curvaturas dessas
curvas intrínsecas à ela, medem a mudança de direção do plano tangente dessa superfície em
um determinado ponto.
Uma superfície 𝑆 é chamada de mínima se a sua curvatura média é identicamente nula, ou
seja, se
𝐻(𝑞) = 0, ∀𝑞 ∈ 𝑈. (1.2.34)
Neste estágio, vale ressaltar que a definição de curvatura média não depende da parametri-
zação da superfície 𝑆 tomada, fato muito bem exposto em Préve [2012].
Dada a definição acima, obtém-se o trivial exemplo do plano como sendo superfície mínima,
pois a curvatura de qualquer curva intrínseca ao plano é sempre zero, e assim, 𝑘1 = 𝑘2 = 0,
logo
𝐻(𝑞) = 𝑘1 + 𝑘22 = 0. (1.2.35)
São vários os exemplos de superfícies mínimas notáveis. Uma delas é chamada de helicoide,
vista na figura (1.7). O helicoide tem a propriedade de ser a única superfície mínima gerada por
retas, além do plano. Esta propriedade foi brevemente abordada em Barbosa e Colares [1984]
e demonstrada também em Préve [2012].
A figura (1.8) ilustra um outro exemplo de superfície mínima, conhecida como Superfície
de Enneper.
Uma outra quantidade geométrica essencial na descrição de superfícies é a curvatura de
Gauss, que é definida como
𝐾(𝑞) = 𝑘1𝑘2, com 𝑞 ∈ 𝑆, (1.2.36)
ou seja, o produto das curvaturas principais de 𝑆. Analogamente, a curvatura de Gauss também
independe da parametrização de 𝑆.
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Figura 1.7: Helicoide
Figura 1.8: Superfície de Enneper
Com a curvatura média e de Gauss bem definidas, podemos agora apresentar a característica
interessante das superfícies mínimas. Porém, analisemos primeiro a curvatura de Gauss para
uma superfície mínima. Com efeito, seja 𝑆 uma superfície mínima, então 𝐻 ≡ 0, e assim
𝑘1 = −𝑘2. Logo a curvatura de Gauss é tal que
𝐾(𝑞) = 𝑘1𝑘2 = 𝑘1(−𝑘1) = −(𝑘1)2 ≤ 0 ∀𝑞 ∈ 𝑆. (1.2.37)
Portanto, a curvatura de Gauss é sempre não positiva para uma superfície mínima. Consi-
derando esse fato, estamos nas condições de mostrar que nenhuma superfície mínima pode ser
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compacta.
Teorema 1.2.1. Não existe superfície mínima que seja compacta.
Demonstração: De fato, supondo que 𝑆 é uma superfície compacta, podemos obter 𝑅 > 0
suficientemente grande de tal forma que 𝑆 esteja inteiramente contida no interior de uma esfera
de raio 𝑅, denotada por 𝑆2(𝑅).
Diminuindo 𝑅 continuamente, pode-se obter um primeiro valor 𝑅0 > 0 e um ponto 𝑝 ∈ 𝑆,
de forma que a esfera de raio 𝑅0 seja tangente a 𝑆 em 𝑝, conforme ilustra a figura (1.9).
Figura 1.9: Superfície compacta
Sabe-se que a função curvatura normal da esfera 𝑆2(𝑅0) é dada por
𝑘𝑛(𝑤) =
1
𝑅0
∀𝑤 ∈ T𝑞S. (1.2.38)
Como 𝑆 e 𝑆2(𝑅0) são tangentes em 𝑝, todas as seções normais de 𝑆 em 𝑝 possuem curvatura
maior que as circunferências de raio 𝑅0, que são as seções normais de 𝑆2(𝑅0) em 𝑝.
Assim, as curvaturas principais de 𝑆 em 𝑝 são tais que
𝑘1 ≥ 1
𝑅0
> 0, (1.2.39)
e obviamente
𝑘2 ≥ 1
𝑅0
> 0. (1.2.40)
Então, obtemos que a curvatura de Gauss de 𝑆 em 𝑝 é tal que
𝐾 = 𝑘1𝑘2 ≥ 1
𝑅20
> 0. (1.2.41)
Portanto, 𝑆 não pode uma superfície mínima pois, se o fosse, teríamos 𝐾 ≤ 0, uma con-
tradição.
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Agora daremos início à exposição entre a relação da curvatura média e os conceitos vistos de
cálculo de variações descritos em (1.1.3). Suponhamos que a superfície mínima seja representada
parametricamente por
𝑋(𝑢, 𝑣) = (𝑢, 𝑣, 𝑧(𝑢, 𝑣)). (1.2.42)
A área dessa superfície que tem como fronteira uma curva fechada Ω é
𝐴 =
∫︁∫︁
Ω
√
𝐸𝐺− 𝐹 2𝑑𝑢𝑑𝑣 =
∫︁∫︁
Ω
√︁
1 + 𝑧2𝑢 + 𝑧2𝑣𝑑𝑢𝑑𝑣. (1.2.43)
A condição para um mínimo de 𝐴 é, da equação (1.1.35),
𝜕
𝜕𝑢
𝜕𝑓
𝜕𝑧𝑢
+ 𝜕
𝜕𝑣
𝜕𝑓
𝜕𝑧𝑣
= 0, (1.2.44)
onde
𝑓 =
√︁
1 + 𝑧2𝑢 + 𝑧2𝑣 .
Portanto a condição para um mínimo valor de 𝐴 se torna apenas
𝑧𝑢𝑢(1 + 𝑧2𝑣)− 2𝑧𝑢𝑣𝑧𝑢𝑧𝑣 + 𝑧𝑣𝑣(1 + 𝑧2𝑢) = 0. (1.2.45)
Em outras palavras, a equação (1.2.45) evidencia que, se 𝑓(𝑢, 𝑣) satisfizer a equação dife-
rencial de Euler-Lagrange, então seu gráfico é obrigatoriamente uma superfície mínima.
Este resultado obtido por Lagrange, que pela primeira vez caracterizava a procura por su-
perfícies mínimas de uma maneira mais geral. A equação (1.2.45) é exatamente a mesma se
escrevermos a equação da curvatura média em função da primeira e segunda formas fundamen-
tais da superfície 𝑆 pela parametrização dada em (1.2.42).
Busquemos,agora, uma superfície mínima que satisfaça a equação diferencial da proposição
anterior, com 𝑓(𝑢, 𝑣) = 𝑔(𝑢) + ℎ(𝑣), onde 𝑔 é uma função que depende somente de 𝑢, e ℎ
somente de 𝑣.
Substituindo na equação de Lagrange, obtemos
0 = 𝑓𝑢𝑢(1 + [𝑓𝑣]2) + 𝑓𝑣𝑣(1 + [𝑓𝑢]2)− 2𝑓𝑢𝑣𝑓𝑢𝑓𝑣
= 𝑔′′(𝑢)(1 + [ℎ′(𝑣)]2) + ℎ′′(𝑣)(1 + [𝑔′(𝑢)]2),
(1.2.46)
e usando o método de separação de variáveis, encontramos
𝑔′′(𝑢)
1 + [𝑔′(𝑢)]2 = −
ℎ′′(𝑣)
1 + [ℎ′(𝑣)]2 = 𝑘, (1.2.47)
onde 𝑘 é uma constante.
Resolvendo primeiramente o lado esquerdo da equação acima temos
𝑔′′(𝑢)− 𝑘[𝑔′(𝑢)]2 − 𝑘 = 0, (1.2.48)
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chamando 𝑔′(𝑢) = 𝑤(𝑢) temos 𝑔′′(𝑢) = 𝑤′(𝑢), e assim obtemos a seguinte equação diferencial
𝑤′(𝑢)− 𝑘[𝑤(𝑢)]2 − 𝑘 = 0, (1.2.49)
então
𝑤′(𝑢)
1 + [𝑤(𝑢)]2 = 𝑘, (1.2.50)
integrando em ambos os lados em relação a 𝑢 obtemos
arctg𝑤(𝑢) = 𝑘𝑢+ 𝑐1, (1.2.51)
logo,
𝑔′(𝑢) = 𝑤(𝑢) = tg(𝑘𝑢+ 𝑐1), (1.2.52)
integrando novamente em ambos os lados chegamos a
𝑔(𝑢) =
∫︁
tg(𝑘𝑢+ 𝑐1)𝑑𝑢
= −1
𝑘
ln(cos(𝑘𝑢+ 𝑐1)) + 𝑐2,
(1.2.53)
onde 𝑐1, 𝑐2 são constantes arbitrárias.
De forma análoga, partindo da direita na equação (1.2.47), obtemos que
ℎ(𝑣) = 1
𝑘
ln(cos(𝑘𝑣 + 𝑐3)) + 𝑐4, (1.2.54)
onde 𝑐3 e 𝑐4 são constantes arbitrárias.
E, assim, concluímos que a superfície mínima é o gráfico da função dada por
𝑓(𝑢, 𝑣) = 1
𝑘
ln(cos(𝑘𝑣 + 𝑐3))− 1
𝑘
ln(cos(𝑘𝑢+ 𝑐1)) + 𝑐
= 1
𝑘
ln
(︃
cos(𝑘𝑣 + 𝑐3)
cos(𝑘𝑢+ 𝑐1)
)︃
+ 𝑐.
(1.2.55)
Tal superfície mínima é denominada de superfície de Scherk, e está exibida na figura (1.10).
A superfície de Scherk é normalmente conhecida sem suas constantes, podendo ser escrita na
forma
𝑋(𝑢, 𝑣) =
(︂
𝑢, 𝑣, ln
(︂cos 𝑣
cos𝑢
)︂)︂
. (1.2.56)
Observemos que, para 𝑋(𝑢, 𝑣) acima estar bem definida devemos ter cos𝑢 ̸= 0, cos 𝑣 ̸= 0 e
cos 𝑣
cos𝑢 > 0. (1.2.57)
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Figura 1.10: Parte da superfície de Scherk
Portanto,
𝑣 ∈
(︂
−𝜋2 + 2𝑚𝜋,
𝜋
2 + 2𝑚𝜋
)︂
e 𝑢 ∈
(︂
−𝜋2 + 2𝑛𝜋,
𝜋
2 + 2𝑛𝜋
)︂
, (1.2.58)
com𝑚,𝑛 ∈ Z. Na figura (1.10) está representada a parte da superfície de Scherk correspondente
a 𝑚 = 𝑛 = 0, que está definida sobre um quadrado aberto de lado 𝜋.
Esta superfície possui retas verticais sobre os vértices deste quadrado, e se estende de modo
a cobrir uma parte do plano constituída por quadrados não consecutivos de lados 𝜋, como em
um tabuleiro de xadrez, formando o restante da Superfície de Scherk que pode ser observada
na figura (1.11).
Ressaltamos aqui que, se considerarmos no desenvolvimento de variação normal (figura
(1.12)), em que obtivemos a equação (1.2.45), uma parametrização da superfície 𝑆 como
𝑋(𝑢, 𝑣) = (𝑥(𝑢, 𝑣), 𝑦(𝑢, 𝑣), 𝑧(𝑢, 𝑣)), (1.2.59)
onde (𝑢, 𝑣) ∈ 𝑈, com 𝑈 um aberto em R2, a curvatura média aparece naturalmente no funcional
(1.1.30), nos fornecendo
𝐴(𝜖) =
∫︁∫︁
Ω
√
𝐸𝐺− 𝐹 2
√︁
1− 4𝐻𝜖𝜂(𝑢, 𝑣) +𝑄(𝜖)𝑑𝑢𝑑𝑣, (1.2.60)
onde 𝑄′(0) = 0 e portanto lim
𝜖→0(𝑄(𝜖)/𝜖) = 0.
Logo, temos que 𝐴′(0) = 0 se e somente se 𝐻 ≡ 0. Este fato garante que para qualquer
variação de 𝑋 na direção do vetor normal (de onde provém o nome variação normal), se a
curvatura média se anular teremos que 𝑆 é mínima, com a definição inicial. Um detalhamento
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Figura 1.11: Superfície de Scherk
Figura 1.12: Variação normal para X(u,v)
destes cálculos, bem como um aprofundamento sobre o assunto, podem ser vistos em Barbosa
e Colares [1984], Do Carmo [2010] e Préve [2012].
Com base na afirmação anterior sobre variação normal ser sempre zero para uma superfície
mínima, pode-se concluir que qualquer região limitada e fechada de uma superfície mínima é um
ponto crítico para a função área de qualquer variação normal dessa região limitada e fechada.
Este ponto crítico pode não ser necessariamente um mínimo; isso faz a palavra mínima parecer
um pouco estranha, mesmo que tal terminologia esteja consagrada pela história.
Para entendermos melhor, consideremos o problema de determinar o mínimo de uma função
diferenciável, 𝑓(𝑡), 𝑡 ∈ R. Se 𝑓 admitir um ponto de mínimo, digamos 𝑡0, então este ponto é
um ponto crítico de 𝑓, ou seja, satisfaz 𝑓 ′(𝑡0) = 0. Se 𝑓 ′′(𝑡0) > 0, pode-se afirmar que tal
ponto crítico é um mínimo relativo, isto é, mínimo em uma vizinhança de 𝑡0. Para determinar
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o mínimo absoluto, precisamos saber o comportamento global da função 𝑓(𝑡).
A grande notoriedade de superfícies mínimas veio com a possibilidade de vê-las em forma de
películas de sabão, o que alavancou os estudos ao longo do tempo de várias áreas da matemática
sobre este tópico.
Para exemplificarmos superfícies mínimas com películas de sabão, consideremos uma mol-
dura de um arame fino que nos dê o formato de uma curva fechada. Mergulhando esta moldura
em uma mistura de água e sabão e, logo em seguida, retirando-a da solução, surgirá uma fina
película de sabão que tem o arame como fronteira, e que está em equilíbrio sob a ação da
tensão superficial do líquido, exemplificado na figura 1.13. Essa película é uma superfície com
curvatura média nula.
Figura 1.13: Película de sabão a partir de uma arame fino
Convém enfatizar que toda superfície mínima pode ser representada como uma película de
sabão a partir de uma moldura de arame, como mencionado. Entretanto, nem toda película de
sabão é uma superfície mínima no sentido da definição desta seção. Por exemplo, uma bolha de
sabão, que nada mais é que uma esfera: pode ser facilmente mostrado que a curvatura média
para a esfera é não nula para toda a esfera. Ou seja, uma bolha de sabão não pode ser uma
superfície mínima de acordo com a nossa definição, que consiste em procurar uma superfície de
menor área que seja delimitada por uma curva fechada dada, ou a definição de curvatura média
nula. Porém, como se verá na seção (1.3.2), pode-se considerar a esfera como uma “superfície
mínima” no sentido em que, dado um determinado volume, ela minimizará a área que recobre
este volume.
1.2.5 Solução descontínua de Goldschmidt
Nesta seção, utiliza-se inicialmente a equação de Euler-Lagrange para procurar soluções no
caso particular em que as superfícies mínimas sejam geradas pela rotação de uma curva. O
problema consiste em encontrar uma curva que liga os pontos (𝑥0, 𝑦0) e (𝑥1, 𝑦1), como ilustra
a figura (1.14), de cada anel coaxial que, ao ser girada em torno do eixo das abscissas fornece
uma superfície de revolução de menor área. Tal superfície de revolução gerada pelo arco de
curva plana 𝑦(𝑥) em torno do eixo 𝑥 tem um elemento de área
𝑑𝐴 = 2𝜋𝑦𝑑𝑠 = 2𝜋𝑦
√︁
1 + 𝑦′2𝑑𝑥, (1.2.61)
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e área total a ser minimizada será dada por
𝐴 = 2𝜋
∫︁ 𝑥1
𝑥0
𝑦
√︁
1 + 𝑦′2𝑑𝑥. (1.2.62)
Figura 1.14: Área da superfície de revolução
Sem perda de generalidade, na figura (1.14) iremos assumir que 𝑥0 = −𝑥1 e 𝑦0 = 𝑦1, com
isso temos, por simetria, que a equação (1.2.62) pode ser reescrita como
𝐴 = 4𝜋
∫︁ 𝑥1
0
𝑦
√︁
1 + 𝑦′2𝑑𝑥. (1.2.63)
Assim, a função de Euler-Lagrange é
𝑓(𝑥, 𝑦) = 𝑦
√︁
1 + 𝑦′2, (1.2.64)
e como (𝜕𝑓/𝜕𝑥) = 0, temos que vale a equação (1.1.15) para este caso, portanto
𝑓 − 𝑦′ 𝜕𝑓
𝜕𝑦′
= 𝑦
√︁
1 + 𝑦′2 − 𝑦𝑦
′2√︁
1 + 𝑦′2
= 𝑐1 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒. (1.2.65)
Agora, multiplicando a (1.2.65) por
√︁
1 + 𝑦′2 e isolando 𝑦′2, obtemos a equação diferencial
𝑑𝑥
𝑑𝑦
= 1
𝑦′
= 𝑐1√
𝑦2 − 𝑐1 , (1.2.66)
que pode ser integrada. Desa forma,
𝑥(𝑦) = 𝑐1
∫︁ 𝑦
0
𝑑𝑠√︁
𝑠2 − 𝑐21
= 𝑐1 cosh−1
(︂
𝑦
𝑐1
)︂
. (1.2.67)
Portanto a equação da curva procurada é dada por
𝑦(𝑥) = 𝑐1 cosh
(︂
𝑥
𝑐1
)︂
, (1.2.68)
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que descreve uma catenária no plano 𝑥𝑦. Ao girar essa curva em torno do eixo 𝑥, obtemos a
superfície mínima chamada de catenoide, delimitada pelos dois anéis coaxiais e cada extremo
da superfície, como ilustrado na figura (1.15).
Figura 1.15: Catenoide
Porém, essa não é necessariamente a única solução para este problema, pois para cada 𝑐1
fixado tem-se uma nova catenária, e a partir de um dado valor de 𝑐1 não se terá mais essa
curva como solução. Para mostrar esse fato, encontraremos o valor máximo de 𝑥, para o qual a
catenária ainda é solução. Em outros termos, estaremos afastando ambos os anéis até o ponto
em que o catenoide se romperá, dado o raio 𝑦0 dos anéis.
Geometricamente, a superfície mínima encontra dois anéis coaxiais de raio 𝑦0 (fixo) sime-
tricamente postos em relação à origem. Como a catenária é dada por
𝑦(𝑥) = 𝑐1 cosh
(︂
𝑥
𝑐1
)︂
, (1.2.69)
onde a constante 𝑐1 é dada pela equação transcendente
𝑐1 =
𝑦
cosh 𝑥
𝑐1
, (1.2.70)
e tomando 𝑦 = 𝑦0 constante, podemos ver o gráfico desta equação na figura (1.16).
Note que, pela figura (1.16) da equação (1.2.70), para cada valor de 𝑥 existem duas catenárias
partindo do mesmo ponto (𝑥0, 𝑦0), que chamaremos de catenária rasa e catenária profunda.
Realizando alguns cálculos para a área do catenoide gerado pelos dois casos, como feito em
(Arfken e Weber [2005]), vemos que somente o catenoide gerado pela catenária rasa nos dá uma
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Figura 1.16: Equação transcendente (para 𝑦0 = 1)
superfície mínima. Podemos dizer, ainda, que qualquer catenoide gerado por uma catenária
profunda sempre terá área maior que qualquer catenoide gerado pela catenária rasa.
Retomando a questão onde o catenoide não será mais solução para nosso problema, cha-
mando 𝑝 = (1/𝑐1) na equação (1.2.70), ela se torna
𝑝𝑦0 = cosh 𝑝𝑥, (1.2.71)
Diferenciando (1.2.71) em relação a 𝑝 em ambos os lados, temos
𝑦0 = senh𝑝𝑥
(︃
𝑥+ 𝑝𝑑𝑥
𝑑𝑝
)︃
. (1.2.72)
Como buscamos o valor máximo de 𝑥, que denotaremos por 𝑥𝑚𝑎𝑥, devemos ter que
𝑑𝑥
𝑑𝑝
⃒⃒⃒⃒
⃒
𝑥=𝑥𝑚𝑎𝑥
= 0, (1.2.73)
e a partir de (1.2.72) e (1.2.73) obtemos as seguintes equações
⎧⎨⎩ 𝑝𝑦0 = cosh 𝑝𝑥𝑚𝑎𝑥𝑦0 = 𝑥𝑚𝑎𝑥senh𝑝𝑥𝑚𝑎𝑥 , (1.2.74)
que combinadas levam a
𝑝𝑥𝑚𝑎𝑥 = cotgh𝑝𝑥𝑚𝑎𝑥, (1.2.75)
donde obtemos a solução (numericamente) 𝑝𝑥𝑚𝑎𝑥 ≈ 1, 2. Substituindo esse valor no sistema
(1.2.74), teremos
𝑥𝑚𝑎𝑥 ≈ 0, 663𝑦, (1.2.76)
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ou seja, para 𝑥 > 0, 663𝑦 o catenoide não é a solução do problema da superfície mínima (ver
figura (1.16)). Em outras palavras, se afastarmos os anéis um do outro a uma distância que
supere o valor aproximado de 1, 326𝑦, a superfície se romperá, e não teremos mais o catenoide
como superfície mínima que delimita esses anéis coaxiais.
Figura 1.17: Catenárias a partir do ponto (𝑥1, 𝑦1)
Analisando agora a figura (1.17), vê-se que, no ponto 𝑍, 𝑥 > 𝑦. Na verdade, não existe
nenhum arco minimizante na forma 𝑦 = 𝑦(𝑥) que une os pontos (𝑥1, 𝑦1) e 𝑍. Entretanto,
mostraremos agora que, para este caso, sempre existe uma solução constituída por dois discos
delimitados pelos anéis com nenhuma superfície intermediária. Além disso, é evidente a impos-
sibilidade de ter uma curva minimizante da forma 𝑦 = 𝑦(𝑥), quando os pontos 1 e 2 estiverem
na mesma linha vertical (figura (1.18)). Porém, resta ainda a questão de como caracterizar a
superfície mínima para ambos os casos. Esse resultado é conhecido como solução descontínua
de Goldschmidt.
Retornando à figura (1.17), quando o ponto (𝑥2, 𝑦2) da catenária está em cima da curva
𝑂𝐻 é o exato momento em que as áreas do catenoide e da solução descontínua de Goldschmidt
coincidem. Para os pontos em que a catenária de revolução não tem ponto de tangência com
𝑂𝑇, é quando (𝑥2, 𝑦2) encontra-se à esquerda da curva de 𝑂𝐻, o catenoide dá um mínimo
absoluto para a área e a solução de Goldschmidt fornece um mínimo relativo. Quando (𝑥2, 𝑦2)
está entre 𝑂𝐻 e 𝑂𝑇, a solução de Goldschmidt dá uma superfície onde a área é mínimo absoluto
e o catenoide é um mínimo relativo. As afirmações deste parágrafo ficarão claras no decorrer
do texto, e estão muito bem expostas em Bliss [1925].
Para encontrar uma resposta para a caracterização da solução de Goldschmidt, consideremos
primeiro o segmento 𝐸12 na vertical de comprimento 𝑙 e uma curva 𝐶13 com o mesmo tamanho
𝑙 do segmento 𝐸12, como mostrado na figura (1.18). Seja um ponto 𝑝 a uma distância 𝑠 entre 1
e 2, e um ponto 𝑃 em 𝐶13 com a mesma distância. Então, a diferença das áreas das superfícies
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Figura 1.18: Caracterização da solução de Goldschmidt
de revolução geradas pelos dois arcos é
2𝜋(𝐼(𝐶13)− 𝐼(𝐸12)) = 2𝜋(
∫︁ 𝑙
0
𝑃𝑑𝑠−
∫︁ 𝑙
0
𝑝𝑑𝑠) = 2𝜋
∫︁ 𝑙
0
(𝑃 − 𝑝)𝑑𝑠 ≥ 0. (1.2.77)
O sinal de igualdade segue somente se 𝐶13 coincide com 𝐸12, uma vez que, se 𝐶13 tem um
único ponto 𝑃 distinto do ponto correspondente 𝑝 em 𝐸12, devemos ter 𝑃 > 𝑝 e a integral do
lado direito é maior que 0. Temos, portanto, o seguinte teorema.
Teorema 1.2.2. Seja uma linha vertical 𝐸12 tendo a extremidade inicial o ponto 1 em comum
com uma curva 𝐶13, como mostrado na figura (1.18), e ambas com o mesmo comprimento. En-
tão a área da superfície de revolução gerada pela rotação de 𝐸12 em torno do eixo das abscissas
será sempre menor do que a gerada pela rotação da curva 𝐶13, a menos que 𝐶13 coincida com
𝐸12.
Este teorema nos permite concluir que, estando os pontos 1 e 2 no mesmo segmento vertical,
a reta que os une sempre gera uma superfície de revolução de menor área do que a gerada por
toda curva 𝐶13, com os mesmos pontos finais, pois tal curva 𝐶13 é mais longa do que 𝐸12.
Além disso, podemos deduzir outro resultado interessante no qual os pontos 1 e 2 não estão
na mesma linha vertical. Dessa forma, vamos considerar os pontos 3 e 4 sobre o eixo 𝑥 abaixo
dos pontos 1 e 2, respectivamente, como mostrado na figura (1.19).
Se o arco 𝐶12 no semiplano 𝑦 > 0 tem comprimento maior do que a soma 𝑦1+ 𝑦2, onde 𝑦1 e
𝑦2 são as ordenadas dos pontos 1 e 2 respectivamente, então o teorema acima mostra que a área
da superfície de revolução gerada por 𝐶12 é sempre maior ou igual à superfície de revolução
gerada pelo caminho 𝐿1342, composta pelos segmentos de 1 a 3, 2 a 4 e o segmento do eixo 𝑥
entre eles.
Se tomarmos uma vizinhança deste caminho, como na figura (1.19), tão pequena de modo
que toda curva 𝐶12 unindo 1 e 2 tem necessariamente um comprimento maior do que 𝑦1 + 𝑦2,
então fica claro que, pelo menos nesta vizinhança o caminho 𝐿1342 é uma solução para o nosso
problema de determinar uma curva minimizante ligando os pontos 1 e 2, gerando assim uma
superfície de revolução que minimiza a área.
Obtemos, assim, dois discos delimitados pelos anéis coaxiais que fornecem as áreas 𝜋𝑦21 e 𝜋𝑦22,
respectivamente, onde 𝑦1 e 𝑦2 são as ordenadas dos pontos 1 e 2 respectivamente, e ligados por
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Figura 1.19: Solução descontínua de Goldschmidt
uma reta contida no eixo 𝑥. Essa solução foi desenvolvida por Goldschmidt em 1831, chamada
de solução descontínua de Goldschmidt. O termo “descontínua” é utilizado porque a sua
tangente gira descontinuamente nos seus dois extremos sobre o eixo 𝑥. Essa solução mostra
basicamente que a superfície de revolução é um plano.
Figura 1.20: Variação da área do catenoide com anéis de raio (𝑦) unitário
Solução
de Goldschimidt
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Com base em uma análise qualitativa das soluções, é possível chegar a algumas conclusões. A
figura (1.20) mostra a variação das soluções obtidas em relação à 𝑥 (com anéis de raio unitário),
que é a distância de um anel ao eixo 𝑦. A solução descontínua de Goldschmidt, que consiste em
dois discos de raio 𝑦 (raio unitário), é o mínimo absoluto para 𝑥 > 0, 528𝑦 (raio 𝑦 = 1 na figura
(1.20)). Para 𝑥 < 0, 528𝑦, a solução do catenoide fornece um mínimo absoluto, e a solução
descontínua de Goldschmidt é um mínimo relativo. E no intervalo 0, 528𝑦 < 𝑥 < 0, 663𝑦, o
catenoide é apenas um mínimo relativo.
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Em resumo, esta seção trata da busca pelas superfícies mínimas de revolução existentes.
Como se pôde observar, este caso revela o catenoide e o plano como superfícies mínimas e, como
pode ser visto nos trabalhos de Barbosa e Colares [1984] e Préve [2012], são obrigatoriamente
as únicas superfícies mínimas de revolução possíveis. Uma transição entre as duas superfícies
descritas nesta seção pode ser vista no vídeo do link em Cat[1], onde se mostra os dois anéis
que delimitam o catenoide se afastando lentamente, até o aparecimento da solução descontínua
de Goldschmidt.
1.3 Exemplos de problemas isoperimétricos
Dando continuidade à exploração dos problemas de cálculo de variações, aborda-se nesta
seção um grupo específico de problemas, chamados de isoperimétricos. Serão utilizados sis-
tematicamente os conceitos da seção (1.1) e alguns novos para a explanação dos problemas
isoperimétricos.
1.3.1 Curva plana que limita a maior área
O problema de determinar, dentre todas as curvas planares, fechadas, simples, regulares e
com um dado perímetro, aquela que cerca a maior área possível é o mais clássico dos problemas
isoperimétricos. É conhecido como sendo o problema isoperimétrico original.
Utilizemos a representação paramétrica de curvas
𝑥 = 𝑥(𝑡), 𝑦 = 𝑦(𝑡), (1.3.1)
para simplificar os cálculos. Ainda, consideremos 𝑥(𝑡1) = 𝑥(𝑡2) = 𝑥0 e 𝑦(𝑡1) = 𝑦(𝑡2) = 𝑦0.
Sabe-se que a área dada por uma curva fechada pode ser representada por
𝐴 = 12
∫︁ 𝑡2
𝑡1
(𝑥𝑦′ − 𝑦𝑥′)𝑑𝑡, (1.3.2)
e o comprimento total da curva é dado por
𝐿 =
∫︁ 𝑡2
𝑡1
√︁
𝑥′2 + 𝑦′2𝑑𝑡. (1.3.3)
Neste exemplo procuramos funções 𝑥(𝑡), 𝑦(𝑡) onde a área 𝐴 será máxima, dado o valor 𝐿,
do comprimento da curva. Da seção (1.1.2) temos que
𝑓 * = 12(𝑥
′𝑦 − 𝑦′𝑥) + 𝜆
√︁
𝑥′2 + 𝑦′2, (1.3.4)
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e o sistema de equações é dado por⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝜕𝑓 *
𝜕𝑥
− 𝑑
𝑑𝑡
(︃
𝜕𝑓 *
𝜕𝑥′
)︃
= 0,
𝜕𝑓 *
𝜕𝑦
− 𝑑
𝑑𝑡
(︃
𝜕𝑓 *
𝜕𝑦′
)︃
= 0,
(1.3.5)
Segue da substituição de 𝑓 * de (1.3.4) no sistema (1.3.5) que
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
2𝑦
′ + 𝑑
𝑑𝑡
⎛⎝1
2𝑦 −
𝜆𝑥′√︁
𝑥′2 + 𝑦′2
⎞⎠ = 0
1
2𝑥
′ + 𝑑
𝑑𝑡
⎛⎝1
2𝑥+
𝜆𝑦′√︁
𝑥′2 + 𝑦′2
⎞⎠ = 0 . (1.3.6)
Por integração direta com relação à variável 𝑡, obtemos⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
𝑦 − 𝜆𝑥
′√︁
𝑥′2 + 𝑦′2
= 𝐶1
𝑥+ 𝜆𝑦
′√︁
𝑥′2 + 𝑦′2
= 𝐶2
, (1.3.7)
com 𝐶1 e 𝐶2 constantes arbitrárias de integração.
Agora, elevando ambas as equações ao quadrado e somando-as, temos
(𝑥− 𝐶2)2 + (𝑦 − 𝐶1)2 = 𝜆2, (1.3.8)
o que nos leva a concluir que, para o problema de procurar qual é a curva fechada com perímetro
conhecido que limita a máxima área possível, o resultado é o círculo.
Com auxílio da teoria de séries de Fourier, é possível provar que 𝜆 satisfaz a relação
𝜆2 = 𝐴
𝜋
≤ 𝐿
2
4𝜋2 , (1.3.9)
conhecida classicamente por desigualdade isoperimétrica. A igualdade acima somente é satis-
feita quando a curva é de fato um círculo. Diferentes demonstrações deste fato são feitas em
Araújo [1998] e Do Carmo [2010].
Figura 1.21: Curva regular por partes
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Além disso, a desigualdade isoperimétrica é válida para curvas de classe 𝐶1(R) por partes,
isto é, curvas contínuas constituídas de um número finito de arcos de classe 𝐶1(R), que possuem
um número finito de quinas, onde a tangente é descontínua. Um exemplo de tais curvas pode
ser visto na figura (1.21).
1.3.2 Superfície que limita o maior volume
Seja 𝐷 uma região em R2, e considerando superfícies descritas por
𝑋(𝑢, 𝑣) = (𝑢, 𝑣, 𝑧(𝑢, 𝑣)), (1.3.10)
com 𝑧(𝑢, 𝑣) ≥ 0, (𝑢, 𝑣) ∈ 𝐷 e 𝑧 = 0 em 𝜕𝐷. O problema se baseia em minimizar a área da
superfície
𝐴 =
∫︁∫︁
𝐷
√︁
1 + 𝑧2𝑢 + 𝑧2𝑣𝑑𝑢𝑑𝑣, (1.3.11)
sob as condição de um volume fixado
𝑉 =
∫︁∫︁
𝐷
𝑧(𝑢, 𝑣)𝑑𝑢𝑑𝑣 = 𝑉0. (1.3.12)
Figura 1.22: Superfície isovolumétrica
Consideremos o funcional
𝐴+ 𝜆𝑉 =
∫︁∫︁
𝐷
(
√︁
1 + 𝑧2𝑢 + 𝑧2𝑣 + 𝜆𝑧))𝑑𝑣𝑑𝑢, (1.3.13)
para algum multiplicador de Lagrange 𝜆 a equação de Euler-Lagrange (1.1.37) correspondente
é
𝜆−
⎛⎝ 𝜕
𝜕𝑢
⎛⎝ 𝑧𝑢√︁
1 + 𝑧2𝑢 + 𝑧2𝑣
⎞⎠+ 𝜕
𝜕𝑣
⎛⎝ 𝑧𝑣√︁
1 + 𝑧2𝑢 + 𝑧2𝑣
⎞⎠⎞⎠ = 0. (1.3.14)
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Reescrevendo a equação acima, a superfície procurada deve satisfazer
∇ · ∇𝑧(𝑢, 𝑣)√︁
1 + ‖∇𝑧(𝑢, 𝑣)‖2
= 𝜆. (1.3.15)
Como um caso especial, tomando 𝐷 como o disco 𝑢2 + 𝑣2 ≤ 𝑐2, e tomando
𝑧(𝑢, 𝑣) =
√
𝑟2 − 𝑢2 − 𝑣2 −
√
𝑟2 − 𝑐2 com 𝑐 ≤ 𝑟, (1.3.16)
que é parte de uma esfera de raio 𝑟, centrado em (0, 0,−√𝑟2 − 𝑐2). Se considerarmos 𝑐 = 𝑟,
temos metade de uma esfera centrada na origem. Por um cálculo direto, podemos verificar que
a esfera acima satisfaz a equação de superfície mínima desta seção, equação (1.3.15).
1.3.3 Conjectura da dupla bolha
Conforme se afirma em Isenberg [1978], devido à tensão superficial, bolhas de sabão ou
agrupamentos das mesmas, naturalmente, tendem a minimizar a área do volume que encerram,
o que faz a seção (1.3.2) ter todo sentido. A partir desse conceito, a superfície em R3 obtida
tomando duas esferas grudadas separadas apenas por uma interface é denominada de conjectura
da dupla bolha. E essa nova superfície obtida terá, obrigatoriamente, a menor área que conterá
os dois volumes, e irá mantê-los separados com um ângulo de 120∘ na interseção entre as esferas.
É possível ver exemplos desta superfície nas figuras (1.23) e (1.24).
Figura 1.23: Dupla bolha envolvendo dois volumes iguais
º
É preciso ressaltar, ainda, dois fatos importantes: o primeiro é que, para o caso em R2,
ou seja, o agrupamento de dois círculos, foi provado pouco menos de uma década antes da
conjectura das duas bolhas ser provada no caso geral. O segundo fato é que no resultado mais
geral, envolvendo duas esferas com volumes não necessariamente iguais, a demonstração utiliza
argumentos de estabilidade. Como foi des descrito em Barbosa e do Carmo [2012], estabilidade
se refere ao comportamento de uma superfície quando um compacto desta superfície é deformado
por uma variação, enquanto sua fronteira está fixada.
A dupla bolha foi conjecturada com ajuda de experimentos envolvendo bolhas de sabão, que
se trata basicamente de soprar duas bolhas de sabão com volumes idênticos (ou não), como ilus-
trado na figura (1.24), e juntá-las formando uma única superfície. Num âmbito mais complexo,
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pode-se considerar a junção de mais que apenas duas bolhas de sabão. Tais experimentos foram
dirigidos por J. Plateau, conjecturando, assim, que a dupla bolha dá o formato mais eficiente
para o recobrimento de dois volumes dados. Deu-se origem, então, aos primeiros resultados
sobre agrupamento das bolhas de sabão. Mais detalhes sobre os trabalhos de Plateau e sobre a
conjectura da dupla bolhas podem ser vistos em Boys [1959], Hass e Schlafly [2000] e Isenberg
[1978].
Conjectura 1.3.1. A dupla bolha envolvendo volumes 𝑉1 e 𝑉2 é a única superfície que possui
área igual a 𝐴(𝑉1, 𝑉2).
𝐴(𝑉1, 𝑉2) denota o ínfimo da área da superfície que recobre as duas regiões em R3 (esta área
será definida com mais precisão posteriormente).
Figura 1.24: Dupla bolha de sabão
Resumidamente, será abordado aqui o caminho para a demonstração desta conjectura no
caso em que 𝑉1 = 𝑉2, bem como alguns dos resultados que constam em Hass e Schlafly [2000]
necessários.
Abaixo, segue aquele que foi talvez o principal resultado desta seção, apresentado primeira-
mente em Hass et al. [1995].
Teorema 1.3.2. A única superfície de menor área englobando dois volumes iguais em R3 é
uma dupla bolha.
O teorema 1.3.2 acima prova a conjetura (1.3.1) para o caso em que 𝑉1 = 𝑉2. Analogamente à
desigualdade isoperimétrica descrita na seção (1.3.1), tal teorema traz como resultado imediato
uma desigualdade envolvendo a área e o volume da superfície.
Corolário 1.3.3. Para qualquer superfície em R3 englobando duas regiões, cada uma com
volume 𝑉, a área 𝐴 satisfaz
𝐴3 ≥ 243𝜋𝑉 2, (1.3.17)
com a igualdade se e somente se a dupla bolha é a superfície englobando as duas regiões de
volume 𝑉.
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O primeiro problema em estabelecer o teorema (1.3.2) era encontrar uma categoria de
superfícies nas quais a área fosse minimizada.
Definição 1.3.4. Definimos uma superfície regular por partes como sendo uma união finita
de superfícies regulares com curvas regulares por partes como fronteira, tendo quaisquer duas
superfícies, disjuntas ou se interseccionando ao longo das curvas regulares por partes contidas
nas fronteiras. O conjunto singular é definido como o conjunto dos pontos que não estão no
interior de uma sub-superfície de uma superfície regular por partes.
Com base nisso, é possível dar uma boa definição para bolha como se segue.
Definição 1.3.5. Definimos bolha como sendo alguma superfície regular por partes satisfa-
zendo:
1. Cada superfície tem curvatura média constante.
2. O conjunto singular consiste em curvas triplas suaves juntas do qual três superfícies re-
gulares se reúnem em um ângulo de 120∘ e vértices isolados, onde seis superfícies lisas e
quatro curvas triplas convergem em um ponto.
3. A soma das curvaturas média ao redor de uma borda no conjunto singular onde três
superfícies têm fronteira em comum é nula.
Bolha minimizante é chamada a bolha que minimiza a área dentre todas as bolhas que
englobam regiões com volumes prescritos. As regiões não são necessariamente conexas.
Dadas constantes positivas 𝑉1 e 𝑉2, denotamos 𝐴(𝑉1, 𝑉2) o ínfimo da área da superfície
regular por partes que recobre as regiões 𝑅1 e 𝑅2 em R3 que são conjuntos compactos com
interiores disjuntos tais que 𝑣𝑜𝑙𝑢𝑚𝑒(𝑅1) = 𝑉1 e 𝑣𝑜𝑙𝑢𝑚𝑒(𝑅2) = 𝑉2.
Resultados obtidos em Almgren [1976], Almgren e Taylor [1976] e Taylor [1976], cujos
desenvolvimentos nos abstemos de apresentar, implicam que para quaisquer volumes 𝑉1, e 𝑉2
existe uma bolha minimizante, que denotaremos por 𝑆(𝑉1, 𝑉2), em R3 que recobre ambos os
volumes.
Teorema 1.3.6. Existe uma superfície de área mínima 𝑆(𝑉1, 𝑉2), e é uma superfície regular
por partes.
Mais ainda, em Foisy [1991], Hutchings [1997] e Morgan [1994], conclui-se, entre outras
propriedades da bolha minimizante, que a solução é uma superfície de revolução.
Lema 1.3.7. Seja 𝛾 uma curva orientável em R3 interseccionando um bolha minimizante 𝐵
transversalmente em pontos regulares, tal que os pontos inicial e final de 𝛾 se encontrem no
interior da mesma região. Então a soma das curvaturas médias de todos os pontos de 𝛾 ∩ 𝐵,
orientada por 𝛾, é zero.
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O lema acima implica diretamente que quaisquer duas superfícies separando o mesmo par
de regiões possuem a mesma curvatura média.
Corolário 1.3.8. Se 𝑆1 e 𝑆2 são superfícies em uma bolha, com cada região 𝑅1 e 𝑅2 separadas,
então as curvaturas média das superfícies são iguais.
Lema 1.3.9. Uma bolha minimizante 𝐵 é conexa.
Embora tivesse sido de grande utilidade a obtenção destes resultados para a prova da con-
jectura (1.3.1), Morgan [1994] apontou várias empecilhos topológicos para resolver a conjectura
da dupla bolha. Como, por exemplo, as regiões 𝑅1 e 𝑅2 delimitadas pela bolha minimizante
𝑆(𝑉1, 𝑉2) podem não ser conexas. Mais ainda, como a solução é uma superfície de revolu-
ção, logo é homeomorfa ao toro, que é uma região multiplamente conexa, criando assim novas
possibilidades para soluções, chamadas bolhas de toro.
Conforme descreveremos no próximo capítulo e mais especificamente na seção (2.1.3), o
principal problema deste trabalho possui comportamentos toroidais a partir de um processo
análogo que fizemos na descrição da solução descontínua de Goldschmidt, onde, ao invés de
estarmos aumentando a distância entre os anéis, estaremos diminuindo o volume continuamente
da nossa solução, e nesse processo soluções toroidais aparecerão.
Capítulo 2
Problemas isovolumétricos de
revolução
Neste capítulo, usaremos o ferramental do capítulo anterior para atacarmos nosso problema
principal: encontrar a superfície axissimétrica de área mínima com vínculos de volume e perí-
metro equatorial constantes simultâneos.
2.1 O problema isovolumétrico
Relembrando o problema visto na seção (1.3.2), buscamos encontrar uma função 𝑧(𝑢, 𝑣) que
minimizará o funcional área sujeito à restrição de um volume previamente dado. Em outros
termos, temos de minimizar o funcional
𝐴(𝑧) =
∫︁∫︁
𝐷
√︁
1 + 𝑧2𝑢 + 𝑧2𝑣𝑑𝑢𝑑𝑣, (2.1.1)
restrito a
𝑉 =
∫︁∫︁
𝐷
𝑧(𝑢, 𝑣)𝑑𝑢𝑑𝑣 = 𝑉0, (2.1.2)
com (𝑢, 𝑣) ∈ 𝐷 uma região em R2. A superfície em questão é definida a partir da função 𝑧(𝑢, 𝑣),
a qual supomos não negativa no domínio 𝐷. Ainda, supomos que 𝑧(𝑢, 𝑣) = 0 sobre 𝜕𝐷, e o
vínculo do perímetro equatorial corresponde em supor constante o comprimento de 𝜕𝐷.
Como visto no capítulo anterior, com o auxílio do multiplicador de Lagrange, o funcional
relacionado a esse problema isovolumétrico é definido por
𝐴+ 𝜆𝑉 =
∫︁∫︁
𝐷
(
√︁
1 + 𝑧2𝑢 + 𝑧2𝑣 + 𝜆𝑧))𝑑𝑣𝑑𝑢, (2.1.3)
onde o multiplicador 𝜆 é determinado, dentre todas as constantes de integração, as condições
de fronteira e o volume prescrito (2.1.2).
A equação de Euler-Lagrange obtida a partir do funcional (2.1.3) está descrita na seção
(1.3.2) pela equação (1.3.14).
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A obtenção de uma solução 𝑧(𝑢, 𝑣) para o caso geral é demasiadamente complicada. No
entanto, o caso axissimétrico permite uma abordagem mais simples e direta.
2.1.1 O problema isovolumétrico de revolução
Com a hipótese de uma superfície axissimétrica, podemos introduzir a parametrização:
𝑋(𝜌, 𝜃) = (𝜌 cos 𝜃, 𝜌sen𝜃, 𝑓(𝜌)), (2.1.4)
que é uma superfície de revolução gerada pela rotação da curva 𝑧 = 𝑓(𝜌) > 0 em torno do eixo
𝑧. Os coeficientes da primeira forma fundamental são dados por
𝐸 = 1 + [𝑓 ′(𝜌)]2;
𝐹 = 0;
𝐺 = 𝜌2,
(2.1.5)
e a expressão da área será dada por
𝐴(𝑓) =
∫︁∫︁
𝐷
√
𝐸𝐺− 𝐹 2𝑑𝜃𝑑𝜌
=
∫︁∫︁
𝐷
𝜌
√︁
1 + 𝑓 ′2𝑑𝜃𝑑𝜌
=
∫︁∫︁
𝐷
𝜌
√︁
1 + 𝑓 ′2𝑑𝜌,
(2.1.6)
enquanto a restrição para o volume é simplesmente
𝑉 (𝑓) =
∫︁∫︁
𝐷
𝑓(𝜌)𝜌𝑑𝜌 = 𝑉0. (2.1.7)
Com isso, podemos concluir que a equação de Euler-Lagrange (1.1.25) para o funcional
𝐴+ 𝜆𝑉 =
∫︁∫︁
𝐷
(𝜌
√︁
1 + 𝑓 ′2 + 𝜆𝑓(𝜌)𝜌)𝑑𝜌, (2.1.8)
é dada por
𝑑
𝑑𝜌
⎛⎝ 𝜌𝑓 ′√︁
1 + 𝑓 ′2
⎞⎠ = 𝜆𝜌, (2.1.9)
ou somente
𝜌𝑓 ′√︁
1 + 𝑓 ′2
= 𝜆
2
2 𝜌+ 𝐶1, (2.1.10)
com 𝐶1 a constante de integração.
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Ao considerarmos 𝑓(𝜌) > 0, obtemos apenas a parte positiva da superfície, e, para ter-
mos ambas as partes da superfície, basta considerar a simetria dela sob o plano no qual foi
rotacionada.
Salientamos neste ponto que, de acordo com o valor da constante 𝐶1, haverá dois casos
distintos para a solução da equação (2.1.10), como veremos na próxima seção.
O perímetro equatorial fornecido pelo comprimento da fronteira de 𝐷 será mantido cons-
tante, e em cada uma das duas situações a serem vistas no decorrer deste capítulo assumirão
ou o formato de círculo ou formato de disco.
2.1.2 Domínio simplesmente conexo
Para iniciarmos a análise sobre a constante 𝐶1 da equação (2.1.10), busquemos superfícies
regulares de revolução que possuam domínio 𝐷 simplesmente conexo. Para a suavidade da
superfície de revolução em questão, precisamos ter que 𝑓 ′(0) = 0, e a equação (2.1.10) nos
fornece diretamente que 𝐶1 ≡ 0. Dessa forma, temos de (2.1.10) que
±𝑓 ′(𝜌) = 𝜆𝜌√
4− 𝜆2𝜌2 . (2.1.11)
Além disso, devemos ter 𝜌𝑚𝑖𝑛 = 0 pela condição do denominador da equação (2.1.11) jun-
tamente com o fato de considerarmos simetria axial do problema e, portanto, o domínio de tal
solução será simplesmente conexo, dado por um círculo.
Figura 2.1: Curva geradora de calotas esféricas
Como a figura (2.1) mostra, podemos definir o ângulo 𝜃 como sendo o ângulo de contato
como em um problema de molhamento, (conferir capítulo 3 de Berthier e Brakke [2012]). É
fácil ver que 𝜃 é dado por
tg𝜃 = −𝑓 ′(𝜌𝑚𝑎𝑥) = −𝜌𝑚𝑎𝑥
𝑑
, (2.1.12)
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deste modo, 𝜌𝑚𝑎𝑥, 𝑓(0) e 𝜃 devem obedecer
𝜎 = 2tg𝜃 −
𝜌𝑚𝑎𝑥
𝑓(0) +
𝑓(0)
𝜌𝑚𝑎𝑥
= 0. (2.1.13)
De volta à nossa solução, integrando (2.1.11) e após fazer uma simples substituição na
integral por 𝜇 = 4− 𝜆2𝜌2, temos que a curva a ser revolucionada em (2.1.4) será dada por
±𝑓(𝜌) =
√︃
4
𝜆2
− 𝜌2 + 𝑑, (2.1.14)
onde 𝑑 é a constante de integração.
Definindo 𝑟 = 2/𝜆 e escrevendo de outra forma, obtemos que a solução para este nosso
primeiro caso são arcos dados por
(𝑓(𝜌)− 𝑑)2 + 𝜌2 = 𝑟2, (2.1.15)
ilustrados nas figuras (2.1), e as superfícies de revolução justapostas como na figura (2.2).
Figura 2.2: Calotas esféricas em formato de lentilha
Tal resultado confirma a tentativa de solução na seção (1.3.2) para a equação diferencial
(1.3.14), dada por calotas esféricas de raio 𝑟. Ainda, notemos que se tomarmos 𝑑 = 0, a solução
então se torna uma esfera, como já mencionado, de volume 𝑉 = 4𝜋𝑟3/3, área 𝐴 = 4𝜋𝑟2 e
perímetro equatorial 𝐿 = 2𝜋𝑟.
Conforme a equação (2.1.15), e como pode ser visto na figura (2.1), temos que 𝜌2𝑚𝑎𝑥 = 𝑟2−𝑑2,
e o volume da calota
𝑉0 =
𝜋ℎ
3 (3𝑟
2 + ℎ2), (2.1.16)
onde ℎ = 𝑟 − 𝑑, enquanto a área superficial é dada por
𝐴 = 2𝜋(𝑟2 + ℎ2). (2.1.17)
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Logo, 𝜌𝑚𝑎𝑥 e 𝑉0 são valores suficientes para determinar sem ambiguidade a superfície.
Em resumo, para o caso da superfície de revolução possuir domínio simplesmente conexo
a qual recobre um certo volume prescrito e mais nenhuma restrição, a superfície de menor
área é uma calota esférica e, além disso, as calotas esféricas são mínimos globais para o nosso
problema.
2.1.3 Domínio multiplamente conexo
Dando continuidade à análise da constante 𝐶1, nesta situação, contrariamente ao que su-
pomos antes, consideremos 𝑓 ′(𝜌) ̸= 0 na equação de Euler-Lagrange (2.1.10) para o problema
isovolumétrico. Neste caso já temos a condição imediata de que 𝐶1 não será nulo. A equação
(2.1.10) pode ser reescrita como
±𝑓 ′(𝜌) =
𝜆
2𝜌
2 + 𝐶1√︁
𝜌2 − (𝜆2𝜌2 + 𝐶1)2
. (2.1.18)
Neste estágio, ressaltamos novamente que o denominador de (2.1.18) deve ser maior que
zero, e disso retiramos os valores de 𝜌𝑚𝑎𝑥 e 𝜌𝑚𝑖𝑛. Com efeito,
𝜌2 −
(︃
𝜆
2𝜌
2 + 𝐶1
)︃2
=
[︃
𝜌+
(︃
𝜆
2𝜌
2 + 𝐶1
)︃]︃ [︃
𝜌−
(︃
𝜆
2𝜌
2 + 𝐶1
)︃]︃
> 0, (2.1.19)
ou seja, encontrando as raízes devemos ter
[︃
𝜌+
(︃
𝜆
2𝜌
2 + 𝐶1
)︃]︃ [︃
𝜌−
(︃
𝜆
2𝜌
2 + 𝐶1
)︃]︃
= −𝜆
2
4 (𝜌− 𝜌11)(𝜌− 𝜌21)(𝜌− 𝜌12)(𝜌− 𝜌22), (2.1.20)
onde
𝜌11 =
1
𝜆
(
√
1− 2𝜆𝐶1 − 1);
𝜌21 =
1
𝜆
(−1−√1− 2𝜆𝐶1);
𝜌12 =
1
𝜆
(1 +
√
1− 2𝜆𝐶1)
(2.1.21)
e
𝜌22 =
1
𝜆
(1−√1 + 2𝜆𝐶1). (2.1.22)
Note que (𝜌11)2 = (𝜌22)2, (𝜌21)2 = (𝜌12)2, e que 𝜌11 + 𝜌22 = 0, 𝜌12 + 𝜌21 = 0, logo, a equação
(2.1.18) se torna
±𝑓 ′(𝜌) = 𝜌
2 + 2
𝜆
𝐶1√︁
−(𝜌2 + 𝜌12𝜌21)(𝜌2 + 𝜌11𝜌22)
=
𝜌2 + 2
𝜆
𝐶1√︁
−(𝜌2 − 𝜌212)(𝜌2 − 𝜌211)
, (2.1.23)
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pois as identidades 𝜌12𝜌21 = −(𝜌12)2 = −(𝜌21)2 e 𝜌11𝜌22 = −(𝜌11)2 = −(𝜌22)2 se verificam.
Dessa forma, segue que as curvas neste caso são obtidas pela integral
±𝑓(𝜌) =
∫︁
𝜕𝐷
𝑠2 + 2
𝜆
𝐶1√︁
(𝑠2 − 𝜌212)(𝜌211 − 𝑠2)
𝑑𝑠. (2.1.24)
Com isso podemos verificar que a equação (2.1.24) possui soluções somente pra valores de
𝜌, 𝜆 e 𝐶1 tais que 𝜆𝐶1 < 1/2, e para 𝜌 ∈ [𝜌𝑚𝑖𝑛, 𝜌𝑚𝑎𝑥].
Fazendo análise de sinal na equação (2.1.19) para os valores obtidos, temos que
𝜌𝑚𝑎𝑥 =
1
𝜆
(1 +
√︁
1 + 2𝜆𝐶1) = 𝜌12, (2.1.25)
𝜌𝑚𝑖𝑛 =
⎧⎪⎪⎨⎪⎪⎩
1
𝜆
(1−√1 + 2𝜆𝐶1) = 𝜌22, se sinal(𝜆) = sinal(𝐶1);
1
𝜆
(
√
1 + 2𝜆𝐶1 − 1) = 𝜌11, se sinal(𝜆) = sinal(𝐶1),
(2.1.26)
e descartamos 𝜌21 pelo simples fato de não fazer sentido ter raio negativo. Note que nosso
domínio é um disco de raio interno 𝜌𝑚𝑖𝑛 e de externo 𝜌𝑚𝑎𝑥. Então, podemos reescrever a equação
(2.1.24) como
±𝑓(𝜌) =
∫︁ 𝜌
𝜌𝑚𝑖𝑛
𝑠2 + 2
𝜆
𝐶1√︁
(𝑠2 − 𝜌2𝑚𝑎𝑥)(𝜌2𝑚𝑖𝑛 − 𝑠2)
𝑑𝑠. (2.1.27)
Consideremos, agora, o primeiro caso em que 𝑠𝑖𝑛𝑎𝑙(𝜆) = 𝑠𝑖𝑛𝑎𝑙(𝐶1). Tomando o sinal da
equação (2.1.23) para que tenhamos 𝑓(𝜌) ≥ 0, assim temos que 𝑓 ′(𝜌) > 0 para 𝜌 ∈ [𝜌𝑚𝑖𝑛, 𝜌𝑚𝑎𝑥]
e, além disso,
Figura 2.3: Curva solução para 𝑠𝑖𝑛𝑎𝑙(𝜆) = 𝑠𝑖𝑛𝑎𝑙(𝐶1)
ρ
min
ρ
max
f (ρ)
ρ
max( )f 
,f (ρ)
ρ
lim
𝜌→𝜌𝑚𝑖𝑛
𝑓 ′(𝜌) = lim
𝜌→𝜌𝑚𝑎𝑥
𝑓 ′(𝜌) =∞. (2.1.28)
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Perceba que, como as divergências de 𝑓 ′(𝜌) são do tipo 𝜖− 12 , a função 𝑓(𝜌) é sempre finita
nas fronteiras, bem como o volume 𝑉0 calculado a partir de (2.1.2). Um esboço de 𝑓(𝜌) e 𝑓 ′(𝜌)
pode ser visto na figura (2.3).
Conforme se percebe na figura (2.3), devido ao fato de 𝑓(𝜌) ser estritamente crescente, não
há mais nenhum ponto, além de 𝜌𝑚𝑖𝑛, tal que 𝑓(𝜌𝑚𝑖𝑛) = 0. Portanto, pode-se concluir que este
cenário não fornece uma superfície de revolução que recobre completamente o volume dado,
que é o tipo de solução que interessa este trabalho. Visando esse propósito, desconsideraremos
este caso.
Para o caso 𝑠𝑖𝑛𝑎𝑙(𝜆) ̸= 𝑠𝑖𝑛𝑎𝑙(𝐶1), tomamos o sinal da equação (2.1.23) de forma que
lim
𝜌→𝜌𝑚𝑖𝑛
𝑓 ′(𝜌) = − lim
𝜌→𝜌𝑚𝑎𝑥
𝑓 ′(𝜌) =∞. (2.1.29)
Figura 2.4: Curva solução para 𝑠𝑖𝑛𝑎𝑙(𝜆) ̸= 𝑠𝑖𝑛𝑎𝑙(𝐶1)
ρ
(ρ)
,f (ρ)ρmin
ρ
max( )f 
ρ
max
f 
As curvas de 𝑓(𝜌) e 𝑓 ′(𝜌) são observadas na figura (2.4), e neste momento podemos verificar
que a superfície obtida recobre um dado volume e se anula nos pontos 𝜌𝑚𝑖𝑛 e 𝜌*, onde 𝑓(𝜌*) = 0.
Na próxima seção (2.2), deixaremos claro a importância de 𝜌*.
Revolucionando a nossa curva solução vista na figura (2.7), obtemos uma superfície toroidal,
como visto na figura (2.5), e com um cálculo rápido podemos concluir que esta superfície é
regular, exceto para pontos do perímetro equatorial 𝜌 = 𝜌 * .
2.2 Análise dos resultados
Como no caso do catenoide e da solução descontínua de Goldschmidt, temos soluções com
o mesmo comportamento de colapso, analogamente à seção (1.2.5). É preciso analisar, então,
quais as condições para existir cada uma das situações descritas nas duas seções anteriores.
Na equação (2.1.10) viu-se que, para diferentes valores da constante de integração 𝐶1, tere-
mos duas situações distintas. No caso em que 𝐶1 é zero, descrito na seção (2.1.2), as soluções
são calotas esféricas justapostas ou ainda a própria esfera dada as condições para tal, com o do-
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Figura 2.5: Solução para 𝑠𝑖𝑛𝑎𝑙(𝜆) ̸= 𝑠𝑖𝑛𝑎𝑙(𝐶1)
mínio dessas soluções sendo um círculo de perímetro equatorial 𝑙 = 2𝜋𝑟, cujos desenvolvimentos
já são conhecidos.
Houve também o caso em que 𝐶1 ̸= 0, abordado na seção (2.1.3). Considerando os sinais
convenientes, nesta situação existem restrições para o valor de 𝜌, os quais foram obtidos sendo
𝜌 ∈ [𝜌𝑚𝑎𝑥, 𝜌𝑚𝑖𝑛], o que tornou o domínio de integração do problema um disco. A curva pode
ser vista na figura (2.6), onde as curvas em azul e amarelo são as partes positiva e negativa da
equação (2.1.27) respectivamente.
Figura 2.6: Curva solução.
O fato de
lim
𝜌→𝜌𝑚𝑖𝑛
𝑓 ′(𝜌) =∞, (2.2.1)
garante que a justaposição das porções superior e inferior da solução toroidal seja regular ao
longo do raio interior do toro. O perímetro equatorial da superfície da figura (2.5) é dado por
𝐿 = 2𝜋𝜌*, onde 𝑓(𝜌*) = 0. Tais afirmações estão ilustradas na figura (2.7). Assim, para cada
valor de 𝜆 teremos uma superfície com formato de toro como na figura (2.5).
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Figura 2.7: Curva que gerará a superfície de revolução.
Em (2.1.25) e (2.1.26) viu-se que valores pequenos de 𝜆 correspondem aos casos com 𝜆𝜌 ≈ 0
e 𝜆𝜌 ≈ 2. Estas soluções podem recobrir volumes arbitrariamente pequenos, mas as áreas são
limitadas inferiormente pela área das calotas esféricas da figura (2.2), com o mesmo períme-
tro equatorial 𝐿. Por outro lado, as soluções com 𝜆 grande, que representam grandes valores
para 𝜌𝑚𝑎𝑥 e 𝜌𝑚𝑖𝑛, podem envolver volumes arbitrariamente pequenos com áreas superficiais
arbitrariamente pequenas também.
Estas situações são descritas no gráfico da figura (2.8), onde a linha vermelha corresponde à
superfície toroidal, enquanto que as soluções das superfícies de calotas esféricas correspondem
à linha verde. Ainda, para obtermos a figura (2.8), assumimos o raio do perímetro equatorial
como sendo 𝜌* = 1.
Figura 2.8: Variação da área pelo volume
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De acordo com a figura (2.8), a solução toroidal com máximo volume ocorre quando 𝑑 =
2𝜆𝐶1 = 1, 6235. Para qualquer outro valor de 𝑑, sempre haverá duas superfícies toroidais de
menor área. Uma delas para 𝜌𝑚𝑖𝑛/𝜌𝑚𝑎𝑥 pequeno, e a outra superfície para (𝜌𝑚𝑎𝑥− 𝜌𝑚𝑖𝑛)/𝜌𝑚𝑎𝑥.
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A superfície da segunda situação dá o mínimo global para o problema.
Com base no diagrama da figura (2.8), as superfícies das calotas esféricas são as únicas
soluções de área mínima para o nosso problema, desde que a condição
𝛼
𝐿3
6𝜋2 < 𝑉 <
𝑙3
6𝜋2 , (2.2.2)
seja satisfeita com 𝛼 ≈ 0, 21, que corresponde ao caso de menor área da superfície toroidal de
máximo volume. Enquanto isso, para
𝑉 < 𝛼
𝐿3
6𝜋2 , (2.2.3)
viu-se na figura (2.8) que três superfícies de área mínima coexistem, mas claramente o mínimo
global corresponde ao caso da superfície em formato de toro com valor de 𝑑 > 1, 6235.
Novamente, como foi citado no fim da seção (1.2.5), em Sph[2] é possível ver o comporta-
mento análogo às superfícies mínimas de revolução. A animação do link revela a transição da
solução composta por calotas esféricas justapostas para a solução toroidal descrita acima.
É interessante também examinar a dependência do ângulo externo da superfície de área mí-
nima com o volume. Este resultado está apresentado no gráfico (2.9), onde também assumimos
o raio do perímetro equatorial sendo unitário, e as linhas verde e vermelha correspondendo às
soluções esférica e toroidal respectivamente.
Figura 2.9: Variação do ângulo externo pelo volume
 0
 20
 40
 60
 80
 100
 120
 140
 160
 180
Vmax 0  0.5  1  1.5  2  2.5
D
ih
ed
ra
l a
ng
le
 θ
 
(de
gre
es
)
Volume
Doughnut
Lens
Quando o valor do ângulo externo para as superfícies do tipo “lentilha” (em verde), com-
postas pela justaposição de duas calotas esféricas de volume mínimo, é muito próximo de 60∘,
a “lentilha” colapsa num comportamento semelhante à solução descontínua de Goldschmidt.
Para este ângulo, pode-se calcular o volume exato da superfície, o que dá
𝛼 = 8− 92
√
3 = 0.20577 . . . . (2.2.4)
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Percebe-se, por fim, a descontinuidade gerada pela transição topológica da solução esférica,
uma vez que o ângulo passa de aproximadamente 60∘ para um ângulo aproximado de 100∘ da
superfície toroidal.
Considerações Finais
Neste trabalho, fizemos uma revisão dos principais resultados do cálculo de variações, com
ênfase nos problemas isoperimétricos. Atacamos um problema simples: encontrar a superfície
axissimétrica de área mínima englobando um volume 𝑉 fixo, com um perímetro 𝐿 equatorial
fixo. Surpreendentemente, mostramos que tal problema implica uma transição topológica para
suas soluções. Vimos que a típica solução formada por superfícies em formato de “lentilha,”
compostas pela justaposição de duas calotas esféricas, não é o mínimo global para pequenos
volumes 𝑉, apenas quando
𝛼
𝐿3
6𝜋2 < 𝑉 <
𝑙3
6𝜋2 , (2.2.5)
com 𝛼 ≈ 0.21.
Por outro lado, quando
𝑉 < 𝛼
𝐿3
6𝜋2 , (2.2.6)
com 𝛼 ≈ 0.21, o mínimo global para o caso axissimétrico recobrindo pequenos volumes corres-
ponde a superfícies toroidais, em um formato de rosquinha. Esta situação se assemelha muito à
solução descontínua de Goldschmidt e catenoide para superfícies mínimas de revolução limitada
por dois anéis coaxiais separadas por uma determinada distância.
Em nosso caso, para volume 𝑉 abaixo de um valor crítico, temos duas superfícies que encer-
ram um volume dado. Uma delas possui área menor do que a superfície em forma de “lentilha,”
enquanto a outra tem uma área superficial maior. No caso de Carl W. B. Goldschmidt, para
uma distância abaixo de um certo valor crítico, sempre se têm duas superfícies mínimas, a
saber, dois catenoides, mas apenas um tipo de catenoide, gerado pela catenária denominada de
rasa, pode efetivamente fornecer uma área menor que a solução descontínua de Goldschmidt.
Na verdade, o gráfico área×distância para superfícies mínimas de revolução é muito semelhante
ao gráfico área×volume do problema isovolumétrico, que apresentamos neste trabalho.
Além disso, não podemos ignorar que a superfície de menor área em formato de “rosqui-
nha” será instável devido a fenômenos como instabilidades de Plateau-Rayleigh, descritos em
McGraw et al. [2010]. Isso significa que, por exemplo, se deformarmos uma bolha axissimetri-
camente de tal forma que seu perímetro equatorial 𝐿 é aumentado enquanto seu volume 𝑉 é
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mantido constante, a bolha será destruída quando
𝐿3 >
6𝜋2𝑉
𝛼
. (2.2.7)
Se uma bolha em formato de “rosquinha” é formada, provavelmente se quebrará em bolhas
menores (conferir, por exemplo, Bird et al. [2010]).
Embora tenhamos considerado somente soluções com simetria axial, é razoável imaginar
(apesar de ser provavelmente complicado provar rigorosamente) que as soluções axissimétricas
são de fato soluções globais para o nosso problema. Em outras palavras, a superfície mínima
recobrindo um volume fixo e perímetro equatorial fixo deve ser o caso axissimétrico. Portanto,
conjecturamos que o limite
𝑉 < 𝛼
𝐿3
6𝜋2 , (2.2.8)
para o qual bolha não estável existe, é válido para o caso geral.
Apesar de ser instável como superfícies de área mínima, soluções no formato de “rosquinha”
são comuns em muitas situações, que vão desde manchas de café deixadas por uma gota,
como em Marín et al. [2011], até coberturas bacterianas poliméricas extracelulares, como em
Saa e Teschke [2006]. Acreditamos que nosso resultado possa ser útil e forneça mais luz no
desenvolvimento dos estudos envolvendo esses problemas.
Anexo I
63
Doughnut-shaped soap bubbles
Deison Pre´ve and Alberto Saa∗
Departamento de Matema´tica Aplicada, IMECC – UNICAMP, 13083-859 Campinas, SP, Brazil.
Soap bubbles are thin liquid films enclosing a fixed volume of air. Since the surface tension is
typically assumed to be the only responsible for conforming the soap bubble shape, the realized
bubble surfaces are always minimal area ones. Here, we consider the problem of finding the axisym-
metric minimal area surface enclosing a fixed volume V and with a fixed equatorial perimeter L.
It is well known that the sphere is the solution for V = L3/6pi2, and this is indeed the case of a
free soap bubble, for instance. Surprisingly, we show that for V < αL3/6pi2, with α ≈ 0.21, such a
surface cannot be the usual lens-shaped surface formed by the juxtaposition of two spherical caps,
but rather a toroidal surface. Practically, a doughnut-shaped bubble is known to be ultimately
unstable and, hence, it will eventually lose its axisymmetry by breaking apart in smaller bubbles.
Indisputably, however, the topological transition from spherical to toroidal surfaces is mandatory
here for obtaining the global solution for this axisymmetric isoperimetric problem. Our result sug-
gests that deformed bubbles with V < αL3/6pi2 cannot be stable and should not exist in foams, for
instance.
PACS numbers: 47.55.D-, 47.55.db, 47.55.df
I. INTRODUCTION
Soap bubbles have been attracting the attention of
physics and mathematicians for more than two centuries
[1]. A soap bubble is a thin liquid film enclosing a given
volume of air. Surface tension is usually assumed to be
the only responsible for conforming the bubble surface
shape, and hence the realized surfaces are always minimal
area ones. It is well known that the sphere is the solution
for one of the most celebrated isoperimetric problems: to
find the minimal area surface enclosing a fixed and given
volume. Free soap bubbles are known to be spheres.
We consider here the problem of finding the axisym-
metric minimal area surface with two simultaneous con-
straints: a fixed enclosed volume V and a fixed equatorial
perimeter L. Since a sphere of radius a is the minimal
area surface enclosing a volume V = 4pia3/3, it will be
also the solution for our problem for this volume and
equatorial perimeter L = 2pia. We are mainly interested
in the cases with L = 2pia and V ≤ 4pia3/3, for which
the solutions may have the shape of a “lens” formed by
the juxtaposition of two spherical caps of height h < a,
see Fig. 1(a). The enclosed volume by these lens-shaped
surfaces are
V =
pih
3
(
3a2 + h2
)
, (1)
whereas their surface area is given by
A = 2pi
(
a2 + h2
)
. (2)
As we can see, for a fixed equatorial perimeter L = 2pia,
one can effectively have arbitrarily small enclosed vol-
umes V by choosing arbitrarily small cap heights h since
∗Corresponding author; Electronic address: asaa@ime.unicamp.br
0 ≤ V ≤ L3/6pi2. On the other hand, the surface area A
will be always bounded from below by a positive value,
A > L2/2pi. It is clear that for small cap height h, the
lens-shaped surface cannot be an efficient surface for en-
closing a small volume V with a fixed equatorial perime-
ter L. Surprisingly, in order to obtain the global mini-
mum for this axisymetric isoperimetric problem, a topo-
logical transition is mandatory: from the spherical lens-
shaped to toroidal surfaces. As we will show, lens-shaped
surfaces of equatorial perimeter L are global solutions for
our minimal area problem only for volumes V such that
α
L3
6pi2
< V ≤ L
3
6pi2
, (3)
with α ≈ 0.21. For V < αL3/6pi2, the axisymmetric min-
imal area surface enclosing a volume V will be necessarily
doughnut-shaped as that one depict in Fig. 1(b), as we
will see by considering all solutions of our isoperimetric
problem in the following section.
II. THE ISOPERIMETRIC VARIATIONAL
PROBLEM
Strictly speaking, the isoperimetric problem, dating
from the antiquity, concerns finding the plane figure of
maximal area with a given perimeter. In a broader sense,
however, it includes, for instance, the problem of finding
the function f(x, y) which minimize a given functional
S[f ] =
¨
D
L(x, y, f, fx, fy) dxdy, (4)
but subjected to integral constraints of the type¨
D
C(x, y, f, fx, fy) dxdy = constant, (5)
where D is a region of the plane (x, y) and the indices
x and y denote the respective partial derivatives. Every
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2FIG. 1: Top: lens-shaped surface of minimal area with
perimeter L and volume V = αL3/6pi2, with α ≈ 0.21.
No stable lens-shaped surface with V < αL3/6pi2 should
exist. Bottom: doughnut-shaped surface of minimal area
with perimeter L and V = αL3/6pi2. Axisymmetric mini-
mal area surfaces with V < αL3/6pi2 are necessarily of this
type. No doughnut-shaped minimal area surfaces exist with
V > αL3/6pi2. In both cases, the angle θ is the internal angle
of the surface at the equatorial perimeter.
function here is assumed to be real and smooth. For our
purposes, let us consider the surface (x, y, z) defined by
the function f(x, y) = ±z, which we will assume to be
non-negative and such that f(x, y) = 0 for (x, y) ∈ ∂D.
The standard treatment for the isoperimetric problems
involves the associated functional defined as
S∗[f ] =
¨
D
L∗ dxdy, L∗ = L+ λC, (6)
where λ is a constant (the Lagrange multiplier). The
function f(x, y) that extremizes (4) subjected to the con-
straint (5) also extremizes the free functional (6), i.e.
f(x, y) is a solution of the Euler-Lagrange equations for
the associated functional (6). The constant λ is to be de-
termined, among all the integration constants, from the
boundary conditions and the integral constraint (5). For
the problem of the minimal area axisymmetric surface,
one can introduce appropriate polar coordinates (ρ, θ)
centred at the surface such that f = f(ρ), leading to the
following expression for the area functional
S[f ] = 2pi
ˆ
D
√
1 + f ′2 ρdρ, (7)
while the fixed volume constraint will read simply
V [f ] = 2pi
ˆ
D
f ρdρ = constant. (8)
Clearly, the equatorial perimeter will be given by the
length of ∂D. In these coordinates, the Euler-Lagrange
equation for the associated functional (6) is
1
ρ
d
dρ
(
ρf ′√
1 + f ′2
)
= λ, (9)
which be easily integrated and leads to
ρf ′√
1 + f ′2
=
λ
2
ρ2 + C1. (10)
We have two qualitative distinct cases according to the
value of C1. For C1 = 0, we have f
′(0) = 0, which is
indeed a regularity condition for axisymmetric surfaces.
However, and more importantly, in this case there is no
restriction for the values of ρ and, consequently, D is a
circle. It is quite simple to verify that the solutions of
(10) for this case are the arcs given by
(f(ρ) + b)2 + ρ2 = r20, (11)
with r0 = 2/λ and r0 > b ≥ 0. These solutions cor-
responds to the usual spherical cap with basis radius
a2 = r20 − b2 and height h = r0 − b. These caps form
the lens-shaped solutions for our isoperimetric problem.
Nevertheless, we have also the solutions with C1 6= 0.
Solving (10) for f ′ and considering the convenient signs,
we have
f ′(ρ) =
d− x2√
(x2 − x2min)(x2max − x2)
, (12)
where x = λρ, d = 2λC1 > 0, and
xmin =
√
1 + d− 1, xmax =
√
1 + d+ 1. (13)
The first observation here is the most important one: for
C1 6= 0, there will be necessarily restrictions for ρ, we
have indeed xmin ≤ λρ ≤ xmax. The region D is not any-
more a circle, but effectively a ring domain. The integral
(12) can be solved analytically by using elliptic functions,
but for our purposes we opt to solve it numerically. All
pertinent details are presented in the Appendix. The sec-
ond additive integration constant will be chosen in order
to have f(ρmin) = 0, with xmin = λρmin. Notice that
f ′(ρmin) diverges, assuring in this way that the juxtapo-
sition of the superior and inferior parts of our doughnut-
shaped surface will be indeed smooth along the interior
radius. An example of solution f(ρ) is depicted in Fig.
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FIG. 2: Solid red line: solution for (12) with boundary con-
dition f(ρmin) = 0 for d ≈ 1.6235, which corresponds to
λρmin ≈ 0.6197, λρ∗ ≈ 2.2491, and λρmax ≈ 2.6197. The
doughnut-shaped solution depicted in 1(b) is obtained by
the revolution around the vertical axis of the closed curve
formed by the solution and its reflection on the horizontal
axis (dashed blue line) for ρmin ≤ ρ ≤ ρ∗. This particular
value of d corresponds to the toroidal solution with maximal
enclosed volume. The doughnut-shaped surface is regular ev-
erywhere except on the equatorial perimeter ρ = ρ∗.
2, which corresponds to he doughnut-shaped surface in
Fig. 1(b). The equatorial perimeter of the surface will
be given by L = 2piρ∗, where the radius ρ∗ > ρmin is such
that f(ρ∗) = 0.
The constant λ can be effectively absorbed by a global
rescaling. For each value of d > 0, we have a toroidal
surface. From (13), we see that small values of d corre-
spond to the cases with xmin ≈ 0 and xmax ≈ 2. These
solutions can enclose arbitrarily small volumes, but their
area is bounded from below by the area of a lens-shaped
solution with same equatorial perimeter L. On the other
hand, the solutions with large d, which corresponds to
large xmin and xmax, can enclose arbitrarily small vol-
umes with arbitrarily small surface areas. The situation
is depicted in the Area × Volume diagram of Fig. 3.
The solid red line corresponds to the doughnut-shaped
solutions, while lens-shaped ones correspond to the the
dashed green line. The doughnut-shaped solution with
maximal volume corresponds to the case with d ≈ 1.6235
(depicted in Fig. 1(b) and Fig. 2). For any other value of
d, there are always two minimal area surfaces: one corre-
sponding to small xmin/xmax (small d), and the other to
small (xmax − xmin)/xmax (large d). The second one will
be the the global minimum of the problem, see Fig. 3. We
see from the diagram that the lens-shaped surfaces are
effectively the only minimal area solution for our prob-
lem provided that the condition (3) holds, with α ≈ 0.21,
which corresponds namely to the minimal area doughnut-
shaped surface of maximum volume. For V < αL3/6pi2,
we see from the diagram that three minimal area surfaces
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FIG. 3: Area × Volume diagram for axisymmetric minimal
area surface with fixed equatorial perimeter L = 2pi. The
solid red line corresponds to the doughnut-shaped solutions,
with the arrows indicating the direction of increasing d. The
dashed green line corresponds to the lens-shaped solutions. In
the detail, the region corresponding to the topological tran-
sition. The maximum volume for the doughnut-shaped solu-
tion is V ≈ 0.869, corresponding to the case depicted in Fig.
2. An animation illustrating the transition from spherical to
toroidal surfaces is available in the Supplementary Material.
coexist, but clearly the global minimum corresponds to
the case of doughnut-shaped surfaces with d > 1.6235.
An animation illustrating the topological transition from
spherical to toroidal surfaces according to the value of the
ratio V/L3 is available in the Supplementary Material.
It is interesting to relate the topological transition of
the minimal area surfaces to the dihedral angle θ be-
tween the tangent planes at the equatorial perimeter.
Fig. 4 depicts the dependence of θ on the volume V
for a fixed equatorial perimeter L = 2pi. For the lens-
shaped surfaces, the minimal volume V = αL3/6pi2 case
corresponds to θ close to 60 degrees. This is the case
depicted in Fig. 1(a). The doughnut-shapes surface with
the same volume has a larger dihedral angle, close to 100
degrees (Fig. 1(b) and Fig. 2). Notice that
α = 8− 9
2
√
3 = 0.20577 . . . (14)
corresponds to the volume of a lens-shaped surface with
dihedral angle θ = 60 degrees at the equatorial external
perimeter.
Notice that all solutions to our isoperimetrical prob-
lem are indeed constant mean curvatures. This can be
checked by recalling the first and second, respectively,
fundamental forms for our surface of revolution gener-
ated by f(ρ): E = ρ2, F = 0, G = 1 + f ′2; and
L = −ρf ′/
√
1 + f ′2, M = 0, N = −f ′′/
√
1 + f ′2; and
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FIG. 4: Dihedral angle θ between the tangent planes at the
equatorial perimeter as a function of the enclosed volume
V for axisymmetric minimal area surfaces with equatorial
perimeter L = 2pi. The solid red line corresponds to the
doughnut-shaped solutions, with the arrows indicating the
direction of increasing d, while the lens-shaped solutions are
the dashed green line. Notice that for d→∞, V → 0 and the
dihedral angle tends to 180 degrees. The doughnut-shaped
surface in this limit tends to the usual torus of circular sec-
tion.
that
−1
ρ
d
dρ
(
ρf ′√
1 + f ′2
)
=
L
E
+
N
G
= 2H, (15)
where H stands for the mean curvature of our surface.
Thus, the Euler-Lagrange equation (9) is equivalent to
the constraint of constant H. Since H is constant, we
can easily evaluate it by taking the point ρ¯ such that
f ′(ρ¯) = 0, where L = 0 and N = −f ′′(ρ¯), leading simply
to
H = −1
2
f ′′(ρ¯), (16)
which is positive for our toroidal surfaces. The mean cur-
vature can be expressed also as 2H = R−11 +R
−1
2 , where
R1 and R2 are the radii corresponding to the principal
curvatures. The d → ∞ (V → 0) limit of figure (4), for
which the external dihedral angle tends to 180 degrees,
is an usual torus of circular section for which R1  R2,
assuring in this way that 2H ≈ R−11 = constant.
III. FINAL REMARKS
We have shown that the isoperimetric problem of find-
ing an asixymmetric minimal area surface enclosing a
fixed volume V and with a fixed equatorial perimeter
L exhibits a rather unexpected topological transition in
their solutions accordingly to the ratio V/L3. The typi-
cal lens-shaped surfaces formed by two spherical caps are
not the global minimum for small enclosed volumes V .
The global minimum for the axisymmetric case enclos-
ing small volumes corresponds to toroidal surfaces. This
situation considered here resemble in many ways the clas-
sical Goldschmidt discontinuous minimal area surface of
revolution limited by two coaxial rings separated by a
distance ` [1, 2]. In our case, for V below a critical value,
we have two toroidal minimal area surfaces enclosing a
given volume. One of them has area smaller than the
corresponding lens-shaped surface, while the other has a
greater superficial area. In the Goldschmidt case, for `
below a certain critical value, we have always two mini-
mal surfaces (catenoids), but only one of them can effec-
tively have a total superficial area smaller than the dis-
continuous Goldschmidt solution. In fact, the diagram
Area × ` for the catenoids is very similar to our Area ×
Volume curve in Fig. 3.
Finally, we cannot ignore that a doughnut-shaped min-
imal area surface will be ultimately unstable due to phe-
nomena like shrinking [3, 4] and Plateau-Rayleigh [5, 6]
instabilities. This means that, for instance, if one de-
forms a bubble axisymmetricaly in such a way that its
equatorial perimeter L is enlarged while its volume V is
kept constant, the bubble will be inexorably destroyed
when L3 > 6pi2V/α. If a doughnut-shaped bubble is
formed, it will probably break apart in smaller daugh-
ter bubbles (see, for similar behavior in another context,
[7]). It is not difficult to envisage a non-axisymmetric
surface with fixed external perimeter L, enclosing a vol-
ume V < αL3/6pi2 and with area A smaller than the
area of our toroidal surface. Consider, for instance, a
sphere with a handle as shown in Fig. 5. The external
FIG. 5: Sphere with a toroidal handle: by shrinking the
handle smaller radius, we have a surface with fixed exter-
nal perimeter L, enclosing a volume V < αL3/6pi2, and with
area A smaller than our axisymmetric toroidal surface. Ax-
isymmetric surfaces are not global solutions for the problem.
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5handle guarantees the constant perimeter constraint. By
shrinking its smaller radius, its contribution for the total
V and A will be arbitrarily small, and hence they will cor-
respond to the sphere, which is known to be the global
solution for the problem and will certainly encapsulate
a given volume V with surface area A smaller than our
doughnut-shaped surface. This kind of non-axisymmetric
surface might arise from a Plateau-Rayleigh instability,
where perturbations with wavelength greater than the
smaller dimension of the toroidal surface could grow ex-
ponentially until disrupt it.
The situation is more intricate, however, if one keeps
the perimeter curve fixed, preventing in this way the
formulation of an axisymmetric problem from the be-
ginning. By similar arguments, we also expect genus 1
minimal area surfaces for small V/L3 in this case, but
the value of the threshold α can be different. Despite
of being unstable as minimal area surfaces, doughnut-
shaped structures are quite common in many dynamical
situations, ranging from stains left by a coffee droplet[8]
to extracellular polymeric bacterial coverages[9]. In par-
ticular, toroidal liquid droplets have been obtained by
exploring some pyroelectric effects on wetting processes
[10]. We think our result might be useful to shed more
light on some of these problems.
Appendix A: Numerics
It is more convenient for our purposes to introduce
some dimensionless quantities. From (12), one can intro-
duce the dimensionless function F (x)
f(ρ) =
1
λ
F (λρ), (A1)
with
F (x) =
ˆ x
xmin
d− s2√
(s2 − x2min)(x2max − s2)
ds. (A2)
It is clear from (A1) that the constant λ can be absorbed
by a global rescaling of the problem. The integral (A2)
can be expressed by means of elliptical integrals, see,
for instance, formulas 9 and 7 in the sections 3.152 and
3.153, respectively, of [11]. However, the expressions re-
sult rather cumbersome for our manipulations, and we
chose to solve (A2) numerically. The integrand diverges
for x = xmin and x = xmax, but the divergence is in-
tegrable and it can be easily circumvented, for instance,
by introducing the new variable u2 = s2 − x2min. The
singularity for x = xmax can be eliminated analogously.
The equatorial perimeter will correspond to the exter-
nal radius of the doughnut-shaped solution, i.e., to the
point ρ∗ = λx∗ such that F (x∗) = 0. The value of x∗ can
be determined accurately from (A1) by using a Newton-
Rapson scheme. The equatorial perimeter will be given
by
L = 2pi
x∗
λ
. (A3)
The volume enclosed by the doughnut-shaped surface will
be given by
V =
4pi
λ3
ˆ x∗
xmin
sF (s) ds, (A4)
and its surface area reads
A =
8pi
λ2
ˆ x∗
xmin
s2√
(s2 − x2min)(x2max − s2)
ds. (A5)
The Area × Volume diagram of (3) is constructed from
(A4) and (A5) by varying d while keeping L given by
(A3) fixed.
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