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	 El	Análisis	de	Regresión	Lineal	Múltiple	nos	permite	estable-
cer	la	relación	que	se	produce	entre	una	variable	dependiente	Y	
y	 un	 conjunto	 de	 variables	 independientes	 (X1,	 X2,	 ...	 XK).	 El	




posible	 por	 la	 serie	 de	 variables	 que,	 directa	 e	 indirectamente,	
participan	en	su	concreción.	
	 Al	aplicar	el	análisis	de	regresión	múltiple	 lo	más	frecuente	
es	 que	 tanto	 la	 variable	 dependiente	 como	 las	 independientes	
sean	variables	continuas	medidas	en	escala	de	intervalo	o	razón.	
No	 obstante,	 caben	 otras	 posibilidades:	 (1)	 también	 podremos	
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ha	 “mejorado”	 cuando	 al	 introducir	 en	 el	mismo	más	 variables	








	 La	exposición	de	este	capítulo	se	estructura	en	 torno	a	 los	
siguientes	puntos,	a	saber:
1.	 Determinación	 de	 la	 bondad	 de	 ajuste	 de	 los	 datos	 al	
modelo	de	regresión	lineal	múltiple.
2.	 Elección	del	modelo	que	con	el	menor	número	de	varia-














riado	 se	 realiza	 aplicando	 el	 cuadro	 de	 diálogo	 específico	 del	
análisis	de	regresión	múltiple.	La	diferencia	estriba,	pues,	en	que	
mientras	 en	 el	 análisis	 de	 regresión	 simple	 al	 contar	 exclusiva-
mente	con	la	relación	de	un	par	de	variables	el	proceso	se	resol-
vía	 en	 un	 solo	 paso;	 en	 el	 análisis	 de	 regresión	 múltiple	 es	
necesario	calcular	estadísticos,	pruebas	y	análisis	a	medida	que	
2. Elección del modelo: el método “stepwise” o paso a paso
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primero	 sólo	 incluye	 una	 variable	 explicativa,	 mientras	 que	 el	
segundo	utiliza	las	dos	variables	independientes.
	 A	continuación	exponemos	los	principales	elementos	a	con-






bles	 independientes	 y	 una	 variable	 dependiente.	 La	 primera	
variable	que	se	introducirá	en	el	modelo,	primer	paso,	será	aque-
lla	 que	 ofrezca	 una	 correlación	 parcial	 más	 alta.	 Para	 ello	 es	
necesario	 calcular	 la	matriz	 de	 correlaciones	 parciales.	 En	 ella	
3. Bondad de ajuste de los datos al modelo de regresión lineal 
múltiple
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debemos	 observar:	 (1)	 la	 interrelación	 entre	 las	 variables	 inde-





parte,	 en	 el	 segundo	 caso,	 las	 relaciones	 deben	 ser	 altas.	 En	
nuestro	ejemplo,	y	por	 lo	que	respecta	a	 las	variables	 indepen-
dientes,	su	correlación	no	solo	es	más	alta	que	baja	(0,523)	sino	
que	 además	 existe	 relación	 entre	 ellas	 (su	 significación	 se	









una	variable	aumentarán	 los	de	 la	otra)	y	–1	 (fuerte	asociación	
lineal	negativa:	a	medida	que	aumenten	los	valores	de	una	varia-
ble	disminuyen	los	de	la	otra).	Cuando	los	valores	de	este	estadís-










de	 relación	 (coeficiente	 de	 correlación	parcial)	 que	 se	 produce	
entre	 las	 dos	 variables	 que	 cruzamos;	 y	 en	 segundo	 lugar,	 la	
significación	estadística	de	esa	relación.
	 La	correlación	más	alta	entre	el	cruce	de	una	variable	inde-
pendiente	 con	 la	 dependiente	 será	 el	 valor	 de	Multiple	 R	 que	
aparezca	en	el	primer	paso.	En	nuestro	ejemplo	 la	correlación	
parcial	más	alta	es	 la	de	 la	variable	 independiente	p7B.	Por	 lo	
tanto,	la	primera	R	que	aparece	en	el	primer	modelo	es	0.871.	
Además	esta	correlación	es	significativa	(sig.	0.000).
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	 2.-	 Coeficiente	 de	 Correlación	 Múltiple	 al	 Cuadrado	 o	
Coeficiente	de	Determinación	(R	Square	“R2”).
	 Mide	la	proporción	(porcentaje	si	lo	multiplicamos	por	100)	




una	 estimación	 de	 la	 importancia	 relativa	 que	 tiene	 la	 variable	
que	 acabamos	 de	 introducir	 en	 el	 paso	 correspondiente	 para	






bilidad	 total	 explicada.	 Ahora	 bien,	 ¿consideramos	 significativo	
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entre	 la	 variabilidad	 explicada	por	 la	 regresión	 y	 la	 variabilidad	
residual.	La	tabla	de	ANOVA	proporciona	el	estadístico	F	a	partir	
del	 cual	 podemos	 contrastar	 la	H0	 de	 que	R2	 es	 igual	 a	0,	 la	



















duce	 entre	 las	 variables,	 sino	 también,	 ponderar	 la	 bondad	 de	
ajuste	de	la	regresión	obtenida.	
	 Para	 contrastar	 la	 supuesta	 normalidad	 de	 los	 residuales	
podemos	recurrir,	fundamentalmente,	a	la	representación	de	dos	
gráficos:	 (1)	 el	 gráfico	 de	 residuales	 tipificados	 (gráfico 1 del 
anexo de resultados)	 nos	 da	 idea	 de	 cómo	 se	 distribuyen	 los	
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vación	y	el	anterior	(si	los	residuos	son	independientes,	el	valor	







la	 relación	entre	 las	variables,	podemos	proceder	a	estimar	 los	
parámetros	de	 la	ecuación	de	predicción	o	de	 regresión	 lineal.	
En	 el	 caso	 del	 análisis	 de	 regresión	múltiple	 tendremos	 tantas	




B2	 es	 el	 de	mínimos	 cuadrados.	Este	 consiste	 en	minimizar	 la	
suma	de	los	cuadrados	de	los	residuos	de	tal	manera	que	la	recta	
de	regresión	que	definamos	es	la	que	más	se	acerca	ala	nube	de	














4. Estimación de los parámetros o coeficientes de regresión: la 
ecuación de predicción o ecuación de regresión múltiple
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	 4.-	Constante.
	 El	valor	de	 la	constante	coincide	con	el	punto	en	el	que	 la	
recta	de	regresión	corta	el	eje	de	ordenadas.	En	la	ecuación	de	








una	 variable	 en	 el	modelo	 se	 comprueba	 que	 su	 tolerancia	 es	
superior	al	nivel	fijado.	Si	el	valor	de	la	tolerancia	de	una	de	las	














de	Resultados,	 la	 transcripción	 de	 los	 resultados	 a	 la	 ecuación	
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	 2º	 paso:	Allí	 seleccionaremos	 la	 variable	Dependiente	 que	
queremos	 explicar	 a	 partir	 de	 un	 conjunto	 de	 variables	
Independientes.	 Las	 variables	 seleccionadas	 las	 pasamos	 las	
pasamos	a	sus	respectivos	cuadros	(figura 2).	En	el	ejemplo	que	
proponemos	 las	 variables	 seleccionadas	 han	 sido	 las	 variables	
continuas	p7A	SITUACIÓN	ACTUAL	ESPAÑOLA	como	varia-








	 4º	 paso:	 Cliqueando	 en	 Estadísticos,	 botón	 de	 comando	
situado	en	la	parte	inferior	del	cuadro	de	diálogo	principal,	acce-
demos	a	la	relación	de	los	principales	estadísticos	vinculados	con	
el	 análisis	 de	 regresión.	Nuestro	 interés	 se	 va	 a	 centrar,	 funda-
mentalmente,	en	las	opciones:	Descriptivos	(nos	calcula	la	media	
y	desviación típica	de	cada	una	de	 las	 variables	que	 introduci-
mos,	nos	presenta	la	matriz	de	correlaciones	así	como	el	análisis	
de	 varianza);	 Ajuste	 del	modelo	 y	Cambio	 en	R	 cuadrado;	 en	
Coeficientes	 de	 regresión	 solicitaremos	 las	 Estimaciones;	 y	 en	
Residuos	pediremos	el	estadístico	de	Durbin-Watson	(figura 3).
	 5º	 paso:	 Como	 complemento	 al	 estadístico	 de	 Durbin-
Watson	podemos	solicitar	 los	gráficos	Histograma	y	Gráfico	de	
probabilidad	normal	(figura 4).	Para	acceder	a	este	subcuadro	de	
diálogo	 debemos	 cliquear	 en	 el	 botón	 de	 comando	 Gráficos	
situado	 en	 la	 parte	 inferior	 del	 cuadro	 de	 diálogo	 principal	 de	
regresión	lineal.
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En este artículo la autora recoge el proceso que se sigue 
para convertir una batería de indicadores económicos 
representativos de la evolución de una macromagnitud 
en un índice compuesto o indicador sintético para a 
partir de éste realizar predicciones sobre la evolución de 
sus indicadores base. Dos cuestiones son las que hay 
que resolver: cómo se agregan los indicadores parciales 
y de qué forma participan cada uno de los indicadores 
parciales en la síntesis final. La autora agrega los indica-
dores parciales aplicando el procedimiento stepwise y 
cada uno de ellos participa ponderándose por sus res-
pectivos coeficientes de correlación. De esta manera 






•	 En	 primer	 lugar,	 el	 programa	 nos	 ofrece	 una	 serie	 de	
tablas	que	recogen	información	básica	tanto	del	proceso	
como	 de	 las	 variables	 sometidas	 a	 análisis.	 Dentro	 de	
este	primer	grupo	cabe	destacar	las	tablas	de	descriptivos	
básicos	y	la	de	matriz	de	correlaciones.
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7.2. Matriz de Correlaciones Parciales
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7.3. Resumen del proceso STEPWISE: relación y eliminación de 
variables
7.4. Estadísticos de Bondad de Ajuste
7.5. Tabla de Análisis de Varianza
C a p í t u l o  4
A n á l i s i s  d e  R e g r e s i ó n  M ú l t i p l e
Estadística Informática: casos y ejemplos con el SPSS• 16 •
7.6. Estimaciones de parámetros o coeficientes de correlación: la 
ecuación de predicción
7.7. Variables excluidas del Modelo
C a p í t u l o  4
A n á l i s i s  d e  R e g r e s i ó n  M ú l t i p l e
Estadística Informática: casos y ejemplos con el SPSS • 17 •
7.8. Gráfico de distribución de residuales (gráfico 1)
Gráfico de probabilidad normal (gráfico 2)
