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A bstract
The e+e- ^  e+e- hadrons  reaction, where one of the  two electrons is detected 
in a low polar-angle calorim eter, is analysed in order to  m easure th e  hadronic pho­
to n  struc tu re  function F 27. The full high-energy and high-lum inosity d a ta  set, col­
lected w ith the  L3 detector a t centre-of-mass energies 189 GeV <  y/s < 209 GeV, 
corresponding to  an  in tegrated  lum inosity of 608 p b - 1  is used. The Q 2 range 
11 GeV2 <  Q 2 <  34 GeV2 and  the  x range 0.006 <  x  < 0.556 are considered. 
The d a ta  are com pared w ith  recent parto n  density functions.
Subm itted  to  Phys. Lett. B
1 In troduction
Photons are ideal tools for probing the  structu re  of more complex objects such as th e  pro ton  
in deep-inelastic scattering  experim ents. At LEP, in the  e+e-  ^  e+e- 7 * 7  ^  e+e-  hadrons  
reaction, two v irtual photons are produced by the  incoming electrons1) and  the ir in teraction 
yields hadrons. If the  scattering  angle of one of the  electrons, 0tag, is sufficiently large, it 
is observed in the  low polar-angle electrom agnetic BGO calorim eter [1 ] of the  L3 detector [2 ], 
originally devised to  detect low angle B habha scattering  in order to  m easure the  LEP luminosity. 
This allows to  m easure the  four-m om entum , k ', of th is “tagged” electron. For “single-tagged” 
events th e  second electron is undetected, its po lar angle is small and  the  v irtual photon  rad ia ted  
from  this electron is quasi-real. In the  fram ework of a deep-inelastic scattering  formalism the 
process e+e- ^  e+e- hadrons  is w ritten  as the  convolution of the  ta rg e t photon  flux w ith the 
reaction e(k) +  7 (p) ^  e(k') +  hadrons.  The photon, 7 *, w ith four-m om entum  q =  k — k' 
and  a large v irtuality  Q 2 =  —q2 ~  2EtagE beam (1 — cos 0tag), is considered as a point-like probe 
investigating the  struc tu re  of the  ta rge t photon, 7 , w ith  four-m om entum  p  and v irtuality  P 2 =  
—p 2 ~  0. E tag is th e  energy of the  tagged electron and E beam the  energy of the  beam . The 
differential cross section is w ritten  in term s of the  scaling variables x =  Q 2 /2 (p  ■ q) =  Q 2/  (Q 2 +  
W727  +  P 2) and  y =  (q ■ p ) /(k  ■ p) =  1 — (Etag/Ebeam cos2 #tag) as [3,4]:
dg" d ! r i ^ ,< y ) =  l f r [(l + ( l -  »)2) f ? ( * .  q 2) -  v 2n ( z ,  q 2)} ( i)
The variable x depends on the  tw o-photon centre-of-mass energy, W YY, equal to  the  effective 
mass of the  produced hadrons. The inelasticity y is small (y <  0.3) in the  kinem atic region of 
th is study and  consequently only F 2 (x ,Q 2) contributes appreciably to  the  cross section. By 
convention, F 2 /a  is m easured, where a  is the  fine-structure constant. Using this approach, the 
photon  structu re  function has been extensively studied a t low-energy e+e-  colliders [5] and  at 
LEP [5-7].
A v irtual photon  can in teract as a point-like particle in “direct processes” ; it can fluctuate 
into a vector meson ( p ,u , $ )  inducing soft hadronic in teractions in “VDM processes” or it 
can in teract via its partonic  content of quarks or gluons in “resolved processes” . High Q 2 
single-tag events favour pertu rba tive  QED and QCD diagram s such as 7 7  ^  qq , 7 q ^  gq or 
7 g ^  qq. The two resolved processes, 7 q ^  gq and  7 g ^  qq, are described using parto n  density 
functions ex tracted  from the  photon  struc tu re  functions m easured in previous experim ents at 
PEP, P E T R A  and TRISTAN. Reviews of the  existing param eterisations may be found in 
References 8  and  9. Recently, a new param etrisa tion  was obtained  adding published LEP 
d a ta  [1 0 ].
This analysis uses th e  608.1 p b - 1  of high-energy LEP data , collected a t e+e-  centre-of- 
mass energies 189 GeV <  yfs < 209 GeV. The d a ta  are grouped in four average 1/ s  values, 
presented in Table 1. These high-energy d a ta  allow to  extend our previous m easurem ents [6 ] 
a t 1/ s  ~  91 GeV and ^/s  =  183 GeV in the  small-x region down to  0.006 and in the  m edium -x 
region up to  0.556 for the  Q 2 range 11 GeV2 <  Q 2 <  34 GeV2. The e+e- ^  e+e- hadrons  cross 
section and the  F2 photon  structu re  function are studied as a function of x in th e  th ree Q 2 
intervals 11 GeV2 <  Q 2 <  14 GeV2, 14 GeV2 <  Q 2 <  20 GeV2 and  20 GeV2 <  Q 2 <  34 GeV2. 
The Q 2 evolution of F2 is also studied combining the  values a t <  Q 2 > =  12.4,16.7 and 
25.5 GeV2 w ith  our previous m easurem ents.
Throughout this Letter, the term  “electron” indicates both electron and positron.
2
2 M onte Carlo M odels
The value of the  Q 2 variable is accurately determ ined by m easuring the  four-m om entum  of 
the  scattered  electron. However, the  effective mass of the  final s ta te  hadrons is only partially  
reconstructed, as these are often produced a t low polar angles where no tracking system  can 
be installed. A M onte Carlo modelling of the  final s ta te  hadrons is therefore necessary [1 1 ] to  
determ ine the  x variable.
Three M onte Carlo generators are used to  m odel the  process e+e- ^  e+e- hadrons: PHO - 
JE T  [12], PY TH IA  [13] and TW O G A M  [14].
P H O JE T  describes hadron-hadron, photon-hadron  and  photon-photon  collisions. It is based 
on the  D ual P arto n  Model combined w ith the  QCD-im proved parto n  model [15]. In order to  
have a continuous transition  between h ard  and soft processes, the  d istribu tion  of the  transverse 
m om entum , p t , of the  soft partons is m atched to  the  one predicted by QCD. The tw o-photon 
lum inosity is calculated from the  flux of transversely polarised photons; corrections for the  lon­
gitudinally  polarised photons are thus incorporated  into an effective tw o-photon cross section. 
The transition  from  real-photon to  v irtual-photon  scattering  is obtained  by a change of the 
relative weight of all partia l cross sections.
PY TH IA  is a general purpose M onte Carlo. For tw o-photon in teractions it incorporates 
leading order (LO) hard-scattering  processes as well as elastic, diffractive and  low p t events. 
The classification of the  photon  interactions into three different com ponents, direct, resolved 
and  VDM , results in six different classes of events. Events are also classified according to  the 
hard  scales involved in the  process: photon  v irtualities and parto n  transverse m om enta.
TW O G AM  generates th ree different processes separately: point-like photon-photon  in ter­
actions, resolved processes, and  non-pertu rbative soft processes described by the  Generalised 
Vector Dom inance Model (GVDM ). The struc tu re  of the  program  is m odular and the  photon 
flux is calculated w ith an  exact LO formula. The cross sections of the  th ree different processes 
are ad justed  to  fit the  x-d istribu tion  of the  data . The cross section of the  direct process is 
fixed to  the  value expected in our kinem atic range, a  =  41 pb. The QCD and the  VDM cross 
sections are then  ad justed  to  a  =  5 pb and a  =  28 pb, respectively.
For the  three M onte Carlo generators parto n  showering and  hadronisation are described by 
JE T S E T  [16]. The dom inant backgrounds are evaluated w ith PY TH IA  for e+e-  ^  qq(Y) and 
DIAG36 [17] for e+e-  ^  e+e- t + t - .
All M onte Carlo samples are generated w ith a lum inosity a t least five tim es g reater th an  
the  experim ental one. All events are passed th rough  a full detector sim ulation which uses the 
G EA N T [18] and  GHEISHA [19] program s and  takes into account detector efficiencies and 
tim e-dependent effects. M onte Carlo events are then  reconstructed  in the  same way as the 
data.
3 D ata  A nalysis
Events are m ainly accepted by two independent triggers: the  single-tag trigger and  the  central 
track-trigger. The single-tag trigger requires a t least 70% of the  beam  energy to  be deposited 
in one of the  low polar-angle calorim eters, in coincidence w ith  a t least one track  in the  central 
tracking cham ber. The central track-trigger requires a t least two tracks back-to-back in the 
transverse plane w ithin ±60°, each w ith  p t >  150 MeV. The average trigger efficiency is about 
97%. There is a single-tag trigger signal for abou t 90% of the  selected events and a central 
track-trigger signal for abou t 85% of the  selected events.
3
3.1 Event Selection
Events are selected by requiring a single scattered  electron in the  low polar-angle calorim eter 
and  a hadronic final state. A tagged electron candidate is the  highest energy cluster w ith  a 
shape consistent w ith an electrom agnetic shower, E tag/ E beam >  0.7, as shown in Figure 1a, 
and  a polar angle in the  fiducial region 0.0325 rad  <  9 < 0.0637 rad  inside the  geom etrical 
acceptance 0.030 rad  <  9 <  0.066 rad. To ensure th a t the  v irtuality  of the  ta rg e t photon 
is small, the  highest-energy cluster in the  low polar-angle calorim eter opposite to  the  tagged 
electron m ust have an  energy less th a n  20% of the  beam  energy, as shown in Figure 1b.
At least four additional particles m ust be detected. A particle can be a track  or a photon. 
A track  m ust have p t >  100 MeV and a distance of closest approach in the  transverse plane to  
the  in teraction vertex of less th a n  10 mm. A photon  is a cluster in the  electrom agnetic BGO 
calorim eters w ith  energy above 100 MeV, not associated w ith  a charged track.
To reduce the  background from the  process e+e-  ^  qq(Y), the  to ta l energy deposited in 
the  electrom agnetic and hadronic calorim eters m ust be less th a n  40% of the  center-of-mass 
energy, as shown in Figure 1c. The events w ith a large value of the  to ta l energy are due to  the 
e+e-  ^  Zy ^  qqY process, where the  rad iative photon  is misidentified as the  tagged electron.
The mass of the  hadronic final s ta te , Wvis, is calculated from  all tracks and  calorim etric 
clusters. A dditional clusters detected in the  low polar-angle calorim eter are assigned the  pion 
mass and included in the  calculation of Wvis. To avoid the  hadronic resonance region, Wvis is 
required to  be g reater th a n  4 GeV, as presented in Figure 1d.
Figure 2 shows the  Q 2 d istribu tion  for each ^/s  sample. Only events w ith  11 GeV2 <  
Q 2 <  34 GeV2 are studied. The num ber of selected events and  the  backgrounds from  the 
e+e-  ^  e+e- t + t -  and e+e-  ^  qq(Y) processes are given in Table 1. The background is 
dom inated by the  e+e-  ^  e+e- t + t -  production. The contribution from  the  e+e-  ^  t + t -  
and  e+e-  ^  W + W -  processes is negligible. The background from  beam -gas and  beam -wall 
events is found to  be negligible by inspection of the  rad ial d istribu tion  of track  intersections. 
The Wvis and  xvis =  Q 2 / (Q 2 +  WVis) d istributions are presented in Figure 3 for all selected data. 
The PY T H IA  and TW O G AM  model reproduce the  d a ta  ra th e r well, except a t large values of 
Wvis. P H O JE T  presents a harder mass spectrum  and predicts too  m any events for x vis <  0.1 
and  is therefore not used in the  following.
The to ta l acceptance is calculated for each d a ta  sample separately. It takes into account the 
trigger efficiency, the  geom etrical acceptance and the  selection cuts. An exam ple is presented 
in Figure 4a for the  d a ta  a t -</s=  189 GeV.
4 R esu lts
4.1 U nfolding and Differential Cross Sections
The cross section A a /A x  as a function of x for the  reaction e+e- ^  e+e-  h ad rons is m easured 
for th ree Q 2 intervals: 11 GeV2 <  Q 2 <  14 GeV2, 14 GeV2 <  Q 2 <  20 GeV2 and  20 GeV2 <  
Q 2 <  34 GeV2. Each d a ta  set is subdivided into bins of xvis of sim ilar statistics, as listed in 
Table 2. A Bayesian unfolding procedure [20] is used to  relate the  m easured xvis to  the  true  
value of x and  to  correct the  d a ta  for the  detector acceptance and  efficiency. This procedure 
is applied using, in tu rn , the  PY TH IA  and TW O G A M  generators. The average of the  cross 
sections obtained  in the  two cases is retained. The correlation between the  generated value of 
x and  x vis is sim ilar for the  two models. The one obtained  w ith  PY T H IA  is shown in Figure
4
4b. The cross sections m easured for each x interval of average value (x) and  for each value 
of i / s  are given in Table 2 w ith the ir sta tistica l and system atic uncertainties. The bin-to-bin 
correlation m atrices obtained  w ith  PY TH IA  and TW O G AM  for yfs =  189 GeV are shown in 
Tables 3 and  4, respectively. Similar m atrices are obtained  for the  o ther values of -/s.
4.2 System atic U ncertainties
The system atic uncertain ties on the  cross sections are estim ated  for each d a ta  sample, for each 
x bin and  for each Q 2 interval. Three m ain sources of system atic uncertainties are considered: 
the  selection procedure, the  trigger efficiency and  the  M onte Carlo model. Their average effects 
over the  full d a ta  sam ple are listed in Table 5.
The uncertainties from the  selection procedure are estim ated  by varying the  selection cuts. 
The fiducial value of the  polar angle in the  low polar-angle calorim eter is varied from 0.0325 rad  
to  0.0360 rad  and from  0.0637 rad  to  0.060 rad. These changes result in a Q 2-dependent 
uncertainty, as the  highest and  lowest values of the  Q 2 are affected by the  fiducial cut. The cut 
on E tag is varied from 0.70Ebeam to  0.65Ebeam and 0.75Ebeam. The an ti-tag  cut is changed from 
0.20Ebeam to  0.15Ebeam and 0.25Ebeam. The num bers of particles is varied from  four to  three 
and  five. The cut on the  to ta l energy in the  calorim eters relative to  yfs is varied from 0.40 to  
0.35 and  0.45. The uncertain ty  on the  trigger efficiency, as determ ined from the  data , is 1.5%. 
An additional uncertain ty  comes from  the  lim ited M onte Carlo statistics.
The discrepancies of the  results ob ta ined  w ith the  PY TH IA  and TW O G A M  generators are 
considered as system atic uncertain ties rela ted  to  the  M onte Carlo modelling. This difference 
is due to  the  calculated acceptance as well as to  the  unfolding procedure. An additional 
contribution to  th is m odelling uncertain ty  is evaluated by repeating  the  analysis doubling or 
halving the  VDM com ponent of the  TW O G A M  generator and is found to  be negligible.
4.3 E xtraction  of F2
The photon  struc tu re  function F 2 /a  is derived from  the  cross section of E quation  1 and  the 
ta rge t-pho ton  flux calculated by the  program  GALUGA [21] as:
2 W Acrmeas(e+e“ -► e+e“ hadrons)
AaGaiuga (e+e ^  e+e hadrons)
The program  calculates the  theoretical value A a Galuga in the  given Q 2 and x range setting  
F2 = 1  and  F'l to  the  Q PM  value [22]. In practice the  F'l contribution to  the  cross section 
is sm aller th a n  1%, due to  the  small value of y. The running of the  fine-structure constant 
w ith  Q 2 is included. A GVDM  form factor is used in the  calculation for the  ta rg e t photon 
v irtuality  whose average value is of the  order of 0.07 GeV2. The low polar-angle calorim eter 
acceptance for the  tagged and the  anti-tagged electron and  the  W7 7  >  4 GeV requirem ent are 
taken into account. The uncertain ty  on A a Galuga, as estim ated  by com paring the  GVDM  to  a 
p form factor, is 2 %.
The contribution of radiative corrections to  the  cross section is evaluated by using the 
program  R A D C O R  [23], which includes initial and final s ta te  rad ia tion  for the  reaction e+e-  ^  
e+e- ^ + ^ - . The corrections are m ainly due to  initial s ta te  rad ia tion  from the  electron scattered  
a t large angle. F inal s ta te  rad ia tion  is detected together w ith  the  scattered  electron due to  the 
finite granularity  of the  calorim eter. In itial s ta te  rad ia tion  from  the  electron producing the 
quasi-real ta rg e t photon  is very small. The calculations are perform ed a t the  generator level
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using the  Q 2 from  the  electron variables and W77  from  the  m uon pair. The m easured F 2 /a  is 
m ultiplied by the  ratio , R , of the  non-radiative and the  to ta l cross section, shown in Tables 6  
and 7 for different values of x and  Q 2.
The F^ values, averaged over the  x intervals, are first obtained  for each individual d a ta  
set. The results are sta tistically  com patible and, consequently, a weighted average of F ^  is 
calculated for the  Q 2 ranges w ith  average values 12.4 GeV2, 16.7 GeV2 and  25.5 GeV2. This 
procedure is applied to  d a ta  unfolded separately w ith  PY TH IA  and TW O G A M  and the  two 
different values are shown in Figure 5. Their average value is given in Table 6  and in Figure 6  
for each x interval of expected average value (x) . In addition  to  the  system atic uncertain ty  on 
the  cross section, presented in Table 5, two system atic uncertainties are fu rther considered in 
the  ex traction  of F 2 . The first uncertainty, of 2%, is associated to  the  GALUGA calculations. 
The second uncertainty, also of 2%, covers the  estim ation of the  in itia l-sta te  and  final-state 
radiative corrections. The uncertain ty  on in itia l-state  rad ia tion  is assessed by changing the 
angular and m om entum  criteria which separate soft from  h ard  photons in the  M onte Carlo 
program s. The uncertain ty  on final-state rad ia tion  is estim ated  by varying the  cone angle of 
the  calorim eter for which final s ta te  rad ia tion  is detected  together w ith the  scattered  electron.
A com parison of the  d a ta  w ith  the  existing param eterisations as obtained  w ith the  PD FL IB  
library  [24] shows th a t our d a ta  are not well described by the  leading-order parto n  density 
functions. In Figure 6  the  d a ta  are com pared w ith the  predictions of the  leading- and higher­
order parto n  density functions GRV [25] and the  higher-order parto n  density functions C JK  [10]. 
The best agreem ent is found for the  higher-order GRV [25] predictions. In all cases four quarks,
u, d, s and  c are used. The pure QPM  prediction for 7 7  ^  qq is also indicated, as calculated 
by using GALUGA w ith a mass of 0.32 GeV for the  u and  d quarks, 0.5 GeV for the  s quark 
and  1.4 GeV for the  c quark. It is clearly insufficient to  describe the  data.
4.4 Q 2-evolution  o f F2
The Q 2-evolution of F 27 , is studied in four x bins, x =  0.01 — 0.1, x =  0.1 — 0 .2 , x  =  0 . 2  — 0.3 
and  x =  0.3 — 0.5 and the  results are given in Table 7. In Figure 7 the  F 2 /a  values are 
presented for the  lowest x bin and for a combined bin x =  0.1 — 0.5, together w ith  our previous 
results [6 ]. Corrections for radiative effects are applied. The new m easurem ents a t 11 GeV2 <  
Q 2 <  14 GeV2, 14 GeV2 <  Q 2 <  20 GeV2 and  20 GeV2 <  Q 2 <  34 GeV2 are in good agreem ent 
w ith  our previous results. The expected linear grow th w ith ln Q 2 is observed in b o th  x intervals. 
The function a +  b ln (Q 2/  GeV2) is fitted  to  the  data , tak ing  into account the  to ta l uncertain ty  
calculated from  the  quadratic  sum  of s ta tistical and system atic uncertainties. The fit results 
are: a =  0.141 ±  0.007 and  b =  0.060 ±  0.005 for x =  0.01 — 0.1 w ith  a confidence level of 44% 
and a =  0.05 ±  0.11 and  b =  0.13 ±  0.04 for x =  0.1 — 0.5 w ith  a confidence level of 71%.
The predictions of the  leading- and higher-order parto n  density functions GRV [25] and  the 
higher-order parto n  density functions C JK  [10] are also indicated in Figure 7. The evolution 
is different for the  different models and  the  d a ta  are b e tte r  described by the  higher-order GRV 
model.
5 C onclusions
The photon  struc tu re  function F2 is m easured a t LEP w ith  the  L3 detector a t centre-of-mass 
energies 189 <  1/ s  <  209 GeV in the  Q 2 range 11 GeV2 <  Q 2 < 34 GeV2 and  the  x  range
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0.006 <  x <  0.556. The d a ta  are b e tte r  reproduced by the  higher-order parto n  density function 
of GRV th a n  by o ther parto n  d istribu tion  functions determ ined from  the  low energy data.
Combining the  present results w ith previous L3 m easurem ents, the  Q 2 evolution is studied 
from  1.5 GeV2 to  120 GeV2 in the  low-x region, 0.01 <  x <  0.1, and  from 12.4 GeV2 to  
225 GeV2 in the  higher-x region, 0.1 <  x <  0.5. The m easurem ents a t different centre-of-mass 
energies are consistent and  the  ln Q 2 evolution of F2 is clearly confirmed.
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(V i) (GeV) £ (p b Events + — + — + —e^e —> e^e r ^ r e+e —► qq(7 ) P u rity  (%)
Q 2 =  11 -  14 GeV2
189 171.8 1884 107.6 5.7 94
194 111.4 1197 76.3 3.3 93
2 0 0 109.3 1187 74.9 3.7 93
206 215.6 2418 129.6 7.7 94
Q 2 =  14 -  20 GeV2
189 171.8 2046 128.6 9.7 93
194 111.4 1347 91.2 5.4 93
2 0 0 109.3 1359 89.5 4.9 93
206 215.6 2886 177.4 8.7 94
Q 2 =  20 -  34 GeV2
189 171.8 1922 143.9 8 .1 92
194 111.4 1331 103.6 5.8 92
2 0 0 109.3 1287 1 0 1 . 6 6.7 92
206 215.6 2859 202.5 12.7 92
Table 1: The average e+e_ centre-of-mass energies, {^/s),  and  the  corresponding lum inosities for 
the  four d a ta  samples together w ith  the  num ber of selected events in the  Q 2 intervals 11 GeV2 <  
Q 2 <  14 GeV2, 14 GeV2 <  Q 2 <  2 0  GeV2 and  20 GeV2 <  Q 2 <  34 GeV2. The num bers of 
expected background events from the  e+e-  ^  e+e- t + t -  and e+e-  ^  qq(Y) processes and  the 
signal purity  are also listed.
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(\/s) 189 GeV 194 GeV 200 GeV 206 GeV
Q2 = 1 1 - 14 GeV2
A x  range (x) A ct/ A x  (pb) A a / A x  (pb) A ct/ A x  (pb) Acr /Ax  (pb)
0.006 -  0.023 0.013 103.6 ± 8 .5  ±14.5 108.2 ±10.8  ±15.4 106.4 ±  10.2 ±  10.4 115.3 ± 7 .8  ±  16.4
0.023 -  0.040 0.031 63.4 ±  5.3 ± 4.3 67.0 ± 6.5 ±  8.4 63.9 ± 6.3 ± 5.2 69.6 ±  4.5 ±  7.7
0.040 -  0.060 0.050 52.0 ±  4.0 ± 2.9 55.7 ± 5.1 ±  7.8 53.4 ± 5.5 ± 5.3 52.0 ±  3.6 ±  5.4
0.060 -  0.090 0.075 45.0 ±  3.4 ± 2 .2 47.7 ± 4.4 ±  6.1 44.0 ± 4.0 ± 4.4 43.8 ±  2.8 ±  5.3
0.090 - 0 .1 2 0 0 .1 0 40.2 ±  2.9 ± 1 .8 40.8 ± 3.9 ±  5.3 39.3 ± 3.6 ± 4.3 39.6 ±  2.8 ±  5.1
0 .1 2 0 -0 .1 6 0 0.14 37.9 ±  2.8 ± 2.3 37.4 ± 3.4 ±  5.3 36.9 ± 3.4 ± 4.2 37.9 ±  2.5 ±  4.4
0.160 -  0.205 0.18 34.8 ±  2.5 ± 1.3 33.9 ± 2.9 ±  4.7 33.0 ± 2.9 ± 4.3 35.8 ±  2.4 ±  4.3
0.205 -  0.260 0.23 33.3 ±  2.4 ± 1.3 31.9 ± 3.1 ±  4.8 31.6 ± 2 .8  ± 4.0 32.6 ±  2.0 ±  4.4
0.260 -  0.330 0.29 29.8 ± 2 .1  ± 1.7 29.1 ± 2.9 ±  4.0 28.3 ± 2.7 ± 3.7 30.7 ±  1.9 ±  4.4
0.330 -  0.400 0.36 29.9 ± 2 .1  ± 1.3 27.5 ± 2.7 ±  4.0 25.5 ± 2 .6  ± 3.8 29.5 ±  1.8 ±  3.9
Q2 = 14 - 20 GeV2
0.006 -  0.023 0.013 97.0 ± 8 .5  ±12.7 100.4 ±10.2 ± 9 .8 102.4 ±10.4  ±11.1 113.0 ± 7 .7  ±11.5
0.023 -  0.040 0.031 59.3 ± 4 .9  ± 3.6 64.0 ± 6.5 ± 4 .9 64.2 ± 7.1 ± 6 .2 72.2 ±  5.2 ±  7.8
0.040 -  0.060 0.050 49.6 ± 4 .3  ± 5.7 50.8 ± 5.2 ±  5.0 53.4 ± 5.3 ± 4.3 55.8 ±  3.6 ±  2.7
0.060 -  0.090 0.075 40.8 ±  2.9 ± 1.7 42.5 ± 3.9 ±  1.9 44.5 ± 4.2 ± 2 .6 47.8 ±  2.9 ±  3.1
0.090 - 0 .1 2 0 0 .1 0 36.1 ± 2 .9  ± 1.9 38.0 ± 3.6 ± 2 .3 37.9 ± 3.6 ± 3.2 41.5 ±  2.4 ±  2.0
0 .1 2 0 -0 .1 6 0 0.14 32.5 ± 2 .2  ± 1.5 35.7 ± 3.0 ±  1.6 36.7 ± 3.3 ± 2 .1 37.7 ±  2.3 ±  1.7
0.160 -  0.205 0.18 31.8 ± 2 .3  ± 1.3 31.9 ± 2.7 ±  1.7 33.3 ± 3.0 ± 1.7 34.7 ±  2.2 ±  1.5
0.205 -  0.260 0.23 30.8 ± 2 .1  ± 1 .0 30.6 ± 2.8 ±  1.3 32.2 ± 2 .8  ± 1 .8 34.4 ±  2.0 ±  1.5
0.260 -  0.330 0.29 27.7 ± 2 .0  ± 1 .0 27.6 ± 2.3 ±  1.2 30.0 ± 2.3 ± 1.7 31.2 ±  1.9 ±  1.2
0.330 -  0.400 0.36 28.1 ± 2 .1  ± 1 .1 26.8 ± 2.4 ±  1.3 29.4 ± 2 .8  ± 1.3 29.0 ±  1.9 ±  1.0
0.400 -  0.467 0.42 26.7 ± 2 .1  ± 2 .1 25.2 ± 2.5 ±  1.8 26.8 ± 2.7 ± 1.7 27.8 ±  1.9 ±  1.1
Q2 = 2 0 - 34 GeV2
0.023 -  0.040 0.031 48.6 ± 5 .4  ± 3 .6 54.3 ± 6 .5  ± 3 .3 37.4 ± 3 .6  ± 2 .4 39.5 ± 2 .6  ± 2 .0
0.040 -  0.060 0.050 41.9 ± 4 .1  ±4 .1 36.0 ± 3 .4  ± 2 .4 37.4 ± 3 .6  ± 2 .4 39.5 ± 2 .6  ± 2 .0
0.060 -  0.090 0.075 35.8 ± 2 .8  ± 1 .7 36.0 ± 3 .4  ± 2 .4 37.4 ± 3 .6  ± 2 .4 39.5 ± 2 .6  ± 2 .0
0.090 - 0 .1 2 0 0 .1 0 32.8 ± 2 .7  ± 2 .2 32.1 ± 3 .3  ±  1.4 32.4 ± 3 .3  ± 1 .9 36.3 ± 2 .6  ±  1.3
0 .1 2 0 -0 .1 6 0 0.14 29.1 ± 2 .5  ± 1 .7 30.6 ± 2 .8  ± 2 .4 32.1 ± 3 .0  ± 2 .5 33.6 ± 2 .2  ±  1.2
0.160 -  0.205 0.18 27.7 ± 2 .1  ±1 .1 28.1 ± 2 .6  ±  1 .1 28.6 ± 2 .6  ± 1 .7 32.2 ± 2 .0  ±  1.2
0.205 -  0.260 0.23 25.0 ± 1 .7  ± 1 .0 24.2 ± 2 .0  ±  1.0 25.0 ± 2 .2  ± 1 .3 27.4 ± 1 .6  ± 1 .2
0.260 -  0.330 0.29 25.0 ± 1 .7  ± 1 .0 24.2 ± 2 .0  ±  1.0 25.0 ± 2 .2  ± 1 .3 27.4 ± 1 .6  ± 1 .2
0.330 -  0.400 0.36 24.5 ± 1 .8  ± 1 .2 23.3 ± 2 .2  ±  1.0 24.3 ± 2 .2  ± 1 .4 25.6 ± 1 .6  ± 0 .9
0.400 -  0.467 0.42 23.6 ± 1 .8  ± 1 .5 22.4 ± 2 .0  ±1 .1 23.5 ± 2 .4  ± 1 .2 24.5 ±  1.7 ±  1.0
0.467 -0 .5 5 6 0.49 22.8 ±  1.6 ± 2 .5 22.4 ± 2 .1  ± 2 .9 24.0 ± 2 .3  ± 2 .3 24.5 ±  1.5 ±  1.5
Table 2 : Cross sections A a /A x  as a function of x for the  reaction e+e- ^  e+e- hadrons  for the 
four average values of i / s ,  in th ree Q 2 intervals. The first uncertain ty  is statistical, the  second 
system atic.
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0 .006-0 .023 1.00
0 .023-0 .040 0.92 1.00
0 .040-0 .060 0.75 0.92 1.00
0 .060-0 .090 0.55 0.79 0.96 1.00
0 .090-0 .120 0.45 0.67 0.85 0.94 1.00
0 .120-0 .160 0.39 0.62 0.78 0.89 0.98 1.00
0 .160-0 .205 0.28 0.50 0.67 0.80 0.95 0.97 1.00
0.205 -0 .2 6 0 0.25 0.45 0.59 0.69 0.84 0.87 0.94 1.00
0.260 -0 .3 3 0 0.22 0.38 0.49 0.59 0.79 0.82 0.91 0.99 1.00
0 .330-0 .400 0.17 0.36 0.50 0.60 0.77 0.78 0.86 0.98 0.97 1.00
Q2 = 14 -  20 GeV2
0.006 0.023 0.040 0.060 0.090 0.120 0.160 0.205 0.260 0.330 0.400
x  range
0.023 0.040 0.060 0.090 0.120 0.160 0.205 0.260 0.330 0.400 0.467
0.006 -  0.023 1.00
0.023 -  0.040 0.87 1.00
0.040 -  0.060 0.74 0.95 1.00
0.060 -  0.090 0.55 0.82 0.93 1.00
0.090 -0 .1 2 0 0.54 0.79 0.89 0.98 1.00
0 .120-0 .160 0.36 0.63 0.73 0.89 0.93 1.00
0.160 -0 .2 0 5 0.31 0.60 0.71 0.85 0.89 0.98 1.00
0.205 -  0.260 0.24 0.49 0.59 0.75 0.81 0.95 0.95 1.00
0.260 -  0.330 0.18 0.40 0.50 0.64 0.71 0.87 0.88 0.97 1.00
0.330 -  0.400 0.21 0.40 0.47 0.56 0.65 0.79 0.79 0.91 0.97 1.00
0.400 -  0.467 0.11 0.31 0.37 0.47 0.55 0.71 0.71 0.84 0.91 0.96 1.00
Q2 = 20 -  34 GeV2
0.023 0.040 0.060 0.090 0.120 0.160 0.205 0.260 0.330 0.400 0.467
x  range - - - - - - - - - - -
0.040 0.060 0.090 0.120 0.160 0.205 0.260 0.330 0.400 0.467 0.556
0.023 -  0.040 1.00
0.040 -  0.060 0.92 1.00
0.060 -  0.090 0.87 0.96 1.00
0.090 -0 .1 2 0 0.80 0.88 0.97 1.00
0 .120-0 .160 0.66 0.75 0.89 0.96 1.00
0.160 -0 .2 0 5 0.62 0.71 0.82 0.91 0.97 1.00
0.205 -  0.260 0.58 0.64 0.76 0.86 0.93 0.98 1.00
0.260 -  0.330 0.47 0.54 0.66 0.77 0.88 0.95 0.97 1.00
0.330 -  0.400 0.43 0.49 0.61 0.71 0.81 0.88 0.92 0.97 1.00
0.400 -  0.467 0.38 0.45 0.55 0.63 0.73 0.78 0.83 0.91 0.98 1.00
0.467 -  0.556 0.39 0.44 0.54 0.63 0.73 0.78 0.84 0.91 0.98 0.99 1.00
Table 3: C orrelation m atrices obtained  w ith  the  PY T H IA  M onte Carlo for the  d a ta  a t yfs  =  
189 GeV for the  three Q 2 intervals.
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0.040-0.060 0.79 0.96 1.00
0.060-0.090 0.63 0.86 0.95 1.00
0.090-0.120 0.52 0.74 0.86 0.95 1.00
0.120-0.160 0.46 0.66 0.78 0.90 0.98 1.00
0.160-0.205 0.36 0.57 0.69 0.82 0.92 0.97 1.00
0.205-0.260 0.27 0.45 0.56 0.69 0.80 0.88 0.97 1.00
0.260-0.330 0.24 0.42 0.52 0.65 0.73 0.83 0.93 0.98 1.00
0.330-0.400 0.19 0.36 0.45 0.58 0.64 0.74 0.86 0.93 0.98 1.00
14 -  20 GeV2
0.006 0.023 0.040 0.060 0.090 0.120 0.160 0.205 0.260 0.330 0.400
x  range - - - - - - - - - - -
0.023 0.040 0.060 0.090 0.120 0.160 0.205 0.260 0.330 0.400 0.467
0.006-0.023 1.00
0.023-0.040 0.90 1.00
0.040-0.060 0.76 0.95 1.00
0.060-0.090 0.62 0.86 0.96 1.00
0.090-0.120 0.50 0.74 0.87 0.96 1.00
0.120-0.160 0.43 0.66 0.78 0.90 0.97 1.00
0.160-0.205 0.36 0.56 0.68 0.81 0.90 0.96 1.00
0.205-0.260 0.29 0.45 0.57 0.70 0.78 0.87 0.96 1.00
0.260-0.330 0.23 0.38 0.49 0.60 0.68 0.77 0.90 0.97 1.00
0.330-0.400 0.17 0.32 0.43 0.56 0.63 0.73 0.85 0.95 0.98 1.00
0.400-0.467 0.16 0.28 0.38 0.48 0.55 0.64 0.77 0.88 0.95 0.98 1.00
q '2 = 20 -  34 GeV2
0.023 0.040 0.060 0.090 0.120 0.160 0.205 0.260 0.330 0.400 0.467
x  range - - - - - - - - - - -
0.040 0.060 0.090 0.120 0.160 0.205 0.260 0.330 0.400 0.467 0.556
0.023-0.040 1.00
0.040-0.060 0.92 1.00
0.060-0.090 0.85 0.95 1.00
0.090-0.120 0.73 0.87 0.96 1.00
0.120-0.160 0.62 0.77 0.88 0.96 1.00
0.160-0.205 0.52 0.66 0.78 0.88 0.96 1.00
0.205-0.260 0.45 0.61 0.71 0.81 0.91 0.98 1.00
0.260-0.330 0.35 0.50 0.59 0.69 0.79 0.90 0.96 1.00
0.330-0.400 0.34 0.45 0.54 0.62 0.69 0.78 0.85 0.93 1.00
0.400-0.467 0.25 0.37 0.46 0.56 0.66 0.78 0.87 0.96 0.98 1.00
0.467-0.556 0.25 0.36 0.44 0.52 0.61 0.72 0.81 0.90 0.97 0.98 1.00
Table 4: C orrelation m atrices obtained  w ith the  TW O G AM  M onte Carlo for the  d a ta  at 
i / s  =  189 GeV for the  th ree Q 2 intervals.
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Source of system atic uncertainties U ncertainty  in %
Tagging calorim eter polar angle 
Tagging calorim eter energy 
A nti-tag  energy 
N um ber of particles 
T otal energy in the  calorim eters 
Trigger efficiency 
M onte Carlo statistics 
M odel dependence
0 . 9 - 8 .0  
1 . 6 -  2.5 
0.4 
0 . 2  -  2 .6  
0 .2  
1.5 
0 .2 - 0 .5  
0 . 7 -  9.9
Table 5: System atic uncertainties on the  m easured cross sections.
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x  range {x) r Fq/a
Q2 = 11 -  14 GeV2
0.006 -  0.023 0.013 0.92 0.302 ±0.013 ±0.026 ±  0.029
0.023 -  0.040 0.031 0.90 0.245 ±0.011 ±0.021 ±  0.010
0.040 -  0.060 0.050 0.88 0.257 ±0.011 ±0.023 ±  0.012
0.060 -  0.090 0.075 0.90 0.296 ±0.012 ±0.028 ±  0.009
0.090 -  0.120 0.10 0.89 0.315 ±0.013 ±0.032 ±  0.007
0.120-0.160 0.14 0.90 0.365 ±0.015 ±0.038 ±  0.008
0.160 -  0.205 0.18 0.88 0.399 ±0.017 ±0.043 ±  0.007
0.205 -  0.260 0.23 0.89 0.441 ±0.018 ±0.049 ±  0.011
0.260 -  0.330 0.29 0.88 0.483 ±0.020 ±0.054 ±  0.013
0.330 -  0.400 0.36 0.89 0.536 ±0.023 ±0.059 ±  0.025
Q2 =  14 -  20 GeV2
0.006 -  0.023 0.013 0.93 0.310 ±0.014 ±0.020 ±  0.028
0.023 -  0.040 0.031 0.88 0.258 ±0.012 ±0.014 ±  0.018
0.040 -  0.060 0.050 0.90 0.275 ±0.012 ±0.014 ±  0.017
0.060 -  0.090 0.075 0.90 0.288 ±0.011 ±0.014 ±  0.008
0.090 -  0.120 0.10 0.89 0.316 ±0.013 ±0.015 ±  0.014
0.120-0.160 0.14 0.90 0.337 ±0.013 ±0.016 ±  0.007
0.160 -  0.205 0.18 0.89 0.381 ±0.015 ±0.018 ±  0.006
0.205 -  0.260 0.23 0.88 0.424 ±0.017 ±0.019 ±  0.008
0.260 -  0.330 0.29 0.88 0.471 ±0.018 ±0.020 ±  0.009
0.330 -  0.400 0.36 0.87 0.510 ±0.021 ±0.022 ±  0.007
0.400 -  0.467 0.42 0.88 0.551 ±0.024 ±0.024 ±  0.026
Q2 = 20 -  34 GeV2
0.023 -  0.040 0.031 0.89 0.317 ±0.017 ±  0.016 ±0.017
0.040 -  0.060 0.050 0.89 0.293 ±0.015 ±  0.014 ±0.010
0.060 -  0.090 0.075 0.89 0.314 ±0.013 ±  0.015 ±0.012
0.090 -  0.120 0.10 0.88 0.338 ±0.016 ±  0.016 ±0.018
0.120-0.160 0.14 0.88 0.384 ±0.017 ±  0.018 ±0.017
0.160 -  0.205 0.18 0.88 0.404 ±0.017 ±  0.018 ±0.004
0.205 -  0.260 0.23 0.88 0.446 ±0.018 ±  0.020 ±0.009
0.260 -  0.330 0.29 0.87 0.488 ±0.019 ±  0.022 ±0.006
0.330 -  0.400 0.36 0.87 0.557 ±0.023 ±  0.025 ±0.010
0.400 -  0.467 0.42 0.87 0.611 ±0.027 ±  0.029 ±0.015
0 .4 6 7 - 0.556 0.49 0.87 0.683 ±0.028 ±  0.030 ±0.062
Table 6 : M easured values of F 2 / a  and the  applied radiative correction factors, R , in bins of x 
for the  three Q 2 ranges. The first uncertain ty  is statistic , the  second system atic and  the  th ird  
is due to  m odel dependence.
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Q2 range (Q2) n F i l a
x =  0.01 -  0.1
11 -  14 
1 4 -2 0  







0.278 ±  0.006 ±  0.028 ±  0.013 
0.287 ±  0.006 ±  0.015 ±  0.015 
0.316 ±  0.008 ±  0.016 ±  0.013
x =  0.1 -  0.2
11 -  14 
1 4 -2 0  







0.377 ±  0.010 ±  0.039 ±  0.008 
0.355 ±  0.009 ±  0.017 ±  0.005 
0.399 ±  0.011 ±  0.019 ±  0.010
x =  0.2 -  0.3
11 -  14 
1 4 -2 0  







0.464 ±  0.015 ±  0.051 ±  0.009 
0.442 ±  0.013 ±  0.020 ±  0.003 
0.477 ±  0.015 ±  0.023 ±  0.013










0.544 ±  0.017 ± 0.061 ± 0.019 
0.545 ±  0.014 ±  0.024 ±  0.012 
0.594 ±  0.015 ±  0.029 ±  0.022
Table 7: The values of F 2 / a  in bins of Q 2 for four x ranges together w ith  the  radiative correction 



















Figure 1: D istribu tion  of the  highest energy clusters in the  forward electrom agnetic calorim eters 
for a) the  tagged electron side and  b) for the  opposite side. c) Total energy in the  central 
calorim eters. d) The visible mass of the  hadronic final state. All d istributions are presented 
after all o ther cuts are applied. The backgrounds from  annihilation and  tw o-photon leptonic 
events are indicated  as shaded areas and  added to  the  expectations of the  PY T H IA , P H O JE T  















Q2 (GeV2) Q2 selected (GeV2)
Figure 2: Q 2 d istribu tion  of the  selected events for the  four average i / s  ranges.
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Figure 3: D istribu tion  of the  visible mass of the  tw o-photon system  and  of the  xvis for all 
selected events com pared w ith  M onte Carlo predictions. The backgrounds from  annihilation 
and  tw o-photon leptonic events are indicated as shaded areas and  added to  the  expectations of 
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Figure 4: a) The detector acceptance and selection efficiency, e, ob tained  by the  PY TH IA  and TW O G A M  generators. b) Com parison 
of the  reconstructed  and  generated  value of x  for the  PY TH IA  M onte Carlo a t ^/s  =  189 GeV for different values of Q 2. The m ean 









Figure 5: The photon  struc tu re  function / a  ob tained  w ith  PY T H IA  and TW O GAM . Only 
the  sta tistica l uncertainties are shown. For clarity, the  symbols corresponding to  the  two M onte 





Figure 6 : The photon  structu re  function / a  as a function of x for the  three Q 2 intervals, 
w ith  sta tistica l and system atic uncertainties. The form er are indicated by the  inner error bars. 
The new d a ta  are presented together w ith  the  previous results a t i / s  =  183 GeV [6 ]. The 
predictions of the  higher-order parto n  density functions GRV and C JK  are shown as well as 
the  leading-order predictions of the  GRV. The changes in slope of the  C JK  predictions are due 
to  the  c-quark threshold. The Q PM  predictions for 7 7  ^  qq are also shown.
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Q2 (GeV2) Q2 (GeV2)
Figure 7: Evolution of the  photon  struc tu re  function F 2 / a  as a function of Q 2 for two x 
intervals. The results of a fit to  the  d a ta  of the  function a +  b(ln Q 2/  GeV2) are shown together 
w ith  the  predictions of the  higher-order parto n  density functions GRV and C JK  as well as the 
leading-order predictions of GRV.
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