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ON THE EXISTENCE OF FOUR OR MORE CURVED FOLDINGS WITH
COMMON CREASES AND CREASE PATTERNS
A. HONDA, K. NAOKAWA, K. SAJI, M. UMEHARA, AND K. YAMADA
Abstract. Consider an oriented curve Γ in a domain D in the plane R2. Thinking of D
as a piece of paper, one can make a curved folding in the Euclidean space R3. This can
be expressed as the image of an “origami map” Φ : D → R3 such that Γ is the singular
set of Φ, the word “origami” coming from the Japanese term for paper folding. We call
the singular set image C := Φ(Γ) the crease of Φ and the singular set Γ the crease pattern
of Φ.
We are interested in the number of origami maps whose creases and crease patterns are
C and Γ, respectively. Two such possibilities have been known. In the authors’ previous
work, two other new possibilities and an explicit example with four such non-congruent
distinct curved foldings were established.
In this paper, we determine the possibility of the number N of congruence classes of
curved foldings with the same crease and crease pattern. As a consequence, if C is a non-
closed simple arc, then N = 4 if and only if both Γ and C do not admit any symmetries.
On the other hand, when C is a closed curve, there are infinitely many distinct possibilities
for curved foldings with the same crease and crease pattern, in general.
Figure 1. A given crease pattern Γ (left) and its realization (right) as a
curved folding along the crease C.
Introduction
The geometry of curved foldings is, nowadays, an important subject not only from the
viewpoint of mathematics but also from the viewpoint of engineering. Works on this topic
have been published by numerous authors; for example, [1, 2, 3, 4, 9, 10] and [5, Lecture 15]
are fundamental references.
Drawing a curve Γ in R2, we think of a tubular neighborhood of Γ as a piece of paper.
Then we can fold this along Γ, and obtain a curved folding in the Euclidean spaceR3, which is
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a developable surface (as a subset of R3) whose singular set image is a space curve C (⊂ R3).
In this paper, we fix an orientation of C and denote by −C the image of the same curve with
the opposite orientation. We denote by |C| the curve forgetting its orientation.
In this paper, we focus on curved foldings which are produced from a single curve Γ in R2
satisfying the following properties:
(i) The length of Γ is equal to that of C ([4, Page 29 (5)]). Moreover, two curves have a
bijective correspondence by an arc-length parametrization.
(ii) The curvature functions of C and Γ have no zeros ([4, Page 29 (3)]).
(iii) The curves C and Γ has no self-intersections.
(iv) The absolute value of the curvature function of Γ is less than the curvature function
of C at each point of Γ ([4, Page 28 (1)]).
If a curved folding satisfies (i)–(iii) and the following condition (stronger than (iv)), then it
is said to be admissible (cf. (1.5) and also (1.11)).
(iv′) The maximum of the absolute value of the curvature function of Γ is less than the
minimum of the curvature function of C ([4, Page 28 (1)]).
For a pair (Γ, |C|) giving a curved folding P , there is another possibility for corresponding
curved foldings (see [4]). Moreover, in the authors’ previous work [8], two additional possibil-
ities were found when P is admissible, and an explicit example of four non-congruent curved
foldings with the same crease and crease pattern was given. The purpose of this paper is to
further develop the discussions in [8]. In fact, we are interested in the number of congruence
classes of curved foldings with a given pair of crease |C| and crease pattern Γ. Since this
number is closely related to the symmetries of |C|(⊂ R3) and Γ(⊂ R2), we give the following:
Definition 0.1. A subset A of the Euclidean space Rk (k = 2, 3) is said to have a symmetry
if T (A) = A holds for an isometry T of Rk which is not the identity map, and T is called
a symmetry of A. Moreover, if there is a point x ∈ A such that T (x) 6= x, then A is said
to have a non-trivial symmetry T . On the other hand, a symmetry T of A is called positive
(resp. negative) if T is an orientation preserving (resp. reversing) isometry of Rk.
We denote by P(Γ, |C|) (resp. P∗(Γ, |C|)) the set of curved foldings (resp. the set of
admissible curved foldings) whose creases and crease patterns are C and Γ satisfying (i)–(iv)
(resp. (i)–(iii) and (iv′)), see (2.5) for the precise definition. We prove the following, which is
a refinement of [8, Theorems A and B]:
Theorem A. Let C be the image of an embedded curve which is defined on a bounded closed
interval. Then the number n of the elements in P∗(Γ, |C|) as subsets in R3 is four if Γ has
no symmetries. Otherwise, n is equal to two.
Theorem B. Let C be the image of an embedded curve which is defined on a bounded closed
interval. Then the number N of the congruence classes of curved foldings in P∗(Γ, |C|) satisfies
the following:
(1) if C has no symmetries and Γ also has no symmetries, then N = 4,
(2) if not the case in (1), then N ≤ 2 holds, and
(3) N = 1 if and only if
(a) C lies in a plane and has a non-trivial symmetry,
(b) C lies in a plane and Γ has a symmetry, or
(c) C does not lie in any planes and has a positive symmetry, and Γ also has a
symmetry.
In [8], an example of P∗(Γ, |C|) consisting of four non-congruent subsets inR3 was given by
computing the mean curvature functions along C. However, this approach seems insufficient
to prove Theorem B (see Proposition 4.12 in Section 4). So, in this paper, we will prepare
several new techniques for its proof (see Sections 2, 3 and 4).
We next consider the case that
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Figure 2. A crease pattern (left) corresponding to a curved folding along
a circle (right).
• C is a knot (i.e. a simple closed curve) of length l(> 0) in R3 giving a crease of a
curved folding P ∈ P∗(Γ, |C|), and
• Γ is a curve of length l embedded in R2 as a crease pattern.
Even when C is closed, Γ may not be a closed curve in general. In fact, if we consider
the curved folding along the unit circle whose first angular function (see Section 1 for the
definition) is pi/4 as in Figure 2, then its crease pattern is the sector of the circle of radius√
2 whose length is 2pi.
We return to the general setting. Let γ(s) be an arc-length parametrization of Γ. Then
the curvature function µ(s) of γ(s) can be extended as an l-periodic function µ˜(s) (s ∈ R). A
curved folding P ∈ P∗(C,Γ) consists of a union of two strips along C whose geodesic curvature
functions coincide with µ(s).
Theorem C. Let c : R → R3 and γ˜ : R → R2 be regular curves parametrized by arc-length
such that
(1) c(s) = c(s+ l) and C := c([0, l]),
(2) the curvature function µ˜ : R → R of γ˜ induces a function µ : R/lZ → R defined on
the one dimensional torus R/lZ satisfying
0 < max
w∈R/lZ
µ(w) < κ(s) (s ∈ [0, l)),
where κ(s) is the curvature function of c(s).
We set Γ := γ([0, l]). Then there exist four continuous families {P i
x
}x∈C (i = 1, 2, 3, 4) of
curved foldings in P∗(Γ, |C|) satisfying the following properties:
(a) The set P∗(Γ, |C|) coincides with
⋃
x∈C
{P 1
x
, P 2
x
, P 3
x
, P 4
x
}.
(b) Suppose that C is not a circle and Γ is not a subset of a circle. Then, for each P i
x
(i ∈ {1, 2, 3, 4}, x ∈ C), the set
Λi
x
:= {Q ∈ P∗(Γ, |C|) ; Q is congruent to P ix}
is finite. In particular, P∗(Γ, |C|) contains uncountably many curved foldings which
are not congruent to each other.
(c) Suppose that C and µ have no symmetries (cf. Definition 2.3). Then for each i ∈
{1, 2, 3, 4} and x ∈ C, the set Λi
x
consists of a single element, that is, any two curved
foldings in P∗(Γ, |C|) are mutually non-congruent.
In Theorem C, we do not need to assume that Γ is a closed curve in R2. However, the
most interesting case is that C and Γ are both closed: At the end of Section 5, we concretely
give such an example of a P∗(Γ, |C|) containing uncountably many congruence classes.
Theorems A, B and C can be considered as the analogues for cuspidal edges along a space
curve given in [6, Theorem III and Theorem IV] and [7, Theorem 1.8], respectively. However,
even if Γ and C admit real analytic parametrizations, Theorems A, B and C do not directly
follow from the corresponding assertions for cuspidal edges.
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1. Preliminaries
We let C be the image of an embedded space curve whose length is l. When C is a
non-closed curve, it has a parametrization c : Il → R3 with arc-length parameter, where
Il := [−l/2, l/2]. On the other hand, if C is closed (i.e. a knot), then it can be parametrized
by a curve c : T1l → R3 with arc-length parameter, where T1l := R/lZ. Since we treat the
bounded closed interval Il and the one dimensional torus T
1
l at the same time, we set
J := Il or T
1
l .
Let c(s) (s ∈ J) be a C∞-embedded curve with arc-length parametrization. We set the image
of c by
(1.1) C := c(J).
As explained in the introduction, C has the orientation induced by the parametrization c. We
let −C be the curve C whose orientation is reversed, and |C| denotes the curve C ignoring
its orientation.
We consider special strips along C, which are “developable strips” along C. Let J0 be a
set which is homeomorphic to J .
Definition 1.1. A developable strip along C is a C∞-embedding f : U → R3 defined on a
tubular neighborhood U of J0 × {0} in J0 ×R such that
• J0 ∋ u 7→ f(u, 0) ∈ R3 parametrizes C,
• there exists a unit vector field ξf (u) of f along C (called a ruling vector field) such
that f can be expressed as
f(u, v) = f(u, 0) + vξf (u) ((u, v) ∈ U), and
• the Gaussian curvature of f vanishes on U identically.
The developable strip f represents a map germ along C. We identify this induced map
germ with f itself if it creates no confusion. Here and after, we assume that the curvature
function of C never vanishes, and we denote by e(u), n(u) and b(u) the unit tangent, unit
principal normal and unit bi-normal vector fields associated with the parametrization
(1.2) cf : J0 ∋ u 7→ f(u, 0) ∈ R3
of C, respectively. With these notations, we can express ξf as
(1.3) ξf (u) = cosβf (u)e(u) + sinβf (u)
(
cosαf (u)n(u) + sinαf (u)b(u)
)
.
This αf : J0 → R is called the first angular function, and βf : J0 → R is called the second
angular function of f .
In this paper, we consider the developable strips satisfying
(1.4) 0 < | cosαf (u)| < 1 (u ∈ J0).
We denote by D(C) the set of developable strip germs along C satisfying (1.4). Moreover,
f ∈ D(C) is said to be admissible if it satisfies the following stronger condition
(1.5) 0 < |κf (u) cosαf (u)| < min
w∈J0
κf (w) (u ∈ J0),
which corresponds to the condition (iv′) in the introduction, where κf (u) is the curvature
function of cf (u) (cf. (1.2)). Let D∗(C) be the set of admissible developable strip germs
along C. By definition,
D∗(C) ⊂ D(C)
holds. We set
D(|C|) := D(C) ∪D(−C), D∗(|C|) := D∗(C) ∪D∗(−C).
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By (1.4), we can choose the first angular function αf so that
(1.6) 0 < |αf (u)| < pi
2
(u ∈ J0).
The Gaussian curvature of f vanishes identically if and only if
det(fu(u, 0), ξf (u), ξ
′
f (u)) = 0
(
ξ′f (u) :=
dξf (u)
du
)
,
which is equivalent to the formula
(1.7) cotβf (u) =
α′f (u) + |c′f (u)|τf (u)
|c′f (u)|κf (u) sinαf (u)
,
where τf (u) is the torsion function of cf (u). In particular, we may assume that
(1.8) 0 < βf (u) < pi (u ∈ J0).
Throughout this paper, we assume (1.6) and (1.8) for f ∈ D(C). Then ξf (u) · n(u) does not
vanish. In particular, ξf (u) satisfies
(1.9) ξf (u) · n(u) > 0 (u ∈ J0).
Such a ξf is called the normalized ruling vector field of f . Then
Nf (u) := cosαf (u)n(u) + sinαf (u)b(u)
gives the unit co-normal vector field of f along C satisfying Nf · ξf > 0. We set
(1.10) µf (u) :=
c′′f (u) ·Nf (u)
|c′f (u)|2
= κf(u) cosαf (u),
which is a positive-valued function giving the geodesic curvature of C as a curve on the surface
f . We call µf the geodesic curvature function of f along C. Since µf (u) > 0, (1.6) and (1.5)
reduce to the conditions
(1.11) (0 <)µf (u) < κf (u) (u ∈ J0),
and
(1.12) (0 <)µf (u) < min
w∈J0
κf(w) (u ∈ J0),
respectively. Let l be the total arc-length of C. Then the parameter u of cf can be expressed
as u = u(s) (s ∈ J) so that c(s) := cf (u(s)) (s ∈ J) gives the arc-length parametrization of
C. In this situation, the function defined by
µˆf (s) := µf (t(s)) (s ∈ J)
is called the normalized geodesic curvature function of f . We now fix a point
(1.13) x0 ∈ C,
which is the midpoint of C if J = Il and is an arbitrarily chosen point if J = T
1
l .
Definition 1.2. Let f ∈ D(C). We call f(s, v) a normal form of a developable strip if f is
defined on a tubular neighborhood of J × {0} in R2 and
J ∋ s 7→ f(s, 0) ∈ R3
gives an arc-length parametrization of C. Since we will use s to denote the arc-length param-
eter of C, we use the parametrization f(s, v) when f is a normal form. (We shall denote such
developable strips using capital letters to emphasize that they are written in normal forms.)
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Suppose that f(s, v) is a normal form. As seen in [8], the restriction H(s) of the mean
curvature function of f(s, v) to the curve c(s) satisfies
(1.14) |H(s)| = κf (s)
2 sin2 αf (s) + (α
′
f (s) + τf (s))
2
2κf(s)| sinαf (s)| ,
where κf (s) and τf (s) are the curvature and torsion function of c(s) (s ∈ J). By (1.6),
the right-hand side of (1.14) never vanishes. In particular, f has no umbilics and the ruling
direction ξf (s) := fv(s, 0) along C points in the (uniquely determined) asymptotic direction
of f . Hence, the germ of the normal form of f is determined by the base point x0 ∈ C and
the first angular function αf .
From now on, we again assume that u is a general parameter, that is, it may not be an
arc-length parameter of C, in general. Let J0 be a set which is homeomorphic to J . We let
(1.15) C∞π/2(J0)
be the set of C∞-functions defined on J0 whose images lie in the set (−pi/2, pi/2) \ {0}. Then
the first angular function αf (u) of f(u, v) belongs to this class C
∞
π/2(J0).
Remark 1.3. When J0 = [b, c] (b < c), we set c
♯(u) := cf (b + c − u), which has the same
image as cf (u) (cf. (1.2)) but has the opposite orientation. Then
(1.16) e♯(u) := −e(b+ c− u), n♯(u) := n(b+ c− u), b♯(u) := −b(b+ c− u)
are the unit velocity vector, the unit principal normal vector and the unit bi-normal vector
of the curve c♯(u), respectively. If we denote by τf (u) the torsion function of cf (u), then
(1.17) κ♯(u) := κf (b+ c− u), τ ♯(u) := τf (b + c− u)
coincide with the curvature and torsion functions of c♯(u), respectively. For each f ∈ D(C),
we set
(1.18) f ♯(u, v) := f(b+ c− u, v),
and call this the reverse of f . By definition, f ♯ has the same image as f , and the involution
D(|C|) ∋ f 7→ f ♯ ∈ D(|C|) is canonically induced. By (1.16),
ξ♯f (u) := ξf (b+ c− u)
gives the normalized ruling vector field of f ♯ if so is ξf (u) for f . Then the first and second
angular functions α♯, β♯ of f ♯ satisfy
(1.19) α♯(u) = −αf (b+ c− u), β♯(u) = pi − βf (b + c− u),
respectively.
Definition 1.4. Let Ji (i = 1, 2) be two sets which are homeomorphic to J , and let fi :
Ji × (−εi, εi) → R3 (i = 1, 2) be two developable strips along C, where εi > 0. Then f2
is said to be image equivalent (resp. right equivalent) to f1 if there exists a positive number
δ(< min(ε1, ε2)) such that f1(J1 × (−δ, δ)) coincides with f2(J2 × (−δ, δ)) (resp. f2 coincides
with f1 ◦ ϕ for a diffeomorphism ϕ : J1 × (−δ, δ)→ J2 × (−δ, δ)).
Recall that s 7→ c(s) (s ∈ J) gives an arc-length parametrization of C such that c(0) = x0.
The following assertion holds.
Proposition 1.5. Let F, G ∈ D(|C|) are normal forms1 (cf. Definition 1.2) satisfying
F (0, 0) = G(0, 0) = x0. Then the following two assertions are equivalent:
(1) F = G or F = G♯,
(2) F is image equivalent to G.
1 From now on, we use the capital letters F, G to express the normal forms of developable strips, and use
small letters f, g to express general developable strips.
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In particular, for each α ∈ C∞π/2(J), there exists a unique normal form
(1.20) Fα ∈ D(C)
satisfying Fα(0, 0) = x0 (cf. (1.13)) whose first angular function is α.
Proof. Replacing G by G♯, we may assume that F, G ∈ D(C). (In fact, G♯ is a normal
form if so is G.) It is obvious that (1) implies (2). So it is sufficient to show the converse.
Since each normal form of a developable strip is determined by its base point, the arc-length
parametrization of C and the first angular function, (2) implies (1). 
We also prove the following assertion:
Proposition 1.6. For each f ∈ D(C), there exists a unique normal form F ∈ D(C) such
that
(1) F (0, 0) = x0 (if J = Il, this holds automatically), and
(2) F is right equivalent to f ,
where x0 ∈ C is the base point given in (1.13). Moreover,
(1.21) µˆf = µˆF = µF
hold.
We call this F the normal form associated with f .
Proof. Applying [12, Lemma B.5.3], we can take a curvature line coordinate system (s, v) of
f such that s 7→ f(s, 0) parametrizes C and df(∂/∂v) points in the ruling direction. In this
situation, we may assume that f(0, 0) = x0 and s is the arc-length parameter of C. We then
adjust v so that |fv(s, 0)| = 1 for s ∈ J . Since the image of each v-curve gives a straight line,
this parametrization f(s, v) gives the normal form associated to f . 
We next prepare the following two lemmas, which will be applied in the later discussions.
Lemma 1.7. Let αi (i = 1, 2) be functions belonging to C
∞
π/2(J). If α2 − α1 does not have
any zeros on J , then the ruling direction of Fα1 (cf. (1.20)) is linearly independent of that of
Fα2 at each point of C, where Fαi ∈ D(C) (i = 1, 2) are normal forms of developable strips
with first angular function αi.
Proof. We let ξi(s) (i = 1, 2) be the normalized unit ruling vector fields associated with
Fαi(s, v). Since α2(s) 6= α1(s), two vectors
cosα1(s)n(s) + sinα1(s)b(s), cosα2(s)n(s) + sinα2(s)b(s)
in R3 are linearly independent for each s ∈ J . So we obtain the assertion. 
Proposition 1.8. Let f ∈ D(C). If T is a symmetry of C (cf. Definition 0.1), then T ◦ f
belongs to D(|C|). Moreover, if f is a normal form, then so is T ◦ f , and dT (ξf ) gives
the normalized ruling vector field of T ◦ f . Furthermore, the normalized geodesic curvature
function of T ◦ f coincides with that of f .
Proof. We denote by F the normal form associated with f (cf. Proposition 1.6). It is sufficient
to show the assertion holds for F . Since the property that the geodesic curvature has no zeros
is preserved by isometries of R3, the first assertion is obtained. Since s 7→ T ◦ F (s, v) gives
an arc-length parametrization of |C|, T ◦F (s, v) is a normal form. Since the principal normal
vector field is common in C and −C (cf. (A.1)), it can be easily seen that dT (n(s)) gives the
principal normal vector field of T ◦ c(s), and (1.9) yields that
(1.22) dT (ξF (s)) · dT (n(s)) = ξF (s) · n(s) > 0
along C, which implies the second assertion. Since geodesic curvatures on surfaces are geo-
metric invariants up to ±-ambiguities, the geodesic curvature of T ◦ F coincides with σµF
where σ ∈ {1,−1}. Moreover, (1.22) implies that σ = 1, proving the last assertion. 
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We can prove the following:
Proposition 1.9. For f, g ∈ D(|C|), the following two assertions are equivalent;
(1) f is right equivalent to g,
(2) f is image equivalent to g.
Proof. (2) implies (1) immediately. We suppose (2). Then F is image equivalent to G (cf.
Proposition 1.6). Then (1) follows from Proposition 1.5. 
We set
(1.23) Ω+ε := J × (0, ε), Ω−ε = J × (−ε, 0), Ωε := J × (−ε, ε).
Corollary 1.10. For f, g ∈ D(|C|), the following five conditions are equivalent;
(1) f is right equivalent to g as map germs,
(2) F = G or F = G♯, where F and G are the normal forms associated with f and g
respectively,
(3) F (Ω+ε ) = G(Ω
+
ε ) for sufficiently small ε(> 0),
(4) F (Ωε) = G(Ωε) for sufficiently small ε(> 0),
(5) f is image equivalent to g as map germs.
Proof. By Proposition 1.6, (1) implies (2), because F (0, 0) = G(0, 0) = x0. Obviously (2)
implies (3). Moreover, (3) implies (4), because F (s, v) and G(s, v) are ruled strips and are
real analytic with respect to the parameter v. On the other hand, (5) immediately follows
from (4). Finally, (5) implies (1) by Proposition 1.9. 
We next prove the following assertion, which is a refinement of [8, Lemma 1.2].
Proposition 1.11. Let Fi ∈ D(C) (i = 1, 2) be developable strips written in normal forms.
If the normalized ruling vector fields of them are linearly independent at each point of C, then
F1(Ωε) ∩ F2(Ωε) coincides with C for sufficiently small ε(> 0).
Proof. Without loss of generality, we may assume that F1 and F2 are defined on a tubular
neighborhood of J × {0} in J ×R and F1(s, 0) = F2(s, 0) holds for s ∈ J . Suppose that the
assertion fails. Then there exist
• two sequences {sn}∞n=1 and {tn}∞n=1 on J , and
• two sequences {un}∞n=1 and {vn}∞n=1 on (−1/n, 1/n)
such that
(1.24) F1(sn, un) = F2(tn, vn), (sn, un) 6= (tn, vn).
Here, sn 6= tn holds. (In fact, if not, then F1(sn, un) = F2(tn, vn) implies unξ1(sn) = vnξ2(sn),
where ξi (i = 1, 2) is the normalized ruling vector field of Fi. However, since {ξ1(sn), ξ2(sn)}
is linearly independent, the fact unξ1(sn) = vnξ2(sn) implies un = vn = 0, which contradicts
the fact (sn, un) 6= (tn, vn).)
Since J is compact, we may assume that the limits
lim
n→∞
sn = s∞, lim
n→∞
tn = t∞
exist and s∞, t∞ ∈ J . Then by (1.24), we have F1(s∞, 0) = F2(t∞, 0). Since C has no
self-intersections, we have s∞ = t∞. By (1.24), we can write
(1.25)
c(sn)− c(tn)
sn − tn = pnξ1(sn)− qnξ2(tn)
(
pn :=
−un
sn − tn , qn :=
−vn
sn − tn
)
.
If n → ∞, then the left-hand side of (1.25) converges to the vector c′(s∞)(= e(s∞)). Thus,
we can conclude that the limits
lim
n→∞
pn = p∞, lim
n→∞
qn = q∞
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exist such that
(1.26) e(s∞) = p∞ξ1(s∞)− q∞ξ2(s∞).
In particular, we have
(1.27) (p∞, q∞) 6= (0, 0).
We set
e∞ := e(s∞), n∞ := n(s∞), b∞ := b(s∞)
and
A1 := α1(s∞), A2 := α2(s∞), B1 := β1(s∞), B2 := β2(s∞),
where αi and βi (i = 1, 2) are the first and second angular function of Fi, respectively.
Multiplying n∞ and b∞ to (1.26) as inner products, we have
p∞ cosA1 − q∞ cosA2 = 0, p∞ sinA1 − q∞ sinA2 = 0.
By (1.27), we have
(1.28) 0 = cosA1 sinA2 − cosA2 sinA1 = sin(A1 −A2).
On the other hand, since F1, F2 ∈ D(C) (cf. (1.4)) and ξ1(s∞) is linearly independent of
ξ2(s∞), we have
0 < |A1 −A2| < |A1|+ |A2| < pi,
which contradicts (1.28). We remark that a similar argument for developable surfaces is used
in [11, Section 5]. 
Using the same technique, we can prove the following assertion:
Proposition 1.12. Let F,G ∈ D(|C|) be developable strips written in normal forms. Then
F (Ω+ε ) does not meet G(Ω
−
ε ) for sufficiently small ε(> 0).
Proof. Replacing G by G♯, we may assume that F, G ∈ D(C). Moreover, without loss of
generality, we may assume that F,G are defined on a tubular neighborhood of J × {0} in
J ×R and F (s, 0) = G(s, 0) holds for s ∈ J . We denote by ξF and ξG the normalized vector
fields of F and G, respectively. Then we may assume that F and G are defined on a tubular
neighborhood of J × {0} in J ×R. Suppose that the assertion fails. Then there exist
• two sequences {sn}∞n=1 and {tn}∞n=1 on J , and
• two sequences {un}∞n=1 and {vn}∞n=1 on (0, 1/n) and (−1/n, 0) respectively
such that F (sn, un) = G(tn, vn) and (sn, un) 6= (tn, vn). In this situation, we can show that
sn 6= tn. (In fact, if sn = tn, then F (sn, un) = G(tn, vn) implies unξF (sn) = vnξF (sn) and so
we have
unξF (sn) · n(sn) = vnξG(sn) · n(sn).
Here, ξF (sn) · n(sn) and ξG(tn) · n(sn) are positive (cf. (1.9)). So this contradicts the fact
un ∈ (0, 1/n) and vn ∈ (−1/n, 0).)
Since J is compact, we may assume that the limits lim
n→∞
sn = s∞ and lim
n→∞
tn = t∞ exist
and s∞, t∞ ∈ J . Since C has no self-intersections, we have s∞ = t∞. By (1.24), we can write
(1.29)
c(sn)− c(tn)
sn − tn = pnξF (sn)− qnξG(tn)
(
pn :=
−un
sn − tn , qn :=
−vn
sn − tn
)
.
If n → ∞, then the left-hand side of (1.25) converges to the vector c′(s∞)(= e(s∞)). Thus,
we can conclude that the limits lim
n→∞
pn = p∞ and lim
n→∞
qn = q∞ exist such that
(1.30) e(s∞) = p∞ξF (s∞)− q∞ξG(∞s∞).
Since the left hand side does not vanish, we have
(1.31) (p∞, q∞) 6= (0, 0).
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Taking the inner product of n(s∞) to (1.30), we have
(1.32) 0 = p∞ ξF (s∞) · n(s∞)− q∞ ξG(s∞) · n(s∞).
Since un > 0 and vn < 0, we have p∞q∞ ≤ 0. Since ξF (s∞) · n(s∞) and ξG(s∞) · n(s∞) are
positive, (1.31) implies that the right hand side of (1.32) does not vanish, a contradiction. 
2. The dual developable strips and curved foldings
In this section, we explain curved foldings using pairs of developable strips:
Definition 2.1. Let Ji (i = 1, 2) be bounded closed intervals ofR. Two functions µi : Ji → R
(i = 1, 2) are said to be equi-affine equivalent if there exists a diffeomorphism ϕ : J1 → J2 of
the form
ϕ(u) = σu + d (σ ∈ {1,−1}, d ∈ R)
such that µ2 ◦ ϕ = µ1. (By definition, if µ2 is equi-affine equivalent to µ1, then the length of
the interval J2 must be equal to that of J1.)
In the case of J1 = J2 = [b, c] (b < c) and (µ :=)µ1 = µ2, the map ϕ : J1 → J1 is called a
symmetry of µ if ϕ is not the identity. (The possibility of such a ϕ is at most one, which must
have the expression ϕ(u) = b+ c− u. So, if such a ϕ exists, µ satisfies µ(u) = µ(b+ c− u) on
[b, c].)
Lemma 2.2. For each i ∈ {1, 2}, let γi : Il → R2 (l > 0) be a regular curve without self-
intersections parametrized as arc-length. Suppose that the curvature functions of γ1 and γ2
are positive-valued. Then the following two assertions are equivalent:
(1) the curvature function of γ2 is equi-affine equivalent to that of γ1,
(2) there exists an isometry T of R2 such that T (γ1(Il)) coincides with γ2(Il).
Proof. We suppose (1). We denote by µi (i = 1, 2) the curvature function of γi. If µ2 is equi-
affine equivalent to µ1, then µ2 coincides with µ1 or the curvature function of γ
♯
1(s) := Sγ1(−s)
(s ∈ Il), where S is the reflection with respect to a straight line in R2. Thus, by the
fundamental theorem of curves in the Euclidean plane (cf. [12, Chapter 2]), there exists an
isometry T in R2 such that T ◦ γ1 = γ2 or T ◦ γ♯1 = γ2, which implies (2).
Conversely, we suppose (2). Since γ1 and γ2 have no self-intersections, such an isometry T is
uniquely determined. Since γ1 and γ2 are parametrized by arc-length, either T ◦γ1(s) = γ2(s)
or T ◦ γ1(s) = γ2(−s) holds on Il. Since the curvature functions of γ1 and γ2 are positive-
valued,
T ◦ γ1(s) = γ2(s) (resp. T ◦ γ1(s) = γ2(−s))
holds on Il if T is an orientation preserving (resp. reversing) isometry of R
3, which implies
µ1(s) = µ2(s) (resp. µ1(s) = µ2(−s)) for s ∈ Il. So (1) holds. 
Let µ : T1a → R be a C∞-function on a one dimensional torus T1a := R/aZ (a > 0). Then
an a-periodic function µ˜ : R→ R defined by
(2.1) µ˜ := µ ◦ pi
is called the lift of the function µ, where pi : R→ T1a is the canonical projection.
Definition 2.3. Let Ji := R/aiZ (ai > 0, i = 1, 2) be one dimensional tori. Two functions
µi : Ji → R (i = 1, 2) are said to be equi-affine equivalent if there exists a diffeomorphism
ϕ : R→ R of the form
ϕ(u) = σu + d (σ ∈ {1,−1}, d ∈ R)
such that µ˜2 ◦ ϕ = µ˜1, where µ˜i (i = 1, 2) are the lifts of the functions µi. In the case of
(µ :=)µ1 = µ2 and J1 = J2, such a map ϕ : R → R is called a symmetry of µ if ϕ is non-
trivial, that is, either σ = −1 or d 6∈ aZ holds, where a := a1(= a2). If µ is a non-constant
function, then ϕ can be a candidate of symmetries of µ only when d belongs to (aQ) \ (aZ),
where Q is the set of rational numbers.
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Lemma 2.4. Let γi : Ji → R2 (i = 1, 2) be two plane curves of length l defined on two
bounded closed intervals parametrized by arc-length. Suppose that each curvature function
of γi (i = 1, 2) has a C
∞-extension µ˜i : R → R which is the lift of an l-periodic function
µi : T
1
l → R. Then the following two assertions are equivalent:
(1) the function µ2 is equi-affine equivalent to µ1,
(2) there exist a plane curve γ˜ : R → R2 and an orientation preserving isometry T of
R3 such that γ1(J1) and T ◦ γ2(J2) are subarcs of γ˜(R).
Proof. We suppose (1). Since each curvature function of γj can be extended as an l-periodic
C∞-function µ˜i on R, the curve γj is extended as a regular curve γ˜j : R → R2 whose
curvature function is µ˜i. If (1) holds, then there exist σ ∈ {1,−1} and d ∈ [0, l) such that
µ˜1(s) = µ˜2(σs+ d) (s ∈ R).
By the fundamental theorem of plane curves, γ˜2(s) coincides with T ◦ γ˜1(σs+ d), where T is
an orientation preserving isometry of R2. By setting γ˜ := γ˜1, (2) is obtained. On the other
hand, the converse assertion can be proved easily. 
We now define the “geodesic equivalence relation” on D(|C|) as follows:
Definition 2.5. Let C be a non-closed space curve (i.e. C := c(Il)) or a closed curve (i.e.
C := c(T1l )) of total length l embedded in R
3. Two developable strip germs f, g ∈ D(|C|) are
said to be geodesically equivalent if the normalized geodesic curvature function µˆf : J → R is
equi-affine equivalent to µˆg : J → R, where J = Il or J = T1l .
The following assertion holds:
Proposition 2.6. Let f, g ∈ D(|C|). If f and g are right equivalent, then they are geodesically
equivalent.
Proof. We denote by F and G the normal forms associated with f and g, respectively. By
replacing g by g♯, we may assume that F,G ∈ D(C) and s 7→ F (s, 0) and s 7→ G(s, 0)
parametrize the curve C such that F (0, 0) = G(0, 0) = x0. So, if F,G ∈ D(C) then µF (s) =
µG(s) holds (cf. (1.21)). 
Later, we will see that the geodesical equivalence relation is useful to construct curved
foldings with a given crease and crease pattern. Based on this, we give the following:
Definition 2.7. For f ∈ D(|C|), a developable strip germ g ∈ D(|C|) is called an isomer of
f if
(1) g is geodesically equivalent to f , but
(2) g is not right equivalent to f .
Remark 2.8. The above definition of isomers is an analogue for that for cuspidal edges along
a curve C (cf. [6]). In the case of cuspidal edges, (1) was replaced by the condition that the
first fundamental forms of two surfaces are isometric. (It should be remarked that all flat
surfaces are mutually locally isometric.)
We now give a tool to construct isomers of a given developable strip. Let C˜ be an embedded
curve in R3 which is homeomorphic to C and has the same total length as C.
Definition 2.9. Let c˜(s) (s ∈ J) be the arc-length parametrization of C˜, and let κ˜(s) be its
curvature function. Then c˜ is said to be compatible to f ∈ D(C), if it satisfies
(2.2) |µˆf (s)| < κ˜(s) (s ∈ J),
where µˆf is the normalized geodesic curvature function of f .
Let J0 be a set which is homeomorphic to J . The following proposition plays an essential
role in considering the relationship of developable strips and curved foldings.
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Proposition 2.10. Let f : U → R3 be a developable strip belonging to D(C) satisfying
J0×{0} ⊂ U and f(J0×{0}) = C. Let u0 ∈ J0 be the point such that f(u0, 0) = x0, where x0
is the base point (cf. (1.13)) of C. Suppose that c˜(s) (s ∈ J) is the arc-length parametrization
of C˜ which is compatible to f . Then there exist a tubular neighborhood V (⊂ U) of J0 × {0}
in J0 ×R and developable strips g+, g− belonging to D(C˜) such that
(1) g+(u0, 0) = g−(u0, 0) = c˜(0) (this condition is automatically satisfied if J0 is a closed
bounded interval),
(2) J0 ∋ u 7→ g+(u, 0) = g−(u, 0) ∈ R3 gives a parametrization of C˜ := c˜(J),
(3) the first angular functions α±(u) of g±(u, v) satisfy α+ = −α−,
(4) µf = µg on J0 (cf. (1.10)),
(5) αf (u) has the same sign as αg+(u) for each u ∈ J0, and
(6) g+ and g− are normal forms if so is f .
Proof. Since C has total arc-length l, we can take the arc-length parametrization u = u(s)
(s ∈ J) so that u0 = u(0) and c(s) := cf (u(s)) (s ∈ J) parametrizes C. Since c˜ is compatible
to f , c˜(u) := c˜(s(u)) (u ∈ J0) gives a parametrization of C˜ defined on J0 such that
(2.3) µf (u) < κ˜(u) (u ∈ J0),
where κ˜(u) is the curvature function of c˜(u). Then there exists a unique function α˜ : J0 →
(−pi/2, pi/2) such that
κ˜(u) cos α˜(u) = µf (u), α˜(u)αf (u) ≥ 0
for each u ∈ J0. By the compatibility of c˜, sin α˜ 6= 0 holds. Thus, we can define the second
angular function β˜ : J0 → (0, pi) so that
cot β˜±(u) :=
α˜′(u)± |c˜′(u)|τ˜ (u)
|c˜′(u)|κ˜(u) sin α˜(u) ,
where κ˜(u) and τ˜(u) are the curvature and torsion functions of c˜(u) (u ∈ J0), respectively.
We set
g±(u, v) := c˜(u) + ξ˜±(u),
ξ˜±(u) := cos β˜±(u)e˜(u) + sin β˜±(u)
(
cos α˜(t)n˜(u)± sin α˜(u)b˜(u)
)
,
where e˜, n˜ and b˜ are the unit tangent vector field, the unit principal normal vector field
and the unit bi-normal vector field of c˜, respectively. Since u0 = u(0), we obtain (1). It
can be easily checked that g± satisfy (2)–(5). Finally, if f is written in a normal form,
then u = s holds for s ∈ J , then c˜(u) = c˜(s) is parametrized by arc-length. In particular,
g±(u, v) = g±(s, v) are written in normal forms. So (6) is obtained. 
Corollary 2.11. Let f : U → R3 be a developable strip belonging to D(C), where U is a
tubular neighborhood of J0 ×{0} in J0 ×R. Then there exist a tubular neighborhood V (⊂ U)
of J0 × {0} in J0 ×R and a developable strip g : V → R3 such that
(1) f(u, 0) = g(u, 0) for each u ∈ J0,
(2) αg(u) = −αf (u) for each u ∈ J0,
(3) g is uniquely determined from f as a strip germ along C, and
(4) g is a normal form if so is f .
We call this g the dual of f and denote it by fˇ . Then an involution D(C) ∋ f 7→ fˇ ∈ D(C)
is induced. Moreover, we have
(2.4) αfˇ (u) = −αf (u) (u ∈ J0).
Proof of Corollary 2.11. Setting c˜(u) := f(u, 0), we can apply Proposition 2.10 because f ∈
D(C). Then the absolute value of the first angular function of g− coincides with that of
f ∈ D(C), but the sign is opposite. Thus, g− gives the desired developable strip. 
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By (2) of Corollary 2.11, fˇ has the same geodesic curvature function as f , we obtain the
following:
Proposition 2.12. For each f ∈ D(C), the dual fˇ is an isomer of f .
Moreover, we have the following:
Proposition 2.13. Let F,G ∈ D(C) be normal forms. If µF = µG and F (0, 0) = G(0, 0),
then either G = F or G = Fˇ holds.
Proof. Since µF = µG, we have cosαF = cosαG, which implies αF = ±αG. Since the normal
form of developable strip is determined by its first angular function and its base point, we
have G = F or G = Fˇ . 
Corollary 2.14. Let F ∈ D(C) be a normal form. If T be a symmetry of C, then T ◦ Fˇ is
also a normal form giving the dual of T ◦ F .
Proof. Since F is a normal form, so is Fˇ . By Proposition 1.8, T ◦ Fˇ gives also a normal form.
Since (cf. Proposition 1.8)
µT◦F = µF = µFˇ = µT◦Fˇ
and T ◦F (0, 0) = T ◦ Fˇ (0, 0), Proposition 2.13 implies T ◦ Fˇ coincides with T ◦F or its dual.
Since T ◦ Fˇ (Ωε) meets T ◦ F (Ωε) only along C (cf. (2.6)), we obtain the conclusion. 
Figure 3. The images of Fπ/4 and F−π/4 given in Example 2.15.
Example 2.15. We fix a positive number a > 0. Then
c1(t) =
(
cos
(
t√
2
)
, sin
(
t√
2
)
,
t√
2
) (
|t| ≤ a
2
)
gives a helix with arc-length parameter satisfying κ = τ = 1/2. We set C1 := c1([−a/2, a/2]).
We fix a constant α ∈ (−pi/2, 0) ∪ (0, pi/2) and let Fα ∈ D(C1) be a normal from whose first
angular function is identically equal to α. Then F−α is the dual of Fα which is obtained
by the 180◦-rotation with respect to the normal line of C1 at the origin. Figure 3 shows the
images of F±α for α := pi/4.
We consider the case that J = Il. Regarding Lemma 2.2, we give the following:
Definition 2.16. The image Γ of a regular curve γ : Il → R2 parametrized by arc-length
is called a generator of the strip f ∈ D(C) (C := c(Il)) if the curvature function of γ(s) is
equi-affine equivalent to the normalized geodesic curvature function µˆf (s) (s ∈ Il) of f .
We next consider the case that J = T1l . Regarding Lemma 2.4, we give the following:
Definition 2.17. The image Γ of a regular curve γ : Il → R2 parametrized by arc-length is
called a generator of the strip f ∈ D(C) (C := c(T1l )) if the curvature function of γ(s) can be
smoothly extended as an l-periodic function which is the lift of a function which is equi-affine
equivalent to the normalized curvature function µˆf (s) (s ∈ T1l ) of f
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A generator Γ of f has an ambiguity of isometric motions in the plane R2. Since f is
a developable surface, it can be developed to a plane, and the curve C is deformed to a
plane curve which is congruent to Γ. If Γ has no self-intersections, then f can be obtained
as a deformation of a developable strip from a tubular neighborhood of Γ to the image of f .
According to [4], we define “origami maps” as follows:
Definition 2.18. The origami map Φf induced by f ∈ D(C) is defined by
Φf (u, v) :=
{
f(u, v) (v ≥ 0),
fˇ(u, v) (v < 0),
where fˇ is the dual of f . In this setting, C is called the crease of Φf and a generator Γ of f
is called a crease pattern of the origami map Φf . (Since the normalized curvature function µ
is common in f and fˇ , Γ gives a generator of fˇ . When J0 is a bounded closed interval, the
congruence class of the crease pattern of Φf is uniquely determined.)
We set
O(C) := {Φf ; f ∈ D(C)}, O∗(C) := {Φf ; f ∈ D∗(C)}
and
O(|C|) := O(C) ∪ O(−C), O∗(|C|) := O∗(C) ∪ O∗(−C),
which are the sets of origami maps and sets of admissible origami maps along C and |C|,
respectively. Figure 1 indicates the second angular functions β and βˇ of f and fˇ , respectively.
Here,
Φˇf := Φfˇ
is called the adjacent origami map with respect to Φf . Obviously, the union of the images of
Φf and Φˇf coincides with the union of the images of f and fˇ .
Figure 4. Angular functions βL and βR on the crease pattern of Φf .
The following fact is known:
Fact 2.19 (Fuchs-Tabachnikov [4], see also [8]). A curved folding along a curve |C| satisfying
(i),(ii),(iii) and (iv) (resp. (iv′)) in the introduction is realized as the images of Φf for a certain
f ∈ D(C) (resp. f ∈ D∗(C)). Moreover, Γ corresponds to the curve when one develops the
curved folding to a paper. In particular, if Γ does not have self-intersections (cf. condition
(v) in the introduction), then Φf corresponds to an actual curved folding.
Remark 2.20. Consider a curved folding P along C with the crease pattern Γ as in the intro-
duction. By Fact 2.19, P can be expressed as the image of ΦF , where F ∈ D(C) is a normal
form. Then the condition (ii) in the introduction implies cosαF > 0 and (iv) (resp. (iv
′)) in
the introduction corresponds to the condition cosαF 6= 1 (resp. max
u∈J0
| cosαF (u)| < 1). More-
over, µF coincides with the curvature function with respect to the arc-length parametrization
γ : J → R2 of the generator Γ. We set βL := β and βR := pi − βˇ, where β and βˇ are the
second angular functions of F and Fˇ , respectively. Then βL (resp. βR) gives the left-ward
(resp. right-ward) angular function of the ruling direction from the tangential direction γ′(s)
in the plane R2, see Figure 4.
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We prepare the following:
Lemma 2.21. Let C be a non-closed space curve (i.e. J0 is a bounded closed interval), and
let Γ be a simple closed arc in R2 which is a generator of a developable strip F ∈ D(C) written
in a normal form. Then the following two assertions are equivalent;
• Γ has a symmetry (cf. Definition 0.1),
• the geodesic curvature function µˆF of F has a symmetry.
Proof. Since µˆF coincides with the curvature function of Γ, the conclusion follows from
Lemma 2.2. 
Here, we set
O(Γ, |C|) := {Φf ; the generator of f ∈ D(|C|) is Γ},
O∗(Γ, |C|) := {Φf ; the generator of f ∈ D∗(|C|) is Γ}
and
(2.5) P(Γ, C) := {Im(Φf ) ; f ∈ O(Γ, C)}, P∗(Γ, C) := {Im(Φf ) ; f ∈ O∗(Γ, C)},
where Im(Φf ) is the image of the strip germ Φf along C. Then P(Γ, C) can be considered
as the set of curved foldings whose crease and crease pattern are C and Γ respectively. The
set P∗(Γ, C) consists of admissible curved foldings along C defined as in the introduction.
The following assertion is obvious by the definition of the map Φ : D(|C|) → O(|C|) and
Lemma 2.21.
Proposition 2.22. Let c : J0 → R3 be a space curve such that J0 is a bounded closed interval.
Let f, g ∈ D(|C|) (C := c(J0)). Then the following three conditions are equivalent;
(1) g is geodesically equivalent to f ,
(2) f and g have a common generator,
(3) Φf and Φg have the same crease pattern.
In the remaining statements in this section, we do not specify the topology of J , which is
a one dimensional torus T1l or a bounded closed interval Il.
Proposition 2.23. For each normal form F ∈ D(|C|),
(2.6) F (Ωε) ∩ Fˇ (Ωε) = C
holds. Moreover, the induced origami map ΦF has no self-intersections.
This assertion implies that we can fold a pair
ΦF (Ωε), ΦˇF (Ωε)
of curved foldings at the same time whenever ε(> 0) is sufficiently small:
Proof. Since the ruling vector of F is linearly independent of Fˇ at each point of C, the first
assertion follows from Proposition 1.11. So we prove the second assertion. If not, (2.6) implies
that F (Ω+ε ) must meet F (Ω
−
ε ), which is impossible. 
Proposition 2.24. Let F,G ∈ D(|C|) be normal forms. If ΦF (Ωε) coincides with ΦG(Ωε)
for sufficiently small ε, then F is right equivalent to G.
Proof. We denote by F,G the normal forms associated with f, g respectively. It is sufficient
to show the assertions hold for F and G. We suppose ΦF (Ωε) = ΦG(Ωε). By replacing F
(resp. G) by F ♯ (resp. G♯), Proposition 1.8 yields that F,G ∈ D(C) without loss of generality.
Then we have F (Ω+ε ) ∪ Fˇ (Ω−ε ) = G(Ω+ε ) ∪ Gˇ(Ω−ε ). By Proposition 1.12, F (Ω+ε ) ∩ Gˇ(Ω−ε ) is
the empty set, and so we have F (Ω+ε ) = G(Ω
+
ε ). By Corollary 1.10, we can conclude that F
is right equivalent to G. 
Summarizing the above, we get the following:
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Theorem 2.25. The map Φ : D(|C|) ∋ f 7→ Φf ∈ O(|C|) has the following properties:
(1) f, g ∈ D(|C|) are right equivalent if and only if ΦF (Ωε) coincides with ΦG(Ωε), where
F,G are normal forms associated with f and g respectively.
(2) If Φf and Φg (f, g ∈ D(|C|)) have the same crease pattern then f and g are geodesi-
cally equivalent.
(3) For each f ∈ D(|C|), the crease pattern of Φˇ(f)(= Φ(fˇ)) coincides with that of Φ(f).
(4) Let T be a symmetry of C, then T ◦ ΦF = ΦT◦F holds for each normal form F ∈
D(|C|).
(5) Let f, g ∈ D(|C|). If ΦF (Ωε) is congruent to ΦG(Ωε), then there exists a symmetry
T of C such that g is right equivalent to T ◦ f .
Proof. We denote by F,G the normal forms associated with f, g respectively. It is sufficient
to show the assertions hold for F and G. Then F is defined on a tubular neighborhood of
J × {0} in J ×R. If F,G are right equivalent, then it is obvious that the images of ΦF ,ΦG
coincide. The converse of this assertion follows from Proposition 2.24.
We now prove (2). In the case that J is a bounded closed interval, (2) follows from
Proposition 2.22. We then consider the case that C is a closed curve. If ΦF and ΦG have
the same crease pattern Γ, then the curvature function of Γ can be extended as a smooth
function of the one dimensional torus J , and coincides with the common normalized geodesic
curvature function of F and G. So f and g are geodesically equivalent.
On the other hand, (3) is obvious from the definition of Φˇ(F ).
We next prove (4). Let T be a symmetry of C, then, by Corollary 2.14, we have
T ◦ ΦF (Ωε) = T ◦ F (Ω+ε ) ∪ T ◦ Fˇ (Ω−ε ) = ΦT◦F (Ωε).
So T ◦ΦF is right equivalent to ΦT◦F by (1). Since F is a normal form, we have T ◦ΦF = ΦT◦F .
Finally, we prove (5). Suppose that the ΦF (Ωε) is congruent to ΦG(Ωε). Then there
exists an isometry T of R3 such that T (ΦG(Ωε)) coincides with ΦF (Ωε). Since T (ΦG(Ωε)) =
ΦT◦G(Ωε), Proposition 2.24 implies that T ◦G is right equivalent to F . So we obtain (5). 
3. The inverses and inverse duals
In this section, we set J = Il(= [−l/2, l/2]) (l > 0), that is, C is a non-closed space curve.
Let I := [b, c] (b < c) be a closed bounded interval on R.
Proposition 3.1. Let f : U → R3 be a developable strip belonging to D∗(C), where U is a
tubular neighborhood of I × {0} (⊂ I ×R). Then there exist a tubular neighborhood V (⊂ U)
of I × {0} in I ×R and two maps f∗, fˇ∗ : V → R3 such that
(1) f∗ and fˇ∗ belong to D∗(−C),
(2) f∗(u, 0) = fˇ∗(u, 0) = f(−u, 0) for each u ∈ I,
(3) the first angular function αf∗ takes the same sign as αf and satisfies
(3.1) κf (b+ c− u) cosαf∗(u) = κf (u) cosαf (u),
where cf (u) := f(u, 0) (u ∈ I) and κf (u) is its curvature function,
(4) αfˇ∗(u) = −αf∗(u),
(5) f∗ and fˇ∗ are normal forms if so is f .
Moreover, such two maps f∗ and fˇ∗ are uniquely determined from f as map germs.
Proof. Since f is admissible (i.e. f ∈ D∗(C)), we have
0 < κf (u) cosαf (u) < min
u∈I
κf (u) (u ∈ I).
We note that c♯(u) := cf (b + c − u) (u ∈ I) gives the parametrization of C˜ := −C. Then
κf (b+c−u) is the curvature function of c♯(u). Since µf := κf cosαf is the curvature function
of the generator of f , we have
(3.2) 0 < µf (u) < min
u∈I
κf (u) = min
u∈I
κf (b+ c− u) (u ∈ I).
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So c♯ is compatible to f . By applying Proposition 2.10, there exists a developable strip
g+ ∈ D∗(−C) (resp. g− ∈ D∗(−C)) satisfying (1)–(6) of Proposition 2.10. In particular, the
first angular function of g+ (resp. g−) is positive (resp. negative). Moreover, by (3.2), g+
and g− are belonging to D∗(−C). Then it can be easily checked that f∗ := g+ and fˇ∗ := g−
satisfy (1)–(5) of Proposition 3.1. In fact,
µf∗(u) = κf (b+ c− u) cosαf∗(u)
coincides with µf (u)(= κf (u) cosαf (u)) by (2) of Proposition 2.10. 
Remark 3.2. Fix f ∈ D∗(C). By (1.19), the first angular function of f∗ takes the opposite
sign as that of f ♯.
We call f∗ the inverse of f , and fˇ∗ the inverse dual of f (cf. [8]). By definition,
(3.3) µf∗(u) = µfˇ∗(u) = µf (u),
and so, each generator of f gives a generator of f∗ (and of fˇ∗). We have the following:
Proposition 3.3. If g ∈ D∗(|C|) is geodesically equivalent to f ∈ D∗(C), then g is right
equivalent to one of {f, fˇ , f∗, fˇ∗}.
Proof. Replacing g by g♯, we may assume that µF = µG, where F and G are normal forms
associated with f and g respectively. In this situation, if g ∈ D∗(C), then Proposition 2.13
implies G = F or G = Fˇ . On the other hand, if G ∈ D∗(−C), then, replacing C by −C and
applying Proposition 2.13, we can conclude G = F∗ or G = Fˇ∗. 
Moreover, we can prove the following:
Proposition 3.4. For each normal form F ∈ D∗(C), the ruling direction of the inverse F∗
is linearly independent of that of F at each point of C. In particular,
(3.4) F (Ωε) ∩ F∗(Ωε) = C
holds for each sufficiently small ε(> 0).
Proof. Without loss of generality, we may replace f by its normal form F . Since the first
angular function of (F∗)
♯ has the opposite sign of that of F (cf. (1.19)), Lemma 1.7 yields
that the ruling direction of F∗ is linearly independent of that of F along C. The last assertion
is a consequence of Proposition 1.11. 
Using this proposition, we can prove the following:
Proposition 3.5. For f ∈ D∗(C), the following three assertions are equivalent:
(1) f is right equivalent to fˇ∗,
(2) fˇ is right equivalent to f∗,
(3) the normalized geodesic curvature µˆf of f has a symmetry (cf. Definition 2.1).
Proof. The equivalency of (1) and (2) is obvious. So it is sufficient to show that (1) is
equivalent to (3). We may assume that f is a normal form and denote it by F . Then F (s, v)
is defined on a tubular neighborhood of Il × {0} in R2, where l is the total arc-length of
C. Suppose that µF has a symmetry. Since µF (s) = µF (−s) for s ∈ Il, F ♯ is geodesically
equivalent to F . Since F ♯ ∈ D∗(−C), Proposition 2.13 yields that F ♯ coincides with F∗ or
Fˇ∗. However, the case F
♯ coincides with F∗ never happens by Proposition 3.4. So we have
F ♯ = Fˇ∗.
Conversely, we suppose (1). Then F ♯ = Fˇ∗ holds. By (3.4), we have
µF (−s) = µF ♯(s) = µFˇ∗(s) = µF (s),
which implies that µF has a symmetry. 
In the above discussions, the following assertion was also obtained.
18 A. HONDA, K. NAOKAWA, K. SAJI, M. UMEHARA, AND K. YAMADA
Corollary 3.6. Let F ∈ D∗(C) be a normal form. If the geodesic curvature µF has a
symmetry, then Fˇ∗ = F
♯ holds.
Theorem 3.7. Let f ∈ D∗(C) and nf the number of right equivalence classes of f, fˇ , f∗
and fˇ∗. If the normalized geodesic curvature of f has no symmetries, then nf = 4 otherwise
nf = 2.
Proof. We may assume that f is a normal form and denote it by F . Suppose that µF has
a symmetry. By Proposition 3.5, we have F = Fˇ∗ and Fˇ = F∗, and nF = 2. On the other
hand, suppose that nf < 4. If necessary, replacing F by one of {Fˇ , F∗, Fˇ∗}, we may assume
that F coincides with one of Fˇ , F∗, Fˇ∗. By (2.6) and (3.4), F must coincide with Fˇ∗. By
Proposition 3.5, µF has a symmetry. 
Proof of Theorem A. We fix a curved folding P ∈ P∗(Γ, C) arbitrarily. Then there exists a
normal form F ∈ D∗(C) such that P = ΦF . Moreover,
ΦF (Ωε), ΦFˇ (Ωε), ΦF∗(Ωε), ΦFˇ∗(Ωε),
produce all candidates of curved foldings. We let Γ be a generator of F . Since Γ has no
self-intersections, the symmetries of Γ correspond to the symmetries of the geodesic curvature
function µF (cf. Lemma 2.21). By Proposition 2.24, the number of elements in P∗(Γ, C)
coincides with the number of distinct subsets in {F (Ωε), Fˇ (Ωε), F∗(Ωε), Fˇ∗(Ωε)}. So we obtain
Theorem A by Theorem 3.7. 
Figure 5. Images of Φ1 and Φ2 (left) and images of {Φj}j=1,...,4 (right).
Example 3.8. We consider a one-quarter of the unit circle given by
c(s) := (cos s, sin s, 0)
(
|s| ≤ pi
4
)
and
α(s) :=
pi
4
− s
2
, T :=

1 0 00 −1 0
0 0 1

.
Then T (C) = C and the developable strip F := Fα along C := c([−pi/4, pi/4]) with the first
angular function α induces four associated origami maps
Φ1 := ΦF , Φ2 := ΦˇF , Φ3 := T ◦ ΦF , Φ4 := T ◦ ΦˇF
are obtained. Since the normalized geodesic curvature µF (s) = cosα(s) does not have sym-
metries, the four curved foldings are distinct. In fact, Figure 5 left (resp. right) indicates the
images of Φ1 and Φ2 (resp. Φ1, . . . ,Φ4)), by which we can observe the four curved foldings
Φ1, . . . ,Φ4 are distinct.
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4. The congruence classes of isomers of developable strips
We first consider the case that C admits a symmetry:
Lemma 4.1. Suppose that C lies in a plane Π, and let T0 be the reflection with respect to Π.
Then T0 ◦ f = fˇ holds for each f ∈ D(C).
Proof. We may assume that C lies in the xy-plane inR3. The reflection T0 maps (x, y, z) ∈ R3
to (x, y,−z) ∈ R3. Since b = (0, 0, 1) and the second angular function of fˇ coincides with
that of f , the assertion follows by a direct calculation. 
Let c(s) (s ∈ Il) be the arc-length parametrization of C, where Il := [−l/2, l/2]. The
following assertion plays an important role in the latter discussions:
Theorem 4.2. Let F ∈ D∗(C) be a normal form, and let T be a non-trivial symmetry of C.
Then, the following two assertions hold:
(1) If T is a positive symmetry, then T ◦ F = F∗. Moreover, if µF has a symmetry, then
T ◦ F (−s, v) = Fˇ (s, v).
(2) If T is a negative symmetry, then T ◦F = Fˇ∗. Moreover, if µF has a symmetry, then
T ◦ F (−s, v) = F (s, v).
We remark that the developable strip Fα given in Example 2.15 satisfies (1).
Proof. Since C admits a non-trivial symmetry, we have κ(−s) = κ(s), where κ(s) is a cur-
vature function of C with respect to the arc-length parametrization c of C on Il. By the
definition of α∗(s), we have
κ(−s) cosα∗(s) = µ(s) = κ(s) cosαF (s) = κ(−s) cosαf (s),
that is, cosα∗ = cosαF . By (4) of Proposition 3.1, we can conclude α∗ = αF . Then we have
TξF = cosβF Te+ sinβF
(
cosαF Tn+ sinα
′′
F Tb
)
,
where βF is the second angular function of F and e, n, b are the unit tangent vector field,
the unit principal normal vector field and the unit bi-normal vector field of c, respectively.
We may assume that F (0, 0) = 0 and T is an orthogonal matrix. Then its determinant
σ := det(T ) is equal to 1 (resp. −1) if T is a positive (resp. negative) symmetry of C. Since
(cf. (1.16) and (A.1))
Tn(s) = n(−s) = n♯(s), Tb(s) = −σb(−s) = σb♯(s),
using the fact α∗(s) = αF (s), we have
TξF (s) = cos(pi − βF (s))e♯(s)
+ sin(pi − βF (s))
(
cos(σα∗(s))n
♯(s) + sin(σα∗(s))b
♯(s)
)
.
By Proposition 1.8, TξF (s) gives the normalized ruling vector field of T ◦F . Thus T ◦F (s, v)
belongs to D∗(−C), and its first and second angular functions are given by −σα∗(s) and
pi − βF (s), respectively. Since the geodesic curvature function of T ◦ F (s, v) coincides with
µˆ(s) (cf. Proposition 1.8), T ◦ F must coincide with F∗ (resp. Fˇ∗) if T is a positive (resp.
negative) symmetry of C.
We next suppose that µF has a symmetry. By Proposition 3.1, F
♯ = Fˇ∗ holds. If σ = 1,
then
T ◦ F (s, v) = F∗(s, v) = Fˇ ♯(s, v) = Fˇ (−s, v),
which implies the second assertion of (1). Similarly, considering the case of σ = −1, we also
obtain the second assertion of (2). 
Corollary 4.3. Let F ∈ D∗(C) be a normal form. If C has a non-trivial symmetry T , then
{F (Ωε), Fˇ (Ωε)} coincide with {T (F∗(Ωε)), T (Fˇ∗(Ωε))} for sufficiently small ε(> 0).
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Proof. By Theorem 4.2, if T is positive (resp. negative), then T ◦ F (s, v) = F∗(s, v) (resp.
T ◦ F (s, v) = Fˇ∗(s, v)) and T ◦ Fˇ (s, v) = Fˇ∗(s, v) (resp. T ◦ Fˇ (s, v) = F∗(s, v)). 
The following assertion is a refinement of [8, Lemma 3.2]:
Proposition 4.4. Let F ∈ D∗(C) be a normal form. Then F (Ωε) is congruent to Fˇ (Ωε) for
sufficiently small ε > 0 if and only if
(1) C lies in a plane, or
(2) C has a positive symmetry and µF also has a symmetry.
Proof. By Lemma 4.1 and (2) of Theorem 4.2, (1) or (2) implies that F (Ωε) is congruent to
Fˇ (Ωε). To show the converse assertion, we suppose that F (Ωε) is congruent to Fˇ (Ωε). Then,
there exists an isometry T on R3 such that
(4.1) T ◦ Fˇ (Ωε) = F (Ωε).
By Lemma 4.1, we may assume that C does not lie in any planes. It is sufficient to show (2).
Since T must be non-trivial, that is, it reverses the orientation of C (cf. Proposition A.1). If
T is a negative symmetry, then by Theorem 4.2, we have
Fˇ (Ωε) = T ◦ F (Ωε) = T ◦ F ♯(Ωε) = F∗(Ωε).
By Corollary 1.10, we have Fˇ = F∗, and by Proposition 3.5, Γ has a symmetry. Then, by
Theorem 4.2, we have
Fˇ (Ωε) = T ◦ F (Ωε) = F (Ωε),
contradicting (2.6). So T is a positive symmetry and T ◦ F = F∗ by Theorem 4.2. By (4.1),
we have
F∗(Ωε) = T ◦ F (Ωε) = Fˇ (Ωε),
which implies F∗ = Fˇ . By Proposition 3.5, µF has a symmetry. So we obtain (2). 
Proposition 4.5. Let F ∈ D∗(C) be a normal form. Then, for sufficiently small ε(> 0),
F (Ωε) is congruent to Fˇ∗(Ωε) if and only if
(1) C has a negative symmetry, or
(2) µF has a symmetry.
Proof. By (2) of Theorem 4.2 and Corollary 3.6, (1) or (2) implies that F (Ωε) is congruent
to Fˇ∗(Ωε). So it is sufficient to show the converse. We suppose that F (Ωε) is congruent to
Fˇ∗(Ωε). We also suppose that µF has no symmetries. Then it is sufficient to show (2). By
Proposition 3.5, F (Ωε) 6= Fˇ∗(Ωε) holds. So C must have a symmetry T such that T ◦F (Ωε) =
Fˇ∗(Ωε). If T is not non-trivial, then C lies in a plane Π and T is the reflection with respect
to Π. By Lemma 4.1, we have
Fˇ (Ωε) = T ◦ F (Ωε) = Fˇ∗(Ωε),
which implies F (Ωε) = F∗(Ωε). However, it is impossible by Proposition 3.4. By Proposi-
tion A.1 in the appendix, we may assume T is a non-trivial symmetry of C, that is, T is either
positive or negative symmetry. If T is a positive symmetry, Theorem 4.2 yields T ◦ F∗ = F
and
F (Ωε) = T ◦ F∗(Ωε) = Fˇ (Ωε),
contradicting (2.6). So T must be a negative symmetry. 
Similarly, the following assertion holds:
Proposition 4.6. Let F ∈ D∗(C) be a normal form. Suppose that C does not lie in any
planes in R3. Then for sufficiently small ε(> 0), F (Ωε) is congruent to F∗(Ωε) if and only if
C has a positive symmetry.
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Proof. If C has a positive symmetry, then (1) of Theorem 4.2 implies that F (Ωε) is congruent
to F∗(Ωε). So it is sufficient to prove the converse. Suppose that there exists an isometry T
satisfying T ◦F (Ωε) = F∗(Ωε). Since F (Ωε) 6= F∗(Ωε) (cf. Proposition 3.4), T is a non-trivial
symmetry of C. If T is a negative symmetry, Theorem 4.2 yields that T ◦ F∗ = Fˇ . Then we
have
F (Ωε) = T ◦ F∗(Ωε) = Fˇ (Ωε),
which contradicts (2.6). So T must be a positive symmetry of C. 
We prove the following assertion:
Theorem 4.7. Let F ∈ D∗(C) be a normal form. If the normalized geodesic curvature of F
has no self-intersections, then the number NF of congruence class of
F (Ωε), Fˇ (Ωε), F∗(Ωε), Fˇ∗(Ωε)
satisfies the following properties:
(1) If C has no symmetries and µF has no symmetries, then NF = 4.
(2) If not the case in (1), then NF ≤ 2 holds.
(3) Moreover NF = 1 holds if and only if
(a) C lies in a plane and has a non-trivial symmetry,
(b) C lies in a plane and µF has a symmetry, or
(c) C has a positive symmetry, and µF has a symmetry.
Proof. We suppose (1). Since C has no symmetry, C does not lie in any planes. If NF < 4,
then replacing F by Fˇ , F∗ or Fˇ∗, we may assume that F (Ωε) is congruent to G(Ωε) for
sufficiently small ε(> 0), where G is Fˇ , F∗ or Fˇ∗. If G = Fˇ , then Proposition 4.4 implies
that C has a positive symmetry, a contradiction. If G = F∗, then by Proposition 4.6, C
has a positive symmetry, a contradiction. If G = Fˇ∗ then Proposition 4.5, C has a positive
symmetry or Γ has a symmetry, which is also a contradiction. So we obtain (1).
We now prove (2). If µF has a symmetry, then NF ≤ 2 follows from Theorem 3.7. So we
may assume that C has a symmetry T . If T is trivial, then C lies in a plane and T is the
reflection with respect to the plane (cf. Lemma 4.1). Then, we have
T ◦ F (Ωε) = Fˇ (Ωε), T ◦ F∗(Ωε) = Fˇ∗(Ωε)
for sufficiently small ε > 0, and so NF ≤ 2 is obtained. We next consider the case that T is
non-trivial. Then Corollary 4.3 implies that NF ≤ 2.
Finally, we prove (3). We consider the case (a) or (b). Then C lies in a plane, and F (Ωε)
(resp. F∗(Ωε)) is congruent to Fˇ (Ωε) (resp. Fˇ∗(Ωε)) by Lemma 4.1. If (a) happens, then C
admits a positive symmetry by Proposition A.2. So (1) of Theorem 4.2 implies that F (Ωε)
is congruent to F∗(Ωε), and NF = 1 is obtained. If (b) happens, then F (Ωε) = Fˇ∗(Ωε) by
Proposition 3.5. So we have NF = 1.
We next consider the case (c). By (1) of Theorem 4.2, F (Ωε) is congruent to F∗(Ωε).
Moreover, since µF has a symmetry, F (Ωε) (resp. Fˇ (Ωε)) is congruent to Fˇ∗(Ωε) (resp.
F∗(Ωε)), so we have NF = 1.
Conversely, we suppose NF = 1. Then F (Ωε) must be congruent to Fˇ∗(Ωε), and so,
Proposition 4.5 implies that
(i) C has a negative symmetry, or
(ii) Γ has a symmetry.
If C lies in a plane, then (i) corresponds to (a) and (ii) corresponds to (b). So we may assume
that C does not lie in any planes. Since NF = 1, F (Ωε) also must congruent to Fˇ (Ωε). Since
C is non-planar, (2) of Propositions 4.4 holds, which implies (c). 
We now prove Theorem B in the introduction:
22 A. HONDA, K. NAOKAWA, K. SAJI, M. UMEHARA, AND K. YAMADA
Proof of Theorem B. We fix a curved folding P ∈ P∗(Γ, C) arbitrarily. Then there exists a
normal form F ∈ D∗(C) such that P = ΦF . We let Γ be a generator of F . By Lemma 2.21, the
condition that Γ has a symmetry can be replaced by the condition that µˆF has a symmetry.
By Theorem 2.25, Theorem B is obtained as a corollary of Theorem 4.7. 
As an application, we can prove the following:
Corollary 4.8. Suppose that C does not lie in any planes. Let f ∈ D∗(C). If the derivatives
of the curvature function κf of C and the geodesic curvature function µf of f both do not
vanish at the midpoint of C. Then Nf = 4 and the number of the congruence classes of curved
foldings in P∗(Γ, |C|) is also four, where Γ is a generator of f .
Proof. We let l be the common total length of C and Γ. We denote by κ (resp. µ) the
curvature function of C (resp. Γ) with respect to the arc-length parameter on Il. Since κ
(resp. µ) is positive-valued, the existence of a symmetry of C (resp. Γ) implies
κ(−s) = κ(s), (resp. µ(−s) = µ(s)) (s ∈ Il).
By differentiate it at s = 0, we have
(4.2) κ′(0) = 0, (resp. µ′(0) = 0).
We may assume that f is defined on a tubular neighborhood of I × {0} in I ×R. In the
parametrization u 7→ f(u, v) of C, we suppose that the point s = 0 corresponds to the point
u = u0 ∈ I. Then (4.2) is equivalent to the condition that dκf (u)/du (resp. dµf (u)/du) does
not vanish at u = u0. So, we obtain the conclusion. 
Remark 4.9. For a given curve in R2 or R3, it is difficult to judge that it has a symmetry
or not, in general. So we gave Corollary 4.8, which can be considered as a practical criterion
whether a given developable strip (or a curved folding) induces mutually non-congruent iso-
mers or not, without use of the arc-length parametrization of C. In fact, let f ∈ D∗(C) be
a developable strip as in the proof of Corollary 4.8. As a preliminary step, one should show
that the value u0 ∈ I giving the midpoint cf (u0) of C := cf (I)) lies in a certain subinterval
I1 in I. (This subinterval is better to be taken as small as possible.) After that if one can
show that dκf (u)/du and dµf (u)/du do not vanish at the same time on I1, then Corollary 4.8
implies that Nf = 4.
Example 4.10 ([8]). Consider the space curve
c(s) =
(
arctan s,
log(1 + s2)√
2
, s− arctan s
)
(s ∈ I),
where I := [1/10, 9/10]. We set α(s) := pi(s+ 10)/24, and consider the developable strip
F (s, t) whose first angular function is α(s). Then the images of F, Fˇ , F∗ and Fˇ∗ are mutually
non-congruent as shown in [8]. This fact can be easily checked by applying Corollary 4.8.
In fact, the curvature and torsion function of c is given by κ = τ =
√
2/(1 + s2). Since τ is
non-constant, the image of c does not lie in any planes. Moreover, since κ′ > 0 everywhere
and µ := κ cosα satisfies
µ′(1/2) = −96 sin (pi/16) + 5pi cos (pi/16)
75
√
2
< 0.
Thus, we reproves the fact NF = 4. The figures of the images of F, Fˇ , F∗ and Fˇ∗ are given
in [8, Figure 3].
Although, in the above example, the space curve c has an arc-length parametrization,
Corollary 4.8 can be applied without assuming C is parametrized by arc-length:
Example 4.11. We set d ∈ (0, pi/4) and I := [3pi/8, 5pi/8]. Consider an embedded space
curve defined by
c(t) := (cos t, sin(t+ d), t) (t ∈ I).
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We let f be the developable strip whose first angular function is α := pi/3 along C := c(I).
Since d 6= 0, the torsion function of c is not identically equal to zero, that is, c(I) does not
lie in any planes. Since the curvature function κ of c is given by
κ(t) =
3 + cos 2d+ cos 2t− cos(2t+ 2d)
2(1 + sin2 t+ cos(t+ d)2)
,
it has the following expansion
(4.3) κ(t) = 1 + (sin 2t)d+ o(d)
with respect to the parameter d, where o(d) is a term higher than d. Since the maximum of
κ/2(= κ cosα) on I is less than the minimum of κ(t) on I for sufficiently small d , we may
assume that f belongs to D∗(C) (in fact, this holds if d ≤ pi/5). By (4.3), we have
κ′(t) = 2(cos 2t)d+ o(d).
Since cos 2t is negative on I, the derivative κ′ is negative on I for sufficiently small d. Since
µ(t) := κ(t)/2 is the geodesic curvature function of C along f , the derivatives κ′ and µ′ do not
vanish at the midpoint of C. So, by Corollary 4.8, the images of f, fˇ , f∗ and fˇ∗ are mutually
non-congruent for sufficiently small d(> 0).
In the authors’ previous work, non-congruence of the images of F, Fˇ , F∗ and Fˇ∗ in Example
4.10 was shown by computing mean curvature functions of their associated developable strips.
However, this argument does not work in general, since the mean curvature functions of
f, fˇ , (fˇ∗)
♯ and (f∗)
♯ for f ∈ D∗(C) may not take distinct values along C even when the
images of them are non-congruent each other, as follows:
Proposition 4.12. Let κ(s) be a C∞ function defined on an interval I containing s = 0,
and α : I → (0, pi/2) be a C∞ function satisfying
(4.4) κ′(0) < 0, α′(0) ≥ 0.
Then there exists an embedded space curve c(s) defined on an interval I1(⊂ I) containing
s = 0 satisfying the following properties:
(1) c(s) gives an arc-length parametrization of C := c(I1) and the curvature function of
c(s) is κ(s) for s ∈ I1.
(2) Let F (s, v) be the developable strip along C whose first angular function is α(s). Then
F belongs to D∗(C) for sufficiently small choice of I1, and the images of F, Fˇ , F∗, Fˇ∗
are non-congruent each other, but
(3) the restriction of the mean curvature function of F (s, v) on I1 × {0} is equal to that
of Fˇ∗(−s, v).
The curvature functions of the space curves and the first angular functions of the devel-
opable strips given in Examples 4.10 and 4.11 satisfy (4.4).
Proof. We let l > 0 be a number so that Il = [−l/2, l/2](⊂ I). Consider a C∞ function τ(t)
defined on Il. Then there exists a unique regular space curve c : Il → R3 whose curvature
and torsion functions are κ(s) and τ(s) (s ∈ Il), respectively. Let F (s, v) be the normal form
of developable strip whose angular function is α(s). If we choose sufficiently small l, then F
belongs to D∗(C) because 0 < α(0) < pi/2. Moreover, κ′(0) < 0 and the geodesic curvature
function µ := κ cosα satisfies (cf. (4.4))
µ′(0) = κ′(0) cosα(0)− κ(0)α′(0) sinα(0) < 0.
So F satisfies the assumption of Corollary 4.8, and we obtain (1) and (2).
We next adjust the torsion function τ to obtain (3): The first angular function A(s) of
F1(s, v) := Fˇ∗(−s, v) is given by (cf. (1.17) and (3.1))
(4.5) A(s) = arccos
(
κ(−s) cosα(−s)
κ(s)
)
.
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We let H(s, v) and H1(s, v) be the mean curvature functions of F (s, v) and F1(s, v) respec-
tively. By (1.14), the condition H(s, 0) = H1(s, 0) is equivalent to the identity
(4.6)
κ2 + (α′ + τ)2
sinα
=
κ2 + (A′ + τ)2
sinA
,
which can be considered as the quadratic equation of τ . In fact, (4.6) can be written as
B0(s)τ
2(s) + 2B1(s)τ(s) +B2(s) = 0,
where
B0 := cscα− cscA, B1 := α′ cscα−A′ cscA
and
B2 :=
(
(α′)2 + κ2 sin2 α
)
cscα−
(
(A′)2 + κ2 sin2A
)
cscA.
By (4.5), we have
A(0) = α(0), A′(0) =
2κ′(0) cotα(0)
κ(0)
− α′(0),
which imply (cf. (4.4))
B0(0) = 0, B1(0) =
−2 cscα(0)
κ(0)
(
κ′(0) cotα(0)− κ(0)α′(0)
)
> 0.
If we set
(4.7) τ =
−B1 +
√
B21 −B0B2
B0
=
−B2
B1 +
√
B21 −B0B2
,
then lim
s→0
τ(s) is equal to −B2(0)/(2B1(0)). In particular, τ gives a C∞-function on Il for
sufficiently small l. So (3) is obtained. 
5. The case that C is closed
In this section, we consider the case J = T1l , that is, C is an embedded curve in R
3. We fix
an immersed curve γ : R → R2 with arc-length parameter such that the curvature function
µ(s) of γ(s) is an l-periodic smooth function µ˜ : R→ R satisfying
max
s∈[0,l]
|µ(s)| < min
w∈T1
l
κ(w).
We let Γ(⊂ R2) the image γ([b, b + l]) of the plane curve γ for some b ∈ [0, l) such that
γ([b, b + l)) has no self-intersections. Here, such a Γ is not uniquely determined, since the
possibility of Γ has the ambiguity of the choice of the value b. (Γ and C have the same length.)
If P∗(Γ, C) is defined as in the introduction, then, for each P ∈ P∗(Γ, C), we can write
P = Φ(F ) for a developable strip F ∈ D∗(C) written in a normal form, and the curvature
function of Γ is a restriction of µ˜F to an interval [b, b+ l], where µ˜F is the lift of µF (see the
beginning of Section 2).
Remark 5.1. The plane curve Γ := γ([b, b + l]) is prepared as the crease pattern of curved
foldings belonging to P∗(Γ, C). So Γ should not have any self-intersection. However, this
property depends on the choice of b ∈ [0, l). In fact, we consider the trochoid γ defined by
(5.1) γ(t) := (2t/3− sin t, 1− cos t) (t ∈ R).
Then, two subarcs Γ1 = γ([0, 2pi]) and Γ2 = γ([pi, 3pi]) can be considered as fundamental
pieces of the periodic curve γ (cf. Figure 6). The arc Γ2 has a self-intersection but Γ1 does
not.
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Figure 6. The shape of Γ1 (left) and Γ2 (right)
We fix F ∈ D∗(C), which is written in a normal form, and suppose that the geodesic
curvature function µF of F coincides with µ. For each fixed b ∈ [0, l) and σ ∈ {1,−1}, we set
c˜(s) := c(σs + b),
which parametrizes the curve C := c(T1l ). Since F ∈ D∗(C), we can apply Proposition 2.10
for the curve C˜ := c˜(T1l ). Since σ = ±1, we obtain normal forms F ib ∈ D∗(C) (i = 1, 2, 3, 4)
whose first angular functions αib ∈ C∞π/2(T1l ) satisfy α1b = −α2b > 0, α3b = −α4b > 0 and
(µF 1
b
=)κ(s+ b) cosα1b(s) = µF (s), (µF 2b =)κ(s+ b) cosα
2
b(s) = µF (s),(5.2)
(µF 3
b
=)κ(−s+ b) cosα3b(s) = µF (s), (µF 4b =)κ(−s+ b) cosα
4
b(s) = µF (s).
By definition, these four developable strips are all geodesically equivalent to F , and satisfy
F 1b (s, 0) = F
2
b (s, 0) = c(s+ b), F
3
b (s, 0) = F
4
b (s, 0) = c(−s+ b).
The following assertion holds:
Proposition 5.2. Let F ∈ D∗(C) and G ∈ D∗(|C|) be normal forms. If G is geodesically
equivalent to F , then there exist b ∈ [0, l) and j ∈ {1, 2, 3, 4} such that G = F jb .
Proof. Since G is geodesically equivalent to F , µG(σs+b) = µF (s) holds for some σ ∈ {1,−1}
and b ∈ T1l . Replacing F by F ♯ if necessary, we may assume that σ = 1. We set G1(s, v) :=
G(s + b, v). Then we have µG1(s, 0) = µF (s, 0) and F,G ∈ D∗(C). By Proposition 2.13, G1
must coincide with F or Fˇ , which proves the assertion because of the definition of the families
{F jb }. 
Corollary 5.3. Let F ∈ D∗(C) and G ∈ D∗(|C|) be normal forms. If G(Ωε) is congruent to
F (Ωε) for sufficiently small ε(> 0), then there exist an isometry T of R
3 and b ∈ [0, l) and
σ ∈ {1,−1} such that G(s, v) = T ◦ F (σs+ b, v).
Proof. Since G(Ωε) is congruent to F (Ωε), there exists an isometry T ofR
3 such that G(Ωε) =
T ◦F (Ωε). By Propositions 1.5 and 1.8, T ◦F is right equivalent toG. In particular, there exists
a diffeomorphism ϕ such that T ◦F ◦ϕ = G. Since s 7→ T ◦F ◦ϕ(s, 0) and s 7→ G(s, 0) are both
arc-length parametrizations, there exist b ∈ [0, a) and σ ∈ {1,−1} such that ϕ(s, 0) = σs+ b.
In particular, T ◦F is geodesically equivalent to G, and so we obtain the conclusion applying
Proposition 5.2. 
The following assertions is a consequence of the fundamental theorem of space curve (cf.
[12, Chapter 1]).
Lemma 5.4. The space curve C has a symmetry if and only if there exist b ∈ T1l and signs
σi ∈ {+,−} (i = 1, 2) such that κ(s) = κ(σ1s+ b) and τ(s) = σ2κ(σ1s+ b) for t ∈ T1l .
We prove the following assertion:
Theorem 5.5. Let F ∈ D∗(C) be a normal form. Then there exist four continuous families
{F ib}b∈T1l (i = 1, 2, 3, 4) of developable strips in ∈ D∗(|C|) satisfying the following properties:
(a) If g ∈ D∗(|C|) is geodesically equivalent to F , then there exist b ∈ [−l/2, l/2) and
j ∈ {1, 2, 3, 4} such that g is right equivalent to F jb .
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(b) Suppose that C is not a circle and µF is not a constant function. Then, for each
{i, b}(i,b)∈{1,2,3,4}×T1
l
, the set
Λib :=
{
(j, c) ∈ {1, 2, 3, 4}× T1l ;
F jc (Ωε) is congruent to F
i
b (Ωε) for sufficiently small ε(> 0)
}
is finite.
(c) Suppose that C and µF have no symmetries, then for each i ∈ {1, 2, 3, 4} and b ∈
[−l/2, l/2), the set Λib consists of a single element.
Proof. Although the strategy of the proof is essentially same as the corresponding proof for
cuspidal edges given in [7], we need several modifications, since the real analyticity of C is
assumed in [7] and the corresponding proof for cuspidal edges does not apply the properties
of their normal forms.
The first assertion (a) follows from Proposition 5.2. So we prove (b). Without loss of
generality, we may set F = F ib . Suppose that the congruence classes of Λ
i
b are not finite. By
Proposition 5.2, there exist a sequence Fn := F
jn
bn
(n ≥ 1) in D∗(|C|) such that
• {(jn, bn)}∞n=1 consisting of mutually distinct elements in {1, 2, 3, 4}× T1l , and
• Fn(Ωε) (n ≥ 1) are all congruent to F (Ωε).
Taking a subsequence of {(jn, bn)}∞n=1 if necessary, we may assume that
(A1) j := jn does not depend on n, and
(A2) {bn}∞n=1 consists of mutually distinct numbers.
By Corollary 5.3, for each n, there exist an isometry Tn of R
3, dn ∈ [0, l) and σn ∈ {1,−1}
such that Fn(s, v) = Tn ◦ F (σns+ dn, v). Then we have the identity
(5.3) µ(s) = µ(σns+ dn) (s ∈ T1l ).
Since the number of possibilities for the signs σn is at most two, we may set σ := σn. Since µ
is not constant, we can take s0 ∈ [−l/2, l/2) such that µ(s0) is a regular value of the function
µ on T1l . Substituting s = s0, (5.3) yields µ(s0) = µ(σs0+dn). Since T
1
l is compact and µ(u0)
is a regular value of µ, the possibility of {dn}∞n=1 is finite, and we may assume d := dn does
not depend on n. So we have
F (σ′s+ bn, v) = Fn(s, v) = Tn ◦ F (σs+ d, v)
for n ≥ 1, where σ′ = −1 if j ∈ {1, 2} and σ′ = +1 if j ∈ {3, 4}. Substituting v = 0, we have
Fn(σ
′s + bn, 0) = Tn ◦ F (σs + d, 0). Since C is not a circle, the number of symmetries of C
is finite (see Proposition A.3 in the appendix). So, the number of possibilities for bn and Tn
are also finite, contradicting (A2), and we obtain (b).
Finally, we prove (c). If the assertion fails, then we can choose (j, c) ∈ Λ. By Corollary
5.3, there exist T of R3, b ∈ [0, l) and σ ∈ {1,−1} such that
(5.4) F jc (s, v) = T ◦ F (σs+ b, v).
Substituting v = 0, it can be easily check that T (C) = C. Since C admits no symmetries,
T must be the identity map. So (5.4) reduces to F jc (s, v) = F (σs + b, v). Since µF coincides
with µF jc (cf. (5.2)), we have µF (s) = µF (σs + b) (s ∈ T1l ). Since µF has no symmetries, we
have (σ, b) = (1, 0), that is, F jc = F holds, proving the assertion (c). 
Proof of Theorem C. Like as in the case of Theorem B, Theorem C is obtained as a corollary
of Theorem 5.5 applying Theorem 2.25. Condition (3) is not used to prove Theorem C, which
is required for the definition of the set P∗(Γ, |C|). 
From the view point of curved foldings, the most interesting case is that the crease pattern
Γ is a closed curve without self-intersections as well as the crease C:
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Example 5.6. Consider a curve
cm(t) :=
(
(2 + cosmt) cos t, (2 + cosmt) sin t, sinmt
)
lying on a rotationally symmetric torus in R3. We denote by Lm the length of cm. Then
for each m ≥ 2, the inequality min
t∈[0,2π]
κm(t) > 2pi/Lm, holds, where κm(t) is the curvature of
cm(t). So if Γ is an ellipse of length Lm which is sufficiently close a circle, then P∗(Γ, Cm)
is non-empty. For example, consider an ellipse γ(t) := (cos t, a sin t) for a := 6/5, whose
curvature function is given by µ(t) = a(sin2 t+ a2 cos2 t)−3/2. We set m = 3 and
γ˜(t) := kγ(t), k := L3/Lγ ≈ 3.31,
where Lγ is the length of γ. Then the two curves γ˜ and c3 have a common length. We
reparametrize γ˜ by the arc-length parameter s (0 ≤ s ≤ L3) so that γ˜(s) = (k, 0) at s = 0.
Let f ∈ D∗(C3) be the developable strip along C3 such that µf (t) = µˆ(t), where µˆ(s) is the
curvature function of γˆ(s) := γ˜(t(s)). Figure 7 indicates the crease patterns of the curved
foldings induced by f (left), f b (center) and f2b (right) for b = 1/8 via the map Φ, respectively
(cf. Definition 2.18).
Figure 7. The ruling directions on the ellipse of three non-congruent curved
folding along C3.
Appendix A. Symmetries of curves
In this appendix, we prove several assertions on symmetries of curves in R2 or R3: Let
c : Il → R3 be an embedded arc parametrized by arc-length, and denote by C its image, where
Il = [−l/2, l/2]. Let T be a symmetry (cf. Definition 0.1) of C which reverses the orientation
of C. Here, we ignore the orientation of C. The following assertion holds obviously.
Proposition A.1. If space curve C admits a symmetry T then T is an involution, and has
the following properties:
(1) C lies in a plane, and T is the reflection with respect to the plane, or
(2) T is a positive or negative non-trivial symmetry of C.
We let T be a non-trivial symmetry. Then T ◦ c(−t) = c(t) holds. By differentiating it,
we have
− Te(−t) = e(t), κ(−t) = κ(t), Tn(−t) = n(t),(A.1)
− Tb(−t) = σb(t), τ(−t) = στ(t),
where σ ∈ {+,−} is the sign of det(T ). Using this we show the following assertion:
Proposition A.2. If the space curve C admits a positive symmetry and a negative symmetry
(cf. Definition 0.1) at the same time if and only if C lies in a plane and C has a non-trivial
symmetry.
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Proof. Suppose that C admits a positive symmetry T1 and a negative symmetry T2 at the
same time. If T1 or T2 is trivial, then
• C lies in a plane Π,
• T2 must give the trivial symmetry, and
• T1 must be a non-trivial symmetry,
because the trivial symmetry C is uniquely determined ans is the reflection with respect to
Π. So we may assume that Ti (i = 1, 2) are non-trivial. Since Ti ◦ c(t) = c(−t) (i = 1, 2), the
torsion function τ(t) of c(t) satisfies (−1)i+1τ(−t) = τ(t). So τ must vanish identically.
Conversely, suppose that C lies in a plane. Then each point of C is fixed by the reflection
T0 with respect to the plane. We let T1 be a non-trivial symmetry of C. If T1 is a positive
(resp. negative) symmetry of C, then T2 := T0 ◦ T1 is a negative (resp. positive) symmetry
of C. So we obtain the conclusion. 
Proposition A.3. Let c : T1l → R3 (l > 0) be an embedded C∞-regular curve. Then
C := c(T1l ) has at most finitely many symmetries, unless C is a circle.
Proof. We may assume that c(s) has an arc-length parametrization and denote by κ(s) its
curvature function. Since c is not a circle κ is not a constant function. By Sard’s theorem,
the set of critical values of κ is of measure zero. We choose a regular value r of κ such that
κ−1(p) consists of finitely many points t1, . . . , tn ∈ T1l and the torsion function at t1 is non-
zero when C is not a plane curve. Then we set pi = c(ti) (i = 1, . . . , n). Suppose that there
are infinitely many distinct non-trivial symmetries {Tj}∞j=0 of C. Then Tj(p1) ∈ {p1, . . . , pn}.
So, there exists j0 ∈ {1, . . . , n} such that Tj(p1) = pj0 for infinitely many j. So, without loss
of generality, we may assume T−10 ◦ Tj(p1) = p1 for j ≥ 1. Since T0 6= Tj and there exists
at most one non-trivial symmetry Rp of C fixing p, we have T
−1
0 ◦ Tj = Rp. In particular,
T1 = T0 ◦Rp = Tj for j ≥ 2, a contradiction. 
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