Abstract-Autonomous systems can perform tasks that are dan gerous, monotonous, or even impossible for humans. To ap proach the problem of planning for Unmanned Aerial Vehicles (UAV s) we present a hierarchical method that combines a high level planner with a low-level planner. We pose the problem of high-level planning as a Selective Traveling Salesman Problem (STSP) and select the order in which to visit our science sites. We then use a kino-dynamic path planner to create a large number of intermediate way points. This is a complete system that combines high and low level planning to achieve a goal. This paper demonstrates the benefits gained by adaptable high-level plans versus static and greedy plans.
INTRODUCTION

A Clear and Present Need
For humanity to survive in the long term, we need to move off-planet. Ultimately, our goal is to amass enough infor mation about other planets in order to build inhabited bases, which will serve as a springboard for human colonization. Before we send civil engineering teams to construct the initial settlements, though, we must engage in extensive exploration of promising planets, moons and environs. One environment worthy of exploration is Mars. To extend the utility of land based vehicles and increase the scope of remote exploration, we need to develop the capability to autonomously survey Mars from the air. By integrating the data collection needs of satellites, air vehicles and ground exploring vehicles, we will be able to complete complicated planetary surveys from space, in the atmosphere, on the ground and underwater. Wherever our vehicles go, they must be able to adapt to new information as it arises, much as human explorers learn inter esting things and balance new leads against other priorities.
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Motivation
Direct human control of robots on Mars is difficult, partially due to large conununication lag times. For maximum flexi bility and quick responses to changing circumstances, robotic vehicles will require the capacity for autonomous activity. This is particularly true of unmanned aerial vehicles (UAVs), which cannot stop midair and wait for instructions. UAVs will need to be able to handle low-level planning, such as the kinematics of getting from point A to point B. However, the question remains of how to handle higher-level planning, specifically, choosing which sites to visit and in what order. Mission plans sent from Earth would be essentially static, since the communication lag would make realtime replanning impossible. However, if the mission planning is performed in-situ, then the potential exists for continuous plan genera tion in response to changes in the environment.
Scenario
Our scenario involves a UAV on Mars traveling between science objectives. The UAV is given a set of interesting science sites and a limited amount of fuel. The problem is to guide the UAV to the science sites to gather as much science value as possible within the fuel constraints.
Adaptable Mission Planning Concept Summary
We address the design and analysis of an autonomous ex ploratory planner for a UAY. We present a hierarchical method that combines a high-level and low-level planner. We pose the problem of high-level planning as a Selective Traveling Salesman Problem (STSP) and select the order in which to visit our science sites. We then use a kino-dynamic path planner to create a large number of intermediate way points that avoid obstacles and comply with the air vehicle's dynamics. Our complete system combines high-and low level planning to achieve a goa\. This paper demonstrates the benefits gained by adaptable high-level plans versus static and greedy plans.
Experiment Design
We have designed and tested several appropriate optimization algorithms based on the two-level system. We have three different planning strategies to consider: static, adaptable, and greedy. We prepared a set of experiments that highlighted the differences between the algorithms and compared the per formance of each under different conditions. The best results were achieved by merging an adaptable mission planner with a kino-dynamic path planner [3] that adapts to new readings of the science sites from a UAV's long-range sensors.
Hardware in-the-Ioop Test-bed
Utilizing a hardware in-the-loop Test-bed, we pass environ mental simulation data to a Piccolo autopilot. The simulator provides feedback on actual versus predicted flight times, and on the value of the information found at the sites the airplane visits. This information can alter the expected value of visiting other sites. For example, if a site is found to be less interesting that expected, the system will reassess similar sites and replan the order in which the aircraft will visit future sites.
Prior Work
Our project is premised upon two main bodies of work, namely that done by B. Hasegawa [4] and T. Leaute [3] . Hasegawa's thesis presented a new approach to solving a robotic navigation path-planning problem by converting a selective traveling salesman problem (STSP) to an optimal constraint satisfaction problem (OCSP) and solving it using the Constraint Based A* algorithm. Leute's work, on the other hand, developed a model-based execution of a tempo rally flexible state plan (TFSP) for the purpose of UAV navi gation. Its kino-dynamic controller is a continuous planning framework. However, the high level planner is not.
METHOD
Problem Walkthrough
Our system takes a set of nodes, constructs a plan to visit a subset of those nodes, and simulates the flight path to test the validity of the plan. Plan construction starts in the adaptable mission planner. The adaptable mission planner takes a set of node locations and utilities and calculates the optimal path to get the most utility given a limited amount of fuel. This plan may not be feasible if the estimates of fuel cost between the nodes is too low.
The plan is then fed into the kino-dynamic path planner which creates waypoints to guide the UAV to the next node. These waypoints are built on a one-second time scale, so they represent a more finely discretized plan. These waypoints are followed using a simulation of the environment and an autopilot which actuates the aircraft. The simulation returns the actual fuel usage, which may cause changes in the plan. The block diagram of the complete system is shown in Figure 1 . Each part of the system is explained in greater detail in the following sections.
Coordinating Agile Systems Through the Model-based Exe cution of Temporal Plans
Unlike previous solutions, our integration would enable con tinuous high-level planning. The scope of our project in cludes enabling the simulation framework to accept TFSP updates. In particular, the observations would be considered when creating the temporally flexible state plan. Continu ous high-level planning would allow the UAV to adapt its high-level goals to the observed environment. Specifically, it adapts the additional information that it learns about its environment (i.e. a more accurate map or the ramifications that one task has on the utility of future tasks). Therefore, this integration would provide a system which observes, learns Figure 1 . Block diagram of the complete system and updates its higher level planning goals.
Adaptable Mission Planner
The high-level mission planner has been designed to solve the finite-horizon path planning as a Selective Traveling Salesman Problem. This is also known as the Orienteering Problem.
The adaptable mission planner accepts a given set of utilities. This abstracts out the sensor model and provides a framework for future system engineering in analyzing the benefit of using an adaptable mission planner versus a static plan.
The mission planner also accepts a set of coordinates indicat ing the science sites. These are the targeted positions on the map that the mission planner is considering traveling to. The mission planner generates a traceable path of nodes that will maximize its utility with a given distance constraint.
The following steps outline the major parts of the adaptable mission planner: ST SP Problem Formulation-The original traveling salesman problem involves a salesman trying to visit each city on a map while traveling as little distance as possible. Essentially the problem consists of a set of nodes N = {nI, n2, nk} and a set of arcs between nodes A = {(nI, n2), (nI, n3), (n k-I, n k )}.
Each arc is associated with a cost C( (ni' nj)). Thus the definition of the traveling salesman problem is to come up with an ordered set {na, nb, ... } which contains every member of N and minimizes the total cost L:C = C((na, nb)) + C((nb, nc))
The Selective Traveling Salesman Problem (STSP) ap proaches the problem from a different direction. It imposes a maximum cost constraint Cmax such that the total cost L:C � Cmax· Furthermore, each node is assigned a utility U(ni)' The goal then is to come up with a subset of N <;;; {na, nb, nc, ... } which maximizes the total utility L:U = U(na) + U(nb) + U(nc) + while meeting the constraint L:C = C((na, nb)) + C((nb' nc)) + ... � Cmax.
One aspect of the system that should be noted is that the STSP will visit each node only once, and does not need to return to the beginning node. The intention is for the UAV to crash into the surface of the planet instead of having to return to its starting position.
A Straightforward ST SP Solver-While Hasegawa [4] showed a powerful method of solving the STSP by reformulating the problem into an OCSP, our final design used a more straight forward method of solving the STSP. Our experiments did not require the more complex solver to handle the simulation.
We also found that in some sample problems, the OCSP/STSP solver as used in [4] gave similar performance characteristics as the straightforward STSP algorithm pre sented in this section. When the distance was restricted, the planner was not able to visit all the nodes. This aspect defines the difference between an STSP and a TSP problem.
When not all the nodes were visited, the OCSP/STSP solver ended up supplying inconsistent answers. The straightfor ward STSP solver was then developed for this project to address these inconsistencies.
The straightforward STSP solver is a recursive function that explores every possible path within the constrained distance. It will return the path with the highest utility. In case of any ties of the utilities, it will return the path with the least cost.
This algorithm has a complexity of O(N!). However, this upper bound is never realized in our simulations due to the distance constraint. Restricting the maximum depth of the search using the distance constraint results in a complexity of O((N-x)!) where N is the number of total nodes and x is the minimum number of nodes that cannot be traversed (due to the distance constraint). Likewise, N-x would be the maximum depth of the search. Consequently, this algorithm is sufficient for our experiments due to the number of nodes and the distance constraint used. This is a result of the hierarchical design of the system where the planner only deals with the high level nodes. In our problem, these nodes represent the science sites. Future work may address the further development of the OCSP/STSP solver, but the goals for this research only required a working STSP solver, which in the future can easily be changed out of the overall system due to its object-oriented design.
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Piccolo hardware-in-the-loop simulator setup made by Cloud Cap Technology
Kino-Dynamic Path Planner Details
We used the Kino-dynamic path planner by Thomas Leaute [3] . We altered Leaute's algorithm to take in a new plan at each high-level planning node. Each of these nodes corresponds to a science site.
The Kino-dynamic path planner consists of 2 main parts:
The Planner software runs on a Linux platform. The sim ulator setup consists of three main components which run on separate platforms( Figure 2 ). The operator interface and the environment simulator run on two separate Windows PCs. The Piccolo UAV Autopilot is a specialized piece of prograrmnable hardware. The Simulator also includes two connecting components, a CAN Bus and a Piccolo Ground Station. The simulation system is made by Cloud Cap Technology.
The driver program sets up the map and parameters for the simulation. The map consists of the locations of the map cor ners and obstacles. In our system, we have 2 obstacles which represent mountains. The simulation uses the parameters and dynamics of a Cub aircraft, which is a light personal airplane with a simulated airspeed of 20 meters per second.
The data flowchart of the kino-dynamic path planner is shown in Figure 4 . The driver communicates with the operator interface by sending it waypoints through a UDP network. The waypoints are created by the kino-dynamic path planner, which performs calculations to ensure that the way-points are feasible. The operator interface is a graphical interface which displays the map of the area, the set of waypoints from the kino-dynamic path planner, the current location of the aircraft, and the science sites.
The autopilot, which is an actual UAV autopilot, handles all of the control dynamics. The autopilot inputs the aircraft pose, velocity, and aircraft parameters from the environment simulator, and inputs the target waypoint from the operator interface. The autopilot then solves the problem of how to fly the airplane to the next waypoint, and sends actuator instructions to the environment simulator. The environment simulator calculates motion and sensor data given the actuator data and sends this data to the operator interface and to the autopilot as feedback. The operator interface then returns the time taken to the driver so the driver will know how long it took to reach the waypoint.
The driver program takes in the initial high-level plan in the form of a tpn file. This is an XML representation of a temporally flexible state plan. An exemplar plan is shown in Figure 3 . The plan has lower and upper bounds for the duration of each activity. In our problem, the activities consist of traveling to a science site to do a science experiment. A temporally flexible plan is designed to allow the kino dynamic path planner to re-plan its path without changing the overall activity plan (visiting science sites in a given order). After reading in the plan, the driver initializes and runs the kino-dynamic path planner.
The kino-dynamic path planner initialization consists of ini tializing the start time, the CPLEX representation of the obstacles, the kino-dynamic path planning solver for a given plane, the dynamics of each plane, the CPLEX representation for each plane, and the constraints (CPLEX is a optimization software package for solving Linear Programming and Mixed Integer Linear Programming problems). It then creates the CPLEX representation of the high-level plan. The constraints are a pointer to a vector which is passed to the vehicles, the obstacles and the high-level plan. This vector puts all of the different types of constraints into a data structure that is compatible with the CPLEX solver.
During the run phase of the kino-dynamic path planner, it generates a guided plan. This function creates a set of waypoints for the autopilot to follow in order to reach the next science objective. The kino-dynamic path planner plans 25 waypoints at a time to be followed over the next 25 seconds (at one waypoint per second). It then allows the plane to fly for 18 seconds before re-planning. A 25 second planning horizon is used, which ensures that it will not crash within that horizon. However, since the planner does not look-ahead any further than that, it may leave the plane in a difficult position at the end of that horizon. For example, it may end up on a collision course with an obstacle. While the plane is at the 18th step in that plan, it is sure to have 7 seconds of safe travel in front of it. Therefore, if it generates a new plan at that point, it is fairly likely that it can avoid any object that it is approaching.
As mentioned, when the plane reaches the end of its plan (the 18th waypoint) we generate a new set of waypoints. In our implementation, we changed the code so that it is able to accept a new plan at this point. Since the adaptable mission planner only plans for the high-level goals (the science sites) we first check to see if the plane has reached one of the science sites. If it has not, then the kino-dynamic path planner re-plans as usual. If it has reached a science site, then we pass information back to the adaptable mission planner which enables it to generate a new plan. The adaptable mission planner needs to know the actual time that it took to get to the new science site so that it can calculate the fuel usage. It also needs to know which science sites have been visited. Once it knows this, it can then generate a new plan based on where the plane currently is and how much fuel it has left to travel between science sites. Once a new high-level plan has been created, it is then accepted by the kino-dynamic path planner. In order to integrate the new plan into the system, we must remove only the relevant constraints from the constraint set, and then re introduce the new constraints based on the new high-level plan.
When this process has been completed, we then use that plan to create a new set of waypoints via the kino-dynamic path planner. These waypoints are fed into the auto-pilot. This process continues looping until the plan has been completed or a time constraint has been violated. Normally, the plan will finish as planned. However, though the high-level planner estimates the travel time to each science site, the plane may encounter obstacles which cause it to take longer than expected to get to a given science site. If the simulated travel time takes too much longer than the estimate, then the plane will run out of fuel and will not be able to complete the plan. In this case a constraint violation (too much total time taken) will halt the process.
Integration of Algorithms
The framework between the kino-dynamic path planner and the simulator was already in place, so what remained was to link the adaptable mission planner to the rest of the system. The input format for the kino-dynamic path planner is a tpn file, which uses an XML format. Figure 3 . This figure shows an exemplar plan created by the adaptable mission planner. As an implementation detail, the adaptable mission planner creates the plan based on the estimated distance. However, certain activities' upper bounds must be set to infinity to allow the kino-dynamic path planner to quickly find a solution (a set of waypoints). The kino-dynamic path planner, however, respects the lower bounds and finds the shqrtest path which respects this lower bound. The kino-dynamic path planner also respects the overall mission constraints (upper and lower bounds).
to turn the vector output of the adaptable mission planner into a TFSP in the form of a tpn file for use by the kino dynamic path planner. The kino-dynamic path planner was also modified to input new tpn files after reaching each node. This allowed for changes in the high-level plan.
EXPERIMENT DESIGN
We have three different planning strategies to consider. We prepared a set of experiments in order to compare the perfor mances of each strategy under different conditions.
The first plan type is the static finite-horizon plan. This strategy creates a plan to travel a certain distance (finite horizon) at the beginning of a simulation, and then carries out the plan without making any changes (static). In our scenario, we have a UAV that flies until it runs out of fuel. The finite-horizon is made to match the amount of fuel, so that the UAV will complete the plan at the same time it runs out of fuel. This means that the finite-horizon plan actually covers the entire mission. In practice this plan uses our STSP solver once and feeds the result into the simulator, which then reports how much of the plan was successfully completed.
The second planning strategy uses an adaptable finite-horizon planner. This is similar to the static finite-horizon planner, in that it creates a plan that covers the lifetime of the UAY. It is different in that it re-plans after reaching each science objective, so it can react to changing assignments of utility to science sites. In practice this plan has the simulator call the STSP solver after each waypoint is reached. With our modifications, the simulator is then able to switch to a new temporally flexible state plan.
The third planning strategy is the greedy approach. This is essentially a one step receding-horizon planner. At each step it chooses the best node to travel to and then goes there. The best node is defined using a combination of travel cost and science utility. Our greedy planner tried to maximize utility/cost at each step. Different weightings would be possible for a greedy planner. For example, it could only consider distance and always fly to the closest point. It could also only consider cost and always fly to the point with highest utility. Different situations could be built where each of these designs performs better than the other, but we just chose an intermediate design that slightly prefers utility over cost.
Example 1: In Figure 5 we see a scenario with 3 nodes, A, B, and C, where the UAV starts at A. The distance between A and B is 2, the distance between A and C is 4, and the distance between B and C is 6. The utility of B is 3 and the utility of C is 6. If the UAV is allowed to fly a total distance of 4, then the utility maximizing greedy planner will be better. It will fly to C and get a utility of 6, while the cost minimizing greedy planner will fly to B and get a utility of 3. If the UAV is allowed to fly a total distance of 8, then the cost minimizing greedy planner will be better. It will fly to B, then C, and get a utility of 9, while the utility maximizing greedy planner will fly to C and get a utility of 6. It is not difficult to construct similar situations for different sets of greedy planners with different weightings between cost and distance. We chose our experiments to highlight the differences be tween the algorithms. In an unchanging environment, we would expect the adaptable finite-horizon planner to make exactly the same plan as the static finite-horizon planner. This is because they would have the same knowledge at the beginning and create the same plan, and if the environment remained unchanged then the adaptable planner would have no reason to update its plan. In an unchanging environment we would also expect the finite-horizon planners to outper form the greedy planner, since they create an optimal lifetime plan.
When the assigned utilities start changing, this no longer applies. The finite-horizon planners are expected to suffer, since they no longer have perfect knowledge of the utilities. In particular, the static finite-horizon planner will be unable to react to changes in the environment, and the more severe the changes, the more random its performance will be. If the changes happen infrequently, we would expect the adaptable finite-horizon planner to perform fairly well, since it will be able to incorporate the changes into its plan. In the extreme case, however, the utilities will be completely random at each time step, and there will be no benefit from planning. In this case the greedy planner would perform well, since it would hit the high utility points as they appear.
Example 2: Imagine a scenario with 3 nodes, A, B, and C, where the UAV starts at A. The distance between A and B is 2, the distance between A and C is 4, and the distance between B and C is 6. The utility of B is 3 and the utility of C is 6. The UAV is allowed to fly a total distance of 8. The finite-horizon planner will travel to B, then C, to maximize its expected reward at 9. The greedy planner will travel to C and get a reward of 6, then run out of fuel. However, if after the first time step the situation changes so that C is only worth 1, then the finite-horizon planner will only receive a reward of 4, while the greedy planner will have already received its reward of 6. By incorporating changes it is very easy to construct situations where the greedy planner will perform better than the finite-horizon planner or vice-versa. It is also possible to construct situations where the static finite horizon planner actually performs better than the adaptable finite-horizon planner. These situations basically involve a highly-changing environment where the static planner gets lucky while the adaptable planner gets unlucky.
In general, we would expect that the more frequent and significant the changes to utility, the less well the finite horizon planners would perform. We would expect the greedy planner to not be especially affected by the changes, so its performance relative to the finite-horizon planners would improve. By running each strategy under different levels of change, we could see the crossover point of where greedy planning starts to outperform finite-horizon planning, and see where adaptable planning outperforms static planning. This is interesting because if different strategies perform better with different amounts of change, then it becomes useful to predict the amount of change. Using a model of expected change would allow for the adoption of the strategy that is most appropriate.
Thus we chose to test each strategy under different levels of change. We chose to implement change as a percent chance of happening to each node at each step. When change occurs, the utility of that node is swapped with another node at random. The reason we chose to swap utilities instead of assigning new utilities is that it keeps the magnitudes of the utilities the same. Basically it keeps the utilities in the range we want them without having to actively normalize them.
The percent change is a continuous and quantitative vari able. This makes it possible to create relationships and plots between the change parameter and the performances of the planning strategies. The change parameter only affects frequency of change, and not magnitude. In order to look at magnitude, we would need to change the initial assignment of utilities. For example, a set of utilities with several high utilities and several low utilities would lead to large changes in utility when a high utility node gets swapped with a low utility node. Thus, we chose to examine a couple distributions of utility. This would allow us to look at the effects of magnitudes of change on the performance.
Experiment Parameters
The simulation was run with a set of utilities, whose distribu tion approximates a Gaussian curve, in that there are several medium values and some high and some low values. There are eleven nodes, and the values 1, 5, 5, 10, 10, 10, 10, 10, 15, 15, and 20 were distributed among them. This fairly even distribution is expected to be similar to many real scenarios.
The different planning strategies were run for different fre quencies of change. The levels of change used were 0%, 5%, 10%, 15%, 100%, for a total of 21 different change frequencies. These levels of change represent the chance for each node to change its utility at each time step. Each of the three planning strategies was run 25 times for each change level, and the accrued utilities were averaged over the 25 runs.
In order to be fair to each of the three planning strategies, they were each run using the same random numbers. This means that the changes were calculated for each step of a run, and then all three strategies were run using that sequence of changes. This was done to keep one algorithm from getting lucky while the other algorithms got bad runs.
RESULTS
Solution Walkthrough
In this section, we will walk through and show the results of one specific simulation run. This simulation run will demonstrate the benefit of the adaptable mission planning 7 strategy. The main idea that will be demonstrated is the benefit of re-planning at each step in the TFSP (high level plan). A static planner constructs a TFSP at the beginning of the mission and follows that plan throughout the mission. It disregards the changing situation. However, an adaptable mission planner generates a new plan when necessary, which takes into account the amount of time that it actually took to get to the science site, as well as the knowledge gained from the visit. This knowledge is formulated as the updated set of utilities for the science sites.
As we stated earlier, our motivation is to create an au tonomous UAV to conduct science experiments on Mars. To that end, we interfaced the adaptable mission planner with the Mars Plane simulator. The adaptable mission planner constructs a plan which is executed in the simulation environ ment. Figure 6 shows the operator interface of the simulation system. This interface displays the location of the UAV on a (representative) map of an area of Mars. The plane is currently hovering around the starting location, where the vehicle entered the Mars environment. The map depicts mountainous areas which the plane wants to fly around. It also depicts craters, rock outcroppings and cliffs. These are sites where the plane would like to fly to and conduct science experiments. For example, a science experiment may consist of taking and analyzing photographs of an area. The operator interface shows the progress of the UAV as it navigates through this environment.
The plan is constructed by the adaptable mission planner. The adaptable mission planner takes in a set of science sites (labeled B through J), the starting location (labeled A), a set of utilities for each science site and a maximum travel distance (5 nautical miles). The utilities reflect the science value of a given site. In this example, we start out with a set of utilities shown in Figure 7 . The initial utilities reflect 6 low value sites (C, E, G, H, I, J) and 3 sites of high interest (B, D and F). The adaptable mission planner constructs the first plan which is reflected in Figure 7 . This plan shows that the plane is able to hit all of the high value science sites. The red arrows indicate the path that the UAV will take.
The execution of the plan starts when the adaptable mission planner sends a TFSP to the kino-dynamic path planner. The kino-dynamic path planner takes that plan and constructs a set of waypoints (a low-level plan) which guide the UAV along the route designated by the TFSP. The set of waypoints are approximately one-second apart and respect the kino dynamics of the plane. These waypoints are sent to the auto pilot which essentially flies the airplane. The plane flies to each waypoint in succession. To do this, the auto-pilot sends actuator instructions to the simulator which simulates both the UAV and the environment.
The plane initially proceeds from the Mars environment entry point (Site A) to the first science site (Site B). When the plane reaches a waypoint, it notifies the kino-dynamic path planner. The kino-dynamic path planner waits for the plane to reach the 18th node. When the 18th node is reached, it sends a new set of waypoints.
However, the kino-dynamic path planner must first check to see if a science site has been reached. If one has, it sends � : Figure 6 . This is the operator interface that displays the UAV's position on the map with the science sites.
the status information to the adaptable mission planner which generates a new TFSP. Therefore, when the plane arrives at Site B, status information is sent back to the adaptable mission planner which uses this new information to generate a new plan. Specifically, it receives the actual travel time to the current site as well as the updated utilities. The travel time to a given node is estimated in the planner during plan creation. However, the environment simulator determines the actual time, which is a result of other factors such as the kino-dynamics, the initial pose or direction, as well as the unpredictable environment. When the plane arrives at Site B, it turns out that it took less travel time than expected. Therefore, the adaptable mission planner has more mission time left than expected. Consequently, it creates a new plan (Figure 8 ) which is now able to travel to one extra science site.
The plane then proceeds to Site C, which is a crater. When the plane conducts the science experiment at Site C, it recognizes that this site is of very high science value. Consequently, the utility of all of the craters is increased. The adaptable mission planner then uses these updated utilities to generate a new plan (Figure 9 ) which is able to visit all of the remaining craters.
The plane then proceeds to Site G, which results in no change in the plan (Figure 10 ). However, when it reaches Site H, it returns a travel time which is lower than expected. Consequently, the adaptable mission planner is able to create a plan which visits one additional site, shown in Figure 1l . The mission concludes when the plane travels to Sites I an J.
This walk-through demonstrates the benefit of the adaptable mission planner. In this example the plan is adapted to compensate for the actual travel time and the additional in formation learned when a site is visited. When necessary, the adaptable mission planner generated a new plan which took into account the actual travel time, as well as the knowledge gained from the visit. The result is a more effective planner.
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Performance Metrics
When running each simulation, we end up with a total utility gained, which is simply a sum of the utilities gained as each point was visited. We measured (accrued) the utilities based on the current utility estimate for a given site. In other words, it is as if they were locked in when the previous node was visited. This means that if a point was visited when the estimated utility was 5, then no matter how it changed later it would still be accrued (to the planner's score) at a value of 5. The objective of this method is to measure how well a planning strategy works based upon what it knows. We are not attempting to measure the accuracy of the utility estimator/predictor. Different strategies make different trade offs. For example, a finite horizon planner often forgoes a near-tenn reward in exchange for a higher reward later. A static planner chooses to ignore new information in favor of following its initial plan to fruition. All of these strategies have merit, however, our experiments show that the adaptive finite horizon strategy is most effective over a variety of conditions.
The main metric for comparing the performances of the dif ferent planning strategies is the total utility. This is intended to be representative of the total science value, which is the main goal of a mission to Mars. Figure 13 shows the results for the Gaussian distribution of utilities. The rate of change is along the x-axis and the average total utility gained is on the y-axis. The blue line is the static finite-horizon plan, the green line is the adaptable finite-horizon plan and the red line is the greedy plan (adaptable one-step receding-horizon plan).
Analysis
For a zero rate of change the static planner performs as well as the adaptable planner. This is because they are doing the same thing. The adaptable planner takes into consideration new utilities. However, since the utilities don't change, this has no effect on the performance. Both of the finite-horizon plans outperform the greedy plan (for a zero rate of change). This is because the finite-horizon planners are optimizing over the entire mission. They trade off near-term rewards in exchange for a higher overall gain, whereas the greedy planner is simply doing what is best right now.
As the rate of change increases the performance of both finite-horizon planners decreases. The performance of the static planner drops most quickly. This demonstrates the deficiencies of the static planning strategy. However, the adaptive finite-horizon planner performs the best during a moderate rate of change. This highlights the strength of that strategy. After about 50% percent change, the static planner performs worse than the greedy planner and the adaptable finite-horizon planner performs about the same as the greedy planner. This is where the greedy planner's performance is the strongest. However, the adaptable finite horizon planner still perfonns approximately as well as the greedy planner.
These results are very interesting. As expected, the static planner outperfonns the greedy planner under stable condi tions and the greedy planner outperforms the static planner under unstable conditions. However, the most interesting Gaussian Distributed Utilities 
Rate of Change Figure 13 . Total Utilities for a Gaussian Distributed Scenario thing that these results show is that the adaptable planning strategy is good in all situations. It is as good as the static planner under stable conditions, it is better than either planner under moderately changing conditions, and it is approxi mately equal in performance to the greedy planner under very unstable conditions.
You may notice that the results get very noisy for higher levels of change, despite being averaged over 25 runs. This is because when the system is chaotic, the utilities gained are very dependent on chance, especially for the static planner. As a final note, the two finite-horizon planners have curves that have some of the same bumps at the same places. This behavior is due to the fact that they were run using the same set of random conditions as described above.
CONCLUSIONS
Impact on community
The major contribution that this work provides is a novel application of the above algorithms. We present a complete system that extends the kino-dynamic path planner to handle changes to its high level goals.
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We also present a framework for evaluating high-level mis sion planners with different utility belief models. This frame work can be used in the system engineering of a UAV in evaluating the benefits of different forms of planning.
Future Work
Improvements can be made to the STSP solver that is used in the adaptable mission planner. The current implementation of the OCSP/STSP solver returns inconsistent answers when plans are generated that do not cover all of the nodes. Once that has been completed, further improvements to the speed of the OCSP/STSP solver can be done by using Conflict-direct A * in place of the Constraint-based A * [5] algorithm used to solve the OCSP.
For other future work, the adaptable finite-horizon and greedy strategies could be blended. When change occurs infre quently we would expect the adaptable finite-horizon plan to perform best, but it could still benefit from a little greediness. This greediness could be implemented using discount factors. Essentially a fully greedy planner uses a discount factor of o (full discounting), while our finite-horizon planner uses a discount factor of 1 (no discounting). Intermediate values would allow for varying levels of greediness, and we could expect different levels of change in the environment to have different optimal discount values in the planning algorithm. This concept could also be seamlessly integrated into and implemented with an approximate dynamic prograrmning algorithm. A similar approach was used in [1] and [2] .
An extension of this work would be the autonomous creation of new nodes or science sites, and the decision making process necessary to decide when a new node is justified. Also, the work can be extended to allow the continuous re planning as the UAV flew between nodes.
We explored how the different strategies performed under different levels of change in utility. Another parameter that could be changed is the estimates of the distances between points. One rationale for changing these distances would be to have the initial estimates be incorrect, and become more refined over time. Another rationale would be if the targets actually did move, for situations such as fire-fighting UAVs on Earth. Thus an interesting topic to examine would be the level of benefit from re-planning as the estimates of the costs change.
Summary
One of the advantages to fully autonomous robotics is the ability to do in-situ planning. These plans can be adaptive and react to changes in the environment. We have demon strated that an adaptable planner performs better than a static planner when changes in utility are modeled. We have also demonstrated that the adaptable planning strategy performs well at all levels of change assuming that utility distributions are Gaussian.
In order to perform adaptable planning we have used a hierarchical method that combines a high-level planner with a low-level planner. The high-level planner that we used was an adaptable mission planner for science site selection, while the low-level planner was a kino-dynamic path planner for vehicle actuation. This complete planner was successfully run on a simulator, and represents a novel application of these algorithms. 
