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Abstract
A class of infinite dimensional Galilean conformal algebra in (2+1) dimensional
spacetime is studied. Each member of the class, denoted by gℓ, is labelled by the
parameter ℓ. The parameter ℓ takes a spin value, i.e., 1/2, 1, 3/2, . . . . We give a
classification of all possible central extensions of gℓ. Then we consider the highest
weight Verma modules over gℓ with the central extensions. For integer ℓ we give an
explicit formula of Kac determinant. It results immediately that the Verma modules
are irreducible for nonvanishing highest weights. It is also shown that the Verma
modules are reducible for vanishing highest weights. For half-integer ℓ it is shown
that all the Verma module is reducible. These results are independent of the central
charges.
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MSC2010: 17B65, 17B10
1 Introduction
The study of possible kinematical invariance lager than Galilei group in nonrelativistic
physics introduced the notion of Schro¨dinger group [1, 2]. The group contains dilatation
and nonrelativistic conformal transformation in addition to those of Galilei group. It was
followed by further enlargement of the group by geometric consideration [3–5] so that we
have at present some distinct kinematic groups for nonrelativistic systems which contains
the Schro¨dinger group as a special case. They are regarded as nonrelativistic analogue of
the conformal groups SO(n, 2) and referred to as Galilean conformal groups (also called
conformal Galilei groups) and conformal Newton-Hooke groups.
Those nonrelativistic conformal groups and their Lie algebras are non-semisimple and
finite dimensional. Recent observation of nonrelativistic AdS/CFT correspondence caused
a renewed interest in those algebraic structures. It was observed first for the Schro¨dinger
algebra [6, 7] and then for the Galilean conformal algebras [8–10]. Other areas of physics
where the nonrelativistic conformal groups play certain roles range from classical mechan-
ics to quantum field theory (see for example the references in [11,17]). Among others, the
Galilean conformal algebras in (2 + 1) dimensional spacetime are of particular interest,
since they have the socalled exotic central extension. That is the central extension existing
only in this particular dimension of spacetime and has different structure from those in
1
other dimensional spacetime [10,12–14]. We remark that the exotic central extension also
exist for the (non conformal) Galilei algebra and has been studied extensively. Further
detail of this, see for example [15] and references therein.
Another interesting aspect of the Galilean conformal algebras is extensions to infinite
dimensional Lie algebras. Several different infinite dimensional extensions have been in-
troduced so far [8–10, 16–21]. The Virasoro algebra, one of the most important algebra
is mathematical physics, is a subalgebra of all those extensions. Some of the extensions
contains two or more copies of the Virasoro algebras. Probably the best known example of
such extensions is the Schro¨dinger-Virasoro algebra [16,17]. The algebra is applied to some
statistical systems [22, 23] and partial differential equations [24]. Representation theory
of the Schro¨dinger-Virasoro algebra has been studied extensively [17, 25–28]. Other vari-
eties of infinite dimensional Galilean conformal algebras appear in various contexts such
as topologically massive gravity, nonlinear partial differential equations, Navier-Stokes
equations and so on [29–36]. The same algebraic structure is discussed not in the nonrel-
ativistic conformal symmetry but in completely another contexts. As the isometry of flat
Minkowski space at null infinity, the algebra is called BMS (Mondi-Metzner-Sachs) alge-
bra [37–39]. In a relation to vertex operator algebras it is called W (a, b)-algebra [40–43].
In the present work we investigate the infinite dimensional Galilean conformal algebras
introduced by Martelli and Tachikawa [10]. We shall focus on the algebras defined in
(2 + 1) dimensional spacetime because of the following reasons: i) as already mentioned,
finite dimensional counterparts have a particular central extension only in this dimension
of spacetime. ii) there are several publications discussing the representation theory and
physical applications of the same algebras defined in (1 + 1) dimensional spacetime [18,
19, 21, 30, 31, 35, 37–43]. However, the case of (2 + 1) dimensional counterparts are not
studied yet. Our main results are a classification of all possible central extensions and a
criterion for irreducibility of Verma modules. The latter is a consequence of our explicit
formula of Kac determinant which is also our main result. Some of the preliminary results
(for the simplest member of the algebras defined in (2 + 1) dimension) have already been
reported elsewhere [44, 45].
This article is organized as follows: In the next section we give a definition of the
algebras. Each algebra is labelled by a positive integer or a positive half-integer. We try
to classify central extensions of the algebras in §3. It will be shown that the exotic central
extension is not allowed for the infinite dimensional algebras. In §4 we define Verma
modules over the algebra labelled by a positive integer, then study their reducibility. An
explicit formula of Kac determinant is given. In §5 Verma modules over the algebra
labelled by a positive half-integer is defined and it will be shown that all the Verma
modules is reducible.
2 Definition and structure
We employ the definition of the infinite dimensional Galilean conformal algebras (GCA)
introduced in [10]. The algebras in [10] are a natural extension of the finite dimensional
counterparts defined in [4,5]. These algebras are labelled by two parameters (d, ℓ) where d
is interpreted as a dimension of space on which the GCA acts as an infinitesimal transfor-
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mation. The parameter ℓ, sometimes called “spin”, takes a positive integer or a positive
half-integer value. The smallest instance ℓ = 1
2
corresponds to the twisted Schro¨dinger-
Virasoro algebra introduced in [16,17]. The mathematical and physical aspects of the al-
gebra labelled by (d, ℓ) = (1, 1) has been investigated in literatures [18,19,21,30,31,37–43]
(see also [35] for d = 1 and any ℓ). In the present work we restrict ourselves to the algebras
with d = 2. This class of algebra has generators of three different types: Lm, Jm, P
i
r with
m ∈ Z, r ∈ Z+ ℓ and i, j = 1, 2. They are subject to the relations:
[Lm, Ln] = (m− n)Lm+n, [Jm, Jn] = [P
i
r , P
j
s ] = 0,
[Lm, Jn] = −nJm+n, [Lm, P
i
r ] = (ℓm− r)P
i
m+r,
[Jm, P
i
r ] =
∑
j
ǫijP
j
m+r, (2.1)
where ǫij is the antisymmetric tensor with ǫ12 = 1. The 〈Lm〉 sector is a centerless Virasoro
subalgebra and the 〈P im〉 sector is an Abelian ideal. The structure of the algebra is as
follows:
( 〈Lm〉 ⊃+ 〈Jm〉 ) ⊃+ 〈P
i
m〉,
where ⊃+ denotes the semidirect sum. We denote the algebra for a fixed value of ℓ by gℓ.
The algebra gℓ is realized in terms of the space-time coordinates (t, x1, x2) [10]:
Lm = −t
m+1∂t − ℓ(m+ 1)t
m
∑
i
xi∂i,
P ir = −t
r+ℓ∂i, Jm = −t
m(x1∂2 − x2∂1). (2.2)
There exists an algebraic anti-automorphism ω : gℓ → gℓ given by
ω(Lm) = L−m, ω(Jm) = −J−m, ω(P
i
r) = P
i
−r. (2.3)
It will be used later in the consideration of highest weight representations.
The subalgebra 〈L0, L±1, J0, P
i
−ℓ, P
i
−ℓ+1, . . . , P
i
ℓ 〉 is isomorphic to the finite dimensional
Galilean conformal algebras of [4,5]. It is known that the finite dimensional Galilean con-
formal algebras have different central extensions depending on the parity of 2ℓ [10,12,13].
Especially, the central extension for integer ℓ (called the exotic extension) exists only for
d = 2. All the central extensions make the commuting subalgebra 〈P ir〉 noncommutative.
On the other hand, central extensions of the d = 2 infinite dimensional algebra gℓ have
not studied yet.
3 Central extensions of gℓ
It may be natural to ask whether the infinite dimensional algebra gℓ also has the central
extensions. To answer the question, we try to classify all possible central extensions of
gℓ. Classification of the central extensions for the d = 1 infinite dimensional Galilean
conformal algebras has been done in [35]. The following theorem is our main result in
this section:
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Theorem 1. All possible central extensions of gℓ are listed as follows:
[Lm, Ln] = (m− n)Lm+n +
c1
12
m(m2 − 1)δm+n,0,
[Jm, Jn] = c2mδm+n,0,
[Lm, Jn] = −nJm+n + c3m
2δm+n,0,
where c1, c2 and c3 are independent central charges.
Contrary to the finite dimensional Galilean conformal algebras, the infinite dimensional
counterparts do not have the central extensions which make the abelian subalgebra 〈P ir〉
noncommutative. The situation similar to this is also observed in the Galilean line group
[46].
Proof. We take a pedestrian way to prove the theorem. We add the central terms to each
commutators in (2.1).
[Lm, Ln] = (m− n)Lm+n + Z
(L)
mn , [Jm, Jn] = Z
(J)
mn, [P
i
r , P
j
s ] = Y
ij
rs ,
[Lm, Jn] = −nJm+n + Cmn, [Lm, P
i
r ] = (ℓm− r)P
i
m+r + F
i
mr,
[Jm, P
i
r ] =
∑
j
ǫijP
j
m+r +W
i
mr, (3.1)
where Y ijrs = −Y
ji
sr are required from the antisymmetry of the bracket. Other central
terms are antisymmetric with respect to m,n, r and s. We impose the Jacobi identities
on the extended commutation relations (3.1). The Jacobi identity for {Lk, Lm, Ln} yields
the relation:
(k −m)Z
(L)
k+m n + (m− n)Z
(L)
m+n k + (n− k)Z
(L)
n+k m = 0. (3.2)
The following relations are obtained from the Jacobi identities for {Lm, Lk, Ln} and
{Lm, Jk, Jn} :
(m− k)Cm+k n + nCm k+n − nCk n+m = 0, (3.3)
kZ
(J)
k+m n − nZ
(J)
n+m k = 0. (3.4)
For {Lm, P
i
r , P
j
s } and {Jm, P
i
r , P
j
s } we have the relations:
(ℓm− r)Y ijm+r s − (ℓm− s)Y
ji
m+s r = 0, (3.5)
Y 11m+r s + Y
22
m+s r = 0, Y
ij
m+r s − Y
ij
m+s r = 0, i 6= j, (3.6)
Finally for {Lm, Ln, P
i
r}, {Lm, Jn, P
i
r} and {Jm, Jn, P
i
r} the following relations are ob-
tained:
(m− n)F im+n r − (ℓn− r)F
i
m n+r + (ℓm− r)F
i
n m+r = 0, (3.7)
F im n+r =
∑
j
ǫij(nW
j
m+n r − (ℓm− r)W
j
n m+r). (3.8)
W im n+r −W
i
n m+r = 0. (3.9)
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No other relations are deduced from the Jacobi identities. It is observed from (3.2) that
the central element Z
(L)
mn for the Virasoro subalgebra decouples from others. It follows
that the well-known central extension of the Virasoro algebra remains true for gℓ.
The central terms Z
(J)
mn and Cmn are also decouple from others. We show that the
relations (3.3) and (3.4) give nontrivial extensions. Set k = 0 in (3.3). We then have
Cmn = n(m+n)
−1C0 m+n if n+m 6= 0. This extension is absorbed in Jm by the redefinition
J ′m = Jm − m
−1C0m so that this is trivial. The only possibility for Cmn is Cmn =
δm+n,0 g(m) with g(m) = −g(−m). It follows immediately that g(0) = 0. Substitution
of this into (3.3) yields the relation
(m− k)g(m+ k) + (m+ k)(g(k)− g(m)) = 0. (3.10)
Setting k = 1 in (3.10) one has the linear recurrence relation for g(m) :
(m− 1)g(m+ 1)− (m+ 1)(g(m)− g(1)) = 0. (3.11)
The solution space of (3.11) is at most two dimensional since one may obtain g(m) if
one knows g(1) and g(2). It is easy to see that g(m) = m,m2 are the two independent
solutions. The general solution to (3.11) is g(m) = µm+νm2. We set µ = 0 in this paper.
Now we turn to Z
(J)
mn. Set m = 0 in (3.4) then we have the identity
(k + n)Z
(J)
kn = 0,
which implies that Z
(J)
kn = δk+n,0f(k) with f(k) = −f(−k). With this form of Z
(J)
kn the
relation (3.4) requires the identity for f(k, k) :
kf(n)− nf(k) = 0.
This is solved by f(n) = const× n. Thus Z
(J)
kn gives a nontrivial extension.
Next we show that the relations from (3.5) to (3.9) give no nontrivial extensions. We
start with showing that Y iirs = 0. Set j = i and m = 0 in (3.5), then we have
(r + s)Y iirs = 0.
It follows that Y iirs = δr+s,0f
i(r) with f i(r) = −f i(−r). Substitution this into (3.5) yields
(ℓm− r)f i(m+ r) + ((ℓ+ 1)m+ r)f i(r) = 0. (3.12)
We treat the cases of integer ℓ and half-integer ℓ separately.
(i) if ℓ is an integer, then so is r and f i(0) = 0. Set r = 0 in (3.12) we have
ℓf i(m) + (ℓ+ 1)f i(0) = 0,
for any nonvanishing m. This means that f i(m) = 0 for all m.
(ii) if ℓ is a half-integer, then so is r. Set m = 1 in (3.12) we have
(ℓ− r)f i(r + 1) + (ℓ+ 1 + r)f i(r) = 0. (3.13)
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This relates any f i(r) with f i(ℓ). By setting r = ℓ in (3.13) we see that f i(ℓ) = 0. Thus
f i(r) = 0 for any half-integer ℓ.
This completes the proof of Y iirs = 0. We now consider Y
ij
rs with i 6= j. Setting m = 0 in
(3.6) one sees that Y ijrs = −Y
ji
rs . This implies that Y
ij
rs has the structure Y
ij
rs = ǫijy(r, s)
with a symmetric y(r, s). It then follows from (3.5) that
(ℓm− r)y(m+ r, s) + (ℓm− s)y(m+ s, r) = 0. (3.14)
Set m = 0 in this equation. Then
(r + s)y(r, s) = 0,
so that y(r, s) = δr+s,0h(r) with h(r) = h(−r). Put this form into (3.5) and (3.14) we
have the relations:
h(m+ r) = h(r),
(ℓm− r)h(m+ r) + ((ℓ+ 1)m+ r)h(r) = 0. (3.15)
The first equation implies that h(r) is a constant. From the second equation one may see
that the constant is zero. This completes the proof of Y ijrs = 0.
Finally we show that equations (3.7), (3.8) and (3.9) do not produce any nontrivial
extensions. Set m = 0 in (3.7) and (3.8):
(n + r)F inr = −(ℓn− r)F
i
0n+r,
F i0n+r = (n+ r)
∑
j
ǫijW
j
nr.
If n+ r 6= 0, the first equation gives the central extension
F inr = −
ℓn− r
n+ r
F i0n+r. (3.16)
Together with the second equation, one can see without any difficulty that the extension
(3.16) is absorbed by the redefinition
P ir → P
i
r − r
−1F i0r.
Thus the extension (3.16) is trivial and the only possibility of the nontrivial extension is
n+ r = 0. This relation is never true if ℓ is a half-integer. Thus we have shown that there
is no nontrivial F imr if ℓ is a half-integer. Now suppose that ℓ is an integer and write m
instead of r. Then
F imn = δm+n,0ϕ
i
m, ϕ
i
m = −ϕ
i
−m
The equation (3.8) reads
δm+n+k,0ϕ
i
m =
∑
j
ǫij(nW
j
m+n k − (ℓm− k)W
j
n m+k).
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Set n = m+ k = 0, then we have
ϕim = −
∑
j
ǫij(ℓ+ 1)mW
j
00,
since W j00 = 0. This shows that there exists no nontrivial F
i
mn for integer ℓ.
Non-existence of nontrivial F imr allows us to set F
i
mr = 0 on the left hand side of (3.8).
Thus we have
nW im+n r − (ℓm− r)W
i
nm+r = 0.
Setting m = 0 this relation yields
(n + r)W inr = 0,
which implies that W inr = 0 if n + r 6= 0. It follows that W
i
nr = 0 for any half-integer ℓ.
Suppose that ℓ is an integer, then
W imn = δm+n,0w
i
m, w
i
m = −w
i
−m.
From (3.9) we have the relation wim = w
i
n, namely, w
i
m is a constant equal to w
i
0 = 0.
This completes the proof of the theorem.
4 Verma modules over g˜ℓ for integer ℓ
4.1 Verma modules
In this section we study highest weight representations, especially Verma modules, of gℓ
with the central extensions. The extended algebra by all the central elements given in
Theorem 1 is denoted by g˜ℓ. From now on we assume that ℓ is a positive integer. To
study the Verma modules over g˜ℓ for an integer ℓ, we employ the procedure which is
an extension of that for Schro¨dinger-Virasoro algebra used in [17]. Define the degree of
Xn ∈ g˜ℓ by deg(Xn) = −n where X = L, J, P
i. This allows us to define the triangular
type decomposition of g˜ℓ :
g˜ℓ = g˜
−
ℓ ⊕ g˜
0
ℓ ⊕ g˜
+
ℓ
= 〈 L−n, J−n, P
i
−n 〉 ⊕ 〈 L0, J0, P
i
0 〉 ⊕ 〈 Ln, Jn, P
i
n 〉, n ∈ Z+
Let |0〉 be the highest weight vector:
Ln |0〉 = Jn |0〉 = P
i
n |0〉 = 0, n ∈ Z+
L0 |0〉 = h |0〉 , J0 |0〉 = µ |0〉 , P
i
0 |0〉 = ρi |0〉 ,
Following the usual definition of Verma modules (see e.g. [47]), we define the Verma
modules over g˜ℓ by
V I = U(g˜−ℓ ) |0〉 ,
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where I = { h, µ, ρ1, ρ2, c1, c2, c3 }. The Verma module V
I is a graded-modules through
a natural extension of the degree from g˜ℓ to U(g˜ℓ) by deg(XY ) = deg(X) + deg(Y ),
X, Y ∈ U(g˜ℓ),
V I =
⊕
n∈Z≥0
V In , V
I
n = {X |0〉 | X ∈ U(g˜
−
ℓ ), deg(X) = n }.
One can introduce an inner product in V I by extending the anti-automorphism ω of
gℓ defined in (2.3) to U(g˜ℓ). We define the inner product of X |0〉 , Y |0〉 ∈ V
I by
〈0|ω(X)Y |0〉 , 〈0|0〉 = 1.
We remark that the central charges ck are real under ω.
The basis of V In is specified by a partition of an integer. Let us first fix our notations
and conventions. A partition A = (a1a2 · · · aℓ) of a positive integer n is the sequence of
positive integers such that
n = a1 + a2 + · · ·+ aℓ,
a1 ≥ a2 ≥ · · · ≥ aℓ > 0.
The integers n and ℓ are called degree and length of the partition A, respectively. They
are denoted by degA and ℓ(A). For a given n, the number of possible partitions is de-
noted by p(n). Let A = (a1a2 · · · aℓ), B = (b1b2 · · · bm) be two partitions of n. If the first
nonvanishing ai− bi is positive, then we write A > B. This determines an ordering on the
set of partitions of n.
To specify a vector in V In , we decompose n into a sum of four non-negative integers:
n = a+ b+ c+ d.
Let A,B,C and D be partitions of a, b, c and d, respectively. A vector in V In is labelled
as follows:
P 1−AP
2
−BL−CJ−D |0〉 , (4.1)
where P 1−A = P
1
−a1
P 1−a2 · · ·P
1
−aℓ(A)
and so on. If the decomposition of n contains zero,
then the corresponding partition is empty set φ and the corresponding generators do not
appear in (4.1). For instance, if a = 0, then (4.1) becomes P 2−BL−CJ−D |0〉 . For a given
decomposition (a, b, c, d) there are p(a)p(b)p(c)p(d) vectors of the form (4.1). Here we set
p(0) = 1 as usual. It follows that
dimV In =
∑
(a,b,c,d)
p(a)p(b)p(c)p(d).
The values of dimV In for some small n are indecated below:
n 0 1 2 3 4 5
dimV In 1 4 14 40 105 252
One sees that the dimension of V In increase very rapidly as a function of n.
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In the calculation of next subsection we use another notation more frequently, since
it is more convenient to make P 1, P 2 a pair and L, J another pair. Suppose that n is
decomposed into a pair of non-negative integers (a, b), i.e., n = a + b. We then choose
partitions A = (a1 · · ·aq) of a and B = (b1 · · · bm) of b. For a given quartet (a, b, A,B) we
define a subspace Va,bAB of V
I
n such that V
I
n =
⊕
(a,b,A,B)
Va,bAB. The basis of V
a,b
AB is determined
as follows: First we produce two partitions A1, A2 form the partition A = (a1 · · · aq). The
partition A1 is a sequence of s (0 ≤ s ≤ q) integers selected from a1, a2, · · · , aq, and the
remaining q − s integers defines the partition A2. Namely,
A1 = (aσ1aσ2 · · · aσs), A2 = (aρ1aρ2 · · · aρq−s),
degA1 + degA2 = degA = a, degAk ≤ degA, (k = 1, 2) (4.2)
In a similar way we produce two partitions B1, B2 from the partition B = (b1 · · · bm) :
B1 = (bλ1bλ2 · · · bλt), B2 = (bν1bν2 · · · bνm−t), (0 ≤ t ≤ m)
degB1 + degB2 = degB = b, degBk ≤ degB, (k = 1, 2) (4.3)
We associate the vector P 1−A1P
2
−A2
L−B1J−B2 |0〉 ∈ V
a,b
AB with each quartet of partitions
(A1, A2, B1, B2). Namely, the basis of V
a,b
AB is labelled by the partitions (A1, A2, B1, B2).
Hence dimVa,bAB is equal to the number of all possible partitions (A1, A2, B1, B2) for the
given (a, b, A,B). For short we denote a vector in Va,bAB by∣∣(P 1P 2)−A(LJ)−B〉 or (P 1P 2)−A(LJ)−B |0〉 .
For illustration the vectors belonging to Va,bAB for n = 1, 2 are listed below. The vectors
and Va,bAB are written in horizontal order (see Definition 1).
V1,0(1)φ : P
1
−1 |0〉 , P
2
−1 |0〉 , V
0,1
φ(1) : L−1 |0〉 , J−1 |0〉 .
V2,0(12)φ : (P
1
−1)
2 |0〉 , P 1−1P
2
−1 |0〉 , (P
2
−1)
2 |0〉 , V2,0(2)φ : P
1
−2 |0〉 , P
2
−2 |0〉 ,
V1,1(1)(1) : P
1
−1L−1 |0〉 , P
1
−1J−1 |0〉 , P
2
−1L−1 |0〉 , P
2
−1J−1 |0〉 ,
V0,2φ(2) : L−2 |0〉 , J−2 |0〉 , V
0,2
φ(12) : (L−1)
2 |0〉 , L−1J−1 |0〉 , (J−1)
2 |0〉 .
4.2 Kac determinant formula
The reducibility of V I may be investigated by the Kac determinant. The Kac determi-
nant is defined as usual [48]. Let |i〉 (i = 1, · · ·dimV In ) be a basis of V
I
n , then the Kac
determinant at level (degree) n is given by
∆n = det( 〈i|j〉 ).
The essential idea for calculating ∆n for arbitrary n is to define two different orderings
for the basis of V In . By the orderings ∆n is equal (up to sign) to the determinant of a
matrix of row echelon form. This will be achieved by the following lemmas and definitions:
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Lemma 1. Let Va,bAB, V
c,d
CD ⊂ V
I
n . Then〈
(P 1P 2)−A(LJ)−B|(P
1P 2)−C(LJ)−D
〉
= 0, (4.4)
if one of the followings is true:
i) a > d ( so that b < c)
ii) a = d ( so that b = c) and A < D
iii) a = d ( so that b = c) and B > C
Proof. By the definition of the inner product and the commutativity of P in, the inner
product yields〈
(P 1P 2)−A(LJ)−B|(P
1P 2)−C(LJ)−D
〉
=
〈
ω((P 1P 2)−C)(LJ)−B|ω((P
1P 2)−A)(LJ)−D
〉
We show that |ω((P 1P 2)−A)(LJ)−D〉 = 0 if the condition i) or ii) is true.
i) a > d. We move (LJ)−D to the left of ω((P
1P 2)−A) :∣∣ω((P 1P 2)−A)(LJ)−D〉
= (LJ)−D ω((P
1P 2)−A) |0〉+
∑
E,F,G
fE,F,G(LJ)−E(P
1P 2)−F (P
1P 2)G |0〉 ,(4.5)
where (P 1P 2)G ∈ U(g˜
+
ℓ ) and fE,F,G is a numerical coefficient. The associated identity for
the degree of partition is
a− d = − degE − degF + degG.
The first term of (4.5) vanishes since ω((P 1P 2)−A) ∈ U(g˜
+
ℓ ). The condition a > d means
that degG > 0, i.e., (P 1P 2)G always exists in the second term of (4.5). This factor
annihilates the highest weight vector |0〉 so that the second term vanishes, too. Hence the
right hand side of (4.5) is always zero.
ii) a = d and A < D. Let D = (dµ1dµ2 · · · ). Then one may write (LJ)−D = L−dµ1 (LJ)−D(1)
where D(1) = (dµ2dµ3 · · · ) is a partition of d−dµ1. Because of the Abelian nature of 〈 P
i
n 〉
one can write ω((P 1P 2)−A) = (P
1P 2)A. It follows that∣∣ω((P 1P 2)−A)(LJ)−D〉 = [ (P 1P 2)A, (LJ)−D ] |0〉
= [ (P 1P 2)A, L−dµ1 ](LJ)−D(1) |0〉+ L−dµ1 [ (P
1P 2)A, (LJ)−D(1)] |0〉
=
∑
A(1),B(1)
(P 1P 2)−B(1)(P
1P 2)A(1)(LJ)−D(1) |0〉+ L−dµ1ω((P
1P 2)−A)(LJ)−D(1) |0〉 ,
(4.6)
where the numerical coefficients appearing in the summation part are omitted for the sake
of simplicity. The second term of (4.6) has no contribution because of i) and a > d− dµ1.
In the first term (summation part) we have the relation
degA(1) = degD(1) + degB(1).
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If degB(1) > 0 then degA(1) > degD(1). We use i) again and see that the terms with
degB(1) > 0 has no contribution to the summation. Thus only the terms with degB(1) = 0
remains: ∣∣ω((P 1P 2)−A)(LJ)−D〉 =∑
A(1)
∣∣(P 1P 2)A(1)(LJ)−D(1)〉 ,
where
degA(1) = degD(1) < degA, A(1) < D(1).
The second relation is due to A < D.
One can repeat the same argument for |(P 1P 2)A(1)(LJ)−D(1)〉 again and again. At
every step we have∣∣ω((P 1P 2)−A)(LJ)−D〉 =∑
A(k)
∣∣(P 1P 2)A(k)(LJ)−D(k)〉 ,
where
degA(k) = degD(k) < degA(k−1), A(k) < D(k).
However one can not repeat this until degA(k) = 0 since this is contradict withA(k) < D(k).
This means that at certain step degB(k) 6= 0 for all terms in the summation. Thus
|ω((P 1P 2)−A)(LJ)−D〉 = 0.
We have shown that (4.4) is true under the condition i) or ii). If the condition iii) is
true, then one can show that |ω((P 1P 2)−C)(LJ)−B〉 = 0 by the same method as the cases
i) and ii).
Now we introduce two different orderings of the basis of V In . Essentially, they are the
orderings of the set of subspaces Va,bAB and the ordering of vectors in each subspace is not
essential for the calculation of ∆n.
Definition 1. By the horizontal ordering we mean the following arrangement of the vec-
tors in V In .
1. we put Va,bAB from left to right in decreasing order of a
2. Va,bAB having the same value of a are rearranged in increasing order of the partition
A
3. Va,bAB having the same value of a and the same partition A are rearranged in decreasing
order of partition B
4. vectors in each Va,bAB are arranged in lexicographic order with respect to P
1 < P 2 <
L < J. The same type of generators are arranged in increasing order of their indices
The horizontal ordering for n = 1, 2 is given at the end of previous subsection. Further
example for n = 3 is given below in terms of the subspace Va,bAB.
V3,0(13)φ, V
3,0
(21)φ, V
3,0
(3)φ, V
2,1
(12)(1), V
2,1
(2)(1),
V1,2(1)(2), V
1,2
(1)(12), V
0,3
φ(3), V
0,3
φ(21), V
0,3
φ(13).
11
The vectors in V3,0(13)φ are arranged as
(P 1−1)
3 |0〉 , (P 1−1)
2P 2−1 |0〉 , P
1
−1(P
2
−1)
2 |0〉 , (P 2−1)
3 |0〉 ,
and the vectors in V1,2(1)(2) as
P 1−1L−2 |0〉 , P
1
−1J−2 |0〉 , P
2
−1L−2 |0〉 , P
2
−1J−2 |0〉 .
Definition 2. Arrange the basis vector of V In in horizontal order. We replace each vector
P 1−AP
2
−BL−CJ−D |0〉 in the horizontal ordering with P
1
−DP
2
−CL−BJ−A |0〉 . This procedure
gives a new arrangement of the basis of V In and we refer to this arrangement as the vertical
ordering.
By definition the subspace Va,bAB in the horizontal ordering is replaced with V
b,a
BA in the
vertical ordering.
Now let |Hj〉 (i = 1, · · · , dimV
I
n ) be the basis of V
I
n in horizontal ordering and |Vj〉
be the same basis in vertical ordering. We consider the matrix Mn = ( 〈Vi|Hj〉 ). It is
obvious that
∆n = detMn (up to sign).
It is clear from Definition 1, 2 and Lemma 1 that Mn is a matrix of row echelon form and
its block diagonal parts is the matrices whose entries are product of vectors between Va,bAB
and Vb,aBA. We denote the matrices sitting in the block diagonal of Mn by
M(abAB) = (
〈
(P 1P 2)−A(LJ)−B|(P
1P 2)−B(LJ)−A
〉
).
As an example we give n = 2 matrix:
M2 =
0φ(12)
0φ(2)
1(1)(1)
2(2)φ
2(12)φ
2(12)φ 2(2)φ 1(1)(1) 0φ(2) 0φ(12)

M
M ∗
M
0 M
M


,
where the rows and columns are labelled by the triple (a, A,B).
Summarizing the results so far, ∆n equals, up to sign, to the product of determinant
of the matrices sitting in diagonal parts of Mn :
∆n =
∏
a,b
∏
A,B
detM(abAB),
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where the pair (a, b) runs all possible decomposition of n into two non-negative integers
and for a fixed (a, b) the pair (A,B) runs all possible partitions of a and b. Namely, the
calculation of ∆n has been reduced to the calculation of detM(abAB). The computation
of detM(abAB) is further simplified by the next lemma:
Lemma 2. 〈
(P 1P 2)−A(LJ)−B|(P
1P 2)−B(LJ)−A
〉
=
〈
(P 1P 2)−A|(LJ)−A
〉 〈
(LJ)−B|(P
1P 2)−B
〉
. (4.7)
Proof. Proof is similar to Lemma 1. The LHS of (4.7) yields
LHS =
〈
ω((P 1P 2)−B)(LJ)−B|ω((P
1P 2)−A)(LJ)−A
〉
.
We repeat the same procedure as the proof of Lemma 1 ii). Let (LJ)−A = L−dµ1 (LJ)−A(1)
then one may show that∣∣ω((P 1P 2)−A)(LJ)−A〉 =∑
A¯(1)
f1(A¯
(1))
∣∣(P 1P 2)A¯(1)(LJ)−A(1)〉 ,
where A¯(1) is a partition of a − dµ1 and f1(A¯
(1)) is a numerical coefficient. We have the
relation for the partitions
deg A¯(1) = degA(1) < degA, A¯(1) ≤ A(1).
One may repeat this again and again, then come to the equation∣∣ω((P 1P 2)−A)(LJ)−A〉 =∑
A¯(k)
fk(A¯
(k))
∣∣(P 1P 2)A¯(k)(LJ)−A(k)〉 ,
where
deg A¯(k) = degA(k) < degA(k−1), A¯(k) ≤ A(k).
Since there exits the partition A¯(k) equal to A(k) at any step, one may repeat this until
degA(N) = 0. Then we have∣∣ω((P 1P 2)−A)(LJ)−A〉 = fN (A(N)) |0〉 = 〈(P 1P 2)−A|(LJ)−A〉 |0〉 .
Similarly one may prove〈
ω((P 1P 2)−B)(LJ)−B
∣∣ = 〈(LJ)−B|(P 1P 2)−B〉 〈0| .
This proves (4.7).
It follows from Lemma 2 that M(abAB) is a direct product of two matrices:
M(abAB) =M(A)⊗ M˜(B),
where
M(A) = (
〈
(P 1P 2)−A|(LJ)−A
〉
), M˜(B) = (
〈
(LJ)−B|(P
1P 2)−B
〉
).
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Let s(A) be the size of matrixM(A) which equals to the size of M˜(A) and equals to the
number of vectors denoted by |(LJ)−A〉 for fixed a and A. Then
detM(abAB) = (detM(A))s(B)(detM˜(B))s(A).
We note that if A = φ then |(LJ)A〉 = |0〉 so that s(φ) = 1. In this way, calculation of ∆n
is finally reduced to calculation of detM(A) and detM˜(A).
Lemma 3.
detM(A) = detM˜(A) = λ(a, A, ℓ)(ρ21 + ρ
2
2)
1
2
s(A)ℓ(A),
where the equality is up to sign. The overall factor λ(a, A, ℓ) depends only on a, its
partition A and the spin parameter ℓ.
Proof. We prove by induction with respect to ℓ(A).
i) If ℓ(A) = 1, i.e., A = (a), then s(A) = 2 and the possible partitions A1, A2 are
(A1, A2) = ((a)φ), (φ(a)). The matrix M(A) and detM(A) are calculated as follows
M(A) =
(〈
P 1−a|L−a
〉 〈
P 1−a|J−a
〉
〈
P 2−a|L−a
〉 〈
P 2−a|J−a
〉
)
=
(
(ℓ+ 1)aρ1 ρ2
(ℓ+ 1)aρ2 −ρ1
)
,
detM(A) = −(ℓ + 1)a(ρ21 + ρ
2
2). (4.8)
Hence the lemma is true for this case.
ii) Suppose that the lemma is true for any partition A = (a1a2 · · · aℓ(A)) of length ℓ(A).
Consider a partition A′ which is obtained by adding one more positive integer α to the
partition A :
A′ = (a1a2 · · ·α · · ·aℓ(A)), ℓ(A
′) = ℓ(A) + 1.
This partition A′ is also obtained by adding a1 to the partition B = (a2 · · ·α · · · aℓ(A)). By
the assumption of the induction, the lemma is true for the partition B. Thus it is enough
to consider the A′ of the form A′ = (αa1a2 · · ·aℓ(A)) with α ≥ a1.
iii) Suppose that α > a1. Let us recall the partitions defined in (4.2). There exist two
pairs of (A′1, A
′
2) associated with one given pair (A1, A2), since A
′
1 or A
′
2 must contain α.
It follows that s(A′) = 2s(A). If A′1 contains α, then we have∣∣(P 1P 2)−A′〉 = P 1−α ∣∣(P 1P 2)−A〉 , |(LJ)−A′〉 = L−α |(LJ)−A〉 .
If A′2 contains α, then we move J−α and P
2
−α to the left most position:∣∣(P 1P 2)−A′〉 = P 2−α ∣∣(P 1P 2)−A〉 , |(LJ)−A′〉 = J−α |(LJ)−A〉+∑
B
|(LJ)−B〉 ,
where the summation runs over some partitions B satisfying
degB = degA′ = a+ α, B > A′. (4.9)
By Lemma 1, the summation parts of |(LJ)−A′〉 do not contribute to the matrix elements
of M(A′). In short hand notation the matrix M(A′) may be written as follows:
M(A′) =
(〈
P 1−α(P
1P 2)−A|L−α(LJ)−A
〉 〈
P 1−α(P
1P 2)−A|J−α(LJ)−A
〉
〈
P 2−α(P
1P 2)−A|L−α(LJ)−A
〉 〈
P 2−α(P
1P 2)−A|J−α(LJ)−A
〉
)
. (4.10)
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The matrix entries are calculated in the following way:〈
P k−α(P
1P 2)−A|L−α(LJ)−A
〉
=
〈
LαP
k
−α(P
1P 2)−A|(LJ)−A
〉
= (ℓ+ 1)αρk
〈
(P 1P 2)−A|(LJ)−A
〉
+
〈
P k−αLα(P
1P 2)−A|(LJ)−A
〉
, (4.11)
where k = 1, 2 and the second term in the last equation vanishes because α > aj for all
j = 1, 2, . . . , ℓ(A). Similarly one has〈
P k−α(P
1P 2)−A|J−α(LJ)−A
〉
=
∑
j
ǫkjρj
〈
(P 1P 2)−A|(LJ)−A
〉
. (4.12)
It follows that
M(A′) =
(
(ℓ+ 1)αρ1 〈(P
1P 2)−A|(LJ)−A〉 ρ2 〈(P
1P 2)−A|(LJ)−A〉
(ℓ+ 1)αρ2 〈(P
1P 2)−A|(LJ)−A〉 −ρ1 〈(P
1P 2)−A|(LJ)−A〉
)
=M((α))⊗M(A),
where M((α)) is the ℓ(A) = 1 matrix given in (4.8). It follows that
detM(A′) = [ detM((α)) ]s(A)(detM(A))2
∼ (ρ21 + ρ
2
2)
s(a)(ℓ(A)+1) = (ρ21 + ρ
2
2)
1
2
s(A′)ℓ(A′), (4.13)
where the overall factor λ(a, A, ℓ) is omitted. Hence the lemma is true for this case.
iv) Suppose that α = a1 = a2 = · · · = am > am+1, that is, A = (α
mam+1 · · · aℓ(A)) and
A′ = (αm+1am+1 · · · aℓ(A)). We repeat the same computation as iii) and find no difference
up to the equation (4.10). A difference appears in the last equation of (4.11). The
second term of the last equation in (4.11) does not vanish in this case. To calculate the
contribution from the second term, we consider the partitions A1, A2 for (P
1P 2)−A of the
following form:
A1 = (α
m1aσ1aσ2 · · · ), A2 = (α
m2aµ1aµ2 · · · ), m1 +m2 = m. (4.14)
Then it is not difficult to see that the equation (4.11) yields〈
P 1−α(P
1P 2)−A|L−α(LJ)−A
〉
= (ℓ+ 1)αρ1(m1 + 1)
〈
(P 1P 2)−A|(LJ)−A
〉
+(ℓ+ 1)αρ2m2
〈
P 1
−(αm1+1aσ1 ··· )
P 2
−(αm2−1aµ1 ··· )
|(LJ)−A
〉
, (4.15)〈
P 2−α(P
1P 2)−A|L−α(LJ)−A
〉
= (ℓ+ 1)αρ2(m2 + 1)
〈
(P 1P 2)−A|(LJ)−A
〉
+(ℓ+ 1)αρ1m1
〈
P 1
−(αm1−1aσ1 ··· )
P 2
−(αm2+1aµ1 ··· )
|(LJ)−A
〉
, (4.16)
and similarly we have the following instead of (4.12)〈
P 1−α(P
1P 2)−A|J−α(LJ)−A
〉
= ρ2(m1 + 1)
〈
(P 1P 2)−A|(LJ)−A
〉
−ρ1m2
〈
P 1
−(αm1+1aσ1 ··· )
P 2
−(αm2−1aµ1 ··· )
|(LJ)−A
〉
, (4.17)〈
P 2−α(P
1P 2)−A|J−α(LJ)−A
〉
= −ρ1(m2 + 1)
〈
(P 1P 2)−A|(LJ)−A
〉
+ρ2m1
〈
P 1
−(αm1−1aσ1 ··· )
P 2
−(αm2+1aµ1 ··· )
|(LJ)−A
〉
, (4.18)
15
if the partitions A1, A2 for (P
1P 2)−A are given by (4.14). The equations (4.15) and (4.17)
are in the same row of the matrix M(A′) and so are the equations (4.16) and (4.18).
One may see that the second terms of (4.15) - (4.18) do not contribute to detM(A′),
since they are linear combinations of the other rows. Hence we calculate detM(A′) in
the following way:
detM(A′)
= det
(
(ℓ+ 1)αρ1(m1 + 1) 〈(P
1P 2)−A|(LJ)−A〉 ρ2(m1 + 1) 〈(P
1P 2)−A|(LJ)−A〉
(ℓ+ 1)αρ2(m2 + 1) 〈(P
1P 2)−A|(LJ)−A〉 −ρ1(m2 + 1) 〈(P
1P 2)−A|(LJ)−A〉
)
= [detM((α))]s(A) det((m1 + 1)
〈
(P 1P 2)−A|(LJ)−A
〉
)
× det((m2 + 1)
〈
(P 1P 2)−A|(LJ)−A
〉
)
∼ [ detM((α)) ]s(A)(detM(A))2 ∼ (ρ21 + ρ
2
2)
1
2
s(A′)ℓ(A′),
where the numerical constants are omitted. Thus the lemma is true for this case, too.
Now we are able to write down the explicit formula of ∆n.
Theorem 2. Level n Kac determinant is given by
∆n = cn(ℓ)
∏
a,b
∏
A,B
(ρ21 + ρ
2
2)
1
2
s(A)s(B)(ℓ(A)+ℓ(B))
where the pair (a, b) runs all possible decomposition of n into two non-negative integers
and the pair (A,B) runs all possible partitions of fixed a and b. The coefficient cn(ℓ) is a
numerical constant depending only on ℓ.
Essentially, the level n Kac determinant is of the form ∆n = cn(ℓ)(ρ
2
1 + ρ
2
2)
q(n). We
give examples of q(n) for n = 1, 2, 3 :
q(1) = 2, q(2) = 12, q(3) = 48.
Remark 1. ∆n is independent of the central charges c1, c2 and c3. Thus the formula of
∆n is common for the algebras gℓ and g˜ℓ. This is also the case of the Schro¨dinger-Virasoro
algebra in (1 + 1) dimensional spacetime [17].
Proposition 1. The Verma module V I over g˜ℓ for integer ℓ is irreducible if ρ
2
1+ ρ
2
2 6= 0.
On the other hand if ρ1 = ρ2 = 0, then V
I is reducible.
Proof. The first part of the proposition is a corollary of Theorem 2. To show the second
part it is enough to prove the existence of a singular vector in V I . It is not difficult to
verify that if ρ1 = ρ2 = 0 then (P
1
−1 ± iP
2
−1) |0〉 ∈ V
I is a singular vector. Thus V I is
reducible.
Remark 2. The statement in Proposition 1 is also independent of the central charges so
that it is true for the algebras gℓ and g˜ℓ.
Remark 3. Proposition 1 is a sharp contrast to the finite dimensional Galilean confor-
mal algebras in (2 + 1) dimensional spacetime with an integer spin ℓ. For those finite
dimensional algebras, some Verma modules for certain nonvanishing highest weights are
reducible [49,50]. This is because of the central extensions of the finite dimensional alge-
bras which make 〈 P ir 〉 noncommutative.
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5 Verma modules over g˜ℓ for half-integer ℓ
In this section the spin parameter ℓ is assumed to be a positive half-integer. We shall
show that all the Verma modules over g˜ℓ for a half-integer ℓ is reducible. The algebra g˜ℓ
is spanned by Ln, Jn (n ∈ Z) and P
i
r (r ∈ Z +
1
2
). To define the Verma modules over g˜ℓ
we introduce the triangular type decomposition
g˜ℓ = g˜
−
ℓ ⊕ g˜
0
ℓ ⊕ g˜
+
ℓ
= 〈 L−n, J−n, P
i
−r 〉 ⊕ 〈 L0, J0 〉 ⊕ 〈 Ln, Jn, P
i
r 〉, n, r > 0
The highest weight vector |0〉 is defined as usual:
Ln |0〉 = Jn |0〉 = P
i
r |0〉 = 0, n, r > 0,
L0 |0〉 = h |0〉 , J0 |0〉 = µ |0〉 .
Then the Verma modules over g˜ℓ is defined by
V J = U(g˜−ℓ ) |0〉 ,
where J = { h, µ, c1, c2, c3 }.
Proposition 2. |v±〉 = (P
1
−1/2 ± iP
2
−1/2) |0〉 ∈ V
J are singular vectors. Thus all the
Verma module over g˜ℓ for a half-integer ℓ is reducible.
Proof. It is easy to verify the following:
L0 |v±〉 =
(
h−
1
2
)
|v±〉 , J0 |v±〉 = (µ∓ i) |v±〉 ,
X |v±〉 = 0,
∀X ∈ g˜+ℓ .
Thus |v±〉 are singular vectors in V
J . All the Verma module has the singular vector so
that V J is reducible.
Remark 4. The results in Proposition 2 is independent of the central charges. Thus they
are true for the algebras gℓ and g˜ℓ.
6 Concluding remarks
We studied the central extensions and irreducibility of Verma modules for the infinite
dimensional GCA introduced by Martelli and Tachikawa. We focused on the algebras
defined in (2 + 1) dimensional spacetime and showed that the subalgebra spanned by
〈 P ir 〉
i=1,2
r∈Z+ℓ does not have any kind of central extensions (Theorem 1). This makes a
sharp contrast to the finite dimensional counterparts. The finite dimensional GCA has
the exotic central extension if ℓ is an integer, and it has the mass central extension if ℓ is a
half-integer. The Abelian nature of the subalgebra 〈 P ir 〉 also causes some differences from
the finite dimensional GCA in the representation theory. The results in Proposition 1 and
2 and their independence of the central charges are mainly due to this Abelian nature.
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The results of present work will open a way of further study of representation theory
of g˜ℓ. It is an important problem to obtain irreducible highest weight modules when the
Verma module is reducible. Unitarity of the representation is of physical importance.
Thus to find the conditions for unitary irreducible representations is a work to be done.
Another interesting problems is a computation of characters which might have a relation to
statistical systems. One may expect to establish some connections to the vertex operator
algebras as in [40–43].
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