Abstract. Ring structures in molecules belong to the most important substructures for many applications in Computational Chemistry. One typical task is to find an implicit description of the ring structure of a molecule. We present efficient algorithms for cyclic graph invariants that may serve as molecular descriptors to accelerate database searches. Another task is to construct a well-defined set of rings of a molecular graph explicitly. We give a new algorithm for computing the set of relevant cycles of a graph.
1. Introduction. Structural information about chemical compounds such as molecules is available in molecular databases whose number and size is growing rapidly. Consequently, the necessity for efficient computational methods to search these databases becomes increasingly important. Most available databases offer search and retrieval functionality for molecules by structure, i.e., the user draws or uploads a molecular graph S, and then the database is searched for molecules whose structure is identical to S or which contain substructures identical to S.
This identification involves the notorious (sub-)graph isomorphism problem for S for each molecule in the database: see e.g. [Coo71, GJ79a, KST93] and [Bab16] for recent developments. A common strategy to avoid solving many graph isomorphism problems exactly is to eliminate, in a preprocessing step, as many candidate structures as possible by comparing graph invariants known in this context as molecular descriptors. The most popular descriptors opinvolve the number of atoms and bonds and the different atom types. Graphs from the database whose invariants do not coincide with those of S (or do not allow a substructure isomorphic to S) are immediately rejected.
Other techniques to exclude candidate structures are similarity methods such as fragmentbased search and finger-printing methods [WBD98] . In fragment-based search, the adjacency matrices of the two graphs are examined to compare the number of certain small but significant substructures (e.g. paths). Finger-printing means to derive a short vector from the graph which encodes structural information, for instance, the number of paths up to a given length [JWD00] . For several other similarity indices, see [WBD98] . Recent applications in chemistry can be found in [Tol14] , [MS14] and [May14] .
If the structure of a given molecule is very simple, one might successively replace each cycle by a vertex and compare the resulting tree structure. However, this only works when the graph resulting from the sequence of contractions is independent of their order, which is rarely the case.
In the present paper we give efficient algorithms for computing graph invariants associated to ring substructures in the molecule. They are derived from a new algorithm for generating the set of relevant cycles of a graph. This term was introduced in [Plo71] .
In the past, considerable research effort has been invested into methods for computing all "chemically meaningful" rings of a molecule. Since it is not exactly specified what this should mean, several different ring sets have been proposed [BFG + 04] . The most well-known is perhaps the Smallest Set of Smallest Rings (SSSR), see [GJ79b, DGHL89b, BP94] . This set is a minimum cycle basis of the model graph of the molecule. A specific set of rings which contains an SSSR and is, in addition, uniquely defined, is the set of relevant cycles, the union of all SSSRs, see [Plo71, Vis97, GLS03] . The set has exponential size in general, but for most molecular graphs (having small maximum degree) it can be determined with reasonable computational effort.
Our algorithm generates and classifies the relevant cycles with respect to an equivalence relation which also allows a detailed investigation of specific ring structures leading to two new invariants. These invariants, introduced in Section 2.2, can be computed in polynomial time; thus they can be used efficiently in practice even for larger instances.
The paper is organized as follows. The preliminary Section 2 introduces the relevant graph theoretic notation and reviews some general background material (2.1), discusses ring sets and corresponding cyclic invariants (2.2), and states the main results (2.3). Section 3 starts out with some mathematical tools (3.1), presents algorithms for computing the set of relevant cycles (3.2) and the set of essential cycles, the intersection of all SSSR's. Also it provides a polynomialtime algorithm for the first graph invariant (G) (3.3). Section 4 studies a partitioning of the set of relevant cycles which allows us to devise in Section 5 a polynomial-time algorithm for the second graph invariant β(G). Section 6 shows how the new invariants operate on different molecular examples.
Structural and Algorithmic Preliminaries.
2.1. Definitions and Notation. Molecular graphs can be modeled as undirected multigraphs G = (V, E). In the context of the present paper the term graph is always used as an abbreviation for multigraph.
We denote the number of edges of G by m, the number of vertices by n and set V = {v 1 , . . . , v n }, E = {e 1 , . . . , e m }.
Let w : E → (0, ∞) be a function which assigns strictly positive weights to the edges in E. The function w can, for instance, be used to distinguish different kinds of bonds [Fuj88, Fuj87, DGHL89a] such as single, double or triple bonds or carbon-carbon bonds versus carbonnoncarbon bonds. In the case that no such information is provided, we assume that w(e) = 1 for all e ∈ E. This will also be assumed in most examples throughout the paper.
A cycle C = (V C , E C ) is a graph in which every vertex has even degree. Cycles that differ only in vertices of degree 0 are indistinguishable with respect to E. As we are only interested in the cardinality and weight of the edges of cycles, we will assume henceforth that all vertices in V C have even and nonzero degree. Then every cycle is uniquely determined by its edge set. (Note that this assumption does not exclude the empty graph.) We call a cycle simple if it is connected and if each vertex has degree two. A cycle in a given graph G is a subgraph of G which is a cycle. The most intuitive notion of a ring substructure corresponds to an induced subgraph that is a simple cycle.
Simple cycles can be regarded as important building blocks in the following sense.
Remark 1. A sequence W of edges (e i1 , . . . , e i k ) with the property that every one of its vertices is incident to an even number of edges (for example a closed walk) can be decomposed into a set of edge-disjoint simple cycles D 1 , . . . , D l and a collection of some pairs (f, f ) with f ∈ {e i1 , . . . , e i k } of those edges which appear multiple times in the sequence.
is defined as a subgraph (rather than as a sequence of edges). Hence it can be identified with its edge-incidence vector (b i (C)) i=1,...,m , whose components are defined by:
The incidence vectors of cycles span a binary vector space C GF (2) (G), the cycle space of the graph, subsequently abbreviated by C(G). The binary addition of two cycles C 1 and C 2 in C(G) corresponds to the symmetric difference of their edge sets E(C 1 ) and E(C 2 ):
and yields again a cycle. The following theorem is well known (see e.g. [Die97] ).
, where c(G) is the number of connected components of G.
The invariant µ := µ(G) is called the cyclomatic number of G. In the case of molecules, c(G) is usually one. On the other hand, databases of molecular graphs often contain entries consisting of more than one molecule, for instance proteins or salts in solution. But as the single molecules in each entry may be treated separately, in the following we assume connectivity of all graphs. Furthermore, as this is trivial to verify, we will assume n = n and m = m for graphs G, G that we investigate for isomorphism.
The weight of a cycle C with respect to w is defined as w(C) := e∈C w(e), whereas its length is the number |E(C)| of its edges. Note, that omitting zero-degree vertices (as we do) does neither change the weight nor the length of a cycle. More generally, the weight of a sequence of edges W = (e i1 , . . . , e i k ) is defined as w(W ) := k l=1 w(e i l ) and its length is k. A set of cycles is called linearly independent if their incidence vectors are linearly independent over GF (2). A cycle basis B is a basis of C(G). It is called minimum cycle basis if its weight w(B) := C∈B w(C) is minimal. The following lemma is well-known and easy to show, see e.g. [LS98] .
Proposition 3. Each cycle in a minimum cycle basis is simple.
A cycle C is relevant if it belongs to some minimum cycle basis of G. In the following, R(G) denotes the set of relevant cycles in G. When there is no risk of confusion, we will simply write R. A useful observation of [Vis97] characterizes R(G) as the set of simple cycles that cannot be represented as a sum of cycles of strictly smaller weight. More precisely:
Lemma 4 ( [Vis97] ). Let G be a graph and let C ∈ C(G) be a simple cycle. C is relevant if and only if there do not exist simple cycles C 1 , . . . , C k with the property that C = C 1 ⊕ . . . ⊕ C k and w(C i ) < w(C) for all i = 1, . . . , k.
The sets of linearly independent cycles in G constitute the independent sets of a matrix matroid; see e.g. [Oxl92] . This simple but important observation is used for many results in the following sections.
An immediate consequence is the fact that minimum cycle bases can be computed by the greedy algorithm, if the (potentially exponentially sized) list of all cycles were available. Moreover, if G is a graph and B = {C 1 , . . . , C µ } is a minimum cycle basis of G ordered so that w(C 1 ) ≤ . . . ≤ w(C µ ), then the ordered weight vector w(G) = (w(C 1 ), . . . , w(C µ )) of B is independent of the chosen minimum cycle basis: w(G) is a graph invariant.
Therefore, if G 1 and G 2 are two graphs with w(G 1 ) = w(G 2 ), then they are not isomorphic, hence, in a database search for G 1 , the graph G 2 should immediately be rejected. As an example take the non-isomorphic molecules G 1 and G 2 from Fig. 1 1 which have the same molecular formula and hence the same number of edges and vertices and also, since they are connected, the same cyclomatic number, but differ in their ordered weight vectors. Fig. 1 . The molecular graphs of 1,4:5,8-decahydro-dimethanonaphthalene (G1) and 1,2,3,4,5,6,7,8-octahydro-1,4-ethanonapthalene (G2), both with the molecular formula C12H18. Assuming unit edgeweights, we have w(G1) = (5, 5, 5, 5) and w(G2) = (2, 6, 6, 6).
w(G) can be computed in polynomial time. Currently, the fastest known algorithm for general graphs takes time O(m 2 n/ log n + mn 2 ) [MM09] . If G is planar, a minimum cycle basis can be found in time O(m 2 + n log n), [HM93] . Note, however, that there are non-planar molecules (e.g. Kuratowskiphane, see [Kuc97] ).
In the following sections, we denote the complexity of computing a sorted minimum cycle basis for arbitrary graphs by MCB(m, n) in terms of its asymptotics with respect to m and n, the number of edges and vertices.
2.2. Cyclic Graph Invariants. The graph invariant w(G) from the previous section is already quite effective. However it does not always distinguish two non-isomorphic molecules; see Fig. 2 for a first example. In the following, we study two invariants that provide additional information.
Similarly to w(G), the ordered weight vector of the set R(G) of relevant cycles is a graph invariant, that can be used to further refine w(G). However, since the number of relevant cycles can be exponentially large (see Fig. 3 for a planar construction), the union of all minimum cycle bases is in general not suitable for database search. Fig. 2 . The two molecules G1 and G2 (rearrangements of tetracyclotridecane with the molecular formula C13H20) have w = (5, 6, 6, 6). On the other hand, (G1) = (5, 6), since of the three hexagons in the subgraph of G1 formed by the bold edges, any two can be chosen and add up to the third, whereas (G2) = (5, 6, 6, 6); here, all basic cycles are essential. Thus, distinguishes the different molecules in this case.
Instead, we consider the intersection of all minimum cycle bases. In the notation of [GLS00], we say that a cycle is essential if it is contained in this intersection and consequently belongs to every minimum cycle basis. Let E(G) denote the set of all essential cycles of G.
Note that |E(G)| ≤ µ, and thus the ordered weight vector (G) of essential cycles is a polynomially-sized graph invariant. In Section 3.3, we give a polynomial-time algorithm for computing (G).
For an example of graphs where (G) is stronger than w(G) see Fig. 2 . However, as Fig. 4 1 ) shows, there are also cases where w(G) is stronger than (G). So, in general, neither (G) nor w(G) dominate the other invariant.
To introduce the second graph invariant, let us take a closer look at R. Since w is an invariant, the weight of every relevant cycle of G must be equal to the weight of some cycle in any fixed minimum cycle basis {C 1 , . . . , C µ }. Hence, the weights of relevant cycles can take 1 2 s Fig. 3 . A minimum cycle basis of this graph consists of all quadrangles numbered from 1 to s and of any one of the 2 s cycles of length 3s which string all quadrangles together (one of them is indicated with bold edges). Hence the set of relevant cycles of G has exponential size.
G1 (identifier PubChem10245780) and G2 (Benzo-12,13-fluoranthene) with molecular formula C20H12.
We have w(G1) = (2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 5, 5, 6, 6, 7) = (2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 5, 6, 6, 6, 6) = w(G2).
On the other hand, (G1) = (G2) = (2, 2, 2, 2, 2, 2, 2, 2, 2, 2). The cycles of length greater than 2 in both graphs are not essential since we may add any of the 2-cycles to them to obtain different cycles of the same weights.
values only from the set {w(C 1 ), . . . , w(C µ )}. Let a positive number κ be called admissible if κ ∈ {w(C 1 ), . . . , w(C µ )}.
We consider the partition of R into sets of cycles with different weight κ. Every such set can be further partitioned into equivalence classes with respect to the interchangeability relation introduced by [GLS00, Gle01] . In the following, this latter relation is derived differently, using the concept of matroid connectivity. (Recall that the elements of the underlying matroid in our context are the cycles in the given graph or, equivalently, their incidence vectors.)
A circuit of a matroid is a minimal dependent set. For each element a of a matroid M let A(a) = {a} ∪ {b ∈ M : M has a circuit containing both a and b}.
The connectivity relation ∼ is then defined by saying that a ∼ b iff a ∈ A(b). This is an equivalence relation, see e.g. [Oxl92] , and its equivalence classes are called the connected components of M . Let us stress that connectivity in matroids is more akin to 2-connectedness in graphs than to 1-connectedness. Now we introduce a refinement of a restriction of the connectivity relation ∼ on the cycle matroid of G. Let R κ denote the submatroid on the subset of relevant cycles with admissible weight at most κ. We restrict the connectivity relation to cycles of weight exactly κ as follows. Two relevant cycles C, C of weight κ are called (κ)-interchangeable, denoted by
there is a circuit in R κ which contains both, i.e., if there is a minimal representation
of 0 with I = ∅ or ∅ = I ⊆ R κ and every non-trivial subfamily 1 of I ∪ {C, C } is linearly independent. The following lemma shows that the above definition is equivalent to [GLS00, Def. 6].
Lemma 5. Let C, C be two relevant cycles of weight κ. Then C ∼ κ C if and only if there is a representation C = C ⊕ D∈I D, where I ⊂ R κ and the family I ∪ {C } is linearly independent.
Proof. Since for C = C there is nothing to show, suppose that C = C . Let C ∼ κ C . Then there is a circuit in R κ of the form C ⊕ C ⊕ D∈I D = 0. Minimality implies that all proper subfamilies of I ∪ {C, C } are linearly independent. Thus, by adding C to both sides we obtain a representation as claimed.
Conversely, suppose that C = C ⊕ D∈I D is a representation as stated. Therefore in particular, C, C / ∈ I. By adding C to both sides we obtain the identity 0 = C ⊕ C ⊕ D∈I D. If the family I ∪ {C, C } is not minimally dependent, there exists a proper subfamily I of I ∪ {C, C } of cycles with D∈I D = 0. Of course, C ∈ I \ I ⊂ {C, C }.
Substituting for C, we get
contradicting the linear independence of I ∪ {C }.
Obviously, essential cycles are not interchangeable with any other cycle in R. Hence each essential cycle C forms its own equivalence class with respect to ∼ κ where κ = w(C). On the other hand, if C ∈ R is not essential, there always exists a relevant cycle C such that C and C are ∼ κ -interchangeable for κ = w(C). In particular, if a minimum cycle basis B is fixed and if C ∈ B is not essential, there is a relevant non-basis cycle C with C ∼ κ C. Additionally, from each equivalence class W κ with respect to ∼ κ , at least one cycle C is contained in B. Moreover, the number of cycles from each equivalence class W κ ⊆ R is the same for every minimum cycle basis B. Hence we obtain (the slight generalization of) [GLS00, Thm. 11] to the weighted case:
Lemma 6. Let κ > 0 be admissible, let B, B be two different minimum cycle bases and let W κ be an equivalence class for
Therefore one may call |B ∩ W κ | the relative rank of W κ in R, in symbols rank Rκ W κ . The relative ranks of the ∼ κ equivalence classes for all admissible values κ ∈ R, ordered by increasing κ and then by increasing class size form a graph invariant.
We use this relative-rank invariant to refine w(G): We take w(G) and separate its entries by vertical lines according to the ∼ κ equivalence classes. The relative rank of each class corresponds to the number of entries between two vertical lines. This 'vector' will be called β(G); see Fig. 6 for an example.
The relative ranks describe how many cycles of equal weight in a minimum cycle basis are related with respect to interchangeability. In graphs where all cycles are disjoint, every cycle is essential and thus all relative ranks are 1. Thus, intuitively, β(G) measures the degree of interconnectivity or local density of G's cyclic structure.
Fig. 6. Molecules G1 (7,8-Dihydrobenzo(a)pyrene) and G2 (Identifier PubChem10225564), both C20H14, with β(G1) = (2|2|2| 2|2|2|2|2|2|6|6|6|6|6|) and β(G2) = (2|2|2|2|2|2|2|2|2|6|6|6|6, 6|). In the center part of G2, any two of the three bold hexagons add up to the third, hence they are interchangeable. The relative rank of their equivalence class is two. In G1, the relative rank of each hexagon is one. Figure 6 have w(G 1 ) = w(G 2 ) and (G 1 ) = (G 2 ) = (2, 2, 2, 2, 2, 2, 2, 2, 2) they cannot be isomorphic because of β(G 1 ) = β(G 2 ). Now we state two important properties of relevant cycles which will be used in the next section. Here and in the following, we use the convention that in the basis representation of a cycle C by cycles of a fixed cycle basis B, only cycles with non-zero coefficients are noted explicitly.
In general, β(G) refines the information of w(G) and (G). Even though the graphs in
Lemma 7. Let B be a minimum cycle basis of a graph G and let C ∈ R be a relevant cycle. Then the basis representation of C with respect to B contains at least one basis cycle of weight w(C) and no cycles of weight strictly larger than w(C).
Proof. By Lemma 4 (and Proposition 3), C is relevant if and only if in every representation of C as a binary sum of cycles in G, at least one cycle has weight at least w(C). Consequently, also the (unique) representation of a relevant cycle C as a sum of basis cycles cannot consist only of strictly shorter cycles. Further, if a basis cycle D of weight strictly greater than w(C) were contained in this representation, it is possible to replace D by C in B to obtain a smaller cycle basis, contradicting the minimality of B.
The second property we will use is the subject of the following corollary.
Corollary 8. Let B be a minimum cycle basis, and let C and C be different relevant cycles of weight κ with C ∼ κ C . Then there exists a representation C = C ⊕ D∈I D where I ⊂ R κ and the family I ∪ {C } is linearly independent and in which all cycles with strictly smaller weight than κ belong to B.
Proof. Lemma 5 provides a representation C = C ⊕ D∈I D, where I ⊂ R κ and the family I ∪ {C } is linearly independent. We replace all cycles D ∈ I with weight w(D) < κ of this sum with their basis representations with respect to B and remove linearly dependent subsets. By Lemma 7, no cycle in these representations has weight greater than or equal to κ.
Hence we obtain a representation of C with the asserted properties.
Main
Results. This paper presents the first polynomial time algorithms for computing the graph invariants (G) and β(G) introduced in the previous section.
Clearly, (G) and β(G) can be computed from the equivalence classes of ∼. A straightforward way to compute the two invariants would therefore be to generate the entire set of relevant cycles R (Algorithm 1) and then to partition it into ∼ κ equivalence classes (Algorithm 3) for all relevant values of κ. The running time of Algorithm 1 is O(|R|mn 2 ) while Algorithm 3 requires time O(mn(|R|n + m 3 )). But as mentioned previously, R can be exponentially large. In fact, in the graph of Fig. 3 with n = 4s, all 2 s cycles of length 3s are relevant. Therefore we give direct algorithms, Algorithm 1 combined with Procedure 2, and Algorithm 5, which do not require the explicit construction of R. They take time O(max{MCB(m, n), m ω , m 2 n, mn 2 log n}) and O(m 4 n), respectively. Here, ω denotes the matrix multiplication constant (currently, ω ≤ 2.3729: see [Gal14] ). Which of the four terms in the expression above dominates the others depends on the graph class.
In some applications, R will, however, be needed explicitly. The only other known algorithm for computing R needs time O(m 4 ) + O(n|R|), [Vis97] . While this algorithm is in general faster than Algorithm 1, the latter has two advantages.
First, Algorithm 1 permits a faster subsequent partition of R into ∼ κ equivalence classes. To compute this partition, it is also possible to apply Vismara's algorithm and then use a coloring technique proposed in [GLS00] . The coloring part takes time O(|R| 2 m 2 ) after R is constructed. Our algorithm, however, needs only polynomial time O(m 4 n). Hence the overall running time of O(m 4 n + |R|mn 2 ) for obtaining all equivalence classes is faster than previous methods; in particular, it is linear in |R|, which is the right order of magnitude in |R| given that R has to be listed.
The most important advantage of our algorithm is that it can be used to compute specific subsets of R directly: all relevant cycles of fixed weight, single ∼ κ -equivalence classes, or just the relative ranks of the equivalence classes; it is not clear how to achieve this with the previously known approaches.
3. Computing the Sets of Relevant and Essential Cycles. Before we study the sets of relevant and essential cycles in detail we provide some useful tools.
3.1. Some Tools. As it turns out, when looking at the linear (in)dependence of cycles, it suffices to restrict attention to the entries corresponding to the non-tree-edges of a fixed spanning tree of the graph. Henceforth we will assume that we have fixed a spanning tree T = (V T , E T ) for this purpose.
Let B be a cycle basis. The cycle-edge incidence matrix A ∈ GF (2) µ×m of B has as rows the (incidence vectors of the) cycles in B. We denote the rows of A by C i , i = 1, . . . , µ, and use the same notation for the corresponding cycles in B. Further, let L be the square submatrix of A on the columns corresponding to the non-tree edges. Note that L is nonsingular. In fact, suppose L were singular and, hence, there were a subset of rows of L that sum up to 0. Since the sum of cycles is a cycle and T is cycle-free, the sum of the corresponding rows of A must be 0, too, contradicting the fact that B is a cycle basis. Now, let U be the inverse of L, let A (−i) be the matrix that results from A after removing the i'th row C i , and let u i be the i-th column of U padded with m − µ zeros (in place of the tree-edges). Clearly each u i is in the kernel of A (−i) . Even more: it is the unique nonzero vector in the kernel of the matrix A (−i) with support restricted to the non-tree edges. As noted by [KMMP04] , the vectors u i , i = 1, . . . , µ, can be computed in time O(m ω ). The following trivial remark gives an easy-to-check criterion for whether a cycle C can replace a basis cycle C i ∈ B, using u i .
Remark 9. Let B be a cycle basis. For a cycle C i ∈ B, let A (−i) be the incidence matrix of B \ {C i }, and let u i ∈ ker A (−i) be the vector defined above. A cycle C ∈ B is linearly independent of the row-space of A (−i) if and only if C, u i = 1.
Here, ·, · denotes the standard inner product of GF (2) m ; we may extend it to sequences of edges W = (e i1 , . . . , e i k ) by defining W, a := If, in addition to C, u i = 1, we have w(C) = w(C i ); then C will be called feasible for C i , and R Ci will denote the set of all feasible cycles for C i ; this is the set of all cycles that could replace C i in a minimum basis while preserving minimality. Note, that feasibility depends on the chosen minimum basis.
The following corollary characterizes the relevance of cycles through feasibility.
Corollary 10. A cycle C is relevant if and only if it is feasible for some basis cycle C i of B.
We will now show that, given the vector u := u i , we can construct the set R Ci by computing specific paths of weight w(C i ) in an auxiliary graph G u . The graph G u is constructed from G as follows (for an example see Figure 7 ): The vertex set of G u is V × GF (2). For each edge e = {x, y} in G let u e denote the component of u that corresponds to e, and add the two edges {(x, 0), (y, 0 ⊕ u e )} and {(x, 1), (y, 1 ⊕ u e )} to G u . Define a weight function w u : G u → (0, ∞) by assigning to each edge the weight w(e) of the corresponding edge e in G it comes from. G u has 2n vertices and 2m edges; it can be constructed in time O(m) By Remark 9 it is clear that for each cycle that is feasible for C i and v ∈ C i the construction produces a simple (v, 0)-(v, 1) path in G u . As a consequence of the following lemma, the converse is also true, i.e., any (v, 0)-(v, 1) path of weight w(C i ) in G u corresponds to a feasible cycle for C i .
Lemma 12. Let B be a minimum cycle basis, let C i be a cycle of B, v ∈ V , and let P v be a simple (v, 0)-(v, 1)-path in G u of weight w(C i ). Then W (P v ) is a simple cycle in G that is feasible for C i .
Proof. Suppose that W (P v ) were not simple. By Lemma 11, there must then be a strictly shorter cycle corresponding to a subpath of P v (as edge weights are assumed to be strictly positive) which is feasible for C i . This contradicts the minimality of the cycle basis B.
All feasible cycles for C i can therefore be generated by computing for each v ∈ V all possible (v, 0)-(v, 1) paths of weight κ = w(C i ) in G u . This can, for instance, be achieved by applying a k-shortest path algorithm for sufficiently large k to all pairs of vertices {(v, 0), (v, 1)} in G u . In fact, we stop it as soon as the next computed path is longer than κ.
Even though the number k of shortest paths necessary is not known a priorily, the use of Eppstein's k-shortest path algorithm permits to adjust k on the fly in time O(kn + m + n log n), see [Epp98] . Note that there are exactly two (v, 0)-(v, 1) paths for every feasible cycle C through v, corresponding to its two different orientations (see Fig. 7 ). It thus follows from Lemma 12 that k is bounded by 2|R|.
3.2. The Set of Relevant Cycles. In this section, we give an algorithm for computing R by applying the results of Subsection 3.1.
Let B = {C 1 , . . . , C µ } be a fixed minimum cycle basis. Using Corollary 10 and Lemma 12, we start with the incidence matrix A of B, and determine, for i = 1, . . . , µ, and with the help of A (−i) , the set R Ci of all feasible cycles for C i . The basic scheme is given in Algorithm 1.
Input: Connected undirected edge-weighted graph G Output: The set of relevant cycles R 1: Compute a minimum cycle basis B = {C 1 , . . . , C µ } of G. 2: Let A be the cycle-edge incidence matrix of B. Set R Ci := ∅.
6:
For each v ∈ V , find all (v, 0)-(v, 1) paths P v in G ui with weight w(C i ), and add all cycles W (P v ) to the set R Ci . Note that the sets R Ci , i = 1, . . . , µ, themselves are not invariant as they depend on the particular minimum cycle basis B. However, as the next lemma shows, the sets R Ci are compatible with the relation ∼ k . Proof. Correctness of the algorithm follows from Remark 9 and Lemma 12. The time necessary for computing a minimum cycle basis is denoted by MCB(m, n). As mentioned previously, the vectors u i can be computed in time O(m ω ). This accounts for the first two terms.
At most 2|R Ci | paths of weight w(C i ) are found for every vertex v ∈ G, corresponding to at most |R Ci | cycles. Each such set of paths can be computed by the use of Eppstein's algorithm in time O(n|R Ci | + m + n log n). Since |R Ci | ≤ |R| for all i = 1, . . . , µ, the remaining terms are given by
Note that the additional factor n in the above sum comes from considering all vertices v separately. Fig. 8 shows that, indeed, we cannot restrict the vertices to those belonging to C i . Clearly, it is possible to apply Algorithm 1 only to basis cycles of fixed weight κ, so that only certain subsets of R are generated. This may be of advantage if one is interested in specific substructures of a molecule, for instance all relevant carbon rings of a given length, say 6. Further, depending on the algorithm used for computing a minimum cycle basis, Step 1 may already provide the vectors u i . Then Step 3 can be omitted
Computing the Set of Essential Cycles and the invariant (G). The set of essential cycles is a subset of R. The following characterization generalizes [GLS00, Lemma 5] to the weighted case.
Lemma 15. Let C i ∈ B. Then |R Ci | = 1 if and only if C i is essential. Proof. Clearly, if C i is essential, then |R Ci | = 1. Now, assume for a contradiction that |R Ci | = 1 but that there exists a different relevant cycle C with C i ∼ κ C, where κ = w(C i ). Of course, C can be expressed as the sum of cycles of some subset B of the fixed minimum cycle basis B i.e., C = D∈B D. If one of the elements of B had weight greater than κ, then we would obtain a better basis by replacing it with C, contrary to the optimality of B. If C i ∈ B then C would be feasible for C i contrary to the assumption that |R Ci | = 1.
Because of C i ∼ κ C, there exists a set I of relevant cycles of weight at most κ with C = C i ⊕ D∈I D and C i ∈ I. If each D ∈ I is expressed in terms of cycles from the basis, after cancellations, the representation C = D∈B D has to result. But then, the basis representation of at least one of the cycles D ∈ I involves C i , as C i is absent in the final sum. Hence, if there is a basis cycle C i ∈ B, i ∈ {1, . . . , µ}, for which Algorithm 1 does not produce any cycle of weight w(C i ) except copies of C i itself, i.e., if R Ci = {C i }, we know that this cycle is essential. Therefore, the set of essential cycles may be computed by a modification of the for loop in Algorithm 1 according to Procedure 2. Set R Ci := ∅.
6:
For each v ∈ V find the three shortest (v, 0)-(v, 1) paths P v in G ui with weight w(C i ) if they exist, and add all cycles W (P v ) to the set R Ci .
7:
If R Ci = {C i }, mark C i as essential. Proof. In Procedure 2, instead of computing all feasible cycles for a basis cycle C i , we generate only the three shortest (v, 0)-(v, 1) paths for each vertex v ∈ G if they exist. This takes time O(n(3n + m + n log n)) = O(mn + n 2 log n). For any fixed iteration i of the main loop, if v ∈ C i , two of the paths correspond to the two different cyclic orders of C i . We then have to check whether a third path P v exists and whether it corresponds to a cycle W (P v ) with strictly larger or equal weight than w(C i ). In the latter case C i is nonessential.
As, again, Fig. 8 shows, we also need to consider vertices v ∈ C i . For such a vertex it suffices to check whether a shortest (v, 0)-(v, 1) path corresponds to a cycle of weight equal to or strictly larger than w(C i ). If only cycles of strictly larger weight are found, we conclude by Lemma 15 that R Ci = {C i }, and C i is essential. Otherwise, C i is not essential. The time necessary for the comparison is dominated by the terms for computing the cycles. Thus, the overall running time is O(max{MCB(m, n), m ω , m 2 n, mn 2 log n}).
4. Partitioning R into ∼ κ Equivalence Classes. Now, we give an algorithm for partitioning the set of relevant cycles into ∼ κ -equivalence classes (see Algorithm 3).
Let B = {C 1 , . . . , C µ } be a minimum cycle basis. By Corollary 10, every relevant cycle C is assigned to at least one of the sets of feasible cycles R Ci , i = 1, . . . , µ, of equal weight, to R C k , say. Hence, with κ = w(C k ), cycle C belongs to the ∼ κ equivalence class of the basis cycle C k . It remains to determine which non-essential cycles from the minimum cycle basis B belong to a common ∼ κ equivalence class, i.e., which sets R Ci of cycles with equal weight can be merged if any.
This will be done in two steps. In Subsection 4.1, we treat the "easy" case that there are two sets of feasible cycles R Cj and R C k with R Cj ∩ R C k = ∅ (and consequently, w(C j ) = w(C k )). Lemma 13 and the transitivity of ∼ κ imply that they belong to the same equivalence class. Merging these sets may still not yield the ∼ κ -equivalence classes, but only "pre-classes" as it may occur that sets of feasible cycles with the same weight and empty intersection nevertheless belong to the same equivalence class. This case is treated in Subsection 4.2.
4.1. Non-empty Intersection. Let us fix an admissible value κ > 0 and consider all basis cycles of weight κ. If only one such cycle exists, then R Ci is already the entire ∼ κ equivalence class. Therefore we assume that there are at least two different basis cycles of weight κ. We check for every pair C j , C k of them whether R Cj ∩ R C k is non-empty. Then, by Lemma 13 and the transitivity of ∼ κ , C j and C k belong to the same equivalence class. The intersection check can be done during the construction of the sets R Ci in Algorithm 1. Using suitable data structures (like (a, b)-trees, see e.g. [MN99] ) we then form the union of the two sets R Cj and R C k as soon as a copy of a cycle C ∈ R Cj is found in R C k . Now we describe a more efficient way to check whether the sets R Cj and R C k for two different basis cycles C j and C k of equal weight have non-empty intersection. As we will see, for this purpose, R Cj and R C k need not even be explicitly known. This fact will be utilized later in Subsection 4.3 and also in Section 5 for computing β(G). The next remark follows from the definition of the sets R Ci and from Remark 9.
Remark 17. Let C j , C k ∈ B be basis cycles of equal weight. Let C ∈ R be a cycle with w(C) = w(C j ), and let u j and u k be the kernel vectors corresponding to C j and C k , respectively. Then the following two statements are equivalent:
(ii) C, u j = 1 and C, u k = 1.
A modification (proposed in a more general form by [CdV04] ) of the construction leading to Lemmas 11 and 12 (cf. Fig. 7 ) allows us to compute a cycle with odd parity with respect to two kernel vectors u j , u k at once (see Fig. 9 ).
We define G uj ,u k := (G uj ) u k by applying the construction of Subsection 3.1 to the graph G uj and the vector u k . We obtain a graph with the vertex set V × GF (2) 2 i.e., every vertex v of G is replaced by the four vertices (v, (0, 0)), (v, (0, 1)), (v, (1, 0)), (v , (1, 1) ). Similarly, each edge e = {v, v} ∈ G leads to four edges in G uj ,u k , namely {(v, y), (v , y ⊕ (u j (e), u k (e))} for each y ∈ GF (2)
2 . The edge-weights w(e) for e ∈ G are carried over to all copies of e in G uj ,u k . For a path P in G uj ,u k let W (P ) denote the walk in G obtained by replacing each vertex (x, y) in P by x. Then the following generalization of Lemma 11 holds.
Lemma 18. Let C be a simple cycle in G. Then the following two statements are equivalent. (i) C, u j = 1 = C, u k .
(ii) For every vertex v ∈ C there exist two simple (v, (0, 0))-(v, (1, 1)) paths P v and P v in G uj ,u k with W (P v ) = W (P v ) = C so that for all x ∈ V \ {v}, P v and P v intersect the set {x}×GF (2) 2 in at most one element and the set {v}×GF (2) 2 exactly in {(v, (0, 0)), (v, (1, 1))}.
Proof. The backward direction is clear; so let us directly turn to the forward direction. Let (without loss of generality) C = {e 1 , . . . , e r } be a simple cycle in G satisying both, C, u j = 1 and C, u k = 1. Let e 1 = {v, v 1 }, . . . , e i = {v i−1 , v i }, . . . , e r = {v r−1 , v} and set z(e) = (u j (e), u k (e)) for all edges e of G. We construct a path P v in G uj ,u k according to the assertion. For e 1 choose the edge {(v, (0, 0)), (v, (0, 0) ⊕ z(e 1 ))}. For every subsequent edge e i in C take the edge {(v i−1 , y), (v i , y ⊕ z(e i ))}, where (v i−1 , y) (with y ∈ GF (2)
2 ) is the vertex reached in the previous step. Since C is simple, only one vertex from the set {(v i , y) : y ∈ GF (2) 2 }, i = 2, . . . , r − 1 appears in the path. Since C, u j = 1 and C, u k = 1, this procedure must end with the vertex (v, (1, 1) ).
The second path P v is derived from P v by replacing each vertex (x, y) ∈ P v by the vertex ((x, y ⊕ (1, 1) ), and replacing the edges accordingly.
While according to Lemma 18, simple cycles C with C, u j = 1 and C, u k = 1 lead to If e4 and e5 denote the edges B − C and A − C, we obtain u1 = (0, 0, 0, 0, 1) and u2 = (0, 0, 0, 1, 0). The corresponding edges e of G are labeled with the pairs (u1(e), u2(e)). On the right, the expanded Graph Gu 1 ,u 2 is depicted. The bold (A, (0, 0)) − (A, (1, 1) ) path corresponds to the cycle C = {{A, C}, {C, B}, {B, A}} in G which satisfies C, u1 = C, u2 = 1. The dashed path correponds to the same cycle C.
simple paths in G uj ,u k , not every simple (v, (0, 0))-(v, (1, 1)) path P v ∈ G uj ,u k must correspond to a simple cycle in G with the above property. However, as the next lemma shows, the full correspondence holds if the weight of P v equals w(C j ) (compare also Lemma 12).
Lemma 19. Let w(C j ) ≥ w(C k ), and let P v be a simple (v, (0, 0))-(v, (1, 1) ) path in G uj ,u k . Then P v has weight at least w(C j ). If P v has weight equal to w(C j ), then W (P v ) is a simple cycle in G.
Proof. For the first assertion, assume that P v has weight strictly less than w(C j ). By Remark 1, the closed walk W (P v ) is the edge-disjoint union of some ∈ N simple cycles D 1 , . . . , D with w(C j ) > w(D i ) for i = 1, . . . , and, possibly, some additional edge-pairs. As W (P v ), u j = 1 there has to be an index i with D i , u j = 1. Since w(C j ) > w(D i ), this contradicts the minimality of B, as D i is feasible for C j by these properties. Now, let P v have weight w(C j ). Using that all weights are positive, it follows analogously that W (P v ) is a simple cycle.
Lemma 18 enables us to check the existence of a cycle in R C k contained also in R Cj by computing shortest (v, (0, 0))-(v, (1, 1) ) paths in G uj ,u k for all v ∈ G. If no such path exists or if all such paths have weight strictly larger than κ, Lemma 19 implies that R Cj ∩ R C k = ∅.
Let us stress that Lemma 19 has been formulated in such generality that it is applicable for two basis cycles C j , C k of different weight. This will be used in Subsection 4.3.
Empty Intersection.
Of course, if C j and C k do not belong to the same equivalence class with respect to ∼ κ then R Cj ∩ R C k = ∅. The latter condition is, in general, only necessary for the former, not sufficient. [GLS00, Fig. 4 ] construct an example that has one interchangeability class W κ with a partition (D 1 , D 2 ) into disjoint pre-classes where each D i is equal to k∈Ii R C k for non empty disjoint index sets I i ⊆ {1, . . . , µ}, i = 1, 2. As a service to the reader, Fig. 10 provides an (even smaller) example. Fig. 10 . The depicted graph has 4 cycles of length 5 and one cycle of length 4; all of them are relevant. Every minimum cycle basis has to contain one of the left two 5-cycles, one of the right two 5-cycles and the central 4 cycle. Let B be the minimum cycle basis of this unweighted graph that consists of the three bounded faces of this drawing. Clearly, the left two 5-cycles lie in one pre-class; also, the right two 5-cycles lie in one pre-class. However, no 5-cycle on the left can be replaced by a 5-cycle on the right, so these two preclasses are distinct. Nevertheless, all four 5-cycles are ∼5-equivalent, as they add up to 0, but every triple of them is linearly independent.
We now explain how to check whether the cycles from two explicitly given pre-classes D 1 and D 2 of equal weight κ, but with empty intersection, belong to the same ∼ κ equivalence class.
By transitivity, it is sufficient to determine whether an arbitrary pair D 1 = D 2 of cycles with D 1 ∈ R C1 ⊂ D 1 and D 2 ∈ R C2 ⊂ D 2 is interchangeable. By Lemma 15 we may assume that none of the classes R C1 and R C2 is essential. Hence we can choose non-basic cycles D 1 and D 2 for our investigation and consider their basis representations with respect to B.
We distinguish the cases whether 
It remains to be shown that the family K ∪ {D 2 } is a linearly independent subset of R κ . The basis cycles in K are certainly linearly independent. Further, since C * ∈ K, not all cycles of the basis representation of D 2 are contained in K. Hence no nonempty subset of {D 2 } ∪ K can add up to zero. Further, as the cycles in K belong to the basis representation of either D 1 or D 2 , they have weight at most κ, and are relevant. We will show in the next lemma, however, that if two cycles are interchangeable, there exists a sequence of pre-classes connecting the two, so that consecutive pre-classes either intersect, or have two representatives whose basis representations contain a shared shorter cycle.
Let, for i ∈ {1, . . . , k} in the following, I i ⊆ {1, . . . , µ} be index sets such that D i = j∈Ii R Cj are disjoint pre-classes of cycles with weight κ. We define an auxiliary graph H κ that has a vertex for each pre-class D i . Two vertices D i and D j of H κ are joined by an edge if and only if there exist two cycles D i ∈ D i and D j ∈ D j whose basis representations share some cycle C * with w(C * ) < κ. By Case (Ib) and transitivity, it follows that if two sets, D i and D j , are connected by a path in H κ , they belong to the same ∼ κ class. We now show the converse, namely that any two sets that belong to two different connected components of H κ are not interchangeable. Let K j , j = 1, . . . , c(H κ ) denote the connected components of H κ . For simplicity (and in a slight abuse of notation) we write C ∈ K j to indicate that C is a cycle that belongs to a vertex D of H κ .
Lemma 20. Let K 1 and K 2 be two different connected components of the graph H κ defined above. Then for any two cycles C 1 ∈ K 1 and C 2 ∈ K 2 we have C 1 ∼ κ C 2 .
Proof. Let C 1 ∈ K 1 and C 2 ∈ K 2 be non-basis cycles of weight κ, and suppose for a contradiction that C 1 ∼ κ C 2 .
Then, by Lemma 5 and Corollary 8, there is a representation
where L consists of relevant cycles of (large) weight equal to κ and S is a subset of basis cycles with (small) weight strictly smaller than κ, such that the family L ∪ S ∪ {C 2 } is linearly independent. The set L can be partitioned into a set L 1 ⊆ K 1 , a set L 2 ⊆ K 2 and a set L 3 of other cycles of weight κ who belong to K 3 , . . . , K p . Then we can write the sum in the extended form (4.1)
Let us now consider the sets A 1 , A 2 and A 3 of basis cycles which appear in the basis representations of all cycles in the sets L 1 , L 2 and L 3 , respectively. Since there is no edge in H κ between different components, the sets A 1 , A 2 and A 3 are disjoint.
As C 1 ∈ K 1 , the basis representation of C 1 cannot contain cycles from A 2 or A 3 . Hence C 1 can be obtained by adding only the cycles in L 1 and possibly cycles from S. Similarly, no cycle in L 1 contributes to the basis representation of C 2 . Further, by assumption, the basis representations of C 1 and C 2 do not share any cycle from S.
But this implies that C 2 must be linearly dependent from L ∪ S, a contradiction. Hence
Consequently if C 1 ∼ κ C 2 , then some cycle D 2 ∈ L 2 ∪ L 3 is needed in the representation of C 1 that contributes with at least one of its basis cycles C * . C * is a basis cycle of C 1 , or belongs to the basis representation of one of the cycles D 1 ∈ L 1 . Thus, K 1 and K 2 , or K 1 and a component K i , i ∈ {3, . . . , p}, respectively, are connected by an edge in H κ . Hence, summarizing the arguments, we obtain the following corollary.
Corollary 21. The connected components of H κ form the different ∼ κ equivalence classes.
Here is another simple consequence.
Corollary 22. If all cycles of B have the same weight κ, then disjoint pre-classes D 1 and D 2 cannot belong to the same ∼ κ equivalence class.
Proof. Using Lemma 20 and Case (Ib), two disjoint pre-classes D 1 and D 2 which belong to the same ∼ κ equivalence class must contain two cycles C 1 and C 2 whose basis representations have a basis cycle of weight strictly smaller than κ, in common. But this is precluded by the assumption.
4.
3. An Algorithm for Computing the ∼ κ Equivalence Classes. Corollary 21 leads to Algorithm 3 for computing the partition of R into ∼ κ equivalence classes. We first generate the pre-classes by merging all sets R Ci of cycles with the same weight with non-empty intersection by means of Lemma 19, and then determine the connected components of the graph H κ from the previous subsection.
Input: Undirected edge-weighted graph G Output: Partition of R into ∼ equivalence classes W i , i = 1, . . . , r.
1: Apply Algorithm 1 to obtain a minimum cycle basis B, kernel vectors u i , i = 1, . . . , µ and sets of feasible cycles R Ci for all cycles C i ∈ B. 2: for each admissible weight κ do
3:
Compute pre-classes D , = 1, . . . , p by merging all pairs, R Ci , R Cj whenever w(C i ) = w(C j ) = κ and R Ci ∩ R Cj = ∅, using Lemma 19.
4:
Construct the graph H κ described in Subsection 4.2 and determine its connected components K i , i = 1, . . . , c(H κ ).
5:
For i = 1, . . . , c(H κ ) let W κ i denote the set of all cycles belonging to K i . 6: end for 7: Output W κ i for all i and κ.
Algorithm 3: Assigning relevant cycles to ∼κ equivalence classes
The construction of H κ can actually be carried out without computing the basis representation of every relevant cycle. Before we describe the correponding procedure in Subroutine 4 in detail, let us show first how Lemma 19 can be evoked again. In fact, with the shortest path computation of Subsection 4.1, we can check for every basis cycle C k (of weight that is strictly smaller than κ) whether it belongs to the basis representation of some relevant cycle in different pre-classes as follows: Let D i = ∈Ii R C for disjoint index sets I i (i = 1, 2) be pre-classes, and set U i := ∈{Ii} u for i ∈ {1, 2}. Now we compute the shortest (v, (0, 0))-(v, (1, 1)) paths for all v ∈ G in the graphs G u k ,u and G u k ,u for all u ∈ U 1 , u ∈ U 2 . We obtain the following analogue to Remark 17.
Remark 23. The following two statements are equivalent. (i) There exist u i ∈ U 1 , u j ∈ U 2 and v, w ∈ V such that there is a (v, (0, 0))-(v, (1, 1)) path P v in G u k ,ui and a (w, (0, 0))-(w, (1, 1)) path P w in G u k ,uj , both of weight w(C i ).
(ii) The cycle C k belongs to the basis representation of both, W (P v ) and W (P w ).
Remark 23 can be used in the following subroutine for constructing H κ . In conjunction with Subroutine 4, Algorithm 3 works correctly in time given in the following theorem. for each basis cycles C k of weight w(C k ) < κ do
4:
Let u k be the kernel vector for C k and U i and U j the corresponding sets for D i and D j .
5:
For each v ∈ G, compute shortest (v, (0, 0))-(v, (1, 1) ) paths in G ui,u k for u i ∈ U i and in G uj ,u k for u j ∈ U j .
6:
if there exist two paths of weight κ for some triple (u i , u j , u k ) then 7:
add an edge in H κ between D i and D j . end for 10: end for 11: Return H κ .
Subroutine 4: Computing the graph Hκ assuming that every pair of basis cycles {C i , C j } has to be checked by computing n shortest paths in G ui,uj .
In the second step we examine disjoint pre-classes of cycles with the same weight following Lemma 23, again by determining for at most m 2 pairs of cycles up to O(m) times n shortest paths, requiring time O(m 3 (n(m + n log n))). This dominates the time necessary for computing and merging the connected components of H κ , as H κ has at most µ vertices. The overall time complexity is obtained by adding the running time of Algorithm 1 for computing R = µ i=1 R Ci ; see Theorem 14.
Note that R need not be explicitly available if we only want to assign the basis cycles to ∼ κ equivalence classes. This will be used in the next section.
Input: Undirected edge-weighted graph G Output: Invariant β(G).
1: Compute a minimum cycle basis B and kernel vectors, u i , i = 1, . . . , µ with a preferred algorithm. 2: for each admissible weight κ do
3:
Assign the basis cycles to pre-classes D , = 1, . . . , p by generating for all pairs of cycles C i , C j shortest paths in G ui,uj with Lemma 19.
4:
Construct the graph H κ from Subsection 4.2 with Subroutine 4.
5:
Determine, for each connected component of H κ their number of cycles from B. 6: end for 7: Compute the size of each class and return β(G). 
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1 N-(4-(1-adamantylmethyl)phenyl) Anthranilic acid 5. Computing the invariant β(G) efficiently. In the previous section, we have computed the ∼ κ equivalence classes explicitly. The invariant β(G) can be derived from this partition. However, as mentioned before, the computation of β(G) does not rely on the explicit availability of the set R of all relevant cycles. In fact, with Lemmas 19 and 23, it is possible to assign only the basis cycles in B to ∼ κ equivalence classes and to note their size. For the sake of completeness, we include the pseudo-code of the method in Algorithm 5.
Corollary 25. β(G) can be computed in time O(m 4 n).
6. Molecular Examples. The assignment of minimum basis cycles to ∼ κ equivalence classes contains more structural information than the cycle length vector of a minimum cycle basis alone. We illustrate this with a few examples of different molecules with the formula C 24 H 27 N O 2 ; see Tables 1 and 2 . All information is concentrated in one vector explained below the corresponding molecular graph. It is based on w, but the ∼ κ -equivalence classes are separated by vertical lines, and a subscript e indicates that the corresponding cycle is essential.
Note that, in Table 1 , the Graphs 1 and 2 share the same vector w. The different structure can, however, be detected by means of the information provided by (G) and β(G). The same is true for the Graphs 3, 4 and 5 in Table 2 . Table 2 Different molecules C24H27N O2 and their invariants 
Carbamic acid
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