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Introduction
Identifying and classifying information are important tasks in many 
areas such as data processing in census studies, process controls in informa­
tion processing systems, the recognition of patterns, and so on [1,2]. Here 
we will develop a procedure to design a reasonable testing process to 
identify information from a given decision table. There are several papers 
[3-7] dealing with decision trees and decision tables. In this paper, we 
will attack this problem by the use of linear graph theory so that we can 
cover more general cases of identifying information.
Decision Graph and Performance Index
Let I, and be two informations to be compared. Unless I, and I0 
are identical in every aspect, it is very difficult to see that I1 and I2 are 
the same. For example, suppose 1^ and ^  are two statements advertising a 
new book. It would be very easy to obtain two opposite opinions on whether 
1  ^and I^ are the same or not unless every word in these statements are the 
same. To overcome such difficulties to compare two informations, we define 
the followings: We say that the two informations 1^ and I^ are the same
under a set A of conditions if whenever 1^ satisfies a condition A I^ will 
satisfy the condition and vice versa.
As an example, let 1  ^be information describing a male and I^ be 
information describing a female. Suppose a set A of conditions is
2A = {a1 ,a2 ,a3}
where a^ is "it is an animal", a2 is "it is a metal" and a^ is "it is 
liquid". Since both 1^ and satisfy condition a^ but do not satisfy
conditions a^ and a^, 1  ^and I2 are the same under A.
Consider that we have to test which informations x^,x2>•••, and 
are the same as 1^ under A. One way of representing a testing.process 
for the above task is by the use of linear graphs [8] as shown in Fig. 1. 
Each information xp (1 < P < k) will start at vertex I and it will pass 
through edge a^ if x^ satisfies condition a^. Otherwise x passes through 
edge a... If x reaches vertex v., , then x will pass through edge a9 if 
Xp will not satisfy condition a2 . Otherwise xp will pass edge a2 , and so 
on. Vertices CL and 0 indicate the end of testing process. If xi o p
reaches at 0 ,^ it means that x^ is identical to an information represented 
by vertex 01 which is ^  for this example. On the other hand, if xp 
reaches 0q, then x^ is not identical to 1^ under the given conditions. A 
graph representing a testing process such as the one in Fig. 1 is called a 
"decision graph."
Instead of just one information 1^, suppose we have a set {i}
of informations I,,I0,..., and I . To see whether an information x is i z n
identical to one in {i} under a set A of conditions is obviously more 
complicated than the previous example. To specify such a set {i} of 
informations, we use a table.
Table 1 shows such a table where set {i} consists of 1^, I2 , I^, 
■*■4 an<^  15 • "1" in an entry is a condition column means that a condition
3Table 1
He has a 
good 
driving 
record
He is over 
25 years 
of age
He is 
married {i}
1 1 1 1
1 1 0 1
1 0 1 1
1 0 Q 1
0 1 1 1
0 1 0 0
0 0 1 0
0 0 0 0
is satisfied, and "0" means that a condition is not satisfied. Each row 
indicates an information which satisfies particular conditions indicated by 
l's at appropriate entries. Those informations belonging to {i} are 
indicated by "1" at a column {i}. Hence, for example, information is 
one satisfying conditions a^ and a2 and does not satisfy condition a^. 
Furthermore, I2 is in {i}, indicated by 1 in column fl}. This table is 
known as a truth table in switching theory and also becomes a table known 
as a decision table by replacing "1" by "yes" and "0" by "no".
4A decision graph to test whether an information x is identical to
one in under a set A = {a^^ja^} specified by Table 1 is
given in Fig. 2. We can see easily that there will be several decision
graphs for the same task. For example, another decision graph for the
above example is one in Fig. 3.
If we use a decision graph in Fig. 2, information x will be
passed three edges before reaching either 0, or 0 . This means that any1 o J
information x will be tested for all three conditions before determining 
whether x is identical to one in {i} or not. On the other hand, if we use 
a decision graph in Fig. 3, information x may not be tested for all three 
conditions before determining whether x is equal to one in {i} or not.
Hence we can say that a decision graph in Fig. 3 would be more efficient 
for testing information than one in Fig. 2. To judge which of the decision 
graphs is superior, we define the followings:
Definition 1: The symbol p(X = I ) indicates the probability
that an information x is identical to information 1^ under a given set A 
of conditions.
Definition 2: The symbol t(a^) is a time necessary for testing
whether information X satisfies condition a or not. For simplicity, we1C
assume t(a^) = t(a ) in this paper.
Definition 3: For a path w from I to either CL or 0 in ar 1 o
decision graph, t(w^) is equal to
5t(w ) = 2 t(a )
r a € w k k r
where the summation is for all edges in path w^.
Definition 4: Let w. be a path from I to either 0 or 0 in a
k 1 o
decision graph. Also let 1^ be an information represented by a row in a
prescription table. Then path w is said to be corresponding to I if an
k k
information X which is equal to I will pass path w. .K K
Definition 5: The performance index T for a decision graph is
given by
T = 2 t(w)p(X = I.)
<V
where 2 means for all information 1^ represented by rows in a prescription 
table ancl w^ . is the path corresponding to I .
Let us take the previous example. Suppose we have informations 
xi ,x2 j • • • > which are uniformly distributed over and Ig. That is
p(x = I1) = p(x = I2) = ••• = p(x = Ig) = | .
Suppose t(a1) = 1, t(a2> =2, and t(ag) =3. For a decision graph in Fig. 2, 
a path w^ = (a^ a2 ag) corresponding to information 1  ^because when an 
information x. is identical to 1 ,^ x will pass edges a^, a^ and ag to reach 
0^ from I. All the possible paths corresponding to information represented 
by rows in a prescription table in Table 1 are as follows where " =>" means 
"corresponding to."
6w i = <ai a2 V  3  h
w2 = (a t a2 a3) =>
W3 = (al a2 V  * S  
w4 = (al a2 V  ^ X4 
W5 = a^l a2 a3') * I5
W6 = <*1 a2 V  3  h
w? = (51 52 a3) * X7 
W8 ” a^l a2 a3') * I 8
t(w^) for these paths are as follows:
t(wx) = t(w2 ) = t(w3) = ... = t(wg) = t(a1) + t ( a 2 ) + t(a3) = 6
Hence the performance index T of a decision graph in Fig, 2 is
I
I
I
i1 i ^2 * *
T = E t(w ) p(x= I ) = 6 .
<V
For a decision graph in Fig. 3, paths corresponding to information 
., and Ig are as follows:
W1 (al^  * II* I2 ’ X3 * I4
w2 = (ïïl a2 V  * X5
w3 = (al a2 a3) * I6
w. = (a  ^ a^) ^ I7 > lg •
t(w^) for these paths are
7t(w1) = t ^ )  = 1
t(w2) = t(ax) + t(a2) + t(a3) = 6
t(w3) = 6
t(w4) = t(a1) + t(a2) = 3 .
Hence, the performance index T of a decision graph in Fig. 3 will be
T = t(W;L) p(x = I1) + t(w1) p(x = I2) + t(W]L) p(x = I3) + t(Wl) p(x = I4)
+ t(w2) p(x-X5) + t(w3) p(x = I6) + t(w4) p(x = I? ) + t(w ) p(x = Ig)
11 
4 *
Note that the performance index T is the average time necessary for an
information x to be tested by a decision graph. Hence a smaller T indicates
a better decision graph.-
Switching Theory and Decision Graphs
We have noted that a prescription table is a truth table. We can 
also see easily that a decision graph is a switching network by considering 
conditions are switching variables. In a decision graph, a switching 
function from I to 0  ^is a switching function specified by "1" at the 
column {i} in the prescription table and a switching function from I to 0
o
is a switching function specified by "0" at the column fl).
From the definition of a performance index, we can see that if 
switching functions from I to 01 and from I to Oq are the simplified sum
8of product forms, then the performance index would be of a small value. 
Hence to obtain a decision graph having a small performance index, it 
would be a reasonable procedure to obtain a simplified switching function 
in the simplest sum of product form from a prescription table first.
For example, from a prescription table in Table 1, two switching functions 
and Fq are (with considering conditions as switching variables)
F1 " ala2a3 + ala2a3 + ala2a3 + a la2a3 + ala2a3
and
Fo = ala2a3 + ala2a3 + ala2a3*
These can be simplified as
F1 = al + ala2a3
and
Fo = ala2a3 + ala2 •
Note that the switching functions from I to 0n and from I to 0 in a
-L o
decision graph in Fig. 3 are those functions in simplified sum of product 
forms.
Consider a switching function F^ as
F^ = abc + ad + bd + cd.
The corresponding truth table is given in Table 2. By considering this 
table as a prescription table, we have {i} = 1^ ,1 I )
and A = {a b c d}. Also F = F .
9Table 2
a b c d F i
1 1 1 1 1
T"
f X1
1 1 1 0
\
1
1
1 X2
1 1 0 1 1
1
1
1 I3
1 1 0 0 0
• A
1 0 1 1 1
1
1 X5
1 0 1 0 0
1
1 X6
1 0 0 1 1
1
1 X7
1 0 0 0 0
1
1 X8
0 1 1 1 1
i
1 X9
0 1 1 0 0
1
1
1
o
 
1—1 
M
0 1 0 1 1 1
1 X1 X
0 1 0 0 0 1
1 X12
0 0 1 1 1 1
1 X13
0 0 1 0 0 1
1 X14
0 0 0 1 0 1
1 X15
0 0 0 0 0 1
1 X16
A switching network satisfying F- and F is in Fig. 4. However,1 o
this switching network cannot be a decision graph because in a decision 
graph, there exist exactly two edges leaving from each vertex except 0  ^and 
0,q . Furthermore, these two edges are complementary each other, that is, if
10
one is x then the other must be x. Hence designing a decision graph by- 
considering it as a switching network is not sufficient.
Another obvious way of designing a decision graph of a smaller 
performance index by considering the decision graphs as switching networks 
is to simplify switching networks by an obvious technique which can be seen 
by the next example.
A decision graph directly from a prescription table of Table 2 
is shown in Fig. 5. It is easily seen that paths w^ and w^, which are to 
0V  differ only by edges d and d. Hence, edges d and d in these paths can 
be eliminated. Similarly paths w^^ and (to 0^) and paths w 2^ and w^2 
(to 0q) differ only by edges c and c. Hence we can eliminate edges c and 
c in these paths, and so on. We will have a simplified decision graph as 
shown in Fig. 6 . The performance index of this decision graph will clearly 
be smaller than that of an original decision graph in Fig. 5. Unfortunately, 
there is a decision graph in Fig. 7 whose performance, index will be smaller. 
That is, this obvious simplifying technique may not give a decision graph 
of the smallest performance index.
Design of Decision Graph
By the examples in the previous section, we have learned that a 
switching network satisfying simplest sum of product forms of F^ and FQ may 
not be a decision graph. In other words, if we treat such a switching 
network as a decision graph and calculate the performance index T, we will
11
obtain the index whose value would be lower than the lowest performance 
index of a decision graph satisfying F^ and F . Let us call such a 
performance index a pseudo index T . For example, a pseudo index of 
F^ = abc + ad + bd + cd under the situation that
p(x = I1) = p(x = X2) = ... = p(x = I16) = -±r
and
t(a) = t(b) = t(c) = t(d) = 1
will be
To E t(w )<V
1 r= -Jg [2t(abc) + 2t(ad) + 2t(bd) + 2t(cd) + 2t(â ÏÏ c)
+ 2t(a d) + 2t(b d) + 2t(c d)]
9
" 4 *
Let F^ and Fq be the simplified sum of product forms and are equal 
m n
to F, = T, f7 and F = H  f, . Also let b be a variable. Suppose 
1 k=l k ° k=m+l k
anc* an<^  ^m+l,:^ m+2 * ’ * * ’ an<  ^ ^m+s (r —  m anc* mrt’s — n ) ^o not 
contain either b or b. Then if we use b and b as the first two edges
connected to vertex I in a decision graph, there will be two paths from I
to 0 ,^ one of which represents bf^ and the other represents bf (l<u<r).
Also there will be two paths from I to 0 representing bf, and bf,o h h
(m < h < nri-s). Thus the performance index T of such a decision graph will 
have at least AT(b) more than Tq where AT(b) is defined as follows:
12
AT(b) = t (b) { S p(x = I ) + S p(x = I ) + ...
1 b u 2=f 2 2
+ S p(x = I ) + E p(x = I u )
I =»f rur I u ,=»f , m+1 1,1+1ru r m+1 m+1 m+1r
+ *•* + S p(x = I u )} T .. _.£ m+s m+sI , u =>fro+s m+s m+s
where I! p(x - 1 ) means for all possible I which corresponds to f, inx ku leu k
ku k
a prescription table under the assumption that condition b will be tested
first. In other words, suppose 1^,1^,1^»*•*»1^ corresponding rows
together represent one term f^ in under the assumption that
condition b will be tested first. Then £ p(x = I ) is equal to
I =>f lu
P(X = I )^ + P(x = l2  ^ + *** + p(x = I.). ForUexample, I in Table 2 willJ
correspond to bd when condition b will be tested first. Hence I] p Cx = I )
W d> ku
does not involve . Since only 1^  corresponds to (ad) when condition b will
be tested first, S p(x = I ) = p(x = I ). Note that if condition a willW ” ku 7
be tested first I3 in Table 2 will correspond to (ad) rather than (bd).
Let F^ and F q consist of variables a (p=l,2,..., ). Let {AT} 
be a set of AT(ap) for all p. Also let AT(ax) be the smallest in {At}.
Then by using a^ and a^ as the first two edges connected to vertex I, the 
increment of the performance index to Tq will be minimized. Thus we should 
use such edges a^ and a^ at vertex I to obtain a decision graph of a minimum 
performance index.
Fixing first two edges in a decision graph to be a^ and a^ means to
modify F., and F as 1 o
13
F1 alFll + alF12
and
F = a F 1 + a 1F 0 o 1 ol 1 o2
From a decision graph in Fig. 8 indicating this modification, we can see 
that by considering F ^  and Fq  ^as a new set of switching functions and 
vertex v^ being the first vertex, we can determine the first pair of edges 
to be connected to v^ in order to minimize a performance index by the same 
procedure as before. Similarly, we can consider an<* FQ2 as two given 
switching functions and vertex being the first vertex to determine a 
pair of edges which should be connected in order to have the minimum 
performance index. By continuing this process, we can obtain an optimum 
decision graph.
As an example, let us take the previous example. It is clear that 
AT(a) = AT(b) = AT(c) where
AT (a) = t(a){ £ p(x = I ) + £  p(x«I. ) + £ _ p(x = I, )
I3u3- ( b d ) 3u3 I4u^ ( c d )  4u4 I 7 u - ( b d )  7u7
+ £ ___p(x = I
^ u ^  d>
8u 8 ) }
- t(a)fp(x-Ig) + p(x = I11) + p(x = I13) + p(x = I6)
+ p(x = Ig) + p(x = I4)}
_ 3 
8 *
Note that we are assuming t(a) = t(b) = t(c) = 1 and p(x = I ) = for
r lo
r = 1,2,...,16. On the other hand, AT(d) is
14
AT(d) = t(d){p(x = I2) + p(x = I15)} = | .
Because AT(d) is the smallest among AT(a), AT(b), AT(c) and AT(d), we will
use d and d as the first two edges connected at vertex I. By this choice,
F, and F become 1 o
and
F^ = d(a + b + c ) + d a b c
F s d a b c + d(a + b + -c). o
This means that
and
F ^  = a + b + c 
F 12 = abc
F . = a b c ol
Fq2 = a + b + c .
A decision graph with d and d being the first two edges is shown in Fig. 9.
For F ^  and F ^  it is clear that AT (a) = AT(b) = AT(c). Hence,
we can choose any of them. Let us use edges a and a to be the first two
edges connected to vertex v,. Then F-- and F become1 11 ol
F ^  = a + a(b + c)
and
Fol = a(b c).
Hence,
and
Ill = 1 > Fo l l= 0
112 = b + c • Fo 12 = S ® •
The resultand decision graph is shown in Fig. 10.
15
For F-Q2 anc^  Fo 12’ we ^ave AT(b) = AT(c). Let b and b be the 
two chosen edges. Then
F 110 = b + b c and F . 0 = b c112 ol2
Hence
and
F = 1  *1121
F1122 " C
Fo121 0
and F 100 = c ol22
Thus the resultant decision graph will be one shown in Fig. 11.
For F12 anc* F o 2 j we ^ave AT(a) = AT(b) = AT(c). So let a and a 
be the chosen edges. Then
F12 = a b c and Fq2 = a(b+c) + a
Thus
and
121 = be > Fo21 = b + C
122 = 0 > Fo22 = 1-
The resultant decision graph is shown in Fig. 12. For F ^ i  an<* F02 i> 
AT(b) = AT(c). So by choosing edges b and b, we have
Hence
and
F121 == b C and Fo21 -  b
= c F = c1211 o211
F*1212 = 0 * F = 1 *o212
16
Thus the final structure of a decision graph will be one in Fig. 13 which 
is exactly the same as the one in Fig. 7.
Note that opening vertices and 0q of a decision graph gives a 
graph known as a decision tree.
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