We give a uniform method for the two problems of counting the connected and irreducible components of complex algebraic varieties. Our algorithms are purely algebraic, i.e., they use only the field structure of C. They work in parallel polynomial time, i.e., they can be implemented by algebraic circuits of polynomial depth. The design of our algorithms relies on the concept of algebraic differential forms. A further important building block is an algorithm of Szántó computing a variant of characteristic sets. Furthermore, we use these methods to obtain a parallel polynomial time algorithm for computing the Hilbert polynomial of a projective variety which is arithmetically Cohen-Macaulay.
1. Introduction
Counting Connected Components
The algorithmic problem of getting connectivity information about semialgebraic sets is well-studied, see Basu et al. (2003) and the numerous citations given there. In particular, work of Canny (1988) yields algorithms that count the connected components of a semialgebraic set given by rational polynomials in polynomial space (and thus in single exponential time). By separating real and imaginary parts these methods can be applied to complex algebraic varieties as well. However, these algorithms use the ordering of the real field in an essential way, in particular sign tests are allowed. Thus it remained an open problem whether one can efficiently count the connected components of a complex algebraic variety by algebraic methods only.
A complex variety is connected in the Euclidean topology iff it is connected in the Zariski topology. Thus it makes sense to study the problem #CC k of counting the connected components of a variety V ⊆ A n := A n (k) given over an arbitrary field k of characteristic zero, where k denotes an algebraic closure of k.
We present an algorithm for counting the connected components in parallel polynomial time over k, i.e., #CC k ∈ FPAR k (Theorem 3.1, cf. Bürgisser and Cucker (2004) and §2.3 for notation). The idea of our method is to characterise the number of connected components of a variety V as the dimension of the zeroth algebraic de Rham cohomology H 0 (V ), which is the space of locally constant regular functions on V . The effective Nullstellensatz (Kollár, 1988) implies that H 0 (V ) has a basis induced by polynomials of single exponential degree.
A fundamental computational tool in our algorithm is the concept of characteristic sets, which goes back to Ritt (1950) and was used by Wu (1986) for automated theorem proving. Their computational complexity was studied by Gallo and Mishra (1991) . Subsequently, algorithms computing variants of this concept were studied by Kalkbrener (1993 Kalkbrener ( , 1994 Kalkbrener ( , 1998 , Lazard (1991) , and Wang (1992) . See Aubry et al. (1999) for a comparison of the different notions of characteristic sets. Szántó (1997) has further refined the methods of Kalkbrener to obtain a provably efficient algorithm. It decomposes the radical of an ideal in parallel polynomial time into several unmixed radicals described by ascending sets, which we will call squarefree regular chains in compliance with Aubry et al. (1999) and Boulier et al. (2006) . This result implies that one can describe the "truncated ideal" I(V ) ∩ k[X] ≤D of V , which consists of the polynomials of degree bounded by D vanishing on V , by a linear system of equations of single exponential size, if D is single exponential. In this way, it is possible to describe H 0 (V ) by such systems and hence to compute its dimension efficiently.
Counting Irreducible Components
The problem of decomposing an algebraic variety into irreducible components has been attacked in the last decades with numerous methods. There are algorithms based on characteristic sets (Wu, 1986; Lazard, 1991; Kalkbrener, 1994) , however, their complexity has not been analysed. Other methods use Gröbner bases (Gianni et al., 1988; Eisenbud et al., 1992) , but according to Mayr (1997) , computing those is exponential space-complete. The first single exponential time algorithms (in the bit model) for computing both the irreducible and absolutely irreducible components are due to (Chistov, 1984; Grigoriev, 1984) . Giusti and Heintz (1991) succeeded in giving efficient parallel algorithms, but only for the equidimensional decomposition due to the lack of efficient parallel factorisation procedures.
Let #IC k denote the problem of counting the absolutely irreducible components of a variety V ⊆ A n (k) given over an arbitrary field k of characteristic zero. We describe a new approach for #IC k analogous to our algorithm for #CC k showing that #IC k ∈ FPAR C (Theorem 4.1). The key idea is to replace regular by rational functions on V . In particular, we use that the number of irreducible components of V is the dimension of the space of locally constant rational functions on V .
Hilbert Polynomial
As a by-product of our method for counting the connected and irreducible components we show how to obtain a parallel polynomial time algorithm for computing the Hilbert polynomial of a projective variety which is arithmetically Cohen-Macaulay (Theorem 6.6).
Algorithms for computing the Hilbert polynomial of a projective variety as given in Mora and Möller (1983) , Bigatti et al. (1991) , and Bayer and Stillman (1992) are based on Gröbner bases and hence show the same worst-case behaviour as the algorithms computing irreducible components mentioned above. For the restricted problem of computing the Hilbert polynomial of smooth equidimensional complex varieties, Bürgisser and Lotz (2007) have given a parallel polynomial time algorithm. In fact, they have shown the stronger statement that this problem is reducible in polynomial time to counting the complex solutions of systems of polynomial equations. The general problem of computing the Hilbert polynomial of a complex projective variety still lacks an efficient solution.
The idea of our algorithm is that with the above method we can efficiently evaluate the Hilbert function of a projective variety at not too large arguments. Hence we can compute the Hilbert polynomial by interpolation. The critical complexity parameter for this algorithm is the index of regularity (Stückrad and Vogel, 1986; Vasconcelos, 1998) , which is closely related to the Castelnuovo-Mumford regularity (Bayer and Mumford, 1993) . By a standard argument we prove a polynomial bound for the index of regularity of a projective arithmetically Cohen-Macaulay variety. Consequently one can compute the Hilbert polynomial in this case in parallel polynomial time.
Outline
This paper is organised as follows. In Section 2 we fix the notation and provide the necessary prerequisites. In Sections 3 and 4 we describe our algorithms for counting the connected and irreducible components of a variety, respectively. After transferring our results to the Turing model in Section 5, the algorithm computing the Hilbert polynomial is described in Section 6.
Preliminaries

Algebraic Geometry
As general references for the basic facts about algebraic geometry we refer to Mumford (1976) , Shafarevich (1977) , Kunz (1979) , and Harris (1992).
Basic Terminology and Notation
Throughout this paper k denotes a field of characteristic zero, and K := k an algebraic closure of k. We denote by k[X] := k[X 1 , . . . , X n ] the polynomial ring and by A n := A n (K) the affine space over K. An affine variety V (defined over k) is defined as the zero set
In the projective case we set k[X] := k[X 0 , . . . , X n ] and denote by P n := P n (K) the projective space over K. For homogeneous polynomials f 1 . . . , f r ∈ k[X] we denote their common zero set in the projective space P n also with Z(f 1 . . . , f r ) and call it a projective variety. The (vanishing) ideal I(V ) of an affine variety V is defined as I(V ) := {f ∈ k[X] | ∀x ∈ V f (x) = 0}. The strong Hilbert Nullstellensatz states that the ideal I(V ) of V = Z(f 1 , . . . , f r ) is the radical of (f 1 , . . . , f r ). For a projective variety V the ideal I(V ) is generated by the homogeneous polynomials vanishing on V . The (homogeneous) coordinate ring of V is defined as
The varieties (defined over K) form the closed sets of the Zariski topology on A n or P n , respectively. A variety V is called irreducible iff it is not the union of two proper subvarieties. Each variety V admits an (up to order) unique irredundant decomposition V = V 1 ∪ · · · ∪ V t , i.e., V i = ∅ and V i V j for all 1 ≤ i = j ≤ t, into irreducible varieties V i . The V i are called the irreducible components of V . On A n (C) = C n there exists a second natural topology induced by the Euclidean norm. It induces a quotient topology on the projective space P n with respect to the natural projection π : C n+1 \ {0} → P n . We call each of these topologies the Euclidean topology. The continuity of the polynomials implies that the Euclidean topology is finer than the Zariski topology, i.e., a Zariski open subset of A n or P n is also Euclidean open. It follows that a Euclidean connected subset is also Zariski connected. The converse does not hold in general, but it is true for varieties. Moreover, the Euclidean and the Zariski connected components of a variety coincide. This is an easy consequence of the result that an irreducible variety is Euclidean connected, see (Shafarevich, 1977, VII, §2.2) or (Mumford, 1976, Corollary (4.16) ).
Dimension, Smoothness, and Degree
If V is a nonempty algebraic variety, we define its dimension dim V to be its Krull dimension, i.e., dim V is the length ℓ of a maximal ascending chain
The dimension of the empty set is set to −1.
Note that the dimension of V is the maximal dimension of its irreducible components. A variety all of whose irreducible components have the same dimension m is called equidimensional or more precisely m-equidimensional. For a point x ∈ A n (P n ) we define the local dimension dim x V to be the dimension of the union of all irreducible components of V containing x.
The (Zariski) tangent space of the affine variety V at x ∈ V is defined as the vector subspace
Having generators f 1 , . . . , f r of the ideal I(V ) at hand, one can also write
In general dim T x V ≥ dim x V holds. We say that x ∈ V is a smooth or regular point of V or that V is smooth in x iff dim T x V = dim x V . Otherwise x is said to be a singular point of V . We denote the set of regular (singular) points of V by Reg (V ) (Sing (V )). The set Sing (V ) is a subvariety of V of lower dimension, thus Reg (V ) is dense in V .
The degree deg V of an irreducible affine variety V of dimension m is defined as the maximal cardinality of V ∩ A over all affine subspaces A ⊆ A n of dimension n − m (Mumford, 1976, §5A), (Harris, 1992, Lecture 18 ). This maximum is obtained for a generic affine subspace A of complementary dimension. We define the (cumulative) degree deg V of a reducible variety V to be the sum of the degrees of all irreducible components of V .
Important Bounds
The following is a well-known bound on the degree of a variety in terms of the degrees of its defining polynomials, which follows from Bézouts Theorem (Mumford, 1976) . Let V = Z(f 1 , . . . , f r ) ⊆ A n (P n ) be an affine or projective variety defined by the (homogeneous) polynomials f 1 , . . . , f r of degree at most d. Then deg V ≤ d
n . An obvious but important observation is that the number of irreducible (connected) components of V is also bounded by d n . On the other hand, one can bound the degree of defining polynomials in terms of the degree of the variety. The following proposition is easily deduced from (Heintz, 1983, Proposition 3) , where this statement is proved for irreducible varieties.
Proposition 2.1. For each affine (projective) variety V there exist (homogeneous) polynomials f 1 , . . . , f r ∈ k[X] with deg f i ≤ deg V and V = Z(f 1 , . . . , f r ).
Another class of bounds which are extremely important for computational algebraic geometry are effective versions of Hilbert's Nullstellensatz. The following version is due to Kollár (1988) (see also Brownawell (1987) ; Fitchas and Galligo (1990) ).
The homogeneous version of Hilbert's Nullstellensatz states that the projective zero set of a homogeneous ideal I ⊆ k[X 0 , . . . , X n ] is empty iff m D ⊆ I for some sufficiently large D, where m := (X 0 , . . . , X n ). We will also use the following effective homogeneous Nullstellensatz proved in (Lazard, 1981, Théorème 3.3) .
Note that in the case r ≤ n the projective zero set is never empty.
Differential Forms
We refer to Eisenbud (1995) for further details about derivations and differential forms. Let R be a ring, S an R-algebra, and M an S-module.
In the important case M = S we call D simply a derivation of S. We denote by Ω S/R the module of Kähler differentials (or differential forms) of S over R. It is defined as the S-module generated by the symbols df for all f ∈ S subject to the relations given by Leibnitz' rule and R-linearity. We thus have the R-derivation d : S → Ω S/R , f → df , which is called the universal derivation of S.
Clearly the partial derivations
-module generated by the dX i , and the universal derivation is given by df =
can be uniquely extended to derivations of k(X) by the usual quotient rule. Then analogous statements hold for Ω k(X)/k .
The ring of rational functions on an affine variety V is defined as the full quotient ring of the coordinate ring K[V ], i.e., R(V ) is the localisation of K[V ] with respect to the multiplicatively closed subset of non-
A function f is locally constant if and only if df = 0 (for a detailed proof of this see (Scheiblechner, 2007a) ).
Models of Computation and Complexity
Our model of computation is that of algebraic circuits, cf. von zur Gathen (1986) ; Bürgisser and Cucker (2004) . We set k ∞ := n∈N k n and call |x| := n the size of the input x ∈ k n . Recall that the size of an algebraic circuit C is the number of nodes of C, and its depth is the maximal length of a path from an input to an output node. We say that a function f : k ∞ → k ∞ can be computed in parallel time d(n) and sequential time s(n) iff there exists a polynomial-time uniform family of algebraic circuits (C n ) n∈N over k of size s(n) and depth d(n) such that C n computes f |k n . The function f is called computable in parallel polynomial (polylogarithmic) time iff f can be computed in parallel time n
O (1) ) and sequential time 2
which are computable in parallel polynomial (polylogarithmic) time is denoted with FPAR k (FNC k ). As usual, for the class FNC k , we strengthen this definition by requiring logspace-uniformity. One denotes with FNC i k the set of functions computable in parallel time O(log i n) and polynomial sequential time. In the case k = F 2 algebraic circuits are equivalent to Boolean circuits and we retrieve the versions of the above complexity classes in the bit model, which we write in sans serif, e.g. FNC. The class FPAR F2 is denoted by FPSPACE, since it coincides with the class of all functions computable by a polynomial-space Turing machine (Borodin, 1977) .
Efficient Parallel Linear Algebra
We use differential forms to reduce a number of counting problems of algebraic geometry to computing the dimension of the solution space of linear systems of equations. Our complexity results follow from efficient parallel algorithms for the latter problem. The dimension of the solution space of a linear system can be obtained from the rank of its coefficient matrix. Mulmuley (1987) has reduced this problem to computing the characteristic polynomial of a matrix, which can be done in FNC 2 k using the algorithm of Berkowitz (1984) . Via Cramers rule it is also possible to reduce the problem of solving a nonsingular linear system to the computation of the characteristic polynomial. It is shown in Gathen (1986) that one can also reduce most linear algebra problems to computing the characteristic polynomial. Hence this seems to be the most fundamental problem of linear algebra.
Later in §3.4 we will also need to invert a regular matrix A ∈ k[X] m×m with entries of degree at most d. We do that using the following well-known method. Let
be the characteristic polynomial of A. Then p 0 = det A = 0. By the Cayley-Hamilton Theorem we have p(A) = 0, hence
where E denotes the identity matrix. A straightforward analysis of Berkowitz' algorithm for matrices with polynomial entries shows that we can compute (det A)A −1 in parallel time O(n log(md) log m) and sequential time (md) O(n) , counting operations in k.
Squarefree Regular Chains
In our summary about this variant of characteristic sets we follow mainly the presentation of Szántó (1997 Szántó ( , 1999 . One difference is that we use the naming conventions introduced in Aubry et al. (1999) and Boulier et al. (2006) , which seem more appropriate. A second difference is that we consider the saturated ideal Sat (G) as the fundamental object attached to a triangular set G, since it has nicer mathematical properties than the set Red (G) of polynomials which are pseudo divisible by G (cf. Example 2.5).
Definitions and Basic Properties
We introduce an ordering on the variables X 1 < · · · < X n of the polynomial ring
The leading coefficient lc (f ) of f is by convention its leading coefficient with respect to class (f ). Thus, if class (f ) = X i , then
The well-known procedure of pseudo division is a generalisation of division with remainder from univariate to multivariate polynomials. For polynomials f, g ∈ k[X] with class (g) = X i there exist polynomials q, r ∈ k[X] and an integer α ∈ N with
where deg Xi r < deg Xi g and 0 ≤ α ≤ max{deg Xi f − deg Xi g + 1, 0}. To make q and r unique one usually requires α to be minimal, but we note that any other sufficiently large choice of α is also possible. For instance, if we require α = deg Xi f − deg Xi g + 1, then q and r are as well unique. For minimal α the pseudo quotient of f by g is denoted with pquo (f, g) := q, and the pseudo remainder by prem (f, g) := r. Now we generalise the notion of pseudo remainder to triangular sets. Consider a tri-
We denote by prem (f, G) := f 0 the pseudo remainder of f by G. It follows from the defining equations that there exist polynomials q 1 , . . . , q t and α 1 , . . . , α t ∈ N with
We say that f is pseudo divisible by G iff prem (f, G) = 0. We denote the set of polynomials which are pseudo divisible by G by
The set Red (G) is in general not an ideal as the following example shows.
Example 2.5.
. Then G is a triangular set. Now consider f 1 := X 2 − X 1 and f 2 := −X 2 + 1. Then one easily checks that prem (
Following Aubry et al. (1999) we assign to G the saturated ideal
where Γ :
. Later we will impose conditions on G that imply equality. Before defining the fundamental concept of squarefree regular chains, we need to introduce some more notation. For more information about associated primes and primary decomposition see (Eisenbud, 1995, §3) . For an ideal I ⊆ k[X] we denote by Ass (I) the set of associated primes of I, i.e., if I = Q 1 ∩· · ·∩Q s is an irredundant primary decomposition of I and Q i is P i -primary, then Ass (I) = {P 1 , . . . , P s }. Now set R := k[X 1 , . . . , X n−1 ]. For a prime ideal P ⊆ R we denote by K(P ) the quotient field of the integral domain R/P . We have a natural map
Definition 2.6. Let G = {g 1 , . . . , g t } be a triangular set, and set
(1) Then G is called a regular chain iff for all 0 ≤ i < t and each P ∈ Ass (Sat (
, where X j = class (g i+1 ) and
The first part of following proposition was proved in Boulier et al. (2006) , the second part in (Aubry et al., 1999, Theorem 6 .1). The third part was essentially proved already in Kalkbrener (1998) , see also Szántó (1999) ; Aubry et al. (1999) ; Boulier et al. (2006) . Proposition 2.7. Let G = {g 1 , . . . , g t } be a triangular set.
(1) The ideal Sat (G) is unmixed, i.e., each associated prime P of Sat (G) has the same codimension t.
Decomposition of Radicals
It is a major open problem in computational algebraic geometry to compute generators of the radical of an ideal in single exponential sequential time. It is not even known whether generators of single exponential degree exist. In this light the following result of Szántó (1997) is remarkable.
Theorem 2.8. Let k be a field of characteristic zero, and the ideal I ⊆ k[X] be given by generators f 1 , . . . , f r of degree at most d. Then there exist squarefree regular chains G 1 , . . . , G s with saturated ideals
Furthermore, the degree of the polynomials in G i and s are bounded by d
Remark 2.9.
(1) We note that unlike the claim in Szántó (1997) the above decomposition is in general not irredundant, i.e., setting V i := Z(I i ) there may be some irreducible component C of V i with C ⊆ V j where j = i. We point out that in this case C is either also an irreducible component of V j or it is embedded in V j , i.e., C is contained in some higher dimensional component of V j . (2) It is so far not known whether there exist generators of single exponential degree for the above ideals I i . In fact, it is easy to see that if one could prove the existence of such generators, they could also be computed in parallel polynomial time.
Connected Components
The main result of this section is concerned with the following problem:
A standard argument (cf. Bürgisser and Cucker (2004, Remark 6. 3) and Koiran (1997, §1. 2)) shows that the problem #CC k for the different data structures dense, sparse, and straight-line program (slp) encoding are polynomial time equivalent. To fix ideas we therefore think of the dense encoding. The following is our first main result.
Theorem 3.1. We have #CC k ∈ FPAR k for every field k of characteristic zero.
Before we prove Theorem 3.1, we complement it by lower bounds for the problem. For the bit model it is shown in Scheiblechner (2007b) that #CC Q is FPSPACE-hard. For the algebraic model there is a gap between the upper and the best known lower bound we prove now. For the definition of #P C and related notations see . Proposition 3.2. The problem #CC C is #P C -hard with respect to Turing reductions.
Proof. Since the points of a zerodimensional variety V coincide with its connected components, one can solve the #P C -complete problem #HN C in this case by one oracle call to #CC C . According to Koiran (1997) to decide whether V has dimension zero is Turing reducible to HN C , hence to #CC C . 2
The Zeroth de Rham Cohomology
It is known from topology that the connected components of a topological space can be characterised by locally constant continuous functions. We follow this idea and show that in the algebraic setting these functions can be realised by polynomials of moderate degree.
Definition and Main Theorem
Let V ⊆ A n be a variety. We define the zeroth algebraic de Rham cohomology of V as
denotes the coordinate ring of V over K. This is the K-vector space of locally constant regular functions on V . Our algorithm relies on the following property of H 0 (V ).
Theorem 3.3. Each affine variety V ⊆ A n has dim H 0 (V ) connected components. If n ≥ 2 and V is the zero set of polynomials of degree at most d ≥ 2, then H 0 (V ) has a basis given by polynomials of degree bounded by d n 2 +n .
The following section is devoted to the proof of this theorem.
Connected Components by Idempotents
Let us recall some notations and facts about idempotents. Let S be a commutative ring. An element e ∈ S is called an idempotent iff e 2 = e. It is a nontrivial idempotent iff in addition e / ∈ {0, 1}. Two idempotents e, f ∈ S are said to be orthogonal iff ef = 0. A set of nontrivial idempotents e 1 , . . . , e s ∈ S is called complete iff e 1 + · · · + e s = 1. The ring S has a complete set of pairwise orthogonal idempotents e 1 , . . . , e s if and only if S is isomorphic to the direct product of the rings S i = Se i , 1 ≤ i ≤ s (Eisenbud, 1995, §0.1). In this case e i serves as a unit for S i . A complete set of orthogonal idempotents e 1 , . . . , e s is called maximal iff none of the e i can be written as a sum of two nontrivial orthogonal idempotents. A maximal complete set of orthogonal idempotents is unique.
The following lemma relates idempotents with the zeroth de Rham cohomology.
Lemma 3.4. Each maximal complete set of orthogonal idempotents e 1 , . . . ,
Proof. In greatest generality, idempotents have vanishing differential: For an idempotent e in a commutative ring S we have
Hence e i ∈ H 0 (V ). Furthermore, the e i are linearly independent: Let i λ i e i = 0 with some λ i ∈ K. Then 0 = e j i λ i e i = λ j e j , which shows λ j = 0 for all j. Finally, the e i generate H 0 (V ), since every locally constant function f can be written as f = i λ i e i with λ i = f (x) for all x ∈ V i , where V i := Z(e i − 1). Indeed, one easily checks that the V i are the connected components of V . Thus e 1 , . . . , e s is a basis of H 0 (V ). 2
Proof of Theorem 3.3. Let V = V 1 ∪ · · · ∪ V s be the decomposition of V into connected components. We will construct a maximal complete set of orthogonal idempotents e 1 , . . . , e s , where e i = 1 on V i and 0 elsewhere. This shows the direct product decomposition
Hilbert's Nullstellensatz we obtain ϕ ij ∈ I i and ψ ij ∈ I j for all 1 ≤ i < j ≤ s with
Now define
Then for all i = j we have e i e j ∈ I 1 ∩ · · · ∩ I s = (0). Furthermore, from (3.1) it follows ϕ ji ≡ 1 (mod I i ) for j < i, and ψ ij ≡ 1 (mod I i ) for j > i. Thus
for all i = j. We conclude e 2 i ≡ e i (mod I j ) for all i, j, hence e 2 i = e i . Finally, i e i ≡ e j ≡ 1 (mod I j ), thus i e i = 1, and the e 1 , . . . , e s constitute a complete set of nontrivial orthogonal idempotents. Now we show that this set is maximal. So assume e 1 = f 1 + f 2 , say, where f 1 , f 2 are nontrivial orthogonal idempotents. We show that then V 1 must be disconnected. Since e 1 = e 2 1 = f 1 e 1 + f 2 e 1 , by replacing f i by f i e 1 we can assume f 1 , f 2 ∈ I j for all j > 1. We set
Finally we prove the claimed degree bounds. According to Proposition 2.1 each V i can be defined by equations
Since V i ∩ V j = ∅ for i < j, we obtain from the effective Nullstellensatz (Theorem 2.2) polynomials g iν and g jν of degree ≤ d
thus the functions represented by ϕ ij := ν g iν f iν and ψ ij := ν g jν f jν satisfy (3.1). Since the number of connected components of V is bounded by d n , it follows from (3.2) that e i is represented by a polynomial of degree bounded by sd
Y and e 2 := 1 − e 1 are the corresponding idempotents, as one checks best in a parametrisation. 
Algorithmic Idea
is surjective by Theorem 3.3, and its kernel is I(V ) ≤D . Note that I(V ) ≤D ⊆ Z, since a function vanishing on V has trivially vanishing differential. Hence
3) Our goal is now to express the conditions f ∈ Z and f ∈ I(V ) ≤D by linear equations in the coefficients of f . This way, we will be able to compute dim Z and dim I(V ) ≤D and hence dim H 0 (V ) in parallel polynomial time. We begin with the second condition.
Modified Pseudo Remainders
In this section we characterise the radical of an ideal by a linear system of equations. The idea is to use squarefree regular chains, based on the observation that equation (2.2) defining pseudo division is linear if one knows the exponent α in advance. As remarked in §2.5.1, instead of the choice of a minimal α one can also take a fixed value for α to make the results unique. We will find values small enough for efficient computations and large enough to work for all polynomials of a given degree. Using these values we define a modified version of pseudo division.
Definition and Basis Properties
First we state degree bounds for usual pseudo quotients and remainders. The following lemma is a slightly modified and improved version of Lemma 3.3.3 in Szántó (1999) .
Lemma 3.6. Let X ℓ := class (g), d := deg X ℓ f , and e := deg X ℓ g with d ≥ e. Denote q := pquo (f, g) and r := prem (f, g). For j = ℓ we have
Now we want to derive bounds on the exponents and degrees of pseudo remainder sequences. So let G = {g 1 , . . . , g t } ⊆ k[X] be a triangular set, and denote δ := max{deg g i | 1 ≤ i ≤ t}. In the following we will abbreviate deg i := deg class (gi) .
Lemma 3.7. Let f be a polynomial of degree d ≥ 1, and consider its pseudo remainder sequence f t , . . . , f 0 , so that there exist polynomials q 1 , . . . , q t and integers α 1 , . . . , α t ∈ N with lc (g i ) αi f i = q i g i + f i−1 for all 1 ≤ i ≤ t. Then the following bounds hold for all 1 ≤ i ≤ t.
Proof
In step ( * ) we have used the induction hypothesis. In the case X j = class (g i ) we clearly have deg
In view of Lemma 3.7 we introduce a modified version of pseudo division.
Definition 3.8.
(1) Let f, g ∈ k[X] and α ∈ N be large enough such that there exist polynomials q, r with lc (g) α f = qg + r. We denote the modified pseudo quotient and remainder by pquo α (f, g) := q respectively prem α (f, g) := r.
(2) Let G = {g 1 , . . . , g t } be a triangular set. Let d ≥ 1 be some integer and δ := max{deg
We define the modified pseudo remainder of f by G to be
is well-defined and k-linear.
Proof. By the bounds (3.5) the map is well-defined. We conclude by adding/scalarmultiplying the defining equations that
is the composition of modified pseudo remainders prem αi (f, g i ), the claim follows. 2
This linear map is efficiently computable.
Lemma 3.10. One can compute the matrix of the linear map of Lemma 3.9 with respect to the monomial bases in parallel time (n log(dδ)) O(1) and sequential time (dδ)
Proof. We show that given f ∈ k[X] ≤d one can compute prem d (f, G) within the claimed resources. Having already computed f = f t , . . . , f i , one has to compute f i−1 = prem αi (f i , g i ), i.e., we have to solve the linear system of equations
in the coefficients of q i and f i−1 . By the bounds (3.5) and (3.4) this system has size (dδ)
. Hence the lemma follows with the algorithms from §2.4. 2
Describing Radicals by Linear Algebra
Now we prove that we can use the modified pseudo division to calculate the saturated ideals of squarefree regular chains. Proposition 3.11. Let G = {g 1 , . . . , g t } be a squarefree regular chain with saturated ideal I. Then for any d ∈ N we have
Proof. "⊆". Since G is a regular chain, we have I = Red (G) by Proposition 2.7, hence each f ∈ I ≤d satisfies prem (f, G) = 0. It is easy to see that this implies prem d (f, G) = 0.
"⊇". On the other hand, let f ∈ k[X] ≤d with prem d (f, G) = 0. We have to show f ∈ I = Red (G). For this purpose, let f t = f, . . . , f 0 = 0 be the modified pseudo remainder sequence of f with α i as in Definition 3.8, so that there exist q i such that lc (g i ) αi f i = q i g i + f i−1 for 1 ≤ i ≤ t. Now let β i ∈ N be the maximal exponent such that lc (g i ) βi divides both q i and f i−1 . Then α
where 8) which is obvious for i = 1. Assuming (3.8) for i − 1, we conclude from (3.7) that f i ∈ Red (G i ). If i = t, then f t = f , and we are done. Otherwise, let P be any associated prime of the radical Red (G i ). Then f i = f i lc (g i+1 ) βi+1 ∈ P . By the Definition 2.6 of regular chains it follows f i ∈ P . Since this holds for all P ∈ Ass (Red (G i )), we have
Computing Differentials
In order to compute the dimension of the zeroth de Rham cohomology via the isomorphism (3.3), it remains to describe the space Z by a linear system.
The idea is to use squarefree regular chains (cf. §2.5) in the following way. Assume for simplicity that I = I(V ) is the saturated ideal of a single squarefree regular chain G = {g 1 , . . . , g t }. In general G does not generate the whole ideal I, but it generates it almost everywhere in the following sense. Let Γ := t i=1 lc (g i ) be the product of the leading coefficients of the g i . Then Equation (2.3) shows that G generates I in the localisation k[X] Γ . Furthermore we clearly have
Z(G) \ Z(Γ) ⊆ V ⊆ Z(G).
Here the set on the left hand side is dense in V , since Γ is no zerodivisor on k[V ] by (2.4). If f is locally constant on a dense subset of V , it is clearly locally constant on V by continuity. Hence we have to check whether the differential of f vanishes on Z(G) \ Z(Γ). We will shrink this subset a little further by considering some multiple h of Γ such that Z(G) \ Z(h) is still dense in V .
In other (more algebraic) words, we work in
we denote by f := f + I(V ) its residue class in k[V ]. Then we have to check df = 0 in Ω k[V ] h /k . We will give an explicit formula for df in Ω k[V ] h /k in terms of the partial derivatives of f and of g 1 , . . . , g t .
To simplify notation we reorder and rename the variables in a way such that X 1 , . . . , X m are the free variables, i.e., those which are not the class of some g i , and the Y 1 , . . . , Y t are the dependent variables with Y i = class (g i ) for 1 ≤ i ≤ t. Thus we are working in k[X, Y ] := k[X 1 , . . . , X m , Y 1 , . . . , Y t ] with m + t = n. Furthermore we set g := (g 1 , . . . , g t )
T and consider the Jacobian matrix
Note that since G is a triangular set, the matrix ∂g ∂Y is lower triangular. In the promised formula we have to invert this matrix, so that its determinant ∆ := det(
∂gi ∂Yi yields the multiple h := Γ∆. We first prove that h does not cut away any component of V .
Recall that this statement means that h is a non-zerodivisor on
Since Γ is no zerodivisor, it remains to show that neither is ∆. The second statement of the following lemma will be relevant later.
Lemma 3.12. The determinant ∆ is not a zerodivisor on k[V ], hence V \ Z(∆) is dense in V . Furthermore, V is smooth at each point in V \ Z(∆).
Proof. We make induction on n. For n = 1 we have either G = ∅, where there is nothing to prove, or G = {g} with some squarefree g. Then V is the set of zeros of g. But g and g ′ have no common zeros.
So assume the lemma holds for some n − 1 ≥ 1. In the case t = 0 there is nothing to prove, so let t > 0. Set R := k[X 1 , . . . , X m , Y 1 , . . . , Y t−1 ], and let J be the saturated ideal of G t−1 in R, where G t−1 = {g 1 , . . . , g t−1 } ⊆ R. We adopt the notation introduced preceding Definition 2.6. Let Ass (J) = {P 1 , . . . , P s }. Since by part (3) of Proposition 2.7 J is radical, we have
Pi . Recall that K(P ) denotes the quotient field of R/P , and f P the residue class f (mod P ) mapped into K(P ). Furthermore, let g i ((q ij )) is as a preimage of a prime ideal clearly a prime ideal. It is shown in Kalkbrener (1998) (cf. Szántó (1999) 
We give the proof of (3.9) for completeness. "⊆" Let f ∈ I and perform pseudo division to obtain α ∈ N and q, r ∈ k[X] with lc (g t ) α f = qg t + r. By assumption (use part (2) of Proposition 2.7) r ∈ J. Since for all i we have
By the induction hypothesis we know that ∆ t−1 :=
∂gi ∂Yi is no zerodivisor on R/J, hence it lies in no associated prime P i of J. Thus, ∆ Pi t−1 is a non-zero element of K(P i ). Since g Pi t = j q ij is an irreducible decomposition, no q ij is constant. It follows Pi / ∈ (q ij ), thus ∂gt ∂Yt / ∈ Q ij . Since by (3.9) all associated primes of I are among the Q ij , it follows that ∆ = ∆ t−1 ∂gt ∂Yt is in no associated prime of I, hence it is no zerodivisor in
Finally, the Jacobi criterion implies that each point in V \ Z(∆) is smooth. 2 Proposition 3.13. Let ∆ := det( ∂g ∂Y ) and h := Γ∆. Then
is a free k[V ] h -module, and for each f ∈ k[X] we have
Proof. We first show (3.10). We denote by I h the ideal generated by I :
. . , g t generate I h , which is the kernel of the projec-
Since localisation commutes with formation of differentials (Eisenbud, 1995, Proposition 16.9) ,
Hence the exact conormal sequence (Eisenbud, 1995, Proposition 16. 3) reads as
Consider the free R-module with basis ε 1 , . . . , ε t and the surjective map 
which is described by the matrix (Dg) T ∈ R n×t , where g = (g 1 , . . . , g t ) T . By construction the determinant of A := (
T is a unit in R, hence A is invertible in R t×t . Now set B := A −1 = (b ij ) ∈ R t×t and define the map
Then one easily checks that β • α = id, thus α is injective. The exact sequence
From this a straightforward calculation shows (3.11). (3.12) and by Lemma 3.9 this is the solution space of some linear system of equations of size s(Dδ) where
To describe Z by linear equations, we consider the case s = 1 first. We use Proposition 3.13, whose notation we adopt. Note that the coefficients of the dX i in (3.11) are rational functions, since the matrix ∂g ∂Y −1 contains rational functions. But the only denominator in that matrix is the determinant ∆, which is a non-zerodivisor on K[V ] according to Lemma 3.12. Hence we can multiply equation (3.11) with ∆ to obtain polynomial functions. Then we have for all
The degree of the polynomials in this expression is of order (Dδ) n O(1) , hence it can be expressed as a linear system of equations with the same asymptotic size bound. Moreover, the matrix ∆ ∂g ∂Y −1 can be computed using Formula (2.1) and Berkowitz' algorithm (cf. §2.4) in parallel time (n log δ) O(1) and sequential time δ n O(1) . Now, for general s, we have V = V 1 ∪ · · · ∪ V s with V i := Z(I i ). As we have seen, we can express the condition that f is locally constant on V i by a linear system of equations. And f is locally constant on V iff if it is locally constant on each V i , so that we can combine the equations for all V i to obtain equations for Z.
Finally we have expressed both I ≤D and Z as solution spaces of linear systems over k of size s(Dδ) 
Irreducible Components
We will give an algorithm counting the irreducible components of a variety using methods very similar to those used in the last section. As usual k denotes a field of characteristic zero. We consider the following problem.
#IC k (Counting irreducible components)
Given the polynomials f 1 , . . . , f r ∈ k[X], compute the number of irreducible components of their affine zero set Z(f 1 , . . . , f r ) ⊆ A n .
The same argument as in §3 shows that the versions of the problem #IC k for the different data structures dense, sparse, and slp encoding are polynomial time equivalent. The main result of this chapter is the following theorem.
Theorem 4.1. We have #IC k ∈ FPAR k for every field k of characteristic zero.
Before proving Theorem 4.1 we make some comments on lower bounds for the problem. The same proof as for Proposition 3.2 shows Proposition 4.2. The problem #IC C is #P C -hard with respect to Turing reductions.
However, up to now we are not able to show that #IC Q is FPSPACE-hard. The best lower bound for the problem in the Turing model is GCC-hardness. The class GCC is defined in as the Boolean part of #P C , and it is located between #P and FPSPACE in the landscape of binary complexity classes. Hence the GCC-hardness follows trivially from Proposition 4.2. Problem 4.3. What is the inherent complexity of #IC C ? Can it be reduced in polynomial time to counting complex solutions of polynomial equations, i.e., to #P C ? recently showed that in the restricted setting of semilinear sets given by additive circuits over the reals, the problem of counting irreducible components is indeed captured by the class #P.
Locally Constant Rational Functions
We prove Theorem 4.1 analogously to the case of connected components, but we work with rational instead of regular functions. The basic idea is the fact that the ring of rational functions on a variety is the direct product of the rings of rational functions of its irreducible components.
Recall that for an affine variety V ⊆ A n we have denoted by R(V ) the ring of rational functions on V . By (Kunz, 1979 , III, Satz 2.8) we have
Hence according to the beginning of §3.1.2 the number of irreducible components is the cardinality of a maximal complete set of orthogonal idempotents in R(V ). Since these idempotents correspond to rational functions vanishing on all but one component, where they take the value 1, on each intersection of two components at least two of them are not defined. Thus the product h of the denominators of all idempotents lies in i =j I(V i ∩V j ). Since all denominators in R(V ) are non-zerodivisors in K[V ], so is h. On the other hand, given such a non-zerodivisor h, one can find the idempotents in K[V ] h (see Theorem 4.6 below).
n be a hypersurface. We assume that gcd(f, ∂f ∂X1 ) = 1, which implies that f is squarefree and each of its factors depends on
Then the corresponding idempotents are given by
Note that the common denominator ∂f ∂X1 of the e i lies in i =j I(V i ∩ V j ) and it is a non-zerodivisor on K[V ]. Note also that the first example is not a special case of the second one, since the assumption is not satisfied. However, one can perform a variable transformation to obtain e.g. f = (X + Y )(X − Y ) satisfying the assumption.
Similar as in §3.1 we consider the space of locally constant rational functions on V , which we denote (by analogy) with 
is the decomposition into connected components. By Theorem 3.3 there exists a maximal complete set of orthogonal idempotents in K[W ] induced by polynomials of degree bounded by d
shows that in K[V ] h we obtain idempotents of the form f /h N with the claimed bounds. We show that this maximal complete set of orthogonal idempotents E ⊆ K[V ] h is also maximal in R(V ). Fix i, and let e ∈ E be the idempotent corresponding to V i . Assume e = f 1 + f 2 with nontrivial orthogonal idempotents f j ∈ R(V ). By replacing f j with ef j we can assume that the f j vanish outside V i . Since f 1 f 2 = 0, their numerators g 1 , g 2 satisfy g 1 g 2 = 0 as well.
Literally as Lemma 3.4 one proves that the maximal complete set of orthogonal idempotents E is a basis of H 0 r (V ). 2
Proof of Theorem 4.1
Before proving the theorem we have to cope with the redundancy of Szántó's decomposition (2.5) (cf. Remark 2.9). We prove that by computing ideal quotients we obtain an irredundant decomposition. Recall that the quotient of two ideals I, J is defined as
(4.1)
The ideal of the difference V \ W of two affine varieties V and W is given by the quotient of their ideals (Cox et al., 1998, §4.4 , Corollary 8)
and a polynomial f ∈ k[X] ≤d we write Af for the product of A with the column vector consisting of the coefficients of f . To represent (I i : J) ≤d by a linear system, we first have to show that for the "test polynomial" g in (4.1) it suffices to use a polynomial of single exponential degree. Indeed, we prove that with D := sδ n we have
. For this purpose let f be given with f / ∈ I i : J. We denote V j := Z(I j ) for all j and W := V 1 ∪ · · · ∪ V i−1 . Since I i : J = I(V i \ W ), there exists x ∈ V i \ W such that f (x) = 0. By Proposition 2.1, W can be defined by polynomials g 1 , . . . , g r with deg g j ≤ deg W . From x / ∈ W we conclude that some g j does not vanish on x. Then f (x)g j (x) = 0 and f g j / ∈ I i . It remains to bound deg W . First recall that we have the inclusions
, where Γ is the product of the leading coefficients of the polynomials in G i . Since the first inclusion is dense, each irreducible component of V j coincides with some irreducible component of 
Hence by (4.2) we can write
where B is the coefficient matrix of the linear system describing (I i ) ≤d+D . 2
Proof of Theorem 4.1. Let V = Z(f 1 , . . . , f r ) ⊆ A n with polynomials f i ∈ k[X] of degree bounded by d ≥ 2, let n ≥ 2, and set I := I(V ). By Theorem 2.8 we can compute squarefree regular chains G i with saturated ideals I i , 1 ≤ i ≤ s, such that I = i I i . Denote V i := Z(I i ). We order the ideals such that dim V i ≥ dim V i+1 for 1 ≤ i < s. Now set Q i := I i : (I 1 ∩ · · · ∩ I i−1 ). Then
and we have
The decomposition (4.3) is irredundant, i.e., no irreducible component of W i is contained in any W j with j = i.
Proof of Claim 1: Fix i, and let V i = ν C ν be the irreducible decomposition of V i . Then for all ν we have either C ν ⊆ j<i V j or not. In the first case C ν \ j<i V j = ∅, and in the second C ν \ j<i V j = C ν . Hence W i is the union over those C ν with C ν ⊆ j<i V j .
Claim 2 follows immediately from Claim 1 and the equidimensionality of V i . Proof of Claim 3: Assume that C is an irreducible component of W i contained in W j with j = i. Then C is a component of V i by the Claim 1, and dim C ≤ dim W j = dim V j by Claim 2. If dim C = dim V j , then C is a common component of V i and V j , which have the same dimension. Thus, if i > j, then W i = V i \ ℓ<i V ℓ ⊆ V i \ C does not contain C, a contradiction. The case i < j is treated analogously. In the case dim C < dim V j it follows j < i by the ordering with respect to dimension. But this implies also the contradiction C ⊆ W i ⊆ V i \ C, which completes the proof of Claim 3.
By Claim 3 we have #ic(V ) = s i=1 #ic(W i ), where #ic(V ) denotes the number of irreducible components of V . Hence we can compute #ic(W i ) for all i in parallel and sum up.
According to Lemma 3.12 the polynomial h i defined as in Proposition 3.13 for G i is a non-zerodivisor on K[W i ] and vanishes on Sing (W i ). Hence h i satisfies the conditions for the denominator h in Theorem 4.6 with respect to the variety
and h i can be computed from G i in parallel polynomial time.
Now we describe how to compute the number of components of W i . To simplify notation we drop the index i which is fixed from now on. For D, N ∈ N consider the linear map ϕ : Note that Q ≤D ⊆ Z. Therefore the number of irreducible components of W is given by
By Lemma 4.7 we can efficiently compute a linear system of equations for Q ≤D . It remains to describe also Z by a linear system. We have for all
Using Proposition 3.13 we can write
By the direct sum decomposition of Proposition 3.13, hdf − N f dh = 0 iff all the coefficients of the dX i are zero. We further multiply with the determinant ∆ and arrive at 
Transfer to the Turing Model
In the case k = Q we study the problems #CC Q and #IC Q in the classical Turing model. Our aim is to show that these problems lie in FPSPACE, the classical analogue of FPAR k . Usually, if one has an algorithm which is analysed with respect to the algebraic operations, one studies the bitsize of all intermediate results of the algorithm in order to count the bit operations. One could do this also for the algorithms described above. We note that it would suffice to analyse the bitsize in Szántó's algorithm. The reason for this is that the rest of our algorithms consists of linear algebra computations, which behave well with respect to bitsize.
Instead we use the following general Transfer Theorem, which we prove in a subsequent paper (Bürgisser and Scheiblechner, 2008) , see also (Scheiblechner, 2007a ).
Theorem 5.1. If a function f ∈ FPAR C maps rational inputs to rational outputs of polynomial bitsize, then the restriction of f to rational inputs is in FPSPACE.
The condition of this theorem is satisfied for #CC Q and #IC Q (cf. §2.1.3). Thus, Theorems 3.1 and 4.1 imply with Theorem 5.1 Corollary 5.2. We have #CC Q , #IC Q ∈ FPSPACE.
As we have noted in the introduction, this upper bound for #CC Q has already been obtained by real methods (Canny, 1988) .
Hilbert Polynomial of Arithmetically Cohen-Macaulay Varieties
As mentioned in the introduction, we will apply the technique of §3.2 to the problem of computing the Hilbert polynomial of a projective variety. To compute the Hilbert polynomial by interpolation in parallel polynomial time, we need a single exponential bound for the minimal index, from which on the Hilbert function coincides with the Hilbert polynomial. This number is called the index of regularity or a-invariant (Stückrad and Vogel, 1986; Vasconcelos, 1998) . Unfortunately a single exponential bound for the index of regularity of a radical is not known. We show a polynomial bound for projective varieties which are arithmetically Cohen-Macaulay.
Bound for the Index of Regularity
We first fix some notations. As before let k be a field of characteristic zero and K be an algebraic closure of k. Consider the graded polynomial ring S := K[X] = K[X 0 , . . . , X n ] = t≥0 S t , where S t = K[X] t denotes the vector space of homogeneous polynomials of degree t. Consider a finitely generated graded S-module M = t∈Z M t . The function h M : Z → N, t → dim k M t is called the Hilbert function of M . It is well-known that there exists a unique polynomial p M ∈ Q[T ], the Hilbert polynomial of M , such that h M (t) = p M (t) for t ≫ 0 (Hartshorne, 1977; Eisenbud, 1995) . Furthermore, the degree of p M equals the dimension of the projective zero set of the annihilator {f ∈ S | f M = 0}. For a projective variety V ⊆ P n we consider its homogeneous coordinate ring M = S/I(V ), and call h V := h S/I(V ) and p V := p S/I(V ) the Hilbert function respectively the Hilbert polynomial of V .
For a finitely generated S-module M we call
the index of regularity of M . For a projective variety V ⊆ P n we denote with a(V ) := a(S/I(V )) the index of regularity of V .
We start by observing what happens with hyperplane sections.
Lemma 6.1. Let I ⊆ S be a homogeneous ideal with √ I = m := (X 0 , . . . , X n ), and let ℓ ∈ S 1 be a linear form with ℓ / ∈ P ∈Ass (I) P . Then a(S/I) ≤ a(S/(I + (ℓ))).
Proof. The proof follows the lines of the proof for the existence of the Hilbert polynomial (Eisenbud, 1995, Theorem 1.11) observing that the first difference h
The claim now follows from Lemma 1.12 of (Eisenbud, 1995) stating that if the first difference h ′ (t) of a function h(t) agrees a polynomial for all t ≥ t 0 , then h(t) agrees also with a polynomial for all t ≥ t 0 . 2
The idea is now to cut down the variety V (I) iteratively with linear forms until we get the empty set, in which case √ I = m. The latter case can then be handled with the effective Nullstellensatz. Unfortunately, a linear form ℓ as in Lemma 6.1 does not exist if m ∈ Ass (I). One might think that this cannot harm us, since we only consider radical ideals I. But, by adding linear forms, we might destroy the radical property. In particular when I is a radical and ℓ a linear form as in Lemma 6.1, the ideal I + (ℓ) could have m as associated prime and we could not proceed further. The following (astonishingly simple) example shows exactly this behaviour.
Of course I is radical, P 1 := (X 0 , X 1 ) and P 2 := (X 2 , X 3 ) are the associated primes and I = P 1 ∩ P 2 is the primary decomposition of I. Geometrically, V = V (I) ⊆ P 3 is the union of two disjoint lines. The linear form ℓ = X 0 − X 2 satisfies ℓ / ∈ P 1 ∪ P 2 , but leads to the primary decomposition I + (ℓ) = (X 0 , X 1 , X 2 ) ∩ (X 0 , X 2 , X 3 ) ∩ (X 2 0 , X 0 X 1 , X 0 X 3 , X 2 1 , X 1 X 3 , X 2 3 , X 0 − X 2 ).
The latter of these ideals is m-primary but not a radical, thus I + (ℓ) is not radical and m ∈ Ass (I + (ℓ)). Although we have considered a special linear form ℓ, one easily sees that the same phenomenon appears with generic ℓ.
This example shows that we cannot prove the desired bound for the general case with the help of Lemma 6.1. Hartshorne's Connectedness Theorem (Eisenbud, 1995, Theorem 18.12) says that a variety which is Cohen-Macaulay in a point, is locally connected in codimension 1, i.e., removing a subvariety of codimension 2 or more cannot disconnect it. Applying this theorem to the affine cone of the variety of Example 6.2 shows that this cone is not Cohen-Macaulay at the origin. However, it turns out that our method works well under this Cohen-Macaulayness condition.
For convenience we recall some definitions from commutative algebra. Let R be a commutative ring. A sequence x 1 , . . . , x n ∈ R is called a regular sequence iff (x 1 , . . . , x n ) = R and x i is a non-zerodivisor on R/(x 1 , . . . , x i−1 ) for each 1 ≤ i ≤ n. Now let I ⊂ R be a proper ideal. Then depth I is defined as the length of a maximal regular sequence in I. On the other hand, there exists also the notion of codimension (or height) of I. If I is a prime ideal, then the codimension codim I is defined as the maximal length of an ascending chain of prime ideals in I. For general I, codim I is defined to be the minimal codimension of all primes containing I. A commutative ring R such that for all maximal ideals M ⊆ R we have depth M = codim M is called Cohen-Macaulay. In this case, we have depth I = codim I for all proper ideals I in R.
If R = S = K[X] is the polynomial ring as above, then codim I is exactly the codimension of the projective variety V := Z(I) ⊆ P n , hence codim I depends only on the radical of I. Definition 6.3. A projective variety V ⊆ P n is called arithmetically Cohen-Macaulay iff (S/I(V )) m is Cohen-Macaulay, where m = (X 0 , . . . , X n ).
The following lemma shows that the Cohen-Macaulayness of the local ring we consider is preserved under generic hyperplane sections. It easily follows from the definitions and (Eisenbud, 1995, Proposition 18.13 ).
Lemma 6.4. Let I ⊆ S be a homogeneous ideal with √ I = m, such that (S/I) m is Cohen-Macaulay. Then there exists a non-zerodivisor ℓ ∈ S 1 on S/I. Furthermore, the ring (S/(I, ℓ)) m is again Cohen-Macaulay.
The main result in this section is the following proposition. Suppose that ℓ 0 , . . . , ℓ i−1 according to the claim are already constructed for some 0 ≤ i ≤ m. Then I i−1 = m, and (S/I i−1 ) m is Cohen-Macaulay. Thus, by Lemma 6.4, there exists ℓ i ∈ S 1 such that (b) and (c) hold. In the case i = m we are done. If i < m, then by the Principal Ideal Theorem (Eisenbud, 1995, Theorem 10 .2) we have codim I i ≤ codim I + i + 1 ≤ codim I + m = n, since the codimension depends only on the radical. Hence (a) also holds, which proves the claim.
Setting Proof. Set I := I(V ). By Theorem 2.8 we can compute within the desired bounds squarefree regular chains G i with saturated ideals I i , 1 ≤ i ≤ s, such that I = s i=1 I i . Now fix some t ∈ N. We have dim(S/I) t = n + t n − dim(I ∩ S t ),
hence it remains to compute the latter dimension. Let δ be an upper bound on the degrees of the polynomials in all G i . By Theorem 2.8 we have δ = d O(n 2 ) . Then by Proposition 3.11
Recall from Definition 3.8 that prem t denotes the modified pseudo remainder for polynomials of degree t. Now let (n + 1)d − n ≤ t ≤ (n + 1)d. Then I ∩ S t is the solution space of a linear system of size d O(n) δ O(n 2 ) , which we can construct by Lemma 3.10 in parallel time (n log dδ) O(1) and sequential time (dδ) n O(1) . Hence, we can compute the value of the Hilbert function h V (t) within the desired resources. Now we compute h V (t) for each (n + 1)d − n ≤ t ≤ (n + 1)d. Since by Proposition 6.5 these values coincide with the values of p V , which is a polynomial of degree ≤ n, we can compute p V by interpolation. 2
