We prove the strong consistency and the asymptotic normality of the maximum likelihood estimator of the parameters of a general conditionally heteroscedastic model with α-stable innovations. Then, we relax the assumptions and only suppose that the innovation process converges in distribution toward a stable process. Using a pseudo maximum likelihood estimator with a stable density, we also obtain the strong consistency and the asymptotic normality of the estimator. This framework seems relevant for financial data exhibiting heavy tails. We apply this method to several financial index and compute stable Value-at-Risk.
Introduction
ARCH models, introduced by Engle (1982) and generalized by Bollerslev (1986) are some of the most popular models for explaining financial time series. In these models, the time series is stationary but possesses a time varying conditional variance, this property can be used to explain some of the stylized facts that can be found in financial series. The GARCH modeling explains the volatility clustering but it also explains a fraction of the leptokurticity that can be found in financial time series. Empirical evidences can be found in the survey article by Shephard (1996) . The most widely used estimator for the parameters of the GARCH model is the Gaussian Quasi Maximum Likelihood Estimator (QMLE). To implement this estimator, the Gaussian density is used to compute the likelihood of the model, even if the exact distribution of the error process remains unspecified. Under appropriate assumptions, the Gaussian QMLE is Consistent and Asymptotically Normal (CAN), see Berkes et al. (2003) or Francq and Zakoïan (2004) .
Most of the assumptions required for the Gaussian QMLE to be CAN are mild, since one does not need to specify the true distribution of the error process, the model is less risky to be misspecified as in the Maximum Likelihood Estimation (MLE) case. The only assumption that can be challenged is the requirement that the error process possesses a finite fourth moment. The GARCH model and its derivatives are mostly applied to financial data which are known to be heavy tailed. Mandelbrot (1963) and Fama (1965) found that the unconditional distributions of most financial returns are heavy tailed and therefore do not necessarily possess a finite fourth moment. Now even if the GARCH modeling explains a part of the leptokurticity of the financial time series, the residuals are often found to remain heavy tailed. For this reason, there were several attempts to use GARCH models with non-Gaussian innovation, see Berkes and Horváth (2004) for a general approach. GARCH models with heavy tailed distributions have been studied, Bollerslev (1987) use the student t distribution and Liu and Brorsen (1995) used an α-stable distribution for the error process and studied the model empirically, see also Mittnik and Paolella (2003) , Embrechts et al. (1997) .
In this paper we study a stable Maximum Likelihood Estimator (MLE) of a general conditionally heteroskedastic model in which the errors follow a stable distribution. To the best knowledge of the author, the CAN property of the MLE of such a model with stable innovation has not been proven, even in the GARCH case where the model was only studied empirically.
Here we prove such a result under a few assumptions about the functional form of the volatility process. By specifying the distribution of the error process (η t ) t to be α-stable, we obtain a less general method than the Gaussian QMLE but we do not need any moment assumption and the model takes into account the fact the data can be heavy tailed.
The Gaussian QMLE possesses the robustness property that even if the errors are not Gaussian, provided that their distribution is in the domain of attraction of the Gaussian law, the QML estimator is still CAN. We want to obtain a similar property for the stable GARCH model. Since the only probability distributions to possess a domain of attraction are the Gaussian distribution and the family of stable laws, we use this fact to obtain a robustness property for the stable estimation. In other words, we study the asymptotic behavior of the MLE written for stable innovations when the error process is not stable but close to a stable distribution. With the Generalized Central Limit Theorem (GCLT) (see Gnedenko et al. (1968) ), we can characterize the domain of attraction of a stable law. A sum of i.i.d random variables with certain properties will converge in distribution to a stable variable. If the innovation process can be written as a sum of variables, then if the sum converges, it converges in distribution toward a stable law. We use this property to give a more general result than the stable MLE. We prove that if the innovation process is not stable but converges in distribution to a stable variable, then the stable MLE (which in this case is a pseudo MLE) is still CAN.
We will study a general class a conditionally heteroscedastic model, defined by t = σ t η t σ t = g ( t−1 , t−2 , . . . ; θ 0 ) , (1.1) where ( t ) t is the observed process ( t ∈ R), (η t ) t is a sequence of independent and identically (i.i.d) random variables (the error process), θ 0 is a parameter belonging to a parameter space Θ and g : R ∞ × Θ → R * + . This model contains most of the numerous derivatives of the GARCH model that have been introduced such as EGARCH, TGARCH and many others, see Bollerslev (2008) for a exhaustive (at the time) list. Model (1.1) contains the classical GARCH(p, q) model given by
( 1.2)
The plan of this paper is as follows. We recall useful results concerning the stable distribution in Section 2. In the third section, we study a conditional heteroscedastic model with stable innovation and prove that the MLE is stable. In Section 4, we consider the case where the stable density is used to compute a pseudo MLE when the error process is not stable but converges in distribution toward a stable process. Then, we present in Section 5 some simulation results and some financial applications.
Properties of stable distributions
Since the pioneer work of Mandelbrot, the class of stable distributions is commonly used in finance and in other areas such as engineering, signal processing and many other. There are empirical evidences that some financial processes, denoted (X t ) t , have regularly varying (heavy) tails, that is, P [X t > x] ∼ Kx −α , when |x| → +∞, where K is a constant and α ∈ (0, 2). Such a process has infinite variance, therefore the standard Central Limit Theorem (CLT) cannot be applied. Fortunately, the CLT can be generalized. An iid random process (X t ) t with regularly varying tails with index α < 2 is in the domain of attraction of a stable law, i.e. that there exist sequences (a n ) n and (b n ) n such that
where Y is a stable law with tail parameter α.
Only stable distributions possess a domain of attraction. Obviously, the Gaussian law is a stable distribution since the CLT states that every random variable with finite variance is in the domain of attraction of the Gaussian law. The Gaussian distribution is a particular case of a stable distribution with α = 2. The formal definition of a stable variable is quite simple: non degenerate iid random variables (Z t ) t are stable if there exist a n > 0 and b n such that
For a stable law, there exists, in general, no closed form of the probability density function. A stable variable is characterized by four parameters, the previously mentioned tail exponent α, a parameter of asymmetry |β| ≤ 1, a location parameter µ ∈ R and a scale parameter γ > 0. When β = 0, the distribution is symmetric about µ. There are several special cases apart from the Gaussian case with α = 2, where the density is explicit. A stable distribution with α = 1 and β = 0 is a Cauchy distribution. When α = 1/2 and β = 1, we obtain a Lévy distribution.
Though the density of a stable variable cannot be written in closed form in the general case, we can write its characteristic function, in the (M) parametrization of Zolotarev (1986) . The random variable X is called stable with parameter ψ = (α, β, µ, γ) (we write X ∼ S(ψ) = S (α, β, µ, γ) 
For other parameterizations or more properties on stable distributions, see Zolotarev (1986) or Samorodnitsky and Taqqu (1994) . The parameterization in (2.1) possesses the advantage of being continuous and differentiable with respect to all parameters, even for α = 1. Using the inverse Fourier transform, we can express the density f (., ψ) with the characteristic function
From Bergström (1952), we give a series expansion of the stable density which will be useful to easily obtain properties of the stable distribution and to numerically compute the stable density.
Proposition 2.1. For α < 1, we have 
This proposition can be proven as in Bergström, the parameterization differs but the idea is the same. These series expansions will be used to numerically compute the stable density. Depending on the parameters α and β and on the value of x, the series (2.3) or (2.4) will efficiently approximate the density f . If these series do not provide a good estimation, we can use the Fast-Fourier Transform (FFT) or the Laguerre quadrature, see Nolan (1997) or Matsui and Takemura (2006) .
In the last proposition, the parameters µ and γ were fixed to 0 and 1. To obtain a more general formula we can use the following relation
From (2.2), (2.3) and (2.5), it follows that the density of a stable random variable is infinitely often differentiable with respect to x, α, β and µ. From the asymptotic expansion (2.3), we have the tail behavior of the density f and all its derivatives. When x → ±∞,
where K is a generic constant, which is not necessarily the same depending on whether x → +∞ or x → −∞. The idea of using stable laws comes from the fact that only a stable variable possesses a domain of attraction. The Gaussian distribution is a particular case of stable distribution (with α = 2), its domain of attraction contains all distributions with finite variance. The following is a CLT for heavy tailed regularly varying distributions in the particular case of a variable in the domain of normal attraction of a stable law.
Theorem 2.1 (Gnedenko et al. (1968), Theorem 5, § 35) . If the process (X t ) t is iid with 12) with α ∈ (0, 2), K 1 > 0 and K 2 > 0, then, with 
where f n is the density of 1 an 1/α n t=1 (X t − m) and f (., ψ) is the probability density of Z with ψ = α, β, β tan απ 2 , 1 as defined in Theorem 2.1. The previous theorem has been extended by Basu and Maejima (1980) 
for some integer r ≥ 1, then for 0 ≤ δ ≤ α, we have
Conditionally heteroscedastic model with stable innovations
In this section, we study the properties of the ML estimator, for the general class of conditionally heteroscedastic models defined in (1.1) with a stable error process. The probability distribution of (η t ) t is a stable law with parameter ψ = (α, β, µ, 1). For identifiability reasons, the parameter γ has to be fixed to 1.
Since we work with a general model, we make some general assumptions which can be made more precise for explicit models. We will, in particular, consider the GARCH(p, q) model. We suppose, A0 ( t ) t is a causal, strictly stationary and ergodic solution of (1.1).
Let 1 , · · · , n denote observations of the process ( t ) t . The true parameter of the model is denoted τ 0 = (θ 0 , ψ 0 ) , where θ 0 is in R m and parameterizes the known function g, ψ 0 = (α 0 , β 0 , µ 0 ) is the parameter of the stable density, the fixed parameter γ 0 = 1 being omitted. We still denote by f (., ψ) = f (., α, β, µ) the density of a stable law and we also keep this notation for the stable characteristic function. The parameter τ 0 belongs to a parameter space
We define the criterion, for τ = (θ , ψ ) ∈ Γ:
where theσ t are recursively defined using some initial values and
. Let τ n be the MLE of model (1.1) defined by:
(θ) and we state some assumptions on the function g and the parameter space Γ.
A1
There exists ω > 0 such that, almost surely, for any θ ∈ Θ, σ t (θ) > ω.
where K is a constant and 0 < ρ < 1.
A4
The parameter space Γ is a compact set and τ 0 ∈ Γ.
A5
There exists s > 0 such that E| t | s < +∞.
A6
For any compact subset Θ * in the interior of Θ and for (i, j, k) ∈ {1, . . . , m}, we have
A8
The components of ∂σ 2 t ∂θ (τ ) are linearly independent. We prove that the estimator τ n is CAN, the first result establishes the consistency, then with additional assumptions, we obtain the asymptotic normality of the estimator.
Theorem 3.1. Under Assumptions A0-A5, the estimator τ n is consistent,
3)
Remark 3.1. The numerous assumptions of this theorem are due to the fact that Model (1.1) is very general. For more specific formulations, some of theses assumptions vanish. For exemple in the case of the GARCH(p, q) model of Equation (1.2), Assumptions A1, A2, A3, A5, A6, A7 and A8 are obtained in Francq and Zakoïan (2004) .
Concerning Assumption A0, in the case of the GARCH(p, q), we require the top Lyapunov exponent associated to the model (see for instance Berkes et al. (2003) ) to be strictly negative. In the case p = q = 1, we draw the stationarity zones for the parameters a and b for different values of α. Here, we use a symmetric stable distribution (i.e. β = 0). In Figure 1 , we numerically obtained the strict stationarity zones which for each α, is the area under the curve. If α = 2, this is the stationarity zone for a GARCH(1,1) model with Gaussian innovation but in the case α < 2, the strict stationarity zone becomes smaller as α decreases. This can be explained by the fact that the smaller α, the thicker the tails. Then if the parameters a and b take too large values, the persistence of σ t is too strong and σ t explodes to infinity. 
When the innovation process converges in distribution to a stable distribution
In this section, for clarity purpose, we will enunciate the results for a GARCH(p, q) model (Model (1.2)). The same results could be obtained for a more general model but at the cost of some technical assumptions on the function g. We write a different version of Model (1.2) with an innovation process (η nt ) which now depends on n. We have,
where the process (η nt ) t is iid with p.d.f. f n and converges in distribution toward a stable variable with parameter ψ 0 = (α 0 , β 0 , µ 0 ) . This assumption will be made explicit below. As in Section 3, the parameter γ 0 is omitted and fixed to 1 for identifiability reasons. The true parameter of the model is τ 0 = (θ 0 , ψ 0 ) , where
with A, B, C as in Section 3. Let the polynomials
where L denotes the lag operator.
We suppose that the process (η nt ) t is iid for every n ∈ N, but we need a stronger assumption. Define for t ∈ Z, F t = σ (∪ n∈N F nt ), where F nt = σ {η nu ; u ≤ t − 1} and suppose that for any t ∈ Z and for any n ∈ N, η nt is independent of F t .
We define a pseudo maximum likelihood estimator. The density of (η nt ) t is not specified but we suppose the convergence of this process to the stable distribution with p.d.f. f (., ψ 0 ), where ψ 0 is an unknown parameter. We use this density to build a pseudo MLE. We have for τ ∈ Γ,
where the (σ nt (θ)) t are recursively defined using some initial values. We define
We have kept the same notations as in the previous section because all the involved quantities are defined in the same way and play the same role. The objects of this section simply display an additional n subscript. We define γ n as the top Lyapunov exponent associated to Model (4.1) and γ as the top Lyapunov exponent associated to the model
with η t ∼ S(ψ 0 ). The top Lyapunov exponent will be more precisely defined in Section 7.
B1 τ 0 ∈ Γ and Γ is a compact.
B2 γ < 0 and ∀θ ∈ Θ, p j=1 b j < 1. B3 There exists δ > 1 such that for any n ∈ N, E|η nt | δ < +∞ and sup
Theorem 4.1. Under Assumptions B1-B5, the estimator τ n is consistent,
Remark 4.1. The variance-covariance matrix in Theorem 4.1 is the same as in Theorem 3.1. There is asymptotically no cost for not specifying the true distribution of the innovation and instead assuming that the process converges in distribution to a stable law.
Remark 4.2. The required assumptions for this result are very mild, B1, B2, B4 and B6 are also needed for the classical Gaussian QML. Assumption B3 is specific to the problem and is verified in the case described hereafter where the innovation can be written as the sum of an iid process,
where for any t ∈ Z, (ν it ) i is iid and where (k n ) n is an increasing sequence of integers and with α ∈ (1, 2) such that there exist K 1 and K 2 such that
then if the density of ν it satisfies the assumptions of Theorems 2.2 and 2.3, the Assumption B3 is verified by Theorem 2.3.
Remark 4.3.
In the Gaussian QML case, the asymptotic inverse variance-covariance matrix J depends on the unobserved distribution of the process (η t ) t . Here the matrix J depends on the limit in distribution of the innovation process (η nt ) t . We can define an estimator for the matrix J, based on the process ( nt ) t and prove that this estimator is consistent.
Remark 4.4. About Assumption B5, for each value of n, the fact that there exist constants K and ρ such that α n (h) ≤ Kρ h has been proved by Boussama (1998) . We only assume that this is also true for sup
With the assumptions of Theorem 4.1, we have
Numerical experiments
In this section, we describe a simulation experiment which aims at studying the behavior of the pseudo MLE for finite samples, and for an innovation process whose distribution is close to a stable distribution. We use the algorithm of Chambers et al. (1976) to simulate stable processes and Proposition 2.1 to compute the stable density.
We want to verify that even if the model is misspecified, that is if we use a stable MLE when the true distribution of the innovation process is not stable, the GARCH coefficients are still correctly estimated. We use a Student distribution with degree of freedom α (which by Theorem 2.1 is in the domain of attraction of a stable law of parameter α) to build an innovation process of the form
Using the results of Section 2, we obtain that, when K tends to infinity, η (K) t converges in distribution toward an alpha stable law. The problem is that, for identifiability reason, the parameter γ of the stable distribution cannot be estimated and has to be fixed to 1. When K = +∞, the process η
is alpha stable with parameter ψ = (α, β, µ, γ) . The parameter ψ depends on the degree of freedom of the Student process (ν k,t ) k and can be calculated. For a generic case, we have γ = 1. If we estimate a GARCH model with innovation process η (+∞) t t using a stable pseudo MLE method, we would obtain estimates of the parameters of the same model but written under a different identifiability assumption. For example, if we aim to estimate the model
the stable pseudo MLE defined in the previous sections will converge toward Francq et al. (2011) for more details on reparametrization of GARCH models. Note that the estimation of the "GARCH" parameter b 0 is not affected by the identification problem. In order to compare estimates of the same quantity, it is thus important that the model is similarly identified for each value of K. Thereafter, we use the following identifiability condition.
-If the innovation process (η t ) t is stable, then it is stable with parameter γ 0 = 1 (we recall that, if X is stable with parameter γ = γ 0 > 0 then
is stable with parameter γ = 1). -It the innovation process (η t ) t is not stable, we require that, among the family of stable distributions, the closest distribution to the distribution of (η t ) t in the sense of the KulbackLeibler distance is stable with parameter γ 0 = 1. Thus, for each K, we estimate the quantity j K , defined such that the innovation process defined by
satisfies the identifiability assumption. It is important to note that if we use another normalizing constant than j K , the results of the estimation by stable pseudo ML are as efficient as in the case where we use j K , the model is simply written under a different identifiability condition.
We generated 1000 samples of size n = 1000 for different values of K (K = 500, K = 1000, K = 10000, K = 100000 and K = ∞) of the following model and estimate its parameters by stable MLE (or pseudo MLE).
We can summarize the simulation scheme with the following steps. For a parameter θ 0 , for K > 0 and for a student distribution of degree α, -Step 1: we simulate 1000 samples of the variable 
The results of these estimations are presented in Table 1 . For each of the six parameters (three for the GARCH dynamic and three for the stable distribution), we give the quotient of the Root Mean Squared Errors (RMSE) of the corrected stable pseudo MLE and of the RMSE of the MLE, corresponding to the case K = ∞. This statistic is given by
where the
The greater Q i is, the better the stable pseudo MLE is with respect to the MLE. In this simulation framework, we do not compare different methods of estimation. We use the same method but applied to different data generating processes. Table 1 shows that, concerning parameters ω, a, b and α, the (Q i ) i∈{1,··· ,4} increase with K. For large values of K, the RMSE of the misspecified model is quite close to the RMSE of the asymptotic case, i.e. the well specified case. Table 1 also indicates that the result of the simulation for parameters β and δ are more surprising. Indeed, the RMSE of the estimation of the asymmetry parameter β is smaller when K is small. But a good estimation of the parameter β is not of much information if the parameter α is not well estimated. Finally, for large values of K, we find that our estimator is not much affected by the specification error on the density used to compute the likelihood. 
Application to financial data
In this section, we consider the daily returns of several indices and currency rates, namely the EURUSD, JPYUSD, DJA, DJI, DJT, DJU, CAC, FTSE, NIKKEI, DAX, S&P50 and the SMI. A GARCH(1,1) model with stable innovations is estimated on each of these series. The samples extend from January 1, 2008 to December 31, 2010. The estimated α's are lower for the period before 2008 so we only kept three years of data. Table 2 shows the results of these estimations with the standard deviation in parenthesis. We can see that even if the GARCH modeling explain a fraction of the leptokurticity of the series, the residuals still possess heavy tails since in most cases α is around 1.8 and thus different from 2 (except for the NIKKEI). When α = 2, the parameter β cannot be identified. These estimations can be used to compute Value-at-Risk (VaR). If t is the return of the series, the VaR with coverage probability p at time t is defined as the quantity VaR t (p) satisfying
where P t is the probability measure conditionally to the time t − 1 information set. Using a conditionally heteroscedastic model with stable innovation, if τ n = (θ n , ψ n ) is the MLE (or pseudo MLE if the innovation is not stable but assumed to be close to a stable distribution), we have
where F ← (., ψ) is the quantile function of a stable distribution of parameter ψ (with γ = 1). We compare this stable VaR to the VaR computed using a GARCH(1,1) model, estimated with the Gaussian QMLE. We compute a Gaussian QMLE on the indices used in Table 2 and obtain the Gaussian counterparts of the parameters in this table.
Then we compute the Gaussian VaR and the stable VaR on an outsample data set (from January 1, 2011 to January 31, 2012). We give the results for the VaR of level 1% and 5% in The two methods give very close results for p = 0.05, but the Gaussian method seems unable to explain the extremes of the distribution and the stable VaR seems to give better results for p = 0.01. In this case and for almost every index, the Gaussian VaR is underestimated. There are too many hits in the sample. We can conclude that the residuals of the GARCH model estimated by Gaussian QMLE are too leptokurtic to be explained by a Gaussian distribution. To conclude, the stable distribution seems to do a better job to explain the tails of the studied financial series.
Proofs
Throughout the proofs and the paper, we denote by K and ρ generic constants whose values K > 0 and 0 < ρ < 1 can vary from line to line.
Proof of the consistency in Theorem 3.1
Let I n (resp. l t ) be the equivalent ofĨ n (resp.l t ) when an infinite past is known,
We first prove that the initial values are asymptotically negligible, that is
We have,
. The function f is infinitely differentiable with respect to x, therefore, for τ = (θ , ψ ) ∈ Γ, we have
Next, using the asymptotic expansion (2.6)-(2.7), we obtain that
f (x,ψ) tends to 0, when |x| tends to infinity and thus that x → f (x,ψ) f (x,ψ) is bounded on R. This can be obtained since for any ψ ∈ A × B × C, the support of the function x → f (x, ψ) is R. Under Assumption A4, we obtain sup
f (x,ψ) < ∞. Using Assumption A1 and A2, it can be seen that sup
In view of the Markov inequality, the Borel-Cantelli Lemma, the existence of a moment of order s for the processus ( t ) t (Assumption A5) and Assumption A0, we obtain that | t |ρ t converges to 0 almost surely when t tends to infinity. Then, using the Cesàro Lemma, we obtain (7.1). We now prove that
To obtain the last equality, we used the fact that
Now, we show that, if El t (τ ) = El t (τ 0 ), then τ = τ 0 a.s. We have
σt (θ) . The variable (η t ) t has a Lebesgue density, this yields
We define X as a stable variable with parameters ψ 0 , X ∼ S(ψ 0 ), and Y = a t−1 X. Then, using (7.2) we show that the pdf of Y conditionally to G t is f (x, ψ), thus Y ∼ S(ψ). Now, for u ∈ R, we write the characteristic function of Y and obtain
Applying the modula to the previous equation yields
Therefore we have α = α 0 and we easily obtain β = β 0 and µ = µ 0 . We also obtain a t−1 = 1 almost surely and we deduce with Assumption A3 that θ = θ 0 a.s. Now, for τ ∈ Γ, let V k (τ ) be the open ball with center τ and radius 1/k, using (7.1), it follows that liminf inf
The ergodic theorem yields liminf inf
. Therefore, we have
We conclude by a standard compactness argument, using Assumption A4 and obtain (3.2).
Proof of the asymptotic normality in Theorem 3.1 Lemma 7.1. Under the assumptions of Theorem 3.1, we have
and η t are independent and
f (x,ψ 0 ) is bounded, therefore we have E |Z t (τ 0 )| < +∞. Moreover, with Assumption A6, we have E |φ t (θ 0 )| < +∞. With (2.8)-(2.10), we obtain E |ν nt | < +∞. Now, we have
And,
We infer E ∂lt ∂θ (τ 0 ) = 0. Now, we prove E ∂lt ∂α (τ 0 )|G t = 0. Note that
The function x → f (x, ψ 0 ) is integrable, therefore
We have, ∀α, ϕ α,β 0 ,µ 0 ,γ 0 (0) = 0, thus, we obtain E [ν nt |G t ] = 0. We now prove that the covariance matrix of the vector of derivatives of l t is finite, we have
From the asymptotic expansions in (2.6)-(2.10), we obtain E Z 2 t (τ 0 ) < +∞, then by Assumption A6, it can be seen that V ∂lt ∂θ (τ 0 ) is finite. Using the asymptotic expansion again, we have when 
Now, it can be seen that 1
f (x,α,β) ∼ K, then using Equation (7.7) and letting x → ∞, we obtain v 1 = 0 and ∀x ∈ R
Now multiplying both sides of the previous equation by e itx and integrating on R, we recognize the characteristic function of a stable distribution or its derivatives and obtain for t ∈ R,
Then, for t > 0, it follows that 
Proof. For ease of notation, the next equations are written without their argument τ = (θ, ψ) ∈ Γ. We have
We show that , ψ) is continuous, thus since A × B × C is a compact set, we obtain (7.12). Using the same method for η 2 t (θ)
∂ 3 log f ∂x 3 (η t (θ), ψ) and using Assumption A6 we obtain that, for any compact subset Γ * in the interior of Γ
With the same reasoning and other calculations, we obtain Equation (7.9).
Lemma 7.3. Under the assumptions of Theorem 3.1, we have when
Proof. We have
, therefore, with the mean value theorem, we have
On the other side, concerning the second term in (7.15), we obtain
Concerning the derivatives relative to the stable parameter ψ, it follows with the mean value theorem that
The derivative of log f with respect to α and x is bounded. Besides, we have
We can apply the same method for the derivatives with respect to β and µ. Therefore, using Assumption A7, the Markov inequality, the Borel-Cantelli lemma and the Cesàro Lemma, we easily obtain (7.13). Using (7.10), (7.11), the second part of Assumption A7 and the same techniques as before, we obtain (7.14).
Proof of Theorem 3.1. From the definition of the ML estimator τ n , we have ∂Ĩn ∂τ (τ n ) = 0, writing a Taylor expansion, we infer
where τ * is between τ 0 and τ n . Using another Taylor expansion, Lemma 7.2, the almost sure convergence of τ n to τ 0 and the ergodic theorem, we obtain
Then, in view of Equations (7.5), (7.6), (7.10) and (7.11), we obtain
By Lemmas 7.1 and 7.3 we can conclude and obtain (3.3).
Proof of the consistency in Theorem 4.1
Let I n (resp. l nt ) be the equivalent ofĨ n (resp.l nt ) when an infinite past is known.
We also need to define the equivalent of these quantities when the processus (η nt ) t is replaced by its limit in distribution (η t ) t . If ( t ) t is the stationary ergodic solution of Model (4.3), we define
, ψ . Assumption B3 can only be used for quantities which depend on a finite number of (η nt ) t . Therefore, we introduce σ 2(m) nt (θ), a truncated version of σ 2 nt (θ). For that, we give a vector representation of the GARCH(p, q) model as in Bougerol and Picard (1992) ,
and
We also define z t , b t and A t , the counterparts of z nt , b nt and A nt where η nt is replaced by the iid sequence (η t ) t defined in (4.3). Note that γ n is the top Lyapunov exponent associated to the sequence (A nt ) t∈Z . Now, we prove that Assumption B2 implies that γ n is inferior to zero. With Lemma 7.4 below, we obtain for any n ∈ N,
We define the truncated version of z nt . For any m ∈ N,
In particular, if X(k) is the k th element of the vector X, we define a truncated version of σ 2 nt , that is
The quantity z 
By Assumption B2, we have sup θ∈Θ ρ(B) < 1, where ρ(B) is the spectral radius of the matrix B, and thus, for any θ ∈ Θ,
As for z 
, ψ .
Lemma 7.4. Under the assumptions of Theorem 4.1, there exists
Besides, there exist k 0 ∈ N and N ∈ N such that
Proof of Lemma 7.4. With Assumption B2, using the norm A = |a ij |, which is a multiplicative norm and with Lemma 2.3 in Francq and Zakoian (2010) , we have the existence of k 0 ∈ N and of s > 0 such that
Now for n ∈ N, writing A nt = A(η nt ) to emphasize the fact that A nt only depends on η nt , we have for s > 0
For ε > 0, by Assumption B3, we have the existence of N ∈ N, such that
Then, the function A is such that ∀x ∈ R, 0 < A(x) < Kx 2 and therefore
Using the asymptotic expansion (2.6) and choosing 0 < s < min δ−1 2 , α 2 , we infer
Thus, since f n simply converges to f (., ψ 0 ), using the dominated convergence theorem, we obtain
Therefore, for ε > 0, there exists N ∈ N such that, for n ≥ N , we have
and thus, χ = sup
and we obtain (7.22).
Then, using Lemma 2.3 from Francq and Zakoian (2010), we obtain (7.21). Proof. For n ≥ N , using the inequality (x + y) s ≤ x s + y s for x, y > 0 and s < 1, Equation (7.16), the fact that the norm is multiplicative, the independence of the processus (η nt ) t and Lemma 7.4, we obtain
Now, we prove that there exists s > 0 such that sup n∈N E|η nt | 2s < +∞. In view of Assumption B3, we obtain that E|η nt | 2s converges toward E|η t | 2s < +∞, for s < δ/2. We used the dominated convergence theorem again and also the fact that for any n ∈ N, we have E|η nt | 2s < +∞ for a small enough s > 0. Therefore, with (7.24), it follows that
Now, for any n ∈ N and any t ∈ Z, we have σ 2 nt ≤ z nt and 2 nt ≤ z nt . Consequently, we obtain (7.23).
Lemma 7.6. Under the assumptions of Theorem 4.1, there exists
Proof. We first prove that there exists s > 0 such that
For m ≥ k 2 0 , let m/k 0 be the floor function of m/k 0 (k 0 being defined as in Lemma 7.4), we have
The constant s can be taken such that s < 1 and, using the inequality (x + y) s ≤ x s + y s for x, y > 0 and the independence of the processus (η nt ) t , we infer
defining N ∈ N and using similar arguments as in the proof of Lemma 7.5. With exactly the same arguments, we obtain for any n ∈ N the existence of K n > 0 and ρ n < 1 such that
Thus, there exist K > 0 and ρ < 1 such that
Then, we use the inequality σ 2s
s and obtain Equation (7.26). We also obtain (7.27) We now prove the inequality (7.25). We remark that for any m ∈ N and for any θ ∈ Θ, we have σ
In view of the second part of Assumption B2, we have sup θ∈Θ ρ(B) < 1. Then, using Lemma 7.5, we obtain
Now for the second part of (7.28), Equation (7.27) and the fact that ρ(B) < 1 yield
Finally, having treated the two terms of the right hand of (7.28), we obtain (7.25).
Lemma 7.7. Under the assumptions of Theorem 4.1, we have for any d ∈ N and for any subset
Proof. We prove (7.30) in the case d = 1. The other cases and (7.31) can be obtained with similar arguments. We will prove the following intermediate results.
We have for any θ ∈ Θ, σ 2 nt (θ) ≥ ω. Since Θ is a compact set, there exists ω > 0 such that, ∀θ ∈ Θ, ∀t ∈ Z, ∀n ∈ N, σ 2 nt (θ) ≥ ω and ∀θ ∈ Θ, ∀t ∈ Z, ∀n ∈ N, σ 2(m) nt (θ) ≥ ω. From Lemma 7.6 and using the mean value theorem, it follows that
. We have for s > 0
Setting s = s/2 and using the Cauchy-Schwarz inequality and the results of Lemmas 7.5 and 7.6, we obtain sup
Then, using the independence between σ 2 nt (θ) (or σ 2(m) nt ) and η nt and Assumption B3, we obtain for any θ ∈ Θ sup
The derivative of F is such that
. We have, when x → +∞, ∂x (x) < +∞. In view of the mean value theorem, it can be seen that
and finally sup
Using Equations (7.32) and (7.33), we obtain
Now for m ∈ N, for K 1 > 0 and for |ρ 1 | < 1, for any n ∈ N, there existsτ m,n ∈ Γ such that
We have
and thus, with (7.34) we obtain E l nt (τ m,n ) − l (m) nt (τ m,n ) < Kρ m . Finally, with Equation (7.35) we obtain (i), the step (ii) can be obtained in the exact same way.
[step (iii)] We have, for m ∈ N * and τ ∈ Γ, l (m)
nt (θ) depends on a finite number of η nt . More precisely σ 2(m) nt (θ) is a function of {η nt−k , k ∈ {1, . . . , 2m + q}}. Now, from (7.19) we obtain that the expression of σ 2(m)
contains only products of powers of η nt . Therefore, since Θ is a compact set, there exist M > 0 and (r 1 , . . . , r 2m+q ) ∈ N 2m+q such that (7.36) Using the same arguments, it follows that
Then, with the asymptotic expansion (2.6), we have ∀x
In view of (7.36) and (7.37), we obtain the existence of M > 0 and
Then, we can apply the dominated convergence theorem as we did before and obtain (7.29) and (iii). Now, to obtain (7.30), we use (i), (ii) and (iii) and obtain
The limits inversion can be done since the convergence in m is uniform with respect to n.
Lemma 7.8. Under the assumptions of Theorem 4.1, for any subset V ⊂ Γ, we have
We also define S n = M n 2 and m n = EX nt . We have ES n = m n 2 and VarS n = 1 n 2 n 2 −1 h=0 Cov (X nt , X nt−h ). We now prove that there exists M > 0 such that for any n ∈ N we have
As in the proof of the previous Lemma, we define X Then, the proof can be done in the exact same way as in the proof of Theorem 3.1. Starting from Equation (7.3), we can use Lemma 7.8 to conclude.
Proof of the asymptotic normality in Theorem 4.1
We introduce a truncated version of the derivatives of σ 2 nt . From (7.19), we obtain
For m ∈ N, we define . . . , p} . (7.46) where B (j) is a p × p matrix with 1 in position (1, j) and zeros elsewhere. Then, we define
and for i ∈ {1, . . . , p + q + 1}, φ 
Proof. In this proof, for clarity purpose, the arguments (θ) are omitted (φ nt stands for φ nt (θ)).
We have for n ∈ N, t ∈ Z, θ ∈ Θ and i ∈ {1, . . . , q}, If we adapt the proof for the derivatives with respect to b j and ω, we obtain (7.47). Now for the first part of (7.50), for any n ∈ N with already used arguments, we have And the first part of (7.50) comes easily.
Turning to (7.48), we have for (i, j) ∈ {1, . . . , p + q + 1} By (7.47) and the first part of (7.50), we obtain sup
nt,j < +∞ and (7.48). All the other results of the lemma can be obtained with similar arguments. (θ 0 ), we obtain the first part of (7.56). It is clear that the second part of (7.56) can be obtained with very similar arguments. 
Lemma 7.13. Under the assumptions of Theorem 4.1, we have
√ n ∂I n ∂τ (τ 0 ) L → N (0, J),(7.
