Let p n be the number of consecutive positive summands and let q n be the number of consecutive negative summands that appear in the classical Riemann's rearrangement of the alternating harmonic series to sum a prescribed real number s. Assume that s > log 2 and let x = (1/4)e 2s . It is shown that the sequence q n is constant equal to 1, and that the values of p n become stabilized: Eventually p n = x or p n = x + 1. Moreover, it is shown that x is rational if and only if the sequence p n is eventually periodic. The sequence p n is eventually constant if and only if x is integer, in which case p n = x for n big enough. Similar results are also true for s < log 2.
Introduction
It is a well known result by B. Riemann that the terms of a conditionally convergent series of real numbers can be rearranged in a permutation such that the resulting series converges to any prescribed sum. A conditionally convergent series is a series that converges but diverges absolutely. The alternating harmonic series 38/5 = 7 + 3/5, 37/5 = 7 + 2/5, the length of the repeating pattern is the denominator 5, the values of p n , at least from some n on, are 7 and 8, and the number 8 appears 3 times in the first example, and 2 times in the second one.
In this paper we consider the problem of computing the numbers p n and q n .
It is clear that log 2 = 1 − 1/2 + 1/3 − 1/4 + · · · is the Riemann rearrangement for s = log 2, thus p n = q n = 1 for every n in this case.
In view of the similarities of the case s < log 2 we shall restrict ourselves to the study of the case s > log 2, pointing out that all the results hold with minor changes. For instance, we obtain in Theorem 1 that if s > log 2 then p n = 1 for every n, and in Theorem 2 that eventually |p n − (1/4)e 2s | ≤ 1. It can be shown in a totally analogous way that if s < log 2 then p n = 1 for every n and |q n − 4e −2s | ≤ 1 for n big enough. A version of Theorem 6 is true, if we put
Throughout the paper, we shall use the following notations: s will be a real number, s > log 2, x = (1/4)e 2s , so that we have x > 1 and s = log 2 √ x = log 2 + (1/2) log x. Let m = x the integer part of x and δ = x − m its fractionary part.
We obtain in Theorem 2 that the values of p n become stabilized around x, namely, we show that |p n − x| ≤ 1 for big enough n. For noninteger x, this implies that p n must be equal to m or to m + 1. Moreover, we show that the ratio between the number of k ≤ n satisfying p k = m + 1 and n approaches δ.
As a consequence, if x is not integer, the sequence p n cannot be eventually constant. We prove in Theorem 6 that the only case in which this happens is when x is integer, to be specific, p n = m for n big enough.
In Section 3 we deal with rational x. From Theorem 4 and 5 we derive that p 1 +· · ·+p n = (n−1/2)x+1 for n big enough. Then we use it in Theorem 6 to prove that the sequence p n is eventually periodic, that is to say, if δ = r/t with r, t nonnegative integers, there exists n 0 such that for every n > n 0 , p n+t = p n , and the block p n , . . . , p n+t−1 of lenght t contains r values of p k = m + 1 and t − r values of p k = m. We also prove that, conversely, if the sequence is eventually periodic then x is a rational number.
General case
Let us denote by H n be the n-th harmonic number:
as well as
where γ is the Euler constant.
Let us define
According to Riemann approach, if we define
then we have
The behavior of the number of negative terms is quite simple:
Theorem 1 For every n, q n = 1.
PROOF.
Since s > log 2, there exists the first integer r for which
We have p n = q n = 1 for n < r and p r ≥ 2. Then
and as p k ≥ 1, we also have P n ≥ P r + (n − r). It follows that 2P n − 1 ≥ 2(P r + (n − r)) − 1 > 2r + 2(n − r) = 2n, and we obtain as before that
On the other hand, the sequence p n is not constant in general, but eventually it takes only two values. We prove this in Theorem 3 for noninteger x, with the values m, m + 1, and we have to wait for Theorem 6 to prove it for integer x, with the unique value m = x.
In the proof of the following theorem we shall use the fact that the sequence P n /n is convergent to x. This result goes back to Pringsheim (see [1] , [3] ). We include a proof to explain the relation between x and s:
As the rearrangement of the series converges to s it follows that log 2 +
(1/2) log(P n /n) → s, hence P n /n → (1/4)e 2s = x.
Theorem 2 There exists n 0 such that |p n − x| ≤ 1, for every n ≥ n 0 .
PROOF. From
it follows that
and, since p n is integer, p n ≤ 1 + x if n is big enough.
On the other hand, since
Therefore, using again that P n /n → x, we obtain
and, as a consequence, p n ≥ x − 1 for n big enough, being p n integer. 2 Theorem 3 If x is not an integer number then there exist n 0 such that p n ∈ {m, m + 1} for every n ≥ n 0 . Moreover, if A n is the set of all k ≤ n such that
In particular, the sequence p n is not eventually constant.
PROOF. As x is not integer, x − 1 ≤ p n ≤ x + 1 implies p n = x or p n = x + 1, so the first assertion follows from Theorem 2.
To prove the second assertion, let n 0 such that p n = m or p n = m + 1 for every n ≥ n 0 . Let δ n such that δ n n = #({k > n 0 : k ∈ A n }). Then P n 0 +n = P n 0 + (1 − δ n )nm + δ n n(m + 1) = P n 0 + nm + δ n n. Since (1/n)P n 0 +n → x, we obtain δ n → δ and this implies #(A k )/n → δ. 2
We shall use the following estimate for the harmonic numbers H n proved by DeTemple in [2] (see also [3] ):
Theorem 4 Let n, p be positive integer numbers. Let x > 1 be a rational number, x = m + r/t with m, r, t integers, 0 ≤ r < t. Let s = log 2 √ x.
If n ≥ 2 + (1/4)tx and
PROOF. Applying the above estimate for H 2p , H p , H n−1 we have:
where, for y > 1/2, f (y) = 2 log(4y + 1) − log(2y +
hence the function f is monotonic strictly increasing. Therefore, if we prove that f ((n − 1/2)x + 1 + 1/(3t)) > g(n) it would follow that p < (n − 1/2)x + 1 + 1/(3t).
From this inequality it follows that p ≤ (n − 1/2)x + 1 . Indeed, we can write (n−1/2)x+1 = (n−1/2)(m+r/t)+1 = ((2n−1)(mt+r)+2t)/(2t) = a+b/(2t) with a, b integers satisfying 0 ≤ b < 2t, so that a = (n − 1/2)x + 1 . Since b/(2t) + 1/(3t) < 1 and p < a + b/(2t) + 1/(3t), it follows that p ≤ a.
Hence it just remains to show that for every n ≥ 2 + (1/4)tx
Let us notice that that u(n) → 1/(3t) when n → ∞ (see the first part of the proof of Theorem 5) , so that u(n) > 0 for n big enough, but we want a more precise estimate.
Let us write z = (6n − 3)x and define v(n) = 3t Since we have
it is enough to prove that,
First, let us observe that
On the other hand, we have
Hence, all we have to show is that
Let w(z) = (6t + 2)/(zt + 3t + 2) and h(z) = z e w(z) − 1 /6. We have
On the other hand, h(z) → 1 + 1/(3t) as z → +∞, since e w(z) − 1 behaves as w(z) because w(z) → 0. Hence h is monotonic strictly increasing and we obtain h(z) < 1 + 1/(3t). 2
Theorem 5 Let x > 1 be a real number. Let s = log 2 √ x. There exists an integer number n 0 depending on x such that given n, p positive integer numbers satisfying n ≥ n 0 and
In the case x ≥ 2 we can take n 0 = 1.
PROOF.
As in the proof of Theorem 4, using DeTemple's estimate, we get the following inequality:
where, for y > 0, f (y) = 2 log(4y + 1) − log(2y + 1) − log 8 + 1 48
It is easy to check that f (y) = 192y 7 + 720y 6 + 1016y 5 + 606y 4 + 103y 3 − 29y 2 − 9y − 1 24y 3 (y + 1) 3 (2y + 1)(4y + 1) which shows that f is strictly increasing on the interval y ≥ 1.
Then we have, as n → ∞,
Indeed, it is not hard to see that exp g(n) − exp f ((n − 1/2)x) has the same behavior as
which in turn behaves as (x 2 − 1)/(24nx).
Since x > 1, there exist n 0 such that g(n) > f ((n − 1/2)x)) for every n ≥ n 0 .
As the function f is strictly increasing on y ≥ 1 and f (p) > g(n), it follows that (n − 1/2)x < p which implies (n − 1/2)x ≤ p because p is integer. This proves the first statement of the Theorem.
Now we consider the case x ≥ 2.
We have p ≥ 2. For, if p = 1 then
imply n = 1 since s > log 2. Hence 1 > s and x < (1/4)e 2 < 2.
If p = 2 then 1 + 1/3 > s + (1/2)H n−1 implies as before that n = 1 or n = 2. If n = 1 then 1 + 1/3 > s implies x < (1/4)e 8/3 < 4 hence (n − 1/2)x + 1 < 3 and (n − 1/2)x + 1 ≤ 2. The case n = 2 cannot hold because 1 + 1/3 − 1/2 > s would imply x < (1/4)e 5/3 < 2.
Hence we can assume that p ≥ 3. Since this implies 1/p 2 − 2/(p + 1) 2 < 0, we can work with the funtion h(y) = 2 log(4y + 1) − log(2y + 1) − log 8 = log (y + 1/4)
which still satisfies h(p) > g(n) and is strictly increasing as well. Hence all we have to prove is that h((n − 1/2)x) < g(n) for every n ≥ 1. We have
where w(y, z) = 4z 2 y 2 −6y 2 −4z 2 y+2zy+z 2 −z, defined for y ≥ 1, z ≥ 2. Then w(1, 2) = 0 and the partial derivatives w z (y, z) = (2y − 1)(1 + 2z(2y − 1)) > 0, w y (y, 2) = 20y − 12 > 0. Therefore w(y, z) ≥ w(y, 2) ≥ w(1, 2) = 0 and we
Theorem 6 Let x > 1 be a rational number, m = x , x − m = r/t with r, t integers satisfying 0 ≤ r < t, and let s = log 2 √ x.
Then there exists n 0 such that P n = (n − 1/2)x + 1 for every n ≥ n 0 . If
The sequence p n is eventually periodic, that is, for every n > n 0 , p n+t = p n .
Moreover, each block p n , p n+1 , . . . , p n+t−1 contains exactly r values with p k = m + 1 and t − r values with p k = m.
If x = m ≥ 2 is integer, then P n = (n − 1/2)x + 1 for every n ≥ 2 + (1/4)m, and p n = m for every n > 2 + (1/4)m.
PROOF. We can apply both Theorems 4 and 5 with p = P n , because U n =
Therefore, there exists n 0 such that
If x ≥ 2 then Theorem 5 applies whithout any condition on n, hence P n = (n − 1/2)x + 1 for n ≥ 2 + (1/4)xt.
We have, for n ≥ n 0 , P n+t = (n + t − 1/2)(m + r/t) + 1 = P n + mt + r and the same applies to n − 1 if n > n 0 . Hence p n+t = P n+t − P n+t−1 = P n − P n−1 = p n for every n > n 0 .
In particular, the block p n 0 +1 , . . . , p n 0 +t repeats indefinitely. On the basis of Theorem 3, if x is not integer, there is n 1 , which we assume to satisfy n 1 ≥ n 0 , such that p k = m or p k = m + 1 for every k ≥ n 1 . Let us observe that the block p n 1 +1 , . . . , p n 1 +t repeats indefinitely as well.
If there are α values in this block with p k = m + 1 then α = r, again from
If x = m ≥ 2 is integer, let us notice that we can take r = 0 and t = 1, hence 2+(1/4)tx = 2+(1/4)m. We obtain P n = (n−1/2)m+1 for n ≥ 2+(1/4)m.
It follows that p n = P n − P n−1 = m for n > 2 + (1/4)m. 2
Let us notice that, conversely, if the sequence p n is eventually periodic, the number x is rational. Indeed, assume that eventually there exists a repeating block of lenght t and the value p k = m + 1 repeats α times. We showed in the former proof that δ = α/t. Therefore x = m + α/t is a rational number.
It should be pointed out that not every periodic sequence of two consecutive positive integers can be a tail of some sequence p n . For example, the 5-periodic Finally, regarding the case x > 1 irrational, it follows from Theorem 5 that there exists n 0 such that P n ≥ (n − 1/2)x + 1 for n ≥ n 0 . We can prove as is Theorem 4, that for 0 < < 1, P n < (n − 1/2)x + 1 + eventually, which in turn implies that P n ≤ (n − 1/2)x + 1 for infinitely many n. Hence we obtain that P n = (n − 1/2)x + 1 for infinitely many n.
