An epidemic model in a patchy environment with periodic coefficients is investigated in this paper. By employing the persistence theory, we establish a threshold between the extinction and the uniform persistence of the disease. Further, we obtain the conditions under which the positive periodic solution is globally asymptotically stable. At last, we present two examples and numerical simulations.
Introduction
It has been observed that population dispersal affects the spread of many infectious diseases. In 1976, Hethcote [5] put forth an epidemic model with population dispersal between two patches. After him, Brauer and van den Driessche [2] proposed a model with immigration of infectives. In [10] b ji = 0, ∀1 i n, (1.2) and established a threshold between the extinction and the uniform persistence of the disease for this model. They also considered the global attractivity of the disease free equilibrium under the condition that the dispersal rates of susceptible and infective individuals are the same in each patch. Recently, the uniqueness and the global attractivity of the endemic equilibrium of this model has been studied by Jin and Wang [8] . However, these authors only considered the constant coefficients in model (1.1). Since the periodicity has been observed in the incidence of many infectious diseases, such as measles, chickenpox, mumps, rubella, poliomyelitis, diphtheria, pertussis and influenza(see, e.g., [6] ), it is more realistic to assume that all the coefficients depend on time periodically. As mentioned in [4] , the seasonality is an important factor for the spread of infectious diseases, such as the marked change of the contact rate caused by the school system or the weather changes (e.g., measles), the emergence of the insects caused by the seasonal variation (e.g., temperature, humidity, etc.). We will assume that these coefficients are periodic with a common period due to the seasonal effects.
In this paper, we consider the following periodic system: ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ (t, N i ) is the birth rate of the population in the ith patch, μ i (t) is the death rate of the population in the ith patch, and γ i (t) is the recovery rate of infectious individuals in the ith patch. −a ii (t), −b ii (t) 0 represent the emigration rates of susceptible and infectious individuals in the ith patch, respectively. a ij (t), b ij (t), j = i, represent the immigration rates of susceptible and infectious individuals from j th patch to ith patch. Since the death rates and birth rates of the individuals during the dispersal process are ignored in this model, we have
S i = B i (t, N i )N i − μ i (t)S i − β i (t)S i I i + γ i (t)
We further assume that
, and two n × n matrices (a ij (t)) and (b ij (t)) are irreducible.
Biologically, (A1) implies that these n patches cannot be separated into two groups such that there is no immigration of susceptible and infective individuals from first group to second group (see the definition of irreducibility in Section 2); (A2) and (A3) mean that each birth rate function is positive and decreasing; and (A4) represents the case where each birth rate cannot exceed the death rate when the population number is sufficiently large. This paper is organized as follows. In Section 2, a threshold between the extinction and persistence of the disease is established. In Section 3, we prove the uniqueness and the global asymptotic stability of the positive periodic solution when susceptible and infectious individuals have the same dispersal rates, and the global attractivity of the positive periodic solution when the dispersal rates of susceptible and infectious individuals are very close. Finally, we present the numerical simulations for the model with two patches. 
Threshold dynamics
Let A(t) be a continuous, cooperative, irreducible, and ω-periodic k × k matrix function, Φ A(·) (t) be the fundamental solution matrix of the linear ordinary differential system x = A(t)x, and r(Φ A(·) (ω)) be the spectral radius of Φ A(·) (ω). It then follows from [1, Lemma 2] (see also [7, Theorem 1.1] ) that Φ A(·) (t) is a matrix with all entries positive for each t > 0. By the PerronFrobenius theorem, r(Φ A(·) (ω)) is the principal eigenvalue of Φ A(·) (ω) in the sense that it is simple and admits an eigenvector v * 0. The following result is useful for our subsequent comparison arguments.
Proof. Let v * 0 be an eigenvector associated with the principal eigenvalue r(Φ A(·) (ω)). By the change of variable x(t) = e μt v(t), we reduce the linear system x = A(t)x to
It is easy to see that
Moreover,
Thus, v(t) is a positive ω-periodic solution of (2.1), and hence,
Let P : R 2n + → R 2n + be the Poincaré map associated with (1.3) , that is,
where u(t, x 0 ) is the unique solution of (1.3) with u(0, x 0 ) = x 0 . In order to find the disease free periodic solutions of (1.3), we consider
Let P 1 : R n + → R n + be the Poincaré map associated with (2.2), that is,
where
If z is a nonnegative constant, we define an auxiliary matrix
This matrix will be used to prove the existence and the uniqueness of a positive fixed point of P 1 and is different from the standard Jacobian matrix. Let F : R 1 + × R n + → R n be defined by the right-hand side of (2.2). It is easy to see that F has the following properties:
Note that the nonlinear system (2.2) is dominated by the linear system S = D S F (t, 0)S. It then follows that for any S 0 ∈ R n + , the unique solution u 1 (t, S 0 ) of (2.2) satisfying u 1 (0, S 0 ) = S 0 exists globally on [0, ∞) and u 1 (t, S 0 ) 0, ∀t 0. We claim that (2.2) admits a bounded positive solution. Indeed, in view of (A4), we can choose a sufficient large real number K such that
If we rewrite (2.2) as S = F (t, S), it is easy to see that
where (A3) is used. By the standard comparison theorem (see, e.g., [9, Theorem B.1]), it follows that )) is bounded. In order for P 1 to admit a positive fixed point, we need to assume that
By [11, Theorem 2.1.2], it then follows that the Poincaré map P 1 has a unique positive fixed point
is the unique disease free fixed point of the Poincaré map P .
To investigate the global dynamics of (1.3), we first show that (1.3) admits a family of compact, positively invariant sets. For convenience, we denote the positive solution
. . . , n, then there exists α > 0 such that N (t) −αN(t), ∀t 0, and hence, Lemma 2.2 holds for any positive number N * . Otherwise, we partition {1, 2, . . . , n} into two sets P 1 and P 2 such that
Without loss of generality, we suppose that P 1 = {1, . . . , m} and
Let N * = nN 0 . By the definition of N , it is easy to see that N N * implies N i 0 N 0 for some 1 i 0 n. It then follows from (2.4) that
which implies that G N , N N * , is positively invariant and every forward orbit enters into G N * eventually. 2
is irreducible and has nonnegative off-diagonal elements.
In the case where the susceptible and infective individuals in each patch have the same dispersal rate, we have the following result on the global attractivity of the ω-periodic solution (S * (t), 0).
Proof. Let us consider a nonnegative solution (S(t), I (t)) of (1.3)
. We want to show that
By (1.3), we have
By the afore-mentioned conclusion for (2.2), the Poincaré map associated with (2.6) has a unique positive fixed point S * (0) which is globally attractive in R n + \ {0}. It then follows that for any > 0, there holds N(t) = S(t) + I (t) < S * (t) +¯ , where¯ = ( , . . . , ) ∈ Int(R n + ), when t is sufficiently large. Thus, if t is sufficiently large, we have
It then suffices to show that positive solutions of the following auxiliary system 8) tend to zero as t goes to infinity. Let M 2 (t) be the matrix defined by
. , β n (t) .
Since
we can choose a real number ρ 0 > 0 such that I 0 ρ 0v (0). By the standard comparison theorem (see, e.g., [9, Theorem A.4 ]), we then get (2.5).
For any
By the global attractivity of S * (0) for P 1 , it then follows that
If the susceptible and infective individuals in each patch have different dispersal rate, and the initial value I 0 is small, we still have the result on the attractivity of the ω-periodic solution (S * (t), 0).
Proof. Let us consider an auxiliary system
where > 0 is a small constant to be determined. By (A5) and the previous analysis of system (2.2), we can restrict small enough such that (2.9) admits a globally attractive and positive ω-
We choose an integer n 1 > 0 such that
is continuous for small , we can now restrict small enough such that r(
Now we define another auxiliary system
LetÎ (t, δ) be the solution of (2.10) through (δ, . . . , δ) ∈ R n at t = 0. We restrict δ > 0 small enough such that
Let (S(t), I (t)) be a nonnegative solution of (1.3) with (S 0 , I 0 ) ∈ G N * , S 0 = 0 and I 0 i < δ, 1 i n. It then follows that S(t) 0, ∀t > 0. We further claim that I (t) ke μ 3 t v(t), ∀t 0. Suppose not. By the comparison principle and (2.11), there exist q, 1 q n, and T 1 > n 1 ω such that
Note that for 0 t T 1 , we have
It follows from the comparison principle that S(T 1 ) < S * (T 1 , ) +¯ . Then, for 0 t − T 1 1, we have S(t) < S * (t, ) +¯ , and hence
, the comparison principle implies that
and hence,
which contradicts to (2.12). This proves the claim. By the claim above, (2.13) holds for all t 0. Thus, the comparison principle implies that S(t) < S * (t, ) +¯ , ∀t n 1 ω. By a similar argument as above, it then follows that
Consequently, I (t) → 0 as t → ∞.
Since P m (x 0 ) = u(mω, x 0 ), ∀x 0 ∈ R 2n + , we have
Given (S 0 , I 0 ) ∈ G N * with S 0 = 0 and I 0 i < δ, 1 i n, it easily follows that S(t) ∈ Int(R n + ),
be the omega limit set of (S 0 , I 0 ) for P . Since lim t→∞ I (t) = 0, there holds ω =ω × {0}. We claim thatω = {0}. Assume that, by contradiction,ω = {0}. 
Then S(t) = (S 1 (t) , . . . , S n (t)) satisfies
a ij (t)S j , ∀t t, 1 i n. (2.14)
Let p(t) = (p 1 (t), . . . , p n (t)) be the positive ω-periodic function such that e μ 4 t p(t) is a solution of the linear system
can choose a small number α > 0 such that S(t ) αp(0). Then the comparison theorem implies that

S(t) αe μ 4 (t−t ) p(t −t ) αe μ 4 (t−t ) min t−t 0 p(t −t ), ∀t t,
and hence lim t→∞ S i (t) = ∞, 1 i n, a contradiction. Note that for any S 0 ∈ R n + , we have u(t, (S 0 , 0)) = (u 1 (t, S 0 ), 0), ∀t 0. It then follows that
Since ω is an internal chain transitive set for P , and hence,ω is an internal chain transitive set for P 1 . Let The following result shows that actually r(Φ M 1 (·) (ω)) is a threshold parameter for the extinction and the uniform persistence of the disease. When r(Φ M 1 (·) (ω)) > 1, the model (1.3) admits at least one positive periodic solution, and the disease is uniformly persistent.
Theorem 2.3. Let (A1)-(A5) hold and r(Φ M 1 (·) (ω)) > 1. Then system (1.3) admits at least one positive periodic solution, and there is a positive constant such that for all (S
Proof. Define
We first prove that P is uniformly persistent with respect to (X 0 , ∂X 0 ). By the form of (1.3), it is easy to see that both X and X 0 are positively invariant. Clearly, ∂X 0 is relatively closed in X. Furthermore, system (1.3) is point dissipative (see Lemma 2.2). Set
We now show that
For any (S 0 , I 0 ) ∈ ∂X 0 \ {(S, 0): S 0}, we partition {1, 2, . . . , n} into two sets Q 1 and Q 2 such that
where Q 1 and Q 2 are nonempty. ∀j ∈ Q 1 , i ∈ Q 2 , we have
It follows that (S(t), I (t)) /
∈ ∂X 0 for 0 < t 1. Thus, the positive invariance of X 0 implies (2.16). It is clear that there are two fixed points of P in M ∂ , which are M 0 = (0, 0) and
Choose η > 0 small enough such that r(Φ M 1 (·)−ηM 2 (·) (ω)) > 1. Let us consider a perturbed system of (2.2)
As in our previous analysis of system (2.2), we can choose δ > 0 small enough such that the Poincaré map associated with (2.17) admits a unique positive fixed point S * (0, δ) which is globally attractive in R n + \ {0}. By the implicit function theorem, it follows that S * (0, δ) is continuous in δ. Thus, we can fix a small number δ > 0 such that S * (t, δ) > S * (t) −η, ∀t 0, whereη = (η, . . . , η) . By the continuity of solutions with respect to the initial values, there exists δ * 0 > 0 such that for all 
Let (S(t), I (t)) = u(t, (S 0 , I 0 )).
It then follows that 0 I i (t) δ, ∀t 0, ∀1 i n. Then for t 0, we have
Since the fixed point S * (0, δ) of the Poincaré map associated with (2.17) is globally attractive and S * (t, δ) > S * (t) −η, there is T > 0 such that S(t) S * (t) −η for t T . As a consequence, for t T , there holds 
) and the irreducibility of the cooperative matrix (a ij (t)), it follows that u(t, (S(0),Ī (0)))
∈ Int(R n + ), ∀t > 0.
Then (S(0),Ī (0)) is a componentwise positive fixed point of P . Thus, (S(t),Ī (t)) is a positive ω-periodic solution of (1.3). 2
The positive periodic solutions
In the case where the dispersal rate of susceptible individuals and infective individuals are equal, we are able to prove the uniqueness and global asymptotic stability of the positive ω-periodic solution under the condition that r(Φ M 1 (·) (ω)) > 1.
3) admits a unique positive ω-periodic solution which is globally asymptotically stable in R n + × (R n + \ {0}).
Then we obtain
By the afore-mentioned conclusion for (2.2), the Poincaré map associated with (3.2) has a unique positive fixed point S * (0) which is globally attractive for N ∈ R n + \ {0}. Then (3.1) is equivalent to the following system:
Since lim t→∞ (N (t) − S * (t)) = 0, the second equation of (3.3) has the following limiting system:
Let F 1 : R 1 + × R n + → R n be defined by the right-hand side of (3.4). Clearly, F 1 satisfies (B1)-(B4). Let P 2 : R n + → R n + be the Poincaré map associated with (3.4) , that is,
where u 2 (t, I 0 ) is the solution of (3.4) with u 2 (0, I 0 ) = I 0 . We claim that (3.4) admits a bounded positive solution.
Define
We can choose a sufficiently large real number Z > 0 such that By Lemma 2.1, there is a positive, ω-periodic function v(t) = (v 1 (t), v 2 (t), . . . , v n (t) 
. By the first equation in (1.4) , it easily follows that
it is easy to see that
By the standard comparison theorem (see, e.g., [9, Theorem B.1]), it follows that
, it then follows that the Poincaré map P 2 has a unique positive fixed pointĪ (0) which is globally attractive for I 0 ∈ R n + \{0}. Thus, the Poincaré map P associated with (3.1) admits a unique fixed point (S * (0) −Ī (0),Ī (0)). It then follows from Theorem 2.3 that the unique fixed point is positive. We denote it by (S(0),Ī (0)).
Let P 3 : X := R 2n + → R 2n + be the Poincaré map associated with (3.3) , that is,
where u 3 (t, x 0 ) is the solution of (3.3) with u 3 (0, x 0 ) = x 0 . Thus, we have
Let ω = ω(N 0 , I 0 ) be the omega limit set of (N 0 , I 0 ) for P 3 . Since lim t→∞ (N (t) − S * (t)) = 0, there holds ω = {S * (0)} ×ω. We claim thatω = {0}. Assume that, by contradiction,ω = {0}. . . . , 1) . It follows that there existst > 0 such that (I 1 (t) , . . . , I n (t)) satisfies
Let q(t) = (q 1 (t), . . . , q n (t)) be the positive ω-periodic function such that e μ 6 t q(t) is a solution of the linear system
, we can choose a small number α > 0 such that I (t ) αq(0). Then the comparison theorem implies that
and hence lim t→∞ I i (t) = ∞, 1 i n, a contradiction. Note that for any I 0 ∈ R n + , we have
Since ω is an internal chain transitive set for P 3 ,ω is an internal chain transitive set for P 2 . Let 
-periodic solution (S(t),Ī (t)) such that lim t→∞ (S(t) − S(t)) = 0 and lim t→∞ (I (t) −Ī (t))
. It remains to prove the stability of (S(t),Ī (t)) for (1.3), which is equivalent to the stability of (N(t),Ī (t)) := (S(t) +Ī (t),Ī (t)) for (3.3). The associated Jacobian matrix is
and
Obviously,
, and (N 1 (t) , . . . ,N n (t)) is a positive ω-periodic solution of the system N = C 1 (t)N . Then we have
. . .
It follows that
and hence μ(Φ C 1 (·) (ω)) = 1. On the other hand, (Ī 1 (t) , . . . ,Ī n (t)) is a positive ω-periodic solution of the system I = C 3 (t)I . Thus, we obtain
and hence μ(Φ C 3 (·) (ω)) = 1. Consequently, we have
which implies the stability of (N(t),Ī (t)). 2
At last, we prove the global attractivity of positive periodic solution in the case where {b ij (t)} is very close to {a ij (t)}. Let Λ 0 be the set of all continuous and ω-periodic n × n matrix functions satisfying a ij (t) > 0, i = j , a ii (t) < 0 and n j =1 a ji (t) = 0. (S i 
Numerical simulations
In order to simulate the periodic solutions, we consider the case that the patch number is 2. For simplicity, we assume that the contact rate β i (t), i = 1, 2, is ω-periodic with the expression β 1 (t) = β 2 (t) = m sin(pt) + q, and other parameters are independent of time t. Then ω = 
