Abstract-In recent years there is an apparent shift in research from content based image retrieval (CBIR) to automatic image annotation in order to bridge the gap between low level features and high level semantics of images. Automatic Image Annotation (AIA) techniques facilitate extraction of high level semantic concepts from images by machine learning techniques. Many AIA techniques use feature analysis as the first step to identify the objects in the image. However, the high dimensional image features make the performance of the system worse. This paper describes and evaluates an automatic image annotation framework which uses SURF descriptors to select right number of features and right features for annotation. The proposed framework uses a hybrid approach in which k-means clustering is used in the training phase and fuzzy K-NN classification in the annotation phase. The performance of the system is evaluated using standard metrics.
I. INTRODUCTION
The availability of modern and economical image capturing devices increase the use of digital images in recent years. Despite of the extensive research in this field, correct retrieval of image from large collection remain a challenging task. This is due to the difficulty in mapping of semantic content of the image as perceived by humans. The process of assigning meaningful textual descriptions to an image based on its content is known as automatic image annotation (AIA). Due to the higher quantity of visual digital content, the modeling of multimedia and especially the semantic gap between the low level visual features and high level semantic concepts become an important domain [3] . The problem of AIA and its applications become more relevant in image databases and social networking websites. In traditional method each image is tagged manually with suitable keywords to search and retrieve images efficiently. It is a tedious work and needs huge amount of man power and time.
Content Based Image Retrieval (CBIR) system was proposed in early 1990 s to organize and search these images efficiently to overcome the difficulties of traditional image retrieval methods by matching the low level features of images [1] . User queries are used to retrieve images in traditional CBIR systems. In this study, An AIA system is proposed which assigns suitable key words to digital images depending on the information containing it. Automatic image annotation can be extended to an image retrieval system called annotation based image retrieval(ABIR).
Speed-up Robust Feature Extractor (SURF) [2] is used to extract fixed number of key points from the training images. SURF generates the descriptors of each key points which is extracted from the training images. Each key point is represented by SURF using its coordinates, scaling, orientation and 64 by 1 descriptors. These 64 by 1 descriptor matrix is used to annotate the image. Fixed size feature matrix is converted in to a feature vector using probability density function and Rayleigh estimation [24] . N number of training images are clustered in to K number of clusters using k-means [4] clustering. Class names are assigned to each clusters to create an annotation database. A model is created from the feature vectors, and cluster labels and this model is used to annotate a test image in the annotating phase. Features are extracted from test images using the same SURF extraction method used in the training phase and test images are classified using the fuzzy K-nearest neighbour (Fuzzy K-NN) algorithm. According to the class label assigned by the fuzzy K-NN algorithm, class names are retrieved from annotation database and displayed on the image.
The rest of this paper is structured as follows. In section 2, related work is reviewed. The proposed system framework and each component in detail is discussed in Section 3. The result and performance analysis is described in Section 4. Finally, Conclusions and future works are discussed in Section 5.
II. RELATED WORK
Many techniques are proposed for automatic image annotation system. Mori et al. [6] developed a co-occurrence model, in which the co-occurrence tags corresponding to the images are computed. However, the model tends to require large numbers of training samples to estimate the correct probability. Moreover, it tends to map frequent words to every possible images. P. Duygulu et al. [7] proposed a machine translation system which improves the performance of cooccurrence model which uses a vocabulary of blobs to annotate an image. Blie and Jordan [8] proposed the correspondence latent Dirichlet allocation (Corr-LDA) model to find a conditional relationship between image features and textual features. Monay and Gatica-Perez [9] used Latent Semantic Analysis (LSA) and Probabilistic Latent Semantic Analysis (PLSA) for image annotation. Cross media relevance model (CMRM) was proposed by Jeon et al. [10] which uses the joint distribution of image regions and set of keywords. Cross media relevance model was later improved by Lavrenko et al. [11] , who introduced Continues space Relevance Model (CRM). Cross media relevance model was also improved by S. L. Feng et al. [12] by introducing Multiple Bernoulli Relevance Model (MBRM).
There exists many approaches to implement an AIA system. Based on the portion of the image used to extract the annotation process is classified in to segmental approach and holistic approach. Segmental approach considers the image as a combination of semantically meaningful parts. Images are segmented or parts are taken from the image and features are extracted from these parts as described in [7] . Holistic approach considers the image as a whole. Features are extracted from the whole image and a relation is explored directly between the image and the annotation words [13] .
It is also possible to classify the annotation process based on the features extracted. Color Features, Texture Features, Scene Features and Scale and rotation invariant Features being the features used in general. Color features have been widely used feature for image annotation. Image annotation based on colour features are described in [14] . Texture features are another important feature used in image annotation systems. The term texture generally refers to the presence of a spatial pattern that has some properties of homogeneity. Gabor filter [15] is a method used for extracting texture features. Scale and rotation invariant features are recently used for implementing image annotation systems. Scale-Invariant Feature Transform (SIFT) [16] and Speeded Up Robust Feature (SURF) [2] are most commonly used Scale and rotation invariant feature extraction method. All related works on automatical image annotation is explained in detail by Dengsheng Zhang [25] III. PROPOSED SYSTEM The proposed architecture of the automatic image annotation system is shown in Figure 1 .
The proposed framework is broadly divided into two phases. They are training phase and annotation phase. Training phase contains 3 stages. First step in training phase is SURF [2] feature extraction from training images, which is used to extract the features from it. clustering the training images is done by K-Means [4] clustering in step 2, which clustered the training images in to k number of clusters. Suitable labels are assigned to each clusters depend upon the general behaviour of the clusters. These extracted features along with their cluster label is used to generate a the model for training. This generated model is used to annotate the test images in the annotation phase SURF feature extraction from test images is the first step in annotation phase. In second step classify each test images using Fuzzy K-NN algorithm based on the model created in the training phase. Annotation of the test images is done in third step using the class label assigned by the fuzzy K-NN algorithm. Cluster names corresponding to cluster labels are retrieved form the annotation database and displayed on the image. The architecture of the proposed automatic image annotation system is described in detail below.
A. Training Phase 1) SURF Feature Extraction: Feature extraction is the first and important stage of any classification and annotation problem. The proposed architecture uses speeded up robust feature extraction method (SURF) to extract the features of both training and testing images. SURF extraction method is a scale and rotation invariant feature extraction method, which is faster than widely used feature extracting method scale invariant feature transform (SIFT) [16] [2] . SURF is used in this proposed automatic image annotation system due to this higher performance over SIFT [2] . SURF focuses on scale and in-plane rotation invariant detectors and descriptors of an image. Integral image is calculated from the image and calculate sum of pixel intensities in the integral image [17] using the equation 1
The locations in the image where the determinant of Hessian matrix [18] is maximum are detected and the matrix is calculated by the equation 2. Pixel intensities are high where the determinant of Hessian matrix is maximum, so determinant of Hessian matrix gives the maximum intensity points in an image. The features of these maximum intensity points are extracted to implement the proposed automatic image annotation system.
where L x,x (x, σ) is the convolution of the Gaussian second order derivative δ 2 δx 2 g(σ) with the image I in point X. Scale space is a continuous function which is used to find extremes across all possible scales. This step is known as scale space representation in which images is scaled in to all possible scales and find the high intensity points in all scales. Interest points below the threshold are eliminated and remains only the strongest points in interest point localization step. The selected points show high intensity across all possible scales. Now SURF describes the features of the selected points. SURF selects N number of high intensity points in an image. SURF describes the distribution of the intensity content within the interest point neighbourhood. These descriptors are build on distribution of first order Haar wavelet responses in x and y direction and create 64 by 1 descriptor matrix is created for each interest points detected. A feature matrix is created for whole image from these individual matrices. The feature matrix is then converted in to a feature vector using probability distribution function and Rayleigh estimation [24] .
2) K-Means Clustering: Now N number of rows are used to represent N number of training images. N feature vectors are clustered in to k-clusters using K-means clustering. kmeans clustering is a method of cluster analysis which aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean. Given a set of observations (x 1 , x 2 , ......, x n ), where each observation is a d-dimensional real vector, k-means clustering aims at partitioning the n observations into k sets (k ≤ n)S = S 1 , S 2 , ....., S k so as to minimize the within cluster sum of squares. The basic idea of this interactive algorithm is to assign the feature vector to the cluster such that the sum of squared error E is minimum.
where x ij is the j th point in the i th cluster, µ i is the mean vector of i th cluster and N j is the number of patterns in the i th cluster.
3) Model Data Generation: The feature vectors corresponding to the N number of images are extracted using SURF feature extraction, and k number of clusters. N number of images are clustered in to k clusters using k-means algorithm. A model for image annotation system is created using this image feature vectors and corresponding clusters. This image annotation model is used to classify the test images with the help of fuzzy K-NN classification algorithm in annotation phase.
B. Annotation Phase
Features are extracted from test images using SURF feature extraction method. The process of feature extraction is the same as the feature extraction method described in the training phase. Test image features are extracted and converted in to a row vector using the same techniques described in the training phase.
1) Fuzzy K-NN classification: Keller [5] extended the K-NN [19] algorithm using the fuzzy concept. The theory of Fuzzy set and fuzzy membership functions are introduced in KNN algorithm to implement fuzzy K-NN classification algorithm. Fuzzy K-NN algorithm assigns class membership to a pattern rather than assigning the pattern to a particular class. The membership values for the pattern should provide a level of assurance to accompany the resultant classification. The basis of the algorithm is to assign membership as a function of the pattern distance from its k-nearest neighbors and those neighbors memberships in the possible classes. Fuzzy K-NN algorithm first finds the distance from unknown vector to all classes using Euclidian distance as given in the equation 4. This equation finds the distance between q and p.
The fuzzy K-NN algorithm assigns class membership values to the test image. The class membership values are calculated using equation 5
u ij be the membership in i th class of j th vector of labelled sample.x is an unknown, unlabelled data. x i be a member of {x 1 , x 2 ......., x n }, set of labelled data and m defines how heavily the distance is weighted. Fuzzy k-nn algorithm assigns class numbers to the test images based on the membership value given by the member ship function. Fuzzy K-NN shows membership value of test images in all classes and select the class with highest membership value as the assigned class.
2) Image Annotation: Test images are classified using Fuzzy-KNN algorithm and we use this classification result to annotate an image. Annotation database consists of class numbers and corresponding class names. According to the class numbers assigned by the fuzzy K-NN algorithm, class names are retrieved from annotation database and displayed on the image.
MATLAB [22] is used to implement the proposed system.
IV. RESULT AND ANALYSIS Experiment is conducted with standard datasets Caltech 101 dataset [20] and corel 1000 data set [21] .The data set contains 10 classes and these classes are taken from Caltech 101 dataset [20] and corel 1000 data set [21] . The images are clustered into 10 classes using k-means clustering algorithm. The data set is a combination of small objects and sceneries. A total number of 300 images for training and 500 images for testing are used for the experimental study. Airplane  48  0  0  2  0  0  0  0  0  0  0  Building  0  37  4  0  2  1  2  2  0  1  1  Headphone  1  0  39  0  0  2  3  2  1  0  2  Car  0  1  0  49  0  0  0  0  0  0  0  Sunflower  0  1  0  0  48  0  0  0  1  0  0  Mountain  0  5  0  0  2  38  0  3  1  1  0  Butterfly  0  0  0  0  0  0  38  3  0  8 Table I describes the experimental result of our automatic image annotation system. From table I we found that most of the test images are annotated accurately. The images are annotated based on the classification label assigned by the fuzzy k-nn algorithm. During the experimental study, we have seen that some test images in the remains unclassified due to the lower strength of membership value assigned by the membership function used in the fuzzy K-NN classification step.
A. Evaluation
The performance of an automatic image annotation system can be measured using the standard statistical measures like precision, recall, F-score and accuracy [23] . These parameters can be calculated using the standard measures True Positive (TP), False Positive (FP), False Negative (FN) and True Negative (TN). The performance matrix of the proposed system is illustrated in Table II. Average values of precision, recall, F-score and accuracy of the system were obtained as 0.85, 0.84, 0.84, and 0.96, respectively.
V. CONCLUSION
In this work, the problem of automatic image annotation system is investigated through SURF feature extraction algorithm combined with well known algorithms like k-means clustering and fuzzy K-NN classifier. From the performance evaluation, we can conclude that this system shows an accuracy of 0.96.
The proposed automatic image annotation system can be improved by extracting features from a particular region in the image instead of extracting features from the whole image. Segmentation before extracting the features can be applied to improve the performance of the annotation system. This help us to assign multi labels to an image. Another modification can be done using any other classification method, which performs well than fuzzy k-NN classifier.
