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Abstract: We give an overview of the role of information theory in statis-
tics, and particularly in biostatistics. We recall the basic quantities in in-
formation theory; entropy, cross-entropy, conditional entropy, mutual infor-
mation and Kullback-Leibler risk. Then we examine the role of information
theory in estimation theory, where the log-klikelihood can be identified as
being an estimator of a cross-entropy. Then the basic quantities are ex-
tended to estimators, leading to criteria for estimator selection, such as
Akaike criterion and its extensions. Finally we investigate the use of these
concepts in Bayesian theory; the cross-entropy of the predictive distribu-
tion can be used for model selection; a cross-validation estimator of this
cross-entropy is found to be equivalent to the pseudo-Bayes factor.
Keywords and phrases: Akaike criterion; cross-validation; cross-entropy;
entropy; Kullback-Leibler risk; information theory; likelihood; pseudo-Bayes
factor; statistical models..
1. Introduction
Shannon and Weaver (1949) introduced the concept of information in commu-
nication theory. One of he key concept in information theory is that of entropy;
it first emerged in thermodynamics in the 19th century and then in statisti-
cal mechanics where it can be viewed as a measure of disorder. Shannon was
searching for a measure of information for the observation of a random vari-
1
ar
X
iv
:1
51
1.
00
86
0v
1 
 [m
ath
.ST
]  
3 N
ov
 20
15
D. Commenges/Information Theory and Statistics 2
able X taking m different values xj and having a distribution f such that
f(xj) = P(X = xj) = pj . He found that entropy was the only function satisfy-
ing three natural properties: i) H(X) is positive or null; ii) for a given m, the
uniform distribution maximizes H(X); iii) entropy has an additive property of
successive information. The last property says that if one gets an information in
two successive stages, this is equal to the sum of the quantities of information
obtained at each stage. For instance one may learn the outcome of a die roll by
first learning whether it is even or odd, then the exact number. This is formula
(2.5) given in section 2.3. Entropy is defined as :
H(X) =
m∑
j=1
pj log
1
pj
. (1.1)
The quantity log 1pj measures the “surprise” associated with the realization of
the variable at the value xj , and H(X) is the expectation of log
1
f(X) . H(X) can
be interpreted as measuring the quantity of information brought by X. Taking
base-2 logs, this defines the information unit as the information brought by a
uniform binary variable with probabilities p1 = p2 = 0.5. Khinchin (1956) stud-
ied the mathematical foundations of the theory of information; a more recent
book is that of Cover and Thomas (1991), and an accessible introduction can
be found in Applebaum (1996).
The use of information theory was introduced in statistics by Kullback and
Leibler (1951) and developed by Kullback in his book (Kullback, 1959). In statis-
tics, entropy will be interpreted as a measure of uncertainty or of risk. Although
entropy is defined by the same formula in physics, communication theory and
statistics, the interpretation is different in the three domains, being respectively
a measure of disorder, of information, of uncertainty. Moreover in communi-
cation theory the focus is on entropy for discrete variables while in statistics
there is often a strong interest in continuous variables, and the interpretation
of entropy for continuous variables, called “differential entropy”, is not obvious.
The relative entropy or Kullback-Leibler risk, as well as the related concept of
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cross-entropy, play a central role in statistics. The aim of this paper is to give
an overview of applications of information theory in statistics, starting with the
the basic definitions. More technical reviews can be found in Ebrahimi et al.
(2010) and Clarke et al. (2014).
In section 2 we review the basic concepts of information theory with a focus on
continuous variables, and discuss the meaning of these concepts in probability
and statistics. In section 3 we see that the maximum likelihood method can
be grounded on the Kullback-Leibler risk, or equivalently, on cross-entropy. In
section 4 we show that this is also the case for some of the most used criteria
for estimator selection, such AIC and TIC. In section 5 we look at the use of
information theory in the Bayesian approach, with two applications: measuring
the gain of information brought by the observations, and model selection. Section
8 concludes.
2. Basic definitions and their interpretation
Conventional quantities in information theory are the entropy, the Kullback-
Leibler divergence, and the cross-entropy. We shall focus on continuous variables
but most of the formulas are also valid for discrete variables.
2.1. Entropy
For a continuous variable with probability density function f , one may define
the so-called “differential entropy”:
Definition 1 (Differential entropy).
H(X) =
∫
f(x) log
1
f(x)
dx.
It can be called simply “entropy”. Note that this is a function of f so that
it can be written H(f), and this is more relevant when we consider different
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probability laws. For continuous variables, base-2 logarithms do not make par-
ticular sense and thus natural logarithms can be taken. As in the discrete case,
H(X) can be viewed as the expectation of the quantity log 1f(X) , that can be
called a loss. In decision theory a risk is the expectation of a loss, so that H(X)
can be called a risk. This differential entropy has the additive property (2.5)
described in Section 2.3, but its interpretation as a quantity of information is
problematic for several reasons, the main being that it can be negative. It may
also be problematic as a measure of uncertainty.
It is instructive to look first at the distributions of maximum entropy, that is,
the distributions which have the maximum entropy among all distributions on
a given bounded support or on an unbounded support with given variance. For
the three most important cases, bounded interval [a, b], (−∞,+∞) and (0,+∞),
these are respectively the uniform, normal and exponential distributions. Table
1 shows the entropy of these distributions. Noting that the variance of U(a, b) is
σ2 = 1/12(b− a)2, the entropy is 1/2 log 12 + log σ. Noting that the variance of
the exponential is σ2 = λ−2, the entropy is 1+log σ. For the normal distribution
the entropy can be written 1/2 log(2pie) + log σ. That is, the entropy of these
maximum entropy distributions can be written log σ plus a constant. For some
other unimodal distributions we have also this relation; for instance the Laplace
distribution has entropy 1 + 1/2 log 2 + log σ. Thus, the entropy often appears
to be equivalent to the variance in the log-scale.
However, this is not the case in general. For multimodal distributions there
can be large differences in the assessment of uncertainty by using variance or
entropy; for instance we can easily find two distributions f1 and f2 such as f1
has a smaller variance but a larger entropy than f2. In that case the question
arises to know which of the two indicators is the most relevant. While it may
depend on the problem, one argument against entropy is that it does not depend
on the order of the values, while in general the values taken by a continuous
variable are ordered. A strength of the entropy is that it can describe uncertainty
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Table 1
Maximum entropy distributions for three cases of support: in the three cases, the maximum
entropy is a constant plus the logarithm of the standard deviation (σ).
Support Distribution Entropy C + log σ
Bounded interval (a, b) Uniform log(b− a) 1/2 log 12 + log σ
(−∞,+∞) with given variance Normal 1/2 log(2pieσ2) 1/2 log(2pie) + log σ
(0,+∞) with given variance Exponential H = 1− log λ 1 + log σ
for a non-ordered categorical variable where the variance has no meaning. On
the contrary, when the order does have a meaning the variance may be more
informative than the entropy.
Example 1 (Will there be a devastating storm ?). A storm is forecast: let
X be the speed of the wind in km/h. Compare two distributions: i) f1, a nor-
mal distribution with expectation 100 and standard deviation 10; f2, a mixture
distribution, with weights one half, of two normal distributions with standard de-
viation 3 and expectations 50 and 200. It is clear that f1 has a smaller variance
but a larger entropy than f2, because f2 is quite concentrated on two particu-
lar values (50 and 200). However from a practical point of view there is much
more uncertainty with f2 (we don’t know whether there will be ordinary wind
or a devastating storm) than with f1 (there will be a strong but not devastating
storm).
If we consider that a devastating storm is defined by a wind speed larger than
150 km/h, one way to reconcile the points of views is to say that the important
variable for taking a decision is not X but Y = IX>150. It is clear that both
entropy and variance of Y are larger under f2 than under f1.
2.2. Cross-entropy and relative entropy or Kullback-Leibler risk
When there are two distributions g and f for a random variable X, we can
define the cross-entropy of g relative to f . For a discrete variable taking values
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xj , j = 1, . . . ,m, and denoting pj = f(xj) and qj = g(xj), this is:
CE(g|f) =
m∑
j=1
pj log
1
qj
.
It can be viewed as the expectation of a “surprise indicator” log 1g(X) under the
distribution f . It can be decomposed in:
CE(g) =
m∑
j=1
pj log
pj
qj
+
m∑
j=1
pj log
1
pj
.
Here
∑m
j=1 pj log
pj
qj
is the relative entropy or Kullback-Leibler risk of g relative
to f , and is denoted KL(g|f). Here, the interpretation in terms of uncertainty,
or “risk” is more relevant than that in terms of information. We can tell that,
if the observations come from f , the risk associated to g is:
CE(g|f) = KL(g|f) + H(f), (2.1)
that is, this is the sum of the Kullback-Leibler risk (of using g in place of f),
and the entropy of f (the risk already associated to f).
This extends to the differential cross-entropy (for continuous variables).
Definition 2 (Cross-entropy). The cross-entropy of g relative to f is:
CE(g|f) =
∫
f(x) log
1
g(x)
dx. (2.2)
Definition 3 (Kullback-Leibler risk). The Kullback-Leibler risk of g relative to
f is:
KL(g|f) =
∫
f(x) log
f(x)
g(x)
dx. (2.3)
The decomposition 2.1 is still valid for these definitions.
Different notations and names have been used for the Kullback-Leibler risk;
it is often noted D(f ||g) where “D” stands for “divergence”. It is sometimes
called “distance”. Indeed it is a measure of how far g is from f and it has
some of the properties of a distance: for all f, g we have KL(g|f) ≥ 0; we have
KL(f |f) = 0, and conversely if KL(g|f) = 0 then f = g nearly everywhere.
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However it is not a distance because it is not symmetric and does not satisfy
the triangular inequality. A symmetrized version satisfies the distance properties
but we will stay with the dissymmetric version which is well adapted to the
statistical problem. In fact, this dissymmetry feature is important: f specifies
the reference probability measure which is used for taking the expectation of
log f(X)g(X) , and in statistics the reference probability measure will be taken as the
“true” one.
The Kullback-Leibler risk is invariant for affine transformations of the random
variable: if one defines Y = aX + b , we have KL(gY |fY ) = KL(gX |fX), where
gY and fY are the transformed density for Y .
2.3. Conditional and expected conditional entropy
The conditional entropy is defined by the same formula as the (differential)
entropy, but using the conditional density fY |X :
HX(Y ) =
∫
fY |X(y|X) log 1
fY |X(y|X)dy.
With this definition the conditional entropy HX(Y ) is a random variable, and
it can be smaller or larger than the entropy H(X). This is not conventional
however: what is generally called conditional entropy is the expectation of this
quantity, here called expected conditional entropy:
EHX(Y ) = E[HX(Y )] =
∫ ∫
fY |X(y|X = x) log 1
fY |X(y|X = x)dy fX(x)dx.
The expected conditional entropy is always lower than the entropy as we shall
see in section 2.4. We show an example with a discrete variable.
It is interesting to make the distinction between conditional entropy and ex-
pected conditional entropy because the conditional entropy may be useful in ap-
plications; Alonso and Molenberghs (2007) did make this distinction. Although
the expected conditional entropy is always lower than the entropy, this is not the
case for the conditional entropy.
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Example 2 (Will your plane crash ?). Suppose you are in a plane and Y = 1
if the plane crashes before landing and Y = 0 otherwise. Variable X represents
the state of the engine with X = 1 if an engine is on fire and X = 0 otherwise.
Assume that P(X = 1) = 0.001, P(Y = 0|X = 0) = 1 while P(Y = 0|X = 1) =
0.5. The entropy of Y is very small because there is almost certainty that the
plane will not crash: P(Y = 0) = 1 × 0.999 + 0.5 × 0.001 = 0.9995. We find
H(Y ) = P(Y = 0) log 1P(Y=0) + P(Y = 1) log
1
P(Y=1) = 0.0043
The conditional entropy given that X = 1 (engine in flame) reaches the
maximum for a binary variable: H(Y ) = 1. However the expected conditional
entropy is lower than the original entropy because the probability that X = 1
is very small: EHX(Y ) = 0 × P(X = 0) + 1 × 0.001 = 0.001, which is indeed
smaller than 0.0043. In practice, if you really learn that X = 1 you would like
to use the conditional entropy which better describes the uncertainty of the flight
at this moment.
A way to quantify the information gain brought by X is to measure the
distance between the marginal and the conditional distribution. If we take the
conditional distribution as reference, the information gain can be defined by
IG(X → Y ) = KL[fY |fY |X(.|X)].
In contrast with the entropy change H(Y ) − HX(Y ), the information gain is
always positive or null. However, as displayed in Equation (2.8) below, their
expectations are equal.
2.4. Joint entropy and mutual information
The joint entropy of X and Y is :
H(X,Y ) =
∫ ∫
fY,X(y, x) log
1
fY,X(y, x)
dydx. (2.4)
We have the following additive property:
H(X,Y ) = H(X) + EHX(Y ). (2.5)
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This is an essential property that we ask for a measure of information: the
information in observing X and Y is the same as that of observing X and then
Y given X. This makes also sense if the interpretation is uncertainty.
Definition 4 (Mutual information). The mutual information is the Kullback-
Leibler risk of a distribution defined by the product of the marginals relative to
the joint distribution:
I(X;Y ) =
∫ ∫
fY,X(y, x) log
fY,X(y, x)
fX(x)fY (y)
dydx. (2.6)
If X and Y are independent, the mutual information is null; thus, I(X,Y )
can be considered as a measure of dependence. We have the following relation:
I(X;Y ) = H(Y )− EHX(Y ). (2.7)
It follows that EHX(Y ) = H(Y )−I(X,Y ). Thus, since I(X;Y ) ≥ 0, the expected
conditional entropy of Y is lower than its entropy.
Mutual information can also be expressed as the expectation of the infor-
mation gain (the Kullback-Leibler risk of fY relative to fY |X); the mutual in-
formation can be written I(X,Y ) =
∫ ∫
fY,X(y, x) log
fY |X(y|x)
fY (y)
dydx. so that we
have:
I(X;Y ) = E{KL[fY |fY |X(.|X)]} = E[H(Y )−HX(Y )] = H(Y )− EHX(Y ).
(2.8)
Thus, both the expected entropy change and the expected information gain are
equal to the mutual information. Mutual information was used by Alonso and
Molenberghs (2007) to quantify the information given by a surrogate marker S
on the true clinical endpoint T . They propose the measure R2h = 1 − e−I(S;T )
which takes values between 0 and 1. For normal distributions this measure
amounts to the ratio of the explained variance and the marginal variance of T .
We can now define the conditional mutual information:
Definition 5 (Conditional mutual information). The conditional mutual infor-
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mation is:
I(X;Y |Z) =
∫ ∫
fY,X|Z(y, x|Z) log
fY,X|Z(y, x|Z)
fX|Z(x)fY |Z(y|Z)dydx. (2.9)
We have the additive property:
I(X,Z;Y ) = I(Y ;X) + I(Y ;Z|X). (2.10)
This can be generalized in the so-called “chain-rule for information” Cover and
Thomas (1991). Thus, there is additivity of information gains: the information
brought by (X,Z) on Y is the sum of the information brought by X and the
information brought by Z given X.
Example 3 (Mutual information in a normal regression model). Assume we
have: Y = β∗0 +β
∗
1X+β
∗
2Z+ ε, with X and Z and ε normal with variances σ
2
X ,
σ2Z and σ
2
ε ; ε independent of X and Z and cov(X,Z) = σXZ . The marginal and
conditional distributions on X and X,Z are normal with variances respectively:
var∗(Y ) = σ2ε + β
2
1σ
2
X + β
2
2σ
2
Z − 2β1β2σXZ
varX∗ (Y ) = σ
2
ε + β
2
2σ
2
Z
varX,Z∗ (Y ) = σ
2
ε
Since for a normal distribution the entropies are log σ + c, the predictability
gains are
H(Y )− EHX(Y ) = 1
2
log(var∗(Y ))− 1
2
log(varX∗ (Y ))
=
1
2
log
var∗(Y )
varX∗ (Y )
H(Y )− EHX,Z(Y ) = 1
2
log(var∗(Y ))− 1
2
log(varX,Z∗ (Y ))
=
1
2
log
var∗(Y )
varX,Z∗ (Y )
For normal distributions the information gains are the logarithm of the factor
of reduction of standard deviations, and it is easy to verify the additive property
(2.10).
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2.5. Extensions: definitions for probability laws and sigma-fields
The Kullback-Leibler risk can be defined for general probability laws as in
Kullback (1959) and Haussler and Opper (1997). For general distributions P
and Q, the Kullback-Leibler risk of Q relative to P is defined by: KL(Q|P) =∫
dP log dPdQ , where
dP
dQ is the Radon-Nikodym derivative of P relative to Q.
The Kullback-Leibler risk has also been studied among other metrics for
probabilities in Gibbs and Su (2002). It has been used as a metric for some
asymptotic results in statistics (Hall, 1987; Clarke and Barron, 1990).
Since Radon-Nikodym derivatives are defined for sigma-fields, we can make
explicit that the Kullback-Leibler risk also depends of the considered sigma-
field. So, the Kullback-Leibler risk of Q relative to P on sigma-field X can be
noted:
KL(Q|P;X ) =
∫
dP log
dP
dQ |X
.
This notation and concept has been in used by Liquet and Commenges (2011)
to define a so-called restricted AIC, described in section 4.1.
3. Information theory and estimation
A statistical model for X is a family of distributions indexed by a parameter:
(fθ)θ∈Θ. For parametric models Θ ⊂ <d. We assume that there is a true dis-
tribution, f∗, which is unknown. The model is well specified if there exists θ∗
such that fθ∗ = f∗ (f∗ belongs to the model); it is misspecified otherwise. The
aim of inference is to choose a distribution as close as possible to the true dis-
tribution. The Kullback-Leibler risk is a good candidate to quantify how close a
distribution fθ is from the true distribution f∗. Here the dissymmetric property
of the Kullback-Leibler risk is not a problem here because the situation is truly
dissymmetric: we wish to quantify the divergence of fθ relative to f∗. So we
wish to minimize
KL(fθ|f∗) = E∗[log f
∗(X)
fθ(X)
],
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where E∗ means that the expectation is taken relative to f∗. Note that if the
model is well specified the risk is minimized by fθ∗ , and the minimized risk
is zero. If the model is misspecified, there is a fθ0 which minimizes the risk:
KL(fθ0 |f∗) can be called the “misspecification risk” of the model.
The problem, of course, is that the risk depends on the unknown f∗. Us-
ing the relation 2.1 and since the entropy of f∗ does not depend on θ, we can
simply minimize the cross-entropy, CE(fθ|f∗) = E∗[log 1fθ(X) ]. Thus, the risk
CE(fθ|f∗) depends on f∗ only by the expectation operator. This is really a
“risk”, defined as the expectation of a loss function: the loss here is log 1
fθ(X)
which does not depend itself of f∗. If a sample of independently identically
distributed variables O¯n = (X1, . . . , Xn) is available, the cross-entropy can be
estimated by −n−1∑ni=1 log fθ(Xi). We recognize it as the opposite of the nor-
malized loglikelihood. By the law of large numbers this quantity converges to-
ward CE(fθ|f∗):
−n−1Ln(fθ) −→p CE(fθ|f∗),
where Ln(f
θ) is the loglikelihood. Thus, the maximum likelihood estimator
(MLE) minimizes the natural estimator of the cross-entropy. If the model is
well specified, the variance of the asymptotic distribution of the MLE is given
by the Fisher information matrix at θ∗. It is easy to see that we have I(θ∗) =
n∂
2KL(fθ)
∂θ2 |θ∗ : the individual Fisher information matrix is thus the curvature of
the Kullback-Leibler risk (or equivalently of the cross-entropy).
4. Estimator selection: normalized AIC and TIC
Another important problem in statistics is that of model choice, or estimator
selection. The concepts of entropy and Kullback-Leibler risk have been adapted
to describe the risk of an estimator of the true density function f∗ (Commenges
et al., 2008). The need of an extension comes from the fact that the Kullback-
Leibler risk is defined for a fixed distribution, while an estimator is random.
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Denoting gβˆn such an estimator, the expected Kullback-Leibler risk can be de-
fined as:
EKL(gβˆn) = E∗[log
f∗(X)
gβˆn(X)
].
In the notation EKL(gβˆn) it is implicit that the expected risk is wrt f∗.
Similarly we define the expected cross-entropy
ECE(gβˆn) = E∗[log
1
gβˆn(X)
].
As the cross-entropy, the expected cross-entropy can be additively decomposed
as
ECE(gβˆn) = EKL(gβˆn) + H(f∗),
with the interpretation that the risk with gβˆn is the risk incurred in using gβˆn
in place of f∗ plus the risk using f∗.
If the model is well specified, there exist a value β∗ such that gβ∗ = f∗;
in that case, EKL(gβˆn) is the “statistical risk”. It converges toward zero since
βˆn → 0. Since KL(gβ∗ |gβ∗) = 0 and ∂KL∂β |β∗ = 0 we have for a fixed sequence
{βˆn}:
KL(gβˆn |gβ∗) = 1/2(βˆn − β∗)> ∂
2KL(gβ |gβ∗)
∂β2
|β∗(βˆn − β∗) + o(||βˆn − β∗||2).
Taking expectation and since the asymptotic variance of (βˆn − β∗) is I−1 and
that ∂
2KL(gβ |gβ∗ )
∂β2 |β∗ = I/n, we find:
EKL(gβˆn) = p/2n+ o(n−1).
If the model is misspecified, the estimator converges toward gβ0 which is
different from f∗. By definition, the MLE converges toward gβ0 which has the
smaller Kullback-Leibler risk in the model. The expected Kullback-Leibler risk
of the MLE can be decomposed as:
EKL(gβˆn) = E∗[log
gβ0
gβˆn
] + KL(gβ0 |f∗),
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Fig 1. Risk of two models (g) and (h) relative to the true distribution f∗. The risk of the
estimator is the sum of the misspecification risk and the statistical risk.
where E∗[log g
β0
gβˆn
] is the statistical risk in the misspecified case, and KL(gβ0 |f∗)
is the “misspecification risk”. Figure 1 illustrates the risks for two non-overlapping
models.
The statistical risk still tends to zero since βˆn → β0. However there is no
guarantee that p/2n is a good estimate of it. The misspecification risk is fixed.
It is not possible to have a good estimator of KL(gβ0 |f∗) but we have an es-
timator of CE(gβ0 |f∗) by: −n−1∑ni=1 log gβˆn(Xi). This estimator however is
biased downward because the MLE minimizes −n−1∑ni=1 log gβ(Xi). Compu-
tations (either direct or by cross-validation) show that the bias is p/2n+o(n−1)
(Linhart and Zucchini, 1986). If we estimate the statistical risk by p/2n (as in
the case of well specified models) we end up with the estimator:
−n−1
n∑
i=1
log gβˆn(Xi) + p/n =
1
2n
AIC.
Thus, the normalized Akaike criterion (AIC) (Akaike, 1973) is an estimator of
the expected cross-entropy ECE. Takeuchi (1976) has proposed another crite-
rion (TIC) which does not assume that the statistical risk can be estimated by
p/2n. Other criteria are available when the estimators are not MLE but general
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M-estimators, in particular the generalized information criterion (GIC) (Kon-
ishi and Kitagawa, 1996). All these estimates of ECE are equal to minus the
normalized loglikelihood plus a correction term.
Of course, estimation of the expected cross-entropy is essentially useful for
choosing an estimator when several are available. The difference of the expected
cross-entropy of two estimators gβˆn and hγˆn is equal to the difference of their
expected Kullback-Leibler risks, so that the difference of estimators of ECE also
estimates the difference of expected Kullback-Leibler risks:
[ÊCE(gβˆn)− ÊCE(hγˆn)]− [EKL(gβˆn)− EKL(hγˆn)] −→p 0.
Note that the difference of expected Kullback-Leibler risks is not random. How-
ever it is not fixed since it depends on n; we have EKL(gβˆn) − EKL(hγˆn) →
KL(gβ0 |f∗)−KL(hγ0 |f∗).
Moreover, if gβ0 6= hγ0 , √n[ÊCE(gβˆn) − ÊCE(hγˆn)] has a normal asymp-
totic distribution with a variance that can be easily estimated, leading to the
construction of so-called “tracking intervals” (Commenges et al., 2008) for the
difference of expected Kullback-Leibler risks. The condition gβ0 6= hγ0 may not
hold if the models are nested: (g) ⊂ (h). The hypothesis that the best distribu-
tion is in the small model (gβ0 = hγ0) is the conventional null hypothesis; it can
be tested by a likelihood ratio statistic which follows a chi-squared distribution
if the models are well specified. The distribution of the likelihood ratio statis-
tics has been studied in the general setting by Vuong (1989); these results are
relevant here because the asymptotic distributions of the estimators of ECE is
driven by that of the likelihood ratio statistics.
4.1. Extensions: restricted and prognostic criteria
4.1.1. Restricted AIC
Liquet and Commenges (2011) tackled the problem of choosing between two esti-
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mators based on different observations. As one of their examples, they compared
two estimators of survival distributions: one based on the survival observation,
the other one including the additional information on disease events. Both es-
timators are judged on the sigma-field generated by observation of survival,
noted O′. The estimator which includes disease information uses more informa-
tion, thus is based on a larger sigma-field than the direct survival estimator,
and it will be judged only on the survival sigma-field; for defining this, it is
useful to specify the sigma-field on which the Kullback-Leibler risk is defined,
as suggested in Section 2.5. The difference of expected Kullback-Leibler risks on
this restricted sigma-field was assessed by a criterion called DRAIC.
4.1.2. Choice of pronostic estimators
Prognostic estimators also are judged on a sigma-field which may be different
from that generated by observations on which they are based. The problem
is to give an estimator of the distribution of the time to an event posterior
to a time t, based on observations prior to time t. Here again the sigma-field
on which the estimator will be judged is not the same as the sigma-field on
which the estimator has be been built; moreover there is the conditioning on
the fact that the event has not occurred before t. Commenges et al. (2012)
defined an “expected prognosis cross-entropy”, or equivalently up to a constant,
an “expected prognosis Kullback-Leibler risk” and proposed an estimator of this
quantity based on cross-validation (called EPOCE).
5. Information theory and the Bayesian approach
In the Bayesian approach we may use the concepts of information theory to
measure the information (or the decrease of uncertainty) on the parameters or
on the predictive distribution.
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5.1. Measuring information on the parameters
Lindley (1956) was the first to use information theory to quantify information
brought by an experiment in a Bayesian context. In the Bayesian approach,
the observation of a sample O¯n brings information on the parameters θ which
are treated as random variables. It seems natural to compare the entropy of
the prior distribution pi(θ) and of the posterior distribution p(θ|O¯n). Lindley’s
starting point was to inverse the concept of entropy by considering that the
opposite of the entropy was a quantity of information; thus,
∫
pi(θ) log pi(θ)dθ
and
∫
p(θ|O¯n) log p(θ|O¯n)dθ was considered as the amount of information on
θ for the prior and the posterior, respectively. We may then measure the in-
formation brought by the observations on the parameters by the difference of
amounts of information between the posterior and the prior, or equivalently by
the difference of entropy between the prior and the posterior distribution:
∆H(θ, O¯n) = H[pi(θ)]−H[p(θ|O¯n)].
Note that p(θ|O¯n) is a conditional distribution, so that H(p(θ|O¯n) is a condi-
tional entropy. As we have seen, it is not guaranteed that ∆H(θ, O¯n) is positive.
We may look at the expectation of ∆H(θ, O¯n). In virtue of 2.6 this expectation
is always positive and is equal to the mutual information between θ and O¯n.
However for a Bayesian this is not completely reassuring; moreover when we
have observed O¯n, we know the conditional entropy but not its expectation.
Another point of view is to measure the quantity of information gained by the
observation by the Kullback-Leibler risk of the prior relative to the posterior:
IG(O¯n → θ) = KL(pi(θ)|p(θ|O¯n)). This quantity is always positive or null and
is thus a better candidate to measure a gain in information. Here we can see the
difference between information and uncertainty (as in the plane crash example):
there is always a gain of information but this may result in an increase of
uncertainty. However when taking expectations, the two points of view meet:
the expected information gain is equal to the expected uncertainty reduction.
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All this assumes that the model is well specified.
5.2. Measuring information on the predictive distribution
The predictive distribution is:
f O¯n(x) =
∫
fθ(x)p(θ|O¯n)dθ.
We wish that f O¯n be as close as possible to the true distribution f∗. It is natural
to consider the Kullback-Leibler risk of f O¯n relative to f∗, and an estimate of
this risk can be used for selection of a Bayesian model. In fact the situation is
the same as for the selection of frequentist estimators because we can consider
f O¯n as an estimator of f∗. For Bayesian model choice we have to estimate the
Kullback-Leibler risk, or more easily, the cross-entropy of f O¯n relative to f∗:
CE(f O¯n ; f∗) = E∗(log
1
f O¯n
).
This is the quantity that Watanabe (2010) seeks to estimate by the widely
applicable information criterion (WAIC); see also Vehtari and Ojanen (2012).
A natural estimator of CE(f O¯n ; f∗) can be constructed by cross-validation:
CVCE(fO) = −n−1
n∑
i=1
log f O¯−i(Xi),
where O¯−i is the sample from which observation i has been excluded, and fO
stands for the set of posterior probabilities.
In fact, this criterion is closely related to the pseudo-Bayes factor. As de-
scribed in Lesaffre and Lawson (2012), the pseudo-Bayes factor for comparing
two models M1 and M2 characterized by the sets of posterior densities f
O
1 and
fO2 respectively, is:
PSBF12 =
∏n
i=1 f
O¯−i
1 (Xi)∏n
i=1 f
O¯−i
2 (Xi)
.
The pseudo-Bayes factor was introduced by Geisser and Eddy (1979), and
Geisser (1980) called the cross-validated density f
O¯−i
1 (Xi) the “conditional pre-
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dictive ordinate” (CPOi). We have
log PSBF12 =
n∑
i=1
log f
O¯−i
1 (Xi)−
n∑
i=1
log f
O¯−i
2 (Xi) = n[CVCE(f1)−CVCE(f2)].
Thus, the choice between two models using CVCE is equivalent with the choice
using pseudo-Bayes factors. Gelfand and Dey (1994) showed that PSBF was
asymptotically related to AIC; this is not surprising in view of the fact that
asymptotically the influence of the prior disappears, and that both criteria are
based on estimating the cross-entropy of a predictive distribution with respect
to the true distribution.
At first sight CVCE seems to be computationally demanding. However, this
criterion can be computed rather easily using the trick of developing [f O¯−i(Xi)]−1,
as shown in Lesaffre and Lawson (2012) (page 293). We obtain:
CVCE = n−1
n∑
i=1
log
∫
1
fθ(Xi)
p(θ|O¯n)dθ, (5.1)
where the integrals can be computed by MCMC. A large numberK of realization
θk of the parameters values from the posterior distribution can be generated, so
that CVCE can be computed as:
CVCE(fO) = n−1
n∑
i=1
logK−1
K∑
k=1
1
fθk(Xi)
.
So CVCE, as pseudo-Bayes factors, can be computed with arbitrary precision
for any Bayesian model. A similar cross-validated criterion was proposed in a
prognosis framework by Rizopoulos et al. (2015).
6. Conclusion
It is fascinating that the same function, entropy, plays a fundamental role in
three different domains, physics, communication theory and statistical inference.
Although it is true that these three domains use probability theory as a basis,
they remain different and the interpretation of entropy is also different, being
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a measure of disorder, information and uncertainty respectively. These three
concepts are linked but are different. Uncertainty is not just the opposite of
information; in some cases uncertainty can increase with additional information.
In statistics, the Kullback-Leibler risk and the cross-entropy are the most
useful quantities. The fact that the Kullback-Leibler risk is not a distance is
well adapted to the statistical problem: the risk is computed with respect to
the true probability, and there is no symmetry between the true probability
and a putative probability. Both estimation and model selection can be done
by minimizing a simple estimator of cross-entropy. Among advantages of this
point of view is the possibility to interpret a difference of normalized AIC as
an estimator of a difference of Kullback-Leibler risks (Commenges et al., 2008).
Extensions of the Kullback-Leibler risk by defining the densities on different
sigma-fields allows to tackle several non-standard problems.
Finally, information theory is also relevant in Bayesian theory. Particularly,
model choice based on a crossvalidated estimator of the cross-entropy of the
predictive distribution is shown to be equivalent to the pseudo-Bayes factor.
Acknowledgement I thank Dimitris Rizopoulos who directed my attention
toward pseudo-Bayes factors and the way they can be computed.
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