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A COMPARISON THEOREM FOR SEMI-ABELIAN SCHEMES OVER
A SMOOTH CURVE.
FABIEN TRIHAN AND DAVID VAUCLAIR
Abstract. We compare flat cohomology to crystalline syntomic complexes with coef-
ficients in two cases: 1) p-divisible groups over a separated Fp-scheme with local finite
p-bases, 2) semi-abelian schemes over a separated irreducible smooth curve.
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1. Introduction
Consider an odd prime number p. To a scheme X over Fp is naturally associated two
kinds of integral p-adic cohomology groups. On the one hand, we have the p-adic e´tale
cohomology groups Hqet(X,Zp) and on the other hand we have the crystalline cohomology
groups Hqcrys(X/Zp,OX/Zp). If X is smooth (or more generally if X is syntomic over a
scheme with local finite p-bases) then it is well known (using e.g. [FM]) that both are
related by a long exact sequence
Hqet(X,Zp) // H
q
crys(X/Zp,OX/Zp)
1−Frob// Hqcrys(X/Zp,OX/Zp)
+1 //(1)
It is natural to expect generalizations of this result when Zp is replaced by more general
coefficients. A first (easy) step is to replace Zp by an arbitrary lisse Zp-sheaf. A possible
way of investigation to treat more general coefficients is to replace the e´tale topology by
finer ones such as the flat or syntomic topology (note that such a change of topology does
not affect cohomology for lisse Zp-sheaves). Using the techniques of Fontaine-Messing
again, one could presumably treat positive Tate twists Zp(i) (at least for i ≤ p− 1). The
Tate module of Abelian schemes have been treated in [Ba]. The purpose of this paper
is to establish a suitable comparison theorem for p-divisible groups in the first place and
then for semi-Abelian schemes following the ideas of [KT].
Assume that X is separated and has local finite p-bases. Consider the covariant
Dieudonne´ functor of [BBM], D, from the category pdiv(X) of p-divisible groups over
X to the category DC(X) of Dieudonne´ crystals over X . It is known that D is fully faith-
ful ([BM]) and is in fact an equivalence ([dJ1]). However, the proofs given in [BM] and
[dJ1] do not produce explicitly a quasi-inverse functor. Instead they rely on deformation
techniques in order to reduce to the case where X is the spectrum of a field. In this paper
we construct the syntomic complex functor
Ssyn,.,X : DC(X)→ D
b(XNsyn,Z/p
.)(2)
whose target is the bounded derived category of Z/p.-modules on the small syntomic site
of X (here Z/p. denotes the pro-ring (Z/pk)k≥1). By construction, we have a functorial
distinguished triangle
Ssyn,.,X(D) // Z/p. ⊗Z/p.+1 uX/(Z/p.+1),∗Fil1D.+1
1−ϕ // uX/(Z/p.),∗D.
+1 //(3)
where D. is the restriction ofD to the ind crystalline topos (X/(Z/p.))crys,syn, Fil1 denotes
the natural mod p Hodge filtration on D, uX/(Z/p.) is the projection to X
N
syn, 1 denotes
the obvious morphism and ϕ is the unique Ocrys. semi-linear morphism such that pϕ is
induced by the Frobenius of D. In this setting our first main result is the following.
Theorem 1.1. (Thm. 9.13) Let G be a p-divisible group over X and let Gp. denote
the projective system of p power torsion subgroups of G viewed as sheaves on the small
syntomic site of X. There is a canonical isomorphism
Gp. ≃ Ssyn,.,X(D(G))
This isomorphism is functorial with respect to G and X.
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In particular, applying Rlimproj and taking cohomology in (3) yields a long exact
sequence
Hqsyn(X, Tp(G)) // H
q
crys(X/Zp, F il
1D(G))
1−ϕ // Hqcrys(X/Zp, D(G))
+1 //(4)
which boils down to (1) for G = Qp/Zp.
Consider now a separated irreducible smooth curve C over Fp. Our second main result
is a comparison theorem for semi-Abelian schemes over C. Using rigid uniformization
around bad fibers, we construct a functor D, from the category of semi-Abelian schemes
over C with good reduction on a dense open U , to the category DC(C♯) of Dieudonne´
crystals over the logarithmic curve (C,Z), where Z is the reduced divisor complementary
to U . By construction, the restriction of this functor to Abelian schemes coincides with
the one of [BBM]. Next we construct the twisted syntomic complex functor
Set,.,C♯(−Z) : DC(C
♯)→ Db(CNet,Z/p
.)(5)
whose restriction to DC(C) can be recovered from the functors (2) on X = C and X = Z
by projection from the small syntomic topos to the small e´tale one (more precisely a
version of (2) is needed above the diagram X = (C ← Z), see below for explanations). Let
z : Z → C denote the inclusion morphism and ΓZ : Mod(CNFL,Z/p
.) → Mod(CNFL,Z/p
.)
denote the functor taking M to the kernel of the specialization morphism M → z∗z
−1M .
We prove the following.
Theorem 1.2. (Thm. 9.16) Consider a semi-Abelian scheme A over C whose restriction
to U is Abelian. Let ǫ : CFL → Cet denote the projection of the big flat topos to the small
e´tale one. There is a canonical isomorphism
Rǫ∗RΓ
ZAp. ≃ Set,.,C♯(−Z)(D(A))
This isomorphism is functorial with respect to A and Z.
Applying Rlimproj and passing to cohomology yields in particular a long exact se-
quence
HZ,qFL(C, Tp(A))
// Hqcrys(C
♯/Zp, F il1D(A)(−Z))
1−ϕ // Hqcrys(C
♯/Zp, D(A)(−Z))
+1 //
where HZ,qFL means flat cohomology vanishing at Z. If A is in fact an Abelian scheme and
Z = ∅ this result follows from Thm. 1.1.
1.0.1. The results of this paper certainly won’t come as a surprise to experts. In fact Thm.
1.1 and Thm. 1.2 are nothing more than sheafified versions of [KT] Prop. 5.10 and Prop.
5.13. These refinements will be the main ingredient for a proof of a non commutative
Iwasawa main conjecture in [TV]. Our original motivation was thus to check whether or
not the proofs of [KT] could be sheafified as well. While doing so, we discovered several
problems in loc. cit. and it finally became easier to rewrite everything than trying to fix
the mistakes and/or missing arguments. It might be worth however to explain the length
of this paper with regards to theirs. We encountered mainly two sources of difficulties.
The first one concerns the proof of the comparison theorem for p-divisible groups. The
strategy of [KT] Prop. 5.10 is to use the equivalence of categories between p-divisible
groups and Dieudonne´ crystals and to interpret cohomology as higher extension groups.
Unfortunately, some confusions regarding continuous cohomology create a serious gap in
the argumentation and we do not know how to fix it (some detailed explanations are given
4
in [Va to KT]). We circumvent this difficulty by following the method of [Ba] instead.
Namely, we show that the vanishing results for Ext’s of [Br] together with the techniques
of [FM] are sufficient to treat not only Abelian schemes but p-divisible groups as well.
The second source of difficulty concerns the proof of the comparison theorem for semi-
Abelian schemes by reduction to the case of p-divisible groups. Roughly speaking, the
strategy of [KT] Prop. 5.13 is to perform a parallel de´vissage in flat and crystalline
cohomology. Unfortunately, this de´vissage is merely sketched in loc. cit. and some
delicate issues are left to the reader. On the side of flat cohomology, the main ingredient
is to replace A by a diagram of p-divisible groups using Raynaud’s rigid uniformization
around bad fibers. However a precise sheaf theoretic interpretation is not given and the
cohomological consequences are left to the reader to find. Here these tasks will be achieved
at the end of Sect. 6.6. On the side of crystalline cohomology, their first step is to define
D(A) by gluing [BBM]’s D(A|U) with an ad hoc (logarithmic) Dieudonne´ crystal on the
complete neighborhood of bad points. We will check that this definition is functorial
and is the only one possible by studying the structure of the category of log 1-motives
introduced in [KT]. Their second step is to relate the twisted syntomic complex of D(A)
to the one attached to the diagram of p-divisible groups introduced before. In loc. cit.
explanations are only given in the local situation and globalization is left to the reader.
Unfortunately the local computations explained in loc. cit. Lem. 5.14 in presence of a
lifting are not enough to perform the cohomological descent hinted in loc. cit. 5.8. We
solve this issue by using hypercoverings with divisors in the spirit of [NS] (see Lem. 5.7).
An additional new difficulty is that we have to compare the syntomic complex on
the e´tale site (5) (which is useful for de´vissage) with the one on the syntomic site (2)
(appearing in Thm. 1.1). We achieve this comparison by introducing an intermediate
variant (using linearized de Rham complexes). A significant part of this work is thus
devoted to the construction of several variants of the syntomic complex functor and to
comparing them.
1.0.2. The organization of the paper is the following.
2. Preliminaries part I: category theoretical background.
Constructions like gluing functors, projective limits etc. are often needed at the level
of derived categories. A convenient way to get rid of technical complications is to work
systematically above an arbitrary diagram of (log) schemes rather than above a single (log)
scheme. The relevant facts are recalled in Sect. 2.1 and Sect. 2.2. Specifically, in Sect.
2.1, we recall some basic language and facts regarding pseudo-functors (or equivalently
(co)fibered categories) and (co)lax morphisms between them. We also include a descent
lemma for colax morphisms (Prop. 2.7), which will be used in Sect. 5.2.2 to prove
that the syntomic complex functors do not depend on the choices of hypercoverings and
Frobenius lifts. In Sect. 2.2, we fix some terminology regarding fibered topoi (prevariable
pretopologies, weakly variable topoi, see. Def. 2.14 (i), (ii)). We also discuss their derived
categories and extension to diagrams. In addition to their elementary properties, whose
use is pervasive in the text, we establish some acyclicity conditions (Lem.-Def. 2.19 (iv),
(v)) which will be useful later.
Next, our conventions regarding the usual and crystalline (pre)topologies of a log-
scheme are explained in Sect. 2.3 and Sect. 2.4. In Sect. 2.5, we establish the pseudo-
functoriality of the small crystalline topos. Some elementary properties of crystals are
recalled in Sect. 2.6 since they will be needed in Sect. 3.5.
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3. Preliminaries part II: some properties for sheaves.
The purpose of this chapter is to gather several technical results which are related to
exactness. In Sect. 3.1 we recall some terminology (semi-abelian schemes, 1-motives,
p-divisible groups...) and review the well known fact that the category of 1-motives over
a regular base is exact, since it will be essential for our construction of the semi-stable
Dieudonn functor. Several possible sheaf theoretic incarnations (on usual or crystalline
sites) of a constant or p-divisible group are reviewed in Sect. 3.2.
In Sect. 3.3, we review the basic lemma designed to divide Frobenius by p (Lem. 3.16).
This involves the notion of (L-)normalized modules or complexes (Def. 3.15) and the
normalizing functor 〈1〉∗ (Def. 3.14).
In Sect. 3.4 and Sect. 3.5, we design a convenient framework regarding p-adic formal
schemes, limits and quasi-coherence. A standard feature of crystalline cohomology is
that one is often led to pass from finite to p-adic coefficients and conversely. Inside
the crystalline topos this causes no difficulty (see Lem.-Def. 3.34). When passing to
realizations on the other hand (e.g. for de Rham complexes) one has to add some quasi-
coherence assumptions in order to get (partial) analogous results. The relevant notions
are adapted from [Be5] Sect. 3.2 and discussed in Sect. 3.4.3 - 3.4.5.
4. Preliminaries part III: crystals and local finite p-bases.
In Sect. 4.1, we review a notion of finite p-bases for (p-adic formal) log schemes which is
stronger than the one defined in [Ts2], but slightly easier to handle. We also introduce the
corresponding categories of (global and local) embeddings, which will be enriched later.
In Sect. 4.2 and Sect. 4.3, we assume given a closed immersion of the base log scheme
into a p-adic formal log scheme with local finite p-bases and we restrict our attention
to the e´tale topology. In this context, we explain how to adapt the classical theory
of integrable quasi-nilpotent connections, hyper dp-stratifications, hyper dp-differential
operators, linearization functors and de Rham complexes. While doing so, we pay special
attention to the functoriality of the theory with respect to the base log scheme and the
chosen closed immersion, since this issue is of crucial importance for the construction of
the syntomic complex functors.
When dealing with crystals, one has to be careful with the notion of subobjects because
the inclusion of the category of crystals inside the category of modules on the crystalline
site is not left exact in general. The relevant phenomenons are discussed in Sect. 4.4
using the previously introduced categories of embeddings (rather than a restricted crys-
talline site in the spirit of [Be1]). In Sect. 4.5, we discuss the relation between effective
logarithmic and Cartier divisors. Putting everything together, we study to what extent a
twist of a module or a crystal can be regarded as a subobject of the latter (see Lem. 4.50
and Lem. 4.51, which will be used to divide Frobenius by p).
5. Twisted syntomic complexes for Dieudonne´ crystals.
In this chapter we define functors
S1,ϕsyn,.,X : DC(X)→Mod
1,ϕ(XNsyn,O
crys
. )(6)
S1,ϕ
et,.,X♯
(−h) : DC(X♯)→ D+(Mod1,ϕ(XNet,O
crys
. ))(7)
The first (resp. second) one is defined when X is in B0, the category of locally embeddable
diagrams of separated schemes whose vertices have local finite p-bases over Fp (resp. when
(X♯, h) is in B♯0, the category of locally embeddable diagrams of separated log-schemes
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whose vertices have local p-bases over Fp, together with an effective log divisor), see Def.
5.9 (i). The target of these functors is the (derived) category of (1, ϕ)-modules, defined
and briefly studied in Sect. 5.1. The functors (2) and (5) are respectively obtained from
(6) and (7) by forming the mapping fiber of 1 − ϕ (see Lem. 5.2 (iv)). Aside from
the definitions themselves, the main purpose of this chapter is to establish a canonical
isomorphism
Rǫ∗S
1,ϕ
syn,.,XD ≃ S
1,ϕ
et,.,XD(8)
in the case X♯ = X (trivial log structure). Here ǫ : Xsyn → Xet denotes the canonical
morphism. This task requires several intermediate variants of the syntomic complex on
the small e´tale and syntomic sites.
Let us briefly enumerate these constructions and explain the strategy leading to (8).
In Sect. 5.2, we begin with some observations regarding applications of cohomological
descent in crystalline cohomology and we define some categories of semi-simplicial embed-
dings with additional structures (Frobenius lifts, effective log divisors) which are adapted
to the various constructions that we have in mind. Let us explain this roughly. A semi-
simplicial global embedding ι : U ♯[.]→ Y ♯[.] together with a Frobenius lift is in the category
HR♯,etF if U
♯
[.] is a hypercovering in the topos Xet. The full subcategory HR
♯,crys
F ⊂ HR
♯,et
F
is defined by the additional condition that the logarithmic divided power envelope T ♯[.] of
ι is a hypercovering in the topos (X♯/Zp)crys,et. The latter is adapted to the computation
of crystalline cohomology a` la Cech whereas the former is adapted to the computation
using de Rham complexes. This leads naturally to the construction of two functors with
value in a category of complexes of (1, ϕ)-modules:
S1,ϕ
et,.,T ♯
[.]
(−h),SΩ•,1,ϕ
et,.,T ♯
[.]
(−h) : DC(X♯)→ Kom1,ϕ(T[.],.,et,O
crys
. )(9)
(here and in the sequel the notation is abusive: these functors are not directly the ones
obtained from (138) applying (−)loc, ie. by passing to diagrams (see. Sect. 5.2.2 (110)),
but they are deduced from the latter by composition with (109), ie. by restriction of
Dieudonn crystals and divisors to U ♯[.]). The first one (Cech) is not necessary in this text.
It is nevertheless the most direct way of defining the syntomic complex and will serve as
a warming up for the other constructions. The second one (de Rham) is well adapted to
de´vissage results and will be used in the next chapter.
In the case of a trivial log structure, we give a global construction of the functor (6) (ie.
not involving semi-simplicial embeddings). This construction has the advantage of being
close to the context of [FM] and [Ba] and will be used in the comparison theorem for
p-divisible groups. We also define linearized de Rham versions of the syntomic complex
SLΩ•,1,ϕet,.,T[.] and SLΩ
•,1,ϕ
syn,.,T[.]
on the small e´tale and syntomic site respectively.
The main steps leading to (8) may be summarized as follows. Sect. 5.5 is concerned
with the versions on the e´tale site. Using the descent lemma Prop. 5.10 we prove (Lem.
5.50 (i), (ii)) that the projection of
SΩ•,1,ϕ
et,.,T ♯
[.]
(−h) (resp. of S1,ϕ
et,.,T ♯
[.]
(−h), resp. of SLΩ•,1,ϕ
et,.,T ♯
[.]
(−h))
to D+(Mod1,ϕ(Xet,O
crys
. )) is essentially independent of the semi-simplicial embedding,
as long as the latter is chosen in HR♯,etF (resp. HR
♯,crys
F , resp. HR
♯,crys
F ). We prove further-
more (Lem 5.50) that the resulting three functors DC(X♯)→ D+(Mod1,ϕ(Xet,O
crys
. )) are
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canonically isomorphic and we define (7) as anyone of them (Prop. 5.51 and Def. 5.52).
Sect. 5.6 is concerned with the versions on the syntomic site. We prove (Prop. 5.63
and Prop. 5.64 (i)) that the globally defined functor (6) coincides with the projection
of SLΩ•,1,ϕsyn,.,T[.] to D
+(Mod1,ϕ(Xsyn,O
crys
. )). The isomorphism (8) is finally obtained by
proving (Prop. 5.63):
Rǫ∗SLΩ
•,1,ϕ
syn,.,T[.]
≃ SΩ•,1,ϕet,.,T[.](10)
Let us now give some explanations regarding the constructions enumerated above. In
Sect. 5.3, we review some basics concerning the relative Frobenius and the Cartier op-
erator. Then, we establish the crystalline version of the Cartier equivalence over X
(Prop. 5.24) and deduce some elementary consequences for crystals over X♯. These
results will be the main ingredient of Sect. 5.4, where a crystalline subsheaf Fil1D is de-
fined for an arbitrary Dieudonne´ crystal D and shown to satisfy a canonical isomorphism
D/Fil1D ≃ i∗Lie(D) (Prop. 5.34). Here, the tangent sheaf Lie(D) is defined in terms of
the Verschiebung operator modulo p. This filtration and a similar isomorphism are then
extended to the linearized semi-simplicial crystal L(DT ♯
[.],.
) and its twisted versions (Prop.
5.36). In Sect. 5.5, we check that in each three cases the Frobenius vanishes modulo p on
the subcomplex defined by using Fil1D. Using this and the normalization functor 〈1〉∗
(see Def. 3.14), we are able to divide Frobenius by p. This yields the desired definition
for the (Cech, de Rham and linearized de Rham) versions of the syntomic complex on the
small e´tale site (Prop. 5.48). In Sect. 5.6, the construction and elementary properties of
the (global and linearized de Rham) versions of the syntomic complex on the syntomic
site of X are given using the same ingredients than in Sect. 5.5 together with some well
known properties of crystalline cohomology with respect to the syntomic topology.
6. De´vissage of flat cohomology.
Let A/C be a semi-Abelian scheme with good reduction over U = C − Z. If v is a
point of Z with residue field kv, we denote Zv = Spec(kv), Cv = Spec(Ov) the complete
neighborhood of v in C and Uv = Spec(Kv) the generic point of Cv. Consider the diagram
J+ with the following subschemes of C as vertices: U and for v running in Z, the Zv’s,
the Cv’s and the Uv’s, and the inclusion morphisms between them as edges. The purpose
of this chapter is to define a p-divisible group H over J+ (ie. a p-divisible group over
each one of the subschemes in question together with base change morphisms between
them) from which one can rebuild the projection of the vanishing local sections RΓZAp. ∈
Db(CNFL,Z/p
.) to the small e´tale site (see Prop. 6.29 or (14) below for explanations).
Let us explain the logical steps leading to this result. The first step is to replace the
big flat site by the small e´tale one. In Sect. 6.3, we begin with an elementary study of
the vanishing (local) sections functor RΓZ . The latter is an endofunctor of the derived
category of an arbitrary topos of C. This study relies notably on Sect. 6.1 (where the
functorial properties of mapping fibers are discussed) and on the notions of acyclicity in
fibered topoi which are discussed in Lem.-Def. 2.19. A significant drawback of the functor
RΓZ is its lack of functoriality with respect to the chosen topos. For instance, if ǫ denotes
the projection morphism from the big (say flat) to the small (say e´tale) topos, then RΓZ
does not commute to Rǫ∗. This is mainly due to the following fact: if G is a group scheme
over C then the small e´tale sheaf over C represented by G has no memory of the group
scheme Z ×C G over Z. To circumvent this issue, we enrich the picture by replacing C
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with the diagram C+ := (Z → C). We introduce a functor RΓZ(C,−) which is not an
endofunctor, but goes from the (derived category of the chosen topos of) C+ to (that of)
C. As it turns out, this new variant of the vanishing sections functor commutes to Rǫ∗.
In the setting of big topoi we have moreover RΓZ(C, (−)|C+) ≃ RΓ
Z(−). Applying this
to Ap. gives (see Cor. 6.15)
Rǫ∗RΓ
ZAp. ≃ RΓ
Z(C,Rǫ∗Ap.,|C+)(11)
In Sect. 6.4 we achieve the next step which is to replace C (resp. C+) by the diagram
J formed by U , the Uv’s and the Cv’s for v in Z (resp. J
+, obtained from J by adding the
Zv’s). Consider the natural morphism m : J → C. The functor Rm∗ fits into a familiar
distinguished triangle of Mayer-Vietoris type (see Lem. 6.4) and is called the (complete)
Mayer-Vietoris functor. We prove that it allows to recover Rǫ∗Ap. from the restriction of
Ap. to J and similarly for vanishing sections. More precisely (see Prop. 6.18):
RΓZ(C,Rǫ∗Ap.,|C+) ≃ Rm∗RΓ
ZJ (J,Rǫ∗Ap.,|J+)(12)
In addition to abstract nonsense, the proof notably relies on the fact that the direct image
functor of Cv,et → Cet is exact (Lem. 6.6) together with the following property of Abelian
varieties which was found by Greenberg and Milne: if K denotes the function field of C,
v a point of C and Kv (resp. K
h
v ) the completion (resp. henselization) of K at v then
Hq(Kv, A|Kv) coincides with H
q(Khv , A|Khv ) for q ≥ 1.
Let us now explain the construction of the p-divisible group H on J+ which will serve
as a substitute for Ap.,|J+. First we have to define a p-divisible group HU (resp. HUv , HCv ,
HZv for each v in Z). When restricted to its open of good reduction A gives rise directly
to a p-divisible group. Thus we simply set HU := A|U,p∞ and H|Uv := A|Uv,p∞. Since A has
semi-stable reduction at v, we get a p-divisible group on Zv simply by replacing A|Zv with
its connected component A0|Zv (which is the extension of an Abelian variety Bkv by a torus
Tkv): we set HZv = A
0
|Zv,p∞
. We know from [SGA7-I] IX that A0|Zv admits a canonical
lifting to a group scheme Gv over Cv (the Raynaud group) which is the extension of an
Abelian scheme lifting Bkv by a torus lifting Tkv and whose completion along the special
fiber is isomorphic to the completion of A0Cv . We get a p-divisible group on Cv by setting
HCv := Gv,p∞ . We make the following key observation: since Gv,pk is finite over Cv the
previous formal isomorphism induces a morphism of group schemes ev : Gv,pk → A
0
|Cv,pk
.
This remark allows us to define the base change morphisms giving rise to the p-divisible
group H over J+ as well as a morphism Hp. → A
0
|J+,p. over J
+. This morphism is certainly
not an isomorphism in general since A0|Cv,pk might not be finite over Cv. In Sect. 6.5, we
show that it is nevertheless possible to recover A0p.,|J+ from Hp. using Raynaud’s result
concerning the generic fiber (in the sense of rigid geometry) of the morphism ev. In Sect.
6.6, we use this to prove (see Prop. 6.27 and the proof of Prop. 6.29) that
RΓZJ (J+, Rǫ∗Ap.,|J+) ≃ SmaRΓ
ZJ (J+, Rǫ∗Hp.)(13)
where Sma is an exact functor defined over Jet, designed to neglect the generic fiber
of the Cv components (see Def. 6.7 for more details). A key ingredient in the proof is
the introduction of the small quasi-finite flat site (see Def. 6.21) which is fine enough
to compute cohomology and small enough to express sheaf theoretic consequences of
Raynaud’s rigid uniformization. The final de´vissage result (Prop. 6.29) is obtained by
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putting (11), (12) and (13) together:
Rǫ∗RΓ
ZAp. ≃ Rm∗SmaRΓ
ZJ (J,Rǫ∗Hp.)(14)
7. De´vissage of twisted syntomic complexes.
Our general strategy to obtain the comparison result in the case of a semi-Abelian
scheme A/C is to perform a de´vissage for the twisted syntomic complex of DC♯(A) which
is roughly parallel to the one of Chap. 6 in order to reduce to the case of p-divisible groups.
This won’t be achieved before Sect. 9.2 for the following reasons. On the one hand, the
semi-stable Dieudonne´ functor DC♯ has yet to be defined (this will be done in the next
chapter) and on the other hand, the desired reduction involves switching from DC♯(A) to
DJ(H) where H is the diagram of p-divisible groups defined in Chap. 6. This will be done
using a trick relying on the comparison result for p-divisible groups established in Sect.
9.1. The purpose of the present chapter is nevertheless to establish two key de´vissage
results.
In Sect. 7.1, we consider the diagram of log schemes J ♯ which is J together with the
log structure coming from C♯. Letting m : J ♯ → C♯ denote the natural morphism, we
prove (Prop. 7.1 (i)) that m∗ induces an equivalence between Dieudonne´ crystals on C♯
and diagrams of Dieudonne´ crystals over J ♯ whose base change morphisms are invertible
(we call those cartesian). By Zariski localization on C♯, we reduce to the case where a
lifting of C♯ by a p-adic formal log scheme with p-bases over Spf(Zp) is given and then
the result essentially boils down to gluing locally free modules from J to C. Looking at
de Rham complexes yields furthermore a canonical isomorphism (Prop. 7.1 (iii))
S1,ϕ
et,.,C♯
(−h)(D) ≃ Rm∗S
1,ϕ
et,.,J♯
(−m−1h)(m∗D)(15)
In Sect. 7.2, we use the second variant of the local vanishing sections functor to describe
the twisted syntomic complex in a specific situation. Namely consider a Dieudonne´ crystal
D over J and denote respectively o∗D and ρ∗D its pullback to J ♯ and J+. Consider
furthermore the smooth divisor ZJ as an effective log divisor of J . Then we establish a
canonical isomorphism
S1,ϕ
et,.,J♯
(−ZJ)(o
∗D) ≃ RΓZJ (J,S1,ϕet,.,J+(ρ
∗D))(16)
Here the key idea is to work with semi-simplicial embeddings ι : U ♯[.] → Y
♯
[.] of HR
♯,et
F
having the additional property that the involved closed immersions of log schemes are
exact. An easily tractable category of such, denoted HR♯,et,exF , was defined and studied in
Sect. 5.2 (see Lem. 5.7) using blowing up as a global exactification functor.
8. Dieudonne´ crystals for semi-Abelian schemes.
The goal of this chapter is to construct the Dieudonne´ crystal DC♯(A) ∈ DC(C
♯)
associated to a semi-Abelian scheme A/C. Thanks to the equivalence result of Prop.
7.1 (i), we are reduced to define for each v a DC♯v(A|Cv) ∈ DC(C
♯
v) whose restriction to
Uv agrees with [BBM]’s one. By Raynaud’s uniformization as reviewed in Chap. 6, we
already know how to define a canonical log 1-motive (Def. 8.1) Mlog(A|C♯v) = (Gv,Γv, fv)
associated to A|Cv (Def. 8.20) which is such that the p-divisible groups of Mlog(A|C♯v)|Uv
and A|Uv are canonically isomorphic. Our main purpose is thus to prove that there is a
unique way of defining a Dieudonne´ functor on the category Mlog(Cv) of log 1-motives
over Cv which is exact, compatible to finite e´tale base change and compatible with [BBM]’s
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Dieudonne´ functors on p-divisible groups over Cv and Uv. Here, we use the exact structure
inherited from the category of Abelian sheaves on the big flat site (see Lem. 3.7 and Rem.
8.2).
We do this in two steps. The first one is achieved in Sect. 8.1. By studying the
structure of the category Mlog(C
′
v) for C
′
v varying among the finite e´tale Cv-schemes, we
show (Prop. 8.8) that given a stack C of exact categories on the small finite e´tale site
of Cv, extending a given exact functor F : M → C to Mlog amounts to extending the
homomorphism
Ext1M(Cv)(Z,Z(1))→ Ext
1
C(Cv)(F (Z), F (Z(1)))(17)
induced by F to Ext1Mlog(Cv)(Z,Z(1)). The second step will be achieved in Sect. 8.2. It
consists in proving that if C denotes the category of Dieudonne´ crystals over (finite e´tale
extensions of) C♯v, such an extension of (17) exists and is moreover unique if one imposes
the desired compatibility with the analogous homomorphism over Uv (Prop. 8.18). This
verification could be achieved by brute force and explicit calculations since it is nothing
more than the investigation of Kummer extensions of Dieudonne´ crystals over Cv, C
♯
v
and Uv. Here we have chosen a homological approach by embedding the exact category
of Dieudonne´ crystals into the larger Abelian category of (f, v)-modules. This approach
relies mainly on the compatibility of the Dieudonne´ functor with Cartier duality ([BBM]
Chap. 5).
9. The comparison theorem.
The purpose of this chapter is to prove Thm. 1.1 and Thm. 1.2. The first one is proven
in Sect. 9.1 and is rather independent from the rest of the text (it only uses the global
construction of the syntomic complex in Sect. 5.6). The second one is then deduced by
de´vissage using the main results of the chapters 5 to 8.
In Sect. 9.1, we consider the case of p-divisible groups. We first consider the case of
a single base scheme X with local finite p-bases over Fp. The basic idea is to reduce to
the case of µp∞ by using Cartier biduality. Following the arguments of [Ba], we begin by
checking that Fontaine-Messing’s exact sequence
0 // µpk
L // I˜crysk
1−Frob
p // Ocrysk
// 0(18)
on Spec(Fp)syn remains valid on Xsyn (Lem. 9.9, (iii)). Now if G is an arbitrary p-divisible
group on X whose Cartier dual is denoted G∗ we show that (18) gives rise to an exact
sequence
0 // Ext1Xsyn(G
∗, µpk) // Ext
1
Xsyn(G
∗, I˜crysk )
// Ext1Xsyn(G
∗, Ocrysk )
// 0(19)
thanks to the vanishing theorem of [Br]. Next we observe that the first term in (19) is
nothing but G∗∗pk , ie. Gpk . It thus remains only to compare the second and third term to
the corresponding ones in the distinguished triangle (3) describing Ssyn,k,X(DX(G)). For
the third one, this relies directly on the fact that for certain coefficients, Ext1 commutes
to the projection of the crystalline topos on the small syntomic topos. Next we need to
check that Ext1Xsyn(G
∗,Ga) and the morphism induced by OX/(Z/pk) → i∗Ga respectively
coincide with Lie(D(G)) and the canonical morphism D(G)→ i∗Lie(D(G)). This is done
in Lem. 9.11 using the Cartier isomorphism on the syntomic site. Then we conclude easily
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from the fact that modulo the previous identifications the map induced by the Frobenius
of Ocrysk coincides with the one induced by the Frobenius of DX(G).
Our arguments do not extend directly to the case where X is a diagram (of schemes
with local p-bases). Fortunately, the result extends nevertheless thanks to the fact (proven
by the above arguments) that Ssyn,k,X(DX(G)) is concentrated in degree 0.
In Sect. 9.2, we put everything together in order to treat the case of a semi-Abelian
scheme A/C. Namely, (14), Thm. 1.2 (applied to H ∈ pdiv(J)), (8) and (16) give an
isomorphism
Rǫ∗RΓ
ZAp. ≃ Rm∗SmaSet,.,J♯(−ZJ)(DJ(H)|J♯)(20)
while (15) together with a basic property of the functor Sma give
Set,.,C♯(−Z)(DC♯(A)) ≃ Rm∗SmaSet,.,J♯(−ZJ)(DC♯(A)|J♯)(21)
We conclude by showing that the natural morphism DJ(H)|J♯ → DC♯(A)|J♯ becomes an
isomorphism after applying Set,.,J♯ and the functor Sma.
1.0.3. A few further generalizations of such comparison results can easily be imagined.
The case of finite locally free groups can be treated roughly in the same way ([Pe to Va]),
or alternatively as a consequence of the case of p-divisible groups ([Va to Pe]). Other
possible generalizations are log p-divisible groups in the sense of [Tr] or alternatively
Abelian varieties with general reduction. We hope to come back to these cases in future
works.
1.0.4. Needless to say, this paper relies entirely on the previous work of K. Kato and
the first author. The references to their original text [KT] are so numerous that we have
given up listing them all. We hope that the self contained approach taken here will serve
as a useful reference in the future.
We are grateful to T. Tsuji for his help and suggestions, especially concerning the
version of the syntomic complex involving linearized de Rham complexes and also for the
localization triangles in compactly supported log crystalline cohomology using blowing
ups. We would like to thank also the anonymous referee for his careful reading and his
numerous suggestions that have significantly improve the clarity of the paper.
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2. Preliminaries part I: category theoretical background
2.1. Diagrams and (co)fibered categories.
We review basic facts concerning (co)fibered categories over a base category B and their
natural extensions to the category of diagrams of B.
2.1.1. Recall the following definition from [Gr].
Definition 2.1. Let C denote a category.
(i) A diagram X of C is a functor X : ∆ → C, δ 7→ Xδ, (δ → δ
′) 7→ (Xδ → Xδ′)
for some small category ∆ which is called the type of X. We sometimes use
simplified notations such as X/∆ or (Xδ).
(ii) Given diagrams X, X ′ of respective type ∆, ∆′, a morphism of diagrams f : X →
X ′ is a couple f = (F, α) where F : ∆ → ∆′ is a functor and α : X → X ′ ◦ F
is a natural transformation. Using abusively the letter f to designate either f , F
or α, we sometimes write fδ : Xδ → X
′
f(δ).
(iii) Morphisms of diagrams are composed in an obvious way and the resulting category
is denoted Diag(C).
The category Diag(C) is strictly 2-functorial with respect to the category C, meaning
that a functor F : C → C′ canonically induces a functorDiag(C)→ Diag(C′) and similarly
for natural transformations between such functors, everything being strictly compatible
with composition.
We always identify C with a full subcategory of Diag(C) by sending an object to the
corresponding punctual diagram. Let us emphasize that even though diagrams of type
∆ in C are in bijection with (and are often identified with) diagrams of type ∆op in Cop
there is no obvious relation between the categories Diag(Cop) and Diag(C) or Diag(C)op.
2.1.2. Let Cat denote the 2-category of categories and let B denote a category. The
following result is well known.
Lemma 2.2. The following 2-categories are strictly equivalent in a natural way.
(i) The 2-category of contravariant pseudo-functors B → Cat, pseudo morphisms and
natural transformations between them.
(ii) The 2-category of fibered categories above B endowed with a normalized cleavage,
cartesian B-functors and B-natural transformations.
(iii) The 2-category of cofibered categories above Bop endowed with a normalized co-
cleavage, cocartesian Bop-functors and Bop-natural transformations.
Proof. This follows easily from [SGA1] VI. Let us only hint the strict 2-functors (i)→ (ii)
and (i)→ (iii) in order to fix the ideas regarding directions of arrows. We write morphisms
in B rather than in Bop. Start with a contravariant pseudo-functor F : B → Cat, X 7→
F(X), f 7→ f ∗, (fg)∗ ≃ g∗f ∗. Then:
(i) → (ii): The corresponding fibered category p : Ffib → B is constructed in such a
way that the fiber category p−1(X) above an object X of B is F(X) while Homf(ξ, η) =
HomF(X)(ξ, f
∗η) if p(ξ) = X , p(η) = Y and f : X → Y is a morphism in B. The cleavage
is given by the collection of tautological morphisms f ∗η → η.
(i)→ (iii): The corresponding cofibered category q : Fcof → B
op is constructed in such
a way that the fiber category q−1(X) above an object X of B is F(X), while Homf(ξ, η) =
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HomF(Y )(f
∗ξ, η) if q(ξ) = X , q(η) = Y and f : X ← Y is a morphism in B. The
cocleavage is given by the collection of tautological morphisms ξ → f ∗ξ.

It is sometimes useful to notice that one can switch between the point of views (ii)
and (iii) by changing the directions of the arrows in fibers. Namely let F : B → Cat
be a contravariant pseudo-functor as in (i) and consider the contravariant pseudo-functor
F◦ : B → Cat, defined as X 7→ F(X)op, f 7→ f ∗, g∗f ∗ ≃ (fg)∗. Then we have natural
isomorphisms
(F◦)fib/B ≃ (Fcof)
op/B and (F◦)cof/B
op ≃ (Ffib)
op/Bop.(22)
Summarizing, we have found four different relative categories naturally attached to a
contravariant pseudo-functor F : B → Cat: two fibrations (Ffib/B and (F
◦)fib/B) and
two cofibrations (Fcof/B
op and (F◦)cof/B
op). To pick one of these four, it is enough
to specify the fiber categories and whether this is a fibration or a cofibration. We will
sometimes drop the subscripts (−)fib and (−)cof from the notations without any danger
of confusion.
Remark 2.3. (i) In practice, one sometimes has to consider B-functors A : Ffib →
Gfib which are not necessarily cartesian or alternatively B
op-functors B : Fcof →
Gcof which are not necessarily cocartesian. These data are no longer equivalent.
More precisely:
- the data of A corresponds bijectively to a lax morphism F → G, ie. a functor
AX : F(X)→ G(X) for each X in B and a natural transformation αf : AXf
∗ →
f ∗AY for each f : X → Y in B, these data being submitted to the composition
constraint.
- the data of B corresponds bijectively to a colax morphism F → G, ie. a
functor BX : F(X) → G(X) for each X in B and a natural transformation
βf : f
∗BY → BXf
∗ for each f : X → Y in B, these data being submitted to the
composition constraint.
(ii) Assume that the contravariant pseudo functor F : B → Cat, X 7→ F(X), f 7→ f ∗,
(fg)∗ ≃ g∗f ∗ is such that each f ∗ admits a right adjoint, say f∗. Consider the
contravariant pseudo-functor F ′ : Bop → Cat, X 7→ F(X), f 7→ f∗, f∗g∗ ≃ (fg)∗
obtained by adjunction (here and in the whole remark, morphisms are consid-
ered in B rather than Bop). We have then an isomorphism Fcof ≃ F
′
fib of B
op-
categories. In that situation we say that Fcof (or equivalently F
′
fib) is bifibered
and that the collection of adjoint pairs of functors (f ∗, f∗) (endowed with their
adjunction morphisms id → f∗f
∗, f ∗f∗ → id) together with the isomorphisms
(f ∗, f∗)(g
∗, g∗) ≃ ((fg)
∗, (fg)∗) (composition of adjunction) is a bicleavage.
(iii) Assume that Fcof and Gcof are bifibered. Then the set of B
op-functors B : Fcof →
Gcof is in bijection with the set of B
op-functors A : F ′fib → G
′
fib. In other terms,
the data of a colax morphism (BX : F(X) → G(X), βf : f
∗BY → BXf
∗) :
F → G corresponds bijectively to the data of a lax morphism: (AX : F
′(X) →
G ′(X), αf : AY f∗ → f∗AX). To see this, set AX = BX and use the definition
of base change morphisms: αf is the composed natural transformation AY f∗ →
f∗f
∗AY f∗ → f∗AY f
∗f∗ → f∗AY where the middle arrow is induced by βf , while βf
is the composed natural transformation f ∗BY → f
∗BY f∗f
∗ → f ∗f∗BXf
∗ → BXf
∗
where the middle arrow is induced by αf). Let us emphasize that under this
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bijection, the set of cocartesian B’s does not correspond to the set of cartesian
A’s in general (If A cartesian implies B cocartesian, this might be called a base
change theorem for A).
2.1.3. If X/∆ is a diagram of B we use the simplified notations
Ffib(X) := Γ(∆×X,B,p Ffib/∆)(23)
and Fcof(X) := Γ(∆
op ×X,Bop,q Fcof/∆
op)(24)
where Γ(−) denotes the category of sections. These categories identify respectively with
the category of diagrams of type ∆ above X in Ffib (recall that X : ∆ → B) and with
the category of diagrams of type ∆op above X in Fcof (here we think of X : ∆
op → Bop).
Note that for a punctual diagram X , we have trivially Ffib(X) ≃ Fcof(X).
Lemma 2.4. Any contravariant pseudo-functor F : B → Cat admits two natural exten-
sions to Diag(B), namely:
(i) A contravariant pseudo-functor Fdiag : Diag(B) → Cat satisfying Fdiag(X) ≃
Ffib(X) for any X in Diag(B).
(ii) A contravariant pseudo-functor F codiag : Diag(B)→ Cat satisfying F codiag(X) ≃
Fcof(X) for any X in Diag(B).
Proof. (i) We notice that Diag(p) : Diag(Ffib) → Diag(B) is automatically a fibered
category and inherits a canonical normalized cleavage from F . Let us describe the cleavage
explicitly. If f : X/∆ → X ′/∆′ is a morphism in Diag(B) and ξ′/∆′ is a diagram of
Ffib above X
′ then f ∗ξ′ is the diagram of type ∆ with vertices given by the formula
(f ∗ξ′)δ := f
∗
δ (ξ
′
f(δ)) and edges deduced from the edges of ξ
′ using the universal property
of the tautological morphisms f ∗δ (ξ
′
f(δ)) → ξ
′
f(δ) in Ffib. We define F
diag : Diag(B) →
Cat as the corresponding contravariant pseudo-functor obtained by Lem. 2.2, so that
Fdiag(X) ≃ Ffib(X) for any X in Diag(B), as desired.
(ii) Applying the previous construction to F◦ instead of F and then reversing arrows
again we find a pseudo-functor F codiag := F◦,diag,◦ : Diag(B)→ Cat satisfying
F codiag(X) = F◦,diag(X)op ≃ (F◦)fib(X)
op ≃ Fcof(X)
for X in Diag(B) and we are done.
Let us describe the cocleavage of the corresponding cofibered category (F codiag)cof/B
op
for the sake of clarity. If X/∆ ← X ′/∆′ : f is a morphism in Diag(B) and ξ/∆op is a
diagram of Fcof above X : ∆
op → Bop then (f ∗ξ) is the diagram of type ∆′op in Fcof with
vertices given by the formula
(f ∗ξ)δ′ = f
∗
δ′(ξf(δ′))(25)
and edges defined in the following way: if δ′ ← δ′′ : g′ in ∆′ then the morphism
(f ∗ξ)g′ : (f
∗ξ)δ′ → (f
∗ξ)δ′′ in Fcof(26)
corresponds to the composed morphism
g′∗f ∗δ′(ξf(δ′))
∼ // f ∗δ′′f(g
′)∗(ξf(δ′))
f∗
δ′′
(ξf(g′)) // f ∗δ′′(ξf(δ′′)) in F(X
′
δ′′)
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where the first isomorphism results from the commutativity of the following square
X ′δ′
fδ′

X ′δ′′
g′oo
fδ′′

Xf(δ′) Xf(δ′′)
f(g′)
oo

Remark 2.5. Consider another contravariant pseudo-functor G : B → Cat.
(i) Every lax (resp. pseudo) morphism α : F → G admits a canonical (resp.
canonical and essentially unique) extension to a lax (resp. pseudo) morphism
α : Fdiag → Gdiag (use the explicit description of the cleavages on Diag(B)).
(ii) Similarly, colax (resp. pseudo) morphisms F → G extend canonically (resp.
extend canonically and essentially uniquely) to colax (resp. pseudo) morphisms
F codiag → Gcodiag.
In the text we will use the following simplified terminology and notations. Every fibered
(resp. cofibered) category will implicitly be endowed with a normalized cleavage (resp.
cocleavage). In view of the Lem. 2.2 and Lem. 2.4 we will often designate a fibered
category G/B or G/Diag(B) (resp. a cofibered category G/Bop or G/Diag(B)op) simply
by describing the contravariant pseudo-functor F : B → Cat satisfying Ffib = G or
(Fdiag)fib = G (resp. Fcof = G or (F
codiag)cof = G).
2.1.4. Let us now discuss some facts relative to change of the base category. For con-
venience of later reference, we look at Bop-categories instead of B-categories. Given
qF : F → B
op and qG : G → B
op we denote HomBop(F ,G) the category where an object is a
Bop-functor, ie. a functor A : F → G such that qGA = qF , and where a morphism A→ A
′
is a Bop-natural transformation of functors, ie. a natural transformation α : A→ A′ such
that for all object ξ of F , αξ : A(ξ) → A
′(ξ) satisfies qG(αξ) = idqF (ξ). For any functor
C → B and any Cop-category H we have a natural isomorphism of categories
HomCop(H,F|Cop) ≃ HomBop(H,F)
where F|Cop := C
op ×Bop F (strict fiber product) and where H is viewed as a B
op-category
in the obvious way on the right hand side.
Lemma 2.6. Assume that for all X in B, the fiber category C(X) is connected (and in
particular non empty). Assume moreover that for every x : X ′ → X in B and Y in C(X),
there exists a morphism y : Y ′ → Y above x in C. Then the natural functor
(−)|Cop : HomBop(F ,G)→HomCop(F|Cop,G|Cop)(27)
is fully faithful.
Proof. Consider two Bop-functors A,A′ : F → G. We have to show that
HomBop(A,A
′)→ HomCop(A|Cop, A
′
|Cop)
is bijective. Injectivity is immediate using the fact that Cop ×Bop F → F is surjec-
tive on objects. Let us explain surjectivity. Consider a Cop-natural transformation
α : A|Cop → A
′
|Cop, ie. a collection of morphisms
αY,ξ : A|Cop(Y, ξ) = (Y,A(ξ))→ (Y,A
′(ξ)) = A′|Cop(Y, ξ)
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inducing idY on the first component, indexed by the objects (Y, ξ) of C
op ×Bop F , and
functorial with respect to the morphisms of the later category. By connectedness of
C(qF (ξ)), we note that αY,ξ does not depend on Y , but only on ξ. Whence a collection
of morphisms αξ : A(ξ) → A
′(ξ), indexed by the objects of F . It remains to check that
this collection is functorial with respect to ξ, but this, in turn, follows from the fact that
given any f : ξ′ → ξ in F there exists an object (Y, ξ) of Cop ×Bop F and a morphism of
the latter category extending f .

We say that a Cop-functor A : F|Cop → G|Cop descends to a B
op-functor if it is in the
essential image of (27). Under the assumptions of the lemma there is then an essentially
unique pair (A, α) where A : F → G is a Bop-functor and α : A|Cop ≃ A is a C
op-
isomorphism. We will now establish a sufficient condition for this to happen.
Proposition 2.7. Keep the assumptions of the previous lemma and assume furthermore
that there exists a B-functor P : C ×B C → C together with B-natural transformations
P → pi, i = 1, 2 (here pi : C ×B C → C denote the projection functors) such that for
any X in B and any Y , Y ′ in C(X), P (Y, Y ′) together with its morphisms to Y and Y ′
represents the product of Y and Y ′ in C(X).
The following conditions regarding a Cop-functor A : F|Cop → G|Cop are equivalent:
(i) For every object X of B, ξ of F(X), and every morphism y : Y → Y ′ of C(X),
the image by A of the morphism (y, idξ) : (Y, ξ)→ (Y, ξ) of C
op ×Bop F is sent to
an isomorphism by the projection functor Cop ×Bop G → G.
(ii) The Cop-functor A descends to a Bop-functor.
We begin with a preliminary lemma.
Lemma 2.8. (i) Consider categories C and D and assume that the category C has
finite non empty products. If A : Cop → D is a functor which sends every arrow
of C to an isomorphism of D then it is isomorphic to a constant functor.
(ii) Consider a B-category qC : C → B satisfying the conditions of Lem. 2.6 and Prop.
2.7. If qD : D → B
op is a Bop-category and A : Cop → D is a Bop-functor then the
following conditions are equivalent:
(a) For all X in B, and all morphism y : Y ′ → Y in C(X), the morphism
A(y) : A(Y )→ A(Y ′) is invertible in D(X).
(b) There exists a section A of qD and an isomorphism α : A ≃ A ◦ qC.
Proof. (i) We have to show that up to isomorphism, the functor A factors through
the punctual category, or equivalently, through the category Crig having the same set of
objects than C but where there is exactly one arrow Y → Y ′ for any couple of objects
(Y, Y ′). We will produce a functor A : Crig,op → D and an isomorphism A ≃ A ◦ c where
c : Cop → Crig,op is the canonical functor.
Given Y in C, we set A(Y ) := A(Y ). If Y ′ is another object in C and y denotes the
only arrow Y → Y ′ in Crig, we set A(y) := A(p2)
−1A(p1), where
Y ′ Y ′ × Y
p1oo p2 // Y
denote the projection morphisms. Let us check that A is a functor. For y′ : Y ′ → Y ′′ in
Crig, the equality A(y′y) = A(y)A(y′) is ensured by the following commutative diagram
17
of C:
Y ′′ × Y
p1
xxqqq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
qq
q
p2
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
Y ′′ × Y ′ × Y
p13
OO
p12
ww♥♥♥
♥♥♥
♥♥♥
♥♥ p23
''❖❖
❖❖
❖❖❖
❖❖❖
❖
Y ′′ Y ′′ × Y ′p1
oo
p2
// Y ′ Y ′ × Yp1
oo
p2
// Y
Next the equality A(idY ) = idA(Y ) is ensured by the commutativity of the following
diagram in C:
Y Y × Y
p1oo p2 // Y
Y × Y
p1
OO
p2
''◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆
Y × Y × Y
p13oo
p12
OO
p23 //
p3

Y × Y
p2
ww♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣
p1
OO
Y
It remains to check that A ◦ c = A, ie. that A(p2)
−1A(p1) = A(y) if y : Y → Y
′ is any
arrow of C. Now the following commutative diagram
Y ′ × Y
p1
{{✈✈
✈✈
✈✈
✈✈
✈
GF ED
p2

Y × Y
(y,id)
oo
p1
yysss
ss
ss
ss
ss p2
##❋
❋❋
❋❋
❋❋
❋❋
Y ′ Yy
oo Y
of C reduces us to the case Y ′ = Y and y = id and thus we are done since this case already
has been checked.
(ii) Let us prove that (ii)a implies (ii)b. Thanks to (i) applied to the functors AX :
C(X)op → D(X), we already know that there is a constant functor AX and an isomorphism
αX : AX ≃ AX for each object X of B. Let us denote A(X) the unique value of the functor
AX . We have to enrich the collection of the A(X)’s into a functor A : B
op → D. Let
x : X ′ → X in B and choose a morphism y : Y ′ → Y in C above x. The following
commutative diagram shows that A(x) := αX′,Y ′A(y)α
−1
X,Y is well defined, ie. does not
depend on the choice of y:
A(Y1)
A(y1) //

A(Y ′1) αX′,Y ′
1
&&
A(X)
α−1X,Y1
33
α−1
X,P (Y1,Y2) //
α−1X,Y2 ++
A(P (Y1, Y2))
A(P (y1,y2)) // A(P (Y ′1 , Y
′
2))
α−1
X′,P (Y ′
1
,Y ′
2
)
// A(X ′)
A(Y2)
OO
A(y2) // A(Y ′2)
αX′,Y ′2
88OO
Since by assumption a couple of composable arrows x : X ′ → X , x′ : X ′′ → X ′ in B can
always be lifted to a couple of composable arrows y : Y ′ → Y , y′ : Y ′′ → Y ′ in C we
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find that A(xx′) = A(x′)A(x), so that A is a functor. It satisfies qD ◦ A = id since αX is
above the identity and A is a Bop-functor. It remains to notice that, by construction of
the A(x)’s, the collection of isomorphisms αqC(Y ),Y : A(Y ) ≃ A(qC(Y )) is functorial with
respect to Y , ie. gives rise to an isomorphism A ≃ A ◦ qC as desired.

Let us now proceed with the proof of Prop. 2.7. Consider the following strictly com-
mutative diagram:
HomBop(F ,G) //
q

HomCop(C
op ×Bop F , C
op ×Bop G)
≀

HomBop(F ,G) //
≀

HomBop(C
op ×Bop F ,G)
≀

HomF (F ,F ×Bop G) // HomF (C
op ×Bop F ,F ×Bop G)
Assume that the Cop-functor A satisfies condition (i). We need to prove that A is in the
essential image of the top vertical arrow. Let A2 : C
op ×Bop F → G and A
′ respectively
denote the Bop-functor and the F -functor corresponding to A under the right vertical
isomorphisms. Then for every object X of B, ξ of F(X), and every morphism y : Y → Y ′
of C(X), both A2(y, idξ) and A
′(y, ξ) are isomorphisms. In particular the condition (ii)a
of Lem. 2.8 is satisfied by A′ for C′op = Cop ×Bop F , B
′op = F and D′ = Cop ×Bop G. It will
follow that A′ is in the essential image of the bottom vertical arrow and the proof will be
finished once checked that C′ → B′ satisfies the assumptions of Lem. 2.8 (ii) as well. Let
us check this. For ξ in B′ = F op, the category C′(ξ) = C(qF(ξ)) × {ξ} is connected by
assumption. Next if f : ξ′ → ξ in B′ = F op and (Y, ξ) in C′(ξ) it follows immediately from
the assumption on C → B that we can find (Y ′, ξ) → (Y, ξ) in C′ = C ×B F
op above f .
Finally a B′-functor P ′ : C′ ×B′ C
′ → C′ and B′-natural transformations P ′ → p′i satisfying
the required conditions are obtained from P and the given B-natural transformations
P → pi by base change via F
op → B.

Remark 2.9. Here are some technical remarks concerning Prop. 2.7.
(i) The condition that P together with the natural transformations P → pi repre-
sent products on the fiber categories could clearly be relaxed by asking only that
the iterations of P and P → pi satisfy certain compatibilities. We leave this
generalization to the interested reader.
(ii) Condition (i) can be rephrased by saying that for any morphism y in any fiber
category C(X), A preserves cocartesian morphisms above y.
Remark 2.10. In practice the Bop-categories F , G will arise from contravariant pseudo-
functors on B and A will arise from a colax (not necessarily pseudo) morphism between
contravariant pseudo-functors on C.
2.2. Fibered topoi and derived categories.
2.2.1. We will use the following terminology regarding topoi.
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Definition 2.11. (i) A pretopology is a couple (C, Cov) where C is a category and
Cov denotes a set of families of arrows in C (the coverings) defining a pretopology
in the sense of [SGA4-I] II, Def. 1.3.
(ii) Consider pretopologies (Ci, Covi), i = 1, 2. A premorphism: v : (C1, Cov1) →
(C2, Cov2) is a functor V : C1 ← C2 which sends Cov2 into Cov1 and commutes
to base change by arrows belonging to coverings of Cov2.
(iii) Consider topoi Ei, i = 1, 2. A weak morphism of topoi: v : E1 → E2 is a couple
of adjoint functors (v−1, v∗) : E1 → E2. We say that v is a morphism of topoi if
v−1 is exact.
Morphisms of topoi are the usual notion from [SGA4-I] IV. Note that premorphisms of
pretopologies are called morphisms of topologies in [Ar] Def. 2.4.2.
Remark 2.12. (i) Given topoi Ei, i = 1, 2, and a weak morphism v : E1 → E2, one
can always find subcanonical sites (Ci, topi) and a continuous functor V : C2 → C1
inducing v. It is moreover possible to chose C2 in such a way that the product
(resp. fiber product) of two objects is representable; in that situation, v−1 preserves
finite products (resp. is exact) if and only if V preserves the product (resp. fiber
product) of two objects (this can be proven using that every object of E2 is the
inductive limit of objects of C2, resp. this is standard).
(ii) We do not know whether or not a weak morphism of topoi always arises from a
premorphism of pretopologies. A morphism of topoi always does.
Lemma 2.13. We say that a weak morphism v : E1 → E2 is ringed if one is given rings
Ai in the topoi Ei as well as a morphism of rings v∗A1 ← A2. In that situation:
(i) The functor v∗ : Mod(E1, A1)→Mod(E2, A2) has a left adjoint, denoted v
∗.
(ii) Assume that v−1 preserves finite products (hence abelian groups, rings and mod-
ules). Then we have the familiar relation v∗M = A1 ⊗A2 v
−1M as well as the
local adjunction isomorphism v∗HomA1(v
∗M2,M1) ≃ HomA2(M2, v∗M1).
Proof. (i) The functor v∗ may be described as follows. If V : (C2, top2)→ (C1, top1) is a
continuous functor of sites inducing v, then v∗M can be described as the sheaf associated
to the presheaf of modules U1 7→ limindA1(U1) ⊗A2(U2) M(U2), the limit being taken in
the category of A1(U1)-modules with respect to (U2, U1 → V U2) running in the category
U1/C2.
(ii) The claimed relation is clear. The proof of the local adjunction isomorphism given
in [SGA4-I] IV, Prop. 13.4 works here as well.

2.2.2. We will use the following variants of the notion of fibered topoi.
Definition 2.14. Let B denote a category.
(i) LetPre denote the 2-category of pretopologies (with premorphisms as 1-morphisms).
A prevariable pretopology P on B is a covariant pseudo-functor P : B → Pre.
(ii) A weakly variable topos T on B is a contravariant pseudo-functor T : B → Cat
such that T (X) is a topos for any object X in B, and the functor f−1 = T (f)
admits a right adjoint for any morphism f in B. We say that T is variable if the
T (f)’s are exact.
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Remark 2.15. (i) To a prevariable pretopology P on B is naturally associated a
weakly variable topos P˜ on B.
(ii) If B is small then every variable topos on B arises from a prevariable pretopology
on B.
Lemma 2.16. Let T : B → Cat be a weakly variable topos and consider the associated
cofibered categories Tcof/B
op and (T codiag)cof/Diag(B)
op (Lem. 2.2, Lem. 2.4 (ii)).
(i) If X = (Xδ) is a diagram of B then T (X) := Tcof (X) is a topos. Whence
a weakly variable topos T codiag on Diag(B), whose T (f)’s are described by the
formulae (25), (26). If T is in fact variable then T codiag is variable as well.
(ii) The cofibered categories Tcof/B
op and (T codiag)cof/Diag(B)
op are in fact bifibered.
The right adjoint f∗ of the functor f
−1 := T (f) associated to a morphism of
diagrams of B, f : X/∆→ X ′/∆′, is explicitly described as follows. For ξ ∈ T (X)
the projective limit formula,
(f∗ξ)δ′ = lim
←−
α∗fδ,∗ξδ(28)
where the projective limit is indexed by the category ∆/δ′ (where an object is a
couple (δ, α : f(δ)→ δ′)), describes the vertices of f∗ξ. Its edges are deduced from
those of ξ using the covariance of the category ∆/δ′ with respect to δ′.
Proof. (i) The first statement results easily from Giraud’s criterion ([SGA4-I] IV, Thm.
1.2). The second statement is clear from the explicit description of the T (f)’s.
(ii) The fact that Tcof/B
op is bifibered follows from the definition of a weakly variable
topos. This provides f∗ for f a morphism in B. The reader can easily check by himself that
the stated projective limit formula defines the claimed f∗ for f a morphism of Diag(B)

In order to make the connection with the terminology of [SGA4-II] Vbis, VI, let us
mention that for a variable topos T : B → Cat the category Tcof/B
op would be called
a Bop-topos in [SGA4-II] Vbis, Def. 1.2.1, Tfib/B would be called a fibered topos in
[SGA4-II] VI, Def. 7.1.1 and Tcof (X) is equivalent to the total topos associated to the
fibered topos ∆×X,B,p Tfib/∆ ([SGA4-II] VI, Prop. 7.4.7).
2.2.3. Let us discuss the functoriality of derived categories of modules. We say that
(T , A) is a ringed weakly variable topos on B (resp. that (P, A) is a ringed prevariable
pretopology on B) if T is as in Def. 2.14 (ii) (resp. if P is as in Def. 2.14 (i)) and A is a
ring of the total topos Γ(Bop, T ) (resp. Γ(Bop, P˜)).
Lemma 2.17. Consider a ringed weakly variable topos (T , A) on B.
(i) There is a canonical covariant pseudo-functor Mod(T (−), A) : B → Cat, X 7→
Mod(T (X), AX) (the category of modules), (f : X → Y ) 7→ (f∗ :Mod(T (X), AX)→
Mod(T (Y ), AY )), f∗g∗ ≃ (fg)∗. The associated fibered categoryMod(T (−), A)fib/B
op
is in fact bifibered, a bicleavage being given by “the” natural adjunctions (f ∗, f∗).
Similar statements hold for X 7→ Kom(T (−), A)) (the category of complexes of
modules).
(ii) If T is associated to a prevariable pretopology then right derivation gives rise to
a covariant pseudo-functor D+(T (−), A) : B → Cat, X 7→ D+(T (X), AX) (the
derived category of modules), f 7→ Rf∗, Rf∗Rg∗ ≃ R(fg)∗. If the Rf∗’s are of
finite cohomological dimension then similar statements hold with D instead of
D+.
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(iii) If T is variable then left derivation gives rise to a contravariant pseudo-functor
D−(T (−), A), X 7→ D−(T (X), AX), f 7→ Lf
∗, Lg∗Lf ∗ ≃ L(fg)∗. If the Lf ∗’s
are of finite homological dimension then a similar statement holds with D instead
of D−.
(iv) Assume that T is variable and that the Rf∗’s are of finite cohomological dimension
(resp. that the Lf ∗’s are of finite homological dimension). Then the cofibered
category D−(T (−), A)cof/B
op (resp. the fibered category D+(T (−), A)fib/B
op) is
in fact bifibered, a bicleavage being given by natural adjunctions (Lf ∗, Rf∗).
Proof. This is standard. Statement (i) is abstract nonsense using Lem. 2.13 (i). The
first statement of (ii) is proved using Cech cohomology (see [Ar] 2.4.5 or the proof of
[SGA4-II], V, Prop. 4.9). The first statement of (iii) follows from [SGA4-II], V, Cor.
1.7.1. The last statement of (ii) and (iii) is proven using an easy truncation trick. Finally,
(iv) is a consequence of the trivial duality theorem of [SGA4-III] XVII, 4.1.3.

Remark 2.18. (i) In the above lemma, we have used the traditional boundedness
conditions since it will be enough for our purpose. The reader may get rid of
them by using the theory of unbounded complexes ([Sp], [KS]).
(ii) In virtue of 2.16 (i), the whole lemma (including the unbounded variant) extends
immediately to Diag(B) in the variable case.
In the next lemma ,we introduce some acyclicity conditions which will later be helpful
to compute derived functors in the case of diagrams (and incidentally, give partial results
in the prevariable case).
Lemma + definition 2.19. Consider a ringed weakly variable topos (T , A) on B and
consider (T codiag, A), the associated ringed weakly variable topos on Diag(B) (see Lem.
2.16). Let X/∆ in Diag(B).
(i) A module M ∈Mod(Tcof(X), AX) is flat if and only its components Mδ are flat.
(ii) Assume that T is variable. If f : X/∆→ X ′/∆′ is a morphism in Diag(B), then
Lf ∗ can be computed componentwise, ie. (Lf ∗M)δ ≃ Lf
∗
δMf(δ).
(iii) We say that M ∈Mod(Tcof (X), AX) has injective (resp. flasque) components, or
that it is componentwise injective (resp. flasque) if Mδ is injective (resp. flasque
in the sense of [SGA4-II] V, Def. 4.1) for each δ in ∆. If now T ≃ P˜, with P
some prevariable pretopology, we say that M has P-acyclic components, or that
it is componentwise P-acyclic if each Mδ is P(Xδ)-acyclic in the sense of loc.
cit..
(iv) We say that M ∈ Mod(Tcof (X), AX) is d-injective (resp. d-flasque, resp. d-P-
acyclic, assuming T ≃ P˜ with P a prevariable pretopology) if it is isomorphic to
f∗M1 for some morphism f : X1/∆1 → X/∆ with ∆1 discrete and some module
M1 over (Tcof (X1), AX1) which is componentwise injective (resp. flasque, resp. P-
acyclic). The category of d-injective (resp. d-flasque, resp. d-P-acyclic) modules
is cogenerating and stable by direct images of arbitrary morphisms of diagrams.
(v) Assume that T is variable (resp. that T is equivalent to P˜ for some prevariable
pretopology P). If M ∈ Mod(Tcof (X), AX) is d-flasque (resp. d-P-acyclic) then
it is componentwise flasque (resp. P-acyclic). Injectives are direct factors of
d-injectives and are thus componentwise flasque (resp. P-acyclic) as well.
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(vi) Assume that T is variable (resp. that T is equivalent to P˜ for some prevariable
pretopology P). If f : X/∆ → X ′/∆′ is a morphism in Diag(B), then Rf∗ :
D+(Tcof(X), AX) → D
+(Tcof(X
′), AX′) can be computed using resolutions by d-
flasques (resp. d-P-acyclics). In particular if f ′ : X ′/∆′ → X ′′/∆′′ is another
morphism in Diag(B), then Rf ′∗Rf∗ ≃ R(f
′f)∗.
In the particular case where ∆′ = ∆ and f induces the identity on ∆ then
Rf∗ can in fact be computed using resolutions by componentwise flasques (resp.
componentwise P-acyclics).
Proof. (i) and (ii) are obvious from the fact that tensor products can be computed
componentwise.
(iv) Stability by direct images is tautological. The cogeneration statement needs only to
be proven for d-injectives. If ∆ itself is discrete, this results from the fact that injectives
are cogenerating. In the general case, let f : X1/∆1 → X/∆ denote the inclusion of
the discrete diagram underlying X . Then f∗ preserves injectives (because f is a flat
morphism of ringed topoi, even though T is only assumed weakly variable), M → f∗f
∗M
is monomorphic (because f ∗ is faithful) for any M and the result follows.
(v) Let f : X1/∆1 → X/∆ be a morphism in Diag(B) with ∆1 discrete. We have
to prove that componentwise P-acyclicity and componentwise flasqueness is preserved by
f∗. It suffices to treat the case of P-acyclicity. Let us thus consider M1 with P-acyclic
components on (Tcof (X1), AX1). Since ∆1 is discrete, the projective limit formula of Lem.
2.16 (ii) describing the δ’s component of f∗M1 boils down to a product of fδ1,∗Mδ1 ’s. Now
each term of this product is P-acyclic ([Ar] Lem. 2.4.5 or the proof of [SGA4-II] V, Prop.
4.9) and one may easily conclude by using the fact that for any set I, the derived functors
Rq
∏
I , q ≥ 1 vanish on families of P-acyclics indexed by I (see [SGA4-II] Vbis, Prop.
1.3.10 for details in the flasque case; the P-acyclic case is similar). The statement about
injectives is clear since d-injectives are cogenerating.
(vi) It suffices to treat the prevariable case. Consider a diagram X : ∆ → B and a
functor f1 : ∆1 → ∆. Let us denote X|∆1 the diagram X ◦ f1. Then we have a natural
morphism f1 : X|∆1 → X induced by the identity of the vertices Xf1(δ1)’s. A morphism
of this form (for some functor f1) will be called a change of indices. Note that for such
f1, the induced weak morphism (T (X1), AX1) → (T (X), AX) is in fact a flat morphism
of ringed topoi.
Let us begin with the last statement of the proposition. Since f induces the identity
on ∆, we have (f∗M)δ = fδ,∗Mδ. Now injectives have flasque components (see (v)) and it
follows that Rf∗ can be computed componentwise as well. Using this, we find that Rf∗
vanishes on componentwise P-acyclics and the statement follows.
Let us now turn to the statement for f arbitrary. We begin with two facts.
Fact 1. Consider a change of indices f1 : X1 → X where the type ∆1 of X1 is discrete. If
M1 is a componentwise P-acyclic module on (Tcof(X1), AX1) then f1,∗M1 is f∗-acyclic.
Since f1 : Tcof (X1)→ Tcof(X) is a morphism of topoi, we have Rf∗Rf1,∗M1 ≃ R(ff1)∗M1.
Now the arguments of (v) show that Rqf1,∗M1 and R
q(ff1)∗M1 vanish for q ≥ 1 and the
fact follows.
Fact 2. If X
a
→X ′|∆
b
→X ′ is the natural factorization of the morphism f : X/∆→ X ′/∆′
then Rf∗ ≃ Rb∗Ra∗.
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Let ∆1 be the discrete category underlying ∆ and consider the following commutative
diagram
X|∆1
a1 //
f1

(X ′|∆)|∆1
f ′1

X
a // X ′|∆
b // X ′
(29)
Since the category of modules of the form f1,∗M1 with M1 injective is cogenerating in
Mod(Tcof (X), AX) (see the proof of (iv)), it is sufficient to check that Rf∗f1,∗M1 ≃
Rb∗Ra∗f1,∗M1 for M1 injective. This, in turn, is proven by the following series of iso-
morphisms:
Rb∗Ra∗f1,∗M1 ≃ Rb∗a∗f1,∗M1(30)
≃ Rb∗f
′
1,∗a1,∗M1(31)
≃ b∗f
′
1,∗a1,∗M1(32)
≃ f∗f1,∗M1(33)
≃ Rf∗f1,∗M1(34)
The isomorphisms (30) and (34) are due to the fact that f1,∗ preserves injectives (because
f1 : (T (X1), AX1) → (T (X), AX) is a flat morphism of topoi). The isomorphisms (31)
and (33) are by commutativity of the diagram (29). The isomorphism (32) proceeds from
fact 1 since f ′1 is a change of indices and a
′
1,∗M1 has flasque components.
Let us now prove that d-P-acyclics are f∗-acyclic. Consider a diagram X1 whose type
∆1 is discrete and let f1 : X1 → X denote an arbitrary morphism. As before we have a
natural diagram
X1
a1 //
f1

X ′|∆1
f ′1

X
a // X ′|∆
b // X ′
(35)
Let M1 be a componentwise P-acyclic module on (Tcof(X1), AX1). The following series of
isomorphisms prove the f∗-acyclicity of f1,∗M1:
Rf∗f1,∗M1 ≃ Rb∗Ra∗f1,∗M1(36)
≃ Rb∗a∗f1,∗M1(37)
≃ Rb∗f
′
1,∗a1,∗M1(38)
≃ b∗f
′
1,∗a1,∗M1(39)
The isomorphism (36) follows from fact 2. The isomorphism (37) follows from the fact
that f1,∗M1 has P-acyclic components and a induces the identity on ∆. The isomorphism
(38) is obvious and (39) follows from fact 1 since f ′1 is a change of indices while a1,∗M1
has P-acyclic components.

2.2.4. Let us now discuss the functoriality of Mod(T codiag(−), A) and derived categories
with respect to (T , A).
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Definition 2.20. (i) A premorphism g : P → P ′ between prevariable pretopologies
on B is a collection of premorphisms gX : P(X)→ P
′(X) together with compati-
bility isomorphisms gX′P(f) ≃ P
′(f)gX satisfying the composition constraint.
(ii) A weak morphism g : T → T ′ between weakly variable topoi on B is a collection
of functors g−1X : T (X)← T
′(X) having right adjoints together with compatibility
isomorphisms f−1g−1X′ ≃ g
−1
X f
−1 satisfying the composition constraint. If the g−1X ’s
are exact, we say that g is a morphism.
If (P, A) and (P ′, A′) are ringed prevariable pretopologies we define a premorphism
(P, A)→ (P ′, A′) as the data of a premorphism g : P → P ′ together with a ring morphism
A′ → g∗A. We use a similar terminology for weak morphisms between weakly ringed topoi.
Lemma 2.21. Any weak morphism g : (T , A)→ (T ′, A′) of ringed weakly variable topoi
on B naturally extends to a weak morphism (T codiag, A) → (T ′codiag, A′) of ringed weakly
variable topoi on Diag(B) satisfying the following properties.
(i) For any X/∆ in Diag(B), the induced couple of adjoint functors (g∗X , gX,∗) :
Mod(Tcof(X), AX)→Mod(T
′
cof (X), A
′
X) satisfies (g
∗
XM
′)δ = g
∗
Xδ
M ′δ and (gX,∗M)δ =
gXδ,∗Mδ.
(ii) If f : X/∆→ X ′/∆′ is a morphism in Diag(B), there are natural isomorphisms
gX′,∗f∗ ≃ f∗gX,∗ and g
∗
Xf
∗ ≃ f ∗g∗X′. These isomorphisms satisfy the composition
constraint for composable f ’s.
Proof. The obvious extension of g (hinted in Rem. 2.5) is defined componentwise, ie.
satisfies (g−1X ξ)δ = g
−1
Xδ
ξδ for any δ ∈ ∆, ξ ∈ Tcof (X) and X/∆ in Diag(B). That it defines
a weak morphism of weakly variable topoi means that there are natural isomorphisms
g−1X f
−1 ≃ f−1g−1X′ (which follow immediately from the pullback formula (25)) satisfying
the composition constraint. Statements (i) and (ii) follow formally using Lem. 2.13 (i).

Let us turn to derived categories.
Lemma 2.22. Consider a weak morphism of ringed weakly variable topoi g : (T , A) →
(T ′, A′) and assume either (A) that it is associated to a premorphism of ringed pretopolo-
gies (P, A)→ (P ′, A′), or (B) that T , T ′ are variable and that g is a morphism.
(i) Let X/∆ ∈ Diag(B).
- In case (A), the functor RgX,∗ : D
+(Tcof(X), AX) → D
+(Tcof(X), A
′
X) can
be computed componentwise ie. (RgX,∗M)δ ≃ RgXδ,∗Mδ.
- In case (B), the functor Lg∗X : D
−(T ′cof(X), A
′
X) → D
−(Tcof(X), AX) can be
computed componentwise ie. (Lg∗XM)δ ≃ Lg
∗
Xδ
Mδ.
(ii) Let f : X/∆→ X ′/∆′ be a morphism in Diag(B).
- In case (A), there is a canonical isomorphism RgX′,∗Rf∗ ≃ Rf∗RgX,∗. These
isomorphisms satisfy the composition constraint for composable f ’s, ie. give rise
to a pseudo-morphism Rg∗ : D
+(T codiag(−), A) → D+(T ′codiag(−), A′) between
covariant pseudo-functors on Diag(B).
- In case (B), there is a canonical isomorphism Lg∗XLf
∗ ≃ Lf ∗Lg∗X′. These
isomorphisms satisfy the composition constraint for composable f ’s, ie. give rise
to a pseudo-morphism Lg∗ : D−(T ′codiag(−), A′) → D−(T codiag(−), A) between
contravariant pseudo-functors on Diag(B).
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(iii) Consider another morphism g′ : (T ′, A′)→ (T ′′, A′′) between ringed variable topoi
on B.
- In case (A), there is a canonical isomorphism Rg′∗Rg∗ ≃ R(g
′g)∗. When
g and g′ vary, the resulting collection of isomorphisms satisfy the associativity
constraint.
- In case (B), there is a canonical isomorphism L(g′g)∗ ≃ Lg∗Lg′∗. When
g and g′ vary, the resulting collection of isomorphisms satisfy the associativity
constraint.
Proof. (i) The statement about Lg∗X follows from Lem.-Def. 2.19 (i). The statement
about RgX,∗ follows from the fact that injectives are componentwise P-acyclic (Lem.-Def.
2.19 (v)). The statements of (iii) follow.
(ii) The statement about derived inverse images is clear using flat resolutions. The
statement about derived direct images follows from the fact that d-P-acyclics are preserved
by f∗ and gX,∗, as well as f∗-acyclic by Lem. + Def. 2.19 (vi) and componentwise P-acyclic
(hence gX,∗-acyclic) by Lem. + Def. 2.19 (v).

2.2.5. Let us discuss projective systems.
Definition 2.23. Let N denote the set of positive integers viewed as a category with
exactly one arrow k → k′ if k ≥ k′. Given a weakly variable topos T over B, we define
T N as follows. For X in B, T N(X) is the category of projective systems k 7→ ξk (we also
use the notation (ξk) or ξ.) indexed by N. For f : X → Y , f−1 : T N(Y ) → T N(X) is
defined componentwise: (f−1ξ.)k = f
−1ξk.
Note that direct images can be computed componentwise as well: (f∗ξ.)k = f∗ξk. Here
are some immediate properties of T N.
Lemma 2.24. Consider a weakly variable topos T on B.
(i) There is a natural isomorphism (T N)codiag ≃ (T codiag)N of weakly variable topoi
on Diag(B).
(ii) If T is associated to a prevariable pretopology then so is T N.
(iii) The functor ξ. 7→ ξk defines a morphism of weakly variable topoi ιk : T → T
N.
(iv) The functor ξ 7→ (k 7→ ξ) defines a morphism of weakly variable topoi l : T N → T .
Proof. Only (ii) deserves an explanation. If T (X) ≃ P(X )˜ then T (X)N is naturally
equivalent to the category of sheaves on P(X) × Nop endowed with the pretopology for
which Cov(U, k) is the set of families ((Ui, k)→ (U, k))i with (Ui → U)i in Cov(U). The
statement results from this.

The following lemma will often be used implicitly.
Lemma 2.25. Let g : T → T ′ denote a weak morphism of weakly variable topoi on B.
Consider rings A., A
′
. in the respective total topos of T
N, T ′N and a morphism of rings
A′. → g∗A..
(i) Consider a morphism f : X/∆ → X ′/∆′ in Diag(B). The functor Rf∗ :
D+(T Ncof(X), A.,X) → D
+(T Ncof (X
′), A.,X′) can be computed k by k: ι
−1
k Rf∗M. ≃
Rf∗Mk.
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(ii) ConsiderX/∆ in Diag(B). The functor RgX,∗ : D
+(T Ncof(X), A.,X)→ D
+(T ′Ncof(X), A
′
.,X)
can be computed k by k: ι−1k RgX,∗M. ≃ RgX,∗Mk.
Proof. We may view T (X)N as the total topos of the constant variable topos k 7→ T (X)
on Nop. With this in mind, (i) (resp. (ii)) would be a formal consequence of Lem.
2.22 (i) (resp. Lem. 2.22 (ii)) under the additional assumption that g is induced by a
premorphism of pretopologies. The result still holds without this assumption however,
because the category I of modulesM. with eachMk injective has the following properties:
1) it is cogenerating (use the monomorphism M. →֒ (k 7→
∏
k′≤kMk′)) and 2) bounded
below complexes with objects in I which are acyclic are sent by f∗ and gX,∗ to acyclic
complexes.

2.3. Usual sites for log schemes.
2.3.1. Let top denote a property for morphisms of schemes which is a stable under iso-
morphism, base change and composition. We say that top has fiber products if X ×Y Z is
top over S whenever X/S, Y/S and Z/S are top.
We use the notation Sch♯ for the category of fine log schemes as defined in [Ka2] and
we look at Sch as a full subcategory of Sch♯ by endowing any scheme with the trivial log
structure. For X♯ in Sch♯, we denote X the underlying scheme and MX → O the log
structure. Finally we say that a morphism of Sch♯ is top if the underlying morphism of
Sch is top.
Definition 2.26. Consider X♯ in Sch♯.
(i) The ♯-big top pretopology TOP ♯(X♯) is the category Sch♯/X♯ together with sur-
jective families of strict top morphisms as coverings. The associated topos X♯
TOP ♯
is called the ♯-big topos of X♯.
(ii) The big top pretopology TOP (X♯) is the full subcategory of Sch♯/X♯ formed by
the strict Y ♯/X♯’s together with surjective families of strict top morphisms as
coverings. The associated topos X♯TOP is called the big top topos of X
♯.
(iii) The small top pretopology top(X♯) is the full subcategory of Sch♯/X♯ formed by
the strict top Y ♯/X♯’s together with surjective families of strict top morphisms as
coverings. The associated topos X♯top is called the small top topos of X
♯.
The ♯-big, big and small top pretopologies are pseudo-functorial with respect to X♯ in
the sense that they give rise to prevariable pretopologies, and thus to weakly variable
topoi T = (−)TOP ♯, (−)TOP and (−)top on B = Sch
♯. The pullback functors are exact in
the ♯-big and big case. In the small case, they are known to preserve finite products in
general (Rem. 2.12 (i)), and they are exact if top has fiber products.
The inclusion functors may be viewed as premorphisms of pretopologies and thus induce
weak morphisms of weakly variable topoi
(−)TOP ♯
π // (−)TOP
π // (−)top(40)
The pullback functors of the first π are exact while those of the second one are only
known to preserve finite products (unless top has fiber products). For a fixed X♯, both
πX♯ ’s admit a right section rX♯ (ie. r
−1
X♯
= πX♯,∗). It follows in particular that the functors
π−1
X♯
are fully faithful. The morphisms rX♯ are not pseudo-functorial with respect to X
♯
however.
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If top1 is finer than or equal to top2 then we write top1  top2 and we have a natural
morphism
(−)TOP ♯1
ǫ // (−)TOP ♯2
(41)
The same holds for TOPi and topi, except that in the latter case the functor ǫ
−1 is only
known to preserve finite products (unless top2 has fiber products). The weak morphisms
ǫ and π canonically pseudo-commute to each other.
2.3.2. The properties used most frequently as top in this paper are the following:
- fl means flat, locally of finite presentation,
- syn means of complete intersection (see Def. 19.3.1, Def. 19.3.6 and Prop. 19.3.7 of
[EGA4-IV]),
- et means e´tale,
- zar means open immersion.
Note that X♯FL is thus equivalent to the usual fppf topos of the underlying scheme as
defined e.g. in [SGA3-I] IV, Sect. 6.3.
We have morphisms of variable topoi
(−)FL♯
ǫ // (−)SY N♯
ǫ // (−)ET ♯
ǫ // (−)ZAR♯(42)
and similarly for big strict or small topoi (except that (−)fl → (−)syn is only a weak
morphism of weakly variable topoi).
2.3.3. If fl  top then U ♯ 7→ Γ(U,OU) naturally defines a sheaf of rings on TOP
♯(Spec(Z))
(here OU denotes the structural ring of the scheme U). We use the following notation:
Definition 2.27. Let X♯ in Sch♯. The ring of X♯
TOP ♯
, X♯TOP or X
♯
top obtained by restric-
tion of the above sheaf of rings is called the structural ring and is denoted O.
The weakly variable topoi defined in Sect. 2.3.1 are naturally ringed by O and the
weak morphisms π, ǫ are naturally ringed as well.
2.4. Crystalline sites for log schemes.
2.4.1. We review crystalline sites in the absolute case. Let Σk denote Spec(Z/pk) if
1 ≤ k < ∞ and Spf(Zp) if k = ∞. We denote Sch♯/Σ∞ or Sch
♯
p,nil the full subcategory
of Sch♯ formed by the fine log schemes on which p is locally nilpotent. All divided powers
and divided power envelopes considered are implicitly compatible with the divided power
structure of (Zp, (p)).
Definition 2.28. Let X♯ in Sch♯/Σ1, Σ = Σk with 1 ≤ k ≤ ∞. Consider top as in Sect.
2.3.1 and assume fl  top  zar.
(i) A dp-thickening in Sch♯/Σ is a quadruple (U ♯, T ♯, ι, γ) where U ♯, T ♯ are in
Sch♯/Σ, ι : U ♯ → T ♯ is an exact closed immersion and γ is a divided power
structure on the closed immersion U → T underlying ι. We often use simplified
notations such as (U ♯, T ♯) or even T ♯. A morphism of dp-thickenings is a couple
f = (fU , fT ) where fU , fT are compatible morphisms of log schemes and fT is
compatible with divided power structures.
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(ii) We say that a morphism of dp-thickenings f : (U ′♯, T ′♯) → (U ♯, T ♯) is cartesian
if the underlying commutative square
U ′♯ //
fU

T ′♯
fT

U ♯ // T ♯
is cartesian in Sch♯. We say that f is top cartesian if fT is moreover strict and
top.
(iii) The ♯-big crystalline pretopology CRY S♯top(X
♯/Σ) is defined as follows. An object
(U ♯/X♯, T ♯, γ, ι) of the underlying category is a dp-thickening in Sch♯/Σ together
with a morphism U ♯ → X♯. A morphism is a morphism (fU , fT ) of dp-thickenings
such that fU is an X
♯-morphism. A covering is a surjective family of top cartesian
morphisms. The associated topos (X♯/Σ)CRY S♯,top is called the ♯-big crystalline
top topos.
(iv) The big crystalline pretopology CRY Stop(X
♯/Σ) is the full subcategory of
CRY S♯top(X
♯/Σ) formed by the (U ♯/X♯, T ♯, γ, ι)’s with U ♯/X♯ strict together with
surjective families of top cartesian morphisms as coverings. The associated topos
(X♯/Σ)CRY S,top is called the big crystalline top topos.
(v) The small crystalline pretopology crystop(X
♯/Σ) is the full subcategory of
CRY S♯top(X
♯/Σ) formed by the (U ♯/X♯, T ♯, γ, ι)’s with U ♯/X♯ strict top together
with surjective families of top cartesian morphisms as coverings. The associated
topos (X♯/Σ)crys,top is called the small crystalline top topos.
As in the case of usual topoi, the inclusion functors induce weak morphisms
(X♯/Σ)CRY S♯,top
π // (X♯/Σ)CRY S,top
π // (X♯/Σ)crys,top(43)
The pullback functor of the first (resp. second) π is exact (resp. preserves finite products).
Both π’s admit a non functorial right section r.
For 1 ≤ k ≤ k′ ≤ ∞ the inclusion of CRY S♯top(X
♯/Σk) into CRY S
♯
top(X
♯/Σk′) is
cocontinuous and thus induces a morphism
(X♯/Σk)CRY S♯,top
ιk,k′ // (X♯/Σk′)CRY S♯,top(44)
We will also use the simplified notation ιk := ιk,∞. The same holds for CRY S or crys.
If top1 is finer than top2 then we have a natural morphism
(X/Σ)CRY S♯,top1
ǫ // (X/Σ)CRY S♯,top2(45)
The same holds for CRY S or crys except that in the latter case ǫ−1 is only known to
preserve finite products (unless top2 has fiber products). The weak morphisms ǫ and π
canonically pseudo-commute to each other.
2.4.2. The forgetful functor CRY S♯top(X
♯/Σ) → TOP ♯(X♯), (U ♯/X♯, T ♯, ι, γ) 7→ U ♯/X♯
is a premorphism of pretopologies and induces a morphism of topoi i as follows:
X♯
TOP ♯ i
// (X♯/Σ)CRY S♯,top
u
xx ▲
❘❨
❴❡
❧
(46)
29
We do not know whether or not the forgetful functor is cocontinuous as well for an
arbitrary top. When this is the case it also induces a morphism u as above which is a
right retraction for i (ie. i∗ = u
−1, ui ≃ id). The situation is similar for big and small
topoi.
Lemma 2.29. The forgetful functor is cocontinuous (and thus induces a morphism u) in
the cases top = zar, et or syn.
Proof. We only treat the case of ♯-big sites. The other cases are similar. Consider the
following property:
(lift) For every (U ♯, T ♯) in CRY S♯top(X
♯/Σ) and every strict top morphism V ♯ → U ♯
there exists a surjective family of top morphisms (Vi → V ) such that each Vi/U admits a
lifting to a top morphisms Ti/T .
Remark that if we set T ♯i := T
♯ ×T Ti and V
♯
i := V
♯ ×V Vi and if we endow the closed
immersions ιi : Vi → Ti with the divided powers extending those of V → T (using [BO]
Cor. 3.22 and flatness of Ti/T ) then the family ((V
♯
i , T
♯
i )→ (U
♯, T ♯)) is a covering in the
sense of Def. 2.28 (iii). The property (lift) would thus imply the desired cocontinuity:
any covering of TOP (X♯) can be refined by the image of a covering in CRY S♯top(X
♯/Σ)
under the forgetful functor.
Let us check (lift) in each case. If top is zar then V/U itself admits a lifting to T
namely the open subscheme of T which has the same underlying topological space as V .
The case top = et is similar using the fact that the categories of e´tale schemes over U and
T are naturally equivalent ([SGA4-II] VIII, Thm. 1.1). In the case top = syn, recall that
syntomic T -schemes are characterized by the property that any (one is enough) closed
embedding into a smooth T -scheme is transversally regular relatively to T ([EGA4-IV]
Prop. 19.3.7). Replacing T , U and V by open coverings we may assume that these
are affine schemes and that V is a closed subscheme into an open of AdU defined by a
sequence x = (x1, . . . , xn) which is transversally regular relatively to U . Then any lift of
the sequence x to the corresponding open of AdT is transversally regular relatively to T
(use [EGA4-IV] Prop. 19.8.2 to replace U and T by a Noetherian affine schemes and then
apply Prop. 2.5 and Rem. 2.6 (d) of [Mi1] I) and thus gives rise to the desired syntomic
lift of V/U .

Lemma 2.30. Let top = zar, et or syn then the functor ιk,k′,∗ in (44) admits a right
adjoint and is thus exact.
Proof. It suffices to prove that the continuous functor T ♯ 7→ T ♯k inducing ιk,k′ is cocon-
tinuous as well. The proof is similar to Lem. 2.29.

2.4.3. Keep the notations and assumptions of Def. 2.28. If T ♯ = (U ♯, T ♯, ι, γ) is an object
of CRY S♯top(X
♯/Σ), we have weak morphisms
(X♯/Σ)CRY S♯,top (X
♯/Σ)CRY S♯,top/T
♯
f
T♯oo
λ
T♯ // T ♯top(47)
The left one is sometimes denoted fT ♯/X♯ if a reference to X
♯ is useful. It is the usual
localization morphism. Recall that the topos on the middle naturally identifies with
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the topos of sheaves on CRY S♯top(X
♯/Σ)/T ♯ (induced topology). Modulo this identifica-
tion, the right weak morphism is induced by the premorphism of pretopologies T ′♯/T ♯ 7→
(U ♯ ×T ♯ T
′♯, T ′♯, ι′, γ′) where ι′ is the base change of ι by the flat morphism T ′♯/T ♯ and γ′
is the unique divided power structure on ι′ extending γ ([BO] Prop. 3.21). Its pullback is
only known to preserve finite products (unless top has fiber products). Both fT ♯ and λT ♯
are pseudo-functorial with respect to T ♯.
In the case CRY S or crys, we have similarly a morphism fT ♯ and a weak morphism
λT ♯. Both are pseudo-compatible with π in the obvious way.
Definition 2.31. For T ♯ as above and F in (X♯/Σ)CRY S♯,top (resp. (X
♯/Σ)CRY S,top, resp.
(X♯/Σ)crys,top) we use the following notations:
- F|T ♯ := f
−1
T ♯
F is the restriction of F to T ♯.
- FT ♯ := λT ♯,∗F|T ♯ is the realization of F on T
♯.
Some properties of these functors and their relation to the morphisms (46) will be
explained in Sect. 2.6.
2.4.4. The rules (U ♯, T ♯) 7→ Γ(T,OT ) and (U
♯, T ♯) 7→ Γ(U,OU) naturally define two
sheaves of rings on CRY S♯(Σ1/Σ∞).
Definition 2.32. Let X♯ ∈ Sch♯, 1 ≤ k ≤ ∞.
(i) The ring of (X♯/Σk)CRY S♯,top, (X
♯/Σk)CRY S,top or (X
♯/Σk)crys,top obtained by re-
striction of the first sheaf of rings above is called the structural ring and is denoted
O or OX♯/Σk depending on the context.
(ii) The ring of (X♯/Σk)CRY S♯,top, (X
♯/Σk)CRY S,top or (X
♯/Σk)crys,top obtained by re-
striction of the second sheaf of rings above is denoted Ga.
The topoi ((X♯/Σk)CRY S♯,top, ((X
♯/Σk)CRY S,top, ((X
♯/Σk)crys,top and the weak mor-
phisms π, ιk,k′, ǫ, i, fT ♯ and λT ♯ are naturally ringed by O as well.
Definition 2.33. Assume that the morphism u : (X♯/Σk)CRY S♯,top → X
♯
TOP ♯
exists. We
set
Ocrysk := u∗O
We use similar notations in the setting of big or small topoi. In the case k =∞ we also
use the notation Ocrys instead of Ocrys∞ .
2.5. Small crystalline sites, functoriality.
We use the definitions and notations introduced in 2.4. In particular Σ = Σk with
1 ≤ k ≤ ∞ and fl  top  zar.
2.5.1. We explain pseudo-functoriality of the ♯-big and small crystalline topoi (X♯/Σ)
with respect to X♯ in Sch♯/Σ1. A similar discussion holds when either the ♯-big or small
topos is replaced by the big one but we omit it to avoid lengthy statements.
Definition 2.34. Let f : X ′♯ → X♯ be a morphism in Sch♯/Σ1.
(i) We define fCRY S♯ : (X
′♯/Σ)CRY S♯,top → (X
♯/Σ)CRY S♯,top as the morphism induced
by the forgetful cocontinuous functor f0 : CRY S
♯
top(X
′♯/Σ)→ CRY S♯top(X
♯/Σ).
(ii) We define a weak morphism fcrys : (X
′♯/Σ)crys,top → (X
♯/Σ)crys,top by the formula
fcrys := πfCRY S♯r
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where π : (X ′♯/Σ)CRY S♯,top → (X
′♯/Σ)crys,top and r : (X
♯/Σ)crys,top → (X
♯/Σ)CRY S♯,top
are as in (43).
Later in the text, we will simply write f instead of fCRY S♯ or fcrys. For the following
discussion however it is convenient to keep the indices.
It follows immediately from the definition that there are natural isomorphisms
(ff ′)CRY S♯ ≃ fCRY S♯f
′
CRY S♯
satisfying the composition constraint (look at cocontinuous functors). In other words,
(−/Σ)CRY S♯,top is a variable topos on Sch
♯/Σ1. The case of small crystalline topoi requires
more work.
Proposition 2.35. Assume that top is finer than or equal to et.
(i) There are natural isomorphisms (fg)crys → fcrysgcrys satisfying the composition
constraint. In other words (−/Σ)crys,top is a weakly variable topos on Sch
♯/Σ1.
(ii) The pullback functor of fcrys preserves finite products and is exact if top has fiber
products.
Proof. (i) Since r is a right section for π there is a natural morphism id → rπ. Using
this for each fine Σ1-log scheme, we find a family of morphisms
(ff ′)crys → fcrysf
′
crys(48)
satisfying the composition constraint. We will now prove that (48) is an isomorphism in
three steps.
Step 1. Consider f : X ′♯ → X♯ and f ′ : X ′′♯ → X ′♯ some morphisms in Sch♯/Σ1. The
morphism (48) is invertible in the following cases:
(i) f ′ is strict top, or
(ii) f is strict e´tale.
In case (i), a straightforward verification shows that f ′crys is in fact induced by the
cocontinuous functor f ′0 : crystop(X
′′♯/Σ1)→ crystop(X
′♯/Σ1) (compute inverse images)
and we may conclude from the resulting isomorphism rf ′crys ≃ f
′
CRY S♯r. In case (ii), we
need the following fact which is a consequence of [SGA4-II] VIII, Thm. 1.1 together with
[BO] Cor. 3.22.
Fact. The category of e´tale cartesian dp-thickenings over a given dp-thickening (U ♯, T ♯)
is naturally equivalent to the category of strict e´tale log schemes over U ♯.
Using this fact, we find that the cocontinuous functors underlying fCRY S♯ and fcrys
have compatible right adjoints. We may then conclude from the resulting isomorphism
fCRY S♯π ≃ πfcrys.
Step 2. We may always assume that the schemes X , X ′ and X ′′ are affine and that
f ′ : X ′′♯ → X ′♯ has a chart
X ′′♯ //
c′′

X ′♯
c′

(Spec(Z[P ′′]), P ′′)
ch // (Spec(Z[P ′]), P ′)
(49)
where P ′ and P ′′ are finitely generated integral monoids.
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Let us explain this. Given arbitrary f and f ′, we can always find a family of commu-
tative diagrams
X ′′♯λ
f ′λ //
h′′λ

X ′♯λ
fλ //
h′λ

X♯λ
hλ

X ′′♯
f ′ // X ′♯
f // X♯
where hλ, h
′
λ and h
′′
λ are strict e´tale, Xλ, X
′
λ, X
′′
λ and f
′
λ satisfy the assumptions of Step
2 and the family of the h′′λ’s is surjective. These diagrams induce squares
h′′−1λ,crysf
′−1
crysf
−1
crys
≀

// h′′−1λ,crys(ff
′)−1crys
≀

f ′−1λ,crysf
−1
λ,crysh
−1
λ,crys
// (fλf
′
λ)crysh
−1
λ,crys
where the vertical maps are isomorphisms by Step 1 and which are commutative thanks
to the composition constraint. It remains to notice that the family of the h′′−1λ,crys’s is
conservative (indeed the essential images of the underlying cocontinuous functors are
generating thanks to the Fact used in the proof of Step 1).
Step 3. The morphism (48) is invertible under the assumptions of Step 2.
The reader may easily establish the formula
fcrys,∗F (U
♯, T ♯) ≃ lim
←−C
f,(U♯,T♯)
F (U ′♯, T ′♯)(50)
where the projective limit is indexed on the category Cf,(U♯,T ♯) of couples ((U
′♯/X ′♯, T ′♯),
f˜ : f0(U
′♯/X ′♯, T ′♯)→ (U ♯/X♯, T ♯)) where (U ′♯/X ′♯, T ′♯) is an object of crystop(X
′♯/Σ),
f0(U
′♯/X ′♯, T ′♯) is the object of CRY S♯top(X
♯/Σ) obtained by composition of U ′♯ → X ′♯
with f : X ′♯ → X♯ and f˜ is a morphism in CRY S♯top(X
♯/Σ). The projective limit remains
the same if the category Cf,(U♯,T ♯) is replaced by the full subcategory C
∗
f,(U♯,T ♯) defined by
the conditions that the scheme underlying T ′♯ is affine and that the composed morphism
U ′♯ → X ′♯
c′
→Spec(Z[P ′], P ′) extends to T ′♯ (this happens e´tale locally on T ′ thanks to
[Ka2] Lem. 2.10). Let us denote h = ff ′. The reader may check that the evaluation of
the direct image functors underlying (48) at a given F and (U ♯, T ♯) is
lim
←−C∗
h,(U♯,T♯)
F (U ′′♯, T ′′♯)→ lim
←−C∗
f,f ′,(U♯,T♯)
F (U ′′♯, T ′′♯)(51)
where C∗h,(U♯,T ♯) and C
∗
f ′,(U ′♯,T ′♯) are defined in the same way as C
∗
f,(U♯,T ♯) while C
∗
f,f ′,(U♯,T ♯)
is the category where an object is a couple (((U ′′♯/X ′′♯, T ′′♯), f˜ ′), ((U ′♯/X ′♯, T ′♯), f˜)) whose
first (resp. second) argument is in C∗f ′,(U ′♯,T ′♯) (resp. C
∗
f,(U♯,T ♯)) and where morphisms are
defined in the natural way.
In order to prove that (48) is an isomorphism, it is sufficient to prove that this is the
case when T is affine. In that case we will prove that the natural “composition” functor
C∗f,f ′,(U♯,T ♯) → C
∗
h,(U♯,T ♯)(52)
is cofinal, ie. that the category C := ((U ′′♯/X ′′♯, T ′′♯), h˜)/C∗
f,f ′,(U♯,T ♯)
is connected for any
((U ′′♯/X ′′♯, T ′′♯), h˜) in C∗h,(U♯,T ♯).
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Let us first prove that C is non empty, ie. that there exist ((U ′♯1 /X
′♯, T ′♯1 ), f˜1) in C
∗
f,(U♯,T ♯),
((U ′′♯1 /X
′′♯, T ′′♯1 ), f˜
′
1) in C
∗
f ′,(U ′♯1 ,T
′♯
1 )
and a morphism e1 in crystop(X
′′♯/Σ) rendering the fol-
lowing diagram commutative in CRY S♯top(X
♯/Σ):
h0(U
′′♯/X ′′♯, T ′′♯)
h˜

h0(e1) // f0f
′
0(U
′′♯
1 /X
′′♯, T ′′♯1 )
f0(f˜ ′1)

f0(U
′♯
1 /X
′♯, T ′♯1 )
f˜1uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦
(U ♯/X♯, T ♯)
(53)
Consider the affine schemes U ′ := X ′ ×X U and choose polynomial schemes Y
′′ = Spec(Zp[x′′]),
Y ′ = Spec(Zp[x′]) as well as closed immersions ι′′1, ι
′
1 and morphisms y
′′, y′ fitting into a
commutative diagram of the form
U ′′ //
}}④④
④④
④④
④④
ι′′1

U ′
ι′1

T ′′
y′′ // Y ′′
y′ // Y ′
Putting this together with a chart for f ′ as in (49) together with the choice of a lifting
to T ′′♯ of the morphism U ′′♯ → X ′′♯
c′′
→Spec(Z[P ′′], P ′′) easily produces a commutative
diagram of fine log schemes
X ′′♯ // X ′♯ // X♯
U ′′♯ //

uu❧❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
OO
U ′♯ //

OO
U ♯

OO
T ′′♯ // Y ′′ × Spec(Z[P ′′], P ′′)× T ♯ // Y ′ × Spec(Z[P ′], P ′)× T ♯ // T ♯
The desired object of C is obtained by forming logarithmic divided power envelopes of the
bottom vertical closed immersions with respect to the divided power of (U ♯, T ♯).
It remains to prove that two objects in C are always related by a chain of arrows.
Let us simply denote ((f˜1, f˜
′
1), e1) the object of C just constructed and consider an other
arbitrary object ((f˜2, f˜
′
2), e2). We will now hint the construction of a chain
((f˜1, f˜
′
1), e1)← ((f˜3, f˜
′
3), e3)→ ((f˜4, f˜
′
4), e4)← ((f˜1, f˜
′
1), e1)
and the proof will be finished. The reader may easily guess how to define a commutative
diagram of closed immersions
(U ′′♯, Y ′′ × Spec(Z[P ′′], P ′′)× T ♯) // (U ′♯, Y ′ × Spec(Z[P ′], P ′)× T ♯)
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
(U ′′♯, T ′′♯)
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
// (U ′′♯, Y ′′ × Spec(Z[P ′′], P ′′)× T ′′♯2 ) //
OO

(U ′♯2 , Y
′ × Spec(Z[P ′], P ′)× T ′♯2 ) //
OO

(U ♯, T ♯)
(U ′′♯2 , T
′′♯
2 )
// (U ′♯2 , T
′♯
2 )
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34
whose first terms are above
X ′′♯ X ′′♯ // X ′♯ // X♯
and whose bottom (resp. top) line is obtained from ((f˜2, f˜
′
2), e2) by forgetting divided
powers (resp. was used in the definition of ((f˜1, f˜
′
1), e1)). We define ((f˜3, f˜
′
3), e3) (resp.
((f˜4, f˜
′
4), e4)) as the object of C obtained from the second line by forming logarithmic
divided powers envelopes of the middle (resp. bottom) line with respect to the divided
powers of (U ♯, T ♯). This gives a chain ((f˜1, f˜
′
1), e1) ← ((f˜3, f˜
′
3), e3) → ((f˜4, f˜
′
4), e4). We
conclude by noticing that the universal property of logarithmic divided power envelopes
with respect to (U ♯, T ♯) gives a morphism ((f˜2, f˜
′
2), e2)→ ((f˜4, f˜
′
4), e4).
(ii) The first statement follows from the fact that the product of two elements is rep-
resentable in the small crystalline site (hence p−1 preserves finite products). The second
statement follows from a straightforward adaptation of [Be1] Chap. 3, Cor. 2.1.4, which
shows that the small crystalline site has fiber products as soon as top does.

2.5.2. Let us now investigate the behaviour of some usual (weak) morphisms with respect
to crystalline functoriality.
Proposition 2.36. Let fl  top′  top  et.
(i) The weak morphisms (43), (45) and (46) naturally define weak morphisms of
weakly variable topoi on Sch♯/Σ1 fitting into a canonically pseudo-commutative
cube
(−)top′
i //
ǫ

(−/Σ)crys,top′
ǫ

(−)TOP ′♯
ǫ

i //
π
99ssssssssss
(−/Σ)CRY S♯,top′
π
66♠♠♠♠♠♠♠♠♠♠♠♠♠
ǫ

(−)top
i // (−/Σ)crys,top
(−)TOP ♯
i //
π
99ssssssssss
(−/Σ)CRY S♯,top
π
66♠♠♠♠♠♠♠♠♠♠♠♠♠
(ii) If top and top′ satisfy the property (lift) considered in Lem. 2.29, then (46) natu-
rally defines a morphism of weakly variable topoi as well and there is a canonically
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pseudo-commutative cube
(−)top′
ǫ

(−/Σ)crys,top′
uoo
ǫ

(−)TOP ′♯
ǫ

π
99ssssssssss
(−/Σ)CRY S♯,top′
uoo
π
66♠♠♠♠♠♠♠♠♠♠♠♠♠
ǫ

(−)top (−/Σ)crys,top
uoo
(−)TOP ♯
π
99ssssssssss
(−/Σ)CRY S♯,top
uoo
π
66♠♠♠♠♠♠♠♠♠♠♠♠♠
The isomorphism ui ≃ id is moreover functorial and compatible with π and ǫ.
Proof. (i) A similar pseudo-commutative cube above a fixed X♯ in Sch♯/Σ1 is obvious
by looking at continuous functors. Let (vX♯)X♯∈Sch♯/Σ1 denote one of the twelve collections
of weak morphisms involved. We need to achieve the following tasks:
(A) Enrich (vX♯) into a pseudo-morphism v, ie. define a functoriality isomorphism
fvX♯ ≃ vX′♯f for each f : X
′♯ → X♯, this family of isomorphisms being submitted to
the composition constraint.
(B) Check that the isomorphisms expressing the pseudo-commutativity of the cube above
a fixed X♯ are functorial with respect to X♯, ie. compatible with the functoriality isomor-
phisms of (A).
We first explain how to achieve task (A). Let us begin with v = π. The case of
π−1
X♯
: X♯top → X
♯
TOP ♯
is obvious by looking at continuous functors. Let us thus consider
the case of π−1
X♯
: (X♯/Σ)crys,top → (X
♯/Σ)CRY S♯,top. The morphisms π
−1
X′♯
r−1
X′♯
→ id for
f : X ′♯ → X♯ give a family of morphisms
π−1
X′♯
f−1crys → f
−1
CRY S♯
π−1
X♯
(54)
satisfying the composition constraint. If now f ′′ : X ′′♯ → X ′♯ is a morphism in Sch♯/Σ1,
then (54) becomes an isomorphism after applying r−1
X′′♯
f ′CRY S♯ (Prop. 2.35 (i)). It follows
that (54) is in fact an isomorphism and task (A) is achieved in the case v = π.
Next we consider the case v = ǫ. Here again the case of usual topoi is obvious by looking
at continuous functors. The case of big crystalline topoi is clear as well (sheafification
pseudo-commutes to restriction). The case of small crystalline topoi can be deduced as
follows. We define an isomorphism ǫX♯,∗fcrys,∗ ≃ fcrys,∗ǫX′♯,∗ by composition:
fcrys,∗ǫX′♯,∗ ≃ fcrys,∗ǫX′♯,∗πX′♯,∗π
−1
X′♯
(55)
≃ fcrys,∗πX′♯,∗ǫX′♯,∗π
−1
X′♯
(56)
≃ πX♯,∗fCRY S♯,∗ǫX′♯,∗π
−1
X′♯
(57)
≃ πX♯,∗ǫX♯,∗fCRY S♯,∗π
−1
X′♯
(58)
≃ ǫX♯,∗πX♯,∗fCRY S♯,∗π
−1
X′♯
(59)
≃ ǫX♯,∗fcrys,∗πX′♯,∗π
−1
X′♯
(60)
≃ ǫX♯,∗fcrys,∗(61)
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The composition constraint for this family of isomorphism is a formal consequence (ex-
ercise!) of the previously established composition constraint for the following weak mor-
phisms of variable topoi:
π : (−/Σ)CRY S♯,top′ → (−/Σ)crys,top′
π : (−/Σ)CRY S♯,top → (−/Σ)crys,top
ǫ : (−/Σ)CRY S♯,top′ → (−/Σ)CRY S♯,top
Let us finally consider the case v = i. The case of big topoi is obvious by looking at
cocontinuous functors. The case of small topoi follows formally, as in the case v = ǫ.
Let us now explain task (B). The left hand face is clear by looking at continuous func-
tors. The right, top and bottom faces are tautological from the definition of functoriality
isomorphisms for ǫ and i in the setting of small crystalline topoi. Using that π admits a
right retraction, we see that it only remains to consider the front face ie. to check that
the following diagram commutes:
fCRY S♯iX′♯ǫX′♯ ≃ iX♯fCRY S♯ǫX′♯ ≃ iX♯ǫX♯fCRY S♯
≀| ≀|
fCRY S♯ǫX′♯iX′♯ ≃ ǫX♯fCRY S♯iX′♯ ≃ ǫX♯iX♯fCRY S♯
This causes no difficulty when looking at inverse image functors.
(ii) Task (A) for v = u in the setting of big topoi is obvious by looking at cocontin-
uous functors. The case of small topoi follows formally, as in the case v = ǫ. Regard-
ing task (B), it is sufficient to consider the front face. By cocontinuity of the functor
CRY S♯top′(X
♯/Σ) → TOP ′♯(X♯), (U ♯, T ♯) → U ♯ we find that the top′ sheafification of
(U ♯, T ♯) 7→ F (U) and U ♯ 7→ F (U ♯) coincide. This defines an isomorphism
ǫ−1
X♯
u−1
X♯
≃ u−1
X♯
ǫ−1
X♯
whose compatibility with f−1
CRY S♯
is immediate.
The functoriality of the isomorphism id ≃ uX♯iX♯ is clear by looking at cocontinuous
functors. Compatibility with πX♯ and ǫX♯ causes no difficulty either looking at direct or
inverse images.

2.6. Crystals on crystalline sites.
We review the definition and basic properties of crystals.
2.6.1. Let us begin with some properties of the realization functors (−)♯T defined in Def.
2.31.
Lemma 2.37. (i) Consider (U ♯, T ♯) in CRY S♯top(X/Σ). The functor top(T
♯) →
CRY S♯TOP (X/Σ)/(U
♯, T ♯), T ′♯/T ♯ 7→ (U ♯ ×T ♯ T
′♯, T ′♯)/(U ♯, T ♯) is fully faithful
continuous and cocontinuous. The topology of top(T ♯) is induced by the topology
of CRY S♯top(X/Σ)/(U
♯, T ♯) via this functor.
(ii) The realization functor (−)T ♯ : (X
♯/Σ)CRY S♯,top → T
♯
top is the inverse image func-
tor of a morphism of topoi. The corresponding functor between categories of
O-modules commutes in particular to arbitrary limits and commutes to tensor
products.
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(iii) Sending a sheaf F on CRY S♯top(X/Σ) to ξ = ((U
♯, T ♯) 7→ FT ♯, (f : (U
′♯, T ′♯) →
(U ♯, T ♯)) 7→ (f−1FT ♯ → FT ′♯)) induces a natural equivalence
(X♯/Σ)CRY S♯,top ≃ Real(CRY S
♯
top(X/Σ))
where the right category denotes the full subcategory of Γ(CRY S♯top(X/Σ), (−)top)
whose objects are the sections ξ : (U ♯, T ♯) 7→ ξ(U ♯, T ♯), (f : (U ′♯, T ′♯)→ (U ♯, T ♯))
7→ (ξ(f) : f−1ξ(U ♯, T ♯) → ξ(U ′♯, T ′♯)) satisfying the condition that ξ(f) is an
isomorphism if f is top cartesian.
(iv) Consider top′ finer than top. A sheaf F on CRY S♯top(X/Σ) is a sheaf for top
′
if and only if the corresponding ξ satisfies the following descent condition: if
fi : (U
♯
i , T
♯
i )→ (U
♯, T ♯) is a covering in CRY S♯top(X/Σ) then
ξ(U ♯, T ♯) ≃ Ker(
∏
i
fi,∗ξ(U
♯
i , T
♯
i )⇒
∏
j,k
fjk,∗ξ(U
♯
jk, T
♯
jk))
where fjk : (U
♯
jk, T
♯
jk) → (U
♯, T ♯) is the product of fj and fk computed in the
category CRY S♯(X♯/Σ)/(U ♯, T ♯). The full subcategory of Real(CRY S♯top(X
♯/Σ))
formed by such sections will be denoted Realtop′(CRY S
♯
top(X
♯/Σ)).
Proof. Everything is straightforward from Def. 2.28.

Let us emphasize that the morphism of topoi mentioned in (ii) is not pseudo-functorial
with respect to (U ♯, T ♯).
Remark 2.38. Here are some complementary remarks.
(i) Let T ♯ = (U ♯, T ♯) in CRY S♯top(X
♯/Σ). An obvious local variant of Lem. 2.37
(iii), (iv) provides equivalences
(X♯/Σ)CRY S♯top
/T ♯ ≃ Real(CRY S♯top(X
♯/Σ)/T ♯)(62)
(X♯/Σ)CRY S♯
top′
/T ♯ ≃ Realtop′(CRY S
♯
top(X
♯/Σ)/T ♯)(63)
(ii) Consider T ♯, T ′♯, a morphism h : T ′♯ → T ♯ in CRY S♯top(X
♯/Σ), fT ♯, the structural
morphism of T ♯ viewed as an object of the topos and f : X ′♯ → X♯, a morphism
in Sch♯/Σ1. The functors
λ−1
T ♯
: T ♯top → (X
♯/Σ)CRY S♯top
/T ♯
f−1
T ♯
: (X♯/Σ)CRY S♯top
→ (X♯/Σ)CRY S♯top
/T ♯
h−1 : (X♯/Σ)CRY S♯top
/T ♯ → (X♯/Σ)CRY S♯top
/T ′♯
f−1 : (X♯/Σ)CRY S♯top
→ (X ′♯/Σ)CRY S♯top
have the following convenient translation in terms of the corresponding categories
of realizations: (λ−1
T ♯
F ) : (h1 : T
♯
1 → T
♯) 7→ h−11 F , f
−1
T ξ : (T
♯
1/T
♯) 7→ ξ(T ♯1), h
−1ξ :
(T ♯1/T
′♯) 7→ ξ(T ♯1/T
♯), f−1ξ : T ♯1 7→ ξ(T
♯
1).
(iii) In Lem. 2.37 (iv), the descent condition needs only to be checked for families
fi : T
♯
i → T
♯ where the morphisms of schemes underlying the fi’s are affine (see
[SGA4-I] II, Prop. 2.3 and [EGA2] Prop. 1.5.1).
(iv) Statements Lem. 2.37 (iii), (iv), Rem. 2.38 (i), (ii),(iii) have obvious counter-
parts for the categories of modules.
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(v) Statements Lem. 2.37 (i), (ii), (iii) and the Rem. 2.38 (i) (62), (iii), as well as
their counterparts for modules hold verbatim if CRY S♯ is replaced by crys. The
same is true for Rem. 2.38 (ii) if one assumes that f is strict and top.
Let us write down some compatibilities which will be useful later on.
Lemma 2.39. Consider X♯ in Sch♯/Σ1 and let T
♯ = (U ♯/X♯, T ♯, ι, γ) in CRY S♯top(X
♯/Σ)
(resp. crystop(X
♯/Σ)). Let fT ♯ and λT ♯ as in (47) and let π denote the weak morphism of
projection from ♯-big to small crystalline or usual top topoi.
(i) There are canonical isomorphisms
(i∗F )(U♯,T ♯) ≃ π∗ι∗(F|U♯) (resp.(i∗F )(U♯,T ♯) ≃ ι∗F|U♯ )
and π∗((i
−1G)|U♯) ≃ G(U♯,U♯) (resp.(i
−1G)|U♯ ≃ G(U♯,U♯) )
which are functorial with respect to F in the ♯-big (resp. small) top topos and G
in the ♯-big (resp. small) crystalline top topos.
(ii) If U ♯ = X♯ then we have a canonical morphism
πιufT ♯ → λT ♯ (resp. ιufT ♯ → λT ♯ )
This is in fact an isomorphism if top = zar or et.
Proof. The isomorphisms of (i) are immediate from the definitions. Let us prove (ii) in
the case CRY S♯ using the local realization functors
(−)T ′♯/T ♯ : (X
♯/Σ)CRY S♯top
/T ♯ → T ′♯top
underlying the equivalence (62). Given F in T ♯top and h : (U
′♯, T ′♯) → (U ♯, T ♯) in
CRY S♯top(X
♯/Σ)/T ♯, we have (using (i), Rem. 2.38 and full faithfulness of π−1)
(λ−1
T ♯
F )T ′♯/T ♯ ≃ h
−1F
and (f−1
T ♯
u−1ι−1π−1F )T ′♯/T ♯ ≃ (i∗ι
−1π−1F )T ′♯
≃ π∗ι∗(ι
−1π−1F )|U ′♯
≃ π∗ι∗ι
−1π−1h−1F
≃ ι∗ι
−1h−1F
The adjunction morphism id→ ι∗ι
−1 for varying T ′♯/T ♯’s and F ’s gives rise to the desired
morphism πιufT ♯ → λT ♯. If now top = et (resp. zar) then ι : U
′♯
top → T
′♯
top is an equivalence
(resp. an isomorphism) and this morphism is thus invertible as claimed. The case of small
crystalline topoi is similar.

2.6.2. Let us come to the definition of crystals.
Lemma 2.40. (The crystal condition) Consider M in Mod((X♯/Σ)CRY S♯,top,O) and T
♯
in CRY S♯top(X
♯/Σ).
(i) The following conditions are equivalent.
(a) The adjunction morphism λ∗T ♯MT ♯ →M|T ♯ is invertible.
(b) The base change morphism h∗MT ′♯ →MT ♯ is invertible for all h : T
′♯ → T ♯
in CRY S♯top(X
♯/Σ)/T ♯.
(ii) Let (T ♯i ) denote a family of objects in CRY S
♯
top(X
♯/Σ) which covers the final
object of the topos. If the conditions of (i) hold with T ♯ = T ♯i for each i then it
holds for any T ♯.
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The same holds verbatim with crys instead of CRY S♯.
Proof. (i) This results from the description of λ∗
T ♯
in terms of realizations (Rem. 2.38
(ii) and (iv)).
(ii) if T ♯ is arbitrary, the conditions of (i) for T ♯ are top local on T ♯ and it is thus
sufficient to check them under the assumption that Hom(T ♯, T ♯i ) 6= ∅. In that case the
verification is straightforward. The same remark holds with crys instead of CRY S♯.

Definition 2.41. We say thatM is a crystal of ((X♯/Σ)CRY S♯,top,O) if the equivalent con-
ditions of Lem. 2.40 are satisfied for all T ♯’s. The full subcategory ofMod((X♯/Σ)CRY S♯,top,O)
formed by crystals is denoted Crys((X♯/Σ)CRY S♯,top,O). We use similar definitions and
notations in the context of small crystalline topoi.
The category of crystals enjoys the following useful properties.
Lemma 2.42. Assume that top is finer than or equal to et.
(i) The adjunction (π∗, π
∗) for O-modules on crystalline sites induces an equivalence
Crys((X♯/Σ)CRY S♯,top,O)
(π∗,π∗) // Crys((X♯/Σ)crys,top,O)
(ii) Consider a morphism g : X ′♯ → X♯ in Sch/Σ1. Let T
′♯ in CRY S♯top(X
′♯/Σ),
T ♯ in CRY S♯top(X
♯/Σ) and h : T ′♯ → T ♯ a morphism of dp-thickenings which is
compatible with g. There is a natural morphism
h∗(MT ♯)→ (g
∗M)T ′♯
which is functorial with respect to M in Mod((X♯/Σ)CRY S♯,top,O). This is an
isomorphism if M is a crystal. The category of crystals is in particular stable by
g∗. The same is true with crys instead of CRY S♯ with no restriction on g.
(iii) If top is moreover coarser than or equal to syn, then the contravariant pseudo-
functor Crys((−/Σ)CRY S♯,top,O) : Sch
♯/Σ1 → Cat is a stack for top (ie. satisfies
top descent). The same statement holds verbatim with crys instead of CRY S♯.
Proof. Let us make a preliminary observation. Assume given a surjective family of
top morphisms (fi : U
♯
i → X
♯) where the U ♯i ’s are affine and possess fine charts. Let
T ♯i,l denote the logarithmic divided power envelope of U
♯
i inside a log scheme of the form
(Spec(Z/pl[(xλ)λ∈Λ][Ne]),Ne). If k < ∞ (resp. k = ∞) then the family (U
♯
i , T
♯
i,k)i (resp.
(U ♯i , T
♯
i,l)i,l) lies in the small crystalline top site. If the fi’s are in fact syntomic then it
follows easily from the lifting property of syntomic schemes along dp-thickenings that the
family (U ♯i , T
♯
i,k)i (resp. (U
♯
i , T
♯
i,l)i,l) covers the final object in the ♯-big crystalline top topos
of (X/Σk) as well as in the small one. If top is finer than or equal to et then we may
always find fi’s which are e´tale. In that case, we find in particular that the final object of
the ♯-big crystalline top topos can be covered by objects of the small crystalline top (and
even et) site.
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(i) If T ♯ is in crystop(X
♯/Σ), we have the following pseudo-commutative diagram of
ringed topoi and weak morphisms
((X♯/Σ)CRY S♯,top,O)
π

((X♯/Σ)CRY S♯,top/T
♯,O)
λ
T♯
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
f
T♯oo
π
|T♯

((X♯/Σ)crys,top,O) ((X
♯/Σ)crys,top/T
♯,O)
f
T♯
oo
λ
T♯
// (T ♯top,O)
and the following functors are fully faithful:
π∗ : Mod((X♯/Σ)crys,top,O)→ Mod((X
♯/Σ)CRY S♯,top,O)
π∗|T ♯ : Mod((X
♯/Σ)crys,top/T
♯,O)→ ((X♯/Σ)CRY S♯,top/T
♯,O)
λ∗
T ♯
: Mod(T ♯top,O)→ Mod((X
♯/Σ)crys,top/T
♯,O)
λ∗T ♯ : Mod(T
♯
top,O)→ Mod((X
♯/Σ)CRY S♯,top/T
♯,O)
According to Def. 2.41 (resp. Def. 2.41 and Lem. 2.40(ii) together with the above
preliminary observation), a module M of (X♯/Σ)crys,top,O) (resp. (X
♯/Σ)CRY S♯,top,O)) is
a crystal if and only if f ∗T ♯M is in the essential image of λ
∗
T ♯ for all T
♯’s in the small top
crystalline site. With the above diagram in mind, one sees immediately that the condition
of being a crystal is preserved by the functors π∗ and π∗. It remains to check that π∗ is
fully faithful on the category Crys((X♯/Σ)CRY S♯,top,O). IfM is in the latter category and
T ♯ is in the small crystalline site then f ∗
T ♯
M is in the essential image of λ∗
T ♯
, hence of π∗
|T ♯
,
ie.
π∗|T ♯π|T ♯,∗f
∗
T ♯M ≃ f
∗
T ♯M
Using the preliminary observation again, it follows that π∗π∗M ≃M as desired.
(ii) Let us use the notations fT ♯/X♯ = fT ♯ and λT ♯/X♯ = λT ♯ in order to emphasize the
dependance in X♯. We have the following pseudo-commutative diagram of ringed topoi
and weak morphisms:
((X ′♯/Σ)CRY S♯,top,O)
g

((X ′♯/Σ)CRY S♯,top/T
′♯,O)
f
T ′♯/X′♯oo
λ
T ′♯/X′♯
**❯❯❯
❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯
≀

((X♯/Σ)CRY S♯,top,O) ((X
♯/Σ)CRY S♯,top/T
′♯,O)
h

f
T ′♯/X♯oo
λ
T ′♯/X♯
// (T ′♯top,O)
h

((X♯/Σ)CRY S♯,top/T
♯,O)
f
T♯/X♯
kk❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
λ
T♯/X♯
// (T ♯top,O)
If M is a module of ((X♯/Σ)CRY S♯,top,O) the desired morphism is defined by composition
as follows:
h∗λT ♯/X♯,∗f
∗
T ♯/X♯M → λT ′♯/X♯,∗h
∗f ∗T ♯/X♯M ≃ λT ′♯/X♯,∗f
∗
T ′♯/X♯M ≃ λT ′♯/X′♯,∗f
∗
T ′♯/X′♯g
∗M
If M is a crystal then f ∗T ♯/X♯M is in the essential image of λ
∗
T ♯/X♯ and the first arrow is
thus invertible (by full faithfulness of λ∗T ♯/X♯ and λ
∗
T ′♯/X♯).
(iii) Thanks to Lem. 2.40(ii) and the preliminary observation we find that the property
of being a crystal is local for top as long as top is finer than or equal to et and coarser
than or equal to syn.

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Remark 2.43. If top is coarser than et (e.g. if top = zar), then Lem. 2.42, (i), (ii) are
still valid if we impose that X♯ has charts top locally. In this setting the analogue of (iii)
is that we get a stack for top over the full subcategory of Sch/Σ1 having top local charts.
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3. Preliminaries part II: some properties for sheaves
3.1. 1-motives and p-divisible groups.
We review some well known definitions and properties concerning finite locally free
groups, p-divisible groups, Abelian schemes and 1-motives.
3.1.1. Part of this reminder is devoted to put an exact structure on the relevant categories.
The reader may consult [Bu] for a reminder of basic facts concerning exact categories. Let
us introduce a terminology which is adapted both for our present purpose and for later
ones as well (Sect. 4.4). Consider a functor F between exact categories C1, C2 whose exact
structures are both denoted e for simplicity. We say that F is e-exact if it sends short
e-exact sequences of C1 to short e-exact sequences of C2. We say that it reflects e-exactness
if a short sequence of C1 whose image by F is e-exact in C2 is already e-exact. A fully
e-exact subcategory of C1 is a full additive subcategory which is closed by extensions and
equipped with the exact structure induced by e.
If C1 and C2 are Abelian and e denotes their natural exact structure, then F is e-
exact if and only if it is exact in the usual sense (ie. if it commutes to finite limits).
An e-exact functor F reflects e-exactness if and only if it is moreover faithful. A fully
Abelian subcategory of an Abelian category is a full subcategory which is Abelian, closed
by extensions and which is such that the inclusion functor is exact. In other words it is
a fully e-exact subcategory which is stable by kernels and cokernels.
3.1.2. Let us fix some terminology.
Definition 3.1. Let X be a scheme.
(i) A finite locally free group over X is an Abelian group of XFL which is repre-
sentable by a finite locally free group scheme.
(ii) A p-divisible group G over X is an Abelian group of XFL which is such that
p : G → G is epimorphic, the kernel Gpk of p
k : G → G is a finite locally free
group for any k and limindGpk ≃ G.
Remark 3.2. (i) Finite locally free is equivalent to finite flat and locally of finite
presentation.
(ii) Finite implies affine ([EGA2] Prop. 6.1.4).
The Cartier dual of a finite locally free (resp. p-divisible) group G is defined as follows:
G∗ := Hom(G,Gm)(64)
(resp. G∗ := lim
−→k
(Gpk)
∗ )(65)
Using that Ext1(G,Gm) vanishes for any finite locally free group G ([SGA7-I] VIII,
Prop. 3.3.1) we find an exact sequence
0 // (Gpk)
∗
(pl)∗
// (Gpk+l)
∗
(pk)∗
// (Gpk+l)
∗ // (Gpk)
∗ // 0
for a p-divisible group G. It follows in particular that (Gpk)
∗ is naturally isomorphic
to (G∗)pk and that G
∗ is a p-divisible group. This implies that the obvious biduality
isomorphism G ≃ G∗∗ for finite locally free groups naturally extends to p-divisible groups.
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Lemma 3.3. (i) Finite locally free groups form a fully e-exact subcategory flf(X) of
the category of Abelian groups of XFL. This is in fact a fully Abelian subcategory
if X = Spec(K) for some field K.
(ii) p-divisible groups form a fully e-exact subcategory pdiv(X) of the category of
Abelian groups of XFL.
Proof. (i) Let us prove the first assertion. Consider an exact sequence 0→ G→ G′ →
G′′ → 0 where G and G′′ are finite locally free groups. Looking at G′ as an object of
G′′FL ≃ XFL/G
′′ by [SGA4-I] III, Prop. 5.4, we find that it is a torsor under the pullback
of G to G′′. It is thus represented by a finite locally free group scheme over G′′ in virtue
of Cor. 5.7 and Cor. 7.9 of [SGA1] VIII. We conclude by composition with the finite
locally free morphism G′′ → X . The second assertion follows from [Gr3] 212-17, Cor. 7.3.
Statement (ii) follows from (i).

Lemma 3.4. A finite locally free group scheme is syntomic over its base scheme X.
Proof. Since finite locally free groups are flat and locally of finite presentation we may
assume ([EGA4-IV], Def. 19.3.6) that X = Spec(K) for some field K. By descent, we
may furthermore assume that K is algebraically closed ([EGA4-IV] Prop. 19.3.9 (ii)). In
that case, the category of finite locally free groups is fully Abelian in Ab(XFL) (Lem. 3.3
(i)). Each one of its objects admits moreover a composition series with simple quotients
isomorphic to either one of the groups µp, αp or Z/l (l any prime number) by [Oo] Chap.
I.2. We may thus conclude by de´vissage, since the property of being syntomic is preserved
by forming extensions (use the same arguments as in the proof of Lem. 3.3).

3.1.3. The following definitions are standard.
Definition 3.5. Let X be a scheme.
(i) An Abelian scheme (or Abelian variety if X is the spectrum of a field) is an
Abelian group of XFL which is representable by a proper smooth X-group scheme
whose fibers are geometrically connected.
(ii) A torus is an Abelian group of XFL which is representable and locally isomorphic
to a finite direct sum of Gm’s.
(iii) A semi-Abelian scheme is an Abelian group of XFL which is representable by a
smooth X-group scheme whose fibers are successive extensions of an e´tale finite
locally free group, an Abelian variety and a torus.
(iv) A twisted constant group is an Abelian group of XFL which is representable and
locally isomorphic to a finite direct sum of Z’s.
(v) A 1-motive is a complex [Γ→ G] of Abelian groups of XFL placed in degrees [0, 1]
where Γ is a twisted constant group and G is the extension of an Abelian scheme
by a torus.
Lemma 3.6. (i) A torus (resp. twisted constant groups) becomes isomorphic to a
finite direct sum of Gm’s (resp. Z’s) over a suitable e´tale covering.
(ii) If T is a torus and A is an Abelian scheme then every morphism T → A or
A→ T is trivial.
(iii) If G is an extension of an Abelian scheme B by a torus T then G is automatically
representable by a smooth group scheme. Moreover, G admits a unique maximal
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subtorus in the sense of [SGA3-II] XII, Def. 1.3 (see also Rem. 1.4, a’ of loc.
cit.) which is precisely T and varies functorially with respect to G.
Proof. (i) This follows from [SGA3-II] X, Cor. 4.5 (resp. [SGA3-II] X, Prop. 5.3).
(ii) Use [SGA3-II] XV, Lem. 8.3 and the Thm. 3.1 and Cor. 3.8 of [Mi3] in the first
case and [SGA7-I] VIII, Sect. 3.2 in the second case.
(iii) The first assertion results easily from [SGA1] VIII, Cor. 7.9.
The existence of the maximal torus results from [SGA3-II] XV, Cor. 8.17], and its
unicity follows from [SGA3-II] XII, Thm. 7.1, b. The remaining statements follows from
(ii).

Lemma 3.7. Assume that X is regular. The categoryM(X) of 1-motives is fully e-exact
in the category of complexes of Abelian groups of XFL.
Proof. We have to show that M(X) is stable by extensions. The category of twisted
constant groups is stable by extensions thanks to [SGA3-II] X, Lem. 5.4. The only point
deserving explanations is thus the following
Claim. Consider an exact sequence 0→ G′ → G→ G′′ → 0 of Abelian groups in XFL.
If G′, G′′ are respectively an extension of an Abelian scheme B′, B′′ by a torus T ′, T ′′
then G is an extension of an Abelian scheme B by a torus T as well. We have moreover
dimXT = dimXT
′ + dimXT
′′ and dimXB = dimXB
′ + dimXB
′′.
First, we note that G is representable by a smooth group scheme (use [SGA1] VIII,
Cor. 7.9 to reduce to the case where G′ is an Abelian scheme and then conclude by [Ra1]
Prop. XIII, 2.6).
Let us now prove the claim assuming that G has a maximal subtorus, say T . In virtue
of [SGA3-II] XV, Lem. 8.3, the kernel H ′ of T → G′′ is a multiplicative subgroup of finite
type in G′ ([SGA3-II] IX, Def. 1.1, 1.2). It clearly contains T ′ and the quotient H ′/T ′
is a multiplicative subgroup of finite type in B′ ([SGA3-II] IX, Prop. 2.7). It follows
easily from Lem. 3.6 (ii) that it is in fact finite locally free. The image of T → G′′ on
the other hand, is a subtorus of G′′ ([SGA3-II] XV, Lem. 8.3) and is in fact equal to
T ′′ ([SGA3-II] XII, Thm. 7.1, e)). Forming cohomology of the vertical complexes in the
following commutative diagram with exact lines:
0 // T ′ //

G′ //

B′ //

0
0 // T //

G //

G/T //

0
0 // T ′′ // G′′ // B′′ // 0
(66)
produces an exact sequence
0 // H ′/T ′ // B′ // G/T // B′′ // 0(67)
Since X is normal, a result of Grothendieck ([Ra1] Sect. XI, 1) ensures that B′ is pro-
jective. It thus follows from [Ra2] 5. Thm. 1, applications (a) (iii) that the quotient of
B′ by the finite locally free group H ′/T ′ is an Abelian scheme. As a result B := G/T is
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the extension of two Abelian schemes and is thus an Abelian scheme as well (using [Ra1]
Prop. XIII, 2.6 again). The assertion about dimensions is clear from the exact sequence
(67), since dimXH
′/T ′ = 0.
The above proof applies in particular to the case where X is the spectrum of a field.
If now X is regular we have to show that G has a maximal subtorus. This follows from
[SGA3-II] XV, Cor. 8.17, thanks to the dimension formulae in the fibers.

Lemma 3.8. (i) Consider Abelian schemes A, A′ and an isogeny f : A → A′ (ie.
f is a finite faithfully flat morphism of group schemes ([SGA3-III] XXII, Def.
4.2.9). The kernel of f is a finite locally free group.
(ii) If M = [Γ→ G] is a 1-motive then Mp∞ := Qp/Zp⊗LM is concentrated in degree
0 and is a p-divisible group. If X is regular, the resulting functor
(−)p∞ :M(X)→ pdiv(X)
is e-exact in the sense of Lem. 3.7.
(iii) Consider a semi-Abelian scheme A. Its connected component A0 (see [SGA3-I]
VIB Def. 3.1) is semi-Abelian as well. Multiplication by p on A is flat locally of
finite presentation and locally quasi-finite. It is moreover surjective if A = A0.
Proof. (i) Since f is finite and flat, the same is true for ker f . The latter group scheme
is furthermore locally of finite presentation since the unit section X → A′ is a closed
immersion (thanks to A′/X being separated) whose ideal is finitely generated.
(ii) The case where M = [0 → A] with A an Abelian scheme follows from (i), thanks
to the well known fact that p : A → A is an isogeny ([Gr2]). The general case proceeds
from there by de´vissage using Lem. 3.3.
(iii) According to [SGA3-I] VIB, Thm. 3.10, A0 is representable by an open subgroup
scheme. The first statement follows from this and the definition. The other statements
follow easily from (ii) applied to the connected components of the fibers (use [EGA4-III]
Thm. 11.3.10 for flatness).

Remark 3.9. In fact a result of Raynaud ensures that every finite locally free group arises
as the kernel of an isogeny between Abelian schemes after suitable Zariski localization on
X ([BBM] Thm. 3.1.1).
Let us finally discuss the group of components when the base is a curve.
Lemma 3.10. Assume that X is locally Noetherian of dimension 1. Let z : Z → X denote
the inclusion morphism of a reduced closed subcheme and let U denote its complement.
Consider a semi-Abelian scheme A/X whose restriction to U is Abelian. Its component
group Φ := A/A0 satisfies the following.
(i) The sheaf z−1Φ is representable by an e´tale group scheme.
(ii) The adjunction morphism Φ→ z∗z
−1Φ is invertible.
Proof. Under our assumptions, Z is a discrete scheme. Statement (i) thus follows
simply from the fact that the formation of A0 is compatible to base change (see [SGA3-I]
VIB Prop. 3.3).
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(ii) Consider the following commutative diagram with exact lines in Ab(XFL):
0 // A0 //

A //

Φ //

0
0 // z∗z
−1A0 // z∗z
−1A // z∗z
−1Φ
It follows immediately from the definition of A0 (see [SGA3-I] VIB Def. 3.1) that the
kernel of the middle vertical morphism is contained in A0. It thus remains only to observe
that the right vertical morphism is epimorphic, thanks to (i) and [SGA1], I, Prop. 8.1.

3.2. Technical remarks on certain top sheaves.
We review basic facts about constant sheaves and p-divisible groups viewed as sheaves
on usual or crystalline sites for certain top.
3.2.1. Let us begin with constant sheaves.
Lemma 3.11. Assume that fl  top  zar.
(i) Let X♯ in Sch♯ and let us (temporarily) denote M in X♯
TOP ♯
the constant sheaf
associated to a set M . Then M is representable by the X♯-scheme X♯,(M) consist-
ing of a direct sum of copies of X♯ indexed by M . The same is true in the setting
of big or small topoi.
(ii) Consider the morphism i : X♯
TOP ♯
→ (X♯/Σ)CRY S♯,top. Then i∗X
♯,(M) is the
constant sheaf associated to M . The same is true in the setting of big or small
topoi.
(iii) The formation of constant sheaves is compatible with:
- the restriction functors π∗ between the ♯-big, big and small crystalline or usual
top topoi (note that compatibility with π−1 is tautological).
- the change of topology functors ǫ∗ (compatibility with ǫ
−1 is tautological as
well).
- the functor i∗ from usual to crystalline topoi (compatibility with i
−1 is tauto-
logical as well).
Proof. We only prove (i) since (ii) is similar and (iii) follows from (i) and (ii). Let
Hˇ0(U ,−) denote the Cech functor associated to a covering U = (U ♯λ → U
♯)λ∈Λ of some U
♯
in Sch♯ and let Hˇ0(U,−) denote the direct limit of the previous functors for U running in
the category of coverings of U ♯. IfM0 denotes the constant presheaf associated toM then
M1 := U
♯ 7→ Hˇ0(U ♯,M0) is the separated presheaf associated toM and U
♯ 7→ Hˇ0(U ♯,M1)
is the sheaf M associated to M . These may be computed as follows. The value of M1
on U ♯ is the final set if U is the empty scheme and M otherwise. Next Hˇ0(U ,M1) is a
product of copies of M indexed by the quotient Λ of Λ by the equivalence relation λ ≃ λ′
⇔ ∃n ≥ 1, ∃λ0, . . . , λn, λ0 = λ, λn = λ
′, ∀0 ≤ k ≤ n − 1, Uλk ×U Uλk+1 6= ∅. Consider
λ ∈ Λ with equivalence class λ in Λ. Define U ♯
λ
as the open sub log scheme of U ♯ whose
underlying topological space is the union of the images of the Uλ′ ’s with λ
′ ≃ λ. This
defines an open partition PU of U
♯. A morphism f : U ♯ → X♯,(M) on the other hand,
defines an open partition Pf of U
♯ as well. With this in mind, we find that the natural
morphism Hˇ0(U ,M1) → Hom(U
♯, X♯,(M)) is injective and that f is in its image if and
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only if Pf is refined by PU . The result follows, since every open partition is of the form
PU for an adequate covering U .

In view of this lemma the constant sheaf on a usual or crystalline site represented by a
set or group M will simply be denoted M from now on.
3.2.2. It is sometimes useful to view locally free groups or p-divisible groups as sheaves
on big or small top (crystalline or usual) sites rather than on the big fl usual site. The
following lemma will be helpful.
Lemma 3.12. Assume that fl  top  top′  zar and let X♯ in Sch♯. The func-
tors ǫ∗ : X
♯
TOP ♯
→ X♯
TOP ′♯
, ǫ∗ : (X
♯/Σ)CRY S♯,top → (X
♯/Σ)CRY S♯,top′ and i∗ : X
♯
TOP ♯
→
(X♯/Σ)CRY S♯,top commute to filtrant inductive limits. The same holds in the context of big
or small sites.
Proof. Consider a filtrant inductive system (Fi) in X
♯
TOP ♯
(resp. (X♯/Σ)CRY S♯,top). Let
F denote the direct limit computed in the category of presheaves and let G denote the
associated sheaf for the zar topology.
Fact. The presheaf G on TOP ♯(X♯) (resp. CRY S♯top(X
♯/Σ)) is in fact a sheaf (for top).
It is in particular the direct limit computed in X♯
TOP ♯
(resp. (X♯/Σ)CRY S♯,top).
We may use the characterization of top sheaves given in Prop. 6.2.1 and Cor. 6.2.3 of
[SGA3-I] IV in the following situation (with the notations of loc. cit.): C is the category
underlying TOP ♯(X♯) (resp. CRY S♯top(X
♯/Σ)), C′ is the full subcategory of C formed by
the U ♯/X♯’s where U is an affine scheme (resp. the (U ♯/X♯, T ♯, ι, γ)’s where T is an affine
scheme), P is the set of open coverings and P ′ is the set of finite surjective families of top
strict morphisms (resp. of cartesian top strict morphisms) of finite presentation in C′. We
must check that G satisfies the descent condition for the families which belong to P or
P ′. To start with, we notice that F satisfies the descent condition for the families which
are elements of P ′. Indeed in the category of sets, filtrant inductive limits commute to
finite projective limits. Fact will thus be proven if we check that F and G coincide on the
objects of C′. Now F is clearly a separated presheaf for zar and G can thus be computed
from F by applying the Cech functor only once. The Cech computation in question can
be done using only finite families thanks to quasi-compacity and Fact follows.
It follows immediately from Fact that ǫ∗ commutes to filtrant inductive limits. The
same is true for i∗, as seen by reduction to the case top = zar (where i∗ commutes to
arbitrary limits) using this together with the full faithfulness of ǫ∗ : (X
♯/Σ)CRY S♯,top →
(X♯/Σ)CRY S♯,zar:
lim
−→
i∗Fi ≃ lim
−→
ǫ−1ǫ∗i∗Fi
≃ ǫ−1lim
−→
ǫ∗i∗Fi
≃ ǫ−1lim
−→
i∗ǫ∗Fi
≃ ǫ−1i∗lim
−→
ǫ∗Fi
≃ ǫ−1i∗ǫ∗lim
−→
Fi
≃ ǫ−1ǫ∗i∗lim
−→
Fi
≃ i∗lim
−→
Fi
48
The case where TOP ♯ and CRY S♯ are replaced respectively by TOP and CRY S or top
and crys follows formally using that p pseudo-commutes to ǫ and i, p−1 is fully faithful
and p∗ commutes to inductive limits.

Corollary 3.13. Assume that fl  top  syn. Consider the functor ǫ∗ (resp. π∗ǫ∗, resp.
i∗ǫ∗, resp. i∗π∗ǫ∗) from Ab(XFL) to Ab(XTOP ) (resp. Ab(Xtop), resp. Ab((X/Σ)CRY S,top),
resp. Ab((X/Σ)crys,top)). We denote flfTOP (X) and pdivTOP (X) (resp. flftop(X) and
pdivtop(X), resp. flfCRY S,top(X/Σ) and pdivCRY S,top(X/Σ), resp. flfcrys,top(X/Σ) and
pdivcrys,top(X/Σ)) the essential image of flf(X) and pdiv(X).
(i) Let G in pdiv(X). Multiplication by p is epimorphic on ǫ∗G (resp. π∗ǫ∗G, resp.
i∗ǫ∗G, resp. i∗π∗ǫ∗G).
(ii) The restriction of the functor ǫ∗ (resp. π∗ǫ∗, resp. i∗ǫ∗, resp. i∗π∗ǫ∗) to flf(X)
or pdiv(X) is fully faithful and e-exact.
(iii) Assume now that fl  top′  top  syn. The adjunctions (ǫ−1, ǫ∗), (π
−1, π∗) and
(i−1, i∗) induce equivalences between the vertices of the following cube:
flftop′(X)
(i−1,i∗) //
(ǫ−1,ǫ∗)

flfcrys,top′(X/Σ)
(ǫ−1,ǫ∗)

flfTOP ′(X)
(ǫ−1,ǫ∗)

(i−1,i∗) //
(π−1,π∗)
77♦♦♦♦♦♦♦♦♦♦♦
flfCRY S,top′(X/Σ)
(π−1,π∗)
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
(ǫ−1,ǫ∗)

flftop(X)
(i−1,i∗) // flfcrys,top(X/Σ)
flfTOP (X)
(i−1,i∗) //
(π−1,π∗)
77♦♦♦♦♦♦♦♦♦♦♦
flfCRY S,top(X/Σ)
(π−1,π∗)
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
and similarly for pdiv.
Proof. (i) Since π∗ preserves epimorphisms, it is sufficient to consider the case of ǫ∗G
and i∗ǫ∗G. We may furthermore assume that top = syn. In that case, i∗ preserves
epimorphisms as well and it suffices to look at the case of ǫ∗G. Now the result follows
immediately from the fact that the morphism of group schemes representing p : ǫ∗Gpk+1 →
ǫ∗Gpk is surjective and syntomic (indeed Gpk+1 → Gpk is a torsor of (Gpk)FL under the
syntomic group scheme Gp (Lem. 3.4)).
(ii) Let v denote either one of the weak morphisms of topoi ǫ, πǫ, iǫ, iπǫ. Let us explain
full faithfulness. It is sufficient to show that the adjunction morphism v−1v∗G → G is
invertible whenever G is in flf(X) or pdiv(X). Thanks to Lem. 3.12, it suffices to consider
the case of flf(X). Now the functors ǫ∗ : Ab(XFL) → Ab(XTOP ), i∗ : Ab(XTOP ) →
Ab((X/Σ)CRY S,top) and i∗ : Ab(Xtop) → Ab((X/Σ)crys,top) being fully faithful themselves,
we are reduced to the case of π∗ : flfTOP (X)→ flftop(X). The result then follows from
Lem. 3.4.
Let us explain e-exactness. Consider a short e-exact sequence 0→ G′ → G→ G′′ → 0
of flf(X) or pdiv(X). We have to show that the image of G → G′′ by v∗ is epimorphic.
Passing to pk-torsion points in the case of pdiv(X), we are reduced to the case of flf(X).
Since π∗ : Ab(XTOP ) → Ab(Xtop) and π∗ : Ab((X/Σ)CRY S,top → Ab((X/Σ)crys,top are
exact, we may restrict our attention to big topoi. We may then assume that top = syn.
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The case v = ǫ results from Lem. 3.4 and the case v = iǫ follows by exactness of
i∗ : Ab(XSY N)→ Ab((X/Σ)CRY S,syn).
(iii) It remains to show that the functors ǫ−1 : Ab(XTOP )→ Ab(XFL), π
−1 : Ab(Xtop)→
Ab(XTOP ), π
−1 : Ab((X/Σ)crys,top) → Ab((X/Σ)CRY S,top), i
−1 : Ab((X/Σ)CRY S,top) →
Ab(XTOP ) and i
−1 : Ab((X/Σ)crys,top) → Ab(Xtop) preserve the corresponding categories
of finite locally free groups and p-divisible groups. Let v denote one of the five weak
morphisms ǫ, π, i involved. We have to check that the adjunction morphism v−1v∗G→ G
is invertible when G is a locally free group or a p-divisible group. By Lem. 3.12, we
may assume that G is a finite locally free group. Aside from the cases already treated
in (ii), it remains to explain the case v = π : (X/Σ)CRY S,top → (X/Σ)crys,top. For G in
flfTOP (X) we will show that π
−1π∗i∗G ≃ i∗G. We may always assume that Σ = Σk with
1 ≤ k <∞ and that X (hence G) is an affine scheme. Choose a closed immersion G →֒ Y
where Y = Spec(Z/pk[(xi)i∈I ]) (I possibly infinite) and let (G, T ), (G, T (1)) respectively
denote the divided power envelope of G into Y , Y × Y . The result follows from the
observation that i∗G (resp. π∗i∗G) may be described as the cokernel of the couple of
morphisms (G, T (1))⇒ (G, T ) (induced by projections) in the topos (X/Σ)CRY S,top (resp.
(X/Σ)crys,top).

3.3. Projective systems and p-divisibility over a Z/p.-algebra.
3.3.1. Consider a ringed variable topos on N: k 7→ Ek, (k′ ≥ k) 7→ (ιk,k′ : (Ek, Ak) →
(Ek′, Ak′)) and let (E., A.) denote the associated ringed total topos. An object F. of E.
(resp. a module M. of (E., A.)) is thus a projective system (in the sense of the associ-
ated cofibered category) whose kth term Fk (resp. Mk) is in Ek (resp. Mod(Ek, Ak)).
Concretely speaking, it thus consists of the data of the Fk’s (resp. Mk’s) together with
transition morphisms ι−1k,k′Fk′ → Fk (resp. ι
∗
k,k′Mk′ →Mk) for k
′ ≥ k satisfying the obvious
composition constraint.
Definition 3.14. If j ≥ 1, we define an endomorphism 〈j〉 of the ringed topos (E., A.)
by setting (〈j〉−1F.)k = ι
−1
k,k+jFk+j for k ≥ 1, (〈j〉∗F.)k a final object for 1 ≤ k ≤ j and
(〈j〉∗F.)k = ιk,k+j,∗Fk−j for k ≥ j + 1), while 〈j〉
−1A. → A. is the natural morphism.
We note that there is a natural isomorphism 〈j〉 ≃ 〈1〉j as well as a natural morphism
id → 〈j〉 (given by (〈j〉−1F.)k = ι
−1
k,k+jFk+j → Fk). In the following definition, we make
use of the derived functor L〈j〉∗ for unbounded complexes ([KS] 18.6.9).
Definition 3.15. (i) We say that M. in the category Mod(E., A.) of modules is nor-
malized if 〈1〉∗M. ≃M. (ie. if ι
∗
k,k+1Mk+1 ≃Mk for all k ≥ 1).
(ii) We say thatM. in the derived category D(E., A.) is L-normalized if L〈1〉
∗M. ≃M.
(ie. if Lι∗k,k+1Mk+1 ≃ Mk for all k ≥ 1).
The following lemma will be used to “divide the Frobenius” by p in the definition of
syntomic complexes. For i ≥ 0, we use the notation (E.+i, A.+i) for the ringed total
topos associated to k 7→ (Ek+i, Ak+i), (k ≤ k
′) 7→ ιk+i,k′+i. The morphisms (Ek, Ak) →
(Ek+i, Ak+i) for varying k and i give rise to natural morphisms denoted as follows:
(Ek, Ak)@A BC
ι.+i,.+i+j
OO
ιk,.+i // (E.+i, A.+i)
ι.,.+i+j // (E.+i+j, A.+i+j)
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Lemma 3.16. Assume that each one of the morphisms of topoi ιk,k+1 : Ek → Ek+1 is an
equivalence and that A. is a flat normalized Z/p.-algebra. Consider modules L., M., N.
over (E., A.).
(i) The module M. is L-normalized if and only if it is normalized and Z/p.-flat.
(ii) For j ≥ 1, there is a functorial exact sequence
ι.,.+j,∗〈j〉
∗M.
pj // M.+j // ιj,.+j,∗ι
∗
j,.+jM.+j // 0
of modules on (E.+j, A.+j). If M. is Z/p.-flat the exact sequence can be extended
with a 0 on the left. If M. is normalized then the last term can be replaced by
ιj,.+j,∗Mj.
(iii) If N. is normalized and M. is L-normalized then the group Hom(N.,M.) of A.-
linear morphisms is p-torsion free.
(iv) Consider an exact sequence 0→ N.→M. → L. → 0 of modules on (E., A.) where
L. is normalized and M. is L-normalized. If L. is killed by p
j then 〈j〉∗N. and
τ≥−1L〈j〉
∗L. are L-normalized and fit into a canonical distinguished triangle of
D(E., A.):
〈j〉∗N. // 〈j〉
∗M. // τ≥−1L〈j〉
∗L. // 〈j〉
∗N.[1](68)
The associated long exact sequence of cohomology is
0 // L′. // 〈j〉
∗N. // M. // L. // 0(69)
where L′. denote a projective system where L
′
k = Lk if k ≥ j and ι
∗
k,k′L
′
k′ → Lk is
zero if k′ ≥ k + j.
Proof. The morphisms ι1,k : E1 → Ek for varying k induce an equivalence E
N
1 ≃ E..
We may thus assume that (E., A.) is of the form (E
N, A.).
(i) Since A. is flat and normalized over Z/p., T or
Ak+j
q (Ak,−) and T or
Z/pk+j
q (Z/pk,−)
coincide. Using this, we find thatM is L-normalized if it is Z/p.-flat and normalized. The
other implication follows from the fact thatMk is Z/pk-flat if and only if T or
Z/pk
q (Z/p,Mk)
vanishes for q ≥ 1.
(ii) The claimed exact sequence in (EN, A.+j) boils down to
M.+j/p
. p
j
// M.+j // M.+j/p
j // 0
which is straightforward from 0→ Z/p. → Z/p.+j → Z/pj → 0.
(iii) Recall that (〈j〉∗〈j〉∗M.)k ≃ Mk/p
k−j if k ≥ j + 1 and 0 otherwise. Multiplication
by pj onM. thus factors through 〈j〉
∗〈j〉∗M.. SinceM. is Z/p.-flat, the resulting morphism
〈j〉∗〈j〉∗M. →M. is a monomorphism. We conclude by the following commutative square
where the top arrow is an isomorphism because M. is normalized:
Hom(N.,M.)
pj

〈j〉∗
// Hom(〈j〉∗N., 〈j〉
∗M.)
≀

Hom(N.,M.) Hom(N., 〈j〉∗〈j〉
∗M.)
Hom(N.,pj)oo
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(iv) Applying L〈j〉∗ to the given exact sequence gives a distinguished triangle
L〈j〉∗N. // L〈j〉
∗M. // L〈j〉
∗L. // 〈j〉
∗N.[1]
The claimed distinguished triangle follows by truncation, since the second term is con-
centrated in degree 0. Let us prove that 〈j〉∗N. and τ≥−1L〈j〉
∗L. are L-normalized. By
the distinguished triangle, it suffices to prove this for τ≥−1L〈j〉
∗L.. Since A. is flat and
normalized over Z/p., we may furthermore assume that A. = Z/p.. Since L. is normalized
and killed by pj, it is of the form Z/p. ⊗Z L for some L killed by pj. But then
τ≥−1L〈j〉
∗L. ≃ τ≥−1Z/p
.
L
⊗Z/p.+jZ/p
.+j ⊗Z L(70)
≃ τ≥−1Z/p
.
L
⊗Z/p.+jL(71)
in D(EN,Z/p.). Consider the natural morphism
Z/p.
L
⊗ZL→ Z/p
.
L
⊗Z/p.+jL(72)
in D(EN,Z/p.). We claim that this morphism becomes invertible after τ≥−1. To check
this, it is sufficient to look at the k-th component and restrict scalars to Z. Then (72)
gives a morphism ofD(E,Z) which is represented by the following morphism of complexes
placed in degrees ]−∞, 0]:
[L
pk
→L]→ [· · · → L
pj
→L
pk
→L
pj
→L
pk
→L](73)
Our claim thus results from the fact that pj is zero on L. The right hand side in (71)
is thus isomorphic to the left hand side of (72). It is in particular L-normalized. The
description of L′. in the long exact sequence of cohomology is obtained by letting k vary
in the righthand side of (73): in D(E.,Z) we have an isomorphism
τ≥−1L〈j〉
∗L. ≃ [L
′
.
p.
→L.]
Let us emphasize however that such an isomorphism certainly does not hold in general at
the level of D(E.,Z/p.).

Assume now given a ringed topos (E,A) together with a morphism of variable ringed
topoi on Nop: ιk : (Ek, Ak)→ (E,A), k ≥ 1. In this situation we have a morphism
l : (E., A.)→ (E,A)
and the typical example of normalized module (resp. an L-normalized complex) is l∗M
(resp. Ll∗M).
Lemma 3.17. Assume that each ιk : Ek → E is an equivalence. Assume that A is a flat
Zp-algebra and A. ≃ Z/p. ⊗ l−1A. The restriction of the functor
Rl∗ : D
+(E., A.)→ D
+(E,A)
to the full subcategory of L-normalized complexes is fully faithful.
Proof. Since Ll∗ preserves D+ it suffices to prove that the adjunction morphism
Ll∗Rl∗M. → M. is invertible for M. L-normalized. As in the proof of Lem. 3.16, we
may assume that E. = E
N and A = Zp. Then we invoke [Ek] Lem. 2.2 (i).

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Example 3.18. Let E. = X
N
syn, E = Xsyn, A = Zp and G ∈ pdiv(X).
(i) The projective system Gp. is L-normalized.
(ii) The isomorphism Ll∗Rl∗Gp. ≃ Gp. means that the sheaves R
ql∗Gp. are uniquely
p-divisible (but not necessarily trivial) for q ≥ 1. For instance if X = Σ1 then the
restriction of R1l∗Z/p. to the small e´tale site is Qp.
3.4. Limits and quasi-coherence on p-adic formal schemes.
3.4.1. We adopt the following conventions regarding p-adic schemes, p-adic fine log
schemes and their associated sites. As usual Σk denotes Spec(Z/pk) (see Sect. 2.4).
Definition 3.19. (i) A p-adic scheme X is an ind object of the category of schemes
which is isomorphic to the inductive system of schemes X. = (Xk)k≥1 where Xk
is the reduction mod pk of a p-adic formal scheme in the sense of [EGA1]. The
category of p-adic schemes is denoted Schp. The category Schp,nil of schemes
where p is locally nilpotent is identified with a full subcategory of Schp in the
natural way.
(ii) A p-adic log scheme X♯ is an ind object of the category of log schemes which
is isomorphic to an inductive system of log schemes X♯. = (X
♯
k)k≥1 satisfying
X♯k ≃ Σk ×X
♯
k+1 and such that the underlying ind-object of the category of schemes
is in Schp. The category of p-adic log schemes is denoted Sch
♯
p. The category
Sch♯ of fine log schemes and Schp are identified with full subcategories of Sch
♯
p
in the natural way.
With the notations of (ii), X♯ is indlimX♯k, ie. the inductive limit of the X
♯
k’s computed
in the category of ind-objects of the category of log schemes, or equivalently, in Sch♯p. It
follows moreover from [SGA4-I] I, Prop. 8.9.1 that X♯k ≃ Σk ×X
♯ where the product is
computed in Sch♯p. Given any X
♯ in Sch♯p, we will thus use the notation X
♯
k := Σk ×X
♯
without any danger of confusion.
In virtue of Prop. 10.6.2 and Cor. 10.6.4 of [EGA1] Chap. 0, the category Schp
is equivalent to the usual category of p-adic formal schemes (without any Noetherian
assumption). The category Sch♯p, on the other hand, is probably too large to be a good
category (see the remark after Def. 3.21 below) but this won’t matter for our purpose.
Definition 3.20. Let top be as in Sect. 2.3.1 and X♯ in Sch♯p.
(i) The pretopology TOP ♯(X♯) is Sch♯p/X
♯ endowed with the pretopology for which a
covering (U ♯i → U) is a family whose reduction mod p
k is a covering in TOP ♯(X♯)
for all k ≥ 1. The associated topos is denoted X♯
TOP ♯
. The pretopology TOP (X♯)
(resp. top(X♯)) is the full subcategory of TOP ♯(X♯) formed by the U ♯/X♯’s whose
reduction mod pk is in TOP (X♯k) (resp. top(X
♯
k)) for all k ≥ 1 and where cover-
ings are defined as in TOP ♯(X♯). The associated topos is denoted X♯TOP (resp.
X♯top).
(ii) The topos X♯
.,TOP ♯
is the ♯-big top topos of X. viewed as a diagram of type Nop.
Explicitly an object of X♯
.,TOP ♯
is thus a collection (Fk), Fk ∈ X
♯
k,TOP ♯
together
with transition morphisms Fk+1 → ιk,k+1,∗Fk (here ιk,k+1 denotes the inclusion
X♯k → X
♯
k+1). The topoi X
♯
.,TOP and X
♯
.,top are defined similarly.
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We have moreover a pseudo-commutative diagram of topoi
X♯
k,TOP ♯ ιk,.
//
ON ML
ιk

X♯
.,TOP ♯ l
// X♯
TOP ♯
(74)
where the morphisms ιk,. and l have the following explicit description (as usual the de-
scription of transition morphisms is implicitly left to the reader).
- The functor ι−1k,. takes F. to Fk. The functor ιk,.,∗ takes F to F
′
. where F
′
k′ = ιk,k′∗F if
k′ ≥ k and F ′k′ is a final object of X
♯
k,TOP ♯
otherwise.
- The functor l−1 takes F to F ′. where F
′
k = ι
−1
k F . The functor l∗ takes F. to limprojkιk∗Fk.
When X♯ varies, (74) is a diagram of morphisms between variable topoi on Sch♯p. In
the case of big and small topoi, it has a weak analogue. These diagrams are pseudo-
compatible with the weak morphisms of projection between ♯-big, big and small topoi
and with the weak morphisms involving a change of topology.
Definition 3.21. Let top be as in Sect. 2.3.1 and X♯ in Sch♯p.
(i) The structural ring of X♯.,TOP is defined as O := O. where Ok denotes the struc-
tural ring of X♯k,TOP . The structural ring O of X
♯
TOP is defined as O := l∗O..
The structural ring of the small topoi are defined by restriction.
(ii) Consider the morphism of monoids MXk → Ok of Xk,et defining the log structure
of X♯k. Letting k vary defines a monoid MX,. in X
♯
.,et and a morphism MX,. → O.
The monoid MX of X
♯
et is defined as MX := l∗MX,..
It does not seem clear to us whether or not MX → O is always a fine log structure in
the sense of [Sh]. This won’t be a problem for us since in practice our p-adic log schemes
will always have nice charts (see Sect. 4.1.1).
3.4.2. Before discussing quasi-coherence over p-adic schemes, let us recall a possible def-
inition for quasi-coherent modules on the usual sites of a fine log scheme. Log structure
play essentially no role in the following discussion. In particular ♯-big topoi could be
replaced by big topoi in Def. 3.22, Lem.-Def. 3.23 and Lem. 3.26 below.
Definition 3.22. ConsiderX♯ in Sch♯. Let prop ∈ {qcoh, lf, lfft}. LetModprop(X
♯
zar,O)
denote the category of quasi-coherent modules (resp. locally free, resp. locally free of finite
type) on the scheme X if prop = qcoh (resp. lf , resp. lfft). Consider the projection mor-
phism π from the ♯-big to the small topoi. We define Modprop(X
♯
ZAR♯
,O) as the essential
image of the functor
π∗ :Modprop(X
♯
zar,O)→Mod(X
♯
ZAR♯
,O)
A reasonable definition of quasi-coherence on the other usual sites requires the following
lemma.
Lemma + definition 3.23. Let top be as in Sect. 2.3.1 and let prop be as in Def.
3.22.
(i) If M is in Modqcoh(X
♯
ZAR♯
,O) then it is in fact a sheaf on TOP ♯(X♯). We may
thus define
Modprop(X
♯
TOP ♯
,O) := Modprop(X
♯
ZAR♯
,O)
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(ii) Let ǫ denote the morphism of change of topology. The essential images of the
following functors coincide:
π∗ :Modprop(X
♯
TOP ♯
,O)→Mod(X♯top,O)
ǫ∗ :Modprop(X
♯
zar,O)→ Mod(X
♯
top,O)
We define Modprop(X
♯
top,O) as the essential image in question.
(iii) Consider the following pairs of adjoint functors
(π∗, π∗) : Mod(X
♯
TOP ♯
,O)→Mod(X♯top,O)
(ǫ∗, ǫ∗) :Mod(X
♯
top,O)→ Mod(X
♯
zar,O)
Each one of these four functors preserves prop. The induced adjunctions on
Modprop are equivalences.
(iv) The contravariant pseudo-functorsModprop((−)TOP ♯,O) andModprop((−)top,O) :
Sch♯ → Cat are stacks for fl (ie. satisfy fl descent).
(v) A moduleM of (X♯
TOP ♯
,O) or (X♯top,O) satisfies prop if and only if its restrictions
to the elements of a surjective family of top morphisms do.
Proof. Recall the following fact from sheaf theory. Let C denote a full subcategory of
Sch♯/X♯, such that U ♯ ∈ C and V ♯/U ♯ ∈ top(U ♯) imply V ♯ ∈ C. Consider on the one hand
the ringed site ((C, zar),O) (resp. ((C, top),O)) obtained by endowing C with the zar
(resp. top) topology and the structural ring. Consider on the other hand Mod((−)zar,O)
as a bifibered category over Cop. Sending a module F on ((C, zar),O) to the collection
ξ of its restrictions ξ(U ♯) := F|zar(U♯) together with the natural base change morphisms
ξ(f) : f ∗F|zar(U♯) → F|zar(U ′♯) for f : U
′♯ → U ♯ realizes an equivalence of categories
between the modules over ((C, zar),O) and a full subcategory, say Fzar, of the category
of sections of the cofibered category Mod((−)zar,O)/C
op. Explicitly a section ξ of the
latter cofibered category is in Fzar if and only if ξ(f) : f
∗ξ(U ♯)→ ξ(U ′♯) is invertible for
every open immersion f . Under this equivalence the category of sheaves of modules over
((C, top),O) corresponds to a full category, say Fzar,top, of Fzar. Explicitly, a section ξ in
Fzar is in fact in Fzar,top if and only if it satisfies the following property (top descent): if
(fi : U
♯
i → U
♯) is a top surjective family then
ξ(U ♯) ≃ Ker(
∏
i
fi,∗ξ(U
♯
i )⇒
∏
j,k
(fj ×U♯ fk)∗ξ(U
♯
j ×U♯ U
♯
k))
Apply this to the case where C is either Sch♯/X♯ or the category underlying top(X♯).
Starting from a module M of (X♯zar,O) the pullback of M to ((C, zar),O) corresponds to
the collection ξ of pullbacks ξ(U ♯) = f ∗M , f : U ♯ → X♯ endowed with the obvious base
change (iso)morphisms. If M is quasi-coherent then it follows from descent theory that
ξ automatically satisfies the property of top descent. In other terms, the pullback of M
to ((C, zar),O) is already a sheaf for top, and thus coincides with the pullback of M to
((C, top),O). All statements are straightforward from this remark.

Remark 3.24. (i) The last part of the proof is related to [SGA4-II] VII, Rem. 2.1,
c. The statement in loc. cit. (where no log structure appear) would imply in par-
ticular that the collection ξ of pullbacks of M satisfies top descent whenever top is
coarser than fl, for any module M of (X♯zar,O). This is incorrect without the as-
sumption that M is quasi-coherent. The reader can already find counterexamples
when top = et and C = et(X♯).
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(ii) In the same spirit, let us emphasize that in the previous lemma, (v) is not a formal
consequence of (iv) but also relies on the (trivial) fact that Modprop((−)TOP ♯,O)
and Modprop((−)top,O) are stacks for top.
Remark 3.25. (i) The category Modqcoh(X
♯
top,O) is Abelian and the inclusion func-
tor intoMod(X♯top,O) is exact. In the case top = zar, this follows from Cor. 1.3.9
and Thm. 1.4.1 of [EGA1] Chap. 1. In the general case, this follows from the
flatness of the morphism ǫ : (X♯top,O) → (X
♯
zar,O) (which, in turn, results from
the interpretation of ǫ∗ in terms of collections of small Zariski sheaves as in the
above proof).
(ii) Consider a subsheaf F of a module M in (X♯top,O). We may form the submodule
< F > of M generated by F (ie. the image in M of the free module with basis
F ). It is not always the case that < F > is quasi-coherent even if M is. This is
the case however if M is quasi-coherent and F is a locally constant sheaf, as seen
using Lem.-Def. 3.23 (v).
(iii) Consider a family of sections (fi)i∈I ⊂ Γ(X,O). By (ii), the fi’s generate a
quasi-coherent ideal of O and thus a closed subscheme of X that we will denote
VX((fi)i∈I) ([EGA1], Chap. 1, Def. 4.1.3).
Lemma 3.26. Consider a quasi-coherent module M on (X♯
TOP ♯
,O) (resp. (X♯top,O)).
(i) Consider top′ between zar and top and let ǫ denote the morphismX♯
TOP ♯
→ X♯
TOP ′♯
(resp. X♯top → X
♯
top′). Then M is acyclic for ǫ∗.
(ii) Let f : X♯ → X ′♯ denote a morphism in Sch♯ whose underlying morphism of
schemes is affine. Then M is acyclic for f∗. The module f∗M is moreover quasi-
coherent.
Proof. We only explain the case of small sites since the case of ♯-big sites is similar
(or alternatively follows formally). Let C(X♯, top) denote the full subcategory of top(X♯)
formed by the U ♯/X♯’s with U affine. Endow C(X♯, top) with the pretopology of surjective
families of top morphisms. The associated topos is thus equivalent to X♯top (see [Ar] Lem.
3.1.3). It follows from faithfully flat descent theory that the Cech cohomology of a quasi-
coherent module for an arbitrary covering in C(X♯, top) is trivial in degree ≥ 1. In
other terms, quasi-coherent modules are C(X♯, top)-acyclic. Statement (i) (resp. the first
statement of (ii)) thus follows from the fact that ǫ (resp. f) arises from a premorphism
C(X♯, top) → C(X♯, top′) (resp. C(X♯, top) → C(X ′♯, top′)). The second statement of (ii)
follows from Prop. 1.2.6 and Cor. 1.5.2 of [EGA2], together with the characterization
explained in the proof of Lem.-Def. 3.23 for quasi-coherent modules as cocartesian sections
of the cofibered category of quasi-coherent modules on the small Zariski site of a variable
base.

3.4.3. We discuss briefly a first candidate for the notions of quasi-coherence on a p-adic
log scheme X♯. Logarithmic structures are left aside from the discussion since X♯top ≃ Xtop
and X♯.,top ≃ X.,top. We restrict furthermore to the e´tale topology which has the advantage
that the morphisms ιk,k+1 : Xk,et → Xk+1,et and ιk : Xk,et → Xet are equivalences.
Definition 3.27. Consider X in Schp.
(i) We say that a module M. of (X.,et,O) is quasi-coherent if each Mk is quasi-
coherent in the sense of Lem.-Def. 3.23, (ii).
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(ii) Let M denote a module on (Xet,O). We say that M is quasi-coherent if l
∗M is
quasi-coherent in the sense of (i) and M → l∗l
∗M is an isomorphism.
Remark 3.28. By definition, a p-adic scheme admits a covering by open sub p-adic
schemes which are affine. Since quasi-coherent modules are acyclic on affine schemes, the
Mittag-Leffler criterion of [BO] Lem. 7.20 ensures the following:
(i) The natural morphism ι−1k O/p
k → Ok is invertible.
(ii) More generally if M. is a normalized quasi-coherent module of (X.,et,O) then
Mk ≃ ι
∗
kl∗M. ≃ ι
−1
k l∗M./p
k.
(iii) The functor l∗ is in particular fully faithful on the category of normalized quasi-
coherent modules. Whence a tautological equivalence
Modnorm,qcoh(X.,et,O) ∼
(l∗,l∗) // Modqcoh(Xet,O)
We say that X is flat over Σ∞ if each Xk is flat over Σk. We say that X → Y is a
closed immersion if each Xk → Yk is a closed immersion.
Lemma 3.29. Consider X in Schp.
(i) The structural ring O of Xet is Zp-flat if and only if X is flat over Σ∞.
(ii) Assume that X is flat over Σ∞ and consider a closed immersion Y → X. Then Y
is flat over Σ∞ if and only if the corresponding quasi-coherent ideal I. of (X.,et,O)
is normalized.
Proof. (i) follows from [MW] Lem. 2.1 and (ii) is straightforward.

3.4.4. A drawback of the category of quasi-coherent modules in (Xet,O) as defined in Def.
3.27 is that it fails to be Abelian. This may justify the following alternative definition.
Definition 3.30. Consider a flat p-adic scheme X over Σ∞.
(i) Consider M. in D
+(X.,et,O). We say that M. is quasi-coherent if its cohomology
modules are quasi-coherent in the sense of Def. 3.27 (i).
(ii) ConsiderM in D+(Xet,O). We say that M is L-quasi-coherent if Ll
∗M is quasi-
coherent in the sense of (i) and M → Rl∗Ll
∗M is an isomorphism.
Remark 3.31. In virtue of Rem. 3.28 (i), the morphism l : (X.,et,O)→ (Xet,O) satisfies
the assumptions of Lem. 3.17. Whence a tautological equivalence
D+Lnorm,qcoh(X.,et,O) ∼
(Ll∗,Rl∗) // D+Lqcoh(Xet,O)
where the subscripts on the left (resp. the subscript on the right) derived category refer to
Def. 3.15 (ii) and Def. 3.30 (i) (resp. Def. 3.30 (ii)).
A drawback of the category D+Lqcoh(Xet,O) is that it is not stable by truncation. This
issue might probably be resolved as in [Ek]. We do not pursue this however since in
practice the result of Lem. 3.16 will be enough for our purpose.
3.4.5. The notions of quasi-coherence (Def. 3.27) and L-quasi-coherence (Def. 3.30) do
not seem to be simply related. We will content ourselves with the following lemma.
Lemma 3.32. Assume that X is flat over Σ∞. Consider a module M of (Xet,O) which
is such that each ι∗kM is quasi-coherent.
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(i) Assume that M is Zp-flat. Then M is quasi-coherent if and only it is L-quasi-
coherent.
(ii) If M is killed by pk for some k ≥ 0 then it is quasi-coherent and L-quasi-coherent.
Proof. Let us denote M. = l
∗M .
(i) Since M is Zp-flat, the module M. is both normalized and L-normalized. Thus it
suffices to observe that l∗M. ≃ Rl∗M. by Mittag-Leffler ([BO] Lem. 7.20).
(ii) We have to prove that the morphismsM → l∗l
∗M andM → Rl∗Ll
∗M are invertible.
This is clear for the first one. To deduce it for the second one, it suffices to check that
l∗M. ≃ Rl∗M and Rl∗τ≤−1Ll
∗M = 0. The first condition follows from the fact that M.
is constant from rank k (ie. ιk,k′,∗Mk ≃Mk′ for k
′ ≥ k). The second condition follows by
[Ek] Lem. 1.1, thanks to the fact that τ≤−1Ll
∗M = N.[1] where N. is essentially zero (ie.
ι∗k′,k′′Nk′′ → Nk′ is zero for k
′′ >> k′) as seen using the natural Zp-flat resolution of Z/p..

3.5. Limits and quasi-coherence on crystalline sites.
3.5.1. Consider X♯ in Sch♯/Σ1. Letting k vary in Def. 2.28 defines a variable topos on
N: k 7→ (X♯/Σk)CRY S♯,top, (k
′ ≥ k) 7→ ιk,k′ : (X
♯/Σk)CRY S♯,top → (X
♯/Σk′)CRY S♯,top. The
same is true for big and small crystalline top topoi.
Definition 3.33. The topos (X♯/Σ.)CRY S♯,top is the total topos associated to the above
variable topos. Explicitly an object is thus a collection (Fk), Fk ∈ (X
♯/Σ.)CRY S♯,top,
together with transition morphisms Fk+1 → ιk,k+1,∗Fk. The topoi (X
♯/Σ.)CRY S,top and
(X♯/Σ.)crys,top are defined similarly.
The functoriality properties of this topos with respect to X♯ and top are similar to the
case where k is fixed. We have moreover a pseudo-commutative diagram of topoi
(X♯/Σk)CRY S♯,top ιk,.
//
ON ML
ιk

(X♯/Σ.)CRY S♯,top l
// (X♯/Σ∞)CRY S♯,top(75)
The formulae describing (74) describe (75) as well. When X♯ varies, (75) is a diagram
of morphisms between variable topoi on Sch♯. In the case of big and small topoi it has
a weak analogue. These diagrams are pseudo-compatible with the weak morphisms of
projection between ♯-big, big and small topoi and with the weak morphisms of changing
the topology.
The morphisms i, u of (46) naturally induce morphisms
X♯,N
TOP ♯ i
// (X♯/Σ.)CRY S♯,top
u
xx ▲
❘❨
❴❡
❧
(76)
and similarly for big and small topoi. The functoriality properties of these morphisms are
similar to the case where k is fixed.
Assume now given T ♯ in Sch♯p as well as an exact divided power immersion (U
♯, T ♯, ι, γ).
In (X♯/Σk)CRY S♯,top we have natural isomorphisms (U
♯, T ♯k) → ι
−1
k,k+1(U
♯, T ♯k+1). Let us
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simply denote T ♯. the object (X
♯/Σ.)CRY S♯,top obtained by inverting these isomorphisms.
Then (47) naturally induces a morphism fT ♯. and a weak morphism λT ♯. as follows:
(X♯/Σ.)CRY S♯,top (X
♯/Σ.)CRY S♯,top/T
♯
.
f
T♯.oo
λ
T♯. // T ♯.,top(77)
Generalizing Def. 2.31, we define the restriction F.,|T ♯. := f
−1
T ♯.
F. of F. to T
♯
. and the realiza-
tion F.,T ♯. := λT ♯. ,∗F|T ♯. of F. on T
♯
. . Similar observations and notations hold with CRY S
or crys instead of CRY S♯.
3.5.2. We discuss limits in crystalline topoi. The relevant morphism of ringed topoi is
l : ((X♯/Σ.)CRY S♯,top,O)→ ((X
♯/Σ∞)CRY S♯,top,O)
where both O’s denote the structural ring, ie. O := l−1O. The following lemma shows
that the situation is much simpler here than in Sect. 3.4.3 and Sect. 3.4.5.
Lemma + definition 3.34. Consider X♯ in Sch♯.
(i) Let us say that M. inMod((X
♯/Σ.)CRY S♯,top,O) is normalized if ι
−1
k,k+1Mk+1 ≃Mk
for all k ≥ 1. The morphism l induces an equivalence of categories
Modnorm((X
♯/Σ.)CRY S♯,top,O) ∼
(l−1,l∗) // Mod((X♯/Σ∞)CRY S♯,top,O)
(ii) If M. is a normalized module of ((X
♯/Σ.)CRY S♯,top,O) then it is acyclic for l∗.
(iii) Statements (i) and (ii) hold verbatim if CRY S♯ is replaced by CRY S or crys.
Proof. (i) For M. in Mod((X
♯/Σ.)CRY S♯,top,O) and (U
♯, T ♯) in CRY S♯(X♯/Σ∞) we
have
l∗M.(U
♯, T ♯) ≃ lim
←−k
Mk(U
♯, T ♯k)
Consider a module M of ((X♯/Σ∞)CRY S♯,top,O). The evaluation of the adjunction mor-
phism M → l∗l
−1M at (U ♯, T ♯) thus reads M(U ♯, T ♯)→ limprojkM(U
♯, T ♯k). It is clearly
an isomorphism since p is locally (and hence may be assumed) nilpotent on T ♯. Con-
sider now a module M. of ((X
♯/Σ.)CRY S♯,top,O). Consider a fixed integer k0. The k0-th
component (ie. the image by ι−1k0,.) of the adjunction morphism l
−1l∗M. → M. evaluated
at some (U ♯, T ♯) in CRY S♯(X♯/Σk0) reads limprojkMk(U
♯, T ♯k) → Mk0(U
♯, T ♯). If M. is
normalized then it is invertible as well since the projective system on the left stabilizes
for k ≥ k0.
(ii) We have to show that (Rql∗M.)T ♯ = 0 for every q ≥ 1 and T
♯ = (U ♯, T ♯) in
CRY Stop(X
♯/Σ∞). Localizing if necessary, we can assume that p is nilpotent on T , say
pk0 = 0. First we notice that (−)T ♯ ◦Rl∗ coincides with the derived functor of (−)T ♯ ◦ l∗.
Now (−)T ♯ ◦ l∗ ≃ l∗ ◦ (−)T ♯. where (−)T ♯. = λT ♯. ,∗f
−1
T.
as in (77). Next we claim that
R(l∗ ◦ (−)T ♯. ) ≃ Rl∗ ◦R(−)T ♯. . This claim simply results from Lem. 2.22 (ii) applied to the
following prevariable pretopologies on Nop ∪ {∞}: P : k 7→ CRY S♯top(X
♯/Σk), P
′ : k 7→
top(T ♯k), the premorphism of pretopologies g : P → P
′ given by T ′♯/T ♯k 7→ (U
♯×T ♯k
T ′♯, T ′♯)
(note that gNop,∗ = (−)T ♯. ) and the morphism of diagrams f : N
op → {∞} (note that
f∗ = l∗). Now (−)T ♯. is exact (Lem. 2.37(ii)) and we are thus finally reduced to check that
Rql∗MT ♯. vanishes for q ≥ 1. We conclude by observing that the transition morphisms
MT ♯k+1
→ ιk,k+1,∗MT ♯k
are invertible for k ≥ k0. (iii) The proofs of (i) and (ii) work as well for CRY S or crys.
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Remark 3.35. The statements of Lem.-Def. 3.34 would hold verbatim for modules over
an arbitrary ring.
Remark 3.36. (i) The functors l∗ and ι
−1
k clearly preserve the crystal condition of
Lem. 2.40. The equivalence of Lem.-Def. 3.34 (i) thus induces an equivalence
(with obvious notations)
Crysnorm((X
♯/Σ.)CRY S♯,top,O) ∼
(l−1,l∗) // Crys((X♯/Σ∞)CRY S♯,top,O)
(ii) Let prop be as in Lem.-Def. 3.23. We say that a module M has prop realizations
if each MT ♯ is prop. This condition is clearly preserved by l∗ and l
−1. Whence
(with obvious notations):
Modnorm,prop((X
♯/Σ.)CRY S♯,top,O) ∼
(l−1,l∗) // Modprop((X
♯/Σ∞)CRY S♯,top,O)
(iii) The above statements (i) and (ii) hold as well if CRY S♯ is replaced by CRY S or
crys.
(iv) Let Σ = Σ. or Σk, k ≤ ∞ and let π denote the weak morphism of projection from
the ♯-big crystalline topos to the small crystalline topos. The adjunction (π∗, π∗)
for O-modules induces an equivalence
Crys((X♯/Σ)CRY S♯,top,O) ∼
(π∗,π∗) // Crys((X♯/Σ)crys,top,O)
This equivalence clearly preserves the property of prop realizations (we will some-
times use the terminology prop crystal instead of crystal with prop realizations).
In the case Σ = Σ., the property norm is preserved as well. A similar statement
holds with CRY S♯ or crys replaced by CRY S.
Lemma 3.37. Let Σ denote either Σ. or Σk, k ≤ ∞ and consider the usual
ǫ : ((X♯/Σ)CRY S♯,top′ ,O)→ ((X
♯/Σ)CRY S♯,top,O)
for some top′  top.
(i) The adjunction (ǫ∗, ǫ∗) for O-modules induces an equivalence
Crysqcoh((X
♯/Σ)CRY S♯,top′,O) ∼
(ǫ∗,ǫ∗) // Crysqcoh((X
♯/Σ)CRY S♯,top,O)
(ii) Modules with quasi-coherent realizations are acyclic for ǫ∗.
(iii) Statements (i) and (ii) hold verbatim if CRY S♯ is replaced by CRY S or crys.
Proof. (i) We may assume that Σ = Σk. Recall that ǫ∗ is fully faithful. We need to
check the following: a. (resp. b.) the functor ǫ∗ (resp. ǫ
∗) preserves the condition of being
a crystal with quasi-coherent realizations and c. ifM is a such a crystal thenM ≃ ǫ∗ǫ
∗M .
By abstract nonsense, it is in fact sufficient to prove a. for arbitrary top and top′ and b.,
c. for top = zar.
Let us prove a. Consider M in Crysqcoh((X
♯/Σ)CRY S♯,top′) and let us check that ǫ∗M
is a crystal with quasi-coherent realizations. Since ǫ∗ pseudo-commutes to the realization
functors, we only have to check the crystal condition, ie. that for all h : T ♯1 → T
♯
2 ,
h∗(ǫ∗M)T ♯1
→ (ǫ∗M)T ♯2
is invertible. Since both the source and the target are quasi-
coherent, this is equivalent to ǫ∗h∗(ǫ∗M)T ♯1
→ ǫ∗(ǫ∗M)T ♯2
being invertible. Now the latter
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morphism identifies with h∗MT ♯1
→ MT ♯2
(recall that by quasi-coherence ǫ∗ǫ∗MT ♯i
≃ MT ♯i
).
It is thus invertible indeed by the crystal condition for M .
Let us prove c. in the case top = zar. Consider M in Crysqcoh((X
♯/Σ)CRY S♯,zar). The
corresponding section ξ of Mod((−)top′ ,O) over CRY S
♯
zar(X
♯/Σ) satisfies that ξ(f) is
invertible for any top cartesian f (and in fact for any f). Now it follows easily from this
and [SGA1] VIII, Thm. 1.1, that the variant of the descent condition of Lem. 2.37 (iv)
as suggested in Rem. 2.38 (iv) automatically holds, ie. that M is in fact a sheaf for top′.
In other terms, M → ǫ∗ǫ
∗M is invertible.
Let us now prove b. in the case top = zar. Consider M in Crysqcoh((X
♯/Σ)CRY S♯,zar)
and let us check that h∗(ǫ∗M)T ♯1
→ (ǫ∗M)T ♯2
is invertible. This will result from the crystal
condition for M if we show that ǫ∗(MT ♯i
)→ (ǫ∗M)T ♯i
is invertible. Let us interpret the
latter morphism in the category Fzar,top′ defined during the proof of Lem.-Def. 3.23 for C =
top′(T ♯i ). By c. above, the source of the latter morphism identifies with (f : T
′♯ → T ♯i ) 7→
MT ′♯ whereas the target identifies with (f : T
′♯ → T ♯i ) 7→ f
∗MT ♯i
by quasi-coherence of
MT ♯i
. We may thus conclude by the crystal condition for M .
The cases CRY S and crys follow formally from the case CRY S♯ by Rem. 3.36 (iv).
(ii) Thanks to Lem. 2.22 (i), it suffices to treat the case Σ = Σk here as well. Now
since (−)T ♯ and ǫ∗ are induced by commuting continuous functors we have the following
isomorphisms:
(Rǫ∗M)T ♯ ≃ R((−)T ♯ ◦ ǫ∗)M(78)
≃ R(ǫ∗ ◦ (−)T ♯)M(79)
≃ Rǫ∗ ◦MT ♯(80)
We conclude by Lem. 3.26 (i). The case CRY S or crys is similar (or alternatively follows
from the case CRY S♯).

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4. Preliminaries part III: crystals and local finite p-bases
4.1. Local p-bases and local embeddings.
4.1.1. We recall the notion of p-bases for morphisms of schemes introduced by Kato in
[Ka3] as well as a simplified notion of p-bases for morphisms of (p-adic) log schemes.
Definition 4.1. (i) A morphism f : X → Y between schemes of characteristic p is
relatively perfect if the relative Frobenius morphism
F (X/Y ) : X → X(p/Y )
is invertible.
(ii) A morphism f : X → Y between p-adic schemes is relatively perfect if each
fk : Xk → Yk is formally e´tale and if f1 : X1 → Y1 is relatively perfect in the
sense of (i).
(iii) A finite p-basis (of cardinal d) for a morphism f : X → Y of p-adic schemes is
a d-tuple s ∈ Γ(X,OX)
d such that the induced morphism
(s, f) : Xk → A
d
Σk
× Yk
to the affine space (of dimension d) over Y is relatively perfect for each k.
(iv) A finite p-basis (of cardinal (d, e)) for a morphism of p-adic log schemes f : X♯ →
Y ♯ is a couple (s, t) where s ∈ Γ(X,OX)
d, t ∈ Γ(X,MX)
e such that the induced
morphism
(s, t, f) : X♯k → A
d
Σk
× (AeΣk ,N
e)× Y ♯k
to the affine space of dimension d+ e over Yk, with log structure induced by MYk
and the canonical one on AeΣk , is strict and relatively perfect for each k.
(v) A morphism of p-adic log schemes f : X♯ → Y ♯ has local finite p-bases if there
exist strict e´tale coverings (Y ♯i → Y
♯), (X♯ij → X
♯ ×X♯ Y
♯
i ) such that each X
♯
ij has
finite p-bases over Y ♯i .
Remark 4.2. In [Ts2] Def. 1.4, the author defines a p-basis for a morphism f : X♯ → Y ♯
of fine Σk-log schemes as a set of elements (bλ)λ in Γ(X,OX) together with a chart ch for
f having certain properties. If (s, t) is a finite p-basis in the sense of Def. 4.1 (iv), then
t can be viewed as a chart ch for the morphism f and the couple ((si)i, ch) is a p-basis in
the sense of loc. cit. Our definition is more restrictive however since we only consider
log structures of the type Ne. The reader may consult [CV] for less restrictive notions of
local finite p-bases.
Let us gather some known properties which will be used freely in the text. We begin
with facts about relative perfectness.
Lemma 4.3. (i) If a morphism of p-adic schemes is e´tale (ie. if its reductions
mod pk are e´tale) then it is relatively perfect.
(ii) Relative perfectness as defined in Def. 4.1 (i), (ii) is a Zariski local notion on the
source. It is moreover stable by base change and composition.
(iii) Consider a relatively perfect morphism X → Y over Σ1. If Spec(A) is an affine
open subscheme of X, I is a finitely generated ideal in A and Aˆ is the I-adic
completion of A, then Spec(Aˆ) is relatively perfect over Y .
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(iv) Consider a commutative square in Schp:
U //
i

X
f

T
h
>>⑦
⑦
⑦
⑦
// Y
If f is relatively perfect and if i is a nilimmersion of order n (ie. if each Uk →
Tk is a closed immersion defined by an ideal whose sections on every open are
nilpotent of order n) then there exists a unique arrow h making the full diagram
commutative.
(v) Let X in Schp. The category of relatively perfect p-adic schemes over X and X1
are naturally equivalent. If Y/X is relatively perfect then Yk/Xk is flat if and only
if Y1/X1 is flat.
(vi) Consider a relatively perfect morphism f : X → Y over Σ1. If Y is regular then
f is flat. If Y is regular and X is locally Noetherian then X is regular.
Proof. Statement (i) is proven in [Ka1] Lem. 1.3 and (ii) is elementary. Statement
(iii) is a particular case of [dJ1] Lem. 1.1.3. Let us briefly indicate the proof of (iv).
By formal e´taleness of Xk/Yk, we are easily reduced to the case where Y = Y1. But
then, the result follows from the fact that for pr ≥ n, U (p
r/T ) ≃ T while X ≃ X(p
r/Y ).
In (v) both statements follow from [Ka] Lem. 1 together with (iv). The first statement
of (vi) is a particular case of [Ka4] Prop. 1.5 (whose proof refers to [Ka1] Prop. 5.2).
The second statement is a consequence of formal smoothness over Σ1 ([EGA4-I] Chap. 0,
Thm. 22.5.8).

Now, some facts about finite p-bases.
Lemma 4.4. (i) Consider a log scheme of the form X♯ = (X,Z) where X is smooth
over Σ1 and Z is a normal crossing divisor ([Ka2] (1.5) (1), (2.5)). Then both
X and X♯ have local finite p-bases over Σ1.
(ii) Morphisms of p-adic log schemes having finite p-bases or local finite p-bases are
stable by composition and base change.
(iii) Consider a commutative square in Sch♯p
U ♯ //
i

X♯
f

T ♯
h
>>⑤
⑤
⑤
⑤
// Y ♯
If f has local finite p-bases and if i is an exact nilimmersion of order n (ie. its
reductions are exact nilimmersions of order n) then after replacing T ♯ by a strict
e´tale covering one can find h rendering the diagram commutative.
(iv) Consider a p-adic log scheme Y ♯ and a morphism X♯ → Y ♯1 with p-basis (s, t). Up
to canonical isomorphism, there exists a unique triple (X˜♯, f˜ : X˜♯ → Y ♯, (s˜, t˜))
where f˜ : X˜♯ → Y ♯ is a lifting of f and (s˜, t˜) is a p-basis for f˜ lifting (s, t).
(v) If (s, t) is a p-basis for a morphism of p-adic log schemes f : X♯ → Y ♯ then the
module of logarithmic differentials is free:
ΩX♯/Y ♯ := l∗ΩX♯. /Y ♯. =
(
⊕di=1Odsi
)
⊕ (⊕ei=1Od log ti)(81)
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(vi) Consider a p-adic log scheme X♯ and (s, t) ∈ Γ(X,OX)
d × Γ(X,MX)
e such that
(s1, t1) is a p-basis for X
♯
1/Σ1. Then (s, t) is a p-basis for X
♯/Σk (resp. X
♯/Σ∞)
if and only if X is flat over Σk (resp. Σ∞). When this is the case, the morphism
Xk → A
d+e
Σk
induced by (s, t) is flat (resp. for any k ≥ 1).
Proof. (i) Up to e´tale localization we may assume that X is Noetherian and that Z
is a strict normal crossing divisor ([dJ2] Sect. 2.4), ie. Z = ∪ei=1Zi (reduced scheme
structure) with each ZJ := ∩i∈JZi smooth over Σ1 and of codimension #J in X for
each J ⊂ {1, . . . , e}. By Zariski localization and induction on e, it suffices to assume
that Z{1,...,e} is non empty and to find p-bases at the neighborhood of each point of
Z{1,...,e} (by convention Z{1,...,e} = X if e = 0). Consider a closed point x of Z{1,...,d} and
choose for each i a generator ti of the ideal of Spec(OX,x) ×X Zi in Spec(OX,x). Since
Spec(OX,x)×XZ{1,...,e} is regular of codimension e in Spec(OX,x), it follows from [Se] Chap.
III Prop. 15 and Chap. IV Prop. 22, that (t1, . . . , te) can be completed into a system
of parameters generating the maximal ideal mX,x of OX,x, say (t1, . . . , te, s1, . . . , sd). The
resulting morphism (s, t) : Spec(OX,x) → A
d+e
Σ1
extends to a morphism U → Ad+eΣ1 which
is e´tale at x ([EGA4-IV] Prop. 17.5.3) for some open neighborhood U of x. Shrinking
U if necessary, we may assume that this morphism is e´tale everywhere ([EGA4-IV] Cor.
17.11.4) and that Z ∩ U = ∪ei=1V (ti). Then (s, t) is a p-basis for U
♯ := U ×X X
♯ and the
proof is finished.
Statement (ii) is immediate from the definition and (iii) and (iv) follow respectively
from Lem. 4.3 (iv) and (v). Statement (v) follows from [EGA4-I] Chap. 0, Cor. 20.7.7
and [Ka2] Prop. 3.12. In (vi), the equivalence follows from [Ka4] Prop. 1.4 (whose proof
relies on [Ka1] Prop. 5.2 and [Ka] Lem. 1) and the last statement follows from Lem. 4.3
(v), (vi). together with the fact that ι1,k,∗(MX1/Gm) ≃MXk/Gm.

Remark 4.5. Consider a perfect field k. Here are some basic examples of a p-adic log
scheme X♯ = X♯. with finite p-bases over Σ∞.
(i) Y. = Spec(W.(k)[S1, . . . , Sd, T1, . . . , Te]) or Spec(W.(k)[[S1, . . . , Sd, T1, . . . , Te]])
and Y ♯. = (Y., (N
e → O, ei 7→ Ti)). A p-basis is given by (s, t) where si = Si
and ti = ei.
(ii) Y. = Spec(W.(k)[S1, . . . , Sd, T1, . . . , Te][(S1 − α1)
−1, . . . , (Sd − αd)
−1]) with αi ∈
W (k)× or Spec(W.(k)) [[S1, . . . , Sd, T1, . . . , Te]]), Y
♯
. = (Y., (N
e → O, ei 7→ Ti)).
A p-basis is given by (∅, t) where ti = Si − αi, i ≤ d and ti = ei−d, i ≥ d+ 1.
(iii) Example (i) can be covered e´tale locally by Example (ii): enlarge k if necessary,
so that its cardinal becomes at least d + 2; choosing α1 = · · · = αd = α for d + 1
values of α whose reduction mod p are distinct and non zero gives the desired
covering. As a result, if Y ♯ is an arbitrary p-adic log scheme with local finite
p-bases, then it has local finite finite p-bases of the form (∅, t).
4.1.2. We define categories of embeddings using the notion of finite p-bases introduced
in Sect. 4.1.1.
Definition 4.6. (i) We define the category Emb♯ and a full subcategory Emb♯,glob ⊂
Emb♯ as follows:
- An object of Emb♯ (resp. Emb♯,glob), called a local (resp. global) embedding,
is a triple (U ♯/X♯, Y ♯, ι) where U ♯ and X♯ are fine separated Σ1-log schemes, Y
♯
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is a p-adic log scheme with local finite p-bases over Σ∞, U
♯/X♯ is strict e´tale
surjective (resp. U ♯ = X♯) and ι : U ♯ → Y ♯ is a closed immersion (ie. for all k,
U ♯ → Y ♯k is a closed immersion in the sense of log schemes).
- A morphism f : (U ♯/X♯, Y ♯, ι) → (U ′♯/X ′♯, Y ′♯, ι′) consists of a triple of
compatible morphisms (fX , fU , fY ).
(ii) The category Emb♯ (resp. Emb♯,glob) is viewed as a Sch♯/Σ1-category via the
forgetful functor (U ♯/X♯, Y ♯, ι) → X♯. The fiber above X♯ is denoted Emb♯(X♯)
(resp. Emb♯,glob(X♯)) and its objects are called local (resp. global) embeddings
forX♯. We say that X♯ is locally (resp. globally) embeddable if Emb♯(X♯) (resp.
Emb♯,glob(X♯)) is non empty.
(iii) A morphism f = (fX , fU , fY ) in Emb
♯ (resp. Emb♯,glob) is said to be above fX ,
or to extend fX locally (resp. globally). We say that f lifts fX locally (resp.
globally) if the commutative square
U ♯
fU

ι // Y ♯
fY

U ′♯
ι′ // Y ′♯
is moreover cartesian.
We often use simplified notations, such as (U ♯, Y ♯) or even Y ♯ to designate an object
of Emb♯ or Emb♯,glob. In practice it will also be useful to consider the following smaller
categories.
Definition 4.7. (i) Let Sch♯,slfpb/Σ1 (resp. Sch
slfpb/Σ1) denote the category of sep-
arated log schemes with local finite p-bases over Σ1 (resp. and whose log structure
is trivial).
(ii) Let Emb♯,glob,lfpb and Emb♯,lfpb denote the respective full subcategories of Emb♯,glob
and Emb♯ defined by the condition that X♯ (hence U ♯) has local finite p-bases over
Σ1.
(iii) Let Embglob, Embglob,lfpb, Emb and Emblfpb denote the respective full subcate-
gories of Emb♯,glob, Emb♯,glob,lfpb, Emb♯ and Emb♯,lfpb defined by the condition
that X♯ (hence U ♯) and Y ♯ have trivial log structures.
Remark 4.8. If X = X♯ then X is locally (resp. globally) embeddable if and only if
Emb(X) (resp. Embglob(X)) is non empty (just forget log structures on Y ♯).
Lemma 4.9. Let X♯ be a separated fine log scheme over Σ1.
(i) The categories Emb♯,glob(X♯) and Emb♯(X♯) have finite non empty products.
(ii) Consider a morphism fX : X
′♯ → X♯ and assume that Emb♯(X ′♯) is non empty.
For any Y ♯ ∈ Emb♯(X♯), there exists Y ′♯ ∈ Emb♯(X ′♯) and f : Y ′♯ → Y ♯ in Emb♯
above fX .
(iii) If X♯/Σ1 has finite p-bases, then the category Emb
♯,glob(X♯) contains liftings (ie.
objects satisfying X♯ ≃ Y ♯1 ). Closed sub log schemes of X
♯ are in particular
globally embeddable.
(iv) The category Emb♯(X♯) is non empty in the following cases:
1) X♯/Σ1 has local finite p-bases.
2) X/Σ1 is of finite type.
3) X = Spec(A) where A is the completion of a Fp-algebra of finite type.
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In the latter two cases, the category Emb♯(X♯) contains objects (U ♯/X♯, Y ♯)
with U affine and Y ♯ = (Spf(Zp{Ne}),Ne) for some e ≥ 0.
(v) If X♯ has local finite p-bases and Y ♯ ∈ Emb♯(X♯) then its logarithmic divided
power envelope T ♯ := D(X♯, Y ♯) is flat over Σ∞.
(vi) Statements (i) - (v) hold without ♯’s.
Proof. (i) The product (U ♯/X♯, Y ♯, ι)× (U ′♯/X♯, Y ′♯, ι′) is represented by
(U ♯ ×X♯ U
′♯/X♯, Y ♯ × Y ′♯, ι′′ : U ♯ ×X♯ U
′♯ → Y ♯ × Y ′♯)
where ι′′ is the natural morphism deduced from ι × ι′. It is indeed a closed immersion
thanks to X♯ being separated ([EGA1] Chap. 1, Prop. 5.4.2).
(ii) Let us begin by choosing an arbitrary (U ′♯, Y ′♯, ι′) in Emb♯(X ′♯). Observe that
U ′♯ ×X♯ U
♯ ≃ U ′♯ ×X′♯ (X
′♯ ×X♯ U
♯) is a strict e´tale surjective X ′♯-scheme via the first
projection and that the morphism ι′′ : U ′♯ ×X♯ U
♯ → Y ′♯ × Y ♯ is a closed immersion.
Projecting on second factors, we get the desired morphism above fX :
f : (U ′♯ ×S♯ U
♯, Y ′♯ × Y ♯, ι′′)→ (U ♯, Y ♯, ι)
(iii) The first statement follows from Lem. 4.4 (iv) and the second statement follows
from the first one.
(iv) Case 1 follows from (iii). Case 2: Note that if a local embedding of the claimed
type exists for each X♯i in a finite family, then it also exists for the disjoint union of
the X♯i ’s. Replacing X
♯ with a strict e´tale covering if necessary, we may thus assume
given a fine chart P → MX . Choosing a surjection Ne → P and a closed immersion
X → Spec(Fp[Nd]) gives a closed immersion ι : X♯ → Spec(Fp[Nd+e],Ne). Replacing X♯
with an open covering and composing ι with an appropriate translation, we may assume
that this closed immersion factors through Spec(Fp[Nd+e],Nd+e) and the result follows.
Case 3 is deduced from Case 2 by completion (Lem. 4.3 (iii)).
(v) Since the question is strict-e´tale local on T ♯ and since et(T ♯) and et(X♯) are naturally
equivalent we may assume that X♯ is separated and has finite p-bases. But then we
can find a lifting X˜♯ in Emb♯,glob(X♯) and it follows from [Ts2] Prop. 1.8 that T ′♯k :=
D(X♯, Yk × X˜
♯
k) is simultaneously an algebra of divided power polynomials above X˜
♯
k and
T ♯k . Since X˜
♯
k is flat over Σk, the result follows by faithfully flat descent along T
′♯
k /T
♯
k .

4.2. Modules with logarithmic connection.
4.2.1. We review the classical relation between crystals and modules with connection
on the small e´tale site. Throughout this section, we let 1 ≤ k < ∞ and we consider a
closed immersion X♯ → Y ♯ and its logarithmic divided power envelope (resp. of order n)
T ♯ = D(X♯, Y ♯) (resp. T ♯n = Dn(X♯, Y ♯)), where X♯ is over Σ1 and Y
♯ has local finite
finite p-bases over Σk. This means in particular that Y
♯ has a strict e´tale covering by
Y ♯λ ’s having p-bases over Σk of the form (∅, t) (see. Def. 4.1 (iv) and Rem. 4.5 (iii);
this condition could be relaxed as in [CV]). For the purpose of local descriptions, we fix
such a strict covering and we use furthermore the following notations: X♯λ/X
♯ denotes
the base change of Y ♯λ/Y
♯ and Tλ := D(X
♯
λ, Y
♯
λ). We also fix a p-basis (∅, t) for each Y
♯
λ
(e and t = (t1, . . . , te) thus depend on λ even though we do not write it in order to keep
notations reasonable).
All tensor products and inner homomorphisms are taken with respect to the ring O
unless mentioned otherwise.
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4.2.2. Let us denote Y ♯(i) the (i+1)-th fold product of Y ♯ with itself over Σk and (X
♯, T ♯(i))
(resp. (X♯, T ♯(i),n)) the object of Crys(X♯/Σk) which is the logarithmic divided power
envelope (resp. of order n) D(X♯, Y ♯(i)) (resp. Dn(X♯, Y ♯(i))) of the diagonal morphism
X♯ → Y ♯(i). Let
P♯(i)T,Y (resp. P
♯(i),n
T,Y )
denote the ring of Yzar which is obtained from the structural ring of T
♯(i) (resp. T ♯(i),n)
by pullback and pushforward along the obvious morphisms
Yzar←T
(0)
zar
∼
→T (i)zar (resp. Yzar←T
(0),n
zar
∼
→T (i),nzar )
Let d0, . . . , di : P
(0)
T,Y → P
♯(i)
T,Y or P
(0),n
T,Y → P
♯(i),n
T,Y denote the ring morphisms corresponding
to the projections. Unless explicitly mentioned, these rings will be viewed as OY -algebras
via d0 and the natural OY -algebra structure of P
♯(0)
T,Y (resp. P
♯(0),n
T,Y ).
Consider now f : Y ′♯ → Y ♯ and denote X ′ := X♯ ×Y ♯ Y
′♯. Consider the logarithmic
divided power envelope (resp. of order n) T ′♯(i) (resp. T ′♯(i),n) of X ′♯ → Y ′♯,i+1 and denote
similarly P
♯(i)
T ′,Y ′ and P
♯(i),n
T ′,Y ′ the corresponding OY ′-algebras of Y
′
zar.
Lemma 4.10. If f is strict e´tale then the natural morphism
f ∗P
♯(i)
T,Y → P
♯(i)
T ′,Y ′ (resp. f
∗P
♯(i),n
T,Y → P
♯(i),n
T ′,Y ′ )
of Mod(Y ′zar,OY ′) is invertible. Here f
∗ denotes the module pullback functor of the mor-
phism f : (Y ′zar,OY ′)→ (Yzar,OY ).
Proof. We have to show that the squares of the following commutative diagram are
cartesian
X ′♯ //

T ′♯(i),n //

T ′♯(i) //

p0 //

Y ′♯

X♯ // T ♯(i),n // T ♯(i) //
p0 // Y ♯
Here the arrows denoted p0 are induced by the first projection Y
♯(i) → Y ♯ and Y ′♯(i) → Y ′♯.
Since logarithmic divided power envelopes and logarithmic divided power envelopes of
order n commute to strict e´tale base change, this, in turn, is equivalent to the natural
morphism T ′♯(i),n → D(X ′♯, Y ′♯ × Y ♯(i−1)) being invertible. It suffices to prove that the
latter morphism is strict e´tale and that it lifts the identity of X ′♯. The result thus follows
from the fact that it admits a natural decomposition as
D(X ′♯, Y ′♯(i))→ D(X ′♯,i+1/X
♯
, Y ′♯(i))→ D(X ′♯, Y ′♯ × Y ♯(i−1))
where the fist arrow is the open immersion induced by the diagonal open immersion
X ′♯ → X ′♯,i+1/X
♯
and the second is the base change of the strict e´tale morphism Y ′♯(i) →
Y ♯ × Y ♯(i−1) (note that X ′♯ ×Y ′♯×Y ♯(i−1) Y
′♯(i) ≃ X ′♯,i+1/X
♯
).

This implies in particular that the quasi-coherent modules P
♯(i)
T ′,Y ′ and P
♯(i),n
T ′,Y ′ for varying
strict e´tale Y ♯-log schemes Y ′♯ satisfy descent and thus come from algebras of (Yet,O) (see
the proof of Lem.-Def. 3.23). The latter will simply be denoted P
♯(i)
T,Y and P
♯(i),n
T,Y as well.
Lemma 4.11. Let ι : (T ♯et,O)→ (Y
♯
et,O) denote the tautological morphism.
(i) There are canonical algebras P
♯(i)
T , P
♯(i),n
T in (T
♯
et,O) such that
ι∗P
♯(i)
T ≃ P
♯(i)
T,Y and ι∗P
♯(i),n
T ≃ P
♯(i),n
T,Y
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(ii) The algebra P
♯(0)
T is O itself. The algebra P
♯(i)
T has the following explicit local
description:
(P
♯(i)
T )|T ♯λ
≃ (P
♯(0)
T )|T ♯λ
< u0,µa − 1 >1≤µ≤i,1≤a≤d
with u0,µa the unique section of P
♯(i)
T over T
♯
λ satisfying u
0,µ
a d0ta = dµta. We use
the following standard notations in the case i = 1: τ ♯a := u
0,1
a − 1 and dlog ta is
its image in P♯(1),1(T ♯λ).
(iii) Let P
♯(i)
Y , P
(i),n
Y denote the algebras of (Yet,O) whose construction is similar to
P
♯(i)
T , P
(i),n
T but where the closed immersion X
♯ → Y ♯ is replaced from the start
by Y ♯1 → Y
♯ (recall that Y1 := Σ1 ×Σk Y and that Y = D(Y1, Y )). Then we have
canonical isomorphisms
ι∗P
♯(i)
Y ≃ P
♯(i)
T and ι
∗P
♯(i),n
Y ≃ P
♯(i),n
T
Proof. (i) It is clear from the construction that P
♯(i)
T,Y and P
♯(i),n
T,Y are supported on the closed
subtopos Xet of Yet. The result follows. The local description (ii) is a straightforward
consequence of the one given in [Ts2] Prop. 1.8. This description shows that the natural
morphisms ι∗P
♯(i)
Y → P
♯(i)
T and ι
∗P
♯(i),n
Y → P
♯(i),n
T are invertible as claimed in (iii).

It follows from (iii) that one has a canonical exact sequence of P
♯(1)
T -modules of T
♯
et.
0 −→ ΩT ♯ −−−→ P
♯(1),1
T
s
−−−→ O −→ 0(82)
where we denote abusively
ΩT ♯ := ι
∗ΩY ♯(83)
and s is the morphism induced by the diagonal immersion. After scalar restriction to O
via d0 (resp. d1) the morphism s has a canonical splitting given by d0 (resp. d1). We will
further denote
d := d1 − d0 : O → ΩT ♯ ⊂ P
♯(1),1
T(84)
the canonical O-derivation (it is not universal in general because ΩT ♯ is not the module
of Ka¨hler differentials, see (83)).
4.2.3. Since for any strict e´tale Y ′♯/Y ♯ as above, the diagonal closed immersion X ′♯ →
T ′♯(1) ×T ′♯ T
′♯(1) is exact (because p0 : T
′♯(1) → T ′♯ is strict) and has divided powers (as
in [Be3] Prop. 2.1.3, use flatness of the projections p0, p1 to extend the divided powers
in two different compatible ways), the morphism Y ′♯2 ×Y ′ Y
′♯2 → Y ′♯2, (a, b, b, c) 7→ (a, c)
induces T ′♯(1) ×T ′♯ T
′♯(1) → T ′♯(1). The resulting morphisms for varying Y ′♯ are compatible
with each other (use that T ′♯(1) ≃ Y ′♯×Y ♯T
♯(1)) and gives rise to morphisms as follows in
Mod(T ♯et,O):
δ : P
♯(1)
T → P
♯(1)
T d1⊗d0P
♯(1)
T
δn,n
′
: P
♯(1),n+n′
T → P
♯(1),n′
T d1⊗d0P
♯(1),n
T .
(85)
These morphisms are compatible with their counterparts for P
♯(1)
Y . Let us write an explicit
local formula. Over T ♯λ we have
δ(τ ♯a + 1) = (τ
♯
a + 1)⊗ (τ
♯
a + 1).
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Definition 4.12. We define D, the O-algebra of dp-differential operators of X♯ inside
Y ♯, as the following module of (T ♯et,O)
D♯ := lim
−→n
D♯n where D♯n := HomO(P
♯(1),n
T ,O)
together with the composition rule ∂∂′ := ∂ ◦ (id⊗ ∂′) ◦ δ.
We refer to [Mo] Sect. 2.3.2 or [BO] Def. 4.4 for the verification that this composition
rule defines indeed an O-algebra structure. Let us only write some local formulae. Recall
that (τ ♯[n])n is a basis of the restriction of P
♯(1)
T to T
♯
λ,et. Let (∂
♯
[n])n denote the dual
basis of the restriction of D♯ to T ♯λ,et. For f ∈ Γ(T
♯
λ,O) and ∂
♯
a := ∂ea ∈ Γ(T
♯
λ,D
♯) (here
ea = (0, . . . , 0, 1, 0, . . . , 0) is the d-tuple with 1 in a
th position) we have:
in Γ(T ♯λ, ι
∗ΩY ♯) : d(f) =
∑
a ∂
♯
a(f)dlog ta,
in Γ(T ♯λ,D
♯) : ∂♯af − ∂
♯
a(f) = f∂
♯
a,
in Γ(T ♯λ,D
♯) : ∂♯a∂
♯
b = ∂
♯
b∂
♯
a and ∂
♯
[n] = Π
d
a=1Π
na−1
i=0 (∂
♯
a − i).
(86)
In other terms, the restriction of D♯ to T ♯λ is a ring of non commutative polynomials with
the ∂♯a’s as commuting variables.
4.2.4. Following closely [BO], we discuss briefly integrable quasi-nilpotent connections
and hyper dp-stratifications.
Lemma 4.13. Let M in Mod(T ♯et,O). The following data (i), (ii), (iii) are equivalent.
(i) A morphism ∇ : M → M ⊗ ΩT ♯ of Abelian groups in T
♯
et satisfying ∇(fx) =
f∇(x) + x⊗ d(f) for any strict e´tale T ′♯/T , f ∈ Γ(T ′♯,O) and x ∈ Γ(T ′♯,M).
(ii) A morphism θ1 :M → M ⊗d0 P
♯(1),1
T in Mod(T
♯
et,O) where the target is endowed
with its right O-module structure (ie. the one coming from the O-algebra structure
of P
♯(1),1
T given by d1) which gives back the identity of M when composed with
M ⊗d0 P
♯(1),1
T → MT .
(iii) A morphism ∇ : D♯(1),1d1⊗M → M in Mod(T
♯
et,O) where the source is endowed
with its left O-module-structure (ie. the one coming from the O-algebra structure
of P
♯(1),1
T given by d0) which gives back the identity of M when composed with
M → D♯(1),1d1⊗M .
Such data is called a (logarithmic) connection on M .
Proof. (i) ⇔ (ii) is by setting θ1(x) = (x ⊗ 1) +∇(x) and (ii) ⇔ (iii) is by adjunction
using that P
♯(1),1
T is locally free of finite type.

Lemma 4.14. Let (M,∇) be a module with connection as in Lem. 4.13. The following
conditions (i), (ii), (iii) are equivalent.
(i) The curvature morphism
K :M →M ⊗ ∧2ΩT ♯
is zero. Here K is the morphism of Abelian groups of T ♯et defined as K(x) =
∇1(∇(x)) where ∇1(x⊗ω) = ∇(x)∧ω+x⊗d1(ω) and d1(y dlog z) = dy∧dlog z.
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(ii) There exists a morphism θ2 rendering the following square of Mod(T
♯
et,O) com-
mutative:
M
θ1 //
θ2

M ⊗d0 P
♯(1),1
θ1⊗1

M ⊗d0 P
♯(1),2
T 1⊗δ1,1
// M ⊗d0 P
♯(1),1
T d1⊗d0P
♯(1),1
T
Here the tensor products modules are viewed as O-modules via d1 on the last
factor.
(iii) There exists a morphism ∇2 rendering the following square of Mod(Tet,O) com-
mutative:
D♯1d1⊗d0D
♯1
d1⊗M
∇2

1⊗∇ // D♯1d1⊗M
∇

D♯2d1⊗M // M
Here the bottom arrow is induced by the composition in D♯ and the tensor product
is viewed as O-modules, via left multiplication on the first factor.
When these conditions are satisfied we say that the connection ∇ is integrable.
Proof. A straightforward computation with our chosen p-basis of Y ♯λ shows that
(θ1 ⊗ 1)(θ1(x)) = x⊗ 1⊗ 1 +
∑
a(∇(∂
♯
a ⊗ x))⊗ δ
1,1(τ ♯a)
+
∑
a(∇(∂
♯
a ⊗ (∇(∂
♯
a − 1)⊗ (x))⊗ δ
1,1(τ
♯[2]
a ) +
∑
a≤b(∇∂
♯
a)(∇∂
♯
b)(x)(δ
1,1(τ ♯aτ
♯
b ))
+K˜(x)
where K˜(x) =
∑
a<b((∇(∂
♯
b ⊗ (∇(∂
♯
a ⊗ x))))− (∇(∂
♯
b ⊗ (∇(∂
♯
a ⊗ x)))))⊗ (τ
♯
b ⊗ τ
♯
a)
and that K˜(x) is sent to K(x) via the canonical morphism
M ⊗d0 P
♯(1),1
d1⊗d0P
♯(1),1 →M ⊗d0 Coker(δ
1,1) ≃M ⊗ ∧2P♯(1),1
This shows that conditions (i) and (ii) are equivalent. Conditions (ii) and (iii) on the
other hand are clearly equivalent by adjunction.

If ∇ is an integrable connection on M , then it follows from the explicit description of
D♯ that there is a unique structure of D♯-module on M extending ∇ (ie. such that
∂x := ∇(∂ ⊗ x) for any ∂ in D♯1 and x in M). By adjunction, one deduces a right
O-linear morphism
θ :M → lim
←−n
(M ⊗d0 P
♯(1),n
T )(87)
lifting θ1 and satisfying the cocycle condition (θ ⊗ 1)(θ(x)) = δ(θ(x)). The explicit local
description of θ is given by the following Taylor formula:
θ(x) = (
∑
|n|≤n
∂♯[n]x⊗ τ
♯[n])n(88)
Lemma 4.15. Consider a module with integrable connection (M,∇). The following con-
ditions (i), (ii) are equivalent.
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(i) For all strict e´tale T ′♯ over T ♯ and x ∈ Γ(T ′♯,M), all but a finite number of the
∂♯[n]x’s vanish in Γ(T
′♯,M).
(ii) The morphism (87) factors through a morphism
θ : M → M ⊗d0 P
♯(1)
T
When these conditions are satisfied, we say that the integrable connection ∇ is quasi-
nilpotent.
Proof. This is straightforward from the formula (88).

Proposition 4.16. Let M in Mod(T ♯et,O). The data of an integrable quasi-nilpotent con-
nection ∇ on M is equivalent to a hyper dp-stratification ie. a P
♯,(1)
T -linear isomorphism
ε : P
♯(1)
T d1⊗M ≃M ⊗d0 P
♯(1)
T
satisfying the cocycle condition
(P
♯(2)
T d0,1⊗P♯(1)T
ε) ◦ (P
♯(2)
T d1,2⊗P♯(1)T
ε) = (P
♯(2)
T d0,2⊗P♯(1)T
ε)
Proof. One deduces ε from θ by scalar extension via d1. Then, condition Lem. 4.14 (ii)
may be translated into the cocycle condition using that P
♯(2)
T ≃ P
♯(1)
T d1⊗d0P
♯(1)
T and that
via this identification, δ : P
♯(1)
T → P
♯(1)
T d1⊗d0P
♯(1)
T translates into d0,2.

4.2.5. We use the following notation.
Definition 4.17. The category ∇-Modpd(X♯, Y ♯), also abusively denoted ∇-Mod(T ♯), is
defined as follows. An object is a module with quasi-nilpotent integrable connection. A
morphism (M,∇)→ (M ′,∇′) is an O-linear morphism which is compatible with the given
connections. If ∗ is either qcoh, lf or lfft then we denote furthermore ∇-Mod∗(T
♯) the
full subcategory formed by the (M,∇) with M satisfying ∗.
Note that, as in the case of the algebra of dp-differential operators, the reference to T ♯
only is abusive since the category depends in fact a priori on the immersion X♯ → Y ♯
rather than T ♯ itself.
We have the following analogue of [BO] Thm. 6.6.
Proposition 4.18. There is a canonical equivalence
Crys∗((X
♯/Σk)crys,et,O) ≃ ∇-Mod∗(T
♯).
Proof. The local lifting property for log schemes with local finite p-bases together with
the universal property of logarithmic divided power envelopes ensure that T covers the
final object of (X♯/Σk)crys,et. As a result, the category of modules of ((X
♯/Σk)crys,et,O)
is equivalent to the category of modules of ((X♯/Σk)crys,et/T
♯,O) endowed with a descent
datum satisfying the cocycle condition. It is thus equivalent to the category of modules
on (Tet,O) endowed with the extra data coming from the descent datum (Lem. 2.40 (i)a
and (ii)). It only remains to notice that a descent datum ε : p∗1M ≃ p
∗
0M on a module
M over (X♯/Σk)crys,et/T
♯ exactly translates into a descent datum ε : p∗1MT ♯ ≃ p
∗
0MT ♯ on
the realization MT ♯ ie. (using the diagonal equivalence Tet → T
(1)
et ) into a P
♯(1)
T -linear
isomorphism ε : P
♯(1)
T d1⊗M ≃M ⊗d0 P
♯(1)
T . We may conclude by Prop. 4.16 in the case
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∗ = ∅. The other cases follow (see Rem. 3.36 (ii), (iv) for the meaning of the category on
the left).

4.2.6. We explain inverse images for modules with connection.
Lemma 4.19. Let X → Y and X ′ → Y ′ be as in Sect. 4.2.1 and assume given a
commutative square
X //
fX

Y
fY

X ′ // Y ′
Let fT : T
♯ → T ′♯ denote the morphism obtained by forming logarithmic divided power
envelopes. Let M ′ in Crys((X ′♯/Σk,crys,et),O) and consider its pullback M := f
∗
XM
′ in
Crys((X♯/Σk)crys,et,O). If M
′ corresponds to (N ′,∇′) in ∇′-Mod(T ′♯), then M corre-
sponds to (N,∇) in ∇-Mod(T ♯), where N ≃ f ∗TN
′ and ∇ has the following alternative
characterizations:
(i) if ∇′ corresponds to ε′ : P
♯(1)
T ′ ⊗N
′ ≃ N ′ ⊗P
♯(1)
T ′ on (T
′♯
et,P
♯(1)
T ′ ) then ∇ corresponds
to the morphism ε : P
♯(1)
T ⊗ N ≃ N ⊗ P
♯(1)
T deduced from ε
′ by pullback via
(Tet,P
♯(1)
T )→ (T
′
et,P
♯(1)
T ′ ).
(ii) if ∇′ corresponds to θ′ : N ′ → N ′ ⊗ P
♯(1)
T ′ on (T
′♯
et,O) (the O-module structure
on the target is via d1) then ∇ corresponds to the morphism θ : N → N ⊗P
♯(1)
deduced from θ′ by pullback via fT : (T
♯
et,O) → (T
′♯
et,O) and the natural “base
change morphism” f ∗T (N
′ ⊗ P
♯(1)
T ′ )→ N ⊗ P
♯(1)
T .
(iii) ∇ is the unique connection on M rendering the following diagram of Abelian
groups of Tet
N
∇ // N ⊗ ΩT ♯
f−1T N
′
OO
f−1T ∇
′
// f−1T (N
′ ⊗ ΩT ′♯)
OO
commutative, the right vertical arrow being induced by f−1T N
′ → N , f−1T O → O
and f−1T ΩT ′♯ → ΩT ♯.
Proof. The first statement is Lem. 2.42 (ii) since N ′ = M ′T ′♯ and N = MT ♯ . Charac-
terization (i) is also an easy consequence of Lem. 2.42 (ii) by looking at the commutative
following commutative diagram of CRY S♯et(X
′♯/Σ1)
(X, T ♯)

(X♯, T ♯(1))
p0oo

p1 // (X, T ♯)

(X ′ → T ′♯) (X ′♯, T ′♯(1))
p0oo p1 // (X ′♯, T ′♯)
Characterization (ii) follows immediately and (iii) as well (note that by linearity, θ is
characterized by its composition with the f−1T O-linear map f
−1
T N
′ → N).

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4.3. Crystalline and de Rham cohomology of crystals (linearization functors).
We discuss the de Rham interpretation of the e´tale crystalline cohomology of a crystal
in the local case following the exposition of [BO]. We keep the notations and assumptions
of Sect. 4.2. Unless mentioned otherwise, tensor products and inner homomorphisms are
taken with respect to the ring O.
4.3.1. Let us begin with the definition of the category of hyper dp-differential operators.
Definition 4.20. The category Hdpdp(X♯, Y ♯), also abusively denoted Hdp(T ♯), is defined
as follows:
- an object is a module of (T ♯et,O),
- the set Hdp(M,N) of morphisms from M to N is Hom(P
♯(1)
T d1 ⊗M,N) (the tensor
product is viewed as an O-module via d0 on P
♯(1)
T ) and composition is defined by the
formula f ◦Hdp g := f ◦ (1⊗ g) ◦ δ.
We note that if Od=0 denotes the kernel of the canonical derivation d : O → ΩT ♯ (84)
we have the forgetful functor
Hdp(T ♯)→Mod(T ♯et,O
d=0)(89)
.
Lemma 4.21. There is a functor
⊗ : ∇-Mod(T ♯)×Hdp(T ♯)→ Hdp(T ♯)
which sends:
- a couple of objects ((M,∇), N) to M ⊗N ,
- a couple of morphisms (f : (M1,∇1) → (M2,∇2), g : P
♯(1)
T ⊗ N1 → N2) to the
composed morphism (f ⊗ g) ◦ (ε1⊗ 1) : P
♯(1)
T ⊗M1⊗N1 →M2⊗N2 where ε1 is the hyper
dp-stratification corresponding to ∇1.
Proof. Use the cocycle condition for ε1 in order to check the compatibility with respect
to composition in Hdp(T ♯).

4.3.2. We review the de Rham complex of a module with logarithmic connection.
Lemma 4.22. (i) There exists a unique complex of Mod(Tet,O
d=0)
Ω•T ♯ := [O
d0
−→ ΩT ♯
d1
−→ . . .
de−1
−→ ∧eΩT ♯ ]
called the de Rham complex, whose differentials are characterized by the following
formulae:
- d0 = d := d1 − d0 : O → Ω
1
T ♯.
⊂ P
♯(1),1
T ,
- dq+1(ω ∧ dlog m) = (dqω) ∧ dlog m) (or equivalently dq+q
′
ω ∧ ω′ = dqω ∧ ω′ +
(−1)qω ∧ dq
′
ω′)
(ii) There is a canonical complex in Hdp(T ♯) which is sent to Ω•
T ♯
under the forgetful
functor (89). Its differentials d˜q are given by the formulae:
- d˜0 := 1− d1s (with s as in (82)),
- d˜q(λ⊗ ω) := (d˜0λ) ∧ ω + s(λ)dqω.
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Proof. (i) A simplicial construction of the differentials complex can be carried out by
adapting [Il] Chap. VIII, Prop. 1.2.8 to our case (denote I = Ker s : P
♯(1)
T → O and
check directly that the well defined maps d0 = d1 − d0 : O → I, d
q+1 : I ⊗ I⊗q → I⊗q+2,
a⊗ b 7→ (1⊗ a− δa+ a⊗ 1)− a⊗ dqb induce dq : ∧q(I/I [2])→ ∧q+1(I/I [2]) satisfying the
desired formulae).
(ii) The reader may check that d˜q+1d˜q = 0.

Definition 4.23. For M = (M,∇) in ∇-Mod(T ♯) we define
Ω•T ♯(M) := (M,∇)⊗ Ω
•
T ♯
in Hdp(T ♯). Here the de Rham complex on the right is meant in the sense of Lem. 4.22
(ii) and the tensor product is Lem. 4.21.
The differential of degree q of this complex is denoted ∇˜q and can be described explicitly
by the following formula:
∇˜q(λ⊗m⊗ ω) = (m⊗ d˜0(λ) + s(λ)∇(m)) ∧ ω + s(λ)m⊗ dqω
4.3.3. We discuss the linearization functor. If M is an O-module, we usually view
P
♯(1)
T ⊗M as an O-module via d0 and M ⊗ P
♯(1)
T as an O-module via d1. In order to
keep notations simple, we will use the obvious isomorphism of O-modules
exch : P
♯(1)
T ⊗M ≃M ⊗P
♯(1)
T(90)
(this is not a hyper dp-stratification, only a triviality) obtained by “exchanging factors in
P
♯(1)
T ” (in terms of local coordinates exch(τ
♯
a ⊗m) = m⊗ (1 + τ
♯
a)
−1 − 1).
Lemma 4.24. There is a functor
LT ♯ : Hdp(T
♯)→∇-Mod(T ♯)
which sends:
- an O-module M to LT ♯(M) := (P
♯(1)
T ⊗M,∇) where ∇ is “derivation on the first
factor”, ie. corresponds to the d1-linear morphism
M ⊗ P
♯(1)
T exch
∼ // M ⊗ P
♯(1)
T id⊗δ
// M ⊗ P
♯(1)
T ⊗ P
♯(1)
T
∼
exch−1
// (P
♯(1)
T ⊗M)⊗ P
♯(1)
T
EDGF θ
- an O-linear morphism f : P♯(1)T ⊗M → N to the composed O-linear morphism
P
♯(1)
T ⊗M (δ⊗id)
// P
♯(1)
T ⊗ P
♯(1)
T ⊗M id⊗f
// P
♯(1)
T ⊗N
EDGF
L
T♯
(f)
Proof. Once noticed that LT ♯(f) = exch
−1 ◦ (id ⊗ δ) ◦ (f ⊗ id) ◦ exch one may check
that everything boils down to the coassociativity of δ.

Let us write a local formula for the connection ∇ of LT ♯(M):
∇(
∑
n
∏
a
((1 + τ ♯a)
−1 − 1)[na] ⊗ xn) =
∑
n
∑
b
(1 + τ ♯b )
−1
∏
a
((1 + τ ♯a)
−1 − 1)[na] ⊗ xn+eb ⊗ d log tb
74
Lemma 4.25. There is a canonical isomorphism in ∇-Mod(T ♯)
M ⊗ LT ♯(N) ≃ LT ♯(M ⊗N)(91)
which is functorial with respect to (M,N) in ∇-Mod(T ♯)×Hdp(T ♯). Here, the first tensor
product is meant in the sense of Lem. 4.21 while the second is the usual one in ∇-Mod(T ♯)
(the connection on M ′′ = M ⊗M ′ is the one corresponding to ε′′ = (ε′ ⊗ 1) ◦ (1 ⊗ ε) ie.
∇′′ = ∇⊗ 1 + 1⊗∇′).
Proof. The claimed isomorphism is
M ⊗ P
♯(1)
T ⊗N
∼
exchN
// N ⊗P
♯(1)
T ⊗M ∼
id⊗εM // N ⊗M ⊗P
♯(1)
T
∼
exchM⊗N
// P
♯(1)
T ⊗M ⊗N
Compatibility with connections and bifunctoriality is easily checked using the cocycle
condition for εM .

4.3.4. We have now all the ingredients needed to state and prove the logarithmic version
of the Poincare´ lemma.
Lemma 4.26. The morphism d0 : O → P
♯(1)
T induces a quasi-isomorphism
O
aug // LT ♯(Ω
•
T ♯)
of complexes in the Abelian category ∇-Mod(T ♯).
Proof. The differentials of the complex of O-modules underlying LT ♯(Ω
•
T ♯) are given by
the following formulae, which are the logarithmic variant of [BO] Lem. 6.11. Recall that
LT ♯(Ω
q
T ♯
) = P
♯(1)
T ⊗ Ω
q
T ♯
is a locally free O-module with local basis formed by the elements
τ ♯[n] ⊗ τ ♯i1 ∧ τ
♯
i2
· · · ∧ τ ♯iq indexed by n ∈ N
e, 1 ≤ i1 < i2 < iq ≤ e. We have then
dq(τ ♯[n] ⊗ τ ♯i1 ∧ τ
♯
i2
· · · ∧ τ ♯iq) =
∑
a=1e
(1 + τ ♯a)τ
♯[n−ea] ⊗ τ ♯a ∧ τ
♯
i1
∧ τ ♯i2 · · · ∧ τ
♯
iq
with the convention that τ ♯[n] =
∏
τ
♯[na]
a = 0 as soon as one of the na’s is −1. Now we
recognize a Koszul complex which is a resolution of O. Namely, this is the eth tensor
power of the length 1 complex [O < τ ♯ >→ O < τ ♯ >], τ [n] 7→ (τ ♯ + 1)τ ♯[n−1], which is
itself a resolution of O (use that the series log(1 + τ ♯) is convergent).

4.3.5. In order to achieve the computation of crystalline cohomology using the de Rham
complex, we need an interpretation of the linearization functor in terms of the crystalline
site. We only treat the case of ♯-big crystalline topoi for simplicity but the exact same
results and proofs apply with CRY S or crys instead of CRY S♯.
Lemma 4.27. If M is a local crystal of ((X♯/Σ)CRY S♯,et,O) ie. is in the essential image
of the fully faithful functor
λ∗T ♯ : Mod(T
♯
et,O)→ Mod((X
♯/Σk)CRY S♯,et/T
♯,O)
then fT ♯,∗M is a crystal.
75
Proof. We have to check condition Lem. 2.40 (i)b for T ♯ (see Lem. 2.40(ii)) ie. that the
natural morphism
h∗(fT ♯,∗M)T ♯ → (fT ♯,∗M)T ′♯(92)
is invertible for each h : (U ′♯, T ′♯, γ′) → (X♯, T ♯, γ) in CRY S♯et(X
♯/Σk) (see Rem. 2.38
(ii)). By [Be1] I Cor. 1.7.2, there is a unique divided power structure γ′1 producing the
upper left hand corner in the following cartesian square of CRY S♯et(X
♯/Σk).
(U ′♯, T ′♯ ×T ♯,p0 T
♯(1), γ′1)
h //
p0

(X♯, T ♯(1), γ1)
p0

(U ′♯, T ′♯, γ′)
h // (X♯, T ♯, γ)
We may thus compute the source of (92) as follows
h∗(fT ♯,∗M)T ♯ = h
∗λT ♯,∗f
−1
T ♯
fT ♯,∗M
≃ h∗λT ♯,∗p0,∗p
∗
1M
≃ h∗p0,∗λT ♯(1),∗p
∗
1M
≃ h∗p0,∗MT ♯(1) (see Rem. 2.38 (ii), (iv))
≃ p0,∗h
∗MT ♯(1)
Here the last base change isomorphism is due to the fact that the vertical arrows denoted
p0 are affine on the underlying schemes and induce equivalences (T
′♯ ×T ♯ T
♯(1))et ≃ T
′♯
et,
T
♯(1)
et ≃ T
♯
et (the main point is the isomorphism h
∗p0,∗O ≃ p0,∗h
∗O which follows from
[EGA2] Cor. 1.5.2 and the last statement of Lem. 3.26 (ii)). The target of (92) on the
other hand may be computed as follows.
(fT ♯,∗M)T ′♯ ≃ λT ′♯,∗f
∗
T ′♯fT ♯,∗M
≃ λT ′♯,∗p0,∗p
∗
1M
≃ p0,∗λT ′♯×
T♯,p0
T ♯(1),∗p
∗
1M
≃ p0,∗MT ′♯×
T♯,p0
T ♯(1)
The morphism (92) then identifies with the one obtained from the natural one
h∗MT ♯(1) →MT ′♯×
T♯,p0
T ♯(1)
and we may conclude using the assumption on M (see Rem. 2.38 (ii), (iv)).

Lemma 4.28. (i) The following diagram is canonically pseudo-commutative:
Mod(T ♯et,O)
nat

4.27
f
T♯,∗
λ∗
T♯ // Crys((X♯/Σk)CRY S♯,et,O)
(−)
T♯4.18

Hdp(T ♯)
L
T♯ // ∇-Mod(T ♯)
(ii) If M is a crystal on ((X♯/Σk)CRY S♯,et,O) then f
∗
T ♯
M satisfies the condition of
Lem. 4.27. Consider the adjunction morphism
M // fT ♯,∗f
∗
T ♯M(93)
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as a morphism in Crys((X♯/Σk)CRY S♯,et,O). Via the equivalence of Prop. 4.18,
(93) translates into a morphism of ∇-Mod(T ♯)
MT ♯
aug // LT ♯(MT ♯)(94)
which may be described as the following composed morphism in Mod(T ♯et,O):
MT ♯
id⊗d0 // MT ♯ ⊗ P
♯(1)
T ∼
ε−1M
T♯ // P
♯(1)
T ⊗MT ♯
Proof. (i) One checks that for a module M over (T ♯et,O), the O-modules LT ♯(M) and
λT ♯,∗f
∗
T ♯fT ♯,∗λ
∗
T ♯M both identify naturally with p0,∗p
∗
1M and that the resulting isomor-
phism is compatible with connections. The proof of (ii) is left to the reader.

Lemma 4.29. (i) Consider the morphism of topoi ι : X♯et → T
♯
et. There is a natural
isomorphism of rings in T ♯et:
ι∗O
crys ≃ Od=0.
(ii) The following diagram is canonically pseudo-commutative:
Hdp(T ♯)
L
T♯ //
(89)

∇-Mod(T ♯) ∼
(4.18)
// Crys((X♯/Σk)CRY S♯,et,O)
u∗

Mod(T ♯et,O
d=0)
ι−1 // Mod(X♯et,O
crys
k )
Proof. This follows from Lem. 2.39 (ii) and Lem. 4.28 (i).

4.3.6. We are now in a position to prove the expected analogue of Thm. 6.12 and Thm.
7.1 of [BO] . Here, we restrict ourselves to the small e´tale crystalline site. Let L denote
the following composed functor:
Hdp(T ♯)
L
T♯
4.24 // ∇-Mod(T ♯)
4.18
∼
// Crys((X♯/Σk)crys,et,O)
EDGF L
(95)
Proposition 4.30. Consider a crystal M on (X♯/Σk)crys,et.
(i) The morphism (94) induces a quasi-isomorphism
M
aug // L(Ω•
T ♯
(MT ♯))
in the category of complexes of modules of ((X♯/Σk)crys,et,O).
(ii) The quasi-isomorphism (i) induces an isomorphism
Ru∗M
∼ // Ω•
T ♯
(MT ♯)
in the derived category of modules on (X♯et,O
crys
k ).
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Proof. (i) We begin with the case M = O. We already know from Lem. 4.26 that
L(ΩT ♯) is a resolution of O via d0 in the Abelian category Crys((X
♯/Σk)crys,et,O). To see
that it is in fact a resolution in Mod((X♯/Σk)crys,et,O), it suffices to notice that
OT ♯ // LT ♯(Ω
•
T ♯)
remains a quasi-isomorphism when pulled back to (T ′et,O) via an arbitrary morphism
g : T ′♯ → T ♯ of the crystalline site (indeed the modules O and LT ♯Ω
q
T ♯
are flat). The case
of an arbitrary crystal M follows from the isomorphism
M ⊗ L(Ω•T ♯) ≃ L(Ω
•
T ♯(MT ♯)) in Mod((X
♯/Σk)crys,et,O)
(use Lem. 4.25) by flatness of the modules L(Ωq
T ♯
).
(ii) According to Lem. 4.29 (ii), we have a canonical isomorphism
u∗L(Ω
•
T ♯(MT ♯)) ≃ Ω
•
T ♯(MT ♯)
in the category of complexes of modules on (X♯et,O
crys
k ). The result will thus follow from
the following
Claim. The module L(N) of ((X♯/Σk)crys,et,O) is u∗-acyclic for any N in Mod(T
♯
et,O).
Let us prove the claim. Let T ′♯ denote an arbitrary object in cryset(X
♯/Σk) and form
the product T ′′♯ = T ′♯ ×crys T ♯ computed in the crystalline site. If p0 : T
′′♯ → T ′♯ and p1 :
T ′′♯ → T ♯ denote the canonical projections, we have the following natural isomorphisms:
(−)T ′♯ ◦ fT ♯,∗ ≃ λT ′♯,∗f
∗
T ′♯
fT,∗
≃ λT ′♯,∗p0,∗p
∗
1
≃ p0,∗λT ′′♯,∗p
∗
1.
Since p0 : T
′′♯
et → T
′♯
et is an equivalence, these isomorphisms show that the functor fT ♯,∗ is
exact. Whence isomorphisms
Ru∗L(N) ≃ Ru∗(fT ♯,∗λ
∗
T ♯N)
≃ R(u∗fT ♯,∗)λ
∗
T ♯N
and the claim follows since u∗fT ♯,∗ is isomorphic to ι
−1λT ♯,∗ (Lem. 2.39 (ii)) hence exact.

4.3.7. Letting k vary in Sect. 4.2 and 4.3 causes no difficulty and we leave this to the
reader. Funtoriality with respect to the closed immersion X♯ → Y ♯ fixed at the beginning
of Sect. 4.2 is less straightforward and so we briefly give some explanations.
Recall from Lem. 4.19 that the category∇-Mod(−) is naturally a contravariant pseudo-
functor in the argument X♯ → Y ♯. The category Hdp(−) on the other hand is naturally a
covariant pseudo-functor with respect to X♯ → Y ♯, as explained in the following lemma.
Lemma 4.31. Consider a morphism f = (fX , fY ) : (X
♯ → Y ♯) → (X ′♯ → Y ′♯) between
closed immersions as in Sect. 4.2.1 and let fT : T
♯ → T ′♯ denote the morphism obtained
by forming logarithmic divided power envelopes. There is a natural functor
f∗ : Hdp(T
♯)→ Hdp(T ′♯)
sending a module N to fT,∗N .
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Proof. We have to specify the effect of f∗ on morphisms. We define the image of a
morphism g : N1 → N2 in Hdp(T
♯) (ie. g : P
♯(1)
T ⊗ N1 → N2 in Mod(T
♯
et,O)) as the
composed morphism P
♯(1)
T ′ ⊗ fT,∗N1 → fT,∗(P
♯(1)
T ⊗ N1) → fT,∗N2 (the first arrow is the
base change morphism). One checks without difficulty that this defines indeed a functor.

Lemma 4.32. Let f = (fX , fY ) be as in Lem. 4.31.
(i) There is a canonical base change morphism
chf : f
∗LT ′♯(Ω
•
T ′♯(M
′))→ LT ♯(Ω
•
T ♯(f
∗M))
in ∇-Mod(T ♯) which is functorial with respect to M ′ in ∇-Mod(T ′♯). The collec-
tion of the chf ’s satisfies the composition constraint chg ◦ g
∗chf = chfg.
(ii) The base change morphism renders the following square of ∇-Mod(T ♯) commu-
tative:
f ∗M ′
aug //
f∗aug ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
LT ♯(Ω
•
T ♯(f
∗M))
f ∗LT ′♯(Ω
•
T ′♯(M))
chf
OO
(96)
Proof. Let us only explain the construction of chf . First, we notice that there is a
natural base change morphism
f ∗LT ′♯(f∗N)→ LT ♯(N)(97)
in ∇-Mod(T ♯) for N in Hdp(T ♯). Next, it follows from the description of f ∗ in Lem. 4.19,
that there is a natural base change morphism
f ∗TΩT ′♯(M
′)→ ΩT ♯(f
∗M ′)(98)
for M ′ in ∇-Mod(T ′♯). From there, one easily deduces a morphism
Ω•T ′♯(M
′)→ f∗Ω
•
T ♯(f
∗M ′)(99)
of complexes in Hdp(T ′♯). The morphism chf is obtained by combining (97) and (99).

4.4. Exactness for crystals.
The purpose of this section is to discuss some exactness properties of the categories of
crystals over (X♯/Σ.)crys,et or (X
♯/Σ∞)crys,et and of the realization functors attached to
local embeddings.
4.4.1. We use the terminology of Sect. 3.1.1.
Lemma 4.33. Let X♯ in Sch♯/Σ1, Σ = Σ. or Σ∞ and prop ⊂ {qcoh, lf, lfft, norm}.
The full subcategory Crysprop((X
♯/Σ)crys,et,O) of Mod((X
♯/Σ)crys,et,O) is closed by ex-
tensions. The induced exact structure will be denoted eM ( exactness of modules). Con-
cretely speaking, a short sequence of crystals is thus eM -exact if and only if each one of
its realizations is exact.
Proof. This is clear from the exactness of the realization functors (Lem. 2.37 (ii)).

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In practice the exact structure eM is not very useful. In the subsequent paragraphs we
will review another (weaker) canonical exact structure.
4.4.2. We begin with a preliminary result concerning the exactness of the pullback functor
for modules with connections.
Definition 4.34. Consider a morphism fX : X
♯ → X ′♯ between fine separated Σ1-
log schemes. We say that fX admits flat liftings to local embeddings if there exist
(U ♯/X♯, Y ♯, ι) in Emb♯(X♯), (U ′♯/X ′♯, Y ′♯, ι′) in Emb♯(X ′♯) and a morphism f = (fX , fU , fY )
between them which lifts fX locally (Def. 4.6 (iii)) and which is such that each one of the
morphisms Yk → Y
′
k underlying fY is flat.
Lemma 4.35. If X ′♯ is locally embeddable and fX : X
♯ → X ′♯ is a strict e´tale morphism
between separated Σ1-log schemes then fX admits flat liftings to local embeddings.
Proof. Replacing X ′♯ by an e´tale covering if necessary, we may assume given a global
embedding (X ′♯, Y ′♯, ι′). We conclude using [SGA1] I, Prop. 8.1.

Consider a global embedding Y ♯ of X♯ with logarithmic divided power envelope denoted
T ♯. In this situation, we may define the category of module with quasi-nilpotent inte-
grable connection over T ♯k as in Def. 4.17. Let us denote ∇-Mod
pd
. (X
♯, Y ♯) the category
obtained by letting k vary (ie. the category of sections of the cofibered category over N
corresponding to the pseudo-functor defined by k 7→ ∇-Modpd(X♯, Y ♯k ) and Lem. 4.19).
This category is clearly Abelian.
Lemma 4.36. Consider a morphism f = (fX , fY ) : (X
♯, Y ♯, ι)→ (X ′♯, Y ′♯, ι′) in Emb♯,glob.
If fX admits flat liftings to local embeddings then the pullback functor
f ∗ : ∇-Modpd. (X
′♯, Y ′♯)→ ∇-Modpd. (X
♯, Y ♯)
described in Lem. 4.19 is exact.
Proof. Denote T ♯ and T ′♯ the respective logarithmic divided power envelope of ι and
ι′. Since et(X♯) ≃ et(T ♯) and et(X ′♯) ≃ et(T ′♯) we find that the problem is e´tale local on
X ′ and X . We may thus assume given a flat global lifting f1 of fX , ie. a morphism of
Emb♯,glob of the form f1 = (fX , f1,Y ) : (X
♯, Y ♯1 ) → (X
′♯, Y ′♯1 ) such that f1,Y lifts fX and
is flat. Letting Y ♯2 (resp. Y
′♯
2 ) denote the product Y
♯ × Y ♯1 (resp. Y
′♯ × Y ′♯1 ) computed in
Emb♯,glob(X♯) (resp. Emb♯,glob(X ′♯)) and f2 = f × f1, we get from Prop. 4.18 a pseudo
commutative diagram
∇-Modpd. (X
♯, Y ♯)
p∗1 // ∇-Modpd. (X
♯, Y ♯2 ) ∇-Mod
pd
. (X
♯, Y ♯1 )
p∗2oo
∇-Modpd. (X
′♯, Y ′♯)
p∗1 //
f∗
OO
∇-Modpd. (X
′♯, Y ′♯2 )
f∗2
OO
∇-Modpd. (X
′♯, Y ′♯1 )
p∗2oo
f∗1
OO
where horizontal arrows are equivalence. We are thus reduced to the case where f = f1,
but then, the statement follows from Lem. 4.19, since the logarithmic divided power
envelope T ♯1 of Y
♯
1 is flat over the logarithmic divided power envelope T
′♯
1 of Y
′♯
1 .

4.4.3. We are now in a position to discuss the case of crystals over (X♯/Σ.)crys,et.
80
Proposition 4.37. Consider X♯ in Sch♯/Σ1 which is locally embeddable and let T
♯ denote
the logarithmic divided power envelope of some local embedding Y ♯ for X♯.
(i) The category Crys((X♯/Σ.)crys,et,O) is Abelian and
(−)T ♯. : Crys((X
♯/Σ.)crys,et,O)→ Mod(T
♯
.,et,O)
is an exact faithful functor.
(ii) Crystals with quasi-coherent realizations form a fully Abelian subcategory
Crysqcoh((X
♯/Σ.)crys,et,O) of Crys((X
♯/Σ.)crys,et,O).
(iii) If prop ⊂ {norm, qcoh, lf, lfft} then Crysprop((X
♯/Σ.)crys,et,O) is closed by ex-
tensions in the Abelian category Crys((X♯/Σ.)crys,et,O). The induced exact struc-
ture will be denoted e ( exactness of crystals).
Proof. (i) Let ∆ denote the category whose objects are [ν], 0 ≤ ν ≤ 2 and whose
arrows are the strictly increasing maps. Consider the diagram of type ∆op whose vertex
Y ♯[ν] = (U
♯
[ν], Y
♯
[ν]) is the ν + 1-th fold product of Y
♯ computed in the category Emb♯(X♯).
It follows from Prop. 4.18 and Lem. 2.42 (iii) that Crys((X♯/Σ)crys,et,O) is equivalent
to the category Γcart(F/∆) of cartesian sections of the cofibered category F over ∆
corresponding to [ν] 7→ F([ν]) := ∇-Modpd. (Y
♯
[ν]), (f : [ν] → [ν
′]) 7→ f ∗. The result now
follows, by exactness of the functors f ∗ (Lem. 4.35 and Lem. 4.36).
(ii) Using the crystal condition, we find easily that the conditions of having quasi-
coherent realizations can be tested by realization on the given T ♯. . The result follows by
exactness of the realization functor (−)T ♯. of (i). The proof of (iii) is similar.

Remark 4.38. (i) Concretely, a short sequence of crystals E. : 0 → M1,. → M2,. →
M3,. → 0 is eM -exact (resp. e-exact) if all realizations of the Ek’s are exact (resp.
if the realization of Ek at T
♯
k is exact for each k, T
♯ being fixed as in Prop. 4.37).
The exact structure eM is thus stronger than e. This may be reformulated by
saying that e is not induced by the inclusion of the category of crystals into the
category of modules over ((X♯/Σ.)crys,et,O). Instead it is induced by the inclusion
into the category of modules over a suitable variant of the restricted crystalline
site of [Be1] IV, 2.
(ii) If a cofibered category has a cleavage by functors commuting to direct limits, then
its category of sections has the same exactness properties than its fibers. It thus
follows from Prop. 4.37 (ii) that the category Crys((X♯/Σ.)crys,et,O) is Abelian
as well when X♯ is a diagram whose vertices are locally embeddable (no condition
is needed on the edges here).
4.4.4. Let us turn to the case k =∞. As a preliminary observation, let us notice that the
equivalence of Rem. 3.28 (iii) endows Modqcoh(T
♯
et,O) with a canonical exact structure
which will be denoted e.
Proposition 4.39. Let X♯, Y ♯, T ♯ as in Prop. 4.37.
(i) The fully faithful functor
l−1 : Crys((X♯/Σ∞)crys,et,O)→ Crys((X
♯/Σ.)crys,et,O)
induces an exact structure on its source which will be denoted e ( exactness of
crystals).
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(ii) If prop ∈ {qcoh, lf, lfft} then Crysprop((X
♯/Σ∞)crys,et,O) is a fully e-exact sub-
category of Crys((X♯/Σ∞)crys,et,O).
(iii) Consider the realization functor (−)T ♯ : Mod((X
♯/Σ∞)crys,et,O) → Mod(T
♯
et,O)
defined by the formula MT ♯ = l∗(l
−1M)T ♯. . The induced functor
(−)T ♯ : Crysqcoh((X
♯/Σ∞)crys,et,O)→ Modqcoh(T
♯
et,O)
is faithful, e-exact and reflects e-exactness.
Proof. (i) This follows from the crys variant of the equivalence of Rem. 3.36 (i) together
with the case prop = norm in Prop. 4.37 (iii).
(ii) This follows from Prop. 4.37 (i) thanks to the fact that the functor
l−1 : Crysprop((X
♯/Σ∞)crys,et,O)→ Crysprop,norm((X
♯/Σ.)crys,et,O)
is an equivalence (Rem. 3.36 (i), (ii), (iii)).
(iii) We have a pseudo-commutative square as follows:
Crysqcoh((X
♯/Σ∞)crys,et,O)
(−)
T♯

l−1 // Crysqcoh((X
♯/Σ.)crys,et,O)
(−)
T♯.

Modqcoh(T
♯
et,O)
l∗ // Mod(T ♯.,et,O)
Indeed, if M is a crystal with quasi-coherent realizations in ((X♯/Σ∞)crys,et,O) then
(l−1M)T ♯. is normalized and quasi-coherent, hence satisfies l
∗l∗(l
−1M)T ♯. ≃ (l
−1M)T ♯. . Now,
the statement follows formally from the fact that the horizontal arrows and the right ver-
tical one are faithful e-exact and reflect e-exactness (Prop. 4.37 (i)).

4.4.5. If one is interested only in crystals with locally free realizations the situation is
simpler.
Proposition 4.40. The exact structures eM and e coincide on Cryslf((X
♯/Σ∞)crys,et,O)
and Cryslf((X
♯/Σ.)crys,et,O).
Proof. In both cases, one is reduced to prove that a sequence of locally free crystals
0→M ′ → M →M ′′ → 0 in ((X♯/Σk)crys,et,O) which is e-exact is eM -exact as well. Let
T ♯ be as in Prop. 4.37 and consider an arbitrary T ′♯ in cryset(X
♯/Σk). Replacing T
′♯ with
a covering if necessary, we may always assume that there exists a morphism g : T ′♯ → T ♯k .
Consider the following commutative diagram
0 // M ′T ′♯
// MT ′♯ // M
′′
T ′♯
// 0
0 // g∗M ′
T ♯k
OO
// g∗MT ♯k
OO
// g∗M ′′
T ♯k
OO
// 0
The vertical arrows are invertible by the crystal condition and the bottom line is exact
by local freeness of M ′′. The top horizontal line is thus exact as well and we are done by
the last statement of Lem. 4.33.

Remark 4.41. Statements Lem. 4.36, Prop. 4.37 and Prop. 4.40 have obvious counter-
parts over Σk if k <∞.
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4.5. Twists by effective logarithmic divisors.
4.5.1. We recall the basics of twisting in a general setting. Let (E,A) be a ringed topos
and assume given an integral log structure α : ME → A (ie. ME is an integral monoid of
E, α is a morphism of monoids, M×E := α
−1A× is sent isomorphically to A× by α and the
natural morphism of ME into its fraction group M
gp
E is monomorphic).
Definition 4.42. Let (E,A,ME , α) as above.
(i) An effective log divisor h is a section of the monoid ME/M
×
E .
(ii) If h is an effective log divisor, the associated line bundle
A(−h) := Ph ∧
M×E A
is defined as follows: Ph is the M
×
E -torsor determined by h (ie. Ph := q
−1{h}
where q : ME → ME/M
×
E ) and A(−h) is the quotient of Ph × A by the action
of M×E given by m.(p, a) = (pm
−1, α(m)a) endowed with the addition (p, a) +
(pm, b) = (p, a+ α(m)b) and the action of A given by a.(p, b) = (p, ab).
(iii) If M is a module of (E,A) and h an effective log divisor, we set
M(−h) := M ⊗A A(−h)
We make some remarks about these definitions:
- if h˜ ∈ Γ(U,ME) is a preimage of h for some U in E then it induces a trivialization
A(−h)|U ≃ A|U , (mh˜, a) 7→ ma.
- the twisting functor (−h) : Mod(E,A) → Mod(E,A) is exact since A(−h) is locally
isomorphic to A.
- the twisted module M(−h) can as be described as a contracted product as well:
M(−h) ≃ Ph ∧
M×E M .
Lemma 4.43. (i) Let h ∈ Γ(E,ME/M
×
E ) and assume given a factorization h =
h1 + h2. Then we have canonical isomorphism and morphism of A-modules as
follows:
A(−h1)⊗A A(−h2)
∼
→ A(−h) nat : A(−h)→ A(−h1)
(ii) If f : (E ′,ME′ → A
′)→ (E,ME → A) is a morphism of integral log ringed topoi,
h ∈ Γ(E,ME/M
×
E ) and h
′ = f−1h, there are canonical isomorphisms
f ∗(M(−h)) ≃ (f ∗M)(−h′) and (f∗M
′)(−h) ≃ f∗(M
′(−h′))
which are functorial with respect to M ∈Mod(E,A) and M ′ ∈Mod(E ′, A′).
Proof. (i) The isomorphism is given by the formula (m1, a1)⊗(m2, a2) 7→ (m1m2, a1a2).
The second morphism is induced by the morphism
A(−h2) = Ph2 ∧
M×E A→ A ∧A
×
A→ A
where the first arrow is induced by α and the second is multiplication in A.
(ii) Since A(−h) is locally isomorphic to A both isomorphisms follow formally from the
more obvious isomorphism f ∗(A(−h)) ≃ A′(−h′).

4.5.2. We explain briefly the relation between effective logarithmic and Cartier divisors.
Definition 4.44. Consider a scheme X and let top be a topology between zar and fl.
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(i) Let U/X in top and f ∈ Γ(U,O). We say that f is a non zero divisor if mul-
tiplication by f on the structural ring of Utop is monomorphic. Let us denote
Stop(U) ⊂ Γ(U,O) the monoid of non zero divisors so that S : U/X 7→ Stop(U) is
a sheaf of monoids on top(X).
(ii) The top sheaf of effective Cartier divisors on X is the quotient sheaf Stop/Gm. A
top effective Cartier divisor on X is a global section of this sheaf.
For top = zar this definition agrees with the one explained in [Kl].
Lemma 4.45. Let ǫ : Xtop → Xzar denote the natural morphism. There is a natural
isomorphism ǫ∗(Stop/Gm) ≃ Szar/Gm. The notion of top effective Cartier divisors is in
particular independent of top.
Proof. Note first that by flatness of the morphism ǫ : (Xtop,O) → (Xzar,O), we have
ǫ∗Stop = Szar. The point is thus to prove that ǫ∗Stop/ǫ∗Gm ≃ ǫ∗(Stop/Gm). If Stop was a
group, then we could conclude directly from the fact that Gm is ǫ∗-acyclic. We may still
conclude however thanks to the following fact (whose proof is straightforward and left to
the reader).
Claim. Consider a pretopology (C, Cov). IfG is a sheaf of groups acting freely on a sheaf
of sets F , then for any U in C there is a monomorphism F (U)/G(U) → F/G(U) whose
image coincides with the preimage of zero under the boundary map F/G(U)→ Hˇ1(U,G).

Definition 4.46. Consider a fine log scheme X♯ over Σk.
(i) A flat fine chart for X♯ over Σk is a strict flat morphism
X♯ → (Spec(Z/pk[P ]), P ) with P a finitely generated integral monoid.
(ii) We say that X♯/Σk has local flat fine charts if there is a surjective strict e´tale
family U ♯λ → X
♯ where each U ♯λ/Σk has a flat fine chart.
Let us point out that in virtue of Lem. 4.3 (vi), a finite p-basis over Σk automatically
induces a flat fine chart over Σk.
Lemma 4.47. Assume that X♯ has local flat fine charts over Σk.
(i) The logarithmic structure α : MX → O on (Xet,O) induces monomorphisms
MX →֒ Set and MX/Gm →֒ Set/Gm.
(ii) Assume that X♯ has a p-basis (s, t). Then MX identifies with the submonoid
sheaf of Set generated by Gm and the ti’s. In particular if zi : VX(ti)→ X denote
the inclusion morphism of closed subscheme defined by ti (Rem. 3.25 (iii)) then
MX/Gm ≃
∏
i zi,∗N.
Proof. The proof of (i) and the first statement of (ii) is given in [Ka2] 1.5 (3), (1.10). For
the proof of the last statement we may assume that X is an affine space as in Rem. 4.5 (i).
We have to describe the sub monoid sheaf of Set/Gm generated by the ti’s. Consider an
e´tale X-scheme U and denote zi,U : VU(ti)→ U . Since U is regular, the Zariski sheaf of its
Cartier divisors identifies with its sheaf of Weil divisors and we find that the sub monoid
Zariski sheaf generated by the ti’s identifies with
∏
i zi,U,∗N. The resulting collection of
Zariski sheaves for variable U clearly satisfies the e´tale descent condition and corresponds
to the e´tale sheaf
∏
i zi,∗N as claimed.

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Lemma + definition 4.48. Consider an arbitrary fine log scheme X♯. The set of
points where the log structure is non trivial is closed. The corresponding reduced closed
subscheme will be denoted Supp(MX). The ideal generated by the image of MX into O
defines a closed subscheme which we denote Center(MX).
Proof. The fact that the non trivial locus of the log structure is closed results e.g. from
[Sh] Prop. 2.3.1. Finally, one can use Rem. 3.25 (ii) to show that the ideal generated by
the image of MX → O is quasi-coherent.

Remark 4.49. If X♯ has a p-basis (s, t) then Lem. 4.47 implies that the closed subschemes
defined in Lem.-Def. 4.48 have the following explicit description: Supp(MX) = VX(
∏
ti)
and Center(MX) = VX(t1, . . . , te) (see Rem. 3.25 (ii)). Note in particular that the latter
is reduced too.
4.5.3. Let X♯ in Schp. The collection of log structures MXk → O defines an integral log
structure MX. → O on the ringed topos (X
♯
.,et,O). Note that by exactness of the direct
image of ι1,k : X
♯
1 → X
♯
k the effective log divisors on Xk are in bijection with those of X1.
In particular Γ(X.,et,MX./M
×
X.
) ≃ Γ(X1,MX1/Gm).
Lemma 4.50. Let h. ∈ Γ(X.,et,MX./M
×
X.
).
(i) The twisting functor can be computed componentwise: ι−1k (M.(−h.)) ≃Mk(−hk).
(ii) The image of the canonical morphism nat. : O(−h.) → O is the ideal generated
by α(h.). If X
♯
k has flat fine charts over Σk then natk is a monomorphism in the
category Mod(X♯k,et,O).
(iii) The twisting functor (−h.) : Mod(X
♯
.,et,O) → Mod(X
♯
.,et,O) is exact and pre-
serves the properties norm, qcoh, lf , lfft.
Proof. Statement (i) is a special case of Lem. 4.43 (ii). In (ii), the first assertion
follows from the fact that e´tale locally, natk can be described as multiplication on O by
α(h˜k) with h˜k a preimage of h giving a trivialization as explained after Def. 4.42. The
second assertion follows from Lem. 4.47 (i). Statement (iii) is clear from the fact that the
properties in question are e´tale local.

Consider X♯ in Sch/Σ1. The collection of log structures MT → O for T
♯ = (U ♯, T ♯, ι)
in Cryset(X
♯/Σk) defines an integral log structure MX/Σ → OX/Σ on the ringed topos
((X♯/Σ)crys,et,O) (Σ = Σ. or Σk, 1 ≤ k ≤ ∞). Note that an effective log divisor h of X
♯
induces canonically an effective log divisor hT ♯ of T
♯ since ι is an exact closed immersion.
Whence in particular a bijection Γ((X♯/Σ)crys,et,MX/Σ/O
×
X/Σ) ≃ Γ(X,MX/Gm).
Lemma 4.51. Let X♯, T ♯ and h be as above.
(i) The twisting functor (−h) : Mod((X/Σ)crys,et,O) → Mod((X/Σ)crys,et,O) is
pseudo-compatible with the realization functor (−)T ♯. , ie. M(−h)T ♯. ≃MT ♯. (−hT.).
In particular it preserves crystals.
(ii) If X♯ is locally embeddable then nat : O(−h) → O is a monomorphism in the
category of crystals.
Proof. Statement (i) follows from Lem. 4.43 (ii). Statement (ii) is a consequence of
Prop. 4.37 (i) and Lem. 4.50 (ii).

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5. Twisted syntomic complexes for Dieudonne´ crystals
The purpose of this chapter is to define and relate several variants of the syntomic
complex functors announced in (2) and (5). On the e´tale site we carry on three parallel
constructions of a twisted syntomic complex (Def. 5.37 and Def. 5.49) which are shown
to be isomorphic (Lem. 5.50). Then we give two constructions on the syntomic site in
the case of trivial log structures and we relate them to the previous ones (Def. 5.58, Def.
5.62 and Prop. 5.64).
5.1. The category of (1, ϕ)-modules.
Roughly speaking (each variant of) the syntomic functor will be defined as the mapping
fiber of 1 − ϕ where 1, ϕ are morphisms to be defined. The purpose of this section is
to summarize some basic facts about the category keeping track of 1 and ϕ themselves
(rather than their mapping fiber).
5.1.1. It will be convenient to look at the category of (1, ϕ)-modules as a category of
modules of a suitable ringed topos (namely (E1,ϕ, (A,A, idA, F )), see Lem. 5.2 (ii) below)
arising from a ringed topos (E,A) equipped with an endomorphism F of A. The following
constructions will be used e.g. when E = XNet, T
♯
[.],.,et, X
N
syn etc. in Sect. 5.5 and Sect. 5.6.
Lemma 5.1. Let E denote a topos and consider the category E1,ϕ of E-valued presheaves
on the category 1⇔ 0. Explicitly:
- an object is a quadruple X = (X1, X0, 1X , ϕX) where X1 and X0 are objects of E and
1X and ϕX are morphisms X1 → X0 in E.
- a morphism X → Y is a couple of morphisms X1 → Y1, X0 → Y0 which are compatible
with 1X , and 1Y as well as with ϕX and ϕY .
(i) The category E1,ϕ is a topos.
(ii) There are two morphisms of topoi 0, 1 : E → E1,ϕ such that 1−1(X1, X0, 1, ϕ) =
X1, 1∗X = (X, eE , 1, 1), 0
−1(X1, X0, 1, ϕ) = X0 and 0∗X = (X × X,X, p1, p2).
Here eE denotes a final object in E.
(iii) There is a morphism of topoi ̟ : E1,ϕ → E such that ̟−1X = (X,X, idX , idX)
and ̟∗(X1, X0, 1, ϕ) = Ker(1, ϕ). One has in particular ̟ ◦ 1 ≃ ̟ ◦ 0 ≃ idE
canonically.
(iv) The topos E1,ϕ and the morphisms 1, 0 and ̟ are canonically pseudo-functorial
with respect to E.
(v) The functors 1−1, 0−1 and ̟−1 have left adjoints, 10, 00 and ̟0, satisfying
10(X) = (X,X⊔X, i1, i2), 00(X) = (∅E, X, 0, 0) and ̟0(X1, X0, 1, ϕ) = Coker(1, ϕ).
Here ∅E denotes an initial object in E.
Proof. (i) is clear from Giraud’s criterion and the remaining statements are immediate.

The following lemma explains how the topos E1,ϕ gives rise to (1, ϕ)-modules.
Lemma 5.2. Assume that (E,A) is a ringed topos, and that A is equipped with a given
endomorphism F . Let (F ) denote the endomorphism of the ringed topos (E,A) whose
underlying morphism of topoi is the identity of E and whose underlying morphism of
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rings is F . Let us consider the category Mod1,ϕ(E, (A, F )) (or simply Mod1,ϕ(E,A) if
there is no ambiguity about F ) where:
- an object is a quadruple M = (M1,M0, 1M , ϕM) where M1 and M0 are modules of
(E,A) and 1M : M1 →M0 and ϕM : M1 → (F )∗M0 are morphisms in Mod(E,A).
- a morphism M → N is a couple of morphisms M1 → N1, M0 → N0 in Mod(E,A)
which are compatible with 1M and 1N as well as with ϕM and ϕN .
(i) The category Mod1,ϕ(E,A) is canonically isomorphic to the category of modules
of the ringed topos (E1,ϕ, (A,A, idA, F )).
(ii) The morphisms 1, 0 and ̟ induce tautological morphisms of ringed topoi
(E,A)
1 //
0
// (E1,ϕ, (A,A, idA, F ))
̟ // (E,AF=1)
where AF=1 := ̟∗A denotes the subring of fixed points of the endomorphism F .
(iii) The pullback functors for modules 1∗, 0∗ and ̟∗ have left adjoints, 1!, 0! and ̟!,
satisfying 1!(M) = (M,M⊕(F )
∗M, i1, i2), 0!(M) = (0,M, 0, 0) and ̟!(M1,M0, 1, ϕ) =
Coker(1−ϕ). The second one is exact and the other two are left derivable. There
is moreover an exact sequence in Mod1,ϕ(E,A)
0 // 0!M0 // M // 1∗M1 // 0
which is functorial with respect to M = (M1,M0, 1M , ϕM) in Mod
1,ϕ(E,A).
(iv) In D+(E,AF=1) one has a canonical distinguished triangle
R̟∗M // M1
1M−ϕM // M0 // R̟∗M [1]
which is functorial with respect to M = (M1,M0, 1M , ϕM) in D
+(Mod1,ϕ(E,A)).
Proof. In (i), it suffices to observe that a module action
(A,A, idA, F )× (M1,M0, 1M , ϕM)→ (M1,M0, 1M , ϕM)
is equivalent to the data of module actions A × Mi → Mi for which 1M is linear and
ϕM is F -linear. The proof of (ii) and (iii) is routine. Let us explain (iv). By scalar
restriction to (AF=1, AF=1, idAF=1, idAF=1), we can assume that A
F=1 = A (recall that
R̟∗ commutes to restricting scalars ([SGA4-II] V, Prop. 5.1, (2)). But then, the result
will follow from Lem. 6.3 applied to the case where the functors F1, F2, F and F0
respectively send M = (M1,M0, 1M , ϕM) to M1, M0, 1M − ϕM and ̟∗M , once checked
that 1M − ϕM is surjective as soon as M is an injective object of Mod
1,ϕ(E,A). Now,
the adjunction map between the forgetful functor M 7→ (M1,M0) and its right adjoint
provides a monomorphism M →֒ M ′ where M ′ = (M1 ×M0 ×M0,M0, p2, p3) and p2, p3
denote the second and third projections. This monomorphism is split when M is injective
and it is thus sufficient to notice that 1M ′ − ϕM ′ = p2 − p3 is surjective.

5.2. Local embeddings with Frobenius and cohomological descent.
In this section, we define several categories of semi-simplicial local embeddings with
additional structures which are adapted to the constructions we have in mind. We also
prove that they satisfy the assumptions of Lem. 2.7, which provides us a canonical way
of gluing local constructions.
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5.2.1. As a motivation, let us begin with two applications of cohomological descent in
the small e´tale crystalline topos. Let X♯ in Sch♯/Σ1 and consider a semi-simplicial p-adic
dp-thickening T ♯[.] = (U
♯
[.]/X
♯, T ♯[.]). Denoting again T
♯
[.] = limindk T
♯
[.],k the associated semi-
simplicial crystalline sheaf, we have the following pseudo-commutative diagram (Lem.
2.39 (ii)):
((X♯/Σ.)crys,et,O)
u

((U ♯[.]/Σ.)crys,et,O)
f
U
♯
[.],.oo
u

((X♯/Σ.)crys,et,O)/T
♯
[.],.
f
T
♯
[.],.
/U
♯
[.],.oo
λ
T
♯
[.],.

EDGF
f
T
♯
[.],.

(X♯,Net ,O
crys
. ) (U
♯,N
[.],et,O
crys
. )
f
U
♯
[.],.oo ι
∼
// (T ♯[.],.,et,O
crys
. )BC@A
f
T
♯
[.],.
OO
(100)
Here, we have used the simplified notation Ocrys. instead of ι∗O
crys
. , where ι : U
♯
[.] → T
♯
[.].
In the following, we refer to [SGA4-II] V, Sect. 7.3.1.1 for the notion of hypercovering in
a topos.
Proposition 5.3. Let X♯ in Sch/Σ1.
(i) Assume that T ♯[.] is a hypercovering of (X
♯/Σ∞)crys,et. For any M. in
D+((X♯/Σ.)crys,et,O), the adjunction morphism M. → RfT ♯
[.],.
,∗f
−1
T ♯
[.],.
M. is invert-
ible and induces an isomorphism
Ru∗M. ≃ RfT ♯
[.],.
,∗λT[.],.,∗f
−1
T ♯
[.],.
M. in D
+(X♯,Net ,O
crys
. )(101)
(ii) Assume that U ♯[.] is a hypercovering of X
♯
et and that T
♯
[.] is the logarithmic divided
power envelope of some semi-simplicial object (U ♯[.], Y
♯
[.]) of Emb
♯,glob. For any
module M. on ((X
♯/Σ.)crys,et,O) the adjunction morphism M. → RfU♯
[.],.
,∗f
−1
U♯
[.],.
M.
is invertible. If M. is a crystal this isomorphism together with the Poincare´ res-
olution (see Prop. 4.30 (i) and Lem. 4.32) induce
Ru∗M. ≃ RfT ♯
[.],.
,∗Ω
•
T ♯
[.],.
(M.) in D
+(X♯,Net ,O
crys
. )(102)
Proof. The first statement of (i) (resp. (ii)) is an easy consequence of [SGA4-II] V, Thm.
7.3.2 applied to the hypercovering T ♯[.],k (resp. i∗U
♯
[.]) of the topos (X
♯/Σk)crys,et. The
second statement of (i) follows by pseudo-commutativity of (100). Let us now explain
the second statement of (ii). Using Lem. 4.32, we get a semi-simplicial version of the
Poincare´ Lemma (Prop. 4.30 (i)):
f−1
U♯
[.]
M. ≃ L(Ω
•
T ♯
[.],.
(M.,|U♯
[.]
)) in D+((U ♯[.]/Σ.)crys,et,O)
Using Lem. 4.29 (ii) as in the proof of Prop. 4.30 (i) we get
Ru∗f
−1
U♯
[.]
M. ≃ ι
−1Ω•
T ♯
[.]
(M.,|U♯
[.]
) in D+((U ♯,N[.],et,O
crys
. ))
and the result follows by (100).

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In the statement of the proposition, we have used the simplified notation
Ω•
T ♯
[.],.
(M.) := Ω
•
T ♯
[.],.
(M.,|U♯
[.]
)
and we will continue to do so in the rest of the text.
Remark 5.4. Assume that T ♯[.] satisfies simultaneously the conditions of Prop. 5.3 (i) and
(ii) and let M. denote a crystal. Consider the following morphisms in D
+(T ♯[.],.,et,O
crys
. ):
(M.)T ♯
[.],.
∼
4.30(i)
// (LΩ•
T ♯
[.],.
(M.))T ♯
[.],.
ι∗u∗LΩ
•
T ♯
[.],.
(M.)oo Ω
•
T ♯
[.],.
(M.)
4.29(ii)
∼
oo(103)
where the middle arrow is deduced from Lem. 2.39 (ii) as follows:
ι∗u∗ → ι∗u∗fT ♯
[.],.
,∗f
∗
T ♯
[.],.
→ λT ♯
[.],.
,∗f
∗
T ♯
[.],.
.(104)
On the one hand it follows easily from (100) and the proof of Prop. 5.3 (i) and (ii) that
the middle arrow of (103) in question becomes invertible after applying
RfT ♯
[.],.
,∗ : D
+(T ♯[.],.,et,O
crys
. )→ D
+((X♯,Net ,O
crys
. )).
Stupid truncation on the other hand provides a morphism from the last term of (103) to
the first one. As explained in [BD], one can prove that the image of the latter morphism
under RfT ♯,[.],.,∗ is also invertible. We have not tried to compare these two isomorphisms.
In view of constructing twisted syntomic complexes above fine log schemes or diagrams
of such it will be convenient to introduce the following variants of the categories of em-
beddings defined in Def. 4.6 and Def. 4.7.
Definition 5.5. Consider ∗ ⊂ {♯, lfpb}.
(i) Let Emb∗F (resp. Emb
∗,glob
F ) denote the following category. An object (U
♯/X♯, Y ♯, ι, F˜ )
is an object of Emb∗ (resp. Emb∗,glob) together with a Frobenius lift F˜ on Y ♯. A
morphism is a morphism of Emb∗ which is compatible with Frobenius lifts.
(ii) Let HR∗,etF (resp. HR
∗,crys
F ) denote the category of semi-simplicial objects of
the category Emb∗F of the form Y
♯
[.] = (U
♯
[.]/X
♯, Y ♯[.], ι[.], F˜[.]) for some constant
semi-simplicial object X♯ of Sch∗/Σ1 and such that U
♯
[.] (resp. the logarith-
mic divided power envelope T ♯[.] of ι[.]) is a hypercovering of the topos X
♯
et (resp.
(X♯/Σ∞)crys,et).
(iii) Let Sch♯div/Σ1 denote the category of couples (X
♯, h) where X♯ = (X,MX) is in
Sch♯/Σ1 and h ∈ Γ(X,MX/Gm) is an effective log divisor on X♯. A morphism
(X♯, h) → (X ′♯, h′) is a morphism f : X♯ → X ′♯ which is compatible with log
divisors in the sense that h divides f ∗h′ in Γ(X,MX/Gm). If C = Emb∗F or
Emb∗,globF (resp. HR
∗,et
F or HR
∗,crys
F ), we view it as a category above Sch
♯/Σ1 via
the forgetful functor Y ♯ 7→ X♯ (resp. Y ♯[.] 7→ X
♯). We further denote Cdiv the
category of couples (Y ♯, h) (resp. (Y ♯[.], h)) where h is an effective log divisor on
X♯ and we view it as a category above Sch♯div/Σ1 via (Y
♯, h) 7→ (X♯, h) (resp.
(Y ♯[.], h) 7→ (X
♯, h)).
(iv) Let X♯ (resp. (X♯, h)) denote a diagram in the category Sch♯/Σ1 (resp. Sch
♯
div/Σ1).
If C = Emb∗F , Emb
∗,glob
F , HR
∗,et
F or HR
∗,crys
F we denote simply C(X
♯) the fiber
at X♯ of Diag(C)/Diag(Sch∗/Σ1) and C(X
♯, h) ≃ C(X♯) the fiber at (X♯, h) of
Diag(Cdiv)/Diag(Sch
∗
div/Σ1).
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The following lemma is a complement to Lem. 4.9.
Lemma 5.6. Let X♯, X ′♯ denote diagrams of Sch♯/Σ1 whose vertices are separated.
(i) The product of two objects is representable in the categories Emb♯F (X
♯), Emb♯,globF (X
♯),
HR♯,etF (X
♯) and HR♯,crysF (X
♯). This product is moreover functorial with respect to
X♯.
(ii) The category HR♯,etF contains HR
♯,crys
F . These categories have a non empty fiber
above X♯ if and only if Emb♯F (X
♯) is non empty.
(iii) Consider a morphism fX : X
♯ → X ′♯ and assume that Emb♯F (X
♯) is non empty.
Any given object above X ′♯ in the category Diag(Emb♯F ) (resp. Diag(HR
♯,et
F ),
resp. Diag(HR♯,crysF )) is the target of a morphism above fX .
(iv) Assume that the type ∆ of X♯ is such that δ/∆ (the category of arrows with source
δ) is finite for any δ in ∆ (this is the case if ∆ is finite or if ∆ = N). The category
Emb♯F (X
♯) is non empty if Emb♯(X♯δ) is non empty for each δ ∈ ∆ (this is in
particular the case if the X♯δ’s have local finite p-bases).
(v) Statements (i) - (iv) hold without ♯’s.
Proof. (i) As in Lem. 4.9, we can form products componentwise (note that the property
of being a hypercovering is stable by products by [SGA4-II] V, Lem. 7.3.4).
(ii) Since the property of being a hypercovering is expressed in terms of fiber products,
it is preserved by the inverse image functor of any morphism of topoi. The first claim
thus follows from the fact that U ♯[.] = i
−1T ♯[.]. To get the second one, it suffices to observe
that the coskeleton construction makes sense in Emb♯F (X
♯) thanks to (i) and gives a right
adjoint of the functor HR♯,crysF (X
♯)→ Emb♯F (X
♯), Y ♯[.] 7→ Y
♯
[0].
(iii) The proof of Lem. 4.9 (ii) works here as well.
(iv) Assume given local embeddings (U ♯δ/X
♯
δ , Y
♯
δ , ιδ) for each δ in ∆. Replacing Y
♯
δ by
a strict e´tale Y ♯δ -p-adic log scheme if necessary, and similarly with U
♯
δ , we may assume
that each Y ♯δ has p-bases and also that Yδ (and thus Uδ) is separated. Choosing p-bases
induces Frobenius lifts F˜δ. The collection (U
♯
δ/X
♯
δ , Y
♯
δ , ιδ, F˜δ) for δ ∈ ∆ can be seen as
a diagram of type |∆| (the discrete subcategory underlying ∆). Now we observe that
the forgetful functor for : (Sch♯p)
∆ → (Sch♯p)
|∆| has a right adjoint, say cofor. Ex-
plicitly cofor sends a collection (Z♯δ) to the diagram δ 7→
∏
Z♯δ′ where the product is
indexed on the finite set of objects δ → δ′ in δ/∆. Note that, thanks to the finiteness
assumption on the δ/∆’s, the vertices of cofor(Zδ) have local finite p-bases if and only
each Zδ has. Let |X| denote the diagram of type |∆| underlying X . The forgetful func-
tor forX♯ : (Sch
♯)∆/X♯ → (Sch♯)|∆|/|X| admits similarly a right adjoint coforX♯ sending
(Z♯δ) to δ 7→
∏
X♯δ
(X♯δ ×X♯
δ′
Zδ′). By separatedness of the Xδ’s, we find that the natu-
ral morphism coforX♯(Zδ) → cofor(Zδ) is a closed immersion ([EGA1] Chap. 1, Prop.
5.4.2). The vertices of coforX♯(Zδ) are moreover separated over Σ1 (resp. have local finite
p-bases over Σ1, resp. are e´tale above the vertices of X) if and only the same is true for
each Zδ. Since the Frobenius lifts F˜δ induce a Frobenius lift on cofor(Y
♯
δ ) by functoriality,
we have all the ingredients to build an object Emb♯F (X
♯).

For some purpose, it will be useful to work with exact closed immersions rather than
closed immersions. The reader may consult [NS] for more elaborate variants of the fol-
lowing lemma.
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Lemma 5.7. Let us denote Emb♯,exF the full subcategory of Emb
♯
F formed by the objects
(U ♯/X♯, Y ♯, ι, F˜ ) where Y ♯ has local finite p-bases of the form (s, t) (and thus has local
charts of type N) and ι is an exact closed immersion. Also let HR♯,et,exF and HR
♯,crys,ex
F
denote the respective full subcategories of HR♯,etF and HR
♯,crys
F formed by the Y
♯
[.]’s for which
each Y ♯[ν] is in Emb
♯,ex
F . Consider a diagram X
♯ of Sch♯/Σ1 whose vertices are separated.
(i) The categories Emb♯,exF (X
♯), HR♯,et,exF (X
♯) and HR♯,crys,exF (X
♯) have finite non
empty products.
(ii) Assume that X♯δ has local charts of type N and that δ/∆ is finite for all δ in ∆.
The categories Emb♯,exF (X
♯), HR♯,et,exF (X
♯) and HR♯,crys,exF (X
♯) are non empty if
Emb♯(X♯δ) is non empty for each δ ∈ ∆ (this is in particular the case if the X
♯
δ’s
have local finite p-bases).
Proof. (i) Consider the full subcategory Emb♯,diagonalF of Emb
♯
F formed by the objects
(U ♯/X♯, Y ♯, ι, F˜ ) such that e´tale locally Y ♯ admits p-bases (s, t) satisfying that each one
of the ι∗ti’s is a chart for U
♯ (ie. N → MU , 1 7→ ι∗ti is a chart). On the one hand,
Emb♯,diagonalF clearly contains Emb
♯,ex
F . On the other hand, the category Emb
♯,diagonal
F (X
♯)
is a full subcategory of Emb♯F (X
♯) which is stable by finite non empty products, as the
reader will check easily. To prove that Emb♯,exF (X
♯) has finite non empty products as
claimed, it is thus enough to show that the inclusion functor inc : Emb♯,exF → Emb
♯,diagonal
F
has a right adjoint ex which is a Sch♯/Σ1-functor. For (U
♯/X♯, Y ♯, ι, FY ♯) in Emb
♯,diagonal
F ,
we set ex(U ♯/X♯, Y ♯, ι, FY ♯) := (U
♯/X♯, Y˜ ♯, ι˜, FY˜ ♯) where Y˜
♯ := (Y˜ ♯k ), ι˜ : X
♯ → Y˜ ♯ and
FY˜ ♯ are to be described now.
Let Zk = Supp(MYk) and zk = Center(MYk) (see Lem.-Def. 4.48). Consider the
blowing up Y k of Yk centered at zk. We define Y˜k as the open complement of the strict
transform of Zk in Y k. Etale locally on Yk we thus have explicitly
Y˜k ≃ SpecYk(OYk ⊗Z[t1,...,te] Z[t1, y
±1
1,2, . . . , y
±1
1,e ])(105)
where the tensor product is taken with respect to t1 7→ t1 and ti 7→ y1,it1, i ≥ 2. The
universal property of blowing ups gives a morphism ι : U → Y k above ι : U → Yk. Since
each ι∗ti is a chart for U
♯, there exists, for each i ≥ 2, a unique u1,i ∈ Gm(Ui) satisfying
ι∗ti = u1,iι
∗t1. In particular, ι factors through Y˜k. Endowing Y˜k with the log structure
induced by Y ♯k and letting k vary, we find an exact closed immersion ι˜ : U → Y˜
♯, where
Y˜ ♯ admits local finite p-bases of the form ((s1, . . . , sd, y1,2, . . . , y1,e), t1) and is the desired
p-adic log scheme. The construction of (U ♯/X♯, Y˜ ♯, ι˜) is clearly functorial with respect to
(U ♯/X♯, Y ♯, ι). The required Frobenius lift FY˜ ♯ may thus be defined by functoriality and
this ends the construction of the functor ex. We leave it to the reader to check that it
is canonically right adjoint to inc (one adjunction morphism is given by the structural
morphism Y˜ ♯ → Y ♯ of the blowing up and the other one is the identity).
Let us emphasize that the functor ex does not affect logarithmic divided power envelopes
since the blowing up is log e´tale ([Ka2] Prop. 5.3, Def. 5.4). Forming logarithmic divided
power envelopes commutes in particular to finite non empty products computed in the
category Emb♯,exF (X
♯). It follows immediately that HR♯,et,exF (X
♯) and HR♯,crys,exF (X
♯) also
have finite non empty products.
(ii) Since Emb♯,exF (X
♯) has finite non empty products which are compatible with loga-
rithmic divided power envelopes, the coskeleton construction provides a right adjoint to
HR♯,crys,exF (X
♯)→ Emb♯,exF (X
♯), Y ♯[.] 7→ Y
♯
[0]. It is thus sufficient to prove that Emb
♯,ex
F (X
♯)
is non empty if theX♯δ’s are locally embeddable. Start from a local embedding (U
♯
δ/X
♯
δ, Y
♯
δ , ιδ)
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for each δ. Applying e.g. Lem. 5.6 (iii) to an appropriate strict e´tale surjective X ′♯δ → X
♯
δ,
we may always assume that U ♯δ has charts of type N, say f : U
♯
δ → (Spec(Z[t]), (0)).
We may assume furthermore given a family (Y ♯δ,λ)λ and compatible isomorphisms Y
♯
δ,k ≃
⊔λY
♯
δ,λ,k such that each Y
♯
δ,λ has p-bases of the form (s, t) = ((s1, . . . , sdλ), (t1, . . . , teλ)).
Let U ♯δ,λ := U
♯ ×Y ♯δ
Y ♯δ,λ. There is at least one index i such that the image of ti in
Γ(Uδ,λ,MUδ,λ/Gm) coincides with the image of f
∗t. Consider the log structure on Yλ
such that ((s1, . . . , sdλ , t1, . . . , ti−1, ti+1, . . . , teλ), ti) is a p-basis. The resulting log struc-
ture on Yδ defines an object of Emb
♯,ex
F (X
♯
δ). We may now apply the cofor construction,
as in the proof of Lem. 5.6 (iv), in order to produce an object in Emb♯,diagonalF (X
♯). We
conclude using the functor ex : Emb♯,diagonalF (X
♯) → Emb♯,exF (X
♯) defined in the proof of
(i).

Remark 5.8. As already observed in Lem. 5.6 (ii), a semi-simplicial local embedding
Y ♯[.] which is in HR
♯,crys
F is automatically in HR
♯,et
F . This implication is obviously strict
since the property of being in HR♯,etF only depends on U
♯
[.]. In particular, it does not see
log structures. To illustrate this, let us start with X♯ as in Lem. 5.7 (ii) and some
Y ♯ in Emb♯,diagonalF (X
♯). The coskeleton construction provides some Y ♯[.] in HR
♯,crys
F (X
♯).
The underlying Y[.] obtained by forgetting log structures is clearly in HR
♯,crys(X) as well.
Apply now the functor ex defined in the above proof. The semi-simplicial local embedding
Y˜[.] of X obtained by forgetting log structures on Y˜
♯
[.] := ex(Y
♯
[.]) is in HR
et
F (X) (because
Y˜ ♯[.] is in HR
♯,crys
F (X
♯) ⊂ HR♯,etF (X
♯)) but certainly not in HRcrysF (X) in general (unless
X = X♯). Indeed, let T˜ ♯[.] denote the logarithmic divided power envelope of Y˜
♯
[.]. Since
the closed immersions U ♯[ν] → Y˜
♯
[ν] are exact, the underlying T˜[.] coincides with the divided
power envelope of Y˜[.]. Now
RfT˜ ♯
[.],.
,∗O ≃ RfT˜[.],.,∗O
computes the crystalline cohomology of (X♯/Σ.), but certainly not that of (X/Σ.).
5.2.2. We explain how to reduce the construction of the syntomic complex to the case
where a global embedding (with effective log divisor and Frobenius lift) is given. The first
step is to pass from global embeddings to hypercoverings. The second step is to show
the essential independence with respect to the choice of hypercoverings (see Lem. 5.10
below).
Definition 5.9. (i) Let B♯0 denote the full subcategory of Diag(Sch
♯,slfpb
div ) formed by
the (X♯, h)’s such that X♯ is locally embeddable (this is the case if the type ∆
of X♯ satisfies the finiteness condition of 5.6 (iv)). We also denote B0 the full
category formed by the X’s (with no log structure).
(ii) Let C♯0 denote either one of the categories Diag(HR
♯,et,lfpb
F,div ) or Diag(HR
♯,crys,lfpb
F,div ).
Consider a contravariant pseudo-functor F : Sch♯ → Cat, as well as a ringed weakly
variable topos (T , A) on Sch♯, which is either variable or associated to a prevariable
pretopology. Let us denote F emb (resp. Kemb) the contravariant pseudo-functor ob-
tained by composing F (resp. (Kom+(T (−), A), f 7→ f ∗)) with the forgetful functor
Emb♯,glob,lfpbF,div → Sch
♯, Y ♯ = (X♯ →֒ Y ♯, F, h) 7→ X♯.
Our starting point is a given colax morphism
Semb : F emb → Kemb(106)
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between contravariant pseudo-functors on Emb♯,glob,lfpbF,div . In other terms, we assume given a
collection of functors SembY ♯ : F(X
♯)→ Kom+(T (X♯), A) indexed by the Y ♯’s in Emb♯,glob,lfpbF,div ,
as well as a collection of natural transformations f ∗SembY ′♯ → S
emb
Y ♯ f
∗, indexed by the mor-
phisms f : Y ♯ → Y ′♯ in Emb♯,glob,lfpbF,div , and subject to the composition constraint. The
data of Semb is equivalent to that of a (Emb♯,glob,lfpbF,div )
op-functor
Semb : (F emb)cof → (K
emb)cof(107)
From this data, we are going to construct a B♯,op0 -functor
Sglob : (F glob)cof → (D
glob′)fib(108)
where F glob (resp. Dglob′) is the contravariant (resp. covariant) pseudo-functor on B♯0
obtained by composing F codiag (resp. (D+(T codiag(−), A), f 7→ Rf∗)) with the forgetful
functor B♯0 → Diag(Sch
♯), (X♯, h) 7→ X♯. This, in turn, amounts to a collection of
functors Sglob
X♯
: F codiag(X♯) → D+(T codiag(X♯), A), together with a collection of base
change morphisms Sglob
X♯
→ Rf∗S
glob
X♯
f ∗ indexed by the morphisms of B♯0 and subject to
the composition constraint.
We need to introduce several intermediate pseudo-functors: F loc (resp. Kloc) is the con-
travariant pseudo-functor on C♯0 obtained from F
codiag (resp. (Kom+(T codiag(−), A), f 7→
f ∗)) by composition with the functor tot : C♯0 → Diag(Sch
♯) sending (U ♯[.]/X
♯, Y ♯[.], ι[.], F˜[.], h)
to the underlying diagram ([ν], δ) 7→ U ♯[ν],δ of type Simp
op × ∆, where Simp denotes
the category of ordered sets [ν] = {0 ≤ · · · ≤ ν}. Next Kloc′ (resp. Dloc′) is the
covariant pseudo-functor on C♯0 obtained from (Kom
+(T codiag(−), A), f 7→ f∗) (resp.
(D+(T codiag(−), A), f 7→ Rf∗)) by composition with tot. We make the following ob-
servations.
- The collection of the functors f ∗
U♯
[.]
: F codiag(X♯)→ F codiag(U ♯[.]), for Y
♯
[.] = (fU♯
[.]
: U ♯[.] →
X♯, Y ♯[.], ι[.], F˜[.], h), running in C
♯
0 naturally gives rise to a pseudo-morphism
F glob
|C♯0
→ F loc(109)
between contravariant pseudo-functors on C♯0.
- Applying (−)codiag (Lem. 2.4 (ii) and Rem. 2.5 (ii)) to (106), then restricting
via the functor C♯0 → Diag(Emb
♯,glob,lfpb
F,div ), sending Y
♯
[.]/∆ to the underlying diagram of
Emb♯,glob,lfpbF,div of type Simp
op ×∆, we get a colax morphism
S loc : F loc → Kloc(110)
between contravariant functors on C♯0.
- There is an isomorphism of C♯,op0 -categories (Rem. 2.3 (ii))
(Kloc)cof ≃ (K
loc′
fib)(111)
- The compatibility of right derivation with composition (Lem.-Def. 2.19 (vi)) yields a
lax morphism
Kloc′ → Dloc′(112)
between covariant pseudo-functors on C♯0.
- The collection of the functors RfU♯
[.]
,∗ : D
+(T codiag(U ♯[.]), A)→ D
+(T codiag(X♯), A), for
Y ♯[.] running in C
♯
0, naturally gives rise to a pseudo-morphism
Dloc′ → Dglob′
|C♯0
(113)
between covariant pseudo-functors on C♯0.
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Applying (−)cof to (109) and (110), (−)fib to (111) and (112) and putting everything
together, we get a C♯,op0 -functor
SC♯,op0
: ((F glob)cof)|C♯,op0
→ (Dglob′)fib)|C♯,op0
(114)
In other terms, we have obtained a collection of functors
SY ♯
[.]
: F codiag(X♯) → D+(T codiag(X♯), A)
ξ 7→ RfU♯
[.]
,∗S
loc(f ∗
U♯
[.]
ξ)
(115)
(here S loc(f ∗
U♯
[.]
ξ) is the object of Kom+(T codiag(U ♯[.], A)) collecting the S
emb(f ∗
U♯
[ν],δ
ξ)’s and
their base change morphisms for varying ([ν], δ)’s), indexed by the objects Y ♯[.] of C
♯,op
0 ,
as well as a collection of base change morphisms SY ♯
[.]
→ Rf∗SY ′♯
[.]
f ∗, indexed by the
morphisms f : Y ′♯[.] → Y
♯
[.] in C
♯
0, and subject to the composition constraint.
Lemma 5.10. The functor (114) descends to a B♯,op0 -functor (108) if and only the base
change morphism SY ♯
[.]
→ SY ′♯
[.]
is invertible for each X♯ in B♯0 and each morphism f :
Y ′♯[.] → Y
♯
[.] in C
♯
0(X
♯).
Proof. This follows from 2.7, thanks to 5.6 (i), (ii), (iii).

Remark 5.11. If one is given a global embedding Y ♯ ∈ Emb♯,glob,lfpbF,div , one easily checks
that there is a canonical isomorphism SembY ♯ ≃ S
glob
X♯
(look at Y ♯ as a constant hypercovering
of X♯).
5.3. The relative Frobenius and Cartier’s descent for crystals.
The purpose of this section is to review the crystalline interpretation of Cartier’s descent
for crystals with trivial p-curvature in the case of local finite p-bases (see Prop. 5.24) and
to gather the exactness results needed for the definition of the mod p Hodge filtration of
Dieudonne´ crystals. Logarithmic structures play essentially no role until Sect. 5.3.4 where
we discuss elementary consequences of the Cartier equivalence on X for the category of
crystals on (X♯/Σ1).
5.3.1. Let us begin with a review of the relative Frobenius and of the inverse Cartier
operator in the language of topoi.
We denote F or FX♯ the absolute Frobenius endomorphism of X
♯ in Sch♯/Σ1. If U
♯ is
in TOP ♯(X♯), we denote F0U
♯ the object deduced from U ♯ by composing the structural
morphism U ♯ → X♯ with FX♯ . The absolute Frobenius of U
♯ is thus a morphism
FU♯ : F0U
♯ → U ♯ in TOP ♯(X♯).
Similarly, if (U ♯, T ♯) is an object of CRY S♯top(X
♯/Σ1), we denote F0(U
♯, T ♯) the object
deduced from (U ♯, T ♯) by composing the structural morphism U ♯ → X♯ with FX♯ . The
absolute Frobenius of U ♯ and T ♯ is then a morphism
F(U♯,T ♯) : F0(U
♯, T ♯)→ (U ♯, T ♯) in CRY S♯top(X
♯/Σ1).
In both case we have obtained a natural transformation of functors
F : F0 → id(116)
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Definition 5.12. (i) Let F : X♯
TOP ♯
→ X♯
TOP ♯
or (X♯/Σ1)CRY S♯,top → (X
♯/Σ1)CRY S♯,top
denote the morphism induced by F : X♯ → X♯. We define the relative Frobenius
F (−/X
♯) : F → id(117)
as the morphism induced by (116) viewed as a natural transformation between
cocontinuous functors.
(ii) In the case TOP or top (resp. CRY S or crys) we deduce relative Frobenius
morphism from (i) as follows
F (−/X
♯) : F = πFr → πr ≃ id(118)
Here π and r are as in (43) and the comment below.
The morphism F (−/X
♯) can equivalently be seen as a natural transformation F∗ →
id, or id → F−1. Note that in the case of X♯TOP , the latter natural transformation
(or equivalently its restriction to TOP (X♯), ie. the natural transformation from the
identity to the functor “base change by FX♯) is what is more commonly called the relative
Frobenius.
The relative Frobenius on the usual and top crystalline topoi are compatible with each
other via the functoriality isomorphism Fi ≃ iF and Fu ≃ uF (when u exists, e.g. if
top ∈ {zar, et, syn} by Lem. 2.29). Recall that ui ≃ id, canonically, and that there is a
natural morphism nat : iu→ id (provided by i∗ ≃ u
−1).
Lemma + definition 5.13. Let top = et or syn.
(i) Consider the Frobenius morphism F : (X♯/Σ1)CRY S♯,top → (X
♯/Σ1)CRY S♯,top.
There exists a unique morphism C−1, called the inverse Cartier morphism, fac-
torizing F (−/X
♯) as follows:
F
C−1   ❅
❅❅
❅❅
❅❅
❅
F (−/X
♯)
// id
iu
nat
>>⑥⑥⑥⑥⑥⑥⑥⑥
(ii) In the case CRY S or crys the inverse Cartier morphism C−1 is defined from (i)
as follows:
F = πFr
C−1 ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
F (−/X
♯)
// πr = id
πiur = iu
nat
77♣♣♣♣♣♣♣♣♣♣♣
Proof. (i) Recall that the morphisms F , id and iu are respectively induced by the
cocontinuous functor sending (U ♯, T ♯) to F0(U
♯, T ♯), (U ♯, T ♯) and (U ♯, U ♯). Since these
functors are continuous as well, it is not difficult to check that the claimed factorization
of F (−/X
♯) is equivalent to a functorial factorization
F0(U
♯, T ♯)
C−1 &&▼▼
▼▼
▼▼
▼▼
▼▼
F // (U ♯, T ♯)
(U ♯, U ♯)
nat
99ssssssssss
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Uniqueness is clear and existence results from the divided power structure on the ideal
IU/T of the closed immersion U → T , using x
p = p!x[p] = 0.

As in the case of the relative Frobenius morphism, the inverse Cartier morphism C−1
can equivalently be seen as a natural transformation F∗ → i∗u∗ or u
−1i−1 → F−1. Of
particular importance in Sect. 5.4 will be the morphism
C−1 : i−1 → u∗F
−1(119)
which is deduced from the latter by adjunction.
The following compatibilities will be used in Sect. 9.1.
Lemma 5.14. (i) Consider Abelian groups A, B in (X♯/Σ1)CRY S♯,top or X
♯
TOP ♯
. The
following square is commutative:
RHom(A,B)
F (B/X
♯)
//
F (RHom(A,B)/X
♯)

RHom(A, F−1B)
F−1RHom(A,B) ∼
// RHom(F−1A, F−1B)
F (A/X
♯)
OO
(ii) Let top be as in Lem.-Def. 5.13 and consider Abelian groups A, B in (X♯/Σ1)CRY S♯,top.
The following diagram is commutative:
RHom(A,B)
C−1

C−1 // RHom(A, i∗Ru∗F
−1B)
adj
∼
// i∗Ru∗RHom(u
−1i−1A, F−1B)
nat

i∗Ru∗F
−1RHom(A,B)
∼ // i∗Ru∗RHom(F
−1A, F−1B)
F (A/X) // i∗Ru∗RHom(A, F
−1B)
(iii) If X♯ = X (resp. and if the absolute Frobenius morphism of X is top) then (i)
and (ii) hold verbatim with big (resp. small) sites instead of ♯-big sites.
Proof. It is sufficient to prove analogous compatibilities before deriving. We begin with
a general fact whose proof is left to the reader. If f, g : E → E ′ are any two morphisms
of topoi and α : f → g is a morphism between them, then the following natural square of
Ab(E ′) is commutative for any A in Ab(E ′), B in Ab(E):
Hom(A, f∗B)
≀

// Hom(A, g∗B)
≀

f∗Hom(f
−1A,B) // g∗Hom(g
−1A,B)
(120)
Let us now prove the lemma.
(i) Recall that the natural transformation id → F−1 can be deduced from F∗ → id by
composition as follows:
id // F∗F
−1 // F−1
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We thus have to prove that the exterior square of the following diagram is commutative:
Hom(A,B) //

Hom(A, F∗F
−1B)
≀

// Hom(A, F−1B)
‖

F∗F
−1Hom(A,B)

∼ // F∗Hom(F
−1A, F−1B)

// Hom(A, F−1B)
JK
OO
F (A/X
♯)
F−1Hom(A,B)
∼ // Hom(F−1A, F−1B)
It suffices to prove that the interior squares are commutative. The left ones cause no
difficulty and the top right one follows from (120) applied to the morphism F (−/X
♯) : F →
id (note that the bottom right triangle is tautologically commutative by definition of the
bottom horizontal arrow in (120)).
(ii) Here the arrows denoted C−1 are meant as the ones induced by the morphism
C−1 : id→ i∗u∗F
−1. The latter can be decomposed as
id // F∗F
−1 F∗→i∗u∗ // i∗u∗F
−1
We thus have to prove that the exterior square of the following diagram is commutative:
Hom(A,B) //

Hom(A, F∗F
−1B)
≀

F∗→i∗u∗ // Hom(A, i∗u∗F
−1B)
adj

F∗F
−1Hom(A,B)
F∗→i∗u∗

∼ // F∗Hom(F
−1A, F−1B) //
F∗→i∗u∗

i∗u∗Hom(u
−1i−1A, F−1B)
nat

i∗u∗F
−1Hom(A,B) ∼
// i∗u∗Hom(F
−1A, F−1B)
F (A/X
♯)
// i∗u∗Hom(A, F
−1B)
It suffices to prove that the interior squares are commutative. The left ones cause no
difficulty and the top right one is (120) applied to the morphism C−1 : F → iu. Commu-
tativity of the bottom right square results from the commutativity of the triangle
u−1i−1A
C−1
yyrrr
rr
rr
rr
r
F−1A A
F (A/X
♯)
oo
nat
OO
(iii) The previous proofs remain valid as long as F is a localization morphism (so that
Hom commutes to F−1).

5.3.2. Let us now discuss the linear variants of C−1 and F (−/X
♯). The following definitions
are taken from [BBM] (4.3.4.2).
Definition 5.15. Let top = et or syn. We use the following notations.
(i) We denote respectively (C−1), (nat), (F ), (F ), the morphism of ringed topoi
which is the identity of (X♯/Σ1)CRY S♯,top (or X
♯
TOP ♯
) together with the morphism
of rings C−1 : Ga = u−1i−1O → F−1O ≃ O, nat : O → i∗i−1O = Ga, F :
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O → O, x 7→ xp, F : Ga → Ga, x 7→ xp (C−1 : O = i−1O → u∗F−1O ≃ O
crys
1 ,
nat : Ocrys1 = u∗O → u∗i∗i
−1O = O, F : Ocrys1 → O
crys
1 , x 7→ x
p, F : O → O,
x 7→ xp).
(ii) We denote
((X♯/Σ1)CRY S♯,top,O)
φ // (X♯
TOP ♯
,O)
the morphism of ringed topoi defined by the morphism of topoi u together with the
morphism of rings C−1 : O → Ocrys1 .
(iii) We use similar notations in the context of big or small topoi instead of ♯-big ones
(the natural functoriality morphisms F−1O → O might not be invertible in this
context but still can be used in the same way for the above definitions).
Let us gather some compatibilities into a lemma.
Lemma 5.16. Let top = et or syn.
(i) There is a canonically pseudo-commutative diagram of ringed topoi
((X♯/Σ1)CRY S♯,top,Ga)
(nat)
// ((X♯/Σ1)CRY S♯,top,O)
(C−1)
//
u

φ
**❯❯❯
❯❯❯
❯❯❯❯
❯❯❯
❯❯❯
❯
((X♯/Σ1)CRY S♯,top,Ga)
u

(X♯
TOP ♯
,O)
i
OO
i
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
(nat)
// (X♯
TOP ♯
,Ocris1 )
(C−1)
// (X♯
TOP ♯
,O)
This diagram is pseudo-functorial with respect to X♯. The same is true in the
context of big or small topoi and the resulting diagrams are pseudo-compatible via
the projection weak morphisms π.
(ii) We have canonical isomorphisms
i∗ ≃ u
−1 : Mod(S♯
TOP ♯
,O)→ Mod((S♯/Σ1)CRY S♯,top,Ga)
(C−1)∗ ≃ (F )∗(nat)∗ : Mod((S
♯/Σ1)CRY S♯,top,Ga)→ ((S
♯/Σ1)CRY S♯,top,O)
φ∗ ≃ (F )∗i∗ : Mod(S
♯
TOP ♯
,O)→ Mod((S♯/Σ1)CRY S♯,top,O))
and similarly in the context of big or small topoi.
Proof. (i) results easily from the definitions.
(ii) The first isomorphism is clear. The second one results from the fact that nat : O →
Ga is epimorphic and the third one follows formally.

Lemma 5.17. (i) The morphism F (−/X
♯) of Def. 5.12 (in either the ♯-big, big,
small, crystalline or usual topoi setting) induces a morphism between the fol-
lowing (weak) endomorphisms of ringed topoi:
F
F (−/X
♯)
// (F )(121)
This morphism is functorial in X♯ and compatible with π, ǫ, λ, i, φ.
(ii) The morphism C−1 of Lem.-Def. 5.13 (in either the ♯-big, big or small crystalline
topoi setting) induces a morphism between the following (weak) endomorphisms
of ringed topoi:
F
C−1 // iφ(122)
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This morphism is functorial in X♯ and compatible with π and ǫ.
Proof. Left to the reader.

Lemma 5.18. Assume that top is coarser than or equal to et.
(i) On (X♯top,O), the relative Frobenius F
(−/X♯) : F → (F ) is an isomorphism.
(ii) On Crys((X♯/Σ1)CRY S♯,top,O), the relative Frobenius F
(−/X♯) : (F )∗ → F ∗ is an
isomorphism. In particular, the functor (F )∗ preserves crystals of ((X♯/Σ1)CRY S♯,top,O).
The same is true with CRY S or crys instead of CRY S♯.
Proof. (i) Since F (U
♯/X♯) : U ♯ → F−1U ♯ is an isomorphism for any U ♯ in top(X♯), we
find that F∗M → (F )∗M is invertible for any module M .
(ii) It suffices to prove that (F )∗M|T ♯ → F
∗M|T ♯ is invertible for any T
♯ in CRY S♯top(X
♯/Σ1).
This follows from (i) by compatibility of the relative Frobenius with λT ♯ since
M|T ♯ ≃ λ
∗
T ♯MT ♯ .

Remark 5.19. The statements of Lem. 5.18 have the following consequences for zar 
top  fl (using Lem.-Def. 3.23 and Lem. 3.37).
(i) If M is a quasi-coherent module of the ♯-big, big or small top topos of X♯ then
F (M/X
♯) : (F )∗M → F ∗M is an isomorphism.
(ii) If M is a quasi-coherent crystal of the ♯-big, big or small crystalline top topos of
(X♯/Σ1) then F
(M/X♯) : (F )∗M → F ∗M is an isomorphism.
5.3.3. Consider a separated log scheme X♯ with local finite p-bases over Σ1 and let
Y ♯ = T ♯ = X♯. Let Xλ and (∅, t) be as in section 4.2, so that the O-algebras P
♯(1)
X and
D♯ of X♯et ≃ Xet have the following local description:
(P
♯(1)
X )|Xλ ≃ O|Xλ < τ
♯ > and D♯|Xλ ≃ O|Xλ [∂
♯]
Let us furthermore denote P
(1)
X and D the rings of Xet corresponding to the underlying
scheme without log structures X = Y = T , so that explicitly
(P
(1)
X )|Xλ ≃ O|Xλ < τ > and D|Xλ ≃ O|Xλ [∂]
where τa 7→ taτ
♯
a (resp. ∂
♯
a 7→ ta∂a) under the natural ring homomorphism
P
(1)
X → P
♯(1)
X and D
♯ → D
evaluated at Xλ.
Definition 5.20. We use the following notations.
(i) Let P
(1),F
X denote the structural ring of (X×F,X,FX)et viewed as an object of Xet
via the diagonal immersion X → X×F,X,FX and endowed with the structure of
O-algebra coming from the first projection.
(ii) Let DF denote the module Hom(P
(1),F
X ,O) of (Xet,O).
Lemma 5.21. (i) The O-module P
(1),F
X naturally identifies with a direct summand
of the O-module P
(1)
X , which is moreover stable by multiplication and comultipli-
cation. Explicitly:
(P
(1),F
X )|Xλ ≃ O|Xλ [τ1, . . . , τd]/(τ
p
1 , . . . , τ
p
d ).
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(ii) The O-module DF has a natural O-algebra structure for which it is a quotient of
D. Explicitly:
(DF )|Xλ ≃ O|Xλ [∂1, . . . , ∂d]/(∂
p
1 , . . . , ∂
p
d)
Proof. Since the diagonal closed immersion X → X ×F,X,F X has divided powers, we
have a canonical morphism inc : X ×F,X,F X → T
(1). Since on the other hand the ideal
of the closed immersion X ×F,X,F X → X ×X is generated by p
th powers, the morphism
inc has a canonical retraction ret : T (1) → X ×F,X,F X . All statements follow easily from
the fact that inc and ret are compatible with the projection morphisms p0, p1.

Recall the following equivalences of categories (Prop. 4.18)
Crys((X♯/Σ1)crys,et,O) ≃ ∇-Mod(X
♯)
and Crys((X/Σ1)crys,et,O) ≃ ∇-Mod(X)
Lemma + definition 5.22. Consider M in Crys((X/Σ1)crys,et,O) corresponding to
(MX ,∇) in ∇-Mod(X). The following conditions are equivalent
(i) The corresponding morphism θ : MX →MX⊗P
(1)
X takes its values in MX⊗P
(1),F
X
viewed as a submodule of MX ⊗P
(1)
X .
(ii) The corresponding hyper dp-stratification ε : P
(1)
X ⊗ MX ≃ MX ⊗ P
(1)
X sends
P
(1),F
X ⊗MX into MX ⊗P
(1),F
X .
(iii) The action of D on MX factors through the quotient ring D
F .
When they hold we say that M (or equivalently (MX ,∇)) has trivial p-curvature. The
category CrysF ((X/Σ1)crys,et,O) of crystals with trivial p-curvature is a full subcategory
of Crys((X/Σ1)crys,et,O) which is stable by subobjects and quotient objects. In particular
it is Abelian and the inclusion functor is exact.
Proof. This is straightforward using the correspondences explained in Lem. 4.13 and
Prop. 4.16.

Remark 5.23. If M is in CrysF ((X/Σ1)crys,et,O) then the resulting isomorphism
εF : P
(1),F
X ⊗MX ≃ MX ⊗ P
(1),F
X
satisfies the cocycle condition, since ε does. We also note that ε can be recovered from εF
by scalar extension via P
(1),F
X → P
(1)
X .
The following result gives an interpretation of Cartier equivalence using the morphism
φ : ((X/Σ1)crys,et,O)→ (Xet,O)
We will follow mainly the arguments of [Be4] Thm. 2.3.6. This interpretation is peculiar
to small e´tale sites and the reader is referred to [FM] II, Sect. 1.6 for a good understanding
of the situation in the setting of small syntomic sites.
Proposition 5.24. Recall that X has local finite p-bases over Σ1. The functor φ
∗ :
Mod(Xet,O)→Mod((X/Σ1)crys,et,O) induces an equivalence of categories
Mod(Xet,O) ≃ Crys
F ((X/Σ1)crys,et,O)
The properties qcoh, lf , lfft are moreover preserved under this equivalence and a quasi-
inverse is induced by φ∗.
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Proof. We begin with a lemma.
Lemma 5.25. (i) Consider a cartesian square of schemes
U1
ι
−−−→ T1
h
y  hy
U2
ι
−−−→ T2
where the horizontal arrows are finite morphisms. The base change morphism
h∗ι∗M → ι∗h
∗M is invertible for any M in Mod(U2,et,O).
(ii) Let f : Y → X denote a finite surjective morphism and set Y ′ := Y ×X Y ,
Y ′′ := Y ×XY ×XY . Let prop ∈ {∅, qcoh, lf, lfft}. The categoryModprop(Xet,O)
is equivalent to that of O-modules on Yet satisfying prop with descent datum rel-
atively to f .
(iii) Consider a commutative triangle
U ′
h

ι′ // T
U
ι
>>⑦⑦⑦⑦⑦⑦⑦⑦
in Sch/Σ1 and assume that ι and ι
′ are nilimmersions of order p. The adjunction
morphism id→ h∗h
∗ induces an isomorphism (F )∗ι∗M ≃ (F )
∗ι′∗h
∗M for any M
in Mod(Uet,O).
Proof. (i) and (ii) are respective variants of Prop. 5.5 and Thm. 9.4 of [SGA4-II] VIII.
The proofs given there for Abelian sheaves can easily be adapted.
(iii) Since ι and ι′ are nilimmersions of order p, there exist unique F and F
′
factorizing
the absolute Frobenius as follows:
T
F   ❅
❅❅
❅❅
❅❅
❅
F
′
// U ′
h

ι′ // T
U
ι
>>⑦⑦⑦⑦⑦⑦⑦⑦
Now ι∗ : Mod(Uet,O)→Mod(Tet,O) is a fully faithful functor. Hence,
F ∗ι∗M ≃ F
∗
ι∗ι∗M ≃ F
∗
M
Similarly F ∗ι′∗h
∗M ≃ F
′∗
h∗M . The natural morphism
F ∗ι∗M → F
∗ι′∗h
∗M
thus identifies with the transitivity isomorphism
F
∗
M ≃ F
′∗
h∗M
The result follows by Lem. 5.18 (i).

We can now proceed with the proof of Prop. 5.24. The first thing to check is that, for any
M in Mod(Xet,O), φ
∗M is a crystal. Consider (hT , hU) : (U1, T1, ι1, γ1)→ (U2, T2, ι2, γ2)
in Cryset(X/Σ1). We have the following compatible isomorphisms in Mod(T1,et,O):
101
(φ∗M)T1
5.16(ii)
≃ ((F )∗i∗M)T1
2.37(ii)
≃ (F )∗(i∗M)T1
2.39(i)
≃ (F )∗ι1,∗M|U1
↑ ↑ ↑ ch ↑
h∗T (φ
∗M)T2
5.16(ii)
≃ h∗T ((F )
∗i∗M)T2
2.37(ii)
≃ (F )∗h∗T (i∗M)T2
2.39(i)
≃ (F )∗h∗T ι2,∗M|U2
It thus suffices to prove that the arrow denoted ch is invertible. This, in turn, follows from
Lem. 5.25 (i) and (iii) applied respectively to the square and triangle of the commutative
diagram:
U1
ι1
$$■
■■
■■
■■
■■
■■
//
ON ML
hU

U1 ×T2 T1 //

U2
T1
hT // T2

ι2
We have thus checked that φ∗M is a crystal. Let (MX , ε) denote the corresponding
hyper dp-stratification. Using the isomorphism φ∗M ≃ (F )∗i∗M (Lem. 5.16 (ii)) one
checks easily that ε satisfies the condition of Lem.-Def. 5.22 (ii), ie. has trivial p-curvature.
Using the diagonal equivalence ι : Xet ≃ (X ×F,X,F X)et and Lem. 5.18 (i), we may
translate the corresponding εF on (φ∗M)X ≃ (F )
∗M as a descent datum on F ∗M along
F . This descent datum is the canonical one and we may thus conclude by Lem. 5.25 (ii)
applied to f = F (note that F is finite since X♯ has local finite p-bases).
It remains to check that φ∗ preserves prop but this also follows from Lem. 5.25 (ii)
which ensures that M is prop if and only if φ∗M is.

5.3.4. We explain some exactness properties of the category of crystals with respect to
the following morphisms:
((X♯/Σ1)crys,et,O)
o // ((X/Σ1)crys,et,O)
φX // (Xet,O)
EDGF
φ
X♯
(123)
(here as in the previous paragraphs we have identified (X♯et,O) and (Xet,O)). For sim-
plicity we assume that X♯ has a fixed global finite p-basis of the form (∅, t).
Definition 5.26. (i) We say that a module M on (Xet,O) is t-torsion free if mul-
tiplication by ti on M is monomorphic for all i. The fully e-exact subcategory of
Mod(Xet,O) formed by such modules is denoted Modt-fr(Xet,O).
(ii) We say that a crystal on ((X/Σ1)crys,et,O) is t-torsion free if its realization at X
is t-torsion free. The fully e-exact subcategory of Crys((X/Σ1)crys,et,O) formed
by such crystals is denoted Cryst-fr((X/Σ1)crys,et,O). We use similar notations
with X♯ instead of X.
Remark 5.27. (i) Def. 5.26 (i) does not depend on the chosen p-basis (∅, t). Indeed
if M is t-torsion free then multiplication on M by any local section of the monoid
of X♯ is monomorphic as well.
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(ii) A similar remark holds for Def. 5.26 (ii). Moreover if a crystal M on (X♯/Σ1)
is t-torsion free and if T ♯ is the logarithmic divided power envelope of a local
embedding of X♯, then multiplication on the realization of M at T ♯ by any local
section of the monoid of T ♯ is monomorphic as well (Lem. 4.35 and Lem. 4.36).
(iii) Locally free modules on (Xet,O) and locally free crystals of ((X/Σ1)crys,et,O) or
((X♯/Σ1)crys,et,O) are t-torsion free in virtue of Lem. 4.47 (i). We thus have the
following inclusions of fully e-exact subcategories (Sect. 3.1.1):
Modlf(Xet,O) ⊂Modt-fr(Xet,O) ⊂ Mod(Xet,O)
and similarly for the categories of crystals of ((X/Σ1)crys,et,O) or ((X
♯/Σ1)crys,et,O).
The category of t-torsion free crystals is well behaved with respect to o : X♯ → X .
Using this fact, the next lemma gathers some consequence of Prop. 5.24.
Lemma 5.28. (i) The functors
o∗ : Crys((X/Σ1)crys,et,O)→ Crys((X
♯/Σ1)crys,et,O)(124)
φ∗X : Mod(Xet,O)→ Crys((X/Σ1)crys,et,O)(125)
φ∗X♯ : Mod(Xet,O)→ Crys((X
♯/Σ1)crys,et,O)(126)
preserve t-torsion freeness and are conservative for this property. The respective
right adjoints φX,∗, φX♯,∗ of the latter two preserve t-torsion freeness as well.
(ii) The functors (124), (125) and (126) are exact. The functor (125) is fully faithful.
The functor (124) (resp. (126)) is faithful and its restriction to t-torsion free
crystals (resp. modules) is fully faithful.
(iii) Consider a short exact sequence E : 0 → M1 → M2 → M3 → 0 of the cat-
egory Crys((X/Σ1)crys,et,O) or Crys((X
♯/Σ1)crys,et,O) accordingly. Let prop ∈
{t-fr, qcoh, lf, lfft}.
- If M2 ≃ φ
∗
XM
′
2 for some M
′
2 in Mod(Xet,O) then E ≃ φ
∗
XE
′ for some short
exact sequence E ′ : 0 → M ′1 → M
′
2 → M
′
3 → 0 of Mod(Xet,O). Moreover M
′
i
satisfies prop if and only if Mi does.
- If M1, M3 are in Cryst-fr((X
♯/Σ1)crys,et,O) and M2 ≃ o
∗M ′2 for some M
′
2 in
Crys((X/Σ1)crys,et,O) (resp. M2 ≃ φ
∗
X♯M
′
2 for some M
′
2 in Mod(Xet,O)) then
E ≃ o∗E ′ for some short exact sequence E ′ : 0 → M ′1 → M
′
2 → M
′
3 → 0 of
Crys((X/Σ1)crys,et,O) (resp. Mod(Xet,O)). Moreover M
′
i satisfies prop if and
only if Mi does.
Proof. (i) That φ∗X (resp. φX,∗, resp. φX♯,∗) preserves t-torsion freeness follows easily
from the third isomorphism in Lem. 5.16 (ii), using the flatness of F : X → X (resp.
follows from the fact that φX,∗M is a submodule of (F )∗MX , resp. follows from the fact
that φX♯,∗M is a submodule of (F )∗MX♯). For a crystal M , the isomorphism (o
∗M)X♯ ≃
MX shows that o
∗ does not affect the property of being t-torsion free. Since φX♯ = φX♯o,
it only remains to prove that φ∗
X♯
is conservative for t-torsion freeness. Now, this follows
from Prop. 5.24, thanks to the fact that t-torsion freeness is preserved by φX♯,∗.
(ii) In terms of modules with connection, o∗ sends (M,∇) to (M,∇′) where ∇′ is
deduced from ∇ via ΩX/Σ1 → ΩX♯/Σ1 . This shows that (124) is exact and faithful.
Recall that ΩX/Σ1 ≃ ⊕iOdti, ΩX♯/Σ1 ≃ ⊕iOdlog(ti) and dti 7→ tidlog(ti); in particular
M ⊗ ΩX♯/Σ1 → M ⊗ ΩX/Σ1 is monomorphic as long as M is t-torsion free. This remark
shows that the restriction of o∗ to t-torsion free crystals is fully faithful. The functor (125)
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is exact and fully faithful in virtue of Lem.-Def. 5.22 and Prop. 5.24. The statement
about (126) follows by composition.
(iii) The case of φ∗X is clear by Prop. 5.24, Lem.-Def. 5.22 and (i). In the case of o
∗
we have to check that the connection of M1,X♯ and M3,X♯ have no logarithmic poles, or
equivalently that M1,X♯ is stable by the ∂i’s. This is true since ∂
♯
i = ti∂i and M3,X♯ is
t-torsion free. The case of φ∗X♯ follows by the isomorphism φ
∗
X♯ ≃ o
∗φ∗X .

Lemma 5.29. The essential image of the functor
(F )∗ : Cryst-fr((X
♯/Σ1)crys,et,O)→ Cryst-fr((X
♯/Σ1)crys,et,O)
(see Lem. 5.18 (ii)) is contained in the essential image of
φ∗X♯ : Modt-fr(Xet,O)→ Cryst-fr((X
♯/Σ1)crys,et,O)(127)
Proof. It suffices to prove that the following diagram is pseudo-commutative:
Crys((X♯/Σ1)crys,et,O)
Crys((X♯/Σ1)crys,et,O)
(F )∗
OO
i−1 // Mod(Xet,O)
φ∗
X♯
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙
LetM ′ in Crys((X♯/Σ1)crys,et,O) and let (M
′
X ,∇
′) denote the corresponding module with
connection. Using Lem. 5.18 (ii) and the description of F ∗ recalled in Lem. 4.19, we find
that M := (F )∗M ′ corresponds to (MX ,∇), where MX = (F )
∗M ′X and ∇ is the trivial
connection λ⊗x 7→ (1⊗x)⊗ dλ. The claimed pseudo-commutativity follows easily using
the isomorphism φ∗X♯ ≃ (F )
∗i∗ (Lem. 5.16 (ii)).

5.4. The mod p Hodge filtration on the small crystalline e´tale site.
In this section we define the tangeant sheaf and the mod p Hodge filtration of a twisted
Dieudonne´ crystal over X♯. Then, we deduce a filtration on the corresponding linearized
crystal and de Rham complexes. Finally, we use the functor 〈1〉∗ to normalize Fil1 and
get the morphism ϕ occurring in the definition of syntomic complexes. Here we have to
assume that X♯ has local finite p-bases over Σ1 since the construction relies on Cartier’s
descent.
5.4.1. Recall the following definitions (see e.g. [dJ1] Rem. 2.4.10 for (ii)).
Definition 5.30. Let X♯ in Sch♯/Σ1.
(i) A Dieudonne´ crystal on X♯ is a triple (D, f, v) where D is a crystal of locally free
modules of finite type of (X♯/Σ∞)crys,et and f : F
∗D → D and v : D → F ∗D sat-
isfy fv = p and vf = p. A morphism of Dieudonne´ crystals is a morphism of crys-
tals which is compatible with the operators f and v. The category of Dieudonne´
crystals on X♯ is denoted DC(X♯).
(ii) Assume that X♯ is locally embeddable. A truncated Dieudonne´ crystal of level 1
on X♯ is a triple (D, f, v) where D is a crystal of locally free modules of finite type
of (X♯/Σ1)crys,et, and f : F
∗D → D and v : D → F ∗D fit into an exact sequence
D → F ∗D → D → F ∗D of Crys((X♯/Σ1)crys,et,O). The category of truncated
Dieudonne´ crystals of level 1 on X♯ is denoted DC1(X
♯).
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Lemma 5.31. Assume that X♯ is locally embeddable.
(i) There is an exact structure e on DC(X♯) (resp. DC1(X
♯)) such that the for-
getful functor to Cryslfft((X
♯/Σ∞)crys,et,O) (resp. Cryslfft((X
♯/Σ1)crys,et,O)) is
e-exact and reflects exactness.
(ii) The natural morphism ι1 : ((X
♯/Σ1)crys,et,O) → ((X
♯/Σ∞)crys,et,O) induces an
e-exact functor
ι−11 : DC(X
♯)→ DC1(X
♯)
We use the notation (D, f, v) := ι−11 (D, f, v).
Proof. (i) We say that 0 → (D, f, v) → (D′, f ′, v′) → (D′′, f ′′, v′′) → 0 of DC(X♯)
(resp. DC1(X
♯)) is exact if the underlying sequence 0 → D → D′ → D′′ → 0 of
Crys((X♯/Σ∞)crys,et,O) (resp. Crys((X
♯/Σ1)crys,et,O)) is exact. The reader may check
directly that this defines an exact structure, ie. satisfies the axioms of [Bu] Def. 2.1 using
that F ∗ is e-exact on Cryslfft((X
♯/Σ∞)crys,et,O) (resp. Cryslfft((X
♯/Σ1)crys,et,O)).
(ii) Let us check that the claimed functor is well defined. Consider (D, f, v) in DC(X♯)
and let Dk, fk : F
∗Dk → Dk and vk : Dk → F
∗Dk respectively denote the image of D,
f and v under the functor ι−1k : Crys(X
♯/Σ∞,O) → Crys(X
♯/Σk,O). We need to show
that the sequence
D1
v1 // F ∗D1
f1 // D1
v1 // F ∗D1
is exact in the category of crystals over (X♯/Σ1). Since ι1,2,∗ : Crys(X
♯/Σ1,O) →
Crys(X♯/Σk,O) is exact faithful and ι1,2,∗D1 ≃ D2/p, it is equivalent to show the ex-
actness of
D2/p
v2 // F ∗D2/p
f2 // D2/p
v2 // F ∗D2/p
Since p = f2v2 we have
F ∗D2/(Ker f2 + Im v2)
f2
→֒D2/Imp
Now Ker p contains Ker f2 and coincides with Imp (check this using e.g. Lem. 4.9 (v),
or Lem. 4.4 (iv), (vi)). Exactness at the second term follows. Exactness at the third term
is similar. The functor ι∗1 is thus well defined. Its exactness is clear by local freeness.

Remark 5.32. Replacing the small e´tale crystalline site with the ♯-big, big or small top
crystalline site, fl  top  et, we may define similarly categories of Dieudonne´ crystals
DCCRY S♯,top(X
♯), DCCRY S,top(X
♯), DCcrys,top(X
♯).
(i) The various categories of Dieudonne´ crystals obtained in that way are all naturally
equivalent by Rem. 3.36 and Lem. 3.37 (note that for a quasi-coherent crystal
M , we have F ∗ǫ∗M ≃ ǫ∗F
∗M and F ∗π∗M ≃ π∗F
∗M) and thus naturally endowed
with an exact structure e.
(ii) Using Prop. 4.40 we find that the forgetful functor from the category of Dieudonne´
crystals on the ♯-big, big or small top crystalline site to the corresponding category
of O-modules is e-exact (because locally free crystals are flat, hence acyclic for ǫ∗
and π∗) and reflects exactness (because quasi-coherent crystals are acyclic for ǫ∗
and π∗, see Lem. 3.37 (ii)).
Definition 5.33. Assume that X♯/Σ1 has local finite p-bases.
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(i) Let D = (D, f, v) in DC1(X
♯).
- Recall the morphism φ from Def. 5.15 (ii). We define Lie(D) as the following
module of (Xet,O):
Lie(D) := φ∗(Coker v)
- The Hodge filtration on the module of ((X♯/Σ1)crys,et,O) underlying D is defined
as follows: Fil2D := 0, Fil0D := D and
Fil1D := Ker(canD : D → i∗i
−1D → i∗Lie(D))
where the first one is the adjunction morphism and the second one is the inverse
Cartier operator (122): i∗D → φ∗F
∗D.
(ii) Let D = (D, f, v) in DC(X♯).
- We define Lie(D) as Lie(D).
- The mod p Hodge filtration on the module of ((X♯/Σ∞)crys,et,O) underlying D
is defined as follows: FilhD is the inverse image of ι1,∗Fil
hD by the adjunction
morphism D → ι1,∗D.
Proposition 5.34. Assume that X♯/Σ1 has local finite p-bases. ConsiderD in DC(X
♯).
(i) The morphism canD : D → i∗Lie(D) occurring in the definition of Fil
1D is an
epimorphism. It induces an exact sequence in Mod((X♯/Σ∞)crys,et,O):
0 // Fil1D // D
canD // i∗Lie(D) // 0
(ii) Consider a morphism f : X ′♯ → X♯ where X ′♯ has local finite p-bases as well.
There is a natural base change isomorphism chf rendering the following square
commutative:
i−1f ∗D
canf∗D // Lie(f ∗D)
f ∗i−1D
≀
OO
f∗(canD) // f ∗Lie(D)
≀ chf
OO
The family of the chf ’s satisfies the composition constraint.
(iii) The functor Lie : DC(X♯)→Mod(X♯et,O) is e-exact.
Proof. (i) Up to e´tale localization, we may assume given a p-basis of the form (∅, t) as
in Sect. 5.3.3, 5.3.4 (see Rem. 4.5 (iii)). Since D is a crystal, D → i∗i
−1D is epimorphic
in Mod((X♯/Σ1)crys,O) (by Lem. 2.39 (i) and the crystal condition). We want to prove
that i∗i
−1D → i∗Lie(D) is epimorphic, ie. that
i−1D
C−1 // φ∗F
∗D
φ∗(nat)// φ∗Cokerv(128)
is epimorphic in Mod(Xet,O). Here nat denotes the tautological morphism F
∗D →
Coker v. Let us begin with the following
Claim: The following adjunction morphisms are isomorphisms:
i−1D → φ∗φ
∗i−1D(129)
φ∗φ∗F
∗D → F ∗D(130)
φ∗φ∗Coker v → Coker v.(131)
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Let us prove the claim. The isomorphism i−1D ≃ DX♯ (Lem. 2.39 (i)) shows that i
−1D
is t-torsion free. The first isomorphism of the claim follows by full faithfulness of the
restriction of φ∗ to t-torsion free modules (see Lem. 5.28 (ii), where φ∗ was denoted φ♯,∗).
Thanks to Lem. 5.28 (i), the second and third isomorphism will follow if we show that
F ∗D and Coker v are in the essential image of the fully faithful functor (127). In the case
of F ∗D, this results directly from Lem. 5.29 and Lem. 5.18 (ii). Next, we notice that the
crystal Coker v is t-torsion free since it is a subcrystal of D. We may thus conclude that
Coker v is in the essential image of φ∗ as well by Lem. 5.28 (iii), and this ends the proof
of the claim.
We will now prove that the composed arrow (128) is epimorphic. As the reader may
check, we have a commutative diagram
i−1D
C−1 //
adj

φ∗F
∗D
φ∗φ
∗i−1D ∼
// φ∗(F )
∗D
φ∗FD/X
♯
OO
(132)
where the lower isomorphism is by pseudo-commutativity of the triangle in the proof of
Lem. 5.29. The left (resp. right) vertical arrow is invertible as well by the above claim
(resp. Lem. 5.18 (ii)). The first arrow in (128) is thus invertible.
Let us now investigate the second arrow in (128). Consider the following commutative
square of Crys(X♯/Σ1,O):
F ∗D
nat // Coker v
φ∗φ∗F
∗D
adj≀
OO
φ∗φ∗(nat) // φ∗φ∗Coker v
adj≀
OO
Vertical arrows are isomorphisms by the claim. The arrow nat is epimorphic and thus
φ∗φ∗(nat) also. We conclude that φ∗(nat) is epimorphic as well since
φ∗ : Mod(Xet,O)→ Crys((X
♯/Σ1)crys,et,O)
is conservative for epimorphisms (it is a faithful exact functor between Abelian categories
by Lem. 5.28 (i), (ii) and Prop. 4.37 (i)). We have thus proven that the composed arrow
(128) is epimorphic as desired.
We already know that the bottom sequence of the following tautologically commutative
diagram of Mod((X♯/Σ∞)crys,O) is exact (recall that ι1,∗ is exact by Lem. 2.30):
0 −→ Fil1D −−−→ D −−−→ i∗Lie(D) −→ 0y y ≀y
0 −→ ι1,∗Fil
1D −−−→ ι1,∗D −−−→ ι1,∗i∗Lie(D) −→ 0
Exactness of the top sequence follows formally since the left square is cartesian (by defi-
nition of Fil1D) and the middle vertical arrow is epimorphic (since D is a crystal).
(ii) The definition of the morphism chf is purely formal from the canonical isomorphisms
ι1f ≃ fι1, Ff ≃ Ff , φf ≃ fφ and if ≃ fi. The composition constraint for the chf ’s
moreover follows from the compatibility of these isomorphisms with respect to composition
of different f ’s. It remains to check that chf is in fact an isomorphism. We can always
107
assume that both X♯ and X ′♯ have global p-bases as in the proof of (i). There is the
following commutative diagram on (X ′et,O):
Lie(f ∗D)
1
∼
// φ∗f
∗Coker v φ∗f
∗φ∗Lie(D)∼
(131)
oo
∼
// φ∗φ
∗f ∗Lie(D)
f ∗Lie(D) =
//
chLie
OO
f ∗φ∗Coker v
ch
OO
f ∗φ∗φ
∗Lie(D)
ch
OO
∼
(131)
oo f ∗Lie(D)
2oo
2
OO
where the isomorphism denoted 1 is defined by identifying f ∗Coker v and Coker f ∗v. Let
us finally check that the arrows denoted 2 are isomorphisms. It suffices to check that
Lie(D) and f ∗Lie(D) are t-torsion free (Lem. 5.28 (i), (ii)). This is indeed the case by
Lem. 5.28 (i) since φ∗Lie(D) ≃ Coker v and φ∗f ∗Lie(D) ≃ f ∗Cokerv ≃ Cokerf ∗v are
t-torsion free as already explained.
(iii) The question is local so we may again assume given a p-basis as in (i). The functor
DC(X♯) → Crys((X♯/Σ1)crys,et,O)
D 7→ Coker v
is e-exact since ι−11 : DC(X
♯) → DC1(X
♯) is e-exact (Lem. 5.31 (ii)) hence eM -exact
(Prop. 4.40 and Rem. 4.41) and there is an isomorphism Coker v ≃ Ker v (induced by
f : F ∗D → D). Next, we observe that φ∗ : Crys((X
♯/Σ1)crys,et,O) → Mod(Xet,O) has
the following property thanks to Lem. 5.28 (ii), (iii): if 0 → M1 → M2 → M3 → 0 is
e-exact and the Mi’s are t-torsion free and in the essential image of φ
∗ then 0→ φ∗M1 →
φ∗M2 → φ∗M3 → 0 is exact.

Lemma 5.35. The module Lie(D) is quasi-coherent. It is locally free of finite type if X
is locally Noetherian .
Proof. The realization of Coker v at X♯ has a right resolution as follows
(Coker v)X♯
f
→[DX♯
v
→F ∗DX♯
f
→DX♯
v
→ . . . ]
It is thus quasi-coherent and even locally free of finite type under the additional assump-
tion that X is locally noetherian (hence regular by Lem. 4.3 (vi)). The same is true for
Lie(D) by Lem. 5.28 (iii).

5.4.2. Let us consider a separated log scheme X♯/Σ1 with local finite p-bases and assume
moreover given a global embedding X♯ → Y ♯ whose logarithmic divided power envelope
is denoted ι : X♯ → T ♯. We will use the following notations.
- As mentionned in Sect. 4.3.7, letting k vary in (95) causes no difficulty and defines a
functor L. below. We define furthermore a functor L by commutativity of the following
triangle:
Hdpnorm(T
♯
. ,O)
L **❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯
L. // Crysnorm((X
♯/Σ.)crys,et,O)
l∗

Crys((X♯/Σ∞)crys,et,O)
(133)
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- If M is a module on ((X♯/Σ∞)crys,et,O) we write M. := l
−1M (resp. MT ♯. := M.,T ♯. )
the associated normalized module of ((X♯/Σ.)crys,et,O) (resp. its realization on (T
♯
.,et,O)).
- If M is a crystal of ((X♯/Σ∞)crys,et,O), we write Ω
•
T ♯.
(M) := Ω•T ♯.
(M.) the associated
de Rham complex in (T ♯.,et,O
crys
. ).
Proposition 5.36. Consider D ∈ DC(X♯).
(i) There exists a canonical morphism canL rendering the right square below commu-
tative. We let Fil1(L(DT ♯. )) denote its kernel. Whence a tautological morphism
of exact sequences on ((X♯/Σ∞)crys,et,O):
0 // Fil1D

// D
aug (94)

canD // i∗Lie(D)
‖

// 0
0 // Fil1(L(DT ♯. ))
// L(DT ♯. )
canL // i∗Lie(D) // 0
(ii) There is a natural isomorphism of exact sequences on (T ♯.,et,O
crys
. ) for any h ∈
Γ(X,MX/Gm) = Γ((X/Σ∞)crys,et,MX/Σ∞/O
×
X/Σ∞
)
0 // ι∗u∗l
−1(Fil1(L(DT ♯. ))(−h))
≀

// ι∗u∗l
−1(L(DT ♯. )(−h))
≀4.29(ii)

canL // ι∗l
−1(Lie(D)(−h))
≀2.39(i)

// 0
0 // (Fil1D)(−h)T ♯.
// D(−h)T ♯.
canD // (i∗Lie(D)(−h))T ♯.
// 0
where the top (resp. bottom) one is deduced from the bottom (resp. top) one in
(i) by twisting and applying ι∗u∗l
−1 (resp. (l−1(−))T ♯. ).
(iii) The diagrams of (i) and (ii) are naturally lax functorial with respect to the chosen
global embedding and effective log divisor. This means that there is a natural base
change morphism chf : f
∗(i) → (i)′ in Mod((X ′♯/Σ∞)crys,et,O) (resp. chf :
f ∗(ii) → (ii)′ in Mod((T ′♯.,et,O
crys
. ))) for each morphism f : (X
′♯ → Y ′♯) →
(X♯ → Y ♯) in Emb♯,glob (resp. for each morphism f : (X ′♯ → Y ′♯) → (X♯ → Y ♯)
in Emb♯,glob and each h′ dividing f ∗h) and that the family of the chf ’s satisfies
the composition constraint.
Proof. (i) The only point requiring explanations is the definition of canL. Recall from
Def. 5.33 (i), (ii) that canD factorizes via the adjunction morphisms D → i∗i
−1D. By
Lem.-Def. 3.34 (i), it is thus sufficient to provide a canonical factorization α ofD. → i∗i
∗D.
via D. → fT ♯. ,∗f
−1
T ♯.
D. ≃ L.(DT ♯. ). We do this by observing that the right vertical arrow is
invertible in the following commutative diagram of adjunction morphisms:
D. //

i∗i
−1D.
≀

fT ♯. ,∗f
−1
T ♯.
D. //
α
66♥♥♥♥♥♥♥
fT ♯. ,∗f
−1
T ♯.
i∗i
−1D.
(134)
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(ii) It suffices to check that the right hand square is commutative. Using Lem.-Def.
3.34 (i), this will follow from the commutativity of the following diagram
ι∗u∗((fT ♯. ,∗f
−1
T ♯.
D.)(−h))
≀2.39(ii)

α // ι∗u∗((i∗i
−1D.)(−h))
∼ // ι∗i
−1(D.(−h))
≀2.39(i)

λT ♯. ,∗f
−1
T ♯.
(D.(−h)) // λT ♯. ,∗f
−1
T ♯.
i−1i∗(D.(−h))
where the definition of each arrow uses Lem. 4.43 (ii) except the bottom horizontal
one. We are thus reduced to noticing the commutativity of the following diagram where
1 : ι∗u∗ → λT ♯. ,∗f
−1
T ♯.
is the natural morphism deduced from Lem. 2.39 (ii), 2 expresses the
isomorphism ui = id and the unlabeled arrows are adjunction morphisms.
ι∗u∗fT ♯. ,∗f
−1
T ♯.
//
1

GF EDα 
GF
@A
2.39(ii)
//
ι∗u∗fT ♯. ,∗f
−1
T ♯.
i∗i
−1
1

ι∗u∗i∗i
−1
≀ 2

∼
oo
λT ♯. ,∗f
−1
T ♯.
fT ♯. ,∗f
−1
T ♯.
//

λT ♯. ,∗f
−1
T ♯.
fT ♯. ,∗f
−1
T ♯.
i∗i
−1

ι∗i
−1
2.39(i)

λT ♯. ,∗f
−1
T ♯.
// λT ♯. ,∗f
−1
T ♯.
i∗i
−1 λT ♯. ,∗f
−1
T ♯.
i∗i
−1
=
oo
∼
ii❘❘❘❘❘❘❘❘❘❘❘❘❘ BC
oo
ED
1
(iii) Let us explain the morphism f ∗(i) → (i)′. It is sufficient to define compatible
morphisms for the vertices of the right hand square. Using obvious notations we define:
- chf : f
∗D → f ∗D as the identity;
- chf : f
∗i∗Lie(D) → Lie(f
∗D) using if ≃ fi and the base change morphism for Lie
(Prop. 5.34 (ii));
- chf : f
∗L(DT ♯. ) → L
′((f ∗D)T ′♯) as the natural morphism f
∗l∗fT ♯. ,∗fT ♯. → l∗fT ′♯. ,∗fT ′♯.
resulting from lf ≃ fl and ffT ′♯. ≃ fT ♯. f .
In each case the composition constraint for the chf ’s results from the fact that each one
of the morphisms used to build chf satisfies the composition constraint. Compatibility
with canD (resp. canL) follows from Prop. 5.34 (ii) (resp. Prop. 5.34 (ii) and (134)).
Compatibility with aug follows from (96).
Let us explain the morphism f ∗(ii)→ (ii)′. We define:
- chf : f
∗(D(−h)T ♯. )→ (f
∗D(−h′))T ′♯. using Lem. 2.42 (ii) and Lem. 4.43 (ii), (i).
- chf : f
∗ι∗u∗(L.(DT ♯. )(−h))→ ι
′
∗u∗(L
′
.((f
∗D)T ′♯. )(−h
′)), using the morphisms ιf ≃ fι′,
uf ≃ fu, L.(DT ♯. )(−h) ≃ L.(D(−h)T ♯. ) (recall that (−)T ♯. = λT ♯. ,∗f
−1
T ♯.
, L. ≃ fT ♯. ,∗λ
∗
T ♯ and
apply Lem. 4.43 (ii)), f ∗L.((−)T ♯. )→ L
′
.((f
∗(−))T ′♯. ) (see above), f
∗(D(−h))→ f ∗D(−h′)
(Lem. 4.43 (i), (ii)), L′.(f
∗D(−h′)T ′♯. ) ≃ L
′
.(f
∗DT ′♯. )(−h
′) (Lem. 4.43 (ii)).
- chf : f
∗ι∗l
−1(Lie(D)(−h)) → ι′∗l
−1(Lie(f ∗D)), using ιf ≃ fι′, lf ≃ fl and the base
change morphism for Lie;
- chf : f
∗(i∗Lie(D)(−h))T ♯. → i∗Lie(f
∗D)(−h)T ′♯. , using Lem. 2.42 (ii), lf ≃ fl and
if ≃ fi.
Here again the composition constraint causes no difficulty. Let us explain the com-
patibility with respect to the boundaries of the right hand square in Prop. 5.36 (ii).
Compatibility with the horizontal arrows denoted canL and canD just follows from the
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corresponding compatibility in (i). Compatibility with the left vertical arrow (denoted
Lem. 4.29 (ii)) easily reduces to the commutativity of the following diagram
ιufT ♯. f
//
2.39(ii)

ιuffT ′♯.
// ιfufT ′♯.
// fι′ufT ′♯.
2.39(ii)

λT ♯. f
// fλT ′♯.
which, in turn, causes no difficulty. Compatibility with the right vertical arrow follows
formally (alternatively, it would follows from the functoriality of Lem. 2.39 (ii) in a sense
that the reader can imagine).

Definition 5.37. Fix an effective log divisor h ∈ Γ(X,MX/Gm). We define three functors
with value in the category Fil0,1Kom(T ♯.,et,O
cris
. ) of complexes of modules of (T
♯
.,et,O
cris
. )
endowed with a one step filtration Fil1 ⊂ Fil0:
Fil..,T ♯(−h), F il
.Ω•.,T ♯(−h), F il
.LΩ•.,T ♯(−h) : DC(X
♯)→ Fil0,1Kom(T ♯.,et,O
cris
. )
Their description is the following (in (iii), Fil1 is viewed as a subcomplex of Fil0 via the
isomorphism (L(DT ♯. ))(−h) ≃ L(D(−h)T ♯. ) resulting from Lem. 4.43 (ii)):
(i) Fil0.,T ♯(−h)(D) isD(−h)T ♯. placed in degree 0 and Fil
1
.,T ♯(−h)(D) := (Fil
1D)(−h)T ♯. .
(ii) Fil0Ω•
.,T ♯
(−h)(D) is Ω•
T ♯.
(D(−h)) and Fil1Ω•
.,T ♯
(−h)(D) is the following subcom-
plex:
Fil1Ω0.,T ♯(−h)(D) := (Fil
1D)(−h)T ♯.
and Fil1Ωq
.,T ♯
(−h)(D) := Fil0Ωq
.,T ♯
(−h)(D) for q ≥ 1
(iii) Fil0LΩ•
.,T ♯
(−h)(D) is (L(Ω•
T ♯.
(D(−h))))T ♯. and Fil
1LΩ•
.,T ♯
(−h)(D) is the following
subcomplex:
Fil1LΩ0.,T ♯(−h)(D) := (Fil
1(L(DT ♯. )))(−h)T ♯.
and Fil1LΩq
.,T ♯
(−h)(D) := Fil0LΩq
.,T ♯
(−h)(D) for q ≥ 1
Remark 5.38. Using Prop. 5.36 (iii) and Lem. 4.32 we find that the functors of Def.
5.37 are subject to natural base change morphisms turning them into colax morphisms
between contravariant pseudo functors on Emb♯,glob,lfpbdiv :
Fil..,(−)dp(−), F il
.Ω•.,(−)dp(−), F il
.LΩ•.,(−)dp(−) : DC(−)→ Fil
0,1Kom((−)dp.,et,O
cris
. )
5.4.3. We will now use the functor 〈1〉∗ defined in Def. 3.14 in order to get a normalized
version of the filtered complexes defined in Def. 5.37. To begin with, we replace the ring
Ocrys. (which is not Z/p
.-normalized for the e´tale topology) by the following.
Definition 5.39. Recall the morphism of ringed topoi l : T ♯.,et → T
♯
et. We set
O˜crys. := Z/p
. ⊗ l−1Ocrys
Definition 5.40. Consider the endomorphism 〈1〉 of the ringed topos (T ♯.,et, O˜
crys
. ) defined
as in Def. 3.14. Let Fun.. denote one of the three functors defined in Def. 5.37. We define
a functor with values in the category of arrows of complexes of modules of (T ♯.,et, O˜
crys
. ),
F˜ uni. : DC(X
♯)→ Kom(T ♯.,et, O˜
crys
. )
[1]
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by setting F˜ uni.(D) := 〈1〉
∗Funi.(D).
Remark 5.41. The morphism 〈1〉 is functorial with respect to T ♯ in the obvious way.
The three functors defined in Def. 5.40 naturally extend to colax morphisms between
contravariant pseudo-functors on Emb♯,glob,lfpbdiv :
F˜ il..,(−)dp(−), F˜ il
.Ω•.,(−)dp(−), F˜ il
.LΩ•.,(−)dp(−) : DC(−)→ Kom((−)
dp
.,et,O
cris
. )
[1]
as in Rem. 5.38.
The following lemma explains the difference between F˜ uni. and Fun
i
. .
Lemma 5.42. Let (T ♯, h) denote the logarithmic divided power envelope of some (Y ♯, h)
in Emb♯,glob,lfpbdiv and let Fun
.
. (resp. F˜ un
.
.), denote one of the three functors defined in
Def. 5.37 and Rem. 5.38 (resp. Def. 5.40 and Rem. 5.41).
(i) There is a natural morphism of functorial distinguished triangles in Db(T ♯.,et, O˜
crys
. )
F˜ un1. (D)
1 //

F˜ un0. (D)
can //

L˜ie.,T ♯(−h)(D)
+1 //

Fun1. (D)
1 // Fun0. (D)
can // Lie.,T ♯(−h)(D)
+1 //
where Lie.,T ♯(−h)(D) is the direct image via (X
N
et,O)→ (T
♯
.,et, O˜
crys
. ) of the con-
stant projective system Lie(D)(−h) and L˜ie.,T ♯(−h)(D) := τ≥−1L〈1〉
∗Lie.,T ♯(−h)(D).
The cohomology of the latter complex is described explicitly as follows: H0 is
Lie.,T ♯(−h)(D); the k-th component of H
−1 is Liek,T ♯(−h)(D) as well but the
transition morphisms of the projective system are zero.
(ii) The objects of the complexes Funi.(D) (resp. F˜ un
i
.(D)) come from normal-
ized (resp. L-normalized) quasi-coherent modules on T.,et by scalar restriction
via Ocrys. → O (resp. O˜
crys
. → O). They are in particular normalized (resp.
L-normalized) and l∗-acyclic. The complexes F˜ un
i
.(D) are L-normalized and
L˜ie.,T ♯(−h)(D) as well.
Proof. Everything is straightforward from Lem. 3.16 (iv), once observed that T is
flat over Σ∞ (Lem. 4.9 (v)) and that the tautologically normalized Z/p.-algebra O˜crys. is
consequently flat as well (note that by Lem. 3.29 (i) the structural ring of Tet is Zp-flat,
hence Ocrys as well).

5.4.4. The difference between F˜ uni. and Fun
i
. disappears when taking limits. Let us
discuss this briefly.
Definition 5.43. Let Fun.. denote one of the three functors defined in Def. 5.37. We
define a functor
Fun. : DC(X♯)→ Fil0,1Kom(T ♯et,O
crys)
by setting Fun.(D) := l∗Fun
.
.(D).
Lemma 5.44. (i) Consider the natural morphism l : (T ♯.,et, O˜
crys
. ) → (T
♯
et,O
crys).
The images of the vertical arrows in Lem. 5.42 (i) by Rl∗ are isomorphisms. The
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distinguished triangle obtained by applying Rl∗ to either one of the horizontal lines
boils down to an exact sequence
0 // Fun1(D) // Fun0(D) // LieT ♯(−h)(D) // 0
where LieT ♯(−h)(D) is the direct image of Lie(D)(−h) via (X
♯
et,O)→ (T
♯
et,O
crys).
Conversely, the top line of Lem. 5.42 (i) can be obtained by applying Ll∗ to this
exact sequence.
(ii) The objects of the complexes FiliT ♯(−h)(D), Fil
iΩ•T ♯(−h)(D), Fil
iLΩ•T ♯(−h)(D)
and LieT ♯(−h)(D) come from quasi-coherent and L-quasi-coherent modules on
T ♯et by scalar restriction via O
crys → O.
Proof. (i) To prove the first assertion, it suffices to notice that the image of L1〈1〉∗Lie.,T ♯(−h)(D)
by Rl∗ vanishes (the transition morphisms are zero). The remaining assertions of (i), (ii)
are straightforward from Lem. 5.42 (ii).

5.5. Twisted syntomic complexes on the e´tale site.
In this section we complete the construction of the twisted syntomic complexes (on the
e´tale site) for Dieudonne´ crystals over an X♯ having local finite p-bases over Σ1. We first
define the morphism ϕ in presence of a global embedding with Frobenius lift (Prop. 5.48)
and we conclude using the construction of Sect. 5.2.2.
5.5.1. We begin with some basic facts about liftings of the relative Frobenius on small
e´tale site.
Lemma 5.45. Consider a p-adic log scheme T ♯ endowed with a Frobenius lift F˜T ♯.
(i) The relative Frobenius F (−/T
♯
1 ) : id→ F−1 on T ♯1,et uniquely extends to a natural
transformation of endofunctors of T ♯.,et:
F˜ (−/T
♯
. ) : id→ F˜−1
T ♯.
called the lifted relative Frobenius (attached to F˜T ♯).
(ii) Consider the ringed topos (T ♯.,et,O). There exists a unique endomorphism F˜ of
the ring O which simultaneously extends:
- the endomorphism of the structural ring of T ♯.,zar defining F˜T ♯. , and
- the Frobenius endomorphism F : x 7→ xp of the structural ring of T ♯1,et.
Explicitly this endomorphism can be obtained by composing the lifted relative
Frobenius F˜ (O/T
♯
. ) : O → F˜−1
T ♯.
O with the functoriality morphism along F˜T ♯. ,
F˜ ∗T ♯.
: F˜−1
T ♯.
O → O.
Proof. Everything follows easily from the fact that T ♯1,et → T
♯
k,et is an equivalence.

Remark 5.46. Consider X♯ in Sch♯/Σ1 and let O
crys
. := u∗OX/Σ. in X
♯,N
et as usual.
(i) The ring Ocrys. is endowed with a canonical Frobenius endomorphism extending
F : Ocrys1 → O
crys
1 , x 7→ x
p. It is defined by composing the relative Frobenius
F (O
crys
. /X
♯) : Ocrys. → F
−1
X♯
Ocrys. with the functoriality morphism along FX , F
∗
X :
F−1
X♯
Ocrys. → O
crys
. .
113
(ii) Assume now given T ♯ and F˜T ♯ as in Lem. 5.45 and a nilimmersion ι : X
♯ → T ♯,
with X♯ in Sch♯/Σ1 and T
♯ in Sch♯p. With the usual abuse of notation, we have a
natural ring homomorphism Ocrys. → O in T
♯
.,et. The Frobenius F of (i) and the
endomorphism F˜ of Lem. 5.45 (ii) are compatible via this homomorphism.
(iii) As in (121), the lifted relative Frobenius of Lem. 5.45 (i) has a linear version.
More precisely it induces a morphism F˜ (−/T
♯
. ) : (F˜ )∗ → F˜ ∗T ♯. between endomor-
phisms of (T ♯.,et,O) and a morphism F˜
(−/T ♯. ) : (F )∗ → F˜ ∗T ♯. between endomorphisms
of (T ♯.,et,O
crys
. ). Both morphisms are compatible via O
crys
. → O.
5.5.2. We will now show that “Frobenius is uniquely divisible by p on F˜ il1. ”.
Definition 5.47. Let (T ♯, F˜T ♯) denote the logarithmic divided power envelope of some
(X♯, Y ♯, F˜Y ♯) in Emb
♯,glob
F . If h ∈ Γ(X,MX/Gm) and (D, f, v) in DC(X
♯) we use the
following notations.
- We let f : F ∗(D(−h))→ D(−h) in Crys((X♯/Σ∞)crys,et,O) denote
F ∗(D(−h)) ∼
4.43(ii)
// (F ∗D)(−ph)
4.43(i)
// (F ∗D)(−h)
f // D(−h)
- We let Fr : D(−h)T ♯. → (F˜ )∗D(−h)T ♯. in Mod(T
♯
.,et,O) (or Mod(T
♯
.,et,O
crys
. )) denote
D(−h)T ♯.
F˜ (−/T
♯
. )// (F˜ )∗F˜
∗
T ♯.
(D(−h)T ♯. ) ∼
2.42(ii)
// (F˜ )∗(F
∗(D(−h)))T ♯.
f // (F˜ )∗D(−h)T ♯.
- We let Fr : Ω•
T ♯.
(D(−h))→ (F˜ )∗Ω
•
T ♯.
(D(−h)) in Kom(T ♯.,et,O
crys
. ) denote
Ω•T ♯.
(D(−h))
F˜ (−/T
♯
. )// (F )∗F˜
∗
T ♯.
Ω•T ♯.
(D(−h))
(99)
// (F )∗Ω
•
T ♯.
(F ∗(D(−h)))
f // (F )∗Ω
•
T ♯.
(D(−h))
- We let Fr : (L(Ω•T ♯.
(D(−h))))T ♯. → (F˜ )∗(L(Ω
•
T ♯.
(D(−h))))T ♯. in Kom(T
♯
.,et,O
crys
. ) denote
(L(Ω•
T ♯.
(D(−h))))T ♯.
F˜ (−/T
♯
. )// (F )∗F˜
∗
T ♯.
(L(Ω•
T ♯.
(D(−h))))T ♯.
(96)
// (F )∗(L(Ω
•
T ♯.
(F ∗(D(−h)))))T ♯.
f

(F )∗(L(Ω
•
T ♯.
(D(−h))))T ♯.
Proposition 5.48. Let (X♯, Y ♯, ι, F˜ , h) in Emb♯,glob,lfpbF,div and denote T
♯ the logarithmic
divided power of ι. Let F˜ un.. denote one of the three functors defined in Def. 5.40 and
let D ∈ DC(X♯). There exists a unique morphism ϕ in Kom(T ♯.,et, O˜
crys
. ) rendering the
following square commutative:
F˜ un1. (D)
ϕ //
1

(F˜ )∗F˜ un
0
. (D)
p

F˜ un0. (D)
Fr // (F˜ )∗F˜ un
0
. (D)
The morphism ϕ is functorial with respect to D and compatible with the base change
morphisms arising from morphisms in Emb♯,glob,lfpbF,div (Rem. 5.41).
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Proof. Unicity, functoriality and compatibility to base change follows from Lem. 3.16
(iii) and Lem. 5.42 (ii). Let us prove existence. By Lem. 3.16 (ii), we have the bottom
exact sequence in the following commutative diagram:
Fun1.+1(D) //
Fr◦1

?
uu❦ ❦
❦ ❦
❦ ❦
❦
ι1,.+1,∗Fun
1
1(D)
Fr◦1

0 // (F˜ )∗ι.,.+1,∗F˜ un
0
. (D)
p // (F˜ )∗Fun
0
.+1(D)
// (F˜ )∗ι1,.+1,∗Fun
0
1(D)
// 0
We want to prove the existence of the dotted arrow marked ?, since the desired ϕ will
follow by applying ι∗.,.+1 to it (note that ι.,.+1,∗ is fully faithful and commutes to (F˜ )∗). It
is thus sufficient to prove that the morphism
Fr ◦ 1 : Fun11(D)→ (F )∗Fun
0
1(D) in Kom(T
♯
1,et, O˜
crys
1 )(135)
vanishes. Let us examine the three cases of Def. 5.47. Using the definition of the base
change morphisms (99) and (96), it is clear that (135) vanishes in degree ≥ 1 in all cases.
It thus remains to prove that
Fr1 : D(−h)T ♯1
→ (F )∗D(−h)T ♯1
and(136)
Fr1 : (L(D(−h)T ♯. ))T ♯1
→ (F )∗(L(D(−h)T ♯. ))T ♯1
(137)
respectively vanish on (Fil1D)(−h)T ♯1
and (Fil1L(DT ♯. ))(−h)T ♯1
. Thanks to Lem. 4.51
(ii), we see that
M(−h)T ♯1
→֒MT ♯1
if M is either one of the locally free crystals D or L(DT ♯. ). This monomorphism is com-
patible with Fr1 and we may thus assume that h = 1.
Consider the following commutative diagram on ((X♯/Σ1)crys,O):
D
ON ML
Fr

WV
PQ
canD //
adj

F (D/X
♯)
//(F )∗F
∗D
(F )∗f //(F )∗D
i∗i
∗D
i∗i∗(C−1) //i∗φ∗F
∗D
nat
OO
i∗φ∗f //

i∗φ∗D
nat
OO
i∗φ∗Cokerv
i∗φ∗f
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
where nat : i∗φ∗ → (F )∗ is deduced from the isomorphism φ
∗ ≃ (F )∗i∗ (Lem. 5.16 (ii)).
Since Fil1D = Ker canD, it must be in the kernel of Fr. This ends the proof in the case
M = D since Fr1 coincides with the realization of Fr at T
♯
1 .
The case M = L(DT ♯. ) is proven similarly using the following commutative diagram of
Mod((X♯/Σ1)crys,et,O):
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fT ♯1 ,∗
f ∗
T ♯1
D
ON ML
Fr

WV
PQ
canL //
(134)

ch◦F
(f
T
♯
1
,∗
f∗
T
♯
1
D/X♯)
//(F )∗fT ♯1 ,∗
f ∗
T ♯1
F ∗D
(F )∗f
T
♯
1 ,∗
f∗
T
♯
1
f
//(F )∗fT ♯1 ,∗
f ∗
T ♯1
D
(F )∗F
∗D
(F )∗f //
adj
OO
(F )∗D
adj
OO
i∗i
∗D
i∗i∗(C−1) //i∗φ∗F
∗D
nat
OO
i∗φ∗f //

i∗φ∗D
nat
OO
i∗φ∗Cokerv
i∗φ∗f
33❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢

Definition 5.49. As in Prop. 5.48, let T ♯ denote the logarithmic divided power envelope
of some (X♯, Y ♯, ι, F˜ , h) in Emb♯,glob,lfpbF,div . For D ∈ DC(X
♯), we define three complexes of
(1, ϕ)-modules of (T ♯.,et, O˜
crys
. ) as follows.
S1,ϕ
et,.,T ♯
(−h)(D) := (F˜ il1.,T ♯(−h)(D), F˜ il
0
.,T ♯(−h)(D), 1, ϕ)
SΩ•,1,ϕ
et,.,T ♯
(−h)(D) := (F˜ il1Ω•.,T ♯(−h)(D), F˜ il
0Ω•.,T ♯(−h)(D), 1, ϕ)
SLΩ•,1,ϕ
et,.,T ♯
(−h)(D) := (F˜ il1LΩ•.,T ♯(−h)(D), F˜ il
0LΩ•.,T ♯(−h)(D), 1, ϕ)
where the ϕ’s in the right hand terms denote the ones defined in Prop. 5.48.
By functoriality with respect to D and (X♯, Y ♯, ι, F˜ , h), this defines three colax mor-
phisms between contravariant pseudo functors on Emb♯,glob,lfpbF,div :
S1,ϕet,. , SΩ
•,1,ϕ
et,. , SLΩ
•,1,ϕ
et,. : DC(−)→ Kom
1,ϕ((−)dp.,et, O˜
crys
. )(138)
Here Kom1,ϕ(T ♯[.],.,et, O˜
crys
. ) denotes the category of complexes of the category of (1, ϕ)-
modules defined in Lem. 5.2 for the ringed topos (T ♯[.],.,et, O˜
crys
. ) and the endomorphism of
O˜crys. induced by the Frobenius endomorphism of O
crys
. (Rem. 5.46 (i)).
We will now apply the globalizing construction explained in Sect. 5.2.2 with F =
DC(−) and (T , A) = ((−)1,ϕ,Net , O˜
crys
. ). Note that by the topological invariance of the e´tale
site we have, with the notations of loc. cit., an equivalence Kemb ≃ Kom1,ϕ((−)dp.,et, O˜
crys
. )
between contravariant pseudo-functors on Emb♯,glob,lfpbF,div . Letting S denote one of the three
colax morphisms (138) we denote Semb : F emb → Kemb (see. (106)) the colax morphism
induced by this equivalence, and S loc : F loc → Kloc the colax morphism obtained in (110),
whose data is equivalent to a collection of functors
S(−h|U♯
[.]
) : DC(U ♯[.])→ Kom
1,ϕ(T ♯[.],.,et, O˜
crys
. )(139)
indexed by the objects Y ♯[.] = (U
♯
[.]/X
♯, Y ♯[.], ι[.], F˜[.]) of Diag(HR
♯,et,lfpb
F ) equipped with an
effective logarithmic divisor h on X♯, together with a collection of base change morphisms,
indexed by the morphisms of Diag(HR♯,et,lfpbF,div ), and satisfying the composition constraint.
Lemma 5.50. (i) The three colax morphisms S loc just defined are canonically related
by natural transformations above Diag(HR♯,et,lfpbF,div ) as follows:
(S1,ϕet,. )
loc α
′
// (SLΩ•,1,ϕet,. )
loc (SΩ•,1,ϕet,. )
locα
′′
oo
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Fix a locally embeddable diagram (X♯, h) of Sch♯,lfpbdiv /Σ1. Let T
♯
[.] denotes the
logarithmic divided power envelope of some object Y ♯[.] in HR
♯,∗
F (X
♯) (Lem. 5.6
(ii), (iv)).
- If ∗ = et and D[.] ∈ DC(U
♯
[.]), the morphism α
′ induces an isomorphism
S1,ϕ
et,.,T ♯
[.]
(−h|U♯
[.]
)(D[.]) ≃ SLΩ
•,1,ϕ
et,.,T ♯
[.]
(−h|U♯
[.]
)(D[.]) in D(Mod
1,ϕ(T ♯[.],.,et, O˜
crys
. ))
- If ∗ = crys and D ∈ DC(X♯), the morphism α′′ induces an isomorphism
RfT ♯
[.],.
,∗SΩ
•,1,ϕ
et,.,T ♯
[.]
(−h|U♯
[.]
)(D|U♯
[.]
) ≃ RfT ♯
[.],.
,∗SLΩ
•,1,ϕ
et,.,T ♯
[.]
(−h|U♯
[.]
)(D|U♯
[.]
) in D(Mod1,ϕ(X♯,N, O˜crys. ))
(ii) Let S denote one of the three functors (138) and fix a diagram (X♯, h) of Sch♯,slfpbdiv /Σ1
as well as D ∈ DC(X♯). If T ′♯[.] → T
♯
[.] is the logarithmic divided power envelope
of some morphism g of HR♯,∗,flpbF,div above f : (X
′♯, h′) → (X♯, h), the base change
morphism for (115) reads:
RfT ♯
[.],.
,∗ST ♯
[.]
(−h|U♯
[.]
)(D|U♯
[.]
)→ Rf∗RfT ♯
[.],.
,∗ST ′♯
[.]
(−h′
|U ′♯
[.]
)((f ∗D)|U ′♯
1,[.]
) in D(Mod1,ϕ(X♯,N, O˜crys. ))
It is an isomorphism if f (but not necessarily g) is the identity and one of the
following conditions hold:
- S is either S1,ϕet,. or SLΩ
•,1,ϕ
et,. and ∗ = crys.
- S is SΩ•,1,ϕet,. and ∗ = et.
Proof. (i) Putting together Lem. 5.42 and Prop. 5.3 gives morphisms
F˜ ili
.,T ♯
[.]
(−h|U[.]) F˜ il
iLΩ•
.,T ♯
[.]
(−h|U[.])
oo // F˜ iliLΩ•
.,T ♯
[.]
(−h|U[.])
which are compatible with 1 and Fr. They are compatible with ϕ as well by Lem. 3.16
(iii). Whence the claimed morphisms α′ and α′′. An immediate de´vissage (using Lem. 5.2
(iii) and Lem. 5.44 (i)) together with Lem. 5.3 and Rem. 5.4 show that α′ is always an
isomorphism and that α′′ becomes an isomorphism once we apply RfT ♯
[.],.
,∗ to it. Similar
arguments apply in (ii).

The above lemma shows that the assumptions of Lem. 5.10 are satisfied. From this we
get immediately the following result which roughly says that:
- RfT ♯
[.],.
,∗ST ♯
[.]
(−h|U♯
[.]
)(D|U♯
[.]
) is essentially independant of the chosen Y ♯[.],
- the base change morphism in Lem. 5.50 (ii) does not depend on the choice of g, and
still exists even if g does not.
Proposition 5.51. (i) Up to a unique isomorphism there exists a unique couple
(S1,ϕet,. , α) such that the following conditions are satisfied:
- S1,ϕet,. is a B
♯
0-functor DC(−)cof → D(Mod
1,ϕ((−)N, O˜crys. ))
′
fib above the cate-
gory defined in Def. 5.9. In other terms, it is a collection of functors
S1,ϕ
et,.,X♯
(−h) : DC(X♯)→ D(Mod1,ϕ(X♯,N, O˜crys. ))(140)
indexed by the (X♯, h)’s of B♯0 together with a canonical family of base change
morphisms
S1,ϕ
et,.,X♯2
(−h2)→ Rf∗S
1,ϕ
et,.,X♯1
(−h1)f
∗
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indexed by the morphisms f : (X♯1, h1)→ (X
♯
2, h2) of B
♯
0 and satisfying the cocycle
condition.
- α is a collection of functorial isomorphisms indexed by the diagrams ofHR♯,et,lfpbF,div :
αY ♯ : S
1,ϕ
et,.,X♯
(−h)(D)→ RfT ♯
[.],.
,∗SΩ
•,1,ϕ
et,.,T ♯
[.]
(−h|U♯
[.]
)(D|U♯
[.]
)
A morphism f : (X♯1, h1) → (X
♯
2, h2) induces a base change morphism on the
left side. If g : Y ♯1,[.] → Y
♯
2,[.] is furthermore a morphism of Diag(HR
♯,et
F ) above
X♯1 → X
♯
2 then it induces a base change morphism on the right side. Both base
change morphisms are compatible via α.
(ii) If (X♯, h) is in B♯0 and Y
♯
[.] is in HR
♯,crys
F (X
♯) then (i) and Lem. 5.50 (i) induce
canonical isomorphisms as follows
α′α : S1,ϕ
et,.,X♯
(−h)(D)
∼
→RfT ♯
[.],.
,∗SLΩ
•,1,ϕ
et,.,T ♯
[.]
(−h|U♯
[.]
)(D|U♯
[.]
)
α′′−1α′α : S1,ϕ
et,.,X♯
(−h)(D)
∼
→RfT ♯
[.],.
,∗S
1,ϕ
et,.,T ♯
[.]
(−h|U♯
[.]
)(D|U♯
[.]
)
Those morphisms are compatible with the base change morphism attached to mor-
phisms of Diag(HR♯,crys,lfpbF,div ) in the same sense as above.

Definition 5.52. If (X♯, h) is in B♯0 and D is in DC(X
♯), we define the syntomic complex
of D twisted by (−h) on the e´tale site as follows:
Set,.,X♯(−h)(D) := R̟∗S
1,ϕ
et,.,X♯
(−h)(D) in D(X♯,N,1, O˜crys,F=1. )
where S1,ϕ
et,.,X♯
(−h) is the functor (140) and ̟ : (X♯,N,1,ϕet , O˜
crys
. ) → (X
♯,N
et , O˜
crys,F=1
. ) de-
notes the projection morphism of Lem. 5.2 (ii). Finally, we set
Set,X♯(−h)(D) := Rl∗Set,.,X♯(−h)(D) in D(X
♯, O˜crys,F=1)
where O˜crys,F=1 := l∗O˜
crys,F=1
. .
Lemma 5.53. The functor (140) sends short exact sequences of Dieudonne´ crystals to
distinguished triangles.
Proof. This follows immediately from Prop. 5.34 (iii).

Proposition 5.54. Consider (X♯, h) in B♯0.
(i) If T ♯[.] is the logarithmic divided power envelope of some Y
♯
[.] in HR
♯,et
F (X
♯), there
are canonical distinguished triangles in D(X♯,N,1, O˜crys,F=1. )
Rf
T ♯
[.],.
,∗
F˜ il1Ω•
.,T ♯
[.]
(−h
|U♯
[.]
)(D
|U♯
[.]
)
1
→Rf
T ♯
[.],.
,∗
F˜ il0Ω•
.,T ♯
[.]
(−h
|U♯
[.]
)(D
|U♯
[.]
)→ Rf
T ♯
[.],.
,∗
L˜ie
.,T ♯
[.]
(D
|U♯
[.]
)(−h
|T ♯
[.]
)
+1
→
Set,.,X♯(−h)(D)→ RfT ♯
[.],.
,∗
F˜ il1Ω•
.,T ♯
[.]
(−h
|U♯
[.]
)(D
|U♯
[.]
)
1−ϕ
→ Rf
T ♯
[.],.
,∗
F˜ il0Ω•
.,T ♯
[.]
(−h
|U♯
[.]
)(D
|U♯
[.]
)
+1
→
(ii) If Y ♯[.] is in fact in HR
♯,crys
F , there are analogous distinguished triangles with
“F˜ iliLΩ•” or “F˜ ili” instead of “F˜ iliΩ•”. The resulting couples of triangles are
moreover canonically isomorphic.
Proof. The first distinguished triangle is provided by Lem. 5.42 (i) and the second by
Lem. 5.2 (iv).
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Remark 5.55. Here again the situation becomes clearer after passing to the limit. Indeed,
from Prop. 5.3 (i), we find that the distinguished triangles of Prop. 5.54 (ii) in the case
“F˜ ili′′ become
Ru∗((Fil
1D)(−h))
1 // Ru∗(D(−h)) // Lie(D)(−h)
+1 //
Set,X♯(−h)(D) // Ru∗((Fil
1D)(−h))
1−ϕ // Ru∗(D(−h))
+1 //
in D(X♯et,O
crys,F=1). Conversely, it follows from Lem. 5.42 (ii), that the triangles of Prop.
5.54 can be retrieved from these ones by applying Ll∗ (note that O˜crys,F=1. is isomorphic
to Z/p. ⊗Ocrys,F=1 ≃ Z/p., as will be recalled in Lem. 9.9 (iii)).
5.6. Syntomic complexes on the syntomic site.
We explain two constructions of the syntomic complex using the syntomic topology
for schemes without log structures. The first one is global, ie. does not involve local
embeddings or cohomological descent. The second one is local and involves the linearized
de Rham complex. It will serve as a bridge to the previous constructions. We will consider
the following situations in parallel until Def. 5.62:
- The global situation, where X is a separated scheme with local finite p-bases over Σ1.
- The local situation, where (ι : X → Y, F ) is an object of Embglob,lfpbF and T denotes
the divided power envelope of ι.
Let us gather some technical facts in a lemma.
Lemma 5.56. Consider the global situation.
(i) Let ǫ : (XNsyn,O) → (X
N
et,O) denote the natural morphism. If M. is a module
on (XNet,O) (resp. a quasi-coherent local crystal on ((X/Σ.)crys,et/T.,O)) then the
following morphisms are invertible
ǫ∗i∗M. → i∗ǫ
∗M.
ǫ∗fT.,∗M. → fT.,∗ǫ
∗M.
where the first (resp. second) fT. denotes the localisation morphism attached to T
as in (100).
(ii) Let ǫ : ((X/Σ.)crys,syn,O) → ((X/Σ.)crys,et,O) denote the natural morphism. If
M. is a crystal of ((X/Σ.)crys,et,O) then ǫ
∗M. is a crystal of ((X/Σ.)crys,syn,O). If
M. is furthermore quasi-coherent, locally free or locally free of finite type then the
same is true for ǫ∗M . In that case, M. → Rǫ∗ǫ
∗M. is moreover an isomorphism.
(iii) If M. is a quasi-coherent crystal of ((X/Σ.)crys,syn,O), then it is acyclic for the
functor u∗. The following natural morphism (induced by id → i∗i
∗) is moreover
an epimorphism in Mod(Xsyn,O):
u∗M. → i
∗M.
(iv) The ring Ocrysk of X
N
syn is flat over Z/p
k and the natural morphism Ocrysk+1/p
k →
Ocrysk is invertible. More generally, if M. is a locally free crystal of
((X/Σ.)crys,syn,O) then u∗M. is flat over Z/p. and
(u∗M.+1)/p
. ≃ u∗M.
119
Proof. (i) Let us explain the first isomorphism. First, we note that we have an iso-
morphism ǫ−1i∗ ≃ i∗ǫ
−1 for Abelian sheaves expressing the compatibility of u and ǫ. The
claimed analogous morphism for modules will follow formally if we prove that ǫ∗Ga → Ga
is an isomorphism, ie. that ǫ∗I ։ I (here I denotes the canonical ideal in the structural
ring of the crystalline sites). This, in turn, can be checked easily, using that each affine ob-
ject (U ′, T ′) of cryssyn(X/Σ∞) admits a morphism to some affine (U, T ) in cryset(X/Σ∞),
where T is the divided power envelope of U inside a polynomial algebra of the form
Z/pk[xα, yβ] and where the xα (resp. yβ) are sent to generators of the algebra of U (resp.
the ideal of U ′ inside T ′).
The second isomorphism is a formal consequence of Lem. 4.27 since ǫ∗ is fully faithful
on the category of quasi-coherent crystals (Lem. 3.37 (i)) and of quasi-coherent local
crystals (easy variant of Lem. 3.37 (i)).
(ii) This is a repetition of Lem. 3.37 (i), (ii).
(iii) To prove the first statement it is sufficient to show that the syntomic sheaf associ-
ated to the presheaf U 7→ Hq((U/Σk)crys,syn,Mk|U) vanishes for all k ≥ 1 and q ≥ 1. We
have isomorphisms
Hq((U/Σk)crys,syn,Mk|U) ≃ H
q((U/Σk)crys,et, ǫ∗(Mk|U)) by (ii)
≃ Hq(Uet,Ω
•
D(U,Yk)/Σk
(ǫ∗(Mk|U))) if Y ∈ Emb
glob(U)
by Prop. 4.30 (ii) and the second isomorphism is functorial with respect to morphisms in
Embglob. Now if U and Y are affine, the latter is a subquotient of
Γ(Uet,Ω
q
D(U,Yk)/Σk
(ǫ∗(Mk|U))) ≃ Mk(U,D(U, Yk))⊗O(Yk) Ω
q
Yk/Σk
(Yk)
It is thus sufficient to notice that any global section ω = fdg of ΩqYk/Σk vanishes when
restricted to Y ′k := SpecYk(O[x]/(x
pk − g)), which is a syntomic covering of Yk. The second
statement is proven similarly.
(iv) Let us prove that u∗M is flat over Z/pk as soon as M is a locally free crystal
(not necessarily of finite type) on ((X/Σk)crys,syn,O). We will show that u∗M ⊗Z/pk (−)
preserves monomorphisms N →֒ N ′ of Z/pk modules on Xcrys,syn. Since the question is
local, we can always assume that X affine and choose a lifting X˜ with p-bases over Z/pk.
Let N ′′ : U 7→ N ′(U)/N(U) denote the cokernel presheaf. It is sufficient to show that the
sheaf associated to the following presheaf vanishes:
K : U 7→ Tor
Z/pk
1 (u∗M(U), N
′′(U))
We will prove that for any U affine and s ∈ K(U), there is a syntomic covering U ′ → U
killing s. Let U/X syntomic with U affine and choose a transversally regular immersion
U → AnX above X . Let us choose a transversally regular sequence (x) above X defining
this immersion. Then, any lift x˜ of x to Y := An
X˜
is transversally regular (reduce to the
case where Y is noetherian by [EGA4-IV] Prop. 19.8.2 and then use [Mi1] I, Rem. 2.6
(d)). Let us choose one such lift and denote U˜ the corresponding syntomic X˜-scheme. By
[Be3] Prop. 1.5.3 (i) with m = 0, the divided power envelope D(U˜ , Y ) is flat over X˜. Let
us emphasize that D(U˜ , Y ) coincides with D(U, Y ) since all divided powers are intended
to be compatible with p (see loc. cit. 1.3.1). Applying Prop. 4.30 (ii), forming derived
global sections and truncating we get a distinguished triangle of Z/pk-modules:
u∗M(U) // Γ(Uet,Ω
•
D(U,Y )/Σk
(ǫ∗(M|U))) // τ≥1Γ(Uet,Ω
•
D(U,Y )/Σk
(ǫ∗(M|U)))
+1 //
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Since the non zero objects of the middle term are flat over Z/pk and placed in positive
degrees this induces
Tor
Z/pk
1 (u∗M(U), N
′′(U)) ≃ Tor
Z/pk
2 (τ≥1Γ(Uet,Ω
•
D(U,Y )/Σk
(ǫ∗(M|U))), N
′′(U))
This Abelian group thus admits a finite (here we use that Y has a finite p-basis) filtration
whose graduations are subquotients of
Tor
Z/pk
2+q (H
q(Uet,Ω
•
D(U,Y )/Σk
(ǫ∗(M|U))), N
′′(U))
with q ≥ 1. Applying repeatedly the argument of (iii), produces a syntomic covering
Y ′/Y such that the image of s vanishes in
Tor
Z/pk
2 (τ≥1Γ(U
′
et,Ω
•
D(U ′,Y ′)/Σk
(M|U ′)), N
′′(U ′))
where U ′ := U ×Y Y
′. The result follows by functoriality of the above distinguished
triangle with respect to (U → Y ).

Definition 5.57. Consider the global (resp. local) situation and let D ∈ DC(X).
(i) We define a quasi-coherent module on (Xsyn,O) as follows
Liesyn(D) := ǫ∗Lie(D)
(ii) We define a quasi-coherent crystal on ((X/Σ∞)crys,syn,O) as follows
Fil0Dsyn = Dsyn := ǫ∗D
(resp. Fil0LsynΩ•T.(D) = L
synΩ•T.(D) := ǫ
∗LΩ•T.(D) )
(iii) We define a sub-module of the crystal just defined above as follows
Fil1Dsyn := Ker(cansynD : D
syn → i∗Lie
syn(D))
(resp. Fil1LsynΩ•T.(D) := Ker(can
syn
L : L
synΩ•T.(D)→ i∗Lie
syn(D)) )
where cansynD (resp. can
syn
L ) is the arrow deduced from the corresponding one in
Prop. 5.36 (i) using the base change morphism of Lem. 5.56 (i).
Next we project to XNsyn and modify the resulting O
crys
. -modules (resp. complexes) ex-
actly as in Def. 5.40. Here we use the functor 〈1〉∗ for (E., A.) = (X
N
syn,O
crys
. ). Concretely
the functor 〈1〉∗ is thus simply M. 7→ O
crys
. ⊗Ocrys.+1 M.+1. A pleasant feature of the present
setting is that the ring Ocrys. need not to be modified, thanks to Lem. 5.56 (iv).
Definition 5.58. Consider the global (resp. local) situation and let D ∈ DC(X).
(i) We define a filtered module (resp. complex) as follows
Fili,crys. D := u∗l
−1FiliDsyn in Mod(XNsyn,O
crys
. ), i = 0, 1
(resp. FiliLcrysΩ•.,T (D) := u∗l
−1FiliLsynΩ•T.(D) in Kom(X
N
syn,O
crys
. ), i = 0, 1 )
(ii) We define a couple of modules (resp. complexes) as follows
F˜ ili,crys. D := 〈1〉
∗Fili,crys. D in Mod(X
N
syn,O
crys
. ), i = 0, 1
(resp. F˜ iliLcrysΩ•.,T (D) := 〈1〉
∗FiliLcrysΩ•.,T (D) in Kom(X
N
syn,O
crys
. ), i = 0, 1 )
Note that in virtue of Lem. 5.56 (iv), Fili,crys and F˜ ili,crys coincide for i = 0.
121
Proposition 5.59. Consider the global (resp. local) situation and consider D ∈ DC(X).
Let Fun.. (resp. F˜ un
.
.) denote one of the two couples of functors defined in Def. 5.58 (i)
(resp. (ii)).
(i) There is a natural morphism of functorial distinguished triangles in D(XNsyn,O
crys
. ):
F˜ un1. (D)
1 //

F˜ un0. (D)
can //

L˜ie
syn
.(D)
+1 //

Fun1. (D)
1 // Fun0. (D)
can // Liesyn. (D)
+1 //
where Liesyn. (D) is obtained by scalar restriction to O
crys
. from Lie
syn(D) viewed
as a constant projective system of O-modules while L˜ie
syn
. (D) := τ≥−1L〈1〉
∗Liesyn. (D).
(ii) The objects of the complexes F˜ uni. are L-normalized O
crys
. -modules. The objects
of the complexes F˜ iliLcrysΩ•.,T (D) are moreover ǫ∗-acyclic.
(iii) In the case Fun.. = Fil
.LcrysΩ•.,T , the image of the diagram in (i) by Rǫ∗ is
naturally isomorphic to the image by ι−1 of the diagram in Lem. 5.42 (i) in the
case Fun.. = Fil
.Ω•.,T . More precisely, there is a canonical commutative cube as
follows in Kom(XNet, O˜
crys
. ):
ι−1F˜ il1Ω•.,T (D)

∼ //
1
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
ǫ∗F˜ il
1LcrysΩ•.,T (D)
1
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙

ι−1F˜ il0Ω•.,T (D)

∼ // ǫ∗F˜ il
0LcrysΩ•.,T (D)

ι−1Fil1Ω•.,T (D)
1
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
∼ // ǫ∗Fil
1LcrysΩ•.,T (D)
1
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
ι−1Fil0Ω•.,T (D)
∼ // ǫ∗Fil
0LcrysΩ•.,T (D)
Proof. (i) Using Prop. 5.36 (i), Def. 5.57 (iii), Lem. 5.56 (i) and the isomorphism
l−1i∗ ≃ i∗l
−1 we find the following exact sequences on ((X/Σ.)crys,syn,O)
0 // l−1Fil1Dsyn // l−1Fil0Dsyn // i∗l
−1Liesyn(D) // 0
0 // l−1Fil1LsynΩ•T.(D)
// l−1Fil0LsynΩ•T.(D)
// i∗l
−1Liesyn(D) // 0
These sequences stay exact after applying u∗ thanks to the second statement of Lem. 5.56
(iii). Whence the bottom distinguished triangle. The top one follows by Lem. 3.16 (iv).
(ii) The first statement is part of Lem. 3.16 (iv) as well. Let us prove the acyclicity
statements. First, we note that Fil0LcrysΩq.,T (D) is ǫ∗-acyclic by the conjunction of Lem.
5.56 (ii) and (iii). The same is true for Liesyn. (D) and L
1〈1〉∗Liesyn. (D) by Lem. 3.26 (i).
Given the isomorphisms
F˜ il1LcrysΩq.,T ≃ Fil
0LcrysΩq.,T
for q ≥ 1 and the exact sequence
0 // L1〈1〉∗Liesyn. (D) // F˜ il
1LcrysΩ0.,T (D)
// Fil0LcrysΩq.,T (D)
can // Liesyn. (D)
// 0
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it is thus sufficient to check that the image of can by ǫ∗ remains epimorphic. This is
indeed the case by Prop. 5.34 (i), thanks to the following compatible isomorphisms
ǫ∗Fil
0LcrysΩ0.,T (D)
//
≀

ǫ∗Lie
syn
. (D)
≀

ι−1Fil0Ω0.,T (D)
// ι−1Lie.,T (D)
(141)
resulting from Lem. 2.39 (ii) together with the full faithfulness of ǫ∗ on quasi-coherent
modules and quasi-coherent crystals.
(iii) The arguments giving (141) provide the bottom commutative square and the rest
follows formally.

5.6.1. From here, the construction is similar to the case of the e´tale topology.
Definition 5.60. Let (D, f, v) ∈ DC(X). We use the following notations.
- In the global situation, we let Fr : Fil0,crys. D → (F )∗Fil
0,crys
. D in Mod(X
N
syn,O
crys
. )
denote
u∗l
∗ǫ∗D
F (−/X
N)
// (F )∗F
∗u∗l
∗ǫ∗D // (F )∗u∗l
∗ǫ∗F ∗D
f // (F )∗u∗l
∗ǫ∗D
- In the local situation, we let Fr : Fil0LcrysΩ•.,T (D) → (F )∗Fil
0LcrysΩ•.,T (D) in
Kom(XNsyn,O
crys
. ) denote
u∗l
∗ǫ∗L(Ω•T.(D))
F (−/X
N)
// (F )∗F
∗u∗l
∗ǫ∗L(Ω•T.(D))
// (F )∗u∗l
∗ǫ∗F ∗L(Ω•T.(D))
(96)

(F )∗u∗l
∗ǫ∗L(Ω•T.(D)) (F )∗u∗l
∗ǫ∗L(Ω•T.(F
∗(D)))
foo
Proposition 5.61. Consider the global (resp. local situation) and let D ∈ DC(X).
There exist unique morphisms ϕ in Kom(XNsyn,O
crys
. ) rendering the following squares
commutative:
F˜ il1,crys. D
ϕ //
1

(F )∗F˜ il
0,crys
. D
p

F˜ il0,crys. D
Fr // (F )∗F˜ il
0,crys
. D
Fil1LcrysΩ•.,T (D)
ϕ //
1

(F )∗Fil
0LcrysΩ•.,T (D)
p

Fil0LcrysΩ•.,T (D)
Fr // (F )∗Fil
0LcrysΩ•.,T (D)
These morphisms are functorial with respect to D and X or Y accordingly.
Proof. Using Lem. 3.16 (ii), (iii) as in the proof of Prop. 5.48, we are reduced to prove
that the first component
Fr1 : Fil
0,crys
1 D → (F )∗Fil
0,crys
1 D and(142)
Fr1 : Fil
0LcrysΩq1,T (D)→ (F )∗Fil
0LcrysΩq1,T (D)(143)
of the morphisms Fr vanish respectively on Fil1,crys1 D and Fil
1LcrysΩq1,T (D). For q ≥ 1,
the arrow (143) is zero since the base change morphism (96) occurring in its definition
(see Def. 5.60) is zero. Next, letM denote either the module D or the complex L(ΩqT.(D))
on ((X/Σ∞)crys,et,O) and f : F
∗M → M the morphism given by the Frobenius of the
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Dieudonne´ crystal (using (96) in the second case). The reader may check that Fr1 :
u∗ι
−1
1 ǫ
∗M → (F )∗u∗ι
−1
1 ǫ
∗M identifies with the composed morphism
u∗ǫ
∗ι−11 M
u∗ǫ∗Fr // u∗ǫ
∗(F )∗M // (F )∗u∗ǫ
∗ι−11 M(144)
where ι1 : ((X/Σ1)crys,et,O) → ((X/Σ∞)crys,et,O) and Fr is the morphism introduced
during the proof of Prop. 5.48. Consider now the commutative diagram
ǫ∗ι−11 Fil
1D //

ǫ∗ι−11 D
ǫ∗ι−11 canD //
≀

ǫ∗ι−11 i∗Lie(D)
//
5.56(i) ≀

0
0 // ι−11 Fil
1Dsyn // ι−11 ǫ
∗D
ι−11 can
syn
D // ι−11 i∗ǫ
∗Lie(D)
(145)
where the first line is exact and is obtained from Prop. 5.36 (i) by applying the right exact
functor ǫ∗ι−11 while the second one is exact as well and is deduced from Def. 5.57 (iii) by
the exact functor ι−11 . It has been shown in Prop. 5.48 that Fr vanishes on the kernel
of ι−11 canD. It follows in particular that ǫ
∗Fr vanishes on the image of the left vertical
arrow in (145). Applying u∗, we find that (142) vanishes on Fil
1,crys
1 D := u∗ι
−1
1 Fil
1Dsyn
as desired. The case of (143) is similar.
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Definition 5.62. (i) In the global situation, we define a functor S1,ϕsyn,.,X : DC(X)→
Mod1,ϕ(XNsyn,O
crys
. ) by setting
S1,ϕsyn,.,X(D) := (F˜ il
1,crys
. (D), F˜ il
0,crys
. (D), 1, ϕ)
By functoriality with respect to D and X, this defines a colax morphism
S1,ϕsyn,. : DC(−)→ Mod
1,ϕ((−)Nsyn,O
crys
. )
between contravariant pseudo-functors on Schsflpb/Σ1 or Diag(Sch
sflpb/Σ1) (Lem.
2.4 (ii), Rem. 2.5 (ii)).
(ii) In the local situation, we define a functor SLΩ•,1,ϕsyn,.,T : DC(X)→ Kom
1,ϕ(XNsyn,O
crys
. )
by setting
SLΩ•,1,ϕsyn,.,T (D) := (F˜ il
1LcrysΩ•.,T (D), F˜ il
0LcrysΩ•.,T (D), 1, ϕ)
By functoriality with respect to D and (X, Y, ι, F˜ ), this defines a colax morphism
SLΩ•,1,ϕsyn,. : DC(−)→ Kom
1,ϕ((−)Nsyn,O
crys
. )
between contravariant pseudo-functors on Embglob,lfpbF or Diag(Emb
glob,lfpb
F ).
Here, as in the case of the e´tale topology, one could globalize the functor SLΩ•,1,ϕsyn,. using
Sect. 5.2.2. This won’t be necessary for our purpose.
Proposition 5.63. Let X denote a diagram of Schslfpb/Σ1 and assume given Y in
EmbglobF (X). For D ∈ DC(X), there are canonical isomorphisms
S1,ϕsyn,.,X(D) ≃ SLΩ
•,1,ϕ
syn,.,T (D) in D(Mod
1,ϕ(XNsyn,O
crys
. ))
ι−1SΩ•,1,ϕet,.,T (D) ≃ Rǫ∗SLΩ
•,1,ϕ
syn,.,T (D) in D(Mod
1,ϕ(XNet, O˜
crys
. )).
These isomorphisms are functorial with respect to D and Y in the obvious sense.
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Proof. Recall that there is a natural quasi-isomorphism
D → LΩ•T.(D)(146)
inKom((X/Σ∞)crys,et,O) (Prop. 4.30 (i)). Applying ǫ
∗ and taking Def. 5.57 into account,
we get compatible morphisms FiliDsyn → FiliLsynΩ•T.(D), i = 0, 1. Apply then l
∗, u∗
and 〈1〉∗ to get a couple of morphisms
F˜ ili,crys. D → F˜ il
iLcrysΩ•.,T , i = 0, 1(147)
which are compatible with the morphism 1. These morphisms are clearly compatible with
Fr and thus with ϕ also, thanks to Lem. 3.16 (iii). Up to now, we have thus obtained a
canonical morphism
S1,ϕsyn,.,X(D)→ SLΩ
•,1,ϕ
syn,.,T (D)
in Kom1,ϕ(XNsyn,O
crys
. ). It thus remains to check that this is a quasi-isomorphism. By
Lem. 5.2 (iii) and Prop. 5.59 (i), we see that it suffices to check that (147) is a quasi-
isomorphism for i = 0, ie. that the image of (146) under u∗l
−1ǫ∗ remains a quasi-
isomorphism. This is indeed the case by Lem. 5.56 (iii) (note also that local freeness
implies the acyclicity of ǫ∗). Similarly, the second isomorphism easily reduces to Lem.
2.39 (ii) using Lem. 5.2 (iii), Prop. 5.59 (iii) and Lem. 5.56 (i), (ii).

Let us turn to the global situation. For a semi-simplicial T[.] as in Sect. 5.2.1, we have
the following partial counterpart for (100):
((X/Σ.)crys,syn,O)
u

((U[.]/Σ.)crys,syn,O)
fU[.],.oo
u

((X/Σ.)crys,syn,O)/T[.],.
fT[.],./U[.],.oo
EDGF
fT[.],.

(XNsyn,O
crys
. ) (U
N
[.],syn,O
crys
. )
fU[.],.oo
This diagram and (100) are compatible with each other in the obvious way via the mor-
phisms ǫ : ((X♯/Σ.)crys,syn,O) → ((X
♯/Σ.)crys,et,O), ǫ : (X
N
syn,O
crys
. ) → (X
N
et,O
crys
. ) and
their localizations.
Proposition 5.64. Consider X in B0 and Y[.] in HR
et
F (X) with divided power envelope
T[.].
(i) The adjunction morphisms induce the following isomorphisms:
S1,ϕsyn,.,X(D) ≃ RfU[.],.,∗S
1,ϕ
syn,.,U[.]
(D) in D(Mod1,ϕ(XNsyn,O
crys
. ))
S1,ϕet,.,X(D) ≃ RfU[.],.,∗S
1,ϕ
et,.,U[.]
(D) in D(Mod1,ϕ(XNet, O˜
crys
. ))
(ii) The isomorphisms of (i) and Prop. 5.63 induce
Rǫ∗S
1,ϕ
syn,.,X(D) ≃ S
1,ϕ
et,.,X(D) in D(Mod
1,ϕ(XNet, O˜
crys
. ))
This isomorphism is functorial with respect to D and independent of the choice
of Y[.].
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Proof. (i) The first (resp. second) morphism is invertible by cohomological descent in
Xsyn (resp. Xet) and de´vissage using Lem. 5.2 (iii) and Prop. 5.59 (i) (resp. Lem. 5.2
(iii) and Lem. 5.42 (i)).
(ii) The claimed isomorphism follows from (i) by Prop. 5.63 applied to U[.] viewed as
a diagram of Schslfpb/Σ and Y[.] as an object of Emb
glob
F . The independence with respect
to the choice of Y[.] follows from the connectedness of the category HR
et
F (X).

Definition 5.65. If X is a diagram of separated schemes with local finite p-bases and D
is in DC(X), we define the syntomic complex of D on the syntomic site as follows:
Ssyn,.,X(D) := R̟∗S
1,ϕ
syn,.,X(D)
Remark 5.66. In D(XNsyn,O
crys,F=1
. ), one has canonical distinguished triangles
F˜ il
1,crys
. (D)
1 // F˜ il
0,crys
. (D) // L˜ie
syn
. (D)
+1 //
Ssyn,.,X(D) // F˜ il
1,crys
. (D)
1−ϕ // F˜ il
0,crys
. (D)
+1 //
where F˜ il
0,crys
. (D) = u∗l
−1Dsyn and F˜ il
1,crys
. (D) = 〈1〉
∗u∗l
−1Fil1Dsyn are concentrated in
degree 0. Let us also point out that Dsyn and Fil1Dsyn are u∗-acyclic as already noticed.
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6. De´vissage of flat cohomology
The purpose of this section is to prove that the flat cohomology (vanishing at Z) of
the Ne´ron model of an Abelian variety (with good reduction outside Z) can be recovered
from a suitable diagram of p-divisible groups. This will be achieved in Prop. 6.29.
6.1. Functorial mapping fibers in derived categories.
We explain a basic construction, designed to avoid the difficulties caused by the lack
of functoriality of mapping cones and mapping fibers with respect to morphisms in the
derived category. We use the notations Kom(A) and D(A) to designate respectively the
category of complexes and the derived category of a given Abelian category A.
6.1.1. Let [1] denote the category {0→ 1}. If C is a category, C[1] is thus the category of
arrows of C. Given an Abelian category A, we have an obvious functor
D(A[1]) // D(A)[1](148)
This functor is not an equivalence in general. The objects of the source category will be
called true arrows. Consider the mapping fiber functor
Kom(A)[1] // Kom(A)(149)
taking a morphism of complexes f : A→ B to the simple complex associated to f viewed
as a double complex placed in degrees [0, 1]×] − ∞,+∞[. The functor (149) does not
induce a functor D(A)[1] → D(A). We can nevertheless make the following definition.
Definition 6.1. The functorial mapping fiber
MF : D(A[1])→ D(A)
is the functor deduced from (149) by the universal property of derived categories.
By definition we thus have a tautological distinguished triangle
MF (f) // A // B
+1 //(150)
for any true arrow f : A→ B. Assume now that A has enough injectives. Consider left
exact functors Fi : A → A
′, i = 1, 2 and a natural transformation t : F1 → F2. The
triple F = (F1, F2, t) can be viewed as a left exact functor A → A
′[1]. Deriving, we get
RF : D+(A)→ D+(A′[1]). Now (150) yields a distinguished triangle
MF (RF (M)) // RF1(M) // RF2(M)
+1 //(151)
which is functorial with respect to M in D+(A).
Lemma 6.2. Let A and F be as above and consider moreover left exact functors F3 :
A′ → A′′ and F4 : A
′′′ → A, where A′ and A′′′ have enough injectives.
(i) The functor F
[1]
3 : A
′[1] → A′′[1] induced by F3 is right derivable. The derived
functor RF
[1]
3 can be computed componentwise. There is a canonical isomorphism
RF3(MF (f
′)) ≃MF (RF
[1]
3 (f
′))
in D+(A′′) which is functorial with respect to f ′ in D+(A′[1]).
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(ii) Assume that F1 and F2 send injectives of A to F3-acyclic objects. There is a
canonical isomorphism of functors D+(A)→ D+(A′′[1]):
RF
[1]
3 ◦RF ≃ R(F
[1]
3 ◦ F )
(iii) Assume that F4 sends injectives of A
′′′ to Fi-acyclic objects i = 1, 2. There is a
canonical isomorphism of functors D+(A′′′)→ D+(A[1]):
RF ◦RF4 ≃ R(F ◦ F4)
Proof. (i) The first statement follows from the fact that there are enough injectives in
A′[1]. The second and third statements follow from the fact that if f ′ : A′ → B′ is an
injective object of the category A′[1], then both A′ and B′ are injective as well.
(ii) This follows from the fact that RF
[1]
3 can be computed using true arrows whose
source and target are acyclic for RF3.
(iii) This follows from the fact that Fi-acyclicity for i = 1, 2 is equivalent to F -acyclicity.

6.1.2. Let us discuss an alternative point of view on the distinguished triangle (151).
Lemma 6.3. Let A and F = (F1, F2, t) be as in Lem. 6.2 and set F0(M) := Ker(F1(M)→
F2(M)). The functor F0 is right derivable and there is a natural transformation
RF0 →MF ◦RF
This natural transformation is an isomorphism if the following holds:
(Condition) If I is an injective object of A then F1(I)→ F2(I) is epimorphic.
Proof. The first statement is clear, since F0 is left exact and A has enough injectives.
The claimed arrow is induced by the obvious isomorphisms RF0 ≃ MF ◦ R(F0 → 0)
and the natural transformation R(F0 → 0) → R(F1 → F2). If the condition holds then
0→ F0(I)→ F1(I)→ F2(I)→ 0 is exact for I injective and we may conclude.

6.2. Some useful diagrams and functors.
6.2.1. The following notations will be used from now on.
Zv
zv−−−→ Cv
ov←−−− C♯v
jv
←−−− Uv
ιZv
y ιCv y ιC♯v
y ιUv y
Z
z
−−−→ C
o
←−−− C♯
j
←−−− U
(152)
- C is an irreducible smooth curve over Σ1 = Spec(Fp).
- Z is a smooth effective divisor on C. In other terms, Z is a disjoint union of Spec(kv)’s,
with v running through a finite number of closed points of C.
- C♯ is the log scheme (C,Z) and U is the complementary open subscheme of Z in C.
- For each point v of Z, we let Zv = Spec(kv) denote the corresponding reduced closed
subscheme, as well as Cv = Spec(Ov), C
♯
v = (Cv, Zv) and Uv = Spec(Kv), where Ov is the
completion of the local ring OC,v and Kv is the fraction field of Ov.
- The arrows z, j, o, zv, jv, ov, ιZv , ιCv , ιC♯v , ιUv are the obvious ones.
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6.2.2. Let us introduce notations for some variants of the diagram (152). We consider
star shaped diagrams J and J ♯ in which U is the central vertex while the branches are
indexed by v running through the points of Z and have the following form (we only draw
one branch for convenience):
J := ( Cv Uv
jvoo
ιUv // U )
J ♯ := ( C♯v Uv
jvoo
ιUv // U )
(153)
Let us consider moreover the discrete diagram
ZJ := (Zv)(154)
whose vertices are indexed by the points of Z (this discrete diagram of schemes should
not be confused with the scheme Z itself). With these notations, we have a natural
commutative diagram as follows in the category Diag(Sch♯/Σ1).
ZJ
zJ //
mZ

J
m

J ♯
oJoo
m♯

Z
z // C C♯
ooo
(155)
6.2.3. Let us discuss Mayer-Vietoris functors and triangles which are relevant to comple-
tion at points of Z. Recall that an object of the topos Jet is a diagram of the form
FCv
Fjv // FUv FU
FιUvoo
in (−)et,cof above ∆
op
J . In other terms, FU is an object of Uet and for each v in Z, FCv (resp.
FUv) is an object of Cv,et (resp. Uv,et) while Fjv : j
−1
v FCv → FUv and FιUv : ι
−1
Uv
FU → FUv
are morphisms of Uv,et.
Lemma 6.4. (complete Mayer-Vietoris functors) Consider the natural morphism
m : (JNet,Z/p
.)→ (CNet,Z/p
.)
(i) For M = (MCv →MUv ←MU) in Mod(J
N
et,Z/p
.), we have canonically
m∗M ≃ Ker
(
(
∏
v∈Z
ιCv ,∗MCv)× j∗MU →
∏
v∈Z
j∗ιUv,∗MUv
)
(ii) For M = (MCv → MUv ← MU ) in D
+(JNet,Z/p
.), we have a canonical isomor-
phism
Rm∗M ≃MF (R
(
(
∏
v∈Z
ιCv ,∗(−)Cv)× j∗(−)U →
∏
v∈Z
j∗ιUv,∗(−)Uv
)
(M))
where MF is the functorial mapping fiber of Def. 6.1. We get in particular, a
canonical distinguished triangle
Rm∗M // (
∏
v∈Z RιCv ,∗MCv)×Rj∗MU
//
∏
v∈Z Rj∗RιUv,∗MUv
+1 //
129
Proof. (i) This is nothing but the projective limit formula of Lem. 2.16 (ii).
(ii) The claimed isomorphism will follow from Lem. 6.3 once proven that
(
∏
v∈Z ιCv ,∗MCv)× j∗MU
(
∏
v ιCv,∗M(jv)
′)◦p1−(j∗M(ιUv )
′)v◦p2 //
∏
v∈Z j∗ιUv,∗MUv
is epimorphic when M is injective. Here, M(jv)
′ : MCv → jv,∗MUv denotes the morphism
deduced from M(jv) : j
−1
v MCv → MUv by adjunction and similarly for M(ιUv)
′. Let |J |
denote the discrete diagram underlying J and f : |J | → J denote the obvious morphism.
By injectivity of M , the natural monomorphism M → f∗f
−1M splits and it is thus
sufficient to prove that (
∏
v ιCv ,∗N(jv)
′) ◦ p1 − (j∗N(ιUv)
′)v ◦ p2 is epimorphic for N =
f∗f
−1M . Now we see on the following explicit formula
f∗f
−1M = (MCv × jv,∗MUv
p2
−→MUv
pv◦p1
←−(
∏
w∈Z
ιUw,∗MUw)×MU )v
that N(jv)
′ is a split epimorphism (it is the second projection MCv × jv,∗MUv → jv,∗MUv)
and we are done. The distinguished triangle follows by (151), since the component functors
(−)Cv , (−)U and (−)Uv send injectives to flasque modules by Lem-Def. 2.19 (v).

Remark 6.5. (i) Lem. 6.4 has been stated for Z/p.-modules for convenience of later
reference. It would clearly work for arbitrary rings.
(ii) Restricting Lem. 6.4 (ii) to the k-th component yields a similar isomorphism and
a distinguished triangle in D+(Cet,Z/pk).
6.2.4. In practice the following lemma will be useful to compute Rm∗.
Lemma 6.6. The following functors are exact:
ιUv,∗ : Ab(Uv,et) → Ab(Uet)
ιCv ,∗ : Ab(Cv,et) → Ab(Cet)
Proof. Let us explain the case of ιCv ,∗ since the case of ιUv,∗ is easier (or alternatively,
follows formally). We will check that for any geometric point x of C, the functor F 7→
(ιCv ,∗F )x is exact. Obviously we can assume that C is affine, say C = Spec(A). With our
usual notations, K is thus the fraction field of A.
Consider a closed point w of Spec(A). Let Aw denote the completion of A at w and
Kw its fraction field. Let us fix a separable closure K
sep (resp. Ksepw ) of K (resp. Kw) as
well as an embedding ιsepw : K
sep → Ksepw for each w. We denote G the Galois group of
Ksep/K and Dwsep (resp. Iwsep) the decomposition (resp. inertia) group of w
sep inside G.
By Krasner’s Lemma ([La] II, 17 Prop. 4), Dwsep thus identifies with Gal(K
sep
w /Kw).
Let C denote the ordered set of subalgebras A′ of Ksep of finite type over A such that
the ring A′ is integrally closed. For A′ in C, we identify the set of closed points of Spec(A′)
with a subset of the set of places of the fraction field K ′ of A′. We use the notation w′
to designate either the place of K ′ induced by ιsepw or, when it exists, the corresponding
point of Spec(A′). The completion of A′ (resp. K ′) with respect to w′ is denoted A′w′
(resp. K ′w′). We use respectively the notation G
′ (resp. D′w′, resp. Iw′) for the Galois
group of K ′/K (resp. the image of Dwsep , resp. of Iwsep inside it). If H is a subgroup of
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G′ we have a pseudo-commutative diagram of topoi
Spec(Kv)et
BKv ,D′v′
/Spec(K′v′)
⋆
22❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞
⋆ //

BKv ,G′/Spec(Kv ⊗K K
′)
⋆
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐

BKv ,H/Spec(Kv ⊗K K
′)oo
OO
⋆ //

Spec(Kv ⊗K K
′H)et
ii❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚

BD′
v′
// BG′ BHoo // Set
which is moreover pseudo-functorial with respect to Spec(K ′) (or Spec(A′)) in the obvious
way. Here, we have used the notation BH (resp. BR,H) for the topos of left H-sets (resp.
left H-objects in Spec(R)et) and the schemes Spec(Kv ⊗K K
′) are endowed with the
left action of G obtained by inverting the natural action of G on K ′. All the arrows of
the diagram are simply obtained by functoriality of classifying topoi ([SGA4-I] IV, Sect.
4.5) and localization. Let us only mention that in the bottom line, the direct images
functors are respectively induction from D′v′ to G
′, from H to G′ as described e.g. in
[Se2] and fixed points (−)H . The squares of this diagram are subject to obvious base
change isomorphisms expressing that the inverse image functors of the horizontal arrows
pseudo-commute to the direct image functors of the vertical arrows.
If now, K ′/K is Galois, then Spec(Kv ⊗K K
′) is a G′-torsor in Spec(Kv)et. In this
situation the arrows indicated with a ⋆ are equivalences. Via these equivalences, the direct
image functor of the first (resp. second) vertical arrow simply sends F ∈ Spec(Kv,et) to
the set Γ(K ′v′ , F ) (resp. Γ(Kv ⊗K K
′, F )) endowed with the left action of D′v′ (resp. G
′)
induced by the natural action of D′v′ on K
′
v′ (resp. G
′ on K ′).
We are now in a position to prove the exactness of the functor F 7→ (ιCv ,∗F )x. We
consider the following cases.
Case 1. The geometric point x lies above the generic point η of C: x : Spec(Ksep)→ C.
Consider the following filtrant subsets: Cx ⊂ C contains only the A
′’s which are e´tale over
A, C′x ⊂ Cx contains only the A
′’s whose fractions field K ′ is Galois over K and whose
spectrum has no point above v. We have a series of functorial isomorphisms
(ιCv ,∗F )x ≃ lim
−→A′∈C′x
Γ(Av ⊗A A
′, F )(156)
≃ lim
−→A′∈C′x
Γ(Kv ⊗K K
′, F )(157)
≃ lim
−→A′∈C′x
Γ(Ind
D′
v′
G′ K
′
v′ , F )(158)
≃ lim
−→A′∈C′x
Ind
D′
v′
G′ Γ(K
′
v′ , F )(159)
≃ IndDvsepG Fηv(160)
where ηv : Spec(K
sep
v ) → Spec(Av) is the geometric point satisfying ι
sepηv = x and
IndDvsepG means discrete induction. The first isomorphism comes from the fact that C
′
x is
cofinal inside Cx. The second one occurs since Spec(A
′) has no points above v. The third
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one is induced by the isomorphism
Kv ⊗K K
′ ≃ Ind
D′
v′
G′ K
′
v′(161)
a⊗ b 7→ (g 7→ aιsep(gb))(162)
The fourth one is by pseudo-commutativity of the first square in the above diagram of
classifying topoi. Since discrete induction commutes to filtrant inductive limits, the fifth
one comes from the fact that the functor C′x → Cηv , A
′ 7→ K ′v′ , where Cηv denotes the set
of e´tale sub algebras of Ksepv /Kv, is cofinal. The desired exactness follows from the fact
that IndDv
sep
G is exact.
Case 2. The geometric point x lies over a closed point w 6= v. Consider the following
filtrant sets: Cx ⊂ C contains only the e´tale A
′/A’s whose spectrum contains w′, C′x ⊂ C
contains only the A′’s satisfying 1) A′/A is e´tale outside w, 2) K ′/K is Galois and 3) A′
is the integral closure of A[1/s] in K ′ for some s satisfying w(s) = 0, v(s) > 0. We define
a functor (−)′′ : C′x → Cx, A
′ 7→ A′′ := A′I
′
w′ [1/t] for some t whose valuation is zero at w′
and at places which are not above w and is non zero at the other places above w. We
have a series of functorial isomorphisms
(ιCv ,∗F )x ≃ lim
−→A′∈C′x
Γ(Av ⊗A A
′′, F )(163)
≃ lim
−→A′∈C′x
Γ((Ind
D′
v′
G′ K
′
v′)
I′
w′ , F )(164)
≃ lim
−→A′∈C′x
(Ind
D′
v′
G′ Γ(K
′
v′ , F ))
I′
w′(165)
≃ (IndDvsepG Fηv)
Isepw(166)
where ηv is as in Case 1. The first isomorphism holds because the functor (−)
′′ is cofinal.
The second one follows from (161) since Av ⊗A A
′′ = Av ⊗A A
′I′
w′ and Spec(A′) has no
points above v. The third isomorphism follows from the diagram of classifying topoi,
by pseudo-commutativity of the first and third squares, together with the base change
isomorphism in the second square. The last isomorphism is similar to Case 1. Exactness
follows using that Dvsep intersects trivially the conjugacy class of Iwsep by Krasner’s lemma
and the approximation lemma of [Se1] I, p.23.
Case 3. The geometric point x lies above v. Consider the following filtrant sets: Cx ⊂ C
contains only the e´tale A′/A’s whose spectrum contains v′, C′x ⊂ C contains only the A
′’s
satisfying 1) A′ is e´tale outside v, 2) K ′/K is Galois and 3) A′ is the integral closure
of A[1/s] in K ′ for some s satisfying v(s) = 0. We define a functor (−)′′ : C′x → Cx,
A′ 7→ A′′ := A′I
′
v′ [1/t] for some t whose valuation is zero at v′ and at places which are
not above v and is non zero at the other places above v. We have the following series of
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functorial isomorphisms
(ιCv ,∗F )x ≃ lim
−→A′∈C′x
Γ(Av ⊗A A
′′, F )(167)
≃ lim
−→A′∈C′x
Γ((Ind
D′
v′
G′ K
′
v′)×K ′v′ A
′I′
v′
v′ , F )(168)
≃ lim
−→A′∈C′x
(Ind
D′
v′
G′ Γ(K
′
v′ , F ))×Γ(K ′v′ ,F ) Γ(A
′I′
v′
v′ , F )(169)
≃ (IndDvsepG Fηv)×Fηv Fxv(170)
where ηv is as in Case 1 and xv is the geometric point of Spec(Av) inducing x. The
first isomorphism holds because (−)′′ is cofinal. The second isomorphism is deduced from
(161) by taking fixed points under I ′v′ and imposing integrality at v
′ (note that the fiber
product is taken with respect to the adjunction map, explicitly described as f 7→ f(1)
on the left and the inclusion map on the right). The third isomorphism is obtained by
descent along the surjective e´tale morphism
Spec(Ind
D′
v′
G′ K
′
v′) ⊔ Spec(A
′I′
v′
v′ )→ Spec((Ind
D′
v′
G′ K
′
v′)×K ′v′ A
′I′
v′
v′ )
The last isomorphism holds because C′x → Cηv , A
′ 7→ A′v′1
and C′x → Cxv , A
′ 7→ A′′v′′ are
cofinal if v′1 6= v
′ is a place of K ′ above v and Cxv ⊂ C contains only the e´tale A
′/A’s
whose spectrum contains v′. Exactness then follows using the isomorphism
(IndDvsepG Fηv)×Fηv Fxv ≃ Cont(Dvsep\(G−Dvsep), Fηv)× Fxv
(f, a) 7→ (f ◦ s, a)
provided by a continuous section s of G→ Dvsep\G ([Se2] 1.2, Prop. 1).

6.2.5. We now introduce some ad hoc functors designed to neglect the generic fiber of Cv.
Recall the well known equivalence between Cv,et and triples (F1, F2, f) where F1 ∈ Zv,et,
F2 ∈ Uv,et and f : F1 → z
−1
v jv,∗F2 ([Mi1] II, Thm. 3.10).
Definition 6.7. (Smashing functors)
(i) The functor
Smav : (Cv ← Uv)et → (Cv ← Uv)et
is defined by sending F1 → F2 to F3 → F2 where F3 corresponds to the triple
(z−1v F1, F2, z
−1
v F1 → z
−1
v jv,∗F2).
(ii) The functor
Sma : Jet → Jet
is defined by sending (FCv → FUv ← FU) to (GCv → FUv ← FU) where (GCv →
FUv) = Smav(FCv → FUv).
These functors have the following properties.
Lemma 6.8. (i) The functor Smav (resp. Sma) is exact. It induces in particular an
endofunctor of the categories Mod((Cv ← Uv)
N
et,Z/p
.) and D((Cv ← Uv)
N
et,Z/p
.)
(resp. Mod(JNet,Z/p
.) and D(JNet,Z/p
.)).
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(ii) The morphism F (jv) : j
−1
v FCv → FUv for variable F induces natural transforma-
tions Smav → Id (resp. Sma → Id). If F (jv) (resp. each F (jv)) is invertible,
then the previous natural transformation induces an isomorphism:
Smav(F ) ≃ F
(resp. Sma(F ) ≃ F )
(iii) Consider an object M = (MCv →MUv) (resp. M = (MCV →MUv ← MU)) of
D((Cv ← Uv)
N
et,Z/p
.) (resp. D(JNet,Z/p
.)). Then
Smav(M) = 0
(resp. Sma(M) = 0)
if and only if MUv = 0 and z
−1
v MCv = 0 (resp. MU = 0, MUv = 0 and z
−1
v MCv =
0).
Proof. Everything follows directly from the definition of Sma and Smav.

Corollary 6.9. Consider a morphism f : M → N in D(JNet,Z/p
.). The induced morphism
Sma(M) → Sma(N) is invertible if and only if the following morphisms are invertible:
fU :MU → NU , fUv : MUv → NUv and z
−1
v fCv : z
−1
v MCv → z
−1
v NCv .
Proof. Apply Lem. 6.8 (iii) to a cone of the morphism f .

6.3. Vanishing cohomology.
We define vanishing cohomology in a general setting and study its behaviour when
changing the topos.
6.3.1. We begin with simple diagram theoretic constructions regarding a morphism of
diagrams i : Y → X . In the applications, i will be taken either as the closed immersion
z : Z → C, the closed immersion zJ : ZJ → J or slight variants of these.
Definition 6.10. (i) Consider small categories ∆ and ∆′. We say that a functor
i : ∆′ → ∆ is extremal if it is injective on objects, fully faithful, and if ∆′/δ is
empty for δ /∈ i(∆′) (ie. Hom(i(δ′), δ) = ∅ for δ′ ∈ ∆′, δ /∈ i(∆′)).
(ii) Let i : ∆′ → ∆ be an extremal functor. We denote ∆+ the full subcategory of
∆ × [1] formed by the (δ, 0)’s with δ ∈ i(∆′) and all (δ, 1)’s. Here, [1] denotes
the category {0 → 1}. We have natural functors i+ : ∆′ → ∆+, δ′ 7→ (i(δ′), 0),
σ : ∆→ ∆+, δ 7→ (δ, 1) and ρ : ∆+ → ∆, (δ, n) 7→ δ.
(iii) We say that a morphism of diagrams i : Y/∆′ → X/∆ is of extremal type if the
underlying functor ∆′ → ∆ is extremal. For i of extremal type, we denote
X+ = (Y → X)
the diagram of type ∆+ having X+i(δ′),0 = Yδ′ (δ
′ in ∆′) and X+δ,1 = Xδ (δ in ∆) as
vertices and whose edges are the following:
- X+(i(f ′), id0) : X
+
i(δ′1),0
→ X+i(δ′),0 is Y (f
′) : Yδ′1 → Yδ′ for f
′ : δ′1 → δ
′ in ∆′,
- X+(f, id1) : X
+
δ1,1
→ X+δ,1 is X(f) : Xδ1 → Xδ for f : δ1 → δ in ∆ and
- X+(i(f ′), 0 → 1) : X+i(δ′1),0
→ X+i(δ′),1 is iδ′ ◦ Y (f
′) : Yδ′1 → Xδ′ (also equal to
X(i(f ′)) ◦ iδ′) for f
′ : δ′1 → δ
′ in ∆′.
134
The functors i+, σ and ρ defined in (ii) uniquely extend to morphisms of dia-
grams
Y89 :;
i
OO
i+ // X+
ρ // X
σ
ww
such that ρ ◦ i+ = i, ρ ◦ σ = idX , i
+
δ′ : Yδ′ → Xi(δ′),0 is the identity for all δ
′ ∈ ∆′
and σδ : Xδ → X
+
δ,1 is the identity for all δ ∈ ∆.
Lemma 6.11. Consider a ringed variable topos (T , A) on B (Def. 2.14 (ii)). Let i be of
extremal type as in Def. 6.10 (iii).
(i) The direct image functors induced by i : Y → X and i+ : Y → X+ have the
following description:
- i∗ : Mod(T (Y ), AY )→ Mod(T (X), AX) satisfies (i∗M)δ = iδ′,∗Mδ′ if i(δ
′) =
δ and (i∗M)δ = 0 if δ /∈ i(∆
′). A module M is acyclic for i∗ if and only if each
Mδ′ is acyclic for iδ′,∗.
- i+∗ : Mod(T (Y ), AY ) → Mod(T (X
+), AX+) satisfies (i
+
∗M)i(δ′),0 = Mδ′ ,
(i+∗M)i(δ),1 = iδ′,∗Mδ′ and (i
+
∗M)δ,1 = 0 is δ /∈ i(∆
′). A module M is acyclic
for i+∗ if and only if each Mδ′ is acyclic for i
+
δ′,∗.
(ii) There is a natural isomorphism σ−1AX+ ≃ AX . The functors σ
−1 and ρ∗ :
Mod(T (X+), AX+) → Mod(T (X), AX) are naturally isomorphic. In particular,
they commute to arbitrary limits. The functors σ∗ and ρ
∗ are fully faithful.
Proof. (i) The calculation of i∗ and i
+
∗ is immediate from the projective limit formula
of Lem. 2.16 (ii). Since injective modules of (T (Y ), AY ) have flasque components by
Lem.-Def. 2.19 (v), a similar formula holds for Ri∗ and Ri
+
∗ . The acyclicity statements
follow.
(ii) Here again, the calculation of ρ∗ in (ii) is straightforward from the projective limit
formula. The last statement of (ii) follows from the isomorphism σ−1 ≃ ρ∗, given that
ρσ = idX .

In Lem. 6.11, we have used the simplified notation T (X) instead of T codiag(X) or
Tcof(X). We will continue to do so from now on. We will sometimes use the suggestive
notation (−)|X (resp. (−)|Y , resp. (−)|X+) instead of σ
∗ (resp. i∗ or i+,−1, resp. ρ∗) when
no danger of confusion arises.
6.3.2. We are now ready to define the functors of vanishing sections and study their
elementary properties in the general context of fibered topoi.
Definition 6.12. Let T , B, A, i : Y → X and X+ be as in Lem. 6.11.
(i) We define the following functors for modules on (T (X), AX):
- The functor of local sections vanishing at Y
ΓY (−) :Mod(T (X), AX)→Mod(T (X), AX)
is defined by ΓY (M) := Ker(M → i∗i
∗M).
- Given f : X ′ → X in Diag(B), the functor of local sections on X ′ vanishing
at Y
ΓY (X ′,−) : Mod(T (X), AX)→Mod(T (X
′), A′X)
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is defined as ΓY (X ′,−) = f ∗ΓY (−). The functor of sections on X ′ vanishing at
Y
ΓY (X ′,−) : Mod(T (X), AX)→ Mod(Γ(X
′, A′X))
is defined as ΓY (X ′,−) = Γ(X ′, f ∗ΓY (−)).
(ii) As a particular case of (i), the following functors are attached to i+ : Y → X+
and σ : X → X+ (recall that σ∗ ≃ σ−1 ≃ ρ∗ since σ
−1AX+ ≃ ρ∗AX+ ≃ AX):
- The functor of local sections on X vanishing at Y
ΓY (X,−) : Mod(T (X+), AX+)→Mod(T (X), AX)
sends M to ΓY (X,M) = Ker(σ−1M → i∗i
+,−1M), where the arrow is defined
using the adjunction morphism id→ i+∗ i
+,∗ and the isomorphisms σ−1i+∗ ≃ ρ∗i
+
∗ ≃
i∗ (explicitly the arrow is thus described on component δ as Mδ,1 → iδ′,∗Mδ,0 if
δ = i(δ′) and Mδ,1 → 0 if δ /∈ i(∆
′)).
- The functor of sections on X vanishing at Y
ΓY (X,−) : Mod(T (X+), AX+)→Mod(Γ(X,AX))
sends M to ΓY (X,M) = Ker(Γ(X, σ−1M)→ Γ(Y, i+,−1M)).
Remark 6.13. Let us emphasize that the functors ΓY should not be mistaken for a functor
of the type “local sections with support in Y ” whose usual notation is ΓY . Let us explain
the relation to the latter in a specific situation. Set A = Z for simplicity. Assume that
i : Y → X induces an open immersion of ringed topoi T (Y ) → T (X) (in practice, this
will be the case only when T is one of the usual big topoi). Let then c : T (Y )c → T (X)
denote the inclusion of the complementary closed subtopos ([SGA4-I] IV, Prop. 9.3.4).
Then ΓY ≃ ΓT (Y )c := c∗c
! is the functor of local sections with support in Y c.
Let us introduce the following condition, which will be helpful for technical reasons:
opimm(f, T , A): the morphism of ringed topoi (T (X1,δ), AX1,δ) → (T (X2,f(δ)), AX2,f(δ))
induced by fδ is an open immersion (ie. is isomorphic to the morphism of localization
attached to an open of the topos T (X2,f(δ))) for all δ in ∆1).
Let us now gather some properties of the derived functors RΓY (−) and RΓY (X,−).
Lemma 6.14. Keep the notations and assumptions of Def. 6.12.
(i) There are canonical isomorphism and distinguished triangle
RΓY (X,M) ≃MF (R(σ−1 → i∗i
+,−1)(M))
RΓY (X,M) // M|X // Ri∗M|Y
+1 //
which are functorial with respect to M in D+(T (X+), AX+). If M is a complex
such that the objects ofM|Y are acyclic for i∗ (e.g. if the objects ofM have flasque
components by Lem. 6.11 (i)) then the right hand side in the above isomorphism
is canonically isomorphic to the mapping fiber of M|X → i∗M|Y .
(ii) Assume that opimm(i, T , A) holds. There are canonical isomorphism and distin-
guished triangle
RΓY (M) ≃MF (R(id→ i∗i
−1)(M))
RΓY (M) // M // Ri∗M|Y
+1 //
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which are functorial with respect to M in D+(T (X), AX). If M is a complex such
that the objects of M|Y are acyclic for i∗ (e.g. if the objects of M have flasque
components by Lem. 6.11 (i)) then the right hand side in the above isomorphism
is canonically isomorphic to the mapping fiber of M → i∗M|Y .
(iii) Assume that opimm(i, T , A) holds. There is a canonical isomorphism
RΓY (X, ρ−1M) ≃ RΓY (M)
which is functorial with respect to M in D+(X,AX).
(iv) Consider another morphism i1 : Y1/∆
′
1 → X1/∆1 of extremal type. Assume
given some morphisms of diagrams f : X1 → X and fY : Y1 → Y satisfying
fi1 = ifY and denote f
+ : X+1 → X
+ the induced morphism. There is a canonical
isomorphism
RΓY (X,Rf+∗ M) ≃ Rf∗RΓ
Y1(X1,M)
which is functorial with respect to M in D+(T (X+1 ), AX+1 ).
(v) Let g : (T , A) → (T ′, A′) be a morphism of variable topoi. There is a canonical
isomorphism
RΓY (X,Rg∗M) ≃ Rg∗RΓ
Y (X,M)
which is functorial with respect to M in D+(T (X+), AX+).
Proof. (i) Let f : |X+| → X+ denote the inclusion of the discrete diagram underlying
X+. As in the proof of Lem. 6.4 (ii), the stated isomorphism will follow once checked
that M|X → i∗M|Y is epimorphic when M is of the form f∗N for some f
−1AX+-module
N on |X+|. If δ = i(δ′), we have natural isomorphisms
(f∗N)δ,1 ≃
∏
(g′:δ′1→δ
′)∈∆′/δ′(i(g
′), 0→ 1)∗Ni(δ′1),0 × (i(g
′), id1)∗Ni(δ′1),1
(f∗N)δ,0 ≃
∏
(g′:δ′1→δ
′)∈∆′/δ′(i(g
′), id0)∗Ni(δ′1),0
Using this description, we see that (f∗N)δ,1 ։ iδ′,∗(f∗N)δ,0 is split epimorphic. The
distinguished triangle and the last assertion follow from the stated isomorphism since
R(i+∗ i
+,−1) ≃ (Ri+∗ )i
+,−1 (note that i+,−1 sends injectives to componentwise flasques by
Lem.-Def. 2.19 (v), hence is i+∗ -acyclic by Lem. 6.11 (i)).
(ii) Let f : |X| → X denote the inclusion of the discrete diagram underlying X . Once
again, it suffices to check that M → i∗i
−1M is epimorphic for M = f∗N with N injective.
Using [SGA4-II] V, Prop. 4.7, this follows from opimm(i, T , A), thanks to the fact that
each (f∗N)δ is flasque (Lem.-Def. 2.19 (v)). The distinguished triangle and the last
assertion follow as in (i) (here i−1 preserves injectives thanks to opimm(i, T , A)).
(iii) Since id → i∗i
−1 identifies with σ−1ρ−1 → i∗i
+,−1ρ−1, we have a natural isomor-
phism ΓY (X, ρ−1(−)) ≃ ΓY (−). In order to pass to derived functors, we need to know that
ρ−1 sends injectives to ΓY (X,−)-acyclics. Consider an injective module M over (X,AX).
Then ρ−1M has flasque components and σ−1ρ−1M → i∗i
+,−1ρ−1M (ie. M → i∗i
−1M) is
epimorphic as already observed in the proof of (i). It thus follows from (i) that ρ−1M is
ΓY (X,−)-acyclic as desired.
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(iv) For any module M over (T (X+1 ), AX+1 ), the left commutative diagram below
Y1
fY

i+1 //
ON ML
i1

X+1
f+

ρ1 // X1
f

Y
i+ //89 :;
i
OOX
+ ρ // X
f∗i1,∗i
+,−1
1 M f∗ρ1,∗M
oo
i∗i
+,−1f+∗ M
≀
OO
ρ∗f
+
∗ M
≀
OO
oo
(171)
induces the right commutative square inMod(T (X), AX) (use the projective limit formula
of Lem. 2.16 (ii)) and the fact that i1 is extremal to check the base change isomorphism
fY,∗i
+,−1
1 ≃ i
+,−1f+∗ underlying the first vertical isomorphism). Deriving the bottom arrow
with respect to M gives R(i∗i
+,−1 → ρ∗) ◦ Rf
+
∗ (M), since f
+
∗ sends injectives to com-
ponentwise flasques (hence i∗i
+,−1-acyclics thanks to R(i+∗ i
+,−1) ≃ (Ri+∗ )i
+,−1 and Lem.
6.11 (i)) by Lem.-Def. 2.19 (iv), (v). Deriving the top arrow on the other hand, gives
Rf∗ ◦ R(ρ1,∗ → i1,∗i
+,−1
1 )(M) since ρ1,∗ and i1,∗i
+,−1
1 send injectives to f∗-acyclics. The
latter claim deserves an explanation. The functors ρ1,∗ and i1,∗ both preserve d-injectives.
Since i1 is of extremal type, it may be checked easily that i
+,−1
1 preserves d-injectives as
well. In particular both ρ1,∗ and i1,∗i
+,−1
1 send injectives to direct factors of d-injectives
(hence f∗-acyclics by Lem.-Def. 2.19 (vi)). The desired isomorphism comes by functorial
mapping fibers.
(v) The construction of the morphism is similar to the first part of (iv) (replace f by
g) using only that i∗i
+,−1 sends injectives to componentwise flasques (hence g∗-acyclic by
Lem. 2.22 (i)).

Let us emphasize the following result which justifies the introduction of X+ and Def.
6.12 (ii). In practice, it will be applied when g is the morphism ǫ : (−)FL → (−)et.
Corollary 6.15. Keep the notations and assumptions of Def. 6.12. Consider g : (T , A)→
(T ′, A′) as in Lem. 6.14 (v). If opimm(i, T , A) holds, there is a canonical isomorphism
Rg∗RΓ
Y (M) ≃ RΓY (X,Rg∗M|X+)
which is functorial with respect to M in D+(T (X), AX).
Proof. This follows from Lem. 6.14 (iii) and (v).

Lemma 6.16. Let i : X → Y , B and T be as in Def. 6.12 and consider the variable topos
of projective systems T N together with a ring A. in Γ(B
op, T N). Let ιk : (T , Ak)→ (T , A.)
denote the natural morphism (so that ι∗kM. = Mk).
(i) There is a canonical isomorphism
ι−1k RΓ
Y (X,M.) ≃ RΓ
Y (X,Mk)
which is functorial with respect to M. in D
+(T N(X+), A.,X+). If opimm(i, T , A)
holds, there is also a canonical isomorphism
ι−1k RΓ
Y (N.) ≃ RΓ
Y (Nk)
which is functorial with respect to N. in D
+(T N(X), A.,X).
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(ii) Consider a subcategory ∆1 of ∆ and set ∆
′
1 = ∆
′×∆∆1. Let X1/∆1 (resp. Y1/∆
′
1)
denote the restriction of X (resp. Y ) to ∆1 (resp. ∆
′
1) and denote f : X1 → X
and f+ : X+1 → X
+ the inclusion morphisms. There is a canonical isomorphism
f−1RΓY (X,M.)
∼
→ RΓY1(X1, f
−1M.)
which is functorial with respect to M. in D
+(T N(X+), A.,X+). If opimm(i, T , A)
holds, there is also a canonical isomorphism
f−1RΓY (M.)
∼
→ RΓY1(f−1M.)
which is functorial with respect to N. in D
+(T N(X), A.,X).
Proof. Thanks to Lem. 6.14 (iii), it suffices to establish the first isomorphism in (i) and
(ii). Now both cases follow from Lem. 6.14 (i) using the following remark. IfM. is injective
inMod(T N(Y ), A.,Y ), then eachMk,δ′ is flasque (use Lem.-Def. 2.19 (v) applied to the vari-
able topos T −(−) on B×Nop). In particular ι−1k M. is acyclic for i∗ : Mod(T (Y ), Ak,Y )→
Mod(T (X), Ak,X) and f
−1M. is acyclic for i∗ : Mod(T (Y1)
N, A.,Y1)→ Mod(T (X1)
N, A.,X1)
(Lem. 2.25 (i) and Lem. 6.11 (i)).

6.4. Complete Mayer-Vietoris for semi-Abelian schemes over C.
We establish a Mayer-Vietoris isomorphism (and triangle) relatively to the complete
neighborhoods of the points of Z ⊂ C. We begin by recalling an acyclicity result with
regards to the morphism
ǫ : (−)FL → (−)et
Lemma 6.17. Consider a morphism of extremal type i : Y/∆′ → X/∆ between diagrams
of schemes and assume that each iδ′ : Yδ′ → Xδ is a closed immersion. Consider an
Abelian group M in XFL (resp. a module M. on (X
N
FL,Z/p
.)) and assume that M = i∗N
(resp. M. = i∗N.) where each Nδ′ (resp. each Nδ′,k) is representable by a smooth group
scheme.
(i) The group M (resp. the module M.) is acyclic for ǫ∗. The group N (resp. N.) is
acyclic for ǫ∗ and i∗.
(ii) Both RΓY (M) and RΓY (X, ǫ∗M|X+) (resp. RΓ
Y (M.) and RΓ
Y (X, ǫ∗M.,|X+)) are
zero.
Proof. Using Lem. 2.22 (i), Lem. 6.11 (i) and Lem. 6.16 (i), (ii) it is sufficient to
consider the case where X and Y are schemes (ie. punctual diagrams) and M is an
Abelian group.
(i) We know from [Mi1] III, Thm. 3.9 or [Gr1] Brauer III, Thm. 11.7, that N is acyclic
for ǫ∗. Since moreover the functor i∗ : Yet → Xet is exact, we find that N is acyclic
for the functor i∗ : YFL → XFL as well (sheafify the isomorphism H
q(X ′FL, Ri
′
∗N
′) ≃
Hq(X ′et, i
′
∗ǫ∗N
′) for X ′ varying in the big flat site of X , i′ : Y ′ → X ′ the base change
of i to X ′ and N ′ = N|Y ′). Finally, the acyclicity of M = i∗N for ǫ∗ results from the
isomorphisms Rǫ∗M ≃ Rǫ∗Ri∗N ≃ Ri∗Rǫ∗N ≃ i∗ǫ∗N .
(ii) We remark that the assumption opimm(i, (−)NFL,Z/p
.) holds since arbitrary sub-
schemes give rise to open subtopoi in the big top topos for as long top is coarser than
or equal to fl. It thus follows from Lem. 6.14 (ii) that RΓY (M) is the mapping fiber
of M → i∗i
−1M . Now, the latter arrow is invertible since M is in the essential image
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of the fully faithful functor i∗. We have thus proven that RΓ
Y (M) = 0. The case of
RΓY (X, ǫ∗M|X+) follows by Cor. 6.15.

We can now establish the following result which states that the diagram Rǫ∗A|J+,p. is
sufficient to retrieve the projection of RΓZ(Ap.) to the small e´tale topos of C.
Proposition 6.18. Consider a semi-Abelian scheme A/C, whose restriction to U is
Abelian, and denote Ap. the projective system of its p-primary torsion sugroups. Re-
call the closed immersions of extremal type z : Z → C and zJ : ZJ → J and the morphism
m : J → C occurring in (155). There is a canonical isomorphism
Rǫ∗RΓ
ZAp. ≃ Rm∗RΓ
ZJ (J,Rǫ∗A|J+,p.)
in D+(CNet,Z/p
.). Moreover, either side of the isomorphism remains unchanged if Ap. is
replaced by A0p. or Z/p
. ⊗LZ A.
Proof. Consider the commutative diagram
ZJ
z+J //
mZ

J+
m+

ρJ // J
m

σJ
cc
Z
z+ // C+
ρ // C
σ
cc
(172)
For any M in D+(CNFL,Z/p
.), D+(CFL,Z/pk) or D+(CFL) we have canonically
Rǫ∗RΓ
Z(M) ≃ Rǫ∗RΓ
Z(C, ρ−1M)(173)
≃ RΓZ(C,Rǫ∗ρ
−1M)(174)
→ RΓZ(C,Rǫ∗Rm
+
∗m
+,−1ρ−1M)(175)
≃ Rǫ∗Rm∗RΓ
ZJ (J,m+,−1ρ−1M)(176)
≃ Rm∗Rǫ∗RΓ
ZJ (J, ρ−1J m
−1M)(177)
≃ Rm∗RΓ
ZJ (J,Rǫ∗ρ
−1
J m
−1M)(178)
where (173) is Lem. 6.14 (iii), (174) is Lem. 6.14 (v), (175) is the adjunction morphism
for m+, (176) is Lem. 6.14 (iv), (v), (177) is clear and (178) is Lem. 6.14 (v). It thus
remains to prove that (175) is invertible for M = Ap. or equivalently for M = Apk (Lem.
6.16 (i)).
Claim. Consider N = (NZ ← NC) in Mod(C
+
FL,Z) (the meaning of this notation is
similar to the one of Sect. 6.2.3). If NC = A or NC ≃ z∗z
−1NC then the following natural
morphism is invertible:
Rǫ∗N → Rǫ∗Rm
+
∗m
+,−1N(179)
Let us first explain why the claim implies the proposition. The first case of the claim
applied to N = ρ−1M shows that (175) is invertible for M = A ∈ D(CFL), and thus
also (by scalar extension via Z → Z/pk) for M = Z/pk ⊗LZ A ∈ D
+(CFL,Z/pk). Since
multiplication by pk is epimorphic on A0 (see Lem. 3.8 (iii)), we have a long exact sequence
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in the first line below, where Φ = A/A0 denote the group of components of A. The second
line is the tautological distinguished triangle of truncation in D(CFL,Z/pk):
0 // A0
pk
// Apk // Φpk // 0 // A/p
k // Φ/pk // 0
Apk // Z/p
k ⊗LZ A[−1]
// A/pk[−1]
+1 //
Since Φ ≃ z∗z
−1Φ (Lem. 3.10 (ii)), the second case of the claim implies that (175) is
invertible for M = Φ/pk ≃ A/pk or Φpk . Using the distinguished triangle, we conclude
that (175) is invertible, forM = Apk , and finally for A
0
pk as well, using the exact sequence.
The last statement of the proposition follows from the above proof together with the
vanishing of RΓZ(Φ/pk) and RΓZ(Φpk) (Lem. 3.10 (i) and Lem. 6.17 (ii)).
Let us now prove the claim, using the conservative couple of functors z+,−1 : D+(C+et)→
D+(Zet), σ
−1 : D+(C+et) → D
+(Cet). Some preliminary observations are in order. First,
we note that z+,−1 and σ−1 both commute to Rǫ∗ (because z
+ and σ are inclusions of
diagrams, see Lem. 2.22 (i)). Next, we observe that the natural base change morphisms
z+,−1Rm+∗ → mZ,∗z
+,−1
J and σ
−1Rm+∗ → Rm∗σ
−1
J are both invertible (use the projective
limit formula of Lem. 2.16 (ii) form+∗ , note that mZ,∗ is exact and that σ
−1 = ρ∗ preserves
injectives). With these observations in mind, one may check without difficulty that the
image of the morphism (179) under z+,−1 and σ−1 respectively identifies with
Rǫ∗z
+,−1N → Rǫ∗mZ,∗m
−1
Z z
+,−1N(180)
and Rǫ∗σ
−1N → Rǫ∗Rm∗m
−1σ−1N(181)
First, note that (180) is clearly an isomorphism, since mZ is in fact an equivalence of
topoi. It thus remains to prove that the morphism
Rǫ∗NC → Rǫ∗Rm∗m
−1NC(182)
is invertible. Let us investigate the target of (182). By Lem. 6.4 (ii) and Lem. 6.6, we
have a distinguished triangle
Rǫ∗Rm∗m
−1NC // (
∏
v∈Z
ιCv,∗Rǫ∗(NC,|Cv))⊕Rj∗Rǫ∗(NC,|U )
//
∏
v∈Z
Rj∗ιUv,∗Rǫ∗(NC,|Uv)
+1 //
In the case NC ≃ z∗z
−1NC , the third term and the second summand of the middle term
vanish and the claim follows immediately. Let us now explain the case NC = A. By
[Ra4] and the previous case, we may (and will) assume that A is the Ne´ron model of its
generic fiber (note that the quotient Q of the component group of the Ne´ron model by Φ
satisfies Q ≃ z∗z
−1Q thanks to Lem. 6.17 (i)). Recall from Lem. 6.17 that A is acyclic
for ǫ∗, as well as its restriction to U , Cv or Uv. Thus we only have to show that the above
distinguished triangle induces an exact sequence
0 // ǫ∗A // (
∏
v∈Z
ιCv ,∗ǫ∗A|Cv)⊕ j∗ǫ∗A|U //
∏
v∈Z
ιCv ,∗jv,∗ǫ∗(A)|Uv // 0(183)
and isomorphisms
Rqj∗ǫ∗A|U
∼ //
∏
v∈Z
ιCv ,∗R
qjv,∗ǫ∗A|Uv(184)
for q ≥ 1. The exactness of (183) follows from the Ne´ron extension property which implies
that ǫ∗A → j∗ǫ∗A|U and ǫ∗A|Cv → jv,∗ǫ∗A|Uv are invertible. Let us now investigate the
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stalks of the morphism (184) at a geometric point x of C. Both sides give zero unless x
lies above a point v ∈ Z. In the latter case we have on the one hand
(Rqj∗ǫ∗A|U)x ≃ H
q(Ksh, ǫ∗A|Ksh)
≃ lim
−→K ′
Hq(K ′h, ǫ∗A|K ′h)
where both isomorphisms follow from [SGA4-II] VI, Prop. 5.7. Here Ksh denotes the
fraction field of the strictly henselian ring OC,x (with the notations of Lem. 6.6, K
sh =
(Ksep)Ivsep ), K ′/K runs through finite subextensions of Ksh/K and K ′h = (Ksep)Dvsep is
the fraction field of the corresponding henselian ring. On the other hand, we have
(ιCv ,∗R
qjv,∗ǫ∗A|Uv)x ≃ H
q(Kurv , ǫ∗A|Kurv )
≃ lim
−→K ′
Hq(K ′v′ , ǫ∗A|K ′v′)
where Kurv /Kv denotes the maximal unramified subextension of K
sep
v /Kv. Here, the first
isomorphism follows from Case 2 in Lem. 6.6 (note that (Rqjv,∗)ηv = 0) and the other
one follows from [SGA4-II] VI, Prop. 5.7. The morphism (184) is thus the direct limit of
the morphisms
Hq(K ′h, ǫ∗A|K ′h)→ H
q(K ′v′ , ǫ∗A|K ′v′ )
for K ′ as above. We may now conclude using [Mi2] I, Rem. 3.10 (a) if q = 1 and III,
Thm. 6.10 and Rem. 6.13 of loc. cit. if q ≥ 2 (in that case both sides are in fact trivial),
recalling that the e´tale cohomology of A|K ′h (resp. A|K ′
v′
) in degree ≥ 1 identifies with
the direct limit of the flat cohomology of its torsion points.

6.5. Rigid uniformization around semi-stable fibers.
6.5.1. For the purpose of this section, let R denote a complete discrete valuation ring,
t a uniformizer and k = R/(t) (resp. K = R[1
t
]) its residual (resp. fraction) field. As
explained in [Be2] 0, one has a diagram of functors
Schlft/R
(−)|K

(−)for
// For/R
(−)|K

Schlft/K
(−)an
// Rig/K
(185)
where we have used the following notations:
- Schlft/R (resp. Schlft/K) denotes the category of Spec(R)-schemes (resp. Spec(K)-
schemes) which are locally of finite type,
- For/R denotes the category of t-adic formal schemes over Spf(R) which are locally
of finite type over Spf(R), and (−)for is the functor of (t-adic) completion defined in
[EGA1], I Sect. 10.8.
- Rig/K denotes the category of rigid analytic spaces over the t-adic field K and the
functors (−)|K , (−)
an are respectively defined in [Be2] Sect. 0.2 and Sect. 0.3.
This diagram is not commutative. Instead, for X/R in Schlft/R, there is a functorial
morphism (Xfor)|K → (X|K)
an which is an open immersion if X/R is separated and an
isomorphism if X/R is proper [loc. cit., 0.3.5].
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6.5.2. Start with a semi-stable Abelian variety AK/K. Let A/R denote the Ne´ron model
of AK/K and A
0/R its connected component. There is an essentially unique pair (G, e)
where G/R is a smooth algebraic group scheme which is the extension of a torus T/R by
an Abelian scheme B/R and
e : Gfor ≃ (A0)for(186)
is an isomorphism of groups in For/R (note that e is not algebraic in general). We refer
to [SGA7-I] IX, Sect. 7 for the construction of (G, e) and simply refer to G/R as the
Raynaud group attached to AK/K.
The next result is originally due to [Ra3]. Here, we slightly reformulate the statement
given in [BL] where the reader is referred for a proof.
Proposition 6.19. (Raynaud’s uniformization)
(i) There exists a unique arrow e′ making the following diagram commutative:
(Gfor)|K
e|K //

(A0,for)|K

(G|K)
an e
′
// (AK)
an
(187)
(ii) The kernel of e′ computed in the category of groups in Rig/K is of the form Γan|K
for some group Γ in Schlft/R which is e´tale locally isomorphic to a constant free
Abelian group of rank dimKT|K.
(iii) If the torus T is split then Γ is constant and e′ induces a surjection
(G|K)
an(S) // // (AK)
an(S)
for any S in Rig/K satisfying H1(S,Z) = 0.

Corollary 6.20. (i) Let Fin/R denote the category of finite Spec(R)-schemes. The
isomorphism e of (186) induces an isomorphism of Abelian presheaves on Fin/R:
G
e
∼
// A0
(ii) Let Fin/K denote the category of finite Spec(K)-schemes endowed with any topol-
ogy which is finer than (or equal to) the e´tale topology. The morphism e′ of Prop.
6.19 (i) induces an exact sequence of Abelian sheaves on Fin/K:
0 // Γ|K // G|K
e′ // AK // 0
(iii) The morphisms (i) and (ii) are compatible, ie. the following square
G(S)
e //

A0(S)

G|K(S|K)
e′ // AK(S|K)
(188)
commutes for any S in Fin/R.
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Proof. (i) it suffices to notice that for any H in Schlft/R and S in Fin/R the func-
tor (−)for identifies H(S) with Hfor(Sfor) (just because finite R-algebras are t-adically
complete).
(ii) Similarly for any H in Schlft/K and S in Fin/K the functor (−)
an identifies H(S)
with Han(San) (because finite K-algebras are complete for the t-adic topology).
(iii) is a straightforward consequence of the definition of the analytification functor.

6.5.3. In order to collect the sheaf theoretic consequences of Cor. 6.20, it will be useful
to introduce some intermediary sites. We use the general conventions of Sect. 2.3.1 for
big and small pretopologies.
Definition 6.21. Let X be any scheme. We will consider the small (resp. big) top
pretopology of X, top(X) (resp. TOP (X)) and the associated topos Xtop (resp. XTOP )
for top = qff , ff , or fet defined as follows:
- qff stands for locally of finite presentation locally quasi-finite and flat,
- ff stands for finite and flat,
- fet stands for finite and e´tale.
The various inclusions of sites viewed as premorphisms of pretopologies give rise to
weak morphisms of topoi fitting in the following pseudo-commutative diagram.
XFL
γ
""❋
❋❋
❋❋
❋❋
❋❋
α //
ON ML
ǫ

Xqff
β //

Xet

Xff // Xfet
(189)
It might be useful to point out that the topologies generated by QFF (X) and FL(X)
coincide, ie. XQFF = XFL. The morphism α is thus nothing but the projection morphism
π : XFL → Xfl. In particular α∗ commutes to arbitrary limits. Here is an alternative
description of the topos Xqff which will be useful for our purpose.
Lemma 6.22. Consider a locally Noetherian scheme X and let top stand for separated,
quasi-finite and flat. Then Xqff is equivalent to Xtop.
Proof. By [Ar] Lem. 3.1.3 , we are reduced to check that the following properties:
- Consider a covering (Ui → U)i of the qff pretopology. If U and the Ui’s are in top(X),
then (Ui → U)i is a covering for the top pretopology.
- For any U in qff(X), there exists a covering of the qff topology (Ui → U)α with
Ui ∈ top(X).
Observe that if X ′ is a locally Noetherian scheme, then a morphism with target X ′
is top if and only if it is qff , separated and quasi-compact ([EGA1], Chap. 1, Prop.
6.6.3). The first property follows, by [EGA1] Prop. 5.5.1 (v) and Prop. 6.6.4 (v). The
second property follows as well, once noticed that morphisms between affine schemes,
as well as open immersions into a locally noetherian scheme, are always separated and
quasi-compact ([EGA1], Chap. 1, Prop. 6.6.4 (i)).

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Let us finally point out the equivalences Xqff ≃ Xff and Xfet ≃ Xet in the particular
case where X is the spectrum of a field.
Let us go back to our situation, using the notation X = Spec(R) and
x = Spec(k)
s // X η = Spec(K)
joo(190)
Lemma 6.23. (i) The continuous functor ff(X) → qff(X) (resp. fet(X) →
et(X)) inducing the left (resp. right) vertical premorphism in (189) is cocon-
tinuous as well. Whence a morphism of topoi in the opposite direction
ι : Xff → Xqff (resp. ι : Xfet → Xet)
(ii) The morphism ι defined in (i) is a closed immersions of topoi. The complementary
open immersion is the morphism denoted j in the top (resp. bottom) line of the
following pseudo-commutative diagram of topoi
Xff
β

ι // Xqff
β

ηqff
β

joo
xet
∼ // Xfet
ι // Xet ηet
joo
(191)
(iii) Smooth group schemes over X are acyclic for the functor β∗.
Proof. (i) In view of 6.22, it is sufficient to prove that the inclusion of ff(X) into
the category of separated quasi-finite flat X-schemes admits a right adjoint which is
continuous. If U/X is separated and quasi-finite, there is a disjoint decomposition U =
Ufin ⊔ U2 where U
fin/X is finite and x ×X U2 = ∅ ([Mi1] I, Thm. 4.2 (c)). Note
that if U ′/X is finite, then HomX(U
′, U2) = ∅ (since HomX(U
′, η) = ∅). It follows in
particular that Ufin varies functorially with respect to U/X . Whence the desired functor
qff(X)→ ff(X). This functor is easily seen to be continuous (use that the finite part is
a direct sum of spectrums of local rings by [Mi1] I, Thm. 4.2 (c)) as well as right adjoint
to the inclusion.
(ii) Let us explain the first line of (191) since the second is similar (and well known). The
fact that ι is an immersion follows from the fact that the inclusion ff(X) → qff(X) is
fully faithful. According to [SGA4-I] IV, Prop. 9.3.4, we have to show that the following
properties (a), (b) are equivalent for any sheaf F on qff(X): (a) F → ι∗ι
−1F is an
isomorphism, (b) j−1F is a final object. Now this equivalence is clear from the fact that
ι∗ι
−1F (U) = F (Ufin).
(iii) We already know that smooth group schemes are acyclic for ǫ∗ (Lem. 6.17) and
that α∗ is exact. The result follows formally.

In view of the next proposition, let us emphasize that Lem. 6.23 (ii) implies an equiv-
alence between Ab(Xqff ) (resp. Ab(Xet)) and the category of triples (F1, F2, f) where
F1 ∈ Ab(Xff ) (resp. Ab(Xfet)), F2 ∈ Ab(ηqff ) (resp. Ab(ηet)) and f : F1 → ι
−1j∗F2
([SGA4-I] IV, Thm. 9.5.4). These equivalences (and thus also the functors j! of extension
by zero) are clearly compatible via the restriction functor β∗.
6.5.4. Let us come back to the de´vissage of A0p∞ . We begin in the topos qff .
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Corollary 6.24. (i) The projections of Cor. 6.20 (i) and (ii) to Xff and ηff ≃ ηqff
glue into an exact sequence as follows in Ab(Xqff ):
0 // j!α∗Γ|η // α∗G // α∗A
0 // 0
(ii) Applying Z/pk ⊗LZ (−) to (i) gives an exact sequence in Mod(Xqff ,Z/p
k):
0 // α∗Gpk // α∗A
0
pk
// j!α∗(Γ|η/p
k) // 0
Proof. (i) We use the interpretation of Ab(Xqff ) in terms of triples recalled after
Lem. 6.23. The sheaf α∗G corresponds to the triple (ι
−1α∗G, j
−1α∗G, nat : ι−1α∗G →
ι−1j∗j
−1α∗G). Explicitly for S/X in ff(X) (resp. S/η in ff(η)) we have ι−1α∗G(S) =
G(S) (resp. j−1α∗G(S) = G|K(S)), ι
−1j∗j
−1α∗G(S) = G|K(S|K) and nat is the left
vertical arrow in Cor. 6.20 (iii). A similar interpretation holds for A0. The desired exact
sequence is thus nothing but a reformulation of Cor. 6.20 (i), (ii), (iii).
(ii) Exactness on the right follows from the fact that multiplication by pk is epimorphic
on G (Cor. 3.13 (i)) and thus on α∗G too.

We may now go back to the big flat site.
Lemma 6.25. (i) The adjunction morphism α−1α∗Γ|η → Γ|η is invertible. In par-
ticular, the first arrow of Cor. 6.24 (i) (or equivalently Cor. 6.20 (ii)) defines a
morphism
Γ|η → G|η in Ab(ηFL)(192)
(ii) Similarly, the first arrow of Cor. 6.24 (ii) defines a morphism
Gp. → A
0
p. in Ab(X
N
FL)(193)
Proof. (i) (resp. (ii)) follows from the fact that Γ|η (resp. Gpk) is representable by a
group of qff(η) (resp. qff(X), see Lem. 3.8 (ii)).

Remark 6.26. We may view the exact sequence of Cor. 6.20 (ii) as a quasi-isomorphism
[Γ|η → G|η]→ A|η in the category of complexes of Abelian groups of ηqff , the first complex
being placed in degree [−1, 0]. Applying Z/p.⊗L (−) and pulling back to the big flat topos,
yields an isomorphism of exact sequences in Ab(ηNFL):
0 // G|η,p.
≀

// Z/p.
L
⊗[Γ|η → G|η] //
≀

Γ|η/p
.
≀

// 0
0 // G|η,p. // A|η,p. // Γ|η/p
. // 0
(194)
where the bottom left arrow is compatible with (193).
Proposition 6.27. The image of the morphism (193) under the functor
RΓx(X,Rǫ∗ρ
−1) : D+(XFL,Z/p
.)→ D+(Xet,Z/p
.)
fits into a canonical distinguished triangle
RΓx(X,Rǫ∗G|X+,p.) // RΓ
x(X,Rǫ∗A
0
|X+,p.)
// j!ǫ∗(Γ|η/p
.)
+1 //
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Proof. The restriction of the morphism defined in Lem. 6.25 (ii) to FL(x) (resp.
qff(X)) clearly coincides with the natural isomorphism of group schemes G|x,pk ≃ A
0
|x,pk
induced by (186) (resp. coincides with the first arrow of Cor. 6.24 (ii)). If X+ denote
the diagram (x → X) as in Def. 6.10, the exact sequence of Cor. 6.24 (i) can thus be
completed into an exact sequence (with notations similar to Sect. 6.2.3)
0 // (α∗G|x,p. ← α∗Gp.) // (α∗A
0
|x,p. ← α∗A
0
p.) // (0← j!α∗Γ|η/p
k) // 0
over (X+,Nqff ,Z/p
.). Apply now the functor Rβ∗ : D
+(X+,Nqff ,Z/p
.) → D+(X+,Net ,Z/p
.) and
then RΓx(X,−) : D+(X+,Net ,Z/p
.)→ D+(XNet,Z/p
.) to get a distinguished triangle
RΓx(X,Rβ∗α∗G|X+,p.) // RΓ
x(X,Rβ∗α∗A
0
|X+,p.)
// Rβ∗j!α∗Γ|η/p
. +1 //
(use e.g. Lem. 6.14 (i) for the third term). The announced distinguished triangle follows
since α∗ is exact and j!α∗Γ|η/p
. is β∗ acyclic (use Lem. 6.17 to check this).

6.6. De´vissage in p-divisible groups.
6.6.1. We are now in a position to define a p-divisible group H over the diagram J+ which
will serve as a replacement for A|J+,p∞. By a p-divisible group H over J
+, we mean an
object of pdiv(J+), where pdiv denotes the cofibered category of p-divisible groups over
Schop (here we use the conventions of Sect. 2.1.3); in other terms, H is a group in J+FL,
whose components are p-divisible groups.
Definition 6.28. Let A/C be a semi-Abelian scheme whose restriction to U is Abelian.
We define a p-divisible group H over J+ = (Zv → Cv ← Uv → U):
H := (Gv|Zv,p∞ ← Gv,p∞ → A|Uv,p∞ ← A|U,p∞)
where Gv/Cv is the Raynaud group attached to A|Uv/Uv as in Sect. 6.5.2 and j
−1
v Gv,p∞ →
A|Uv,p∞ is the arrow induced by Lem. 6.25 (ii).
The following result is the final stage of our de´vissage. It states that Rǫ∗Hp. is sufficient
to retrieve the projection of RΓZ(Ap.) to the small e´tale topos of C.
Proposition 6.29. Recall the functor Sma : D(JNet,Z/p
.)→ D(JNet,Z/p
.) from Def. 6.7.
There is a canonical isomorphism
Rǫ∗RΓ
ZAp. ≃ Rm∗SmaRΓ
ZJ (J,Rǫ∗Hp.)
Proof. According to Prop. 6.18, it suffices to build an isomorphism between the right
hand side and Rm∗RΓ
ZJ (J,Rǫ∗A
0
|J+,p.) in D(C
N
et,Z/p
.). Consider the morphism Hp. →
A0|J+,p. in Mod(J
+,N
FL ,Z/p
.), which is induced by Lem. 6.25 (ii) on the vertices Zv and Cv
and which is the identity on the vertices U and Uv. This, and the natural transformation
Sma→ id (Lem. 6.8 (ii)) induce morphisms:
SmaRΓZJ (J,Rǫ∗Hp.) → SmaRΓ
ZJ (J,Rǫ∗A
0
|J+,p.)(195)
→ RΓZJ (J,Rǫ∗A
0
|J+,p.)(196)
in D(JNet,Z/p
.). We will prove that (195) and (196) are invertible.
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In order to prove that (195) is an isomorphism, it suffices to check the conditions of
Cor. 6.9 for the morphism
RΓZJ (J,Rǫ∗Hp.) → RΓ
ZJ (J,Rǫ∗A
0
|J+,p.)(197)
Let us examine the component U . By Lem. 6.16 (ii), there is a functorial isomorphism
(RΓZJ (J,M))U ≃ RΓ
∅(U,M|U+)
for M in D+(J+,Net ,Z/p
.). Here, ∅ denote the diagram of empty type and the right hand
side is thus naturally isomorphic to MU . It follows that the morphism (197)U identifies
with (Rǫ∗Hp.)U → (Rǫ∗A
0
p.,|J+)U . It is an isomorphism, since Rǫ∗ can be computed
componentwise on J+. The same arguments show that (197)Uv is an isomorphism. Let
us now examine the component Cv. By Lem. 6.16 (ii) again, we have
(RΓZJ (J,M))Cv ≃ RΓ
Zv(Cv,M|C+v )
The image of the morphism (197)Cv by z
−1
v thus identifies with
z−1v RΓ
Zv(Cv, Rǫ∗Hp.,|C+v )→ z
−1
v RΓ
Zv(Cv, Rǫ∗A
0
p.,|C+v
)
and is an isomorphism by Prop. 6.27.
In order to prove that (196) is an isomorphism, it suffice to check the conditions of
Lem. 6.8 (ii), ie. that
j−1v (RΓ
ZJ (J,Rǫ∗A
0
|J+,p.))Cv → (RΓ
ZJ (J,Rǫ∗A
0
|J+,p.))Uv
is an isomorphism. This, in turn, follows immediately from Lem. 6.16 (ii), Lem. 6.14 (i)
and the fact that j−1v Rǫ∗A
0
|Cv,p.
→ Rǫ∗A
0
|Uv,p.
is invertible (because jv is e´tale).

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7. De´vissage of twisted syntomic complexes
In this section, we prove two de´vissage properties of the twisted syntomic complexes
defined in Def. 5.49 and Prop. 5.51 (i).
7.1. Complete Mayer-Vietoris.
Recall the natural morphism of diagrams m♯ : J ♯ → C♯ from (155). We have the
following diagram of ringed topoi
((J ♯/Σ.)crys,et,O)
m♯ //
u

((C♯/Σ.)crys,et,O)
u

(JNet, O˜
crys
. )
m // (CNet, O˜
crys
. )
(198)
Here, we have identified the small e´tale site of a log scheme with the small e´tale site of
the underlying scheme. The following proposition expresses that Dieudonne´ crystals and
their syntomic complexes glue from J ♯ to C♯.
Proposition 7.1. Let us denote ∆J the type of the diagram J
♯.
(i) The pullback functor
m♯,∗ : Mod((C♯/Σ∞)crys,et,O)→Mod((J
♯/Σ∞)crys,et,O)
induces equivalences of categories:
Cryslfft((C
♯/Σ∞)crys,et,O)
m♯,∗
∼
// Γcart(∆
op
J ×J♯,(Sch♯/Σ1)op Cryslfft((−/Σ∞)crys,et,O)/∆
op
J )
DC(C♯)
m♯,∗
∼
// Γcart(∆
♯,op
J ×J♯,(Sch♯/Σ1)op DC/∆
op
J )
where Γcart denotes the full subcategory of (24) formed by cartesian sections.
(ii) For M. ∈ Mod((C
♯/Σ.)crys,et,O), there is a canonical morphism
Ru∗M. // Rm∗Ru∗m
♯,∗M. in D(C
N
et,O
crys
. )
Assume now that M. is a crystal. Let us choose a morphism m
♯
[.],Y in HR
♯,et
F
above m♯ (Lem. 4.9 (iv) and 5.6 (ii), (iii), (iv)) and denote m♯T,[.] : TJ♯,[.] → TC♯,[.]
its logarithmic divided power envelope. The previous morphism of D(CNet,O
crys
. )
identifies with the natural morphism
RfT
C♯,[.],.
,∗Ω
•
T
C♯,[.],.
(M.) // Rm∗RfT
J♯,[.],.
,∗Ω
•
T
J♯,[.],.
(m♯,∗M.)
It is an isomorphism if M. is a locally free crystal of finite type.
(iii) For D ∈ DC(C♯) and h ∈ Γ(C,MC/Gm), the canonical base change morphism
induces an isomorphism
S1,ϕ
et,.,C♯
(−h)(D) ≃ Rm∗S
1,ϕ
et,.,J♯
(−h|J)(D|J♯) in D(Mod
1,ϕ(CNet, O˜
crys
. ))
as well as a similar isomorphism without the superscripts 1,ϕ in D(CNet, O˜
crys,F=1
. ).
Proof. (i) Thanks to m∗ being compatible with F ∗, it suffices to prove that the first
functor is fully faithful and essentially surjective. We will do this by Zariski descent along
the coskeleton of an appropriate covering. Let (C♯λ → C
♯) be an open covering such that
each C♯λ is affine, has p-bases of the form (∅, t) and such that each point v of Z is contained
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in exactly one of the C♯λ’s denoted C
♯
λv
. Consider Uλ := Cλ ×C U , C
♯
v,λ := C
♯
λ ×C♯ C
♯
v,
Uv,λ := Cλ ×C Uv, J
♯
λ := C
♯
λ ×C♯ J
♯ and form C♯[0] := ⊔C
♯
λ, U[0] := ⊔Uλ, C
♯
v,[0] := ⊔C
♯
v,λ,
Uv,[0] := ⊔Uv,λ as well as the diagram of type ∆J represented by (C
♯
v,[0] ← Uv,[0] → U[0]).
Let us furthermore denote C♯[ν], U[ν], C
♯
v,[ν], Uv,[ν] and J
♯
[ν] the respective ν + 1-th fibered
power over C♯, U , C♯v, Uv and J
♯ of C♯[0], U[0], C
♯
v,[0], Uv,[0] and J
♯
[0]. By Zariski descent
along C♯[0] → C
♯ and J ♯[0] → J
♯, it is enough to prove that the induced functor
Cryslfft((C
♯
[ν]/Σ∞)crys,et,O)
m♯,∗
[ν] // Γcart(∆
op
J ×J♯
[ν]
,(Sch♯/Σ1)op
Cryslfft((−/Σ∞)crys,et,O)/∆
op
J )
is an equivalence, ie that for each ν ≥ 0 and multi-index λ = (λ0, . . . , λν) the induced
functor
Cryslfft((C
♯
[ν],λ/Σ∞)crys,et,O)
m♯,∗
[ν],λ // Γcart(∆
op
J ×J♯
[ν],λ
,(Sch♯/Σ1)op
Cryslfft((−/Σ∞)crys,et,O)/∆
op
J )
is an equivalence where C♯[ν],λ := C
♯
λ0
×C♯ · · · ×C♯ C
♯
λν
and J ♯[ν],λ := J
♯
λ = J
♯
λ0
×J♯ · · · ×J♯ J
♯
λν
.
Since Uv,λ = Cv,λ for λ 6= λv, the equivalence is trivial if λi 6= λj for some i 6= j (in that
case C♯[ν],λ = U[ν],λ and C
♯
v,[ν],λ = Uv,[ν],λ for all v). On the other hand, if λ = (λ, . . . , λ)
then C♯[ν],λ and J
♯
[ν],λ respectively coincide with C
♯
λ and J
♯
λ. We are thus reduced to the
case ν = 0, and it suffices to treat the case λ = λv for some v in Z since the other
cases are trivial as well. In that case, let us choose a p-basis (∅, t) for Cλ and denote
R = Γ(Cλ,O). The ring R is thus an e´tale Fp[T ] algebra via T 7→ t and that t is a
uniformizer at v. Denote furthermore Rv the t-adic completion of R. Hence with these
notations, we have C♯λ = (Spec(R), 1 7→ t), Uλ = Spec(R[t
−1]), C♯v,λ = (Spec(Rv), 1 7→ t)
and Uv,λ = Spec(Rv[t
−1]). Let R˜k, (resp. R˜v,k) denote the essentially unique e´tale Z/pk[t]-
(resp. Z/pk[[t]]-) algebra lifting R (resp. Rv) and endow it with the log structure induced
by t. We will show that the functor
m♯,∗[0],λv : ∇-Modlfft(R˜k, 1 7→ t)→ ∇-Modlfft(R˜k[t
−1])×∇-Modlfft(R˜v,k [t−1])∇
♯-Modlfft(R˜v,k, 1 7→ t)
is fully faithful and essentially surjective. The proof will then be finished using Prop. 4.18
and Rem. 3.36 (i) (the arguments below will show that the property of being normalized
when k varies is preserved by the equivalence).
As a preliminary remark, we observe that the following sequence is exact thanks to the
fact that t does not divide zero in the Noetherian ring R˜k:
0 // R˜k // R˜k[t
−1]⊕ R˜v,k
(1,−1)
// R˜v,k[t
−1] // 0(199)
Consider the functor sending an object
((M1,∇1), (M2,∇2), α : R˜v,k[t
−1]⊗R˜k [t−1] (M1,∇1) ≃ R˜v,k[t
−1]⊗R˜v,k (M2,∇2))
in the target of category of m♯,∗[0],λv to the R˜k module
M := Ker(M1 ⊕M2
(α,−1)
→ M2[t
−1])
endowed with the induced connection (which turns out to be well defined by exactness of
0 // ΩR˜k
// ΩR˜k [t−1] ⊕ ΩR˜v,k
(1,−1)
// ΩR˜v,k [t−1] ).
This functor is clearly right adjoint tom♯,∗[0],λv . Note that this functor preserves the property
of being normalized when k varies, thanks to the fact that the arrow M1⊕M2 →M2[t
−1]
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is in fact onto and its target is flat over Z/pk. Let us now check that it is in fact a
quasi-inverse to m♯,∗[0],λv .
- full faithfulness of m♯,∗[0],λv . It suffices to check that for a locally R˜k-module M , the
sequence
0 // M // M [t−1]⊕Mv
(1,−1)
// Mv[t
−1](200)
is exact. This is indeed the case thanks to (199).
- full faithfulness of the right adjoint. If ((M1,∇1), (M2,∇2), α) is in the target category
of m♯,∗[0],λv , the following natural morphisms are invertible:
R˜k[t
−1]⊗R˜k Ker(M1 ⊕M2
(α,−1)
→ M2[t
−1])
(1,pr1)
−−−→ M1 in Mod(R˜k[t
−1])
R˜v,k ⊗R˜k Ker(M1 ⊕M2
(α,−1)
→ M2[t
−1])
(1,pr2)
−−−→ M2 in Mod(R˜v,k)
Indeed Nakayama’s lemma reduces us to the case k = 1 and then, we may use the
classification of finitely generated modules over the Dedekind rings R and Rv to show
that (M1,M2, α) is in fact necessarily of the form (M [t
−1],Mv, can) for some R-module
M . Localizing if necessary, we conclude using (200).
(ii) The claimed morphism is simply induced by the natural morphismM → Rm♯∗m
♯,∗M .
IfM is a crystal, the claimed interpretation of the image of this morphism by Ru∗ in terms
of de Rham complexes using hypercoverings follows easily from the proof of Prop. 5.3
(ii).
Assume now thatM. is a crystal of locally free modules of finite type. In order to prove
the claimed isomorphism, we may use the de Rham interpretation via global embeddings.
In fact, we may even choose m˜ : J˜ ♯ → C˜♯ in Embglob above m such that J˜ ♯ and C˜♯ are
respectively liftings of C♯ and J ♯. Let us briefly explain this. First, note that since C
is smooth of dimension 1, the obstruction to the existence of a formally smooth p-adic
lifting C˜ furnished by deformation theory vanishes (however, in general it not possible to
lift the Frobenius). Next, we may define C˜♯ by choosing an arbitrary lifting of the log
structure of C♯. The lifting J˜ ♯ and the arrow m˜ are then obtained by relative perfectness
of the edges of J ♯ over C♯. It remains to check that the natural morphism
Ω•
C˜♯,.
(M.)→ Rm˜∗Ω
•
J˜♯,.
(m♯,∗M.)
is invertible in D(C˜♯,Net ,O
crys
. ). Since this question is e´tale local on C˜, we may replace C
♯
by C♯λ as in (i). Since quasi-coherent modules are acyclic for the direct image of affine
morphisms, we find (using Lem. 6.4 (ii)) that the statement boils down to the exactness
of the sequence
0 // Ω•
C˜♯λ,.
(M.) // ιCv,λ,∗Ω
•
C˜♯v,λ,.
(ι∗Cv,λM.)⊕ jλ,∗Ω
•
U˜λ,.
(j∗λM.)
// jλ,∗ιUv,λ,∗Ω
•
U˜v,λ,.
(ι∗Uv,λj
∗
λM.)
// 0
where the notations jλ, jv,λ, ιUv,λ , ιCv,λ are used abusively to denote either the morphisms
induced by j, jv, ιUv , ιCv in the diagram Jλ or its lifting J˜λ. Now, the exactness in question
is trivial if |Cλ| ∩ |Z| = ∅ and results from (199) if λ = λv.
(iii) It suffices to prove the isomorphism inD(Mod1,ϕ(CNet, O˜
crys
. )). Consider a morphism
YJ♯,[.] → YC♯,[.] above m
♯ in HR♯,etF and denote TJ♯,[.] → TC♯,[.] its logarithmic divided power
envelope. We have to show that the induced morphism
RfT
C♯,[.],.
,∗SΩ
•,1,ϕ
et,.,T
C♯,[.]
(−h|U
C♯,[.]
)(D|U
C♯,[.]
)→ Rm∗RfT
J♯,[.],.
,∗SΩ
•,1,ϕ
et,.,T
J♯
,[.](−h|UJ♯,[.])(D|UJ♯,[.])
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is invertible. We have the following distinguished triangles in D(Mod1,ϕ(TC♯,[.],.,et, O˜
crys
. ))
(see Lem. 5.2 (iii) and Lem. 5.42 (i)):
(0, F˜ il
0
Ω•.,T
C♯,[.]
(−h|U
C♯,[.]
)(D|U
C♯,[.]
), 0, 0)

SΩ•,1,ϕet,.,T
C♯,[.]
(−h|U
C♯,[.]
)(D|U
C♯,[.]
)

(F˜ il
1
Ω•.,T
C♯,[.]
(−h|U
C♯,[.]
)(D|U
C♯,[.]
), 0, 0, 0)
+1

and (F˜ il
1
Ω•.,T
C♯,[.]
(−h|U
C♯,[.]
)(D|U
C♯,[.]
), 0, 0, 0)
(1,0)

(F˜ il
0
Ω•.,T
C♯,[.]
(−h|U
C♯,[.]
)(D|U
C♯,[.]
), 0, 0, 0)
(canD ,0)

(L˜ie.,T
C♯,[.]
(D|U
C♯,[.]
)(−h|U
C♯,[.]
), 0, 0, 0)
+1


These distinguished triangles are compatible with the analogous ones where C♯ is replaced
by J ♯. Thanks to (ii), we are thus reduced to prove that
RfT
C♯,[.],.
,∗L˜ie.,T
C♯,[.]
(D|U
C♯,[.]
)(−h|U
C♯,[.]
)→ Rm∗RfT
J♯,[.],.
,∗L˜ie.,T
J♯,[.]
(D|U
J♯,[.]
)(−h|U
J♯,[.]
)
is invertible. We know from Prop. 5.34 (ii) that
chLie : m
∗Lie(D)→ Lie(m♯,∗D)
is invertible. As before, it follows easily from (199) and Lem. 6.4 (ii) that
Lie(D)(−h)→ Rm∗(Lie(m
♯,∗D)(−h|J))
is invertible as desired.

Let us write down the complete Mayer-Vietoris triangles encoded in the above propo-
sition.
Corollary 7.2. (i) If M is a locally free crystal of finite type of ((C♯/Σ∞)crys,et,O),
there is a canonical distinguished triangle in D(C♯,Net ,O
crys
. ):
Ru∗M. // (⊕v∈|Z|ιCv ,∗Ru∗ι
∗
C♯v
M.)⊕ Rj∗Ru∗j
∗M. // ⊕v∈|Z|Rj∗ιUv,∗Ru∗ι
∗
UvM.
+1 //
(ii) For D ∈ DC(C♯) and h ∈ Γ(C,MC/Gm), there is a canonical distinguished
triangle in D(Mod1,ϕ(C♯,Net , O˜
crys
. )):
S1,ϕ
et,.,C♯
(−h)(D) // (⊕v∈|Z|ιCv ,∗S
1,ϕ
et,.,C♯v
(−h|Cv)(ι
∗
C♯v
D))⊕ Rj∗S
1,ϕ
et,.,U(j
∗D)
// ⊕v∈|Z|Rj∗ιUv ,∗S
1,ϕ
et,.,Uv
(ι∗Uvj
∗D)
+1 //
and similarly without the superscripts (1,ϕ) in D(C♯,Net ,Z/p
.).
Proof. This follows from the previous proposition thanks to Lem. 6.6 and the natural
distinguished triangle describing Rm∗ (Lem. 6.4 (ii)).

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7.2. A localization triangle.
We show that for smooth divisors, the twisted syntomic complex of a logarithmic
Dieudonne´ crystal with trivial residue can be recovered from a diagram of syntomic com-
plexes without twists. This can be viewed as a refined version of the expected localization
triangle for compactly supported log crystalline cohomology as defined in [Ts1].
In order to make a precise statement, we will need the functor
RΓZJ (J,−) : D+(J+,Net ,Z/p
.) −→ D+(JNet,Z/p
.)
defined in Def. 6.12 (ii). In order to treat simultaneously the case of J ♯ and C♯, it will be
convenient to modify slightly the notations introduced in (155) as follows:
ZJ
zJ //
mZ

J
m

J ♯
oJoo
m♯

ZC
zC // C C♯
oCoo
(201)
Proposition 7.3. Consider the morphism of extremal type zJ : ZJ → J and let us
furthermore denote (−)|J+ := ρ
∗ the pullback via the following morphism (Def. 6.10 (iii))
ρ : ((J+/Σ.)crys,et,O)→ ((J/Σ.)crys,et,O).
(i) If M. is a crystal of (J/Σ.)crys,et, there is a canonical morphism
oJ,∗Ru∗(o
∗
JM.(−ZJ ))→ RΓ
ZJ (J,Ru∗(M.,|J+))
in D(JNet,O
crys
. ). It is an isomorphism if M. is locally free.
(ii) If D is in DC(J), there is a canonical isomorphism
oJ,∗S
1,ϕ
et,.,J♯
(−ZJ)(o
∗
JD) ≃ RΓ
ZJ (J,S1,ϕet.,.,J+(D|J+))
in D(Mod1,ϕ(JNet, O˜
crys
. )). A similar isomorphism holds in D(J
N
et, O˜
crys
. )) without
the superscripts 1,ϕ.
(iii) The statements (i) and (ii) are functorial with respect to D, C and Z. Moreover,
they hold verbatim if the letter J is replaced by the letter C.
Proof. We only prove (ii) since (i) is easier and will be essentially proven along the way.
Using Lem. 5.7, we choose an object Y[.],J♯ = (U[.],J♯/J
♯, Y[.],J♯, ι, F ) in HR
♯,et,ex
F (J
♯). Let
us denote U[.],J (resp. Y[.],J) the diagram obtained from U[.],J♯ (resp. Y[.],J♯) by forgetting
log structures. Let us furthermore denote U[.],ZJ (resp. Y[.],ZJ) the diagram obtained from
U[.],X♯ (resp. Y[.],J♯) as follows. For each ν and δ, the vertex U[ν],δ,ZJ (resp. Y[ν],δ,k,ZJ) is
the support of the log structure of U[ν],δ,J♯ (resp. Y[ν],δ,k,J♯) as defined in Lem.-Def. 4.48
and in particular, a reduced closed subscheme of U[ν],δ,J (resp. Y[ν],δ,k,J). If S = J , J
♯,
or ZJ , we let furthermore U[.],S → T[.],S denote the logarithmic divided power envelope of
U[.],S → Y[.],S. Summarizing, we have thus obtained the following commutative diagram
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of diagrams of simplicial p-adic log schemes:
Y[.],ZJ
zY // Y[.],J Y[.],J♯
oJoo
T[.],ZJ
zT //
OO
T[.],J
OO
T[.],J♯
oToo
OO
U[.],ZJ
zU //
OO
U[.],J
OO
U[.],J♯
oUoo
OO
(202)
We claim that each square of this diagram is cartesian. Let us explain this using that Y[.],J♯
is inHR♯,et,exF (J
♯). On the right side, this follows from the fact that each U[ν],J♯,δ → Y[ν],J♯,δ,k
is an exact closed immersion. Note that this implies in particular that the morphisms of
schemes underlying oT are isomorphisms and that the morphism of topoi T
♯
[.],.,et → T[.],.,et
is an equivalence. Next, let us choose a p-basis of the form (s, t) for Y[ν],J♯,δ. On the left
side, the exterior square is cartesian since the ideal of the closed immersions zY,[ν],δ,k and
zU,[ν],δ are both generated by the image of t. Since the image of t does not divide zero in
the structure sheaf of U , it follows from [BO] Lem. 3.5 that the top square is cartesian
as well.
It is also true that U[.],J♯/J
♯ (resp. U[.],ZJ/ZJ) is the base change of U[.],J/J by oJ : J
♯ →
J (resp. zJ : ZJ → J). It is thus a hypercovering for the e´tale topology and the previous
constructions in particular gives rise to a couple of arrows
Y[.],ZJ
z // Y[.],J Y[.],J♯
ooo(203)
in Diag(HR♯,etF ) above the top line in (201). It will be useful to notice that the formation
of (203) is functorial with respect to the object Y[.],J♯ ∈ HR
♯,et,ex
F (J
♯) which has been
chosen at the beginning of the proof.
Let us denote h ∈ Γ(J,MJ/Gm), the diagram of effective log divisors corresponding to
−ZJ . In virtue of Lem. 4.51 (ii) and cartesianity properties explained before, we have
canonical exact sequences
0 // oT,∗(O(−h|U
[.],J♯
)T
[.],J♯,.
) // OT[.],J,.
// zT,∗(OT[.],ZJ,.)
// 0 in Mod(T[.],J,.,et,O)
and 0 // oU,∗O(−h|U
[.],J♯
) // O // zU,∗O // 0 in Mod(U
N
[.],J,et,O)
which are compatible with each other in the obvious way. Tensoring the first (resp.
second) one over O with DT[.],J,. (resp. with Lie(D|U[.],J) then pushing forward to T[.],J,.)
and restricting scalars to Ocrys. gives an exact sequence which may be identified with the
first (resp. second) line of the following commutative diagram of Mod(T[.],J,.,et,O
crys
. ) by
using that for M locally free M ⊗ f∗N ≃ f∗(f
∗M ⊗ N) (resp. by using Prop. 5.34 (ii)
and Lem. 5.35).
oT,∗((o
∗
JD)T[.],J♯,.(−h|T[.],J♯))

 //

DT[.],J,.
// //

zT,∗((z
∗
JD)T[.],ZJ,.)

oT,∗(Lie.,T
[.],J♯
((o∗JD)|U[.],J♯)(−h|T[.],J♯))

 // Lie.,T[.],J (D|U[.],J)
// // zT,∗Lie.,T[.],ZJ ((z
∗
JD)|U[.],ZJ )
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Next, let q ≥ 1 and consider the functoriality morphisms induced by (202):
oT,∗Ω
q
T
[.],J♯,.
(o∗JD(−h)|U[.],J♯) Ω
q
T[.],J,.
(D)
o∗Too
z∗T // zT,∗Ω
q
T[.],ZJ ,.
(z∗JD)
as well as the natural morphism
oT,∗Ω
q
T
[.],J♯,.
((o∗JD)(−h)|U[.],J♯)
nat // oT,∗Ω
q
T
[.],J♯,.
((o∗JD)|U[.],J♯)
Using flatness of the realization of o∗JD(−h) over (T[.],J♯,.,et,O) and comparing the local
description of logarithmic differentials on T[.],J♯,. and T[.],J,., we find that o
∗
T is monomor-
phic. The arrow nat is monomorphic as well, thanks to Lem. 4.51 (ii) and flatness of the
logarithmic differentials on T[.],J♯,..
Claim: The image of nat coincides with o∗T (Ker z
∗
T ).
Let us prove this. We can assume D = O, fix ν, δ and choose a p-basis ((s1, . . . , sd), t)
for Y[ν],J♯,δ. Then ((s1, . . . , sd, t), ∅) is a p-basis for Y[ν],J,δ and ((s1, . . . , sd), ∅) is a p-basis
for Y[ν],ZJ ,δ. We find in particular the following bases for the modules of differential forms
of degree q:
ΩqT
[ν],δ,J♯,k
(−h|T ♯
[.],J♯,.
) : ((tdsi1 ∧ · · · ∧ dsiq)i1<···<iq , (tdsi1 ∧ · · · ∧ dsiq−1 ∧ d log t)i1<···<iq−1)
ΩqT[ν],δ,J,k : ((dsi1 ∧ · · · ∧ dsiq)i1<···<iq , (dsi1 ∧ · · · ∧ dxiq−1 ∧ dy)i1<···<iq−1)
ΩqT[ν],δ,ZJ ,k
: (dsi1 ∧ · · · ∧ dsiq)i1<···<iq
The claim follows immediately , thanks to the following isomorphisms of rings:
OT[ν],δ,J,k ≃ oT,∗OT[ν],δ,J♯,k and OT[ν],δ,J,k/(t) ≃ zT,∗OT ♯[ν],δ,ZJ ,k
Putting everything together, we find compatible exact sequences
oT,∗Fil
iΩ•.,T
[.],J♯
(−h|U
[.],J♯
)((o∗JD)|U[.],J♯)

 // FiliΩ•.,T[.],J (D|U[.],J)
// // zT,∗Fil
iΩ•.,T[.],ZJ,.
((z∗JD)|U[.],ZJ )
for i = 0, 1 on (T[.],J,.,et,O
crys
. ). These sequences are compatible with each other via 1 and
Fr. Let us now restrict scalars to O˜crys. and apply the functor 〈1〉
∗. Since oT,∗ and zT,∗
are exact functors, they commute to 〈1〉∗ and this yields exact sequences
oT,∗F˜ il
iΩ•.,T
[.],J♯
(−h|U
[.],J♯
)((o∗JD)|U[.],J♯)

 // F˜ iliΩ•.,T[.],J (D|U[.],J)
// // zT,∗F˜ il
iΩ•.,T[.],ZJ
((z∗JD)|U[.],ZJ )
(injectivity of the left arrow is checked easily by diagram chasing, using that TZJ is flat
over Σ∞ for the case i = 0 and Lem. 5.42 (i) together with the fact that the map
oT,∗H
−1L˜ie.,T
[.],J♯
((o∗JD)|U[.],J♯)(−h|T[.],J♯)
// H−1L˜ie.,T[.],J(D|U[.],J)
is monomorphic for the case i = 1). These exact sequences are compatible with each
other via 1 and ϕ (use Lem. 3.16 (ii)).
We may thus interpret them as exact sequences in the category of (1, ϕ)-modules over
(T[.],J,.,et, O˜
crys
. ) or equivalently as an isomorphism
oT,∗S
1,ϕ
et,.,T
[.],J♯
(−h|U
[.],J♯
)((o∗JD)|U[.],J♯)
∼ // MF (S+|J → zJ,∗S
+
|ZJ
)
where
S+ := S1,ϕet,.,T[.],J+(D|J
+)
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is the syntomic complex on J+ associated to the object of HRetF (J
+) which is defined by
the arrow Y[.],ZJ → Y[.],J . The isomorphism of the proposition follows by applying RfT[.],J,.,∗
(use Lem. 6.14 (i), (iv)). Finally, we note that the independence of choices is a formal
consequence of the connectedness of the category HR♯,et,exF (J
♯) (which, in turn, is ensured
by the existence of finite non empty products, see Lem. 5.7).

Let us write down the localization triangles encoded in the above proposition.
Corollary 7.4. (i) If M. is a locally free crystal of ((X/Σ.)crys,et,O), there is a
canonical distinguished triangle in D(XNet,O
crys
. ):
Ru∗(o
∗
XM.(−Z|X)) // Ru∗M. // zX,∗Ru∗(z
∗
XM.)
+1 //
(ii) If D is in DC(X), there is a canonical distinguished triangle in D(XNet, O˜
crys
. ):
S1,ϕ
X♯,.,et
(−Z|X)(o
∗
XD)
// S1,ϕX,.,et(D)
// zX,∗S
1,ϕ
ZX ,.,et
(z∗XD)
+1 //
and similarly without the superscripts (1,ϕ) in D(XNet,Z/p
.)
Proof. Assertion (i) (resp. (ii)) follows from Prop. 7.3 (i) (resp. Prop. 7.3 (ii)) by
Lem. 6.14 (i).

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8. Dieudonne´ crystals for semi-stable Abelian varieties
The purpose of this chapter is to define a Dieudonne´ crystal over (C♯/Σ∞)crys,et asso-
ciated to a semi-Abelian scheme A/C whose restriction to U is Abelian. We begin with
a result concerning the structure of log 1-motives on a complete discrete valuation ring.
8.1. De´vissage of log 1-motives.
Let X denote the spectrum of a complete discrete valuation ring R, and let s :
Spec(k) → X (resp. j : Spec(K) → X) the inclusion of its special (resp. generic)
point. For any X ′/X , we let s′, j′ denote the morphisms deduced from s, j by base
change.
8.1.1. The following definition is [KT] Sect. 4.6.1.
Definition 8.1. (i) The category Mlog(X) of log 1-motives over X is defined as
follows:
- an object is a triple (Γ, G, f) where Γ is a twisted constant group (Def. 3.5,
(iv)), while G is the extension of an Abelian scheme B by a torus T and f : Γ→
j∗j
−1G is a morphism in Ab(XFL).
- a morphism from (Γ, G, f) to (Γ′, G′, f ′) is a couple of morphisms Γ → Γ′,
G→ G′, compatible with f and f ′.
(ii) Denote BX the category fet(X). Define Mlog/BX as the fibered category cor-
responding to the contravariant pseudo-functor (X ′/X) 7→ Mlog(X
′), f 7→ f−1
where f−1 is the pullback functor deduced from (−)FL.
The functor, sending a usual 1-motive f : Γ → G over X ′ to the log 1-motive f : Γ →
j∗j
−1G deduced from it, is fully faithful. We may thus identify the category of usual
1-motives over variable bases with a full subcategory of Mlog.
Just as usual 1-motives, any log 1-motive (Γ, G, f) over X comes with a functorial
increasing weight filtration. It is defined as follows:
Fil0 = (Γ, G, f)
Fil−1 = (0, G, 0)
Fil−2 = (0, T, 0)
Fil−3 = (0, 0, 0)
T being the maximal subtorus of G (see Lem. 3.6 (iii) for the functoriality).
We consider the following full BX - subcategories of Mlog:
- M : 1-motives viewed as log 1-motives, as explained above.
- MT log : those (Γ, G, f) with Gr
−1 = 0, ie. such that G = T is a torus.
- MT =M∩MT log.
Remark 8.2. The BX-categories M, Mlog, MT and MT log are naturally BX-e-exact
categories (ie. the fibers are naturally exact and the pullback functors are e-exact) and the
inclusion functors are BX-e-exact. We leave this to the reader, using only the exactness
of j−1 together with the stability under extensions of the categories of twisted constant
groups, tori and extensions of Abelian schemes by tori (see the proof of Lem. 3.7).
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8.1.2. Any log 1-motive (Γ, G, f) over X can be seen canonically as object of the category
of extensions EXT 1Mlog(X)((Γ, 0, 0), (0, G, 0)). A nice feature of the latter is that it is
endowed with the Baer sum ⊞ which is an exact bifunctor underlying the usual addition
of the group Ext1Mlog(X). We will need to extend the bifunctor ⊞ as follows.
Definition 8.3. Consider an exact category C.
(i) We define CC as the category of diagrams of the form
0 // A1
i1 // B1
p1 // C1 // 0
0 // A2
α
OO
i2 // B2
p2 // C2
γ
OO
// 0
in which both lines are short e-exact sequences and both following morphisms
are admissible (ie. are part of a short e-exact sequence of C): A2 →֒ B1 × B2,
a 7→ (i1α(a),−i2(a)), B1 × B2 ։ C1, (b1, b2) 7→ p1(b1)− γp2(b2). For simplicity,
such an object is usually denoted (B1, B2).
(ii) We define ⊞ : CC → C as the functor sending (B1, B2) as above to its Baer sum
B1 ⊞B2 := Ker(B3 → C1, (b1, b2) 7→ p1(b1)− γp2(b2)) where B3 := Coker(A2 →
B1 × B2, a 7→ (i1α(a),−i2(a))).
The reader is invited to check that this definition makes sense, ie. that the involved
kernels and cokernels exist indeed using the axioms of an exact category (see e.g. [Bu]
Def. 2.1). Note that ⊞ is an e-exact functor, if CC is endowed with its obvious exact
structure. The formation of the category CC and of the functor⊞ is moreover canonically
pseudo-functorial with respect to C in the obvious sense.
In our situation, we thus have a BX -e-exact functor
⊞ :MlogBXMlog →Mlog(204)
whereMlogBXMlog denote the natural BX -e-exact fibered category whose fiber at X
′/X
isMlog(X
′)Mlog(X
′). Let us indicate a useful computation in a special case. If an object
of Mlog(X)Mlog(X) is of the particular form
0 // (0, G1, 0)
(0,id)
// (Γ1, G1, f1)
(id,0)
// (Γ1, 0, 0) // 0
0 // (0, G2, 0)
α
OO
(0,id)
// (Γ2, G2, f2)
(id,0)
// (Γ2, 0, 0)
γ
OO
// 0
(205)
then its Baer sum is naturally isomorphic to (Γ2, G1, f1 ◦ γ + j∗j
−1(α) ◦ f2).
8.1.3. As recalled in Lem. 3.6 (i), tori and twisted constant groups are locally trivial for
the e´tale topology. Here X is the spectrum of a complete discrete valuation ring and the
finite e´tale topology is in fact sufficient (use [Mi1] I., Thm. 4.2 c)). This and Lem. 3.11
(iii) implies in particular that for a twisted constant group Γ, we have ǫ−1ǫ∗Γ ≃ Γ if
ǫ : XFL → Xfet
denotes the weak morphism induced by the inclusion fet(X) ⊂ FL(X).
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Consider a fixed uniformizer t of R. In Ab(Xfet), this choice provides a splitting of the
valuation exact sequence
0 // ǫ∗Gm // ǫ∗j∗j−1Gm v
// ǫ∗Z
t
  
// 0
More generally, consider an extension G of an Abelian scheme B by a torus T and de-
note Γ∗ := Hom(T,Gm) (resp. Γ∗∨ := Hom(Γ∗,Z)) the character (resp. cocharacter)
group of T . Then t induces a split monomorphism tT : ǫ∗Γ
∗∨ ≃ Hom(ǫ∗Γ
∗, ǫ∗Z) →
Hom(ǫ∗Γ
∗, ǫ∗j∗j
−1Gm) = ǫ∗j∗j−1T . Let us furthermore denote tG : ǫ∗Γ∗∨ → ǫ∗j∗j−1G the
morphism given by tT and the inclusion T ⊂ G.
Lemma 8.4. The morphism tG induces the following isomorphisms:
ǫ∗G× ǫ∗Γ
∗∨
∼
(j∗,tG) // ǫ∗j∗j
−1G(206)
Hom(Γ, G× Γ∗∨) ∼
// Hom(Γ, j∗j
−1G)(207)
Proof. The second isomorphism follows immediately from the first one. Let us thus
explain (206). First, we note that smooth group schemes are acyclic for ǫ∗ in virtue of
Lem. 6.17 (i) and Lem. 6.23 (i). Applying this to T and using that ǫ∗B → ǫ∗j∗j
−1B is
an isomorphism (this follows from the Ne´ron extension property), we get the following
commutative diagram with exact lines:
0 // ǫ∗T //

ǫ∗G //

ǫ∗B //
≀

0
0 // ǫ∗j∗j
−1T // ǫ∗j∗j
−1G // ǫ∗j∗j
−1B // 0
Diagram chasing reduces us to the case T = G but then, we are done by the construction
of tT explained above.

Note that T being functorial with respect to G, the isomorphisms of the lemma are
functorial as well.
Definition 8.5. (i) Let (Γ, G, f) in Mlog(X) and denote (f0, v(f)) the preimage of
f under the isomorphism (207). The resulting couple of log 1-motives
((Γ, G, f0), (Γ, T, tT ◦ v(f))) in M(X)×MT log(X)
(here we have abusively denoted tT the morphism Γ
∗∨ → j∗j
−1T obtained using
that ǫ−1ǫ∗Γ
∗∨ ≃ Γ∗∨) coming from this decomposition is called the t-decomposition
of (Γ, G, f).
(ii) We say that (Γ, G, f) in Mlog(X) is a multiple of t if f0 = 0 (or equivalently if
f = tG ◦ v(f)). The full subcategory of Mlog(X) formed by the multiples of t is
denoted Mtlog(X).
Let us emphasize that the t-decomposition introduced in (i) is functorial with respect
to (Γ, G, f) in Mlog(X). Let us also notice that a log 1-motive (Γ, G, f) is in fact in
M(X) if and only v(f) = 0.
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Lemma 8.6. (i) LetM(X)MT tlog(X) denote the full subcategory ofMlog(X)Mlog(X)
whose objects are of the form
0 // (0, G, 0)
(0,id)
// (Γ, G, f)
(id,0)
// (Γ, 0, 0) // 0
0 // (0, T, 0)
∪
OO
(0,id)
// (Γ, T, g)
(id,0)
// (Γ, 0, 0)
‖
OO
// 0
where (Γ, G, f) is in M(X) and (Γ, T, g) is in MT tlog(X) (ie. g = tT ◦ v(g)).
The functor (204) induces an equivalence of categories
M(X)MT tlog(X) ∼
⊞ //Mlog(X) .
(ii) Let M(X)MT 0(X) denote the full subcategory of M(X)MT tlog(X) whose
objects are those of the above form satisfying furthermore g = 0. Then we have
an equivalence of categories
M(X)MT 0(X)
⊞
∼
//M(X) .
Proof. (ii) The assertion follows from the functoriality of the weight filtration together
with the computation of the Baer sum on (204) (alternatively, it is also a consequence of
(i)).
(i) An object of the indicated form is sent by ⊞ to (Γ, G, f + g), where g is seen as a
morphism Γ→ G. Essential surjectivity thus results from Lem. 8.4. Full faithfulness on
the other hand, boils down to the fact that the t-decomposition is functorial with respect
to the log 1-motive.

Let Z and Z(1) respectively denote the objects (Z, 0, 0) and (0,Gm, 0) of M(X). If
x ∈ R× (resp. K×), we denote Kum(x) := (Z,Gm, x : Z → Gm) (resp. Kum(x) :=
(Z,Gm, x : Z → j∗j−1Gm)) the 1-motive (resp. log 1-motive) where we consider x as
a map sending 1 to x . We call it a Kummer 1-motive (resp. log 1-motive). Note that
sending x to the class of Kum(x) realizes isomorphisms of groups R× ≃ Ext1M(X)(Z,Z(1))
and K× ≃ Ext1Mlog(X)(Z,Z(1)) (compatibility with group laws relies on the computation
of ⊞ on (204)). If M is a twisted constant group, we denote furthermore M ⊗Kum(x)
the 1-motive (resp. log 1-motive) (M,M ⊗Gm, idM ⊗ x).
Lemma 8.7. The Baer sum functor induces an equivalence between MT tlog(X) and the
full subcategory of Mlog(X)Mlog(X) whose objects are of the form
0 // (0,M ⊗Gm, 0)
(0,id)
// M ⊗Kum(t)
(id,0)
// (M, 0, 0) // 0
0 // (0,M ⊗Gm, 0)
‖
OO
(0,id)
// (Γ,M ⊗Gm, 0)
(id,0)
// (Γ, 0, 0)
f
OO
// 0
with M a twisted constant group.
Proof. An object of the above form is sent to (Γ,M⊗Gm, g), where g is the composition
of the morphism f : Γ→ M with the morphism idM ⊗ t : M →M ⊗ j∗j
−1Gm. Essential
surjectivity results from the definition ofMT tlog(X) (takeM = Γ
∗∨) while full faithfulness
results from the fact that idM ⊗ t is monomorphic.
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Proposition 8.8. Let C/BX be a stack of exact categories and assume given a BX-e-exact
cartesian functor F :M→ C (ie. a collection of e-exact functors FX′ :M(X
′) → C(X ′)
together with isomorphisms f ∗FX′ ≃ FX′′f
−1 for all f : X ′′ → X ′, such that the obvious
composition constraint holds). The category of extensions of F to a BX-e-exact functor
Flog :Mlog → C
is canonically equivalent to the discrete category whose underlying set is the set of homo-
morphisms
|Flog| : K
× ≃ Ext1Mlog(X)(Z,Z(1))→ Ext
1
C(X)(F (Z), F (Z(1)))
extending the homomorphism
|F | : R× ≃ Ext1M(X)(Z,Z(1))→ Ext
1
C(X)(F (Z), F (Z(1)))
induced by F . This equivalence is independent on the choice of t made earlier.
Proof. Consider the category CartExFBX (Mlog, C) whose objects (resp. morphisms)
are the cartesian BX -e-exact functors extending F (resp. BX -morphisms between them)
and the discrete category Hom|F |(K×, Ext1C(X)(F (Z), F (Z(1)))) whose objects are the
homomorphisms extending |F |. We need to show that the natural functor
| − | : CartExFBX (Mlog, C) → Hom
|F |(K×, Ext1C(X)(F (Z), F (Z(1))))
Flog 7→ |Flog|
is an equivalence. Let us fix a uniformizer t and consider the following natural factorization
(via restriction to Mtlog) of the functor | − |:
CartFBX (Mlog, C)
rest
−−−→ Cartres
tF
BX
(Mtlog, C)
|−|t
−−−→ Hom|F |(K×, Ext1C(X)(F (Z), F (Z(1))))
We are going to show that both functors rest and | − |t are equivalences.
The given BX -e-exact functor F induces a pseudo-commutative diagram which corre-
sponds to the solid part of the following diagram where the vertical equivalences are given
by Lem. 8.6.
MBXM
ON ML
FF //
⊞
!!
CBXC
⊞

MlogBXMlog
FlogFlogoo❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
⊞
{{
MBXMT
0
gg❖❖❖❖❖❖❖❖❖❖❖
F˜
88♣♣♣♣♣♣♣♣♣♣♣
⊞≀

//MBXMT
t
log
F˜ log
gg◆ ◆ ◆
◆ ◆ ◆
⊞≀

66♠♠♠♠♠♠♠♠♠♠♠♠♠
C
M
F
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
//Mlog
Flog
ggP
P
P
P
P
P
P
This diagram together with pseudo-functoriality of  and ⊞ shows that it is equivalent
to extend either one of the BX -exact functors F , FF or F˜ respectively into a BX -exact
functor Flog, FlogFlog or F˜log. Now extending F˜ into F˜log is also equivalent to extending
rest(F ) :MT 0 → C into a functor MT tlog → C. This shows that res
t is an equivalence.
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Using Lem. 8.7 together with e´tale descent in C, we are reduced to the case Γ ≃ Za and
M ≃ Zb. Thus, we see that extending rest(F ) to MT tlog simply boils down to the choice
of the image of the Kummer log 1-motive Kum(t). Since the group K×/R× is generated
by t, this shows that | − |t is an equivalence.

8.2. The semi-stable Dieudonne´ functor.
The goal of this section is to construct the Dieudonne´ crystal of a semi-Abelian scheme
over Cv and then over C by gluing the local constructions for v in Z with the usual
Dieudonne´ crystal of [BBM] over U .
8.2.1. The Dieudonne´ functor to be constructed, will take its values into the exact cat-
egory of Dieudonne´ crystals. In view of cohomological methods, it will be convenient to
consider the larger category of (f, v)-modules defined just below.
Definition 8.9. Consider a ringed topos (E,A) (with A commutative) and an object X
of E together with an endomorphism F : X → X. We still denote F , the associated
localization morphism F : (E/X , A|X)→ (E/X , A|X).
(i) We define the category Modfv(E/X , A|X) of (f, v)-modules as follows:
- An object is a triple (M, fM , vM) where M is a module of (E/X , A|X) and fM :
F−1M → M , vM : M → F
−1M are morphisms in Mod(E/X , A|X).
- A morphism (M, fM , vM)→ (N, fN , vN) is a morphism a : M → N inMod(E/X , A|X)
which is compatible with the f ’s and v’s.
(ii) We define a bifunctor
HomfvA|X : Mod
fv(E/X , A|X)
op ×Modfv(E/X , A|X)→Mod
fv(E/X , A|X)
by the formula
HomfvA|X ((M, fM , vM), (N, fN , vN)) := (HomA|X (M,N),HomA|X (vM , fN),HomA|X (fM , vN))
where HomA|X denotes inner homomorphisms over (E/X , A|X).
Consider the category Efv/X , of triples (Y, fY , vY ) where Y , fY : F
−1Y → Y and vY :
Y → F−1Y are in E/X . The ring (A|X , fA, vA) where fA is the canonical identification
F−1A|X ≃ A|X and vA = f
−1
A will simply be denoted A|X .
Lemma 8.10. Let (E,A,X, F ), Efv/X and A|X as above.
(i) The pair (Efv/X , A|X) is a ringed topos. It is pseudo functorial with respect to
(E,A,X, F ) if a morphism (E,A,X, F ) → (E ′, X ′, A′, F ′) means a morphism
of ringed topoi g : (E,A) → (E ′, A′) together with an isomorphism g−1X ′ ≃ X
which is compatible with F and F ′.
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(ii) There is a canonical isomorphism Modfv(E/X , A|X) ≃ Mod(E
fv
/X , A|X). Via this
identification the adjunction (g∗, g∗) : Mod(E
fv
/X , A|X) → Mod(E
′fv
/X′ , A
′
|X′) at-
tached to (E,A,X, F )→ (E ′, X ′, A′, F ′) translates as follows:
g∗(M ′, f ′, v′) = (g∗M ′, f, v), where f : F−1g∗M ′ ≃ g∗F ′−1M ′
g∗(f ′)
−→ g∗M ′
and v : g∗M ′
g∗(v′)
−→ g∗F ′−1M ′ ≃ F−1g∗M ′
g∗(M, f, v) = (g∗M, f
′, v′), where f ′ : F ′−1g∗M ≃ g∗F
−1M
g∗(f)
−→ g∗M
and v′ : g∗M
g∗(v)
−→ g∗F
−1X ≃ F ′−1g∗M )
(here the base change isomorphisms are due to the fact that F ′ is a localization
morphism whose pullback by g is F ).
(iii) The forgetful functor χ−1 : Modfv(E/X , A|X) → Mod(E/X , A|X) is the pullback
of a morphism of ringed topoi. It has moreover a left adjoint χ! which is exact.
Proof. (i) and (ii) are routine.
(iii) Let us give an explicit description of χ! in order to check that it is exact. Let
[F−1]N ∗ [F!]
N denote the free associative monoid with unit on the labels [F−1] and [F!].
Sending [F−1] to F−1 and [F!] to F!, defines an action of [F
−1]N ∗ [F!]
N on the category
Mod(E/X , A|X) in the strict sense. Explicitly, given a word w = [F
−1]α1 [F!]
β1 . . . [F−1]αl[F!]
βl
of length 2l (l ≥ 0, αi ≥ 1, βi ≥ 1) and an A-module M , we define w.M as the A-module
(F−1)α1(F!)
β1 . . . (F−1)αl(F!)
βlM . Set χ!M = (N, fN , vN), where
N = ⊕
w∈[F−1]N∗[F!]N
w.M ,
fM : F
−1M →M is induced by multiplying the indices on the left by [F−1], together with
the identity F−1(w.M) = ([F−1]w).M in component w, and vM : M → F
−1M is induced
by multiplying the indices on the left by [F!], together with the adjunction morphism
w.M → F−1F!(w.M) = F
−1([F!]w.M) in component [F!]w. The adjunction morphisms
M → χ−1χ!M and χ!χ
−1(M, fM , vM)→ (M, fM , vM) are respectively defined by sending
M into the component 1 and sending the component [F−1]α1 [F!]
β1 . . . [F−1]αl [F!]
βl into
M by applying successively the morphism F!M → M deduced from vM by adjunction
βl times, the morphism fM αl times, and so on. We leave it to the reader to check the
adjunction property. This description makes it clear that χ! is exact, since it is built from
the exact functors F! and F
−1 using direct sums. Let us mention that the functor χ∗ has
an analogous description with [F−1]N ∗ [F!]
N replaced by [F∗]
N ∗ [F−1]N.

Remark 8.11. The bifunctorHomfvA|X should not be confused with the bifunctorHomEfv/X ,A|X
of inner homomorphisms in the ringed topos (Efv/X , A|X).
The bifunctor HomfvA|X is right derivable and thus induces:
RHomfvA|X (−,−) : D
−(Efv/X , A|X)
op ×D+(Efv/X , A|X)→ D
+(Efv/X , A|X)(208)
We will also need a variant Homfv, where the first argument is in the category of Abelian
groups instead of A-modules. Deriving gives:
RHomfv(−,−) : D−(Efv/X)
op ×D+(Efv/X , A|X)→ D
+(Efv/X , A|X)(209)
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We will also use variants where the first argument runs in the derived category of in-
ductive (resp. projective) systems of (f, v)-Abelian groups and the bifunctor takes its
values in the derived category of projective (resp. inductive) systems of (f, v)-modules.
Derived functors in this setting can be computed by taking components of the projective
or inductive systems accordingly.
Lemma 8.12. (i) One has a canonical bifunctorial isomorphism
Extfv,iA|X ((M, fM , vM), (N, fN , vN)) = (Ext
i
A|X
(M,N), f, v)
where f is induced by vM and fN while v is induced by fM and vN .
(ii) Let A|X ⊗ (−) : Mod
fv(E/X ,Z) → Modfv(E/X , A|X) denote the pullback functor
induced by (E,A,X, F ) → (E,Z, X, F ). There is a canonical isomorphism of
bifunctors D−(Efv/X)
op ×D+(Efv/X , A|X)→ D
+(Efv/X , A|X):
RHomfvA|X (A|X
L
⊗(M, fM , vM), (N, fN , vN))
adj
≃ RHomfv((M, fM , vM), (N, fN , vN))
(iii) Let l∗ : Mod
fv(E/X , A|X)
N → Modfv(E/X , A|X) denote the functor taking a pro-
jective system of (f, v)-modules to its inverse limit. There is a canonical isomor-
phism of bifunctors D−(Efv,N
op
/X )
op ×D+(Efv/X , A|X)→ D
+(Efv/X , A|X):
RHomfv(lim
−→
(M., fM. , vM.), (N, fN , vN)) ≃ Rl∗RHom
fv((M., fM. , vM.), (N, fN , vN))
A similar isomorphism holds with RHomfvA|X instead of RHom
fv.
(iv) For each n ≥ 0, there is a canonical morphism of functors D−(Efv/X , A|X) →
D(Efv/X , A|X)
id→ RHomfvA|X (τ≤nRHom
fv
A|X
(−, A|X), A|X)
The morphisms obtained for different values of n are compatible in the obvious
way.
Proof. (i) This follows from the fact that the functor χ−1 preserve injectives (Lem. 8.10
(iii)) and the functor F (−1) as well (localization).
(ii) The isomorphism is clear if (M, fM , vM) is flat over (E
fv
/X ,Z) and (N, fN , vN) is
injective over (Efv/X , A|X). The general case follows by taking resolutions.
(iii) Start with the obvious isomorphism
Homfv(lim
−→
(M., fM., vM.), (N, fN , vN)) ≃ l∗Hom
fv((M., fM., vM.), (N, fN , vN))
Let us explain why the announced isomorphism can be deduced by right derivation. Say
that an object M. = (M., fM. , vM.) in Mod
fv(EN
op
/X ,Z) is good if Mk →֒ Mk′ for k ≤ k
′.
Every inductive system M. is a quotient of a good one e.g. gd(M.)։ M. where gd(M.)k =
⊕j≤kMj . The result will follow if we can prove that the projective system Hom
fv(M., N)
is l∗-acyclic as soon as M. is good and N is injective. Since χ
−1 : Modfv(E/X , A|X)
N →
Mod(E/X , A)
N preserves injectives (Lem. 8.10 (iii)), we are thus reduced to prove that for
M. good and N injective L. := Hom(M., N) is acyclic for the functor l∗. In order to check
that l∗L. ≃ Rl∗L., it is sufficient to check that Γ(U, l∗L.) ≃ RΓ(U,Rl∗L.) for every U in
E, or equivalently, limprojHom(M.|U , N|U) ≃ RlimprojRΓ(U, L.). Since N is injective,
we find that RΓ(U, L.) ≃ Hom(M.|U , N|U) ([SGA4-II] V) and that the transition maps
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of the latter projective system are surjective. The result follows (using e.g. the Mittag
Leffler criterion for A(U)-modules).
(iv) The desired morphism may be obtained by using any injective resolution of A|X in
(Efv/X , A|X).

8.2.2. In the context of big or ♯-big crystalline topoi, we will use the following notations:
- For Y ♯ in Sch♯/Σ1, we denote (Y
♯/Σ∞)
fv
♯ the topos denoted E
fv
/X in Lem. 8.10 with
E = (Σ1/Σ∞)CRY S♯,fl, X = i∗Y
♯ and F the endomorphism of X induced by the absolute
Frobenius of Y ♯.
- For Y in Sch/Σ1, we denote (Y/Σ∞)
fv the topos denoted Efv/X in Lem. 8.10 with
E = (Σ1/Σ∞)CRY S,fl, X = i∗Y and F the endomorphism of X induced by the absolute
Frobenius of Y .
Lemma 8.13. Assume that X♯/Σ1 is locally embeddable.
(i) The inclusion functor DCCRY S♯,fl(X
♯) → Mod((X♯/Σ∞)
fv
♯ ,O) is e-exact and
reflects e-exactness.
(ii) For D1, D2 in DC(X
♯), the functor of (i) induces an injection
Ext1DC
CRY S♯,fl
(X♯)(D1, D2)

 // Ext1
(X♯/Σ∞)
fv
♯ ,O
(D1, D2)
(iii) If X♯ = X, then (i) and (ii) hold as well with (X/Σ∞)
fv
♯ and CRY S
♯ respectively
replaced by (X/Σ∞)
fv and CRY S.
Proof. (i) This follows from Rem. 5.32, given that the forgetful functor χ−1 is exact.
Statement (ii) follows formally. The case of (iii) is similar.

8.2.3. Let us introduce some simplified notations for certain (f, v)-modules in crystalline
topoi. In what follows, we implicitly use the obvious isomorphism F−1i∗ ≃ i∗F
−1.
- If G is an Abelian group of (Σ1/Σ∞)CRY S♯,fl, we use the notation
G = (G, 1, 1)(210)
for the corresponding trivial (f, v)-module of ((X♯/Σ∞)CRY S♯,fl,Z), ie. the Abelian group
(G|X , f, v) of (X
♯/Σ∞)
fv
♯ , where f is the trivial identification G ≃ F
−1G (not to be
confused with the relative Frobenius) and v is the inverse of f . This convention applies
for instance to Gm, Glogm , Ga, O, I.
-If G is a finite locally free group or a p-divisible group over X , then we denote
Gfv = (i∗G, fG, vG)(211)
the Abelian group of (X♯/Σ∞)
fv
♯ , where vG is induced by the relative Frobenius F
(G/X♯) :
G→ F−1G and fG is induced by (F
(G∗/X♯))∗ : F−1G→ G, where (−)∗ denotes the Cartier
dual (see section 3.1).
We use similar notations in the setting of big (instead of ♯-big) topoi in the caseX♯ = X .
8.2.4. Our starting point for the construction of Dieudonne´ crystals of semi-Abelian
schemes is a result from [BBM] for the Dieudonne´ crystal of a p-divisible group.
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If M is an Abelian group (resp. O-module) of (X/Σ∞)
fv, we use the following notation
for bidualizing functors
B(M) = RHomfvO(X/Σ∞)(τ≤1RHom
fv
(X/Σ∞)
(M,O),O) in D((X/Σ∞)
fv,O)
(resp. BO(M) = RHom
fv
O(X/Σ∞)
(τ≤1RHom
fv
O(X/Σ∞)
(M,O),O) in D((X/Σ∞)
fv,O)).
Here, and in the following, we denote respectively RHomfvO(X/Σ∞) and RHom
fv
(X/Σ∞)
the
functors (208) and (209).
Remark 8.14. Because the definition of the functor B involves truncation, it does not
commute to shifting. Instead we have natural distinguished triangles:
B(M [−1]) // B(M)[−1] // RHomfvO(X/Σ∞)(Ext
fv,2
(X/Σ∞)
(M,O),O)[2]
+1 //
B(M)[1] // B(M [1]) // RHomfvO(X/Σ∞)(Ext
fv,1
(X/Σ∞)
(M,O),O)[3]
+1 //
A similar remark holds for BO.
Proposition 8.15. Let X be in Sch/Σ1 and G in pdiv(X).
(i) If G∗ denotes the dual p-divisible group then Homfv(X/Σ∞)(G
∗,fv,O) = 0 and
D(G) := Extfv,1(X/Σ∞)(G
∗,fv,O) in Mod((X/Σ∞)
fv,O)
is a Dieudonne´ crystal. The resulting functor pdiv(X) → DCCRY S,fl(X) is e-
exact.
(ii) There are canonical isomorphisms in Mod((X/Σ∞)
fv,O):
D(G) ≃ B(Gfv)[−1]
≃ HomfvO(X/Σ∞)(Ext
fv,1
(X/Σ∞)
(Gfv,O), O)
Proof. (i) follows immediately from Lem. 8.12 (i) and [BBM] Thm. 3.3.3.
(ii) This is proven in [BBM] Prop. 5.3.6 by reduction to the case of finite locally free
groups. Let us only recall the definition of the arrow B(Gfv)[−1] → D(G) in question,
since it will be needed below. Consider the exact sequence
0 // 1 + I // O× // Gm // 0
of (Σ1/Σ∞)CRY S,fl. Combining with the logarithm 1 + I → O and passing to trivial
(f, v)-modules of (X/Σ∞), we get a morphism
log : Gm[−1]→ O in D((X/Σ∞)fv)(212)
According to Lem. 8.12 (i) and [BBM] Thm. 5.2.7, the morphism (212) induces an
isomorphism
RHomfvO(X/Σ∞)(τ≤1RHom
fv
(X/Σ∞)
(Gfvp. ,O),O) ≃ τ≤0RHom
fv
(X/Σ∞)
(τ≤1RHom
fv
(X/Σ∞)
(Gfvp. ,Gm[−1]),O)
in D((X/Σ∞)
fv,N,O). The claimed isomorphisms will follow by computing the effect of
Rl∗ on both side. We need the following
Fact. There is a natural isomorphism limindkHom
fv
(X/Σ∞)
(Gfv
pk
,O) ≃ Extfv,1(X/Σ∞)(G
fv,O)
and limindk Ext
fv,1
(X/Σ∞)
(Gfv
pk
,O) vanishes.
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The proof of this fact is left to the reader (look at realizations of the exact sequence of
Mod((X/Σ∞)
fv,O)
Homfv(X/Σ∞)(G
fv
pk
,O) 
 // Extfv,1(X/Σ∞)(G
fv,O)
pk // Extfv,1(X/Σ∞)(G
fv,O) // // Extfv,1(X/Σ∞)(G
fv
pk
,O)
resulting from [BBM] Thm. 3.3.3 and let k run in Nop).
Using this fact, we obtain the following series of isomorphisms:
Rl∗(LHS) ≃ RHom
fv
O(X/Σ∞)
(lim
−→
τ≤1RHom
fv
(X/Σ∞)
(Gfvp. ,O),O)(213)
≃ RHomfvO(X/Σ∞)(Ext
fv,1
(X/Σ∞)
(Gfv,O),O)(214)
≃ HomfvO(X/Σ∞)(Ext
fv,1
(X/Σ∞)
(Gfv,O),O)(215)
where (213) is by Lem. 8.12 (iii) and (215) is by local freeness of Ext1(X/Σ∞)(G,O) (see
(i)). Having noticed that Rl∗(LHS) is concentrated in degree 0, we find that
Rl∗(RHS) ≃ R
0l∗(RHS)(216)
≃ R0l∗τ≤0RHom
fv
(X/Σ∞)
(τ≤1RHom
fv
(X/Σ∞)
(Gfvp. ,Gm[−1]),O)(217)
≃ R0l∗τ≤0RHom
fv
(X/Σ∞)
(G∗,fvp. [−1],O)(218)
≃ R1l∗τ≤1RHom
fv
(X/Σ∞)
(G∗,fvp. ,O)(219)
≃ R1l∗RHom
fv
(X/Σ∞)
(G∗,fvp. ,O)(220)
≃ Extfv,1(X/Σ∞)(G
∗,fv,O)(221)
where (216) - (220) are trivial and (221) is by Lem. 8.12 (iii).

Definition 8.16. Let X in Sch/Σ1 and M in M(X). We set
DX(M) := D(Mp∞)
where Mp∞ is the p-divisible group associated to M (Lem. 3.8 (ii)). This defines a functor
DX : M(X) → DCCRY S,fl(X), which is canonically pseudo functorial with respect to X
and e-exact if X is regular (Lem. 3.7).
Another basic input is the following calculation from [BM].
Proposition 8.17. Let X in Sch/Σ1.
(i) There are canonical isomorphisms in DCCRY S,fl(X):
DX(Z) := D(Qp/Zp) ≃ (O, p, 1)
DX(Z(1)) := D(µp∞) ≃ (O, 1, p)
(ii) Assume that X is regular. There is a commutative diagram of Abelian groups
Ext1M(X)(Z,Z(1))
|DX |

Gm(X)∼
δoo nat // Hom(X/Σ∞)fv ((Z, p, 1), (Gm, 1, p))
log

Ext1DCCRYS,fl(X)(DX(Z), DX(Z(1)))
(i)
8.13
// Ext1(X/Σ∞)fv ,O((O, p, 1), (O, 1, p)) Ext
1
(X/Σ∞)fv
((Z, p, 1), (O, 1, p))∼
adjoo
where δ denotes the obvious isomorphism x 7→ [Kum(x)] and |DX | denotes the
map induced by the e-exact functor DX defined in Def. 8.16.
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Proof. (i) Since the structural ring O of (X/Σ∞)CRY S,fl is p-torsion, the natural mor-
phism (Qp/Zp)fv = (Qp/Zp, p, 1)→ (Z, p, 1)[1] of D((X/Σ∞)fv) induces isomorphisms
O
L
⊗(Qp/Zp)fv ≃ (O, p, 1)[1]
RHomfv(X/Σ∞)((Qp/Zp)
fv,O) ≃ (O, 1, p)[−1] (Lem. 8.12 (ii))
in D((X/Σ∞)
fv,O). The announced computation of DX(Z) and DX(Z(1)) follows imme-
diately (using Prop. 8.15 (ii) for the first one):
DX(Z) := D(Qp/Zp)
≃ B((Qp/Zp)fv)[−1]
≃ RHomfvO(X/Σ∞)((O, 1, p)[−1],O)[−1]
≃ (O, p, 1)
DX(Z(1)) := D(µp∞)
:= Extfv,1(X/Σ∞)((Qp/Zp)
fv,O)
≃ (O, 1, p)
(222)
The following claim will be needed for the proof of (ii).
Claim. The above isomorphism D(µp∞) ≃ (O, 1, p) coincides with
D(µp∞)
8.15(ii)
// B((µp∞)
fv)[−1]
log // BO((O, 1, p)) (O, 1, p)
∼oo
where log is obtained by applying BO to the morphism O ⊗
L (µp∞)
fv → (O, 1, p)[1] of
D((X/Σ∞)
fv,O) deduced from (212) (apply Rem. 8.14 with M = (O, 1, p)).
Let us prove the claim. To begin with, we notice that for any module or Abelian group
M we have a natural morphism
Qp/Zp
L
⊗τ≤iRHom
fv
(X/Σ∞)
((µp∞)
fv,M)→ lim
−→
τ≤iRHom
fv
(X/Σ∞)
((µp.)
fv,M)
(since µp. ≃ Z/p. ⊗L µp∞[−1]) which is an isomorphism if and only if
T or1(Qp/Zp, Ext
fv,i+1
(X/Σ∞)
((µp∞)
fv,M)) = 0
This is in particular the case if M = O, i = 1 ([BBM] Thm. 3.3.3 (iii)) or M = Gm,
i = 0. To see that, use Lem. 8.12 (i) together with the vanishing of Ext1(X/Σ∞)(µp. ,Gm)
([BBM] Cor. 1.1.8 and [SGA7-I] VIII, Prop. 3.3.1) and the vanishing of Z/pk ⊗L
R1l∗Hom(X/Σ)(µp.,Gm) (Example 3.18).
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This observation explains the second commutative square in the following diagram
B((µp∞)
fv)[−1]
≀

∼
8.15(ii)
// D(µp∞)
≀

RHomfvO(X/Σ∞)
(lim
−→
τ≤1RHom
fv
(X/Σ∞)
((µp.)
fv,O),O)
log:Gm[−1]→O // RHomfv(X/Σ∞)(lim−→
Homfv(X/Σ∞)((µ
fv
p. ,Gm),O)[1]
RHomfvO(X/Σ∞)
(Qp/Zp
L
⊗τ≤1RHom
fv
(X/Σ∞)
((µp∞)
fv,O),O)
log:Gm[−1]→O //
≀
OO
log:(µp∞ )
fv→(O,1,p)[1]

RHomfv(X/Σ∞)(Qp/Zp
L
⊗Homfv(X/Σ∞)((µp
∞)fv,Gm),O)[1]
≀
OO
≀

RHomfv(X/Σ∞)(Qp/Zp
L
⊗HomfvO(X/Σ∞)
((O, 1, p),O))[1]
∼ //
≀

RHomfv(X/Σ∞)(Qp/Zp
L
⊗(Z, p, 1),O)[1]
≀

BO((O, 1, p)) (O, 1, p)
∼oo
Let us explain the other commutative squares. The first commutative square is clear,
from the construction of the isomorphism Prop. 8.15 (ii). The fourth one is obvious. To
get the third one, we notice that each corner is in fact concentrated in degree 0 so that
we may drop the superscripts fv to check commutativity. Then, we are done using the
following commutative square of Abelian groups in (X/Σ∞)CRY S,fl:
Ext1(X/Σ∞)(µp∞,O) Hom(X/Σ∞)(µp∞,Gm)
log:Gm→O[1]oo
HomO(X/Σ∞)(O,O)
log:µp∞ [−1]→O
OO
Zoo
OO
The claim is now proven.
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(ii) In the diagram below, we let (i) denote the arrow induced by the isomorphisms
established in (i).
Ext1M(X)(Z,Z(1))
(−)p∞
|D|rr❡❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡
Ext1DCCRYS,fl(X)(DX(Z),DX (Z(1)))GF
@A
(i)
//

Ext1(X/Σ∞)fv ((Qp/Zp)
fv, (µp∞)
fv)
|B|rr❡❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡❡
❡❡❡❡
Gm(X)
δ
kk❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
nat

Ext1(X/Σ∞)fv ,O(B((Qp/Zp)
fv), B((µp∞)
fv))
log
 ,,❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨
Hom(X/Σ∞)fv ((Z, p, 1), (Gm, 1, p))
log

|B|
ss❣❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣
Qp/Zp
L
⊗(−)
kk❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
Ext2(X/Σ∞)fv ,O(B((Qp/Zp)
fv), BO(O, 1, p))
,,❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
❨❨❨❨❨
Hom(X/Σ∞)fv ,O(B(Z, p, 1), B(Gm, 1, p))
log

Ext1(X/Σ∞)fv ((Z, p, 1), (O, 1, p))
|B|ss❣❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
BC
adj
oo
Ext1(X/Σ∞)fv ,O(B(Z, p, 1), BO(O, 1, p))
≀

Ext1(X/Σ∞),O((O, p, 1), (O, 1, p))
The claim established in (i) implies that the pentagon on the left is commutative.
The commutativity of the rest of the diagram causes no difficulty and will be left to
the reader. Let us only give some explanations concerning the definition of some ar-
rows. The arrow denoted (−)p∞ is well defined thanks to Lem. 3.8 (ii) and Cor. 3.13
(ii). The arrow denoted nat follows from the following observation: for x : Z → Gm
the morphism F−1x : F−1Z → F−1Gm translates as 1 7→ x(1)p if one makes the obvi-
ous identifications F−1Z = Z and F−1Gm = Gm. The arrows denoted log are deduced
from O ⊗L (Gm)fv → (O, 1, p)[1] by applying BO and Rem. 8.14. The first and third
arrow denoted |B| are defined using respectively the isomorphisms B((Qp/Zp[−1])) ≃
B(Qp/Zp)[−1] (by Rem. 8.14 and [BBM] Thm. 3.3.3, (iii)) and B((Z, p, 1)[−1]) ≃
B(Z, p, 1)[−1] (by Rem. 8.14 again).

Proposition 8.18. Let X, R, K, k as in Sect. 8.1. Consider furthermore X♯ =
(X,Spec(k)) and the natural morphism o : X♯ → X. Denote |DX | and |DK | the ho-
momorphisms on Ext1’s induced by the functors defined by Prop. 8.15 (i) and Rem.
5.32 (ii) for X and Spec(K) respectively. There exists a canonical homomorphism |DX♯ |
rendering the following diagram commutative.
Ext1M(X)(Z,Z(1))
//
|DX |

Ext1Mlog(X)(Z,Z(1))
//
|D
X♯
|
✤
✤
✤
Ext1M(K)(Z,Z(1))
|DK |

Ext1DC
CRY S♯,fl
(X)(DX(Z), DX(Z(1)))
// Ext1DC
CRYS♯,fl
(X♯)(o
∗DX(Z), o∗DX(Z(1))) // Ext1DC
CRY S♯,fl
(K)(DK(Z), DK(Z(1)))
Proof. Using Prop. 8.17 (ii), we find that it is enough to define dotted arrows
(the definition of the other ones is analogous and compatible via π∗ with their coun-
terpart in the context of big crystalline sites) rendering the following diagram com-
mutative and to check that the composed vertical dotted arrow takes its values into
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Ext1DC
CRY S♯,fl
(X♯)((O, p, 1), (O, 1, p)) viewed as a subgroup ofExt
1
(X♯/Σ∞)
fv
♯
((O, p, 1), (O, 1, p))
(Lem. 8.13 (ii)).
Ext1M(X)(Z,Z(1))
|DX |

// Ext1Mlog(X)(Z,Z(1))
∼ // Ext1M(K)(Z,Z(1))
|DK |

Gm(X)
≀ δX
OO
//
natX

Γ(X♯,Mgp
X♯
)
≀ δ
log
X♯
OO✤
✤
✤
∼ //
nat
X♯
✤
✤
✤
Gm(K)
≀ δK
OO
natK

Ext0
(X/Σ∞)
fv
♯
((Z, p, 1), (Gm, 1, p)) //
logX

Ext0
(X♯/Σ∞)
fv
♯
((Z, p, 1), (MgpX , 1, p)) //
log
X♯
✤
✤
✤
Ext0
(K/Σ∞)
fv
♯
((Z, p, 1), (Gm, 1, p))
logK

Ext1
(X/Σ∞)
fv
♯
((Z, p, 1), (O, 1, p)) //
adjX

Ext1
(X♯/Σ∞)
fv
♯
((Z, p, 1), (O, 1, p)) //
adj
X♯
✤
✤
✤
Ext1
(K/Σ∞)
fv
♯
((Z, p, 1), (O, 1, p))
adjK

Ext1
(X/Σ∞)
fv
♯
,O
((O, p, 1), (O, 1, p)) //
≀

Ext1
(X♯/Σ∞)
fv
♯
,O
((O, p, 1), (O, 1, p)) // Ext1
(K/Σ∞)
fv
♯
,O
((O, p, 1), (O, 1, p))
≀

Ext1
(X/Σ∞)
fv
♯
,O
(DX(Z), DX(Z(1))) Ext1
(K/Σ∞)
fv
♯
,O
(DK(Z),DK(Z(1)))
Here Mgp
X♯
denotes the sheaf of groups on FL♯(X♯) defined by the collection of sheaves
Mgp
U♯
(the fraction group of the structural monoid on et(U ♯)) together with the natural
functoriality morphisms for U ♯ varying in Sch♯/X♯. That this is indeed a sheaf, is ex-
plained in the proof of [Ka3] Thm. 3.2 and relies essentially on the fact that small e´tale
sheaves (and thus in particular morphisms of such) satisfy fl descent ([SGA4-II] VIII,
Thm. 9.4). As usual, Mgp
X♯
is viewed as a sheaf on CRY S♯fl(X
♯/Σ∞) via i∗. It should
not be confused with Mgp
X♯/Σ∞
: (U ♯, T ♯) 7→ Γ(T ♯,Mgp
T ♯
) (which is also a sheaf for similar
reasons). Both are related by the following exact sequence:
0 // 1 + IX♯/Σ∞
// Mgp
X♯/Σ∞
// Mgp
X♯
// 0(223)
We define the desired dotted arrows as follows.
- The morphism δlog
X♯
is defined so that the top right square (and thus also the top left
one) is commutative.
- The morphisms natX♯ and adjX♯ are the obvious ones.
- The arrow logX♯ is deduced from (223) and the logarithm 1 + IX♯/Σ∞ → OX♯/Σ∞ .
It now remains to check that if an extension class [E] is produced by the dotted ver-
tical arrow from an element of Γ(X♯,Mgp
X♯
), then E is in fact in DCCRY S♯,fl(X
♯). First,
we note that E is a locally free crystal since it is an extension of two copies of O. Fi-
nally, we notice that the condition fv = p, vf = p can be checked after pulling back to
((Spec(K)/Σ∞)CRY S♯,fl,O) (observe realizations at a lifting).

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8.2.5. We are now in a position to define the Dieudonne´ functor for log 1-motives and
semi-Abelian schemes over X . We use the following notations
Spec(K)
j♯
//
GF ED
j

X♯ o
// X
for the obvious morphisms.
Corollary 8.19. There exists a canonical e-exact functor DX♯ fitting into a canonically
pseudo-commutative diagram as follows:
M(X)
⊂ //
DX

Mlog(X)
j−1 //
D
X♯

M(K)
DK

DC(X)
o∗ // DC(X♯)
j♯,∗ // DC(K)
This diagram is canonically pseudo-functorial with respect to finite e´tale base change.
Proof. This directly results from Prop. 8.8 and Prop. 8.18.

Definition 8.20. Consider a semi-Abelian scheme A/X.
(i) The log 1-motive of A and the 1-motive of A|η are defined respectively as
Mlog(A) := (Γ, G, f) in Mlog(X)
M(A|η) := (Γ|η, G|η, f) in M(η)
where Γ, G (resp. f) are as in Cor. 6.20 (resp. Lem. 6.25 (i)).
(ii) The Dieudonne´ crystal of A/X is defined as follows:
DX♯(A) := DX♯(Mlog(A/X))
Let us write down explicitly how the Dieudonne´ crystals of A, G and Γ are related.
Proposition 8.21. (i) The weight filtration on Mlog(A) induces a canonical exact
sequence as follows in DC(X♯):
0 // DX♯(0, G, 0) // DX♯(Mlog(A)) // DX♯(Γ, 0, 0) // 0
(ii) The weight filtration of M(A|η) and the bottom exact sequence of Rem. 6.26
induce isomorphic exact sequences as follows in DC(η):
0 // Dη(0, G|η, 0) //
≀

Dη(M(A|η)) //
≀

Dη(Γ|η, 0, 0) //
≀

0
0 // Dη(G|η,p∞) // Dη(A|η,p∞) // Dη(Qp/Zp ⊗ Γ|η) // 0
The top exact sequence is naturally isomorphic to the one deduced from (i) by
j♯,∗ : DC(X♯)→ DC(η).
Proof. (i) This follows from the fact that DX♯ :Mlog(X)→ DC(X
♯) is exact.
(ii) The compatible exact sequences are deduced from Lem. 6.25 (ii) by applying the
e-exact functor Dη : pdiv(η) → DC(η). The last assertion is by compatibility of the
functors DX♯ and Dη (Cor. 8.19).
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8.2.6. We are now in a position to define the Dieudonne´ crystal of a semi-Abelian scheme
over C.
Definition 8.22. Let SAS(C,Z) denote the category of semi-Abelian schemes over C
which are Abelian above U . We define a functor
DC♯ : SAS(C,Z) −→ DC(C
♯)
by sending A/C to the Dieudonne´ crystal over (C♯/Zp) corresponding to
m∗DC♯(A/C) := (DC♯v(A|Cv)→ DUv(A|Uv)← DU(A|U))v∈Z in DC(J
♯)
under the equivalence of Prop. 7.1 (i).
Note that this definition uses the isomorphism j♯,∗v DC♯v(A|Cv) ≃ DUv(A|U,v) of Prop.
8.21 (ii). The following result explains the relation with the Dieudonne´ crystal arising
from the diagram of p-divisible groups introduced in Def. 6.28.
Lemma 8.23. Consider the restriction H|J to J of the diagram of p-divisible groups H
defined in Def. 6.28. We have a canonical exact sequence as follows in DC(J ♯):
0 // o∗JDJ(H|J)
// m∗DC♯(A/C) // (o
∗
JDJ((Qp/Zp ⊗ Γv → 0← 0)v∈Z) // 0
Proof. This results directly from Prop. 8.21.

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9. The comparison theorem
9.1. Diagrams of p-divisible groups.
The purpose of this section is to establish the comparison theorem for p-divisible groups
over a diagram of schemes whose vertices have local finite p-bases. This will be achieved
in Lem. 9.9 for Qp/Zp and µp∞, and in Thm. 9.13 for arbitrary p-divisible groups, using
Cartier biduality.
9.1.1. Let us begin with technical observations regarding the computation of Extq’s on
diagrams.
Lemma 9.1. Consider a ringed variable topos (T , A) on a category B and let X/∆ in
Diag(B).
(i) Consider an Abelian group M of T (X) and a module N over (T (X), AX). If
M is cocartesian (ie. f−1Mδ ≃ Mδ′ for all f : δ
′ → δ in ∆) then the following
natural morphism of D+(T (Xδ), AXδ) is invertible for all δ ∈ ∆:
RHomT (X)(M,N)δ // RHomT (Xδ)(Mδ, Nδ)
(ii) ConsiderHomT (X) as a bifunctor Ab(T (X))
Nop×Mod(T (X), AX)→Mod(T (X), AX)
N.
This bifunctor is right derivable into D−(T (X))N
op
)×D+(T (X), AX)→ D
+(T (X), AX)
N
and there is a bifunctorial isomorphism
RHomT (X)(lim
−→
Mk, N) ≃ Rl∗HomT (X)(M., N)
Proof. (i) Let us compute the AX-module HomT (X)(M,N). Consider δ in ∆, U in
T (Xδ) and let T (X/U) denote the topos of sections of the cofibered category over ∆/δ
whose fiber at g : δ′ → δ is T (Xδ′)/g
−1U . Let h : T (X/U)→ T (X) denote the morphism
induced by ∆/δ → ∆, g 7→ δ′ and the localization morphisms T (Xδ′)/g
−1U → T (Xδ′).
Using [SGA4-II] VI, Prop. 7.4.7, we find a natural isomorphism
HomT (X)(M,N)δ(U) ≃ HomT (X/U)(h
−1M,h−1N)
Via this identification, the image by H0 of the natural morphism in question translates
into
HomT (X/U)(h
−1M,h−1N) // HomT (Xδ)(Mδ,|U , Nδ,|U)
and is thus an isomorphism, since M is cocartesian. The case of derived functors follows,
since Nδ is flasque if N is injective (Lem.-Def. 2.19 (v)).
(ii) Right derivability causes no difficulty (use injective resolutions of the second argu-
ment). The proof of the claimed isomorphism is similar to (and easier than) the proof of
Lem. 8.12 (iii).

Let us now gather some results about the behaviour of Exti’s while traveling through
the topoi which will be involved in our proof. The next statement and later ones implicitly
use Cor. 3.13 to switch between the various incarnations of a p-divisible group.
Lemma 9.2. Let X in Sch/Σ1 and Σ = Σk, 1 ≤ k ≤ ∞. Let fl  top  zar (e.g.
top = syn) and let ǫ denote the weak morphism from fl to top.
174
(i) Let G/X denote a quasi-compact quasi-separated group (resp. a p-divisible group
viewed as a group in (X/Σ)CRY S,fl). Consider a quasi-coherent crystal M of
((X/Σ)CRY S,fl,O) (resp. Consider a quasi-coherent crystalM of ((X/Σ)CRY S,fl,O)
and assume that top  syn). Then for 0 ≤ i ≤ 2 and n ≥ 0:
ǫ∗Ext
i
(X/Σ)CRY S,fl
(G, I [n]M) ≃ Exti(X/Σ)CRY S,top(ǫ∗G, ǫ∗I
[n]M)
(ii) Assume k <∞. Let G/X denote a p-divisible group viewed as a group in XSY N .
If M is a module of ((X/Σ)CRY S,syn,O) then for 0 ≤ i ≤ 1:
u∗Ext
i
(X/Σ)CRY S,syn
(u−1G,M) ≃ ExtiXSYN (G, u∗M)
The same is true for syn and crys instead of SY N and CRY S.
(iii) Consider a syntomic group scheme (resp. a p-divisible group) G/X and let 0 ≤
i ≤ 2 (resp. 0 ≤ i ≤ 1).
- If we view G as a group in XSY N and if M is any Abelian group of XSY N
(resp. an Abelian group of XSY N which is killed by a power of p) then:
π∗Ext
i
XSY N
(G,M) ≃ ExtiXsyn(π∗G, π∗M)
- If we view G as a group of (X/Σ)CRY S,syn and if M is an Abelian group of
(X/Σ)CRY S,syn satisfying M ≃ i∗i
−1M (resp. an Abelian group of (X/Σ)CRY S,syn
which is killed by a power of p and satisfies M ≃ i∗i
−1M) then:
π∗Ext
i
(X/Σ)CRY S,syn
(G,M) ≃ Exti(X/Σ)crys,syn(π∗G, π∗M)
(iv) Let G/X denote a p-divisible group viewed as an Abelian group of (X/Σ)CRY S,top.
If M is a quasi-coherent crystal of ((X/Σ)CRY S,top,O) then for 0 ≤ i ≤ 2, n ≥ 0:
Exti(X/Σ)CRY S,top(G, I
[n]M) ≃ lim
←− j
Exti(X/Σ)CRY S,top(Gpj , I
[n]M)
(v) Let G/X denote a p-divisible group viewed as an Abelian group of XTOP . If
top  syn and if M is an Abelian group of XTOP which is killed by a power of p
then for 0 ≤ i ≤ 1:
ExtiXTOP (G,M) ≃ lim←− j
ExtiXTOP (Gpj ,M)
The same is true with top instead of TOP .
Proof. (i) In the first case, the proof of [BBM] Cor. 2.3.11 works here as well (just
notice that the CRY S, top analogue of loc. cit. Prop. 1.1.19 and Prop. 1.3.6 is true and
then use directly loc. cit. Prop. 2.3.1 and Cor. 2.3.9). Similarly, (iv) is a straightforward
adaptation of [BBM] Prop. 2.4.5. The second case of (i) follows from the first one using
(iv) and Lem. 3.12.
(v) This follows from Lem. 9.1 (ii) using that Rl∗HomXTOP (Gp.,M) = 0 (thanks to the
fact that the transition morphisms HomXTOP (Gpi+j ,M)→HomXTOP (Gpj ,M) are zero if
M is killed by pi).
(iii) The first assertion is [Ba] Prop. 1.18 if G is a syntomic group scheme. The case of
p-divisible groups follows by Lem. 3.4, (v) and Lem. 3.12. The second assertion follows
from the first one since i∗ commutes to π∗ and Ext
i.
(ii) The claimed isomorphism is obtained from
Ru∗RHom(X/Σ)CRY S,syn(u
−1G,M) ≃ RHomXSYN (G,Ru∗M)
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by forming H1. The computation of the left hand term uses the vanishing of
Hom(X/Σ)CRY S,syn(u
−1G,M) (which follows from the fact that p is epimorphic on u−1G
while M is killed by pk) and the computation of the right hand term uses the vanishing of
HomXSY N (G,R
1u∗M) = 0 (which follows from the fact that p is epimorphic on G while
R1u∗M is killed by p
k). The same arguments apply in the case of small topoi.

Remark 9.3. Thanks to Lem. 9.1 (i), the isomorphisms of Lem. 9.2 have obvious
variants in the case Σ = Σ. (replace G with l
−1G in the formulae).
The following lemma relies on the vanishing theorem of [Br] and will be a cornerstone
in our proof.
Lemma 9.4. Consider X in Sch/Σ1 and a p-divisible group G/X.
(i) Let 1 ≤ k <∞ If we view G as an Abelian group in XSY N then:
Ext2XSY N (G, µpk) = 0
and Ext2XSY N (G,O) = 0
The same is true with syn instead of SY N .
(ii) Let k ≤ 1 ≤ ∞, then:
Ext2(X/Σk)CRY S,syn(G, I) ≃ Ext
2
(X/Σk)CRY S,syn
(G,O) = 0
Proof. (i) Let us examine the first case. The starting point is the vanishing of
Exti(Gpl,Gm) for i = 1, 2 which is an easy consequence of [SGA7-I] VIII, Prop. 3.3.1
for i = 1 (use that G∗pl is acyclic for ǫ∗, ǫ : XFL → XSY N) and of the main result of [Br]
for i = 2 (here we use that p 6= 2). In the case of Xsyn, we use furthermore Lem. 9.2 (iii).
Using the Kummer exact sequence 0 → µpk → Gm → Gm → 0, we obtain the following
facts:
- Ext2(Gpl, µpk) = 0;
- for l′ ≥ l the morphism
Ext1(Gpl′ , µpk)→ Ext
1(Gpl, µpk)
identifies with the morphism G∗
pl′
/pk → G∗pl/p
k induced by pl
′−l : G∗
pl′
։ G∗pl. It is thus
an isomorphism for l ≥ k.
The vanishing of Ext2(G, µpk) will follow from the spectral sequence
Ril∗Ext
j(Gp. , µpk)⇒ Ext
i+j(G, µpk)
(Lem. 9.1 (ii)) once checked that R2−jl∗Ext
j(Gp. , µpk) vanishes for j = 0, 1, 2. Recall that
Rql∗M. can be computed by sheafifying U 7→ RlimprojkRΓ(U,Mk). For j = 1, 2, the
desired vanishing follows directly from the above facts. For j = 0, it results from the fact
that
Hom(Gpl′ , µpk)→Hom(Gpl, µpk)
is zero for l′ ≥ l + k.
The vanishing of Ext2(G,O) is proved in the same way using the following facts, which
result from [BBM] Prop. 3.3.2 and its proof (thanks to the isomorphisms ǫ∗Ext
i
XFL
(Gpl,O) ≃
ExtiXSY N (ǫ∗Gpl, ǫ∗O) (Lem. 3.26 (i)) and π∗Ext
i
XSYN
(Gpl,O) ≃ Ext
i
Xsyn(π∗Gpl, π∗O) (Lem.
9.2 (iii)):
- Ext2(Gpl,O) = 0;
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- for l′ ≥ l the following morphism is invertible:
Ext1(Gpl′ ,O)→ Ext
1(Gpl,O)
- for l′ ≥ l + 1 the following morphism is zero:
Hom(Gpl′ ,O)→Hom(Gpl,O)
(ii) This is Thm. 3.3.3 and Prop. 3.3.4 of [BBM] modulo Lem. 9.2 (i).

Remark 9.5. (i) In Lem. 9.4 (i), XSY N or Xsyn (resp. G) can be replaced by X
N
SY N
or XNsyn (resp. the constant projective system l
−1G) thanks to Lem. 9.1 (i).
(ii) We do not know whether or not the analogue of Lem. 9.4 (ii) holds on the small
crystalline topos. Unpleasantly, this will force us to switch frequently between
small and big topoi.
9.1.2. Let us come to the techniques of [FM] which are needed for our purpose. We begin
with the description of Ocrysk using divided power envelopes of Witt vectors and syntomic
sheafification.
Lemma 9.6. Consider the presheaf W dpk on SY N(Σ1) sending U to the divided power
envelope of Wk(U) with respect to the kernel Ik(U) ofWk(U)→ O(U), (x0, . . . , xk) 7→ x
pk
0 .
Let Idpk (U) denote the tautological dp-ideal of W
dp
k (U).
(i) The sheaf associated to W dpk is canonically isomorphic to O
crys
k in Σ1,SY N . The
ring Ocrys. is in particular normalized.
(ii) If U is an affine semi-perfect Σ1-scheme (ie. U = Spec(A) and the Frobenius of
A is surjective), the isomorphism of (i) induces
W dpk (U) ≃ O
crys
k (U)
(iii) If (Ui)i∈I is a filtrant projective system of affine Σ1-schemes and U∞ = limprojUi
then
lim
−→
Ocrysk (Ui) ≃ O
crys
k (U∞)
(iv) If U is an affine Σ1-scheme, there exists a filtrant projective system (Ui)i∈I of
affine syntomic surjective U-schemes whose transition morphisms are syntomic
surjective as well and such that U∞ is semi-perfect. If there exists a closed im-
mersion U →֒ Y where Y has finite p-bases over Σ1, then we may chose I = N
and Ui = U
(pi/Y ). If the ideal of the closed immersion is moreover generated by a
regular sequence, then W dpk (U∞) is flat over Z/p
k.
Proof. Recall that for any U/Σ1, we have O
crys
k (U) = limprojO(T
′) where the projective
limit is indexed by (U ′, T ′, γ′) in CRY Ssyn(U/Σk) and does not change if only affine T
′’s
are considered. Thanks to the existence of γ′, the ring homomorphism
Wk(U) → O(T
′)(224)
(x0, x1, . . . , xk−1) 7→ (x˜0)
pk + p(x˜1)
pk−1 + · · ·+ pk−1(x˜k)
p(225)
is well defined if x˜i ∈ O(T
′) denotes an arbitrary lift of the image of xi inO(U
′). Passing to
divided powers and letting (U ′, T ′, γ′) and U vary, this homomorphism defines a morphism
of presheaves of rings on SY N(Σ1):
Θk : W
dp
k → O
crys
k(226)
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We will prove that Θk induces the isomorphism announced in (i) after sheafification. The
other statements will be proved along the way.
(ii) Since FA : x 7→ x
p is surjective, the ring homomorphism (x0, . . . , xk) 7→ x
pk
0 is
surjective and defines a pd-thickening (U, T ) := (Spec(A), Spec(W dpk (A))). Let us check
that (U, T ) is final in CRY Ssyn(U/Σk). Consider a pd-ideal J of some Z/pk-algebra B.
Any ring homorphism f : A → B/J lifts uniquely to f˜ : Wk(A) → B by the formula
(224). To see this, we first note that thanks to divided powers on J , f˜([xp
k
0 ]) = (f˜([x0]))
pk
is uniquely determined by the image f(xp
k
0 ) of f˜([x0]) in B/J and we conclude using the
formula (x0, x
p
1, . . . , x
pk−1
k−1 ) = [x0] + p[x1] + · · ·+ p
k−1[xk−1] in Wk(A).
(iii) Using a construction similar to the proof of Lem. 5.6 (iv) (here the finiteness of δ/∆
is not required), we find easily a projective system (Ui, Yi)i∈I where Yi = Spec(Bi), with
Bi is a polynomial algebra (in possibly infinitely many variables) and B∞ := limindiBi
as well (it is in fact an infinite tensor product indexed by I of polynomial algebras). For
i ∈ I ⊔{∞} let us denote respectively Ti and T
(1)
i the divided power envelope of Ui inside
Yi = Spec(Bi) and Yi × Yi. Then O
crys
k (Ui) ≃ Ker(O(Ti) ⇒ O(T
(1)
i )) and the claim
follows.
(iv) Let A = O(U) and consider a set I := ⊔n≥1In where I1 is the set of finite subsets
of A, A1,i := ⊗A,a∈iA[X ]/(X
p−a), A1 = limindi∈I1A1,i, and where for n ≥ 2, In, An,i and
An are inductively defined respectively as follows: In is the set of finite subsets in An−1,
An,i := ⊗An−1,a∈iAn−1[X ]/(X
p − a), An = limindi∈InAn,i. The set I is naturally ordered
and the inductive system i ∈ I 7→ Ui := Spec(Ai) satisfies the required conditions. In the
second case, the choice of a p-basis s = (s1, . . . , sd) for Y induces the right commutative
square below
U (p
i+1/Y ) //

Y
s
//
F

AdΣ1
F

U (p
i/Y ) // Y
s
// AdΣ1
The right vertical arrow is clearly syntomic surjective. The other vertical ones are thus
syntomic surjective as well since both squares are cartesian. Let us explain the last
statement. Set B = O(Y ) and chose a regular sequence f = (f1, . . . , fr) generating the
ideal of U . Then U∞ = Spec(A∞) where A∞ = B∞/(f1, . . . , fr) and B∞ = limindFB.
Also, W dpk (U∞) is the divided power envelope (compatible with (p), as always) of the ideal
of Wk(B∞) generated by the [f
p−k
i ]’s. According to [Be3] Prop. 1.5.3 (i), it is sufficient to
prove thatWk(B∞)/([f
p−k
1 ], . . . , [f
p−k
r ]) is flat over Z/p
k. We do this by induction on r. For
r = 0, this follows from the fact that B∞ is perfect. Let us denote Ji = ([f
p−k
1 ], . . . , [f
p−k
i ]),
if 0 ≤ i ≤ r. For r ≥ 1, it is sufficient to prove that Tor
Z/pk
1 (Z/p,Wk(B∞)/Jr) vanishes,
ie. that the following sequence is exact:
0 // Z/p⊗ (Jr/Jr−1) // Z/p⊗ (Wk(B∞)/Jr−1) // Z/p⊗ (Wk(B∞)/Jr) // 0
Now the image of [f p
−k
r ] in Z/p ⊗ (Wk(B∞)/Jr−1) ≃ B∞/(f
p−k
1 , . . . , f
p−k
r−1 ) is a non zero
divisor and thus Jr ∩ (pWk(B∞) + Jr−1) = pJr + Jr−1 as desired.
(i) Let F denote either the kernel or cokernel presheaf of the morphism Θk and let
U ∈ SY N(Σ1). Thanks to (ii), (iii) and (iv), we find that for each x ∈ F (U), there exists
a syntomic surjective family (Ui → U) such that the restriction of x to each Ui vanishes.
It follows in particular that the sheaf associated to F is zero.
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Let us continue with some technical complements in the setting of small syntomic topoi.
We denote Icrys. the canonical dp-ideal of O
crys
. and
I˜crys. := 〈1〉
∗Icrys.
where 〈1〉 has the same meaning as in Def. 5.58 (ie. I˜crysk = I
crys
k+1/p
k, see Def. 3.14).
Lemma 9.7. Consider a regular closed immersion of affine schemes U → Y , where Y
has finite p-bases over Σ1.
(i) The modules Ocrys. and I˜
crys
. of (U
N
syn,Z/p
.) are flat and normalized.
(ii) If Y is semi-perfect then Θk induces
Idpk+1(U)/p
k ≃ I˜crysk (U)
(iii) If U∞ := limprojU
(pi/Y ) then
lim
−→
I˜crysk (Ui) ≃ I˜
crys
k (U∞)
Proof. (i) The case of Ocrys. follows easily from the flatness statement in Lem. 9.6 (iv) as
in the proof of Lem. 9.6 (i). Alternatively, one could refer to Lem. 5.56 (iv). The case of
I˜crys. follows by Lem. 3.16 (iv).
(ii) Starting with the exact sequence defining Idpk+1(U) (resp. I
crys
k+1 ) and applying Lem.
3.16 (iv) (resp. applying Lem. 3.16 (iv) and evaluating at U) gives the top (resp. bottom)
exact sequence in the following commutative diagram:
0 // O(U) //
‖

Idpk+1(U)/p
k //

Idpk (U)
//

0
0 // O(U) // I˜crysk (U)
// Icrysk (U)
(227)
The result follows, since the right vertical arrow is invertible thanks to Lem. 9.6 (ii).
(iii) Because O is ayclic on the Ui’s, we have an exact sequence 0 → O(Ui) →
I˜crysk (Ui)→ I
crys
k (Ui)→ 0. Thanks to Lem. 9.6 (iii), we may conclude by taking limindi
and comparing with the bottom line of (227).

Remark 9.8. (i) The Cartier morphism c1 := C
−1 : O → Ocrys1 of Lem.-Def. 5.13
(ii) generalizes as follows. For any i ≥ 1 there is a unique ci fitting into a
commutative triangle of rings
Ocrysi
nat ""❉
❉❉
❉❉
❉❉
❉
F i // Ocrysi
O
ci
<<③③③③③③③③
.
(ii) It follows e.g. from Lem. 9.6 that Ocrys. is normalized in (Σ
N
1,SY N ,Z/p
.). As a
result, we have a well defined morphism: pk−i : Ocrysi ≃ O
crys
k /p
i → Ocrysk . Using
this, we find that Θk can be described globally as the morphism deduced from
Wk(U) → O
crys
k (U)
(x0, x1, . . . , xk−1) 7→ ck(x0) + pck−1(x1) + · · ·+ p
k−1c1(xk−1)
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by the universal property of divided power envelopes.
(iii) If U is any scheme of characteristic p, we have a commutative diagram of rings:
W dpk (U)
F k−1

Θk // Ocrysk (U)
nat

W dp1 (U)
F

Θ1 // Ocrys1 (U)
nat

O(U) O(U)
(228)
This diagram is functorial with respect to k and U in the obvious way.
Lemma 9.9. Assume that X admits locally a closed regular immersion into a Σ1-scheme
Y with finite p-bases.
(i) The following sequence of (XNsyn,O
crys
. ) is exact:
0 // Icrys. // O
crys
.
// O // 0
The modules O and I of (X/Σ.,O)crys,syn are acyclic for u∗.
(ii) There exists a unique ϕ making the following square commutative over (XNsyn,O
crys
. )
I˜crys.
ϕ //
1

Ocrys.
p

Ocrys.
F // Ocris.
(iii) There are canonical exact sequences as follows over (XNsyn,Z/p
.):
0 // Z/p. // Ocrys.
1−F // Ocrys. // 0
0 // µp. // I˜
crys
.
1−ϕ // Ocrys. // 0
(iv) The morphism ϕ and the exact sequences of (i), (iii) are functorial with respect
to X. All statements thus generalize verbatim if X is replaced by a diagram of
Sch/Σ1 whose vertices have local finite p-bases.
Proof. (i) The exact sequence follows either from Lem. 5.56 (iii) or Lem. 9.6 (i). The
acyclicity of O (resp. Ga) is by Lem. 5.56 (iii) (resp. is immediate) and that of I follows
from the exact sequence.
(ii) Thanks to Lem. 9.7 (i), existence and unicity follow from Lem. 3.16 (ii), (iii) as in
the proof of Prop. 5.48, once noticed that the Frobenius endomorphism of Ocrys1 vanishes
on Icrys1 (x
[p] = p!xp = 0).
(iii) The first exact sequence is left to the reader. Let us explain the second one.
Starting with the exact sequence of Abelian groups
0 // 1 + I // O× // Gm // 0 in (Σ1/Σk)CRY S,syn
then combining with log : 1 + I → I, applying Z/pk ⊗L (−) and u∗ we find a morphism
µpk → I
crys
k in Σ1,SY N . Since the Frobenius acts like p on µpk this morphism factors via
the kernel of p − F : Icrysk → O
crys
k . Next, we let k vary, restrict to the small syntomic
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site of X and apply the functor 〈1〉∗ in order to get a morphism 〈1〉∗µp. → 〈1〉I˜
crys
k whose
composition with p − F : I˜crysk → O
crys
k is zero. We note that 〈1〉
∗µp. ≃ µp.. Since
p ◦ (1− ϕ) = p− F and Ocrys. is flat and normalized over Z/p
., this yields by Lem. 3.16
(iii) a complex
0 // µp.
L // I˜crys.
1−ϕ // Ocrys. // 0
over (XNsyn,Z/p
.). It remains to show that this complex is exact. Since µp., I˜
crys
. and
Ocrys. are L-normalized, it is sufficient to check exactness on the component k = 1 (use
Lem. 3.16 (ii)). Using Lem. 9.6 (ii), (iii), (iv) and Lem. 9.7 (ii), (iii) we are reduced to
check the exactness of the sequence
0 // µp(A∞)
L // Idp2 (A∞)/p
1−ϕ // W dp1 (A∞)
// 0
with A∞ = B∞/(f1, . . . , fr), as in the proof of the last statement in Lem. 9.6 (iv). In
order to do this, our first task is to give an explicit description of W dp2 (A∞)/pI
dp
2 (A∞),
W dp1 (A∞) and of the maps L and 1− ϕ. We will use the following facts.
(Fact 1): The natural map D(Wk(B∞), ([f
p−k
1 ], . . . , [f
p−k
r ]))→ W
dp(A∞) is an isomor-
phism.
(Fact 2): The [f p
−k
i ]’s form a regular sequence in W2(B∞).
(Fact 3): Consider the ideal J generated by a regular sequence (g1, . . . , gr) in a Z/pk-
algebra C. For d ≥ r, let < Y > denote the tautological pd-ideal of C < Y >= C <
Y1, . . . , Yd > and let I denote the ideal generated by the Yi−fi’s. Then I∩ < Y > coincides
with I < Y >. It is in particular a sub pd-ideal of < Y > and D(C, J) = C < Y > /I.
Let us explain this briefly. Fact 1: this simply follows from the fact that the image
of the pj [f p
−j
i ]’s vanish in D(Wk(B∞), ([f
p−k
1 ], . . . , [f
p−k
r ])), turning the latter into an al-
gebra over Wk(A∞). Fact 2: During the proof of Lem. 9.6 (iv) we have established
that Wk(B∞)/([f
p−k
1 ], . . . , [f
p−k
i ]) is Z/p
k-flat for 0 ≤ i ≤ r. If 0 ≤ i ≤ r − 1, this im-
plies that Z/p ⊗ K = 0, where K denotes the kernel of the multiplication by [fi+1] on
Wk(A∞)/([f
p−k
1 ], . . . , [f
p−k
i ]). It follows that K = pK = p
kK = 0 as desired. Fact 3: the
equality I∩ < Y >= I < Y > can easily be proven by induction on r and the remaining
statements follow immediately.
Using these facts we find the following decomposition into cyclic A∞-modules (resp.
W2(A∞)-modules):
W dp1 (A∞) ≃ D(B∞, (f
p−1
1 , . . . , f
p−1
r ))
≃ B∞ < Y1, . . . , Yr > /(Y1 − f
p−1
1 , . . . , Yr − f
p−1
r )
≃ ⊕nA∞.(f
p−1)[pn]
W dp2 (A∞)/pI
dp
2 (A∞) ≃ D(W2(B∞), ([f1]
p−2, . . . , [fr]
p−2))/pIdp2 (B∞)
≃ W2(B∞) < Y1, . . . , Yr > /p < Y > +(Y1 − [f
p−2
1 ], . . . , Yr − [f
p−2
r ])
≃ W2(A∞/(f
p−1
1 , . . . , f
p−1
r )).1
⊕(⊕|n|≥1(W2(A∞/(f
p−1
1 , . . . , f
p−1
r ))/p).[f
p−2][pn])
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Next we observe that the following square is commutative:
(0, a).[f p
−2
][pn] W dp2 (A∞)
Θ2
∼
// Ocrys2 (A∞)
a.(f p
−1
)[pn]
OO
❴
OO
W dp1 (A∞)
V
OO
Θ1
∼
// Ocrys1 (A∞)
p
OO
where the vertical arrow denoted V is defined by the given formula. With this in mind,
we find that the morphism ϕ : Idp2 (A∞)→ W
dp
1 (A∞) is described by the formulae (which
are valid only since p ≥ 3)
ϕ(0, a) = ap
ϕ((a0, a1).[f
p−2
i ]) = (p− 1)!a
p2
0 (f
p−1
i )
[p]
ϕ((a0, a1).[f
p−2 ][pn]) = 0 if n 6= 0
An arbitrary element of Idp2 (A∞)/pmay be written x = (0, a)+
∑
i[aif
p−2
i ]+
∑
n6=0[anf
p−2][pn].
Then we have:
(1− ϕ)(x) = (
∑
i a
p
i f
p−1
i +
∑
n 6=0(a
p
nf
p−1)[pn])− (ap −
∑
(api f
p−1
i )
[p])
This formula shows that 1− ϕ : Idp2 (A∞)/p→ W
dp
1 (A∞) is surjective and that x is in its
kernel if and only if the following are satisfied in A∞/(f
p−1): a =
∑
aif
p−2
i
apei = −a
p
i (i = 1, . . . , r)
apnn = 0 (|n| ≥ 2)
ie. if x is of the form
x = (0,
∑
aif
p−2
i ) +
∑
[aif
p−2
i ]−
∑
[aif
p−2
i ]
[p]
In other terms, Ker(1 − ϕ) is generated by elements of the form (z, z) − [z][p] with z
running in one of the ideals (f p
−2
i ) of A∞/(f
p−1).
Let us now investigate the map L : µp(A∞) → I
dp
2 (A∞). Let ζ = 1 + z
p3 denote an
element of µp(A∞) with z ∈ (f
p−4). By definition of L, we have L(ζ) = log((1 + [z])p
2
).
We have the following equalities in Idp2 (A∞)/p:
L(1 + zp
3
) = log(1 + p(
∑p−1
k=1(
1
p
(
p2
pk
)
)[z]pk) + [zp
2
])
= p
∑p−1
k=1
(−1)k−1
k
[zp]k +
∑p−1
k=1
(−1)k−1
k
[zp
2
]k − [zp
2
][p]
= (
∑p−1
k=1
(−1)k−1
k
zp
2k,
∑p−1
k=1
(−1)k−1
k
zp
2k)− [
∑p−1
k=1
(−1)k−1
k
zp
2k][p]
Now xp 7→
∑p−1
k=1
(−1)k−1
k
xk is a bijection of the ideal (f p
−1
) of A∞ onto the ideal (f
p−2) of
A∞/(f
p−1). In particular, the map L is injective. Since its image is a priori contained in
Ker (1− ϕ) the previous description of the latter yields the desired equality.
(iv) Consider X ′ with local finite p-bases and a morphism f : X ′ → X . We have to
check that the following squares of Abelian groups of X ′syn are commutative:
Ocrys.
F // Ocrys. I˜
crys
.
ϕ // Ocrys. µp.
L // I˜crys.
f−1Ocrys.
OO
f−1(F )
// f−1Ocrys.
OO
f−1I˜crys.
f−1(ϕ)
//
OO
f−1Ocrys.
OO
f−1µp.
OO
L // I˜crys.
OO
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The first square is clear. The second follows from the first one using Lem. 3.16 (iii). The
third one is obvious since both horizontal arrows come from a morphism in ΣN1,SY N by
restriction.

Lemma 9.10. Assume X/Σ1 has local finite p-bases.
(i) The Cartier morphism C−1 : O → Ocrys1 is monomorphic in Xsyn. It induces an
exact sequence as follows over ((X/Σ1)crys,syn,O):
0 // I // O // i∗φ∗O
(ii) Let us use the notation ǫ for either one of the morphisms (Xsyn,O)→ (Xet,O) or
((X/Σ1)crys,syn,O)→ ((X/Σ1)crys,et,O). If M is a locally free crystal with trivial
p-curvature on ((X/Σ1)crys,et,O) then the canonical base change morphism
ǫ∗φ∗M → φ∗ǫ
∗M
is monomorphic in Mod(Xsyn,O).
Proof. (i) Let A∞ be as in the proof of Lem. 9.6 (iv). We have the following commu-
tative triangle (see (228)):
W dp1 (A∞)
F $$❏
❏❏
❏❏
❏❏
❏❏
❏
F // W dp1 (A∞)
A∞
Θ−11 ◦C
−1
::tttttttttt
The explicit computations of the proof of Lem. 9.9 (iii) then show that the arrow
Θ−11 ◦ C
−1 is injective and this suffices to conclude.
(ii) Consider the following commutative square:
ǫ∗i−1M ∼
//
ǫ∗(C−1)

i−1ǫ∗M
C−1

ǫ∗φ∗M
ch // φ∗ǫ
∗M
We want to check that the bottom horizontal arrow is monomorphic. The left vertical one
is an isomorphism by the Cartier equivalence on small e´tale sites (see the proof of Prop.
5.34 (i) for details). We claim that the right vertical arrow is monomorphic. Since M is
locally free and has trivial p-curvature, e´tale localization reduces us to the caseM = φ∗O,
ie. M = O. But then we are done by (i).

9.1.3. The following result explains a posteriori the ad hoc definition given in Def. 5.33.
Lemma 9.11. Assume that X/Σ1 has local finite p-bases and consider G in pdiv(X). Let
D denote the associated Dieudonne´ crystal over ((X/Σ∞)crys,et,O). Using the definitions
of Def. 5.57, we have the following.
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(i) There is a canonical isomorphism of exact sequences over ((X/Σ∞)crys,syn,O):
0 // π∗Ext
1
(X/Σ∞)CRY S,syn
(G∗, I)
≀

// π∗Ext
1
(X/Σ∞)CRY S,syn
(G∗,O)
‖

// Ext1(X/Σ∞)crys,syn(G
∗,Ga)
≀

// 0
0 // Fil1Dsyn // Fil0Dsyn // i∗Lie
syn(D) // 0
(ii) There is a canonical isomorphism of exact sequences over (XNsyn,O
crys
. ):
0 // Ext1XNsyn(l
−1G∗, Icrys. ) //
≀

Ext1XNsyn(l
−1G∗,Ocrys. ) //
≀

Ext1XNsyn(l
−1G∗,O) //
≀

0
0 // Fil1,crys. D
// Fil0,crys. D
// Liesyn. (D)
// 0
(iii) The diagrams of (i) and (ii) are naturally functorial with respect to X.
Proof. (i) Recall that by definition Dsyn = ǫ∗D and D = ι−11 D. Let us furthermore denote
Dsyn := ι−11 D
syn ≃ ǫ∗D, DSY N := π∗Dsyn and DSY N := ι−11 D
SY N ≃ π∗Dsyn. By Lem.
5.14 (ii), we have a commutative square as follows in ((X/Σ1)CRY S,syn,O): (note that
ι−11 Ext
1
(X/Σ∞)CRY S,syn
(−,−) ≃ Ext1(X/Σ1)CRY S,syn(ι
−1
1 (−), ι
−1
1 (−)) since ι
−1
1 has an exact left
adjoint).
Ext1(X/Σ1)CRY S,syn(G
∗,O)
≀

C−1 // Ext1(X/Σ1)CRY S,syn(G
∗, i∗φ∗O)
≀

DSY N
i∗φ∗(f)◦C−1 // i∗φ∗D
SY N
(229)
Projecting to ((X/Σ1)crys,syn,O) we get (see Lem. 9.2 (iii))
π∗Ext
1
(X/Σ1)CRY S,syn
(G∗,O)
≀

C−1 // Ext1(X/Σ1)crys,syn(G
∗, i∗φ∗O)
≀

Dsyn
i∗φ∗(f)◦C−1 // i∗φ∗D
syn
(230)
Claim. The image of the bottom (resp. top) horizontal arrow in (230) identifies canon-
ically with i∗Lie
syn(D) (resp. Ext1(X/Σ1)crys,syn(G
∗,Ga)).
Let us prove the first part of the claim. To begin with, we notice that the monomorphism
Coker vsyn 
 fsyn // D
syn
in Crys((X/Σ1)crys,syn,O)(231)
induces a monomorphism
φ∗Coker v
syn  
φ∗(fsyn) // φ∗D
syn
in Mod(Xsyn,O)(232)
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of O-modules on Xsyn. The claim concerning the image of the top arrow then follows
from the commutative diagram
Dsyn
‖

C−1 // i∗φ∗Coker v
syn  
i∗φ∗(fsyn) // i∗φD
syn
ǫ∗D
C−1 // // i∗ǫ
∗φ∗Coker v
= //
ch
OO
i∗Lie
syn(D)
since the arrow denoted ch is monomorphic by Lem. 9.10 (ii). Note that the bottom
arrow denoted C−1 uses the isomorphism ǫ∗i∗ ≃ i∗ǫ
∗ of Lem. 5.56 (i).
Let us now prove the second part of the claim. Consider the exact sequences
0 // I // O
nat // Ga // 0 over (X/Σ1)CRY S,syn
0 // Ga
C−1 // i∗φ∗O // Coker C
−1 // 0 over (X/Σ1)crys,syn (see Lem. 9.10 (i))
It suffices to prove that the left (resp. right) vertical arrow in the following commutative
square is epimorphic (resp. monomorphic)
π∗Ext
1
(X/Σ1)CRY S,syn
(G∗,O)
nat

C−1 // Ext1(X/Σ1)crys,syn(G
∗, i∗φ∗O)
π∗Ext
1
(X/Σ1)CRY S,syn
(G∗,Ga)
∼
9.2(iii)
// Ext1(X/Σ1)crys,syn(G
∗,Ga)
C−1
OO
Now, this follows from the vanishing of Ext2(X/Σ1)CRY S,syn(G
∗, I), Lem. 9.4 (ii) (resp. of
Hom(X/Σ1)crys,syn(G
∗, Coker C−1)).
Using the claim and applying ι1,∗ to (230), we find compatible epimorphisms as follows
over ((X/Σ∞)crys,syn,O):
π∗Ext
1
(X/Σ∞)CRY S,syn
(G∗,O)
≀

// // ι1,∗π∗Ext
1
(X/Σ1)CRY S,syn
(G∗,O)
≀

nat // // Ext1(X/Σ∞)crys,syn(G
∗,Ga)
≀

Dsyn // // ι1,∗D
syn
cansynD // // i∗Lie
syn(D)
The result now follows immediately from the vanishing of Hom(X/Σ∞)CRY S,syn(G
∗,Ga) and
the definition of Fil1Dsyn.
(ii) By definition, the second line is obtained from the second line of (i) by the functor
u∗l
−1 (Def. 5.58 (i)). It is exact by Prop. 5.59 (i). It is thus sufficient to observe that the
first line is also obtained from the first one by applying u∗l
−1 (recall that l−1π∗ ≃ π∗l
−1,
u∗π∗ ≃ π∗u∗ and use Lem. 9.1 (i) and Lem. 9.2 (ii)).
(iii) We have to check that there are naturally defined base change morphisms for each
vertex of the diagrams in question and that those are compatible to each other. Consider
a morphism f : X ′ → X where X ′ has local finite p-bases as well. Let G′ denote the
base change of G to X ′. For the purpose of this proof, we view G (resp. G′) as an
Abelian group in XSY N (resp. X
′
SY N). We thus have f
−1G ≃ G′. Using the natural
isomorphisms f−1i∗ ≃ i∗f
−1, πf ≃ fπ and the compatibility of Ext1 with localization on
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the big syntomic crystalline site, we find compatible base change morphisms (these are in
fact isomorphisms but we don’t need that here) over ((X ′/Σ∞)crys,syn,O):
π∗Ext
1
(X′/Zp)CRY S,syn
(i∗G
′∗,I) // π∗Ext
1
(X′/Zp)CRY S,syn
(i∗G
′∗,O) // π∗Ext
1
(X′/Zp)crys,syn
(i∗G
′∗,Ga)
f∗π∗Ext
1
(X/Zp)CRY S,syn
(i∗G
∗,I) //
OO
f∗π∗Ext
1
(X/Zp)CRY S,syn
(i∗G
∗,O) //
OO
f∗π∗Ext
1
(X/Zp)crys,syn
(i∗G
∗,Ga)
OO
Let us now explain the base change morphisms for the second line of (i). As before we
use the following notations:
DSY N := Ext1(X/Σ∞)SY N (i∗G,O) in Crys((X/Σ∞)CRY S,syn,O)
DSY N := ι−11 D
SY N in Crys((X/Σ1)CRY S,syn,O)
Dsyn := π∗D
syn in Crys((X/Σ∞)crys,syn,O)
Dsyn := ι−11 D
syn in Crys((X/Σ1)crys,syn,O)
D := ǫ∗D
syn in Crys((X/Σ∞)crys,et,O)
D := ι−11 D in Crys((X/Σ1)crys,et,O)
We define similarly crystals D′SY N , D′SY N , D′syn, D′syn, D′, D′ starting from G′ instead
of G. A base change morphism f ∗Dsyn → D′syn has been described just above. Note
that this also induces f ∗Dsyn → D
′syn (using ι1f ≃ fι1), f
∗D → D′ (using ǫf → fǫ)
and f ∗D → D
′
(using ι1f ≃ fι1). From the latter and φf → fφ, we deduce the base
change morphism f ∗Lie(D) → Lie(D′) considered in Prop. 5.34 (ii). Recall now that
Liesyn(D) := ǫ∗Lie(D). Using fǫ → ǫf , we next deduce the base change morphism
f ∗Liesyn(D) → Liesyn(D′) implicitly hinted in Def. 5.62 (i). Finally, a base change
morphism f ∗i∗Lie
syn(D)→ i∗Lie
syn(D′) for the right term in the second line of (i) follows
using if → fi. In order to get the expected base change morphisms for the second line of
(i), we have to check that the following natural square (where the horizontal arrows are
defined using can and iǫ→ ǫi) is commutative:
D′syn // i∗Lie
syn(D′)
f ∗Dsyn
OO
// f ∗i∗Lie
syn(D)
OO
(233)
Even though this was also already implicit in Def. 5.62 (i), we give some details here. We
have to prove that the exterior square of the following diagram (where the arrows are the
obvious ones) commutes:
ǫ∗D′ // ǫ∗i∗Lie(D
′) // i∗ǫ
∗Lie(D′)
ǫ∗f ∗D
OO
// ǫ∗f ∗i∗Lie(D) //
OO
i∗ǫ
∗f ∗Lie(D)
OO
f ∗ǫ∗D
OO
// f ∗ǫ∗i∗Lie(D) //
OO
f ∗i∗ǫ
∗Lie(D)
OO
Commutativity of the bottom left (resp. top right) square is tautological (resp. is imme-
diate if one introduces ǫ∗i∗f
∗Lie(D)). Commutativity of the top left square is deduced
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from Prop. 5.34 (ii) using only pseudo-functoriality of the morphism i. Commutativity of
the bottom right hand square is a formal consequence of the pseudo-functoriality of the
isomorphism iǫ ≃ ǫi.
We have now checked that (233) commutes. As a result, f ∗Dsyn → D′syn also induces
a base change morphism f ∗Fil1Dsyn → Fil1D′syn so that we have described base change
morphisms for each vertex of the commutative diagram (i). It remains to check their
compatibility with respect to the vertical arrows of (i). In the case of the middle one
there is nothing to prove. The case of the left and right ones follow formally. The
tenacious reader may check by himself that the base change morphisms just described
above satisfy the composition constraint with respect to morphisms X ′′ → X ′ → X .
Functoriality of the diagram in (ii) with respect to X follows immediately since it is
obtained from (i) by applying u∗l
−1 while both u and l are pseudo-functorial with respect
to X .

Lemma 9.12. Assume that X/Σ1 has local finite p-bases. Consider G in pdiv(X) and
view it as group in Xsyn. We use the simplified notation Ext
q for ExtqXsyn or Ext
q
XNsyn
.
(i) The modules Ext1(l−1G∗, I˜crys. ) and Ext
1(l−1G∗,Ocrys. ) are normalized and Z/p
.-
flat. Moreover Lem. 9.11 (ii) induces compatible isomorphisms as follows over
(XNsyn,O
crys
. ):
F˜ il1,crys. D
1 //
≀

F˜ il0,crys. D
≀

Ext1(l−1G∗, I˜crys. )
Ext1(l−1G∗,1)
// Ext1XNsyn(l
−1G∗,Ocrys. )
(ii) The following square of (XNsyn,O
crys
. ) is commutative:
F˜ il1,crys. D
≀

ϕ // (F )∗F˜ il
0,crys
. D
≀

Ext1(l−1G∗, I˜crys. )
Ext1(l−1G∗,ϕ)
// (F )∗Ext
1(l−1G∗,Ocrys. )
(iii) There is an isomorphism
S1,ϕsyn,.,X(D(G)) ≃ Ext
1(̟−1l−1G∗, (I˜crys. ,O
crys
. , 1, ϕ)) in Mod
1,ϕ(XNsyn,O
crys
. )
where ̟ denotes the canonical morphism XN,1,ϕsyn → X
N
syn (Lem. 5.1).
Proof. (i) By Lem. 5.56 (iv), we already know that Dcrys. ≃ Ext
1(l−1G∗,Ocrys. ) is Z/p
.-
flat and normalized. The same holds for 〈1〉∗Ext1(l−1G∗, Icrys. ), thanks to Lem. 3.16 (iv)
applied to the top exact sequence of Lem. 9.11 (ii). In order to get the claimed compatible
isomorphisms, it suffices to apply the functor 〈1〉∗ to the left square in Lem. 9.11 (ii) and
to prove that the natural arrow
〈1〉∗Ext1(l−1G∗, Icrys. ) // Ext
1(l−1G∗, 〈1〉Icrys. )
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is an isomorphism. This, in turn, will follow from the following commutative diagram by
the five lemma, once proven that its lines are exact:
0 // Ext1(G∗,O) //
‖

Ext1(G∗, Icrysk+1 )/p
k //

Ext1(G∗,Ocrysk )
//
‖

Ext1(G∗,O)
‖

// 0
0 // Ext1(G∗,O) // Ext1(G∗, Icrysk+1 /p
k) // Ext1(G∗,Ocrysk )
// Ext1(G∗,O) // 0
The first exact line is deduced from the first exact sequence of Lem. 9.11 (ii) using Lem.
3.16 (iv). The second line on the other hand, is deduced from the exact sequence
0 // O // Icrysk+1 /p
k // Ocrysk
// O // 0(234)
(apply Lem. 3.16 (iv) to the exact sequence of Lem. 9.9 (i)). Note that (234) remains exact
after applying Ext1(G∗,−) since Hom(G∗, Icrysk ), Ext
2(G∗,O) and Hom(G∗,O) vanish by
Cor. 3.13 (i) and Lem. 9.4 (i).
(ii) Using Lem. 3.16 (iii) and the definition of ϕ (Prop. 5.61), it is sufficient to prove
that the following square commutes:
Fil1,crys. D
≀

Fr // (F )∗F˜ il
0,crys
. D
≀

Ext1(l−1G∗, Icrys. )
Ext1(l−1G∗,F )
// (F )∗Ext
1(l−1G∗,Ocrys. )
where Fr is as in Def. 5.60 and F denotes the Frobenius endomorphism of Ocrys. . We
conclude by Lem. 5.14 (i), (iii) thanks, to the fact that the absolute Frobenius of X is
syntomic (choose locally a finite p-basis and argue as in the proof of 9.6 (iv)).
(iii) In view of Lem. 9.1 (i), this is just a reformulation of (i) and (ii).

We are now in a position to prove the expected comparison theorem for p-divisible
groups.
Theorem 9.13. Let X denote a diagram of Sch/Σ1 whose vertices have local finite p-
bases and consider G ∈ pdiv(X). There is a canonical isomorphism
Gp. ≃ Ssyn,.,X(D(G)) in D(X
N
syn,Z/p
.)
Proof. Since Gp. is concentrated in degree 0, it suffices to construct the desired isomor-
phism in the case where X is a single scheme and to check its compatibility with respect
to the natural base change morphisms relative to a morphism X ′ → X . Let thus X
denote a scheme with local finite p-bases over Σ1. In virtue of Lem. 9.12 (iii) and of the
tautological isomorphism
Ssyn,.,X(D(G)) ≃ R̟∗S
1,ϕ
syn,.,X(D(G))
it suffices to establish a canonical isomorphism in XNsyn:
Gp. ≃ R̟∗Ext
1(̟−1l−1G∗, (I˜crys. ,O
crys
. , 1, ϕ))
Let us compute the right hand side. Recall from Lem. 5.2 (iv) that one has a canonical
distinguished triangle
R̟∗Ext
1(̟−1l−1G∗, (I˜crys. ,O
crys
. , 1, ϕ))
// Ext1(l−1G∗, I˜crys. )
1−ϕ // Ext1(l−1G∗,Ocrys. )
+1 //
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Since Extq(l−1G∗, µp.) vanishes for q = 0, 2 (Lem. 9.1 (i), Cor. 3.13 (i) and Lem. 9.4 (i)),
the second exact sequence in Lem. 9.9 (iii) produces an exact sequence
0 // Ext1(l−1G∗, µp.) // Ext
1(l−1G∗, I˜crys. )
1−ϕ // Ext1(l−1G∗,Ocrys. ) // 0
Comparing with the above, we get
R̟∗Ext
1(̟−1l−1G∗, (I˜crys. ,O
crys
. , 1, ϕ)) ≃ Ext
1(l−1G∗, µp.) in Mod(X
N
syn,Z/p
.)(235)
Let us compute the right hand side. Thanks to Cor. 3.13 (i), we find that for k fixed, the
exact sequence
0 // G∗
pk
// G∗
pk // G∗ // 0
gives rise to an isomorphism between Gpk ≃ Hom(G
∗
pk
, µpk) and Ext
1(G∗, µpk). Letting k
vary, we get
Gp. ≃ Ext
1(l−1G∗, µp.) in Mod(X
N
syn,Z/p
.)(236)
This ends the proof in the case of a single scheme X . In order to pass to the case of a
diagram X/∆ of arbitrary type, it suffices to check that the isomorphisms (235) and (236)
are both naturally functorial with respect to X . This causes no difficulty using the first
isomorphism of Lem. 9.2 (iii) (note that (235) and (236) both come from a morphism in
the big topos).

Remark 9.14. The isomorphism of the theorem may be reformulated as an exact sequence
over (XNsyn,Z/p
.)
0 // Gp. // F˜ il
1,crys
. (D(G))
1−ϕ // F˜ il0,crys. (D(G))
// 0
Corollary 9.15. Keep the assumptions of Thm. 9.13 and denote ǫ : XFL → Xet. There
is a canonical isomorphism:
Rǫ∗Gp. ≃ Set,.,X(D(G)) in D(X
N
et,Z/p
.)
Proof. This follows immediately from Thm. 9.13 and Prop. 5.64 (ii), given that Gp. is
acyclic for the projection functor XFL → Xsyn (this follows easily from [Gr1] Thm. 11.7
using [BBM] Thm. 3.1.1).

9.2. Semi-Abelian schemes over C.
We can finally prove our main result.
Theorem 9.16. Assume A is a semi-Abelian scheme over C whose restriction to U
is Abelian. Let ǫ : CFL → Cet denote the canonical morphism. There is a canonical
isomorphism
Rǫ∗RΓ
ZAp. ≃ Set,.,C♯(−Z)(DC♯(A)) in D(C
N
et,Z/p
.)
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Proof. Recall the diagram of p-divisible groups H ∈ pdiv(J+) defined in Def. 6.28. De-
noting D := DJ+(H) the associated diagram of Dieudonne´ crystals we have the following
series of canonical isomorphisms in D(CNet,Z/p
.):
Rǫ∗RΓ
ZAp. ≃ Rm∗SmaRΓ
ZJ (J,Rǫ∗Hp.) (Prop. 6.29)
≃ Rm∗SmaRΓ
ZJ (J,Set,.,J+(D)) (Cor. 9.15)
≃ Rm∗SmaSet,.,J♯(−ZJ)(D|J♯) (Prop. 7.3 (ii) applied to D|J)
≃ Rm∗SmaSet,.,J♯(−ZJ)(DC♯(A)|J♯) (see below)
≃ Rm∗Set,.,J♯(−ZJ)(DC♯(A)|J♯) (Lem. 6.8(ii))
≃ Set,.,C♯(−Z)(DC♯(A)) (Prop. 7.1(iii))
Let us explain the fourth isomorphism in details. According to Lem. 8.23 and Lem. 5.53,
we have a canonical distinguished triangle
Set,.,J♯(−ZJ)(D|J♯) // Set,.,J♯(−ZJ)(DC♯(A)|J♯) // Set,.,J♯(−ZJ)(D
′
|J♯
)
+1 //(237)
in D(JNet,Z/p
.). Here D′ := D(H ′) is the Dieudonne´ crystal associated to the following
p-divisible group on J+ = (Zv → Cv ← Uv → U):
H ′ = (Qp/Zp ⊗ Γv,|Zv ← Qp/Zp ⊗ Γv → 0← 0)
We claim that the third term in (237) vanishes after applying the functor Sma (Def. 6.7
(ii)). Let us explain this. From Prop. 7.3 (iii) and Cor. 9.15 we have
Set,.,J♯(−ZJ)(D
′
|J♯
) ≃ RΓZJ (J,Set,.,J+(D
′))
≃ RΓZJ (J, ǫ∗H
′
p.)
By Lem. 6.14 (ii), (iii) we have a distinguished triangle
RΓZJ (J, ǫ∗H
′
p.) // ǫ∗H
′
|J,p.
// zJ,∗ǫ∗H
′
|ZJ ,p.
+1 //
and thus an isomorphism
RΓZJ (J, ǫ∗H
′
p.) ≃ (jv,!ǫ∗Γv,|Uv/p
. → 0← 0)
in D(JNet,Z/p
.) (recall that J = (Cv ← Uv → U)). The claim then follows from Lem. 6.8
(iii).

It might be worth to state a down to earth (weaker) version of this result.
Corollary 9.17. There is a canonical distinguished triangle
RΓZ(C, Tp(A)) // RΓ(C
♯/Σ∞, F il
1DC♯(A)(−Z))
1−ϕ // RΓ(C♯/Σ∞, DC♯(A)(−Z))
+1 //
where p.ϕ is induced by the Frobenius endomorphism of the third term.
Proof. Apply Rl∗ and RΓ(Cet,−) to Thm. 9.16 and then apply Lem. 5.2 (iv).

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10. Index of notations
X/∆ or (Xδ)δ∈∆: a diagram of type ∆, Def. 2.1 (i).
Diag(C): the category of diagrams of a category C, Def. 2.1 (iii).
Ffib, resp. Fcof : the fibered, resp. cofibered, category associated to a contravariant pseudo-
functor F on a category B, Lem. 2.2.
Fdiag, F codiag: extensions of F to Diag(B), Lem. 2.4.
Cat, resp. Pre: the 2-category of categories, resp. pretopologies, Def. 2.14.
Mod(T (−), A), Kom∗(T (−), A) and D∗(T (−), A): the category of modules, complexes and
its derived category viewed as pseudo-functors, Lem. 2.17.
T N, ιk : T → T
N and l : T N → T : the topos of projective systems and the associated
morphisms, Def. 2.23, Lem. 2.24 (iii), (iv).
Sch: the category of schemes, Sect. 2.3.1.
Sch♯: the category of fine log schemes, Sect. 2.3.1.
X♯ = (X,MX → O): an object of Sch
♯, Sect. 2.3.1.
TOP ♯(X♯), TOP (X♯) and top(X♯): the ♯-big, big and small top-site of a log scheme X♯, Def.
2.26.
X♯
TOP ♯
, X♯TOP and X
♯
top: their associated topoi, Def. 2.26.
π, r: the projection weak morphism between the ♯-big, big and small topos, its right section
(40).
ǫ: the weak morphism of change of topology, (41).
fl, syn, et, zar: the usual instances of top, Sect. 2.3.2.
O: the structural ring of the usual topoi, Def. 2.27.
Σk := Spec(Z/pk), Σ∞ := Spf(Zp), Sect. 2.4.
Sch♯p,nil = Sch
♯/Σ∞, Sect. 2.4.
CRY S♯top(X
♯/Σk), CRY S
♯
top(X
♯/Σk) and CRY S
♯
top(X
♯/Σk): the ♯-big, big and small crystalline
sites, Def. 2.28 (iii), (iv) and (v).
(X♯/Σk)CRY S♯,top, (X
♯/Σk)CRY S,top and (X
♯/Σk)crys,top: the associated topoi, Def. 2.28 (iii),
(iv) and (v).
π, r: the projection weak morphism between the ♯-big, big and small crystalline topos, its
right section, (43).
ιk,k′, ιk := ιk,∞: the morphisms of change of k, (44).
ǫ: the weak morphism of change of topology, (45).
i and u: the morphism of immersion of the usual topos into the crystalline one and its right
retraction when it exists (46).
(lift): the lifting property for top, proof of Lem. 2.29.
fT ♯ , λT ♯: the localization morphism and the realization weak morphism, (47).
F|T ♯ , FT ♯ : the restriction and realization of a crystalline sheaf, Def. 2.31.
O = OX♯/Σk and Ga = i∗O: the usual rings of the crystalline topos, Def. 2.32 (i), (ii).
Ocrysk , O
crys = Ocrys∞ : the crystalline rings of the usual topos, Def. 2.32.
fCRY S♯, fCRY S, fcrys: (only in Sect. 2.5) the crystalline functoriality weak morphisms.
Real(CRY S♯top(X
♯/Σ)): the category of realizations of top crystalline sheaves resp. satisfying
top′ descent, Lem. 2.37 (iii).
Crys((X♯/Σ)CRY S♯,top,O): the category of crystals, Def. 2.41.
flf(X), pdiv(X): the category of finite locally free groups and p-divisible groups over X , Lem.
3.3 (ii), (i).
M(X): the category of 1-motives over X , Lem. 3.7.
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Φ: the component group of a semi-Abelian scheme, Lem. 3.10.
Ab(E) := Mod(E,Z): the category of Abelian groups of a topos E, Lem. 3.13.
flfTOP (X), flftop(X), flfCRY S,top(X/Σ), flfcrys,top(X/Σ): incarnations of flf(X), Lem. 3.13.
pdivTOP (X), pdivtop(X), pdivCRY S,top(X/Σ), pdivcrys,top(X/Σ): incarnations of pdiv(X), Lem.
3.13.
(E., A.): the ringed total topos associated to a variable topos on N, Sect. 3.3.1.
〈j〉: a certain endomorphism of (E., A.), Def. 3.14.
Mod(E., A.), D(E., A.): the category of modules and its derived category, Def. 3.15 (i), (ii).
Schp: the category of p-adic schemes, Def. 3.19 (i).
Sch♯p: the category of p-adic log schemes, Def. 3.19 (ii).
Xk (resp. X
♯
k): the reduction mod p
k of X , (resp. X♯), comment after Def. 3.19.
TOP ♯(X♯), TOP (X♯) and top(X♯): the ♯-big, big and small top site of a p-adic log scheme X♯,
Def. 3.20, (i).
X♯
TOP ♯
, X♯TOP and X
♯
top: the associated topoi, Def. 3.20 (i).
X♯
.,TOP ♯
, X♯.,TOP and X
♯
.,top: the ♯-big, big and small top topoi of X
♯
. , Def. 3.20 (ii).
π, r: the weak morphism of projection between the ♯-big, big and small topos, its right section,
comment below Def. 3.20.
ǫ: the weak morphism of change of topology, comment below Def. 3.20.
ιk,., ιk, l: the weak morphisms relating the top topoi of X
♯
k, X
♯
. and X
♯, (74) and comment
below.
O: the structural ring of the top topoi of X♯ or X♯. : Def. 3.21, (i).
MX and MX,.: the monoids of X
♯ and X♯. : Def. 3.21, (ii).
Modprop(E,O) for prop ∈ {qcoh, lf, lfft} and E ∈ {X
♯
TOP ♯
, X♯TOP , X
♯
TOP}, X
♯ a log scheme:
Def. 3.22 and Lem.-Def. 3.23 (i), (ii).
VX((fi)i): the closed subscheme of a scheme X defined by a set of sections of O, Rem. 3.25
(iii).
Modnorm,qcoh(X.,et,O), Modqcoh(Xet,O) for X a p-adic scheme: Rem. 3.28 (iii).
D+Lnorm,qcoh(X.,et,O), D
+
Lqcoh(Xet,O) for X a flat p-adic scheme: Rem. 3.31.
(X♯/Σ.)CRY S♯,top, (X
♯/Σ.)CRY S,top and (X
♯/Σ.)crys,top: the ♯-big, big and small crystalline top
topos of (X/Σ.). Def. 3.33.
ιk,., ιk, l: the weak morphisms relating the crystalline top topoi of (X
♯/Σk), (X
♯/Σ.) and
(X♯/Σ∞), (75).
π, r, ǫ, i, u in this context: comments of (75) and (76).
fT ♯. , λT ♯. : the localization morphism and the realization weak morphism in this context, (77).
F.,|T ♯. and F.,T ♯. : the restriction and realization of F., comment below (77).
Modprop(E,O) for prop ⊂ {norm, qcoh, lf, lfft} and E ∈ {(X
♯/Σ.)CRY S♯,top, (X
♯/Σ.)CRY S,top,
(X♯/Σ.)crys,top}: Lem.-Def. 3.34 (ii) and Rem. 3.36 (ii).
Crysprop(E,O) for prop ⊂ {norm, qcoh, lf, lfft} and E ∈ {(X
♯/Σ.)CRY S♯,top, (X
♯/Σ.)CRY S,top,
(X♯/Σ.)crys,top}: Rem. 3.36 (iv).
F (X/Y ): the relative Frobenius, Def. 4.1 (i).
Ad: the affine space of dimension d, Def. 4.1 (iii).
(Ae,Ne): the affine space of dimension e with its canonical log structure, Def. 4.1 (iv).
ΩX♯/Y ♯ : the module of logarithmic differentials of a morphism of p-adic schemes, (81).
Emb♯, Emb♯,glob: the respective category of local and global embeddings, Def. 4.6, (i).
Sch♯,slfpb/Σ1, Sch
slfpb/Σ1: Def. 4.7 (i).
Emb∗ for ∗ ⊂ {♯, glob, lfpb}: Def. 4.7 (i), (ii).
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T ♯ = D(X♯, Y ♯) (resp. Dn(X♯, Y ♯)): the logarithmic divided power envelope (resp. of order
n) of X♯ → Y ♯, Sect. 4.2.2.
P
♯(i)
T (resp. P
♯(i),n
T ): the i-th sheaf of dp-principal parts (resp. of order n) of X
♯ inside Y ♯,
viewed as an algebra of (Tet,O) via d0, Def. 4.11 (i).
ΩT : the pullback of ΩY ♯/Σk , (83).
D♯: the algebra of dp-differential operators of X♯ inside Y ♯. Def. .
K: the curvature of a connection ∇, Lem. 4.14 (i).
θ = (θn): the Taylor morphism of an integrable connection ∇. (87).
ε: the hyper dp-stratification of an integrable quasi-nilpotent connection. Prop. 4.16.
∇-Modprop(T
♯) = ∇-Modpdprop(X
♯, Y ♯) with prop ⊂ {qcoh, lf, lfft}: the category of prop mod-
ules with quasi-nilpotent integrable connection, Def. 4.17.
Hdp(T ♯) = Hdpdp(X♯, Y ♯): the category of hyper dp-differential operators, Def. 4.20.
Ω•
T ♯
, Ω•
T ♯
(M): the de Rham complex, Def. 4.22 (i), Def. 4.23.
LT ♯ : the linearization functor with value in ∇-Mod(T
♯), Lem. 4.24.
eM : the exact structure of modules on Crysprop((X
♯/Σ)crys,et,O), Σ = Σ. or Σ∞, Lem. 4.33.
∇-Modpd. (X
♯, Y ♯): explanations before Lem. 4.36.
e: the exact structure of crystals on Crysprop((X
♯/Σ)crys,et,O), Σ = Σ. or Σ∞, Prop. 4.37 (iii),
Prop. 4.39 (iii).
M(−h) for h ∈ME/M
×
E : Def. 4.42 (i), (iii)
Supp(MX), Center(MX): the support and center of a fine log structure on a scheme X ,
Lem.-Def. 4.48.
MX/Σ → OX/Σ: the log structure of the ringed small crystalline topos induced by that of X
♯,
explanations before Lem. 4.51.
E1,ϕ, 0, 1, ̟: the topos of diagrams of E of type 1 ⇔ 0 and the natural morphisms relating
it to the topos E, Lem. 5.1.
Mod1,ϕ(E,A) = Mod1,ϕ(E, (A, F )): the category of (1, ϕ)-modules, Lem. 5.2.
T ♯[.] = (U
♯
[.]/X
♯, T ♯[.]): a semi-simplicial p-adic dp-thickening, viewed as a semi-simplicial crys-
talline sheaf, Sect. 5.2.1.
Ocrys. : the crystalline ring of X
♯,N
[.] or U
♯,N
[.] , also viewed as a ring of T
♯
[.],. in the latter case, (100).
λT ♯
[.],.
, fT ♯
[.],.
, fT ♯
[.],.
/U♯
[.],.
, fU♯
[.],.
, ι: the morphisms of topoi associated to T ♯[.], (100).
Emb∗F (resp. Emb
∗
F,div) for ∗ ⊂ {♯, lfpb, glob}: categories of embeddings with Frobenius lifts
(resp. and effective log divisors), Def. 5.5 (i), (iii).
HR∗,etF (resp. HR
∗,et
F,div) or HR
∗,crys
F (resp. HR
∗,crys
F,div ) for ∗ ⊂ {♯, lfpb}: categories of semi-
simplicial embeddings with Frobenius lifts (resp. and effective log divisors) inducing a
hypercovering in the small et topos or in the et small crystalline topos, Def. 5.5 (ii), (iii).
Emb♯,exF , HR
♯,et,ex
F and HR
♯,crys,ex
F : some more categories of embeddings or semi-simplicial
embeddings with Frobenius lifts, Lem. 5.7.
B0 (resp. B
♯
0, C
♯
0): a certain category of diagrams of schemes (resp. log schemes with effective log
divisors, resp. semi-simplicial embeddings with Frobenius lifts and effective log divisors),
Def. 5.9 (i), (ii).
F emb, F glob, F loc, Kemb, Kloc, Kloc′, Dloc′: some pseudo-functors occurring in the globalization
of a colax morphism, Sect. 5.2.2.
Semb, S loc, Sglob: some variants of the colax morphism in question, Sect. 5.2.2.
F = FX♯ : the absolute Frobenius endomorphism, Sect. 5.3.1.
F0U
♯, F0(U
♯, T ♯) for U ♯ in TOP ♯(X♯), (U ♯, T ♯) in CRY S♯top(X/Σ1), Sect. 5.3.1.
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F (−/X
♯) : F → id: the relative Frobenius, viewed as a morphism between endomorphisms of
(crystalline or usual) top topoi, Def. 5.12 (i), (ii).
C−1 : F → iu, nat : iu→ id: the morphisms factorizing the relative Frobenius, Def. 5.13 (i),
(ii).
(F ), (C−1), (nat): the induced ring homorphisms, viewed as morphisms of ringed topoi, Def.
5.15 (i), (iii).
φ: the ringed variant of u, using the inverse Cartier ring homomorphism, Def. 5.15 (ii), (iii).
F (−/X
♯) : F → (F ), C−1 : F → iφ: the ringed variants of the relative Frobenius and the inverse
Cartier morphism, Lem. 5.17 (i), (ii).
P
♯(1)
X (resp. P
(1)
X ): the 1st sheaf of dp-principal parts of X
♯ (resp. X), Sect. 5.3.3.
D♯ (resp. D): the algebra of dp-differential operators of X♯ (resp. X), Sect. 5.3.3.
P(1),F and D(1),F : the structural ring of X ×F,X,F X and it dual, Def. 5.20 (i), (ii).
CrysF ((X/Σ1)crys,et,O): the category of crystals with trivial p-curvature, Lem. 5.22.
φX♯ , φX : the morphism of ringed topoi φ for X
♯ and X , (123).
o: the functoriality weak morphism induced by the forgetful morphism X♯ → X , (123).
Modt−fr(Xet,O), Cryst−fr((X/Σ1)crys,et,O), Cryst−fr((X
♯/Σ1)crys,et,O): the categories of t-
torsion free modules and crystals, Def. 5.26 (i), (ii).
DC(X♯): the category of Dieudonne´ crystals, Def. 5.30 (i).
DC1(X
♯): the category of truncated Dieudonne´ crystals of level 1, Def. 5.30 (ii).
(D, f, v): the reduction mod p of (D, f, v) for X♯ locally embeddable, Lem. 5.31 (ii).
DCCRY S♯,top(X
♯), DCCRY S,top(X
♯), DCcrys,top(X
♯): various incarnations of DC(X♯): Rem.
5.32.
Lie(D) := Lie(D) := Coker v for D in DC(X♯), X♯ with local p-bases: Def. 5.33 (i), (ii).
canD : D → i∗Lie(D), canD : D → i∗Lie(D): the natural morphism built using the inverse
Cartier morphism, Def. 5.33 (i), Prop. 5.34, (i).
FilhD, FilhD, h = 0, 1: the mod p Hodge filtration on the crystalline modules underlying D
and D, Def. 5.33 (i), (ii).
chf : f
∗Lie(D)→ Lie(f ∗D): the base change isomorphism along f , Prop. 5.34, (ii).
Hdpnorm(T
♯
. ,O): the category of normalized modules and hyper dp-differential operators, (133).
L., L: the linearization functor with respective values in Crysnorm((X
♯/Σ.)crys,et,O),
Crys((X♯/Σ∞)crys,et,O) (133).
M., MT ♯. , for M in Mod((X
♯/Σ∞),O): explanations below (133).
Ω•T ♯.
(M), for M in Crys((X♯/Σ∞)crys,et,O): explanations below (133).
canL : L(DT ♯. )→ i∗Lie(D), Fil
1L(DT ♯. ) := Ker canL: Prop. 5.36 (i).
aug : D → L(DT ♯. ): Prop. 5.36 (i).
Kom(T ♯.,et,O
cris
. ) (resp. Fil
0,1Kom(T ♯.,et,O
cris
. )): the categories of complexes (resp. endowed
with a one step filtration), Def. 5.37.
Fil..,T ♯(−h)(D), F il
.Ω•
.,T ♯
(−h)(D), F il.LΩ•
.,T ♯
(−h)(D): the respective filtered twisted realiza-
tion of D, twisted de Rham complex, twisted linearized de Rham complex, associated to
a given global embedding with Frobenius lift and effective log divisor, Def. 5.37 (i), (ii),
(iii), or a diagram of such, Rem. 5.38.
O˜crys. := Z/p
. ⊗ l−1Ocrys: Def. 5.39.
F˜ il
.
.,T ♯(−h)(D), F˜ il
.
Ω•.,T ♯(−h)(D), F˜ il
.
LΩ•.,T ♯(−h)(D): the L-normalized variant of the above
filtered complexes: Def. 5.40, Rem. 5.41, Lem. 5.42 (ii).
Fil.T ♯(−h)(D), F il
.Ω•T ♯(−h)(D), F il
.LΩ•T ♯(−h)(D): the limit variant of the above filtered com-
plexes: Def. 5.43.
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Lie.,T ♯(−h)(D), L˜ie.,T ♯(−h)(D), LieT ♯(−h)(D): Lem. 5.42 (ii), Lem. 5.44 (i).
F˜ (−/T
♯
. ) : id→ F˜−1
T ♯.
: the lifted relative Frobenius associated to a Frobenius lift on a p-adic log
scheme T ♯, Lem. 5.45 (i).
F˜ : the lifted Frobenius endomorphism of the structural ring of T ♯et, Lem. 5.45 (ii).
F˜ (−/T
♯
. ) : (F˜ )∗ → F˜ ∗T ♯. or (F )
∗ → F˜ ∗T ♯. : ringed variants of the lifted relative Frobenius, Rem.
5.46 (iii).
Fr: the semi-linear endomorphism of D(−h)T ♯. , Ω
•
T ♯.
(D(−h)) or (L(Ω•T ♯. (D(−h))))T ♯. built from
the lifted relative Frobenius and the Frobenius of the Dieudonne´ crystal, Def. 5.47.
ϕ : F˜ il
1
.,T ♯(−h)(D) → F˜ il
0
.,T ♯(−h)(D), F˜ il
1
Ω•.,T ♯(−h)(D) → F˜ il
0
Ω•.,T ♯(−h)(D) or
F˜ il
1
LΩ•
.,T ♯
(−h)(D)→ F˜ il
0
LΩ•
.,T ♯
(−h)(D): the unique morphism such that pϕ is induced
by Fr, Prop. 5.48.
Kom1,ϕ(T ♯[.],.,et, O˜
crys
. ): the category of complexes of (1, ϕ)-modules, Def. 5.49 and explanations
below.
S1,ϕ
et,.,T ♯
(−h), SΩ•,1,ϕ
et,.,T ♯
(−h), SLΩ•,1,ϕ
et,.,T ♯
(−h): three variants of the twisted syntomic complex
functor attached to a given global (or semi-simplicial local) embedding with Frobenius
lift and effective log divisor, taking their values in the category of complexes of (1, ϕ)-
modules of (T ♯.,et, O˜
crys
. ), Def. 5.49.
S1,ϕ
et,.,X♯
(−h): the twisted syntomic complex functor attached to (X♯, h) in B♯0, taking its values
in the derived category of (1, ϕ)-modules of (X♯,Net , O˜
crys
. ), Prop. 5.51.
Set,.,X♯(−h) (resp. Set,X♯(−h)): the twisted syntomic complex functor attached to (X
♯, h)
in B♯0, taking its values in the derived category of modules of (X
♯,N
et , O˜
crys,F=1
. ) (resp.
(X♯et, O˜
crys,F=1)), Def. 5.52.
Liesyn(D): the pullback of Lie(D) to the small syntomic site, Def. 5.56 (i).
Dsyn, LsynΩ•T.(D): the pullbacks of D and LΩ
•
T.
(D) to the small syntomic crystalline site, Def.
5.56 (ii).
cansynD , can
syn
L : Def. 5.56 (iii).
Fil1Dsyn, Fil1LsynΩ•T.(D): Def. 5.56 (iii).
Fili,crys. D (resp. Fil
iLcrysΩ•.,T (D): the resulting complexes of (X
N
syn,O
crys
. ), Def. 5.58 (i).
F˜ il
i,crys
. D, F˜ il
i
LcrysΩ•.,T (D) and L˜ie
syn
. (D): L-normalized variants, Lem. 5.59 (ii).
Liesyn. (D), L˜ie
syn
. (D): Prop. 5.59 (i).
Fr: the semi-linear endomorphism of Fil0,crys. D (resp. Fil
0LcrysΩ.,T (D)) built from the relative
Frobenius (resp. , the Frobenius lift) and the Frobenius of the Dieudonne´ crystal, Def.
5.60.
ϕ : F˜ il1,crys. D → (F )∗F˜ il
0,crys
. D or Fil
1LcrysΩ•.,T (D) → (F )∗Fil
1LcrysΩ•.,T (D): the unique
morphism such that pϕ is induced by Fr, Prop. 5.61.
S1,ϕsyn,.,X: the syntomic complex functor attached to a diagram of separated schemes with local
p-bases, taking its values in the category of (1, ϕ)-modules of (XNsyn,O
crys
. ), Def. 5.62, (i).
SLΩ•,1,ϕsyn,. : the syntomic complex functor attached to a diagram of global embeddings with
Frobenius lift, taking its values in the category of complexes of (1, ϕ)-modules of (XNsyn,O
crys
. ),
5.62 (ii).
Ssyn,.,X: the syntomic complex functor, taking its values in the derived category of modules of
(XNsyn,O
crys,F=1
. ), Def. 5.65.
Kom(A), D(A): the category of complexes and the derived category of A.
MF : the mapping fiber functor, Def. 6.1.
C: an irreducible smooth curve over Σ1, (152).
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Z, C♯, U , Zv, Cv, C
♯
v, Uv: various log schemes related to C, (152).
z, j, o, zv, jv, ov, ιZv , ιCv , ιC♯v , ιUv : natural morphisms relating them, (152).
OC,v, Ov, Kv, kv: the local ring at v, the complete ring at v, the complete field at v, the residue
field at v, (152).
ZJ , J , J
♯: diagrams of log schemes related to C, (153), (154).
zJ , oJ , mZ , m, m
♯: natural morphisms relating them to each other and to Z, C, C♯, (155).
Smav, Sma: smashing functors, Def. 6.7 (i), (ii).
X+: the diagram attached to a morphism of diagrams of extremal type Y → X , Def. 6.10
(iii).
i, i+, ρ, σ: natural morphisms between the diagrams X , Y and X
+, Def. 6.10 (iii).
ΓY (X,−): the functor taking a sheaf on X or X+ to its sections on X vanishing on Y , Def.
6.12 (i), (ii).
ΓY (−) (resp. ΓY (X,−)) the functor taking a sheaf on X (resp. on X+) to the subsheaf (resp.
to the subsheaf of its restriction to X) formed by the sections which vanish on Y , Def.
6.12 (i), (ii).
A: a semi-Abelian scheme over C, Prop. 6.18.
Ap. : the projective system of its p-primary torsion subgroups, Prop. 6.18.
A0: its connected component, Prop. 6.18.
Φ = A/A0: its component group, proof of Prop. 6.18.
Schlft/R, Schlft/K, For/R and Rig/K for R a complete discrete valuation ring with fraction
field K = R[1
t
]: the categories of schemes which are locally of finite type over R, schemes
which are locally of finite type over K, t-adic formal schemes over R and rigid analytic
spaces over K, (185).
(−)for, (−)an, (−)|K : functors relating these categories, (185).
Fin/R, Fin/K: the category of finite schemes over R, K, Cor. 6.20 (i), (ii).
qff , ff , fet: other instances of top, Def. 6.21.
Gv/Cv: the Raynaud group of A|Uv/Uv, Def. 6.28.
H/J+: the diagram of p-divisible groups associated to A/C, Def. 6.28.
Γcart(−): the category of cartesian sections of a cofibered category, Prop. 7.1 (i).
Mlog(X): the category of log 1-motives over X , the spectrum of a complete discrete valuation
ring R, Def. 8.1 (i).
BX : the category of finite e´tale X-schemes, Def. 8.1 (ii).
M(X), MTlog(X), MT (X): subcategories of Mlog(X), comments below Def. 8.1.
CC: a certain category of diagrams of an exact category C, Def. 8.3 (i).
⊞ : CC → C: the Baer sum functor, Def. 8.3 (ii).
Mtlog(X): another subcategory of M(X), Def. 8.5, (ii).
Z(1): the Tate 1-motive, comment before Lem. 8.7.
Kum(x): the Kummer log 1-motive associated to some x ∈ K×, comment before Lem. 8.7.
Modfv(E/X , A|X): the category of (f, v)-modules, Def. 8.9 (i).
HomfvA|X : the bifunctor of inner homomorphisms of A|X-modules enriched with an (f, v)-module
structure, Def. 8.9 (ii).
Efv/X : the topos of (f, v)-objects, comment before Lem. 8.10.
χ : (E/X , A|X)→ (E
fv
/X , A|X): the natural morphism of ringed topoi, Lem. 8.10 (iii).
Gfv: the Z-(f, v)-module of the crystalline topos defined by locally free group or p-divisible
group G together with its Verschiebung and relative Frobenius, Sect. 8.2.3.
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B(−), BO(−): bidualizing functors for (f, v)-modules, Sect. 8.2.4.
D(G): [BBM]’s covariant Dieudonne´ crystal of some p-divisible group G, Prop. (i).
DX :M(X)→ DCCRY S,fl(X): the Dieudonne´ functor for 1-motives over a Σ1-scheme X , Def.
8.16.
|DX♯ | : Ext
1
Mlog(X)
(Z,Z(1))→ Ext1DC
CRY S♯,fl
(X♯)(o∗DX(Z), o∗DX(Z(1))) forX♯ = (Spec(R), Spec(k)):
a canonical map which is compatible with DX and DK , Prop. 8.18.
DX♯ : Mlog(X) → DC(X
♯): a canonical functor which is compatible with DX and DK and
induces the above map, Cor. 8.19.
Mlog(A): the log 1-motive associated to a semi-Abelian scheme over Spec(R), Def. 8.20 (i).
DX♯(A) = DX♯(Mlog(A)): the Dieudonne´ crystal associated to a semi-Abelian scheme over
Spec(R), Def. 8.20 (ii).
DC♯ : SAS(C,Z)→ DC(C,Z): the Dieudonne´ functor for semi-Abelian schemes over C which
are Abelian outside of Z, Def. 8.22.
Wk(U), Ik(U): the ring of Witt vectors of some scheme U of characteristic p, a certain ideal
inside it, Lem. 9.6.
W dpk (U), I
dp
k (U): the divided power envelope of Wk(U) with respect to Ik(U), the tautological
dp-ideal, Lem. 9.6 (i).
Θk :W
dp
k → O
crys
k : the canonical morphism, (226).
Icrys. , I˜
crys
. : the tautological dp-ideal of O
crys
. , its normalization on the small syntomic site of
certain schemes, Lem. 9.7 and comment above.
ϕ: the Frobenius divided by p on I˜crys. , Lem. 9.9 (ii).
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11. Index of terminology
functor descending along a change of the base category, comment after Lem. 2.6.
pretopology, premorphism of pretopologies : Def. 2.11 (i), (ii).
weak morphism, morphism of topoi : Def. 2.11 (iii).
prevariable, pretopology : Def. 2.14 (i).
weakly variable, variable topos : Def. 2.14 (ii).
projective limit formula for the direct image of a morphism of diagrams : Lem. 2.16 (ii).
componentwise injective, componentwise flasque, componentwise P-acyclic: Lem. + Def. 2.19
(iii).
d-injective, d-flasque, d-P-acyclic: Lem. + Def. 2.19 (iv).
premorphism of prevariable pretopologies : Def. 2.20 (i).
weak morphism, morphism of weakly variable topoi : Def. 2.20 (ii).
crystal condition: Lem. 2.40.
e-exact, reflects e-exactness, fully e-exact, fully Abelian: Sect. 3.1.1.
finite locally free group, p-divisible group: Def. 3.1 (i), (ii).
Cartier dual : (64), (65).
Abelian scheme, torus, semi-Abelian scheme, twisted constant group, 1-motive: Def. 3.5 (i),
(ii), (iii), (iv), (v).
normalized module, L-normalized complex, Def. 3.15 (i), (ii).
p-adic scheme, p-adic log scheme, Def. 3.19 (i), (ii).
quasi-coherent (or locally free or locally free of finite type) module on a scheme, Def. 3.22,
Lem. 3.23 (i), (ii).
quasi-coherent projective system of modules, Def. 3.27 (i).
quasi-coherent module on a p-adic scheme, Def. 3.27 (ii).
quasi-coherent complex of projective systems of modules, Def. 3.4.4 (i).
quasi-coherent complex on a p-adic scheme, Def. 3.4.4 (ii).
module with quasi-coherent (or locally free or locally free of finite type) realizations on the
crystalline site, Rem. 3.36 (ii).
quasi-coherent (or locally free or locally free of finite type) crystal, Rem. 3.36 (iv).
relatively perfect morphism, Def. 4.1 (i), (ii).
finite p-basis, morphism with local finite p-bases, Def. 4.1 (ii), (iii), (iv).
local embedding, global embedding, Def. 4.6 (i).
morphism of embeddings extending or lifting a morphism of schemes, Def. 4.6 (iii).
global embedding lifting a scheme, Lem. 4.9 (iii).
algebra of dp-differential operators, Def. 10.
module with connection, Lem. 4.13.
integrable connection, Lem. 4.14.
quasi-nilpotent connection, Lem. 4.15.
hyper dp-stratification, Prop. 4.16.
hyper dp-differential operators, Def. 4.21.
de Rham complex, Lem. 4.22 (i), Def. 4.23.
linearization functor, Lem. 4.24.
local crystal, Lem. 4.27.
morphism admitting flat liftings to local embeddings, Def. 4.34.
integral log structure on a ringed topos, Sect. 4.5.1.
effective log divisor, Def. 4.42 (i).
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twisted module, Def. 4.42 (iii).
top effective Cartier divisor, Def. 4.44.
flat fine chart, local flat fine charts, Def. 4.46 (i), (ii).
relative Frobenius, Def. 5.12 (i), (ii).
inverse Cartier morphism, Def, 5.13 (i), (ii).
crystal with trivial p-curvature, Lem. 5.22.
t-torsion free module or crystal, Def. 5.26 (i), (ii).
Dieudonne´ crystal, truncated Dieudonne´ crystal of level 1, Def. 5.30 (i), (ii).
mod p Hodge filtration, Def. 5.33 (i), (ii).
lifted relative Frobenius, Lem. 5.45 (i), Rem. 5.46 (iii).
twisted syntomic complex functor on the e´tale site, Def. 5.52.
global situation, local situation, Sect. 5.6.
syntomic complex functor on the syntomic site, Def. 5.65.
category of true arrows, Sect. 6.1.1.
functorial mapping fiber, Def. 6.1.
smashing functor, Def. 6.7 (i), (ii).
morphism of extremal type, Def. 6.10 (iii).
functor of vanishing sections, Def. 6.12 (i), (ii).
Raynaud group of a semi-stable Abelian variety, Sect. 6.5.2.
complete Mayer-Vietoris triangle for the twisted syntomic complex on the e´tale site, Cor. 7.2,
(ii).
localization triangle for the twisted syntomic complex on the e´tale site, Cor. 7.4, (ii).
log 1-motive over a complete discrete valuation ring, Def. 8.1 (i).
the weight filtration of a log 1-motive, comments below Def. 8.1.
Baer sum, Def 8.3 (ii) and comment above.
t-decomposition of a log 1-motive, Def. 8.5 (i).
Kummer log 1-motive, comment before Lem. 8.7.
log 1-motive of a semi-Abelian scheme. Def. 8.20 (i)
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