Abstract-We characterize the best achievable performance of lossy compression algorithms operating on arbitrary random sources, and with respect to general distortion measures. Direct and converse coding theorems are given for variable-rate codes operating at a fixed distortion level, emphasizing: a) nonasymptotic results, b) optimal or near-optimal redundancy bounds, and c) results with probability one. This development is based in part on the observation that there is a precise correspondence between compression algorithms and probability measures on the reproduction alphabet. This is analogous to the Kraft inequality in lossless data compression. In the case of stationary ergodic sources our results reduce to the classical coding theorems. As an application of these general results, we examine the performance of codes based on mixture codebooks for discrete memoryless sources. A mixture codebook (or Bayesian codebook) is a random codebook generated from a mixture over some class of reproduction distributions. We demonstrate the existence of universal mixture codebooks, and show that it is possible to universally encode memoryless sources with redundancy of approximately ( 2) log bits, where is the dimension of the simplex of probability distributions on the reproduction alphabet.
I. INTRODUCTION
S UPPOSE data are generated by a random process, or source . Roughly speaking, the main objective of data compression is to find efficient representations of data strings by variable-length binary strings . If we let denote the source alphabet, then the map from to the set of finite-length binary strings is a (variable-length) block code of length . The compression performance of such a code is described by its length function length of bits, for
In lossless data compression, the natural class of codes to consider is the class of uniquely decodable codes . As is well known, the Kraft inequality (see, e.g., [7, p. respondence between uniquely decodable codes , and probability distributions on :
KRAFT INEQUALITY: ( ) For any uniquely decodable code there is a probability measure on such that bits, for all ( ) Given any probability measure on there is a uniquely decodable code such that bits, for all
[Above and throughout the paper, denotes the logarithm taken to base .] In the first part of the inequality, for we can take the measure where is the normalizing constant Then the usual statement of the Kraft inequality says that . Turning to lossy compression, we consider the problem of variable-rate coding at a fixed distortion level. More precisely, for each data string produced by the source , our goal is to find an "accurate" representation of by a string taking values in the reproduction alphabet . The accuracy or "distortion" between two such strings is measured by a family of arbitrary distortion measures , (more precise definitions will be given later).
The class of codes we consider here is the collection of variable-length codes operating at a fixed distortion level, that is, codes defined by triplets where a) is a discrete (finite or countably infinite) subset of , called the codebook;
is the encoder or quantizer; c) is a uniquely decodable representation of the elements of by finite-length binary strings.
We say the code operates at distortion level (for some ), if it encodes each source string with distortion or less for all 0018 -9448/02$17.00 © 2002 IEEE
The compression performance of a code is described by its length function length of bits For a code with associated length function we will often write or simply . The main theoretical issue of interest here is to characterize the best achievable compression performance of such codes. For stationary ergodic sources, Shannon [25] , [36] gave the first such general characterization in terms of the rate-distortion function. In this paper, we adopt a somewhat different point of view. We take, as the starting point, a lossy version of the Kraft inequality, and use that as the basis for the subsequent general development. This approach leads to a natural formulation of the rate-distortion question as a convex selection problem, and allows us to consider, at least for part of the way, completely arbitrary source distributions and distortion measures. This approach has its roots in the earlier work of Bell and Cover [3] and of Kieffer [18] .
A. Outline
Our first main result (part of Theorem 1 in Section II) is the following lossy version of the Kraft inequality. Given a source string and a distortion level , let denote the "distortion-ball" of radius centered at (see (7) for a precise definition).
LOSSY KRAFT INEQUALITY: ( ) For any code
with associated length function , operating at distortion level , there is a probability measure on such that bits, for all ( ) Given any "admissible" sequence of probability measures on , there is a sequence of codes with associated length functions , operating at distortion level , such that bits, eventually, w.p.
where "w.p. " above and throughout the paper means "with probability one."
As will become apparent later, the assumption of "admissibility" of the measures is simply the natural requirement that random codebooks, generated according to these measures, do not yield codes with infinite rate.
In Theorems 1 and 2 in the following section, it is also shown that the same code performance as in the second part of the lossy Kraft inequality can be achieved in expectation. Further, if for a given sequence of measures more detailed information is available on the asymptotic behavior of the "code lengths"
(1) then more precise statements can be made about the redundancy achieved by the corresponding codes. The converse part of the lossy Kraft inequality is based on an extension of a simple argument that was implicitly used in [21] , and the corresponding direct coding theorems (in contrast to the lossless case) are asymptotic, and they are based on random coding arguments. In order to obtain the precise form of the second-order terms in the description lengths (the terms of order ), extra care is needed in constructing efficient codes.
In view of the codes-measures correspondence implied by the lossy Kraft inequality, the problem of understanding the best achievable compression performance is reduced, at least conceptually, to identifying the "optimal" measures and understanding the exact behavior of the approximate code lengths (1). As we will see, this correspondence leads to a characterization of the achievable performance of compression algorithms not in terms of the rate-distortion function, but in terms of a related quantity , defined as (2) where the infimum is over all probability measures on . Let us assume for a moment that the above infimum is achieved for some . In Theorems 3 and 4, we give both asymptotic and finite-results on the optimality of the measures and the codes they generate. First, we show that for any code with length function operating at distortion level bits (3) where is the th-order rate distortion function of the source. Then we show that the measures are "competitively optimal" in that, for any measure and any (4) (see also Remark 3 after Theorem 3). Moreover, we prove that the codes generated according to the measures are asymptotically optimal, up to about bits bits, eventually, w.p. . (5) The statements in (3)-(5) are given in Theorems 3 and 4. Special cases of these results under much more restrictive assumptions (a finite reproduction alphabet and a bounded, single-letter distortion measure) recently appeared in [21] . Note that, so far, no assumptions have been made on the source distribution or the distortion measures . 1 As a sanity check, we consider the case of stationary ergodic processes and subadditive distortion measures, and we show in Theorem 5 that, in this case, our general results reduce to Kieffer's pointwise coding theorems in [18] , where the quantity was defined and used extensively.
As an application of this general framework we consider the problem of universal coding for memoryless sources with respect to single-letter distortion measures. Following the corresponding development in universal lossless compression (see [6] and the references therein), we examine the performance of random codes based on mixture codebooks. Let be an independent and identically distributed (i.i.d.) source over a finite alphabet , and let the reproduction alphabet also be finite. A mixture codebook (or Bayesian codebook) is a random codebook generated according to sequence of distributions , where each is a mixture of i.i.d. distributions on for (6) In Theorem 6, sufficient conditions are given for the "prior" distribution , guaranteeing that the codes generated according to the mixture distributions are universal over the class of all memoryless sources on .
Under further regularity conditions on the prior (assuming it has a continuous and everywhere positive density with respect to Lebesgue measure), it is shown in Theorem 7 that the redundancy of the mixture codebooks asymptotically does not exceed bits, where is the dimension of the simplex of distributions on the reproduction alphabet . Therefore, the price paid for universality is about bits per degree of freedom, where, in contrast with the case of lossless compression, "freedom" is measured with respect to the class of possible codebook distributions we are allowed to use, and not with respect to the size of the class of sources considered.
In view of the recent results in [28] , this rate appears to be optimal and it agrees with the corresponding results in lossless compression [23] , [6] , as well as with those obtained in [5] within the framework of vector quantization. Moreover, the codes generated by mixture codebooks appear to be the first examples of codes whose redundancy is shown to be near-optimal not only in expectation, but also with probability one.
B. Earlier Work
A number of relevant papers have already been pointed out and briefly discussed. We also mention that, implicitly, the codes-measures correspondence has been used in the literature by various authors over the past five years or so; relevant works include [22] , [27] , [29] , [19] , and [21] , among others.
A different approach for dealing with arbitrary sources has been introduced by Steinberg, Verdú, and Han [26] , [13] , [14] , based on the "information-spectrum" method. This leads to a different (asymptotic) characterization of the best achievable performance in lossy data compression. Unlike in those works, more emphasis here has been placed on obtaining nonasymptotic converses, tight redundancy bounds, and coding theorems with probability one rather than in expectation.
The problem of determining the best achievable (expected) redundancy rate in lossy compression was extensively treated in [35] ; see also references therein. Suboptimal universal redundancy rates in expectation were computed in [31] , [15] , and asymptotically tight bounds were recently obtained in [30] , [28] where converses were also established. Taking a different point of view, Chou et al. [5] employ high-rate quantization theory to address the question of how close one can come to the optimum performance theoretically achievable (OPTA) function, as opposed to the rate-distortion function. Another related problem, that of characterizing the optimal pointwise redundancy (including the question of universality) has been treated in detail in [21] .
All of the works mentioned so far exhibit universal codes based on "multiple codebooks" or "two-stage descriptions." That is, the source string is examined, and based on its statistical properties one of several possible codes is chosen to encode . First, the index of the chosen code is communicated to the decoder, then the encoded version of is sent. In contrast, the universal codes presented here are based on a single mixture codebook that works well for all memoryless sources. This construction, facilitated by the codes-measures correspondence, is developed in close analogy to the corresponding lossless compression results; see [8] , [23] , [6] , [2] and references therein. Mixture codebooks for lossy compression are also briefly considered in [34] , [33] , but with the mixture being over fixed-composition codebooks of a given type, rather than over distributions.
Finally, we note that a different connection between rate-distortion theory and Bayesian inference has been drawn in [32] , [16] .
II. STATEMENTS OF RESULTS

A. The Setting
We introduce some definitions and notation that will remain in effect throughout the paper. Let be a random process, or source, taking values in the source alphabet , where is assumed to be a complete, separable metric space, equipped with its Borel -field . For , we write for the vector of random variables , and similarly write for a realization of . The distribution of is denoted by (more precisely, is a Borel probability measure on ), and the probability measure describing the distribution of the entire process is denoted by .
Similarly, for the reproduction alphabet we take to be a complete, separable metric space together with its Borel -field , where may or may not be the same as . 2 For each , we assume that we are given a distortion measure , that is, a nonnegative function . 3 For each source string and distortion level we define the distortion-ball as the collection of all strings that have distortion or less with respect to (7) Finally, throughout the paper, denotes the logarithm taken to base and denotes the natural logarithm. Unless explicitly stated otherwise, all familiar information-theoretic quantities (the relative entropy, rate-distortion function, and so on) are defined in terms of logarithms taken to base , and are hence expressed in bits.
B. Random Codebooks
Given an arbitrary (Borel) probability measure on , by a random codebook generated according to we mean a collection of independent random vectors taking values in , each generated according to the measure . These random vectors will serve as the codebook in various direct coding theorems presented later. Given a random source string , a random codebook as above, and a distortion level , we define the waiting time as the index of the first element of the codebook that matches with distortion or less with the usual convention that the infimum of the empty set equals .
In the coding scenario, we assume that the random codebook is available to both the encoder and the decoder. The gist of the subsequent direct coding theorems is to find efficient ways for the encoder to communicate to the decoder the value of the waiting time ; once this is available, the decoder can read off the codeword and obtain a -close version of . It is perhaps worth mentioning that the relationship of the th codebook to the st codebook will be irrelevant in all our subsequent direct coding arguments. For the sake of being specific it may be convenient to think of codebooks with different block lengths as being independent. On the other hand, if and are consistent measures, i.e., if happens to be the -dimensional measure induced by on , then the st codebook can be generated from the th one by extending each of its codewords by an additional letter generated according to the conditional distribution induced by .
C. Arbitrary Sources
Let be an arbitrary source and a given sequence of distortion measures as above. At various points below we will need to impose the following assumptions. They are variations of [18 is a stationary source and the are single-letter (or subadditive) distortion measures, then each of the above three conditions reduces to the existence of a suitable scalar quantizer, that is, each quantization condition reduces to the corresponding requirement for . For the statement of the next theorem we also need the following definitions. For each , let be a probability measure on . The sequence is called admissible if the random codebooks generated according to these measures yield codes with finite rate, with probability one. Formally, is admissible if there is a finite constant such that w.p. . (9) Similarly, the sequence is called admissible in expectation if it yields random codes with finite average rate, that is, 4 (10)
The following result demonstrates the correspondence between sequences of codes operating at distortion level and sequences of measures on the reproduction spaces . The theorem is proved in Section III-A.
Theorem 1. Codes-Measures Correspondence: Given a distortion level
, assume that condition (WQC) holds at level . i) For any code operating at distortion level there is a probability measure on such that bits, for all ii) For any admissible sequence of probability measures there is a sequence of codes operating at distortion level such that Const. bits, eventually, w.p. .
iii) For any sequence of probability measures that are admissible in expectation, there is a sequence of codes operating at distortion level such that Const. bits, eventually.
Remark 1:
The constant terms in parts ii) and iii) of Theorem 1 depend only on the constant that bounds the asymptotic rate of the measures in (9) and (10), respectively. Our next result shows that the redundancy rates of the codes in parts ii) and iii) of Theorem 1 can be improved when we have more information about the asymptotic behavior of the approximate code lengths (1) corresponding to the measures . Theorem 2 is proved in Section III-B.
Theorem 2. Improved Redundancy Rates: i) Given a distortion level
, assume that condition (WQC) holds at level . Let be an admissible sequence of probability measures and assume that eventually, w.p.
for some finite constant . Then there are codes operating at distortion level such that Const. bits, eventually, w.p. . ii) Given a distortion level , assume that condition ( SQC) holds at level for some . Assume that the sequence is admissible in expectation, and let be defined as above. If for large enough and for some finite nonzero constants and where , then there are codes operating at distortion level such that Const. bits, eventually.
Remark 2:
The constant term in the statement of part i) of Theorem 2 depends only on the constant in (11) . The constant term in part ii) of Theorem 2 depends only on the constants , , and the constant in the ( SQC) condition (8) .
Note that in many important cases of interest, the assumptions of Theorems 1 and 2 on the asymptotic behavior of the approximate code lengths (1) can be verified via the "generalized asymptotic equipartition property (AEP)" and its refinements; see [10] for an extensive discussion. Theorems 1 and 2 indicate that the best achievable performance of codes operating at distortion level can be understood almost entirely on the basis of understanding the precise behavior of the approximate code lengths (1) . To this end, for each and distortion level we define (cf. (2)) the quantity where the infimum is over all probability measures on . The next theorem gives finite-bounds on the achievable compression performance of arbitrary codes operating at distortion level . In particular, it identifies the measures that are optimal in terms of compression performance, as those that achieve the infimum in the definition of .
Theorem 3. Nonasymptotic Bounds:
i) For any code operating at distortion level where is the usual th-order rate-distortion function of the source [4] , defined by where denotes the mutual information between and , and the infimum is taken over all jointly distributed random vectors with having the source distribution , and ii) Assume that the infimum in the definition of is achieved by some probability measure and that . Then for any probability measure on we have and for any Remark 3. Competitive Optimality: The second result in part ii) of Theorem 3 is somewhat striking. It states that, for any fixed , there is an optimal code operating at distortion level (the code corresponding to ) with the following property. The probability that any other code beats the optimal one by or more bits is at most . achieving the infimum in the definition of , when is finite and is a sequence of bounded, single-letter distortion measures such were shown to exist in [21] . When the infimum is not achieved (or the achievability is not easy to check), it is still possible to recover the result of part ii) of Theorem 3; see Remark 7 after Theorem 4.
Remark 5.
Versus : The function can be defined in more familiar information-theoretic terms, making it more easily comparable to the rate-distortion function -see Lemma 1 later. In that form, is reminiscent of Kolmogorov's definition of -entropy (which explains the choice of the letter in the notation). It is obvious from Lemma 1 that is generally larger than , but for stationary-ergodic sources their limiting values and are equal (see Theorem 5) . Lemma 1 is proved in Appendix I.
Lemma 1. Alternative Characterization of
: For all we have where the infimum is taken over all jointly distributed random vectors with having the source distribution , and with probability one.
Next we deduce the following asymptotic result from Theorem 3: Up to approximately bits, the code lengths are both achievable and impossible to beat, with probability one.
Since the proofs of Theorems 3 and 4 follow very closely along the lines of the corresponding results in [21] we only include brief outlines of their proofs in Section III-C.
Theorem 4. Asymptotic Bounds:
Assume that for all large enough, the infimum in the definition of is achieved by some probability measure , and that .
i) For any sequence of codes operating at distortion level bits, eventually, w.p. . ii) Moreover, if the sequence is admissible and condition (WQC) holds at level , then there is a sequence of codes operating at distortion level such that Const. bits, eventually, w.p. . (12) Similarly, if the sequence is admissible in expectation then there exist codes so that (12) holds in expectation, and with in place of .
Remark 6. Admissibility:
The assumption that the optimal measures are admissible is typically not restrictive. For example, as we will see in the next section, they are always admissible (as well as admissible in expectation) when the source is stationary and ergodic. 
D. Ergodic Sources
We briefly consider the case of stationary ergodic sources and demonstrate how the classical coding theorems follow from the general results above. Assume that the source is stationary and ergodic, and that the distortion measures are subadditive, i.e., for all , , and all . We will also assume the existence of a reference letter such that
The following theorem is essentially due to Kieffer [18] . To connect it with our earlier results we include a brief outline of its proof in Appendix II. [18] : Let be a stationary-ergodic source such that condition (QC) holds for all . Assume that the distortion measures are subadditive, and that a reference letter exists. Then is finite for all , and the limit exists and is equal to the rate-distortion function of the source If, moreover, for all large enough the infimum in the definition of is achieved by some probability measure , then we also have i) As w.p. and in (14) ii) For any sequence of codes operating at distortion level bits/symbol, w.p.
Theorem 5. Stationary-Ergodic Sources
(15) and there exist codes achieving this bound with equality.
Remark 8. Even More on Achievability: As described in Remark 7, even when the achieving measure does not exist we can always find a function so that plays the role of . In this context, [17, Theorem 2] implies that part i) of Theorem 5 always holds with in place of , and, therefore, the pointwise converse (15) is also always valid.
E. Mixture Codebooks and Memoryless Sources
As we saw in Theorems 3 and 4, the optimal measures completely characterize the best compression performance of codes operating at a fixed distortion level. But the themselves are typically hard to describe explicitly.
In this subsection, we restrict our attention to memoryless sources. Although it is not hard to see that even here the measures do not have a particularly simple structure, we do know [35] , [29] , [21] that, when dealing with a single memoryless source, asymptotically optimal compression can still be achieved by codes based on product measures, i.e., measures of the form on . Taking to be the optimal reproduction distribution at distortion level , the codes generated according to the product measures achieve near-optimal redundancy both in expectation and with probability one (see Proposition 1 and the discussion following Theorem 7 for details).
Turning to the problem of universal coding, the above discussion motivates us to consider codes based on random codebooks that are generated according to mixtures over the class of all product distributions on . The existence of universal mixture codebooks will be established, and sufficient conditions will be given under which the redundancy rate they achieve is optimal.
For the remainder of this section, is assumed to be a stationary memoryless source, that is, the random variables are i.i.d, with common distribution on . We take both and to be finite sets and write for the cardinality of . Given a distortion measure , we consider the family of single-letter distortion measures
We also make the customary assumption that for each there is an such that . Following [27] , [21] , for each probability distribution on and all , we define the rate function where denotes the relative entropy, the infimum is taken over all jointly distributed random variables such that has the source distribution and , and denotes the marginal distribution of . It is not hard to see that is related to the rate-distortion function of the source via (16) where the infimum is taken over all probability distributions on ; cf. [27] , [21] . We let denote the product measures on , , and we call the measures the optimal reproduction distributions at distortion level (even though the achieving in (16) may not be unique). The following proposition shows that characterizes the first-order compression performance of the random codebooks generated according to the product measures . In particular (recall Theorem 1), it implies that the codebooks generated according to the optimal reproduction distributions achieve first-order optimal compression performance.
Proposition 1 [27] : For any probability measure on , and for all w.p. 1. (17) Next define as usual (18) Since for , to avoid the trivial case when is identically equal to zero we assume that . Also, from now on, we restrict our attention to distortion levels in the interesting range . Let denote the -dimensional simplex of probability measures on , and let be a probability measure on ; we refer to as the "prior" distribution on . For each , we define the mixture distribution on as in (6) for
The next theorem gives a simple sufficient condition on the prior, under which the first-order performance of codes based on the mixture distributions is universally optimal. Theorem 6 is proved in Section IV-A using an argument similar to that used in the proof of the corresponding lossless result in [1] .
Theorem 6. Universality of i.i.d. Mixtures: Let be an i.i.d. source with distribution on . For
, let denote the optimal reproduction distribution of at distortion level . If the prior has a density with respect to Lebesgue measure on the simplex, and is strictly positive in a neighborhood of , then w.p. as (19) More generally, (19) remains valid as long as the prior assigns positive mass to all neighborhoods for (20) The conditions of Theorem 6 are easily seen to be satisfied, e.g., when the prior has an everywhere strictly positive density , or when assigns positive mass to the optimal reproduction distribution itself. In particular, this includes the special case of discrete mixtures of the form where is one of the mixing distributions . More generally, the discrete mixtures are universal if the are a countable dense subset of the simplex and are strictly positive weights summing to one.
Remark 9. Universal Codes:
Suppose that the assumptions of Theorem 6 hold for all on the simplex-e.g., take to be the normalized Lebesgue measure on the simplex or a discrete probability measure supported on a countable dense set. Then, (22) where are the optimal reproduction distributions for the source at distortion level .
The proof of Theorem 7 (given in Section IV-C) is based on an argument using Laplace's method of integration, and closely parallels the proof of the corresponding result of Clarke and Barron [6] in the lossless case. Using (22) and applying Theorem 2, we get a sequence of universal codes with near-optimal redundancy rate.
Corollary 1. Universal Pointwise Redundancy:
Let . There is a sequence of codes operating at distortion level such that, for all memoryless sources in bits, w.p. , as (23) where are the optimal reproduction distributions for the source at distortion level . 
Remarks:
a) Interpretation: What Theorem 7 and Corollary 1 really tell us is that the codes corresponding to the mixture distributions have code lengths that do not exceed the "optimum" bits by more than bits. Why call the code lengths optimum? In view of Theorem 2, correspond to random codes generated according to the measures . In [29] , [35] , and in [21] it was shown that these random codes are essentially asymptotically optimal, both in expectation and with probability one. Specifically, in [29] it is proved that bits but we also know [35] that any code operating at distortion level has expected code lengths at least as large as bits. Similarly, in [21] it was shown that no code operating at distortion level can outperform by more than bits, eventually with probability one, and it was also shown that is approximately competitively optimal (see [21, Corollary 2 and Proposition 3]).
Therefore, we interpret (23) as saying that the pointwise price paid for universality by a mixture codebook is approximately " bits per degree of freedom." The converse recently proved in [28] indicates that this rate is asymptotically optimal.
b) Conditions for Universality: The results of Theorem 7 and
Corollary 1 only hold for sources in . The only essential restriction implied by this assumption is that the optimal reproduction distribution at distortion level is unique and has full support. Although this is, of course, not always the case, it is typically true for all low enough distortion levels, and it is true in several important special cases. For example, it is easily seen that this assumption is satisfied in the case of binary sources with respect to Hamming distortion; cf. [ . Therefore, the mixture codebooks not only achieve the best rate, but their second-order performance is also optimal, in that their fluctuations universally achieve the "minimal coding variance" [21, p. 139] of the source that is being compressed.
III. ARBITRARY SOURCES: THE CODES-MEASURES CORRESPONDENCE
Before giving the proofs of Theorems 1-4, we state some preliminary lemmas that will be needed in the proofs of the direct coding theorems. The first lemma (given here without proof) describes a specific prefix-free code for the positive integers. It is based on iterating a simple idea of Elias [11] .
Lemma 2. A Code for the Positive Integers:
There exists a prefix-free code for the positive integers with associated length function , such that, for all where denotes the function , and is some finite constant.
All our direct coding theorems will be proved using random coding arguments based on random codebooks as described in Section II-B. In the notation of that section, the next lemma establishes a precise relationship between the waiting time for a -close match in the codebook and the probability of finding such a match.
Lemma 3. Waiting Times Bounds:
In the notation of Section II-B: i) if for some , the probability is nonzero, then for any ii) there is a universal constant such that for all where for each the expectation is taken over the message as well as over the random codebook.
Proof of Lemma 3: Fix such that
Then, conditional on , the distribution of is geometric with parameter and where the last step follows from the simple inequality for This proves part i) of the lemma. For part ii), let denote the event and and write for the (random) probability . Then we can bound where follows by Fubini's theorem, follows from part i) of the lemma, and where for any event , by we denote its indicator function.
A. Proof of Theorem 1
For part i), given a code , let be the length function of the uniquely decodable map so that . Define if otherwise.
Then for any bits where the inequality follows from the fact that operates at distortion level . Since is uniquely decodable, Kraft's inequality implies that is a subprobability measure. If it is a probability measure we are done; otherwise, the above argument can be repeated with the measure in place of , where is the normalizing constant
The direct coding theorems of parts ii) and iii) are based on a random coding argument. Given a sequence of measures , for each generate a random codebook as described in Section II-B. These codebooks are assumed to be available both to the encoder and decoder, and the following coding scheme is adopted. If the waiting time is finite, then is described (with distortion or less) by describing to the decoder, using the code from Lemma 2. If , then we describe using the quantizer provided by the condition (WQC). Writing for the distribution of on , this description can be given using at most bits (24) Finally, a 1-bit flag is added to tell the decoder which of the two cases ( or ) occurred. This code clearly operates at distortion level , and its overall description length has if if .
For part ii), since the sequence is admissible, for -almost every realization of the source the probability eventually, and therefore the waiting times will be finite eventually with probability (with respect to both the source and the codebook distribution). Therefore, eventually, w.p. . (25) Write, as before, for the (random) probability . Then, for -almost every realization of the source, for large enough we can apply part i) of Lemma 3 with to get
The Borel-Cantelli lemma implies that eventually, w.p.
and hence eventually, w.p.
From the admissibility of and (26) we also have eventually, w.p. (27) and combining (25)- (27) eventually, w.p.
This proves part ii) of the theorem with the constant term equal to . Turning to part iii), we note that the assumption that is admissible in expectation implies that for all sufficiently small there is a finite (nonrandom) such that, for all w.p. and (28) In particular, the bound (25) holds with probability one for all , and, therefore, for Replacing all the terms above by , using part ii) of Lemma 3, and applying Jensen's inequality, implies that for all Finally, using the bound (28) yields, for all large enough
This proves part iii) with the constant term equal to and concludes the proof.
Remark:
The proof of the direct coding theorem in part ii) of Theorem 1 establishes that the bound claimed in the statement of the theorem holds with probability one with respect to both the source and the random codebook distribution. In other words, not only deterministic codes exist as claimed, but (almost) any realization of the random codes constructed will provide such a code.
B. Proof of Theorem 2
The coding scheme used here is different from the one in Theorem 1. Let so that , and define the events and If and both occur, then is described in two steps. First, we describe using no more than bits (29) and then describe itself using no more than bits (30) If either or fails, then is described without coding, using the quantizer provided by (WQC). After adding a 1-bit flag to indicate which of the two methods was used, from (24) , (29) , and (30), the overall description length of this code has if and both hold otherwise.
(31) For part i), assumption (11) and the admissibility of imply that both and hold eventually with probability (see the derivation of (26) above), thereby proving part i) with the constant term being equal to . For part ii) of the theorem, we first need to bound the probability that fails. With , since is admissible in expectation, for all large enough with probability one, and fails where follows by part i) of Lemma 3. Therefore, letting denote the event that either or fails, for large enough we have (32) Taking expectations of both sides of (31) we get Applying Hölder's inequality to the last expectation above, using bound (32) , and recalling the bound from the condition ( SQC), yields eventually This completes the proof of part ii) pf Theorem 2 with the constant term being .
C. Proofs of Theorems 3 and 4
Lemma 1 immediately implies that . Given a code , define a probability measure as in the proof of Theorem 1, and notice that
Part ii) of Theorem 3 and part i) of Theorem 4 follow from the Kuhn-Tucker conditions given in [3] exactly as in [21, proof of Theorem 6] . Finally, part ii) of Theorem 4 is an immediate consequence of parts ii) and iii) of Theorem 1.
IV. MEMORYLESS SOURCES: MIXTURE CODEBOOKS AND REDUNDANCY
In the notation of Section II-E, assume that is a stationary memoryless source with distribution on , and write for the distribution of the entire process. Let be a prior distribution on the simplex of probability measures on . For each , the mixture distributions on are defined as in (6) .
A. Proof of Theorem 6
It suffices to show that for every eventually w.p. or equivalently eventually w.p.
For , define the neighborhoods as in (20) , and assume that for all (we deal with the case of having a positive density at the end).
Observe that (34) From (17) we know that for every , as with -prob.
therefore, by Fubini's theorem, for -almost every realization of the source and for -almost every (35) Fix any one of the (almost all) such that (35) holds. By Fatou's lemma and the fact that it follows that and combining this with (34) implies (33) 
B. Technical Properties
Following the notation of Section II-E, we let denote the simplex of probability distributions on . Let . For the sake of rigor, we need to introduce a simple parametrization of . We identify with the -dimensional subset of via the -correspondence
We often write for the distribution in corresponding to .
Let be a prior distribution on (or, equivalently, on ). From now on, we also assume that has a strictly positive, continuous density with respect to Lebesgue measure on .
Throughout this section, we fix a and a source distribution (recall (21) is twice differentiable in on a neighborhood of .
Proof of Lemma 4:
For and in the interior of (corresponding to in the interior of the simplex ), define
By the definitions of and we have
It is easy to see that is twice differentiable in either of its arguments, and, moreover, the derivative exists and is strictly positive as long as is strictly smaller than (see [21, Lemma 1] ). But since and both have full support, our assumption that implies that this is always the case. Thus, by the implicit function theorem, is differentiable in on a neighborhood of , and From this expression and from the differentiability of it immediately follows that is in fact twice differentiable in on a neighborhood of , and since it follows that, for any fixed , is also twice differentiable in in a neighborhood of . This proves part i) of the lemma.
Recall the expression for in (36) and define, for and in the interior of By the discussion preceding the statement of the lemma Also, by the preceding arguments, is twice differentiable in either of its arguments and Therefore, by the implicit function theorem is differentiable in on a neighborhood of and This, together with the definition and the differentiability of already proved, imply that is twice differentiable, proving part ii) of the lemma.
C. Proof of Theorem 7
The outline of the proof is similar to that of the corresponding lossless result in [6] and it heavily relies on the precise asymptotics for developed in [9] and [29] , so our notation follows closely the notation in [6] , [9] , [29] .
Let be given, and choose and fix a source distribution with a corresponding optimal reproduction distribution . According to Lemma 4 we can define where is chosen so that (37) holds. Similarly, Lemma 4 guarantees the existence of the matrix of partial derivatives Note that, since , is positive-definite and hence invertible.
Since is a (normalized) partial sum of zero-mean, independent random vectors, the law of the iterated logarithm implies that each of its components is of order with probability one. Therefore, the quadratic form w.p.
Choosing a , we define a "perturbed" version of as follows from Fubini's theorem and the assumption that with -probability one, and follows from Jensen's inequality. Integrating both sides above with respect to yields and completes the proof.
APPENDIX II PROOF OUTLINE FOR THEOREM 5 We assume that (for all ) the infimum in the definition of is achieved by some probability measure on ; as explained in the remarks following Theorems 4 and 5 the general case is similar. The existence of is well known [12] . For each , let be the family of functions defined by (13) . Condition (QC) implies that and, therefore, each is nonempty. Moreover, in the terminology of [17] , it is straightforward to check that each is log-convex and that the sequence is additive. Then Kieffer's generalized ergodic theorem [17] implies (14) with on the right-hand side, and also establishes the existence of Before proving the equality we note that part i) of Theorem 4 and (14) imply (15) , and similarly part ii) of Theorem 1 and (14) show the existence of codes achieving (15) with equality. This proves part ii) of Theorem 5.
Finally, we argue that . From their definitions and Lemma 1 it immediately follows that . Fatou's lemma applied to (15) implies that for any sequence of codes operating at distortion level
But there are codes operating at distortion level that achieve the rate-distortion function in expectation. A close examination of the proofs in [12, Theorems 11.4.1 and 11.5.1] shows that for any and there are fixed-rate codes with asymptotic rate bounded above by and with vanishing probability of encoding a source string with distortion greater than . Therefore, using the quantizers provided by (QC) we can modify these codes to operate at distortion level , with an additional cost in the rate. This and (49) imply that for all and Since is continuous when finite, we can let both and go to zero to get that indeed .
