Abstract-Low rank tensor representation underpins much of recent progress in tensor completion. In real applications, however, this approach is confronted with two challenging problems, namely (1) tensor rank determination; (2) handling real tensor data which only approximately fulfils the low-rank requirement. To address these two issues, we develop a data-adaptive tensor completion model which explicitly represents both the low-rank and non-low-rank structures in a latent tensor. Representing the non-low-rank structure separately from the low-rank one allows priors which capture the important distinctions between the two, thus enabling more accurate modelling, and ultimately, completion. Through defining a new tensor rank, we develop a sparsity induced prior for the low-rank structure, with which the tensor rank can be automatically determined. The prior for the non-low-rank structure is established based on a mixture of Gaussians which is shown to be flexible enough, and powerful enough, to inform the completion process for a variety of real tensor data. With these two priors, we develop a Bayesian minimum mean squared error estimate (MMSE) framework for inference which provides the posterior mean of missing entries as well as their uncertainty. Compared with the state-of-the-art methods in various applications, the proposed model produces more accurate completion results.
INTRODUCTION
R EPRESENTATION of multi-dimensional data becomes increasingly crucial in various computer vision tasks, especially that involving videos, hyperspectral images and deep neural networks, etc. Tensors provide a concise and effective way to represent them without loss of structural characteristics, e.g., a color video can be viewed as a 4-mode tensor with dimensionality height × width × channel × time. In practice, a wide range of application domains (e.g., social networks [1] , recommender systems [2] , computer vision [3] , etc.), however, often produce incomplete tensor data where partial entires are missing, e.g., incomplete social relations, unknown user-iterm correlation or corrupted videos, etc. Missing entires often cause the performance of related applications to drop greatly, particularly when missing ratio is high. Thus, plenty of efforts [4] , [5] , [6] have been made to estimate the missing entires on the basis of the available ones by exploiting the intrinsic structural relations within the tensor [4] . This is often termed tensor completion.
A promising way for tensor completion is to adopt the low rank representation model [8] , which assumes the latent tensor to be of low-rank and thus recovers the missing entries by exploiting the low rank structure. Specifically, for a latent K-mode tensor L ∈ R n1×···×n K , y i represents the observation of the i = (i 1 , ..., i K )-th entry of L. Let Y Ω = {y i } i∈Ω be the set of all such observations, where Ω collects the indices of all observations. The observation model can be formulated as
where M Ω is the noise corruption. In the low rank representation model, L can be recovered via the maximum a posteriori (MAP) estimate aŝ [7] on each image with rank = 3. (c) Histograms of entries in the non-low-rank structure. For the highly structured 'facade', entries in the non-low-rank structure fit an approximately sparse distribution, while that in 'parrot' is more complex (e.g., heavy-tailed and multimodal).
where p(Y Ω |L) denotes the likelihood induced by Eq. (1) and p(L|Θ) represents a Θ-parametrized low-rank prior. Various low-rank priors have been proposed in [4] , [5] , [9] , [10] , [11] . A brief review can be found in Section 2. Two challenges remain when applying this model to real data, however. (1) Tensor rank determination. Similar as matrix case, the key for low rank representation model is to determine the unknown tensor rank. In most previous works [4] , [5] , [9] , tensor rank is determined by unfolding the tensor into a collection of matrices and then minimizing matrix rank norms or set manually. However, matrix rank norms cannot capture the multi-dimensional structure of the latent tensor, thus misleading the rank determination. Moreover, the resulting erroneous rank estimate can causes over-fitting in tensor completion [11] . (2) Applicability to real data. In practical, real tensors only ever approximately comply with the low-rank requirement in most cases, viz., L contains low-rank structure as well as the non-low-rank structure, shown as Fig. 1 . Inspired by this, L can be factorized as
where X and E represents the low-rank and non-lowrank structures, respectively. Note that E here is not the observation noise which is captured by M in Equation (1) . Most previous methods assume L to be of low-rank in its entirety [4] , [5] , [8] , [9] , [11] , [12] . They thus implicitly assume E to be zero [4] , [5] , [9] , or explicitly model a sparse E [8] , [11] , [12] . This assumption is explained as resulting from highly structured data (e.g., 'facade' in Figure 1 with extensive repeated textures), but it neglects the fact that vanishingly few real data actually exhibit the regularity of structure to support such a model, i.e., most real data is beyond the low rank assumption and shows a more complex E, e.g., 'parrot' in Figure 1 . Accurate tensor completion requires explicit modelling of all aspects of the latent L which do, or do not conform the low-rank prior. Therefore, it is crucial to model the complex E in the latent tensor representation.
To jointly address these two problems above, we present a novel data-adaptive tensor completion model. Firstly, we define a new tensor rank based on the CANDE-COMP/PARAFAC (CP) factorization, with which the lowrank structure X is depicted by a sparsity induced lowrank prior model. Through exploiting the sparsity in the factorization weights probabilistically, the proposed model is able to automatically determine the tensor rank. Then, we model the non-low-rank structure E with a mixture of Gaussians (MOG). The powerful ability of MOG to fit a wide range of Es (e.g., zero, sparse or mixture one) enables the proposed model to be adaptive to a variety of real tensor data, which is even beyond the low-rank assumption with complex non-low-rank structure. Both merits are both beneficial for robustly modelling the latent tensor. To harness them in a principled way, we adopt the Bayesian minimum mean squared error estimate (MMSE) framework for inference over the proposed model. In contrast to most previous works which only produce a point estimation on each missing entry with the MAP estimate, we infer the posterior mean of missing entries as well as their uncertainty with Gibbs samplers. Experimental results on synthetic tensor data sufficiently demonstrate the capacity of the proposed model in tensor rank determination as well as fitting various non-low-rank structures, the effectiveness of each ingredient, convergence and recovery performance. Additionally, applications in image inpainting, video completion and facial image synthesis, are conducted to further validate the superiority of the proposed model over other state-of-the-art tensor completion methods in terms of recovery accuracy.
In summary, this study mainly contributes in the following five aspects: 1) different from previous methods that only focuses on the low-rank structure, we propose a general tensor completion model which can recover both the low-rank and non-low-rank structures within tensor data; 2) the proposed model is able to automatically determine the unknown tensor rank, even with high missing ratios; 3) the proposed model can data-adaptively fit the complex nonlow-rank structure in the latent tensor; 4) spatial coherence is considered for visual tensor data to further improve the recovery accuracy; 5) we present state-of-the-art tensor completion results in various real-world applications.
RELATED WORK
Tensor rank determination. According to the rank determination schemes, existing low rank tensor representation models can be roughly divided into two categories. 1) Completion models: These models minimize the tensor rank by unfolding a tensor into a collection of matrices and then solving a convex optimization on those matirces with matrix rank norms. For example, Liu et al. [4] propose to minimize the trace norm of a tensor, which is defined as the summation of the nuclear norm on the unfolding matrix along each mode of the tensor. Zhao et al. [10] define a new tensor rank norm as the product of rank norms on all unfolding matrices of the tensor. Xu et al. [13] turn to factorize each unfolding matrix optimally. These models intrinsically exploit the low-rank structure in the unfolding matrices, which, however, cannot fully represent the multidimensional structure of tensors [6] . 2) Factorization models: They decompose the latent tensor into multiple factors with a fixed rank which is often set manually, and then infer those factors intead. In [5] , [14] , various factor priors are proposed to regularize the Tucker factorization of tensors. A novel weighted CP factorization scheme is proposed in [15] . However, it is difficult to set correct tensor rank by chance. Moreover, incorrect tensor rank can induce over-fitting [6] . In this study, we propose a new tensor rank definition based on the CP factorization, and the tensor rank can be automatically determined by exploiting the sparsity in factorization weights. Although a similar idea is also adopted in [6] , [11] , the proposed model is more general, flexible and powerful. The detailed comparison can be found in Section 3.1.3.
Applicability to real data. In most cases, real tensor data L only ever approximately comply with the low-rank assumption and contains both the low-rank structure X and the non-low-rank one E. Neverthless, most previous works adopt the low rank tensor representation model [4] , [5] , [9] and totally neglect the non-low-rank E (i.e., E = 0). In [8] , [11] , [12] , E is depicted by a sparse model. However, E can be complicated (e.g., heavy-tailed or multimodal) in real tensor data, which necessitates a flexible model to describe E. MOG has shown powerful ability to represent the complex distributed data in various applications, e.g., denoising [15] , [16] , deblur [17] and image representation [18] , etc. Inspired by this, we leverage MOG to fit the complex non-low-rank structure E as part of the latent tensor L for a general tensor completion model. Although MOG has been utilized in several low rank models [15] , [16] , [19] , they are clearly different from this work. In [15] , [16] , [19] , the latent tensor L is assumed to be of low-rank in its entirety, and MOG is utilized to model the mixed noise corruption (e.g., M in Eq. (1)), which is expected to be eliminated from the latent tensor L. In contrast, we assume L is beyond the low-rank assumption and leverage MOG to fit the complex non-lowrank structure E belonging to L. In addition, the MOG is inferred from a fully-observed matrix for robust principle analysis in [16] , [19] , while we infer it from a handful of observed entries for tensor completion. In [15] , EM algorithm is utilized to give a point estimation for parameters of the MOG, while we follow the MMSE framework to infer the posterior mean of these parameters with Gibbs samplers.
It is noticeable that, to our knowledge, this study is the first attempt to jointly address the automatic tensor rank determination and modelling the complex non-low-rank structure in tensor completion.
PROPOSED TENSOR COMPLETION MODEL
Given the observation model as Eq. (1), we assume that entries in Y Ω are independent and identically distributed and M Ω is the Gaussian white noise with precision τ 0 . Thus, we have the following likelihood
where O is an indicator tensor with entries o i = 1 if i ∈ Ω. x i and e i are the entries in X and E. In this study, we propose to recover the latent L from Y Ω by exploiting the low-rank structure X as well as fitting the complex non-lowrank structure E. To this end, we specifically design priors for X and E as follows.
Low-rank structure modelling
In this study, we define a new tensor rank based on CP factorization, with which a sparsity induced low-rank model is proposed to represent X and the corresponding tensor rank of X then can be automatically determined by exploiting the sparsity in the CP factorization weights.
CP factorization
In the CP factorization, tensor X is factorized as a sum of R rank-one tensors as
where u (k) r ∈ R n k is the factor vector in k-th mode and k = 1, ..., K.
• denotes the outer product. For simplicity, the CP factorization can be concisely represented as the right part of Eq. (5) .
T is the weights vector.
R ] ∈ R n k ×R denotes the k-th factor matrix.
CP rank vs. sparsity induced rank
Definition 1 (CP rank). The rank of tensor X , denoted by rank(X ), is defined as the smallest number of rank-one tensors in the CP factorization of X [20] .
CP rank is a specialized tensor rank. It degenerates to the matrix rank when K = 2. However, since CP factorization is ill-posed [20] , the determination of CP rank is NP-hard.
To address this problem, we propose a new tensor rank in this study. Specifically, given a tensor X of rank(X ) = R 0 , suppose we have all its CP factorizations with R R 0 , and we will be able to find one with the most sparse weight vector λ. According to Definition 1, only R 0 weights in λ will be non-zero, viz., rank(X ) = λ 0 . Inspired by this, we give a sparsity induced tensor rank definition as Definition 2 (Sparsity induced rank). Given the CP factorization of X with R rank(X ) and the most sparse weight vector λ, rank(X ) = λ 0 .
Apparently, there are two problems for Definition 2, including 1) how to seek the CP factorization with the most sparse weight vector λ; 2) whether the determination of the sparsity induced rank is NP-hard as CP rank or not.
For an ill-posed problem (e.g., CP factorization), it has been extensively demonstrated that an appropriate prior is necessitated to locate the unique solution expected [21] . According to Definition 2, we can impose a sparsity prior on the weight vector λ during CP factorization. This casts the problem into a sparse representation based optimization where the expected CP factorization can be reached by exploiting the sparsity in λ. Although exploiting the sparsity (e.g., minimizing 0 norm) is also NP-hard, many techniques (e.g., 1 norm) have been proposed to produce a satisfactory solution via solving a convex optimization problem. Therefore, determining the sparsity induced rank in Definition 2 is not NP-hard as the CP rank. In the following part, we will discuss how to build a low rank prior model for X based on Definition 2.
Sparsity induced low rank model
Definition 2 indicates that tensor rank can be automatically determined by exploiting the sparsity of λ. Thus, we propose to model the low-rank structure X by modelling the sparsity of weight vector λ in its CP factorization. Such a low rank model is termed sparsity induced low rank model in this study. With a small tensor rank (i.e., R rank(X )), this model amounts to representing X on a tensor dictionary with sparse coefficients λ, where each dictionary atom is a rank-one tensor as u
in Eq. 5. These atoms can well preserve the multi-dimensional structure of tensors, viz., the new tensor rank intrinsically depends on the multidimensional structure of tensors, which is totally different from the rank norms defined on unfolding matrices of tensor [4] , [9] , since only the two-dimensional structure is depicted in unfolding matrices.
Although a similar sparsity based tensor rank is also reported in [6] , [11] , it is essentially different from ours in three aspects. (i) In [6] , [11] , factorization weights λ is absorbed into the factor matrices U (k) s (i.e., λ and U (k) s are coupled together), and thus the tensor rank depends on the row sparsity of U (k) s. While we model them separately to analyze the effect of various factors on the tensor more flexibly. (ii) All U (k) s follow the same distribution to give a consistent rank in [6] , [11] , while we adopt various distributions to separately model each U (k) (see Section 3.1.4). (iii) The sparsity is depicted by a hierarchical student-t distribution in [6] , [11] , while we employ a more powerful reweighed Laplace prior (see Remark 1), which determines the tensor rank more accurately (see Section 5.1).
To model the sparsity of λ, we adopt a two-level reweighted Laplace prior [21] as
where λ and γ = [γ 1 , ..., γ R ] T follow a zero-mean Gaussian distribution and a product of Gamma distributions, respectively. γ r and κ r are the respective r-th entries of γ and
T . The motivation here is twofold. First, the reweighed Laplace prior performs better than traditional sparsity priors (e.g., Laplace prior) on preserving the significant structure in tensor when applied to the sparsity based low rank model (see Remark 1) . Second, the two-level structure makes the inference in Section 4 tractable.
Remark 1.
Sparsity induced low rank model is capable of preserving the significant structure in tensor.
When exploiting the sparsity of λ with appropriate priors (e.g., Laplace prior or 1 norm), weights in λ are intrinsically shrunk by a soft-thresholding operator [22] . In the CP factorization, large weights in λ are associated with the significant structure in the tensor, which is similar as large singular values associated with the significant structure in a matrix [22] . Thus, larger weights should be shrunk less than those smaller ones to preserve the significant structure during exploiting sparsity. However, when the sparsity of λ is depicted by Laplace prior or 1 norm as
all weights in λ are shrunk with the same amount w [22] . In contrast, the two-level reweighed Laplace prior amounts to [21] 
where
Weights in λ are shrunk with various amount √ κ r s. Moreover, it will be proved in Theorem 3 that each κ r is an decreasing function over |λ r | in the Bayesian inference, which is similar as [23] . Therefore, larger weights in λ are shrunk less than smaller ones. In other words, the proposed sparsity induced low rank model is capable of adaptively preserving the significant structure in the tensor during rank reduction.
Regularized factor matrix
In this study, the weight vector λ and factor matrices U (k) s from the CP factorization of X are modelled separately. Although λ has been well regularized as Eq. (6), there still exists infinite solutions for the CP factorization of X , e.g.,
with any scalar c = 0.
To address this problem, we further assume each entry u
of the factor matrix U (k) follows a Gaussian distribution independently and identically as
which amounts to regularizing each entry with the 2 norm. For each U (k) , we adopt an individual Gaussian distribution to capture its characteristics. To complete the Bayesian model, we further introduce conjugate priors over the parameters of Gaussian distributions, µ (k) s and σ (k) s as
where µ (k) and τ (k) jointly follow a Gaussian-gamma distribution parametrized by µ 0 , β 0 , a 0 and b 0 .
In summary, the low-rank structure X is modelled by exploiting the sparsity in the weight vector λ and regularizing the factor matrices U (k) in its CP factorization.
Mixture of Gaussians for non-low-rank structure
According to Fig. 1 , the distribution of entries in E can be complex (e.g., heavy-tailed or multimodal) in practical. To impose a suitable prior on the complex E, we assume that each entry e i comes from a mixture of D Gaussian as
where π d ≥ 0 is the mixing proportion with (11) can be equivalently represented as a two-level generative model [24] as
To model E flexibly, we further impose conjugate priors over the parameters of µ d s, τ d s, and π as
where π follows a Dirichlet distribution Dir(π|α 0 ) with parameter α 0 = (α 01 , ..., α 0D ). The mixture of Gaussians has obvious advantage on representing the complex E as
Remark 2. Mixture of Gaussians is capable of fitting a wide range of non-low-rank structures Es.
It has been demonstrated that mixture of Gaussians is of the universal ability to approximate any continuous distributions [24] . In addition, it has been proved [16] that both the Dirac delta distribution for zero variable (i.e., δ(0)) and the spike-and-slab sparsity prior [25] are also special cases of the mixture of Gaussians. Therefore, mixture of Gaussians is able to fit a wide range of Es (i.e., zero, sparse or more complex) in this study, which leads to a more robust representation for the real tensor data and ultimately improved completion performance (see more evidences in the experiments in Section 5.1).
INFERENCE
According to the above likelihood and priors, we give the probabilistic graphical structure of the proposed model in Figure 2 . Most previous works infer the latent tensor L with MAP estimate as Eq. (2). However, generative models can often perform poorly in the context of MAP [26] . In this study, we adopt the Bayesian minimum mean squared error estimate (MMSE) suggested in [26] for tensor completion aŝ (14) whereL equals the expectation E[L|Y Ω ] of L under the posterior distribution p(L|Y Ω ). A F denotes the Frobenius norm on the tensor A. In contrast to MAP that only produces a point estimation, MMSE exploits the uncertainty of L and adopts the probabilistic mean as solution which often shows better robustness and performance. However, it is difficult to conduct the expectation in Eq. (14) . To circumvent this problem, we can adopt the mean of samples drawn from the posterior of L as an unbiased estimate forL [26] . Since we model the non-low-rank structure E and the CP factorization of the low-rank structure X instead of directly modelling L in this study, we turn to draw samples from the corresponding posteriors for λ, U (k) and E. Given their sample means,L then can be obtained from Eqs. (5) (3).
Specifically, based on Eqs. (4) (6) (9) (10) (12) (13), we can obtain the posterior of all involved variables as
Then, Gibbs sampling is employed on Eq. (15) to sample each variable as follows.
Gibbs samplers for low-rank structure
The low-rank structure X is decomposed into the weight vector λ and factor matrices U (k) s.
Sampler for weight vector λ
According to Figure 2 , the posterior for λ can be inferred through receiving two kinds of messages. The first one comes from its parent and is represented as the prior in Eq. (6), while the latter one sent by the observation Y and its parents (i.e., factor matrices U (k) , non-low-rank structure E and τ 0 ) is expressed as the likelihood in Eq. (4). Thus, given U (k) s, E, γ and τ 0 , we have the posterior over λ as
(16) Since all entries in λ are dependent on each other, we have to sample each entry alternatively. To this end, letỹ
i k r , the posterior for entry λ r then can be given as
(17) where the messages from other entries λ t with t = r is further introduced. It can be shown that λ r can be drawn from a Gaussian distribution as
where the posterior parameters can be updated as
Sampler for hyperperameter γ
The inference of γ can be performed as follows by integrating the messages from the weight vector λ and its hyperprior, both of which are expressed in Eq. (6) . Given λ and κ, the posterior of γ thus can be formulated as
where each entry λ r is independently distributed as
Thus, γ r can be drawn from a generalized inverse Gaussian distribution as
Given the r-th entry λ r and κ r , the posterior expectation of γ r can be given as
which linearly depends on λ r and performs as a decreasing function of κ r . To demonstrate this point, we introduce the following results.
Theorem 1.
Given the modified Bessel function of second kind
Proof. In [27] , it has been proved that
When v = 1/2, we have
Thus, f 1/2 (x) = x(1/x + 1) = x + 1. Fig. 2 , and the posterior over each entry κ r can be formulated as
Thus, we can draw κ r from a Gamma distribution as
where const denotes the variable relative to λ r . Thus, ρ(|λ r |) is an decreasing function over λ r .
With Eq. (8), weight λ r is shrunk with √ κ r during exploiting sparsity of λ. Based on Theorem 3, E[κ r ] ∝ (|λ r | + const) −1 , thus λ r will be shrunk less than λ j when |λ r | > |λ j |, which is consistent with the illustration of Remark 1 in Section 3.1.3.
Sampler for factor matrix U (k)
Similarly, the posterior for U (k) is jointly determined by observation Y, other factor matrices U (j) with j = k, and hyperparameters µ (k) , τ (k) in its prior. Since entries in each column of U (k) are correlated with each other, we sample each each entry u
ir with the posterior
ir can be drawn from a Gaussian distribution as
where letc
isr and the corresponding parameters arẽ
4.1.5 Sampler for hyperparameter µ (k) and τ
Receiving the messages from U (k) , β 0 , a 0 and b 0 , the posterior over µ (k) can be given as
(32) Thus, µ (k) can be drawn from a Gaussian distribution as
where the posterior parameters arẽ
(34) Similarly, we have the posterior over τ (k) as
It can be seen that τ
can be drawn from the following Gamma distribution
where the parameters arẽ
4.2 Gibbs sampler for non-low-rank structure 4.2.1 Sampler for non-low-rank structure E Figure 2 shows that inferring the posterior of E requires the messages from observation Y, factor matrices U (k) , weight vector λ and parameters µ d s, τ d s in prior (12) . Since each entry e i is assumed to be independent to others, we have the following posterior
and e i can be drawn from a Gaussian distribution as
with parameters
Sampler for hyperparameter µ d and τ d
With messages from E and parameters β 0 , a 0 , b 0 in hyperprior, the posterior over µ d can be given as
Thus, µ d can be drawn from a Gaussian distribution as
Similarly, we have the posterior over τ d as
τ d thus can be drawn from a Gamma distribution as
Sampler for z i
Similarly as previous, we have the posterior over z i as
z i thus can be drawn from a multinomial distribution as
withπ = (π 1 , ...,π D ) and each entryπ d is
Sampler for hyperparameter π
Integrating messages from z i and α 0 in hyperprior, we have the posterior over π as
Thus, π can be drawn from a Dirichlet distribution as
Algorithm, complexity and convergence
With above samplers, the entire Gibbs sampling flow is summarized in Algorithm 1 where N b , N s are the iteration number for burn-in and samples collection. In each iteration of Gibbs sampling, we draw samples for all unknown variables with corresponding samplers. It can be found that per-iteration sampling complexity is dominated by O(RKN ), which is only linear in the number N of entries in the latent tensor L. Moreover, it has been shown that MMSE often converges well [26] and more evidence will be provided in Section 5.1.
EXPERIMENTS
In this study, we compreshensively evaluate the proposed model with extensive experiments on synthetic and real visual tensor data. Specifically, experiments on synthetic data are conducted to validate the following five aspects of the proposed model: i) automatic tensor rank determination; ii) the ability of fitting a wide range of non-lowrank structures Es; iii) the effectiveness of the data-adaptive tensor model; iv) convergence; v) recovery performance. In addition, other three practical applications including image inpainting, video completion and facial image synthesis, are conducted to further evaluate the recovery performance of the proposed model. To this end, the proposed model is compared with 8 state-of-the-art low rank tensor completion methods, including FaLRTC [4] , HaLRTC [4] , RPTC scad [10] , TMac [13] , STDC [5] , t-SVD [9] , FBCP [6] and BRTF [11] . It is noticeable that only BRTF considers a sparse non-low-rank structure E, while the others adopt a zero E. In the proposed model 1 , we set all hyperparameters in a non-informative manner to reduce their influence on the posterior as much as possible [16] , [24] . Throughout our experiments, µ 0 = 0, and α 01 , ..., α 0D , β 0 , a 0 and b 0 are 10 −6 . The number D of Gaussians in the mixture can be automatically determined by a simple tuning scheme in [16] where the maximum D is set 6. The initialized tensor rank R is set 20 and 100 for synthetic data and real visual data, respectively. Other competitors are implemented by the codes of authors with tuned parameters for best performance. For simplicity, we term the proposed model 'Ours' in the following tables and figures.
1. Code will be made available at publication time. Table 1 Quantitative comparison between parameters in true PDFs of E (denoted 'True') and that in estimated ones (denote 'Est.'). 
Tensor completion on synthetic data
We generate the latent tensor L of size 30 × 30 × 30 based on Eq. (3). The low rank structure X of rank(X ) = 5 is generated by the CP factorization in Eq. (5) with factor matrices U (k) ∈ R 30×5 s and weights vector λ ∈ R 5×1 . Entries in U 1, 1/300 ). Another 5 simulations for L are generated in a similar manner except for setting rank(X ) = 10. To obtain the incomplete observation Y Ω , we first add noise M with entries sampled from N (0, 0.001) on L. Then, a certain percentage (i.e., missing ratio) of entries are randomly selected from the noisy L and set zeros. We choose missing ratio from 70% to 90%.
Tensor rank determination
We evaluate the proposed model on 2 different synthetic tensors which consist of two low rank X s of rank(X ) = 5, 10 but a same mixture non-low-rank structure E with non- zero mean. Given Y Ω with different missing ratios, we infer the sparse weights vector λ, and give the inferred tensor rank as the number of weights |λ r | > 10e-5. Since most competitors cannot infer the tensor rank, only the inferred ranks from the proposed model, FBCP and BRTF are shown in Figure 3 . It can be seen that when rank(X ) = 5, the proposed model infers the tensor rank exactly even with 90% missing entries, while both FBCP and BRTF fail to estimate the real tensor rank accurately. When rank(X ) = 10, the proposed model only misses the true rank when missing ratio is 90%, while FBCP and BRTF miss the true one in most cases. This is mainly owing to the newly defined tensor rank as well as the sparsity induced low-rank model adopted. In addition, modelling the non-low-rank structure also benefits separating the low-rank structure exactly and thus determining the accurate tensor rank. Therefore, we can conclude that the proposed model can accurately estimate the tensor rank, even if the tensor data contains complex non-low-rank structure with numerous missing entries.
Ability of fitting a wide range of Es
Given Y Ω with 70% missing entries, the proposed model can estimate the probability density function (PDF) (i.e., distribution) of E by inferring the posterior mean of parameters µ e , τ e and π in tensor completion. The quantitative comparison between the estimated parameters in 5 different PDFs of E and the corresponding ground truth are given in Table 1 . It can be seen that the proposed model produces accurate estimations to these parameters, viz., the proposed model is able to well fit E with different PDFs. To make this point more clear, we plot the estimated PDFs of E and the corresponding ground truth in Figure 4 . We can find that the estimated PDFs comply well with the ground truth, especially in the cases of complicated mixture E. Moreover, the proposed model performs stably with different low rank structures (e.g., rank(X ) = 5, 10 in Table 1 and Figure 4 ) in terms of fitting E. Therefore, we can conclude that the proposed model is able to fit a wide range of E, which is consistent with the theoretical analysis in Remark 2.
Effectiveness of data-adaptive tensor model
In the proposed data-adaptive tensor model, we model the low-rank structure and the complex non-low-rank structure separately. In this part, we concentrate on validating the effectiveness of each part in the model. To this end, we compare the proposed model with its two variants, namely 'Ous nx' and 'Ours ne'. In 'Ours nx', we remove the low-rank structure X and model the whole tensor with mixture of Gaussians, while 'Ours ne' sets the nolow-rank structure E = 0. In the experiments, we employ these three methods to recover two synthetic tensors with different missing ratios, which consists of two respective X s of rank(X ) = 5, 10 and a non-zero mean mixture E. Since 'Ours nx' only utilizes the mixture of Gaussians to model the whole tensor, different D (i.e., the number of Gaussian components) are adopted to well fit the complex tensor structure. Their recovery performance is measured by the relative reconstruction error (RRE), i.e., L −L F / L F , whereL is the estimation of the true L. The comparison results is presented in Table 2 .
Without modelling the non-low-rank structure, the performance of 'Ours ne' drops obviously compared with the proposed model. This demonstrates that modelling the nonlow-rank structure separately can benefit performance improvement. In addition, Ours nx fails to recover the tensor in most cases. The reason is intuitive. To solve the ill-posed tensor completion problem, we have to well represent the low-rank structure as regularization. However, mixture of Gaussians is too flexible to regularize the ill-posed problem and thus causes failure completion, especially when the tensor is highly structured (of lower rank = 5), it fails in all cases. Hence, we turn to model the low-rank structure by exploiting the sparsity in the CP factorization, which is crucial for tensor completion. Therefore, we can conclude that the proposed data-adaptive tensor model which exploits the low-rank-structure and the non-low-rank structure separately, is effective in tensor completion.
Validation of convergence
It has been shown that samples generated in Gibbs sampling coverage to a stable probabilistic distribution [24] . To illustrate this point more intuitively, with two same synthetic tensors adopted in Section 5.1.3, we plot the RRE curves of the proposed model versus the Gibbs sampling iteration number with different missing ratios in Figure 5 . We can find that the proposed model converges in hundreds of iterations in different cases. 
Evaluation on recovery performance
We compare the proposed model with 8 competitors in tensor completion. To comprehensively compare them, we conduct experiments on tensors consisting of a low rank X with rank = 5, 10 and i) a zero non-low-rank E; ii) a sparse non-low-rank E; iii) a mixture non-low-rank E (nonzero-mean). Their recovery results are reported in Table 3 . We can find that the proposed method surpass the other competitors in most cases. Moreover, the superiority of the proposed method is enhanced with the increasing missing ratio or a simpler E. For example, when E comes from a mixture distribution and the missing ratio is 90%, the improvement over the second best, i.e., FBCP, is up to 0.09 in RRE when tensor rank is 10. When E is set zero without any other changes, the improvement is up to 0.38. Besides, the proposed method performs more stably than others with the changing missing ratios. For example, when E = 0 and the tensor rank is 10, the RRE of the proposed model lies below 0.01. In contrast, the RRE of FaLRTC increases from 0.4 to 0.9. Based on those observed results, we can conclude that the proposed model outperforms the other competitors on the synthetic tensor data.
Image inpainting
In this subsection, we test the proposed model on 10 benchmark images (see Figure 6 ) for image inpainting. Each image is of size 256 × 256 × 3 and rescaled into [0, 1]. We generate the incomplete observation by randomly selecting a certain percentage of missing entries in each image. Given the incomplete observation, all methods are utilized to recover the latent image. Besides RRE, peak signal-to-noise ratio (PSNR) and structural similarity (SSIM), two conventional image quality indices are also adopted to measure the recovery accuracy. The average RRE, PSNR and SSIM on 10 benchmark images are given in Table 4 . It can be seen that the proposed model performs better than other methods in most cases. To make this clear, we show the visual comparison of the recovery results of the 'facade' image in Figure 7 , when missing ratio is 90% as well as the 'parrot' image with missing ratio = 70% in Figure 8 . In each image, an interest area is zoomed for details comparison. Due to 'facade' is highly structured, most of the methods can recover the major structure of the image with even 90% missing entries. However, most of the competitors fail to well recover the fine details, e.g., the zoomed areas in Figure 8 (b)-(i) . In contrast, these details are well recovered in the results of the proposed model shown as the zoomed area in Figure 8 (j) . The reasons come from two aspects. First, we propose an appropriate sparsity induced low-rank model for tensor data, which is totally different from the matrix rank norm induced low rank model in FaLRTC, HaLRTC and TMac. Second, we adopt a flexible mixture of Gaussians to model the complex non-low-rank structure, which, however, is not considered in other competitors. These can be further validated by the results on 'Parrot' image in Figure 8 which contains complex non-low-rank structure according to Figure 1 . It can be seen that the proposed model give more clear and natural results than others, especially on the zoomed details.
Video completion
We further evaluate the proposed model on two famous videos, 'suzie' and 'foreman' 2 for video completion. In each video, 20 consecutive frames are extracted as the experimental data of size 144×176×3×20, which is then rescaled into [0, 1]. The incomplete observation for 'susie' is a scrabbled version 3 shown in Figure 9 (b), while the incomplete observation for 'foreman' is corrupted by superimposed texts 3 shown as Figure 10 (b). The observations are also corrupted by noise sampled from N (0, 0.001). Due to t-SVD cannot be applied to 4-mode tensor [9] , here we only employ other 8 methods to recover the latent video. The RRE, PSNR and SSIM on two videos are give in Table 5 . The proposed model gives higher PSNR, SSIM and lower RRE than others, which demonstrates the superiority of the proposed method over others in video completion. To further clarify this, visual comparison results of two corrupted frames are shown in Figure 9 , 10. Compared with others, the proposed model produces sharper and more clear results.
Facial image synthesis
Motivated by the fact that a complete training set is often not available in real face recognition applications [28] , facial image synthesis is studied for recovering missing faces in an incomplete dataset. In this subsection, we use the CMU-PIE face dataset [29] for facial image synthesis. Specifically, we select images from the first 3 subjects with 11 positions and 21 illumination changes to construct a 4-mode tensor L ∈ R 3×11×21×1024 , which is then rescaled into [0, 1]. For the incomplete observation, a certain percentage of missing faces are randomly selected. Given the observation, all methods except t-SVD and BRTF 4 are employed to recover L. Table 6 gives RRE for each method. It can be seen that the proposed model gives the lowest RRE with different missing ratios. When the missing ratio is 70%, visual comparison results for 49 selected missing faces generated from all methods are shown in Figure 11 . Compared with other competitors, the results of the proposed model recovers more details and produces less artifacts.
DISCUSSION
In this section, we will further discuss the spatial similarity constraint in visual tensors. Specifically, visual tensor data [10] (e) TMac [13] (f) STDC [5] (g) t-SVD [9] (h) FBCP [6] (i) BRTF [11] (j) Ours Figure 7 . Visual results of the 'facade' image, when missing ratio is 90%.
(a) Incomplete image (b) FaLRTC [4] (c) HaLRTC [4] (d) RPTC scad [10] (e) TMac [13] (f) STDC [5] (g) t-SVD [9] (h) FBCP [6] (i) BRTF [11] (j) Ours Figure 8 . Visual results of the 'parrot' image from the top four methods, when missing ratio is 70%.
(a) Original frame (b) Incomplete frame (c) FaLRTC [4] (d) HaLRTC [4] (e) RPTC scad [10] (f) TMac [13] (g) STDC [5] (h) FBCP [6] (i) BRTF [11] (j) Ours Figure 9 . Visual results of the 11-th frame in the 'suzie' video.
(a) Original frame (b) Incomplete frame (c) FaLRTC [4] (d) HaLRTC [4] (e) RPTC scad [10] (f) TMac [13] (g) STDC [5] (h) FBCP [6] (i) BRTF [11] (j) Ours Figure 10 . Visual results of the 19-th frame in the 'foreman' video. (e.g., image or video) often shows similarity in spatial domain, which can provide extra prior information for the illposed completion task, thus improves the recovery accuracy especially when the missing ratio is high. Such kind of similarity can be modelled by exploiting the correlation among different rows of the factor matrices U (k) . For example, we consider a color image as 3-mode tensor, the correlation among different rows in each U (k) represent the correlation among rows, columns and channels of the image, respectively. Considering the obviously local similarity in visual data, we assume neighbouring rows in each U (k) to be similar and introduce the following prior distribution
(a) Ground truth (b) FaLRTC [4] (c) HaLRTC [4] (d) RPTC scad [10] (e) TMac [13] (f) STDC [5] (g) FBCP [6] (h) Ours Figure 11 . Visual results on the 49 selected missing faces, when missing ratio is 70%. where w i = [w 1i , ..., w n k i ] T is a weight vector with n k j=1 w ji = 1 and w ii = 0. This prior suggests each row of U (k) not only can be reconstructed by other rows, but also complies with the 2 norm constraint on each entry. To this end, a large enough η 0 is adopted, e.g., 10
3 . In addition, we set w ji = exp(−2 * ρ * |i − j| 2 ) to implies the major contribution of neighbouring rows in the reconstruction. The parameter ρ = N z/N , where N z denotes the number of observed entries in Y, thus 1 − ρ equals the missing ratio. With this prior, u Figure 12 . It can be seen that 'Ours sc' surpasses the proposed model in both applications. Moreover, the superiority is more obvious when the missing ratio is high. This is intuitively because high missing ratio results in a worsened ill-posed problem which requires more prior information to regularize the infinite solution space.
CONCLUSION
We have presented a novel data-adaptive tensor completion model. The model explicitly decomposes the latent tensor into the low-rank structure and the non-low-rank one. The low-rank prior rests upon a new definition of tensor rank, which forms the basis of automatic tensor rank determination with exploiting sparsity in CP factorization from an incomplete set of observations. The prior for the nonlow-rank structure is a mixture of Gaussians which has shown to be flexible enough to reflect a variety of real tensor data. These two priors allow the development of an MMSE method to estimate not only the posterior mean of missing entries, but also their uncertainty using Gibbs
