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INFINITE DIMENSIONAL CHEVALLEY GROUPS AND
KAC–MOODY GROUPS OVER Z
LISA CARBONE, DONGWEN LIU, AND SCOTT H. MURRAY
Abstract. Let A be a symmetrizable generalized Cartan matrix, which is not of finite or affine type.
Let g be the corresponding Kac–Moody algebra over a commutative ring R with 1. We construct an
infinite-dimensional group GV (R) analogous to a finite–dimensional Chevalley group over R. We use
a Z-form of the universal enveloping algebra of g and a Z-form of an integrable highest-weight module
V . We construct groups GV (Z) analogous to arithmetic subgroups in the finite-dimensional case. We
also consider a universal representation–theoretic Kac–Moody group G and its completion G˜. For
the completion we prove a Bruhat decomposition G˜(Q) = G˜(Z)B˜(Q) over Q, and that the arithmetic
subgroup Γ˜(Z) coincides with the subgroup of integral points G˜(Z).
1. Introduction
A Kac–Moody group is an abstract group G = G(A) associated to an infinite–dimensional Kac–Moody
algebra g = g(A) over C with symmetrizable generalized Cartan matrix A. We view the group G as an
infinite–dimensional analog of a Lie group. Over a general commutative ring R, there is still no widely–
agreed–upon definition of a Kac–Moody group, except in the affine case ([Ga1]; see also [A]). There are
numerous methods for constructing Kac–Moody groups over fields, however, using a variety of techniques
and additional external data (see, for example, [CG, Ga1, GW, KP, Ku, Ma, Mar, MT, Sl, Ti1]).
Many constructions use some version of the Tits functor G˜ = G˜(A) from commutative rings to groups
([Ti2]). Tits showed that if another group functor G satisfies certain axioms imitating the properties
of Chevalley–Demazure group schemes, then there is a functorial homomorphism G˜ → G, which is an
isomorphism over every field.
Here we describe a construction of a representation–theoretic Kac–Moody group GV (R) over any com-
mutative ring R using a Z–form UZ of the universal enveloping algebra of g, an integrable highest–weight
module V of g, and a Z–form VZ of V . Tits refers to the possibility of making such a construction (item
(b) on p. 554 of [Ti2]). Our construction is a natural generalization of the theory of elementary Chevalley
groups over commutative rings ([Ch, St] or see, for example, [VP]) and builds on the seminal work of
Garland ([Ga1]). This method was also used in [CG] to construct Kac–Moody groups over fields.
We give a detailed description of the integral form GV (Z) in Section 3. We prove a Bruhat decomposition
GV (Q) = GV (Z)B(Q) over Q, where B is the analog of the Borel subgroup of G.
We eventually consider a universal representation-theoretic Kac–Moody group G(Q) = GV(Q), by tak-
ing the direct sum V of all the irreducible integrable highest weight modules V λ, as well as a natural
completion G˜(Q) of G(Q).
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Let Γ(Z) = {g ∈ G(Q) | g(VZ) = VZ} and let Γ˜(Z) be the completion of Γ(Z) in G˜(Q). Let G(Z) be the
the subgroup of integral points of G(Q) and let G˜(Z) be the completion of G(Z) in G˜(Q).
Applying our Bruhat decomposition extended to G˜(Q), we prove that Γ˜(Z) and G˜(Z) coincide. As a
corollary we obtain two finite generating sets of Γ˜(Z).
Our group constructions depend on choice of lattice Λ between the root lattice and weight lattice and an
integrable highest weight module V with dominant integral weight λ. In [CW], the authors obtained some
preliminary results about the dependence of GV (Z) on the irreducible highest weight module V = V
λ.
The details are discussed in Subsection 3.5.
In the finite dimensional case, a choice of Chevalley basis for the underlying Lie algebra is a crucial
tool for constructing Chevalley groups. This in turn allows the determination of structure constants for
the Lie algebra. Construction of Chevalley bases and determining structure constants across a whole
Kac–Moody algebra are challenging tasks which are being undertaken in several works in progress.
Our motivation comes in part from several conjectures regarding discrete duality groups in high energy
theoretical physics, in particular in supergravity and M–theory, where integral forms of Kac–Moody
symmetry groups are conjectured to arise as a result of quantum effects ([BC, DHN, Ju1, Ju2, We]).
2. Preliminaries
Let I = {1, 2, . . . , ℓ} and let A = (aij)i,j∈I be a generalized Cartan matrix. That is,
aij ∈ Z; aii = 2;
aij ≤ 0, for i 6= j; and aij = 0 ⇐⇒ aji = 0,
for all i, j ∈ I. We assume throughout that A is symmetrizable. That is, there exist positive rational
numbers q1, . . . , qℓ, such that the matrix diag(q1, . . . , qℓ)A is symmetric. We say that A is of finite type
if A is positive definite and that A is of affine type if A is positive-semidefinite, but not positive-definite.
If A is not of finite or affine type, we say that A has indefinite type. In particular, A is of hyperbolic type
if A is neither of finite nor affine type, but every proper, indecomposable submatrix is either of finite or
of affine type.
For this paper, we assume that A is a symmetrizable generalized Cartan matrix, which is not of finite
or affine type. Let h be a C-vector space of dimension 2ℓ − rank(A), and let 〈·, ·〉 : h∗ × h → C denote
the natural nondegenerate bilinear pairing between h and its dual. Fix a choice of simple roots Π =
{α1, . . . , αℓ} ⊆ h
∗ and simple coroots Π∨ = {α∨1 , . . . , α
∨
ℓ } ⊆ h such that Π and Π
∨ are linearly independent
and 〈αj , α
∨
i 〉 = αj(α
∨
i ) = aij . Then the Kac–Moody algebra g = g(A) is the Lie algebra over C generated
by h and the elements (ei)i∈I and (fi)i∈I subject to defining relations ([M1, M2] and [Ka, Theorem 9.11]):
[h, h′] = 0;
[h, ei] = 〈αi, h〉ei; [h, fi] = −〈αi, h〉fi;
[ei, fi] = α
∨
i ; [ei, fj] = 0;
(ad ei)
−aij+1(ej) = 0; (ad fi)
−aij+1(fj) = 0;
for h, h′ ∈ h, and i, j ∈ I with i 6= j.
2.1. Roots and the Weyl group. Now h is the Cartan subalgebra of g. The roots of g are the nonzero
α ∈ h∗ for which the corresponding root space
gα := {x ∈ g | [h, x] = α(h)x for all h ∈ h}
2
is nontrivial. Every root α has an expression of the form α =
∑ℓ
i=1 kiαi where the ki are are integral;
and either all ki ≥ 0, in which case α is called positive, or all ki ≤ 0, in which case α is called negative.
Denote the set of roots by ∆ and the set of positive (resp. negative) roots by ∆+ (resp. ∆−). The algebra
g has a triangular decomposition ([Ka, Theorem 1.2])
g = n− ⊕ h⊕ n+
under the simultaneous adjoint action of h, where
n+ =
⊕
α∈∆+
gα and n
− =
⊕
α∈∆−
gα.
Since A is symmetrizable, the algebra g = g(A) admits a nondegenerate symmetric bilinear form (◦, ◦)
preserved by the Lie product. This induces a bilinear form on h∗, which determines the squared length
of a root ([Ka, Theorem 2.2]).
For each simple root αi we define the simple reflection wi : h
∗ → h∗ by
wi(v) = v − 〈v, α
∨
i 〉αi.
It follows that wi(αi) = −αi. The wi generate a subgroup
W =W (A) ⊆ Aut(h∗),
called the Weyl group of A and the bilinear form on h∗ is W -invariant.
A root α ∈ ∆ is called a real root if there exists w ∈W such that wα is a simple root. A root α which is
not real is called imaginary. We denote by ∆re the real roots, ∆im the imaginary roots. It follows that
∆re =WΠ.
2.2. Root lattice and weight lattice. Define the root lattice Q := ZΠ ⊆ h∗ and coroot lattice Q∨ :=
ZΠ∨ ⊆ h. The roots lie on the root lattice, i.e. ∆ ⊆ Q. For α =
∑ℓ
i=1 kiαi ∈ Q the height of α is given
by ht(α) :=
∑ℓ
i=1 ki. The weight lattice P ⊆ h
∗ is the dual lattice
P = {λ ∈ h∗ | 〈λ, α∨i 〉 ∈ Z, i ∈ I}.
The dominant weights are
P+ = {λ ∈ h
∗ | 〈λ, α∨i 〉 ∈ Z≥0, i ∈ I}.
The weight lattice has a basis of fundamental weights ̟1, . . . , ̟ℓ such that
〈̟i, α
∨
j 〉 =
{
1 if i = j,
0 if i 6= j.
So P = Z̟1 ⊕ · · · ⊕ Z̟ℓ. Since 〈αj , α
∨
i 〉 = aij ∈ Z, i, j ∈ I, we get 〈α, α
∨
i 〉 ∈ Z for α ∈ ∆, and so all
roots are weights, i.e. Q ⊆ P . As in the finite dimensional case, the index of the root lattice Q in the
weight lattice P is finite and is given by |detA|, since the generalized Cartan matrix A is just the matrix
for the change of basis from the fundamental weights to the simple roots [CS].
2.3. Integrable representations. Let g = g(A) be the Kac–Moody algebra of A. Let UC = UC(g) be
the universal enveloping algebra of g.
Fix a g-module V with defining homomorphism ρ. Throughout the paper, we write exp(txα) for
exp(ρ(txα)).
The weight space of V with weight µ ∈ P is
Vµ = {v ∈ V | x · v = µ(x)v for all x ∈ h}.
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The set of weights of the representation V is
wts(V ) = {µ ∈ h∗ | Vµ 6= 0} .
The g-module V is diagonalizable if it is a direct sum of its weight spaces, that is,
V =
⊕
µ∈wts(V )
Vµ.
We say x ∈ g acts locally nilpotently on V if, for each v ∈ V , there is a natural number n such that
xn · v = 0. A g–module V is called integrable if it is diagonalizable and each generator ei and fi acts
locally nilpotently on V .
2.4. Highest weight modules. A g-module V is called a highest weight module with highest weight
λ ∈ h∗ if there exists 0 6= vλ ∈ V such that
h · vλ = λ(h)vλ if h ∈ h,
n+ · vλ = 0, and
U(g) · vλ = V.
Since n+ annihilates vλ and h acts as scalar multiplication on vλ, we have V = U(n
−) · vλ.
If V is a highest weight module with highest weight λ, then all weights of V λ have the form
λ−
n∑
i=1
kiαi,
for integers ki ≥ 0.
For all λ ∈ h∗, g has a highest weight module V with highest weight λ ([MP, Prop. 2.3.1]). The highest
weight vector 0 6= vλ ∈ V is unique up to nonzero scalar multiple. We have
V =
⊕
µ∈wts(V )
Vµ, dim(Vµ) <∞, Vλ = Cvλ.
Let LV be the Z-lattice generated by wts(V ).
Among all modules with highest weight λ ∈ h∗, there is a unique one that is irreducible as a g–module
([Ka, Prop. 9.3]), which we denote by V λ. The module V λ is integrable if and only if λ ∈ P+, that is, λ
is a dominant integral weight ([Ka, Lemma 10.1]). In this case we have Lλ := LV λ ⊆ P .
Note that, for simple Kac–Moody algebras g, all nontrivial g-modules are faithful.
Lemma 2.1. If V λ is faithful then the lattice Lλ generated by wts(V λ) contains the root lattice Q.
Proof. Since V λ is faithful, no ei or fi acts trivially on V
λ. So there exists µ ∈ wts(V λ) such that ei does
not acts trivially on V λµ . We have ei : V
λ
µ → V
λ
µ+αi , so µ + αi ∈ wts(V
λ), and thus αi ∈ L
λ. It follows
that the lattice Q = ZΠ ⊆ Lλ. 
Hence, for a faithful V λ, we have Q ⊆ Lλ ⊆ P .
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3. Kac–Moody Chevalley groups over rings
Let g(A) be the Kac–Moody algebra over C of a symmetrizable generalized Cartan matrix A that is neith
finite nor affine. Recall that the Chevalley involution ω is an automorphism of g with ω2 = 1, ω(h) = −h
for all h ∈ h, and ω(gα) = g−α for all α ∈ ∆.
Let V λ be the unique irreducible highest weight module for g corresponding to dominant integral weight λ.
Recall that if α ∈ ∆re, then the root space gα is one dimensional. For each α ∈ ∆
re
+ we choose a root
vector xα ∈ gα and x−α := −ω(xα), normalized so that [xα, x−α] = α
∨. In particular, take xαi = ei and
x−αi = fi.
3.1. The Z–form of UC(g). Let UC = UC(g) be the universal enveloping algebra of g. Let
• U+Z be the Z-subalgebra generated by
xmα
m!
for α ∈ ∆re+ and m ≥ 0,
• U−Z be the Z–subalgebra generated by
xm−α
m!
for α ∈ ∆re+ and m ≥ 0,
• U0Z ⊆ UC(h) be the Z–subalgebra generated by(
h
m
)
:=
h(h− 1) . . . (h−m+ 1)
m!
,
for h ∈ Q∨ and m ≥ 0.
• UZ ⊆ UC be the Z–subalgebra generated by U
+
Z , U
−
Z , and U
0
Z.
We set
gZ = g ∩ UZ, hZ = h ∩ UZ.
Then g = gZ ⊗Z C and h = hZ ⊗Z C.
For R a commutative ring, set gR = gZ⊗ZR. Now gR is the infinite-dimensional analog of the Chevalley
algebra over R. Note that gC can be identified with g. We have triangular decomposition
gR = n
−
R ⊕ hR ⊕ n
+
R
where
n−R =
⊕
α∈∆−
gα,R and n
+
R =
⊕
α∈∆+
gα,R
and gα,R = (gα ∩ UZ) ⊗Z R ⊆ gR. In particular, for α ∈ ∆
im, gα,Z = gα ∩ UZ is a free abelian group of
rank nα := dim gα. Choose a basis xα,1, . . . xα,nα of gα,Z for α ∈ ∆
im
+ and put x−α,i = −ω(xα,i) ∈ g−α,Z
such that
[xα,i, x−α,j ] = δijα
∨, i, j = 1, . . . , nα.
To unify notations, for α ∈ ∆re in which case nα = 1, we put xα,1 = xα as above.
Let V λ be the irreducible integrable highest weight module corresponding to a dominant integral weight λ.
Fix a highest weight vector vλ of V
λ and consider the orbit of vλ under UZ. We have
U+Z · vλ = Zvλ
since every xα with α ∈ ∆
re
+ annihilates vλ. Also
U0Z · vλ = Zvλ
since U0Z acts on vλ as scalar multiplication by integers. Therefore
UZ · vλ = U
−
Z · vλ.
This is the infinite dimensional analog of a hyperalgebra as in [C] (see also [Hu]). We set
V λZ = UZ · vλ = U
−
Z · vλ,
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and V λR := V
λ
Z ⊗Z R.The module V
λ
R is a free R–module and a module over gR, called the Weyl module.
Recall that V λµ is the weight space corresponding to a weight µ of V
λ. Set
V λµ,Z = V
λ
µ ∩ V
λ
Z and V
λ
µ,R = V
λ
µ,Z ⊗Z R,
so that
V λZ =
⊕
µ
V λµ,Z and V
λ
R =
⊕
µ
V λµ,R.
For t ∈ R and α ∈ ∆re, set
χα(t) = exp(txα) =
∞∑
m=0
tmxmα
m!
,
which is a well-defined operator acting on V λR since the action of xα is locally nilpotent. Thus these are
elements of AutR(V
λ
R ).
We let Gλ(R) ⊆ AutR(V
λ
R ) be the group generated by χα(t) for α ∈ ∆
re and t ∈ R. We refer to Gλ(R)
as a representation-theoretic Kac–Moody group, or a Kac–Moody Chevalley group. We summarize the
construction in the following.
Definition 3.1. Let g = g(A) be a symmetrizable Kac–Moody algebra with A neither finite nor affine.
Let R be a commutative ring R. For each α ∈ ∆re+ choose a root vector xα ∈ gα and x−α := −ω(xα),
normalized so that [xα, x−α] = α
∨. Let V λR be an R–form of an integrable highest weight module V
λ for
g, corresponding to dominant integral weight λ. Then
Gλ(R) = 〈χα(t) | α ∈ ∆
re, t ∈ R〉 ⊆ AutR(V
λ
R )
is a Kac–Moody Chevalley group associated to g and V λ.
For V a direct sum of integrable highest weight modules, we similarly define the Kac–Moody group
GV (R) ⊆ AutR(VR). In particular, G
λ(R) = GV λ(R). We also mention that the same construction for
Gλ was used in [CG] to construct Kac–Moody groups over arbitrary fields.
For the reason which will be clear later in the construction of complete Kac-Moody groups, we also
extend the definition of the operator χα(t) for α ∈ ∆
im as follows. Recall that we have chosen a basis
xα,1, . . . , xα,nα of gα,Z. For t = (t1, . . . , tnα) ∈ R
nα and m = (m1, . . . ,mnα) ∈ N
nα , put
m! = m1! · · ·mnα !,
|m| = m1 + · · ·+mnα ,
tm = tm11 · · · t
mα
nα
,
xmα = x
n1
α,1 · · ·x
nα
α,nα
,
and define
χα(t) := exp(t1xα,1) · · · exp(tnαxα,nα) =
∑
|m|≥0
tmxmα
m!
,
which has a well-defined action on V λR .
3.2. The torus. Let V be a direct sum of integrable highest weight modules of g = g(A), and let GV (R)
be the corresponding Kac–Moody group. Let W˜ be the subgroup of Gλ(R) generated by the elements
w˜i(t) = χαi(t)χ−αi(−t
−1)χαi(t),
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for i ∈ I, t ∈ R×. We call W˜ the extended Weyl group. There is a surjective map to the Weyl group
W˜ −→W , w˜i(t) 7→ wi. Set w˜αi = w˜αi(1) for each i ∈ I. For t ∈ R
×, i ∈ I, define
hαi(t) = w˜αi(t)w˜αi (1)
−1,
and let HV (R) ⊆ GV (R) be the subgroup generated by these elements.
Theorem 3.2. Assume that the set of weights of V contains all the fundamental weights. Then the map
t 7→ hαi(t) is an injective homomorphism from R
× into HV (R), for each i ∈ I. The map
(R×)ℓ −→ Hλ(R), (t1, t2, . . . , tℓ) 7−→
∏
i∈I
hαi(ti)
is also an injective homomorphism.
Proof. Since each fundamental weight ̟i, i ∈ I, is a weight of V , hαi(t) acts as scalar multiplication on
the weight space V̟i by
t〈̟i,α
∨
i 〉 = t.
Hence for each i ∈ I, if hαi(t) = 1 then t = 1. The last assertion is then obvious. 
As Theorem 3.2 shows, the Kac–Moody Chevalley group has desirable properties when we choose a direct
sum of integrable highest weight modules whose set of weights contains all the fundamental weights. For
example, LV = P if V = V
̟1 ⊕ · · · ⊕ V ̟ℓ , since ̟i is a heighest weight of V for all i ∈ I.
We also have the following
Proposition 3.3. [?, Proposition 6.3.12] Let λ be a regular dominant integral weight, and g ∈ Gλ(R).
If g acts by scalar multiplication on V λ(R), then g ∈ Hλ(R) := HV λ(R).
3.3. Arithmetic subgroup of a Kac–Moody group. Suppose that R is a subring of a field K. Then
we define an analog of the arithmetic subgroup ΓV (R) to be the group:
ΓV (R) = {g ∈ GV (K) | g(VR) = VR} ⊆ AutR(VR).
For example, if R = Z we have
ΓV (Z) = {g ∈ GV (K) | g(VZ) = VZ} ⊆ AutZ(VZ).
3.4. Adjoint Kac–Moody group. Our construction of the representation–theoretic Kac–Moody group
in the previous subsections will give the following analog of the adjoint group. Choose V to be the adjoint
module of g. That is V = g as a vector space, with the representation
adx : g −→ End(g)
y 7→ [x, y].
This in turn gives a representation
Adexp(x) : Gad(R)→ GL(g)
where Gad(R) := GV (R) is our Kac–Moody Chevalley group for V = g with the adjoint action. Note
that V is integrable but not a highest weight module. This representation has the property that
exp(adx(y)) = Adexp(x)(exp(y))
for all x ∈ nR and moreover
d
dt
∣∣∣∣
t=0
Adexp(tx)(y) = [x, y].
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3.5. Dependence on choices. In the case where V λ is faithful, our group construction depends on
(1) a choice of lattice Q ⊆ Λ ⊆ P between the root lattice Q and weight lattice P , and
(2) a Z-form V λZ of the integrable highest weight module V
λ.
The lattice Λ can be realized as LV λ , the lattice of weights of the representation V
λ, which is between Q
and P ([St, Lemma 27]).
In what follows however, we will primarily consider only the simply connected Kac–Moody group G =
GV (R), which assumes a choice of integrable highest weight module V
λ satisfying LV λ = P . This depends
on the parameter λ, a dominant integral weight.
When R is a field, Garland constructed affine Kac–Moody groups as central extensions of loop groups and
characterized the dependence of a completion of GV λ(R) on λ in terms of the Steinberg cocycle [Ga1].
Recent work of Rousseau [Ro16] shows that over fields of characteristic zero, completions of Kac–Moody
groups (as in [RR, CG], see also [Ma88, Ma89]) are isomorphic as topological groups. The complete
Kac–Moody groups of [CG] are constructed with respect to a choice of dominant integral weight λ. Thus
over fields of characteristic zero, the complete Kac–Moody groups of [CG] are independent of λ up to
isomorphism, as topological groups.
For Kac–Moody groups over rings, in [CW] the authors gave some preliminary results about the depen-
dence of GV λ(Z) on λ when g is simply laced and hyperbolic, by comparison with a finite presentation for
the Tits functor G˜ obtained by [AC]. In [CW] there is a homomorphism ρV,Z : G˜(Z) → GV (Z) defined
on generators and the authors prove that the kernel KV (Z) of the map ρV,Z lies in the complex torus
H(C) and if the natural group homomorphism φ : G˜(Z) → G˜(C) is injective, then KV (Z) ⊆ H(Z) ∼=
(Z/2Z)rank(A). Injectivity of the natural map φ : G˜(Z) → G˜(C) is not currently known and depends on
functorial properties of Tits’ group [Ti2].
3.6. Integrality. Some of the difficulties of constructing integral forms of Kac–Moody groups can already
be seen in finite dimensional Chevalley groups, including SL2.
For example, if we have an element
(
a b
c d
)
∈ SL2(Z) written in terms of the generators(
a b
c d
)
= χ±α(t1)χ±α(t2) . . . χ±α(tk)
then it is not necessarily the case that the scalars ti are all integers. For example,(
1 1
1 2
)
= χα
(
1
2
)
hα
(
1
2
)
χ−α
(
1
2
)
=
(
1 12
0 1
)(
1
2 0
0 2
)(
1 0
1
2 1
)
.
However, since SL2(Z) is generated by χα(s) and χ−α(t) for s, t ∈ Z, we may look for another decompo-
sition of
(
1 1
1 2
)
in terms of generators whose scalars are integer valued, and we find(
1 1
1 2
)
= χ−α(1)χα(1) =
(
1 0
1 1
)(
1 1
0 1
)
.
Thus given
(
a b
c d
)
∈ SL2(Z), there exist t1, . . . , tk ∈ Z such that(
a b
c d
)
= χ±α(t1)χ±α(t2) . . . χ±α(tk).
Since these arguments will reappear in later sections, we recall the following important but standard fact.
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Proposition 3.4. The subgroup SL2(Z) of SL2(Q) is the stabilizer of VZ ⊂ VQ of the standard represen-
tation VQ.
Proof. Take VZ = Z⊕ Z and VQ = Q⊕Q. Then SL2(Q) acts on VQ:(
a b
c d
)
·
(
x
y
)
=
(
ax+ by
cx+ dy
)
.
Suppose now that
(
a b
c d
)
stabilizes VZ: (
a b
c d
)
· VZ ⊆ VZ,
that is, (
a b
c d
)
·
(
x
y
)
=
(
u
v
)
,
where ad − bc = 1, x, y ∈ Z and u = ax + by ∈ Z, v = cx + dy ∈ Z. Take
(
x
y
)
=
(
0
1
)
. Then
u = ax+ by implies b ∈ Z and v = cx+ dy implies d ∈ Z. Take
(
x
y
)
=
(
1
0
)
. Then u = ax+ by implies
a ∈ Z and v = cx+ dy implies c ∈ Z. Thus if
(
a b
c d
)
· VZ ⊆ VZ then
(
a b
c d
)
∈ SL2(Z). 
4. Bruhat decomposition of G(Q)
Let g = g(A) be symmetrizable Kac–Moody algebra over Q, with A neither finite not affine. Take simple
roots Π = {α1, . . . , αℓ} indexed over I = {i, . . . , ℓ} and Cartan subalgebra h. Let V
λ = V λQ denote the
irreducible integrable highest weight module corresponding to a dominant integral weight λ. We assume
that LV λ = P , the weight lattice. To simplify notation, in this section we shall omit the supscript λ and
denote G = Gλ. Thus G(Q) = 〈χα(t) | t ∈ Q, α ∈ ∆
re〉. Define sibgroups
H(Q) := 〈hαi(t) | t ∈ Q
×, i ∈ I〉,
Uα := 〈χα(t) | t ∈ Q〉 if α ∈ ∆
re,
U(Q) := 〈Uα | α ∈ ∆
re
+〉 = 〈χα(t) | t ∈ Q, α ∈ ∆
re
+〉,
B(Q) := 〈H(Q), U(Q)〉.
We note that our generating set for G(Q) is highly redundant and can be reduced to {χαi(t), χ−αi(s)}.
Theorem 4.1 ([Ti2, CG]). The data (G(Q), B(Q), W˜ , {wi | i ∈ I}) defines a BN -pair for G(Q) with
B = B(Q) and N = W˜ . We have Bruhat decomposition
G(Q) =
⊔
w∈W
B(Q)wB(Q).
Recall here that B(Q)wB(Q) actually denotes the double coset B(Q)w˜B(Q), where w˜ ∈ W˜ is an element
of the extended Weyl group that maps to w ∈W . This double coset is independent of the choice of w˜.
Lemma 4.2. We have SL2(Q) = SL2(Z)B(SL2(Q)), where B(SL2(Q)) denotes the standard Borel sub-
group of SL2(Q).
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Proof. Let
(
a b
c d
)
∈ SL2(Z) and let (
p q
r s ) ∈ SL2(Q). Consider the product(
a b
c d
)(
p q
r s
)
∈ SL2(Q).
We may choose c, d ∈ Z with gcd(c, d) = 1 and cp + dr = 0. This determines a, b ∈ Z such that
ad− bc = 1. Then (
p q
r s
)
=
(
a b
c d
)−1(
α β
0 γ
)
∈ SL2(Z)B(SL2(Q)).

For each i ∈ I, there is a homomorphism ([Ga1, Lemma 16.3])
ϕi : SL2(Z)→ G
satisfying
ϕi
((
1 s
0 1
))
= χαi(s), ϕi
((
1 0
s 1
))
= χ−αi(s),
ϕi
((
0 1
−1 0
))
= wαi(1), ϕi
((
a 0
0 a−1
))
= hαi(a).
Lemma 4.3. For fixed i ∈ I, ϕi(SL2(Z)) = 〈χαi(t), χ−αi(t) | t ∈ Z〉.
Lemma 4.4. We can choose a set coset representatives Yi for BwiB/B such that Yi ⊆ ϕi(SL2(Z)).
Proof. By Lemma 4.2, we can write an element of SL2(Q) in SL2(Z)B(SL2(Q)). Modulo B, the Yi can
thus be chosen such that Yi ⊆ ϕi(SL2(Z)). 
It follows that for each i, Yi ⊆ ϕi(SL2(Z)) = 〈χαi(t), χ−αi(t) | t ∈ Z〉 ⊆ G(Z).
Lemma 4.5. For each i ∈ I, BwiB = YiB.
Corollary 4.6. For each i ∈ I, we have BwiB = YiB ⊆ G(Z)B(Q).
The following theorem gives an analog of Lemma 4.2 for G(Q).
Theorem 4.7. We have G(Q) = G(Z)B(Q).
Proof. We prove the result using the Bruhat decomposition from Theorem 4.1. That is, we prove by
induction on the length of w ∈ W that each Bruhat cell B(Q)wB(Q) is contained in G(Z)B(Q). The
case ℓ(w) = 0 gives B(Q) ⊆ G(Z)B(Q). The case ℓ(w) = 1 follows from Corollary 4.6, which gives a base
for induction.
Assume inductively that
B(Q)wi1wi2 . . . wikB(Q) ⊆ G(Z)B(Q),
for all k ≥ 1, where wi1wi2 . . . wik has length k, and each wij is a simple reflection.
Let wik+1 be a simple reflection and assume that wi1wi2 . . . wikwik+1 has length k + 1. Then the theory
of BN-pair gives
B(Q)wi1wi2 . . . wikwik+1B(Q) = B(Q)wi1wi2 . . . wikB(Q)wik+1B(Q).
By the inductive hypothesis, B(Q)wi1wi2 . . . wikB(Q) ⊆ G(Z)B(Q). Since wik+1 is a simple root reflec-
tion, the inductive hypothesis also implies that
B(Q)wik+1B(Q) ⊆ G(Z)B(Q).
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Then
B(Q)wi1wi2 . . . wikB(Q)wik+1B(Q) ⊆ G(Z)B(Q)wik+1B(Q) ⊆ G(Z)B(Q).
Hence each each Bruhat cell B(Q)wB(Q) is contained in G(Z)B(Q). 
5. Integrality and the torus
To simplify notation we omit the subscript V and write G = GV . Recall that we have defined the
arithmetic subgroup of G to be Γ(Z) = {g ∈ G(Q) | g(VZ) = VZ}.
Lemma 5.1. Suppose that the set wts(V ) of weights of V contains all the fundamental weights. In G(Q)
we have
G(Z) ∩H(Q) = Γ(Z) ∩H(Q) = H(Z) = 〈hαi(−1) | i ∈ I〉.
Proof. It is immediate that G(Z) ∩ H(Q) = 〈hαi(−1) | i ∈ I〉. The element hαi(ti) acts on the weight
space Vωi as scalar multiplication by ti. Hence hαi(ti)(VZ) = VZ only if ti ∈ Z
× = {±1}. Thus
Γ(Z) ∩H(Q) = 〈hαi(−1) | i ∈ I〉. 
Recall that hZ = h ∩ gZ. We now define gVZ to be the stabilizer of VZ in g, and
hVZ = h ∩ gVZ .
When g is finite dimensional, the discrepancy between gZ and gVZ is given by the difference between hZ
and hVZ . In general, gZ ⊆ gVZ . For h ∈ h we have h · VZ ⊆ VZ if and only if
µ(h) ∈ Z for all µ ∈ LV .
Thus
hVZ = {h ∈ h | µ(h) ∈ Z for all µ ∈ LV }.
If V is the adjoint representation, then LV = Q and we have
hadZ = {h ∈ h | µ(h) ∈ Z for all µ ∈ Q},
which is the coweight lattice. On the other hand hZ is the coroot lattice, a free abelian group with basis
α∨i , i ∈ I.
Lemma 5.2. If Q = LV = P then hZ = hVZ = hadZ . If [P : Q] = 2 then hVZ = hZ or hVZ = hadZ .
Proof. The conclusion follows directly from the definitions of hadZ and hVZ . 
6. Actions on V λ and V λZ
Let V = V λ be an irreducible integral highest weight g–module and fix a heighest weight vector vλ.
Recall that VZ := UZ · vλ is a lattice in V and a UZ-module. For α ∈ ∆, recall that
gα,Z := gα ∩ UZ = Zxα,1 + · · ·+ Zxα,nα .
So for x ∈ gα,Z we have
xn
n!
(gα,Z) ⊆ gα,Z.
Let ≺ be the order on Q+ := {
∑
i∈I kiαi ∈ Q | ki ≥ 0 for all i ∈ I} defined by
(1) if ht(α) < ht(β), then α ≺ β;
(2) if ht(α) = ht(β), then use lexicographic order on the coordinates of α and β with respect to the
simple roots.
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For each weight µ of V , µ = λ− α, where α ∈ Q+. Define the depth of µ to be
depth(µ) = ht(α) = ht(λ)− ht(µ).
A Z-basis Ξ = {v1, v2, . . . } of VZ is called coherently ordered if
(1) Ξ consists of weight vectors; and
(2) if vi ∈ Vµ,Z, vj ∈ Vν,Z and µ ≺ ν, then i < j.
If depth(µ) = 0, then µ = λ is a highest weight vector, so we can take v1 = vλ. Since ≺ is a linear
ordering, for µ a weight, Ξ ∩ Vµ,Z consists of a consecutive subsequence vk, vk+1, . . . , vk+n. If v ∈ V
λ
µ,Z
with depth(µ) = m, then v is a linear combination of vectors of the form fi1fi2 . . . fim · vλ, for some
i1, . . . , im ∈ I.
Theorem 6.1 ([Ga1] Theorem 11.3; [CG]). There is a coherently ordered Z-basis Ξ = {v1, v2, . . . } for
VZ, where each vi = ξiv1 for some ξi ∈ UZ.
We define Vµ,Z to be the lattice with Z-basis Ξ ∩ Vµ = {vk, vk+1, . . . , vk+n}.
Lemma 6.2. Let v ∈ V λµ and α ∈ ∆. Then, for all t ∈ Q
nα ,
χα(t) · v = v +
∑
m∈Nnα ,|m|>0
tmum,
for some um ∈ V
λ
µ+|m|α, only finitely many of which are nonzero. If moreover v ∈ V
λ
µ,Z, then um ∈
V λ
µ+|m|α,Z.
Proof. The first assertion is given by [St, Lemma 7.2]. If v ∈ V λµ,Z, taking t = (1, . . . , 1) shows that
um ∈ V
λ
µ+|m|α,Z for each m ∈ N
nα . 
Lemma 6.3. Let α ∈ ∆+ and t ∈ Q
nα. Then t ∈ Znα if and only if χα(t) preserves V
λ
Z for every
dominant integral weight λ.
Proof. If t ∈ Znα , then χα(t) clearly preserves V
λ
Z . Conversely, assume that χα(t) preserves V
λ
Z for each
λ. We need to show that this implies that t ∈ Znα . Recall that vλ is the highest weight vector of V
λ we
have chosen to define the Z-form V λZ = UZ · vλ.
Recall that xα,i, i = 1, . . . , nα are chosen such that [xα,i, x−α,j ] = δijα
∨, where x−α,i = −ω(xα,i). Write
t = (t1, . . . , tnα) ∈ Q
nα . Since χα(t) preserves V
λ
Z and x−α,i · vλ ∈ V
λ
λ−α,Z, from the expansion
χα(t) =
∑
m∈Nnα ,|m|≥0
tmxmα
m!
and xmα (x−α,i · vλ) = 0 for |m| > 1, we deduce that
χα(t) · (x−α,i · vλ) = x−α,i · vλ +
nα∑
j=1
tjxα,j · (x−α,i · vλ)
= x−α · vλ +
nα∑
j=1
tj [xα,j , x−α,i] · vλ
= x−α · vλ + tiα
∨vλ
= x−α · vλ + ti〈λ, α
∨〉vλ
∈ V λZ .
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Hence ti〈λ, α
∨〉 ∈ Z for each i = 1, . . . , nα. We claim that we may choose different dominant integral
weights λ and λ′ such that 〈λ, α∨〉 and 〈λ′, α∨〉 are relatively prime. This in turn implies that ti ∈ Z.
To prove the claim, we note that there exists w ∈W such that α = wαi for some simple root αi. Recall
that ̟i is the ith fundamental weight so that 〈̟i, α
∨
i 〉 = 1. We may choose a dominant integral weight
λ sufficiently large such that λ′ := λ + w̟i is dominant as well. Applying the above argument for the
two highest weight modules V λ and V λ
′
, we obtain that t〈λ, α∨〉 and t〈λ′, α∨〉 are both integers. But
〈w̟i, α
∨〉 = 〈w̟i, wα
∨
i 〉 = 〈̟i, α
∨
i 〉 = 1,
from which it follows that
〈λ′, α∨〉 = 〈λ, α∨〉+ 1.
In particular 〈λ, α∨〉 and 〈λ′, α∨〉 are relatively prime, which implies that t ∈ Z. 
Proposition 6.4. Let u = χβ1(t1) · · ·χβk(tk) ∈ U(Q), where β1 ≻ · · · ≻ βk are roots in ∆+, and
tj ∈ Q
nβj , j = 1, . . . , k. Then tj ∈ Z
nβj , j = 1, . . . , k if and only if u preserves V λZ for every dominant
integral weight λ.
Proof. Assume that u preserves V λZ for each λ and we need to show that each tj ∈ Z
nβj . We use induction
on k. The case k = 1 is Lemma 6.3. Assume that the assertion is true for k − 1. The order we have
chosen on ∆+ ⊂ Q+ implies that V
λ
λ−α+β = 0 whenever α ≺ β.
Since vλ is the highest weight vector, we have
χβ(t) · vλ = vλ
for any β ∈ ∆+, and
χβ(t) · (x−α,i · vλ) = x−α,i · vλ
for any α, β ∈ ∆+ with α ≺ β, and i = 1, . . . , nα. Write tk = (tk,1, . . . , tk,nβk ) ∈ Q
nβk . Then we have
u · (x−βk,i · vλ) = χβ1(t1) · · ·χβk−1(tk−1)(x−βk,i · vλ + tk,i〈λ, β
∨
k 〉vλ)
= x−βk,i · vλ + tk,i〈λ, β
∨
k 〉vλ ∈ V
λ
Z .
Hence tk,i〈λ, β
∨
k 〉 ∈ Z, i = 1, . . . , nβk . Similar to the proof of Lemma 6.3, by choosing different weights λ
we may deduce that tk,i ∈ Z. It follows that
χβk(tk)
−1 = exp(−tk,nβkxβk,i) · · · exp(−tk,1xβk,1)
preserves each V λZ , and therefore
χβ1(t1) · · ·χβn−1(tk−1) = u · χβk(tk)
−1 ∈ U(Q)
preserves each V λZ as well. We may now apply the inductive hypothesis to complete the proof. 
7. Completed Kac–Moody groups
Let g be our Kac–Moody algebra. In this section, we first give a representation theoretic description of
the complete pro–nilpotent subalgebra n̂+ of g generated by the positive root spaces and its complete
pro–unipotent pro–algebraic group Û+. Then we define a (universal) completed Kac-Moody group G˜(Q)
acting on the direct sum V of all integrable highest weight modules. These results are used in the next
section to give a finite topological generating set for G˜(Z).
The definitions given below are a minor extension of those of Kumar [Ku] and coincide with Rousseau
[Ro16] in characteristic 0.
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7.1. The pro–nilpotent pro–subalgebra n̂+. Recall that n+ = ⊕α∈∆+gα. Let
n̂+ =
∏
α∈∆+
gα
be the formal completion of n+. For k ≥ 1, let
n̂+k =
∏
α∈∆+, ht(α)≥k
gα,
where for α =
∑ℓ
i=1 niαi ∈ Q
+ one has the height
ht(α) =
ℓ∑
i=1
ni.
We also have
n̂+ =
∏
k∈N
gk
for a suitable N-grading of n̂+, that is,
gk :=
⊕
α∈∆+, ht(α)=k
gα.
Then n̂+ is a pro–nilpotent pro–Lie algebra with respect to the family of ideals of n̂+ containing n̂+k for
some k ≥ 1 [Ku].
7.2. Pro-representation V. Let
ĝ = n− ⊕ h⊕ n̂.
Let V λ be an integrable highest weight g–module with highest weight λ. Then V λ is also a ĝ–module.
Recall that V λλ−α denotes the weight space of V
λ of weight λ− α, α ∈ Q+.
Lemma 7.1. For each k > 1, the ideal
n̂k =
∏
α ∈ ∆+
ht(α) ≥ k
gα
acts trivially on the subspace
V λk =
⊕
α ∈ Q+
ht(α) < k
V λλ−α.
Let V denote the direct sum of all the integrable highest weight modules for g. That is,
V =
⊕
λ
V λ,
where λ runs over all dominant integral weights. Then V is a ĝ–module. Let
ρ : n̂+ → End(V)
be the diagonal action of n̂+ on V . Then for all y ∈ n̂+ and v ∈ V , exp(ρ(y))(v) reduces to a finite sum.
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7.3. Pro–unipotent pro–algebraic subgroup Û+. For each k ≥ 1, we set
Û+k = exp ρ(gk).
Û+ = exp ρ(n̂+).
Then Û+k is a finite dimensional unipotent group and
Û+ =
∞∏
i=1
Û+k =
{
∞∏
i=1
exp(ρ(xi)) | xi ∈ gi
}
.
Any element x ∈ n̂+ is an infinite (formal) sum, but for all g ∈ Û+ and v ∈ V , g · v is a finite sum. We
also have
Û+ =
{ ∏
α∈∆+
exp(ρ(xα)) | xα ∈ gα
}
.
The following lemma is clear (see also [Ro16, Proposition 3.2] and [Ro17, Section 1.9]).
Lemma 7.2. With respect to a fixed order on the positive roots and a fixed choice of basis for the root
spaces gα of ĝ, every element g ∈ Û
+ has a unique expression of the form
g =
∏
α∈∆+
exp(ρ(xα))
for xa ∈ gα, where the product is taken in the fixed order on the positive roots.
With respect to a chosen basis Bα = {x1, . . . , xnα} of gα and an ordering x1 < · · · < xnα of the basis
elements where nα = dim gα, we have xα = t1x1 + · · ·+ tdxd, for ti ∈ C. Thus when restricted to gα, we
have
exp(ρ(xα)) = exp(t1ρ(x1)) . . . exp(tnαρ(xnα)) =
∏
xi∈Bα
exp(tiρ(xi)).
Expanding exp(ρ(xα)) for all positive roots, we have
g =
∏
α∈∆+
exp(ρ(xα)) =
∏
α∈∆+
∏
xi∈Bα
exp(tiρ(xi))
and this decomposition is unique relative to the above choices.
From now on, we fix the order on ∆+ given by the restriction of the order ≺ on Q+ defined in Section 6.
7.4. Completed Kac-Moody group G˜(Q). The operator χα(t), t ∈ Q, α ∈ ∆
re acts on V by its
diagonal action on the summands V λ, and we have the universal representation-theoretic Kac–Moody
group
G(Q) := GV(Q) = 〈χα(t) | t ∈ Q, α ∈ ∆
re} ⊂ GL(V).
By restriction to V λ we have the natural homomorphism G(Q)→ Gλ(Q) for each λ. Recall that we have
fixed a highest weight vector vλ and define the Z-form V
λ
Z = UZ · vλ of V
λ for each λ. Then we have the
following Z-form of V ,
VZ :=
⊕
λ
V λZ .
Let G˜(Q) be the subgroup of GL(V) generated by G(Q) and Û+(Q). By Lemma 7.2, every u ∈ Û+(Q)
can be uniquely written as
u =
∏
α∈∆+
χα(tα), tα ∈ Q
nα ,
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where the product is taken in the order ≺ on ∆+, and χα(tα) is defined in Section 3.
8. Integrality in G˜(Q)
Recall that
G(Z) = 〈χα(t) | t ∈ Z, α ∈ ∆
re〉,
and
Γ(Z) = {g ∈ G(Q) | g(VZ) = VZ}
= {g ∈ G(Q) | g(V λZ ) = V
λ
Z for each dominant integral weight λ}.
Define G˜(Z) to be the subgroup of G˜(Q) generated by G(Z) and Û+(Z), and
Γ˜(Z) = {g ∈ G˜(Q) | g(VZ) = VZ}.
It is clear that G˜(Z) ⊆ Γ˜(Z) and in general G˜(R) ⊂ Γ˜(R) for any commutative ring R (see Subsection
3.3). Our objective is to prove that G˜(Z) = Γ˜(Z) (Theorem 8.3).
Since the completion G˜(Q) has a BN -pair structure ([CG]), Theorem 4.7 holds for the completion G˜(Q).
Lemma 8.1. We have G˜(Q) = G˜(Z)B˜(Q).
Applying the results in the previous sections, we obtain the following.
Theorem 8.2. Let u−1 =
∏
α∈∆+
χα(tα) ∈ Û
+(Q), with the product taken in the order ≺ on ∆+ and
tα ∈ Q
nα . Then tα ∈ Z
nα for all α ∈ ∆+ if and only if u preserves VZ, i.e. preserves V
λ
Z for every
dominant integral weight λ.
Proof. The proof is a simple modification of that of Proposition 6.4. For convenience, let us label ∆+ as
{αk, k = 1, 2, . . .} such that αj ≺ αk if j < k. Then we may rewrite
u−1 = χα1(t1)χα2(t2) · · · , where tk ∈ Q
nαk .
For k ≥ 1, define uk ∈ Û
+(Q) by
u−1k = χαk(tk)χαk+1(tk+1) · · · .
Assume by induction that tj ∈ Z
nαj , j = 1, . . . , k − 1. Then
uk = u · χα1(t1) · · ·χαk−1(tk−1)
preserves V λZ for each λ. Write tk = (tk,1, . . . , tk,nαk ) ∈ Q
nαk . Since uk = uk+1 · χαk(tk)
−1, we have
uk · (x−αk,i · vλ) = uk+1 · (x−αk,i · vλ − tk,i〈λ, α
∨
k 〉vλ)
= x−αk,i · vλ − tk,i〈λ, α
∨
k 〉vλ ∈ V
λ
Z ,
which implies that tk,i〈λ, α
∨
k 〉 ∈ Z, i = 1, . . . , nαk . By varying λ as before we conclude that tk,i ∈ Z. This
finishes the induction. 
We now gather the above results and prove our main theorem.
Theorem 8.3. We have G˜(Z) = Γ˜(Z). That is, for any element g ∈ G˜(Q) satisfying g(VZ) = VZ, we
have g ∈ G˜(Z).
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Proof. Let B˜(Q) be the subgroup of G˜(Q) generated by H(Q) and Û+(Q). From Lemma 5.1 and
Theorem 8.2, one can deduce that Γ˜(Z) ∩ B˜(Q) = G˜(Z) ∩ B˜(Q). Also Γ˜(Z) ⊆ G˜(Q) = G˜(Z)B˜(Q) by
Lemma 8.1.
Let γ ∈ Γ˜(Z). Then
γ = γ0b ∈ G˜(Q)
with γ0 ∈ G˜(Z) and b ∈ B˜(Q). Then γ
−1
0 γ = b ∈ B˜(Q). Since G˜(Z) ⊆ Γ˜(Z), we have
γ−10 γ ∈ Γ˜(Z) ∩ B˜(Q) = G˜(Z) ∩ B˜(Q).
Thus γ−10 γ ∈ G˜(Z), so γ ∈ G˜(Z). 
We conjecture that Theorem 8.3 holds for any integrable highest weight module V λ such that LV λ = P .
That is, G˜V λ(Z) = Γ˜V λ(Z) for each fixed such λ. Our methods only yield a proof for the universal
Kac–Moody group and its arithmetic subgroup. However, some refinement of our arguments should give
the result for fixed λ.
Corollary 8.4. We have G˜(Q) = Γ˜(Z)B˜(Q).
We are grateful to Ralf Koehl who informed us of the following direct proof of Corollary 8.4.
Proposition 8.5. The group Γ˜(Z) acts transitively on each half of the twin building of G˜(Q).
Proof. The group SL2(Z) acts transitively on P
1(Q) by the Euclidean algorithm. The claim follows
by applying the local to global argument Proposition 3.10 and Corollary 3.11 of [DGH], as the panel
stabilizers in Γ˜(Z) contain SL2(Z). 
Corollary 8.6. The group Γ˜(Z) has the following topological generating sets:
(1) χαi(1) and χ−αi(1), i = 1, . . . , ℓ, or
(2) χαi(1) and w˜αi = χαi(1)χ−αi(−1)χαi(1), i = 1, . . . , ℓ.
Proof. (1) is an immediate consequence of the exponential rule χαi(t) = χαi(1)
t for t ∈ Z. (2) follows
immediately from (1). 
Corollary 8.7. Let g ∈ Γ(Z). Then there are simple roots αi1 , αi2 . . . , αik such that
g = χ±αi1 (1)χ±αi2 (1) . . . χ±αik (1).
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