This paper decomposes the environmental Kuznets curve into the scale, technique and composition effects while incorporating the roles of energy consumption, trade openness and foreign direct investments (FDI) effects in a carbon emissions function for the United States (U.S.). We have incorporated information about unknown structural breaks into this function while investigating the cointegration between the related variables. The empirical results confirm the existence of cointegration between the variables in the presence of structural breaks. Moreover, the scale effect increases carbon dioxide emissions, but the technique effect reduces it as expected. Energy consumption also adds to carbon emissions, while the composition effect improves environmental quality by lowering carbon dioxide emissions. Further, trade openness decreases carbon dioxide emissions. However, increases in FDI hamper environmental quality by increasing carbon emissions. To reduce the level of carbon emissions, the technical processes of production should be improved by investing in technological innovations and capital stock and upgrading environmental regulations to channel in environment-friendly FDIs. There should also be a transformation of the energy consumption structure towards cleaner energy sources.
Introduction
In today's world, climate change is one of the most prominent problems of recent days, and the underlying cause of climate change is global warming. It is also well known that the leading cause of global warming is greenhouse gas emissions. These emissions are considered to be a leading indicator of environmental pollution, but previous studies have used many measures of gas emissions. At this point, carbon dioxide (CO2) emissions seem to be the leading indicator of environmental pollution (Tiba and Omri, 2017) . In doing so, our paper focuses on the determinants of carbon dioxide emissions in the United States (U.S.). A unique role is given to foreign direct investment (FDI) and trade openness as they could be potential drivers of carbon dioxide emissions in this country.
According to the previous literature, per capita income is the primary driver of carbon dioxide emissions (Jaunky, 2011; Narayan and Narayan, 2010; Shahbaz et al., 2018) . At this stage, the effects of income on carbon dioxide emissions can be explained by three effects (Tsurumi and Managi, 2010; Yin et al., 2015) . The first effect is known as that scale effect which stipulates that as per capita income rises with higher inputs; this will systemically raise the level of carbon dioxide emissions. In other words, that scale effect implies that a higher level of per capita income leads to higher energy consumption, which results in increases in carbon emissions (i.e., environmental degradation).
The second effect is the composition effect which states that an increase in per capita income can exhibit a positive or a negative impact on carbon emissions. At this point, as per capita income increases, there could be a significant structural change in the economy and a change in economic activity, which can lead to a higher or a lower level of environmental degradation.
Specifically, at the first stage of economic development which entails a structural change of the 3 economy from agriculture to the industry, an expansion in this development is expected to increase environmental degradation. However, at the second stage of economic growth, that is the process of structural change from industry to services or from an energy-intensive industrial production process to a more technology-intensive production process, the level of environmental degradation is expected to decline (Kearsly and Riddel, 2010).
Similarly, the third effect is known as the technique effect, that is, a change in the production process (i.e., technology shocks) can introduce a negative or a positive impact on carbon emissions (Rezek and Rogers, 2008) . In the developed countries, like the U.S., one should expect a negative technique effect of per capita income on the level of carbon emissions because the U.S. is one of the leading technology producers in the world. 1 In other words, the technique effect systematically decreases environmental degradation in developed countries due to a higher level of technology (Lau et al., 2014) . 2 At this stage, trade openness and FDI will create a technique effect on the relationship between per capita income and environmental degradation. Therefore, to motivate the decomposition analysis, our empirical models include trade openness and FDI as potential drivers of carbon emissions. International trade will help countries engage in cross border trade to share in technology diffusions and access clean energy technology. FDI also helps in transferring technology to host countries. It is suggested that FDI transmits technological knowledge, as well as contributing to the physical capital stock. Moreover, the technology transferred through FDI has the effect of stimulating competing firms in the domestic market to carry out technological upgrading. 1 Indeed, according to the data from the World Intellectual Property indicators of the World Intellectual Property Organization, 24.3% of the world's total patent applications were made by the U.S. companies in 2016. 2 For example, according to Can and Gozgor (2017) , the economic complexity indicator is a robust indicator of the level of technology as well as it is a significant determinant of the carbon dioxide emissions in France. 4 Finally, following previous papers (e.g., Ang, 2007; Tiwari, 2014; Shahbaz et al., 2017) , we consider the pivotal role of energy consumption, which contributes not only to the process of economic development but also to environmental degradation, and we mainly focus on consumption from fossil sources which are a fundamental input in the production process.
Indeed, a country can achieve a higher level of efficiency in the production process through technology transfer. The effect of technology transfer can be measured by international trade (measured by the nominal trade openness that is the ratio of the sum of exports and imports to GDP) and FDI inflows (as a % of GDP). Therefore, various studies have empirically tested the validity of the EKC hypothesis and have considered trade openness and FDI inflows as the benchmark indicators of technology transfer (Gozgor, 2017) . As trade openness increases, there will be a structural transformation in the economy which promotes environmental quality due to the transfer of technology. Consequently, one should expect that trade openness will improve environmental quality in developed countries in particular. 3 However, the effect of FDI inflows on environmental degradation can be positive or negative, and it depends on whether the country will attract direct investments from the heavy industry and the energy-intensive industry to the technology-intensive sector and services. Therefore, there could be positive or negative effects of FDI on environmental quality in developing and developed countries (Lau et al., 2014; Shahbaz et al., 2015) . In short, the effect of technology transfer via FDI on environmental degradation depends on the inputs used in the production process. To this end, our paper analyzes the effects of trade openness and FDI on carbon emissions hypothesis in the U.S. economy. 3 The impact of the trade openness on environmental degradation can be negative or positive in developing economies. The sign of the related effect depends on the production structure of exporting and importing goods and services .
It is also noteworthy to state that the validity of the EKC hypothesis has empirically been tested in developing countries, rather than developed countries (Stern, 2017) Our paper contributes to the existing energy literature by four-fold. (i) It is a novel contribution that decomposes the environmental Kuznets curve into scale, technique and composition effects for the U.S. economy while controlling for energy consumption among other variables. However, the special roles in this contribution are given to trade openness and FDI inflows as potential drivers of carbon emissions. Our current paper also contributes to the previous evidence on the effects of trade openness and FDI on the environment by using a relatively new dataset. We consider a long-term empirical analysis for the period from 1965 to 2016 in the U.S.
(ii) Traditional, and structural breaks unit root tests are also applied to examine the stationary properties of the variables. (iii) The ARDL bounds testing approach to cointegration is employed to determine whether cointegration exists between carbon emissions and their determinants in the presence of structural breaks in the series. (iv) The direction of a causal relationship between carbon emissions and their determinants is investigated by applying the VECM Granger causality while accommodating structural breaks. Our empirical results confirm the presence of cointegration between the variables. Furthermore, they also show that the scale effect increases carbon emissions, but the composition and technique effects reduce CO2 emissions. Trade 6 openness has a negative effect on carbon emissions, while FDI hampers environmental quality by increasing carbon emissions in the U.S.
The remainder of the paper is organized as follows. Section 2 briefly reviews the previous literature. Section 3 explains the empirical model and the data. Section 4 details the empirical strategy. Section 5 provides the empirical results. Finally, Section 6 concludes and discusses policy implications.
Literature Review
It is important to note that the net effect of the composition, scale, and technique effects can be analyzed via the environmental Kuznets curve (EKC) hypothesis proposed by Grossman and Krueger (1995) (Esty and Porter, 2005) . 4 The EKC hypothesis proposes that there will be an "inverted-U shaped" relationship between per capita income and environmental degradation since an increase in per capita income will lead to a rise in carbon emissions during the first stage of economic development. This issue is due to the evidence that the main aim of the related countries is to promote economic development, while the negative consequences of environmental degradation are not the priority of the policymakers in the related countries. However, as a country develops and the accompanying per capita comes around $4,000 per capita income level according to Gozgor (2017) , carbon emissions should then start to decline. In particular, when a country reaches a high-income level, eliminating the adverse effects of environmental pollution becomes a priority of policymakers (Dinda, 2004) . There are also several studies that analyzed the determinants of CO2 emissions in the U.S. 6 For instance, using the EKC hypothesis and the K-L growth model (Augmented Factor model) (including the capital and labor as control variables) for the U.S., Soytas et al. (2007) examine the effects of per capita income and energy consumption on carbon emissions for the period 1960 to 2004. Their empirical results imply that per capita income does not cause carbon emissions, and the main driver of CO2 emissions is energy consumption in the U.S. A similar evidence is obtained by a paper written by Shahiduzzaman and Layton (2015) in which those authors find no systematic 5 For more details of these studies, refer to Al-Mulali and Ozturk (2016) and Tiba and Omri (2017) . 6 There are also the recent studies to analyze the validity of the EKC hypothesis using panel data for the states (regions) of the U.S. For example, see Apergis et al. (2017) and Atasoy (2017) 8 relationship between per capita income and carbon emissions over the business cycle phases for the period from 1949 to 2011. 7 and by introducing new production processing with improved managerial skills. This increased economic growth induces energy demand, which in turn increases carbon emissions (Shahbaz et al., 2015) . It implies that foreign direct investment promotes not only economic growth but also 11 hampers environmental quality by increasing carbon emissions. On the contrary, foreign direct investment may improve environmental quality if an energy efficient technology is implemented in production in the recipient country with technical management skills and environment-friendly economic policies (Cole, 2006) . Based on this theoretical background, we extend the general form of the carbon emission function as follows: We transform the general form of carbon emission function in Equation (1) In doing so, the empirical equation is generated from the general carbon emission function and modeled as follows:
Where ln is the natural-log and i µ is the residual term assumed to be normally distributed. We measure the scale effect and the technique effect by real GDP and real GDP per capita. The capitallabor ratio is used to measure the composition effect. 
Empirical Strategy
Firstly, this paper employs the standard unit root tests such as the Augmented Dickey-Fuller (ADF) and Phillip-Perron (PP) tests. However, these unit root tests are unable to take into account structural breaks. Ignorance of unknown structural breaks in time series makes the empirical results based on the ADF and PP unit root tests biased and unreliable. Secondly, this issue is addressed by applying the Kim and Perron (2009) unit root test, while accommodating information of a single unknown structural break in the series. 8 The empirical strategy will also include using the ARDL approach to test for cointegration and the VECM approach to examine Granger causality in the short and long run.
The ARDL Bounds Testing Approach to Cointegration
In line with the results of the unit root tests, we apply the bounds testing approach to cointegration to examine whether a long run relationship is present between CO2 emissions and their 
In Equation (3), ∆ symbolizes the change in the variables and 1 ε t is an error term. The parameters for α ij (j= 1,2, 3,…7, i = 1, 2, 3,...n) represent the short-run coefficients and the 
We may opt for cointegration if the ARDL statistic should be higher than the upper critical bounds. The decision is for no cointegration if the lower critical bounds are more than the calculated ARDL-F statistic. We are in the indecisive zone if the calculated ARDL-F statistic is found between the upper and lower critical bounds. In the ARDL estimations, the paper checks the necessary diagnostic tests for autocorrelation, heteroscedasticity, specification of the model, and stability of the regressions (i.e., using the CUSUM and CUSUMSQ tests).
The VECM Granger Causality Approach
In addition, we apply the vector error correction model (VECM) Granger-based causality test to examine long-run and the short-run causal relationship between CO2 emissions and their determinants. It is argued by Granger (1969) that there should be causality between the variables should be at least from one-side if cointegration is confirmed by the single order of integration of the variables. The empirical equation of the VECM Granger causality is modeled as follow as: The causality in the long run is investigated by the significant value of ECTt−1 by employing the ttest statistic. For the changes between carbon emissions and their determinants is examined by applying the F-statistic for the first-difference lagged explanatory variables. The pairwise correlation matrix shows that while the scale effect and energy consumption have a positive correlation with carbon emissions, the technique effect, composition effect, and trade openness are negatively correlated with carbon emissions. The correlation between foreign direct investment and CO2 emissions is positive. In terms of the correlation among the regressors, there seems to be a higher degree of correlation between the composite effect and the scale effect, trade openness and the scale effect, and foreign direct investment and the scale effect. This evidence seems to suggest a possible collinearity problem which could affect the identification of parameters in the model. However, correlations do not imply causalities. Therefore, subsequently, in this study, we test for the short-run and long-run causalities. Table 2 contains the results of the tests of unit roots by first using the traditional augmented Dickey-Fuller and Phillip-Perron tests which do not take into account structural breaks. For these tests, it is evident that all the variables contain a unit root in the levels, which an indication that these series might be I(1) variables. However, as pointed out by Perron (1989) , the traditional unit root tests that do not take into account structural breaks give biased results, and thus they reduce the ability to reject a false null hypothesis. In the lower part of However, after the first difference, we reject the null hypothesis of unit roots with a structural break. Thus, the ADF unit root test with a structural break confirms that we have variables which are integrated of degree one, I(1). This evidence is a crucial requirement for cointegration or the long-run equilibrium analysis.
Empirical Results and Discussion
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Results of the Unit Root Tests with/without Structural Breaks
Results of the Bounds Cointegrating Test
In Table 3 , we apply the cointegrating bounds test with structural breaks to examine the presence of multiple cointegrating vectors, as we do not impose the assumption of one cointegrating equation. Except for the models for the scale effect and the technique effect, the calculated Fstatistic for the rest of the variables is higher than the upper bound critical values at either one percent or five percent significance levels. Thus, there is evidence of multiple cointegration relationships between carbon emissions and their determinants. In particular, for the CO2 emissions equation, the evidence of cointegration implies that the identified regressors can indeed be treated as the 'long-run forcing' variables that explain the changes in CO2 emissions in the U.S. Note The asterisks *** and ** denote significant at the 1% and 5% levels, respectively. The AIC determines the optimal lag length.
For these models, we also perform several diagnostic statistics. All the models pass the normality, heteroscedasticity, model misspecification, serial correlation, and stability tests.
Cointegration implies that there exists a long-run equilibrium. In this study, we show the long-run and short-run models for the carbon emissions function and test for causality in the short-run and long-run. Tables 4 and 5 contain the long-run and short-run estimates. In both cases, it is evident that, while the scale effect (measured by real GDP) increases carbon emissions, the technique effect (measured by real GDP per capita) decreases it. This finding confirms the existence of the EKC hypothesis. However, this identified relationship is significant only in the long-run. Thus, in the U.S, the EKC is more of a long-run phenomenon. This evidence makes sense since, in the shortrun, both input substitution options and the investments in advanced technologies are limited.
Results of the Long-run and the Short-run Analyses
However, in the long-run, the time is long enough to propel input substitution and investment in advanced technologies.
In the U.S, there is evidence to suggest that environmental awareness has improved among the population. Demand for renewable energy sources like solar panels has increased as well as the demand for electricity-based cars. These shifts in the demand patterns change the input composition in favor of less energy-intensive inputs, hence inducing a lower energy requirement and its associated carbon dioxide emissions in the long-term. Moreover, the growth of the U.S economy has moved in tandem with investment in the technical aspect of production, and this has improved energy use efficiency in the country. This finding is consistent with the results of Atasoy Energy consumption in the short-run and long-run has a significant positive effect on carbon emissions in the U.S. According to the estimates, an increase in total energy consumption by 10% would cause carbon emissions to increase by 8.8% in the short-run but 1.3% in the longrun. The positive effect of energy consumption on CO2 emissions in the U.S. could be attributed to the energy source structure. In the U.S., renewable energy sources which decrease energyrelated emissions are dominated by non-renewable energy sources that increase energy-related emissions. 9 For example, in 2016, total energy consumption was 97.4 thousand trillion Btu.
Starting with the non-renewable energy sources, natural gas accounted for 33%, petroleum for 28%, coal for 17%, and nuclear electric power for 10%, thereby provided about 88% of this total consumption, while the remaining 12% came from renewable energy sources.
The dominance of non-renewable energy sources over renewable energy sources implies that in the U.S. increasing the consumption of energy will create more pollution. However, a comparison between the short-run and long-run coefficients reveal that the energy-induced carbon effect is higher in the short-run than in the long-run. As mentioned earlier, in the short-run, input substitutability options and the investments in advanced technologies that are more energy efficient are limited. As a result, the energy-induced carbon effect is higher in the short-run.
However, in the long-run, input substitution and advanced energy saving technologies become available. Therefore, the energy-induced carbon effects decline in the long-run. Atasoy (2017) also finds that the energy-induced carbon effect is higher in the short-run than in the long-run for the U.S. In contrast, Dogan and Turkekul (2016) find that energy-induced carbon effect is higher in the long run than in the short-run in the U.S.
The effect of the composition effect, i.e., capital intensity (which is measured by the capital-labor ratio) is significantly negative in the short-run and long-run. As suggested by Cole et al. (2005) , the effect of capital intensity is ambiguous. While the higher capital intensity may indicate the growth of energy-intensive industries and hence higher carbon emissions, it could imply a growth of capital energy-efficient industries, consequently, lower carbon dioxide emissions. The negative effect of capital intensity or the composition effect on CO2 emissions in the long-run and short-run suggests that, in the case of the U.S., the effect of the latter explanation may dominate the former. The elasticity suggests that an increase in the composition effect by 10%
will cause carbon dioxide emissions to go down by 0.9% in the long-run and by 1.5% in the shortrun. Thus, the short-run effect seems to dominate the long-run effect. This could be linked to the depreciation of capital over time. As capital installed in the short-run begins to wear down, energy productivity of the equipment and machinery decreases in the long-run. Thus, without significant investment in capital consumption, the carbon-reducing effect of capital declines in the long-run.
By implication, investment in capital consumption has to be intensified to improve the carbonreducing impact of installed machinery and equipment in the U.S. in the long-run. Figure 1 shows the total current depreciation cost for aggregate equipment of private nonresidential fixed assets for different sectors. Generally, depreciation costs for total equipment in all sectors continue to rise, which indicates that there is a high degree of equipment depreciation.
Indeed, this implies that without significant investment in capital consumption, the energy productivity of equipment in these sectors will fall, and hence minimizing the carbon-reducing effect of equipment in these sectors. Trade openness has a negative effect on CO2 emissions in the short-run and the long-run, but the effect is statistically significant only in the latter case. Thus, the tendency for trade openness to reduce emissions is likely to materialize more in the long-run than in the short-run in the U.S.
In the long-run, an increase in trade openness by 10% will cause carbon emissions to fall by 1.45%.
Dogan and Turkekul (2015) also find that trade openness reduces carbon dioxide emissions in the U.S. only in the long-run. Dogan and Seker (2016) also confirm the negative effect of trade openness on carbon dioxide emissions in the U.S. in the long-run. The tendency for trade openness to decrease emissions more in the long-run than the short-run can be explained as follows. In the short-run, countries that are initially exposed to trade openness may not have the technical capacity to compete favorably in the international market. Hence, production is likely to be pollutionintensive. However, in the long-term, the technical capacity of the economy might improve due to the opportunities of the inflow of foreign capital, local investment in technology, and exposure to better international management practices. Consequently, production is likely to be less pollutionintensive in the long-run.
In the short-run and long-run, foreign direct inflows increase carbon dioxide emissions, and the effect is higher in the long run than in the short-run. According to the estimated elasticities, an increase in foreign direct investment by 10% will cause carbon dioxide emissions to increase Their result shows that while FDI reduce carbon emissions for the developing economies subgroup, it increases carbon dioxide emissions for the developed economies sub-group, which includes the U.S. According to them, two possible explanations could underlie the positive FDIenvironment relationship for the developed economies sub-group. First, the authors claim that 27 these economies do not rely on FDI for technological transfer, and second, they may have converted these FDIs into productive activities without due course to the environment.
The dummy variable has a negative and significant effect on carbon emissions. This evidence confirms that the implementation of PPLP has improved environmental quality by lowering carbon emissions in the U.S. in short-run and the long-run. Environmental regulations impose additional costs on firms, thus shrinking production and limits entry into the industry.
Consequently, the associated carbon dioxide emissions fall. Also, environmental regulations could stimulate investment in technological innovation; this might increase production and employment and attract new entrants into the industry. In this regard, the overall effect of the regulations might depend on the extent of economies of scale enjoyed in the industry. Our findings of the negative policy effect could be attributed to either of the reasons stated above or even both in the case of the U.S.
Finally, the error-correction term in the short-run model is negative and significant. The estimated value suggests that for any initial one percent error in carbon dioxide emissions, approximately 38% of this error will be corrected in the first year. The negative sign, thus indicates that disequilibrium in carbon dioxide emissions is temporal. The model diagnostics suggest that for the short-run and long-run equations, there are no misspecification, heteroscedasticity, and serial correlation problems. Also, the errors are normally distributed, and the estimated short-run and long-run parameters are stable (see Appendix A for the graph plot). The stability of empirical model implies that the coefficients are not susceptible to structural breaks. Hence reliable forecasts can be derived based on these estimates.
Results of the Short-run and the Long-run Causality Tests
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We report the results of short-run and long-run causality based on the VECM with structural break approach. First, we performed the short-run and long-run causality test independently and then later tests them jointly. All these results are shown in the upper and lower parts of Table 6, respectively. First, we implement the stability tests for all the equations based on the CUSUM and CUSUMSQ plots. The results, as shown in Table 6 , indicate that the models are stable. Note: *** and ** show significance at the 1% and 5% levels, respectively.
For carbon dioxide emissions, we only find evidence of short-run causality running from the composition effect to carbon dioxide emissions. However, in the long-run, there is evidence to 29 suggest that the scale effect and the technique effect Granger cause carbon emissions in the U.S.
The significance of the error-correction term shows this. Next, the lower part of Table 6 shows evidence of all the regressors independently causing carbon dioxide emissions in the short-run and long-run. Note: ***, ** and * show significance at the 1%, 5%, and 10% levels, respectively.
For energy consumption, we find that only carbon emissions and foreign direct inflows Granger cause energy consumption in the short-run. However, in the long-run, there is evidence to suggest that carbon dioxide emissions, scale effect, technique effect, composition effect, trade openness and foreign direct inflows Granger cause energy consumption. However, the joint test reveals that independently these variables Granger cause energy consumption in the short-run and long-run.
For the composition effect, the independence test shows that only the scale effect Granger causes the composition effect in the short-run. But in the long run, all the variables Granger cause the composition effect, as indicated by the significance of the error-correction term. The joint test, however, shows that independently these variables Granger cause the composition effect in the short-run and long-run. In the case of trade openness, only the composition effect and foreign direct inflows Granger cause trade openness in the short-run. The significance of the errorcorrection term suggests the presence of long-run causality. The lower part of Table 6 confirms that carbon dioxide emissions, scale effect, technique effect, composition effect, and energy consumption Granger cause trade openness in the short-run and long-run.
In the short-run, the independent test reveals that carbon dioxide emissions, scale effect, energy consumption, and trade openness Granger cause foreign direct investment. There is evidence of long-run causality indicated by the significance of the error-correction term. The joint test, instead shows that independently all the variables Granger cause foreign direct investment in the short-run and long-run.
We conclude that there is a bi-causal relationship between energy consumption and foreign direct investment and also between trade openness and foreign direct investment in the short-run.
All other causality patterns can be described as unidirectional in the short-run. There is evidence of unidirectional causality from trade openness to foreign direct investment in the short-run and long-run. All other identified causal relationships are bi-directional in the short-run and long-run. 
Results of the Variance Decomposition Analysis
This section ascertains the future contributing roles of each variable in explaining one standard deviation shock in each variable. The first part of Table 7 While the contribution of the composition and technique effects increases with time, the contribution of energy consumption drops with time. 
Conclusion and Policy Implications
This paper investigated the decomposition of the environmental Kuznets curve into the scale effect, technique effect and composition effects by incorporating energy consumption, trade openness and foreign direct investment as additional determinants of carbon emissions. In doing so, we have applied the unit root, and cointegration approaches in the presence of structural breaks in the series. We have also applied the VECM Granger-based causality to examine the causal relationships between carbon emissions and their determinants in the short-run and long- . Upgrading the quality of export basket can be more effective than increasing the volume of exports to decrease the demand for fossil-fuels energy, and thus export quality can reduce the level of carbon emissions. The shift in production of electricity should target the use of renewable and cleaner sources of energy in producing cleaner electricity. The desirability of FDI to the environment should also be connected to the lower corruptibility of local governments. Governmental regulations should also be strong enough to discourage foreign companies from taking advantage of weak rules and moving their highly polluting activities to those countries with such laws. Governments can even subsidize foreign companies that bring in technologies that reduce pollutions. Eco-duties (e.g., taxes and tariffs) can also be used to protect the environment from those heavy polluters.
Stricter environmental regulations are also necessary since this will not only directly reduce carbon emissions but also help avert the potential occurrence of the pollution haven 
