Abstract. This paper studies the problem of detecting acute intracranial hemorrhage on head computed tomography (CT) scans. We formulate it as a pixel-wise labeling task of the frames that constitute a single head scan. The standard approach for this task is the fully convolutional network (FCN) which runs on the whole image at both training and test time. We propose a patch-based approach that controls the amount of context available to the FCN, based on the observation that when radiologists are interpreting CT scans, their judgment depends primarily on local cues and does not require the whole image context. To develop and validate the system, we collected a pixel-wise labeled dataset of 591 scans that covers a wide range of hemorrhage types and imaging conditions in the real world. We show that no pretraining from natural images is needed. By aggregating the pixel-wise labeling, our system is able to make region-level, frame-level, and stack-level decisions. Our final system approaches an expert radiologist performance with a high average precision (AP) of 96.5 ± 1.3% for hemorrhage classification on stack level while running at 23ms per frame.
Introduction
Traumatic brain injury (TBI) contributes to more than 30% of injury-related deaths, and 153 people die from TBI-related injuries each day in the US [1] . It is estimated that 5.3 million people in the US are living with TBI-related disability [2] . In emergency departments (EDs), head computed tomography (CT) scans are routinely performed on patients under evaluation for suspected TBI, based on history and other clinical criteria. Since the brain is vulnerable to irreversible injury within a matter of minutes, immediate diagnosis and treatment are essential. Well-trained neuroradiologists can reliably read these scans, but even among them, the agreement is imperfect [3] . In some EDs, the initial interpretation and decisions may be made by emergency physicians, whose reads are significantly less reliable than those of radiologists [4] . Thus, a computer vision system that rapidly and reliably detects emergency TBI findings, such as acute intracranial bleeding, would potentially be a life-saving innovation, reducing both death and long-term disability. In practice, TBI is manifested on head CT by the presence of intracranial hemorrhage, which appears in a large variety of sizes and morphologies (see Fig. 1 and Appendix). On the split we benchmark with expert neuroradiologist, we achieve a stack-level AUC of 97.1% (red dashed line), approaching the expert (blue). In the CT image, our prediction (green) agrees well with the ground truth (red). The yellow dashed-line boxes illustrate our sliding-window-based approach.
(Right) The positive and negative examples show the diversity of hemorrhages and the variety of imaging artifacts that could mimic hemorrhages.
To tackle hemorrhage detection as a segmentation task, the standard approach is to apply fully convolutional networks (FCN) [5, 6, 7] , which take in the whole image and predict the label of every pixel in one go at both training and test time. However, we found a superior approach to the standard FCN for our data. We propose an improvement "PatchFCN" that trains and tests on small patches instead of the whole image. It may seem counter-intuitive that giving the network less data works better, i.e. why providing the network less context could help. It is because with finite amount of data, small patches help the network focus on the more informative local context, and generalize better. This design matches the experience of neuro-radiologists that local morphological cues are crucial for identifying subtle hemorrhages.
A major challenge in applying FCNs to medical imaging is the availability of large labeled datasets. We collected a significantly larger dataset than the ones used in earlier hemorrhage detection works [8, 9] , or other public medical image segmentation benchmarks [10, 11, 12, 13] . We discover that although pretraining from natural images increases the performance on smaller training datasets, this gain does not hold anymore once we have a larger dataset like ours. Besides, we develop and show the use of a region-based metric that reflects the clinical needs better than pixel-wise metrics. Finally, the benchmark against human expert demonstrates the competitive performance and future prospect of our algorithm (see. Fig. 1 ) in clinical use.
Data Collection
Our dataset consists of 591 clinical head CT scans, performed over 7 years from 2010 to 2017 on 4 different 64-detector-row CT scanners (GE Healthcare, Siemens) at our affiliated hospitals. Each stack contains 27-38 frames. The in-plane resolution is 0.5mm while the z-axis resolution is 5mm. The scans were anonymized by removing patientrelated meta-data, skull, scalp, and face.
A board-certified senior neuroradiologist who specializes in TBI identified all areas of hemorrhage in our dataset. Each scan was carefully examined and labeled pixel-wise for the presence of hemorrhage. Our data contains the typical spectrum of technical limitations seen in clinical practice (e.g. motion artifact, "streak" artifact near the skull base or in the presence of metal, low radiation dose), and also contains all of the subtypes of acute intracranial hemorrhage, including epidural hematoma, subdural hematoma, subarachnoid hemorrhage, hemorrhagic contusion, and intracerebral hemorrhage (see Fig. 1 and Appendix for examples). In total we have 591 stacks and 9618 valid CT frames, which we then randomly split into a trainval/test set of 443/148 stacks for experiments. The final performance was reported using 4-Fold cross-validation on the whole data.
Methods
The goals for hemorrhage detection are two-fold. First, we want to know whether a stack (i.e. whole head) contains intracranial hemorrhage or not, which is a major decision the radiologist needs to make. Second, we want to know where the hemorrhage is. In practice this may be used by the radiologists/neurosurgeons to assess the risk level of the patient and triage the patient to immediate surgical evacuation, monitoring in the intensive care unit (ICU), or routine monitoring on the hospital ward.
Our goal is different from other applications such as monitoring tumor change over time, where the main goal is pixel accurate boundaries. For brain hemorrhage detection, there are often two or more non-contiguous hemorrhages within a single image, and the goal of localization is to detect all of them, as missing any of them can lead to poor clinical outcome, including fatality. Therefore, our goal is to detect at least some pixels of every region labeled as hemorrhage, i.e. "something of everything". This motivates our design of the region-based metric in Sec. 3.2.
Our system predicts pixel wise scores. In order to get frame level scores we average the hemorrhage scores over the whole image. The stack score is defined as the maximum frame score within a stack. We also experimented with replacing the sum and max by L p -norms (see Appendix).
Patch-Based Approach
The predominant approach of pixel-wise labeling task, FCN, processes the whole image in a single pass. Instead, with our PatchFCN we propose to train an FCN on small image patches cropped from the full images at random positions, and to evaluate the test images in a sliding window fashion. The inspiration comes from how radiologists make decisions -the morphology of a bright region is a crucial cue for deciding whether it represents hemorrhage, especially in the case of subtle bleeds. Similarly, our patch based approach forces the network to make its decision purely on the local image information which we show experimentally to generalize better to unseen test data than the global image context.
Running on patches at both train and test time avoids any domain shift which occurs when training on small patches and evaluating fully convolutionally on the whole image. Let the input image be of size H × H and the patch size C × C, then the total number of windows is given by N = βH C 2 , where β > 1 is an adjustable parameter for the window overlap. As multiple predictions are made for each pixel, we simply average their scores.
Region Average-Precision Metric
The standard metrics for pixel-wise labeling problems treat every pixel the same, which by design favors systems that detect the large hemorrhages well. On the other hand, a metric that naively finds connected-components can be heavily biased by the many small, broken hemorrhage pieces. To balance the influence of region sizes in evaluation, we develop a region-based metric. The key idea is to dilate and group the positive pixels on the grounds that the tiny, nearly-contiguous hemorrhages would be considered as a single area of hemorrhage in clinical practice. Given a prediction threshold θ, the recall r and precision p are defined by:
where n G is the number of covered ground truth regions, n Q the number of covered prediction regions, as defined below. N G is the number of ground truth regions, and N Q the number of prediction regions. The sum i is over all frames from all stacks. The inputs of the algorithm are binary ground truth G, prediction heatmap P ∈ [0, 1], prediction threshold θ, and region overlap threshold γ. The algorithm first runs dilation by 12 pixels on both the binary ground truth and the binary prediction (prediction heatmap P thresholded at θ). The dilation groups nearby separate pixels into connected regions. Next, it computes connected components in the dilated binary maps and checks if each region in the ground truth is adequately covered (having more than γ percent of the region pixels covered) by the prediction and vice versa. Running this procedure on every frame and for many θ ∈ [0, 1] yields a precision/recall curve and our RegionAP measure. We implement this with distance transform to gain a 5x speedup.
Design Choices
We found PatchFCN to outperform its FCN baseline on many popular network architectures (See Appendix). DRN-38 was the network of choice because it works the best among the architectures we tried. In addition, we replaced the last convolution and upconvolution layers of DRN with one upconvolution layer that adjusts the number of channels and upsamples the prediction simultaneously. Regarding the inputs, we clip the dynamic range of the data and then rescale the intensity to lie within [0, 255]. As radiologists rely on z-axis context to judge the tricky cases, we have also tried both early fusion, i.e. adjacent frames are fed in as input channels, and late fusion, i.e. adjacent frames are run through individual branches (with weight sharing) and merged using a convolutional layer before the last three layers in the network. Our experiments show Fig. 2 : As dataset size increases, the gain from pretraining gradually decrease to zero across all metrics. This shows the limit of pretraining from RGB data due to significant domain shift. On the other hand, the strong performance increases rapidly with data size, which suggests a naive way to improve the performance further.
that the 3 channel early fusion model performs best, consistent with the fact that radiologist mainly look at one adjacent frame on each side (See Appendix). In addition, we tried to aggregate pixel-level information into frame/stack level by using p-norm. We found that L1 (simple sum) works reasonably well, but using p-norm still gives us a boost (See Appendix).
Experiments

Pretraining
We investigate if pretraining on ImageNet [14] , i.e. natural images is meaningful for our task. To this end we use DRN run fully convolutionally on the whole image. We either train from random initialization or from the DRN models [15] which are pretrained on ImageNet and finetuned on Cityscapes [16] . We trained both variants for training sets using subsets of the sizes 1/16, 1/8, 1/4, 1/2, 1 of the whole training set. Our results (see Fig. 2 ) show that the knowledge transferred from natural images helps most for small training sets, but the gains are still much less than using larger datasets. We also evaluated the same pretraining using our PatchDRN (DRN version of the PatchFCN) on the entire training dataset (see Fig. 4 ), where we couldn't see any gain either. Therefore we conclude that pretraining on natural images is inadequate for our task and cannot replace the collection of a large dataset.
PatchFCN Benchmark
In Fig. 3 we evaluate the learning process of our PatchFCN by the test performance of all its checkpoints. All PatchFCN variants train faster and outperform the baseline DRN by a good margin throughout the training period and for all evaluation metrics. For fair comparison, we always select the batch size such that we input the same number of pixel to the networks within each batch at training time and we train all the networks for the same number of iterations. With this setup, we have made sure every training Next we show the performance of the PatchFCN family across all metrics in Fig. 4 . PatchFCN improves the final performance across all metrics by a healthy margin. The gain is especially pronounced at pixel and region levels, likely because the patch training causes the network to rely on local context and needs to learn low-level features better. All PatchFCN models were trained from scratch. The performance peaks at 160 patch size for pixel, region, and frame while stack number remains competitive. Thus, we choose PatchFCN-160 as our best model. We compute the Jaccard/Dice index for PatchFCN-160 at 0.5 confidence threshold to be 0.618/0.764, while those of FCN are 0.588/0.741. The model maintains really competitive performance against the baseline even at a pathc size of 80. We have tried even smaller sizes and observed a significant performance drop. Using the p-norm technique, we can further bring the stack AP of PatchFCN-160 further up from 96.1% to 97.1%. 
Spatial Dependency Visualization
To qualitatively validate the spatial-dependency assumption of our patch-based technique, we ask the question: what cues does the network rely on? We answer the question by back-propagating the gradients from each hemorrhage region back to the image domain (see Fig.5 ). The gradient response localizes the cues that drive hemorrhage prediction. In Fig. 5 , we show the gradient of both baseline and our patch-based approach. The gradients primarily come from the pixels that are not confidently predicted. Their pattern show that the baseline approach captures long range dependencies that do not generalize well, while our patch-based approach focuses on the local morphology, learns faster and generalizes better.
Benchmark with Humans
In Fig. 1 we benchmark the stack-level AP of our PatchFCN with non-expert humans as well as an experienced neuroradiologist. We conducted 4-fold cross-validation on the whole data to quantify the variance of our system. On stack level, we have an AUC of 96.5 ± 1.3%. On the split we benchmark with the neuro-radiologist, we have an AUC of 97.1% and a recall of 0.96 at 0.89 precision, whereas the neuroradiologist obtained a precision/recall of 0.98, 0.94. Our inter-rater consistency agrees with another study [3] which also use independent reviewers. The shaded area toward high recall shows that the algorithm performance is not stable yet and may benefit from larger datasets. The visualization in Appendix shows that we effectively capture various types of intracranial hemorrhages while rejecting many artifacts/pathologies that may mimic hemorrhages. Many of the failure modes are also challenging for radiologists.
We note that our radiologist's number was obtained from a clinical setup where the radiologist viewed the raw scans on a PACS system with all its assistive features. In contrast, our system only used scalp-and skull-removed data due to privacy issue, which puts it at a disadvantage. Regardless, our PR curve still desirably maintains good precision at high recalls of 0.96, 0.98. In the clinical setting, recall is much more important than precision because a miss could mean the death of a patient. In addition to performance, our PatchFCN reads a stack (scan) within one second on average using a GTX-1080 GPU. This could enable rapid delivery of the results to the physicians in time to be helpful in these emergency situations where "time is brain" 3 .
Conclusion
We present an intracranial hemorrhage detection system based on our proposed Patch-FCN. Our preliminary evaluation shows that our system approaches an expert neuroradiologist performance on CT head scan hemorrhage classification. With these promising results, further progress including new innovations in algorithms, more training data, and rigorous testing in clinical research settings may soon lead to a rapid, clinically useful intracranial hemorrhage detection system. A Appendix
A.1 Z-Axis Context
Radiologists in general look at the frame they are assessing and at least two neighboring frames, when judging the presence/absence of a very subtle hemorrhages. The question which arises is if an automated system could benefit from more frames. We use two basic architectures for fusing the information of the frames. Early fusion, i.e. just inputing multiple frames as multiple input channels and late fusion which means that the frames are run through individual branches (with weight sharing) and merged using a convolutional layer before the last three layers in the network. Table. 1) shows that the 3 channel model performs the best, consistent with the fact that radiologist mainly look at one adjacent frame on each side. Empirically, we see performance drop when increasing the number of input channels beyond 3. To evaluate if this is because the model overfits to the context frames we randomly drop them out. We found this to help but not to the extent that is better than using fewer input channels. Moreover, we explore the late fusion models for 3 and 5 channel inputs as an attempt to balance input aspect ratios. For a 5 channel input, the receptive field of the first conv layer would be 3.5 × 3.5 × 25 mm 3 in x, y, z. Unfortunately, we do not find late fusion to be superior in experiments (See Table. 1). Overall, the 3 channel model performs the best, which supports fact that radiologist mainly look at these three frames when deciding whether a tiny hemorrhage exists.
A.2 Frame and Stack Classification
As mentioned in the main text, one of the most important goals is to classify if a stack contains hemorrhage or not. To this end, we propose a simple but effective method for extracting the stack and frame decision form the pixel-wise scores. In order to get a score for each frame we compute the L p norm of the pixel-wise predictions for a single frame. Choosing p = 1 leads to the sum of all pixel-wise hemorrhage scores and p = ∞ the maximal pixel-wise score. The sum is robust as it uses information from all the pixels but might be affected by uncertain predictions all over the frame. The idea is to assign a frame score based on the strongest response in the frame, but not just the strongest pixels. To assign each stack a stack score, we use the maximal frame score (i.e. p = ∞) from all the frames within a stack, because one frame of clear hemorrhage is enough to indicate the state of the brain. With these p norms, we then define the frame score S f and the stack score S s as Table 1 : Performance of our system with varying number of input frames as explained in Sec. A.1 evaluated using a PatchDRN-160. The notation for the number of input channels C is as follows. C is using early fusion, C-d is using context dropout and A × B means late-fuse A branches of B-channel inputs. The C-d and the A × B models were finetuned from the C or B-channel model, respectively. where x f is a vector with all the predictions of frame f. Our attempts to directly train an image classifier without going through pixel-wise predictions were unsuccessful. While it was possible to fit to the training data, there was barely any generalization to unseen test data.
As described above our aggregation method lets us select two values p 1 and p 2 to aggregate the pixel-wise scores into frame and stack scores. To select the values we reduce the training set to get an additional validation split which is half as big as the test set. We then train a PatchDRN with patch size 160 and select p 1 = 8 and p 2 = 256 based on the validation performance. In Table 2 , we compare the test set performance of using the basic L 1 norm and the optimized L p norm for the PatchDRN-160 trained on the original full training set.
A.3 Network Architecture
In the literature many different FCN architectures have been proposed. We tested our PatchFCN approach on various recent architectures (cf. 3) and conclude that our proposed PatchFCN is beneficial for all architectures. Given this analysis we choose the Dilated Residual Net (DRN) as the architecture of choice for running the remainder of our experiments. The bolded texts show the bestperforming number of the metric. DRN is the architecture of choice because it has the best on region, frame and stack AP, and is a close second for pixel AP. The ResUnet38 is our in-house U-net modified from DRN38 by removing all the dilated convolution and adding the skip connections. The rest of the architectures are implemented the same way as reported in the original cited papers.
A.4 Visualization
To provide better understanding of the system, we visualize the outputs of PatchDRN-160. We show them by stacks rather than by frames, because the stack is the unit of acquisition and it is more meaningful to study the output in the whole context of the stack. First we show some randomly sampled positive stacks that include both easy and hard positives. Then we show some hard negatives that fool the system. These outputs validate that the system can effectively capture various types of intracranial hemorrhages while rejecting many artifacts/pathologies that may mimic hemorrhage.
Random Positive Examples We randomly sample 3 positive stacks from the test set and show the outputs of the system and original images as below. A positive is defined by having at least one positive pixel in the stack, so for some stacks this can be tricky to spot. The images go sequentially from left to right, top to bottom. Each output image has three layers -the ground truth mask in red, the output of PatchDRN in green, and the original image as the background. When the output overlaps the ground-truth, the region comes in bright yellow color. To the left of each output we place its corresponding original image to help the readers determine what kind of hemorrhage the system tends or capture/miss. In general, the system performs well in case of salient/large hemorrhage and not so much in case of subtle/tiny ones. When operating at the (0.96, 0.89) recall/precision, all randomly selected examples are correctly classified.
Hard Negative Examples We randomly show 2 mis-classified negative stacks to help readers understand the failure modes of the system. The figures are organized the same way as before. The output image is obtained by overlaying the PatchDRN output (green) on the original image. At the (0.96, 0.89) operating point, all hard negatives presented here are misclassified. For some stacks, the green activation is very sparse and hard to see. A tip to find it is to look for bright regions on the border and mid-line of the brain.
From these examples, we can conclude the failure modes are very reasonable, some of which are in fact also challenging for radiologists.
