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For a two-state Markov chain explicit results are derived for the distribution of the number of 
visits to state j during the time-interval (1, n], given that the initial state (at time 0) was i. The 
proof is based on combinatorial results of partition theory. 
1. Statement of the redts 
Let{x,,,,m=0,1,2 ,... }b e a stationary Markov chain of first order with state 
space S = { 1,2} and transition probability matrix IIBjll, where i, j = 1,2 and 6 < 
pll, pzz< 1. Given X0= & let I$‘) represent he number of j’s in {XI, X,, . . . , X,,}. 
The probability distribution of IV$‘) is derived explicitly in the following 
Theorem 1.1 The variables tifi) and I+&’ are distributed with probability mass 
functions 
(1- pII)pzg’ if k = 0, 
PFk-YP12P2*)~,~0 (IT) (EJ 
+22 (:13+P,2 (73) ifO<kCn, (‘) 
and 
I pz2 if k =0, 
respectively. 
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2. Proof of the theorem 
It suffices if we illustrate thegroof for the second equation in (1). The crux of 
the problem is to count the exact number of sample paths involving n transitions 
such that the state 1 is occupied precisely k times and the state 2 is occupied 
(n - k) times, and to isolate subsets of paths wiith exactly the same number of each 
of the four possible types of joins: 1 + 1, 1 -+ 2, 2 --) 2 and 2 -9 1. Let rl, r2, r3 
and r, denote respectively the number of each of these joins. The counting is 
facilitated by imagining, as in Fig. 1 below, that the state 1 appearing k times in 
IX,, x*, l l . , X,,} gives rise to (k + 1) slots to be filled by 2’s numbering (n - k). 
Let S1, Sz, . . . , Sk+1 denote the number of 2’s entering these slots in the respec- 
tive order, where z!Zl Si=n-k and O~Si~n_k(i=1,2,...,k+l). The 
number Of solutions Of z:Zi Si = n-k equals the number of partitions 
(S,, S*t l l . , S,, I) of (n - k). A moment’s reflection yields the following: 
4 
1 ri =t~ (riaO,i=1,2,3,4), 
: 
rl = number of zero components in (S,, Sz, . . . Sk), 
r2 = k - r1+ wk+,h 
r3 = n - 2k + rl - 6(S,+,), 
r, = k - r, 
(3) 
where 6(u) equals unity, if u is a non-zero positive integer, and 6(0)=0. If M 
denotes the set of integers {y, 4 + 1 . . . , k - 1}, where 9 = max(O, 2k - n), then it 
can be easily verified that the only possible configurations (rr, r2, r3, ra) are given 
bY 
(rl, k - rl, n - 2k + rl, k - rl), 
(rlq k-r,+l, n-2k+r,- 1, k-r& and (k, l,n-k-1,0), 
where rl E M, and the number of sample, paths corresponding to these configura- 
tions are 
respectively. Since the probability attached to a configuration (rI, 5, r3,r4) is 
pitI p&&p&, the desired remit follows easily. 
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