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Abstract
This work is a review of current trends in the stray flux signal processing techniques applied to the diagnosis of electrical
machines. Initially, a review of the most commonly used standard methods is performed in the diagnosis of failures in
induction machines and using stray flux; and then specifically it is treated and performed the algorithms based on statistical
analysis using cumulants and polyspectra. In addition, the theoretical foundations of the analyzed algorithms and examples
applications are shown from the practical point of view where the benefits that processing can have using HOSA and its
relationship with stray flux signal analysis, are illustrated.
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1 Introduction
The monitoring and diagnosis of rotary electric machines have taken great importance in current applications
of industry, aeronautics, and telecommunications, among other branches of science and technology. They have
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machines. These techniques have been designed to increase machines efficiency, safety, and performance, from
the reliability and energy point of view [17, 32].
In principle, each one of these techniques are based on processing different signals that can be captured
by sensors that measure parameters such as mechanical vibrations, stator current, acoustic signal, and stray
flux. They let us monitor the condition of electric machines and detect numerous failures such as design and
manufacture defects, improper ambient conditions, overload and over-speed, fatigue, stator insulation failure,
bearing fault, broken rotor bar/end-ring detection, and air gap eccentricity [17]:
One of the most commonly used techniques is vibration analysis [10, 12, 58] and motor-current analysis or
motor current signature analysis (MCSA) [35, 64, 65]. These techniques are based on the spectrum analysis
using the Fourier transform for the detection of specific faults since the frequency spectrum shows numerous
harmonics including the fundamental and the faults adjacent frequencies, that differ between faulty and healthy
motors, because different electrical and mechanical faults generate different signatures [11, 13, 16].
On the other hand, there are other techniques based on the acoustic signal processing that emanates from the
rotor noise [1, 12, 19]. Their goal is to identify and extract features of signals that correspond to faults [18]. For
this purpose, techniques like the Fourier transform has been used to analyze the noise [43]. However, it presents
the fundamental disadvantage hat the power spectrum is not immune to noise. Other techniques applied to this
identification are based on high-resolution spectral analysis, wavelet transforms [2,36,55], and empirical modes
decomposition [12].
Relating to artificial intelligence-based methods for diagnosing failures [38], there are several works for
failure classifications and pattern recognition. These works are differentiated in dissimilar methods of artificial
intelligence such as artificial neural networks [5, 26, 41, 48, 49, 56] genetic algorithms [54, 69], support vector
machines [4, 21, 39, 57, 59, 68], Bayesian classifiers [42, 44, 70].
In general, these methods are based on the initial information available to the system, in addition to learning
the process that can be supervised or unsupervised, and extracting characteristics based on logical knowledge,
using the stator current, vibration signals and sounds of the motor.
Furthermore, failure detection methods based on higher-order statistical analysis have been applied to vi-
bration signals, by considering the information provided by cumulants and moments of orders greater than or
equal to two, as well as the spatial information that extracted from the analysis of higher-order spectra such
as the bispectrum [29, 30, 33, 34, 50, 63, 66]. In addition to statistical estimators such as variance, kurtosis and
skewness, derived from the cumulants of second, third, and fourth orders respectively are performed.
At present, the treatment of failures in electric induction machines has taken a high boom in relation to
the analysis of the stray flux signals for the detection of failures, see the recent review of Jiang et al. [32].
However, it is not considered based on the use of statistical analysis of cumulants nor High-Order Spectra
Analysis (HOSA). Since HOSA-based techniques are immune to Gaussian probabilistic density function noise,
the spectral properties of the signal are preserved. Therefore, HOSA-based analysis of stray flux signals can be
potentially used for fault detection.
We focus on providing an update of the statistical analysis techniques based on cumulants and higher-order
spectra applied to the diagnosis of failures using stray flux signals. The work is organized as follows: In Section
II, we review existing fault diagnosis methods from stray flux signals. In Section III, we show the theoretical
foundations of a statistical analysis based on high-order cumulants and polyspectra. The use of HOSA on stray
flux signals for fault detection is shown in Section IV. Finally, we provide some conclusions and prospective
lines for future work in this line.
2 Faults Detection Based on Stray Flux Analysis
The magnetic flux is measured by circular search coils and hall sensors, that are concentric with the shaft
inside the machine. They generate a voltage proportional to the magnetic field generated by the flux. In addition
to these sensors, other types of sensors based on optical fiber and radiofrequency have been already used [17,20].
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Recently, a smart sensor has been proposed to detect winding insulation failures based on reconfigurable FPGA
technology and using artificial neural networks [67].
2.1 Stator Insulation Monitoring And Failure Detection
Stray flux has been proved to detect the stator winding insulation failure. The main difference for fault
detection respect to the use of flow signals consists of the type of sensor to be used and the position where the
measurement is taken. One way to detect this type of failure is by applying a load and not load test, that provides
significant similarities, even if the stator current gives interesting diagnostic information only when the motor is
loaded.
Considering power supply harmonics, it is possible to easily detect the stator winding faults in the low-
frequency range of the flux spectrum. One of the most used methods to detect this type of failure is the time-
frequency analysis based on the signal spectrogram since this analysis generates important amplitude compo-
nents in specific harmonics [32].
2.2 Bearing Fault Detection
It is estimated that approximately 35-55 percent of all cases of failures in electrical machines are Bearing
Fault Detection, so this type of failure is investigated very frequently in the monitoring and diagnosis of electrical
machines. Approximately 40 percent of these are caused by the inappropriate use of lubricants. Some indicators
that reveal that the nature of this type of failure lies in the increase in temperature and mechanical vibrations and
the increase in the acoustic noise level generated by the machine [14,24,31]. Some experimental measurements
were carried out using a current probe and by means of different flux probes, positioned in different positions
[14, 23]. The comparison is conducted to find the main advantages which are the simplicity and the flexibility
of the custom flux probe with its amplification and filtering stage depend on the relative position used for the
experiments [47].
2.3 Air Gap Eccentricity Detection
Motor eccentricity failures are permissible up to 10 percent, and they do not have a significant influence on
the characteristics of the motor and its useful life. However, a high level of eccentricity can cause a magnetic im-
balance and therefore an increase in noise and vibrations [71]. Experimental results have revealed the potential
of a simple search coil for the detection and the distinction of the accurate eccentricity nature even in the pres-
ence of similar mechanical faults [53]. Dynamic eccentricity produces low-frequency air gap flux components.
However, they can be observed in stator current only under mixed eccentricity. Moreover, detection of dynamic
eccentricity in stator current around the principal slot harmonic (PSH) is only useful for some combination of
pole pairs and rotor slots [53, 61, 62].
Fig. 1 Examples of Eccentricity: a) Without eccentricity (b) Static eccentricity (c) Dynamic eccentricity (d) Mixed
eccentricity. [47].
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Under mixed eccentricity conditions, the stator currents contain the following frequencies [47]:
fecc = f ± k(1− s)p f , (1)
where s is the machine slip. Since the frequencies related to the eccentricity and to the load torque overlap on
the current sidebands, the frequencies provided by (1) are no longer enough for the diagnosis.
2.4 Broken Bars Detection
Induction motors are widely extended in industry, and among the defects which may appear, broken rotor
bars represent 10 percent to 20 percent of the whole faults. This kind of failure does not cause an immediate
breakdown, but it deteriorates the machine operation, decreasing its performance [7, 46]. For the detection of
this type of failure, different algorithms based on the stray flux signal time-frequency analysis of the Fourier and
wavelets transforms have been used. Each technique presents its particular advantages and drawbacks.
When a bar breakage occurs, a backward rotating magnetic field is generated due to the open-circuited bar.
This creates an asymmetry in the rotor cage that is clearly reflected in the motors harmonic content [8, 15, 45]
The lower sideband harmonic leads to a torque (and speed) oscillation, which provokes the appearance of
s, another harmonic in the stator current spectrum: the upper (or right) sideband harmonic given by 1+ 2s f .
Moreover, the frequency modulation on the rotational frequency f , provoked by the speed oscillation, also leads
to sideband harmonics in the vibration (and, accordingly, in the noise) spectrum:
fbb = frr±2ks f (2)
3 Higher-Order Statistical Analysis: Theoretical Foundations
Higher-order spectral analysis, also known as polyspectra, is defined in terms of higher-order statistics (cu-
mulants, in particular). Among the specific cases of the higher-order spectra, we find the third-order spectrum,
also called bispectrum or Fourier Transform of the third-order temporal cumulant, and the trispectrum or Fourier
Transform of the fourth-order temporal cumulant Figure 2 illustrates the classification of the higher-order spec-
tra of a signal. Although the higher-order statistical characteristics and the spectrum of a signal can be defined in
terms of moments and cumulants, moments and their spectra can be very useful in the analysis of deterministic
signals (transient and periodic), while cumulants and their spectra are of great importance in the analysis of
stochastic signals [40].
There are several motivations behind the use of higher-order spectra in signal processing, which can be used
to: (1) eliminate Gaussian additive colored noise from an unknown power spectrum; (2) extract information due
to process deviations whose probabilistic distribution function is Gaussian, and (3) detect and characterize the
nonlinear properties in the signals, as well as identify nonlinear systems.
The first motivation is based on the property that for stationary signals with Gaussian probabilistic distri-
bution function, higher-order cumulants are equal to zero. If a non-Gaussian signal is received together with
additive Gaussian noise, a calculation of the higher-order cumulant of the signal sample plus noise will elim-
inate the noise. Therefore, in these signal processing environments, there will be certain advantages for the
detection and/or estimation of signal parameters through the cumulant of the observed data [40].
3.1 Higher-Order Statistics. Definition and Properties
In this section, the definitions, properties, and the way of calculating higher-order statistics are introduced.
Let X = {X(k)}, k = 0,±1,±2, . . . be a stationary random vector and its higher order moments exist, then:
mXn (τ1,τ2, . . . ,τn−1) = E{X(k)X(k+ τ1) · · ·X(k+ τn−1)} (3)
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where E denotes the expected value operator [6, 37, 40], represents the n-th order moment of X , which depends
only on the different temporary displacements τ1,τ2, . . . ,τn−1, with τi = 0,±1, . . .. It can be seen that the second
order moment mX2 (τ1) is the autocorrelation function of X , likewise m
X
3 (τ1) and m
X
4 (τ1) represent the third
and fourth order moments, respectively. The cumulants are similar to the moments, the difference is that the
moments of a random process are derived from the characteristic function of the random variable, while the
cumulant generating function is defined as the logarithm of the characteristic function of the random variable.
The n-th order cumulant of X can be written as, see [37]:
cXn (τ1, . . . ,τn−1) = m
X
n (τ1, . . . ,τn−1)−mGn (τ1, . . . ,τn−1), n = 3,4, (4)
where mGn (τ1,τ2, . . . ,τn−1 is the n-order moment of a process with equivalent Gaussian distribution. with the
same average value and autocorrelation function as X , the stationary random vector. From (4) it is evident that
for a process following a Gaussian distribution, the cumulants of order greater or equal than 2 are null, since
mXn (τ1, . . . ,τn−1) and m
G
n (τ1, . . . ,τn−1) are null, too [25]
Although fourth-order cumulants imply a considerable increase in calculation complexity, they are especially
necessary when third-order cumulants are canceled in the case of symmetrically distributed processes, such
as uniform distributed processes from [−a,a], with a ∈ R, such as Laplace and Gaussian processes. Third-
order cumulants are not canceled for processes whose probabilistic density function is not symmetric, such as
exponential or Rayleigh processes, but can take extremely small values compared to the values presented by
their fourth-order cumulants [60].
Fig. 2 Higher-Order Spectral classification. Here, Fk(·) denote the k-dimensional Fourier Transform, see [40].
3.2 Higher-Order Spectrum
The n-th order spectrum of a stationary random vector X = {X(k)}, k = 0,±1,±2, . . . is defined as the
multidimensional Fourier Transform Fk(·) of order n−1 on the higher order statistical characteristics (moments
and cumulants). The spectrum of the n-moment is defined as [25, 60]:
MXn (ω1, . . . ,ωn−1) = Fn[m
X
n (τ1, . . . ,τn−1)], (5)
and, similarly, the spectrum of the n−cumulant is defined as
CXn (ω1, . . . ,ωn−1) = Fn[mc
X
n (τ1, . . . ,τn−1)], (6)
Note that the spectrum of the n-th order cumulant is also periodic with period 2π , that is:
CXn (ω1, . . . ,ωn−1) =C
X
n (ω1 +2π, . . . ,ωn−1 +2π), (7)
6 M.E. Iglesias-Martínez et al. Applied Mathematics and Nonlinear Sciences (aop) 1–14
Equation expression also reads as:










cXn (τ1, . . . ,τn−1)e
j(ω1τ1+...+ωn−1τn−1) (8)








− jωτ , (9)
where |ω| ≤ π and cX2 (τ) represents the process covariance sequence, see [25, 60].












where |ω1| ≤ π, |ω2| ≤ π , and |ω1+ω2| ≤ π and cX3 (τ) represents the sequence of third order cumulants of X(k).
The expression of the cumulant complies with the following symmetric relationships [60]:
cX3 (τ1,τ2) = c
X
3 (τ2,τ1) = c
X
3 (−τ2,τ1− τ2) = cX3 (τ2− τ1,−τ1) (11)
= cX3 (τ1− τ2,−τ2) = cX3 (−τ1,τ2− τ1) = cX3 (τ1,τ2) (12)
From these relationships, we can get a division of the plane τ1τ2 in six regions and, consequently, upon
knowing the third-order cumulant in any of these six regions (see Figure 3), we can reconstruct the complete
sequence corresponding to the third-order cumulants. Note that each one of these regions contains its border.
Thus, for example, sector I is an infinite region characterized by 0 eτ2 ≤ τ1. For non-stationary processes, these
six regions of symmetry disappear. From these relationships and the definition of the spectrum of third-order





3 (−ω2,−ω1) =CX3 (−ω1−ω2,ω2) (13)
=CX3 (ω1,−ω1−ω2) =CX3 (−ω1−ω2,ω1) =CX3 (ω2,ω1−ω2) (14)
Figure 3(b) shows the 12 symmetry regions of the bispectrum when real stochastic processes are considered
and, similar to the temporal domain, the knowledge of the bispectrum in the triangular region It is enough
for a total reconstruction of the bispectrum. Note that, in the frequency domain, the symmetry regions have
a finite area and in general, the bispectrum takes complex values and, consequently, the phase information is
preserved [60].
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Fig. 3 Symmetry regions for (a) the third-order cumulant and for (b) the bispectrum.















where |ω1| ≤ π, |ω2| ≤ π, |ω3| ≤ π , and |ω1 +ω2 +ω3| ≤ π , where cx4(τ1,τ2,τ3) represents the sequence of
fourth-order cumulants. By combining the definition of the trispectrum and the fourth-order cumulants, 96
regions of symmetry appear associated with a real process. From the spectra of higher-order cumulants, the
expressions of their respective cumulants in the temporal domain can be retrieved, by applying the n-order
inverse Fourier transform [60].
3.3 Examples of calculation of the Higher-Order Spectra
To illustrate in more detail the calculation of the higher-order spectra, we show several examples with peri-
odic signals.
3.3.1 Cosine signal
First, let us consider the cosine signal
X = Ak cos(2π fk +ϑk) (16)
with amplitude Ak = 1, frequency fk = 50Hz, and a phase ϑk = 0, discretely generated from a sampling frequency
of fs = 1000Hz and a duration of 1024 samples. Then the bispectrum for a 1024 sample data window is
equivalent to discretely performing the Fourier transform of the third order cumulant of the signal.
In figures 4 (a) and (b), respectively shows the cosine signal and its frequency spectrum using the one-
dimensional Fourier Transform (FT). Likewise, as a comparison mode, the bispectrum of the 50 Hz cosine
signal (0.05 normalized to 1) it is shown in Figure 5, to illustrate that the fundamental frequency of the signal
prevails; and also showing other frequency components that by means of the one-dimensional spectrum using
Fourier, they do not appear, which gives the bispectrum a higher resolution from the spectral point of view,
which can be useful for dissimilar applications to find linear combinations or not, of existing relations between
frequencies, for the development of identifying spectral patterns.
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Fig. 4 (a) A cosine signal of 50Hz (0.05 normalized frequency) and (b) its spectrum
Apart from the fundamental frequency component 0.05 (50Hz) normalized to 1, there are other components
as results of linear combinations of the fundamental frequency (16), since the calculation of bispectrum results
in a two-dimensional frequency and a phase matrix, see Figure 5.
Fig. 5 Contour plot of the bispectrum of the 50 Hz (0.05) cosine signal.
On the other hand, although less used, the phase spectrum of the cosine signal of (16) is also shown. The
phase spectrum contains an arrangement with the amplitude in degrees of the phase of the signal, that is taken
as ϑk = π/4 in (16). Its corresponding phase spectrum is shown below in Figure 6. We also show the phase
bispectrum, see Figure 7, where the linear phase of the cosine signal is resalted in the bispectrum phase matrix.
The bispectrum preserves the phase information of every spectral component, that is the phase of the original
signaland it can be otained from the original signal as:
ϑCX3
(ω1,ω2) = ϑX(ω1)+ϑX(ω2)+ϑX(ω1 +ω2) (17)
where ϑCX3 (ω1,ω2) represents the phases matrix of every spectral component. This relation also permits to
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retrieve the original phase of the signal.
Fig. 6 A phase spectrum of a cosine signal of 50Hz (0.05 normalized frequency)
Fig. 7 Contour plot of the phase bispectrum of a cosine signal of 50Hz (0.05 normalized frequency)
3.3.2 Harmonic signal
Secondly, we have also experimented by calculating the bispectrum of a harmonic signal of the form:
x(t) = Ak cos(2π fk +ϑk)+2Ak cos(2π ·3 fk +ϑk) (18)
In Figures 8 (a) and (b), we show the harmonic signal in time and its frequency spectrum using the one-
dimensional Fourier Transform (FT). In Figure 9, the bispectrum of the harmonic signal is shown. We notice that
the calculation of the bispectrum preserves the fundamental frequencies of each signal in the sum of harmonics,
analogous to the calculation of the one-dimensional FT. We also observe that since the bispectrum is absolutely
summable, multiple frequency components appear as a result of the linear combinations of the bispectrum of
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both cosine signals individually.
Fig. 8 Ilustration of : a) Harmonic Signal b) Harmonic Signal Spectrum
Fig. 9 Contour Plot of: a) Bispectrum of the Harmonic Signal described in (14) and b) an expanded version of it.
We also show the phase bispectrum of the harmonic signal in Figure 10. It is more complex than the
one of the cosine signal because the bispectrum is absolutely additive, and the phase of the 50Hz and 150Hz
components are totally mixed.
4 Using second and higher-order statistics with stray flux signals for faults detection
Although the analysis based on higher-order spectra in relation to the processing using the classical analysis
based on the power spectrum can be advantageous, and the use of the stray flux signals is a non-invasive method,
few works are linking HOSA (Higher-Order Statistic Analysis) and stray flux signals. This may be because
computational complexity increases when using higher-order statistics in comparison to second-order statistics
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Fig. 10 Contour plot of the phase bispectrum of a harmonic signal described in (14).
based on the Fourier one-dimensional transform. Most of the works based on the use of HOSA for diagnosing
electric machines are based on the processing of vibration signals [3, 9, 22, 51, 52].
However, we have recently exposed the advantages of HOSA of stray flux signals [27], where an algorithm
for the detection of the healthy-damaged state condition is proposed using temporary indicators in the frequency
domain based on the bispectrum. Likewise, in [28], a second-order statistical analysis based on the autocorrela-
tion function is linked with stray flux signals for the detection of non-adjacent bar breaks.
5 Conclusions
This work has shown a review of the techniques of processing and diagnosing of failures in electric induction
machines. In particular, we have reported how to use them with flux signals. The theoretical foundations and
with practical examples of the High-order statistical analysis (HOSA) and its potential for detecting failures in
electrical machines have also been shown. On the other hand, validated results are also shown in references,
of their use, using stray flux signals, which demonstrates that the linking of high-order statistical analysis tech-
niques with the detection of failures in electric machines can be a very useful tool.
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