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Tematika naloge:
Za rekonstrukcijo 3D oblike predmetov se uporabljajo razlicˇni senzorji in pri-
stopi. Prva skupina pristopov uporablja kot vir podatkov globinske kamere in
3D model rekonstruira iz oblakov 3D tocˇk. Druga mnozˇica pristopov gradi
3D modele na osnovi mnozˇice barvnih slik. Oba pristopa imata prednosti
in slabosti. Predvsem imata oba pristopa tezˇave pri registraciji delnih 3D
modelov dolocˇenih tipov povrsˇin, pri cˇemer ima prvi pristop tezˇave z geome-
trijsko nerazgibanimi povrsˇinami, medtem ko drugi pristop zahteva bogato
teksturo na predmetih. V diplomski nalogi uporabite za gradnjo 3D modelov
oba pristopa. Razvijte postopek, ki bo zgradil 3D model iz mnozˇice 3D tocˇk;
delne 3D modele pridobljene z barvno-globinsko kamero Kinect naj postopek
registrira z algoritmom ICP. Ta algoritem zahteva za uspesˇno delovanje in
konvergenco h globalnemu minimumu dovolj dobro zacˇetno poravnavo, ki jo
zagotovite z uposˇtevanjem barvne informacije z algoritmom SfM.

Diplomsko delo je nastajalo ob neizmerni podpori najbliˇzjih, ki so me spod-
bujali, motivirali in verjeli vame, ko sem to najbolj potrebovala.
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Povzetek
Naslov: Gradnja 3D modela s pomocˇjo oblaka tocˇk in barvnih slik
Avtor: Blazˇka Blatnik
Na podrocˇju umetnega zaznavanja, racˇunalniˇskega vida in robotike se pogo-
sto uporabljajo razlicˇni viri podatkov o okolju. Edinstven in informativen
vir je tudi oblak tocˇk, ki predstavlja in opisuje 3D prostor okoli nas. Po-
drocˇja uporabe pa segajo precej preko robotike, saj je mogocˇe oblak tocˇk
zajeti in zdruzˇiti v reprezentativen model objekta iz realnega prostora. S
kasnejˇso obdelavo lahko dosezˇemo, da je pridobljeni model dovolj natancˇno
reprezentativen. Primerno obdelan objekt je zato mogocˇe tudi natisniti.
Cilj diplomske naloge je bil izboljˇsati algoritem ICP z uporabo podatkov
z barvne slike za zacˇetno oceno pozicije. Ocenjena pozicija je bila rezultat
prilagojenega algoritma SfM.
Kljucˇne besede: 3D, oblak tocˇk, globinska kamera, sledenje, rekonstruk-
cija.

Abstract
Title: Building a 3D model with point cloud and color images
Author: Blazˇka Blatnik
In the field of artificial recognition, computer vision and robotics there are
usually different means of getting representation of surrounding place. One
of a kind and unique source of data is a point cloud representation which
gives us 3D description of the surroundings. Use cases of point cloud far
surpass robotics as it can be used to reconstruct a 3D model from the real
world. With post processing we can obtain accurate models that can be later
on printed with a 3D printer.
The goal of this thesis has been to improve ICP algorithm with the use of
2D data from colored images, to approximate camera positions. Approximate
camera position is the end result of SfM algorithm.
Keywords: 3D, point cloud, depth camera, tracking, reconstruction.
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Uvod
V robotiki se uporabljajo razlicˇni viri podatkov o okolju. Veliko raznolikih po-
datkov sistemu omogocˇa bolj informirano odlocˇanje za navigacijo v prostoru
in izbiro dejanj. Tip podatkov, ki omogocˇa opis prostora v treh dimenzijah,
se imenuje oblak tocˇk (prikazan na Sliki 1.1). Z njim lahko predstavimo pro-
stor v treh dimenzijah, saj ima vsaka tocˇka poleg dvodimenzionalne pozicije
na sliki tudi dodatno dimenzijo: globino. Zajem tovrstnih podatkov nam
omogocˇajo naprave, ki imajo globinsko zaznavo, na primer Microsoft Kinect,
ki je prikazan na Sliki 1.2. Ena glavnih prednosti Kinecta je njegova cenovna
dostopnost.
Predstavitve prostora z oblakom 3D tocˇk lahko iz vecˇ razlicˇnih zornih
kotov zdruzˇimo in tako dobimo rekonstruirani model predmeta ali prostora.
S primerno obdelavo lahko v naslednjem koraku tak model tudi natisnemo s
3D tiskalnikom. Tako lahko Kinect uporabljamo kot 3D skener.
1.1 Motivacija
Predstavitev prostora ali objekta s 3D modelom je uporabna ne samo v robo-
tiki in 3D modeliranju, pacˇ pa tudi pri industrijskem oblikovanju, racˇunalniˇskem
vidu, razvoju racˇunalniˇskih iger in topografskih meritvah [26]. Primer 3D
modela je prikazan na Sliki 1.3. Tako lahko na primer zajamemo zˇeljeni
1
2 Blazˇka Blatnik
Slika 1.1: Primer oblaka tocˇk.
Slika 1.2: Microsoft Kinect [5].
objekt, ga rekonstruiramo v 3D model in poljubno obdelujemo, dopolnju-
jemo in analiziramo.
3D rekonstrukcija mora, kar se da natancˇno, posnemati dejanske dimen-
zije opazovanega predmeta ali prostora, zato je potrebno zagotoviti, da algo-
ritmi uporabljeni za rekonstrukcijo delujejo natancˇno in robustno, ter hkrati
dovolj hitro.
Obstojecˇe implementacije v obliki programske opreme oz. celostno im-
plementiranih cevovodov za rekonstrukcijo 3D modela z uporabo Kinecta v
glavnem ne zajemajo vseh zgornjih zahtev. Cˇe so hitre, niso natancˇne in
robustne, cˇe so natancˇne in robustne, pa obicˇajno niso dovolj hitre. Poleg
tega za svoje delovanje obicˇajno uporabljajo samo globinsko sliko kamere, kar
na geometrijsko nerazgibanih povrsˇinah (na primer na ravni steni) vecˇinoma
povzrocˇi, da sistem izgubi trenutno lego in je potrebno celotni proces skeni-
ranja ponoviti.
Glavna motivacija za izdelavo diplomske naloge je nadgraditi postopek
ICP, za poravnavo oblakov tocˇk, tako da bo uposˇtevana tudi barvna infor-
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macija. Registracija je tako bolj odporna na monotono geometrijo, algoritem
ICP pa z dodatnimi informacijami lazˇje in hitreje konvergira v globalni mi-
nimum.
Slika 1.3: Primer rekonstruiranega 3D modela [11].
1.2 Obstojecˇe implementacije
Za rekonstrukcijo 3D modela iz oblaka tocˇk zˇe obstajajo celostne implemen-
tacije procesa. Najbolj znani primeri so:
• KinectFusion in KinFu. KinectFusion [30] je produkt podjetja Mi-
crosoft in je namenjen za obdelavo oblaka tocˇk zajetega z uporabo
Kinecta. Algoritem sledi zaznani povrsˇini in med vsakima zajetima sli-
kama izracˇuna transformacijsko matriko (t.j. rotacijo in translacijo)
ter tako dolocˇi gibanje, kar mu omogocˇa sledenje in prepoznavanje
povrsˇine. Slednje izvaja v sˇtirih glavnih korakih [30]:
1. Pridobivanje povrsˇine: v tem koraku se izracˇunata pozicija 3D
tocˇk v oblaku in njihove normale.
2. Poravnava: v tem koraku sta ocenjeni pozicija in orientacija sen-
zorja.
3. Globinska predstavitev: v tem koraku se podatki o povrsˇini dopol-
nijo z volumnom.
4. Rekonstrukcija povrsˇine: v zadnjem koraku se rekonstruira povrsˇina,
rezultat je tridimenzionalna predstavitev scene.
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Odprtokodna razlicˇica algoritma KinectFusion je algoritem KinFu [30],
ki je del knjizˇnice PCL (Point Cloud Library [6]). Algoritem rekon-
strukcijo resˇuje na zelo podoben nacˇin kot KinectFusion in sicer v
sledecˇih korakih:
1. Filtriranje: v tem koraku se zmanjˇsa gostota oblaka tocˇk, zato je
kasnejˇsa obdelava cˇasovno in prostorsko manj zahtevna.
2. Poravnava: v tem koraku se oblaki tocˇk poravnajo tako, da tvorijo
zˇeljeni objekt.
3. Rekonstrukcija: v zadnjem koraku s pomocˇjo triangulacije tvo-
rimo povrsˇino, ki predstavlja koncˇni tridimenzionalni objekt.
Glavni prednosti algoritma KinectFusion sta robustnost na dinamicˇne
objekte v sceni in delovanje tudi v popolni temi. Algoritem je zelo
obcˇutljiv na hitre premike ter monotono geometrijo opazovane scene [33].
Slabost algoritma KinFu je pogojenost strojne in programske opreme
ter pomanjkanje optimizacije, prednost pa odprtost za vse OpenNI sen-
zorje (Natural Interaction) [30].
• ElasticFusion je algoritem za lokalizacijo (dolocˇanje rotacije in tran-
slacije za posamezno zajeto sliko), ki kot dodatno informacijo uporablja
podatke o svetlobi. Pri registraciji si pomaga tudi z minimizacijo raz-
like v intenziteti med posameznimi slikovnimi tocˇkami v barvni sliki.
Velik poudarek daje resˇevanju problema zaprtja zanke, kar pomeni, da
se zaveda, kdaj smo se pri skeniranju vrnili na zˇe videno mesto. To
resˇuje z deljenjem zˇe registriranih predelov na aktivne in neaktivne.
Tako posamezen predel po dolocˇenem cˇasu neobiskanosti preide iz ak-
tivnega v neaktivno stanje. Algoritem registracijo posameznih pogle-
dov izvaja sproti in pri tem preverja, cˇe novo zajeti oblak tocˇk pripada
aktivni ali neaktivni povrsˇini in s tem dolocˇa zaprtje zanke, kar izboljˇsa
poravnavo oblakov tocˇk zajetih iz razlicˇnih smeri.
ElasticFusion resˇuje tako lokalne zanke (pomeni, da v krajˇsem cˇasu
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vecˇkrat obiˇscˇemo isto povrsˇino - npr. skeniranje z nihajocˇimi gibi levo-
desno ali gor-dol) kot tudi globalne zanke (ko po dolgem cˇasu znova
obiˇscˇemo zˇe opazovano povrsˇino - npr. skeniranje sobe v krogu) [34].
• Algoritem Kintinuous nadgrajuje algoritem KinectFusion. Za regi-
stracijo oblakov tocˇk primarno uporablja algoritem ICP (Iterative clo-
sest point [17]), ki iterativno zmanjˇsuje razdaljo med dvema oblakoma
tocˇk. V primeru, da algoritem ICP ne uspe poravnati dveh oblakov
tocˇk, se zanasˇa na algoritem FOVIS (Fast Odometry from Vison [33]),
kar pomeni, da za dolocˇanje lege uporabi podatke iz barvne slike. FO-
VIS sistem se uporablja sekundarno, ker proizvede redkejˇso rekonstruk-
cijo. Sekundaren nacˇin za lokalizacijo tako izboljˇsuje eno glavnih po-
mankljivosti algoritma KinectFusion in sicer nerobustnost na monotono
geometrijo opazovane scene [33].
Prav tako obstajajo resˇitve, ki v obliki brezplacˇne programske opreme
ponujajo zajem in registracijo oblaka tocˇk ter rekonstrukcijo 3D modela:
• Skanect [12] omogocˇa zajem oblaka tocˇk z napravama Kinect ali Asus
Xtion. Njegova glavna pomankjivost je, da skeniranje ne uspe, cˇe opa-
zovana povrsˇina ni dovolj geometrijskih razgibana. Zato je priporocˇeno
skenirani sceni dodati vecˇ razlicˇnih geomretijskih teles. Koncˇen rezultat
uspesˇnega skeniranja je zadovoljivo natancˇno rekonstruiran 3D model
s teksturo. Primera rekonstrukcije sobe sta prikazana na Sliki 1.4.
Slika 1.4: Primer rekonstrukcije sobe z uporabo programa Skanect.
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• ReconstructMe [10] za zajem oblaka tocˇk podpira veliko razlicˇnih
globinskih senzorjev. Deluje hitreje kot Skanect in ne izgubi sledenja
tako hitro, vendar skeniranje sobe v vecˇini primerov sˇe vedno spodleti,
saj gre za sceno z veliko geometrijsko nerazgibanimi povrsˇinami (stene),
kjer program skoraj praviloma izgubi pozicijo. Zaradi tega je tezˇko
rekonstruirati celotno sobo oz. skleniti zanko. Na Sliki 1.5 je primer
rekonstrukcije, ki je izgubila sled trenutne lege senzorja, ko smo zacˇeli
skenirati steno.
Slika 1.5: Primer rekonstrukcije sobe z uporabo programa ReconstructMe.
• KScan3D [3] program je prvotno namenjen skeniranju objektov. Za
vsak zajem slike skrbi uporabnik, zato posledicˇno rekonstrukcija ni v
realnem cˇasu. Model se rekonstruira in obdela po zajetih slikah in
koncˇni rezultat je lahko precej natancˇen, vecˇinoma odvisen od uporab-
nika. Slika 1.6) prikazuje uporabo programa za rekonstrukcijo osebe.
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Slika 1.6: Primer rekonstrukcije osebe z uporabo programa KScan3D [8].
1.3 Oris predlagane resˇitve
Vecˇina zgoraj predstavljenih algoritmov (in programov) se primarno zanasˇa
na informacije dostopne iz globinske slike, ki so pri monotoni geometriji pre-
cej skope, lahko tudi nezadostne. Zato je v veliko primerih skeniranje sobe
z veliko praznimi stenami neuspesˇno. Nasˇa resˇitev bi za registracijo obla-
kov tocˇk uporabila podoben pristop kot algoritem Kintinuous, le da bi se
zanasˇala najprej na vizualne podatke in nato sˇe na algoritem ICP. S tem bi
izboljˇsali eno glavnih pomankljivosti algoritma ICP in sicer potrebo po precej
natancˇni zacˇetni poravnavi. Koncˇni proces predlagane resˇitve je predstavljen
na Sliki 1.7.
Najprej z uporabo globinskega senzorja zajamemo dva oblaka tocˇk z
razlicˇnih zornih kotov, ki se delno prekrivata. Oba oblaka tocˇk sta tipa
XYZRGBA, kar pomeni, da poleg pozicije vsake tocˇke poznamo tudi njeno
teksturo (RGB barvo in alpha kanal). S pomocˇjo teh podatkov lahko oblak
tocˇk pretvorimo v 2D barvno sliko. S tem se izognemo tezˇavi sinhronizacije
zajetega oblaka in zajete slike, ki bi jih bilo drugacˇe potrebno pridobivati
locˇeno.
Pridobljeni barvni sliki uporabimo za oceno rotacijske matrike R in tran-
slacijskega vektorja t, ki jo pridobimo s pomocˇjo postopkov algoritma SfM
(structure from motion [31]) in 2D-3D korespondenc. Iz njiju sestavimo pro-
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jekcijsko matriko P, ki nam preslika drugi zorni kot v koordinatni sistem
prvega. Projekcijsko matriko uporabimo za zacˇetno oceno transformacije pri
algoritmu ICP.
S podano zacˇetno oceno algoritmu znatno skrajˇsamo cˇas potreben za
konvergiranje in hrati zmanjˇsamo mozˇnost, da bo algoritem nasˇel lokalni
minimum, ki hkrati ni globalni.
1.4 Struktura diplomske naloge
Diplomska naloga je sestavljena iz petih poglavij, ki smiselno sledijo razvoj-
nemu procesu koncˇne resˇitve.
• Prvo poglavje je uvod, kjer predstavimo motivacijo za idelavo naloge
ter pregledamo obstojecˇe implementacije.
• Drugo poglavje najprej predstavi globinske kamere in pomembne po-
drobnosti o njihovem delovanju. Nato predstavi delovanje algoritma
SfM, kot korak za delno poravnavo oblakov tocˇk, in utemelji njegovo
rabo. Sledi predstavitev algoritma ICP, njegove glavne lastnosti ter
pomankljivosti. V zadnjem delu predstavimo potek integracije registri-
ranih oblakov tocˇk.
• Tretje poglavje je predstavitev koncˇne implementacije. Najprej na
kratko predstavi uporabljeno programsko opremo, nato pa sˇe imple-
mentacijo koncˇnega sistema.
• Cˇetrto poglavje je namenjeno predstavitvi eksperimentalnih rezulta-
tov delovanja koncˇnega sistema.
• Peto poglavje je zakljucˇek, ki predstavi sklepne ugotovitve ter mozˇnosti
izboljˇsave.
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Slika 1.7: Cevovod koncˇne implementacije.
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Poglavje 2
Gradnja 3D modela
Implementiran sistem zajame oblak 3D tocˇk s pomocˇjo globinskega senzorja,
nato pa oblake tocˇk iz vecˇ razlicˇnih pogledov preslika v koordinatni sistem
objekta in jih zdruzˇii. V tem poglavju predstavljamo opisane korake in me-
tode za njihovo implementacijo.
2.1 Zajem podatkov
Globinski senzorji nam omogocˇajo predstavitev prostora z oblakom tocˇk v
treh dimenzijah, cˇesar navadne kamere ne omogocˇajo. S tem nasˇa zaznava
pridobi novo dimenzijo - globino.
Delovanje globinskega senorja lahko v grobem delimo na dva dela. Na
zajem dvodimenzionalne barvne slike in na zajem oblaka tocˇk. Barvno sliko
lahko zajamemo z navadno kamero, za oblak tocˇk pa potrebujemo dva ele-
menta. Prvi je IR (infra-rdecˇ) projektor, ki projicira vzorec tocˇk v prostor,
drugi pa je IR senzor, ki zaznava infrardecˇo svetlobo, v nasˇem primeru gre
za projicirane tocˇke. Splosˇna globina se izracˇuna iz gostote tocˇk in sicer ve-
lja, da so tocˇke blizˇje izhodiˇscˇa projekcije bolj goste in so z oddaljenostjo
cˇedalje bolj redke. Vsako tocˇko lahko s pomocˇjo triangulacije rekonstrui-
ramo, saj poznamo njeno pozicijo v izvoru (IR projektor) in njeno projekcijo
na sliki (IR senzor). Proeciranje tocˇk je prikazano na Sliki 2.1. Ujemanje
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tocˇk med izvorom in projekcijo je mozˇno izracˇunati, ker so tocˇke razprsˇene
v razpoznavnem in nesimetricˇnem vzorcu.
Slika 2.1: Proecirane IR tocˇke v prostoru [9].
Primer nizkocenovne globinskege kamere je Microsoft Kinect, ki je bil
sprva razvit za naravno interakcijo med cˇlovekom in igralno konzolo Xbox [36].
Ker je Kinect dovolj ugoden in hkrati dovolj natancˇen, je postal sˇiroko upo-
raben za razlicˇne raziskovalne namene na temo 3D zaznavanja. Kinect se-
stavljata dva senzorja (barvni in IR) ter projektor IR tocˇk. Poleg treh (za
globinsko kamero osnovnih) komponent ima Kinect tudi mikrofone in motor
za samodejni nagib celotne naprave. Zgradba senzorja Kinect je prikazana
na Sliki 2.2.
Slika 2.2: Zgradba kinect senzorja [13].
Tekstura zajeta z barvno kamero se globinski sliki doda programsko po
tem, ko poznamo kalibracijo obeh kamer (globinske in IR). Tu se lahko po-
javijo napake oz. manjˇsa odstopanja in nekonsistentnosti, ki jih moramo pri
delu z globinskimi kamerami uposˇtevati. Tako lahko tocˇka na robu povrsˇine,
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ki je blizˇje kameri, prevzame barvno lastnost povrsˇine, ki je neposredno za
njo in obratno.
Senzor Kinect hkratno zajema globinsko ter barvno sliko s hitrostjo 30 slik
na sekundo (ang. frame per second). Rezultat integracije barvne z globinsko
sliko je barven oblak tocˇk, ki vsebuje priblizˇno 300.000 tocˇk [24].
Koncept delovanja senzorja Kinect je prikazan na Sliki 2.3. Laser v IR
projektorju oddaja en sam zˇarek, ki se razbije na vecˇ delov, tako da projicira
nesimetricˇen in razpoznaven (ter vedno enak) vzorec pik. Ta vzorec zajame
IR senzor in ga primerja z v naprej pripravljenim in shranjenim referencˇnim
vzorcem, ki je bil zajet na znani razdalji. Med vzorcema se izracˇuna dispa-
riteta (ang. disparity), ki jo uporabimo za oceno oddaljenosti vsake tocˇke.
Slika 2.3: Delovanje Kinect senzorja za dolocˇanje globine. a) Proekcija mrezˇe
IR tocˇk. b) Koncˇna globinska slika [24].
Poleg Kinect senzorja obstajajo tudi drugi cenovno ugodni globinski sen-
zorji, na primer Asus Xtion, PrimeSense Carmine, Orbbec Astra, Intel Re-
alsense SR300 in Persee sensor.
2.2 Priblizˇna poravnava oblakov tocˇk
Kamere (globinske in navadne) imajo omejeno vidno polje ter posledicˇno
hkrati zajemajo samo del objekta ali scene, zato je potrebno za rekonstruk-
cijo vecˇjega obmocˇja zdruzˇiti vecˇ zaporednih posnetkov. Proces zdruzˇevanja
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vecˇ zaporednih oblakov tocˇk, glede na prekrivajocˇo povrsˇino, imenujemo regi-
stracija. Rezultat registracije je zdruzˇena celota, sestavljena iz vecˇ posnetkov
z razlicˇnih zornih kotov. Za uspesˇno registracijo se morata obravnavani sliki
vsaj delno prekrivati. Med njima mora obstajati zadostno sˇtevilo skupnih
tocˇk. Eden najbolj popularnih algoritmov za registracijo oblaka tocˇk je al-
goritem ICP (Iterative closest point) [28]. Algoritem iterativno zmanjˇsuje
razdaljo med dvema oblakoma tocˇk, ter ju tako zblizˇuje, dokler ne konver-
gira. V kolikor konvergira v globalni minimum, sta oblaka tocˇk pravilno
poravnana - registrirana.
Glavna pomanjkjivost algritma ICP je, da za iskanje kljucˇnih tocˇk upo-
rablja podatke pridobljene iz globinske slike. Te tocˇke so lahko velikokrat
pomanjkljive in celo zavajajocˇe, vsekakor pa ne uporabljajo vseh mozˇnih in-
formacij, ki jih lahko pridobimo z barvno 2D sliko. Algoritem ICP tako na
ravni steni ne bo prepoznal nobene kljucˇne tocˇke, posledicˇno ima mnogo im-
plementacij za rekonstrukcijo najvecˇ tezˇav prav na taksˇnih (geometrijsko)
monotonih povrsˇinah. Prav tako bo nekatere kljucˇne tocˇke prepoznal na
meji med predmetom in ozadjem, ki pa bodo pri razlicˇnih perspektivah na
razlicˇnih mestih.
Pri obdelavi 2D slik teh pomanjkljivosti nimamo, saj si lahko pri prepo-
znavi kljucˇnih tocˇk pomagamo s prepoznavanjem vzorcev na stenah, pred-
metih ali njihovi okolici. V primeru, da opazovana povrsˇina kljub temu nima
dovolj raznolikih in prepoznavnih vzorcev, si lahko pomagamo z dodajanjem
vizualnih markerjev (preproga z vzorci ali namenske oznake). Primer namen-
ske oznake je prikazan na Sliki 2.4.
S tem lahko izkoristimo dodatne informacije, ki jih dobimo z obdelavo
2D barvnih slik, in oblake tocˇk iterativno grobo poravnamo pred algoritmom
ICP. Tako zmanjˇsamo potrebno sˇtevilo korakov v katerih funkcija konvergira
in hkrati zmanjˇsamo mozˇnosti, da bi se algoritem ICP ustavil v lokalnem
minimumu.
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Slika 2.4: Primer oznake za dodano vizualno informacijo [7].
2.2.1 Algoritem SfM
SfM (structure from motion) je algoritem za rekonstrukcijo 3D modela iz
njegovih projekcij na serijo vecˇ slik posnetih z razlicˇnih zornih kotov [31].
Glede na nacˇin izgradnje 3D modela se algoritem v grobem deli na tri vr-
ste. Inkrementalni SfM inicializirajo slike, kot zˇe ime samo pove, inkremen-
talno, globalni resˇuje problem z vsemi slikami hkrati, hibridni pa uporablja
mesˇanico obeh. Prvi je pocˇasnjesˇi in hitro kopicˇi napake pri rekonstrukciji,
drugi je bolj ucˇinkovit in natancˇen, a ima lahko tezˇave z dolocˇanjem ampli-
tude premika in izlocˇanjem napacˇnih ujemanj med slikami [19]. Delovanje
obeh metod se velikokrat vrednoti na velikem sˇtevilu slik, ki med seboj niso
zaporedno urejene (vsaka naslednja slika pokriva del trenutne), v nasˇem pri-
meru pa slike dodajamo inkrementalno in za vsako vemo, da se delno prekriva
s predhodnjo. Zato uporabimo inkrementalno razlicˇico algoritma, pri kateri
izpustimo vse korake, ki preverjajo, cˇe se zaporedni sliki dejansko prekrivata.
Glavni potek algoritma SfM je predstavljen na shemi 2.5. V prvem koraku
zajamemo sliko opazovane scene (v nasˇem primeru jo pridobimo iz oblaka
tocˇk, ki ga zajema senzor Kinect). Na sliki poiˇscˇemo znacˇilne tocˇke in njihove
opisnike s pomocˇjo katerih bomo lahko kjucˇne tocˇke v nadaljni obdelavi locˇili.
Ko smo opisana koraka izvedli za vsaki dve sliki, med njima poiˇscˇemo pare
tocˇk, kar pomeni, da ocenimo kateri opisniki opisujejo projekcijo enake tocˇke
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iz prostora.
V primeru, da ge za prvi par slik, lahko samo priblizˇno dolocˇimo lego
obeh kamer (ocenimo rotacijo R in translacijo t) in ju uporabimo za prvo
triangulacijo tocˇk. Prvi par sluzˇi za inicializacijo nadaljnega procesa [31].
V primeru, da gre za vsak naslednji par slik, najprej poiˇscˇemo tocˇke, ki
so bile v prejˇsnji fazi zˇe triangulirane in tako iz 2D-3D parov izracˇunamo
trenutno pozicijo kamere. Preostale tocˇke, za katere sˇe ne poznamo ocene
3D pozicije, trianguliramo.
Po vsaki fazi triangulacije je pomembno popravljati napake projekcij, saj
se drugacˇe te kopicˇijo in lahko pripeljejo do popolnoma napacˇnega rezultata.
To storimo s procesom imenovanim Bundle Adjustment, ki zmanjˇsuje repro-
jecijsko napako 3D tocˇk nazaj v znane 2D tocˇke. Sledi podrobnejˇsi opis vsake
izmed faz.
2.2.2 Iskanje znacˇilnih tocˇk
Vsako sliko lahko predstavimo z opisi njenih kljucˇnih tocˇk, s katerimi jo
lahko potem primerjamo z naslednjo ali predhodnjo sliko, ter na podlagi
tega dolocˇamo relacije med njimi. Kjucˇna tocˇka na sliki je tocˇka, ki jo lahko
ponovno zaznamo pod spremenjeno orientacijo in pozicijo pogleda.
Za vsako sliko I dolocˇimo pare Fi = {(xj, fj)|j = 1...NFi}, kjer je xj ∈ R2
lokacija znacˇilne tocˇke, predstavljena z deskriptorjem fj. Iskanje znacˇilnih
tocˇk mora biti robustno na spremembe velikosti in geometrije zato, da lahko
robustno dolocˇimo pare tocˇk med dvema zaporednima slikama, ki tocˇko gle-
data iz razlicˇnih zornih kotov [31].
Primer algoritma za dolocˇanje in deskripcijo kjucˇnih tocˇk, invariantno na
spremembo velikosti ali geometrije, je SIFT (scale-invariant feature trans-
form [27]) ali njegova hitrejˇsa razlicˇica SURF (Speeded Up Robust Featu-
res [15]). SURF v prvem koraku dolocˇi obmocˇja in merila (ang. scale), ki se
jih lahko ponovno detektira z razlicˇnih zornih kotov. To dosezˇe z iskanjem
potencialnih kljucˇnih tocˇk, ki jih detektira s pomocˇjo algoritma za iskanje
kljucˇnih tocˇk (npr. Hessian), iz katerih po dolocˇenih kriterijih kaskadno iz-
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Slika 2.5: Shema glavnega poteka algoritma SfM
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bira taksˇne, ki se ne spremenijo z vecˇanjem ali manjˇsanjem opazovane slike
- so stabilne. Za filtriranje taksˇnih tocˇk uporablja Gausovo funkcijo, tako je
velikostni prostor slike dolocˇen s funkcijo L(x, z, σ), ki je rezultat konvolucije
Gausove funkcije G(x, y, σ) z opazovano sliko I(x, y) [27]:
L(x, z, σ) = G(x, y, σ) ∗ I(x, y), (2.1)
kjer je ∗ konvolucija in
G(x, z, σ) =
1
2piσ2
e−(x
2+y2)/2σ2 . (2.2)
Za ucˇinkovito dolocˇanje pozicij stabilnih kljucˇnih tocˇk algoritem izracˇuna
konvolucijo D(x, y, σ) med sliko in razliko med dvema Gaussovima funkci-
jama (DoG - Difference of Gaussioan) razlicˇnih velikosti:
D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y)
= L(x, z, kσ)− L(x, z, σ),
(2.3)
prikazano tudi shematsko na Sliki 2.6.
Algoritem SURF tako kot rezultat vrne znacˇilne tocˇke, katerih opis za-
jema velikost ter geometrijsko znacˇilnost.
Ko algoritem najde tocˇke, moramo dolocˇiti ustrezne pare. Za ujemanje
parov znacˇilnih tocˇk uporabljamo metodo surove sile (ang. brute force).
To pomeni, da moramo za vsako tocˇko iz prve slike najti najbolj podobno
tocˇko iz druge slike, pri cˇemer primerjamo vse mozˇne deskriptorje. Na koncu
obdrzˇimo samo simetricˇna ujemanja; veljavna so samo ujemanja, ko je bil A
najboljˇsi par za B in B najboljˇsi par za A.
2.2.3 Ocena lege kamere
Oblak tocˇk je za posamezen pogled podan v koordinatnem sistemu kamere.
Za poravnavo dveh pogledov potrebujemo ocenjeno pozicijo obeh v 3D pro-
storu objekta. To lahko opiˇsemo s srediˇscˇno tocˇko in rotacijo pogleda, kar
nam predstavlja 6 prostostnih stopenj (6DOF). Navedeno nam opisujeta ro-
tacijska matrika R in translacijski vektor t.
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Slika 2.6: Pridobivanje vecˇ razlicˇnih velikosti slike z racˇunanjem razlike
(DoG) [27].
Rotacijska matrika R, dimenzij 3x3, in nam preslika 3D tocˇko tako, da jo
ustrezno zavrti okoli vsake izmed treh osi (x,y,z):
x′1
x′2
x′3
 =

a1,1 a1,2 a1,3
a2,1 a2,2 a2,3
a3,1 a3,2 a3,3


t1
t2
t3
 .
Translacija je geometrijska transformacija, ki premakne vsako podano
tocˇko za dolocˇeno razdaljo v dolocˇeno smer. V nasˇem primeru govorimo o
translacijskem vektorju oblike
t =

t1
t2
t3
 ,
kjer vsaka komponenta dolocˇa premik v posamezni smeri.
Cˇe zˇelimo sestaviti projekcijsko matriko P, ki nam bo dolocˇala relacijo
med 2D tocˇko na sliki in 3D tocˇko v svetu, potrebujemo poleg rotacije in
translacije tudi kalibracijsko matriko. To sestavljajo notranji (ang. intrinsic)
parametri kamere in so specificˇni za vsako napravo posebej. Izmerimo jih
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lahko s pomocˇjo postopka kalibracije. Kalibracijska matrika je oblike [23]
K =

fx αfx cx
0 fy cy
0 0 1
 (2.4)
in jo sestavlja 5 notranjih parametrov:
• fx, fy: goriˇscˇni razdalji v slikovnih elementih,
• α: koeficient ukrivljenosti (ang. skew) med x in y osema,
• cx, yy: srediˇscˇna tocˇka.
Rotacijska matrika in translacijski vektor skupaj s kalibracijsko matriko
sestavljata transformacijsko matriko P
P = K[R|t]. (2.5)
Pred zacˇetkom algoritma SfM poznamo samo kalibracijsko matriko, rota-
cijo in transformacijo pa moramo oceniti iz parov projekcijskih tocˇk, dolocˇenih
v predhodnjem koraku. Relacijo med pari projekcij opisuje izvorna matrika
E (ang. essential matrix), pri cˇemer predpostavlja, da kamera zadostuje
modelu luknjicˇaste kamere (ang. pinhole camera model). Tako za par kore-
spondencˇnih projekcij y in y′ iste 3D tocˇke na dve razlicˇni sliki velja
(y′)TEy = 0, (2.6)
pri cˇemer sta y in y’ homogeni in normalizirani tocˇki [37]. Ker zgornja enacˇba
predpostavlja, da opazujemo model luknjicˇaste kamere, lahko razmerje med
dvema mnozˇicama 3D tocˇk opiˇsemo kot
x˜′ = R(x˜− t) (2.7)
iz cˇesar sledi
E = T×R. (2.8)
Diplomska naloga 21
Tako lahko inicializiramo zacˇetno pozicijo, a se moramo zavedati, da je
translacija izracˇunana iz izvorne matrike E samo enotski vektor, kar pomeni,
da nam ni znano merilo premika, ampak samo smer [19].
V vseh naslednjih iteracijah lahko rotacijo in translacijo ocenimo iz 2D-
3D korespondenc. Za vsako 3D tocˇko v svetu velja, da nam njeno projekcijo
na 2D sliko opisuje projecijska matrika P, kjer velja

x
y
1
 =

fx αfx cx
0 fy cy
0 0 1


a1,1 a1,2 a1,3 t1
a2,1 a2,2 a2,3 t2
a3,1 a3,2 a3,3 t3


X
Y
Z
1
 . (2.9)
Tako lahko s pari 2D-3D tocˇk in znani kalibracijsko matriko ocenimo rotacijo
in translacijo, pri cˇemer translacija ne bo enotski vektor.
2.2.4 Triangulacija
Triangulacija je proces, ki z uporabo trigonometrije dolocˇa pozicijo neznane
tocˇke ali lokacije z uporabo pozicije dveh nepremicˇnih tocˇk, ki imata znano
oddaljenost [32].
V primeru racˇunalniˇskega vida in obdelave slik to pomeni, da lahko
dolocˇimo neznano tocˇko v tridimenzionalnem prostoru, cˇe poznamo dve njeni
projekciji v dvo dimenzionalnem prostoru (na slikah). Slike se morajo glede
na vsebino delno prekrivati, saj lahko samo tako algoritem na dveh paroma
zaporednih slikah primerja projekcije iste tocˇke iz prostora. Triangulacija
predpostavlja, da poznamo matriko in lego kamere za oba pogleda, kar nam
sestavlja projekcijsko matriko P.
V idealnem primeru brez sˇuma in merilnih napak je problem trivialen.
Neznana tocˇka lezˇi na presecˇiˇscˇu zˇarkov, ki tecˇeta cˇez srediˇscˇno tocˇko kamere
in pripadajocˇo tocˇko na dvodimenzionalni projekciji. Vendar je v realnosti
veliko pogosteje, da se zˇarka ne sekata, kar je prikazano na Sliki 3.6. V tem
primeru je potrebno oceniti tocˇko, ki je najblizˇje idealni resˇitvi.
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Slika 2.7: Triangulacija: iskanje najboljˇsega priblizˇka presecˇiˇscˇa.
2.2.5 Algoritem Bundle adjustment
Algoritem SfM sestavljata dva glavna koraka: ocenjevanje lege in triangula-
cija tocˇk, ki sta med seboj tesno povezana. Pri dolocˇanju pozicije kamere
potrebujemo 3D tocˇke in pri dolocˇanju 3D tocˇk potrebujemo pozicijo kamere.
Algoritem za inicializacijo vzame priblizˇek oz. oceno in skozi iteracije
izmenicˇno uporablja ocenjene tocˇke in ocenjeno pozicijo. Brez vmesnega
popravljanja meritev se hitro zgodi, da se zacˇetne napake nakopicˇijo, kar
pripelje do nepopravljivega stanja [31]. Zato na vsakem koraku iteracije
uporabljamo tako imenovan Bundle adjustment, ki minimizira projekcijsko
napako
min
∑
i
∑
j
(x˜ji −K
[
Ri|ti
]
Xj)2. (2.10)
2.3 Registracija oblakov tocˇk
Algoritem ICP resˇuje problem registracije dveh oblakov tocˇk, kar pomeni, da
aproksimira optimalno rotacijo in translacijo, kateri poravnata (registrirata)
drugi oblak tocˇk s prvim. Algoritem lahko uporabljamo za razlicˇne repre-
zentacije geometrijskih podatkov, med drugim mnozˇice tocˇk, cˇrte, krivulje in
povrsˇine [17]. Rotacija in translacija nam resˇujeta vseh 6 prostostnih stopenj,
3 za rotacijo in 3 za premik.
Predpostavimo, da imamo podana dva oblaka tocˇk: P je oblak tocˇk,
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ki nam predstavlja podatke, X pa je oblak tocˇk, ki nam predstavlja model.
Zˇelimo poiskati transformacijo, ki nam bo poravnala nasˇe podatke P z nasˇim
modelomX. To pomeni, da zˇelimo zmanjˇsati razdaljo med korespondencˇnimi
pari tocˇk v obeh oblakih. Razdalja d med posamezno tocˇko p v P in modelom
X je definirana kot
d(p,X) = min
x∈X
∥∥∥x− p∥∥∥ . (2.11)
Tocˇko v X, ki je na razdalji d od tocˇke p oznacˇimo z y, tako velja
d(, y) = d(p,X), (2.12)
kjer y ∈ X[17].
Cˇe Y oznacˇuje mnozˇico vseh najblizˇjih tocˇk in s C oznacˇimo operacijo
iskanja najblizˇje tocˇke (opisano po zgornjem postopku) velja
Y = C(P,X). (2.13)
Tako lahko iz mnozˇice tocˇk Y izracˇunamo registracijo po metodi naj-
manjˇsih kvadratov Q,
(q, d) = Q(P, Y ). (2.14)
2.3.1 Algoritem ICP
Na zacˇetku algoritem prejme oblak tocˇk P , ki predstavlja podatke, in oblak
tocˇk X, ki predstavlja model. Rezultat algoritma bo transformacija, ki po-
ravna podatke z modelom.
Po inicializaciji stanja sledi iteracija naslednjih korakov [21]:
• Iskanje korespondencˇnih tocˇk v slikah
Algoritem izracˇuna mnozˇico najblizˇjih tocˇk Y = C(P,X). Iskanje naj-
blizˇjih tocˇk je lahko implementirano na vecˇ nacˇinov, eden izmed njih
je sˇiroko uporabljen algiritem K-D drevo (ang. K-D tree) [28].
• Filtriranje napacˇno dolocˇenih korespondenc
Za bolj natancˇno dolocˇeno transformacijo in v izogib zavajajocˇim vre-
dnostim, je potrebno izlocˇiti pare tocˇk, za katere po dolocˇenih kriterijih
presodimo, da ne predstavljajo zˇeljenega ujemanja [18].
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• Izracˇun in aplikacija registracije
V tem koraku zˇeli algoritem zmanjˇsati razdaljo med najdenimi kore-
spondencˇnimi tocˇkami, kar pravzaprav pomeni, da z vsako iteracijo
poskusˇa oblaka tocˇk cˇim bolj priblizˇati. Najprej izracˇuna registracijo
(q, d) = Q(P, Y ), nato pa jo aplicira na trenutno projecijsko matriko
Pk+1 = qk(P0).
Algoritem ICP se zakljucˇi, ko je dosezˇeno preddolocˇeno maksimalno sˇtevilo
iteracij oz., ko konvergira (sprememba v razdalji med dvema zaporednima
korakoma iteracije je minimalna oz. pod dolocˇenim pragom)
dk − dk+1 < θ. (2.15)
Algoritem vedno konvergira v lokalni minimum, glede na funkcijo razdalje
najmanjˇsih kvadratov [16], ni pa lokalni venomer tudi globalni minimum.
Uspesˇnost in natancˇnost algoritma sta tako odvisna od dveh faktorjev:
• Oddaljenosti posameznih parov tocˇk
Cˇe je premik med oblakoma zadosti majhen, lahko z dovolj veliko goto-
vostjo trdimo, da bo iterativna minimizacija oddaljenosti tocˇk uspesˇno
konvergirala v lokalni minimum, ki bo hkrati tudi globalni minimum.
• Ustreznega zacˇetnega priblizˇka transformacije
Dobra zacˇetna ocena transformacije lahko znatno vpliva na uspesˇnost
algoritma, saj pravzaprav nadomesti in zadosti zgornjemu pogoju, ter
tako zmanjˇsa mozˇnost konvergiranja v lokalni minimum. Prav tako
velja, da bolj kot se zacˇetna ocena razlikuje od dejanske resˇitve, dlje
cˇasa rabi algoritem, da konvergira.
Iz zgornjih faktorjev lahko ugotovimo glavni pomankljivosti algoritma
ICP: konvergiranje v lokalni, ki hkrati ni globalni minimum, in potreba po
znatnem prekrivanju oblakov tocˇk. Prva pomankljivost nam lahko prinese
popolnoma napacˇne, neuporabne in celo zavajajocˇe rezultate, prikazane na
Sliki 2.8, druga pa povecˇuje cˇas izracˇunavanja in zahteva nepotrebno redun-
dandnost.
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Slika 2.8: Primer slabe poravnave dveh oblakov tocˇk z algoritmov ICP. Levo
sta oblaka tocˇk pred poravnavo, kjer lahko vidimo, da sta posneta iz razlicˇnih
zornih kotov. Desno sta oblaka po konvergiranju algoritma, ki ocˇitno ni nasˇel
globalnega minimuma.
2.3.2 Filter VoxelGrid
Vsak oblak tocˇk zajet s senzorjem Kinect ima 307.200 (640 x 480) tocˇk, kar
pri zdruzˇevanju vecˇ zaporednih oblakov tocˇk pomeni, da dobimo zelo gosto
in redundandno reprezentacijo objekta. Veliko sˇtevilo tocˇk pomeni daljˇsi cˇas
obdelave tako za algoritem ICP (vecˇ tocˇk pri racˇunanju razdalj) kot tudi za
rekonstrukcijo povrsˇine.
Zato pri delu z oblaki tocˇk uporabljamo razlicˇne tipe filtrov, ki zmanjˇsajo
kolicˇino obdelovanih podatkov (tocˇk). Eden izmed njih je tudi VoxelGrid
filter [22]. Namen filtra je zmanjˇsati gostoto oblaka tocˇk z zdruzˇevanjem vecˇ
sosednjih tocˇk v eno tocˇko - cetroid. S tem postane oblak tocˇk bolj enoten,
vendar s tem igubimo dolocˇeno natancˇnost oz. podrobnosti. Kjub temu
precej zmanjˇsamo cˇas in prostor potreben za obdelavo takega oblaka tocˇk.
Filter ne odpravi sˇuma ali napacˇno dolocˇenih tocˇk v oblaku.
2.3.3 Filter PassThrough
Poleg redkejˇse reprezentacije neke povrsˇine nas v dolocˇenih primerih repre-
zentacija dolocˇenih delov sploh ne zanima. Eden taksˇnih primerov je skenira-
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nje manjˇsega predmeta v blizˇini, kjer nas ne zanima velika (morda monotona)
povrsˇina v ozadju (velikokrat ravna stena). Ne samo, da povecˇuje sˇtevilo tocˇk
za obdelavo, ampak s svojo sˇtevilcˇno reprezentacijo zavede algoritem ICP, ki
daje preveliko tezˇo poravnavi ravnih povrsˇin v ozadju in na ta racˇun napacˇno
poravna manjˇsi predmet v ospredju. Za ta namen uporabljamo filter Pas-
sThrough [1], ki ohrani samo dele oblaka tocˇk (glede na podano dimenzijo in
razpon).
2.4 Integracija
Po registraciji oblakov tocˇk lahko le te zdruzˇimo v skupen oblak tocˇk, ki
reprezentira skenirani objekt. Naslednji korak za rekonstrukcijo 3D modela
je triangulacija in rekonstrukcija povrsˇine.
Natancˇnejˇsi oblak tocˇk nam omogocˇa lepsˇo in bolj natancˇno rekonstruk-
cijo 3D modela. Zato je pomembno, da oblak tocˇk po zdruzˇitvi primerno
obdelamo. Pogosta pojava pri registriranih oblakih tocˇk sta sˇum, ki je na-
vadno posledica merilnih napak, ter pojav “dvojnih sten”(ang. double wall),
ki je posledica slabsˇe poravnanih oblakov tocˇk.
Ko imamo ustrezno filtriran in obdelan oblak tocˇk, lahko rekonstruiramo
povrsˇino. Za rekonstrukcijo povrsˇine mora imeti vsaka izmed tocˇk ustrezno
normalo. Normale tocˇk nam povedo smer povrsˇine. Za bolj enotno povrsˇino
je pomembno, da so normale tocˇk usklajene z okolico; zato je potrebno nor-
male tocˇk zgladiti (ang. smoothening) [29].
Glede na normale tocˇk lahko dolocˇimo povrsˇino objekta. Povrsˇina je
sestavljena iz manjˇsih trikotnikov, ki ustrezno povezujejo tri sosednje tocˇke.
V nasˇem primeru integracije oblakov tocˇk nismo implementirali, temvecˇ smo
za obdelavo uporabili obstojecˇo programsko opremo.
Poglavje 3
Implementacija
V tem poglavju bomo predstavili implementacijo koncˇne resˇitve ter upora-
bljeno programsko in strojno opremo.
Najprej predstavimo programsko in strojno opremo, nato pa celotno zgradbo
in delovanje sistema. Pri tem sledimo cevovodu predstavljenem na zacˇetku
poglavja, omenimo korake, ki so vodili do koncˇne resˇitve in utemeljimo izbiro
korakov za koncˇno implementacijo.
3.1 Strojna in programska oprema
Koncˇna resˇitev je napisana v programskem jeziku C++ in uporablja dve
trenutno najbolj uporabljeni knjizˇnici za obdelavo slik (OpenCV [2]) ter ob-
delavo oblakov tocˇk (PCL - Point Cloud Library [6]). Za zajem oblaka tocˇk
uporablja senzor Microsoftov Kinect generacije v1 (in ne v2, ki ima precej
izboljˇsane performance), predstavljen v poglavju 2.1.
Za lazˇjo kominikacijo med uporabnikom in programom je na senzorju Ki-
nect namesˇcˇen gumb, ki sporocˇa, kdaj zˇeli uporabnik zajeti novo sliko, kar
lahko vidimo na Sliki 3.1. Komunikacija je vzpostavljena preko mikrokr-
milnika Arduino UNO, ki se na racˇunalnik povezˇe preko standardnega USB
vhoda in se mu predstavi kot HID (Human Interface Device). Tako se lahko
uporabnik prosto giblje po prostoru.
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Za koncˇno obdelavo in integracijo oblaka tocˇk uporabljamo program Me-
shLab [4].
Slika 3.1: Arduino UNO (z gumbom) namesˇcˇen na Kinect senzor.
3.2 Zgradba in delovanje sistema
Implementacija sledi cevovodu predstavljenem v uvodni predstavitvi predla-
gane resˇitve opisane v poglavju 1.3. Zajemanje podatkov ni zvezno, kar po-
meni, da uporabnik sam sporocˇi sistemu, kdaj zˇeli zajeti dolocˇeno sceno. To
lahko stori z gumbom namesˇcˇenim na dno senzorja Kinect. Tako lahko upo-
rabnik skeniranje prekine za poljuben cˇas in ga po zˇelji nadaljuje od zadnje
referencˇne slike naprej. Prav tako tak nacˇin zajemanja podatkov uporab-
niku omogocˇa, da sam odlocˇa koliko slik zˇeli posneti za dolocˇeno obmocˇje.
Tako zajemanje slik ni pogojeno na hitrost premikanja, prav tako s tem ni
pogojena natancˇnost.
Tekom celotnega skeniranja lahko uporabnik spremlja trenutno stanje na
zaslonu, kot je to prikazano na Sliki 3.2.
Algoritem SfM
Na zacˇetku program inicializira stanje in uporabnika obvesti, da lahko pricˇne
z zajemanjem podatkov. Uporabnik lahko s pritiskom na gumb zajame tre-
nutno opazovano sliko, ki se mu prikazuje na zaslonu. Poleg trenutne slike,
ki jo vidi senzor, je prikazana tudi zadnja zajeta slika, ki jo uporabnik upo-
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Slika 3.2: Prikaz uporabniˇskega vmesnika. V zgornjem desnem kotu sta
prikazana trenutna slika senzorja Kinect ter predhodnje zajeta (referencˇna)
slika. Pod njima je prikazano ujemanje med trenutnima paroma slik. V
ozadju so vizualizirani vsi koraki algoritma (delna poravnava, poravnava med
izvajanjem algoritma ICP), ter vsi registrirani oblaki tocˇk.
rablja za referenco. Izrisano ima tudi srediˇscˇe slike, tako da lahko lazˇje skrbi
za ustrezno prekrivanje zaporednih posnetkov.
V programu se prikazuje aktualna slika v viˇsji locˇljivosti neposredno iz
barvne kamere senzorja Kinect, za obdelavo se slika pridobi iz trenutno zaje-
tega oblaka tocˇk, saj se s tem izognemo morebitnim neskladjem med zajeto
sliko in zajetim oblakom tocˇk.
Ko uporabnik zajame dve delno prekrivajocˇi se sliki, program zacˇne ko-
rake algoritma SfM. Sliki pretvori v sivine, nato pa na njiju poiˇscˇe kljucˇne
tocˇke in njihove opisnike. Za to uporablja SURF (Speeded up robust featu-
res) opisnik in 5 oktavno piramido.
Nato poiˇscˇe pare projekcij med slikama. Za to uporablja knn (k-nearest
neighbors) iskanje in uporabi le simetricˇna ujemanja. Oba koraka vizualizira
uporabniku. Na sliki 3.4 lahko vidimo primer izrisa. Vsaka izmed zajetih
slik ima oznacˇene zaznane kjucˇne tocˇke (barvni krogci) ter pare projekcij
iste tocˇke iz prostora (barvne cˇrte). Na sliki 3.3 je razvidno, da iskanje tocˇk
deluje tudi na zamegljeni sliki (posledica hitrega premikanja).
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Slika 3.3: Prikaz ujemanja kljub zamegljeni sliki.
V naslednjem koraku uporabi tocˇke iz parov korespondencˇnih projekcij
za oceno izvorne matrike (ang. essential matrix). Funkcija poleg tocˇk z vsake
slike potrebuje tudi kalibracijsko matriko kamere. Kalibracijska matrika upo-
rabljena v programu je
K =

585, 5 0, 00130 ∗ 585, 5 327, 9
0 568, 5 246, 2
0 0 1
 . (3.1)
Metoda uporablja RANSAC, ki je algoritem za izlocˇanje napacˇno dolocˇenih
parov tocˇk (outliers) [20].
Iz izvorne matrike nato izrazimo rotacijo R in smer translacije t. Tu se
pojavi najvecˇja tezˇava algoritma, saj je merilo premika nedolocˇljivo. Zato se
zgornji koraki na prvih dveh slikah uporabljajo samo za inicializacijo sistema.
Sicer pa je rotacija, ki jo dobimo preko zgoraj opisanega sistema, precej
natancˇna, kar je razvidno iz Slik 3.5.
Z relativno rotacijo in translacijo lahko trianguliramo izbrane tocˇke, kar
pomeni, da ocenimo njihovo pozicijo v tridimenzionalnem prostoru. Za tri-
angulacijo potrebujemo projecijski matriki obeh kamer pomnozˇeni s kalibra-
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Slika 3.4: Prikaz detekcije in izrisa korespondencˇnih projekcij. Zgoraj z do-
dano oznako in spodaj brez.
cijsko matriko. Pri inicializacijskem paru sta to
P0 = K ∗

1 0 0 0
0 1 0 0
0 0 1 0
 (3.2)
in
P1 = K ∗Rt. (3.3)
Triangulacija je bolj pravilna in zanesljiva, cˇe sta inicializacijska posnetka bolj
narazen, saj tako tvorita vecˇji kot in so numericˇne napake manjˇse. Sˇe vedno
je potrebno izlocˇiti napacˇno triangulirane tocˇke, to so na primer taksˇne, ki
lezˇijo za kamero (negativna z koordinata). Rezultat triangulacije je redek
oblak tocˇk, prikazan na Sliki 3.6.
V naslednjih iteracijah se ponavljajo zgoraj opisani koraki. Za pravilno
translacijo moramo najti tocˇke iz korespondencˇnih parov projekcij, ki so v
predhodnih korakih zˇe bile triangulirane. Tako lahko dolocˇimo pravilno mero
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(a) Poravnava preprostih oblakov tocˇk z veliko identificeranimi skupnimi tocˇkami.
(b) Poravnava oblakov tocˇk zajetih okoli objekta z precej razlicˇnih kotov. Rotacija
je pravilna klub majhnemu sˇtevilu skupnih tocˇk in vecˇ napacˇnimi pari.
(c) Poravnava oblakov tocˇk na prazni ravni steni, obogateni z vizualnimi oznakami.
Slika 3.5: Poravnave oblakov tocˇk z rotacijo pridobljeno z izvorno matriko.
Rdecˇ oblak tocˇk je zacˇetni oblak tocˇk, moder je drugi oblak tocˇk pred rotacijo.
Zelen oblak tocˇk je drugi oblak tocˇk po poravnavi. Na vseh primerih lahko
vidimo, da je pridobljena rotacija zanesljiva.
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Slika 3.6: Rezultat triangulacije.
premika. Omenjeno omogocˇa algoritem PnP (Perspective-n-Point [25]), ki
poleg 3D-2D parov tocˇk potrebuje sˇe kalibracijsko matriko kamere.
Knjizˇnica OpenCV ponuja implementacijo tako za triangulacijo kot tudi
algoritem PnP, ki ju potrebujemo za dolocˇitev velikosti premika. Ekspe-
rimentalni rezultati so pokazali, da sta metodi prevecˇ nestabilni in za vecˇ
zaporednih posnetkov iste scene vracˇata nepredvidljivo razlicˇne rezultate.
Zato koncˇna resˇitev podatek o velikosti premika pridobi iz globinske slike
senzorja Kinect.
Za vsako tocˇko na sliki poznamo njene koordinate v 3D prostoru (te lahko
razberemo iz oblaka tocˇk). Tako lahko s prej najdenimi pari projekcij na 2D
slikah dolocˇimo pare 3D tocˇk v prostoru. Pomembno je, da izlocˇimo vse
tocˇke, ki nimajo podatka o globini (tehnicˇna omejitev senzorja Kinect). Za
oblaka tocˇk A in B tako velja, da so njune skupne tocˇke odaljene za enako
razdaljo, cˇe imata oblaka poravnani rotaciji, kar je razvidno iz Slike 3.7.
Algoritem Bundle adjustment, ki je sicer nujno potreben pri algoritmu
SfM, pri nasˇi implementaciji pravzaprav ne potrebujemo. Ta zadnji korak
je namenjen zmanjˇsevanju napak, ki se sicer hitro akumulirajo, ko gradimo
model na podlagi predhodnjih izracˇunov. V nasˇi implementaciji ocenjujemo
rotacijo in translacijo samo na podlagi dveh zaporednih oblakov tocˇk, kar
nam omogocˇa izmerjena pozicija korespondencˇnih 3D tocˇk.
Tako lahko izracˇunamo povprecˇno odaljenost oblakov tocˇk ter vrednost
pomnozˇimo z prej izracˇunano smerjo premika. Na tem koraku imamo tako
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Slika 3.7: Prikaz velikosti premika med dvema oblakoma tocˇk. Levo je ne-
poravnan oblak tocˇk, kjer so razdalje med pari 3D tocˇk razlicˇne. Desno je
oblak tocˇk po poravnavi rotacije, kjer so vsi pari tocˇk enako oddaljeni.
ocenjeno rotacijo ter translacijo in z njima lahko oblak tocˇk delno poravnamo.
Algoritem ICP
Naslednji korak cevovoda koncˇne implementacije je registracija oblakov tocˇk z
algoritmom ICP. Implementacijo algoritma ponuja zgoraj omenjena knjizˇnica
PCL.
Oblaka tocˇk najprej delno poravnamo z zgoraj pridobljeno rotacijo in
translacijo. Nato iz oblakov odstranimo vse nesˇtevicˇne (NaN) vrednosti, ki
so vecˇinoma posledica tehnicˇnih omejitev senzorja Kinect. Poleg omejene
globine zaznave senzor Kinect ne bo zaznal tocˇk na povrsˇinah, ki prevecˇ
absorbirajo IR svetlobo.
V naslednjem koraku uporabimo filter VoxelGrid, ki nam zmanjˇsa sˇtevilo
tocˇk, saj vecˇje sˇtevilo tocˇk znatno podaljˇsa cˇas potreben za izracˇun razdalj
med tocˇkami v algoritmu ICP. Izbrana velikost lista v filtru je 0.04, kar nam
znatno zmanjˇsa sˇtevilo tocˇk (iz 307.200 na povprecˇno 3.000 za posamezen
oblak), a sˇe vedno dovolj natancˇno reprezentira opazovani oblak tocˇk. Primer
filtriranja oblaka tocˇk je prikazan na Sliki 3.8.
Algoritem ICP uposˇteva vecˇ parametrov, ki precej vplivajo na njegovo
delovanje in so odvisni predvsem od lastnosti vhodnih podatkov. Tako lahko
med drugim nastavimo najvecˇje sˇtevilo korakov algoritma, razliko, ki dolocˇa
konvergiranje algoritma, in najdaljˇso razdaljo med pari tocˇk.
V nasˇem primeru imamo priblizˇno poravnavo oblakov tocˇk zelo natancˇno.
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Slika 3.8: Prikaz recˇenja oblaka tocˇk za hitrejˇse delovanje algoritma ICP [14].
Eksprimentalni rezultati so pokazali, da lahko, kot pare tocˇk, uposˇtevamo
samo tocˇke na razdalji ne vecˇ kor 15cm. Omejitev sˇtevila korakov je im-
plementirana iterativno, pri cˇimer izvajamo algoritem po dva koraka hkrati
in med posameznimi iteracijami preverjamo in prilagajamo parametre. V
primeru, da je razlika v transformaciji dovolj majhna, zmanjˇsamo razda-
ljo med korespondencˇnimi tocˇkami, ter tako blizˇje kot sta oblaka tocˇk, bolj
povecˇujemo natancˇnost poravnave.
Algoritem prekinemo po 20 iteracijah oz., ko izracˇunana mera prileganja
dosezˇe dolocˇen prag.
V izogib akumuliranju napak novo zajeti oblak tocˇk registriramo z zdruzˇenim
oblakom tocˇk predhodnje zajetih scen.
Obdelava skeniranega objekta
Po koncˇanem skeniranju zdruzˇimo poravnane oblake tocˇk in jih shranimo
v datoteko v formatu PLY. Nato lahko oblak tocˇk uvozimo v MashLab [4]
ali kater drug pogram za obdelavo 3D objektov. V programu lahko oblak
tocˇk obdelamo tako, da ostranimo sˇum, nato pa rekonstruiramo povrsˇino
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z izbranim algoritmom, ki tocˇke v oblaku povezˇe z vecˇ trikotniki in tako
ustvari povrsˇino. Povrsˇino lahko kasneje tudi zgladimo. Proces je prikazan
na Sliki 3.9.
Slika 3.9: Prikaz korakov transformacije oblaka tocˇk v 3D model [35].
Poglavje 4
Eksperimentalni rezultati
V tem poglavju bomo predstavili in interpretirali rezultate implementirane
resˇitve, s katerimi smo ovrednotili delovanje nasˇe implementacije. Za meritev
izberemo dva razlicˇna tipa objektov. Najprej analiziramo delovanje na vecˇjih
(soba), nato pa sˇe na manjˇsih objektih.
4.1 Postavitev eksperimentov
Natancˇnost koncˇnega algoritma bomo dolocˇili s primerjanjem mer dejanskega
in rekonstruiranega 3D modela. Glede na tip skeniranih objektov meritve
delimo na dva dela.
Prvi tip meritev opravimo s skeniranjem prostora. Tu gibanje senzorja
sledi izbocˇenemu loku (prikazano na Sliki 4.1 levo) in je zahtevana natancˇnost
manjˇsa, kar pomeni, da so napake manj opazne. Prav tako moramo pri
tovrstnem skeniranju resˇevati problem geometrijske razgibanosti (stene). Za
evalvacijo ocene bomo rekunstroirali celotno sobo in izmerili natancˇnost sˇtirih
dimenzij.
Drugi tip meritev manjˇsih objektov se nanasˇa na skeniranje, kjer premi-
kanje sledi ubocˇenemu loku (prikazano na Sliki 4.1 desno). Gre za manjˇse
predmete, kjer je potrebna vecˇja natancˇnost in so zato (sicer manjˇse) napake
pri rekonstrukciji 3D modela relativno velike. Za evalvacijo ocene bomo re-
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konstruirali kvader dimenzij 10cm x 7cm x 6cm in zvocˇnik dimenzij 6,9cm x
8,2cm x 3cm.
Slika 4.1: Prikaz loka skeniranja v odvisnosti od skeniranega objekta.
Objekte smo najprej skenirali in poravnali z zgoraj opisanim algoritmom,
nato pa jih uvozili v MeshLab, kjer smo zdruzˇen oblak tocˇk sˇe enkrat filtri-
rali (za izlocˇanje napacˇno detektiranih tocˇk in sˇuma), nato pa rekonstruirali
povrsˇino. Pri skeniranju manjˇsih objektov smo s programom MashLab od-
stranili tudi okoliˇske tocˇke, ki jih ne potrebujemo za rekonstrukcijo.
4.2 Rezultati konveksnega skeniranja
V prvem delu smo skenirali celotno sobo tako, da smo “sklenili zanko”oz.
zdruzˇili zacˇetno in koncˇno opazovano tocˇko.
Skenirali smo sobo prikazano na Sliki 4.2. Rezultat skeniranja je bil
zdruzˇen oblak tocˇk, ki smo ga najprej filtrirali. Tako smo zmanjˇsali debe-
lino slabsˇe poravnanih predelov in hkrati precej zmanjˇsali gostoto koncˇnega
oblaka tocˇk. S tem nismo izgubili natancˇnosti, saj so bile zdruzˇene tocˇke
redundantne. Kvantitativni podatki meritev so prikazani v tabeli 4.1.
Objekt Sˇt. oblakov tocˇk Sˇt. tocˇk po zdruzˇitvi Sˇt. tocˇk po filtriranju
Soba 42 12.902.400 10.068.820
Tabela 4.1: Kvantitativni podatki skeniranja sobe.
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Slika 4.2: Nacˇrt skenirane sobe.
Za vrednotenje izboljˇsave registracije s predhodno grobo poravnavo, smo
primerjali oddaljenost zaporednih oblakov tocˇk pred in po grobi poravnavi.
Tu smo za vrednotenje uposˇtevali samo mero translacije; torej za koliko sta
poravnana oblaka tocˇk oddaljena med seboj. Mera translacije je tesno pove-
zana s pravilnostjo rotacije, saj napacˇno rotiran oblak tocˇk negativno vpliva
na oceno translacije. Slika 4.3 prikazuje, kako smo pridobili opazovane vre-
dnosti. Pri grobi poravnavi algoritem izracˇuna razdaljo med oblakoma tocˇk,
ki je le ocena dejanske razdalje, na sliki oznacˇena z d1. Algoritem ICP dolocˇi
rotacijo in translacijo za koncˇno registracijo oblakov tocˇk, za katero predpo-
stavljamo, da je tocˇna. Na sliki je translacija oznacˇena z d2. Razdalja d2 med
grobo poravnanim in koncˇno poravnanim oblakom tocˇk je nasˇe merilo na-
tancˇnosti. Pove nam, kako blizu (natancˇno) je algoritem SfM priblizˇal oblaka
tocˇk. Na ta nacˇin lahko ocenimo natancˇnost algoritma SfM in izracˇunamo
relativno napako. Relativna napaka se ocenjuje glede na ocenjeno zacˇetno
oddaljenost oblakov tocˇk. Cˇe algoritem za grobo poravnavo naredi napako
velikosti x, bo relativna napaka manjˇsa pri veliki zacˇetni oceni in vecˇja pri
manjˇsi zacˇetni oceni razdalje. S tem vrednotimo kako natancˇen, glede na
zacˇetno ocenjeno razdaljo oblakov tocˇk, je algoritem. Visoka relativna na-
paka bi lahko pomenila, da z grobo poravnavo oblaka tocˇk pravzaprav sˇe bolj
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oddaljimo.
Slika 4.3: Prikaz pridobivanja meritev za ocenjevanje natancˇnosti. Zacˇetno
stanje predstavljata neporavnana oblaka tocˇk, ki ju oznacˇimo kot “Podatki”
in “Model”. Podatke zˇelimo poravnati z modelom. Najprej grobo porav-
namo oblaka tocˇk. Za poravnavo potrebujemo oceno rotacije in translacije.
Mero translacije za grobo poravnavo oznacˇimo z d1. V naslednjem koraku
z algoritmom ICP registriramo grobo poravnan oblak tocˇk in model. Tudi
tu potrebujemo izracˇunati rotacijo in translacijo. Mero translacije za koncˇno
poravnavo oznacˇimo z d2. Vrednost razdalje d2 nam predstavlja natancˇnost
grobe poravnave.
Rezultati meritev prikazani v Tabeli 4.2 prikazujejo povprecˇje obeh me-
ritev skupaj s podatkom o povprecˇnem sˇtevilu parov tocˇk med slikama.
Uposˇtevali smo le koncˇne pare tocˇk, kar pomeni, da niso bili izlocˇeni v no-
benem koraku potrebnem za delno poravnavo. Iz rezultatov v tabeli lahko
razberemo, da je algoritem z grobo poravnavo v povprecˇju oblaka tocˇk pri-
blizˇal na razdaljo 10 cm. To nam omogocˇa, da algoritem ICP za iskanje
korespondencˇnih tocˇk pregleduje precej manjˇse obmocˇje in tako hitreje kon-
vergira, hkrati pa z vecˇjo verjetnostjo konvergira v globalni minimum.
Zdruzˇen in filtriran oblak tocˇk ter rekonstruiran 3D model za sobo je
prikazan na Sliki 4.4. Iz rezultatov je razvidno, da sta relativni razliki med
dejansko in izmerjeno dolzˇino krajˇse stranice in sˇirine okna precej majhni,
obe manjˇsi od 3%. Pri viˇsini stropa pride do nekoliko vecˇjega odstopanja,
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Objekt Sˇt. tocˇk v
preseku
Razdalja
pred
poravnavo
Razdalja po
poravnavi
Relativna
napaka
Soba 9,58 44,2 cm 10,1 cm 22, 8%
Tabela 4.2: Kvalitativni podatki skeniranih objektov - vrednotenje izboljˇsave
poravnave s predhodno grobo poravnavo.
predvsem zaradi monotone geometrije na izmerjenem delu sobe. Najvecˇ tezˇav
ima algoritem pri poravnavi ravnih povrsˇin, kjer izstopa ena glavnih poman-
kljivosti ICP algoritma. To je opazno pri rekonstrukciji daljˇse stranice.
Rezultati meritev so zbrani v Tabeli 4.3. Merjene dimenzije pa so oznacˇene
na Sliki 4.5. Najvecˇja napaka je, pricˇakovano, pri najdaljˇsi dimenziji, saj je
soba na obeh daljˇsih dimenzijah (na eni strani stena na drugi omara) geome-
trijsko zelo monotona. Za uspesˇno skeniranje je bilo potrebno dodati precej
oznak in med izvajanjem programa je bilo razvidno, da je na teh mestih al-
goritem za grobo poravnavo zelo natancˇno poravnal oblaka tocˇk, vendar je
algoritem ICP navadno nasˇel napacˇen lokalni minimum.
Skeniranje smo izvajali priblizˇno v smeri urinega kazalca pri cˇemer smo
prvo sliko zajeli obrnjeni proti oknu ter nato nadaljevali po daljˇsi stranici.
Ravno pri prehodu preko daljˇse stranice je algoritem nekoliko napacˇno po-
ravnal oblake tocˇk ter tako izgubili razmerje sobe. Posledica tega je tudi
nekaksˇna ukrivljenost sobe.
Dimenzija
sobe
Dejanska
dolzˇina
Izmerjena
dolzˇina
Absolutna
razlika
Relativna
razlika
Krajˇsa 263 cm 257 cm 6 cm 2, 28%
Daljˇsa 487 cm 424 cm 63 cm 12, 9%
Sˇirina okna 139,5 cm 137 cm 2,5 cm 1, 79%
Viˇsina stropa 252 cm 241 cm 11 cm 4, 37%
Tabela 4.3: Kvalitativni podatki skeniranja sobe.
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(a) Zdruzˇen oblak tocˇk.
(b) Triangulirana povrsˇina (brez dodane teksture).
(c) Rekonstruirana povrsˇina (MeshLab).
Slika 4.4: Prikaz zdruzˇenega oblaka tocˇk, rezultatov triangulacije in koncˇne
rekonstrukcije.
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Slika 4.5: Prikaz merjenih dimenzij.
Vrednotenje izboljˇsave registracije z grobo poravnavo
Med izvajanjem meritev je bilo mocˇ opaziti, kako pomembno vlogo v imple-
mentaciji ima groba poravnava na podlagi vizualnih oznak. Ucˇinkovitost se je
izkazala predvsem pri rekonstrukciji daljˇse stranice, ker je imel algoritem ICP
tezˇavo zˇe pri skoraj povsem poravnanih oblakih tocˇk, saj zaradi geometrije
ni uspel dolocˇiti pravih znacˇilnih tocˇk. Algoritem ICP za steno prikazano na
Sliki 4.6 brez grobe poravnave nikoli ni nasˇel globalnega minimuma.
Celotno povrsˇino stene smo pred skeniranjem opremili z vizualnimi ozna-
kami (prikazano na Sliki 4.6), zato je imel algoritem SfM dovolj znacˇilnih
tocˇk za delno poravnavo. Rezultati natancˇnosti poravnave so razvidni iz
Tabele 4.2. Iz rezultatov lahko razberemo, da je algoritem za grobo porav-
navo oblaka tocˇk v povprecˇju priblizˇal na razdaljo 10cm, kar omogocˇa mnogo
boljˇse delovanje algoritma ICP.
Potencialni problem bi se lahko pojavil pri dolocˇanju 2D-3D korespondenc
za cˇrno-bele oznake, saj cˇrna barva absorbira IR svetlobo in tako pogosto
senzor Kinect na teh mestih nima podatka za globino. V praksi se je izkazalo,
da je imel algoritem podatek o globini za zadostno sˇtevilo tocˇk, da je lahko
zadovoljivo natancˇno ocenil faktor premika.
Iz primera je razvidna uporabnost dodatnega koraka za grobo porav-
navo oblakov tocˇk. Ne samo, da zmanjˇsamo sˇtevilo korakov potrebnih za
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Slika 4.6: Dodane oznake na geometrijsko monotono povrsˇino.
rekonstrukcijo in omogocˇimo skeniranje s cˇasovnimi premori, ampak skeni-
rani povrsˇini dodamo poljubno mnogo vizualih oznak, ki kasneje v obdelavi
3D modela brez teksture pravzaprav niti niso vidne. Cˇe bi zˇeleli enako sto-
riti pri algoritmu ICP, bi z dodajanjem geometrijskih oznak spremenili tudi
koncˇno rekonstrukcijo modela.
4.3 Rezultati konkavnega skeniranja
V drugem delu smo skenirali manjˇsa objekta - kvader in pravokotni zvocˇnik,
prikazana na Sliki 4.7. Celoten razvoj nasˇe resˇitve je bil usmerjen v skeniranje
sobe, vendar bi teoreticˇno moral delovati tudi za skeniranje manjˇsih objek-
tov. Za delovanje je bilo potrebno nekoliko spremeniti algoritem, predvsem
prilagoditi nekatere parametre, da smo lahko dosegli zadovoljivo natancˇnost.
Po filtriranju oblaka tocˇk, je bilo najprej potrebno odstraniti tla (objekt
je stal na ravnih tleh). Velike ravne povrsˇine, kot so tla ali stene v ozadju,
lahko nezˇeljeno vplivajo na delovanje algoritma, saj lahko algoritem ICP po-
ravnavo bolj prilagodi ozadju, kot majhnemu predmetu v ospredju. Zato
z odstranitvijo tal (ali stene) poskrbimo, da vecˇjo tezˇo pri poravnavi nosi
skenirani predmet. To storimo tako, da stene v ozadju odstranimo s filtrom
PassThrough, nato poiˇscˇemo najvecˇjo mnozˇico tocˇk, ki ustreza modelu rav-
nine in jo odstranimo.
Postavitev okolja za skeniranje je bila precej drugacˇna od tiste za sobo,
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Slika 4.7: Kvader (desno) in zvocˇnik (levo) uporabljena za ocenjevanje na-
tancˇnosti skeniranja.
saj je bilo potrebno vecˇ priprav. Slika 4.8 prikazuje postavitev za skeniranje
kvadra oz. zvocˇnika. Predmeta nista potrebovala dodatnih oznak, saj je bila
podlaga dovolj raznolika.
Slika 4.8: Postavitev okolja za skeniranje kvadra oz. zvocˇnika.
Algoritem je imel najvecˇ tezˇav pri zacˇetni poravnavi, ki ni bila tako na-
tancˇna kot pri konveksnem skeniranju, vendar dovolj, da je algoritem ICP
vedno konvergiral v globalni minimum. Koncˇna registracija oblakov tocˇk je
bila venomer pravilna, vendar se napake pri majhnih predmetih (manjˇsih
od 10 cm) zelo hitro opazi in le te vplivajo na koncˇni rezultat. Za koncˇno
rekonstrukcijo je bilo zato potrebno nekaj vecˇ obdelave v programu MashLab.
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Najprej je bilo potrebno odstraniti vse tocˇke, ki predstavljajo okolico
predmeta. Za boljˇso rekonstrukcijo je bilo potrebno odstraniti “dvojne zi-
dove”(ang. double walls); vse stranice objekta, ki so bile preslabo poravnane.
Tabela 4.4 prikazuje kvantitativne rezultate meritev.
Predmet Sˇt. oblakov
tocˇk
Sˇt. tocˇk po
zdruzˇitvi
Sˇt. tocˇk po
odstranitvi
okolice
Sˇt. tocˇk po
filtriranju
Kvader 12 3.686.400 41.467 29.355
Zvocˇnik 14 4.300.800 23.963 2.709
Tabela 4.4: Kvantitativni podatki skeniranja kvadra in zvocˇnika.
Na Slikah 4.9 in 4.10 so prikazani koncˇni rezultati rekonstrukcije skeni-
ranih objektov.
Tudi tu smo za vrednotenje izboljˇsave registracije, s predhodno grobo po-
ravnavo, primerjali razdalji med oblakoma tocˇk pred in po grobi poravnavi,
po enakem postopku, kot v prvem delu testiranja. Tabela 4.5 prikazuje pov-
precˇje obeh meritev skupaj s podatkom o povprecˇnem sˇtevilu parov tocˇk med
slikama. Tudi tu smo uposˇtevali le koncˇne pare tocˇk, kar pomeni, da niso
bili izlocˇeni v nobenem koraku potrebnem za delno poravnavo. Iz rezultatov
opazimo, da, kjub visoki relativni napaki, z delno poravnavo skoraj za po-
lovico priblizˇamo oblaka tocˇk, kar nam omogocˇa, da algoritem ICP zmanjˇsa
okoliˇs iskanja korespondencˇnih tocˇk. Algoritem tako konvergira hitreje in je
minimum v katerega konvergira bolj verjetno globalni.
Za vrednotenje natancˇnosti skeniranja smo opazovana predmeta izmerili
po vseh treh dimenzijah in meritve primerjali z merami rekonstruiranega 3D
modela. Izmerjene dimenzije so prikazane na Sliki 4.11.
V Tabeli 4.6 so prikazani rezultati meritev. Pri rekonstrukciji kvadra
lahko opazimo, da sta dimenziji x in z rekonstruirani izjemno natancˇno saj
sta obe napaki manjˇsi od enega milimetra. Obe dimenziji sta precej natancˇno
rekonstruirani tudi pri zvocˇniku, sicer z nekoliko vecˇjo napako.
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Objekt Sˇt. tocˇk v
preseku
Razdalja
pred
poravnavo
Razdalja po
poravnavi
Relativna
napaka
Kvader 62 27,5 cm 13,5 cm 49%
Zvicˇnik 32 29,3 cm 14,3 cm 48, 8%
Tabela 4.5: Kvalitativni podatki skeniranih objektov - vrednotenje izboljˇsave
poravnave s predhodno grobo poravnavo.
Napake so relativno majhne, saj nobena ni vecˇja od 0,4 cm, a so v ve-
liki meri odvisne od obdelave oblaka tocˇk v programu MeshLab, saj lahko
pomotoma odstranimo okoliˇske tocˇke, ki pripadajo modelu.
Objekt Dimenzija Dejanska
dolzˇina
Izmerjena
dolzˇina
Absolutna
razlika
Relativna
razlika
Kvader x 7 cm 6,91 cm 0,09 cm 1, 28%
Kvader y 10 cm 9,73 cm 0,27 cm 2, 7%
Kvader z 6 cm 5,93 cm 0,07 cm 1, 16%
Zvocˇnik x 8,2 cm 8,08 cm 0,12 cm 1, 46%
Zvocˇnik y 6,9 cm 6,52 cm 0,38 cm 5, 5%
Zvocˇnik z 3 cm 3,22 cm 0,22 cm 7, 33%
Tabela 4.6: Kvalitativni podatki skeniranih objektov - natancˇnost.
Poleg manjˇsih predmetov z znanimi merami smo rekonstruirali tudi druge
objekte razlicˇnih velikosti. Kvantitativni rezultati so prikazani v Tabeli 4.7,
rezultati rekonstrukcij pa na Sliki 4.12.
V tabeli 4.8 so prikazani tudi kvalitativni podatki za skenirano omarico.
Omarico smo izmerili po treh dimenzijah in jih primerjali z dimenzijami
rekonstruiranega modela. Rezultati meritev so presenetljivo natancˇni, pred-
vsem x in y dimenziji, ki sta skoraj enaki dimenzijam izmerjenega objekta.
Napaka po dimenziji z je nekoliko vecˇja a relativno sˇe vedno precej majhna.
Potrebno je poudariti tudi, da je bila pri rekonstrukciji modela omarice po-
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Objekt Sˇt. oblakov
tocˇk
Sˇt. tocˇk
v preseku
Razdalja
pred
poravnavo
Razdalja
po
poravnavi
Relativna
napaka
Ukulele 11 16 22,8 cm 10,9 cm 47, 8%
Omarica 17 14 31,06 cm 11,9 cm 38, 3%
Rozˇa 12 24 43,45 cm 24,9 cm 57, 3%
Tabela 4.7: Kvalitativni podatki skeniranih objektov - vrednotenje izboljˇsave
poravnave s predhodno grobo poravnavo.
trebna minimalna obdelava v programu MeshLab, saj poleg okoliˇskih tocˇk ni
bilo veliko sˇuma ali slabo poravnanih oblakov tocˇk. Rezultate je mocˇ pripi-
sati predvsem velikosti in geometriji objekta, prav tako je algoritem za grobo
poravnavo zanesljivo priblizˇal oblaka tocˇk na dovolj kratko razdaljo.
Objekt Dimenzija Dejanska
dolzˇina
Izmerjena
dolzˇina
Absolutna
razlika
Relativna
razlika
Omarica x 55,5 cm 56,1 cm 0,6 cm 1%
Omarica y 81,5 cm 80,89 cm 0,61 cm 0, 7%
Omarica z 40 cm 41,05 cm 1,05 cm 2, 6%
Tabela 4.8: Kvalitativni podatki skeniranja omarice.
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(a) Zdruzˇeni (registrirani) oblaki tocˇk.
(b) Oblak tocˇk po rocˇni odstranitvi
okoliˇskih tocˇk.
(c) Oblak tocˇk po filtriranju (ang. sam-
pling).
(d) Rekonstrukcija povrsˇine.
Slika 4.9: Prikaz zdruzˇenega oblaka tocˇk, rezultatov filtriranja in koncˇne
rekonstrukcije za kvader.
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(a) Zdruzˇeni (registrirani) oblaki tocˇk.
(b) Oblak tocˇk po rocˇni odstranitvi
okoliˇskih tocˇk.
(c) Oblak tocˇk po filtriranju (ang. sam-
pling).
(d) Rekonstrukcija povrsˇine
Slika 4.10: Prikaz zdruzˇenega oblaka tocˇk, rezultatov filtriranja in koncˇne
rekonstrukcije za zvocˇnik.
Slika 4.11: Izmerjene dimenzije 3D rekonstrukcije za kvader in zvocˇnik.
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Slika 4.12: Prikaz skeniranega objekta, zdruzˇenega in filtriranega oblaka tocˇk
ter koncˇne rekonstrukcije za objekte razlicˇnih velikosti.
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Poglavje 5
Sklepne ugotovitve
Glavni cilj diplomskega dela je bilo izboljˇsanje algoritma za registracijo obla-
kov tocˇk na nacˇin, da uporablja podatke iz 2D barvne slike. To smo imple-
mentirali tako, da smo dva zaporedno zajeta in delno prekrivajocˇa se oblaka
tocˇk pretvorili v 2D barvne slike, na njih poiskali kljucˇne tocˇke, ter ju na
podlagi te informacije delno poravnali. Z delno poravnavo oblakov tocˇk smo
dosegli, da je algoritem ICP hitreje in uspesˇneje konvergiral.
Implementirana metoda deluje zelo dobro za skeniranje prostorov in za-
dovoljivo natancˇno za skeniranje predmetov. Pri skeniranju prostora je po-
trebno majhno sˇtevilo zajetih slik, ne-zvezni nacˇin skeniranja pa nam omogocˇa,
da zajemamo poljubno velike kadre in s tem zmanjˇsamo prostor in cˇas po-
trebna za rekonstrukcijo. Skeniranje predmetov deluje dobro za vecˇje pred-
mete, pri manjˇsih predmetih so napake relativno vecˇje.
Groba poravnava pred algoritmom ICP znatno priblizˇa oblaka tocˇk, kar
omogocˇa, da algoritem ICP hitreje konvergira. Prav tako znatno pomaga
pri poravnavi geometrijsko monotonih povrsˇin (sten), saj jim lahko dodamo
vizualne oznake.
V nadaljevanju bi bilo potrebno algoritmu dodati mehanizem za zaznavo
napacˇne poravnave tako, da bi poravnavo popravil sam, ali pa zahteval po-
novno skeniranje. S tem bi algoritem postal bolj robusten.
Algoritem bi poleg robustnosti lahko izboljˇsali sˇe z dodatno komponentno,
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ki bi merila fizicˇne premike senzorja (Arduino s pospesˇkomerom). S tem bi
izboljˇsali in obogatili informacijo o poziciji kamere. Prav tako bi na senzor
Kinect lahko namestili zaslon, ki bi v zˇivo prikazoval rekonstruiran model.
Tako bi lahko uporabnik prosto skeniral objekt s pritiskanjem na gumb in
opazovanjem modela na zaslonu.
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