The ambient temperature effect may result in limitations of vibration-based SHM approaches for civil engineering structures. This paper addresses the issue of discriminating changes in modal parameters due to damages and changes in modal parameters due to temperature effects. A nonparametric damage detection algorithm is proposed, which only assumes that several data sets are recorded on the safe structure at different and unknown temperatures, and smoothes out the temperature effect using an averaging operation.
Introduction
As argued in Refs. [1] [2] [3] and references therein, automatic global vibration-based monitoring techniques have been recognized as useful alternatives to visual inspections or local nondestructive evaluations performed manually. The rationale is that damages have a local effect on the stiffness matrix, and thus on the modal parameters (modal frequencies associated damping values, and mode shapes) which characterize the dynamics of the structure [4, 5] . It is also widely recognized that the dynamics of those structures is affected by the ambient temperature and other environmental effects [6] [7] [8] . More precisely, a global temperature change affects the stiffness globally, depending on material's properties [9] or on boundary conditions inducing prestress [10] . Hence both temperature variations and damages affect the modal parameters, some small temperature changes may even hide some damages, and thus the ambient temperature effect on civil engineering structures result in limitations of vibrations-based SHM approaches. This raises the issue of discriminating between changes in modal parameters due to damages and changes in modal parameters due to temperature effects.
Most of the work on this topic has been experimental [10] . Many methods require a knowledge basis, for example a collection of data sets recorded on the structure in operation under different environmental conditions. This basis is used to train neural networks or perform factor analysis [11, 12] , to compute appropriate null spaces [13, 14] , to define principal components [15] , or to recognize patterns of changes in natural frequencies [16] . Other techniques use regression models and numerical curve fitting [7, [17] [18] [19] to capture the evolution of the frequencies with the temperature. This approach is hardly reproducible from one structure to another and requires identification on each data set.
A parametric damage detection algorithm based on a residual associated with a covariancedriven output-only subspace identification algorithm and a 2 -test built on that residual has been proposed in [20] [21] [22] [23] . This subspace-based residual uses the left null space of a particular matrix capturing the nominal (safe) state of the structure. The purpose of this paper is to propose an extension of a nonparametric version of this damage detection algorithm, to cope with the temperature effect. This new algorithm only assumes that several data sets are recorded on the safe structure at different and unknown temperatures. The temperature effect is smoothed out using a particular averaging operation.
The paper is organized as follows. In Section 2, the subspace-based damaged detection algorithm is summarized, under both its parametric and nonparametric versions. In Section 3, the issue of merging multiple measurements setups is addressed, of which the joint handling of measurements recorded at different temperatures is a particular case. A new detection algorithm is proposed which extends the nonparametric version. The results obtained when applying both the original and the new detection algorithms on two application examples are reported in Section 4. The examples are a simulated bridge deck and a laboratory test case composed of a clamped beam within a climatic chamber. Finally some conclusions are drawn in Section 5.
Subspace-based Detection
The subspace-based detection algorithm proposed and investigated in [20] [21] [22] handles a residual which exploits the left null space of appropriate matrices. This is briefly recalled now.
The use of state-space representations for vibration-based structural monitoring is well known [24, 25] : structural monitoring boils down to monitoring the eigenstructure of the state transition matrix F of a linear dynamic system:
namely the pairs ðl, ' l Þ defined by:
be the modal parameter, where Ã is the vector whose elements are the l's, È is the matrix whose columns are the È l 's, and vec denotes the column stacking operator. The considered residual, which is associated with a covariance-driven output-only subspace identification algorithm, exploits the following basic although simple factorization property.
, where E is the expectation operator, be the output covariance matrix. Let also
be the theoretical Hankel matrix. Let also
Þ be the cross-covariance between the state and the observed outputs. Direct computations of the R i 's from the Equations in (1) lead to
and consequently to the well-known factorization:
and C q ðF, GÞ¼ def ðGFG Á Á Á F qÀ1 GÞ are the observability and controllability matrices, respectively. From Equation (2), we know that the knowledge of the pair ðH, F Þ is sufficient for recovering the modal parameters. Now it results from Equation (6) that the left factor in the Hankel matrix H pþ1, q depends only on the pair ðH, F Þ and is unaffected by the excitation. Thus the modal parameter can be recovered from matrix O p only.
Parametric Test
The modal parameter vector can be characterized as follows. Assume that the eigenvectors of F are chosen as the basis for the state space of the system in Equation (1) . In that basis, matrix O pþ1 writes:
where diagonal matrix Á ¼ diagðÃÞ, and Ã and È are as in Equation (3) above. From Equation (6) it results that whether a nominal modal parameter 0 is in agreement with a given output covariance sequence ðR j Þ j is characterized by:
O pþ1 ð 0 Þ and H pþ1, q have the same left null space:
This property can be checked as follows. From 0 , compute O pþ1 ð 0 Þ using Equation (7) . Then perform e.g. a singular value decomposition (SVD) of O pþ1 ð 0 Þ for defining its left null space, namely for extracting an orthonormal matrix S such that S T S ¼ I s and:
Matrix S depends implicitly on 0 . Although not unique -two such matrices are related through a postmultiplication with an orthonormal matrix U -, it can be treated as a function Sð 0 Þ [20] . Then the characteristic property in Equation (8) writes:
Now, the damage detection problem is to decide whether a new data sample ðY k Þ k¼1, ..., n from the (possibly damaged) system is still well described by a reference parameter 0 (identified on data recorded on the undamaged reference system) or not. Let b H pþ1, q be the empirical counterpart of Equation (4) computed with the new data:
For checking whether the new data agree with the reference modal parameter 0 , the following residual is introduced in [20,23]:
From (10), it can be deduced that n ð 0 Þ has zero mean when no change occurs in , and nonzero mean if a change occurs. Thus it plays the role of a residual. For deciding that the residual n ð 0 Þ is significantly different from zero, a particular asymptotic statistical framework is assumed where the changes that occur are supposed to be small [20] . Under convenient assumptions, the residual is asymptotically Gaussian, and manifests itself the damage by a change in its own mean value. In other words, let J ð 0 Þ and AEð 0 Þ the residual sensitivity and covariance matrices, respectively. Then, provided that AEð 0 Þ is positive definite:
in case of a small deviation in .
The generalized likelihood ratio (GLR) test, resulting from the maximization w.r.t. of the ratio of the two Gaussian distributions in (13), provides us with the following 2 -test statistics built on the residual (12):
which should be compared to a threshold. In Equation (14), b J ð 0 Þ and b AEð 0 Þ are consistent estimates of the sensitivity and covariance matrices of n ð 0 Þ [20].
Nonparametric Test
In some cases, it may be of interest to replace this parametric approach with a nonparametric one, based on an empirical null space computed on a reference data set and not on a reference modal signature. Such a null space may result from a SVD of the empirical Hankel matrix built on the reference data set (indexed with superscript 0):
Such a nonparametric detection approach is used in [26, 27] .
Based on new data from the (possibly damaged) system, the empirical Hankel matrix b H pþ1, q is computed and the residual then writes:
Let AE be the covariance matrix of b : Then, provided that AE is positive definite:
The GLR test, resulting from the maximization w.r.t. Ç of the ratio of the two Gaussian distributions in (17), provides us with the following 2 -test statistics built on the residual (16):
which should also be compared to a threshold. In Equation (18), b AE is a consistent estimate of the covariance matrix of b n .
Merging Multiple Measurements Setups
It has been shown both experimentally and theoretically that covariance-driven subspace identification algorithm tend to factor out the nonstationarities in the excitation, thanks to the averaging operations in Equation (11) and the key factorization property in Equation (6) [28] [29] [30] . The Hankel matrix factorization property in Equation (6) has also proven key to the extension of that algorithm to the simultaneous processing of multiple measurements setups recorded at different times and under different excitation conditions [31, 30] . When the sensors setups are all identical (same number and locations of sensors), this extended algorithm boils down to process the empirical average of the individual Hankel matrices associated with each sensor setup.
Hence, when J reference data sets are available, as e.g., when handling the temperature effect, a global empirical Hankel matrix is computed by averaging the empirical Hankel matrices corresponding to each reference data set:
Using a SVD as above, a global empirical null space S 0 can then be obtained:
For handling the temperature effect, the idea proposed in this paper consists in assuming that J reference data sets are available for the undamaged structure at different unknown temperatures, 1 and in using an average null space as in Equations (19) and (20) as the entry for the nonparametric subspace-based detection algorithm in Equations (16)- (18) . The proposed algorithm runs as follows. Compute the global empirical null space S 0 in Equation (20) corresponding to the J reference data sets at the different temperatures. Based on new data from the (possibly damaged) system, fill the empirical Hankel matrix b H pþ1, q and compute the residual:
With AE an estimate of the covariance matrix of , the corresponding 2 -test statistics writes:
This test is expected to smooth out the temperature effect. The rationale is as follows. The averaging operation underlying the computation of the empirical Hankel matrix in (11) smoothes out transient dynamics within the data. When merging data sets corresponding to different modal states at different temperatures, the resulting Hankel matrix in (19) retains the information about all the modes in all the data sets. Among those modes, some may have the same mode shape but different frequencies, because the temperature is assumed to affect the frequencies and not the mode shapes. Then, the global reference null space in (20) may correspond either to a modal state containing all those modes or to an averaging of those close modes, depending on the size of the Hankel matrix (model reduction effect). Moreover, since the damages are assumed to affect the mode shapes in addition to the frequencies, as opposite to the temperature effect, such a global null space is expected to allow for both damage detection and insensitivity to temperature changes. However, in case the damage occurs out of the temperature range covered by the training phase, there is no information on what the detection algorithm detects, a damage or a temperature change, when it raises an alarm. This is discussed for the second application case in the next section. It may also happen that the temperature and damage effects cancel each other.
Application
Both algorithms in Equations (14) and (22) have been experimented on two cases: a simulated bridge deck provided by LMSSMat and a vertical clamped beam within a climatic chamber, a test-case provided by LCPC.
Simulation: Bridge Deck
In this section, a simulated bridge deck is described, with controlled temperature variations. The temperature effect on the modal parameters and on the test results is discussed.
The Test-case
In order to outline the temperature effect and to test the validity of the proposed damage detection algorithm with temperature rejection, a detailed FE model of a bridge deck has been developed [10] , using the Structural Dynamics Toolbox [32] .
The FE model of this bridge consists of 28 supports and a deck which is 3 m high, 6.6 to 10 m wide, and 100 m long. The whole bridge span is modeled using 9600 standard 8-node isoparametric volume elements and 13,668 nodes. Figure 1 (left) 1 A similar idea is used in refs [14, 15] . The approach in ref. [13] is different, in that empirical null spaces are collected at known temperatures and then the null space corresponding to the actual temperature is used for detection. shows its simplified model with lesser elements and supports. At the extremities of the span, the motion is blocked in the y and z directions, while the supports in the x direction are modeled as 28 scalar springs with a nominal stiffness of 1e10 N m À1 , as displayed in Figure 1 (right) . Each spring is linked at one end to a degree of freedom of the deck while the other end is fixed.
The temperature variations are modeled using either one of two fields: a uniform temperature elevation and a linear variation with z from 25 o C on the deck to 15 o C at the bottom. The vertical thermal gradient field and the axial stress xx state due to thermal load are depicted on Figure 2 . On the left hand side, the warmer deck tends to expand while the cooler bottom contracts. On the right hand side, in case of uniform temperature elevation, the thermal load induces changes in the axial stress.
The damage is simulated as the reduction in the stiffness of some elements. More precisely, the damaged elements, whose location is 16.5 m from the end, are modeled as a reduction of the material modulus by up to 30%. The damaged area consists of two sections, in which 44 of the 48 elements are simulated as damaged, so that there are 88 damaged elements displayed in Figure 3 . Figure 3 also shows the location of the simulated damaged sections and elements in the bridge.
Simulation scenarios are considered for both the undamaged case, which serves as the reference signal for subsequent damage detection, and the damaged case. For each case, 21 temperature scenarios are undertaken, and each scenario is repeated 50 times. The output data are simulated under white noise excitations. Twenty-one sensors are uniformly distributed along the There are seven nodes with supports at one end and, for each node, there are two supports in the y and z directions, so that the total number of supports is 7 Â 2 Â 2 ¼ 28. bridge to measure the vertical displacement, and the sensors location is also shown in Figure 1 . The sampling frequencies for all sensors are 256 Hz and 100,000 sample points are recorded for each sensor. Figure 4 displays how the first frequency is affected by a uniform temperature decrease, under safe and damaged conditions (left), and how the corresponding partial 2 -test focused on that frequency is affected (right). As displayed on Figure 5 , the effect of the temperature on the first four mode shapes is very small. There is no damping coefficients in the model. In the simulations the damping coefficients are constant.
Numerical Results
The reference parameter 0 , the null space Sð 0 Þ in Equation (9) and matrices b J ð 0 Þ, b
AEð 0 Þ for the test in Equations (12), (14) are estimated on the first scenario where there is no prestress. The global null space S 0 in Equation (20) and matrix AE for the nonparametric test in Equations (21)-(22) are estimated on the whole set of 10 realizations of the scenarios for the undamaged case. On Figures 6 and 7 , the values of the original subspace-based 2 -test in Equation (14) for the 21 scenarios are displayed on the left hand side, and the values of the new 2 -test in Equation (22) are displayed on the right hand side. Figure 6 shows all the test values obtained for the 10 repetitions of the 21 scenarios. These results are condensed in Figure 7 where each test value is the empirical mean of 10 realizations of the same scenario.
In Figure 6 (left), it is not possible to discriminate between the damaged and the undamaged cases from the values of the test in Equation (14) . Whereas in Figure 6 (right), it is possible to set a threshold for separating the values of the new test for the damaged and safe scenarios. Figure 7 (right) provides us with the same information about the dispersion of the test values, which are much higher in the damaged case, as theoretically predicted. These results show that, for the present experiment, either the mean test value in Figure 7 (right) or any single test value in Figure 6 (right) is sufficient to detect the damage when the temperature T varies. 
Laboratory Test-case: Clamped
Beam within a Climatic Chamber
The Test-case
The experimental device is depicted in Figure 8 . A vertical beam is clamped at both ends on a workbench made of four vertical thick columns and two horizontal decks. This workbench is made of steel, whereas the beam is made of aluminum. The whole apparatus is set inside a climatic chamber with controlled ambient temperature. Because steel and aluminum have different thermal expansion coefficients (11:7e À 6 and 23:4e À 6 K À1 , respectively), a temperature change naturally induces a significant axial prestress inside the beam, constant along the beam in the absence of external forces.
The test beam is instrumented with four accelerometers, located at nodes of the fifth flexural mode in order to avoid nodes of modes 1-4 (a truncation up to the fourth mode has been performed for the analysis reported in [33] ). A pair of aluminum strain gauges with thermal compensation is also bonded on the beam. The half sum of both strains gives a direct measure of the actual axial prestress (divided by Young's modulus), without requiring any temperature measurement. This measurement, not useful for the present detection method, it is of primary importance for the method in [33] . Some temperature sensors have also been used in order to check that gage measurements are closely related to thermal variations.
Tests are carried out inside the climatic chamber, first by stabilizing the ambient temperature for 1 h, and then cooling down for 17 h with a slope of À18C/h. The beam is acoustically excited by a loudspeaker with a white noise input. Strain and temperature measurements are saved every second. Acceleration measurements are automatically triggered every 30 min, for 600 s with sampling frequency 1280 Hz, which is sufficient for modes 1-4 (the fourth frequency is below 500 Hz). An example of experimental results is given in Figure 9 (undamaged case). It clearly shows that prestress, and thus frequencies, increase as temperature decreases with time (note that prestress is taken positive when tensile). At the end of the test, the first frequency has been increased by about 16%. Modes 2-4 have been increased by about 8, 5; and 3%, respectively. Axial prestress has thus a stronger effect for lower frequencies, which is coherent with known results [34] . As displayed on Figure 10 , the effect of the axial prestress on the first four mode shapes is hardly visible. As for the damping coefficients, it is well known that they are subject to a larger uncertainty than the frequencies [35] . It may happen that this uncertainty encompasses the temperature effects, but no knowledge is available about that.
Finally, two sets of experiments are performed, for the safe and damaged cases, respectively. In each set, 37 temperature scenarios are undertaken, and each scenario is repeated 10 times (one scenario every 30 min). The effect of an horizontal spring attached to the beam plays the role of a local nondestructive damage. This damage may be tuned by increasing the stiffness and/or the height of the spring. In this experiment, the spring is located at L / 5 and its stiffness is about k ¼ 4000 N m À1 . This choice has been designed from a finite element model in order to give slight (5 1%) deviations from the no-spring (safe) case. Experimental deviations of modes 1-4 are about þ0:8, þ0:4, À0:1; and À0:2%, respectively. Negative deviations for modes 3 and 4 are a bit odd, but may result from a mechanical coupling of the beam with the workbench and the spring bracket. Figure 11 shows how the first four frequencies are affected by the temperature scenarios, under both safe (plus) and damaged (star) conditions.
Numerical Results
The reference parameter 0 , the null space Sð 0 Þ in Equation (9) In Figures 12 and 13 , the values of the original subspace-based 2 -test in Equation (14) for the 25 scenarios corresponding to thermal constraints " x À T ranging approximately between 20 and 115, are displayed on the left hand side, and the values of the new 2 -test in Equation (22) are displayed on the right hand side. Figure 12 shows all the test values obtained for the 10 repetitions of the 25 scenarios. These results are condensed in Figure 13 where each test value is the empirical mean of 10 realizations of the same scenario. It should be obvious that 10 is too small a number for clearing out possible outliers; this is confirmed on Figure 13 (right).
On Figure 12 (left), it is not possible to discriminate between the values of the test in Equation (14) in the damaged and undamaged cases. Whereas in Figure 12 (right), it is possible to set a threshold for separating the test values of the damaged and safe scenarios. Figure 13 (right) provides us with the same information about the dispersion of the test values, which are much higher in the damaged case, as theoretically predicted. These results also show that, for the present experiment, either the mean test value in Figure 13 (right) or any single test value in Figure 12 (right) is sufficient to detect the damage when the temperature T varies.
In order to investigate how the new test behaves when the damage cases are out of the range covered by the training phase, the reference null space has been computed for a restricted range of thermal constraints and the new test has been computed for the full range. The results are displayed on Figure 14 . As expected, the test values for both the safe and damaged cases increase outside the training range, and the distinction between the safe and damaged cases becomes impossible in cases too far from the training range. Figure 11 Beam -The first (left), second (left middle), third (right middle) and fourth (right) frequencies increase with the thermal strain and thus decrease with the temperature (Figure 9 ). X-axis: Thermal strain. Y-axis: Frequencies. Safe (plus) and damaged (star) cases. Figure 14 Beam -New 2 -test in Equation (22) after merging restricted to the range ð20:3 À 67:3Þm=m for the thermal constraints. Left: Test values. Right: Test values averaged over the 10 experiments. X-axis: Thermal constraint. Y-axis: Test values. Safe (plus) and damaged (star) cases. Damaged cases too far from the training range cannot be distinguished from safe cases.
Conclusion
The problem of handling the temperature effect in vibration-based monitoring of civil engineering structures has been addressed. A nonparametric approach has been proposed, based on a global empirical null space merging reference data sets recorded at unknown temperatures, and plugged into a statistical subspace damage detection algorithm. The proposed algorithm is simple, and requires neither an FE model nor temperature recording. Working without any model, it cannot, of course, be extended to perform localization, as opposite to [23] . Requiring the availability of data from the safe structure under multiple temperature scenarios might be a drawback for some applications.
The performances of this algorithm have been investigated on two examples: a simulated bridge deck model and a laboratory test-case made of a clamped beam within a climatic chamber.
An issue for future research is the validation of the algorithm on structures in-operation with nonuniform temperature variation and mode shapes affected by both temperature changes and damages. Another issue is the extension to the nonstationary excitation case. Actually, computing the test covariance matrix for each scenario, as performed in [33] , would increase if not ensure the robustness of the approach w.r.t. changes in the excitation.
