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Реферат
Магiстерська дисертацiя: 41 сторiнка, 12 першоджерел, 9 iлюстрацiй, 14 слай­
дiв презентацiї. Дана робота складається з вступу, трьох основних роздiлiв, ви­
сновкiв та додатку лiстингу програмного коду.
У дисертацiї береться за мету дослiдити рекорди для послiдовностi непе­
рервних випадкових величин. А саме, знайти новi можливостi для обчислення
асимптотики кiлькостi рекордiв у рамках 𝐹 𝛼-схеми. Базовим джерелом для до­
слiджень будуть працi декiлькох авторiв, серед яких є мiй науковий керiвник, це
роботи [1, 2, 3]. Першi варiанти 𝐹 𝛼-схеми були дослiдженi у роботi Янга [4], а
згодом сильно узагальненi Невзоровим [5] та iншими авторами.
Об’єктом дослiдження будуть асимптотики випадкових сум, для яких ми ма­
ємо деяку iнформацiю про розподiли на нескiнченностi. Однiєю з таких iнформа­
цiй є функцiональна поведiнка часткових сум показникiв з 𝐹 𝛼-схеми. Класичний






Тут 𝜇(𝑛) позначає кiлькiсть рекордiв до моменту 𝑛 включно. Сучасну репрезен­
тацiю можна розглянути, наприклад, в [7]. На цьому результатi буде розроблено
i перевiрено програму з моделювання послiдовностей рекордiв, а потiм проiлю­
стровано її роботу на нових випадках з дисертацiї.
Одним з iнструментiв знаходження асимптотики буде пiдсилений закон ве­
ликих чисел Колмогорова. У дисертацiї основну увагу буде придiлено функцiям
з класу ORV (див. [8, 9, 3]). Результатом дисертацiї є узагальнення попереднiх
дослiджень та знаходження нової асимптотики для випадку ORV поведiнки час­
ткових сум. Сформульована i самостiйно доведена теорема 3, яка є узагальненням










У першому роздiлi наведено головнi теоретичнi вiдомостi у стислому вигля­
дi, чого буде достатньо для розумiння стану теорiї рекордiв. Зазначенi головнi
результати попереднiх дослiдникiв. Аргументовано основний iнструментарiй, на
якому буде базуватися подальша робота над дисертацiєю.
Другий роздiл присвячений власним дослiдженням. В ньому спочатку нада­
ються власнi альтернативнi доведення вже вiдомих фактiв, якi згодом дозволяють
по новому пiдiйти до знаходження важливих прикладiв поведiнки часткових сум
𝐹 𝛼-схеми. Тут сформульовано i доведено основний результат дисертацiї.
У третьому роздiлi наведена теорiя реалiзується на практицi за допомогою
комп’ютерного моделювання. Описанi основнi проблеми, що виникають у дослi­
дженнi неперервних функцiй на дискретному пристрої. Наведенi наочнi результа­
ти, якi додатково iлюструють правильнiсть строго доведених у дисертацiї теорем.
6
Abstract
Master’s thesis: 41 pages, 12 primary sources, 9 illustrations, 14 slides presentati­
ons. This work consists of an introduction, three main sections, conclusions and appli­
cation code listing.
The dissertation aims to explore records for a sequence of continuous random
variables. Namely, to find new possibilities for calculating the asymptotics of the number
of records within the 𝐹 𝛼 -scheme. The basic source for research will be the works of
several authors, including my supervisor, these are the works of [1, 2, 3]. The first
variants of the 𝐹 𝛼 -scheme were studied in the work of Yang [4], and later strongly
generalized by Nevzorov [5] and other authors.
The object of study will be the asymptotics of random sums, for which we have
some information about the distributions at infinity. One of such information is the
functional behavior of partial sums of exponents from the 𝐹 𝛼 -scheme. The classical






Here𝜇(𝑛) denotes the number of records up to and including𝑛. Themodern representati­
on can be considered, for example, in [7]. Based on this, a program for modeling record
sequences will be developed, tested, and then its work on new cases from the dissertation
will be illustrated.
One of the tools for finding asymptotics will be the strengthened law of large
numbers Kolmogorov. The dissertation will focus on functions from the ORV class (see
[8, 9, 3]). The result of the dissertation is a generalization of previous research and
finding new asymptotics for the case of ORV behavior of partial sums. The theorem 3
is formulated and independently proved, which is a generalization of the asymptotics










The first section presents the main theoretical information in a concise form, which
will be enough to understand the state of record theory. The main results of previous
researchers are indicated. The main tools on which further work on the dissertation will
be based are argued.
The second section is devoted to own research. It first provides its own alternative
proofs of already known facts, which later allow a new approach to finding important
examples of the behavior of partial sums of the 𝐹 𝛼 -scheme. Here the main result of the
dissertation is formulated and proved.
In the third section the given theory is realized in practice by means of computer
modeling. The main problems that arise in the study of continuous functions on a
discrete device are described. Visual results are given, which additionally illustrate the
correctness of the theorems strictly proved in the dissertation.
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Вступ
Теорiя рекордiв є вiдносно молодою наукою, що базується на досягненнях
сучасної теорiї ймовiрностей. В нiй природним чином ставляться запитання щодо
екстремальних значень, кiлькостi рекордiв, їх нескiнченностi або скiнченностi. У
загальному випадку вiдповiдi на цi питання поки не надано. Точнiше кажучи iснує
багато теорем i результатiв теорiї ймовiрностей, якi допоможуть дати цi вiдповiдi,
але, поки що лише у частинних випадках. Це говорить про невичерпний потенцiал
дослiджень у цiй галузi. Дана робота буде присвячена кiлькостi рекордiв. А саме
оцiнцi асимптотики зростання кiлькостi рекордiв, коли їх нескiнченно багато.
Протягом роботи знадобиться оперувати наступними об’єктами.
Нехай {𝑋𝑘, 𝑘 ≥ 1}— послiдовнiсть незалежних випадкових величин з непе­
рервними функцiями розподiлу 𝐹𝑘.
Для даної послiдовностi{𝑋𝑘}, як i будь-де у роботi, визначимо поняття моменту
𝑛-го рекорду 𝐿(𝑛) та кiлькостi рекордiв 𝜇(𝑛) до моменту 𝑛 включно. Покладемо
𝐿(1) = 1 та
𝐿(𝑛) := inf{𝑘 > 𝐿(𝑛− 1) : 𝑋𝑘 > 𝑋𝐿(𝑛−1)}, (1)
𝜇(𝑛) := #{𝑘 : 𝐿(𝑘) ≤ 𝑛}, (2)
𝐴𝑛 := 𝛼1 + 𝛼2 + · · ·+ 𝛼𝑛. (3)
Саме поведiнка суми 𝐴𝑛 стане ключовою у визначеннi асимптотики 𝜇(𝑛). Спо­
чатку буде розглянуто класичну схему, коли всi випадковi величини мають одна­
ковi розподiли та незалежнi. Якщо ми вiдмовимось вiд умови незалежностi, то
будемо мати непередбачуванi наслiдки, тому далi величинам буде вiдмовлено в
однакових розподiлах. Проте, мати зовсiм рiзнi розподiли означає непередбачу­
ванiсть поведiнки на нескiнченностi, тому основним предметом дослiджень буде
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𝐹 𝛼-схема розподiлiв, що дозволяє звести їх рiзноманiття до визначення послi­
довностi додатних чисел. Разом з тим буде збережено ще низка властивостей,
що дозволить дослiджувати асимптотику. Поставлено за мету узагальнити вже
вiдомi випадки, надати новi асимптотичнi результати та перевiрити їх за допомо­
гою комп’ютерного моделювання. Робота складається з трьох частин. У першому
роздiлi буде розглянуто необхiднi нам результати попереднiх дослiдникiв. Друга
частина буде складати мою самостiйну роботу та основнi результати дослiджень.
Третiй роздiл надасть роботi сучасностi, та за допомогою наочних результатiв





Маємо {𝑋𝑘, 𝑘 ≥ 1} — послiдовнiсть незалежних однаково розподiлених ви­
падкових величин з неперервноюфункцiєю розподiлу𝐹 . Цей випадок є класичним
i для нього майже все вiдомо.





Всi наведенi далi у цьому пiдроздiлi факти можна знайти, наприклад, у роботi
Невзорова[5].
1. {𝐼𝑘, 𝑘 ≥ 1} - незалежнi в сукупностi. Це є дуже суттєвим фактом, який
дозволить дослiджувати асимптотику.
2. 𝑃 (𝐼𝑘 = 1) =
1
𝑘
, 𝑘 ≥ 1.
3. 𝜇(𝑛) → ∞, 𝑛 → ∞ - рекордiв нескiнченно багато.
Окрiм кiлькостi рекордiв у теорiї розглядаються й iншi питання, такi як розподiл
максимального значення, асимптотика моментiв 𝐿(𝑛) та iн.
Навiть класична схема дає нетривiальнi результати та може бути використана
на практицi. Для цього необхiдно проробити багато роботи над функцiєю розподi­
лу. Правильно оцiнити її параметри i тип, розбиратися у доцiльностi застосування
пiдходу до залежних величин.
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1.2. F𝛼-схема
Нехай знову {𝑋𝑘, 𝑘 ≥ 1} — послiдовнiсть незалежних випадкових величин,
𝛼 = {𝛼𝑘, 𝑘 ≥ 1} — додатнi дiйснi числа, 𝐹 — неперервна функцiя розподiлу.
Припустимо, що розподiли випадкових величин 𝑋𝑘 такi, що:
𝐹𝑋𝑘(𝑥) = (𝐹 (𝑥))
𝛼𝑘 . (1.2)
Така послiдовнiсть випадкових величин називається 𝐹 𝛼-схемою.
Узагальнюючи результати Реньї[6], Невзоров [5] довiв збереження важливих
властивостей для 𝐹 𝛼-схеми.
1. Випадковi величини 𝐼𝑛 залишаються незалежними.
2. 𝑃 (𝐼𝑛 = 1) =
𝛼𝑛
𝐴𝑛
3. 𝜇(𝑛) → ∞ тодi, i тiльки тодi, коли 𝐴𝑛 → ∞
Бiльше того, цi властивостi є характеризацiєю саме 𝐹 𝛼-схеми. Тобто, маючи
незалежнiсть iндикаторiв i деяку умову на розподiли, повиннi iснувати 𝛼𝑘.
Для теоретичних обґрунтувань нам знадобиться пройти шляхом роботи [1].
Нехай

















1.3. Вiдомi асимптотики для кiлькостi рекордiв





= 1 м.н. (1.3)
Поки результати для розподiлiв 𝐹 𝛼-схеми були вивченi в деталях (напри­
клад Невзоров [5]), збiжностi майже напевно було придiлено небагато уваги. На­










= 1− 𝜆−1 м.н.
Weismann[11] дослiдив 𝐹 𝛼-схему з умовами, для яких:






= 1 м. н.
Iнструмент, яким ми будемо користуватись для знаходження асимптотики, коли











збiгається майже напевно, дивiться, наприклад, [12] теорема 22.6.







𝜉𝑘 = 0 м. н.













= 0 м. н. (1.4)
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1.4. Висновки
У даному роздiлi були розглянутi результати попереднiх дослiджень на тему
дисертацiї. На цей час маємо найбiльш зручну для отримання нових результатiв
𝐹 𝛼-схему. Для неї iснує спосiб, що дозволяє знаходити асимптотику 𝜇(𝑛) че­
рез оцiнку асимптотики математичного сподiвання 𝜇(𝑛) для збiжностi "майже
напевно". Подальша робота буде полягати у розглядi рiзних випадкiв поведiнки
часткових сум 𝐴𝑛.
Широкий огляд лiтератури дозволив знайти прогалини в знаннях, дiзнатися
про новi пiдходи сучасної математики. Конкретно було освоєно невiдому ранiше
тему iз знаходження асимптотики розбiжних рядiв, розкрито новi зв’язки мiж рi­
зними типами збiжностi, засвоєнi теореми теорiї ймовiрностей такi, як пiдсилений
Закон великих чисел Колмогорова, лема Бореля-Кантеллi, теорема про два та три
ряди Колмогорова. Все це необхiдно було для правильного розумiння робiт попе­
реднiх авторiв, повного занурення у тонкощi теорiї. У роздiлi наведено достатньо





2.1. Загальнi встановленi факти
У даному пiдроздiлi буде наведено деяку пророблену роботу, що допомогла
зануритися у тему дисертацiї та зрозумiти основнi аспекти теорiї рекордiв та
поведiнки часткових сум.
Теорема 1.












































+ 1, 𝑥 ̸= 0










𝑝𝑘𝐺(𝑝𝑘) + 1− 𝑝𝑘
)︂
Це перевiряється безпосередньо пiдстановкою. Надалi помiтимо монотоннiсть
функцiї 𝐺, яку можна строго довести, але для наочностi наведемо її графiк.
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Далi за монотоннiстю усiх включених у нерiвностi функцiй отримуємо, змi­
нюючи аргумент 𝐺(𝑥), всi нерiвностi.




















< 1, 𝑘 ≥ 2





















Подальше узагальнення отримано для iншого обмеження на суми. ORV - O
Regularly Varying означається наступним чином.
Означення. Вимiрна функцiя 𝑓 : (0,+∞) → (0,+∞), належить до класу ORV,
якщо





Першим такi функцiї розглядав Авакумович[8]. Ширша теорiя була розро­
блена Сенетою[9], а потiм Булдигiним iз спiвавторами [3].
Враховуючи специфiку𝐴𝑛 (монотоннiсть), будемонакладати наступнi умови,
за яких вона буде належати до ORV
𝜏 > 0, 𝐶2 ≥ 𝐶1 > 0
𝐶1𝑛
𝜏 ≤ 𝐴𝑛 ≤ 𝐶2𝑛𝜏
Такий характер змiни будемо також називати ORV [3].
Зауваження. Без втрати загальностi достатньо розглянути
𝐶1 = 1, 𝐶2 = 𝐶 ≥ 1
𝑛𝜏 ≤ 𝐴𝑛 ≤ 𝐶𝑛𝜏
Доведення.
𝐶1𝑛












↦→ 𝐶 ≥ 1
Отримуємо
𝑛𝜏 ≤ 𝐴𝑛 ≤ 𝐶𝑛𝜏 , 𝐶 ≥ 1
Загальнi схеми отримуються множенням на 𝐶1.
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Теорема 2. (Приклад, що досягає обох рiвнiв нескiнченно часто)










𝜏 − (𝛽𝑘 − 1)𝜏 , 𝑖 = 𝛽𝑘
(𝛽𝑘 − 1)𝜏 − 𝐶(𝛽𝑘−1)𝜏
𝛽𝑘 − 𝛽𝑘−1 − 1
, 𝛽𝑘−1 < 𝑖 < 𝛽𝑘
, 𝑖 ≥ 1. (2.1)
Тодi:
𝛼𝑖 > 0, 𝑖 ≥ 1
𝑛𝜏 ≤ 𝐴𝑛 ≤ 𝐶𝑛𝜏 , 𝑛 ≥ 1
𝐴𝛽𝑘−1 = (𝛽𝑘 − 1)𝜏 , 𝐴𝛽𝑘 = 𝐶(𝛽𝑘)𝜏 , 𝑘 ≥ 1
Доведення.
Пункт 0 (Вiдомостi про послiдовнiсть 𝛽𝑘):






, 𝑘 ≥ 1.
𝛽𝑘 ∈ N, 𝑘 ≥ 1
𝛽1 = 2
𝛽𝑘 → ∞, 𝑘 → ∞
𝛽𝑘 − 𝛽𝑘−1 − 1 ≥ 1, 𝑘 ≥ 1
Першi факти є очевидними, останнiй доведемо:






≥ 2 + [𝛽𝑘−1] = 2 + 𝛽𝑘−1
Звiдки отримуємо 𝛽𝑘 − 𝛽𝑘−1 − 1 ≥ 1, 𝑘 ≥ 1. Саме 𝛽𝑘 − 𝛽𝑘−1 − 1 є знаменником у
формулi для 𝛼𝑖. Як бачимо, вiн додатний.
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𝜏 − (𝛽𝑘 − 1)𝜏 , 𝑖 = 𝛽𝑘
(𝛽𝑘 − 1)𝜏 − 𝐶(𝛽𝑘−1)𝜏
𝛽𝑘 − 𝛽𝑘−1 − 1
, 𝛽𝑘−1 < 𝑖 < 𝛽𝑘
, 𝑖 ≥ 1.
𝐶(𝛽𝑘)














< 1 ≤ 𝐶, 𝑘 ≥ 1
(𝛽𝑘 − 1)𝜏 − 𝐶(𝛽𝑘−1)𝜏
𝛽𝑘 − 𝛽𝑘−1 − 1



































Маємо 𝛼𝑖 > 0, 𝑖 ≥ 1. Тому вони утворюють коректну 𝐹 𝛼-схему. Пункт 1 доведено.
Пункт 2 (Нерiвностi для часткових сум). Необхiдно довести, що:
𝑛𝜏 ≤ 𝐴𝑛 ≤ 𝐶𝑛𝜏 , 𝑛 ≥ 1;𝐴𝛽𝑘−1 = (𝛽𝑘 − 1)𝜏 , 𝐴𝛽𝑘 = 𝐶(𝛽𝑘)𝜏 , 𝑘 ≥ 1
Будемо доводити за iндукцiєю по 𝑘, а саме: виконання твердження теореми для
всiх 𝑛 ≤ 𝛽𝑘. Оскiльки 𝛽𝑘 → ∞, 𝑘 → ∞, твердження буде вiрним для всiх 𝑛 ≥ 1.
База iндукцiї: 𝑘 = 1.
Нагадаємо, що 𝛽0 = 0, 𝛽1 = 2, тому безпосередньо маємо:
𝐴1 = 𝛼1 =
(2− 1)𝜏 − 𝐶0𝜏
2− 0− 1
= 1𝜏
𝐴2 = 𝐴1 + 𝛼2 = 1 + 𝐶2
𝜏 − (2− 1)𝜏 = 𝐶2𝜏
Пiдставивши, можемо впевнитись у виконаннi тверджень теореми. Нижня та верх­
ня нерiвностi досягаються вперше.
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Крок iндукцiї:
Припустимо, що твердження вiрне для 𝑛 ≤ 𝛽𝑘−1, 𝑘 ≥ 2.
Доведемо його для 𝑛 ≤ 𝛽𝑘.
Тобто, залишилось перевiрити, що воно вiрне для 𝛽𝑘−1 < 𝑛 ≤ 𝛽𝑘.
З припущення iндукцiї нам знадобиться лише рiвнiсть 𝐴𝛽𝑘−1 = 𝐶(𝛽𝑘−1)𝜏 .
З формули для 𝛼𝑖 маємо:
𝛼𝛽𝑘−1+1 = 𝛼𝛽𝑘−1+2 = · · · = 𝛼𝛽𝑘−1 =
(𝛽𝑘 − 1)𝜏 − 𝐶(𝛽𝑘−1)𝜏
𝛽𝑘 − 𝛽𝑘−1 − 1
𝛼𝛽𝑘 = 𝐶(𝛽𝑘)
𝜏 − (𝛽𝑘 − 1)𝜏
Враховуючи, що 𝛽𝑘 − 1 = 𝛽𝑘−1 + (𝛽𝑘 − 𝛽𝑘−1 − 1) та рiвнiсть всiх нових доданкiв,
окрiм останнього, маємо для 𝑆 = 1, 2, . . . , 𝛽𝑘 − 𝛽𝑘−1 − 1:
𝐴𝛽𝑘−1+𝑆 = 𝐴𝛽𝑘−1 +
(𝛽𝑘 − 1)𝜏 − 𝐶(𝛽𝑘−1)𝜏
𝛽𝑘 − 𝛽𝑘−1 − 1
𝑆 = 𝐶(𝛽𝑘−1)
𝜏 +
(𝛽𝑘 − 1)𝜏 − 𝐶(𝛽𝑘−1)𝜏
𝛽𝑘 − 𝛽𝑘−1 − 1
𝑆
Зокрема, для𝑆 = 𝛽𝑘−𝛽𝑘−1−1 на передостанньому доданку ми досягаємо нижньої
границi:
𝐴𝛽𝑘−1 = 𝐶(𝛽𝑘−1)
𝜏 + (𝛽𝑘 − 1)𝜏 − 𝐶(𝛽𝑘−1)𝜏 = (𝛽𝑘 − 1)𝜏
Також досягаємо верхньої границi на наступному доданку:
𝐴𝛽𝑘 = 𝐴𝛽𝑘−1 + 𝛼𝛽𝑘 = (𝛽𝑘 − 1)𝜏 + 𝐶(𝛽𝑘)𝜏 − (𝛽𝑘 − 1)𝜏 = 𝐶(𝛽𝑘)𝜏
Тож, що для 𝐴𝛽𝑘−1, 𝐴𝛽𝑘 нерiвнiсть 𝑛𝜏 ≤ 𝐴𝑛 ≤ 𝐶𝑛𝜏 вiрна. Залишилось перевiрити
для 𝐴𝛽𝑘−1+𝑆, 𝑆 = 1, 2, . . . , 𝛽𝑘 − 𝛽𝑘−1 − 2. Якщо вже маємо 𝛽𝑘 − 𝛽𝑘−1 − 2 = 0, то
вже не маємо, що перевiряти, iнакше, продовжуємо.













Пiдставивши формули для часткових сум та використовуючи позначення, маємо






















































































= 𝐶(𝑏+ 1)𝜏 ≤ 𝐶(𝑏+ 𝑆)𝜏 .













































− 𝑏. Пункт 2 дове­
дено.
Чому саме цей випадок є найважливiшим в ORV-схемi? Якщо ми будемо
мати поведiнку, що суттєво не досягає верхньої та нижньої меж, то можна буде
змiнити константи так, щоб досягала. Отже, цей аспект є першим аргументом.
Iнший полягає в тому, що у цiй схемi ми маємо великi показники 𝛼 поруч iз
малими. У роботi [1] вже було розглянуто випадки, коли
𝛼𝑘
𝐴𝑘
→ 𝜆 ∈ [0; 1]
У цiй роботi границi вже не iснує i розглянутi ранiше випадки стоять поруч
в однiй схемi.
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2.3. Асимптотика ORV випадку
Нагадаємо умову на зростання 𝐴𝑛:
𝐶1𝑛
𝜏 ≤ 𝐴𝑛 ≤ 𝐶2𝑛𝜏
для деяких констант 0 < 𝐶1 ≤ 𝐶2 та 𝜏 > 0.
Отже, ми намагаємось сформувати 𝐹𝛼 схему iз таким зростанням часткових
сум. Було з’ясовано, що далеко не кожна 𝐴𝑛 пiдходить пiд 𝐹 𝛼 - cхему. Важливим
випадком є 𝐶1 = 𝐶2 = 𝐶.
𝐴𝑛 = 𝐶𝑛
𝜏
















































∼ 𝜏 ln𝑛, 𝑛 → ∞
ln𝐴𝑛 = ln𝐶𝑛







Вiн вже фактично був отриманий у роботi [1]. Слiд зауважити, що за теоре­
мою1 та наслiдку з неї ця асимптотика є найбiльшоюверхньоюмежеюунерiвностi.
Отже, цей результат було доведено своїм методом.
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Доведення. Нам знадобиться нагадати формули з теореми 2.










𝜏 − (𝛽𝑘 − 1)𝜏 , 𝑖 = 𝛽𝑘
(𝛽𝑘 − 1)𝜏 − 𝐶(𝛽𝑘−1)𝜏
𝛽𝑘 − 𝛽𝑘−1 − 1
, 𝛽𝑘−1 < 𝑖 < 𝛽𝑘
, 𝑖 ≥ 1.






























⎛⎝(𝛽𝑡 − 1)𝜏 − 𝐶(𝛽𝑡−1)𝜏









Нагадаємо, що для 𝑆 = 1, 2, . . . , 𝛽𝑘 − 𝛽𝑘−1 − 1:
𝐴𝛽𝑘−1+𝑆 = 𝐴𝛽𝑘−1 +
(𝛽𝑘 − 1)𝜏 − 𝐶(𝛽𝑘−1)𝜏
𝛽𝑘 − 𝛽𝑘−1 − 1
𝑆 = 𝐶(𝛽𝑘−1)
𝜏 +
(𝛽𝑘 − 1)𝜏 − 𝐶(𝛽𝑘−1)𝜏










(𝛽𝑡 − 𝛽𝑡−1 − 1)
1
(𝛽𝑡 − 1)𝜏



















= (𝛽𝑡 − 𝛽𝑡−1 − 1)
1
𝐴𝛽𝑡−1




Розглянемо член зовнiшнього ряду:
(𝛽𝑡 − 1)𝜏 − 𝐶(𝛽𝑡−1)𝜏

















≤ (𝛽𝑡 − 1)
𝜏 − 𝐶(𝛽𝑡−1)𝜏















− 1 + 𝛼𝛽𝑡
𝐴𝛽𝑡



























⎛⎝(𝛽𝑡 − 1)𝜏 − 𝐶(𝛽𝑡−1)𝜏








⎞⎠ ∼ 𝑁 (︂1− 1
𝐶
)︂
, 𝑁 → ∞
Ми отримали асимптотику у термiнах 𝑁 , тепер потрiбно повернутись до 𝑛.
Для цього будемо дослiджувати послiдовнiсть 𝛽𝑘.
Щоб закiнчити доведення теореми, необхiдно встановити, що:





Як обернути цю послiдовнiсть? Для цього будемо її оцiнювати зверху та знизу
iншими послiдовностями. Спочатку знизу:






, 𝑘 ≥ 1.






> 1 + 𝐶
1
𝜏 𝛽𝑘−1.
Тому задамо послiдовнiсть 𝛽*𝑘 наступним чином:
𝛽*0 = 0; 𝛽
*
𝑘 = 1 + 𝐶
1
𝜏 𝛽*𝑘−1, 𝑘 ≥ 1.
У послiдовностей однаковi початковi умови, вони строго монотоннi, але на ко­
жному кроцi перша послiдовнiсть зростає бiльше i швидше нiж друга, тому
𝛽*𝑘 < 𝛽𝑘, 𝑘 ≥ 1
Аналогiчно, оцiнку зверху отримаємо iз нерiвностi:






≤ 2 + 𝐶
1
𝜏 𝛽𝑘−1.
Послiдовнiсть 𝛽**𝑘 задається наступним чином:
𝛽**0 = 0; 𝛽
**
𝑘 = 2 + 𝐶
1
𝜏 𝛽**𝑘−1, 𝑘 ≥ 1.




Нарештi, майже закiнчити дослiдження дозволяє те, що для 𝛽*𝑘 можна отримати
замкнуту формулу. Позначимо 𝐶1/𝜏 = 𝑟 > 1.
𝛽*1 = 1, 𝛽
*
2 = 1 + 𝑟, 𝛽
*
3 = 1 + 𝑟(1 + 𝑟) = 1 + 𝑟 + 𝑟
2





, 𝑘 ≥ 1
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Запишемо нерiвностi:
𝛽*𝑘 < 𝛽𝑘 ≤ 𝛽**𝑘 = 2𝛽*𝑘, 𝑘 ≥ 1







𝑛 = 𝛽𝑁 = 𝑏𝑁
𝑟𝑁 − 1
𝑟 − 1









































































∼ ln𝑛, 𝑛 → ∞
Таким чином ми позбавилися 𝑏𝑁 i маємо фiнальну еквiвалентнiсть
𝑁 ∼ 1
ln 𝑟
ln𝑛, 𝑛 → ∞.






∼ 𝜏 𝐶 − 1
𝐶 ln𝐶
ln𝑛, 𝑛 → ∞.
Це доводить (2.2), використовуючи метод iз [1]
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Зауваження. При доведеннi оцiнок для сум нерiвнiсть не коректна для 𝑡 = 1, є
дiлення на нуль, бо 𝐴0 = 0. Але це не впливає на асимптотику. Можна просто
виписати першi скiнченi члени. Це дуже б спотворило доведення, вiдволiкло б вiд
головного.
Зауваження. Те, що ми позбулися 𝑏𝑁 пiд логарифмом фактично є властивiстю
SV-функцiй. Тож можна було послатися на цей результат. Це також дозволяє
зрозумiти, що можна зовсiм по iншому визначати послiдовнiсть 𝛽𝑘, узагальнювати
її, зберiгаючи роботу у класi ORV випадку для 𝐴𝑛.
Як пiдсумок даного роздiлу наведемо графiк ORV з деякими параметрами,
щоб зрозумiти, для якого типу функцiй було знайдено нову асимптотику. Синiй
графiк нескiнченно осцилює мiж двома рiвнями.
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2.4. Висновки
Були встановленi оцiнки для часткових сум ряду математичного сподiвання.
Розглянуто ORV випадок. Побудовано конструкцiю, яка, нескiнченно осцилюючи,
є однiєю з ключових при дослiдженнi ORV випадку. Для даної конструкцiї знайде­






Пiсля даного роздiлу ми маємо змогу проводити експерименти iз великою кiль­
кiстю рiзних параметрiв, завдяки теоремi 2. Окрiм того, було проведено багато
роботи по пошуку необхiдного типу поведiнки часткових сум, що узагальнює
попереднi результати. Виконано допомiжнi завдання, застосовано рiзноманiтнi
технiки при доведеннi теорем. Основним результатом є теорема 3, яка є новою
для теорiї та має потенцiал для узагальнень.
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Роздiл 3
Моделювання та перевiрка результатiв
3.1. Технiка моделювання
Однiєю з особливостей i гарних властивостей 𝐹 𝛼-схеми є її незалежнiсть
вiд базового розподiлу 𝐹 . Тому перше, що приходить на думку – це взяти у
якостi базового— рiвномiрний розподiл 𝑈 . Щоб згенерувати випадкову величину
з розподiлу 𝑈𝛼𝑘 необхiдно скористатись методом оберненої функцiї. Будемо мати




Теоретично все є зрозумiлим. Послiдовно генеруємо випадковi величини та пере­
вiряємо, чи є рекорд. Якщо настав, то додаємо до лiчильника 𝜇 одиницю, iнакше
нуль. Далi кожного разу, або в кiнцi дiлимо 𝜇 на асимптотику у вiдповiдний мо­
мент. Порiвнюємо результати: наочно, у середньому, для довших серiй рекордiв.
Насправдi, маємо дуже велику проблему iз порiвнянням згенерованих зна­
чень. Якщо ми уявимо, що 𝛼𝑘 можуть бути досить великими, що, власне кажучи,
i вiдбувається в теоремi 2, то 1/𝛼𝑘 може перетворитись у машинний нуль!!!
I коли це вiдбудеться вперше, то буде встановлено абсолютний рекорд, що
дорiвнює 1, i нових рекордiв вже не буде. Та i взагалi при великих показниках
будемо втрачати суттєву точнiсть, втiм, як i при малих, що може призвести до
дiлення на машинний нуль. Постає питання, чи маємо ми змогу зменшити чутли­
вiсть моделювання до великих показникiв? Якi ще проблеми подiбного технiчного
характеру можуть виникнути?
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Ця проблема частково вирiшується способом описаним далi. Головним iн­










Доведення. Дiйсно, функцiя 𝑔(𝑡) = 𝑡𝛼𝑘𝛼𝑠 строго монотонно зростає при 𝑡 > 0.














, тобто 𝑢𝛼𝑠𝑘 > 𝑢𝛼𝑘𝑠 .
I навпаки функцiя 𝑔−1(𝑡) = 𝑡
1
𝛼𝑘𝛼𝑠 також строго монотонно зростає при 𝑡 > 0.
Тому iз 𝑢𝛼𝑠𝑘 > 𝑢𝛼𝑘𝑠 випливає 𝑔−1 (𝑢
𝛼𝑠
𝑘 ) > 𝑔





Наче все, маємо вирiшену проблему для великих показникiв. Але постає iн­
ше питання. У машини є обмежена мантиса пiсля коми, тому постає проблема
вiдсутностi реальної неперервностi у розподiлi випадкового числа, згенерованого
стандартними засобами мови програмування. Ми просто маємо додатну ймовiр­
нiсть повторення випадкового числа при втратi точностi. Ця проблема виникає не
вiдразу, але про неї не слiд забувати.
Пiдбираючи параметри для перевiрки теоретичних результатiв будемо орiєн­
туватися на меншi за значенням. Щоб повнiстю позбутися таких аспектiв, необхi­
дно забезпечити динамiчну точнiсть для випадкового числа, тобто генерувати його
так точно, щоб можна було з абсолютною впевненiстю встановити знак у (3.2). Це
занадто ускладнює програму та забирає багато часу на обрахунки, тому лiстинг
наведеної у додатках програми не включає це виправлення. У кiнцi дослiджень
буде наведено приклади, коли ми стикаємось iз проблемою другого типу, i до чого
це призводить.
Звичайно, займаючись моделюванням, ми не маємо права пiдганяти результа­
ти, або шукати гарнi параметри. Єдине, що можна робити, це пояснити розбiжно­
стi. Проблема бiльше належить до роботи з програмування, тому надалi наведенi
саме математичнi висновки, для параметрiв, що дозволяють їх робити.
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3.2. Степеневе зростання
Спочатку промоделюємо i розглянемо вже вiдомi результати. Ми з’ясуємо,
як саме поводить себе кiлькiсть рекордiв у класичному випадку та коли 𝐴𝑛 = 𝑛𝜏 .
Ми будемо спостерiгати за вiдношенням кiлькостi рекордiв до асимптотики. Гори­
зонтальна лiнiя є константою з теоретичного результату. По вiсi абсцис вiдкладено
кiлькiсть взятих випадкових величин. Нарештi, рiзним кольором позначено рiзнi
траєкторiї. Усього їх 100 на кожному з графiкiв.
Враховуючи дискретнiсть 𝜇(𝑛) при моделюваннi рiзнi траєкторiї будуть збi­
гатись. Тому кожна нова траєкторiя має невелике змiщення. На рисунку наведена
ця проблема збiгання траєкторiй. Мало що можна з такого зрозумiти, тому на
наступних рисунках траєкторiї будуть змiщенi одна вiдносно одної. Чорною лiнi­




Ми будемо дiяти наступним чином. На однiй сторiнцi верхнiй графiк буде зобра­
жати поведiнку часткових сум𝐴𝑛. Нижнiй графiк—це пучок траєкторiй,що являє
собою вiдношення 𝜇(𝑛) до логарифма, тобто вираз пiд границею (2.2) з теореми 3.
Чорна лiнiя буде позначати константу з правої частини (2.2). Докладно прокомен­
туємо перший класичний результат, наведений на попереднiй сторiнцi. Завдяки
змiщенню ми можемо бачити, скiльки траєкторiй є ближчими до одиницi, а якi ще
не достатньо наблизилися. Стрибки, щоми бачимо є моментами коли на траєкторiї
вiдбувся рекорд. Якщо ми нижче асимптотики, то стрибки є iнструментом для по­
вернення вгору. Зауважу, рекордiв нескiнченно багато. I навпаки, спочатку велика
кiлькiсть рекордiв може надовго залишити траєкторiю вище. Бачимо, що навiть в
перевiреному класичному результатi деякi траєкторiї дуже повiльно прямують до
асимптотики.
Також проiлюструємо звичайне степеневе зростання 𝜏 = 2, 𝐶 = 1. Тут ми
спостерiгаємо сильно просадженi вниз траєкторiї саме тому, що машинної точно­
стi не вистачає для фiксацiї рекордiв з великими 𝜏 :
34
3.3. ORV випадок
ORV випадок будемо розглядати у парi з асимптотично еквiвалентним йо­
му звичайним степеневим. Спочатку на рисунку наведено графiк 𝐴𝑛 для ORV
з параметрами 𝜏 = 0.3, 𝐶 = 1.1. Це верхнiй синiй графiк, що осцилює, демон­
струючи ORV поведiнку. Червоний графiк є звичайним степеневим зростанням з
параметрами 𝜏 = 0.3
1.1− 1
1.1 ln 1.1
≃ 0.286, 𝐶 = 1.
На наступнiй сторiнцi зверху ми бачимо реалiзацiю прикладу з теореми 2. Йо­
го характерною особливiстю є одночасне настання рекордiв у рiзних реалiзацiй,
оскiльки у цих точках ми маємо сплески показникiв у 𝐹 𝛼-схемi. Нижнiй рисунок
показує бiльш хаотичний розподiл для моментiв рекордiв. Що i вiдрiзняє його вiд
першого. Однак теоретично i практично ми бачимо для них однакову асимптотику
при рiзнiй поведiнцi. Переходячи до аналогiй, вище ми маємо модель революцiй­
них рекордiв зi сплесками 𝛼𝑘 та нижче бiльш гладку еволюцiйну з поступовим




Головним результатом роздiлу є пiдтвердження теоретичних обрахункiв. Я
стикнувся з проблемами моделювання i вирiшив головнi з них. Наведенi моделi
вiдповiдають адекватному описанню рекордiв i показують, яким чином кiлькiсть
рекордiв асимптотично прямує до нескiнченностi. Головним висновком є пiдтвер­
дження нових результатiв, а також адекватна поведiнка програми для класичних
випадкiв. Робота над роздiлом розвила навички програмування та розумiння об­
числювальної архiтектури комп’ютера. Також я вважаю, що креативним рiшенням
було змiстити траєкторiї одна вiдносно однiєї, що дало змогу отримати наочнi
результати, замiсть тих що повнiстю зливаються, хоча i правильних математично.
Моделювання дозволило нам зрозумiти, що кiлькiсть встановлених рекордiв може
бути однаковою, а характер їх очiкування i моменти зовсiм рiзними.
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Висновки
Уфiнальному висновку я хочу зосередити увагу на тому, як я оцiнюю проро­
блену мною роботу. Я вважаю, що виконав всi основнi завдання поставленi передi
мною науковим керiвником. Було опрацьовано багато спецiалiзованої лiтерату­
ри. Її опрацювання велося не тiльки в ознайомчому планi, але i в самостiйному
доведеннi результатiв. Такий пiдхiд дозволив сформулювати та довести власнi
теореми, узагальнити результати та бути впевненим у їх новiтностi. Робота над
дисертацiєю дозволила менi розпочати мою наукову дiяльнiсть у сферi теорiї ре­
кордiв. Я збираюсь продовжити дослiджувати тематику у подальшому навчаннi на
Ph.D. Головним результатом дисертацiї вважаю теорему 3 про асимптотику. Ду­
маю, що зможу її узагальнити в майбутньому та закрити питання з ORV випадком
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import f u n c t o o l s
import numpy as np
import ma t p l o t l i b . p y p l o t a s p l t
o f f s e t = 0 .0003
C = 1 . 1
T = 0 . 3
c o e f f = (C − 1) / C / np . l og (C) * T i f C > 1 e l s e T
@func too l s . l r u _ c a c h e ( maxs ize=None )
def b e t a ( k ) :
i f k > 0 :
re turn 2 + i n t (C ** (1 / T ) * b e t a ( k − 1 ) )
e l s e :
re turn 0
n = 100000
a l ph a = [ ]
k _ s t a r t = 1
f o r i in range ( 1 , n + 1 ) :
k = k _ s t a r t
whi le True :
i f b e t a ( k ) > i :
a l p h a . append ( ( ( b e t a ( k ) − 1) ** T − C * b e t a ( k − 1) ** T) /
( b e t a ( k ) − b e t a ( k − 1) − 1 ) )
k _ s t a r t = k
break
e l i f b e t a ( k ) == i :
40
a l ph a . append (C * i ** T − ( i − 1) ** T)
k _ s t a r t = k + 1
break
e l s e :
k+=1
f o r i in range ( 1 0 0 ) :
pr in t ( i + 1 )
r e s = [ ]
A = 0
mu = 0
r e c = 0
r e c a l = 1
f o r k , a l in enumerate ( a l p h a ) :
k s i = np . random . un i fo rm ( )
i f k s i ** r e c a l > r e c ** a l :
r e c = k s i
r e c a l = a l
mu+=1
r e s . append ( i * o f f s e t + mu / (1 + np . l og ( k + 1 ) ) )
p l t . p l o t ( range ( 1 , l en ( r e s ) + 1 ) , r e s )
p l t . p l o t ( ( 1 , l en ( r e s ) ) , ( c o e f f , c o e f f ) ,
l i n ew i d t h = 2 , c o l o r = ( 0 , 0 , 0 ) )
p l t . show ( b lock = F a l s e )
A = np . cumsum ( a l ph a )
p l t . f i g u r e ( 2 )
p l t . p l o t ( range ( 1 , l en (A) + 1 ) ,A)
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l s = np . l i n s p a c e ( 0 , n , 100*n+1)
p l t . p l o t ( l s , [ C*x**T f o r x in l s ] )
p l t . p l o t ( l s , [ x**T f o r x in l s ] )
p l t . p l o t ( l s , [ x** c o e f f f o r x in l s ] )
p l t . show ( )
