Modelos de optimización y su aplicabilidad en el análisis de coyuntura regional by Mateu Sbert, Josep & Riera Font, Antoni
© Investigaciones Regionales. 9 – Páginas 97 a 111
Sección ARTÍCULOS
Modelos de optimización y su aplicabilidad 
en el análisis de coyuntura regional*
Josep Mateu Sbert y Antoni Riera Font
RESUMEN: El uso de modelos factoriales dinámicos, al objeto de capturar la evolu-
ción de la actividad económica se ha extendido ampliamente en la mayoría de países
desarrollados. Sin embargo, aunque dichos modelos se pueden adaptar a contextos de
escasa información, los resultados obtenidos suelen ser, por lo general, imprecisos y
poco robustos. El objetivo de este trabajo es demostrar empíricamente que en contex-
tos de escasa información, la utilización de modelos de optimización con variables
binarias permite obtener una mejor aproximación al ciclo económico en la medida
que es posible capturar no sólo la relación individual que mantiene cada uno de los
indicadores parciales con la serie de referencia (medida por el nivel de correlación)
sino también la relación conjunta que existe entre un determinado subconjunto de los
mismos y la serie de referencia. 
Clasificación JEL: E32, C32, C61.
Palabras clave: Indicadores sintéticos, modelos de optimización, NBER, GAMS,
análisis de coyuntura regional.
Optimization models and their applicability in the analysis of regional economic
cycles analysis
ABSTRACT: Dynamic factor modelling aimed to identify the evolution of the eco-
nomic activity has been widely used in several industrialized countries. Though the
high adaptability of such methodologies to scarcity information contexts, results may
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present a lack of robustness. The purpose of this paper is to prove empirically that in
regional contexts, it is possible to obtain a better fitting by means of the utilization of
the optimization models with binary variables. In this way, it is possible to capture
the whole relationship that exists between a subset of partials indicators and the refe-
rence series.
JEL classification: E32, C32, C61.
Key words: Synthetic indicators, optimization models, NBER, GAMS, regional eco-
nomic cycle analysis.
1. Introducción
Una de las cuestiones que, tradicionalmente, más literatura ha suscitado en el campo
del análisis económico ha sido, sin lugar a duda, el estudio de la evolución de la acti-
vidad económica y, de forma especial, las características e intensidad de sus conti-
nuas fluctuaciones. Los primeros trabajos empíricos, al objeto de intentar medir y
describir el comportamiento del ciclo económico, se iniciaron a principios del siglo
XX en los Estados Unidos de la mano del National Bureau of Economics Research
(NBER)1 Desde entonces, han sido muchos los trabajos que, paulatinamente, han ido
implementando nuevas y mejores metodologías para estimar la evolución subyacente
de la economía. Buena prueba de ello, son las recientes contribuciones de Forni et al.
(2000, 2001)2 y Stock y Watson (1998, 1999, 2002), que ponen en común los desa-
rrollos factoriales estáticos de Chamberlain y Rothschild (1983) y dinámicos de Sar-
gent y Sims (1977) y Geweke (1977).
Estos trabajos, siguiendo la idea inicial de los co-movimientos expuesta por
Burns y Mitchell (1946),3 muestran como la información contenida en un gran con-
junto de datos puede ser apropiadamente resumida usando modelos factoriales, en los
que un escaso número de factores inobservables pueden capturar la evolución de las
series económicas utilizadas.
En España, hace apenas treinta años que se iniciaron los primeros trabajos empíri-
cos destinados a estudiar la evolución del ciclo económico. De esta época son los tra-
bajos de Rodríguez (1976, 1977), del propio Ministerio de Economía y Hacienda
(1983) y de autores como Marcos (1984), Sanz (1984) y Fernández (1991) o los estu-
98 Mateu, J. y Riera, A.
1 Véase en este sentido Burns y Mitchell (1946).
2 Sobre la base de ésta nueva generación de modelos, se elabora el indicador sintético de la UME.
3 La idea de los co-movimientos subyace de la definición que dieron los autores sobre el ciclo econó-
mico: «Los ciclos económicos son un tipo de fluctuaciones que se encuentran en la actividad económica
general de las naciones, el sistema productivo del cual descansa principalmente en la empresa privada: un
ciclo consta de expansiones que se producen, aproximadamente al mismo tiempo en muchas ramas de ac-
tividad económica y que son seguidas, con el mismo carácter general, por recesiones, contracciones y re-
cuperaciones, que conducen a la fase de expansión del ciclo siguiente. Esta sucesión de cambios es recu-
rrente pero no periódica; la duración de los ciclos varía desde algo más de un año hasta diez o doce años;
no son divisibles en ciclos más cortos de carácter semejante y con amplitud aproximadamente igual».
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dios de carácter más general como los de Melis (1988, 1989, 1991), Espasa (1988,
1990) y Espasa y Cancelo (1993). 
Posteriormente, el Instituto Nacional de Estadística (1991, 1994) inició la elabora-
ción del sistema de indicadores cíclicos y el Ministerio de Economía y Hacienda hizo lo
propio con  la construcción de índices compuestos (1993a, 1993b, 1994, 1999), todo lo
cual ha contribuido, notablemente, al análisis cíclico de la economía española.
Recientemente, las aportaciones de Balmaseda y Cubero (2003) y Camacho y
Sancho (2003) —sobre la base de los modelos desarrollados de Stock y Watson
(2002)— y de Bengoechea et al. (2002) —sobre la base de la metodología NBER—
han supuesto un avance significativo al conocimiento del ciclo económico español y
sus características.
Asimismo, el estudio y el desarrollo del seguimiento de la coyuntura regional ha
centrado también el interés de los investigadores de la universidad española4. Sin em-
bargo, la escasa información económica disponible5 para el conjunto de comunidades
autónomas españolas y su baja calidad estadística explican, con toda seguridad, la au-
sencia6 de aplicaciones basadas en modelos factoriales7. Por ello, la práctica habitual
suele consistir en construir un indicador sintético, o un conjunto de ellos, a partir de
otras metodologías, la más utilizada de las cuales es la que tradicionalmente ha ve-
nido aplicando el NBER8.
En cualquier caso, previa su implementación es preciso recordar que el número
de indicadores disponibles para ser incluido en el indicador sintético es, por lo gene-
ral, a nivel regional más reducido que a nivel nacional, el tamaño muestral considera-
blemente inferior9 y, además, de peor calidad estadística, siendo habitual la presencia
de outliers y de cambios metodológicos.
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4 Prueba de ello son los trabajos del grupo de la red Hispalink y de otros grupos de trabajo más reducido
ligados a universidades o administraciones públicas o a entidades privadas o financieras cuyo objetivo se
reduce habitualmente a una única comunidad autónoma.
5 De todos es sabido que los ingredientes básicos del cualquier análisis de coyuntura serio es la cantidad,
calidad y puntualidad de las estadísticas. Tres sustantivos que, salvo excepciones, se erigen como las
principales debilidades de la información económica disponible a nivel regional. 
6 Véase en este sentido Gadea et al. (2003).
7 Los desarrollos factoriales suelen ofrecer mejores resultados cuanto mayor es el número de variables
introducidas con relación al número de períodos muestrales que abarca el análisis. De ahí que, en contex-
tos de escasa información como los regionales, los resultados sean muy sensibles al número de variables
utilizadas y que los pesos otorgados a las mismas sean, por lo general, poco robustos y de escasa signifi-
cación económica. Además, no se puede asegurar que exista un factor dominante que se pueda relacionar
con la evolución subyacente de la economía. Así pues, y aunque cabe la posibilidad de  adaptar los mode-
los factoriales a contextos de escasa de información, se deben introducir fuertes restricciones para obtener
estimaciones mínimamente robustas que, aún así, no están exentas de graves problemas.
8 Prueba de ello son los trabajos realizados a partir de dicho método por diferentes institutos de estadística
de Comunidades Autónomas, entre los que se pueden citar, por ejemplo, Morales et al. (1992) para Balea-
res, Morales et al. (1994) y Parra (1993, 1995) para Castilla y León o Trujillo et al. (2001) para Andalucía.
9 Entre las encuestas cuyo tamaño muestral es insuficiente podemos encontrar casi todas las encuestas
coyunturales que realiza el Instituto Nacional de Estadística, dado que los tamaños muestrales suelen di-
señarse para ser representativos a nivel nacional. Algunas de estas encuestas son la encuesta de población
activa, la encuesta de presupuestos familiares, el índice de venta de comercio minorista, la encuesta de
comercio, etc.
05 Mateu  15/11/06  08:17  Página 99
Por ello, si bien la construcción de indicadores sintéticos a nivel regional no di-
fiere teóricamente de la construcción a nivel nacional, resulta, si cabe, más impor-
tante analizar, trasformar y seleccionar adecuadamente el conjunto de indicadores
parciales susceptibles de integrar el sistema de indicadores sintéticos. De esta forma,
el análisis de los indicadores parciales facilita la exclusión de aquellas variables que,
por su naturaleza, no se ajustan a los requerimientos del indicador sintético. Por su
parte, el proceso de transformación posibilita, a través de la modelización univa-
riante, extraer el componente errático y estacional, garantizando, así, que las series se
caractericen únicamente por la evolución de su crecimiento subyacente. Finalmente,
el proceso de selección, que en el ámbito regional mayoritariamente se realiza en
base a la correlación existente entre cada una de las variables y la magnitud que se
desea estimar10, permite identificar la relación definitiva de indicadores parciales
que, de acuerdo al peso otorgado por el sistema de agregación escogido, integrarán el
indicador sintético.
Precisamente, este trabajo  centra su atención en esta última etapa de selección
en un marco de baja disponibilidad de series estadísticas como el que caracteriza
el análisis de coyuntura regional. El trabajo está estructurado como sigue: En el si-
guiente apartado se presenta una técnica de autoselección, sobre la base de los co-
nocidos modelos de optimización11, que permite identificar el subconjunto óptimo
de indicadores parciales que deben integrar el indicador sintético y mejorar, así, el
ajuste obtenido, sacando mayor provecho a la escasa información disponible. En
el tercer apartado, se toma como ejemplo arquetípico la economía balear12 para
mostrar las bondades de esta técnica de selección. Por ello, se realiza una estima-
ción del valor añadido bruto (VAB) a partir del método de composición que ha ve-
nido utilizando el NBER y se comparan los resultados obtenidos con el método
convencionalmente aplicado de análisis de correlación. Finalmente, en el último
apartado se resumen las principales conclusiones que se pueden extraer del tra-
bajo.
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10 Si bien, la mayor parte de los trabajos de coyuntura regional utilizan solamente el análisis de correla-
ción para seleccionar los indicadores parciales, existen otros métodos que permiten elegir los indicadores
individuales que finalmente integrarán el indicador sintético. Uno de ellos es el análisis cíclico de los in-
dicadores parciales respecto a la serie de referencia a partir del fechado de los puntos de giro de las mis-
mas, aunque la periodicidad de la información disponible a nivel regional a menudo resta relevancia a
este procedimiento.
11 Si bien el desarrollo de la optimización matemática encuentra sus orígenes en el siglo XVIII, en la dé-
cada de los cincuenta recibió un gran impulso gracias al método simplex desarrollado por Dantzig (1947)
y al principio de optimalidad fijado por Bellman (1957). En la los años ochenta se han producido también
avances significativos gracias a los trabajos de Karmarkar (1984) que han permitido resolver problemas
complejos con mayor rapidez y de manera más eficiente que cualquier otro método conocido hasta enton-
ces. Un aspecto notable de los métodos de solución de estos problemas, que caen dentro de la clase deno-
minada de modelos combinatorios, es la complejidad computacional. 
12 Según Costa y Beltrán (2004) las deficiencias de los sistemas de estadística regional y, en particular el
Balear, pueden ser agrupadas en cinco categorías: de cobertura, metodológicas, institucionales, de forma-
ción y recursos humanos y de duplicidad.
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2. Selección de los indicadores parciales 
Sea zt la magnitud trimestral de la que se desea obtener un indicador sintético y x’t el
conjunto de indicadores parciales disponibles para el período  expresados en tasas de
crecimiento reales:
x’t = {x1t, x2t, ..., xnt} [1]
Una vez analizados los indicadores parciales con los criterios anunciados por Zar-
nowitz (1992)13 y transformados al objeto de obtener su evolución subyacente14, se
debe proceder a seleccionar aquellos indicadores parciales que finalmente integrarán
el indicador sintético. A pesar de que ésta es la etapa más importante en el proceso de
construcción de un indicador sintético, la mayor parte de los trabajos realizados em-
plean un procedimiento simple que, como se verá, deja de lado algunos aspectos de-
terminantes.
Así, los indicadores parciales son, mayoritariamente, elegidos sobre la base de la
relación bilateral que mantiene cada uno de ellos con la serie de referencia (zt)15. Ge-
neralmente, el instrumento estadístico que se utiliza para medir dicha relación es el
coeficiente de correlación calculado entre cada uno de los indicadores parciales y la
serie de referencia ρ(xit, zt).
De esta forma, se selecciona el subconjunto v (x’t) = {xit, ..., xpt} formado por aque-
llos indicadores parciales que están más correlacionadas contemporáneamente con la
serie de referencia16. Así, los indicadores parciales que pertenecen al subconjunto
son tales que cumplen:
[2]
Sin embargo, esta forma de proceder obvia el hecho que las series económicas
normalmente mantienen una relación relativamente intensa entre ellas y, en conse-
cuencia, el examen individual de cada uno de los indicadores parciales respecto a la
magnitud de referencia resulta ser incompleta17. En otras palabras, parte de la infor-
mación que aportaría la incorporación de un nuevo indicador parcial al subconjunto
)'(),'(),(),( tttqttit xvqxvizxzx ∉∀∈∀> ρρ
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13 Estos criterios se refieren básicamente a la calidad estadística de la serie, disponibilidad, longitud, fre-
cuencia, significación económica y suavidad de los datos. 
14 Para Espasa y Cancelo (1993) ésta se describe con la tendencia-ciclo.
15 Prueba de ello son los trabajos, entre otros, de Artís et al. (1997), el Instituto de Estadística de la Co-
munidad de Madrid (1998), Instituto Klein (varios años), López y Montejo (2000), Márquez y Ramajo
(2001), OECD (1998), Sánchez y Sastre (2004), Sur y Barriga (2000) y Trujillo et al. (1999).
16 También se puede tener en cuenta su representatividad en la economía, hasta el punto que, por ejem-
plo, Álvarez y Jareño (2003), ponderan los indicadores parciales según su importancia sectorial en el in-
dicador sintético que elaboran para los servicios de mercado. No obstante, a menudo resulta difícil rela-
cionar un indicador con un determinado subsector de la economía y a la vez conocer su importancia.
Además, dado que, por lo general, no se dispone de toda la información necesaria para cubrir todos los
subsectores, el análisis resulta incompleto.
17 Además, el número de variables seleccionadas se determina ad hoc.
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v (x’t) ya está recogida por los p indicadores parciales que lo integran o por una com-
binación de los mismos. Esto se demuestra analíticamente si se calcula el coeficiente
de correlación (ρ) existente entre el indicador sintético resultante (yt) de agregar los
p indicadores parciales seleccionados y la magnitud de referencia (zt). 
Para ello, es necesario asignar, previamente, un peso específico (wi) a cada uno de
los indicadores parciales de acuerdo con el sistema de agregación propuesto por el
NBER18 y definir el indicador sintético coincidente con la actividad (yt) como:
[3]
Donde k es el denominado «factor de ajuste tendencial» calculado como la dife-
rencia entre la media de la magnitud de referencia y la media ponderada de los  indi-
cadores parciales finalmente seleccionados. 
[4]
Una vez definido el agregado puede calcularse su grado de similitud con la serie
de referencia:
[5]
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18 Si bien en el seno de la metodología NBER caben diversas formas de agregación (Pons, 1996) para el
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Así, de la ecuación [6] se desprende que el grado de similitud entre el indicador
compuesto (yt) por  indicadores parciales y zt, se puede descomponer en dos expresio-
nes que miden relaciones conceptualmente diferentes. Efectivamente, mientras que el
numerador de la ecuación [6] representa la relación individual entre el indicador par-
cial i y la serie de referencia zt, el denominador mide la relación entre los distintos in-
dicadores parciales. Como se puede apreciar, cuanto mayor es el coeficiente de corre-
lación ρ (xit, zt) y menor es la covarianza cov (xit, xjt), mayor será la correlación
existente entre el indicador compuesto y la serie de referencia.
Se constata pues, que en el proceso de decisión relativo a sí integrar o no un
nuevo indicador parcial, no sólo se debe tener en cuenta el coeficiente de correla-
ción con respecto a la serie de referencia sino también la aportación de nueva infor-
mación que éste representa, medido a través de la inversa de la covarianza entre las
series. Así, atendiendo únicamente al coeficiente de correlación con la serie de re-
ferencia, la información repetida que aporta un nuevo indicador parcial se penaliza
y consecuentemente, el subconjunto v (x’t), de indicadores parciales será conside-
rado óptimo. Sólo en aquellos casos en que se considere la covarianza entre los dis-
tintos indicadores parciales y el denominador de la ecuación [6] sea suficiente-
mente pequeño el subconjunto v (x’t) de indicadores parciales será considerado
no-óptimo, en cuyo caso se procederá a identificar una nueva combinación de indi-
cadores parciales.
Es preciso señalar que la correlación existente entre yt y zt depende también del
peso otorgado a cada uno de los indicadores parciales en el agregado así como de las
varianzas individuales. Así, ceteris paribus, cuanto mayor es la diferencia entre los
pesos asignados a los distintos indicadores parciales, mayor es la correlación entre
yt y zt.
En un intento de contemplar la globalidad de la información disponible y tomar
en consideración la interrelación entre los distintos indicadores parciales, se podrían
seleccionar los indicadores parciales sobre la base de un análisis de regresión múlti-
ple, eligiendo aquellas series que son significativas a un determinado nivel de con-
fianza. Sin embargo, este modo de proceder es de difícil implementación: hay un nú-
mero demasiado escaso de grados de libertad, con lo que las estimaciones de
regresión serían alarmantemente imprecisas.
Llegados a este punto, parece razonable afirmar que, teóricamente, –partiendo del
conjunto de indicadores parciales disponibles– se deberían analizar todas y cada una
de las posibles combinaciones existentes19 hasta identificar aquella combinación que
maximiza la correlación con la serie de referencia. No obstante, desde un punto de
vista operativo, si se considera un número n de indicadores parciales relativamente
amplio, resulta poco factible calcular los resultados derivados de todas las combina-
ciones posibles (2n– 1). Sin embargo, sobre la base de los conocidos modelos optimi-
zación con variables binarias20 es posible identificar de forma automática y simulta-
nea la combinación óptima de indicadores parciales, teniendo en cuenta la relación
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19 Algunos autores han utilizado el análisis combinatorio para componer indicadores sintéticos. Véase,
por ejemplo, Trujillo et al. (2001).
20 Véase Léonard y Van Long (1992).
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subyacente que se establece tanto individualmente, entre unos y otros, como conjun-
tamente, con la variable de referencia. 
Así, considerando el método de composición del NBER y sobre la base de los
modelos de optimización, se puede definir una función objetivo de tal manera que se
maximice la correlación existente entre el agregado de referencia, y el agregado, yt,
entendido como una combinación lineal de indicadores parciales. El problema de ma-
ximización se escribe entonces como:
[7]
Donde di es una variable dicotómica que toma el valor 1 en caso que el indicador
parcial xit sea elegido y 0 en caso contrario.
Procediendo de esta forma, es posible identificar aquella combinación de indica-
dores parciales v* (x’t), tal que no es posible encontrar otra v (x’t) que se aproxime me-
jor a la evolución de zt. Es preciso señalar que la combinación considerada óptima de-
pende de la metodología de agregación utilizada, o en otras palabras, de los pesos
asignados a los diferentes indicadores parciales21. Asimismo, los indicadores parcia-
les seleccionados para el periodo T pueden no ser los mismos que para el periodo T’
ya que la combinación considerada óptima puede ir cambiando a medida que se in-
corpora información adicional22. 
3. Aplicación empírica 
Con el objetivo de analizar empíricamente las bondades de la metodología de selec-
ción presentada, en este apartado se exponen los principales resultados que se derivan
de la construcción de un indicador sintético coincidente con la actividad para la eco-
nomía balear, construido a partir de tasas de crecimiento, y se comparan con los que
se obtendrían para el caso en que la selección se hubiera realizado según se procede
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21 No en vano se afirma que para la elaboración de un indicador sintético se requiere tomar dos decisio-
nes interrelacionadas entre sí: la selección de los indicadores parciales –y, por tanto, el nivel de desagre-
gación– y la elección del método de agregación. 
22 De este modo, es posible encontrar un indicador parcial o un conjunto de ellos que, durante un periodo
de tiempo determinado, reflejen aceptablemente la evolución de las tasas de crecimiento de una determi-
nada magnitud económica pero que vayan perdiendo significatividad, debido a cambios estructurales de
la economía. 
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Para realizar este ejercicio, se ha utilizado un conjunto de indicadores parcia-
les (tabla 1)23 con el objetivo de aproximar la evolución del crecimiento trimestral
del VAB balear.24 Dado que los indicadores parciales utilizados no tienen una fre-
cuencia homogénea, ha sido necesario transformar los indicadores con frecuencia
mensual a la trimestral. Adicionalmente, las series temporales han sido objeto de
modelización univariante, con el propósito principal de extraer de ellas la com-
ponente irregular y estacional, además de eliminar la presencia de outliers y corre-
gir los efectos calendario, y así obtener la evolución de su crecimiento subya-
cente25. Respecto a las series de referencia se han escogido dos: el VAB a precios
constantes de FUNCAS y el de la Contabilidad Regional de España (CRE), para
el periodo comprendido entre 1996 y 200426, ambas debidamente trimestrali-
zadas27.
Seleccionando aquellos indicadores parciales que presentan individualmente
un mayor grado de similitud con la serie de referencia correspondiente28, marca-
dos con un asterisco en la tabla 1, y agregándolos de acuerdo con la metodología
NBER29 se obtiene un indicador sintético para cada una de las series de referencia
utilizadas y a los que, de ahora en adelante, denominaremos «indicadores sintéti-
cos convencionales» y denotaremos por ytcon. No obstante, como hemos visto, el
coeficiente simple de correlación constituye una caracterización muy simplificada
a la hora de determinar las series económicas que deben integrar un indicador sin-
tético.
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23 Los indicadores parciales que se presentan en la tabla 1 siguen los criterios anunciados por Zarnowitz
(1992), principalmente, la significación económica, la calidad estadística de la información, la longitud
de las series históricas, la rapidez en la disponibilidad de datos, la frecuencia temporal de los mismos y,
por supuesto, el grado de coherencia entre la evolución del indicador parcial y el componente del VAB
que aproxima. 
24 Elaborar un indicador sintético coincidente trimestral para la economía balear tiene el interés de apro-
ximar la evolución del crecimiento subyacente coyuntural del archipiélago, y además ofrecer una estima-
ción del crecimiento anual con antelación a la cifras ofrecidas por la estadística oficial u otras institucio-
nes.
25 Para la extracción de la señal se debe admitir que las componentes de la serie son estocásticas y, por
tanto, el proceso de generación de los datos de la serie se puede representar a través de un modelo
ARIMA. Para cumplir éste objetivo se ha utilizado el programa SEATS (Signal Extraction in ARIMA
Time Series) y el TRAMO para identificar automáticamente la estructura del modelo que se estima, dise-
ñados por Gómez y Maravall (1996). Una buena descripción del funcionamiento de dichos programas y
de sus ventajas se puede consultar en Revuelta y Lorenzo (1996).
26 Aunque las estimaciones que ofrece la CRE para los últimos años no son ni mucho menos definiti-
vas, en este trabajo se ha decidido usar esta serie. Sin embargo, se podría haber usado el VAB elabo-
rado por otra fuente, o se podría haber estimado cualquier otra magnitud empleando el mismo proce-
dimiento. 
27 Lamentablemente, en España la Contabilidad Regional (CRE), al igual que otras instituciones, como
FUNCAS solo ofrecen estimaciones anuales. Por este motivo, ha sido necesario trimestralizar la serie de
referencia. La literatura ofrece muchos métodos de trimestralización, pero entre los más extendidos e en-
cuentra el de Chow-Lin (1971) que ha sido, precisamente, utilizado en este trabajo.
28 Ad hoc, se eligen todos aquellos indicadores con un nivel de correlación superior a 0,7.
29 En síntesis, se obtienen los pesos asignados a cada uno de los indicadores parciales seleccionados a
partir de [1’]. Posteriormente, se agregan los indicadores aplicando [3] y [4].
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30 Se han seleccionado aquellos indicadores parciales que de mejor manera cumplen los criterios anun-
ciados por (Zarnowitz, 1992). Sin embargo, para el análisis de la coyuntura balear se utilizan muchas
otras series económicas que, por sus características –circunstanciales o permanentes–, no se pueden inte-
grar directamente en un indicador sintético.
Tabla 1. Descripción de los indicadores parciales utilizados y cálculo 














Proyectos industriales visados COAIB 1M - 1988 -0,02** 0,33
Exportaciones reales DTCE 1M - 1993 0,60 0,73*,**
Parados en industria SOIB 1M - 1985 0,77* 0,75*
Parados en construcción SOIB 1M - 1985 0,20 0,74*,**
Parados en servicios SOIB 1M - 1985 0,77*,** 0,65
Parados de larga duración SOIB 1M - 1985 0,42** 0,49
Afiliados asalariados industria TGSS 1M - 1981 0,51 0,91*,**
Afiliados asalariados construcción TGSS 1M - 1981 0,78*,** 0,85*,**
Afiliados asalariados servicios TGSS 1M - 1981 0,66 0,89*,**
Colocaciones a la industria INEM 1M - 1987 0,62 0,39
Colocaciones a la construcción INEM 1M - 1987 0,77* 0,80*,**
Electricidad a la industria GESA 1M - 1991 0,45** -0,24
Electricidad a la construcción GESA 1M - 1991 0,54 0,58
Electricidad a los servicios GESA 1M - 1991 0,59 0,77*,**
Matriculación de vehículos de carga DGT 1M - 1991 0,46 0,84*,**
Matriculación de turismos DGT 1M - 1991 0,25 0,34
Consumo de cemento OFICEMEN 1M - 1987 0,68 0,87*,**
Visados de reforma Mº Fomento 1M - 1992 -0,11** 0,21
Certificaciones final de obra Mº Fomento 1M - 1992 0,56 0,81*,**
Tránsito de aeronaves AENA 1M - 1980 0,70*,** 0,68**
Tránsito aéreo de pasajeros AENA 1M - 1978 0,44 0,61**
Llegadas de turistas internacionales CITTIB 1M - 1980 0,24** 0,37
Número de pernoctaciones en hoteles INE 1M - 1984 0,12 0,79*,**
Gasoil A CLH 1M - 1986 0,46 0,84*,**
Tránsito aéreo de mercancías AENA 1M - 1985 0,57** 0,32
Periodicidad trimestral
Utilización de la capacidad productiva MCT 4T - 1986 -0,23 -0,60
PIB Alemania OCDE 1T - 1992 0,60 0,62
PIB Reino Unido OCDE 1T - 1992 0,45 0,47
Depósitos del sector privado BdE 1T - 1965 -0,22 0,49**
Créditos al sector privado BdE 1T – 1987 0,19 0,50**
* Series integrantes del «indicador sintético convencional».
** Series integrantes del «indicador sintético óptimo».
Fuente: Elaboración propia.
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Por ello, en un intento de considerar también la relación existente entre los distin-
tos indicadores parciales, se ha procedido a aplicar la metodología de selección des-
crita en el apartado anterior e, identificar, así, la combinación óptima de indicadores
parciales. En la tabla 1 se indican, así mismo, con doble asterisco, las series económi-
cas seleccionadas de esta forma. Consecuentemente, sobre la base de la metodología
NBER, se obtiene el indicador sintético «óptimo», ytopt. En los gráficos 1 y 2, se com-
para la evolución de ambos indicadores con las distintas series de referencia, zt.
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Gráfico 1. Evolución del indicador sintético «convencional» y «óptimo» junto con
















Gráfico 2. Evolución del indicador sintético «convencional» y «óptimo» junto con
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Como puede observarse el indicador «óptimo» capta mucho mejor la evolución
cíclica del VAB de la economía balear, mejorando con ello el ajuste obtenido a través
del indicador «convencional». La tabla 2 permite confirmar esta mejora, al comparar
la correlación de cada uno de ellos con la serie de referencia ρ (yt, zt) y el porcentaje
del total de observaciones en las que una aceleración/desaceleración de ambos indi-
cadores sintéticos viene acompañada por una aceleración/desaceleración de la serie
de referencia α (yt, zt).
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ρ (yt, zt) α (yt, zt) EPAM
CRE
Indicador «convencional» 0,86 72% 5,07%
Indicador «óptimo» 0,94 75% 3,74%
FUNCAS
Indicador «convencional» 0,93 74% 4,12%
Indicador «óptimo» 0,96 80% 1,91%
Tabla 2. Análisis comparativo
Fuente: Elaboración propia.
Adicionalmente, cabe la posibilidad de comparar ambos indicadores sobre la base
del Error Porcentual Absoluto Medio (EPAM)31. Para ello, situados en un entorno ex-
post, donde se conocen los valores de las variables exógenas de forma real hasta el
último trimestre de 2004, se procede a medir la diferencia resultante de comparar la
evolución de la serie de referencia con la evolución de ambos indicadores construi-
dos a partir únicamente de la información disponible del agregado hasta el cuarto tri-
mestre de 2002. Los resultados obtenidos sugieren, también en este caso, un mejor
ajuste del indicador sintético «óptimo» 
4. Conclusiones
En este trabajo se ha presentado una técnica que permite seleccionar –de forma auto-
mática y simultanea– el subconjunto de indicadores parciales susceptibles de ser inte-
grados en un sistema de indicadores sintéticos al objeto de obtener el mejor nivel de
ajuste con la serie tomada como referencia. 
Así, la utilización de los modelos de optimización con variables binarias permite,
con un elevado grado de coherencia, ser utilizado bajo el esquema de cualquiera de
las metodologías utilizadas en la literatura para la implementación de un indicador
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sintético, o conjunto de los mismos, lo que en contextos de escasa información re-
sulta especialmente interesante en la medida que se seleccionan no sólo aquellos in-
dicadores parciales que mantienen relación con la serie de referencia (medida por el
nivel de correlación) sino también la relación conjunta que existe entre un determi-
nado subconjunto de los mismos y la serie de referencia.
Adicionalmente, esta metodología puede ser utilizada para la obtención de previ-
siones a corto plazo32. Para ello, es necesario tan sólo disponer de un vector x’t de in-
dicadores adelantados al ciclo económico y establecer, a partir de los mismos, una
cronología de referencia respecto a zt. Así, una vez adelantado el agregado de referen-
cia de acuerdo con el adelanto de los indicadores parciales considerados, se debería
únicamente maximizar ρ (yt–k, zt) para identificar, primero, el subconjunto v* (x’t–k) y,
después, el indicador sintético adelantado ytopt.
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