Softmax* [5] is popular normalization method used in machine learning. Deep learning solutions like Transformer* [15] or BERT* [4] use the softmax function intensively, so it is worthwhile to optimize its performance. This article presents our methodology of optimization and its results applied to softmax. By presenting this methodology, we hope to increase an interest in deep learning optimizations for CPUs. We believe that the optimization process presented here could be transfered to other deep learning frameworks such as TensorFlow* or PyTorch*.
Introduction
Softmax is a function used in classification problems in machine learning models such as AlexNet* [10] , GoogleNet* [14] , or ResNet* [7] , where its execution time is small compared to convolution functions. However, natural language processing (NLP) models published recently use softmax more intensively [17] , and its high computation cost triggered research towards equivalent but computationally cheaper methods such as hierarchical softmax* [11] .
This article presents optimizations and performance improvements of the softmax operation for x86-64 architectures (in particular Intel R Xeon R processors). We focused on inference with a deep attention matching (DAM) model [17] , and for our experiments we used Baidu's PaddlePaddle* deep learning platform [2] . Using the PaddlePaddle built-in profiler we measured that softmax takes 18 percent of the entire execution time of the DAM model 1 ; that is the reason we optimized this functionality. We limited our efforts to single-thread execution, as the usual optimization process starts with exploiting all the capabilities of a single core. Multithread performance improvements are not the topic of the paper and were explored in [9] .
The scope of this work 2 includes: algorithmic improvements (reduce general implementation so it is tailored for inference), profiling (identifing most time consuming fragments of code), using efficient computational libraries (Intel R Math Kernel Library -Intel R MKL -and Intel R Math Kernel Library for Deep Neural Networks -Intel R MKL-DNN -) as well as improving vectorization (analysis of applicability of OpenMP* and manually crafted assembly code for vectorization improvement).
Softmax* theory
Softmax function is an extension of logistic regression that works with multiple classification categories. so f tmax(z j ) = e z j ∑ N i e z i (1) where:
z j = element j of input vector z N = number of elements in a vector z It is often used as a tool to normalize data. Softmax calculates normalized exponential [3] , which is often interpreted as a probability vector z for classification tasks where values z j of vector z are probability distribution over a set of categories.
1.2 Softmax* as implemented in PaddlePaddle* Our starting point was PaddlePaddle's softmax implementation using the popular Eigen* [6] computation library presented at PaddlePaddle does offer a functionality to check the time of execution of operators that were executed. The target CPU used for our work to get performance results of softmax execution was the Intel R Xeon R Platinum 8180 processor. We referred to PaddlePaddle profiling to get the performance status of both softmax and the overall DAM model, while optimizing softmax. The exemplary profiler report from PaddlePaddle for DAM model execution is presented at Figure 2 : 
Algorithmic modifications
By inspecting the implementation code we can see that there is a functionality of ValueClip ( Figure  1 , line 23) . When ValueClip is used, softmax does not produce zero values by assiging a very small floating point constant ,e.g., 10 −60 to a variable that holds zero. This is needed in a situation when there is a logarithmic operation following softmax ,e.g., the cross-entropy loss. A logarithm of 0 is -inf, which will later produce NAN in a training. However, as we are optimizing(speeding up) inference this threshold is not needed as there is no cost function. After removing the mentioned functionality execution time is reduced by 5%
Profiling
Once we analyzed softmax implementation and removed unnecessary elements, we could do profile operations in the softmax operator to find operations that were the most time-consuming. Hotspots were the operations on which we focused our attention because their successful optimization can potentially give the highest performance gains. 1 # i n c l u d e < x 8 6 i n t r i n . h> 2 . . . . We used timestamp counter (TSC), which is a very precise time measuring device for CPUs. Instruction __rdtsc returns the current value of the CPU clock. Our idea was to measure the entire execution time of the operator as well as selected parts of it, so we would know which part took the most time. Having the absolute value when we began modification/optimization let us see whether we were making progress. One note, was that profiling is done on more than one executions of function for more reliable results. Figure 3 presents previously introduced softmax implementation ( Figure 1 ), but with added profiling code (lines: 1, 20, 27, 29, 36-44). After execution finished, profiling told us that over 50% of softmax execution time is spent in the exp part of the function, and sum&div took around 30%. Hence, optimization of e x followed by summing and elementwise division would be our targets.
Performance improvements with Intel R Math Kernel Library (Intel R MKL)
To spare developers the effort of low-level optimizations for the most common mathematical algorithms, a number of libraries have been created that provide optimized implementations of such operations: OpenBLAS* [1] , Eigen [6] , and Intel MKL. PaddlePaddle baseline code uses Eigen which is a fast and elegant library. We used Intel MKL as it provides implementations optimized for x86-64 architectures (in particular Intel Xeon R processors). We replaced exponential computations and elementwise division with BLAS functions provided by Intel MKL, and the remaining Eigen code was replaced with a hand crafted implementation[see Figure 4 ]. Performance improvement was around 2X.
Autovectorization with OpenMP
Our next step was to improve the code that was not replaced with Intel MKL. We optimized the following operations: We took advantage of the OpenMP simd reduction clause [12] that was introduced in OpenMP 4.0 and is available in ICC and GCC (from version 4.9). OpenMP simd is a compiler hint (directive instructing compiler how to process input source code) that can be viewed as a way to provide additional details on an implementation and reduction mechanism so a compiler can more effectively vectorize the code [8] .
Elementwise subtraction
We inspected the generated assembly of the three operations 3 previously mentioned and found that elementwise subtraction is already vectorized. No further improvements to the subtraction code was needed.
Summing up elements
We found that OpenMP simd [12] by itself (hints to loops vectorization) did not provide much of a performance boost, as compilers were able to vectorize code without additional information passed via openmp simd. It may result in code size reduction as the compiler did not have to generate multiple implementations of code, when some hints were provided. However, OpenMP simd followed by the reduction clause [12] asks the compiler to change sequential addition to vectorized computation of partial sums, followed by accumulation of partial sums. Figure 5 presents the original assembly of the summing procedure, as generated by the compiler. It can appear that although the Intel R Advanced Vector Extensions (Intel R AVX) instruction set is used (e.g. vaddss is used) it does not operate on 128/256 bit words; it just sequentially adds 32-bit words.
Code in Figure 6 (line 28) contains a modification we introduced. By marking the loop in the line below with pragma omp simd reduction, we gave a hint to the compiler that reduction on variable sum can be safely vectorized, and each partial sum can be computed in parallel using Intel AVX instructions. We inspected the generated assembly (see Figure 10 ) to check that introduced modification produced the expected vectorization. 4 This optimization brought an additional 5% reduction in execution time.
Although there was a performance improvement, we did not use it in PaddlePaddle. Summing e z i is an operation that sums positive values, and Intel MKL already provides such an operation, cblas_sasum, which sums absolute values of elements. The advantage of using Intel MKL's sasum is that OpenMP pragmas support is present in the recent generation of compilers. In production environments some old compilers like MSVC and GCC 4.8 are still used, so when using Intel R 
Finding maximal value in an array of elements
We applied openmp simd reduction(max:) for searching maximal value in the softmax operator, but despite asking the compiler for max reduction the generated code was not vectorized 6 . This was because OpenMP simd support varies across compilers ( we used GCC 5.4) and not all compilers fully support it. Hence, not having it autovectorized, as suggested by openmp simd reduction max, we implemented max value search directly, using assembly language (see 2.5).
Vectorization with SIMD instructions
As we have shown here, compiler autovectorization capabilities, when used carefully, can bring visible performance improvements. However, that is not always the case because code generated by the compiler's autovectorizer can turn out to be suboptimal, and the only option is to implement an algorithm manually with SIMD instructions (Intel R AVX, Intel R Advanced Vector Extensions 2 -Intel R AVX2, and Intel R Advanced Vector Extensions 512 -Intel R AVX512). Performance-critical functionality may benefit significantly when implemented manually in assembly, in particular when vector instructions need to be used. Assembly implementation of max value search was implemented with the help of Xbyak* [13] project. Xbyak is a JIT assembler that generates assembly code at runtime. JIT functionality suits deep learning use cases very well, as declared models (description of neural network) are usually not modified during their execution (inference, training). Hence, we could generate assembly after the model was defined and we could have assembly code suited for a neural network model. In particular, we could have different assembly code for different batch sizes.
The manually crafted assembly code for finding maximal value in an array is presented at Figure  12 . Due to the introduction of a manually crafted assembler, the max finding function is around 3X faster than our reference code. As the percentage of time spent executing max function is small compared to the computation of exponential function e x , its performance impact on softmax is small. Softmax, after implementing max finding value in Xbyak, is on average 3% faster. That amount may seem small, but for data centers that are constantly executing deep learning workloads, even a 3% improvement can account for a significant savings in energy and time.
Portability and maintainability problems are the main disadvantages of using assembly language for performance optimizations. Assembly code is not portable among different architectures, and it is more difficult to maintain than the implementations written in higher-level languages. In general, if possible, we recommend using existing softmax implementations like those provided by Intel MKL-DNN, and implementing critical operations with assembly language only when they are not available in Intel MKL-DNN or other fast computational libraries.
Limits of optimizations
When working on optimizing the code we wanted to know whether there was any room for improvement in execution time. We needed a measure of how close the actual performance of softmax came to platform maximal capabilities. There are two limitations to improving performance on any given hardware platform:
• memory-bound limit
• computation-bound limit
Those two limitations and the kernel's operational intensity are the foundation for the Roofline model [16] , which is often used for estimation whether further performance optimizations are possible. The application of Roofline model is out of scope of this document and was not used during the work discussed here. When working on softmax optimization in the context of a DAM model, we experimented by replacing softmax computation a with memory copying routine, memcpy. Memcpy is usually well-optimized (often written manually using vector instructions) so the speed of execution of memcpy is limited by memory throughput. Softmax takes some input buffer and writes its result to output buffer. Both buffers are of the same size; hence, memcpy can be used to replace softmax computation. We knew that comparing of both execution times (actual softmax implementation and memcpy) could give us an idea of whether investing more effort in optimizing the softmax implementation. If the softmax execution time were close to memcpy then the algorithm is bound by maximal memory throughput and we wouldn't get better performance in a given execution environment. Using memcpy we initially verified that baseline (not fully vectorized) implementation is far from being memory-bound (see Figure 8 ). On the basis of that result we concluded that performance could be increased by better utilizing the computing resources of processor, namely by introducing effective Intel MKL implementations and more effective vectorization.
3 Performance evaluation Figure 8 shows that the softmax execution in the DAM model was 2X faster than the original implementation. This optimization impacted the performance of the entire DAM model and improved it by over 15% (Figure 9 ). 
Conclusion and further work
We presented the methods we used to optimize softmax as well as the performance gained by applying this methodology. From profiling information, we observed that exponential functions execution take up significant time. In exchange for some slight computational inaccuracy,performance can be improved through computationally cheaper execution approximation functions. Applying a Roofline model to softmax implementations is another way to estimate how much performance can potentially be improved. With optimized implementation far away from memory throughput limitation, it would be beneficial to use the Intel AVX-512 instruction set to manually implement the entire softmax operator. Knowing that softmax is a popular deep learning primitive, we upstreamed 7 our optimizations to the Intel MKL-DNN library. 
