Fukaya A_\infty structures associated to Lefschetz fibrations. II by Seidel, Paul
Fukaya A∞-structures associated to
Lefschetz fibrations. II
Paul Seidel
Abstract. Consider the Fukaya category associated to a Lefschetz fibration. It turns out
that the Floer cohomology of the monodromy around∞ gives rise to natural transforma-
tions from the Serre functor to the identity functor, in that category. We pay particular
attention to the implications of that idea for Lefschetz pencils.
1. Introduction
This paper is part of an investigation of the Floer-theoretic structures arising from Lefschetz
fibrations. Its purpose is to introduce a new piece of that puzzle; and also, to set up a wider
algebraic framework into which that piece should (conjecturally) fit, centered on a notion of
noncommutative pencil.
(1a) Symplectic geometry. It is well-known that there is a version of the Fukaya category
tailored to a Lefschetz fibration (the idea is originally due to Kontsevich). In [44], it was
pointed out that these categories always come with some added structure: a distinguished
natural transformation from the Serre functor to the identity functor (see [41, 8, 45, 2] for
related theoretical developments, and [31, 32, 3] for applications). Concretely, let’s fix a
symplectic Lefschetz fibration
(1.1) pi : E2n −→ C
with fibre M2n−2. For technical simplicity, we will impose an exactness condition on the
symplectic form, hence assume that the fibre is a Liouville domain. Choose a basis of
Lefschetz thimbles, and let A be the associated (directed) Fukaya A∞-algebra, defined over
a coefficient field K. In general, A is Z/2-graded, and this lifts to a Z-grading if c1(E) = 0.
Natural transformations of degree n from the Serre functor to the identity functor (in the
triangulated envelope, or equivalently derived A∞-category, of A) can be described as maps
of A∞-bimodules
(1.2) A∨[−n] −→ A.
Here A is the diagonal bimodule; and A∨ is its dual, to which we have applied an upwards
shift by n. To be more precise, A∞-bimodules form a dg category, denoted here by [A,A].
By a bimodule map (1.2), we mean an element of
(1.3) H0(hom [A,A](A
∨[−n],A)) ∼= Hn(hom [A,A](A∨,A)).
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In these terms, the story so far can be summarized as:
Lemma 1.1. A always comes with a distinguished element of (1.3), denoted here by ρ.
The definition in [45] uses the geometry and Floer cohomology of Lefschetz thimbles in E.
However, there is another description (equivalent up to automorphisms of A∨), in terms of
the functor fromA to the standard Fukaya category F(M) of the fibre (this second description
was the one originally proposed in [44]; the relation between the two is [45, Corollary 7.1]).
The specific contribution of this paper is to introduce another geometric source of maps
(1.2). This uses fixed point Floer cohomology for symplectic automorphisms φ of M (which
are exact and equal the identity near the boundary). To define it, we make an auxiliary
choice of perturbation, by the time  map of the Reeb flow near the boundary, and write the
outcome as HF ∗(φ, ) (for small ||, this appears in [39, 33]; for the general case, see [54] or
the exposition in the body of this paper).
Theorem 1.2. Let µ : M →M be the monodromy of the Lefschetz fibration around a large
circle. For sufficiently small  > 0, there is a canonical map
(1.4) HF ∗+2(µ, ) −→ H∗(hom [A,A](A∨[−n],A)).
This is the outcome of a Floer cohomology computation in E which follows [33], together
with an application of a suitable open-closed string map, similar to those in [1]. Generally,
both sides of (1.4) are Z/2-graded; when c1(E) = 0, this lifts to Z-gradings, and the map
between them will respect those gradings.
An important special class of Lefschetz fibrations comes from anticanonical Lefschetz pencils:
by which we mean, on a monotone closed symplectic manifold Ecl , a symplectic Lefschetz
pencil of hypersurfaces representing the first Chern class. One obtains E from Ecl by re-
moving a suitable neighbourhood of one such hypersurface; hence, c1(E) = 0 always holds
in this case. The Reeb flow on ∂M is periodic (say with period 1), and the monodromy is
the boundary twist associated to that periodic flow:
(1.5) µ = τ∂M .
This satisfies
(1.6) HF ∗+2(τ∂M , ) ∼=
{
H∗(M,∂M)  ∈ (0, 1),
H∗(M)  ∈ (1, 2).
Theorem 1.2 applies only to the first case of (1.6). However, by a more precise analysis, one
can show that in the second case, an analogue of the map (1.4) can be defined in the lowest
degree ∗ = 0. Hence, the element of HF 2(τ∂M , ),  ∈ (1, 2), corresponding to 1 ∈ H0(M)
still gives rise to a map (1.3), which we denote by σ. We summarize the consequence:
Theorem 1.3. For a Lefschetz fibration arising from an anticanonical Lefschetz pencil,
there is a distinguished pair (ρ, σ) of maps (1.2) (obtained, respectively, by Lemma 1.1, and
a modified version of the argument from Theorem 1.2).
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Remark 1.4. More generally, one can consider a Lefschetz pencil such that c1(E
cl) is
(1 + m) times the class of the hypersurfaces in the pencil, for some m ∈ Z. One then still
has c1(E) = 0, but the appropriate generalization of (1.6) is
(1.7) HF ∗+2(τ∂M , ) ∼=
{
H∗+2m(M,∂M)  ∈ (0, 1),
H∗+2m(M)  ∈ (1, 2).
While ρ still has degree 0, our construction now leads to a σ which has degree −2m.
(1b) Noncommutative geometry. The starting point for our algebraic framework is the
notion of noncommutative divisor. While the terminology is new, the concept already ap-
peared in [41], and a version was considered in [45, 27]. The last two references include a
cyclic symmetry condition, which corresponds more specifically to a noncommutative anti-
canonical divisor (see Remark 2.11); we have chosen not to impose that condition here, for
the sake of simplicity.
While precise definitions will be given later on, it makes sense to give an outline now. Let
A be an A∞-algebra. A noncommutative divisor on A consists of an A∞-bimodule P which
is invertible (with respect to tensor product), together with an A∞-algebra structure on
(1.8) B = A⊕ P[1],
which extends the given one on A as well as the A-bimodule structure of P. If one then
considers B as an A-bimodule, it fits into a short exact sequence
(1.9) 0→ A −→ B −→ P[1]→ 0.
As boundary homomorphism of that sequence, one gets a bimodule map θ : P→ A, which we
call the section associated to the noncommutative divisor. We extend the algebro-geometric
language to related structures:
(1.10)

(i) The A∞-algebra B is thought of as describing the divisor by itself (inde-
pendently of its relationship with the ambient space A).
(ii) There is a localization process, in which one makes θ invertible by passing
to a quotient A∞-algebra. We consider this to be the abstract analogue
of taking the complement of the divisor (see [41, Section 1] for an expla-
nation), and write the outcome accordingly as A \B. This depends only
on the section associated to the divisor.
Generalizing the previous concept, we will introduce noncommutative pencils. As in classical
algebraic geometry, such a pencil has an associated pair of bimodule maps (sections, in our
geometrically inspired terminology)
(1.11) ρ, σ : P −→ A.
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This leads to enhancements of the previously described constructions:
(1.12)

(i) A noncommutative pencil determines a family of noncommutative divi-
sors, parametrized by z ∈ P1 = K ∪ {∞}. The sections associated to
those divisors are (at least up to a scalar multiple)
θz = σ + zρ for z ∈ K,
θ∞ = ρ.
In particular, one gets an A∞-algebra B∞. More interestingly, one can
work with varying z. For instance, taking z = 1/q, where q is a formal
variable, leads to a formal deformation of B∞, which we denote by Bˆ∞.
(ii) A\B∞ also acquires a distinguished (curved) formal deformation, whose
deformation parameter has degree 2. Let’s call this the noncommutative
Landau-Ginzburg model, and denote it by LG.
Remark 1.5. This by no means exhausts the noncommutative geometry structures which
arise in this context. For one thing, from a purely algebraic perspective, there is no particular
reason to single out the point z =∞, which means that there are more general versions of the
constructions listed above. Two other notions, the graph and base locus of a noncommutative
pencil, will be mentioned briefly in Remark 2.15. Different kinds of algebraic structures,
notably ones involving Hochschild and cyclic homology (such as, the Gauß-Manin connection
for the periodic cyclic homology of the fibres of the noncommutative pencil), are entirely
beyond the scope of our discussion.
(1c) Speculations. The A∞-algebra A associated to a Lefschetz fibration comes with a
natural structure of a noncommutative divisor, with associated bimodule
(1.13) P = A∨[−n].
The algebraic constructions introduced above have the following meaning:
(1.14)

(i) The divisor by itself, B, is the full subcategory of F(M) consisting of the
vanishing cycles in our basis. In fact, this is how the noncommutative
divisor was constructed in [44, 41], by identifying A with the directed
A∞-subcategory of B.
(ii) The complement of the divisor, A \ B, yields a full subcategory of the
wrapped Fukaya category of the total space, W(E). This is the main
result of [2].
We will now propose a continuation of this line of thought, to the point where it can include
Theorem 1.3. In spite of its tentative nature, this direction seems worth while exploring,
because of the potential implications for symplectic geometry and mirror symmetry.
Conjecture 1.6. Take an exact symplectic Lefschetz fibration coming from an anticanonical
Lefschetz pencil. Then, the A∞-algebra A carries a canonical structure of a noncommutative
pencil, satisfying (1.13), whose associated sections are those described in Theorem 1.3.
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The appeal of the noncommutative pencil structure in this context is that it can serve as an
intermediate object between various other Fukaya A∞-structures. Consider:
(1.15)

(i) B∞ should be a full subcategory of F(M) (formally, this is the same
statement as in (1.14)(i); but the level of difficulty of proving it depends
on how one would go about constructing the noncommutative pencil
structure). Now, M admits a natural closure Mcl , obtained by gluing
in a disc bundle over the base locus of the original pencil. Associated
to that is the relative Fukaya category [40, 48, 50], which is a formal
deformation of F(M). More generally, one can modify the deformation
by including a suitable bulk term, as in [20]. The conjecture is that,
for a specific choice of bulk term, and after a change in the deformation
parameter, this deformation is Bˆ∞. This is made more precise in [47].
(ii) E itself embeds into a closed manifold Ecl , the manifold on which the
original Lefschetz pencil was defined. This leads to another relative
Fukaya category, but where now (because of monotonicity) the defor-
mation parameter has degree 2. At least on the basis of formal analogy,
one expects this to be related (by a cohomologically full embedding) to
the Landau-Ginzburg category LG from (1.12)(ii).
Remark 1.7. We have limited ourselves to anticanonical Lefschetz pencils (the setup of
Theorem 1.3) for the sake of concreteness, but other cases are also of interest. For instance,
along the same lines as in Conjecture 1.6, the situation from Remark 1.4 should lead to a
Z/2m-graded noncommutative pencil. The residual information given by the Z-grading of A
means that this pencil is homogeneous with respect to a circle action on P1 of weight 2m.
(1d) Homological Mirror Symmetry. The mirror (B-model) counterpart of Conjecture
1.6 is far more straightforward, and amounts to embedding ordinary algebraic geometry into
its noncommutative cousin. Suppose that we have a smooth algebraic variety A, a line bundle
P on it, and a section t ∈ Γ(A,P−1) of its dual. Let A be an A∞-algebra underlying the
bounded derived category DbCoh(A). Then, P gives rise to an invertible bimodule P, and t
to a bimodule map θ : P→ A. In fact, there is a noncommutative divisor structure on A of
which θ is part. This fits in with mirror symmetry in the formulation of [5], where the crucial
ingredient is a choice of anticanonical divisor (see [41, Section 6], where the connection is
made explicit in a simple example). Similarly, suppose that for A and P as before, we have
two elements of Γ(A,P−1); this yields the structure of a noncommutative pencil on A.
Homological Mirror Symmetry can now be thought of as operating on the level of pencils,
schematically like this:
(1.16)
Symplectic
geometry
(A-model)
Symplectic
pencil
−→
Homological algebra
(Noncommutative geometry)
Noncommutative pencil
←−
Algebraic
geometry
(B-model)
Algebraic
pencil
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As a consequence, one gets a unified approach to the associated equivalences of categories.
By (1.15)(ii), this picture includes counts of holomorphic discs, following the model of [5].
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project. Mohammed Abouzaid and Maxim Kontsevich provided very valuable comments
about (1.15)(i), which are reflected in its current formulation. The definition (2.75) was
suggested by Ludmil Katzarkov. I am grateful to the anonymous referee for keeping me on
the straight and narrow. Partial support was provided by: NSF grant DMS-1005288; the
Simons Foundation, through a Simons Investigator award; and the Radcliffe Institute for
Advanced Study at Harvard University, through a Radcliffe Fellowship. I would also like to
thank Boston College, where the first version of this paper was written, for its hospitality.
2. Homological algebra
This section is of an elementary algebraic nature. To make the exposition more self-
contained, we recall the relation between Hochschild homology and bimodule maps. We
then discuss noncommutative divisors, largely following [41, Section 3] except for the termi-
nology. Finally, we adapt the same ideas to noncommutative pencils.
(2a) A∞-bimodules. Let A be a graded vector space over a field K. We denote by T (A[1])
the tensor algebra over the (downwards) shifted space A[1]. The structure of an A∞-algebra
on A is given by a map
(2.1) µA : T (A[1]) −→ A[2],
which vanishes on the constants K ⊂ T (A[1]). The components of (2.1) are operations
µdA : A
⊗d → A[2−d] (for d ≥ 1). We will assume that A is strictly unital, denoting the unit
by eA, and write A¯ = A/K eA.
An A∞-bimodule over A consists of a graded vector space P and a map
(2.2) µP : T (A[1])⊗ P⊗ T (A[1]) −→ P[1],
whose components we write as µs;1;rP : A
⊗s ⊗ P⊗A⊗r → P[1−r−s] (for r, s ≥ 0). All A∞-
bimodules will be assumed to be strictly unital. A basic example is the diagonal bimodule
P = A, which has
(2.3) µs;1;rA (a
′
s, . . . , a
′
1; a; ar, . . . , a1) = (−1)‖a1‖+···+‖ar‖+1µr+1+sA (a′s, . . . , a′1, a, ar, . . . , a1).
Here and later on, ‖a‖ = |a| − 1 stands for the reduced degree. A∞-bimodules over A form
a dg category, which we denote by [A,A]. An element of hom [A,A](P,Q) of degree d is given
by a map
(2.4) φ : T (A[1])⊗ P⊗ T (A[1]) −→ Q[d],
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which factors through the projection to T (A¯[1]) on both sides. We denote the components
of (2.4) again by φs;1;r. The cocycles in hom [A,A](P,Q) are solutions of
(2.5) ∑
i,j
(−1)|φ|(‖a1‖+···+‖ai‖) µs−j;1;iQ (a′s, . . . ;φj;1;r−i(a′j , . . . , a′1; p; ar, . . . , ai+1); . . . , a1)
=
∑
i,j
(−1)|φ|+‖a1‖+···+‖ai‖ φs−j;1;i(a′s, . . . ;µj;1;r−iP (a′j , . . . , a′1; p; ar, . . . , ai+1); . . . , a1)
+
∑
i,j
(−1)|φ|+‖a1‖+···+‖ai‖ φs;1;r−j+1(a′s, . . . ; p; ar, . . . , µjA(ai+j , . . . , ai+1), . . . , a1)
+
∑
i,j
(−1)|φ|+‖a1‖+···+‖ar‖+|p|+‖a′1‖+···+‖a′i‖φs−j+1;1;r(a′s, . . . ,
µjA(a
′
i+j , . . . , a
′
i+1), . . . ; p; ar, . . . , a1).
For instance, the identity endomorphism idP has only one nonzero component, id
0;1;0
P (p) = p.
To relate these structures to their (classical) cohomology level counterparts, on equips H(A)
with the graded associative algebra structure given by
(2.6) [a2] · [a1] = (−1)|a1|[µ2A(a2, a1)],
and makes H(P) into a graded bimodule over this algebra by setting
(2.7)
[a′] · [p] = −(−1)|p|[µ1;1;0P (a′; p)],
[p] · [a] = [µ0;1;1P (p; a)].
If φ : P→ Q is as in (2.5), the associated cohomology level bimodule map is
(2.8)
H(φ) : H∗(P) −→ H∗+|φ|(Q),
[p] 7−→ (−1)|φ| |p|[φ0;1;0(p)].
Conventions 2.1. Our sign conventions for A∞-algebras follow [43]. The sign conventions
for A∞-bimodules follow [41] except that, for greater compatibility with [43], we reverse the
ordering of the entries. This applies in particular to (2.5), which agrees with [41] up to
ordering (but differs from the convention for A∞-modules in [43]).
The following observation may help address some sign issues. Given any A∞-bimodule struc-
ture, the sign change
(2.9)
µs;1;rP (a
′
s, . . . , a
′
1; p; ar, . . . , a1) 7−→
(−1)‖a1‖+···+‖ar‖+‖a′1‖+···+‖a′s‖+1µs;1;rP (a′s, . . . , a′1; p; ar, . . . , a1)
yields another A∞-bimodule structure. The two structures are generally distinct, but isomor-
phic (by an isomorphism that acts by ±1 on each graded piece). Hence, whenever we define
some construction of A∞-bimodules, there are potentially at least two equivalent versions,
which differ by (2.9).
We need to recall a few specific operations on A∞-bimodules:
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• The shifted space P[1] becomes an A∞-bimodule, with
(2.10) µs;1;r
P[1] (a
′
s, . . . , a
′
1; p; ar, . . . , a1) = (−1)‖a1‖+···+‖ar‖+1µs;1;rP (a′s, . . . , a′1; p; ar, . . . , a1).
• The dual is P∨ = Hom(P,K), with
(2.11) 〈µs;1;rP∨ (as, . . . , a1;pi; a′r, . . . , a′1), p〉 = (−1)|p|+1〈pi, µr;1;sP (a′r, . . . , a′1; p; as, . . . , a1)〉.
• Given two A∞-bimodules Q and P, one defines the tensor product Q⊗A P to be the
graded vector space Q⊗ T (A¯[1])⊗ P, with the differential
(2.12)
µ0;1;0Q⊗AP(q ⊗ a′t ⊗ · · · ⊗ a′1 ⊗ p) =∑
i
(−1)|p|+‖a′1‖+···+‖a′i‖µ0;1;t−iQ (q; a′t, . . . , a′i+1)⊗ · · · ⊗ a′1 ⊗ p
+
∑
i,j
(−1)|p|+‖a′1‖+···+‖a′i‖q ⊗ a′t ⊗ · · · ⊗ µjA(a′i+j , . . . , a′i+1)⊗ · · · ⊗ a′1 ⊗ p
+
∑
i
q ⊗ a′t ⊗ · · · ⊗ µi;1;0P (a′i, . . . , a′1; p);
the operations (for r > 0 or s > 0)
(2.13)
µs;1;0Q⊗AP(a
′′
s , . . . , a
′′
1 ; q ⊗ a′t ⊗ · · · ⊗ a′1 ⊗ p) =∑
i
(−1)|p|+‖a′1‖+···+‖a′i‖µs;1;t−iQ (a′′s , . . . , a′′1 ; q; a′t, . . . , a′i+1)⊗ · · · ⊗ a′1 ⊗ p,
µ0;1;rQ⊗AP(q ⊗ a′t ⊗ · · · ⊗ a′1 ⊗ p; ar, . . . , a1) =∑
i
q ⊗ a′t ⊗ · · · ⊗ µi;1;rP (a′i, . . . , a′1; p; ar, . . . , a1);
and with µs;1;rQ⊗AP = 0 if both r and s are positive.
Tensor product with the diagonal bimodule is essentially a trivial operation. More precisely,
there are canonical quasi-isomorphisms [41, Eqn. (2.21)–(2.24)]
(2.14) A⊗A P ' P ' P⊗A A.
For arbitrary A-bimodules P, Q, R, there are canonical isomorphisms
hom [A,A](P,Q
∨) ∼= hom [A,A](Q,P∨),(2.15)
hom [A,A](P⊗A Q,R∨) ∼= hom [A,A](Q⊗A R,P∨) ∼= hom [A,A](R⊗A P,Q∨).(2.16)
As an application of (2.14) and (2.16), one gets
hom [A,A](P
∨,P∨) ' hom [A,A](A⊗A P∨,P∨) ∼= hom [A,A](P∨ ⊗A P,A∨),(2.17)
hom [A,A](P
∨,P∨) ' hom [A,A](P∨ ⊗A A,P∨) ∼= hom [A,A](P⊗A P∨,A∨).(2.18)
By starting with idP∨ and going through (2.17), (2.18), one obtains canonical maps
λleft : P
∨ ⊗A P −→ A∨,(2.19)
λright : P⊗A P∨ −→ A∨.(2.20)
There are explicit formulae for (2.14)–(2.20), but we prefer to omit them. For more founda-
tional material on A∞-bimodules, see [53, 28, 26, 29, 41].
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(2b) Invertible bimodules. A bimodule P is called invertible if there is another bimodule
P−1 and quasi-isomorphisms
(2.21) P−1 ⊗A P ' A ' P⊗A P−1.
In that case, taking the tensor product with P (on objects, and the tensor product with
idP on morphisms) is an automorphism, or more rigorously a quasi-equivalence, of the dg
category [A,A].
Lemma 2.2. If P is invertible, λleft and λright are quasi-isomorphisms.
Proof. Consider the chain of quasi-isomorphisms
(2.22)
hom [A,A](Q,P
∨) ' hom [A,A](A⊗A Q,P∨)
∼= hom [A,A](Q⊗A P,A∨) ' hom [A,A](Q,A∨ ⊗A P−1).
This is functorial in Q, hence (by the Yoneda Lemma) arises from a quasi-isomorphism
(2.23) P∨ ' A∨ ⊗A P−1.
More concretely, one obtains that quasi-isomorphism by setting Q = P∨ in (2.22), and then
taking the identity in the leftmost morphism group. By comparing this with (2.17), one sees
that the quasi-isomorphism is in fact λleft ⊗A idP−1 . By tensoring with idP, it follows that
λleft itself is a quasi-isomorphism. The other case is similar. 
Note that, by combining (2.23) with its counterpart for P−1 ⊗A A∨, we can get a canonical
quasi-isomorphism (for invertible P)
(2.24) A∨ ⊗A P−1 ' P−1 ⊗A A∨.
(2c) Hochschild homology. The Hochschild homology of A with coefficients in a bimodule
P, written as HH ∗(A,P), is the homology of CC ∗(A,P) = T (A¯[1])⊗ P, with differential
(2.25)
∂(ad ⊗ · · · ⊗ a1 ⊗ p) =
∑
i,j
(−1)|p|+‖a1‖+···+‖ai‖ad ⊗ · · · ⊗ µjA(ai+j , . . . , ai+1)⊗ · · · ⊗ a1 ⊗ p
+
∑
i,j
(−1)∗ad−i ⊗ · · · ⊗ µj;1;iP (aj , . . . , a1; p; ad, . . . , ad−i+1),
where ∗ = (‖ad−i+1‖+· · ·+‖ad‖)(|p|+‖a1‖+· · ·+‖ad−i‖). In spite of the subscript notation,
the grading on CC ∗(A,P) is cohomological, meaning that ∂ has degree 1.
There is a canonical isomorphism
(2.26) CC ∗(A,Q⊗A P)∨ ∼= hom [A,A](P,Q∨).
In particular,
(2.27) CC ∗(A,P)∨ ' hom [A,A](A,P∨).
By spelling out (2.27), one obtains the following:
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Lemma 2.3. Suppose that we have a cocycle ξ ∈ CC 0(A,P)∨, whose constant term ξ0 ∈ P∨
has the property that
(2.28)
H∗(A) −→ H∗(P)∨,
[a] 7−→ [ξ0(µ1;1;0P (a; ·))]
is an isomorphism. Then, under (2.27), ξ gives rise to a quasi-isomorphism A ' P∨.
If A is proper (has finite-dimensional cohomology), the natural map A→ (A∨)∨ is a quasi-
isomorphism. In that case, (2.26) implies that
(2.29) hom [A,A](P,A) ' CC ∗(A,A∨ ⊗A P)∨.
Hochschild homology is cyclically invariant, which means that there is a canonical isomor-
phism of chain complexes
(2.30) CC ∗(A,Q⊗A P) ∼= CC ∗(A,P⊗A Q).
The dual of this isomorphism, using (2.26), is (2.15). Similarly, (2.30) implies that
(2.31) CC ∗(A,R⊗A Q⊗A P) ∼= CC ∗(A,P⊗A R⊗A Q),
and the dual of that is (2.16). One can apply the same idea to the tensor powers of a single
bimodule, leading to an action of the cyclic group Z/i on CC ∗(A,P⊗Ai). By applying (2.29),
one gets a Z/i-action on H∗(hom [A,A]((A∨)⊗Ai−1,A)), assuming that A is proper.
(2d) Hochschild cohomology. Even though we have emphasized Hochschild homology, it
makes sense to also mention the Hochschild cohomology HH ∗(A,P), whose underlying chain
complex is CC ∗(A,P) = Hom(T (A¯[1]),P). It is well-known that
(2.32) CC ∗(A,P) ' hom [A,A](A,P).
One can interpret (2.27) and Lemma 2.3 in those terms, given that
(2.33) CC ∗(A,P)∨ = CC ∗(A,P∨).
There is another, less straightforward, connection between the two Hochschild theories.
Namely, suppose that A is proper and homologically smooth, in which case A∨ is always
invertible (see e.g. [51, Theorem 4.5]). Then (see e.g. [26, Remark 8.2.4])
(2.34) CC ∗(A,P) ' hom [A,A]((A∨)−1,P) ' CC ∗(A,A∨ ⊗A P)
If one specializes this to P = A, the outcome is a quasi-isomorphism between CC ∗(A,A) and
its dual, which gives rise to a nondegenerate pairing on HH ∗(A,A) (see [51] for an extended
discussion).
(2e) Self-conjugation. Fix an invertible bimodule P, and some i ≥ 1. We define an
endomorphism of hom [A,A](P
⊗Ai,A), unique up to chain homotopy, through the homotopy
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commutative diagram
(2.35)
hom [A,A](P
⊗Ai,A)
idP⊗A· '

// hom [A,A](P
⊗Ai,A)
·⊗AidP'

hom [A,A](P
⊗Ai+1,P⊗A A) ' // hom [A,A](P⊗Ai+1,P) hom [A,A](P⊗Ai+1,A⊗A P).'oo
Again up to homotopy, these maps are compatible with the ring structure induced by the
tensor product
(2.36)
hom [A,A](P
⊗Aj ,A)⊗ hom [A,A](P⊗Ai,A) −→ hom [A,A](P⊗Ai+j ,A⊗A A)
'−→ hom [A,A](P⊗Ai+j ,A).
We call the induced cohomology automorphisms self-conjugation maps, and denote them by
(2.37) Ki !! H∗(hom [A,A](P⊗Ai,A)).
Example 2.4. Let A = Λ∗(K) be the exterior algebra in one variable (denoted by x, and
given degree 1). Given any λ ∈ K×, one has an invertible A-bimodule Pλ, whose underlying
graded vector space is the same as A, but where the action of x on the right is multiplied
by λ (while that on the left remains the same). Consider the bimodule map (of degree 1)
t : Pλ → A which sends 1 to x. Then
(2.38)
Pλ ⊗A Pλ
t⊗AidPλ−−−−−−→ A⊗A Pλ ∼= Pλ maps 1⊗ 1 7→ x,
Pλ ⊗A Pλ
idPλ⊗At−−−−−−→ Pλ ⊗A A ∼= Pλ maps 1⊗ 1 7→ λx.
This translates straightforwardly into the A∞-world, and provides an example where (2.37),
for i = 1, is not the identity.
For any invertible bimodule P, there is a homotopy commutative diagram
(2.39) hom [A,A](A
∨,A∨ ⊗A P−1)
(2.24)

hom [A,A](A,P
−1)
idA∨⊗A·oo
·⊗AidP

hom [A,A](A
∨,P∨)
jj
tt
hom [A,A](P,A)
dualizeoo
hom [A,A](A
∨,P−1 ⊗A A∨) hom [A,A](A,P−1)·⊗AidA∨
oo
idP⊗A·
OO
The diagonal arrows are (2.23) and its counterpart; hence, the left triangle in the diagram
commutes by definition of (2.24). Proving the commutativity of the remaining parts requires
one to go back to (2.22), and we will not explain the details here. Going vertically down
the right column of (2.39) gives an automorphism of H∗(hom [A,A](A,P−1)), which is a form
of K1. Suppose that A
∨ is an invertible bimodule. Then, by going around the diagram
the other way, we get another description of that automorphism, which now involves the
interaction of P and A∨.
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Example 2.5. Suppose that A is weakly Calabi-Yau of dimension n, by which we mean that
it comes with a quasi-isomorphism
(2.40) A∨[−n] ' A.
By inserting that quasi-isomorphism on both sides of (2.24), one gets a distinguished au-
tomorphism of P−1 (and correspondingly of P), which describes the failure of the tensor
product with that bimodule to be compatible with the Calabi-Yau structure. It then follows
from (2.39) that K1 is the composition with that automorphism. This agrees with Example
2.4.
Lemma 2.6. Suppose that A is proper. Suppose also that A∨ is invertible (which holds if
A is smooth). Then, the generator of the Z/(i + 1)-action on H∗(hom [A,A]((A∨)⊗Ai,A))
equals the self-conjugation map Ki, for the bimodule A
∨.
We will only explain the counterpart of this in classical algebra. Given a finite-dimensional
algebra A, a bimodule map
(2.41) (A∨)⊗Ai −→ A
is given by an element
(2.42)
∑
j
aji+1 ⊗ · · · ⊗ aj1 ∈ A⊗Ki+1
satisfying the equation
(2.43)
∑
j
aji+1a⊗ aji ⊗ · · · ⊗ aj1 =
∑
j
aji+1 ⊗ aaji ⊗ · · · ⊗ aj1
for a ∈ A, as well as all its cyclic permutations. The bimodule map associated to (2.42) is
(2.44) α1 ⊗ · · · ⊗ αi 7−→
∑
j
α1(a
j
1) · · ·αi(aji )aji+1 ∈ A.
If one tensors this with the identity map of A∨ on the right or left, the outcome are bimodule
maps (A∨)⊗Ai+1 → A∨ given by, respectively,
α1 ⊗ · · · ⊗ αi+1 7−→
∑
j
α1(a
j
1) · · ·αi(aji )αi+1(· aji+1),(2.45)
α1 ⊗ · · · ⊗ αi+1 7−→
∑
j
α2(a
j
1) · · ·αi+1(aji )α1(aji+1 ·).(2.46)
Again using (2.43), one can write the right hand side of (2.46) as
(2.47)
∑
j
α2(· aj1)α3(aj2) · · ·α1(aji+1),
which is indeed obtained from (2.45) by cyclically permuting the tensor factors in (2.42).
Example 2.7. For some i ≥ 1, consider a graded algebra A = ⊕k∈Z/(i+1)Kek ⊕Kxk. We
draw it in quiver form as follows:
(2.48)
e0• x1 // e1• x2 // · · · xi // ei•
x0
ii
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The vertices give rise to mutually orthogonal idempotents ek, and the xk satisfy
(2.49)
ek+1xkek = xk,
xk+1xk = 0.
The ek have degree zero, and we choose the degrees of the xk so that they add up to i − 1.
Following (2.42), each of the expressions
(2.50) xk ⊗ xk−1 ⊗ · · · ⊗ xk−i
gives rise to a bimodule map (2.41) of degree i− 1.
If one thinks of A (in the straightforward way) as an A∞-algebra A, the elements (2.50)
induce A∞-bimodule maps (A∨)⊗Ai → A[i− 1], which are cyclically exchanged by Ki (up to
signs). It is a familiar fact that A is “virtually Calabi-Yau of dimension (i − 1)/(i + 1)”,
meaning that
(2.51) (A∨)⊗Ai+1 ' A[i− 1].
Hence,
(2.52) Hi−1(hom [A,A]((A∨)⊗Ai,A)) ∼= H0(hom [A,A](A,A∨)) ∼= HH 0(A,A)∨.
One easily computes that
(2.53) HH ∗(A,A) =

Ki+1 ∗ = 0,
K ∗ < 0,
0 ∗ > 0.
The elements of (2.52) which we have constructed are a dual basis of HH 0(A,A).
Example 2.8. Start with the graded algebra from the previous example (with i > 1), but
now let A be an A∞-deformation of it, in which µi+1A (xk, . . . , xk−i) is a nonzero multiple of
ek (if this is the case for one k, it must be true for all k, since these operations are related to
each other by the A∞-associativity equations; in fact, A is unique up to A∞-isomorphism).
The counterpart of (2.53) is that
(2.54) HH ∗(A,A) =
{
Ki ∗ = 0,
0 ∗ 6= 0.
This deformation still satisfies (2.51), and hence (2.52). The Z/(i + 1)-action on (2.52)
generated by Ki is the action on Ki obtained by taking the standard cyclic permutation
representation, and dividing by the one-dimensional diagonal subspace.
(2f) Noncommutative divisors. We now have all the ingredients needed to flesh out the
outline previously given in Section 1b.
Definition 2.9. A noncommutative divisor on A, with underlying invertible bimodule P, is
an A∞-algebra structure µB on the graded vector space (1.8), with the following properties:
(i) A ⊂ B is an A∞-subalgebra.
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(ii) Consider B as an A-bimodule (by restriction of the diagonal bimodule B to the
subalgebra A). Then, the induced A-bimodule structure on B/A = P[1] agrees with
the previously given one.
Two noncommutative divisors (with the same underlying bimodule) are isomorphic if there
is an isomorphism of the associated A∞-algebras B which restricts to the identity map on
A, and induces the identity map on the A-bimodule B/A.
Example 2.10. There is a trivial special case, denoted by Btriv , which is the trivial extension
algebra obtained from A and P. In that case, the only nonzero components of µB are those
dictated by (i) and (ii) above.
What does this mean concretely? If we restrict µB to T (A[1]) ⊂ T (B[1]), it takes values in
A and agrees with µA. Next, if we restrict µB to T (A[1])⊗P[2]⊗ T (A[1]) ⊂ T (B[1]), it has
the form
(2.55)
µr+s+1B (a
′
s, . . . , a
′
1, p, ar, . . . , a1) = µ
s;1;r
P (a
′
s, . . . , a
′
1; p; ar, . . . , a1)
+ θs;1;r(a′s, . . . , a
′
1; p; ar, . . . , a1)
for some
(2.56) θ : T (A[1])⊗ P⊗ T (A[1]) −→ A,
which is the first new piece of information (not described by A and P) in the noncommutative
divisor. The A∞-associativity equation for µB implies that θ is a bimodule map P → A,
meaning that it satisfies (2.5). We call its cohomology class
(2.57) [θ] ∈ H0(hom [A,A](P,A))
the section associated to the noncommutative divisor. It is an isomorphism invariant, which
classifies the bimodule extension (1.9). For instance, Btriv has θ = 0. Hence, (2.57) is an
obstruction (not the only one, in general) to the triviality of a noncommutative divisor.
The next piece of the structure of a noncommutative divisor is obtained by restricting µB to
T (A[1])⊗P[2]⊗T (A[1])⊗P[2]⊗T (A[1]), and then projecting the outcome to P[3]. This can
be viewed as an element of hom [A,A](P⊗AP,P) of degree −1. It is not a cocycle; instead, as
shown in [41, Lemma 3.2], it provides a homotopy (in the dg category of bimodules) between
the two sides of the diagram
(2.58) P⊗A P
idP⊗Aθ
yy
θ⊗AidP
%%
P⊗A A
'
%%
A⊗A P
'
yy
P.
In terms of (2.37), this means that
(2.59) K1([θ]) = [θ].
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One can put the previous discussion on a more systematic footing, as follows. Consider the
Hochschild cochain complex of Btriv . We recall (from Section 2d) that this is
(2.60) CC ∗(Btriv ,Btriv )[1] = Hom
(
T (B¯triv [1]),Btriv [1]
)
,
with a differential given by µBtriv , which means by µA and µP. Let’s equip B
triv with an
additional grading (called weight grading to distinguish it from the usual one), in which A
has weight 0 and P[1] has weight −1. For any i > 0, let F ig be the subspace of (2.60)
consisting of maps which increase the weight by (exactly) i. Write g for the (bigraded) space
which combines all the F ig. The Hochschild differential maps each F ig to itself. Moreover,
its cohomology forms a long exact sequence
(2.61) · · · → H∗−2i(hom [A,A](P⊗Ai+1,P)) −→ H∗(F ig)
−→ H∗−2i+1(hom [A,A](P⊗Ai,A)) −→ H∗−2i+1(hom [A,A](P⊗Ai+1,P))→ · · ·
where the last map is the difference between φ 7→ idP ⊗A φ and φ 7→ φ⊗A idP. Since either
map is an isomorphism, one can identifyH∗(hom [A,A](P⊗Ai+1,P)) ∼= H∗(hom [A,A](P⊗Ai,A)),
and then (2.61) becomes
(2.62) · · · → H∗−2i(hom [A,A](P⊗Ai,A)) −→ H∗(F ig)
−→ H∗−2i+1(hom [A,A](P⊗Ai,A)) Ki−id−−−−→ H∗−2i+1(hom [A,A](P⊗Ai,A))→ · · ·
where Ki is (2.37). From this point of view, (2.59) holds because the structure of a noncom-
mutative divisor specifies a lift of [θ] to H1(F 1g).
Remark 2.11. In our applications, A is proper and smooth (hence A∨ is invertible), and
(2.63) P = A∨[−n].
By Lemma 2.6, the kernel of the boundary map in (2.61) is H∗(hom [A,A]((A∨)⊗Ai,A))Z/(i+1).
This hints at the existence of a more refined notion, considered in [45, 27]. Let’s suppose
for simplicity that A is finite-dimensional. More importantly, we assume that our coefficient
field K has characteristic 0. Then, a noncommutative anticanonical divisor is one with P as
in (2.63), and such that the A∞-structure on µB is cyclic with respect to the obvious inner
product on B = A⊕A∨[1− n]. The counterparts F igcyc of the spaces F ig satisfy
(2.64) H∗(F igcyc) ∼= H∗+(n−2)i+1(hom [A,A]((A∨)⊗Ai,A)Z/(i+1)).
We keep the assumption that the coefficient field K has characteristic 0. The complex (2.60)
carries the structure of dg Lie algebra, and since the bracket respects weight gradings, we
get the structure of a (bigraded) dg Lie algebra on g. A noncommutative divisor is given by
a solution of the Maurer-Cartan equation [23, 30]
(2.65) β ∈ g1, dgβ + 12 [β, β] = 0
(the trivial solution β = 0 corresponds to Btriv ). One can decompose (2.65) into a series of
equations for the weight components (β1, β2, . . . ), which are
(2.66) dgβ
i + 12
∑
j
[βj , βi−j ] = 0.
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The notion of isomorphism for noncommutative divisors reduces to the usual gauge equiva-
lence for solutions of (2.65). Standard obstruction theory yields:
Lemma 2.12. Suppose that
(2.67) H∗
(
hom [A,A](P
⊗Ai,A)
)
= 0 for all i ≥ 1 and ∗ < 0.
Then, the structure of a noncommutative divisor is determined (up to isomorphism) by
(2.57), which moreover must satisfy (2.59). 
Here is another equivalent formulation, which will be convenient when considering general-
izations. Take the one-dimensional vector space K[−1], placed in degree 1 and weight 1, and
considered as a dg Lie algebra with trivial differential and bracket. A solution of (2.66) is
the same as an L∞-homomorphism
(2.68) K[−1] −→ g
which preserves the weight grading (more precisely, the image of 1⊗i under the i-linear part
of (2.68) should be divided by i! to get βi; this is the usual action of L∞-homomorphisms
on Maurer-Cartan elements [25, Section 4.3]).
Following up on (1.10), we have:
(2.69)

(i) Of course, B itself is an A∞-algebra.
(ii) Take B[[u]], where the formal variable u has degree 2. Let
D = A⊕
∏
i≥1
uiB ⊂= A[[u]]⊕ u(P[1])[[u]] ⊂ B[[u]]
be the space of B-valued formal series in u whose constant term lies in
A. Following [44], we make D into a curved A∞-algebra by extending
µB u-linearly, and then adding a curvature term µ
0
D = u eA. Then, A is
a (right) A∞-module over D, by pullback under the projection D → A.
One can then define A \ B as the endomorphism ring of that module
(it is important that we consider D to be defined over K, but equipped
with the u-adic topology). Explicitly, the underlying vector space [41,
Equation (4.7)] is
A \B =
⊕
k≥0
i1,...,ik>0
Hom
(
A⊗ T (A¯[1])⊗ uikB[1]⊗ T ( ¯A[1])⊗ · · ·
· · · ⊗ ui1B[1]⊗ T (A¯[1]),A).
The identification of this construction with a suitable categorical local-
ization (or quotient) is provided by [41, Theorem 4.1].
(2g) Noncommutative pencils. We continue in the same framework as before, including
the assumption that K has characteristic 0. Fix a two-dimensional vector space V , which
will be given weight grading −1 (and ordinary grading 0). Denote the symmetric algebra by
Sym∗(V ), and the dual vector space by W = V ∨.
Definition 2.13. A noncommutative pencil on A, with underlying bimodule P, is a map
(2.70) ℘ : T (B[1]) −→ B[2]⊗ Sym∗(V )
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which preserves both the ordinary grading and the one by weight, and with the following
property: for any w ∈ W , we can use the associated evaluation map Sym∗(V ) −→ K to
specialize (2.70) to µB,w : T (B[1]) −→ B[2]; and all these should be noncommutative divisors.
As before, this definition lends itself to piecewise analysis. The first term not determined by
A and P has the form (after dualizing)
(2.71) W ⊗ T (A[1])⊗ P⊗ T (A[1]) −→ A.
This is a family of bimodule maps P → A, depending linearly on W . To make things even
more concrete, suppose that we identify V and W with K2 by choosing dual bases. Then,
(2.71) consists of two bimodule maps ρ and σ, corresponding to w = (1, 0) resp. w = (0, 1),
which we have called the sections associated to the noncommutative pencil.
Let’s return to the bigraded dg Lie algebra g. Take W [−1], as a vector space placed in degree
1 and weight 1, and equip it with the trivial dg Lie structure. A noncommutative pencil is
the same as an L∞-homomorphism, preserving the weight grading,
(2.72) W [−1] −→ g.
There is a standard obstruction theory for such homomophisms, which in particular yields
an analogue of Lemma 2.12:
Lemma 2.14. If (2.67) holds, the structure of a noncommutative pencil is determined up
to isomorphism by the cohomology classes [ρ], [σ] (each of which must be fixed by K1). 
By definition, a noncommutative pencil yields a noncommutative divisor for each w ∈ W .
For w = 0, this reduces to the trivial extension algebra Btriv . Assuming as before that
W = K2, we write B∞ for the noncommutative divisor associated to w = (1, 0), and Bz
for that associated to w = (z, 1). The associated sections are those given in (1.12). This
essentially exhausts all the possibilities, since the noncommutative divisors associated to w
and λw, for λ ∈ K×, are related by an automorphism of B (which acts trivially on A and
rescales P by λ).
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Let’s spell out the other structures mentioned in (1.12):
(2.73)

(i) Set w = (1, q), where q is a formal variable. The corresponding specializa-
tion of (2.70) is a map T (B[1]) −→ (B[2])[[q]]. This defines a C[[q]]-linear
A∞-structure on B[[q]], which is a deformation of B∞. This is what we
denoted by Bˆ∞.
(ii) Using the basis r = (1, 0) and s = (0, 1) of V , write ℘d =
∑
i,j ℘
d
i,j⊗risj .
Because ℘di,j increases weights by i+ j, it is nontrivial only if d ≥ i+ j.
Moreover, if we extend it u-linearly to a mapD⊗d → D, then it is divisible
by ui+j . Hence, the expression∑
i,j
℘di,ju
−jhj
makes sense, as a family of maps D⊗d → D depending on an auxiliary
formal variable h of degree 2. We add to it a curvature term as in (2.69),
and get a formal deformation of our previous curved A∞-structure on
D, with parameter h. This induces a deformation of A \ B∞ (with a
curvature term, which vanishes if we set h = 0). We write it as LG.
Remark 2.15. (i) A pencil in ordinary algebraic geometry has a (compactified) graph, see
e.g. [52, p. 154]. Here is one possible approach towards defining its noncommutative analogue:
over the projective line P1 = P(W ), consider the graded quasi-coherent sheaf
(2.74) A = A⊗OP1 ⊕ P[1]⊗OP1(−1).
Then, (2.70) makes this into a sheaf of A∞-algebras. Using e.g. Cech resolutions, one can
associate to this a single A∞-algebra, whose underlying cohomology is H∗(P1,A⊗ End(E))
for some generator E of the derived category of P1, for instance E = OP1 ⊕OP1(−1).
(ii) A pencil in classical algebraic geometry also has a base locus (or axis). A first idea for
its noncommutative analogue is
(2.75) B0 ⊗A B∞,
but this is not a priori an A∞-algebra (only a bimodule over A, and as such, does not use
the full structure of the noncommutative pencil). However, even at this level, the notion has
geometric significance: we conjecture that for, the noncommutative pencils obtained from an-
ticanonical Lefschetz pencils as in Conjecture 1.6, (2.75) is trivial, meaning quasi-isomorphic
to zero (this property would distinguish them from Lefschetz fibrations with singular fibre at
∞).
In classical algebraic geometry, (i) and (ii) are related, since (under suitable smoothness
assumptions) the graph is obtained by blowing up the base locus. Noncommutative counter-
parts of this relation would be of interest, because they arise when considering the relation
between the Fukaya category of an ample hypersurface and the wrapped Fukaya category of
its complement. Concretely, in the case where (2.75) is trivial, the Fukaya category of the
ample hypersurface should appear as a formal completion of the wrapped Fukaya category of
the complement.
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(2h) Discussion of the assumptions. Throughout this section, we have required that all
A∞-structures should be Z-graded. One can actually work with Z/2-gradings throughout,
with the same results, except for Lemmas 2.12 and 2.14.
Remark 2.16. This is not quite the end of this topic, as illustrated by the intermediate
situation mentioned in Remark 1.7. There, A and P are Z-graded, and so is ℘ provided
that we take V = K ⊕ K[2m]. The associated sections ρ and σ have degrees 0 and 2m,
respectively. While B∞ is still Z-graded, the other Bz, z ∈ K, are only Z/2-graded. The
original Z-grading leads to an isomorphism Bz → Bλ2mz, for any λ ∈ K×. Similarly, the
formal deformation Bˆ∞ is Z-graded if we assign degree −2m to the deformation variable q.
The other assumption we have imposed, starting with (2.65), is that the coefficient field K
has characteristic 0. This can be dropped as well, at the cost of making some formulations
a little more complicated. Maurer-Cartan theory, which means the classification theory of
solutions of (2.65), does not apply in positive characteristic. However, a simpler obstruction
theory argument suffices to prove Lemma 2.12 (and its variant, Lemma 2.14), and that does
not require any assumption on K. The second case where we have used the assumption
on K is in the definition of noncommutative pencil, which was formulated by specializ-
ing two-variable polynomials, appearing as elements of Sym(V ), to one-dimensional linear
subspaces. In positive characteristic, such specializations may fail to recover the original
polynomial (f(x, y) = xpy − xyp vanishes on every line, for K = Fp). Hence, the definition
of noncommutative pencil would have to be reformulated as a condition on (2.70) itself.
Finally, there is a variation on our general setup which will be important for applications.
Namely, one can replace the ground field K by the semisimple ring
(2.76) R = Km = Ke1 ⊕ · · · ⊕Kem.
An A∞-algebra over R consists of a graded R-bimodule A, together with R-bimodule maps
(2.77) µdA : A⊗R A⊗R · · · ⊗R A −→ A[2−d].
This is in fact the same as an A∞-category with objects labeled by {1, . . . ,m}. The strict
unit eA must lie in the diagonal part of the R-bimodule A, which means that it can be
written as eA = eA,1 + · · · + eA,m with eA,i ∈ eiAei. Similarly, an A-bimodule consists of
a graded R-bimodule P, with structure maps that are linear over R as in (2.77). The same
applies to the definition of morphisms in [A,A] and of Hochschild homology. All definitions
and results in this section then carry over without any other significant modifications.
3. Hamiltonian Floer cohomology
This section recalls the most familiar version of Floer cohomology [17], adapted to Liouville
domains following [55]. The only non-standard aspect of the exposition is our extensive use
of the BV (Batalin-Vilkovisky or loop rotation) operator [42, 49, 12]. As a specific example,
we will consider Liouville domains whose boundary is a contact circle bundle. Their Floer
cohomology is very well understood in relation to Symplectic Field Theory, thanks to [10, 13]
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and ongoing work of Diogo-Lisi; but our limited needs can be met by a more elementary
approach.
(3a) Basic definitions. We will work in the following setting, which benefits from strong
exactness assumptions:
Setup 3.1. (i) Let M2n be a Liouville domain. This means that it is a compact manifold with
boundary, equipped with an exact symplectic structure ωM = dθM , such that the Liouville
vector field ZM dual to θM points strictly outwards along the boundary. The Liouville flow
provides a canonical collar embedding (−∞, 0] × ∂M ↪→ M . The exponential of the time
variable then gives a function ρM (defined on the image of the embedding in M) such that
(3.1)
{
ρM |∂M = 1,
ZM .ρM = ρM .
We denote by RM the Hamiltonian vector field of ρM . This is the natural extension of the
Reeb vector field R∂M associated to the contact one-form θM |∂M .
(ii) During part of our argument, we will additionally assume that M comes with a symplectic
Calabi-Yau structure (a distinguished homotopy class of trivializations of its canonical bundle
KM = Λ
n
C(TM)
∨, for some compatible almost complex structure).
(iii) We consider functions H ∈ C∞(M,R) with
(3.2) H = ρM near ∂M
for some  ∈ R. Throughout, it is assumed that
(3.3) R∂M has no 1-periodic orbits;
equivalently,  6= 0 and there are no Reeb orbits on ∂M whose period is ||/k, for any positive
integer k.
(iii) We use compatible almost complex structures J such that
(3.4) θM ◦ J = dρM near ∂M ;
equivalently, JZM = RM .
Example 3.2. (i) The most important case for us is when ∂M is a contact circle bundle, by
which we mean that the Reeb flow is a free S1-action (for concreteness, we assume that this
has period 1). In that case, M can be embedded into a closed symplectic manifold Mcl by
attaching a disc bundle over ∂M/S1. The zero-section ∂M/S1 ↪→Mcl represents a positive
multiple of the symplectic class [ωMcl ] ∈ H2(Mcl ;R).
(ii) In the same situation as before, suppose additionally that
(3.5) c1(M
cl) = m [∂M/S1] ∈ H2(Mcl ;Z), for some m ∈ Z.
For m = 0, this means that KMcl is trivial; one can then choose a symplectic Calabi-Yau
structure on Mcl , which then obviously restricts to one on M . For general m, one can still
find a section of KMcl which has an order m “pole” along ∂M/S
1, and is nonzero elsewhere.
By restricting that to M , one again obtains a symplectic Calabi-Yau structure.
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In its most basic form, the Floer cohomology HF ∗(M, ) is a Z/2-graded vector space over a
field K of characteristic 2, which depends on M and a choice of constant  satisfying (3.3).
To define it, take a family of functions H = (Ht) as in (3.2), as well as a family of almost
complex structures J = (Jt) as in (3.4), both parametrized by t ∈ S1 = R/Z. On the free
loop space L = C∞(S1,M), consider the H-perturbed action functional:
(3.6) AH(x) =
∫
S1
−x∗θM +Ht(x(t)) dt.
Its critical points are solutions x ∈ L of
(3.7) x˙ = XH,t,
where XH is the time-dependent Hamiltonian vector field of H. Such x correspond bijectively
to fixed points x(1) of φ1H , where (φ
t
H) is the Hamiltonian isotopy generated by H. By
assumption on , all such x are contained in the interior of M . For a generic choice of H, all
x are nondegenerate; assume from now on that this is the case. One defines the Floer cochain
space CF ∗(M,H) to be the Z/2-graded vector space with one summand K for each x (the
Z/2-grading encodes the local Lefschetz number). Consider solutions of Floer’s gradient flow
equation for (3.6). These “Floer trajectories” are maps u : R× S1 →M , satisfying
(3.8) ∂su+ Jt(∂tu−XH,t) = 0,
with limits
(3.9) lims→±∞ u(s, ·) = x±
as in (3.7). While M is not closed, a standard maximum principle argument shows that Floer
trajectories can never reach ∂M . We consider the moduli space of solutions to (3.8), (3.9)
(more precisely, solutions that are not constant in s, modulo translation in that direction).
For generic choice of J , these moduli spaces are regular. One counts isolated points in them
to obtain the coefficients of the differential d on CF ∗(M,H), of which HF ∗(M, ) is the
cohomology.
The free loop space admits an obvious circle action (loop rotation). In classical cohomology,
a circle action gives rise to an operator of degree −1, dual to moving cycles around orbits.
The analogue for Floer cohomology is the BV operator
(3.10) ∆ : HF ∗(M, ) −→ HF ∗−1(M, ).
To define it, suppose that we have fixed (H,J) as necessary to define the Floer cochain
complex. The rotated versions, for r ∈ S1, are
(3.11) (H
(r)
t , J
(r)
t ) = (Ht−r, Jt−r).
Similarly, if x is as in (3.7), we write x(r)(t) = x(t − r). Choose a family of functions and
almost complex structures (Hr,s,t, Jr,s,t), depending on (r, s, t) ∈ S1 × R × S1, which lie in
the same class as before and satisfy
(3.12) (Hr,s,t, Jr,s,t) =
{
(H
(r)
t , J
(r)
t ) s ≤ −1,
(Ht, Jt) s ≥ 1.
22 PAUL SEIDEL
One considers the parametrized moduli space of pairs (r, u), consisting of r ∈ S1 and a
solution u : R× S1 →M of the r-dependent equation
(3.13) ∂su+ Jr,s,t(∂tu−XH,r,s,t) = 0,
with limits
(3.14)
{
lims→−∞ u(s, ·) = x(r)− ,
lims→+∞ u(s, ·) = x+.
The same maximum principle argument as before applies to solutions of (3.13), (3.14),
ensuring that they can never reach ∂M . For suitably generic choices, counting isolated
points in the parametrized moduli space yields a degree −1 chain map
(3.15) δ : CF ∗(M,H) −→ CF ∗−1(M,H),
which induces (3.10) on cohomology. Unlike the differential d, the operator δ is not always
compatible with the action filtration. More precisely, given a solution of (3.13), (3.14), one
has
(3.16) E(u) =
∫
R×S1
|∂su|2 ds ∧ dt ≤ AH(x−)−AH(x+) +
∫
R×S1
‖∂sHr,s,t‖∞ ds ∧ dt .
If H was autonomous (independent of t) one could choose Hr,s,t = H for all (r, s, t), and then
the last term in (3.16) would vanish. In general, this interferes with the nondegeneracy of
1-periodic orbits; but one can always choose H to be a small perturbation of an autonomous
function, and thereby make that term as small as needed. For such choices, δ will decrease
actions only by a small amount.
Remark 3.3. By counting Floer trajectories with appropriate signs, one can define Floer
cohomology over an arbitrary coefficient field, as already pointed out in [17]. A symplectic
Calabi-Yau structure on M determines a lift of the Z/2-grading on HF ∗(M, ) to a Z-grading
[37]. Since these are standard additions to the basic construction, we will continue our
exposition in the simplest setup (char(K) = 2 and Z/2-gradings), but take care that all
formulae remain correct when signs and Z-gradings are added. For instance, in the Z-graded
case, the BV operator has degree −1, as indicated in (3.10).
Floer cohomology has a Poincare´ type duality, obtained by reversing loops in L:
(3.17) HF ∗(M,−) ∼= HF 2n−∗(M, )∨.
This comes from an isomorphism of the underlying chain complexes, assuming that the
choices of (H,J) have been suitably coordinated. For equally straightforward reasons, it is
compatible with BV operators.
As is implicit in the notation, Floer cohomology is independent (up to canonical isomor-
phism) of all the auxiliary choices made in its construction, and the same holds for the BV
operator. It is maybe useful to elaborate on this slightly. Suppose that we have two possible
choices, giving rise to Floer complexes CF ∗(M,H) and CF ∗(M, H˜), with their differentials
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d, d˜ and chain level BV operators δ, δ˜. The continuation map method [37] provides maps
(3.18)
k : CF ∗(M,H) −→ CF ∗(M, H˜),
κ : CF ∗(M,H) −→ CF ∗−2(M, H˜).
The first one is a chain map (and actually a quasi-isomorphism), and the second one satisfies
(3.19) d˜κ− κd = δ˜k − kδ.
Moreover, the maps (3.18) are themselves unique in a suitable homotopical sense.
(3b) Reeb orbits. We now consider the dependence on . This usually appears as part of
the construction of symplectic cohomology (in the sense of [55]).
Lemma 3.4. Suppose that all  ∈ [−, +] satisfy (3.3). Then we have an isomorphism,
compatible with BV operators,
(3.20) HF ∗(M, −) ∼= HF ∗(M, +).
Proof. Even though that is not absolutely necessary, we find it convenient to introduce finite
enlargements of our Liouville domain. Such an enlargement, by an amount C > 1, is
(3.21) Mˆ = M ∪∂M ([1, C]× ∂M).
The conical part which we have added carries the one-form θMˆ = r(θM |∂M) (r being the
coordinate in [1, C]). One extends ρM to Mˆ by setting ρMˆ (r, x) = r. Choose a function
(3.22)

h+ : (0, 1] −→ R,
h+(a) = −a for a sufficiently small,
h′+(a) = + for a close to 1,
h′′+(a) ≥ 0 everywhere,
h′′+(a) > 0 for all a such that − < h
′
+(a) < +.
Given the H− used to define HF ∗(M, −), we extend it to a time-dependent function Hˆ+ on
Mˆ by setting
(3.23) Hˆ+,t(r, x) = C h+(C
−1r).
This makes sense provided that C is large (so that h+(a) = −a near a = C−1). This
extension does not quite belong to the class (3.2) for the manifold Mˆ and constant +, but
that could be remedied by adding a constant, which has no effect on our construction. Hence,
Hˆ+ can be used to define HF
∗(Mˆ, +).
Note that on [1, C]× ∂M ,
(3.24) XHˆ+,t = h
′
+(C
−1r)R∂M .
Because of the assumption, it follows that all 1-periodic orbits of (3.23) are actually contained
in M . A general almost complex structure on M does not naturally extend to Mˆ , so there we
proceed in the other direction: we choose Jˆ = (Jˆt) on Mˆ which satisfy the analogue of (3.4)
in a neighbourhood of [1, C] × ∂M , and then take J = (Jt) to be the restriction to M . A
maximum principle argument shows that Floer trajectories in Mˆ are in fact all contained in
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M . As a consequence, we get an isomorphism (of complexes, and hence of Floer cohomology
groups)
(3.25) HF ∗(Mˆ, +) ∼= HF ∗(M, −).
For similar reasons, this is compatible with the BV operators. A repetition of the same
argument, with a linear function instead of h+, shows that
(3.26) HF ∗(Mˆ, +) ∼= HF ∗(M, +).
Combining the two isomorphisms yields the desired result. 
Lemma 3.5. Take − < +, both of which satisfy (3.3), and suppose that there is exactly
one  ∈ (−, +) for which (3.3) fails. Then there is a long exact sequence
(3.27) · · · → HF ∗(M, −) −→ HF ∗(M, +) −→ H∗(Q)→ · · ·
where H∗(Q) depends only on the local geometry near the 1-periodic orbits of R∂M . More-
over, H∗(Q) carries an endomorphism of degree −1, with the same locality property, and
which fits in with (3.27) and the BV operators on HF ∗(M, ±).
Proof. Let’s use the same extension Hˆ+ as in the proof of Lemma 3.4. This time, there are
additional 1-periodic orbits in the conical part. Their actions are
(3.28) C(h+(a∗)− ah′+(a∗)), for the unique a∗ such that h′+(a∗) = .
The convexity properties of h+ ensure that h+(a∗) − a∗h′+(a∗) < 0. Therefore, (3.28)
goes to −∞ as we make C large. In particular, we can choose C so that (3.28) is smaller
than the actions of any 1-periodic orbits of H−. The 1-periodic orbits lying in the conical
part will be degenerate, but one can remedy that by a small time-dependent perturbation
of Hˆ+ (concentrated near those orbits), and the statement about actions will continue to
hold. Hence, the 1-periodic orbits lying in M form a subcomplex of CF ∗(Mˆ, Hˆ+). Using the
integrated maximum principle (see [4]), one can show that the differential on this subcomplex
agrees with the Floer differential in M (alternatively, one can arrive at the same conclusion
by taking C very large, and using the Monotonicity Lemma; or by the standard maximum
principle and a Gromov compactness argument, applied to the limit where the perturbation
of Hˆ+ goes to 0). In other words, one has an inclusion of chain complexes
(3.29) CF ∗(M,H−) ⊂ CF ∗(Mˆ, Hˆ+).
Defining Q∗ to be the quotient, one obviously gets a long exact sequence
(3.30) · · · → HF ∗(M, −) −→ HF ∗(Mˆ, +) −→ H∗(Q)→ · · ·
In the original situation (3.28), all 1-periodic orbits in the conical part had the same action.
The perturbation will destroy that, but only by a small amount. Hence, H∗(Q) is still a
local Floer cohomology group, in the sense of [36, 22]. As in Lemma 3.4, one can replace
HF ∗(Mˆ, +) by HF ∗(M, +) in (3.30), which yields (3.27).
The corresponding statements concerning BV operators are slightly more tricky. Let’s choose
all our Hamiltonians to be small perturbations of autonomous ones. In that case, it follows
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from (3.28) and (3.16) that the chain level BV map on CF ∗(Mˆ, Hˆ+) will preserve the sub-
complex (3.29). A Gromov compactness argument (where one decreases the size of the
perturbations, as briefly mentioned before) implies that the induced endomorphism of Q∗
is again local in nature. To show that its restriction to CF ∗(M,H−) counts only solutions
lying in M , one combines the same idea of Gromov compactness with the methods we’ve
used for the differential (integrated maximum principle, or Monotonicity Lemma). 
Lemma 3.6. In the situation of Lemma 3.5, assume additionally that the 1-periodic orbits
of R∂M form a Morse-Bott nondegenerate connected manifold F . Then,
(3.31) H∗(Q) ∼= H∗+k(F ; ξ),
for some k and local K-coefficient system ξ → F (with holonomy ±1). That coefficient system
is equivariant with respect to the S1-action given by loop rotation on F . Hence, H∗(F ; ξ)
comes with an endomorphism of degree −1, which fits in with the BV operators and (3.27).
The connectedness assumption is for notational convenience only (otherwise, each compo-
nent of F comes with its own index offset k, and one has to take the direct sum of their
contributions).
Example 3.7. Suppose that R∂M has exactly one 1-periodic orbit (up to loop rotation),
which moreover is transversally nondegenerate. This means that F ∼= S1. The local coeffi-
cient system ξ is trivial if the orbit is “good”, and has holonomy −1 if it is “bad” (in the
terminology from Symplectic Field Theory; for an explanation in a framework close to ours,
see [9, §5] or [11, §4.4]).
Lemma 3.6 can be proved by using the Morse-Bott formalism for Floer cohomology [6, 7].
While we will not give a complete proof, it makes sense to describe that formalism in the
appropriate form, since we’ll return to it later on.
We start with a given H− and extend that to Hˆ+ as in (3.23), but do not perturb this
extension further. As usual, C is assumed to be large, to get the necessary action inequalities.
Fix a Morse-Smale pair on F , consisting of a Morse function f and a metric g. The Morse-
Bott-Floer complex CF ∗(Mˆ, Hˆ+, f) has two kinds of generators: ones coming from the
1-periodic orbits in M , and ones coming from the critical points of f (the constant k and
local coefficient system ξ appear when we take gradings and signs into account). Let’s write
this as
(3.32) CF ∗(Mˆ, Hˆ+, f) = CF ∗(M,H−)⊕ CM ∗+k(f ; ξ).
The differential on (3.32) is of the form
(3.33) d =
(
dFloer dmixed
0 dMorse
)
,
where the various parts are defined as follows:
(i) If x− and x+ are 1-periodic orbits in M , one counts Floer trajectories as before, and
this yields dFloer .
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(ii) If x− and x+ are both critical points of f , one counts trajectories of −∇gf going
from x− to x+, which yields dMorse .
(iii) Suppose that x− lies in M , and x+ is a critical point of f . In that case, one considers
a mixed moduli space consisting of pairs (u, v), where u is a Floer trajectory, and
v : [0,∞)→ F is a positive half flow line of −∇gf , with
(3.34)

lims→−∞ u(s, ·) = x−,
lims→+∞ u(s, ·) = v(0),
lims→+∞ v(s) = x+.
Counting solutions of this equation yields dmixed .
Assume that the original H− was a small perturbation of an autonomous Hamiltonian. We
then choose a family of Hamiltonians H−,r,s,t on M as in (3.12), which are perturbations
of the same autonomous Hamiltonian, and extend them to Hˆ+,r,s,t on Mˆ as in (3.23). The
main property, established by similar arguments as in the proof of Lemma 3.5, is that any
solution of (3.13) whose left-hand limit x
(r)
− lies in F must be stationary, which means
u(s, t) = x
(r)
− (t) = x+(t). Then, the Morse-Bott version of (3.15) takes on a form parallel to
(3.33):
(3.35) δ =
(
δFloer δleft + δright
0 δMorse
)
.
The definition is a more elaborate version of the previous one:
(i) δFloer is defined by considering solutions of (3.13) whose limits both lie in M .
(ii) Loop rotation restricts to an S1-action on F . Denote by f (r) and g(r) the images of f
and g under that action, for time r. Choose generic families fr,s and gr,s, depending
on (r, s) ∈ S1 × R, which satisfy the analogue of (3.12):
(3.36) (fr,s, gr,s) =
{
(f (r), g(r)) s ≤ −1,
(f, g) s ≥ 1.
The counterpart of (3.13), (3.14) is an equation for r ∈ S1 and v : R→ F :
(3.37)

∂sv +∇gr,sfr,s = 0,
lims→−∞ v(s) = x
(r)
− ,
lims→+∞ v(s) = x+,
where x± are critical points of f . By counting isolated solutions of this equation,
one defines δMorse .
(iii) Suppose that x− lies in M , and x+ is a critical point of f . Consider triples (r, u, v),
where (r, u) is a solution of the same parametrized equation as in (i), and v is a half
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flow line of −∇gf , with asymptotic conditions
(3.38)

lims→−∞ u(s, ·) = x(r)− ,
lims→+∞ u(s, ·) = v(0),
lims→+∞ v(s) = x+.
This defines δleft , which satisfies
(3.39) δleftdMorse + δFloerdmixed + dFloerδleft + b = 0.
The two last terms in (3.39) correspond to limits where a Floer trajectory “breaks
off” from a sequence of solutions u on the left hand side s 0. If the limit of the u
themselves is non-stationary, such broken solutions are accounted for by dFloerδleft
in the standard way. The other term b counts the remaining limiting configurations.
It is defined using a parametrized moduli space of triples (r, u, v), where: u is a
solution of Floer’s equation; v is a half flow line; and
(3.40)

lims→−∞ u(s, ·) = x−,
lims→+∞ u(s, ·) = v(0)(−r),
lims→+∞ v(s) = x+.
(iv) For x± as in (iii), we consider an equation for pairs (u, v) with additional parameters
(q, r) ∈ [0,∞)×S1. Asymptotic conditions are as in (3.40), and u is always a solution
of Floer’s equation. The q-dependence lies entirely in the equation satisfied by v.
For q  0, that equation should be that which defines δMorse , but applied to the
positive half-line only, and with the s-parameter shifted by q:
(3.41) ∂sv +∇gr,s−qfr,s−q = 0.
In contrast, for q = 0 the equation should be the gradient flow equation for −∇gf
(and one connects those two behaviours by choosing some intermediate data). The
outcome is that
(3.42) dFloerδright + δrightdMorse + dmixedδMorse − b = 0,
where the last two terms correspond to q →∞ and q = 0, respectively.
Lemma 3.6 follows directly once one establishes that the Morse-Bott approach yields the
same Floer cohomology (and BV operator) as the original definition. There are several ways
of doing that, the most natural one being a suitable generalization of continuation maps;
but we will not explain the details.
(3c) Autonomous Hamiltonians. The relation between Floer cohomology and ordinary
cohomology is established by the following classical result:
Proposition 3.8. For sufficiently small  > 0, we have HF ∗(M, ) ∼= H∗(M). Moreover,
the BV operator ∆ vanishes.
The most natural proof is a version of [34], but here we choose instead to follow [18, 24],
which is more elementary. Take a time-independent H and J , such that H is Morse and
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the metric associated to J is Morse-Smale. Then, after possibly multiplying H with a small
positive constant, we have:
(3.43)

(i) all one-periodic orbits of XH are constant (at the critical points of H);
(ii) any solution of Floer’s equation is constant in t, hence a negative gradient
flow line for H [24, Lemma 7.1];
(iii) for the linearization of Floer’s equation (at a gradient flow line), all so-
lutions are also constant in t [37, Proposition 4.2]; together with an easy
index computation, this shows that the moduli spaces are all regular.
Hence, CF ∗(M,H) is isomorphic to the Morse complex of H (this continues to hold when
signs are taken into account). Moreover, when defining the BV operator, one may choose
(Hr,s,t, Jr,s,t) = (H,J), in which case there are no isolated solutions of (3.13), since r can
be changed freely. Hence, δ itself vanishes.
We have proved that the BV operator is zero on the chain level, for a specific kind of
Hamiltonian and almost complex structure. One can be slightly more precise about the
meaning of this vanishing result; for that, it is convenient to introduce some simple algebraic
language.
Setup 3.9. (i) Suppose that we have a chain complex (C∗, d) together with a chain en-
domorphism δ of degree −1. Recall that a nullhomotopy for δ is a map χ : C∗ → C∗−2
satisfying dχ − χd = δ. Two nullhomotopies are called equivalent if the difference between
them is a nullhomotopic chain map of degree −2. Equivalence classes are called homotopy
trivializations of δ.
(ii) Take two chain complexes (C, d) and (C˜, d˜), with endomorphisms δ and δ˜. Suppose that
we have maps
(3.44)
k : C∗ −→ C˜∗,
κ : C∗ −→ C˜∗−2,
of which the first one is a chain map, and the second satisfies (3.19). Given homotopy
trivializations [χ] and [χ˜] on our complexes, we say that they are compatible with (k, κ) if
there is a map
(3.45) g : C∗ −→ C˜∗−3
such that
(3.46) χ˜k − kχ− κ = d˜g + gd.
It is easy to see that compatibility depends only on the equivalence classes of χ and χ˜. More-
over, if k is a quasi-isomorphism, every homotopy trivialization on one complex determines
a unique compatible homotopy trivialization on the other one.
In this terminology, the desired statement is that the chain complex underlying HF ∗(M, )
(still in the situation of Proposition 3.8, but now with (H,J) arbitrary) comes with a canon-
ical homotopy trivialization of the BV operator, which is compatible with (3.18). To prove
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that, one takes two choices (H,J) and (H˜, J˜) to which the proof of Proposition 3.8 applies.
The associated BV operators vanish on the chain level, hence have trivial nullhomotopies.
From (3.19), one gets a degree −2 chain map between these Floer complexes (itself canonical
up to chain homotopy). One can show that, within a slightly more precisely defined class of
Hamiltonians and almost complex structures, those chain maps are always nullhomotopic.
Nullhomotopies for them provide the desired maps (3.45), which show compatibility of the
homotopy trivializations. After that, one uses continuation maps to extend to arbitrary
(H,J). We omit the details.
Proposition 3.10. Suppose that ∂M is a contact circle bundle. Take  ∈ (1, 2). Then there
is a long exact sequence (of Z/2-graded spaces)
(3.47) · · · → H∗(M) −→ HF ∗(M, ) −→ H∗(∂M)→ · · ·
The connecting map in (3.47), H ∗(∂M)→ H∗+1(M), vanishes on H0(∂M). Moreover, the
BV operator vanishes on the preimage of H0(∂M) inside HF ∗(M, ). Finally, suppose that
M carries a symplectic Calabi-Yau structure constructed as in Example 3.2(ii). Then, (3.47)
becomes Z-graded if we take the rightmost term to be H∗+2m−2(∂M).
The existence of such an exact sequence is a special case of Lemma 3.6, combined with
Proposition 3.8; what’s new are the additional properties (of the connecting map and BV
operator).
Proof. Choose − > 0 small, and define HF ∗(M, −) using time-independent H− (and the
same for the almost complex structure), as in Proposition 3.8. For + =  ∈ (1, 2), extend
H− to Hˆ+ as in (3.23). This enlargement produces a Morse-Bott-nondegenerate manifold of
1-periodic orbits F , which is a copy of ∂M (and one can check that it carries a trivial local
system ξ). Floer trajectories whose limits x± lie in M remain entirely within that subset, and
have the same description as in Proposition 3.8. The remaining point is to ensure that Floer
trajectories with mixed limits (x− lies in M , and x+ in F ) can be made regular. Because x+
is a simple periodic orbit, such trajectories are themselves simple, in the sense of [18, p. 279].
Then, [18, Theorem 7.4] ensures that one can choose J (by varying it near x−) so that
regularity holds generically. Three technical remarks are appropriate. First, transversality
theory needs to be carried out in an analytic formalism suitable for the Morse-Bott case.
Secondly, while the results in [18] are stated for trajectories with both limits being constant
orbits, only one such limit is actually necessary for the argument to go through (and, since
the constant orbits are still nondegenerate in our situation, their treatment does not need to
modified). Finally, we need a technical condition on the Hessian of H− at its critical points
[18, Definition 7.1], but it is unproblematic to arrange that it holds.
Given that, we can use this same almost complex structure everywhere in the definition of
(3.33) and (3.35). Then, as in Proposition 3.8 (which means using the fact that r is a free
parameter), we get
δFloer = 0,(3.48)
δleft = 0.(3.49)
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Now let x+ be a local minimum (Morse index 0 critical point) of f , so that for degree reasons,
(3.50) δMorse(x+) = 0.
There is an open subset of F consisting of points v(0) which flow to x+ under −∇gf .
The Floer trajectories u such that lims→+∞ u(s, ·) lies in that open subset form a space of
dimension ≥ 1 (since one can rotate them a little in the t-variable). The same applies if one
replaces the gradient flow equation by (3.41). As a consequence,
dmixed(x+) = 0,(3.51)
δright(x+) = 0.(3.52)
The desired properties of (3.47) and ∆ follow directly from this. The observation about
Z-gradings is a standard Conley-Zehnder index computation. 
As before, it can be useful to encode this observation in a more abstract framework, which
also allows one to formulate a uniqueness property.
Setup 3.11. (i) In the situation of Setup 3.9(i), fix some integer j. Let C≤j ⊂ C∗ be the
subcomplex consisting of all cocycles of degree j, together with all cochains of degree < j.
Note that this is automatically preserved by δ. A homotopy trivialization of δ in degrees ≤ j
is a homotopy trivialization of δ≤j = δ|C≤j, in the previously defined sense. The existence
of such a trivialization implies that [δ] : H∗(C) → H∗−1(C) vanishes in degrees ≤ j, since
the map H∗(C≤j)→ H∗(C) is an isomorphism in those degrees.
(ii) In the situation of Setup 3.9(ii), suppose that we have homotopy trivializations of C and
C˜ in degrees ≤ j. We say that these are compatible if there exists a map (3.45) defined on
C≤j, with the same properties as before.
Suppose that we are in the situation of Proposition 3.10, with a symplectic Calabi-Yau
structure constructed as in Example 3.2(ii). Then, the proof of that Proposition yields
(for a very special choice of Morse-Bott complex underlying Floer cohomology) a homotopy
trivialization of the BV operator in degrees ≤ 2m− 2. The relevant uniqueness result would
say that this is compatible with continuation maps. Proving this requires an analogue of
Proposition 3.10 for continuation maps, which we will not explain here.
Remark 3.12. The statement of Proposition 3.10 is actually not optimal. One can show
that the connecting map vanishes on im(H∗(∂M/S1)→ H∗(∂M)), and that the BV operator
is zero on the preimage of that subspace inside HF ∗(M, ). To do that, one has to use a chain
level model for H∗(∂M) which is more closely adapted to the circle action than what we’ve
done (one possibility is to perturb the Reeb flow on ∂M so that the one-periodic orbits become
transversally nondegenerate).
Alternatively, one can use the S1-equivariant version of Hamiltonian Floer cohomology (see
e.g. [42]), which is a K[[u]]-module HF ∗S1(M, ). In the situation of Proposition 3.10, it fits
into a long exact sequence of such modules,
(3.53) · · · → H∗(M)[[u]] −→ HF ∗S1(M, ) −→ H∗(∂M/S1)→ · · ·
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where u acts on H∗(∂M/S1) by cup product with the first Chern class of the circle bundle
∂M → ∂M/S1. Since that action is nilpotent, the boundary operator of (3.53) is necessarily
zero. Now, (3.53) and (3.47) fit into a commutative diagram whose rows and columns are
long exact sequences:
(3.54)
...
zero

...

...

· · · zero // H∗(M)[[u]] //
u

HF ∗S1(M, ) //
u

H∗(∂M/S1) zero //
u

· · ·
· · · zero // H∗(M)[[u]] //

HF ∗S1(M, ) //

H∗(∂M/S1) zero //

· · ·
· · · // H∗(M) //
zero

HF ∗(M, ) //

H∗(∂M) //

· · ·
...
...
...
The right hand column is the standard Gysin sequence; and the BV operator is the composi-
tion of two vertical arrows (going from HF ∗(M, ) to HF ∗S1(M, ) and then back). Diagram-
chasing yields the desired result: if a class in HF ∗(M, ) has the property that its image in
H∗(∂M) is the pullback of a class in H∗(∂M/S1), then it necessarily comes from a class in
HF ∗S1(M, ), hence is killed by the BV operator.
4. Fixed point Floer cohomology
The generalisation of Floer cohomology from Hamiltonian to general symplectic automor-
phisms was introduced in [14, 15]. Here, we use a version for Liouville domains, as in [39,
Section 4], [33], or [54].
(4a) Definition. For M as before, we will consider the following situation.
Setup 4.1. (i) Let φ be a symplectic automorphism of M which is equal to the identity near
∂M and exact. The latter condition means that there is a function Gφ (necessarily locally
constant near ∂M) such that φ∗θM − θM = dGφ.
(ii) If M carries a symplectic Calabi-Yau structure, we will assume that φ is compatible with
it, and in fact comes with a choice of grading (making it a graded symplectic automorphism
[38]).
Example 4.2. Suppose that ∂M is a contact circle bundle. Fix a function F on M which
agrees with ρM near the boundary, and let (φ
t
F ) be its flow. By construction, φ
−1
F is the
identity near the boundary. We call it the boundary twist of M (see [38, Section 4] for a
general discussion of such symplectic automorphisms), and denote it by τ∂M .
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Let’s now assume that M carries a symplectic Calabi-Yau structure as in Example 3.2(ii).
Then, τ∂M can be equipped with the structure of a graded symplectic automorphism. In fact,
there are two reasonable choices (which coincide for m = 1):
(i) One can take the trivial grading of the identity, and extend it continuously over the isotopy
(φtF ) to get a grading of τ∂M . Near the boundary, that grading is a shift [2− 2m].
(ii) Alternatively, by changing the previous grading by a constant 2 − 2m, one can get the
unique grading of τ∂M which is trivial near the boundary.
Take families of functions H = (Ht) and J = (Jt), parametrized by t ∈ R. Each of those
should be as in (3.2) and (3.4), but now with φ-twisted periodicity properties:
(4.1)
{
Ht+1(x) = Ht(φ(x)),
Jt+1 = φ
∗Jt.
Take the space Lφ = {x : R→M : x(t) = φ(x(t+ 1))}, with action functional
(4.2) Aφ,H(x) =
(∫ 1
0
−x∗θM +Ht(x(t)) dt
)
−Gφ(x(1)).
Its critical points are solutions x ∈ Lφ of (3.7), and correspond bijectively to fixed points
x(1) of φ1H ◦ φ. For a generic choice of H, these will be nondegenerate, and we use them
as generators of a Z/2-graded K-vector space CF ∗(φ,H). To define the differential, one
considers solutions u : R2 →M of (3.8), but now satisfying
(4.3) u(s, t) = φ(u(s, t+ 1)).
The resulting Floer cohomology is denoted by HF ∗(φ, ), with the previous HF ∗(M, ) being
the special case φ = idM . Remark 3.3 carries over to this more general situation; except
that to make HF ∗(φ, ) Z-graded, one needs to impose conditions on φ as well as on M , as
in Setup 4.1(ii).
Remark 4.3. In general, HF ∗(φ, ) does not carry a BV operator. The exception is when
φ can be written as the time-one map of a Hamiltonian flow (φt). Here, the general φt do
not have to be equal to the identity near ∂M , but they have to preserve θM near ∂M (one
example of this would be the flow that leads to φ = τ∂M ). One then defines a circle action
on Lφ by mapping a twisted loop x to
(4.4) x(r)(t) = φt(x(t− r)).
There is a related situation where fixed point Floer cohomology admits a discrete symmetry,
which was extensively studied in [46, 35]. Namely, suppose that φ admits a k-th root φ1/k
(such that (φ1/k)∗θM = θM near ∂M). This gives rise to an action of Z/k on Lφ, whose
generator maps x to
(4.5) x(1/k)(t) = φ1/k(x(t− 1/k)).
One gets an induced action of Z/k on HF ∗(φ) (in the previously considered case of Hamil-
tonian flows, φ has k-th roots for any k; but the induced Z/k-actions on Floer cohomology
are trivial, which is intuitively clear since they embed into a continuous symmetry).
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Floer cohomology is invariant under isotopies of φ (within the class of symplectic automor-
phisms that are allowed). One has a straightforward counterpart of (3.17):
(4.6) HF ∗(φ−1,−) ∼= HF 2n−∗(φ, )∨.
As for the dependence on , Lemmas 3.4–3.6, with the parts about BV operators omitted,
carry over with essentially the same proofs.
Lemma 4.4. Suppose that ∂M is a contact circle bundle, and let τ∂M be the boundary twist.
For any φ and ,
(4.7) HF ∗(τ−1∂M ◦ φ, − 1) ∼= HF ∗(φ, ).
This isomorphism is compatible with Z-gradings if we use option (i) from Example 4.2 as a
grading for τ∂M ; if instead we use option (ii), the right hand side of (4.7) should be replaced
with HF ∗+2−2m(φ, ).
Proof. When defining τ∂M , one can choose the flow (φ
t
F ) to be supported arbitrarily close
to ∂M , so that it commutes with φ. Consider the diffeomorphism
(4.8)
F : Lτ−1∂M◦φ −→ Lφ,
(Fx)(t) = φtF (x(t)),
which satisfies
(4.9)
F∗Aφ,H = Aτ−1∂M◦φ,H˜ ,
H˜t(x) = Ht(φ
t
F (x))− F (x).
Note that close to ∂M , H˜t = ρM−ρM . Given suitable choices of almost complex structures,
(4.8) gives rise to an isomorphism of Floer cochain complexes, which induces (4.7). 
Example 4.5. Assuming choice (ii) for the grading, HF ∗+2−2m(τ∂M , ) ∼= HF ∗(M,  − 1).
In particular, using Proposition 3.8 and (3.17), one obtains (1.6) (for m = 0) and its
generalization (1.7) (for arbitrary m).
(4b) Symplectic mapping tori. As usual, the mapping torus construction relates discrete
dynamics (symplectic automorphisms) and its continuous counterpart (Hamiltonian flows).
Setup 4.6. (i) Let M be a Liouville domain, and µ an exact symplectic automorphism (as
in Setup 4.1, with associated function Gµ). Its symplectic mapping torus is the fibration
(4.10) E =
R2 ×M
(p, q, x) ∼ (p, q − 1, µ(x))
pi(p,q,x)=(p,q)−−−−−−−−−→ R× S1.
The symplectic form is ωE = dp ∧ dq + ωM . To obtain a primitive, one chooses a function
G = G(q, x) such that Gµ(x) = G(q, x)−G(q − 1, µ(x)), and sets θE = p dq + θM + dG.
(ii) If M has a symplectic Calabi-Yau structure, and µ is a graded symplectic automorphism,
the mapping torus inherits a symplectic Calabi-Yau structure.
(iii) We use the class of functions H on E of the following form. Fix constants , as in (3.3),
and γ± ∈ R \ Z. Let HM be a function on the fibre, which equals ρM near the boundary,
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and which is invariant under µ (such functions can easily be constructed as cutoffs of ρM ).
Let HR×S1 be a function on the base, such that HR×S1(p, q) = γ±p if ±p  0. Then, there
should be an open subset U ⊂ E, which contains ∂E and has compact complement, such that
(4.11) H(p, q, x) = HR×S1(p, q) +HM (x) for (p, q, x) ∈ U .
We stress that if we have several different H, the associated HR×S1 and HM can also be
different (they do not have to be fixed once and for all).
(iv) We will use almost complex structures J on E such that: outside a compact subset, pi
is J-holomorphic (with respect to the standard complex structure i on the base); and near
the boundary, J = JR×S1 × JM,p,q, where JR×S1 is an almost complex structure on the base
which is standard outside a compact subset, and the JM,p,q are as in Setup 3.1.
Given time-dependent H = (Ht) and J = (Jt), one can build a Floer complex CF
∗(E,H)
as before. Of course, one has to check that solutions of Floer’s equation u : R × S1 → E
remain inside a compact subset of E \ ∂E. To see that this is the case, note that on the
subset where the |p|-coordinate of u is large, v = pi(u) will itself be a solution of
(4.12) ∂sv + i(∂tv − γ±∂q) = 0,
(∂q stands for the unit vector field in q-direction), hence its p-component is harmonic. On
the other hand, where u is close to ∂E, one can consider its fibre component alone, and then
apply the maximum principle in the same way as when constructing Floer cohomology inside
M . The resulting groups HF ∗(E, γ−, γ+, ) depend only on the constants involved (and we
can change those, without affecting Floer cohomology, as long as no “forbidden values” are
crossed, in parallel with Lemma 3.4). They also carry a BV operator.
Lemma 4.7. Suppose that γ− ∈ (0, 1) and γ+ ∈ (1, 2). Then
(4.13) HF ∗(E, γ−, γ+, ) ∼= H∗(S1)⊗HF ∗(µ, ).
The BV operator is given by rotation on S1, tensored with the identity map on HF ∗(µ, ).
The Floer cohomology computation (4.13) is [33, Theorem 1.3], which can be proved rela-
tively straightforwardly by a Morse-Bott approach. A similar argument determines the BV
operator.
5. Rotations at infinity
The next step is to apply Hamiltonian Floer cohomology to total spaces of Lefschetz fibra-
tions. Besides making the necessary adjustments to the construction of Floer cohomology,
we will consider some specific computations. Those follow [33] fairly closely, but with the
BV operator as an added ingredient.
(5a) Target spaces. The Lefschetz (complex nondegeneracy) condition is not important
yet, and we will allow considerably more freedom for the local geometry. On the other hand,
we impose quite strict conditions on the behaviour near infinity.
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Setup 5.1. (i) An exact symplectic fibration with singularities is a 2n-dimensional manifold
with boundary E, together with an exact symplectic form ωE = dθE, and a proper map
(5.1) pi : E −→ C,
subject to the following conditions.
At any x ∈ E, define the horizontal subspace TEhx ⊂ TE as the ωE-orthogonal complement
of TEvx = ker(Dpix). We ask that there should be an open subset U ⊂ E which contains
∂E and has compact complement, such that at each x ∈ U , one has: TEvx is a codimen-
sion 2 symplectic subspace of TE (hence, x is a regular point of pi, and Dpix|TEhx is an
isomorphism); and
(5.2) (ωE − pi∗ωC) |TEhx = 0,
where ωC = dre(y) ∧ dim(y) is the standard symplectic form on the base.
Next, at each point x ∈ ∂E, TEhx should lie inside Tx(∂E).
Finally, there should be a y∗ > 0 such that: all fibres Ey = pi−1(y) with |y| ≥ y∗ lie inside the
previously introduced subset U ; and M = Ey∗ , with its induced exact symplectic structure, is
a Liouville domain (in all subsequent developments, we will assume that such a y∗ has been
fixed).
(ii) For part of our considerations, we will assume that E comes with a symplectic Calabi-Yau
structure. This induces the same kind of structure on M .
Let’s consider the implications of these conditions. We have symplectic parallel transport
maps defined in a neighbourhood of ∂E. More precisely, let W ⊂ M be a small open
neighbourhood of ∂M . Then, parallel transport yields a canonical embedding, whose image
is an open neighbourhood of ∂E ⊂ E:
(5.3)

Θ : C×W −→ E,
Θ(C× ∂M) = ∂E,
pi(Θ(y, x)) = y,
Θ(y∗, x) = x,
Θ∗ωE = ωC + ωM .
To see why that is the case, note that (5.2) implies that the symplectic connection is flat
near ∂E. Hence, the relevant part of parallel transport is independent of the choice of path,
and Θ∗ωE − ωM must be locally the pullback of some two-form on C; to determine that
two-form, one again appeals to (5.2).
We also have the same flatness property outside a compact subset, with the following conse-
quence. Let µ be the monodromy around the circle of radius y∗, which is an exact symplectic
automorphism of M (and restricts to the identity on W ). Then, for p∗ = log(y∗), there is a
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unique covering map
(5.4)

Ψ : [p∗,∞)× R×M −→ {|pi(x)| ≥ y∗} ⊂ E,
pi(Ψ(p, q, x)) = ep+iq,
Ψ(p∗, 0, x) = x,
Ψ(p, q + 2pi, x) = Ψ(p, q, µ(x)),
Ψ∗ ωE = e2pdp ∧ dq + ωM .
The partial trivializations (5.3) and (5.4) are compatible, in the sense that
(5.5) Θ(ep+iq, x) = Ψ(p, q, x) for p ≥ p∗ and x ∈W .
In words, what we have observed is that (5.1) is symplectically trivial near ∂E, whereas
outside the preimage of a disc, it is like a symplectic mapping torus for µ (but with a
different symplectic structure on the base than before). Finally, in the situation of Setup
5.1(ii), µ is a graded symplectic automorphism (in a preferred way, such that the grading is
trivial near ∂M).
Example 5.2. The most important examples for us are those obtained from anticanonical
Lefschetz pencils, or more generally, from Lefschetz pencils satisfying the condition from
Remark 1.4. In that case, the boundary of the fibre is a contact circle bundle; E carries a
symplectic Calabi-Yau structure, such that the induced structure on the fibre is as in Example
3.2(ii); and as already stated in (1.5), the monodromy is the associated boundary twist.
Setup 5.3. (i) We consider functions H ∈ C∞(E,R) such that
(5.6)
{
H(Θ(y, x)) = HC(y) + ρM (x) for x near ∂M,
H(Ψ(p, q, x)) = γe2p/2 +HM (x) for p 0.
Here, the constant  is as in (3.3), and γ ∈ R \ 2piZ. HC is a function on the base such that
HC(y) = γ|y|2/2 for |y|  0, and HM is as in Setup 4.6.
(ii) We use compatible almost complex structures J on E satisfying the following conditions.
Outside a compact subset, pi is J-holomorphic, with respect to the standard complex structure
i on the base; and at points (y, x) ∈ C×M with x sufficiently close to ∂M ,
(5.7) Θ∗J = JC × JM,y.
Here, JC is an almost complex structure on C which is standard outside a compact subset,
and each JM,y is an almost complex structure on M as in Setup 3.1.
(5b) Floer cohomology and its properties. The construction of Hamiltonian Floer
cohomology in this context proceeds pretty much as in Section 4b. One gets chain complexes
CF ∗(E,H) and cohomology groups HF ∗(E, γ, ), together with a BV operator. A suitable
analogue of Lemma 3.4 holds. There are also counterparts of Lemma 3.5 for changing either
γ or . We will not consider them in full generality, but one important special case is this:
Lemma 5.4. For γ− ∈ (0, 2pi), γ+ ∈ (2pi, 4pi), and any , we have a long exact sequence
(5.8) · · · → HF ∗(E, γ−, ) −→ HF ∗(E, γ+, ) −→ H∗(S1)⊗HF ∗+2(µ, )→ · · ·
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where µ is the monodromy. This is compatible with BV operators, where the operator on the
rightmost group is as in Lemma 4.7. Moreover, if E has a symplectic Calabi-Yau structure,
(5.8) is compatible with Z-gradings.
Proof. To simplify the notation, we assume that one can take y∗ = 1. Fix a function HM
which is supported in a small neighbourhood of ∂M (hence is invariant under µ), and which
equals ρM close to ∂M . Via (5.3), there is an obvious extension of this function to all of E,
which we again denote by HM . Choose a function
(5.9)

h+ : [0,∞) −→ R,
h′+(a) = 0 if and only if a ≤ 1/2,
h′+(a) = γ− for a close to 2,
h+(a) = γ+a for a 0,
h′′+(a) ≥ 0 everywhere,
h′′+(a) > 0 whenever h
′
+(a) ∈ (γ−, γ+).
Define H+ : E → R by
(5.10) H+(x) = h+(|pi(x)|2/2) +HM (x).
This has two kinds of 1-periodic orbits:
(i) The first kind are contained in a fibre pi−1(y), |y| ≤ 1. They are either constant, or
else nontrivial 1-periodic orbits of HM (lying close to ∂M).
(ii) The second kind of 1-periodic orbit is fibered over the circle |y|2/2 = a∗, where
a∗ > 2 is the unique value such that h′+(a∗) = 2pi. In each fibre, they correspond to
fixed points of φ1HM ◦ µ.
Let’s perturb H+ slightly (in a time-dependent way, and without changing the notation),
so as to make the 1-periodic points nondegenerate; we will assume that the perturbation
is trivial near ∂E, as well as outside a compact subset. The outcome lies in the class of
Hamiltonians which can be used to construct HF ∗(E, γ+, ). As long as the perturbation is
small, one can still maintain the distinction between type (i) and (ii) orbits, even though
they no longer have exactly the same properties as before.
We now consider Floer trajectories. When perturbing H+, we can assume that the perturba-
tion is trivial near the preimage of the circle Z = {|y| = 2}. We will also use almost complex
structures J = (Jt) such that pi becomes pseudo-holomorphic near that same preimage. As
a consequence, if u is a Floer trajectory, then v = pi(u) satisfies
(5.11) ∂sv + i(∂tv − γ−iv) = 0 whenever v is close to Z.
We exploit that by introducing a degenerate version of the action functional (this is essen-
tially what [45] called a “barrier argument”). On the base, choose a two-form ω¯C which is:
rotationally invariant; everywhere nonnegative; supported in a small neighbourhood of Z;
38 PAUL SEIDEL
and positive at every point of Z. Then,
(5.12) 0 ≤
∫
R×S1
ω¯C(∂sv, ∂tv − γ−iv) = A¯(y−)− A¯(y+),
where A¯(y±) depends only on the limits y± of v. To compute it explicitly, fix a primitive
ω¯C = dθ¯C. Also, consider the function H¯C such that dH¯C = ω¯C(·, γ−iy), normalized by
asking that it should vanish near the origin. Then,
(5.13) A¯(y) =
∫
S1
−y∗θ¯C + H¯C(y(t)) dt .
Concretely,
(5.14) A¯(y) =
{
0 if y = pi(x), with x of type (i) as listed above,
(γ−2pi − 1)
∫
C ω¯C < 0 if x is of type (ii).
Finally, note that equality in (5.12) holds only if v−1(Z) = ∅. It follows that there are only
three kinds of Floer trajectories:
(i, i) If both limits x± are of type (i), the Floer trajectory remains entirely on the inside
of pi−1(Z);
(ii, ii) If both limits x± are of type (ii), the Floer trajectoy remains entirely on the outside
of pi−1(Z), since A¯(y−) = A¯(y+) (the same purpose was achieved by the “minimum
principle argument” in [33, Lemma 6.1]);
(i, ii) Finally, x− could be of type (i), and x+ of type (ii).
Take a function h− : [0,∞) → R which agrees with h on [0, 2], and satisfies h′−(a) =
γ− for a ≥ 2. Let H− be a (time-dependent) function which agrees with H+ over the
preimage of {|y| ≤ 2}, and satisfies H−(x) = h−(|pi(x)|2/2) + HM (x) elsewhere. This
has only the type (i) periodic orbits, and the associated chain complex CF ∗(E,H−) has
cohomology HF ∗(E, γ−, ). From the argument above, we get (assuming suitable choices of
almost complex structures) a short exact sequence of chain complexes
(5.15) 0→ CF ∗(E,H−) −→ CF ∗(E,H+) −→ Q∗ → 0.
The differential on the quotient Q∗ counts type (ii, ii) trajectories only, hence defines a
(slightly modified) version of Floer cohomology inside the mapping torus of µ, which is as
computed in Lemma 4.7. This shows that (5.15) induces the desired long exact sequence
(5.8). The argument about BV operators is parallel, since one can arrange that the relevant
equation (3.13) has the same property (5.11). The statement about gradings is straight-
forward (the shift by 2 reflects the Conley-Zehnder index of the circle |y|2/2 = a∗, as a
1-periodic orbit of the Hamiltonian h+(|y|2/2) on C). 
Proposition 5.5. For γ ∈ (0, 2pi) and sufficiently small  > 0,
(5.16) HF ∗(E, γ, ) ∼= H∗(E).
Moreover, the BV operator vanishes.
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This is an analogue of Proposition 3.8, and has the same proof. We will now dig a little
deeper into the consequences. In the situation of Lemma 5.4, choose a class z ∈ HF ∗+2(µ, ).
Using notation as in (5.15), take [point ]⊗ z ∈ H1(S1)⊗ HF ∗+2(µ, ) ⊂ H∗+1(Q), represent
it by a cocycle in Q∗, and lift that cocycle to a cochain
(5.17) x ∈ CF ∗+1(E,H+), dx ∈ CF ∗+2(E,H−).
Assume that γ− and  are small. Using the proof of Proposition 3.8 (as applied to our
situation in Lemma 5.5), one can arrange that the chain level BV operator vanishes on
CF ∗(E,H−) ⊂ CF ∗(E,H+). As a result, we get a cocycle
(5.18) x¯ = δx ∈ CF ∗(E,H+),
since dx¯ = −δ(dx) = 0. Clearly, x¯ is independent of the choice of lift x. Moreover, if the
original cohomology class was trivial, we would have x − dy ∈ CF ∗+1(E,H−) for some y,
and hence
(5.19) x¯ = δ(dy) = −d(δy).
This shows that [x¯] ∈ HF ∗(E, γ, +) depends only on z. Finally, if we project x¯ to Q∗, it
represents 1 ⊗ z ∈ H0(S1) ⊗ HF ∗+2(µ, ) ⊂ H∗(Q) (by the description of the BV operator
in Lemmas 4.7 and 5.4). The outcome of this argument can be summarized as follows:
Proposition 5.6. Take the situation from Lemma 5.4, with  > 0 small. Then the map
(5.20) HF ∗(E, γ+, ) −→ H∗(S1)⊗HF ∗+2(µ, )
from (5.8) has a partial splitting, defined on H0(S1)⊗HF ∗+2(µ, ). 
For the benefit of readers concerned by the apparent ad hoc nature of the previous argument,
we can explain how it fits into an appropriate formal framework.
Setup 5.7. (i) Take a chain complex C∗+ together with an endomorphism δ of degree −1.
Let C∗− be a subcomplex such that δ(C
∗
−) ⊂ C∗−. Then, a homotopy trivialization [χ] of
δ|C∗− induces a lift
(5.21) H∗−1(C+)

H∗(Q)
66
// H∗−1(Q)
where the horizontal arrow is the operation induced by δ on the quotient complex Q∗ =
C∗+/C
∗
−, and the vertical arrow is the projection map. The lift in (5.21) is defined as follows:
given a cocycle in Q∗, lift it to a cochain x in C∗+, and then map that to the cocycle
(5.22) x¯ = δx+ χ(dx).
One sees immediately that this induces a map on cohomology, which depends only on the
equivalence class [χ].
(ii) Take two such complexes C∗+ and C˜
∗
+, each with the same structure as in (i) (including
subcomplexes C∗− and C˜
∗
−). Suppose that we have maps between them as in Setup 3.9(ii),
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which preserve the subcomplexes. If we are given mutually compatible homotopy trivializa-
tions [χ] and [χ˜] on those subcomplexes, which are compatible in the sense of Setup 3.9(ii),
then (by a straightforward computation) the lifts from (5.21) fit into a commutative diagram
(5.23) H∗(C+) // H∗(C˜+)
H∗(Q)
OO
// H∗(Q˜).
OO
Mapping this abstract framework onto our specific situation is fairly straightforward. We
had H∗(Q) ∼= H∗(S1) ⊗ HF ∗+2(µ, ), with the BV operator on the quotient as described
in Lemma 4.7. We arranged that δ|C∗− vanished, and made the trivial choice χ = 0. The
partial splitting of (5.20) is the map which fits into the commutative diagram
(5.24) HF ∗(E, γ+, )
H1(S1)⊗HF ∗(µ, )
OO
∼= // H0(S1)⊗HF ∗(µ, )
kk
where the vertical arrow is the restriction of the lift (5.21), and the horizontal arrow is the BV
operator. Inspection shows that this indeed recovers the formula (5.18). As in the discussion
following Setup 3.9, one can use the fact that the homotopy trivialization is canonical to
show that the partial splitting is independent of all auxiliary choices.
We will also need a modified version of Proposition 5.6, whose proof combines much of the
technical material about Floer cohomology that has been mentioned so far:
Proposition 5.8. Take the situation from Lemma 5.4. Assume that ∂M is a contact circle
bundle, and that  ∈ (1, 2). Additionally, assume that E has a symplectic Calabi-Yau struc-
ture, such that the induced symplectic Calabi-Yau structure on M is as in Example 3.2(ii).
Then (5.20) has a partial splitting, defined on the subspace of H0(S1) ⊗ HF ∗+2(µ, ) where
∗ ≤ −2m.
Proof. One can set up a Morse-Bott chain complex which computes HF ∗(E, γ−, ) exactly
as in Proposition 3.10. Namely, generators consist of constant orbits, together with a Morse-
Bott nondegenerate submanifold F which is a copy of ∂M (located in some fibre of pi). More-
over, the Hamiltonian and almost complex structure can be taken to be time-independent.
Then, the argument used there shows that the Morse-Bott analogue of the BV operator
vanishes on all cochains of degree ≤ 2− 2m.
What does this mean for our original complex CF ∗(E,H−)? It is related to the Morse-Bott
version by a chain homotopy equivalence, which is a version of a continuation map, hence
comes with a secondary version as in (3.18), expressing its compatibility with BV operators.
Using Setup 3.11(ii), we obtain a nullhomotopy for the BV operator on the correspondingly
truncated subcomplex:
(5.25) χ : CF ∗(E,H−)≤2−2m −→ CF ∗−2(E,H−)≤2−2m.
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Now take (5.17), where ∗ ≤ −2m, and replace (5.18) with (5.22), which provides the desired
splitting; this makes sense because dx is a cocycle in CF ∗(E,H−) of degree ∗+ 2 ≤ 2− 2m,
hence lies in the domain of definition of (5.25). 
As before, one can interpret this as an instance of a more general setup:
Setup 5.9. (i) Consider a variation on the situation of Setup 5.7(i), where the homotopy
trivialization exists only on (C∗−)
≤j, for some j. Then, (5.22) defines a partial lift, as in
(5.21) but defined only on H∗(Q) for ∗ ≤ j − 1.
(ii) There is a corresponding variation of Setup 5.7(ii), with two homotopy trivializations
defined on (C∗−)
≤j respectively (C˜∗−)
≤j. Then, one gets a diagram (5.23) in degrees ∗ ≤ j−1.
To apply this to our case, we first used a Morse-Bott formalism to put ourselves in a situation
where part of the BV operator can be explicitly computed (allowing an obvious choice
of partial homotopy trivialization), and then used continuation maps to carry over that
trivialization to the general case. In principle, part (ii) of Setup 5.9 can be used to show
that the partial splitting from Proposition 5.6 is canonical, but that would require additional
arguments not carried out here.
Example 5.10. In the situation of Example 5.2, we can use (1.7) for  ∈ (1, 2). The
splitting from Proposition 5.8 then takes 1 ∈ H0(M) ∼= HF 2−2m(µ, ) to an element of
HF−2m(E, γ+, ).
6. Translations at infinity
We remain in the same class of manifolds (Setup 5.1), but now set up Floer cohomology
differently. First of all, we follow the version for symplectic automorphisms, rather than the
Hamiltonian one. More importantly, the perturbations involved have different behaviour at
infinity, following [45].
(6a) Geometric data. As usual, we begin by assembling the basic geometric ingredients,
this time starting with the class of symplectic automorphisms that are allowed.
Setup 6.1. (i) We consider exact symplectic automorphisms φ : E → E with the following
properties. There is an open subset U ⊂ E of the same kind as in Setup 5.1, such that
(6.1) pi(φ(x)) = φC(pi(x)) for x ∈ U .
Here, φC is a symplectic automorphism of the base, which is the identity outside a compact
subset. Moreover, if we restrict φ to a fibre Ey, |y|  0, then it should be the identity near
∂Ey.
(ii) As usual, if E has a symplectic Calabi-Yau structure, we assume that φ is a graded
symplectic automorphism (then, the same holds for its restriction to any fibre Ey, |y|  0).
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(iii) We use functions H ∈ C∞(E,R) such that
(6.2)
{
H(Θ(y, x)) = HC(y) + ρM (x) for x near ∂M ,
H(Ψ(p, q, x)) = δ re(ep+iq) +HM (x) for p 0.
Here,  is as in (3.3), and δ ∈ R\{0}. HC is a function on the base such that HC(y) = δ re(y)
outside a compact subset, and HM is as in Setup 4.6.
(iv) We use compatible almost complex structures J on E of the following kind. Near the
boundary, we impose the same condition (5.7) as before. At points (p, q, x), where p  0
and −pi ≤ q ≤ pi,
(6.3) Ψ∗J =
{
i× J+M,re(ep+iq) for 0 ≤ q ≤ pi,
i× J−M,re(ep+iq) for −pi ≤ q ≤ 0.
Here, J±M,r are two auxiliary families of compatible almost complex structures on the fibre,
both parametrized by r ∈ R and belonging to the class (3.4), and additionally satisfying
(6.4)
{
J−M,r = J
+
M,r if r  0,
J−M,r = µ∗J
+
M,r if r  0.
The assumption (6.1) is quite restrictive, since it implies that φ must commute with sym-
plectic parallel transport between the fibres. In combination with the other condition, this
implies that
(6.5) φ(Θ(y, x)) = Θ(φC(y), x) for x close to ∂M .
Similarly, we have
(6.6) φ(Ψ(p, q, x)) = Ψ(p, q, φM (x)) if p 0,
where φM is an exact symplectic automorphism of M , which is the identity near ∂M , and
which must commute with µ.
Example 6.2. Fix a function on C, which equals pi|y|2 outside a compact subset, and pull it
back to E. Then, its flow for time 1 gives a symplectic automorphism within the class defined
above. We denote it by ν, and call it the global monodromy. The associated automorphism
of the fibre is the monodromy µ.
The class of almost complex structures introduced above has the property that pi is J-
holomorphic outside a compact subset. Moreover, because of (6.3), the induced almost
complex structures on the fibres Ey, |y|  0, are locally constant under parallel transport
in imaginary direction (this is sketched in Figure 1).
(6b) The compactness argument. Given φ, choose H = (Ht) and J = (Jt), with
the same periodicity condition as in (4.1) (this makes sense because the relevant classes of
Hamiltonians and almost complex structures are invariant under φ). The solutions of (3.7)
in Lφ, or equivalently the fixed points of φ
1
H ◦φ, will always be contained in a compact subset
of E \ ∂E. For generic choice of (Ht), these fixed points will also be nondegenerate; assume
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r = re(y)
J+M,r
J−M,r
monodromy µ
Figure 1.
from now on that this is the case. Consider solutions u : R2 → E of Floer’s equation (3.8)
with periodicity conditions (4.3), and with limits x± as usual.
Lemma 6.3. There is a compact subset of E, such that for any solution u and any s such
that u(s, 1) lies outside that subset,
(6.7)
∫
[0,1]
|∂su(s, t)|2 dt ≥ δ2.
Proof. For x outside a compact subset,
(6.8) dist(x, (φ1H ◦ φ)(x)) ≥ δ,
where the distance is with respect to the metric associated to any almost complex structure in
our class (recall that the fibres of pi are compact, so “outside a compact subset” means going
to infinity in base direction). For essentially the same reason,
∫
[0,1]
|∂su(s, t)|dt ≥ δ. 
Lemma 6.4. There is a constant B > 0, such that |re(pi(u))| ≤ B for all solutions u.
Proof. Write v = pi(u). On the subset where re(v) is large, it satisfies the equation
(6.9)
{
∂sv + i(∂tv − iδ) = 0,
v(s, t+ 1) = v(s, t) + iδ.
Hence, re(v) is harmonic, so that we can apply the maximum principle. 
Lemma 6.5. There is a neighbourhood V ⊂M of ∂M , such that the image of any solution
u is disjoint from Θ(C× V ).
This is again a maximum principle argument, but now used in fibre direction.
Lemma 6.6. There is a constant C such that ‖du‖∞ ≤ C for any Floer trajectory.
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Proof. This is a simple Gromov compactness argument, following [45, Proposition 5.1], and
we will only give limited details. Suppose that the result is false. After passing to a subse-
quence, ‖∂suk‖ goes to infinity. Take points zk = (sk, tk) where |∂suk| reaches its maximum.
If the uk(zk) remain inside a compact subset of E, one can rescale locally near zk, and
get a non-constant pseudo-holomorphic plane as a limit. Since we have a priori bounds on
the energy, this plane has finite energy, hence extends to a pseudo-holomorphic sphere, in
contradiction to exactness. Suppose on the other hand that the uk(zk) do not remain inside a
compact subset of E. In view of Lemma 6.4, one can pass to a subsequence and then assume
that im(pi(uk(zk))) converges to either +∞ or −∞. Then, after a translation in imaginary
direction over the base, the same argument as before applies, except that the limit lies in
C ×M , and is pseudo-holomorphic for an almost complex structure i × J±M,re(y), where y
is the coordinate on C (it is here that we use the specific property of our almost complex
structures indicated in Figure 1). 
Proposition 6.7. There is a compact subset of E \∂E which contains all Floer trajectories.
Proof. Assume that this is not true. By Lemmas 6.4 and 6.5, there must be a sequence (uk)
of solutions, such that the maximal value of |im(pi(uk))| goes to infinity. Because we have
an absolute bound on |∂suk| from Lemma 6.6, uk(s, 1) has to spend an increasingly large
interval (in s) inside the region where Lemma 6.3 applies. But that contradicts the a priori
bound on the energy. 
(6c) Floer cohomology and its properties. Having obtained Proposition 6.7, it is now
a familiar process to set up Floer complexes CF ∗(φ,H), whose cohomology we denote by
HF ∗(φ, δ, ). The appropriate version of (4.6) is
(6.10) HF ∗(φ−1,−δ,−) ∼= HF 2n−∗(φ, δ, )∨.
Lemma 6.8. For small δ > 0 and  > 0, HF ∗(id , δ, ) ∼= H∗(E, {re(pi) 0}).
We will not explain the proof of this, which can be done by reduction to Morse theory as in
Proposition 3.8 (if pi is a Lefschetz fibration, H∗(E, {re(pi)  0}) is concentrated in degree
n, and has one generator for each critical point; one can in fact arrange that the underlying
chain complex has the same property, and thereby give an elementary proof of Lemma 6.8
for that special case).
The dependence of Floer cohomology on the parameters (δ, ) is a more interesting issue
than before. One can show (for instance, using parametrized moduli spaces) that only the
sign of δ matters. In fact, one also has isomorphisms
(6.11) HF ∗(φ,−δ, ) ∼= HF ∗(φ, δ, ),
but not canonical ones. To see that, note that the sign of δ depends on our identification of
the base with the standard complex plane C. Reversing that identification (y 7→ −y) takes
δ to −δ. To construct (6.11), one has to rotate the plane by some amount in pi + 2piZ, and
different choices yield different maps (6.11).
LEFSCHETZ FIBRATIONS 45
Remark 6.9. One way to think of the ambiguity in (6.11) is as follows. HF ∗(φ, δ, ) carries
a canonical automorphism, induced by a full rotation of the plane (whose angle is thought
of as an additional parameter), or equivalently by conjugation with the global monodromy.
Then, (6.11) is unique up to composition with powers of that automorphism.
Another version of the same explanation goes as follows: on can allow translations over
the base in any direction, corresponding to a parameter δ ∈ C∗ (for compatibility with our
previous notation, the translation would have to be by iδ). For fixed , these more general
Floer cohomology groups HF ∗(φ, δ, ) would be canonical locally trivial in δ, which means
that they would form a local system over C∗. The previously mentioned automorphism is
just the holonomy of the local system, and (6.11) would be a parallel transport map between
two different fibres.
Lemma 6.10. For any − < + which satisfy (3.3), one has HF ∗(φ, δ, −) ∼= HF ∗(φ, δ, +).
Proof. Our strategy follows that of Lemma 3.4. We enlarge the given E by attaching a
conical piece to the boundary of each fibre, as in (3.21):
(6.12) Eˆ = E ∪∂E (C× [1, C]× ∂M),
where ∂E is identified with C × ∂M using parallel transport, which means (5.3). Extend
the given φ to an automorphism φˆ of Eˆ by setting it equal to φC× id [1,C]×∂M on the conical
part, where φC is as in (6.5).
Suppose that H− is the function used to define the chain complex CF ∗(φ,H−) underlying
HF ∗(φ, δ, −). We extend it to a function Hˆ+ on Eˆ by a fibrewise version of (3.23):
(6.13) Hˆt,+(r, y, x) = HC,t(y) + Ch(C
−1r)
where h is as in (3.22), and the HC,t are functions as in (6.2). It is unproblematic to show
that CF ∗(φˆ, Hˆ+) computes HF ∗(φ, δ, +). At this point, we want to be more specific about
the choice of function for the original Floer cohomology group. Using the fact that the
group of compactly supported symplectic automorphisms of C is connected, one can find a
time-dependent HC such that
(6.14) (φ1HC ◦ φC)(y) = y + iδ
is simply a translation. In that case, CF ∗(φˆ, Hˆ+) has the same generators as CF ∗(φ,H−),
and an easy maximum principle argument (in fibre direction) shows that the differentials
also coincide. 
Remark 6.11. Alternatively, one can avoid the use of specific choices of HC, and argue
as in Lemma 3.5. Namely, suppose that there is only one  ∈ (−, +) such that R∂M has
1-periodic orbits. Then, there is a long exact sequence
(6.15) · · · → HF ∗(φ, δ, −) −→ HF ∗(φ, δ, +) −→ H(Q∗)→ · · ·
One can arrange that Q∗ ∼= Q∗C ⊗Q∗M , where the first factor is a version of the Floer chain
complex for φ1HC ◦ φC, which is then shown to be acyclic (this last step would again use the
connectedness of the group of compactly supported symplectic automorphisms of C).
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Our final topic is the relation between the two versions of Floer cohomology on E. Because
of the different classes of perturbations used, this is not quite straightforward. We only need
a partial result:
Lemma 6.12. Take γ− ∈ (2pi(k−1), 2pik), and arbitrary δ, . Let ν be the global monodromy.
Then there is a canonical map
(6.16) HF ∗(E, γ−, ) −→ HF ∗(νk, δ, ).
To clarify the grading conventions: the source in (6.16) carries its natural Z-grading (as a
form of Hamiltonian Floer cohomology, on a manifold with a symplectic Calabi-Yau struc-
ture). For the target, we use the structure of the global monodromy ν as a graded symplectic
automorphism which comes from its original construction by a flow (see Example 6.2; this
is parallel to (i) in Example 4.2).
Proof. The argument follows Lemma 5.4 closely, and we will only give a few details. Set
γ+ = 2pik, and choose a function h+ as in (5.9). We can assume that ν
k is defined as the time-
one map of the function F (x) = h+(|pi(x)|2/2). When choosing a perturbation H+ to be used
to define CF ∗(νk, H+), we can assume that Ht,+(x) = HM (x) close to Z = {|pi(x)| = 2}.
A suitable “barrier” argument shows that (for small |δ|) the generators corresponding to
fixed points lying on the inside of Z form a subcomplex of CF ∗(νk, H+). Moreover, that
subcomplex can be identified with CF ∗(E,H−), where
(6.17) Ht,−(x) =
{
Ht,+(φ
−t
F (x)) + F (x) |pi(x)| ≤ 2,
HM (x) + h−(|pi(x)|2/2) |pi(x)| ≥ 2.
Here, h− is the function that agrees with h+ on [0, 2], and satisfies h′−(a) = γ− for all a ≥ 2.
But (6.17) defines HF ∗(E, γ−, ). 
(6d) Additional remarks. One can show that the map (6.16) fits into a long exact
sequence
(6.18) · · · → HF ∗(E, γ−, ) −→ HF ∗(νk, δ, ) −→ HF ∗+2k(µk+1, )→ · · ·
It seems likely (but we have not checked the details) that there is a similar long exact
sequence
(6.19) · · · → HF ∗(νk, δ, ) −→ HF ∗(E, γ+, ) −→ HF ∗+2k+1(µk+1, )→ · · ·
where γ+ ∈ (2pik, 2pi(k + 1)). One piece of supporting evidence is that the combination of
the two sequences above (in the appropriate order) is compatible with (5.8). Repeated use of
those two sequences gives a step-by-step “decomposition” of all the Floer cohomology groups
HF ∗(E, γ, ) and HF ∗(νk, δ, ). Alternatively, one can approach the same idea through
spectral sequences:
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Lemma 6.13. For any  and any γ ∈ (2pik, 2pi(k + 1)), k ≥ 0, there is a spectral sequence
converging to HF ∗(E, γ, ), whose starting page is
(6.20) Epq1 =

Hq+1(E, {re(pi) 0}) p = 1,
HF q(µ−bp/2c, ) −2k ≤ p ≤ 0,
0 otherwise.
Lemma 6.14. For any k ≥ 0, δ > 0, and , there is a spectral sequence converging to
HF ∗(νk, δ, ), whose starting page is
(6.21) Epq1 =

Hq+1(E, {re(pi) 0}) p = 1,
HF q(µ−bp/2c, ) −2k + 1 ≤ p ≤ 0,
0 otherwise.
In fact, these spectral sequences are more straightforward to prove than (6.18) or (6.19). The
first one is a weaker version of that in [33], and the second one is not substantially different.
We will not explain them further, but we do want to show one application.
Example 6.15. Take the situation arising from an anticanonical Lefschetz pencil (see Ex-
amples 3.2(ii) and 5.2, but where m = 0). By repeatedly applying Lemma 4.4, we get
(6.22) HF ∗(µj , ) ∼= HF ∗−2j(M, − j).
Moreover, for any  > 0, there is a Morse-Bott spectral sequence converging to HF ∗(M, )
(generalizing Proposition 3.10), with
(6.23) Epq1 =

Hp+q(M) p = 0,
Hq−p(∂M) −bc ≤ p < 0,
0 otherwise.
In particular, HF ∗(M, ) is always concentrated in degrees ∗ ≥ 0.
Choose some k > 0, and take  > k. From (6.22) and (6.23), it follows that
(6.24)

HF ∗(M, ) is concentrated in degrees ∗ ≥ 0,
HF ∗(µ, ) ∼= HF ∗−2(M, − 1) is concentrated in degrees ∗ ≥ 2,
. . .
HF ∗(µk, ) ∼= HF ∗−2k(M, − k) is concentrated in degrees ∗ ≥ 2k.
By feeding that into (6.20) and (6.21), it follows that HF ∗(E, γ, ) and HF ∗(νk, δ, ) are all
concentrated in nonnegative degrees (moreover, all the contributions coming from closed Reeb
orbits on ∂M land in degrees ≥ 2).
To summarize, we have two infinite sequences of “closed string” Floer cohomology groups
associated to any Lefschetz fibration. The first of these sequences, HF ∗(E, γ, ) for γ ∈
(2pik, 2pi(k + 1)), comes with an additional dependence on  (one can remove that depen-
dence by passing to the direct limit  → ∞, as in the definition of symplectic cohomology;
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the price to pay is that the resulting groups will typically be infinite-dimensional). More-
over, these groups carry BV operators. The second sequence is HF ∗(νk, δ, ). These groups
are independent of , do not have BV operators, but come with canonical automorphisms
(mentioned in Remark 6.9).
Remark 6.16. It is possible to interpret this situation in terms of mirror symmetry. Con-
sider a smooth projective variety A, together with a section r of its anticanonical bundle,
which gives rise to a smooth divisor B = r−1(0). We’ll discuss the analogues of the two
Floer cohomology groups mentioned above, but in reverse order.
Take the sheaves ΩiA(kB) of algebraic i-forms with poles of order at most k along B, and
form
(6.25)
⊕
i
H∗+i(A,ΩiA(kB))
For k = 0, this is the Hochschild homology of A. It admits a BV type operator, induced
by the de Rham differential, but that is known to vanish. Derived autoequivalences act on
Hochschild homology, and in particular, one gets a distinguished automorphism from the
action of the Serre functor. More concretely, this automorphism is given by multiplying with
the exponential of the class of the canonical bundle in H1(A,Ω1A). For k > 0, (6.25) does not
carry a natural BV type operator, since the de Rham differential increases pole order (but
one can still define a canonical automorphism, as before).
Instead, consider the subsheaves
(6.26) ΩiA((k − 1)B + logB) ⊂ ΩiA(kB)
of those differential forms α such that both α and dα have poles of order ≤ k along B. This
gives rise to another sequence of graded groups,
(6.27)
⊕
i
H∗+i(A,ΩiA((k − 1)B + logB)),
which do carry BV operators. To be more precise, the situation we have just considered (with
a smooth B) is mirror to working with a Lefschetz fibration which has closed fibres; hence,
there is no parameter corresponding to our  here.
We also would like to consider a variant of Lemma 6.14, where some of the columns in the
E1 page have already been combined, as in (6.18). Again, the proof is omitted.
Lemma 6.17. There is a spectral sequence converging to HF ∗(ν2, δ, ), with
(6.28) Epq1 =

HF q(E, γ, ) p = 0, where γ > 0 is small,
HF q+1(µ, )⊕HF q+2(µ, ) p = −1,
HF q+1(µ2, ) p = −2,
0 otherwise.
This spectral sequence is compatible with the Z/2-action on HF ∗(ν2, δ, ) from Remark 4.3:
the induced Z/2-action on (6.28) is trivial except in the p = −2 column, where it is the
corresponding action on HF ∗(µ2, ).
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Example 6.18. Take the situation from Example 6.15 with  > 2. Then the p = −2 column
contributes only in positive degrees. Hence, the Z/2-action on HF 0(ν2, δ, ) is trivial, at least
if we assume that char(K) 6= 2.
7. Open-closed string maps
We now combine fixed point Floer cohomology, in the version considered in Section 6, with
its counterpart for Lagrangian submanifolds. The relation between the two theories, together
with the preceding Floer cohomology computations, leads directly to our main results (The-
orems 1.2 and 1.3).
(7a) Lagrangian Floer cohomology. We will continue to work in the situation of Setups
5.1 and 6.1, with the following additional geometric ingredient.
Setup 7.1. (i) We consider oriented exact Lagrangian submanifolds L ⊂ E \ ∂E such that
pi|L is proper, and
(7.1) pi(L) = {compact subset} ∪ {re(y) 0, im(y) = o} ⊂ C for some o ∈ R.
(ii) If E comes with a Calabi-Yau structure, we will assume that L is a graded Lagrangian
submanifold.
(iii) Independently, one may want to assume that L comes with a Spin structure.
At any point x ∈ L outside a compact subset, we know that TEvx is a symplectic subspace,
and hence that
(7.2) rank(Dpix|TLx) = n− dim(TLx ∩ TE vx) ≥ 1.
By combining this with (7.1), one sees that equality holds in (7.2), hence that Dpix|TLx :
TLx → R is onto. This implies that there is a unique closed Lagrangian submanifold
LM ⊂M \ ∂M such that, if y = ep+iq with q ∈ (−pi/2, pi/2), re(y) 0 and im(y) = o, then
(7.3) L ∩ pi−1(y) = Ψ((p, q)× LM ).
In other words, at infinity L is fibered over a horizontal half-infinite path, with each fibre
being equal to LM . Note that LM is exact, and inherits an orientation (as well as the other
structure mentioned in (ii) and (iii) above, whenever that exists on L).
Given two such submanifolds L0, L1, such that the corresponding numbers (7.1) satisfy
o1 − o0 6= 0, there is a well-defined Floer cohomology HF ∗(L0, L1). To make the setup
formally parallel to fixed point Floer cohomology, we will also introduce a perturbed version
HF ∗(L0, L1, δ, ), which reduces to the previous one for δ =  = 0, and is defined under the
assumption that
(7.4) o1 − o0 − δ 6= 0.
Floer cohomology is invariant under automorphisms of E,
(7.5) HF ∗(φ(L0), φ(L1), δ, ) ∼= HF ∗(L0, L1, δ, ).
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The analogue of (4.6) says that
(7.6) HF ∗(L1, L0,−δ,−) ∼= HFn−∗(L0, L1, δ, )∨.
Lemma 7.2. Suppose that δ± are such that o1 − o0 − δ± have the same sign. Then
HF ∗(L0, L1, δ−, ) ∼= HF ∗(L0, L1, δ+, ).
Lemma 7.3. For any ±, HF ∗(L0, L1, δ, −) ∼= HF ∗(L0, L1, δ, +).
The two Lemmas above are analogues of Lemma 3.4. Note that this time, there are no
“forbidden values” of . The passage through the unique “forbidden value” of δ is described
by the following result, whose proof we omit:
Lemma 7.4. Take δ− < o1 − o0 < δ+. Then there is a long exact sequence
(7.7) · · · → HF ∗(L0, L1, δ−, ) −→ HF ∗(L0, L1, δ+, ) −→ HF ∗(L0,M , L1,M )→ · · ·
where the third group is the Floer cohomology of the associated closed Lagrangian submani-
folds (7.3) in the fibre M .
Finally, we have an analogue of Proposition 3.8, also given here without proof:
Lemma 7.5. For δ > 0, HF ∗(L,L, δ, ) ∼= H∗(L).
Remark 7.6. In general, HF ∗(L0, L1, δ, ) is a Z/2-graded space over a coefficient field
K of characteristic 2. In the situation from Setup 7.1(ii), one can obtain Z-graded Floer
cohomology groups; and in that of Setup 7.1(iii), an arbitrary coefficient field K can be
allowed (see [19, Chapter 8] or [43, Section 12]).
To define the chain complex CF ∗(L0, L1, H) underlying HF ∗(L0, L1, δ, ), one chooses func-
tions H = (Ht) and almost complex structures J = (Jt) as in Setup 6.1, but this time
parametrized by t ∈ [0, 1]. On the path space
(7.8) LL0,L1 = {x : [0, 1]→ E : x(0) ∈ L0, x(1) ∈ L1},
one has a counterpart of (4.2):
(7.9) AL0,L1,H(x) =
(∫ 1
0
−x∗θE +Ht(x(t)) dt
)
+GL1(x(1))−GL0(x(0)),
where the GLk are functions such that dGLk = θE |Lk. The critical points are solutions x of
(3.7) in (7.8), hence correspond to points of φ1H(L0)∩L1. The condition (7.4) implies that all
such x are contained in a compact subset of E. Moreover, for generic choice of H, the x will
be nondegenerate. Assuming this to be the case, one considers solutions u : R × [0, 1] → E
of (3.8), with boundary conditions
(7.10) u(s, 0) ∈ L0, u(s, 1) ∈ L1.
There is an analogue of Proposition 6.7 in this context, with similar strategy of proof. The
rest of the construction of HF ∗(L0, L1, δ, ) follows the classical theory for closed Lagrangian
submanifolds [16].
LEFSCHETZ FIBRATIONS 51
Remark 7.7. It may make sense to mention the one point where the situation here differs
from that in Proposition 6.7 (by being easier, in fact). There is no analogue of (6.8) in
the present context, but that is in fact unnecessary: because of (7.10), a bound on ‖du∞‖
(obtained as in Lemma 6.6) implies that the image of u is contained in a region {im(pi) ≤ D}.
(The reader may also want to consult the proof of [45, Proposition 5.1], even though that result
itself does not apply here, because of the different choice of inhomogeneous terms.)
(7b) The formalism. We will now introduce the additional structures on Floer cohomol-
ogy which underlie our main argument (for the moment, only the formal aspects will be
considered; discussion of their actual construction will take place later on, in Section 7c).
Given Lagrangian submanifolds (L0, L1, L2) and constants (δ0, δ1), (0, 1) such that all Floer
cohomology groups involved are well-defined, the triangle product (due to Donaldson) is a
map
(7.11) HF ∗(L1, L2, δ1, 1)⊗HF ∗(L0, L1, δ0, 0) −→ HF ∗(L0, L2, δ0 + δ1, 0 + 1).
This satisfies an appropriate associativity condition. As an application, fix Lagrangian sub-
manifolds L1, . . . , Lm with pairwise different constants o1, . . . , om ∈ R. To these, one can
associate an algebra A over (2.76), namely
(7.12) A = R⊕
⊕
i<j
HF ∗(Li, Lj),
or equivalently
(7.13) ejAei =

HF ∗(Li, Lj) i < j,
K i = j,
0 i > j.
Recall that here, the Floer cohomology groups under discussion are HF ∗(Li, Lj , δ, ) with
δ =  = 0 (in view of Lemmas 7.2 and 7.3, one could equivalently use any δ which lies on
the same side of oj − oi as the origin, and any , but that it not helpful for thinking about
the products). The nontrivial part of the algebra structure of A consists of the products
HF ∗(Lj , Lk)⊗ HF ∗(Li, Lj)→ HF ∗(Li, Lk) for i < j < k, which are special cases of (7.11).
Next, take an automorphism φ as in Setup 6.1, and constants δ,  satisfying
(7.14) δ 6= oi − oj for all i, j ∈ {1, . . . ,m} (including i = j, which means δ 6= 0).
Generalizing [45, Section 6.3], one associates to this a bimodule Pφ,δ, over A, namely:
(7.15) Pφ,δ, =
⊕
i,j
HF ∗(φ(Li), Lj , δ, ).
These structures have cochain level refinements: an A∞-algebra A (following Fukaya), and
A∞-bimodules Pφ,δ, over A. There are corresponding refinements of the properties of La-
grangian Floer cohomology mentioned above. Namely, there is a quasi-isomorphism (in fact,
if the choices are suitably coordinated, an isomorphism)
(7.16) Pφ,δ, ' P∨φ−1,−δ,−[−n].
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Lemma 7.8. The quasi-isomorphism type of Pφ,δ, is independent of . It is also locally
constant in δ, within the allowed range (7.14).
This is a refinement of the previously mentioned invariance properties of Lagrangian Floer
cohomology (Lemmas 7.2, 7.3). We omit the proof.
Example 7.9. In our eventual application, (L1, . . . , Lm) will be a basis of Lefschetz thimbles.
In that case, if one takes δ  0, then Pid,δ, is quasi-isomorphic to the diagonal bimodule
A [45, Corollary 6.1]; and if one takes δ  0, Pid,δ, is quasi-isomorphic to the shifted dual
diagonal bimodule A∨[−n] [45, Corollary 6.2].
For φ as before, take (δ, ) so that HF ∗(φ, δ, ) is well-defined. Given any L, one has a
canonical map relating the two kinds of Floer cohomology groups:
(7.17) HF ∗(φ(Li), Li, δ, ) −→ HF ∗+n(φ, δ, ).
After applying (6.10), (7.6) and changing notation from (φ, δ, ) to (φ−1,−δ, ), the map dual
to (7.17) can be written as
(7.18) HF ∗(φ, δ, ) −→ HF ∗(φ(Li), Li, δ, ).
Example 7.10. Let’s specialize to φ = id and δ > 0. Applying Lemmas 7.5 and 6.8, one
sees that (7.17) reduces to a map
(7.19) H∗(Li) −→ H∗+n(E, {re(pi) 0}),
Let’s instead take δ < 0. Then, because of (7.6) and (6.10), the map (7.17) looks like this:
(7.20) H∗(Li) −→ H∗(E, {re(pi) 0}),
and its dual (7.18) is correspondingly
(7.21) H∗(E, {re(pi) 0}) −→ H∗(Li).
Unsurprisingly, (7.19) and (7.21) can be identified with the ordinary pushforward and re-
striction maps in cohomology; in particular, (7.21) factors through H∗(E).
As before, (7.17) is part of a more complicated structure, the open-closed string map
(7.22) HH ∗(A,Pφ,δ,) −→ HF ∗+n(φ, δ, ),
which is defined for all (δ, ) such that both sides make sense. Let’s use the same Floer-
theoretic duality as before, as well as (2.27) and (7.16). After applying that, and suitably
adjusting notation, one can write the dual of (7.22) as
(7.23) HF ∗(φ, δ, ) −→ HH ∗(A,Pφ,δ,) = H∗(hom [A,A](A,Pφ,δ,)).
Remark 7.11. The composition of (7.22) and (7.23) yields a map from Hochschild homology
to Hochschild cohomology (of degree n), for any bimodule Pφ,δ,. Taking into account (2.34)
(since A is directed, it is homologically smooth), one can write that as
(7.24) H∗(hom [A,A]((A∨)−1,Pφ,δ,)) −→ H∗+n(hom [A,A](A,Pφ,δ,)).
LEFSCHETZ FIBRATIONS 53
Generally speaking, one natural source of such homomorphisms are bimodule maps A →
(A∨)−1 of degree n, or equivalently bimodule maps A∨[−n] → A. At least in the case of
Lefschetz fibrations, to be discussed later (and assuming δ  0), it seems likely that (7.24)
is induced by the bimodule map we have called ρ (Lemma 1.1).
We will also need a variation of (7.22) which involves two automorphisms φk (k = 0, 1), with
their associated bimodules Pφk,δk,k . For simplicity, we assume that 0/δ0 = 1/δ1. Set
(7.25)

φ = φ1 φ0,
δ = δ0 + δ1,
 = 0 + 1.
We suppose that HF ∗(φ, δ, ) is defined. Then, the new version of the open-closed string
map has the form
(7.26) HH ∗(A,Pφ1,δ1,1 ⊗A Pφ0,δ0,0) −→ HF ∗+n(φ, δ, ).
This is the same kind of construction as the “two-pointed open-closed string maps” of [21,
Section 5.6]. In parallel with (7.23), but this time using (2.26), one can write the dual of
(7.26) as
(7.27) HF ∗(φ, δ, ) −→ H∗(hom [A,A](Pφ−10 ,−δ0,−0 ,Pφ1,δ1,1)).
Remark 7.12. One can think of (7.26) as follows. Write Pk = Pφk,δk,k and P = Pφ,δ,,
assuming that the latter is defined. The triangle products
(7.28)
HF ∗(φ1(Lj), Lk, δ1, 1)⊗HF ∗(φ0(Li), Lj , δ0, 0)
∼= HF ∗(φ1(Lj), Lk, δ1, 1)⊗HF ∗(φ(Li), φ1(Lj), δ0, 0) −→ HF ∗(φ(Li), Lk, δ, )
can be lifted to an A∞-bimodule homomorphism
(7.29) P1 ⊗A P0 −→ P.
One can reduce (7.26) to (7.22) for φ, by writing it as the composition
(7.30) HH ∗(A,P1 ⊗A P0) −→ HH ∗(A,P) −→ HF ∗+n(φ, δ, ),
where the first map is induced by (7.29) ([21] uses the same idea to relate “two-pointed
open-closed string maps” to ordinary “one-pointed” ones). However, we will prefer a direct
definition of (7.26), since that is a little simpler, and we have no use for the maps (7.29) by
themselves.
Remark 7.13. Let’s slightly change notation, and assume that (φ, δ, ) is given, with the
property that Pφ,δ, and HF
∗(φ2, 2δ, 2) are well-defined. Then, (7.26) specializes to yield a
map
(7.31) HH ∗(A,P⊗A2φ,δ,) −→ HF ∗+n(φ2, 2δ, 2).
The left hand side carries a natural Z/2-action, as discussed in Section 2c; so does the
right hand side, because it is the Floer cohomology of a square (Remark 4.3); and (7.31) is
compatible with those actions (essentially, because Figure 4 is rotationally symmetric).
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(7c) Cauchy-Riemann equations. The previously mentioned algebraic structures belong
to a kind of TCFT (Topological Conformal Field Theory), which means a general framework
of algebraic operations parametrized by Riemann surfaces. We will now outline some of
the ingredients of this construction. Compared to similar ideas in the literature, the main
difference is that we allow nontrivial monodromy around interior punctures on the Riemann
surfaces. In other respects, the exposition here is actually somewhat restrictive: for instance,
unlike [4], we only allow closed one-forms on our Riemann surfaces.
Setup 7.14. (i) Fix constants (, δ). A worldsheet is a connected non-compact Riemann
surface S, possibly with boundary, with the following properties and additional data.
We assume that there is a compactification S¯ = S unionsq Σ, obtained by adding a finite set of
points. We divide the points of this finite set Σ into closed string (interior) and open string
(boundary) ones, and (independently, and arbitrarily) into inputs and outputs, denoting the
respective subsets by Σcl/op,in/out . These should come with local holomorphic coordinates
(tubular and strip-like ends), of the form
(7.32)

ζ : (−∞, 0]× S1 −→ S, ζ ∈ Σcl,out ,
ζ : [0,∞)× S1 −→ S, ζ ∈ Σcl,in ,
ζ : (−∞, 0]× [0, 1] −→ S, ζ ∈ Σop,out ,
ζ : [0,∞)× [0, 1] −→ S, ζ ∈ Σop,in .
Let S˜ → S be the universal covering. We fix lifts of (7.32), of the form
(7.33)

˜ζ : (−∞, 0]× R −→ S˜, ζ ∈ Σcl,out ,
˜ζ : [0,∞)× R −→ S˜, ζ ∈ Σcl,in ,
˜ζ : (−∞, 0]× [0, 1] −→ S˜, ζ ∈ Σop,out ,
˜ζ : [0,∞)× [0, 1] −→ S˜, ζ ∈ Σop,in .
Write Γ ∼= pi1(S) for the covering group of S˜ → S. We want to have a homomorphism
(7.34) Φ : Γ −→ Symp(E),
which takes values in the subgroup of those symplectic automorphisms of E described in Setup
6.1. In particular, given ζ ∈ Σcl , passing from ˜ζ(s, t + 1) to ˜ζ(s, t) amounts to acting by
an element of Γ, which determines an automorphism φζ by (7.34).
To each point z˜ ∈ ∂S˜ we want to associate a Lagrangian submanifold Lz˜ as in Setup 7.1, in
a way which is locally constant in z, and compatible with (7.34):
(7.35) Lγ(z˜) = Φ(γ)(Lz˜).
In particular, given ζ ∈ Σop, we have distinguished Lagrangian submanifolds (Lζ,0, Lζ,1)
which are associated to the points (˜ζ(s, 0), ˜ζ(s, 1)). By definition, these come with real
numbers (7.1), which we denote by (oζ,0, oζ,1).
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Finally, we want S to carry a closed one-form βS with βS |∂S = 0, and which over each end
(7.32) satisfies
(7.36) ∗ζβS = βζdt ,
where the βζ are constants. Set δζ = βζδ, ζ = βζ. We require that for ζ ∈ Σcl , ζ should
satisfy (3.3), and δζ 6= 0; while for ζ ∈ Σop, the pair (Lζ,0, Lζ,1) and the number δζ must
satisfy (7.4).
(ii) Given S, we consider families JS = (JS,z˜) of almost complex structures in the class
from Setup 6.1, parametrized by z˜ ∈ S˜. These should be equivariant with respect to (7.34),
and over the strip-like ends they should be invariant under translation in the first variable.
Concretely, this means that there are families Jζ = (Jζ,t) such that
(7.37) JS,˜ζ(s,t) = Jζ,t;
and if ζ ∈ Σcl , the associated family Jζ satisfies a periodicity condition as in (4.1) with
respect to φζ .
(iii) We will equip S with an inhomogeneous term KS, which is a one-form on S˜ with
values in the space of functions on E. More precisely, for any tangent vector ξ, KS(ξ) ∈
C∞(E,R) belongs to the class from Setup 6.1 for the constants (βS(ξ)δ, βS(ξ)). This family
must be equivariant with respect to (7.34), and if ξ is tangent to ∂S, then KS(ξ)|Lz˜ = 0.
Finally, over each end, ∗ζKS is invariant under translation in the first variable, and satisfies
(∗ζKS)(∂s) = 0. In analogy with (7.37), one can therefore write
(7.38) ˜∗ζKS = Hζ,t dt ;
and if ζ ∈ Σcl , Hζ again satisfies (4.1).
We usually refer to a pair (JS ,KS) as a perturbation datum, since it specifies a particular
pertubed Cauchy-Riemann equation on S. Concretely, this is an equation for maps
(7.39)

u˜ : S˜ −→ E,
u˜(γ(z˜)) = Φ(γ)(u˜(z˜)),
u˜(z˜) ∈ Lz˜ for z˜ ∈ ∂S˜,
namely:
(7.40) (du˜− YKS )0,1 = 0.
Here, YKS is the one-form on S˜ with values in C
∞(TE) associated to KS (by passing from
functions to Hamiltonian vector fields). We use the complex structure on S, and the almost
complex structures JS,z˜, to form the (0, 1)-part of the linear map du˜−YKS : TSz˜ −→ TEu˜(z˜).
One checks readily that (7.40) is invariant under the twisted Γ-periodicity condition from
(7.39). Over the ends, which means for uζ(s, t) = u˜(˜ζ(s, t)), (7.40) reduces to equations for
suitable Floer trajectories:
(7.41)

uζ(s, k) ∈ Lζ,k for k = 0, 1, if ζ ∈ Σop ,
uζ(s, t) = φζ(uζ(s, t+ 1)) if ζ ∈ Σcl ,
∂suζ + Jζ,t(∂tuζ −XHζ ,t) = 0.
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It therefore makes sense to impose convergence conditions
(7.42) lims→±∞ uζ(s, ·) = xζ .
The necessary compactness argument for the moduli space of solutions of (7.40) combines:
an overall energy bound; a maximum principle argument in horizontal direction over the
base (as in Lemma 6.4); and the following idea. Let’s fix a metric on S which is standard
over the ends. Then there is a constant c such that each point of S either (i) lies within
distance c of ∂S, or else (ii) lies on a tubular end (the image of ζ for some ζ ∈ Σcl). For
preimages z˜ of points as in (i), one can bound |pi(u˜(z˜))| as in Lemma 6.6; whereas in case (ii),
one uses an argument as in Lemma 6.3. Taken together, these ingredients yield an analogue
of Proposition 6.7. Transversality is straightforward, given the freedom to choose JS and
KS .
Counting solutions of (7.40), (7.42) for a single Riemann surface S yields a map between
Floer cochain spaces, which induces a cohomology level map of degree n(−χ(S¯)+ |Σout,op |+
2|Σout,cl |):
(7.43)
⊗
ζ∈Σin,op
HF ∗(Lζ,0, Lζ,1, δζ , ζ)⊗
⊗
ζ∈Σin,cl
HF ∗(φζ , δζ , ζ)
⊗
ζ∈Σout,op
HF ∗(Lζ,0, Lζ,1, δζ , ζ)⊗
⊗
ζ∈Σout,cl
HF ∗(φζ , δζ , ζ).
Remark 7.15. A suitable analogue of Remarks 3.3 and 7.6 applies. In general, (7.43) will
be a Z/2-graded map, and defined over a coefficient field with char(K) = 2. However, if
one assumes that: E carries a symplectic Calabi-Yau structure; that (7.34) comes with a lift
to the graded symplectic automorphism group; and that all boundary conditions are graded
Lagrangian submanifolds; then (7.43) will have the specified degree with respect to the Z-
gradings of the Floer cohomology groups involved. Moreover, if the Lagrangian submanifolds
are Spin, arbitrary K are allowed.
So far, what we have explained is a version of the TQFT formalism for Floer theory. For the
extension to a TCFT, which is relevant for us, one has to include families of Riemann surfaces.
Strictly speaking, a TCFT framework would have to allow a class of such families which is
large enough to form a chain level model for the homology of the relevant compactified moduli
spaces of Riemann surfaces, and to allow appropriate composition (operad) structures. For
our purpose, only certain specific families are needed; there, the underlying analysis remains
the same as for the TQFT case (except that the gluing theory has to be carried out in a
parametrized sense, which is something that can be regarded as well-understood).
(7d) Moduli spaces. As before, we start with (L1, . . . , Lm) having pairwise different
constants (o1, . . . , om). For 1 ≤ i < j ≤ m, fix the additional data (functions Hij , and almost
complex structures Jij) needed to define the Floer cochain complexes CF
∗(Li, Lj , Hij). To
obtain an A∞-algebra structure, consider worldsheets S which are discs with d + 1 ≥ 3
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boundary punctures. We equip the components of ∂S with boundary conditions Li0 , . . . , Lid ,
for i0 < · · · < id (in positive order around ∂S¯). The one-forms βS are taken to be zero
throughout. The perturbation data (JS ,KS) need to be chosen so that their restriction to
the strip-like ends, as in (7.37) and (7.38), reduces to the choices previously made to define
Floer theory. Finally, the choices need to depend smoothly on the moduli of S, and there are
conditions about their behaviour as this surface degenerates. We will not give any details,
referring instead to [43, Section 9]. The outcome are maps
(7.44) CF ∗(Lid−1 , Lid , Hid−1id)⊗ · · · ⊗ CF ∗(Li0 , Li1 , Hi0i1) −→ CF ∗+2−d(Li0 , Lid , Hi0id),
which satisfy theA∞-associativity equations. To define the cochain level structure underlying
(7.12), one extends these operations in the unique way to a strictly unital A∞-structure on
(7.45) A = R⊕
⊕
i<j
CF ∗(Li, Lj , Hij).
Fix an automorphism φ. To define P = Pφ,δ,, one chooses Hamiltonians Hφ,ij and almost
complex structures Jφ,ij for all (i, j), and then sets
(7.46) P =
⊕
ij
CF ∗(φ(Li), Lj , Hφ,ij),
with µ0;1;0P the direct sum of Floer differentials. Fundamentally, the moduli spaces of Rie-
mann surfaces which define the higher operations µs;1;rP are the same (Stasheff polyhedra)
as for µr+1+sA . However, the other data they carry are different, and we find it convenient to
think of the Riemann surfaces themselves in a slightly different way, namely to write them
as
(7.47) S = T \ {ζ1, . . . , ζr, ζ ′1, . . . , ζ ′s},
where: T = R× [0, 1]; the ζi ∈ R× {0} ⊂ ∂T are increasing; and the ζ ′i ∈ R× {1} ⊂ ∂T are
decreasing. The one-forms βS should be equal to dt on the region where |s|  0, and should
vanish sufficiently close to the ζi and ζ
′
i. The boundary conditions are
(7.48) (φ(Li0), . . . , φ(Lir )) along R× {0}
(as s increases, and where i0 < · · · < ir), respectively
(7.49) (Li′0 , . . . , Li′s) along R× {1}
(as s decreases, and where again i′0 < · · · < i′s). The inhomogeneous terms and almost
complex structures are determined by those chosen for (7.46) over the ends where |s|  0,
and by the choices made for A on the remaining ends. As we vary over all possible S, the
outcome are operations
(7.50)
CF ∗(Li′s−1 , Li′s , Hi′s−1i′s)⊗ · · · ⊗ CF ∗(Li′0 , Li′1 , Hi′0i′1)
⊗CF ∗(φ(Lir ), Li′0 , Hφ,iri′0)⊗
CF ∗(Lir−1 , Lir , Hir−1ir )⊗ · · · ⊗ CF ∗(Li0 , Li1 , Hi0i1)y
CF ∗+1−r−s(φ(Li0), Li′s , Hφ,i0i′s),
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which (extended over the units in A in the obvious way) constitute µs;1;rP . It may be conve-
nient to think of (7.47) as glued together from two half-strips S± = {(s, t) ∈ S : ±t ≤ 12},
each of which carries boundary conditions taken from the Lk, but where the gluing identifies
the two target spaces E using φ. This amounts to rewriting the relevant equation (7.40) as
two parts u± : S± → E, joined by a “seam” u+(s, 12 ) = φ(u−(s, 12 )). Mathematically, this
does not change anything, but it can be useful as an aid to the intuition, since it makes the
connection with quilted Floer cohomology [56] (Figure 2).
Next, consider surfaces of the form
(7.51) S = H \ {ζ∗, ζ1, . . . , ζd}
where H ⊂ C is the closed upper half-plane, from which we remove a fixed interior point
ζ∗ (say ζ∗ = i) as well as boundary points ζ1 < · · · < ζd. We consider the ζk as inputs,
and ζ∗ as an output. The one-form βS should vanish near the ζk, and its integral along
a small (counterclockwise) loop around ζ∗ should be equal to 1 (in other words, βζk = 0
and βζ∗ = 1). The representation (7.34) maps that same loop to φ (Figure 3 shows two
equivalent pictures of this; in the right-hand one, we have drawn H itself as a disc with one
boundary point removed). Over ∂H ⊂ H \ {ζ∗}, we can choose a section of the universal
cover. Along that section we place the boundary conditions Li0 , . . . , Lid with i0 < · · · < id,
and then extend that to all of ∂S˜ in the unique way which satisfies (7.35). The outcome of
this construction are maps
(7.52)
CF ∗(Lid−1 , Lid , Hid−1id)⊗ · · · ⊗ CF ∗(Li0 , Li1 , Hi0i1)⊗ CF ∗(φ(Lid), Li0 , Hφ,idi0)y
CF ∗+n−d(φ,Hφ),
whereHφ is a new Hamiltonian, chosen (together with a corresponding Jφ) to form HF
∗(φ, δ, ).
The (7.52) are the components of a chain map, which induces (7.22).
The construction of (7.26) is a mixture of the previous two. One considers surfaces
(7.53) S = T \ {ζ∗, ζ1, . . . , ζr, ζ ′1, . . . , ζ ′s},
where ζ∗ is a fixed interior point of T , say ζ∗ = (0, 1/2), and the other points are as in
(7.47). Note however that this time, both ends s → ±∞ will be considered as inputs. The
map (7.34) has monodromy φ = φ1φ0 around ζ∗. This structure, as well as the choice of
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boundary conditions, is indicated in Figure 4. One chooses one-forms βS such that
(7.54) βS =
{
−(0/) dt s 0,
(1/) dt s 0,
and which vanish near the ζk, ζ
′
k. As a consequence, the integral of βS along a loop around
ζ∗ is necessarily 0/+ 1/ = 1. The outcome are maps
(7.55)
CF ∗(Li′s−1 , Li′s , Hi′s−1i′s)⊗ · · · ⊗ CF ∗(Li′0 , Li′1 , Hi′0i′1)
⊗CF ∗(φ1(Lir ), Li′0 , Hφ0,iri′0)⊗
CF ∗(Lir−1 , Lir , Hir−1ir )⊗ · · · ⊗ CF ∗(Li0 , Li1 , Hi0i1)
⊗CF ∗(φ0(Li′s), Li0 , Hφ1,is′ i0)y
CF ∗+n−r−s(φ,Hφ).
These are the components of a chain map, which induces (7.26).
(7e) The Lefschetz condition. What’s been missing so far is a natural source of La-
grangian submanifolds, which would make the construction of A meaningful. We will provide
that now, in the form of Lefschetz thimbles.
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Setup 7.16. (i) Take an exact symplectic fibration with singularities. We call it an exact
symplectic Lefschetz fibration if it satisfies the following additional conditions. First of all,
TEvx = ker(Dpix) ⊂ TEx is a symplectic subspace at every regular point x. Secondly, near
each critical point, there is an (integrable and ωE-compatible) complex structure IE, such
that pi is IE-holomorphic, and the (complex) Hessian at the critical point is nondegenerate.
Together with the previous conditions, this implies that there are only finitely many critical
points. For practical bookkeeping purposes, we also impose the additional condition that there
should be at most one critical point in each fibre.
(ii) Suppose that we have an exact symplectic Lefschetz fibration. A basis of vanishing paths
(see Figure 5) is a collection of properly embedded half-infinite paths l1, . . . , lm ⊂ C, whose
endpoints are precisely the critical values of pi, and with the following properties. There is a
half-plane {re(y) ≤ C} which contains all critical values of pi, and such that the parts of the
lk lying in that half-plane are pairwise disjoint. Outside that half-plane, we have
(7.56) lk ∩ {re(y) ≥ C} = {im(y) = ιk(re(y))}.
Here, the functions ι1, . . . , ιm : [C,∞] → R are constant near infinity, let’s say ιk(r) = ok
for r  0, and
(7.57)
{
ι1(C) < · · · < ιm(C),
o1 > · · · > om.
The corresponding basis of Lefschetz thimbles consists of the unique Lagrangian submanifolds
L1, . . . , Lm ⊂ E such that pi(Lk) = lk. We choose orientations arbitrarily (since the Lefschetz
thimbles are diffeomorphic to Rn, they carry unique Spin structures; and if E has a symplectic
Calabi-Yau structure, they can be equipped with gradings).
Conjecture 7.17. Let’s use a basis of vanishing cycles to define the A∞-algebra A and
bimodules Pφ,δ,. Then, for any automorphism φ and δ  0, the open-closed string map
(7.22) is an isomorphism.
This is a kind of “decomposition of the diagonal” statement, which is of general interest
since it would give a way of computing fixed point Floer cohomology in terms of open string
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(Fukaya category) data. It is plausible that it could be approached by the methods from [1],
but we will not discuss that possibility further here.
Lemma 7.18. Let ν be the global monodromy. For any δ < 0, HF ∗(ν(Li), Li, δ, ) is one-
dimensional and concentrated in degree 0. Moreover, for any i < j and any δ < oj − oi < 0,
the triangle product
(7.58) HF ∗(Li, Lj)⊗HF ∗(ν(Li), Li, δ, ) −→ HF ∗(ν(Li), Lj , δ, )
is an isomorphism.
Sketch of proof. Let H be the Hamiltonian used to define HF ∗(ν(Li), Li, δ, ). The gener-
ators of the underlying chain complex correspond to points of (φ1H ◦ ν)(Li) ∩ Li. After a
compactly supported isotopy (see Figure 6), these two Lagrangian submanifolds will inter-
sect in a single point, which is a critical point of pi; and one easily computes that its Maslov
index is 0. For a suitable choice of auxiliary data, the product (7.58) is obtained by counting
holomorphic triangles in E which project to the triangle in the base shaded in Figure 6.
One can in principle determine those directly, but it is easier to apply a further isotopy as
indicated in Figure 7, after which the triangle in the base can be shrunk to a point, making
the computation straightforward (the same trick is used in [32, Figure 6]). 
Take γ ∈ (0, 2pi), δ > 0, and a small  > 0. Consider the map
(7.59) H∗(E) ∼= HF ∗(E, γ, ) −→ HF ∗(ν, δ, ) −→ HF ∗(ν(Li), Li, δ, ).
Here, the first isomorphism is Lemma 5.5; the map after that comes from Lemma 6.12; and
the final one is (7.18). Let ui be the image of 1 ∈ H0(E) under (7.59).
Lemma 7.19. ui is nontrivial.
Sketch of proof. One can define a version of Lagrangian Floer homology perturbed by a
rotational Hamiltonian (in parallel with Section 5), which we will denote by HF ∗(Li, Li, γ, ).
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Then, the map (6.16) has a Lagrangian counterpart, which fits into a commutative diagram
of the form including all the maps in (7.59):
(7.60) H∗(E)

// HF ∗(E, γ, ) //

HF ∗(ν, δ, )

H∗(L) // HF ∗(Li, Li, γ, ) // HF ∗(ν(Li), Li, δ, ).
The leftmost ↓ is the standard restriction map; and all the→ in the bottom row are isomor-
phisms (of one-dimensional vector spaces, concentrated in degree 0). 
Lemma 7.20. Suppose that  > 0 is small, and that δ < om − o1. Take the element of
HF 0(ν, δ, ) produced from 1 ∈ H0(E) as in (7.59). Applying the open-closed string map in
its dual form (7.23) to that element yields a quasi-isomorphism A→ Pν,δ,.
Proof. This is a direct application of Lemma 2.3 (with P = Pν−1,−δ,−[n] ∼= P∨ν,δ,). To use
that criterion, one has to consider the maps
(7.61) ejH
∗(A)ei −→ ejH∗(Pν,δ,)ei = HF ∗(ν(Li), Lj , δ, )
given by
(7.62)

the product with ui, if i < j;
taking the unit ei to ui, if i = j;
zero, if i > j.
The first two cases yield an isomorphism, by Lemmas 7.18 and 7.19. As for the last case, it
is straightforward to show that HF ∗(ν(Li), Lj , δ, ) = 0 for i > j. 
To summarize, we now know that
(7.63) for δ  0,
{
Pν,δ, ' A,
Pν−1,−δ,− ' A∨[−n],
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where the second part of the statement follows from the first one by (7.16). Note that  can
be arbitrary, since the bimodules are independent of  up to quasi-isomorphism. Applying
(7.27), one therefore gets a map
(7.64)
HF ∗(ν2, δ, ) −→H∗(hom [A,A](Pν−1,−δ/2,−/2,Pν,δ/2,/2))
∼= H∗(hom [A,A](A∨[−n],A)).
Proof of Theorem 1.2. For small  > 0, Proposition 5.6 and Lemma 6.12 yield a map
(7.65) HF ∗+2(µ, ) −→ HF ∗(ν2, δ, ).
One combines this with (7.64) to get the desired construction. 
Proof of Theorem 1.3. This is the same argument as before, but instead of Proposition 5.6,
one uses Proposition 5.8 (and 1 <  < 2). 
Remark 7.21. By comparing (2.61) and Conjecture 1.6, one sees that for the conjecture to
hold, the bimodule map A∨ → A constructed in the proof of Theorem 1.3 must necessarily
be invariant under self-conjugation (2.37). Equivalently by Lemma 2.6, if one thinks of that
map as an element of HH ∗(A,A∨⊗AA∨)∨, it must be invariant under the Z/2-action which
exchanges the two tensor factors. Going back to the geometric definition, which means using
(7.63), the desired statement is that the image of a specific element under the map
(7.66) HF 0(ν2, δ, ) −→ HH 0(A,Pν−1,−δ/2,−/2 ⊗A Pν−1,−δ/2,−/2)∨
is Z/2-invariant. Assuming char(K) 6= 2, it follows from Remark 7.13 and Example 6.18
that the entire image of (7.66) is Z/2-invariant.
Remark 7.22. As a generalization of Conjecture 7.17, one could consider maps (7.26), but
with an arbitrary number of bimodules involved. We will be interested only in one special
case, written in dual form as in (7.27):
(7.67)
HF ∗(νk, δ, ) −→H∗(hom [A,A](P⊗Ak−1ν−1,−δ/k,−/k,Pν,δ/k,/k))
∼= H∗(hom [A,A]((A∨)⊗Ak−1,A)), δ  0.
Suppose that (7.67) is an isomorphism. Let’s specialize to Lefschetz fibrations coming from
anticanonical Lefschetz pencils. In that case, we have seen in Example 6.15 that, for geo-
metric reasons, the Floer cohomology groups of νk are concentrated in nonnegative degrees.
It would then follow that (2.67) is satisfied, so that Lemmas 2.12 and 2.14 would become
applicable, leading to a proof of Conjecture 1.6 (however, this approach would not apply to
other situations, such as that of Remark 1.7).
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