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Fiber-optic communication systems are nowadays facing serious challenges due to fast grow-
ing demand on capacity from various new applications and services. It is now well recognised
that nonlinear effects limit the spectral efficiency and transmission reach of modern fiber-optic
communications. Nonlinearity compensation is therefore widely believed to be of paramount
importance for increasing the capacity of future optical networks. Recently, there has been a
steadily growing interest in the application of a powerful mathematical tool – the nonlinear
Fourier transform (NFT) – in the development of fundamentally novel nonlinearity mitigation
tools for fiber-optic channels. It has been recognized that, within this paradigm, the nonlinear
crosstalk due to the Kerr effect is effectively absent, and fiber nonlinearity due to Kerr effect can
enter as a constructive element rather than a degrading factor. The novelty and themathematical
complexity of the NFT, the versatility of the proposed system designs, and the lack of a unified
vision of an optimal NFT-type communication system however constitute significant difficul-
ties for communication researchers. In this paper, we therefore survey the existing approaches
in a common framework and review the progress in this area with a focus on practical imple-
mentation aspects. First, an overview of existing key algorithms for the efficacious computation
of the direct and inverse NFT is given, and the issues of accuracy and numerical complexity
are elucidated. We then describe different approaches for the utilization of the NFT in prac-
tical transmission schemes. After that we discuss the differences, advantages and challenges
of various recently emerged system designs employing the NFT, and the efficiency estimation
available up-to-date. With many practical implementation aspects still being open, our mini-
review is aimed at helping researchers to assess the perspectives, understand the bottle-necks,
and envision the development paths in the upcoming of NFT-based transmission technologies.
© 2014 Optical Society of America
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processing; (290.3200) Inverse scattering.
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1. INTRODUCTION
The exponential surge in global data traffic driven by the sky-
rocketing proliferation of different bandwidth-hungry on-line
services, like cloud computing, on-demand HD video streams,
on-line business analytics, etc., brings about the escalating pres-
sure on the speed (capacity) and quality (bit error rate) char-
acteristics of information flows interconnecting individual net-
work participants [1–5]. Optical fiber systems are the back-
bone of the global telecommunication networks. It is hard to
overstate the impact that fiber communications has made on
the economy, public services, society, and almost all aspects
of our lives. It is also well recognized [3–12] that rapidly in-
creasing data rates in the core fiber communication systems are
quickly approaching the limits of current transmission technolo-
gies, many of which were originally developed for linear (e.g.
radio) communication [13, 14].
Optical fiber channels are very different from wireless and
other traditional linear channels. The main order effect here is
the signal attenuation due to fiber loss that is compensated by
optical amplifiers, e.g. the Erbium-doped amplifiers (EDFA) or
distributed Raman amplification (DRA) [1]. Optical amplifica-
tion adds the amplifier spontaneous emission (ASE) noise that
mixes with the signal during the transmission. In general, opti-
cal noise together with dispersion and nonlinearity are the three
key physical effects havingmajor impact on signal transmission in
optical fiber links. The successful implementation of the “fifth
generation” of optical transmission systems, operating with co-
herent detection, wavelength divisionmultiplexing (WDM), ad-
vanced multilevel modulation formats, and digital signal pro-
cessing (DSP), has led to the possibility of channel rates exceed-
ing 100 Gb/sec [2, 5, 7]. The key to this breakthrough is the
digital mitigation of the most important linear transmission im-
pairments, such as the chromatic and polarization mode disper-
sion [1, 2, 30]. After the equalization of linear effects, noise and
nonlinearity become the principal factors deteriorating the per-
formance of optical networks. Indeed, the Kerr nonlinear effect
at high signal powers (and, respectively, high signal-to-noise
ratio, SNR), leads to power-dependent nonlinear transmission
signal distortions in the fiber channel. In this sense, the fiber
nonlinearity has a detrimental effect on transmission of infor-
mation and, thereby, serious world-wide efforts are aimed at
the suppression or compensation of nonlinear impairments. It
was stressed in [6] that, in contrast to linear channels [13], the
spectral efficiency of the optical fiber WDM systems cannot be
increased infinitely and starts to decay at high signal powers
due to the spectral channel cross-talk imposed by fiber nonlin-
earity. The nonlinear fiber effects are behind the infamous “non-
linear capacity limit” problem [5, 7, 9, 10, 15].
In spite of the immense recent progress in optical commu-
nication technologies, the next step in the future systems’ de-
sign has appeared to be not so straightforward [16]. Space-
division multiplexing (SDM) is considered by many engineers
as a promising direction in the evolution of optical transmis-
sion systems [17]. However, the SDM technology requires
a considerable upgrade in the infrastructure. The compensa-
tion of nonlinearity-induced effects is a principal research and
engineering challenge and it is likely to remain so in the fu-
ture. There have been proposed a plethora of various nonlinear-
ity compensation methods, including digital back-propagation
(DBP) [18], digital [19] and optical [20, 21] phase conjugation
(spectral inversion), and phase-conjugated twin waves [22], to
mention just few important advances, see reviews [16, 23]).
Note, that in the most of the compensation techniques, the fiber
nonlinearity is treated as an undesirable effect, and the purpose
of all those methods is just to mitigate or suppress its impact.
There is, however, an alternative and not yet widely popular
view-point: since fiber channels are inherently nonlinear, rather
than treating nonlinearity as a completely destructive feature, it
can be considered as an essential element in the design of fiber
communication systems. There is a growing evidence of the
necessity of a novel paradigm and radically new approaches
to coding, transmission, and processing of information, that
would take into account the nonlinear properties of the optical
fiber. In this work we describe one of such recently resurrected
approaches–the NFT. The NFT-based transmission method be-
longs to a conceptually different bevy of techniques compared
to those mentioned above [24]: Here the nonlinearity enters as
an undetachable element of the processing and transmission,
defining the features of the system architecture and its charac-
teristics. The application of such paradigm-shifting nonlinear
methods means that some common “linear” methodology may
need to be reconsidered or appended with a new meaning. For
instance, in addition to the usual notions of frequency, spec-
tral power, and bandwidth, one has to work with their nonlin-
ear analogues that can be drastically non-conventional, but can
serve as new well-defined and adjustable characteristics of the
optical signal in nonlinear systems. It will be convenient further
to distinguish between signal characteristics in the standard fre-
quency domain and those in the so-called nonlinear spectral do-
main. Note also that for the sake of clarity within this review
we address only the single-mode and single-polarization fiber
transmission model, leaving aside the polarization degree of
freedom and specific peculiarities of multimode systems [5].
We would like to stress that the beauty of the mathemat-
ical theory presented here is inevitably spoiled by the limits
of applicability of the master model – the integrable nonlin-
ear Schrödinger equation (NLSE) – for the description of signal
transmission in fiber links. The application of the NFT meth-
ods is limited by deviations of the optical signal dynamics from
the NLSE channel model. Apart from the deviations due to pe-
riodic variations of signal power caused by alternation of loss
and gain in practical systems (in that case the NLSE emanates
as a leading approximation within the path-averaged model),
various other effects contribute to perturbations that are not ac-
counted for by the pure NLSE, e.g. higher-order dispersion [25–
27], polarization effects [26, 28–30], the Raman effect [26, 27, 31],
the acoustic effects (electrostriction) [32], all limit the validity of
this channel model. Consideration of the impact of these effects
is beyond the scope of this survey which is focused on the NFT
techniques for the NLSE-based channel.
To assist reading of the paper, Section 1 of the Supplemen-
tary material contains the list of acronyms used on our review.
2. PRINCIPLES OF INTEGRABILITY AND NFT
In physics and, notably, in photonics, many important phenom-
ena and the evolution of underlying systems can be modelled
by theNLSE [1, 26, 27, 33–36]. In particular, the NLSE is a princi-
pal master model governing the evolution of the slow-varying
optical field envelope q(z, t) (z will further play the role of the
distance along the fiber while t is the time variable) along a
single-mode fiber,
i
∂q
∂z
± 1
2
∂2q
∂t2
+ |q|2q = 0. (1)
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Note that this is NLSE in its normalized form. Here and in what
follows, the upper sign in Eq. (1) (“+”) corresponds to anoma-
lous fiber dispersion, while the lower one (“−”) refers to the
normal dispersion case. Formally, the NLSE (1) describes the
evolution of light in a lossless optical fiber under the effects of
dispersion and Kerr nonlinearity. Albeit all real fibers, certainly,
have losses, this model appears as a result of averaging over
periodic gain and loss variation, leading to effectively conserva-
tive signal evolution [26, 27, 33, 34]. Close to ideal compensa-
tion of losses along optical fiber is possible in specific schemes
of the so-called ultra-long fiber lasers DRA [37, 38]. Such a
quasi-lossless transmission was demonstrated experimentally
in [38, 39].
A possibility to approximate signal evolution in practical
fiber channels by the NLSE gives a remarkable opportunity to
apply advanced mathematical techniques, developed in 1970s,
to optical communications. It was first shown in the seminal
work by Zakharov and Shabat [40], that Eq. (1) belongs to the
class of the so-called integrable nonlinear systems. The mathemat-
ical method, widely known in the physical and mathematical
communities as the inverse scattering transform (IST), can be
applied to find the solution of integrable nonlinear equations.
In this context one can think of integrability as an elegant trans-
form of the original nonlinear system into the so-called action-
angle variables corresponding to a set of uncoupled trivial evo-
lutionary equations. Mathematically, this can be treated as an
effective linearization of the nonlinear evolution. There exists a
vast amount of literature where the integrability notion is eluci-
dated in great detail, see e.g. [27, 35, 36, 40–44]. The integrabil-
ity itself implies a lot of consequences in bothmathematical and
physical contexts. For example, the NLSE (1) possesses an infi-
nite number of conserved quantities: While the conservation of
power, momentum and Hamiltonian for Eq. (1) is relatively ob-
vious, the rest of the conserved quantities are nontrivial. As we
will show below, a lot of fruitful ideas based on the conserved
quantities have been successfully implemented.
In a nutshell, NFTs can be used to solve initial value prob-
lems for a special class of nonlinear evolutionary equations. In
fiber optics, where the signal evolution occurs along the fiber,
the initial conditions correspond to the time domain waveform
at the transmitter. Similar to conventional Fourier transform
(FT), initial conditions of the integrable nonlinear equations
(such as, e.g. NLSE, or a Manakov system [47], corresponding
to the integrable two-component NLSE generalization) can be
decomposed into (nonlinear) spectral data. For the NLSE this is
done through the solution of a linear scattering problem known
as the Zakharov-Shabat problem (ZSP) [40, 41]. Any solution of
the NLSE can be presented as the evolution of nonlinear spec-
tral data that evolve effectively in a linear manner. The inverse
transform, namely the recovery of the space-time domain field
distribution from the known nonlinear modes, is clasically im-
plemented through solution of the Gelfand-Levitan-Marchenko
equation (GLME). Altogether, this means that such a spectral
transform can be interpreted as the direct nonlinear analog of
the FT [35, 40, 41]: similarly to the FT transforming the disper-
sion of a linear propagation to a phase rotation in frequency
space, the NFT recasts both the nonlinearity and dispersion of
the NLSE into a simple decoupled evolution of nonlinear spec-
tral data inside the NFT domain (see Fig. 1); the latter plays the
role of Fourier spectrum for nonlinear problems.
By performing the NFT of a given profile q(z, t), we segre-
gate two distinct components: the dispersive nonlinear radia-
tion and the non-dispersive solitons, although either of these
two can be absent for specific profiles. For normal dispersion,
the inputs localised in time cannot nucleate solitons. For the dis-
persive part of the nonlinear spectrum, the NLSE evolution pro-
duces exactly the linear phase rotation of spectral components
as we have for linear systems. For the anomalous dispersion,
the solitons, associated with the complex “nonlinear frequen-
cies” (eigenvalues), in addition to the rotation of soliton phases
can involve either the motion as a whole or a more nontrivial
beating dynamics of bound states–the so-called multi-soliton
breathers [27, 33], although inside the NFT domain the solitonic
degrees of freedom remain decoupled. Note that NFT methods
are much richer, more flexible and versatile with respect to the
system design and performance compared to just soliton-based
techniques, studied previously in many details [26, 27, 33]. In
the NFT methods dealing with the discrete part of nonlinear
spectrum (solitonic eigenvalues), the information carriers are
not the fundamental solitons themselves but theNFT parameters
(nonlinear spectral data) attributed to a multisolution pulse. In
this sense, the traditional soliton-based transmission emerges
as the simplest (and not necessarily optimal) subclass of the
NFT methods. The NFT communications are, to some extent,
the extension of not only the soliton-based approach but also
of the coherent communication idea itself: While for the latter
both signal’s amplitude and phase are used for modulation, the
NFT approach goes further and employs the nonlinear charac-
teristics of the signal.
Thus, by using the NFT all effects caused by the fiber Kerr
nonlinearity can be described as a trivial change of the phase in
the nonlinear spectrum. This paves the way to fundamentally
novel nonlinear techniques for compensation of the effects of
chromatic dispersion and fiber nonlinearity. In 1993 Hasegawa
and Nyu [42] (see also Chapter 4 of [27]) proposed the truly
innovative idea of eigenvalue communications based on the ex-
ploitation of discrete eigenvalues (corresponding to solitons)
emerging in the NFT signal decomposition to encode and trans-
mit information [40–42]. This approach potentially solves the
problem of nonlinear cross-talk that is one of the major chal-
lenges in optical WDM systems. The concept of Hasegawa
and Nyu has been recently resurrected with various modifica-
tions and further extensions [24, 44–46, 48–56, 58, 60–77], includ-
ing the new direction employing the modulation of continuous
nonlinear spectrum [51–56, 58, 60, 61, 77], first experiments us-
ing transmission and processing of discrete eigenvalues [62–65],
NFT-based DBP [50, 73] and, most recently, the polarization di-
vision multiplexing with the NFT [72]. The transition from the
space-time domain into the nonlinear spectral domain and back
is achieved by performing the NFT operations. Generally, there
exists the straightforward interrelation not only in the ideology
of FT and NFT methods but also between the linear and NFT
spectra [35]: In the low power limit one can prove the asymp-
totic equivalence of the linear FT and NFT [41]. However, in
spite of the similarity, the explicit form of the NFT operations
is much more mathematically involved as compared to the sim-
ple profile convolutionwith exponentials for the usual FT. Thus,
the complexity of the NFT operations and the “change of no-
tions” often bring about the difficulties for the communication
engineers. The purpose of our survey is to demonstrate without
deepmathematical details how the NFTmethod and various in-
tegrability features can be employed for the the sake of efficient
optical transmission, also summing up the existing numerical
tools that can be employed for the computation of the NFT.
This paper is organized as follows. First, in Section 3 we
describe the the NLSE model for realistic optical fiber systems.
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In Section 4 we introduce minimally required notations for the
NFT operations, including the periodic NFT variant. Then, in
Section 5 we overview the existing numerical methods for the
calculation of the direct and inverse NFT operations. Section 5
C is focused on fast NFT algorithms. Then, in Section 6 we di-
rectly address different NFT-based transmission methods, also
presenting some new results and generalizations. After that,
in Section 7 we overview recent results with regard to the ef-
ficiency of NFT-based optical transmission mehods. The paper
ends with the Conclusion, where we also outline someNFT per-
spectives and further development directions.
3. GENERALIZED NLSE MODEL OF OPTICAL FIBER
The principal master model for the electrical field q(z, t) evo-
lution inside a single-mode optical fiber with the account of
amplification can be written as generalized NLSE (GNLSE)
[1, 26, 27]:
i
∂q
∂z
− β2
2
∂2q
∂t2
+ γ |q|2q = i g(z) q+ η(z, t), (2)
with z being a distance (in km) along the fiber, t is time (in ps)
in the frame co-moving with the velocity of the envelope. The
parameter β2 (in ps2/km) is the characteristic of chromatic dis-
persion that is negative for the anomalous dispersion (the most
important practical case) or β2 > 0 for the normal dispersion
(|β2| can vary from 5 ps2/km to 60 ps2/km); further, for a stan-
dard single mode-fiber we assume β2 = −22 ps2/km. γ is
the nonlinear Kerr coefficient, typically γ = 1.27 W−1 km−1 .
The function g(z) characterizes the gain-loss profile of a partic-
ular amplification scheme. For the quasi-lossless DRA scheme,
the function g(z) ≡ 0 [38, 39], resulting in the lossless NLSE
perturbed by the additive white Gaussian noise (AWGN) term
η(z, t) (having zero mean). The latter is completely character-
ized by ASE spectral power density D:
E
[
η(z, t) η¯(z′, t′)
]
= 2D δ(t− t′) δ(z− z′), (3)
where the overbar means the complex conjugate, E(·) is the ex-
pectation value and δ(·) is the Dirac delta-function. In the case
of ideal DRA we have: 2D = h ν0 KT α, where α is the fiber
loss coefficient, typically α ≈ 0.2 dB/km at the carrying wave-
length λ0 = 1.55 μm, KT is the temperature-dependent factor
(related to the phonon-occupancy factor) that characterizes the
Raman pump providing the distributed gain, KT is typically in
the range from 1.1 to 1.2; ν0 is the carrying frequency of the
signal corresponding to λ0: ν0 = 193.55 THz. Taking these typi-
cal values of parameters, one estimates the order of characteris-
tic noise intensity per complex signal component (polarization),
per unit of propagation length and per unit of bandwidth, to
be D ∼ 10−21 J/km; for KT = 1.13 we have: D ≈ 3.3 · 10−21
J/km. Such an idealized form of optical channel (the lossless in-
tegrable NLSE (1) weakly perturbed by the AWGN) suits NFT
applications [52] best as it is close to the integrable NLSE (1).
However, the NFT method can still be successfully applied
to the EDFA (lumped) [53] or non-ideal DRA [54, 55] cases. For
the EDFAwe have g(z) = −α in between point-action (lumped)
amplifiers, but the signal is boosted to the initial power level af-
ter each span of length Za. For the DRA schemewe have a more
complicated non-flat profile of g(z), e.g. that corresponding to
the open-cavity random distributed feedback laser-based am-
plification as it provides the best performance among various
other Raman amplification schemes [78], where the gain pro-
file recurs periodically after each span of the length Za. Now,
by using the path-averaged approach [26, 27, 34, 53–55] one
can introduce the new field variable as q˜(z, t) = q(z, t)G1/2(z),
where G(z) = exp
[
2
∫ Za
0 g(z)dz
]
, and this substitution recasts
Eq. (2) into the lossless NLSE for q˜(z, t) with the z-dependent
factor G(z) near the nonlinear term. In the leading order with
respect to Za/Zd, with Zd being the dispersion length, [Zd =
(W2|β2|)−1, where W is the signal’s bandwidth], the distance-
dependent nonlinearity coefficient can be approximated with
the averaged value γ˜ = γZ−1a
∫ Za
0 G(z)dz, such that we arrive at
the lossless path-averaged (LPA) NLSE written for q˜(z, t) with
constant coefficients with γ˜ in place of original γ from (2); for
the EDFA system γ˜ = γ(Ga − 1)/ lnGa with Ga = exp(−2αZa).
In general, the applicability limits of the LPA NLSE model de-
pend on the signal power, bandwidth and transmission dis-
tance. The accuracy of the LPA NLSE for optical links with
EDFA was investigated in [53] for a link distance of 2000 km,
signal powers up to 8 dBm and bandwidths up to 80 GHz. It
was found that the LPA NLSE model can be applied with a
normalized mean square error below -20 dBm when the sig-
nal power is below 3 dBm, almost independently of the signal
bandwidth. The LPA model was found to work under more
relaxed requirements with non-ideal RDA [55] as this amplifi-
cation scheme provides a lower gain variation along the link,
depending on the specific RDA scheme. The applicability lim-
its of this model for the EDFA case with regards to NFT appli-
cations were presented in [53], and for the RDA scheme – in
[55]. The noise term is assumed to possess the same properties
as we have for the ideal RDA case, i.e. it is the circular AWGN
with only a different expression for the intensity D˜ ∼ 10−21
J/km. For the EDFA system 2D˜ = nsp h ν0(G−1a − 1)/Za, where
nsp ≈ 1 is the spontaneous emission factor [33].
Having recast our GNLSE (2) to the approximate LPA NLSE
form with the distance-independent coefficients or using the
ideal RDA model, we introduce the normalizations,
t/Ts → t, z/Zs → z, q/
√
P0 → q, (4)
with P0 = (γ Zs)−1 (or the same with the γ˜ for EDFA or non-
ideal DRA and resulting LPA NLSE), Zs = T2s /|β2|, and we
finally have the standard NLSE model, Eq. (1), but with the
AWGN term in the r.h.s. In Eq. (4) either of three parameters,
Ts, Zs, or P0, can be taken for the normalization, but then the re-
maining two have to be properly adjusted: Ts can be, e.g., the ex-
tent of our symbol, or setting it to be the reciprocal bandwidths,
Ts = W−1, our normalized distance unit becomes the disper-
sive lengths mentioned above; in soliton-related problems Ts is
often set as an individual soliton full width at half maximum
(FWHM). The noise intensity has to be normalized in accor-
dance to (4): D Zs(P0 Ts)−1 → D. We also omit tildes in q˜, γ˜,
D˜ further, assuming that Eq. (1) refers to a simplified descrip-
tion pertaining to a particular amplification scheme. Of course,
the results for the NFT application for non-ideal DRA or EDFA
schemes are expected to show a slightly worse performance as
compared to the ideal DRA [53–55], thought the higher order
corrections with respect to Za/Zd may also be taken into ac-
count by using, e.g., the guiding center approximation [27].
4. EXPLICIT FORM OF NFT OPERATIONS
In this section, the direct (forward) and inverse NFT (INFT) are
introduced. The NFT considers the signal q(z, t) at a fixed loca-
tion z = z0 and returns the corresponding NFT spectrum. The
INFT reverses this process, i.e., given a NFT spectrum it returns
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the corresponding signal q(z0, t). Since only the main features
can be outlined here, the reader is referred to [27, 35, 40–46] for
further details. The section ends with some properties of the
periodic NFT.
A. Direct NFT
The direct NFT is computed from specific (auxiliary) solutions
v1,2(t, ζ) = v1,2(t, ζ; z0) to the ZSP [40]
dv1
dt
= q(z0, t) v2 − iζv1 , dv2dt = ∓q¯(z0, t) v1 + iζv2 , (5)
for different values of the complex parameter ζ = ξ + iη, which
will play the role of a nonlinear analog of frequency. The sig-
nal q(z, t) acts as a potential. The upper and lower signs cor-
respond to the anomalous and normal dispersion according to
Eq. (1). Under the assumption that q(z0, t) decays at least ex-
ponentially for t → ±∞, specific solutions (the so-called Jost
functions) φ1,2(t, ζ) and ψ1,2(t, ζ) to the ZSP can be obtained
from the boundary conditions:
φ1(t, ζ) = e
−iζt + o(1), φ2(t, ζ) = o(1) for t → −∞, (6)
ψ1(t, ζ) = o(1), ψ2(t, ζ) = e
iζt + o(1) for t → +∞. (7)
In practical realization of the transmission schemes the pulse
q(t) is truncated and we operate in the so-called burst mode
[52], see Fig. 2. The above pairs of functions solve the ZSP and
all these different solutions are linearly dependent:
[
φ1 φ2
]
= a(ζ)
[
ψ˜1 ψ˜2
]
+ b(ζ)
[
ψ1 ψ2
]
, (8)
[
φ˜1 φ˜2
]
= −a˜(ζ)
[
ψ1 ψ2
]
+ b˜(ζ)
[
ψ˜1 ψ˜2
]
. (9)
The functions a(ζ) and b(ζ) are known as the Jost scattering co-
efficients. They serve as the basis on which the NFT spectrum is
defined. Due to the boundary conditions, we have
a(ζ) = lim
t→∞ φ1(t, ζ)e
iζt, b(ζ) = lim
t→∞ φ2(t, ζ)e
−iζt. (10)
Another important property of the Jost scattering coefficients is
that they satisfy |a(ξ)|2 ± |b(ξ)|2 = 1 for all real ξ, where the
upper and lower signs refer to those in Eqs. (1) and (5). The
NFT spectrum of the signal q(z0, t) consists of two parts. The
first part is given either by the left or right reflection coefficient
(RC), respectively:
l(ξ) = b¯(ξ)/a(ξ), r(ξ) = b(ξ)/a(ξ), ξ ∈ R. (11)
The second part of the NFT spectrum consists of the discrete
eigenvalues ζn = ξn + iηn, which are the eigenvalues of the
ZSP with a positive imaginary part η > 0, and their associated
left or right norming constants (also ofter referred to as spectral
amplitudes), which are defined by the residue of l(ζ) (or r(ζ))
at the point ζn:
ln =
[
b(ζn) a′(ζn)
]−1, rn = b(ζn)/a′(ζn) , (12)
where the prime designates the derivative with respect to ζ. We
therefore have four real parameters defining each solitary de-
gree of freedom. The complete (left or right) NFT spectrum of
the signal q(z0, t) is given by
Σl =
{
l(ξ),
[
ζn, ln
]N
n=1
}
, Σr =
{
r(ξ),
[
ζn, rn
]N
n=1
}
, (13)
where N is the total number of solitons in the signal; an ex-
emplary NF spectrum is shown in Fig. 1. The NF spectrum
Fig. 1. An exemplary NF spectrum (anomalous dispersion
case), containing solitons (discrete eigenvalues) and continu-
ous nonlinear spectrum (depicted on the real axis ξ).
characterizes the signal q(z0, t) completely and can be used to
recover the corresponding time-domain signal given that it van-
ishes sufficiently fast for |t| → ±∞. Note that in the normal dis-
persion case, the signal cannot have solitonic components and
either l(ξ) or r(ξ) are sufficient to uniquely recover the corre-
sponding profile q(z0, t). The z-dependence of the NF spectrum,
Σl,r(z), is given by the following expressions. The eigenvalues
ζn are independent on z. For the remaining quantities, we have:
l(ξ, z) = l(ξ, z0) e−2iξ
2(z−z0), ln(ξ, z) = ln(ξ, z0) e−2iζ
2
n(z−z0),
r(ξ, z) = r(ξ, z0) e2iξ
2(z−z0), rn(ξ, z) = rn(ξ, z0) e2iζ
2
n(z−z0).
(14)
Finally, we remark that the solitons disappear and the NFT
reduces to conventional FT when the signal power becomes
small. Any rescaled signal q(t) = q(t) satisfies [35, 41]
−1 r¯(ξ), −1 l(ξ) → −q(ω)|ω=−2ξ when  → 0, (15)
where q(ω) =
∫ ∞
−∞q(t) e
−iωtdt. Also note that, in optics, the
ZSP (5) also appears widely in the field of Bragg grating syn-
thesis [1, 79–81], where the functions v1,2 play the role of slowly
varying coupled mode amplitudes: The anomalous dispersion
[the upper sign in Eqs. (5), (16)] corresponds to the coupling of
co-propagating waves while the normal dispersion (the lower
sign) refers to counter-propagating modes.
B. INFT operation (left set of scattering data)
The inverse NFT (INFT) maps the scattering data Σl,r onto the
field q(t): This is classically achieved via the GLME for the un-
known functions K1,2(t, t′) [27, 35, 40, 41, 44]. The GLME, writ-
ten in terms of the left scattering data, reads
K¯1(τ, τ
′) +
τ∫
−∞
dy L(τ′ + y)K2(τ, y) = 0 ,
∓K¯2(τ, τ′) + L(τ + τ′) +
τ∫
−∞
dy L(τ′ + y)K1(τ, y) = 0,
(16)
for τ > τ′, where the upper and lower signs correspond to
upper and lower ones in Eqs. (1), (5). In the realistic applica-
tions, where the operations are performed on a finite interval
of τ, say 0 < τ < T, we have a finite region for the change
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of τ′, τ′ < |τ|. For the anomalous dispersion [the sign “−” in
Eqs. (16)] the quantity L(τ) can contain contributions from both
solitonic (discrete) and radiation (continuous) spectrum parts,
L(τ) = Lsol(τ) + Lrad(τ), where
Lsol(τ) = −i∑
n
ln e−iζnτ , Lrad(τ) =
1
2π
∞∫
−∞
dξ l(ξ) e−iξτ , (17)
andwe have assumed that all discrete eigenvalues have amulti-
plicity one. The “nonlinear time” variable τ is thus Fourier con-
jugated to the “nonlinear frequency” ξ, so that one can start not
from the ξ-domain but immediately from the functions given
by (17) in the τ-domain. In this paper we have chosen to work
with the left reflection coefficient, l, corresponding to the GLME
inversion around −∞. The reason for such choice is that (as we
shall see below) this is a common convention in the fiber Bragg
grating reconstruction problems fromwhichwe borrowmost of
our INFT numerical algorithms. Having solved the GLME (16)
for K1,2(τ, τ′), the sought solution in the space-time domain is
recovered as q(t) = −2K¯2(t, t). For the soliton-free case we
have Lsol(τ) = 0, and the only quantity participating in (16) is
the FT of RC l(ξ): L(τ) ≡ Lrad(τ). When one is interested in
the solution q(z0, t) at some distance z = z0, the quantity l(ξ)
in (17) is replaced with l(z0, ξ). The resulting solution of the
GLME (16) becomes a function of z0: K1,2(z0; τ, τ′).
C. Periodic NFT (PNFT)
The usual NFT operations assume that the optical signal,
q(z0, t), decays as t → ±∞. So the ordinary NFT assumes
that we have a burst-mode transmission, Fig. 2, i.e. at each
z = z0 the signal duration and the processing region coincide.
However, in communication applications it is often more con-
venient to work with periodic signals for the processing of a
data stream: The periodicity assumption, which is in our de-
notations q(z0, t) = q(z0, t+ Tp) for the period Tp, helps in de-
veloping the fast processing procedures, such as the overlap-
and-save method [82]. Thus, the PNFT may be considered as a
natural choice for the replacement of linear (say, FFT-based) pro-
cessing elements. The PNFTwas recently introducedwithin the
circle of available solutions for the nonlinear signal processing
in [83, 84]. Basically, the PNFT offers the same possibilities for
the communication system design and concepts (with the use
of the periodically-continued signals) as the NFT does for the
vanishing signals by adding a cyclic prefix extension instead of
zero-padded wings for ordinary NFT, Fig. 2. Together with this,
the periodicity assumption can bring about some other benefits.
i) Only a finite part of a periodic signal (one period) represents
the whole signal, so we do not have to process the entire inter-
val accounting for the dispersion-induced memory, as it occurs
for the ordinary NFT, see Fig. 2. Because of this, one can have a
considerable processing speed-up when using PNFT. ii) When
using an ordinaryNFT, in particular, within nonlinear synthesis
[51–53], it is difficult to control the time duration of the result-
ing wave-shapes. Using the PNFT, where signals have a finite
“meaningful” time duration (the PNFT period), we can attain
more control over the time domain profiles. iii) For the PNFT,
the encoding schemes can be, to some extent, based on the en-
coders of currently used communication systems, as the PNFT
share a cyclic-prefix profile extension idea. iv) Producing peri-
odic solutions of NLSE could be generally done using Riemann
theta functions that can be seen as the multidimensional gener-
alization of the FT, such that some properties of linear modula-
tion can still be kept within the PNFT paradigm. v) By using a
Fig. 2. Burst mode for the window in vanishing signal pro-
cessing (ordinary NFT) and the processing window for the
periodic signal with cyclic extension (PNFT).
periodically-extended signals we can have a continuous stream
of data without sudden droppings of power, thus, reducing
peak-to-average power ratio (PAPR), in contrast to the burst-
mode with the ordinary NFT usage. For the sake of complete-
ness we briefly describe below some basic elements of PNFT
(see [84–88] for examples of such a communication system).
Direct PNFT. Similarly to the case of ordinary NFT, in the peri-
odic problem we have two parts of nonlinear spectrum associ-
ated with a general periodic time-domain profile: The constant
main spectrum, which serves as an analog of soliton eigenval-
ues, and dynamical auxiliary spectrum. In contrast to the or-
dinary NFT, here both parts of the spectrum consist of discrete
points and there is no continuous component. To define the
scattering data we now have to deal with the solutions (the
so-called Bloch solutions) of ZSP (5) with a periodic potential,
q(z0, t) = q(z0, t+ Tp), subject to conditions ϕ(t0, t0, ζ) = [1, 0]
T
and ϕ˜(t0, t0, ζ) = [0, 1]
T , where t0 is an arbitrary base point. The
so-called 2× 2 fundamental matrix is defined through the Bloch
ZSP solutions as Φ(t, t0, ζ) = [ϕ(t, t0, ζ), ϕ˜(t, t0, ζ)]. Evaluating
this fundamental matrix at t = t0+ Tp one gets the monodromy
matrix, M(t0; ζ) = Φ(t0 + Tp, t0, ζ). The monodromy matrix
plays a crucial role in the Floquet theory which deals with dif-
ferential systems with periodic structure. At the endpoints of
stable bands the Bloch solutions are (anti-)periodic and the val-
ues of parameter ζ corresponding to these endpoints, i.e. the
main spectrum, M, can be defined through the Floquet discrimi-
nant Δ(ζ) = (1/2)TrM(t0; ζ) as [83]:
M =
{
ζm
∣
∣Δ(ζm) = ±1, dΔdζ
∣∣
∣
∣
ζ=ζm
	= 0
}
. (18)
A g-band (g-gap) periodic solution of NLSE is the solution in
which there are only 2g elements in M [89, 90]. The important
property of the main spectrum is that it remains invariant during
the pulse evolution along z-direction. The definition of auxil-
iary spectrum, μi(z, t), is given in the Supplementary Material.
Inverse PNFT. The inverse PNFT is the procedure of how to get
the (periodic in time) profile q(z, t) starting from given main
and (evolved) auxiliary nonlinear spectrum parts. There are
several methods to construct finite-gap periodic solutions of
NLSE, see [83]. One can use the theta-function representation
[91, 92]:
q(z, t) = q(0, 0)
Θ(W−|τ)
Θ(W+|τ) e
ik0z−iω0t , (19)
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where k0 and ω0 are some constants obtained from the nonlin-
ear spectrum, and the Riemann theta function, Θ(W|τ) is de-
fined as [92]:
Θ(W|τ) = ∑
m∈Zg
exp
(
2πimTW+ πimTτm
)
. (20)
Here m is a vector representing one realization of all permuta-
tions of g-dimensional arrays with integer elements, andW± =
π(kz + ωt + δ±)/2 is a vector calculated from the nonlinear
spectrum. The set {k,ω ,δ, τ} is called Riemann spectrum, and
τ is the Riemann (period) matrix [92]; their particular values
can be, again, obtained from the full set of nonlinear spectral
data. Thus, within the representation (19) the inverse PNFT
procedure can be reformulated as the problem of finding the
Riemann spectrum from the given nonlinear spectrum.
Although there is still currently a lack of a generic approach
for how to deal with the inverse PNFT, there are several soft-
ware packages allowing one to construct the profile in time
domain using the periodic spectral data. For finding the Rie-
mann spectrum, there are some packages and codes embedded
in Maple, Sage, and Mathematica [93–95]. For the second stage,
which is to construct the Riemann theta functions (20) using
the Riemann spectrum, in addition to the symbolic implemen-
tations [96, 97], some “hyper-fast” algorithms for the numerical
reconstruction of special classes of signals were proposed [92].
5. NUMERICAL ALGORITHMS FOR THE NFT
In this section, we overview existing numerical methods for the
forward (5) and inverse (16) NFT, paying particular attention
for the methods that have already been tested for the transmis-
sion purposes. The goal of the forward NFT is to calculate the
nonlinear spectrum Σ(z0) (13) from the given space-time do-
main profile q(z0, t). The INFT method must provide the time-
domain waveform starting from given Σ.
The signal q(z0, t) is in practice only known at the specific
points in time due to sampling operations, which means that
for the forward NFT the nonlinear spectrum has to be approxi-
mated based on the samples
qm = q(z0, T1 + m), m = 0, 1, . . . ,M− 1,
where T1 is close enough to −∞ such that the boundary condi-
tion in Eq. (6) is approximately satisfied for t = T1 and T2 > T1
is sufficiently close to +∞ such that Eq. (10) is approximately
satisfied, respectively. The parameter  = (T2 − T1)/(M − 1)
denotes the sampling interval.
The methods are classified according to how their numerical
complexity (in terms of floating point operations, flops) and the
accuracy of the result changes as the number of sample points
M increases.
A. Algorithms for direct NFT
Numerous algorithms for computing the NFT have been de-
scribed in the literature. The two best known are probably
the methods of Ablowitz-Ladik and Boffetta-Osborne. We will
first describe these two methods and then briefly list other ap-
proaches. More details can be found in [45, 83, 98]. We, how-
ever, note that our review does not, of course, cover all exist-
ing possibilities for the NFT operations implementation (e.g. in
recent work [99] a bi-direction algorithm for the calculation of
soliton norming constants was described) and we rather con-
centrate on the methods that have already found their way
into optical transmission studies, although there are some new
methods which have yet to be tested, see e.g. [100].
Boffetta-Osborne (BO) transfer method. The general idea is to
approximate the Jost scattering functions a(ζ) and b(ζ) using
Eq. (10). Therefore, Boffetta andOsborne [101] assumed that the
signal q(z0, t) is piecewise constant, i.e. q(z0, t) = qm = const.
for t ∈ [T1 + (m − 0.5), T1+ (m + 0.5)) and solved the ZSP
(5) in closed form under that assumption. For each interval
[T1 + (m− 0.5), T1+ (m+ 0.5)), one has
⎡
⎣φ1(T1 + (m+ 0.5), ζ)
φ2(T1 + (m+ 0.5), ζ)
⎤
⎦ = Tm
⎡
⎣φ1(T1 + (m− 0.5), ζ)
φ2(T1 + (m− 0.5), ζ)
⎤
⎦ , (21)
where Tm(ζ) = expm
⎛
⎝
⎡
⎣ −iζ qm
∓q¯m i ζ
⎤
⎦
⎞
⎠. (22)
Here, expm(·) denotes the matrix exponential. Taking the
boundary conditions (6), (10) into account, one finds that
⎡
⎣a(ζ)
b(ζ)
⎤
⎦ ≈ eiζ(T2+0.5)TM(ζ)× · · · × T1(ζ)
⎡
⎣e
iζ(T1−0.5)
0
⎤
⎦ . (23)
This approximation can be used straight-away to evaluate the
RC Eq. (11). In order to locate the discrete eigenvalues ζn, Bof-
fetta and Osborne proposed to apply Newton’s method to a(ζ).
A nonlinear version of Parseval’s relation can be used to check if
all discrete eigenvalues have been found [101]. The complexity
for evaluating Eq. (23) in a straight-forward way is O(M). The
total complexity of a search method to find the discrete eigen-
values is therefore O(kiterNguessesM) , where kiter is the average
number of iterations per initial guess and Nguesses is the num-
ber of initial guesses used. The complexity of evaluating the
RC Eq. (11) on a grid of M nonlinear frequencies is O(M2).
The BO method has a second order approximation accuracy,
i.e., for any fixed ζ = ζ0, the distance between the numerical ap-
proximations of a(ζ0) and b(ζ0) and their true values is of the
order O(M−2) [101, 102]. Note that the hidden constant in the
big-O notation depends on ζ. For the BO method, the hidden
constant was found to be ∼ |ζ|−1 for large ζ in [102]. The BO
method was used in the works [49, 51–53] for the calculation of
continuous nonlinear spectrum for the nonlinear inverse syn-
thesis scheme (see subsection 5B below). It also demonstrated
good results in the calculation of the perturbed dynamics of soli-
tonic eigenvalues [102–104]. The calculation of norming con-
stants, requiring a′(ζn), is described in [101, 102]. In [102], the
BO method was compared to the direct 4th order Runge-Kutta
integration of the ZSP (5), where for the lattermethod the hidden
constant in the big-O notation was found to be ∼ |ζ|4. It was
concluded that, generally, the BO method is more convenient
especially when the wide range of ζ values is addressed.
Ablowitz-Ladik (AL) discretization method (normalized). The AL
discretization [105, 106] is another method widely used for the
NFT-based transmission [60–65]. It corresponds to the approxi-
mation of NLSE by a discrete integrable problem. The method
also takes the form in Eq. (23), but with
Tm(ζ) =
1
√
1± 2 |qm|2
⎡
⎣ Z  qm
∓ q¯m Z−1
⎤
⎦ , Z = eiζ. (24)
For the location of zeros of a(ζ) one again has to apply an ad-
ditional search routine. It was shown [45] that the AL algo-
rithm can produce some small spurious solitonic eigenvalues
which, however, can be readily sorted out. In Ref. [56] the AL
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method was compared with the BO method for realistic NFT-
based transmission parameters, and it turned out that the AL
method demonstrates a slightly better performance when ap-
plied to the calculation of continuous spectrum (RC). The accu-
racy of the AL algorithm is of the second order as for the BO
scheme. This was e.g. shown in [107] for a variant of the AL al-
gorithm that is commonly used in fiber Bragg gratings design.
The relation of the scheme in [107] to the AL algorithm below is
elaborated in [108]. Apparently in contrast to this, Boffetta and
Osborne had observed in [101, 109] that the AL discretization
achieves only a first order accuracy, when the discrete eigenval-
ues computed by the AL and BO methods were compared to
exact analytical values. The AL discretization that was investi-
gated in [109] however was an early version [105], in which the
coordinate transform Z = 1− iζ was used instead of the now
common transform Z = eiζ that was given later in [106]. In
various numerical experiments that were reported in [45], the
errors of the AL and BO schemes decrease at similar rates w.r.t.
M. The same inference was confirmed in the study [56], related
to the true NFT-based transmission profiles.
Fourier collocation method has been used by the Osaka group
and co-authors [66–72]. Within this method the ZSP solution
components v1,2 are expanded in the Fourier series and the ZSP
itself is reformulated as an eigenvalue problem in the Fourier
space [43, 45]. However this method is inconvenient for the
computation of the continuous nonlinear spectrum and soliton
norming constants, and it has been used only for the eigenvalue
communication where the solitonic discrete eigenvalues them-
selves are adopted as information carriers. Another drawback
of this method is its the numerical complexity: The method re-
quires the diagonalization of non-Hermitial (for anomalous dis-
persion) matrix, where the number of required flops is O(M3).
Direct Toeplitz inner bordering (TIB) method. Anew efficacious al-
gorithm for the computation of continuous nonlinear spectrum
using the Toeplitz matrix transformations, was proposed in [110].
In the numerical example considered in [110] TB outperforms
the BO method in terms of speed and accuracy, it has the error
level of O(M−2) and the number of flops O(M2). This method
is based on the reversion of the Toeplitz matrix-based INFT al-
gorithm; we provide the corresponding INFT in the next sub-
section and description of the method in Supplementary Ma-
terial. However, when dealing with the direct TIB method, one
has to keep inmind that it recovers the kernel of the GLME L(τ)
that in general includes both discrete (solitonic) and continuous
spectral components, Eq. (17), simultaneously.
B. Numerical methods for the INFT
The methods for numerical INFT computation were largely
studied within the Bragg gratings synthesis and characteriza-
tion. Here, using the traditional “matrix-inversion” terminol-
ogy, we name the INFT methods requiring O(M2) operation as
“fast”, and those with the lower complexity as “superfast”. Al-
most all INFT approaches are based on the numerical solution
of GLME (16). After the discretization, one aims at determining
functions K1,2(τ, τ′) on the grid of M×M points. Note that the
straightforward path there based on the solution of M nested
linear matrix equations takes O(M4) flops is unproductive.
The earlier approaches utilize iterative methods of matrix inver-
sionwith the computational complexity in the order ofO(kiM3),
where ki < M is a number of iterations. As an example,
we mention the group of methods with the GLME kernel
parametrization [111, 112]. A similar method was also em-
ployed recently for optical transmission tasks [58]. The main
drawbacks of these algorithms are the problem of choosing an
initial approximation and high computational complexity. A
more advanced family of algorithms is based on the layer peeling
(LP) method. This class of methods is built on the representa-
tion of the RC attributed to a particular profile q(t) through the
sequence of individual actions ofM point reflectors [79, 80, 113].
The LP algorithms are comparatively fast and require about
O(M2) flops. Some of them provide an error that is globally
proportional to M−2. Conventional algorithms based on LP
show numerical instabilities with exponential amplification of
noise when the reflection coefficients that are provided to the
LP step are not entirely realizable [114]. This means that there
exists no signal such that forward scattering with M samples
can result in the desired reflection coefficient [107, 115], or, in
other words, when one has independent noisy additions to the
scattering data themselves. Physically, when some profile cor-
rupted by noise in the space-time domain is converted into the
NF spectrum, and then this spectrum is used for the superfast
LP algorithm considered further, we observed that the instabil-
ity in all numerical examples was absent, see Supplementary
Material. For the properties of space-time noise conversion into
the NF domain see Refs. [116–119]. In some transmission sys-
tems this limitation has recently been circumvented in some
first algorithms where the reflection coefficient is ensured to be
realizable by construction [73, 108, 120]. On the other hand, this
instability can reveal itself when one synthesizes a profile start-
ing from some randomly encoded spectral data in the NFD, and
this question requires further analysis.
The LP with improved accuracy [81], known as an integral
LP has some issues with the overall efficiency, as it requires
much more arithmetic operations. The drawback of these al-
gorithms is the accumulation of computational errors during
calculation and the resulting decrease in their accuracy when
enlarging the q(t) extent.
Another interesting group of algorithms are based on recast-
ing the GLME as the system of partial differential equations
[121, 122] (see also [123] for the comparison of such algorithms),
including also the “leap-frog” algorithm [124]. The numerical
complexity is O(M2) flops; however, the error there is only of
the 1st order, O(M−1) [122, Fig. 2 b].
In [125] another algorithm was proposed, based on a differ-
ent computational approach, whose error was proportional to
M−2. This algorithm is “slow”, requiring O(M3) flops, and ad-
dresses only the case of normal dispersion. However, the impor-
tant feature there is that it introduced the very idea of the bor-
dering procedure itself. Later, a more efficient algorithm that
has a M−2 error and at the same time usesO(M2) flops was de-
scribed in [110, 126]. The algorithm exploits the Toeplitz sym-
metry of discretized GLME using TIB, similar to technique for
common Toeplitz matrices [127, 128]. As the TIB was success-
fully used in a number of transmission-related works [51–55],
we provide here more details on TIB method. First, we change
the variables in (16) as
u(τ, τ′) = K1(τ, τ − τ′), w(τ, τ′) = ∓K¯2(τ, τ′ − τ). (25)
In new notations, explicitly assuming the finite extent of q(t),
0 ≤ t ≤ T, after the complex conjugation of the first of GLME,
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we get:
u(τ, y)∓
∫ 2τ
y
L¯(τ′ − y)w(τ, τ′) dτ′ = 0,
w(τ, τ′) +
∫ τ′
0
L(τ′ − y) u(τ, y) dy+ L(τ′) = 0,
(26)
0  y, τ′ < 2τ, 0  τ  T. The sought solution in time do-
main now reads as q(t) = 2w(t, 2t− 0). The GLME form (26)
allows one to to obtain the Toeplitz-type problem after the dis-
cretization and to use the fast Toeplitz matrix inversion algo-
rithms [127, 128] for the recovery of q(t). Further details of the
TIB-based INFT are given in Supplementary Material.
At the end we mention a recent work on the INFT methods
by Civelli et al. [129]: the authors introduced yet another INFT
first order solution algorithm based on iterated convolutions
with the GLME kernel using the FFT, which demonstrated the
better performance in terms of accuracy and time consumption
that the 1st order TIB [52] and the Nyström conjugate gradient
method [130]. However, the last approach has not been tested
so far on the transmission-related problems. Note that NFT can
be formulated in terms of the so-called Riemann-Hilbert prob-
lem (see e.g, [43] and references therein) and numerical solution
of NFT can be implemented using this approach [131].
C. Superfast NFT algorithms
It has recently been observed that the AL method (and others)
for computing the NFT can be significantly sped up, leading to
a superfast NFT analogous to the celebrated FFT [83, 98]. We
illustrate hoe to deal with fast NFTs using AL discretization.
The matrix Tm(ζ) in Eq. (24) can be written as
Tm(ζ) = Sm(Z)/dm(Z), Z = eiλ, (27)
where Sm(Z) and dm(Z) are polynomials with respect to Z:
Sm(Z) =
1
√
1+ 2|qm|2
⎡
⎣ Z
2  qmZ
− q¯mZ 1
⎤
⎦ , dm(Z) = Z.
(28)
Consequently, with S(Z) = SM(Z)× · · · × S1(Z) and d(Z) =
dM(Z)× · · · × d1(Z), Eq. (23) can be written as
⎡
⎣a(ζ)
b(ζ)
⎤
⎦ ≈ eiζ(T2+0.5 ) S(Z)
d(Z)
⎡
⎣e
iζ(T1−0.5 )
0
⎤
⎦ . (29)
Since the Sm(Z) and dm(Z) are polynomials with degrees at
most two, both S(Z) and d(Z) are again polynomials whose
degrees are upper bounded by 2M. The superfast NFT exploits
this observation and proceeds in two steps. First, the monomial
expansions of the polynomials S(Z) and d(Z) have to be com-
puted. That is, the unique matrices S(k) and scalars d(k) need to
be found such that
S(Z) =
2M−1
∑
k=0
S(k)Zk, d(Z) =
2M−1
∑
k=0
d(k)Zk. (30)
One first needs a fast method to compute the monomial expan-
sions. A naive implementation, e.g. to compute the expansion
of S(Z), would proceed as follows,
S(Z) = SM(Z)
[
SM−1(Z)[SM−2(Z)[· · · [S1(Z)]]] . . .
]
. (31)
However, this leads to a O(M2) or even O(M3) runtime, de-
pending on how the product of polynomials is found. In order
to get a superfast NFT algorithm, a divide-and-conquer strat-
egy is used instead. One starts with the elementary polynomi-
als Sm(Z), m = 0, . . . ,M − 1, partitions them into pairs and
computes the products of these pairs. The products are again
partitioned into pairs, and then multiplied. This process is it-
erated until only one product is left, which will be S(Z). It
turns out that this algorithm finds themonomial expansion S(k),
k = 0, . . . ,M− 1 using onlyO(M log2 M) flops given that poly-
nomial products are computed with the FFT. The pseudocode
for this algorithm is provided in Supplementary Material.
The second step of the superfast NFT now applies algo-
rithms for fast polynomial arithmetic in order to compute the
NFT spectrum. To approximate the RC in Eq. (11) on an equidis-
tant grid λm = λ1 + mδ, where δ = (λ2 − λ1/(M − 1) and
m = 0, 1, . . . ,M− 1, one needs to evaluate the polynomials S(Z)
and d(Z) at the points
Zm = ei(λ1+m) = eiλ1 (ei)m = awm. (32)
The chirp transform algorithm [132] thus allows us to com-
pute S(Z1), . . . , S(ZM) as well as d(Z1), . . . , d(ZM)) using only
O(M logM) flops. The discrete-eigenvalues ζm, which are the
roots of a(ζ)with positive imaginary part, can be found quickly
by using a class of recently developed root-finding algorithms.
These algorithms implement the well-known idea to find the
roots of a polynomial from the eigenvalues of a so-called com-
panion matrix. But while a conventional eigenvalue finder will
require O(M3) flops, the algorithms e.g. in [133, 134] man-
age to exploit the structure of the companion matrix such that
the runtime is reduced to O(M2) flops. We remark that fast
polynomial arithmetic can also be used to speed-up Newton’s
method for finding the discrete spectrum. A first concept for a
O(kiterM log
2 M) algorithm has recently been presented [135].
In summary, the superfast NFT discussed here can com-
pute the RC using O(M log2 M) flops and the discrete eigen-
values using O(M2) flops. The conventional methods dis-
cussed in Subsection A require, in comparison, O(M2) and
O(kiterNguessesM) flops, respectively. The algorithm in this sec-
tion is thus clearly faster for the RCs, and it was found in a re-
cent numerical study [56] that it outperformed a conventional,
but parallelized implementation of the BO algorithm that ran
on a dedicated GPU both in terms of quality and runtime. It is
harder to compare the complexities of computing the discrete
eigenvalues in a communication scenario where the constella-
tion of discrete eigenvalues is drawn from some modulation
alphabet, see [98]. A detailed numerical study of these issues
in a communication scenario is still to be performed. In any
case, it should be noted that even in cases without speed-up,
the method discussed in this section does not require any tun-
ing. This is in contrast to search methods such as in [45], which
require the use to choose several parameters that can have a
large influence on both runtime and accuracy.
D. Superfast INFT algorithm
The superfast NFT algorithm that was discussed in Subsection
C for the AL discretization proceeds in two steps: 1) Compute
the rational approximations a(ζ) ≈ eiζ(T2−T1+)S11(ζ)/d(ζ)
and b(ζ) ≈ eiζ(T2−T1+)S21(ζ)/d(ζ) in a fast manner, and 2)
compute the NFT spectrum from these approximations using
fast algorithms for polynomial operations. In order to obtain
superfast inverse NFT algorithms, the idea of reversing these
two steps was proposed in [108, 120]. The two steps of a su-
perfast inverse NFT method using this idea are thus: 1) Deter-
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mine polynomials S(ζ) and d(ζ) fast such that Eq. (29) leads to
a good approximation of a given nonlinear Fourier spectrum,
and 2) compute the samples of the corresponding time-domain
signal qm fast by exploiting Eq. (23).
For the first step, two superfast methods that can be used
to generate multi-solitons have been presented in [120, 136].
Furthermore, a superfast method that solves the first step for
signals with empty discrete spectrum has been proposed in
[137]. By combining the results in [136] and [137], a general
method for arbitrary spectra with a complexity of O(MN +
M log2 M) has finally been obtained in [138]. The difficulty in
the first step is that the polynomials S(ζ) and d(ζ) cannot be
chosen arbitrarily. Similar to the continuous-time case, where
|a(ζ)|2 ± |b(ζ)|2 = 1 for all real ζ, the generated polynomials
S(Z) and d(Z) have to satisfy |S11(Z)|2 ± |S21(Z)|2 = |d(Z)|2
whenever |Z| = 1. If this condition is not fulfilled, we have
S(Z) 	= SM(Z)× · · · × S1(Z) no matter how the qm are chosen.
In other words, the second step of recovering the qm through
Eq. (23) becomes ill-posed.
The second step of recovering the samples qm from the poly-
nomials S(Z) and d(Z) can be performed efficiently using only
O(M log2 M) flops with a technique that was developed in the
area of geophysical prospecting byMcClary [139], and has been
adapted for the computation of INFT in [120]. Further details
are given in Supplementary Material.
6. NFT FOR OPTICAL COMMUNICATIONS
As the evolution of nonlinear spectrum inside the nonlinear
Fourier domain (NFD) is linear and decoupled, the signal’s NF
spectrum can be efficaciously used for coding, transmission, de-
tection and processing of information. Though all recent works
on the NFT can be deemed of as the modifications and exten-
sions of the original idea proposed in [42], in works [44–46] the
pertinent new term “nonlinear frequency division multiplex-
ing” (NFDM) was introduced to stress the analogy to OFDM.
However, in the following, wewill use the umbrella term “Mod-
ulation in the NFD” to refer to this type of schemes where the
quantities from the NF domain are used as the information car-
riers. There are three basic designs for NFT-based transmission
systems which are schematically presented in the Figs. 3, 4.
In the first design, the transmitted information is encoded di-
rectly onto the NF signal spectrum via the INFT: It is “Modula-
tion in the NFD”. Within this design, one can modulate either
discrete [60] and continuous [51, 52] NF spectrum parts sepa-
rately or simultaneously [58]. In the second design, the NFTs
are used to cancel the nonlinear distortions at the receiver. This
scheme can be understood as the DBP with the use of the NFT
operations, NFT-DBP [50, 73]. Here, the signal encoding and
modulation is performed in a similar way to the conventional
transmission systems. However, one critical challenge in the
NFT-based DBP is the requirement of the accurate calculation
of an unknown number of discrete eigenvalues in the randomly
coded information-bearing signal. As a result, so far the NFT-
based DBP approach was elaborated only for the soliton-free
case [50, 73]. For the third design, which is referred to as the
“hybrid method”, information is encoded in the time domain
but the detection stage involves NFT operations and decision is
made using NF spectrum data [62, 63, 66, 67, 70].
A. Modulating the discrete part of NF spectrum
Recently, the data transmission using discrete eigenvalues (soli-
tonic) components of the signal’s nonlinear spectrum has been
Fig. 3. Diagram of the currently proposed and studied NFT-
based methods.
intensively studied theoretically and experimentally [46, 60,
61, 65, 99, 140–142]. Within this approach, one starts with a
predefined set of discrete eigenvalues and related parameters
(discrete constellation in the NFD), onto which the informa-
tion is mapped. This step can be referred as constellation de-
sign, where the positions of discrete eigenvalues in the com-
plex plane and norming constants are optimized for maximiz-
ing the system performance and SE. Next, the corresponding
time-domain waveforms are generated using the INFT (e.g. by
using Darboux method, see Supplementary Material). At the
receiver, NFT is applied to recover modulated discrete eigen-
values and norming constants.
Fig. 4. Basic designs of NFT-based transmission systems, in-
cluding transmission in the NFT domain, DBP with the use of
NFT operations, and the hybrid method.
B. Modulating the continuous NF spectrum. Nonlinear in-
verse synthesis (NIS)
The NIS scheme, which is based on the modulation of the con-
tinuous part of the signal nonlinear spectrum has been pro-
posed recently [51], for the anomalous dispersion case. This
scheme has a good potential as it exploits the vast amount of
available degrees of freedom contained in the continuous part
of the nonlinear spectrum. At the same time, it also allows one
to avoid the problems associated with the solitonic degrees of
freedom. Within this scheme, the linear spectrum of an input
signal is first mapped onto the continuous part of the nonlinear
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spectrum of a complex field (to be transmitted) via the INFT.
This step makes it possible to translate directly a standard mod-
ulation format into the nonlinear spectral domain. At the re-
ceiver, the nonlinear spectrum of the transmitted field is ob-
tained using the NFT and then a single-tap linear dispersion re-
moval is applied to remove the deterministic nonlinear impair-
ments. Since the input field of the INFT can be arbitrary, high or-
der modulation formats can be combined with the NIS scheme,
providing the flexibility in the system’s design [52]. It has been
shown in [52] that the NIS scheme can provide a performance
gain up to 4.5 dB compared to the linear compensation when
combined with 64 QAM modulation format. Furthermore, the
NIS scheme can also be applied in optical links with EDFA and
non-ideal DRA by employing the LPA NLSE model [53–55].
One major advantage of the NIS scheme, as of a DSP-based
approach, is that it can be easily integrated with the current co-
herent transmission technology [57]. In addition, the numerical
complexity of NIS can be competitive and potentially even out-
perform that of the standard DBP based on the split-step NLSE
backward solution with the recent advances in NFT algorithms
[83, 98]. The first successful integration of the superfast NFT
processing into the NIS scheme was reported in [56]. It has to
be noted that at the moment the SE of the NIS system, which
is built on the continuous NF data, is relatively low because,
in current implementations, the extend of the fiber-input usu-
ally exceeds that of the initial waveform due to slowly decay-
ing wings. Another issue is that it currently can be difficult to
generate long symbols with the INFT because this requires an
improved floating point precision (see the remark in subsection
C). This is, however, an early stage of the NIS method, and we
anticipate that the SE will improve with further optimization.
In the very recent works [58, 59] first demonstrations that
the NIS approach can be combined with solitons have been
given, both numerically and experimentally. This paves the
way for the design of advanced combined NFDM-NIS modu-
lation schemes, where all available degrees of freedom inside
the NFD are utilized for the modulation and transmission.
C. NFT-based DBP
Nonlinear and dispersive transmission impairments in coher-
ent fiber-optic communication systems are often compensated
by reverting the NLSE numerically. This technique is known
as DBP [18]. Typical DBP algorithms are based on split-step
Fourier methods in which the signal has to be discretized in
time and space. The need to discretize in both time and space
however makes the real-time implementation of DBP a chal-
lenging problem. The NFT technique offers a different fast algo-
rithm for the DBP [73]. The method itself was first introduced
in Ref. [50]. Since the spatial evolution of a signal governed
by the NLSE can be reverted analytically in the NFT domain
through simple phase-shifts, there is no need to discretize the
spatial domain. The superfast algorithm described above can
be used to process signals in the time domain and is therefore
highly promising for real-time implementations. However, we
note again that both NFT-DBP works mentioned above deal
with the normal dispersion case, and the NFT-based DBP for
the anomalous dispersion has yet to be deployed. The perfor-
mance of NFT-DBP has been observed to degrade for symbols
with long durations and/or high powers due to numerical prob-
lems [143]. We expect that this can be addressed by increasing
the precision (and complexity) of the floating point operations.
D. Hybrid method. MD detection inside the NFD
Within this approach, one starts with modulating (predefined)
waveforms in the time domain, for which the corresponding
discrete eigenvalues are known [66–68, 71] or easily calculated
[62–64]. The transmitted information is mapped onto these
waveforms. At the receiver, decisions are made through the
NFT processing based on the detected discrete eigenvalues [66–
68, 71] or using both the eigenvalues and the norming constant
[62–64]. As this approach does not offer the flexibility of op-
timizing the positions of discrete eigenvalues in the complex
plane, a minimum distance (MD) detector is usually required.
In addition, if the transmitted waveforms are not optimized for
multi-soliton transmissions, the continuous part of the signal’s
nonlinear spectrum should also be taken into account [62, 63].
7. EFFICIENCY ESTIMATES FOR NFT-BASED TRANS-
MISSION
There is currently a widespread belief that the nonlinear optical
channel capacity is still largely unknown: As discussed in [146],
[147], exact channel capacity results for fibre optical systems are
scarce, and many aspects related to this problem remain open.
The transmissionmethods employing on-off-keying (OOK) fun-
damental solitons have been almost abandoned, mostly due to
the low SE ≈ 0.2 bits/s/Hz of OOK soliton systems limited
by the celebrated Gordon-Haus jitter phenomena [148], and,
in addition, due to the problems with inter-soliton interaction
between the WDM soliton channels [27]. However, the NFT
methods are much richer than the soliton OOK, and there is
a reason to expect drastically different results for the SE when
NFT is used in its full scale. Together with this, due to the com-
plexity allowed in the contemporary receivers, one can address
the question of NFT channel capacity for quite involved mod-
ulation schemes, nontrivially-defined signal space, and sophis-
ticated error correcting codes. However, the SE and capacity
problems formulated for the NFD channels are quite new, and
not so many results are available at the moment. Meron et al.
[76] were, probably, the first who recognised that the mutual
information in a nonlinear integrable channel (the NLSE was
considered) can be evaluated through the statistics of the NFD
data, i.e., via the channel defined inside the NFD: The mutual
information between the input and output waveforms is equiv-
alent to the mutual information between the input and output
NFT spectra. In work [76] the authors presented the data for
the lower bound of mutual information and capacity per chan-
nel use of soliton-based system (the imaginary parts of the mul-
tiply eigenvalues were modulated), using the Gaussian scalar
model for the amplitude evolution perturbed by the progeni-
tor in-line noise. They showed that for a single soliton contin-
uous amplitude modulation the capacity 1.568 bits/channel is
achievable. Then the bit rate gain due to the continuous modu-
lation against the OOK soliton systemwas analysed for a single,
two and more solitons (well-separated soliton trains were con-
sidered) per one time slot, with the account of Gordon-Haus
jitter [27, 34, 148], showing approximately a factor 2 bit rate im-
provement vs. OOK. In the following work [46], Yousefi and
Kschischang provided results for the lower bounds of achiev-
able SE and bit rates for the modulation of either discrete or
continuous parts of NFT spectrum. We note that the norm-
ing constants modulation and non-trivial eigenvalue constella-
tion point positioning were also considered there, and the re-
sults were again compared with those pertaining to the OOK
systems. The 0.4 bits/s/Hz lower bound SE was reported for
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4-point eigenvalue modulation, and for more sophisticated si-
multaneous eigenvalue and norming constant modulation with
16 points in the constellation, the SE ≈ 0.73 bits/s/Hz was
reached; for the 6 eigenvalues and 30 constellation points the
SE of 1.5 bits/s/Hz was finally reported. Noticeably that some
first data on the continuous NFT spectrum modulation based
on raised cosines were also given in that study: The maximum
SE of 8 bits/channel and 7 bits/channel were reported for the
single-channel and WDM transmission inside the NFD, corre-
spondingly. Developing the idea of multieigenvalue communi-
cation, Hari et al. [60] demonstrated the SE of 3.14 bits/s/Hz,
by employing the modulation of 5 imaginary eigenvalues and
using exhaustive search for optimal time-duration and band-
width of the resulting pulses. In [99] the SE of 3 bits/s/Hz was
reported for simultaneous modulation of norming constants
and amplitudes of a single soliton at 2000km; for the 2-soliton
system in the case of ignoring the intercomponent interaction,
the SE of 1.8 bits/s/Hz was reported. Generally, it was in-
ferred that the SE of a 1-soliton system is higher than that of
a 2-soliton one. In work [140] two heuristic designs for mul-
tisoliton signal sets are described, and the spectral efficiencies
reported somewhat exceed 3 bits/s/Hz. However the authors
noted that the multisoliton signals are significantly limited by
bandwidth expansion if the system length is not much smaller
than the dispersion length, such that modulating the eigenval-
ues alone cannot address the problem of nonlinearity in com-
mercial fiber transmission systems and the proposed modula-
tion methods are efficient when dispersion is dominated by
nonlinearity. Multieigenvalue communication with all 4 param-
eters of each soliton modulated was also addressed in [149]:
Analytical expressions for the lower bounds for the joint mu-
tual information were derived and achievable rate (in Gaussian
approximation) was obtained by using the uniform input dis-
tribution subject to the peak constraints. Shevchenko et al. in
[77] studied a non-Gaussian (the noncentral χ distribution, de-
rived in [150, 151]) model for the noise-perturbed single soliton
amplitude evolution addressing the continuous modulation in-
side the NFD associated with NLSE, showing that the lower
bound for the capacity per channel use of such a model is a un-
bounded growing function of the effective SNR. This result was
very recently generalized to the case of Manakov soliton ampli-
tude modulation [153] based on the non-central χ-distribution
for noise-perturbed the Manakov soliton amplitude [154]. In
[155], the authors addressed the question of capacity and spec-
tral efficiency per symbol for theNIS-based transmission (based
on continuous spectrum modulation), using the channel model
obtained within nonlinear continuous spectrum perturbation
theory [156, 157]: Using very conservative Pinsker estimates
for the lower capacity bound [6, 158], it was shown that the
estimates for the lower bound for the capacity per symbol of
NIS-based transmission are ≈ 10.7 bits/symbol for 5 × 100
GHz WDM Nyquist and OFDM transmission at 2000 km; This
bound improves logarithmically with the channel bandwidth
or subcarrier spacing. A very similar result has been recently
obtained by Yousefi and Yangzhang in the case of normal dis-
persion [159]: By using direct simulations they demonstrated
that the symbol rate for the raised cosine-based WDM inside
the NFD is 10.5 bits/symbol at 2000 km, which translates into
the SE value of 1.54 bits/s/Hz.
8. CONCLUSION
In our review, we have classified the existing approaches and
methods in the rapidly growing area of NFT-based optical com-
munications under a common framework. The NFT is a truly
nonlinear method, that paves the way to the development of
fundamentally new, specifically nonlinear techniques for cod-
ing, modulation, transmission, and processing of signal in non-
linear communication channels. In spite of some evident suc-
cess and, currently, numerous experimental demonstration of
various types of the NFT-based transmission, this approach still
requires considerable efforts directed towards its optimization
with respect to reaching higher SE and quality of transmission.
Another important way of further NFT methods development
refers to the usage of the whole nonlinear domain altogether
and the design of the advanced combinedmethods, like NFDM-
NIS, to get the improved transmission performance. In addi-
tion, the advanced algorithms like the superfast NFT, should
be widely implemented and tested for different NFT transmis-
sion variants: the existing NFT methods imply either one or
two NFT operations, and so the superfast NFT processing algo-
rithms can greatly help in reducing the overall processing time
consumption to several orders compared to other methods, the
problem which is currently considered as one of the main chal-
lenges in the DSP. Finally, we express our sincere hope that the
general ideas of NFT and the specifically nonlinear signal char-
acteristics, such as the nonlinear spectrum, will become no less
common and routine for optical engineers than the ordinary
Fourier operations and corresponding processing methods are
now. However, this still requires coordinated efforts from the
communication engineers and nonlinear physics communities.
Future key challenges. Finally, we present a list of key chal-
lenges we think future research should address. Despite many
research efforts and positive progress in recent years, the ex-
pected performance and achievable SE of NFT based trans-
mission systems have not been achieved so far, especially ex-
perimentally. i) One major challenge in implementing NFT
based systems is the implementation penalty due to limitations
of practical devices, including linear and nonlinear responses,
phase noise [160] and limited resolutions of current available
optical transceivers. Application of conventional modulation
formats for NFT-based systems is suboptimal due to the lack
of control over the time domain signals, large bandwidths and
large PAPR leading to significant distortions and performance
penalty. In addition, signal designed using inverse NFT and
conventional formats are also very sensitive to linear and non-
linear responses of optical transmitter. As a results, advanced
modulation formats, DSP and calibration techniques will be im-
portant research topic and challenges for future NFT research.
ii) The impact of the deviations from the pure NLSE model
(higher-order dispersion, polarization effects, Raman effect) on
the properties and quality of NFT-based methods has yet to be
carefully assessed. iii) The SE of NFT-based methods and of the
nonlinear optical fibres has to be improved and elucidated fur-
ther to overcome the SE limitation of "traditional" systems. This
item also implies the optimization of the NFD modulation and
invention of the new specific high SE formats for the NFT-based
transmission. iv) Polarization division multiplexing with the
use of NFT and Manakov equation integrability has yet to be
developed. v) The numerical computation of the forward and
inverse NFT becomes more and more difficult as the energy of
the signal increases. With the NFT being a nonlinear operation,
eventually all numerical algorithms break down [143]. While
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we expect that these issues can be fixed by improving the algo-
rithms, e.g., by employing higher precision arithmetic of some
form, it is also clear that this will increase the numerical costs.
The development of NFT algorithms for the high energy regime
and study of their complexity is an important open question.
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