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Resumen
Los vehı´culos ae´reos no tripulados (UAV) ofrecen alternativas para diversas aplicaciones en las que se compromete la integridad
humana. En este sentido, la necesidad de incrementar la autonomı´a de estos vehı´culos presenta una alternativa al a´rea de inteligencia
artificial para aumentar las capacidades de navegacio´n en diversos entornos. Este artı´culo presenta una evaluacio´n para estimacio´n
de inclinacio´n y orientacio´n, utilizando algoritmos de aprendizaje automa´tico para una planta dina´mica con mu´ltiples rotores.
Para esto se propone un experimento para recopilar datos de unidades de medicio´n inercial (IMU) sobre la placa de un UAV,
y sometidos a diferentes inclinaciones antes de lograr la tarea de clasificacio´n. Los resultados reportados usando los algoritmos
de k vecinos ma´s cercanos (k-NN), ma´quinas de soporte vectorial (SVM) y de Bayes muestran eficiencia en el reconocimiento,
obteniendo una precisio´n hasta del 99 %. Adema´s, estos algoritmos podrı´an combinarse con te´cnicas de control robustas, ideal para
la implementacio´n en sistemas con capacidades de procesamiento limitadas.
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Abstract
Unmanned Aerial Vehicles (UAV) have offered alternatives for applications in which human integrity is compromised. In this
sense, the need of increasing autonomy in these vehicles presents an alternative to artificial intelligence areas to enhance navigation
capacities through several environments. This article presents an evaluation for estimating inclination and orientation, using auto-
matic learning algorithms for a dynamic multi-rotor plant. To do so, an experiment is proposed to collect the data from multiple
IMU sensors over an UAV main board, and submitted to different inclinations before achieving the classification task. The reported
results using k nearest neighbors (k − NN), support vector machines (S V M) and Bayes show eficiency during the recognition,
obtaining an accuracy score up to 99 %. Besides, the algoritms could be combined along with robust control techniques, which is
ideal for implementation in embedded systems with low processing capacities.
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1. Introduccio´n
Desde que en la de´cada de los 40 del siglo XX se usaron los
primeros dispositivos que de alguna forma navegaban de forma
auto´noma. A partir de allı´ se han desarrollado mu´ltiples plata-
formas con diferentes usos en los cuales predomina la necesi-
dad de controlar el vehı´culo de forma remota. En este contexto
observamos e´l envio´ de naves espaciales controladas desde la
tierra, el uso de vehı´culos ae´reos en misiones de vigilancia y
en algunos casos de combate. Recientemente, se han propuesto
nuevas aplicaciones y usos de los vehı´culos ae´reos no tripulados
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(UAVs por sus siglas en Ingle´s), entre las cuales se encuentran
los sistemas de vigilancia, monitoreo de campos de cultivos,
operativos de bu´squeda o rescate entre otros. Estas aplicaciones
demandan robustez en los sistemas computacionales y de con-
trol en los UAVs con el fin de incrementar la seguridad y confia-
bilidad en la implementacio´n de los sistemas de navegacio´n de
este tipo de dispositivos, el cual esta´ directamente relacionado
con la capacidad del vehı´culo de percibir el medio sobre el cual
se desplaza.
Este trabajo es la continuacio´n de una serie de trabajos rea-
lizados por los autores (Go´ez, 2016) (Darı´o et al., 2014)
(Colmenares-Quintero and Go´ez-Sa´nchez, 2018), los cuales
abordan la navegacio´n de vehı´culos ae´reos no tripulados basa-
dos en sistemas multi-rotor, en busca de te´cnicas para fortalecer
los sistemas de navegacio´n, con el fin de disminuir el riesgo de
impacto o colisio´n al momento de realizar vuelos en diversos
entornos en los cuales se obstaculiza la ruta de vuelo. En es-
te sentido se encuentran trabajos que abordan el problema de
navegacio´n desde la robustez de los controladores ubicados en
sistemas no embebidos, los cuales utilizan sistemas de comu-
nicacio´n inala´mbrica para recibir informacio´n desde los senso-
res, con el fin de estimar o corregir para´metros esenciales para
la estimacio´n de trayectorias o la correccio´n en la informacio´n
que se le envı´a al controlador embebido implementado sobre el
UAV (Tarazona et al., 2015). Los sistemas de navegacio´n em-
bebidos usan unidades de medicio´n inercial (por sus siglas en
ingle´s, IMU), con el fin de medir las fuerzas ba´sicas (tales como
aceleracio´n, velocidad angular, campo magne´tico, entre otros)
para estimar adecuadamente la inclinacio´n, orientacio´n y velo-
cidad de giro del vehı´culo (Li et al., 2014; Wendel et al., 2006).
La realimentacio´n de los datos obtenidos del sistema de medi-
cio´n inercial, ma´s el modelo dina´mico del UAV constituyen en
el insumo ba´sico para disen˜ar un sistema de control cla´sico o
moderno, el cual cumplira´ la funcio´n de manipular automa´ti-
camente el vehı´culo (Zul Azfar and Hazry, 2011). En este sen-
tido, deben considerarse diversos factores fundamentales para
la eficiencia y desempen˜o del sistema, tales como el tiempo de
procesamiento (dada la limitada capacidad de las plataformas
embebidas) adema´s de las capacidades computacionales de los
controladores.
Un aspecto importante previo al disen˜o del controlador es el tra-
tamiento de los datos provenientes de las unidades de medicio´n,
debido a que se deben identificar las variables externas que in-
tervienen directamente en el comportamiento del sistema, tales
como la velocidad del viento y su resistencia al avance, el peso
especı´fico de la aeronave o su capacidad de sustentacio´n. Ba-
jo este esquema se identificaron trabajos que proponen me´to-
dos para estimar y corregir la afectacio´n que causan este tipo
de perturbaciones en la navegabilidad de un UAV usando una
IMU. En (Song et al., 2016), los autores presentan un me´todo
de correccio´n de la inclinacio´n en funcio´n de la cinema´tica del
sistema, la influencia del viento y considerando la velocidad y el
a´ngulo de inclinacio´n de la planta. Sin embargo, el modelo pro-
puesto tiene en cuenta los para´metros dina´micos del vehı´culo,
adema´s de la utilizacio´n de un controlador en espacio de esta-
dos para la correccio´n de la inclinacio´n basada en un modelo de
estimacio´n del viento. Esta consideracio´n permite que el mo-
delo en simulacio´n obtenga resultados adecuados, sin embargo
como mencionan los autores, la correccio´n podrı´a ser imprecisa
en su implementacio´n sobre una plataforma real.
Los me´todos control moderno se basan en el ana´lisis y sı´ntesis
en el dominio del tiempo mediante variables de estado. De esta
forma, los filtros de Kalman ha sido una estrategia ampliamente
explorada para determinar la orientacio´n de diferentes sistemas,
mediante la fusio´n de diferentes fuentes de informacio´n. Esto,
con el objetivo de determinar las variables de estado de los sis-
temas sometidos a ruido blanco caracterı´stico en la utilizacio´n
de sistemas inerciales, adema´s de estimar el comportamiento de
la planta y generar un horizonte de prediccio´n que contribuya
en el disen˜o de un controlador estable (Von Chong and Caba-
llero, 2014).
En (Goslinski et al., 2013), se describe la aplicacio´n de un filtro
Kalman en un mo´dulo de orientacio´n en un vehı´culo ae´reo no
tripulado, comparado con un encoder de referencia acoplado a
un sistema embebido de baja gama, que´ busca estimar orienta-
cio´n en tiempo real. A pesar de que la estrategia propuesta por
los autores obtiene buen desempen˜o en sistemas con perturba-
ciones leves para la correccio´n de la inclinacio´n, pierde pre-
cisio´n al momento de introducir perturbaciones significativas.
Esto se podrı´a corregir mediante la estimacio´n de los estados
dina´micos del sistema, o utilizando un algoritmo computacio-
nal para aprender el comportamiento de la planta durante per-
turbaciones. En (Lupashin, 2011) ofrecen un me´todo utilizado
para que un vehı´culo ae´reo no tripulado golpee una pelota hacia
un objetivo, para esto su algoritmo de generacio´n de trayecto-
rias utiliza un filtro Kalman, similar a (Goslinski et al., 2013;
Razak et al., 2013; Goez et al., 2016), donde se implementa un
controlador de posicio´n y altitud adema´s de un filtro Kalman
para el control de la orientacio´n.
A pesar de encontrar trabajos que proponen te´cnicas para co-
rregir la inclinacio´n del UAV en funcio´n de las perturbaciones
del medio, se encontro´ que los me´todos usados para corregir
la inclinacio´n requieren conocer el modelo dina´mico de la pla-
taforma. Esto los convierte en sistemas disen˜ados para casos
especı´ficos, y en el caso de sufrir variaciones en el disen˜o fı´si-
co, se hace necesaria la implementacio´n de un nuevo disen˜o
de controlador a partir de un nuevo modelo cinema´tico y los
para´metros dina´micos de los mismos.
En este sentido, diversos trabajos en el estado de arte proponen
la utilizacio´n de estrategias basadas en aprendizaje computacio-
nal con el fin de mejorar los sistemas de navegacio´n ante este ti-
po de inconvenientes (Kan et al., 2013; Giusti et al., 2016). Pro-
poner nuevas te´cnicas que se comporten como sistemas adap-
tativos y que se adecuen fa´cilmente a los cambios fı´sicos de la
planta ayudara´ a disminuir el tiempo de desarrollo de este tipo
de sistemas, adema´s de disminuir los riesgos asociados a la fal-
ta de experticia de algunos constructores aficionados de UAVs,
que por no contar con los suficientes conocimientos en disen˜o
de controladores pueden poner en riesgo el equipo y al entorno
de trabajo, tales como personas, animales o bienes inmuebles.
En este trabajo se propone una estrategia para estimar la incli-
nacio´n de un UAV del que se desconozca su modelo cinema´tico,
con el fin de adaptar el sistema dina´mico de orientacio´n a algo-
ritmos de control y guiados, basados en te´cnicas de aprendiza-
je computacional (Goez et al., 2016). La estrategia propuesta
consiste en implementar te´cnicas de clasificacio´n de datos to-
mados de la unidad de medicio´n inercial, en donde la unidad se
implementa directamente sobre el UAV multi-rotor, permitien-
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do obtener una base de datos que representa las caracterı´sticas
dina´micas del UAV en te´rminos de aceleracio´n gravitatoria y
velocidad de rotacio´n. Este trabajo se presenta de la siguiente
manera: En la seccio´n 2 se describen los elementos utilizados
para la extraccio´n de la base de datos, el preprocesamiento, fil-
trado y la implementacio´n de los algoritmos computacionales.
En la seccio´n 3 se presenta la descripcio´n de los experimentos
realizados, incluyendo los resultados obtenidos. Por u´ltimo, en
la seccio´n 4 se presentan las principales conclusiones del traba-
jo, adema´s de los trabajos futuros a realizar.
2. Materiales y Me´todos
En la Figura 1 se muestra de forma general, las etapas em-
pleadas para la clasificacio´n de las inclinaciones obtenidas a
partir de los sensores inerciales. En primera instancia, se pro-
pone una etapa de adquisicio´n de datos, en la cual se obtiene
una base de datos experimental que contiene datos correspon-
dientes a la aceleracio´n angular y velocidad angular obtenidos
de una IMU. Para esto, se propone un experimento para adquirir
datos sobre la plataforma principal de un UAV. A continuacio´n
se implementa una etapa de limpieza de las sen˜ales usando el
filtro de Kalman, con el fin de eliminar el ruido blanco gaus-
siano, caracterı´stico de este tipo de sen˜ales. Despue´s, se imple-
menta una etapa de aprendizaje usando diferentes te´cnicas de
aprendizaje a partir de los datos filtrados provenientes del sen-
sor. Los modelos utilizados comprenden los ma´s utilizados en
la literatura, en te´rminos de eficiencia computacional y eficacia
en cuanto a clasificacio´n (Knn, SVM, Bayes). Adema´s, de cara
a la implementacio´n sobre una plataforma computacional limi-
tada, tambie´n se considera el tiempo computacional empleado
para clasificar las instancias entrantes (datos de los sensores).
Una vez entrenados los modelos, se extraen me´tricas amplia-
mente utilizadas en el estado del arte (precisio´n y matrices de
confusio´n) a partir de validacio´n cruzada, dada su relevancia
estadı´stica teniendo en cuenta la variacio´n de los datos en la en-
trada. Para concluir se presentan los resultados con las medidas
obtenidas durante todas las iteraciones de la validacio´n cruzada.
2.1. Etapa de adquisicio´n, Base de datos y preprocesamiento
Para la implementacio´n de los algoritmos se obtuvo una ba-
se de datos experimental que contiene la informacio´n tomada de
un acelero´metro y un giro´scopo (IMU) instalados sobre la plata-
forma de un UAV. A esta plataforma se le modifica la posicio´n
y orientacio´n con el fin de determinar en ella una inclinacio´n
para realizar la medicio´n. A partir de allı´, se adquirieren los da-
tos correspondientes a la aceleracio´n y velocidad del giro en los
tres ejes para la plataforma en una posicio´n completamente ho-
rizontal (6 grados de libertad), con inclinacio´n a la derecha, a la
izquierda, hacia adelante y hacia atra´s. Tambie´n se considera-
ron posiciones intermedias entre las mencionadas anteriormen-
te, tales como derecha - adelante, izquierda - adelante, derecha
- atra´s e izquierda - atra´s.
Etapa adquisición 
de datos
Etapa estrategias
de aprendizaje
Figura 1: Metodologı´a propuesta Puls and Hein (2010)
Adelante-Derecha
Adelante-Izquierda
Adelante
Derecha
Atrás-Derecha
Atrás
Atrás-Izquierda
Izquierda
Figura 2: Caracterizacio´n de las posiciones del UAV para la extraccio´n de los
datos (fuente: Autor).
Figura 3: Diagrama de par y fuerzas asociados a un quadcopter Puls and Hein
(2010)
En la Figura 2, el esquema de direcciones consideradas pa-
ra el sistema, esta´ relacionado con las posibles direcciones que
puede tomar el UAV en funcio´n de la orientacio´n permitida por
la geometrı´a del mismo y la configuracio´n de los rotores. Por lo
tanto, la inclinacio´n produce un cambio en las fuerzas rotacio-
nales y de desplazamiento. En la Figura 3, se observa co´mo la
velocidad y direccio´n de los rotores afectan la inclinacio´n y las
fuerzas asociadas al desplazamiento. Siendo evidente que existe
una relacio´n de magnitud fı´sica entre la inclinacio´n del vehı´cu-
lo y la velocidad del mismo, por lo que es posible estimar la
velocidad a partir del a´ngulo de inclinacio´n de los rotores.
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Con el fin de construir una base de datos que contenga infor-
macio´n semejante a la obtenida durante vuelo en tiempo real
utilizando elementos de bajo costo, se considera la utilizacio´n
del sensor GY-521. Este dispositivo posee un chip MPU6050,
el cual contiene un acelero´metro y giro´scopo micro electro-
meca´nico (MEMS (Pieters, 2009)); ambos de tres ejes corres-
pondientes a los planos cartesianos (X, Y, Z). Sin embargo,
la utilizacio´n de este dispositivo en comparacio´n con otros de
igual clasificacio´n yace en la perdida de precisio´n derivada de
su proceso de fabricacio´n dado que es de bajo costo. Es por esto
que se requiere la implementacio´n de una etapa de preprocesa-
miento robusta que permita eliminar el ruido proveniente del
sensor antes de determinar la orientacio´n del vehı´culo.
2.1.1. Protocolo de adquisicio´n
Para construir la base de datos se toman las mediciones co-
rrespondientes a la aceleracio´n y giro en los 3 ejes del sensor
acoplado a la placa principal del robot controlado en pleno vue-
lo. La placa principal del vehı´culo esta´ compuesta por un micro-
controlador Atmel ATMEGA2560, un mo´dulo Bluetooth HC-
05, el sensor de medicio´n de fuerzas inerciales GY-521 y un
shield driver L293D para el control de los 4 motores de DC de
9 voltios acoplados a las he´lices del quadcopter. Es importan-
te resaltar que la utilizacio´n del mo´dulo de comunicacio´n por
Bluetooth se incluye con el propo´sito de enviar la informacio´n
proveniente del sensor a una unidad de procesamiento indepen-
diente con respecto al dispositivo que manipula las variables
de control del vehı´culo. Debido a que el controlador del UAV
cuenta con capacidades limitadas de procesamiento, con esto se
garantiza que no se afecta el tiempo de respuesta del quadcopter
ni los tiempos requeridos para el procesamiento de las variables
controladas del vehı´culo durante el tiempo de vuelo para evitar
accidentes con este motivo. Entonces, el controlador se confi-
gura de tal manera que envı´a los datos provenientes del sensor
a una estacio´n en tierra en la cual se procesan y almacenan.
Sin embargo, a pesar de que esto representa una limitacio´n en
la implementacio´n sobre sistemas reales, tambie´n se evaluara´
la capacidad requerida en tiempo y memoria del algoritmo de
aprendizaje para su implementacio´n del modelo ajustado sobre
la plataforma principal del UAV. Para la adquisicio´n de los da-
tos, se lleva el vehı´culo a una altura de 1 metro sobre el suelo en
primera instancia; y se mantiene en una posicio´n completamen-
te horizontal (0o de inclinacio´n). Seguido, se incrementa a velo-
cidad ma´xima los motores del vehı´culo para tomar las muestras
del dispositivo. La medicio´n inicia 2 segundos despue´s de co-
menzar la elevacio´n del vehı´culo, con el fin de permitir que los
motores alcancen su velocidad ma´xima en el momento de rea-
lizar la adquisicio´n. A partir de allı´, se toman los datos por un
periodo de 5 segundos, lo cual permite extraer aproximadamen-
te 511 muestras para el vehı´culo en esta inclinacio´n. El mismo
procedimiento es realizado para cada una de las inclinaciones
mostradas en la Figura 2, en las cuales se considera un a´ngulo
de 45o±5o para cada caso. En total se adquieren 4599 muestras
correspondientes a todas las inclinaciones.
2.1.2. Preprocesamiento usando Filtro Kalman
Dada la naturaleza de las mediciones y con el fin de incre-
mentar la precisio´n de los datos en lapsos de tiempos cortos, se
incluye la utilizacio´n de una etapa de filtrado que involucra un
filtro de Kalman. El objetivo del filtro es identificar y eliminar
ruido blanco, suavizar la sen˜al obtenida y mejorar la precisio´n
de la medicio´n en el sistema. Debido a que el filtro de Kalman
utiliza u´nicamente la medicio´n del sensor y su matriz de incer-
tidumbre, este pudo aplicarse en tiempo real sobre la estacio´n
en tierra durante el momento de la adquisicio´n de los datos.
Un ejemplo de los datos obtenidos de la base de datos, una vez
aplicado el filtro Kalman se muestra en la Tabla 1; en la cual
se toman muestras aleatorias de cada tipo de inclinacio´n. Estas
muestras son consideradas como entradas para los algoritmos
utilizados en la etapa de clasificacio´n, en la cual se identificara´
la inclinacio´n en el vehı´culo.
2.2. Etapa de ana´lisis de datos y estrategias de aprendizaje
Considerando la necesidad de discriminar entre diferentes
tipos de inclinacio´n, se hace necesario realizar una bu´squeda
de diferentes me´todos que permitan la separacio´n de mu´ltiples
clases (MacQueen, 1995). En este sentido, se propone la utiliza-
cio´n de estrategias ampliamente utilizadas en la literatura para
resolver problemas de datos de mu´ltiple etiqueta, tales como la
clasificacio´n Bayesiana (Rish, 1999), de K vecinos cercanos (k-
NN) (Cover and Hart, 1967) y ma´quinas de vectores de soporte
(SVM) (Scholkopf, 2006). Con el fin de analizar los resultados
obtenidos por los modelos, cada estrategia es evaluada usan-
do una validacio´n cruzada (Chapman and Sonnenberg, 1995),
de la cual se extraen me´tricas como precisio´n, tiempo de pro-
cesamiento y matriz de confusio´n. Todas estas estrategias son
implementadas sobre el software Matlab R©.
2.2.1. Clasificador de Bayes
El clasificador de Bayes establece una hipo´tesis sobre la cla-
se a la cual pertenece una muestra (x j) que contiene los datos
de aceleracio´n y giro del subconjunto total de datos obtenidos
(X) a un grupo (y j) correspondiente a la inclinacio´n del sub-
conjunto de tipos de inclinaciones (Y). En este se considera la
probabilidad (P(Y)) de cada clase y se maximiza mediante (1).
La regla con la cual se estima la probabilidad de que una mues-
tra pertenezca a un subconjunto de datos se describe en (2). El
clasificador de Bayes se describe completamente en (Castrillo´n
et al., 2008).
ArgY [MaxP(Y |X)] (1)
P(Y |X) = P(Y) ∗ P(X|Y)
P(X)
(2)
El problema de clasificacio´n de (2) basado en (1) puede ex-
presarse en (3).
ArgY
[
Max(P(Y)P(X|Y)
P(X)
]
(3)
2.2.2. K vecinos cercanos (k-NN)
Mediante el clasificador no parame´trica, k-NN se permite
estimar la probabilidad de que el subconjunto de datos de ace-
leracio´n X j pertenezca a un tipo de inclinacio´n Y j mediante la
observacio´n del valor de la funcio´n de densidad de probabili-
dad. Su caracterı´stica principal en la clasificacio´n de las clases
esta´ basada en la identificacio´n de k ejemplos de entrenamiento
cercanos a la muestra en el espacio de caracterı´sticas (Pernkopf,
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Tabla 1: Muestras aleatorias tomadas de la base de datos en grados (deg)
Clase Aceleracio´n X Aceleracio´n Y Aceleracio´n Z Giro X Giro Y Giro Z
Plano -22.98 40.36 1.09 -0.2 0.1 -0.1
Adelante 0.49 -86.66 16.20 -0.1 0.1 -0.1
Atra´s 2.04 86.96 20.58 -0.0 0.1 -0.1
Derecha -87.64 1.46 26.72 0.3 -0.2 -0.0
Izquierda 87.50 1.76 26.82 -0.1 0.0 -0.1
Izq-Adel 34.77 -55.1 15.89 -0.1 0.3 -0.1
Der-Adel -53.99 -35.9 17.82 -0.2 0.2 -0.2
Der-Atras -43.32 46.5 15.74 -0.3 0.1 -0.3
Izq-Atras 35.88 54.0 19.02 -0.2 0.3 -0.2
2005). Con el fin de estimar aquellos ejemplos Xi que esta´n cer-
canos a la muestra X j se utiliza la funcio´n de distancia euclidia-
na, la cual se expresa en (4).
d(Xi, X j) =
√√ P∑
r=1
(Xr∗i − Xr∗ j)2 (4)
En la fase de clasificacio´n, se calculan las distancias Eu-
clideas entre los k vectores de entrenamiento (subconjunto de
datos obtenidos Xi con un tipo de inclinacio´n Yi) con respecto
a los de la muestra desconocida. El valor del ejemplo de clasi-
ficacio´n sera´ estimado a trave´s de una ponderacio´n de las incli-
naciones de los datos ma´s cercanas a la muestra que se desea
clasificar. Con el fin de determinar de manera o´ptima el nu´me-
ro de vecinos k del modelo, se realiza una experimentacio´n en
la cual se evalu´a el modelo con diferentes valores de k en un
rango seleccionado heurı´sticamente (kmin = 2, kmax = 20). A
partir de esto, se selecciona el valor que obtiene la mayor tasa
de desempen˜o en te´rminos de precisio´n k = 5.
2.2.3. Ma´quinas de soporte de vectores (SVM)
El objetivo de sintonizar una ma´quina de soporte de vec-
tores consiste en encontrar el hiperplano o´ptimo que permita
separar los tipos de inclinacio´n asociados al vehı´culo. Encon-
trar el hiperplano o´ptimo significa que el margen de separabi-
lidad entre las inclinaciones debe ser el ma´s amplio con el fin
de garantizar equitatividad en la clasificacio´n de las muestras y
reducir el margen de error esperado. La ecuacio´n caracterı´stica
del hiperplano se representa en (5).
F(X) = X′ ∗ β + b = 0 (5)
Donde β y b ∈ R y X es un subconjunto de la base de datos
x j con sus correspondientes inclinaciones y j en una dimensio´n
d. El problema principal del hiperplano consiste en encontrar a
β y b de tal forma que se permita minimizar ‖β‖ para todo el
grupo de datos (x j, y j). El vector de soporte de x j es el o´ptimo
cuando se cumple la regla presentada en (6).
Y j ∗ F(X j) = 1 (6)
Debido a la no trivialidad de los datos de entrada para la
SVM, se realiza la implementacio´n de la funcio´n kernel de base
radial (RBF), con el fin de establecer mayor separabilidad entre
las clases. El kernel RBF realiza un mapeo entre cada subcon-
junto de (x j, xi) a un espacio lineal denominado S mediante una
funcio´n ϕ. La funcio´n de separacio´n RBF para una muestra ϕ
es descrita en (7).
G(X j, Xi) = exp
(−(X j − Xi) ∗ (X j − Xi)
2ϕ2
)
(7)
En donde (x j − y j) es reconocida como la distancia euclı´dea
entre dos muestras o vectores de caracterı´sticas.
2.3. Evaluacio´n de las te´cnicas de aprendizaje
Con el fin de evaluar las estrategias de clasificacio´n a partir
de los datos descritos en la (seccio´n 2.1) se realiza una sub-
divisio´n de los datos por grupos usando el algoritmo de valida-
cio´n cruzada para 10 grupos (Chapman and Sonnenberg, 1995).
Se selecciona esa cantidad estrate´gicamente, debido a su rele-
vancia estadı´stica en comparacio´n con las evaluaciones usan-
do otras cantidades de subconjuntos. Seguido, se entrenan los
modelos y una vez ajustados, se utilizan los datos de prueba
para obtener matrices de confusio´n por cada subconjunto. Adi-
cionalmente, considerando la implementacio´n de estos mode-
los computacionales sobre una plataforma principal de un UAV;
una vez ajustados los modelos utilizando los datos de entrena-
miento se mide el tiempo tomado por el algoritmo para clasifi-
car de manera individual cada una de las instancias de prueba.
Las estrategia de validacio´n cruzada y las me´tricas extraı´das se
describen claramente en las subsecciones 2.3.1 y 2.3.2.
2.3.1. Validacio´n cruzada
Esta estrategia de validacio´n de resultados en la literatura
es conocida debido a su relevancia estadı´stica para la fiabili-
dad en la evaluacio´n de sistemas de aprendizaje computacional.
Consiste en dividir el conjunto de datos totales en subgrupos
ma´s pequen˜os, estratificados estadı´sticamente con los que los
modelos usara´n algunos para validacio´n y los dema´s para en-
trenamiento. En el caso de este trabajo, se divide el conjunto
total en 10 subconjuntos en los que, cada iteracio´n se utilizara´n
9 para entrenamiento y uno para validacio´n. Las me´tricas con-
sideradas a continuacio´n (precisio´n y matrices de confusio´n)
son extraı´das a partir de la evaluacio´n de los modelos sobre
estos subconjuntos. Adicionalmente, una vez los modelos son
entrenados se reporta tambie´n los tiempos requeridos para la
prediccio´n de 1 muestra por cada modelo computacional. Es-
tos tiempos son medidos usando una computadora de propo´sito
general que incluye una CPU Intel R© CoreTM i7 (8 threads) de
2.6GHz. En la figura 4 se muestra una representacio´n gra´fica de
las distribuciones mediante las cuales se extrae el modelo.
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Figura 4: Distribucio´n de las muestras de entrenamiento y prueba para cada
iteracio´n usando validacio´n cruzada.
2.3.2. Matrices de confusio´n y precisio´n
La precisio´n estimada de los modelos para un subconjunto
de datos de prueba permite estimar la cantidad de muestras de-
terminadas como positivos aciertos con respecto a la cantidad
de instancias determinadas de manera incorrecta. Esta medi-
cio´n, sobre conjuntos de datos balanceados; permite determinar
el error obtenido por cada uno de los modelos al momento de
predecir instancias no vistas despue´s de el entrenamiento. Con
esta medida, se determina cua´n efectivo el modelo se compor-
ta ante diversos comportamientos en las muestras. La precisio´n
para cada subconjunto es obtenida a partir de la ecuacio´n 8, y el
promedio de todas las precisiones obtenidas se reporta en este
trabajo.
Adicionalmente, se reporta adema´s la matriz de confusio´n, en
la cual se describen la cantidad de muestras y las clases con
las cuales se “confunde” el modelo al realizar predicciones. Es-
ta me´trica es u´til dado que permite identificar aquellos grupos
de muestras en los cuales el modelo posee comportamientos
confusos con respecto a ciertas muestras. En este sentido, la
matriz de confusio´n se calcula teniendo en cuenta las predic-
ciones realizadas por el modelo para un conjunto de X mues-
tras y las etiquetas reales del mismo conjunto. A partir de allı´,
se ubican la cantidad de muestras predichas correctamente para
la clase actual (verdaderos positivos), la cantidad de muestras
predichas para las dema´s clases (verdaderos negativos), la can-
tidad de muestras de otras clases predichas como la clase actual
(falsos negativos) y las muestras de la clase actual predichas
como muestras de otras clases (falsos positivos). Estas me´tri-
cas permiten establecer con mayor claridad aquellas clases en
las cuales se presenta mayor confusio´n, ya sea por similitud o
ineficiencia en la separacio´n de clases por los modelos. En la
figura 5 se muestra la distribucio´n de los ı´ndices mencionados
para una matriz de confusio´n de mu´ltiples clases.
precisio´n =
predicciones correctas
total instancias
(8)
Figura 5: Interpretacio´n de la matriz de confusio´n para la clase Ck de un pro-
blema de Cn clases.
3. Resultados
En esta seccio´n se presentan los resultados ma´s relevantes
obtenidos a partir de las experimentaciones planteadas.
3.1. Clasificacio´n usando Bayes, k-NN y SVM
Con el fin de realizar una clasificación efectiva y confiable 
de la inclinación del UAV, la implementación de cada uno de 
los algoritmos de entrenamiento se realiza usando validación 
cruzada, usando 10 subconjuntos dada su significancia 
estadística (Chapman and Sonnenberg, 1995). Adicionalmente, 
se considera que los datos estén estratificados 
estadísticamente, con el fin de evitar sesgos producidos por 
desbalanceo entre muestras durante el ajuste de parámetros. 
Los resultados de cada subconjunto son evaluados a través de 
matrices de confusión y se reporta el resultado promedio 
obtenido por ellas. Adicionalmente, debido a la 
consideración de implementación del sistema sobre la placa 
de un robot aéreo (sistema embebido de recursos 
computacionales limitados) se evalúa también el tiempo de 
procesamiento para cada iteración en etapa de validación y 
entrenamiento. En este sentido, el valor reportado fue medido 
teniendo en cuenta el tiempo promedio requerido por el 
algoritmo una vez ajustado para clasificar las instancia 
perteneciente a cualquier inclinación en etapa de validación.
Utilizando validación cruzada al implementar el clasificador 
SVM con kernel de base radial se obtienen los resultados 
mostrados en la figura 6. Allí es posible evidenciar que los 
resultados obtenidos por el clasificador poseen 0,998 de 
efectividad en la predicción de las muestras, lo cual lo hace el 
sistema más efectivo con respecto a los demás de 
clasificadores. Sin embargo, a pesar de su efectividad se 
evidencia en la tabla 2 un tiempo computacional considerable 
para clasificar una instancia al finalizar el entrenamiento. Por 
otra parte, en la figura 8 se muestran los resultados obtenidos 
por el clasificador k-NN; el cual posee una notable tasa de 
reconocimiento de 0,969, a pesar de no alcanzar los obtenidos 
por el SVM. Sin embargo, el tiempo de procesamiento es 
significativamente inferior en comparación con el obtenido por 
la SVM. Esto hace más apropiada una implementación sobre 
una plataforma de recursos limitados sin una reducción 
significativa en la clasificación de las instancias.
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Figura 6: Resultados algoritmo SVM
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Figura 7: Resultados algoritmo Bayes
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Figura 8: Resultados algoritmo k-NN
Tabla 2: Tiempos de procesamiento
Algoritmo Bayes k-NN SVM
Tiempo (s) 0.0013 0.0755 1.6158
Por ultimo, el algoritmo de Bayes obtiene los resultados 
reportados en la figura 7 con una tasa de reconocimiento de 
0,948. A pesar de que este clasificador posee la menor tasa de 
reconocimiento entre clasificadores, obtiene el menor tiempo 
de procesamiento. Esto debido a la regla empleada para 
realizar la estimación de las instancias la cual no requiere gran 
complejidad matemática para resolverse. Este algoritmo 
muestra resultados prometedores para su implementación en 
sistemas reales no pilotados de plataformas de bajo costo y 
limitadas prestaciones. Por otra parte, es importante resaltar 
que los resultados obtenidos por los modelos descritos 
anteriormente se realiza sin tener en cuenta sus parámetros 
dinámicos; como se sugiere al utilizar técnicas de control 
modernas avanzadas las cuales varían con respecto al vehículo 
utilizado (Kumagai and Ochiai, 2008; Carabin et al., 2017). A 
partir de este trabajo en el cual se realizan estrategias basadas 
en aprendizaje computacional se permite la identificación de la 
inclinación de un vehículo sin tener en cuenta la variación de 
los parámetros dinámicos particulares entre cada vehículo 
áereo. Esta identificación requiere únicamente la utilización de 
los datos adecuadamente filtrados de los sensores inerciales. 
De esta manera se permitiría la implementación de modelos 
que no necesariamente consideren las variaciones dinámicas 
entre vehículos con el fin de alcanzar el desarrollo de 
algoritmos generalizados para su implementación en diversas 
plataformas móviles. Adicionalmente, estas técnicas podrían 
hacerse extensibles a otro tipo de modelos robóticos (e.g. 
robots terrestres) dado que la estimación de la inclinación en 
los mismos se realiza de manera similar en el desarrollo de 
sistemas de navegación u orientación. Así entonces, se 
evidencia que el uso de estrategias basadas en aprendizaje 
computacional podría prometer importantes contribuciones 
enáreas relacionadas con la robótica móvil teniendo en cuenta 
su implementación en sistemas de bajo costo y limitadas 
capacidades de procesamiento.
4. Conclusiones
En este trabajo se presenta la utilizacio´n de distintos algoritmos
de aprendizaje computacional con el fin de determinar la incli-
nacio´n de un vehı´culo ae´reo no tripulado (UAV) para brindar
orientacio´n en tiempo de vuelo del cual se desconoce el mode-
lo cinema´tico. Los resultados presentados por los tres te´cnicas
usadas demuestran gran efectividad al lograr las tasas de acierto
notables en el problema de identificacio´n de la inclinacio´n del
vehı´culo.
Para resolver esto, se propone un experimento con el fin de ob-
tener los datos provenientes de un sensor inercial (IMU) corres-
pondientes a aceleracio´n y velocidad angular sobre el mismo
durante tiempo real de vuelo. Los datos de los sensores son fil-
trados usando el algoritmo de Kalman previo a la etapa de reco-
nocimiento para maximizar la efectividad de los clasificadores.
R. Fonnegra et al. / Revista Iberoamericana de Automática e Informática Industrial 16 (2019) 415-422 421
Para el reconocimiento se utilizan los clasificadores de maqui-
nas de soporte vectorial (SVM), k vecinos cercanos (k-NN) y
Bayes. Los resultados obtenidos por los algoritmos obtienen re-
sultados prometedores que varı´an entre 0,95 y 0,99 para la tarea
de identificacio´n de la inclinacio´n. Adicionalmente se reportan
los tiempos promedio de clasificacio´n de cada instancia en los
algoritmos mencionados anteriormente, una vez ajustados los
para´metros de los modelos.
Es importante resaltar que la estrategia descrita en este trabajo
requiere u´nicamente de la informacio´n tomada y filtrada a partir
de los sensores inerciales de bajo costo, sin tener en cuenta las
variaciones dina´micas particulares del vehı´culo ae´reo como es
sugerido al utilizar te´cnicas de control modernas avanzadas en
el estado del arte. Esto sugerirı´a el desarrollo de estrategias ge-
neralizadas que permitan el control de vehı´culos no tripulados
sin tener en cuenta las variaciones especı´ficas entre dos vehı´cu-
los distintos a pesar de sus diversas variaciones fı´sicas. Adicio-
nalmente, la estrategia propuesta en este trabajo podrı´a hacerse
extensible a otro tipo de robots dado que la estimacio´n de la
inclinacio´n se realiza de manera similar en comparacio´n al tra-
bajo propuesto.
Por u´ltimo, se propone como trabajos futuros la utilizacio´n de
este modelo en un UAV en tiempo real, que utilice una plata-
forma de recursos computacionales limitados. Esto, con el fin
de eliminar la limitante del sistema dependiente de la estacio´n
de procesamiento en tierra, adema´s de que permitira´ validar las
estrategias planteadas para la implementacio´n sobre la platafor-
ma principal de un UAV en pleno vuelo. Adicionalmente, se
propone la evaluacio´n de los modelos expuestos sobre robots
vertebrados terrestres para el desarrollo de un sistema de nave-
gacio´n ma´s eficaz.
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