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Many biological populations, such as bacterial colonies, have developed through evolution a pro-
tection mechanism, called bet-hedging, to increase their probability of survival under stressful envi-
ronmental fluctutation. In this context, the concept of preadaptation refers to a common type of
bet-hedging protection strategy in which a relatively small number of individuals in a population
stochastically switch their phenotypes to a ‘dormant’ metabolic state in which they increase their
probability of survival against potential environmental shocks. Hence, if an environmental shock
took place at some point in time, preadapted organisms would be better adapted to survive and pro-
liferate once the shock is over. In many biological populations, the mechanisms of preadaptation and
proliferation present delays whose influence in the fitness of the population are not well-understood.
In this paper, we propose a rigorous mathematical framework to analyze the role of delays in both
preadaptation and proliferation mechanisms in the survival of biological populations, with an em-
phasis on bacterial colonies. Our theoretical framework allows us to analytically quantify the average
growth rate of a bet-hedging bacterial colony with stochastically delayed reactions with arbitrary
precision. We verify the accuracy of the proposed method by numerical simulations and conclude
that the growth rate of a bet-hedging population shows a non-trivial dependency on their preadap-
tation and proliferation delays. Contrary to the current belief, our results show that faster reactions
do not, in general, increase the overall fitness of a biological population.
I. INTRODUCTION
Most biological populations are exposed to environ-
mental fluctuations, from daily regular cycles of light and
temperature to irregular fluctuations of nutrients and pH
levels [1, 2]. In this context, many biological populations
employ a protection mechanism called bet-hedging [3] to
increase their robustness against potential environmental
fluctuations. An important type of bet-hedging mecha-
nisms, which we call preadaptation, is the phenomenon
in which the population ‘bets’ against the presence of
prolonged favorable environmental conditions by having
a small number of individuals behaving as if they sensed
a threatening or stressful environment. In the context of
bacterial colonies, a small number of individuals in a pop-
ulation preadapt to environmental shocks by stochasti-
cally switching their phenotypes to a ‘dormant’ metabolic
state in which they exhibit slower growth but higher re-
silience against environmental shocks, such as antibiotics
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or pH changes. Hence, if an environmental shock takes
place at some point in the future, we can expect that
preadapted individuals would be better adapted to sur-
vive and proliferate, rebuilding the bacterial colony once
the shock is over.
For example, in the population of Escherichia coli on
a mixture of glucose and lactose, it has been observed
that the population typically contains a small portion
of individuals activating the lac operon for consuming
lactose, despite the fact that glucose is much easier to
digest and leads to higher growth rates [4]. As a result,
the population as a whole increases its chances to sur-
vive through a sudden lack of glucose, while sacrificing
short-term performance. Similar bet-hedging strategies
can be found in many other biological systems, such as
lysis-lysogeny switch of bacteriophage λ [5], delayed ger-
mination in plants [6], and phenotypic variations in bac-
teria [7].
Due to the importance of bet-hedging mechanisms in
biological populations, we find in the literature various
analytical tools [1, 8–12] to quantify the growth rates of
bet-hedging populations under fluctuating environments.
In many real populations, we find time delays associated
to bet-hedging mechanisms. For example, while studying
the growth of Escherichia coli on a mixture of glucose
and lactose, the authors in [4] found stochastic delays
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FIG. 1. Bet-hedging population (n = 2).
in the activation of the lac operon by individual cells in
response to their exposition to lactose-only mediums. In
the context of plant populations, delayed germination [6]
and delayed disease activation of viruses [13] have also
been reported as bet-hedging strategies. Furthermore,
the presence of time-delays in some basic patterns of cell
proliferation is known to improve the overall population
fitness [14]. Despite the common presence of time delays
in bet-hedging mechanisms, current analytical tools [1, 8–
12] neglect these delays for the sake of simplicity, failing
to analyze the effect of delays on the growth rates of
biological populations.
In this paper, we present a rigorous and tractable
framework to quantify the growth rates of cell popula-
tions employing bet-hedging strategies subject to time-
delays. Building on current delay-free models [1, 8, 15],
we introduce dynamical models of bet-hedging popula-
tions subject to delays by using stochastic differential
equations. Among various types of delays, we specif-
ically focus on those present in both proliferation and
preadaptation mechanisms. The accuracy of our theo-
retical results are confirmed via numerical simulations.
Our analysis shows that the growth rates of bet-hedging
populations subject to delays depend in a highly non-
trivial way on the delays. In contrast to current belief,
we show that the shorter delays would not, in general,
increase the overall fitness of populations.
II. DELAYED PROLIFERATIONS
We consider a bet-hedging biological population grow-
ing in an environment that fluctuates in time among n
possible environmental types. The fluctuation is mod-
eled [1] by a continuous-time Markov process (t) taking
values in {1, . . . , n}, where (t) designates which envi-
ronment occurs at time t. The infinitesimal generator of
the Markov process (t) is the n × n matrix Π = [piij ]i,j
whose entries represent the transition rates between en-
vironments (throughout the paper, we use superscripts
to denote environmental variables). The probability of
an environmental transition taking place during a time-
window of length h is, hence, given by
P ((t+ h) = j | (t) = i) =
{
piijh+ o(h), if j 6= i,
1 + piiih+ o(h), if j = i,
where o(h) denotes a term of small order in h (i.e.,
o(h)/h → 0 as h → 0). We assume that, in response to
environmental fluctuations, each individual in the popu-
lation can exhibit one of n different phenotypes, denoted
by 1, . . . , n (throughout the paper, we shall use sub-
scripts to denote phenotypic variables). Under environ-
ment i, we denote the instantaneous growth rate of those
individuals with phenotype k by gik. By convention, we
assume that phenotype i presents the largest growth rate
in environment i (i.e., gii ≥ gik).
In a bet-hedging population, individuals may stochas-
tically switch their phenotype at any time. We denote
by ωik` the instantaneous rate at which an individual
having phenotype k adaptively switches its phenotype to
phenotype ` under environment i. The number of indi-
viduals having phenotype k at time t in the population is
denoted by xk(t). The dynamics of the population can be
modeled by the following set of differential equation [1, 8]
dxk
dt
= g
(t)
k xk(t) +
n∑
`=1
ω
(t)
`k x`(t), (1)
where ωikk = −
∑
` 6=k ω
i
k`. See Fig. 1 for a schematic
picture of this model for n = 2, i.e., individuals present
two types of phenotypes in two possible environments.
Previous studies analyzing bet-hedging strategies ne-
glect the effect of delays in the population growth. In
this paper, we analyze the effect of these delays and show
how they can induce nontrivial effects in the population
growth. We start our analysis by extending the dynamic
model in (1) to include the effect of delayed prolifera-
tion [13, 14] in bet-hedging populations, as follows
dxk
dt
= g
(t)
k xk(t) +
n∑
`=1
ω
(t)
`k x`(t) + p
(t)
k xk(t− d(t)k ), (2)
where dik denotes the proliferation delay of the individ-
uals with phenotype k in the environment i, and pik de-
notes the factor of the delayed growth. The main objec-
tive of this section is to give an analytical framework to
quantify the growth rate ρ of the size of the total popu-
lation x1 + · · ·+ xn.
In order to quantify the growth rate ρ, it is conve-
nient to work with vectorial representations. We first
introduce a vectorial representation of the environmen-
tal dynamics. For each time t, define the nnobreakdash-
dimensional vector η(t) = (η1(t), . . . , ηn(t)) by ηi(t) = 1
if (t) = i and ηi(t) = 0 otherwise. It is known [16] that
the dynamics of the variable η can be described by the
following Poisson-type stochastic differential equation
dη =
n∑
i=1
∑
j 6=i
(Uji − Uii)η dNpiij , (3)
where Npiij denotes a Poisson counter of rate pi
ij and
Uij denotes a 0-1 matrix whose entries are all zero ex-
cept its (i, j)-th entry. In order to express the popula-
tion model (2) in a vectorial form, let us define the ma-
trix Ai =
⊕
(gi1, . . . , g
i
n) + ([ω
i
k`]k,`)
> (where
⊕
denotes
3the direct sum of matrices) and the vector variables
x =
x1...
xn
 , (Bix)(t) =
p
i
1x1(t− di1)
...
pinxn(t− din)
 . (4)
We can then rewrite (2) as dx/dt = A(t)x(t) +
(B(t)x)(t). Introducing the notation (Aix)(t) =
Aix(t) + (Bix)(t), we can further obtain the simple
form dx/dt = A(t)x. From this representation and the
definition of the environmental variables ηi, we finally
obtain the following multiplicative stochastic differential
equation for the population dynamics:
dx =
n∑
i=1
ηi(t)
(
(Aix)(t))dt, (5)
where the evolution of the environmental variable η is
described in (3). For other examples of multiplicative
stochastic differential equations in the context of biology,
we refer the readers to, e.g., [17, 18].
In what follows, we quantify the growth rate ρ of the
total population by studying an auxiliary stochastic pro-
cess defined by the following Kronecker product of vec-
tors:
z = η ⊗ x.
Notice that the 1-norm ‖E[z]‖ of the mathe-
matical expectation E[z] satisfies ‖E[z(t)]‖ =∑n
i,k=1E[η
i(t)xk(t)] = E[
∑n
k=1 xk(t)], due to the
positivity of x and the obvious identity
∑n
i=1 η
i = 1.
From this fact, we see that the expected growth rates
are given by the (deterministic) vector E[z]. It further
turns out that working with this auxiliary variable z is
easier than directly studying the population vector x, as
we will see below. In order to quantify the growth rate
of E[z], we first apply Ito’s Lemma to the stochastic
differential equations (3) and (5) to obtain (after simple
but tedious calculations),
dz =
n∑
i=1
(η ⊗ In)ηi(Aix) dt
+
n∑
i=1
∑
j 6=i
[(
(Uji − Uii)η
)⊗ x] dNpiij , (6)
where In is the identity matrix of dimension n. We can
further show (see the Appendix for more details) that the
expectation ζ = E[z] obeys the differential equation
dζ
dt
= A0ζ(t) +
n∑
i,k=1
Aikζ(t− dik), (7)
where A0 = Π
> ⊗ In +
⊕
(A1, . . . , An), Aik = p
i
kui ⊗
(Ukie
Π>dik)⊗ u>k , and {u1, . . . , un} is the canonical basis
of the n-dimensional Euclidean space.
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FIG. 2. Growth rates ρ of the dynamical population model (2)
for p = 0.5, 1, 1.5, and 2 (from the bottom). Solid lines:
Growth rates predicted by the proposed method. Circles:
Growth rates estimated from the sample trajectories of the
model.
Notice that, in (7), the matrix A0 is a Metzler ma-
trix (i.e., it has nonnegative off-diagonals) and the ma-
trices Aik are all nonnegative entry-wise. Therefore, a
standard result from control theory [19, Theorem III.1]
shows that, the real parts of the eigenvalues of the sum of
the matrices in the differential equation (7) (that is, the
matrix A0 +
∑n
i,k=1A
i
k) are all negative, if and only if,
the growth rate of the vector ζ (and, hence, the growth
rate ρ of the total population) is negative. In order to
obtain more precise information on the growth rate, we
can work with the auxiliary variable x˜(t) = e−λtx(t) for
a real parameter λ. Observe that, by (2), this variable x˜
satisfies the differential equation
dx˜k
dt
=(g
(t)
k − λ)x˜k(t)
+
n∑
`=1
ω
(t)
`k x˜`(t) + e
−λd(t)k p(t)k x˜k(t− d(t)k ).
In the same way as we derived (7), we see that the
variable ζ˜ = E[η ⊗ x˜] satisfies the differential equation
dζ˜/dt = (A0 − λIn)ζ˜(t) +
∑n
i,k=1 A˜
i
k ζ˜(t − dik), where
A˜ik = p
i
ke
−λdikui ⊗ (UkieΠ>dik) ⊗ u>k . Therefore, again
by [19], the real parts of the eigenvalues of the matrix
A0 − λIn +
n∑
i,k=1
A˜ik,
are all negative, if and only if, the growth rate of E[ζ˜] is
negative; or, equivalently, the growth rate ρ of the total
population size is less than λ. This result allows us to
efficiently quantify the growth rate of the total popula-
tion within an arbitrary accuracy by employing a simple
bisection search on the parameter λ.
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FIG. 3. Growth rates ρ versus d and p for various global fitness parameter τ : (a) τ = 0, (b) τ = 0.1, (c) τ = 0.5. The figures
show a nontrivial dependency of the growth rates on the parameters d, p, and τ . Specifically, when τ = 0 (Fig. 3(a)), we
observe that, the larger the delay, the higher the growth rates; while for τ = 0.5 (Fig. 3(c)), we observe the opposite tendency.
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FIG. 4. Growth rates ρ versus κ and p for various exponent φ on p: (a) φ = 0.25, (b) φ = 0.5, (c) φ = 0.95. The figures show
that the exponent φ drastically changes the dependency of the growth rates on the delayed growth factor p. For example, in
the regime of small φ (Fig. 4(a)), we observe that a good strategy for a population to increase its growth rate is to bet on a
delayed growth factor p. On the other hand, in the case of relatively large φ (Fig. 4(c)), we see that keeping p small results in
a higher growth rates.
A. Numerical simulations
In this section, we illustrate our results via several sim-
ulations. For clarity in our presentation, we focus on the
case where there are two possible phenotypes and two
possible environments (n = 2). The parameters of the
delay-free model (1) are given by:
g11 = 0.05 + τ, g
1
2 = τ, g
2
1 = −10 + τ, g22 = −0.1 + τ,
where τ is a real parameter that we can tune to adjust the
global fitness of individuals. Observe how, following our
convention, phenotypes 1 and 2 are better fitted to the
environments 1 and 2, respectively. In our simulations,
we fix the phenotypic transition rates as ω112 = ω
2
21 = 0.1
and ω121 = ω
2
12 = 1. The rates of environmental changes
are chosen as pi12 = 0.5 and pi21 = 1. For simplicity
in our analysis, we use homogeneous values for the de-
lays and rates of delayed proliferation, i.e., we let dik = d
and pik = p for all environments i and phenotypes k.
With the above parameters, we run a simulation to vali-
date the accuracy of the proposed method. Fig. 2 shows
the actual growth rates of the total population (circles)
and the growth rates computed by the proposed method
(solid lines). In order to compute the actual growth rates,
we compute 1,000 sample paths of the dynamics (2) for
each pair of parameters and then fit an exponential func-
tions to the sample average of the population size. Ob-
serve how the predictions from our analysis provide ac-
curate estimates for the actual growth rates of the pop-
ulation.
We now analyze the dependency of the growth rate
on the parameters p (the delayed factor growth) and d
(the delay length), as shown in Fig. 3. These figures
show a nontrivial dependency of the growth rates on
these parameters, as well as the global fitness parame-
ter τ . When τ = 0 (Fig. 3(a)), we observe that, the
larger the delay, the higher the growth rates; while for
τ = 0.5 (Fig. 3(c)), we observe the opposite tendency.
In the intermediate regime (Fig. 3(b)), we observe how
the growth rates are not very sensitive to delays. Intu-
itively speaking, these observations show that, in harsh
environments, it is better for individuals to have delays
in their proliferations; while in favorable environments,
immediate reproductions would be a better strategy to
increase the overall fitness of the population.
In our simulations, we also investigate the trade-off
between the delay length d and the delayed growth fac-
tor p. This kind of trade-off is observed in, for exam-
ple, the case of diauxic growth of Escherichia coli in a
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FIG. 5. State-transition diagram for delayed adaptation un-
der environmental fluctuations. Suppose that the environ-
ment is of the first type and the population’s knowledge is
currently updated, i.e.,  = σ = 1 (the upper-left regime in
the figure). Once the environment  changes from 1 to 2 (the
upper-right regime), it takes T 12 units of time for the popu-
lation’s knowledge σ to be updated to 2, which results in the
transition to the lower-right regime.
medium containing glucose and lactose [20]. For our anal-
ysis, we consider the situation in which the population
can ‘tune’ the parameters p and d under the simple con-
straint pφdψ = κ, where φ, ψ, and κ are positive parame-
ters that would be specific to biological populations. We
shall fix ψ = 1 without loss of generality. For φ = 0.25,
0.5, and 0.95, we show the growth rates of the population
versus κ and p in Fig. 4. We can observe that the ex-
ponent φ on p drastically changes the dependency of the
growth rates on the delayed growth factor p. For exam-
ple, in the regime of small φ (Fig. 4(a)), we observe that a
good strategy for a population to increase its growth rate
is to bet on a delayed growth factor p. On the other hand,
in the case of relatively large φ (Fig. 4(c)), we see that
keeping p small (which implies a longer delay in prolifer-
ation) results in a higher growth rates. This observation
suggests that the trade-off between the delay length and
the delayed growth factor is not trivial.
III. DELAYED ADAPTATIONS
Besides the delays in proliferations studied in Sec-
tion II, bet-hedging populations can experience delays
in their adaptation to, as well as sensing of, environmen-
tal fluctuations. For example, experiments on single cells
have recently shown [4] that it can take several hours for
the individual cells in the colony of Escherichia coli to
phenotypically adapt to nutritional changes of their sur-
rounding environment. The aim of this section is to pro-
pose a dynamical model of bet-hedging populations hav-
ing such adaptation delay and derive a tractable frame-
work for exactly quantifying their growth rates.
In what follows, we propose a model in which the popu-
lation senses changes in the environment after a stochas-
tic delay. In particular, at a given time, the environment
may change from state i to state j, but this change will
not be sensed by the colony during a stochastic period of
time (i.e., a sensing delay) during which the dynamical
behavior of the colony will not adapt to the new environ-
ment. To model this behavior, we will denote the knowl-
edge (or belief) of the colony about the environment by
σ(t), i.e., at time t the colony believes the environment is
at state σ(t), which may differ from the real state of the
environment. In what follows, we describe the random
process proposed to model the stochastic sensing delay
(see Fig. 5 for a schematic picture):
1. When the environment  changes from state i to j
at time t (such that σ(t) = i 6= j), a random num-
ber T ij , called the response delay, is drawn from a
distribution Xij .
2. If the environment remains to be j until time t+T ij ,
then the population’s knowledge σ is updated to j
at time t+ T ij .
3. However, if the environment  changes again its
state during the period (t, t + T ij), then we dis-
card the random number T ij and go back to the
first step.
In our model, we assume [4] that the population’s belief
about the environment (represented by the variable σ) af-
fects its rate of phenotypic adaptation, while its growth
rates depend on the actual environments and the indi-
viduals’ phenotype. Therefore, building on the delay-
free model (1), we propose the following model for the
dynamics of the population sizes xk:
dxk
dt
= g
(t)
k xk(t) +
n∑
`=1
ω
σ(t)
`k x`(t). (8)
For simplicity in our exposition, we focus on the case
where there are only two environmental and phenotypic
types (n = 2), although the analysis presented below can
be easily extended to the general case. Notice that, under
this assumption, the differential equation (8) admits the
following vectorial representation
dx
dt
= A((t),σ(t))x(t), (9)
where the vector x is defined in (4) and, for each
environment-knowledge pair (, σ) = (i, j), the matrix
A(i,j) is given by
A(i,j) =
[
gi1 − ωj12 ωj21
ωj12 g
i
2 − ωj21
]
.
In this paper, we allow the response delays T ij to fol-
low a general class of distributions called Coxian distri-
butions [21], defined as follows: Given two nonnegative
vectors α = (α1, . . . , αs−1) and β = (β1, . . . , βs), con-
sider the continuous-time Markov process described by
the transition diagram in Fig. 6. The random variable
corresponding to the absorption time of this Markov pro-
cess into state s+1 starting from state 1 follows a Coxian
61
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FIG. 6. State transition diagram of the Coxian distribution
C(α, β). The starting and absorbing states are 1 and s + 1,
respectively.
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FIG. 7. Markov chain for the dynamics of the environment-
knowledge pair (, σ). The thin arrows represent the dynamics
of phase-type distributions, while the thick arrows represent
changes in the environment.
distribution with parameters α and β (see, e.g., [21]), de-
noted by C(α, β). It is known that the set of Coxian
distributions is dense in the set of positive-valued distri-
butions [22]. Moreover, there are efficient fitting algo-
rithms to approximate a given arbitrary distribution by
a Coxian distribution [21].
We assume that there exist parameters α, β, as well as
two extra vectors γ = (γ1, . . . , γs−1) and δ = (δ1, . . . , δs),
such that the response delays T 12 and T 21 follow the
Coxian distributions C(α, β) and C(γ, δ), respectively.
Then, combining the Markovian dynamics of the en-
vironment  with the state transition diagrams corre-
sponding to the the response delays (as seen in Fig. 6),
we conclude that the dynamics of the environment-
knowledge pair (, σ) is a Markov process having the
state transition diagram in Fig. 7. This fact implies
that the vectorial population dynamics (9) is a pos-
itive Markov jump linear system [23], whose growth
rates can be quantified easily. For this purpose, let
us order the states of the Markov process (, σ) as
{(1, 1), (2, 1), . . . , (2, 1), (2, 2), (1, 2), . . . , (1, 2)}, where
there are s copies of the pairs (1, 2) and (2, 1). We then
let Ξ be the (2s + 2) × (2s + 2) infinitesimal genera-
tor matrix of the Markov process (, σ) under this or-
dering. We finally introduce the matrices A¯1 = A(1,1),
A¯2 = · · · = A¯s+1 = A(2,1), A¯s+2 = A(2,2), and A¯s+3 =
· · · = A¯2s+2 = A(1,2). Then, by a standard result on
positive Markov jump linear systems [23, Theorem 5.2],
we can show that the growth rate of the total population
is equal to the maximum real eigenvalue of the Metzler
matrix
Ξ> ⊗ I2 +
⊕
(A¯1, . . . , A¯2s+2).
We remark that, by the transition diagram in Fig. 7, the
infinitesimal generator Ξ takes the form
Ξ =

−pi12 pi12u>1 0 O1,s
pi211 Ξα − pi21Is −B β Os,s
Os,1 Os,s −pi21 pi21u>1
δ O1,s pi
121 Ξγ −D − pi12Is
 ,
where the symbol 1 denotes the s-dimensional column
vector of all ones, the matrices Ξα and Ξγ are defined by
the formula
Ξv =
[
Os−1,1 V
0 O1,s−1
]
−
[
V Os−1,1
O1,s−1 0
]
,
V =
⊕
(v1, . . . , vs−1),
and B,D are the diagonal matrices given by B =⊕
(β1, . . . , βs) and D =
⊕
(δ1, . . . , δs).
A. Numerical simulations
In this section, we illustrate our results via numeri-
cal simulations. We fix the following parameters of the
delay-free model (1): g11 = 0.05 and g
2
2 = −0.1, while the
growth rates g12 and g
2
1 are considered free variables. We
assume that the response delays T 12 and T 21 follow Er-
lang distributions with shape k and mean E[T 12] (E[T 21],
respectively). These distributions are the k-sum of in-
dependent and identical exponential distributions and,
therefore, approximate Gaussian distributions when k is
large. We also assume that the response delay T 12 (re-
spectively, T 21) follows a Coxian distribution with pa-
rameters s = k, α1 = · · · = αk−1 = βk = λ = k/E[T 12]
(= k/E[T 12], respectively), and β1 = · · · = βk−1 = 0.
In order to numerically analyze the dependency of the
growth rates on the relevant parameters, we temporarily
let E[T 12] = E[T 21] = µ for a real parameter µ and
also fix g12 = 0. We then compute the growth rates of
the total population for various values of µ, g21 , and k.
We show the obtained growth rates in Fig. 8. As in the
previous section, we observe a non-trivial dependency of
the growth rates on the model parameters. Specifically,
we observe that, for all values of k, shorter delays improve
the growth rates only when g21 is relatively large; while
longer delays increase the overall fitness in the region of
small g21 . This phase shift (indicated by dashed lines in
the figures) occurs at g21 = −0.44 (k = 1) and g21 = −0.37
(k = 4 and k = 16), suggesting that an immediate sensing
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FIG. 8. Growth rates versus g21 and µ(= E[T
12] = E[T 21]) when g12 = 0: (a) k = 1, (b) k = 4, (c) k = 16. Dashed lines indicate
the values of g21 at which the optimal value of µ changes. µ = 0 is the optimal on the right of the dashed lines, while letting µ
as large as possible yields the optimal growth rates on the left of the dashed lines.
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FIG. 9. Growth rates versus E[T 12] and E[T 21] when g12 = 0 and k = 4: (a) g
2
1 = −1, (b) g21 = −0.23, (c) g21 = −0.15.
of environmental changes does not necessarily improve
the overall fitness of the population.
We then allow the means E[T 12] and E[T 21] of the
response delays to be different and examine the depen-
dency of the growth rates on these two delays for differ-
ent values of g21 , while fixing k = 4 and g
1
2 = 0. The
computed growth rates are shown in Fig. 9. As seen
in Fig. 8, we observe that shorter adaptation delays do
not necessary improve the overall fitness of the popula-
tion. In contrast, for the case of g21 = −1 (Fig. 9(a)),
the growth rate increases as E[T 12] decreases (although
this does not happen for the other delay E[T 21]). On
the other hand, we can observe the opposite phenomena
in the case of g21 = −0.15 (Fig. 9(c)). Finally, for the
case of g21 = −0.23 (Fig. 9(b)), the growth rate increases
when both expected delays decrease. These simulations
illustrate that the optimal length of the adaptation de-
lays (from the perspective of maximizing the growth rate)
depends, in a non-trivial and sometimes counterintuitive
way, on the various parameters of the model.
In order to understand how the optimality of expected
delays are affected by other parameters, we calculate a
phase diagram for delay optimization. Fig. 10 presents
a phase diagram showing how the optimal length of the
pair of expected delays (E[T 12], E[T 21]) vary depending
on the pair (g12 , g
2
1). We observe that, in the white region
(where g21 is relatively large), it is optimal for the popula-
tion to immediately adapt to the environment 1 but never
(∞, 0)
(0, 0)
(0,∞)
-1 g11 = 0.05
g
1
2
-1
g
2
2 = −0.1
g
2 1
FIG. 10. Phase diagram of the optimal length of expected
adaptation delays (E[T 12], E[T 21]) versus g12 and g
2
1 .
recognize the change to the environment 2. This phenom-
ena happens because a very large g21 makes the fitness of
the population in the environment-knowledge pair (2, 1)
(the upper-right regime in Fig. 5) the largest among oth-
ers, making it optimal for the pair not to transit from
(2, 1) to (2, 2). We can observe the same phenomena in
the lower-right region in the figure (where g12 is relatively
large). We can also see that, in the the black region (in
which the values of g21 and g
1
2 are “balanced”), it is opti-
mal to immediately adapt to environmental changes, as
8one would expect.
IV. CONCLUSION
In this paper, we have proposed an analytical frame-
work to precisely quantify the fitness of bet-hedging pop-
ulations, such as bacterial colonies, whose reaction to en-
vironmental fluctuations exhibit time-delays. We have
specifically considered the situation where delays are
present in either the proliferation or the adaptation of the
individuals. For both cases, we have developed efficient
techniques to quantify the growth rates of bet-hedging
populations using the maximum real eigenvalues of cer-
tain Metzler matrices. We have confirmed the accuracy of
the proposed methods by numerical simulations and show
that, in harsh environments, it is better for individuals to
have delays in their proliferations; while in favorable en-
vironments, immediate reproductions would be a better
strategy to increase the overall fitness of the population.
These simulations also illustrate how the growth rates of
bet-hedging populations with delays depend on relevant
parameters in a highly non-trivial, sometimes counterin-
tuitive, manner. In particular, we have found that, in
certain situations, fast sensing of environmental changes
or shorter adaptation delays do not necessarily improve
the overall fitness of the population.
Although we have assumed in this paper that the
environment dynamically switches according to a time-
homogeneous Markov process, it is more realistic to con-
sider environmental changes driven by non-Markovian
stochastic processes such as those having pseudo-
periodicity [24, 25]. A possible direction for future
research is to consider these non-Markovian transi-
tions between environments, and examine how the non-
Markovian properties alter fitness landscapes.
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Appendix
From the stochastic differential equation (6), we im-
mediately see that the expectation ζ = E[z] obeys the
following differential equation
dζ
dt
=
n∑
i=1
E[(η ⊗ In)ηi(Aix)]
+
n∑
i=1
∑
j 6=i
E
[(
(Uji − Uii)η
)⊗ x]piij . (A.1)
9It is shown in the proof of [23, Proposition 5.3] that the
second term of the right-hand side of (A.1) equals (Π>⊗
In)ζ. Let us compute the first term. Since η
iηj = 0
for i 6= j and (ηi)2 = ηi by the definition of η, we have
ηiη = ηiui. Therefore, it follows that (η ⊗ In)ηi(Aix) =
(ui ⊗Ai)ηix+ (ui ⊗ In)ηi(Bix). Hence, we can compute
the first term in the right-hand side of (A.1) as
n∑
i=1
E[(η ⊗ In)ηi(Aix)]
=
( n⊕
i=1
Ai
)
ζ +
n∑
i=1
(ui ⊗ I)E[ηi(Bix)].
(A.2)
We need to evaluate the second term of the right-hand
side of this equation. We notice that a simple application
of the tower property on conditional expectations (see,
e.g., [26]) shows E[ηi(t)x(t− h)] = ((u>i eΠ
>h)⊗ In)ζ(t−
h). We can therefore prove that E[ηi(t)(Bix)(t)] =∑n
k=1(p
i
k(Ukie
Π>dik) ⊗ u>k )ζ(t − dik). This argument in-
deed shows that the second term in the right-hand side
of (A.2) equals
∑n
i,k=1A
i
kζ(t−dik), completing the proof
of the differential equation (7).
