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We verify that the eigenstate thermalization hypothesis (ETH) holds universally for locally inter-
acting quantum many-body systems. Introducing random-matrix ensembles with only local interac-
tions, we numerically obtain a distribution of maximum fluctuations of eigenstate expectation values
for different realizations of the interactions. This distribution, which cannot be obtained from the
standard random matrix theory involving non-local operators, shows that an overwhelming majority
of pairs of local Hamiltonians and observables satisfy the ETH with exponentially small fluctuations
and an exponentially small fraction of exceptional cases. We find that the ergodicity of our random
matrix ensembles breaks down due to locality.
Introduction. To derive statistical mechanics from
unitary dynamics of isolated quantum systems has been
a long-standing problem since von Neumann’s seminal
work in 1929 [1]. Last two decades have witnessed a
resurgence of interest for this problem [2–6], owing to the
state-of-the-art experiments using artificial quantum sim-
ulators such as ultracold atoms [7–13] and ions [14, 15].
The eigenstate thermalization hypothesis (ETH) has
now been widely accepted as the main scenario for ther-
malization of isolated quantum systems [16–18]. The
ETH states that every energy eigenstate becomes thermal
per se and ensures that any initial state relaxes to thermal
equilibrium in the long-time limit. Despite considerable
efforts [19–41], however, this hypothesis has never been
proved.
A popular approach to understand the universality of
the ETH is to invoke the typicality argument, as first
put forward by von Neumann [1]. Specifically, one can
obtain a mathematically rigorous bound on the weight of
the ETH-breaking Hamiltonians and show that an over-
whelming majority of Hamiltonians satisfy the ETH in
terms of the unitary Haar measure [1, 25–27, 42]. It
is thus tempting to argue that most realistic Hamilto-
nians satisfy the ETH because almost all Hamiltonians
do. However, an overwhelming majority of Hamiltoni-
ans considered in Ref. [42] involve unrealistic non-local
and many-body operators. Indeed, the typicality argu-
ment has recently been demonstrated to be inapplicable
to local Hamiltonians and observables [43].
Another common justification is to numerically test
the ETH for physically realistic models, which are usu-
ally composed of local interactions, including spins [21,
22, 30, 31, 33–36, 39, 40], fermions [24, 40, 41] and
bosons [20, 24, 28, 29, 37] systems. However, to what
extent the ETH universally holds for physical systems re-
mains elusive since the models are inevitably specific. In-
deed, recent efforts reveal exceptional systems for which
the ETH breaks down, e.g., systems with an extensive
number of local conserved quantities [7, 44–52], many-
body localization [9, 13, 15, 53–59], or quantum many-
body scars [60–69].
Here, we present the first evidence that the ETH uni-
versally holds true for locally interacting quantum many-
body systems. We introduce random matrix ensembles
composed only of local interactions and investigate their
generic properties. In particular, we evaluate the weight
of the ETH-breaking Hamiltonians by numerically ob-
taining distributions of the magnitude of fluctuations for
eigenstate expectation values. We find that the ETH
with exponentially small fluctuations holds for an over-
whelming majority of these ensembles, where the fraction
of exceptional cases is exponentially small. On the other
hand, the obtained distribution shows that the fraction of
the exceptions is less suppressed for our local ensembles
than the conventional random matrix ensemble, which
contains non-local and many-body interactions. If we
allow less local interactions, the distribution rapidly ap-
proaches the prediction by the conventional random ma-
trix theory. By investigating fluctuations of the expec-
tation values, we find that the ergodicity of our random
matrix ensembles breaks down due to locality.
Local random matrix ensembles. We consider N spins
on a one-dimensional lattice with periodic boundary con-
dition and ensembles of Hamiltonians which contain only
local interactions. We denote the local Hilbert space
on each site by Hloc and the total Hilbert space by
HN := H⊗Nloc . Let us choose an arbitrary orthonormal
basis Bloc = { |σ〉} of Hloc and define the correspond-
ing basis of HN by BN = { |σ1 . . . σN 〉 | ∀j, |σj〉 ∈ Bloc} .
The translation operator TˆN acting on HN is satisfies
TˆN |σ1σ2 . . . σN 〉 := |σ2 . . . σNσ1〉 for all |σ1σ2 . . . σN 〉 ∈
BN . We can readily see that this definition is indepen-
dent of the choice of the local basis Bloc.
Let L(H) be the space of all Hermitian operators
acting on a Hilbert space H. For a given Hamil-
tonian Hˆ, an energy shell HE,δE centered at the
energy E with width 2δE is defined as HE,δE :=
span
{
|Eα〉 | |Eα − E| ≤ δE
}
, where |Eα〉 is an eigen-
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2states of the Hamiltonian Hˆ with the eigenenergy Eα.
We choose a local Hamiltonian hˆ(l) from the space
L(H⊗lloc) randomly with respect to the Gaussian unitary
ensemble. We call an element of L(H⊗lloc) an l-local op-
erator and the integer l ∈ N the locality of an interac-
tion. We also define the range of the spectrum of an
operator Oˆ as ηO := maxα aα −minα aα where aα’s are
eigenvalues of Oˆ. We introduce following three types of
ensembles of Hamiltonians with different kinds of local
interactions [70]:
Case 1. Local and translation-invariant ensemble:
HˆN :=
N−1∑
j=0
Tˆ jN hˆ
(l)Tˆ−jN , (1)
where hˆ(l) ∈ L(H⊗lloc).
Case 2. Local and non-translation-invariant ensemble with
homogeneous strength of randomness:
HˆN :=
N−1∑
j=0
Tˆ jN hˆ
(l)
j Tˆ
−j
N , (2)
where hˆ
(l)
j ∈ H⊗lloc for each j and ηh(l)0 = · · · =
η
h
(l)
N−1
.
Case 3. Local and non-translation-invariant ensemble with
inhomogeneous strength of randomness:
HˆN :=
N−1∑
j=0
Tˆ jN hˆ
(l)
j Tˆ
−j
N , (3)
where hˆ
(l)
j ∈ L(H⊗lloc) for each j.
All of these three ensembles respect the locality of inter-
actions, and the number of parameters to characterize a
single Hamiltonian increases from Case 1 to Case 3. Note
that the cardinality of the ensemble is independent of the
system size N for Case 1, while it increases exponentially
with N for Case 2 and Case 3. Therefore, we cannot ap-
ply the results of measure concentration such as Levy’s
lemma especially to Case 1.
Observables are randomly chosen with respect to Case
1. That is, we take an l-local observable oˆ(l) ∈ L(H⊗lloc)
and construct an extensive observable OˆN ∈ L(HN ) as
in Eq. (1).
Measure of the strong ETH. We focus on the strong
ETH, which asserts that all eigenstates be thermal.
While several definitions for a measure [19–23, 42, 43]
of the ETH are proposed, we here propose a measure
that is also applicable to generic local systems. For that
purpose, we require that this measure should be (i) in-
variant under scalar multiplication of operators : Hˆ 7→
aHˆ, Oˆ 7→ a′Oˆ, (ii) invariant under the addition of a
constant : Hˆ 7→ Hˆ + c, Oˆ 7→ Oˆ + c′, (iii) dimension-
less, (iv) intensive in thermodynamic sense, (v) applica-
ble to eigenstate expectation values after the subtraction
of weak (coarse-grained) energy dependences.
The requirements (i)-(iv) are essential for comparing
different sets of Hamiltonians and observables. Indeed,
(i) and (ii) are needed because the measure of the strong
ETH should be invariant under a change of physical units
and under translation of the origin of physical quanti-
ties; (iii) is needed because we are compare quantities
with different physical dimensions; and (iv) is needed be-
cause we can admit subextensive fluctuation in a macro-
scopic view. Note that previous studies [19–23, 42, 43]
used definitions without one or more of the above four
requirements, since they deal specific Hamiltonians and
observables and do not compare quantities with different
units.
Lastly, (v) is relevant because the energy dependence
generically appears in the presence of locality or few-body
properties of interactions. Such a dependence invalidates
the typicality argument based on a unitary Haar measure
for an energy width that is not exponentially small [43].
Since this energy dependence of a macroscopic observable
is of physical importance, it should not be considered to
be a part of fluctuations of eigenstate expectation values.
To see the condition (v) more concretely, con-
sider a measure of the strong ETH as ∆˜∞ :=
max
α : |Eα〉∈HE,δE
|Oαα − 〈Oˆ〉mcE,δE | /ηO, where 〈· · ·〉mcE,δE is
the microcanonical average within HE,δE . This is es-
sentially the same quantity as that used in Ref. [42]. For
a non-vanishing energy width, this measure does not van-
ish even in thermodynamic limit because of the energy
dependence ∆˜∞ & ηO−1
∣∣∣d 〈Oˆ〉mcE,δE/dE∣∣∣δE. Such an en-
ergy dependence is eliminated if we consider eigenstate-
dependent microcanonical energy shell and introduce the
following measure:
∆∞ :=
maxα |Oαα − 〈Oˆ〉mcEα,δE |
ηO
, (4)
where the maximum is taken over the entire spectrum.
The strong ETH means that ∆∞ → 0 in the thermody-
namic limit.
To analytically test the strong ETH is formidable since
we do not generally know exact statistics of eigenstates
of the Hamiltonian HˆN . The typicality argument cir-
cumvents this difficulty by considering the eigenstates
of the Hamiltonian as a uniformly randomized vector
on a high-dimensional unit sphere [42]. However, once
we have taken the locality into consideration, such a
uniform-random-vector method cannot be applied in a
simple manner [43]. Therefore, we resort to the exact
diagonalization method to investigate the universality of
the ETH.
In the actual calculation of ∆∞, we use the middle 10%
of the spectra since the decrease of fluctuations of eigen-
3state expectation values is relatively slow there and the
finite-size effect is significant. Furthermore, for Case 1,
where translation invariance exists, we restrict ourselves
to the zero-momentum sector.
Strong ETH for almost all local random matrices. We
numerically obtain the distributions of the measure for
the ETH ∆∞ for several system sizes N and the locality
l.
We first demonstrate that the ETH holds true for al-
most all local random matrices in terms of three cases
of ensembles defined above, on the basis of Markov’s in-
equality:
Prob
(l)
N [∆∞ ≥ ] ≤
E(l)N [∆∞]

. (5)
Here, Prob and E denote probability distributions and
expectation values with respect to random realizations
of Hˆ and Oˆ defined in Eqs. (1)-(3), and should not be
confused with statistics of different eigenstates commonly
considered in previous works [22, 34, 37, 39]. The vanish-
ing of E(l)N [∆∞] in the thermodynamic limit is a sufficient
condition for the strong ETH with an arbitrary constant
 > 0 for almost all sets of local Hamiltonians and ob-
servables.
Our numerical calculation shows that the mean value
of ∆∞ decreases exponentially in all of our ensembles as
EN [∆∞] = m0(N −N0) exp
(
− N
Nmean
)
(6)
for not-too-small N (see Fig. 1), where m0, N0 and Nmean
are constants. This result demonstrates that the strong
ETH holds universally even if the locality of interactions
is imposed. Note that this energy dependence resembles
the prediction by the conventional random matrix theory.
This is surprising especially for the cases with strong lo-
cality (l = 2), where Prob
(l)
N [∆∞ ≥ ] is distinct from the
results of random matrix theory, as detailed later.
Furthermore, the exponential decay of E(l)N [∆∞] as
in Eq. (6) allows one to make both  and the right-
hand side of Eq. (6) exponentially small by taking N ∝
exp(−N/N1) with N1 > Nmean. This means that the
strong ETH with exponentially small fluctuations (∼
exp(−N/N1)) holds for an overwhelming majority of the
ensemble, where the fraction of exceptional cases is ex-
ponentially small (Prob
(l)
N [∆∞ ≥ ] ∼ exp(−N/Nmean)).
Notably, the ETH universally holds even for Cases 2
and 3. Our results show that many-body localization
rarely occurs for these types of spatial disorder. This is
similar to the many-body chaos found in random unitary
circuits [71, 72], but our results further suggest that the
randomness does not prevent thermalization even with
energy conservation due to continuous time evolution.
Distribution of the maximum fluctuation. Markov’s
inequality provides only a loose upper bound. We do not
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FIG. 1. Mean values of the measure (4) for the strong
ETH EN [∆∞] for various ensembles. The solid curves are fit-
ting functions C(N−N0) exp(−N/Nmean), which are expected
from the conventional random matrix theory. The mean
monotonically decreases for not-too-small N . Together with
Markov’s inequality, this fact implies that the strong ETH
holds for a majority of ensembles in the thermodynamic limit.
Here, the values of the fitting parameters (Nmean, N0, C) are
(2.88, 0.60, 6.28) for Case 1 with l = 2, (2.37, 0.65, 6.92) for
Case 1 with l = 6, (2.29, 0.31, 3.89) for Case 2 with l = 2, and
(2.22, 0.47, 3.89) for Case 3 with l = 2.
know how locality affects the ratio of pairs of a Hamilto-
nian and an observable that satisfies ∆∞ ≥  for  > 0.
To find this information, we directly obtain distributions
of ∆∞ for several values of N . In the following, we focus
on Case 1, where large system sizes are accessible owing
to the translation invariance.
The results for l = 2 and l = 6 are shown in Fig. 2.
This distribution with l = 2 is distinct from the predic-
tion of the conventional random matrix theory involving
non-local operators. The main feature is that its tail de-
cays slower than a single-exponential exp(−/1), while
the conventional random matrix theory predicts a much
faster decay of the tail as exp
(−O(2)). This suggests
that locality leads to the appearance of Hamiltonians
with relatively large ∆∞. This can be attributed to the
closeness to those Hamiltonians that are either integrable
or host scars.
Surprisingly, the predictions of the conventional ran-
dom matrix theory are rapidly recovered if we allow less
local interactions. For l = 6, the distributions of ∆∞
obey the prediction of the conventional random matrix
theory, where the fluctuation of eigenstates distributes
according to the Gaussian distribution with zero mean
and the identical variance s2N for each sample. Indeed,
as shown in Fig. 2(b), Prob
(l=6)
N [∆∞ ≥ ] is well fitted by
the cumulative function of the maximum absolute value
of dsh-independent and identically distributed Gaussian
41.0E-6
1.0E-4
1.0E-2
1.0E+0
0 0.2 0.4 0.6 0.8
P
ro
b
ab
ili
ty
Fluctuation 
(a) ProbN [∆∞ ≥ ] : l = 2
N=11
N=12
N=13
N=14
1.0E-6
1.0E-4
1.0E-2
1.0E+0
0 0.02 0.04 0.06
P
ro
b
ab
ili
ty
Fluctuation 
(b) ProbN [∆∞ ≥ ] : l = 6
N=11
N=12
N=13
N=14
FIG. 2. (a) ProbN [∆∞ ≥ ] with l = 2 as a function of 
for various system sizes. The light grey curves are fitted to
exponential functions of the form C exp(−/0), and the dark
curves are fitted to polynomial functions of the form (1/)
a.
The tail fitting is done in the region  > 3EN [∆∞] . We see
that the tails decrease slower than the exponential fits and
faster than the polynomial ones. (b) ProbN [∆∞ ≥ ] with
l = 6 as a function of  for various system sizes. The solid
curves are predicted from the conventional random matrix
theory, i.e., the distribution of the maximum absolute value
of dsh-i.i.d Gaussian random variables which are rescaled to
have the same mean value as that of the data. The mathching
of the data and these distibutions means that the magnitude
of eigenstate fluctuations are almost identical from sample to
sample. The tails decrease as exp
(−O(2)), which is faster
than those of local ensembles with l = 2.
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FIG. 3. (a) Scaling of the standard deviation of the distri-
bution. It decreases exponentially with N . (b) Scaling of the
mean of dimensions of an energy shell at the center of spectra
used in the calculation of ∆∞. It increases exponentially with
N .
variables,
CDF() =
[
erf(/
√
2s2N )
]dsh
, (7)
where erf(x) is the error function and dsh is the dimension
of an energy shell. Again, we stress that this distribution
is inapplicable to local random matrices but rapidly be-
comes applicable with increasing nonlocality.
The so-called extreme value theory [73] allows us to ob-
tain the asymptotic form of the cumulative distribution
function: for large dsh, we find the Gumbel distribution
ProbN [∆∞ ≥ ] ∼ 1 − exp
[
−e− pi√6 (−E[∆∞])/S[∆∞]−γ
]
with EN [∆∞] ∼ sN
√
2 log dsh, SN [∆∞] ∼ sN/
√
2 log dsh
and γ ' 0.577 is the Euler-Mascheroni constant. Here,
the mean of the dimension of an energy shell dsh in-
creases exponentially with N (Fig. 3) The standard de-
viation of the distributions decreases exponentially in N
as S(6)N [∆∞] ∼ 0.39 × e−N/2.55 (Fig. 3) and hence we
have sN = O(
√
Ne−N/2.55). If we set N = cE(6)N [∆∞]
with c > 1, the probability Prob
(6)
N [∆∞ ≥ N ] decreases
single-exponentially with N since N/sN = O(
√
N).
Note that we can instead take  = o(1) while maintain-
ing /sN = e
O(N), and by doing so the right-hand side of
Eq. 7 decreases double-exponentially with N , since we
have Prob
(6)
N [∆∞ ≥ ] '
√
2
pi
dsh
(/sN )
exp
[
− (/sN )22
]
for
/sN  1. This is in accordance with Reimann’s ar-
gument [42].
Ergodicity breaking for local random matrices. While
we have thus far focused on the maximum fluctuation,
we here discuss the entire structure of the expectation
values over eigenstates for random realizations of sets of
local Hamiltonians and observables.
Srednicki conjectured [74] that the fluctuations of
expectation values can be expressed as δ(ON )αα ∼
e−
SN (E)
2 fO(E)R˜αα. Here, SN (E) is the thermodynamic
entropy of the system which only depends on the Hamil-
tonian HˆN , fO(E) is a smooth function of the energy E
which depends on both the Hamiltonian HˆN and the ob-
servable OˆN , and α-dependent variable R˜αα distributes
according to the normal Gaussian distribution.
We test the above conjecture for our three ensembles
with two different degrees of locality (l = 2, 8) (data not
shown). We find that the distribution of R˜αα remains
Gaussian irrespective of the locality of interactions on
random matrix ensembles with good accuracy. We also
find that the magnitude of the fluctuation e−
SN (E)
2 fO(E)
decays as the system size is increased, which is consistent
with the weak ETH.
On the other hand, we find that sample-to-sample fluc-
tuations become large in the case of local random matrix.
The ergodicity of random matrix ensemble [75], which
means that the spectral average equals the ensemble av-
erage, does not apply in realistic situations with locality.
Figure 4 show the mean L2-norm δ defined by δ :=
1
dNloc
∑dNloc
α=1
(
X(Eα)−X(Eα)
)2
, where · · · denotes the en-
semble average, and we show its N -dependence for (a)
the function X(E) = fO(E) and (b) the density of states
X(E) = ρ(E).
The mean L2-norm for fO(E) decreases with N in the
case of non-local ensemble (Case 1, l = 8), which is a
manifestation of the ergodicity in the standard random
matrix ensemble [75]. On the other hand, it converges to
some finite value for local ensembles with l = 2 for Cases
1 and 2, and it even increases for Case 3.
The the breakdown of the ergodicity for our ensembles
can also be signaled in the density of states. The mean
deviation of ρ(E) from the ensemble average decreases
in non-local ensembles with l = 8 (Case 1), but it stops
decreasing in local ensembles with l = 2 for all of our
three ensembles.
Conclusion. We find that, if we impose the locality of
interactions on an ensemble of Hamiltonians, the result-
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FIG. 4. The mean of the L2-norm of (a) the function fO(E)
and (b) density of states ρ(E) from the ensemble averages.
They decrease for non-local ensembles with l = 8, which is
the manifestation of the ergodicity of the standard random
matrix ensemble. On the other hand, for our local random
matrix ensembles with l = 2, the deviations stop decreasing
or even increase for the ensemble Case 3 with l = 2.
ing distributions are different from those of the conven-
tional random matrix theory. However, the strong ETH
with exponentially small fluctuations holds true for an
overwhelming majority of the ensemble, where the frac-
tion of exceptions is exponentially small. Detailed ex-
amination of the structure of the fluctuations shows that
the ergodicity of random matrix ensemble breaks down
in our ensembles owing to locality.
Our local random matrix ensembles pave the way for
studying various features of thermalization. While the
universality of the ETH is confirmed in all of the three
ensembles we have introduced, it is intriguing to inves-
tigate whether imposing additional conserved quantities
can prevent the universality. As another example, our
ensembles can provide a relaxation timescale of generic
interacting Hamiltonians with locality, which is not taken
into account in some related works [76–78]. Finally, it
is nontrivial and interesting to compare recent results
on random unitary circuits [79–84] and our random lo-
cal Hamiltonians, only latter of which lead to continuous
time evolution and conserve energy.
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