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Resumo 
Nesta dissertação são estudadas e apresentadas técnicas de análise em visão 
computacional, que podem ser aplicadas a tarefas relacionadas com sistemas anti-colisão 
para veleiros autónomos. Com recurso a estas técnicas foi desenvolvido um sistema de 
deteção e classificação de obstáculos em ambiente Matlab. Este sistema consiste em duas 
soluções para a deteção de linhas de horizonte combinadas com um módulo de deteção de 
objetos. O módulo de deteção de objetos foi primeiramente desenvolvido para detetar 
componentes de uma imagem que sobressaiam do plano de fundo, sendo depois completado 
com métodos de análise temporal em vídeo para monitorizar e classificar obstáculos. 
O sistema desenvolvido foi testado em simulação com a utilização de amostras reais. Estas 
amostras permitiram testar os algoritmos elaborados em condições diversas. 
A solução foi elaborada com o objetivo de poder ser implementada em tecnologias do tipo 
FPGA (Field Programmable Gate Array) e alimentar algoritmos de planeamento de rotas 





















In this dissertation different analysis techniques based in computer vision are studied 
and described. The main goal of the project is to apply these techniques in the field of 
collision avoidance systems for autonomous sailboats. So, it was developed a system for 
obstacle detection and classification using Matlab. This system consists in two horizon 
detection solutions combined with an object detection module. This module was primarily 
developed to indentify image components that do not belong to the background. Later it was 
adapted to classify and track obstacles using video temporal analysis. 
The system was tested with simulations, using real field samples. These samples 
provided several different conditions to test the algorithms. 
The goal is to develop a solution that has a low computational cost, with the purpose of 
being implemented in FPGA (Field Programmable Gate Array) based technologies and feed 
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Introdução 
Um veleiro autónomo executa o processo de navegação independente de qualquer 
interação humana. Para serem considerados totalmente autónomos devem evitar colisões 
tanto com obstáculos fixos, como a linha de costa, ou obstáculos em movimento como outras 
embarcações. 
Tem sido observado um aumento da intensidade no trabalho científico relacionado com 
veleiros autónomos. À medida que o hardware fica mais pequeno, mais barato e mais 
eficiente, as possibilidades no mundo da navegação autónoma são cada vez maiores. No 
entanto, desenvolver um projeto neste campo implica enfrentar vários desafios. Estes podem 
estar relacionados, por exemplo, com o hardware, em que aspetos como a impermeabilidade 
dos componentes, tamanho e peso são muito influentes. Sensores que forneçam dados 
fidedignos em ambientes instáveis também são necessários. Também existem desafios ao 
nível dos algoritmos de roteamento, da suficiência energética e evitar colisões. Embora não 
ignorando os outros aspetos, é a evitação de colisões que está na base deste projeto. 
Nos dias que correm já existe uma grande variedade de algoritmos que ajudam a evitar 
obstáculos no campo da robótica. Muitos destes algoritmos envolvem planear a rota em 
avanço e assumir que as condições do ambiente envolvente se irão manter relativamente 
estáveis. Contudo, para dispositivos robóticos que efetuam o seu percurso no mar ou em rios, 
esta tarefa complica-se. Isto porque o veleiro está à mercê de fatores como o vento e as 
marés que podem rapidamente tornar um plano de percurso plausível, num plano inviável. 
Tendo isto em conta, faz mais sentido operar de um modo mais reativo, simplesmente 
efetuando ajustes em curtos espaços de tempo ao percurso do veleiro para evitar perigos 
imediatos. Implementar um sistema anti-colisão para um veleiro autónomo requer o 
desenvolvimento de várias componentes, sendo um deles um sistema que detete e classifique 
obstáculos. A energia disponível para processamento é normalmente limitada, e, por isso, no 
âmbito deste projeto, a deteção de obstáculos deverá ser baseada em câmaras de vídeo de 
2  Introdução 
 
baixo custo, consumo e resolução, assim como deve ser uma aplicação distribuída em relação 
ao processamento central do veleiro. 
Desenvolver um sistema de deteção de obstáculos para um veleiro autónomo é algo mais 
desafiante e complexo do que para sistemas mais clássicos. Isto devido ao contexto 
imprevisível no qual um veleiro se insere, onde vários objetos físicos podem ser ameaças ou 
obstáculos para o veículo. A constante oscilação do veleiro devido à sua ondulação levanta 
desafios relevantes no que toca à classificação dos obstáculos, à estimação da sua posição, 
distância e velocidade em relação ao veleiro. O desenvolvimento de uma solução de baixo 
custo e consumo energético, que seja capaz de detetar obstáculos, identificar o seu 
movimento e que seja independente do sistema central do veleiro, simplificaria bastante a 
tarefa de navegação autónoma. A informação dos obstáculos seria passada ao processador 
central do veleiro e este teria a tarefa de verificar se necessita de alterar a sua rota ou não. 
Este aspeto traz grandes vantagens pois liberta o CPU que controla o movimento da 
embarcação para efetuar outras tarefas, aumentando assim a eficácia e o rendimento de 
todo o sistema. 
A evolução dos sistemas digitais e das suas capacidades de processamento possibilitam a 
implementação de técnicas de deteção de obstáculos computacionalmente exigentes. As 
características reconfiguráveis e a robustez destes sistemas tornam-nos adequados para 
implementar soluções em ambientes tão imprevisíveis como o da navegação autónoma. 
Pretende-se com este trabalho desenvolver soluções, com base em visão computacional, 
que sejam capazes de detetar e monitorizar obstáculos à navegação de um veleiro autónomo, 
e que possam ser implementadas em plataformas reconfiguráveis de tempo real. 
1.1 - Estrutura 
No capítulo 2 são apresentadas e descritas metodologias existentes no campo da visão 
computacional que serão úteis ao desenvolvimento do projeto. 
No capítulo 3 são descritos os algoritmos desenvolvidos em ambiente Matlab para a 
deteção, classificação e monitorização de obstáculos. 
Os resultados das simulações desses algoritmos são apresentados no capítulo 4. Os testes 
foram realizados com recurso a amostras reais. 
O capítulo 5 aborda a possível implementação destes métodos em FPGA. 
As conclusões do trabalho realizado e possíveis futuros desenvolvimentos encontram-se 
no capítulo 6. 
  
Capítulo 2  
Estado da Arte 
Neste capítulo será apresentado o estado da arte relativo às técnicas de processamento de 
imagem que foram exploradas. 
2.1 – Deteção de Arestas 
Em visão computacional, deteção de limites é um processo que tenta capturar 
características importantes de objetos numa imagem. O objetivo desta deteção é identificar 
os pontos numa imagem onde a intensidade se altera nitidamente. Descontinuidades fortes na 
intensidade dos pixéis numa imagem habitualmente representam eventos e alterações 
importantes na realidade correspondente à imagem [4]. Com a deteção de limites pretende-
se localizar estas variações e identificar o fenómeno físico que as gerou. Este processo deve 
ser eficiente e fiável, visto ser comum a validade e a eficiência de etapas posteriores 
estarem dependentes do mesmo. Tendo isto em conta, a deteção de arestas fornece toda a 
informação significante acerca da imagem [5]. 
Numa imagem digital, as descontinuidades podem representar pontos, linhas ou arestas. O 
modo mais comum de procurar descontinuidades é correndo uma máscara através da imagem 
[2]. Para uma máscara 3𝑥3 este procedimento inclui calcular a soma dos produtos dos 
coeficientes com os níveis de intensidade da região contida pela máscara. A resposta 𝑅 da 
máscara a qualquer ponto da imagem é dada por  
 
𝑅 =  𝑤1𝑧1 + 𝑤2𝑧2 + … + 𝑤9𝑧9 =  ∑ 𝑤𝑖9𝑖=1 𝑧𝑖           (2.1) 
 
onde 𝑧𝑖 é a intensidade do pixel associado com o coeficiente da máscara 𝑤𝑖. Para detetar 
linhas podem considerar-se as máscaras presentes na Figura 2.1. Movendo a primeira máscara 
através de uma imagem, a resposta seria mais forte a linhas com orientação horizontal. Com 
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um fundo constante a resposta máxima seria obtida quando a linha passasse através da linha 
do meio da máscara. De igual modo a segunda, terceira e quartas máscaras respondem 
melhor a linhas com orientação de +45°, verticais e −45°, respetivamente. É de salientar que 
a direção privilegiada em cada máscara é evidenciada por um coeficiente mais elevado do 
que as outras direções. A soma dos coeficientes de cada máscara tem o valor zero, para que a 
resposta seja nula em áreas de intensidade constante. 
 
-1 -1 -1  -1 -1 2  -1 2 -1  2 -1 -1 
2 2 2  -1 2 -1  -1 2 -1  -1 2 -1 
-1 -1 -1  2 -1 -1  -1 2 -1  -1 -1 2 
Figura 2.1 Máscaras para deteção de linhas. Com preferência para linhas com orientação horizontal, +𝟒𝟓°, vertical e −𝟒𝟓°, respetivamente. 
Se for do interesse encontrar todas as linhas numa imagem com a direção definida por uma 
máscara, o método consiste em apenas aplicar a máscara através da imagem e limitar o valor 
absoluto do resultado. Os pontos que sobrarem correspondem às respostas mais fortes, que 
para linhas com espessura de um pixel, correspondem à direção definida pela máscara. 
 
2.1.1 -Detetor de Arestas de Canny 
Existem vários exemplos de detetores de arestas, como Sobel, Prewitt ou Canny. Neste 
trabalho foi utilizado o detetor de arestas de Canny [6]. O operador de Canny foi desenhado 
para ser um detetor de arestas otimizado. Recebe como entrada uma imagem em escala de 
cinzento, e produz como saída uma imagem com a representação das posições de 
descontinuidades encontradas na intensidade. O seu funcionamento é um processo com 
múltiplos estados [7][8] e segue uma lista de critérios para melhorar a deteção de arestas em 
comparação com outros métodos. Este método visa: uma boa deteção, com o algoritmo a 
assinalar o máximo de arestas da imagem possível; boa localização, com as arestas 
assinalados localizadas o mais próximo possível da aresta na imagem real; e resposta mínima, 
com uma aresta da imagem a ser assinalada apenas uma vez e, se possível, evitar a 
identificação de arestas falsas derivadas do ruído. 
O método encontra arestas procurando por máximos locais do gradiente, sendo este 
calculado pela derivada de um filtro Gaussiano. São utilizados dois limites para detetar 
arestas fortes e fracas, incluindo as fracas no resultado apenas se estiverem ligadas a fortes. 
Pode ser resumido da seguinte forma: 
• A imagem é suavizada utilizando um filtro Gaussiano [8][9] com um desvio padrão 
específico, 𝜎, para reduzir o ruído. Como o filtro Gaussiano pode ser utilizado 
recorrendo a uma máscara simples, é usado exclusivamente no algoritmo de Canny 
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[4]. Assim que é calculada uma máscara adequada, é efetuada a suavização 
Gaussiana através de métodos convolucionais. 
• O gradiente local, 𝑔(𝑥,𝑦) = [𝐺𝑥2 + 𝐺𝑦2]1/2, e a direção do limite, 𝛼(𝑥,𝑦) =  tan−1(𝐺𝑦𝐺𝑥), 
são calculados para cada ponto. Um ponto pertencente a uma aresta é dado como 
um ponto cujo valor é máximo na direção do gradiente. 
• Os pontos resultantes da etapa anterior formam um cume na imagem da magnitude 
do gradiente. O algoritmo corre estes cumes e atribui o valor zero aos pixéis que não 
se encontram exatamente no pico dos cumes, resultando numa linha ténue na saída. 
Os pixéis presentes nos cumes são sujeitos a histerese usando dois limites 𝑇1 e 𝑇2, 
com 𝑇1 < 𝑇2. Pixéis com valor maior que 𝑇2 são considerados pixéis pertencentes a 
arestas fortes, enquanto se o valor estiver entre 𝑇1 e 𝑇2 são considerados 
pertencentes a arestas fracas. 
Numa última fase o algoritmo efetua uma ligação das arestas, incorporando os pixéis fracos 
que estão conectados com os fortes. 
 
 
Figura 2.2 Exemplo de imagem antes do operador de Canny [8]. 
 
 
Figura 2.3 Exemplo de imagem após do operador de Canny [8].
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2.2 – Transformada de Hough 
A transformada de Hough é uma técnica que pode ser utilizada para detetar formas 
geométricas, ou isolar características de um certo formato, numa imagem digital. 
Usualmente é utilizada numa fase seguinte à de deteção de arestas. Idealmente, o detetor de 
arestas produz apenas pixéis localizados em arestas presentes na imagem, mas devido a 
possíveis imperfeições na imagem ou no detetor, podem existir pixéis em falta. Por esta 
razão, os algoritmos de deteção de arestas são normalmente seguidos por procedimentos de 
ligação, para reunir os pixéis resultantes em limites significativos. Uma possível abordagem 
que pode ser utilizada para encontrar e ligar segmentos de reta numa imagem é a 
transformada de Hough [1]. 
Dado um conjunto de pontos numa imagem (usualmente binária), pretende-se encontrar 
subconjuntos destes pontos que pertencem a linhas retas. Uma solução possível [2] é 
encontrar primeiro todas as linhas determinadas por um par de pontos e de seguida encontrar 
todos os subconjuntos de pontos que estejam próximos de certas linhas. No entanto este 










 comparações de cada ponto para todas 
as linhas. 
A transformada de Hough é particularmente útil para elaborar uma descrição global de 
características, partindo de medidas locais. O seu funcionamento consiste em encontrar 
instâncias imperfeitas de objetos, incluídos numa certa classe de formas, através de um 
procedimento de voto. Para cada pixel de uma imagem determinam-se todas as linhas que 
“passam” através desse pixel [3]. O conjunto destas linhas é guardado e é repetido este 
processo para todos os pixéis. A este processo é dada a designação de votação, e consoante 
os votos resultantes é decido o que está presente na imagem. Por exemplo, para agrupar 
pontos presentes em linhas, em cada ponto vota-se nas linhas que o podem atravessar. As 
linhas que estão presentes deverão ficar salientadas visto que atravessam vários pontos, logo, 
têm muitos votos. 
Transformadas de Hough podem ser utilizadas para detetar círculos ou elipses, mas tende 
a ser mais eficiente quando aplicada para detetar linhas. Uma linha é facilmente 
parametrizável por uma coleção de pontos (𝑥,𝑦) [2], como: 
 
             𝑥 cos𝜃 + 𝑦 sin𝜃 = 𝜌 .            (2.2) 
 
Qualquer par (𝜃,𝜌) representa uma linha única, onde 𝜌 ≥ 0 é a distância perpendicular da 
linha à origem e 0 ≤  𝜃 < 2𝜋. A Figura 2.4 representa a interpretação geométrica dos 
parâmetros 𝜃 e 𝜌. Cada curva sinusoidal na Figura 2.5 representa o conjunto de linhas que 
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passam através de um certo ponto (𝑥𝑖 ,𝑦𝑖). O ponto de interseção (𝜌′,𝜃′) corresponde à 
linha que passa pelos pontos (𝑥𝑖 ,𝑦𝑖) e (𝑥𝑗 ,𝑦𝑗). 
 
 
Figura 2.4 Parametrização dos valores (𝝆,𝜽) das linhas no plano 𝒙𝒚. 
 
 
Figura 2.5 Curvas sinusoidais no plano 𝝆𝜽 . 
O conjunto de pares (𝜃,𝜌), designado espaço de linhas, pode ser visualizado como um cilindro 
semi-infinito [3]. Existe uma família de linhas que passa por qualquer pixel. Em particular, as 
linhas inseridas na curva do espaço de linhas, dadas por 𝜌 =  −𝑥0 cos𝜃 + 𝑦0 sin𝜃, passam 
todas pelos pixéis (𝑥𝑜,𝑦0). 
Sendo o tamanho da imagem conhecido, existe algum 𝑃 para o qual as linhas 𝜌 > 𝑃 não 
são relevantes (estão demasiado longe da origem). Isto significa que as linhas relevantes 
formam um subconjunto limitado do plano, e este é discretizado com uma grelha 
conveniente. Os elementos da grelha podem ser considerados como recipientes onde são 
colocados os votos. Esta estrutura pode ser referida como um vetor acumulador. Para cada 











𝑥𝑖  cos𝜃 + 𝑦𝑖 sin𝜃 = 𝜌 
𝑥𝑗  cos𝜃 + 𝑦𝑗 sin𝜃 = 𝜌 
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correspondente ao pixel. Se muitos pixéis forem colineares, é esperado que o elemento 
da grelha correspondente à linha onde estão presentes, tenha muitos votos.  
A atratividade computacional da transformada de Hough resulta da possibilidade de 
subdividir os espaço dos parâmetros 𝑝𝜃 em células acumuladoras de votos, como 
demonstrado na Figura 2.6, onde (𝜌𝑚𝑖𝑛,𝜌𝑚𝑎𝑥) e (𝜃𝑚𝑖𝑛,𝜃𝑚𝑎𝑥) são os limites esperados para os 
parâmetros. Geralmente, os limites máximos são −90° ≤ 𝜃 ≤ 90° e −𝐷 ≤ 𝜌 ≤ 𝐷 [2], sendo D a 
maior distância entre cantos da imagem. A célula com coordenadas (𝑖, 𝑗), com o valor 
acumulado 𝐴(𝑖, 𝑗) corresponde ao quadrado associado às coordenadas �𝜌𝑖 ,𝜃𝑗�. Estas células são 
iniciadas com o valor zero. Para cada ponto (𝑥𝑘,𝑦𝑘) no plano da imagem que não seja nulo, 
avalia-se cada 𝜃 dos valores permitidos da subdivisão no eixo 𝜃 e resolve-se para o 𝜌 
correspondente a equação 𝜌𝑖 =  𝑥𝑘 cos𝜃 + 𝑦𝑘 sin𝜃. Os valores de 𝜌 resultantes são 
arredondados para o valor de célula mais próximo permitido no eixo 𝜌. A célula acumuladora 
é então incrementada. No fim do procedimento, um valor de 𝑄 em 𝐴(𝑖, 𝑗), significa que 











Figura 2.6 Divisão do plano 𝝆𝜽 em células acumuladoras. 
2.3 – Filtro de Kalman 
 O filtro de Kalman é essencialmente um conjunto de equações matemáticas que 
fornece uma solução recursiva para o problema de filtragem linear ótima, que pode ser 
aplicado a ambientes estacionários ou não-estacionários [11]. As equações descrevem um 
estimador do tipo previsor-corretor que é considerado ótimo na medida em que minimiza o 
erro estimado da covariância. A sua componente recursiva está presente no facto de que 
cada estimativa do estado atualizada é calculada a partir da estimativa anterior e dos novos 
dados recolhidos, sendo apenas necessário guardar em memória a estimativa anterior, 
levando a que a sua eficiência computacional seja maior do que calcular a estimativa 
partindo de todo o histórico observado a cada passo do processo de filtragem. Desde a sua 
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especialmente na área da navegação autónoma ou assistida [10]. Isto estará relacionado em 
parte com os avanços nas tecnologias digitais que proporcionaram um uso prático do filtro, 
mas também com a simplicidade e robustez do próprio filtro. As condições ótimas necessárias 
raramente existem, mas mesmo assim o filtro tem um desempenho aparentemente bom 
nestas situações. É de salientar que o filtro é utilizado consideravelmente para rastreamento 
em visão computacional interativa [10]. 
Nesta secção é apresentada uma abordagem introdutória ao filtro de Kalman para mais 
tarde ser aplicada em rastreamento. Considerando o sistema linear e dinâmico de tempo 
discreto representado pelo esquema presente na Figura 2.7, é importante ter em mente o 
conceito de “estado” para compreender a descrição. O vetor de estado, dado por 𝑥𝑘, é 
definido pela conjunto mínimo de dados que definem o comportamento dinâmico do sistema. 
Este vetor é o conjunto de dados mais pequeno possível que é suficiente para prever o seu 
comportamento futuro. Em geral, o estado 𝑥𝑘 é desconhecido, sendo utilizados conjuntos de 
dados observados para o estimar. Estes dados são representados pelo vetor 𝑦𝑘. Em termos 
matemáticos o sistema é descrito da seguinte forma: 
 
• Equação de processamento 
𝑥𝑘+1 =  𝐹𝑘+1,𝑘𝑥𝑘 + 𝑤𝑘                      (2.3) 
Onde 𝐹𝑘+1,𝑘 é a matriz de transição, que relaciona o estado 𝑥𝑘 do instante 𝑘 para o 
instante 𝑘 + 1. O ruído de processamento 𝑤𝑘 é tido como aditivo, branco e Gaussiano, 
com distribuição de média zero e covariância dada por  
 
𝐸[𝑤𝑛𝑤𝑘𝑇] =  �𝑄𝑘 𝑝𝑎𝑟𝑎 𝑛 = 𝑘0 𝑝𝑎𝑟𝑎 𝑛 ≠ 𝑘                (2.4) 
Onde 𝑇 representa transposição de matriz. A dimensão do espaço de estado é dada 
por 𝑀. 
 
• Equação de medição 
𝑦𝑘 =  𝐇𝑘𝑥𝑘 + 𝑣𝑘          (2.5) 
onde 𝑦𝑘 representa os dados observáveis no instante 𝑘 e 𝐇𝑘 é a matriz de medição. O 
ruído de medição  𝑣𝑘 é tido como aditivo, branco e Gaussiano, com distribuição de 
média zero e covariância dada por  
 
𝐸[𝑣𝑛𝑣𝑘𝑇] =  �𝑅𝑘 𝑝𝑎𝑟𝑎 𝑛 = 𝑘0 𝑝𝑎𝑟𝑎 𝑛 ≠ 𝑘                (2.6) 
O ruído de medição 𝑣𝑘 não é correlacionado com o ruído de processamento 𝑤𝑘. A 
dimensão do espaço de medição é dada por 𝑁. 
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O problema da filtragem de Kalman, de resolver as equações de medição e processamento 
para um estado desconhecido pode ser formalizado da seguinte maneira: Utilizar todos os 
dados observados, ou seja, os vetores 𝑦1,𝑦2, … ,𝑦𝑘, para encontrar para cada 𝑘 ≥ 1 o mínimo 
erro quadrático médio da estimativa do estado 𝑥𝑘. O problema é designado filtragem se 𝑖 =









Figura 2.7 Diagrama de estados representante de um sistema linear e de tempo discreto dinâmico [4, 
11]. 
2.4 – Agrupamento e Etiquetagem de Componentes  
Extrair e agrupar várias componentes de uma imagem é um passo com relevância na 
deteção de obstáculos. Este processo [18] é aplicado numa imagem binária para agrupar 
pixéis em componentes com base na conetividade dos pixéis. Todos os pixéis numa 
componente possuem o mesmo nível de intensidade (zero ou um; preto ou branco), e estão 
de algum modo conetados. Uma vez que os grupos tenham sido identificados cada pixel é 
etiquetado com um número correspondente à componente a que foi atribuído. O algoritmo 
faz uma procura na imagem, pixel a pixel de cima para baixo e da esquerda para a direita, de 
modo a identificar pixéis adjacentes que partilhem o mesmo conjunto de intensidades 𝑉. 
A etiquetagem de componentes ligados tem duas medidas de conectividade: vizinhança 4; 
e vizinhança 8. Neste projeto será utilizada a vizinhança 4. A etiquetagem é realizada 
analisando a imagem ao longo de uma linha até encontrar um ponto 𝑝, que é o pixel a 
etiquetar a qualquer momento da análise para a qual 𝑉 =  1. Quando isto se verifica, os 
quatro vizinhos de 𝑝 encontrados até ao momento são examinados. Estes vizinhos serão, por 
exemplo, o pixel à esquerda, o acima, e os dois presentes nas diagonais em direção ao topo. 
Posto isto, a etiquetagem de 𝑝 decorre da seguinte forma: 
 
• Se todos os 4 vizinhos forem 0, atribuir uma nova etiqueta a 𝑝. 
• Se apenas um vizinho tem 𝑉 = 1, atribuir a sua etiqueta a 𝑝
Equação de Medição Equação de Processamento 
𝑭𝒌+𝟏,𝒌 𝑽𝒌 
𝑿𝒌+𝟏 
𝑾𝒌 ∑ ∑ 𝑿𝒌 𝒀𝒌 𝒁−𝟏 𝐇𝒌 
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• Se mais do que um vizinho tem 𝑉 = 1, atribuir uma das etiquetas a 𝑝 e anotar 
as equivalências. 
Os pares de etiquetas equivalentes após finalização da análise são organizados em classes de 
equivalência e é atribuída uma única etiqueta a cada classe. Finalmente, é realizada uma 
segunda pesquisa pixel a pixel, em que cada etiqueta é substituída pela etiqueta 




Capítulo 3  
 
Metodologias Desenvolvidas 
Na sequência do que foi referido no Capítulo 1, no presente capítulo são descritas as 
metodologias e os algoritmos desenvolvidos com o propósito de simulação do sistema de 
deteção de obstáculos em ambiente Matlab. 
Nesse sentido, começa-se por uma abordagem panorâmica do sistema que se pretende 
implementar, descendo em seguida aos subsistemas que o compõem e aos seus modelos. 
3.1 – Introdução 
Este trabalho foca-se na deteção e monitorização de obstáculos em ambiente marinho 
recorrendo a sensores de imagem, como câmaras digitais. Isto implica uma quantidade 
considerável de processamento de imagens digitais para que seja possível obter a informação 
computacional necessária. Esta informação, como localização e inclinação da linha de 
horizonte, pode ser facilmente identificada à vista humana. No entanto, não é algo simples 
de identificar através de processamento da imagem.  
Os modelos desenvolvidos estão divididos em duas tarefas principais, a identificação da 
linha de horizonte, e a deteção e classificação de obstáculos. As seguintes secções realçam o 
trabalho desenvolvido nas soluções, ao nível algorítmico. Serão apresentados métodos de 
deteção e avaliação da linha do horizonte, deteção, classificação e monitorização de 
obstáculos. Para alguns problemas foi definida mais do que uma solução. Isto porque o 
ambiente marítimo que engloba estes processos é instável e por conseguinte difícil de prever. 
Tendo isto em conta, e a intenção dos métodos serem implementados em plataformas 
reconfiguráveis, desenvolveram-se soluções que se adaptam melhor a certas circunstâncias, 
ficando depois a cargo de um outro módulo do sistema avaliar os resultados destas soluções e 
decidir qual a configuração que melhor se adapta às condições ambientais em que o veículo 
se encontra. 











Figura 3.1 Diagrama  representativo do sistema global de deteção de obstáculos implementado. 
3.2 – Aquisição de imagem e primeiras considerações 
A aquisição de imagem deverá ser realizada por uma câmara digital instalada no mastro 
do veleiro, com um ângulo que permita, numa situação em que o veleiro se encontra estável, 
encontrar a linha de horizonte aproximadamente no centro da imagem. Os dados adquiridos 
pela câmara encontram-se no formato RGB. 
A deteção de obstáculos e segmentação da informação em imagens digitais é um campo 
amplamente investigado na visão computacional. No entanto, para uma aplicação específica 
como este caso, é necessário estabelecer suposições sobre as quais o trabalho desenvolvido 
assenta. Nos algoritmos a ser apresentados posteriormente considera-se que: 
 
• O topo da imagem corresponde à representação do céu, assim como a 
base corresponde ao mar. 
• A linha do horizonte é uma linha reta que deverá atravessar grande 
parte da imagem. Numa análise frame a frame, esta linha mantem-se 
relativamente constante. 
• Tendo em conta a velocidade com que as frames são capturadas, a 
variação do background da imagem, de frame para frame, não é considerável.  
 
Na figura 3.1 está representado o diagrama de fluxo dos algoritmos implementados. A 
primeira fase adquire a imagem (frame) a partir do ficheiro de vídeo e aplica uma 
Aquisição da imagem  
Transformação de cor para 
espaço L*A*B* 
Identificação da linha de 
horizonte 
Rastreamento dos 
obstáculos detetados na 
sequência de vídeo 
Deteção e classificação de 
obstáculos 
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transformação de cor de modo a que passe a estar representada pelo espaço de cor L*A*B* e 
não em RGB. Isto permite que as diferentes componentes de uma frame sejam mais 
facilmente detetáveis com análise computacional. Após esta fase é realizada a identificação 
da linha de horizonte e a deteção e identificação de obstáculos. Estes processos serão 







 (c)                (d) 
Figura 3.2 (a) - Componente relativa à luminosidade (L*) depois da transformação da imagem original 
para o espaço de cor L*A*B*. (b) - Imagem (a) após erosão. (c) e (d) - Resultados do detetor de arestas 
aplicado nas imagens (a) e (b) respetivamente. 
3.3 – Identificação da Linha de Horizonte 
A fase de identificação da linha de horizonte é uma tarefa comum a aplicações de 
navegação, quer marítima quer aérea, ou a vigilância militar. Usualmente é um passo crucial 
dos algoritmos, isto porque não identificar o horizonte corretamente pode prejudicar os 
resultados de operações posteriores. Existem vários métodos para efetuar este passo 
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[4,12-17], alguns com recurso a deteção de arestas outros com abordagens diferentes.  
Com base nas comparações efetuadas em [4,16] e em testes realizados em simulação, foi 
considerado que a opção mais viável seria um algoritmo baseado em pré-processamento, um 
detetor de arestas de Canny e a transformada de Hough.  
O método utiliza a imagem resultante da transformação de cor já referida, mais 
concretamente a componente relativa à luminosidade, esta imagem passa por um processo de 
erosão e posteriormente é aplicado o operador de Canny. Ao aplicar o detetor de arestas na 
imagem erodida e não na original permite que sejam detetadas as arestas mais relevantes 
que estão verdadeiramente presentes na realidade, e diminuir as hipóteses de identificar 
arestas erradamente devido a ruído. Este processo gera um mapa de arestas semelhante ao 
da Figura 3.2 (d), que de seguida é analisado com a transformada de Hough. Depois da 
análise com a transformada cada linha detetada é representada pela equação: 
 
𝑥 cos𝜃 + 𝑦 sin𝜃 = 𝜌                  (3.1) 
 
onde (𝑥,𝑦) são as coordenadas dos pontos na linha, 𝜃 é o ângulo que representa a rotação da 
linha em relação aos eixos da imagem, e 𝜌 é a distância perpendicular à origem desses eixos. 
Para cada linha são conhecidos os dois pontos correspondentes às extremidades, sendo assim 
possível determinar o comprimento da linha. No passo seguinte é efetuada uma análise às 
linhas resultantes da transformada de Hough para detetar linhas que possam estar 
intersetadas, quer por obstáculos como é visível na Figura 3.2 (a), quer por ruído provocado 
por ondas ou reflexões no mar. Mais concretamente, se existirem dois segmentos de reta com 
os mesmos 𝜃 e 𝜌 mas com pontos extremos diferentes, são unidos num segmento de reta 
único. Nesta fase o tratamento da informação é executado de um modo algo semelhante ao 
apresentado em [17]. O conjunto de linhas candidatas resultante 𝐶 é ordenado por ordem 
descendente de comprimento, sendo o primeiro elemento do conjunto a linha que contem 
mais pixéis. Isto é relevante uma vez que é considerado que a linha de horizonte atravessa 
toda a imagem, ou perto disso, logo é mais provável que esteja entre as linhas candidatas 
mais longas. Normalmente seria de prever que o horizonte fosse representado pela linha 
efetivamente mais longa, mas reflexões no mar ou ondas podem levar a que sejam 
identificadas linhas maiores. Para reduzir a possibilidade de classificações erradas, considera-
se que o horizonte é relativamente estável ao longo do tempo, e mesmo que existam 
variações, estas não serão percetíveis em duas frames consecutivas. 
Cada linha do conjunto 𝐶 é representada por um ponto 𝑃 e o ângulo 𝜃. Considerando duas 
linhas 𝑙1 e 𝑙2 representadas por 𝑃1,𝜃1 e 𝑃2,𝜃, respectivamente, é possível definir a 
desigualdade ℎ entre duas linhas como 
 
           ℎ(𝑙1, 𝑙2) =  𝛼 �|𝑃1 − 𝑃2|� + |𝜃1 − 𝜃2|    (3.2) 




onde 𝛼 é tipicamente 0.5 e denota uma importância relativa de uma diferença nos pontos 
e no ângulo. Os pontos retornados pelo método são únicos para a mesma linha. 
Considerando k imagens consecutivas retiradas do vídeo capturado pela câmara, de tal 
modo que Ck é o conjunto de linhas candidatas para a imagem atual, restringe-se |Cᵢ | a n 
elementos, sendo n o número de candidatos com tamanho suficiente para serem guardados 
em Cᵢ. Para c Є Ck seleciona-se ᴜ Cᵢ|i = 1, 2, … k – 1 de acordo com o valor de h, de modo a 
que as linhas mais semelhantes surjam primeiro. Após este processo é calculada a divergência 
de c e de m do conjunto resultante. O candidato c com a divergência mínima é considerado o 
horizonte, pois linhas semelhantes terão ocorrido frequentemente em imagens anteriores. 
Tendo em conta que o horizonte é tipicamente uma linha perto do centro da imagem, a 
distância ao centro pode ser um parâmetro adicional para avaliar as linhas candidatas. No 
caso de nenhuma linha ser detetada na imagem atual ou se a divergência calculada 
ultrapassar um limite pré-definido, a linha de horizonte da última imagem é adicionada ao 




Figura 3.3 Exemplo de uma situação em que a embarcação oscila e a imagem capturada pela câmara 
tem uma linha de horizonte com um grau de inclinação considerável. 
 
3.3.1 –Solução alternativa para situações em mar aberto 
Como já foi referido anteriormente, o ambiente em que o projeto se insere, mais 
concretamente as condições a que um veleiro pode estar exposto, são bastante imprevisíveis 
e diversificadas. Como tal, não é simples desenvolver soluções ótimas que produzam bons 
resultados para diferentes cenários e condicionantes. Por isso é importante existir um esforço 
para aproveitar o melhor possível o caracter reconfigurável da aplicação que se pretende 
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desenvolver. É usual um veículo autónomo estar munido de aparelhos a partir dos quais se 
consegue obter informação relativamente à sua orientação. No caso de uma embarcação 
marítima, é possível saber se esta se encontra em direção ao mar aberto ou à costa. 
O algoritmo apresentado até agora pode ser aplicado a uma série de situações e 
apresentar bons resultados, mas em algumas é mais falível do que noutras. Um veleiro 
autónomo é por norma um veículo de pequeno ou médio porte. Isso, aliado à natureza da 
embarcação, leva a que por vezes oscile consideravelmente, levando a que as imagens a 
analisar se apresentem inclinadas como no caso da Figura 3.3. Se for considerado que o 
cenário em que o veleiro se encontra é de mar aberto, então o algoritmo pode ser ajustado 
para esta situação concreta, adicionando uma condição de avaliação de uma linha candidata 
a horizonte. Essa condição consiste não só em avaliar o comprimento da linha e a sua 
semelhança com linhas anteriores, mas também a distância perpendicular da linha a um dos 
cantos da imagem. Estando o veículo em direção ao mar aberto, é lógico assumir que a linha 
que se encontrar mais distante da base da imagem é a linha que separa o céu do mar, 
assumindo que o céu é consideravelmente uniforme. Eventualmente poderão surgir linhas 
mais acima devido a ruído, mas estas acabarão por ser desprezadas por não se revelarem 
constantes. Este ajuste melhora a eficácia do algoritmo, mas no entanto foi desenvolvida 


















Figura 3.4 Algoritmo de deteção da linha do horizonte específico para cenários de mar aberto. 
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Esta solução baseia-se no funcionamento do detetor de limites de Canny e o seu 
algoritmo está representado na Figura 3.4. Como já foi referido no Capítulo 2, o método de 
Canny encontra arestas procurando por máximos locais do gradiente, sendo este calculado 
pela derivada de um filtro Gaussiano. Neste algoritmo é utilizada a imagem erodida da 
componente L resultante do pré-processamento, e a esta é efetuada uma análise 
relativamente à informação das suas colunas. Com um determinado intervalo é realizado um 
processamento ao nível dos pixéis, coluna a coluna. A estes pixéis é aplicado um filtro passa-
baixo para reduzir o ruído de pequenas transições. Também são filtradas as transições 
correspondentes às bordas que contêm sempre grandes quantidades de ruído. São então 
analisadas as transições mais acentuadas ao nível da derivada do resultado atual ilustrado na 
Figura 3.5, com particular interesse em detetar a primeira transição brusca. Se a análise da 
coluna for conduzida do topo para a base da imagem, a primeira transição relevante deverá 
corresponder à linha de horizonte. Para cada coluna analisada, quando a primeira transição é 
detetada, as coordenadas do pixel correspondente são registadas. No final desta etapa o 
resultado deverá consistir num conjunto de pontos (pixéis) pertencentes à linha do horizonte. 
Para obter uma aproximação da reta que passa pelos pontos aplica-se uma regressão linear ao 
conjunto de modo a encontrar a equação da mesma. Para além desta estimativa, a regressão 
linear permite também descartar quaisquer pontos que tenham sido erradamente incluídos no 
conjunto devido a transições bruscas na intensidade dos pixéis detetadas antes da transição 
correspondente ao horizonte. Estes erros podem ser causados por presença de obstáculos 




Figura 3.5 Gráfico representante dos valores dos pixéis de uma certa coluna, após filtragem. 
x 
y 
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3.4 – Deteção e Classificação de Obstáculos 
Uma outra componente do sistema desenvolvido foi o algoritmo responsável pela deteção e 
classificação de obstáculos. Partindo de uma das componentes de cor do pré-processamento, 
este módulo tem a tarefa de identificar os elementos que não pertencem ao céu nem ao mar, 
verificar se estes se encontram à superfície marítima ou se pertencem à costa, e classificar os 
objetos que são potenciais obstáculos ao percurso do veleiro. Uma primeira fase deste 
processo pode ser executada paralelamente à deteção da linha de horizonte pois são 
independentes. No entanto, a partir de certo ponto, a informação relativa à posição da linha 
de horizonte é necessária para o processo prosseguir. O esquema do algoritmo está 



















Figura 3.6 Diagrama representativo do funcionamento do algoritmo de deteção e classificação de 
obstáculos. 
 
Inicialmente é realizada uma operação que combina as duas componentes de cor A* e B* 
da imagem no espaço L*A*B*. Estas componentes são uma representação da cor da imagem 
original que tenta aproximar a perceção da visão humana, e deixam bastante percetíveis 
quais os objetos da imagem que sobressaem do fundo. No entanto, podem ser perturbadas 
por ruído e ter pouca definição e, por isso, é aplicado um esbatimento com o objetivo de 
Combinação das componentes 
de cor A* e B* da frame atual 
Esbatimento da imagem 
Aplicar limite de intensidade e 
descartar todos os pixéis com 
intensidade inferior 
Aplicar dilatação 
Etiquetagem dos grupos de 
pixéis restantes 
Determinar dimensões das 
caixas delimitadoras e unir 
caixas que se intersetam 
Avaliar distância e posição em 
relação à linha de horizonte 
Organizar informação dos 
obstáculos num vetor 
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eliminar quaisquer pequenas características da imagem ou áreas indefinidas, resultando numa 
imagem como que desfocada. Assim é possível tornar o céu e o mar ainda mais uniformes, 
permitindo que os restantes elementos da imagem se destaquem, como é visível na Figura 
3.7. O procedimento que resulta no esbatimento consiste em, para uma área pequena de 
pixéis, em forma de quadrado por exemplo, calcular a média do valor dos pixéis e substituir 
cada pixel do quadrado por esse valor.  
 
 
Figura 3.7 Imagem resultante do esbatimento da combinação das componentes A* e B*. 
 
Figura 3.8 Resultado da filtragem ao nível da intensidade aplicada à imagem 3.7 (depois da dilatação). 
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Como o pretendido é extrair o que não pertence a céu ou mar, é definido um limite de 
intensidade entre 90% a 95% do valor mais alto (mais claro) dos pixéis da imagem esbatida. 
Todos os pixéis com um valor superior a esse limite são colocados a 255 (branco) e os 
restantes a zero (preto), resultando numa imagem como a representada na Figura 3.8. Por 
vezes nem todos os pixéis correspondentes a um objeto têm valor suficiente para serem 
colocados a 255, por isso as partes brancas da imagem resultante podem ser mais pequenas 
do que a representação do objeto real na imagem original. Para contornar esta situação é 




Figura 3.9 Exemplo de obstáculo e a caixa circundante que o representa no algoritmo. 
O próximo passo corresponde a atribuir uma etiqueta a cada grupo de pixéis brancos 
distinto aplicando um processo de etiquetagem semelhante ao descrito no Capitulo 2. Este 
processo resultará numa matriz da dimensão da imagem, em que onde existiam os conjuntos 
de pixéis brancos conectados pelo menos a 4 outros pixéis brancos, passa a constar um 
número correspondente à etiqueta desse conjunto. Pixéis que não estejam conectados a pelo 
menos outros 4 pixéis são desprezados. A etiquetagem atribui números aos conjuntos de 
forma ascendente começando no um. Assim sendo, sabendo qual o número mais alto 
atribuído como etiqueta, também se conhece quantos objetos foram identificados na 
imagem. É então criado um vetor de obstáculos, sendo que cada um é descrito pelos valores 
máximo e mínimo em 𝑥,𝑦 relativamente ao conjunto de pixéis respetivo, à área da sua caixa 
delimitadora e à sua distância à linha do horizonte. A caixa delimitadora de cada obstáculo é 
um retângulo com as dimensões máximas e mínimas em 𝑥,𝑦 referidas, que confina os pixéis 
correspondentes, como é percetível na Figura 3.9. Caixas que se intersetem são unidas numa 
só. Para avaliar qual é o obstáculo mais próximo do veleiro é calculada a sua distância à linha 
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de horizonte. Isto porque para imagens em que esta linha seja horizontal poderia ser 
calculada a distância do obstáculo à base da imagem para avaliar qual se encontra mais 
próximo do veículo. No entanto, se a linha tiver inclinação, o obstáculo mais próximo da base 
pode não corresponder ao mais próximo do veleiro. Deste modo, o obstáculo que se encontre 
mais distante da linha de horizonte é considerado o mais próximo do veleiro, desde que se 
encontre abaixo desta linha. Os obstáculos encontrados acima da linha do horizonte são 
considerados costa e são desprezados se existirem outros abaixo da linha, pois a prioridade 
será evitar os mais próximos. Numa situação em que só existam obstáculos considerados 
costa, a distância destes ao veleiro é calculada pela distância do obstáculo à linha do 
horizonte somada à distância da linha de horizonte à base ou a um dos cantos da imagem, 
conforme a inclinação da linha. No entanto, se existir informação que garanta que o veleiro 
se encontra direcionado para o mar aberto as considerações já são diferentes. Ao contrário 
do que acontece quando se encara a linha de costa, em que o veleiro corre o risco de 
embater em elementos costeiros, quando está em mar aberto todos os obstáculos que 
estejam acima da linha de horizonte ou que a intersetem consideram-se demasiado distantes, 












Figura 3.10 Gráficos exemplificativos da distância que se pretende calcular entre o obstáculo e a linha 
do horizonte. 
O cálculo da distância (em pixéis) de um obstáculo à linha do horizonte não é linear, 
principalmente porque a inclinação da imagem pode variar consideravelmente. Como o 
pretendido é determinar a distância do ponto mais distante pertencente ao obstáculo, a 
inclinação influencia qual o ponto relevante como se pode constatar nas Figuras 3.10. Por 
esta razão é calculada uma aproximação da distância da base da caixa ao horizonte. Esta 
aproximação corresponde à soma da distância perpendicular do centro da caixa circundante à 
linha do horizonte, com metade da altura da caixa. Deste modo o cálculo da aproximação 
pode ser aplicado para qualquer caso. 
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A saída deste módulo é o vetor com todos os dados calculados para os obstáculos 
identificados. A precisão desses dados é baseada na correspondência desses dados com os 
dados do obstáculo na imagem original. A avaliação destes resultados será apresentada no 
Capitulo 4. 
3.5 – Métodos de análise em vídeo 
Todos os passos referidos até ao momento são executados de modo a diminuir o máximo 
possível a probabilidade de ocorrerem falhas nos algoritmos desenvolvidos. Contudo, algumas 
fases dos algoritmos são suscetíveis de criarem erros e resultados incorretos. Existem vários 
fatores que podem induzir esses erros. Ondas ou espuma no mar podem levar à deteção de 
várias arestas indesejáveis e consequentemente à identificação errada da linha do horizonte 
como é verificado na Figura 3.11. Um erro neste passo tem grande probabilidade de levar a 
erros na identificação e classificação obstáculos. A deteção de obstáculos também é afetada 
pela presença das ondas, espuma e reflexões no mar, ou pássaros e nuvens no céu, que na 
eventualidade de prevalecerem aos métodos de filtragem podem ser identificados como 
obstáculos. A luminosidade proveniente do sol e as diferentes tonalidades que pode provocar 
na água também pode levar a falhas como se pode observar na figura 3.12. A qualidade da 
imagem original e a sua influência no resultado do seu tratamento com as componentes de 
cor e esbatimento, é outro fator que poderá dar origem a classificações erradas.  
De modo a contornar estas inconsistências, pode ser utilizada informação dos sensores 
presentes na embarcação, bem como informação obtida dos ficheiros de vídeo. Em relação à 
identificação da linha de horizonte, este processo pode ser melhorado se o algoritmo tiver em 
conta a inclinação lateral da embarcação. Ao considerar este ângulo de inclinação é 
expectável que a linha de horizonte possua um ângulo 𝜃 semelhante. Deste modo é possível 
filtrar linhas detetadas com 𝜃 diferentes. É também possível simplificar a utilização da 
transformada de Hough, limitando os valores de 𝜃 que são considerados relevantes. O ângulo 
da linha de horizonte identificada no final do algoritmo é também comparado com o ângulo 
de inclinação do veleiro. Na eventualidade de não existir correspondência, o sistema deve 
reconfigurar os parâmetros utilizados para a avaliação das linhas até que a linha considerada 
horizonte tenha um ângulo semelhante ao da inclinação da embarcação.  
Para melhorar a eficácia na deteção e identificação de obstáculos é utilizada a 
informação extraída do ficheiro de vídeo de forma algo semelhante com a apresentada em 
[4]. Aqui é tido em conta que um objeto presente na frame corrente deverá estar presente 
na seguinte, numa vizinhança próxima da localização atual. Para além da posição, o tamanho 
do obstáculo também deverá mostrar consistência de frame para frame. Se forem registadas 
alterações consideráveis nestes parâmetros, pode ser considerado que foi detetado um falso 
positivo, e a informação que o originou deve ser ignorada. Pode acontecer o oposto, com a 
totalidade ou parte do obstáculo a serem ocultas por outras componentes da imagem. Como 
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por exemplo, parte de um navio pode ser ocultada por uma onda ou por um objeto flutuante 
mais pequeno. Isto levaria a uma localização e identificação erradas do obstáculo. 
Para combater estes problemas é executado um rastreamento nas frames do vídeo. Para 
efetuar este rastreamento é necessário ter presente o conceito de estado e observação de 
um objeto. Estes conceitos estão relacionados com o tempo. O estado dos objetos representa 
a sua posição real no ambiente em que se encontra num instante de tempo específico, ou 
numa frame 𝑡. A observação ilustra a localização do objeto detetada algoritmicamente. Com 
várias observações consecutivas é possível aproximar a localização e o comportamento 
relativamente ao estado do objeto. Assim é possível prever o próximo estado de um objeto 
com base numa série de observações. Quando a previsão corresponde à deteção real, o 
rastreamento do objeto é considerado bem-sucedido. O processo de rastreamento permite 
lidar com falsos positivos e deteções falhadas devido a oclusões. No caso do histórico 
comportamental do objeto não suportar o cálculo da sua posição, então a deteção do objeto 
na frame atual pode ser descartada. No caso de o objeto não ser detetado na frame corrente 
mas o seu histórico demonstrar um comportamento consistente, a sua presença é considerada 
mesmo que o algoritmo de deteção não o confirme. 
O filtro de Kalman, descrito no Capítulo 2, foi utilizado para implementar o rastreamento 





Figura 3.11 Exemplo de falha na identificação da linha de horizonte devido à presença de espuma. 
  





Figura 3.12 Exemplo de falha na identificação da linha de horizonte devido a diferentes intensidades e 
tonalidades no mar. 
 
3.5.1 –Utilização do Filtro de Kalman 
Para efetuar o rastreamento dos obstáculos são definidos dois filtros, um relativo à 
posição do canto superior esquerdo da caixa envolvente que representa o obstáculo, e outro 
relativo à altura e largura da caixa. Com estes valores é possível determinar os restantes 
parâmetros que caracterizam um objeto, referidos na secção 3.3. Cada um dos filtros tem 
como objetivo rastrear o comportamento das duas variáveis. São definidas duas variáveis 
auxiliares para cada filtro descrevendo a velocidade a que as variáveis principais se alteram. 
As equações 3.3 e 3.4 representam a implementação do filtro de Kalman para rastreamento 
visual. A matriz de transformação em 3.3 estabelece a relação entre as variáveis principais e 
auxiliares, correspondente à frame atual e à seguinte. Nesta relação está presente a natureza 
linear do movimento do objeto modelado. A variável auxiliar ∆𝑥𝑘 é a variável auxiliar que 
corresponde à quantidade em que o valor previsto do próximo estado 𝑘 + 1, de uma variável 
principal, difere do estado anterior 𝑘, sendo 𝑥𝑘+1 =  𝑥𝑘 + ∆𝑥𝑘. A matriz de medição em 3.4 


















� =  �1 0 00 1 0 00�  � 𝑥𝑘𝑦𝑘∆𝑥𝑘
∆𝑦𝑘
� + 𝑣𝑘         (3.4) 
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Nas equações apresentadas 𝑥 e 𝑦 representam variáveis principais, sendo ∆𝑥 e ∆𝑦 as 
variáveis auxiliares. As variáveis 𝑤𝑘 e 𝑣𝑘 representam o ruído do estado e da medida, 
respetivamente. 
Este filtro pode tolerar grandes discrepâncias, usualmente dadas por oclusões em visão 
computacional. Se um objeto rastreado não é encontrado numa certa vizinhança do estado 
previsto, é considerado que o obstáculo está escondido e por conseguinte a correção da 
medida não será realizada, recorrendo apenas à previsão.  
O algoritmo implementado para rastrear os obstáculos é baseado no algoritmo Multiple 
Hypothesys Tracking e na sua implementação apresentada em [4], com algumas 
modificações. São realizadas iniciações de rastros, continuação e terminação para o 
obstáculo que se encontra mais próximo do veleiro. Isto porque tendo em conta o contexto 
em que o veleiro se encontra, a tarefa prioritária será evitar a colisão com o obstáculo mais 
próximo. O diagrama ilustrado na Figura 3.13 ilustra o algoritmo utilizado para este processo. 
Inicia-se com uma análise, para a frame atual, do histórico dos objetos rastreados 
anteriormente. Com base no histórico prevê a possível localização e dimensões da caixa 
circundante, utilizando um filtro de Kalman linear semelhante ao já descrito. Independente 
deste processo, a frame atual é sujeita ao algoritmo de deteção e classificação de obstáculos 
descrito na secção 3.3. Os parâmetros dos obstáculos detetados resultantes são comparados 
com as previsões realizadas. Os rastros que possuem o obstáculo encontrado na proximidade 
da localização prevista são atualizados de modo a refletir a deteção atual. Rastros que não 
receberam informação que permita confirmar a presença do obstáculo na frame atual, 
recorrem às previsões no lugar dos dados da deteção para evitar possíveis erros provocados 
por oclusões. Rastros são iniciados para obstáculos que entram na frame ou quando se dá 
início à sequência de vídeo. Os rastros são terminados quando os obstáculos deixam a frame 
ou quando o seu rastro não é suficientemente longo. Os obstáculos só devem ser considerados 
para sistemas de anti colisão se o seu rastro possuir um histórico substancial. 
Para associar objetos detetados a rastros são definidas duas tolerâncias relativas à 
posição do canto superior esquerdo da caixa circundante e à sua largura e altura. É verificado 
qual o objeto mais próximo do rastro, e se a diferença entre os dois parâmetros referidos for 
inferior à tolerância, então o obstáculo é atribuído ao rastro. 
Um rastro para um novo obstáculo é iniciado se obstáculo não pertencer a nenhum rastro 
e se o rastro do obstáculo mais próximo das frames anteriores não mostrar consistência para 
ser continuado. Esta iniciação simples pode levar a falsos positivos, mas estes serão 
descartados rapidamente se não demonstrarem consistência nas frames posteriores. 
  

















Figura 3.13 Diagrama representante do algoritmo utilizado para o rastreamento de obstáculos em vídeo
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Capítulo 4  
 
Simulação e Resultados das Metodologias 
A presente secção do documento destina-se a expor os resultados obtidos, 
provenientes da simulação das estratégias delineadas no Capitulo 3, assim como a respetiva 
análise e principais conclusões. Recorrendo a amostras reais foram realizados vários testes ao 
longo do desenvolvimento computacional em ambiente Matlab. 
4.1 – Introdução 
Avaliar a performance da deteção de obstáculos em veículos marítimos é uma tarefa 
relativamente subjetiva, uma vez que é difícil garantir se a deteção foi cumprida ou não. 
Posto isto, os métodos utilizados para avaliar o desempenho são uma peça importante para 
qualquer sistema semelhante, devendo ser definidos de modo a determinar o sucesso ou o 
insucesso dos algoritmos, descrever eficientemente os resultados e conduzir a futuras 
melhorias.  
Neste projeto a simulação recorreu a um conjunto de vídeos recolhidos em ambiente 
marítimo para serem utilizados como amostra. Deste modo, é possível executar testes com 
base em situações reais. 
A precisão dos algoritmos desenvolvidos neste trabalho é avaliada comparando os 
resultados destes com os dados reais. Para isto é necessária uma análise aos dados reais, de 
modo a registar quais os resultados esperados na deteção da linha de horizonte e dos 
obstáculos, determinando a taxa de sucesso dos algoritmos correspondentes. Foram 
selecionadas várias amostras representantes de diferentes cenários reais, com o objetivo de 
avaliar a flexibilidade dos algoritmos. Com a variedade de cenários é possível testar também 
vários casos distintos e várias componentes do sistema, ou até mesmo compará-las, como no 
caso das duas soluções apresentadas para a deteção da linha de horizonte. 
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4.2 – Dados Utilizados em Simulação 
Para conseguir avaliar a performance dos algoritmos é necessário possuir dados com que 
se possam comparar os resultados obtidos. Estes dados são obtidos através de uma análise às 
amostras de vídeo recolhidas, em que se define quais são os resultados corretos esperados. 
Neste projeto foram selecionadas 6 amostras de vídeo representantes dos cenários ilustrados 
na figura 4.1 e resumidos na tabela 4.1. 
 
      
(a) Cenário 1          (b) Cenário 2 
 
      
(c) Cenário 3          (d) Cenário 4 
 
      
(e) Cenário 5          (d) Cenário 6 
 
Figura 4.1 Frames escolhidas aleatoriamente dos seis cenários analisados. 
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Tabela 4.1 — Descrição breve dos cenários analisados. 
Cenário Breve descrição 
1 
Cenário de costa com vários elementos acima da linha de horizonte. Um 
obstáculo atravessa a frame intersetando a linha de horizonte. 
2 
Cenário de mar aberto com dois obstáculos presentes na frame e ambos 
intersetam a linha de horizonte. 
3 
Cenário de mar aberto com inclinação. Um obstáculo na frame com o mastro a 
intersetar o horizonte. 
4 
Cenário de mar aberto com transições de tonalidade no mar bem identificáveis. 
A transição céu-mar encontra-se ligeiramente indefinida. Uma boia com 
bandeira branca presente no mar. 
5 
Cenário de mar aberto com inclinação. O céu encontra-se cinzento e existe 
uma elevada quantidade de reflexões no mar. Denota-se também alguma 
ondulação na base da imagem. 
6 
Cenário de costa com céu nublado. Presença de uma boia de sinalização 
vermelha, ondulação e espuma. Possibilidade de oclusão da boia. 
 
4.2 – Identificação da Linha de Horizonte 
Os resultados do algoritmo de deteção da linha de horizonte foram comparados com 
dados verificados manualmente partindo das amostras de vídeo correspondentes aos seis 
cenários apresentados. Para cada cenário foram anotados os resultados corretos para um 
certo número de frames para posterior comparação com os resultados do algoritmo. A tabela 
4.2 sumariza os valores obtidos com o algoritmo baseado na transformada de Hough e no 
detetor de arestas de Canny. De salientar que a identificação de uma linha de horizonte pelo 
algoritmo é considerada correta se a linha for semelhante e se encontrar na vizinhança dos 
resultados esperados anotados previamente. Por exemplo, a linha identificada na figura 4.2 é 
considerada correta quando a verdadeira linha de horizonte se encontra ligeiramente mais 
acima. 
Como seria de esperar os melhores resultados deram-se aquando da simulação com os 
cenários 2, 4 e 6, com uma taxa de deteção do horizonte de 78%, 88% e 71% respetivamente. 
Isto porque são os cenários em que a linha de horizonte está mais estável durante o tempo e 
o ruído é praticamente inexistente. O cenário 6 tem o resultado mais baixo destes três 
porque possui costa e espuma, que aumentam a probabilidade de identificações erradas. Os 
cenários 1, 3 e 5 registaram resultados inferiores. No cenário 1 a principal causa terá sido o 
elevado número elementos presentes na costa que levam a identificações erradas. Nos casos 
3 e 5 o fator da inclinação e da instabilidade da imagem provocam resultados incorretos, com 
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a agravante de elevada presença de reflexões, o que resultou na taxas mais baixas do 
conjunto de cenários, com 61% e 52% respetivamente. 
 
Figura 4.2 Exemplo de linha de horizonte detetada considerada correta, apesar de não coincidir 
exatamente com a real. 
Tabela 4.2 — Resultados dos testes efetuados ao método de identificação do horizonte para cada 
cenário, incluindo o número total de frames, o número de frames para as quais foi identificada pelo 
menos um segmento de reta, e o número de linhas de horizonte identificadas corretamente. 
Cenário 
Número total de 
frames analisadas 
Frames onde foram 
identificados 
segmentos de reta 




1 210 210 134 
2 240 240 189 
3 274 274 166 
4 144 144 126 
5 184 184 96 
6 172 172 122 
 
4.2.1 –Solução alternativa 
 
Como apresentado na secção 3.2.1, foi também desenvolvida uma solução alternativa 
para a deteção do horizonte. Esta aplica-se a casos específicos em que o veleiro enfrenta 
cenários de mar aberto. Resumidamente, o método efetua uma análise a um determinado 
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número de colunas, procurando para cada uma o ponto onde se dá a transição céu-mar. O 
conjunto de pontos resultante é então aproximado a uma reta com recurso a uma regressão 
linear. Na tabela 4.3 estão presentes os resultados desta solução para os cenários 2, 3, 4 e 5. 
 
Tabela 4.3 — Resultados dos testes efetuados ao método alternativo de identificação do horizonte para 
cada cenário, incluindo o número total de frames, o número de frames para as quais foi identificada 
pelo menos um segmento de reta, e o número de linhas de horizonte identificadas correctamente para 
diferentes valores de colunas analizadas. 
Cenário 
Número total de 
frames analisadas 
Frames onde foram 
identificados 
segmentos de reta 
Frames onde o horizonte 
foi identificado 
corretamente (para 𝒏 
colunas) 
𝒏 = 𝟏𝟎 𝒏 = 𝟐𝟎 𝒏 = 𝟓𝟎 
2 120 120 70 76 82 
3 130 130 120 122 126 
4 120 120 101 108 116 
5 90 90 81 86 88 
 
No que diz respeito a cenários em mar aberto os resultados melhoraram 
consideravelmente, exceto no cenário 2. Isto acontece devido a vários fatores. O primeiro 
está relacionado com a tonalidade semelhante entre o céu e o mar nas proximidades da linha 
de horizonte. Como mais abaixo a tonalidade do mar escurece, isto provoca que a transição 
detetada seja aqui e não no horizonte. As transições entre o céu e os obstáculos também irão 
prejudicar a estimação da regressão linear. Apesar disto, nos restantes cenários registou-se 
uma melhoria de resultados, com destaque para os cenários 3 e 5. Naturalmente os 
resultados são melhores quando se analisam mais colunas, pois serão detetados mais pontos 
de transição céu-mar que levarão a uma melhor aproximação da reta com a regressão. 
4.3 – Avaliação da Deteção de Obstáculos 
 
A deteção e classificação de obstáculos é mais complexa de avaliar do que a deteção do 
horizonte. Se for considerada a avaliação numa imagem, apenas é necessário a localização 
espacial dos obstáculos, enquanto que em vídeo existe a necessidade de combinar as 
dimensões espaciais e temporais conduzindo a processos de rastreamento frame a frame. Por 
questões de simplicidade, os obstáculos são representados por caixas circundantes e estas 
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encontram-se orientadas de modo a que as suas arestas estejam paralelas aos eixos do plano 
das imagens. 
 
4.3.1 –Performance do Algoritmo em Imagens Singulares 
 
A tabela 4.4 contém resultados da deteção de obstáculos de forma semelhante à da 
secção anterior, ou seja, não foi avaliada a qualidade da detecção, mas sim se ela existe ou 
não. Nesta fase, foi apenas avaliada a deteção ao nível do espaço, não considerando análises 
temporais de frame para frame. Ou seja, cada imagem foi analisada individualmente. Na 




Figura 4.3 Obstáculo detetado assinalado pela caixa envolvente correspondente. 
Tabela 4.4 — Resultados dos testes efetuados ao método detecção e classificação de obstáculos para os 
cenários que possuem obstáculos, incluindo o número total de frames, o número obstáculos a detetar 
para cada cenário, o número total de deteções e o número detecções corretas. 
Cenário 








1 100 2 240 63 
2 83 2 138 116 
3 90 1 90 83 
4 90 1 116 90 
6 110 2 173 91 
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Analisando a tabela 4.4 é percetível que ocorrem falhas em todos os cenários. No cenário 
1 seria de esperar que os elementos na costa fossem identificados como obstáculos ou mesmo 
apenas um obstáculo correspondente à costa (nesta fase obstáculos acima da linha de 
horizonte ainda não são desprezados). No entanto, é frequente identificar vários obstáculos 
para o mesmo elemento, quer estes sejam a costa ou a embarcação presente como é visível 
na figura 4.4(a). A embarcação não se destaca do plano de fundo com evidência, e isso 
dificulta a deteção. 
Os resultados obtidos com o cenário 2 são consideravelmente mais positivos, isto porque 
os dois obstáculos brancos se destacam bem do fundo da imagem. As falhas ocorridas devem-
se ao facto de que a certo momento o obstáculo da esquerda perde luminosidade, 
provavelmente devido a uma nuvem, e a sua tonalidade aproxima-se do cinzento não se 
destacando tanto do fundo como anteriormente, e por conseguinte não é detetado. Como se 
pode verificar na figura 4.4(b), o obstáculo da esquerda sobressai mais do fundo do que o na 
figura 4.4(c).  
Para o cenário 3 os resultados são bastante positivos, uma vez que se registaram apenas 
alguns erros mínimos. Em certos instantes, a deteção existe mas as dimensões do objeto 
detetado foram consideradas demasiado inferiores em relação ao obstáculo para 
corresponderem a uma deteção correta. Este caso pode ser verificado comparando as 
deteções das figuras 4.4(d) e 4.4(e). 
Os testes para o cenário 4 geraram também bons resultados. A boia branca foi detetada 
corretamente em todas as frames, mas ocorreram umas deteções esporádicas da bandeira e 
de uma zona particular do céu. Esta zona encontra-se entre o mar e grande parte do céu que 
tem cor azul. Nesta zona particular denota-se a presença de nuvens com uma tonalidade 
diferente do mar e do céu restante, levando a deteções erradas como a exemplificada na 
figura 4.4(f). 
Para o cenário 6 os resultados obtidos são satisfatórios. A boia vermelha, devido à sua cor 
vivida, sobressai do plano de fundo e, como tal, foi identificada em grande parte das frames. 
Não é detetada num maior número de frames porque, por vezes, é ocultada por ondas ou 
espuma. A espuma também é erradamente identificada como obstáculo em algumas frames. 
Seria de esperar que a costa também fosse detetada. Isto acontece numa boa percentagem 
das frames, mas nunca como um objeto só, e sim como ilustrado na figura 4.4(g). 
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   (a)                            (b) 
 
          
  (c)                            (d) 
 
           
  (e)                           (f) 
 
  (g) 
Figura 4.4 Exemplos de deteções obtidas em simulação. 
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4.3.2 –Performance do Algoritmo em Sequências de Vídeo 
 
A performance da deteção de obstáculos em vídeo foi realizada com os cenários 1, 2, 3, 4 
e 6. Os testes foram conduzidos do mesmo modo do que para os testes realizados a imagens 
separadamente, relativamente às deteções dos obstáculos. Relativamente ao rastreamento 
foi tido em consideração: 
 
• O rastreamento é aplicado apenas ao obstáculo mais próximo, uma vez que se 
considerou que o mais prioritário para o veleiro é evitar colidir com o obstáculo mais 
próximo. 
• A variação válida da localização e dimensões da caixa envolvente é obtida a partir da 
matriz covariância do vetor de estado. A deteção de um obstáculo numa frame é 
confirmada se estiver dentro do intervalo de validação para a localização e dimensões 
da caixa da medida anterior. 
• Se um obstáculo não tiver sido detetado numa frame a previsão é utilizada como a 
medição atual de modo a prosseguir o rastreamento. 
• Se um rastro não tiver correspondência três vezes, é eliminado e inicia-se um novo 
com os dados do obstáculo mais próximo encontrado na frame atual. 
• Se um rastro tiver correspondência mais de 4 vezes seguidas, o contador do número 
de falhas é colocado a zero.  
 
Tabela 4.5 — Resultados dos testes efetuados à deteção de obstáculos em sequências de vídeo, 
incluindo o número total de frames, número de obstáculos a detetar, número total de deteções, 
número de deteções corretas. 
Cenário 








1 80 2 253 93 
2 83 2 156 148 
3 90 1 90 88 
4 90 1 116 90 
6 110 2 192 110 
 
Ao analisar os resultados verifica-se que, como seria de esperar, a utilização do 
rastreamento em vídeo melhora a eficácia da deteção. Essa melhoria denota-se com mais 
significância nos cenários 1, 2, e 6, onde a variação de posição dos objetos e o número de 
oclusões é maior. Graças ao rastreamento, falhas devido a estas causas são evitadas, como 
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por exemplo quando a boia no cenário 6 é ocultada por uma onda, a sua deteção ainda 
acontece pois o seu rastro tem um histórico longo e consistente.  
  
Capítulo 5  
 
Arquitetura e Requisitos de 
Implementação 
Os módulos descritos na secção 3, desenvolvidos e testados em ambiente Matlab, foram 
elaborados com o propósito de serem futuramente implementados em soluções de tempo 
real, recorrendo a hardware dedicado. Esta implementação ficaria depois responsável por 
alimentar algoritmos de planeamento de rotas, mais concretamente a vertente de sistemas 
anti colisão. Neste capitulo são estudados os requisitos que seriam necessários para 
implementar tarefas críticas dos algoritmos desenvolvidos, em plataformas com FPGAs. Estas 
plataformas possuem uma maior capacidade de processamento de informação do que os 
processadores convencionais. Esta capacidade permite utilizar esquemas de deteção 
computacionalmente mais exigentes sem perder performance a nível temporal. De seguida 
será feita uma apresentação de um possível sistema para a implementação referida. 
 
5.1 – Visão Geral 
O esquema de uma possível arquitetura do sistema pode ser visualizado na figura 5.1, 
com o hardware dedicado em maior detalhe na figura 5.2. A câmara digital recolhe 
informação de vídeo e passa à FPGA o sinal digital que contém informação das imagens 
reocolhidas, frame a frame. Considera-se que cada imagem terá a resolução de 720x576. Os 
sensores presentes na embarcação fornecem dados como a inclinação lateral e longitudinal 
da embarcação, ou se o veleiro se encontra na direção da costa ou do mar aberto (GPS). O 
bloco de hardware dedicado começa por subamostrar a imagem de modo a diminuir a 
resolução desta para metade e apenas a transmitir informação a uma cadência de cinco em 
cinco frames. No contexto em que o veleiro se encontra considera-se que esta resolução e 
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cadência será suficiente para determinar grosseiramente se existem obstáculos nas imagens 
subamostradas. Se isto se verificar, então o bloco de deteção realimentará um multiplexador 
existente no bloco de subamostragem de modo a que enquanto existir informação relevante 
nas imagens, a resolução e a cadência são as originais. Isto permitirá ao sistema poupar 
recursos em alturas em que o veleiro não encontra obstáculos pela sua frente, o que não 
justifica correr os algoritmos de deteção para todas as frames. 
O bloco de deteção de obstáculos engloba todas as operações necessárias para 
implementação dos algoritmos descritos na secção 3. Será sem dúvida a componente que 
utilizará mais recursos da FPGA. No entanto, existem várias tarefas independentes que 
podem ser executadas simultaneamente, realizando assim uma utilização inteligente dos 
recursos. Se a frequência de relógio for 100 MHz e admitirmos que os sinais de entrada da 
FPGA têm uma frequência de amostragem de 100 kHz, então existem 1000 ciclos de relógio 





























































Figura 5.3 Bloco correspondente ao detetor de obstáculos, em maior detalhe. 
5.2 – Estudo de Possível Implementação 
Para avaliar a possibilidade de implementação dos algoritmos é necessário compreender 
de que modo é que os cálculos dos algoritmos apresentados podem ser realizados numa 
arquitetura computacional dedicada. Na figura 5.3 está representada a cadeia de algoritmos 
descritos na secção 3. Aqui é importante verificar a possibilidade de realizar várias tarefas 
em paralelo. Para avaliara a exequibilidade do sistema selecionou-se então o cálculo da 
transformada de Hough uma vez que é uma das componentes mais críticas e pesadas 
computacionalmente, o que significa que os requisitos computacionais para este cálculo serão 
possivelmente suficientes para a maioria dos cálculos dos algoritmos. Como foi descrito na 
secção 2.2 a transformada calcula uma matriz H(𝜃,𝜌) , onde em cada célula é guardado o 
valor acumulado dos votos. Este cálculo será a base da nossa análise. Se considerarmos que 
existe informação dos sensores acerca do grau de inclinação lateral da embarcação, e que 
esta nos diz que as linhas de interesse estão entre os (−10,10) graus significa que temos 
𝜃 = [0; 20]. Para o cálculo da função 𝑥 cos𝜃 + 𝑦 sin𝜃 = 𝜌 são necessários dois multiplicadores 
e um somador. O valor máximo de 𝜌 para uma resolução de 360x288 é 460. Ou seja, se 
consideramos que os valores acumuladores podem ir até valores representados por 9 bits, 
 42  Arquitetura e Requisitos de Implementação  
 
necessitamos de uma memória de 20x460x9 1k x 9bits para um dos ângulos de interesse. Se 
forem realizados cálculos em simultâneo, digamos para 10, teríamos 10 x 1k x 9bits. Seriam 
aproximadamente 100k a utilizar a cada um dos vinte ângulos de interesse, o que necessitaria 
de 2M por frame. Se a frequência de relógio for 100 MHz, é possível realizar este cálculo para 
50 frames por segundo, o que é um resultado que confirma a possibilidade de implementação 
do sistema. 
 Capítulo 6  
 
Conclusões 
Com esta dissertação ficou demonstrado que é possível desenvolver soluções para 
deteção de obstáculos em cenários marítimos, com base em processamento de imagem. 
Recorrendo a visão computacional obtiveram-se resultados encorajadores em ambiente 
Matlab. 
 
Os métodos de processamento de imagem como a transformada de Hough e o detetor de 
arestas de Canny, possuem grande utilidade para aplicações com o objetivo de identificar 
características e componentes em imagens, como foi o caso num dos algoritmos 
desenvolvidos para identificar linhas de horizonte. Este algoritmo mostrou-se fiável para 
situações onde a linha de horizonte se encontra bem definida, em cenários com uma 
luminosidade constante e pouca oscilação lateral do veleiro. Já o método alternativo 
apresentado demonstrou melhores resultados, uma vez que foi desenvolvido para uma 
situação específica. 
 
A deteção e classificação de obstáculos foram bem-sucedidas no geral. Em determinados 
cenários os resultados ficaram aquém do esperado, embora tenham sido melhorados com a 
realização de uma análise temporal utilizando métodos de rastreamento. As falhas na 
deteção de obstáculos ocorrem principalmente devido a deteções múltiplas para o mesmo 
objeto. Erros na extração de elementos relevantes que se destacam do plano de fundo são 
uma das principais causas para deteções erradas, especialmente se o plano de fundo contiver 
elementos pertencentes à costa. 
 
Durante o desenvolvimento deste trabalho ficou claro que a característica imprevisível do 
ambiente marítimo dificulta bastante a tarefa de deteção de obstáculos. As características 
dos cenários possíveis podem variar significativamente, o que impede a existência de uma 
solução, baseada em visão computacional, que se adeque a todas as situações. Por esta razão 
existe a necessidade de recorrer a soluções com vários parâmetros de análise reconfiguráveis, 
para que se possam adaptar a diferentes cenários e apresentar resultados robustos e fiáveis. 
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A implementação dos algoritmos em plataformas FPGA é exequível, e conseguindo tirar 
proveito das características destes sistemas, a probabilidade de obter resultados positivos é 
elevada. 
6.1 – Trabalho Futuro 
Um possível desenvolvimento futuro seria melhorar a deteção de obstáculos em cenários 
com costa. Seria também interessante tentar avaliar a possibilidade de desenvolver outros 
algoritmos para situações específicas, como o desenvolvido para detetar o horizonte em 
cenários de mar aberto. Soluções para casos particulares como cenários onde o veleiro se 
encontra de frente para o sol, serão uma mais-valia para o sistema. 
A integração do cálculo da distância real entre a embarcação e os obstáculos mais 
próximos é uma característica que a solução deveria possuir. 
Outro desenvolvimento importante seria a aplicação de rotinas de rastreamento a todos 
os objetos encontrados. 
Por fim, a implementação dos algoritmos em sistemas com plataformas FPGA e futura 
integração no veleiro autónomo da FEUP (FASt) proporcionaria a oportunidade de testar as 
soluções desenvolvidas no mar. 
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