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THE ADDITION ON SUPERELLIPTIC JACOBIANS FROM A
GEOMETRIC VIEWPOINT
YAACOV KOPELIOVICH AND TONY SHASKA
Abstract. We give a geometric interpretation of the group law for Jacobians
of superelliptic curves X by extending the geometric construction of chords
and tangents on an elliptic curve to a curve Y which is determined explicitly
in terms of the coefficients of X . For any given superelliptic curve with affine
equation X and reduced divisors D1 =
∑g
i=0 Pi− g∞ and D2 =
∑2g
i=g+1 Pi−
g∞, the intersection Y ∩ X has precisely 3g points {Pi}3gi=1 and the divisor
−(D1 +D2) =
∑3g
i=2g+1. The method makes use of the basis of holomorphic
differentials for superelliptic curves ordered according to the order at infinity.
1. Introduction
Let Xg be a smooth, irreducible, algebraic curve of genus g ≥ 2, defined over
a field k, and Jac(Xg) its Jacobian over k. Describing explicitly the addition law
in Jac(Xg) has been a topic of interest since the XIX-th century. The types of
Jacobian varieties which are the simplest case to describe the addition are the so-
called hyperelliptic Jacobians. The addition in such Jacobians was well understood
to the XIX-th century mathematicians; see [6] among others. It is no coincidence
that hyperelliptic curves played a major role in development of algebraic geometry
and were used as a case study to understand the general case. From an algorithmic
point of view this was made precise and effective in [2].
A geometric interpretation of addition formulas in hyperelliptic Jacobians was
given in [7]. Surprisingly a similar interpretation for non-hyperelliptic Jacobians
seems to have allured researchers, even though there has been continuous interest
on the topic. In this paper, we generalize the geometric construction of elliptic and
hyperelliptic curves to all superelliptic Jacobians.
For any genus g ≥ 2 fixed curve Xg defined over a field k, every divisors is
represented by a g-tuple of points on the curve when the place at infinity is fixed
as the identity of the Jacobian. Adding two divisors D1 and D2 is equivalent to
find a divisor D such that D1 +D2 +D = (f) for some element f ∈ k(Xg) . This
requires knowing explicitly a basis for the field extension k(Xg)/k.
The field extension k(Xg)/k correspond to a covering pi : Xg → P1. In the case of
hyperelliptic curves, such covering is fully ramified and has deg pi = 2. We can take
∞ as one of its branch points. If we assume that pi is tame, in other words char k 6= 2,
then the equation of the curve Xg is given by y2 = f(x), for deg f = 2g+1. A basis
for k(Xg)/k is given by {1, x, . . . , xg, y, yx, . . . , yxg}. Any divisor D can be written
as a reduced divisor D =
∑g
i=1 Pi − g∞. Thus, for any two divisors D1 and D2
we know have P1, . . . , P2g points on the curve Xg. By using the above basis, we
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uniquely determine a meromorphic function y = h(x)g(x) , with smallest possible degree,
passing though those 2g points. Th curve Y with equation y g(x) = h(x) intersects
Xg in precisely 3g points. Since the intersection divisor is a principal divisor we
have determined a third divisor D such that D1 +D2 +D is a principal divisor. To
determine D1 +D2 we have to invert D :=
∑3g
i=2g+1 Pi− g∞. For the hyperelliptic
curves this is done by simply taking the images of points of P2g+1, . . . , P3g under
the hyperelliptic involution.
Can this be generalized to all the cases when deg pi > 2? We require that
pi : Xg → P1 be a cyclic tame covering, which is fully ramified. Such curves are
called cyclic curves or generalized superelliptic curves as in [5]. Cyclic curves which
are smooth are called superelliptic curves and they have equation yn = f(x) for
n ≥ 2. We assume deg f =: d > n and (n, d) = 1.
Now we try to generalize the geometric construction which works for hyperelliptic
curves, namely we want to determine the corresponding curve Y. For any two
divisors D1 and D2 we have P1, . . . , P2g points on the curve Xg. The above approach
will work the same for such curves once we resolve two issues:
First, determine a meromorphic function h such that D1 +D2 +D = (h), where
D :=
i=3g∑
i=2g+1
Pi − gP
and P2g+1, . . . , P3g are points on the curve and h ∈ k(Xg). Hence we have D1 +
D2 = −D. Secondly, inverting the divisor D to find −D. In other words, find a
meromorphic function r such that D+
∑g
i=1Qi = (r) for Q1, . . . , Qg points on the
curve. Both of these questions are related to determining a basis for k(Xg)/k.
Our approach is as follows. Fix a point P ∈ X and a polarization
ι : X ↪→ Jac(X ).
Determine a monomial basis B for k(X )/k and order such elements of the basis
based on their order at P . We take the first 2g + 1 monomials of B based on this
ordering. Theorem 3 explicitly determines such elements for superelliptic curves.
Using these 2g+1 monomials we determine a curve Y which interpolates the points
P1, . . . , P2g. This curve Y will intersect X in precisely 3g points, say P1, . . . , P3g.
The divisor D is determined by P2g+1, . . . , P3g.
To invert the divisor D we now use the first g + 1 elements of the basis and
interpolate through the points P2g+1, . . . , P3g. The new interpolating curve Y ′
will intercept X in precisely 2g points, namely P2g+1, . . . , P3g and the new points
Q1, . . . , Qg. Then,
D1 +D2 =
g∑
i=1
Qi − gP.
The approach would work for any curve in general as long as we can determine a
basis B of k(X )/k.
Using the methods outlined here it would be a computational exercise to write
down explicit addition formulas for Jacobians of any superelliptic curves. For such
formulas for hyperelliptic curves of genus 2 and 3 and their use in cryptography see
the survey in [3] among many others.
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Notation: By a superelliptic curve we always mean a smooth, irreducible algebraic
curve of genus g ≥ 2, with equation yn = f(x) with n ≥ 2, deg f = d, such that
(n, d) = 1, defined over a field k of characteristic char k = p ≥ 0 such that (p, n) = 1.
2. Addition on Jacobians of curves
Let X be an algebraic curve of genus g ≥ 2, defined over a field k, given by an
affine equation F (x, y) = 0. We learned the following theorem from [1]
Theorem 1. Any generic collection of points P1, . . . , Pg+s ∈ X , where s ≥ 0, can
be realized uniquely as zeros of a meromorphic function Φ(x, y) or order at most
2g + s and this function is unique up to multiplication by a constant.
Proof. A meromorphic function Φ(x, y) belongs to the function field k(X ). We can
consider a basis of k(X ) at a Weierstrass point P ∈ X . By the Weierstrass gap
theorem for a function of order 2g + s we will have at most g + s orders at P
(as there are no functions at the gaps) and hence this function will be determined
uniquely by the g + s points P1, . . . , Pg+s. 
Corollary 1. Any divisor D such that deg(D) ≥ g is equivalent to a divisor D1
such that deg(D1) ≤ g.
Proof. First we use the theorem to produce for D a function Φ(x, y) such that D
determines it uniquely. As the function is of order 2g + s its zero divisor E will be
of degree 2g+ s. Thus we obtain that the divisor of the rest of the zeros of Φ(x, y)
must be of degree at most g. Call it E1 + · · ·+ Eg. Now apply the theorem again
to produce a divisor D′1 + · · ·+D′g that is equivalent to D. 
The corollary enables us to convert the addition problem in Jac(X ) to the addi-
tion of divisors of degree degree ≤ g. We fix a point P ∈ X and let
ιP : X ↪→ JacX ,
be the corresponding polarization. A divisor D is called a reduced divisor with
respect to ιP if it is written in the form
D =
g∑
i=1
Pi − gP,
for P1, . . . , Pg ∈ X . Notice that we are not requiring that P1, . . . , Pg are all distinct.
Consider now the following problem:
Problem: Given two reduced divisors
D1 =
g∑
i=1
Pi − gP and D2 =
2g∑
i=g+1
Pi − gP,
determine a reduced divisor D =
∑3g
i=2g+1 Pi − gP such that D = D1 +D2.
We follow the following strategy. Take s = g in Thm. 1. Then for the set of
points P1, . . . , P2g exists uniquely Φ(x, y) such that it has at most 3g zeroes. Denote
the new zeroes of Φ(x, y) be P2g+1, . . . , P3g. Define
D′ :=
3g∑
i=2g+1
Pi − gP.
4 YAACOV KOPELIOVICH AND TONY SHASKA
Then obviously D′ := −(D1 +D2), since D1 +D2 +D′ = (Φ).
To find −D′ we apply Thm. 1 for s = 0 and the points P2g+1, . . . , P3g ∈ Xg.
Then exists a meromorphic function Φ′ which has precisely 2g zeroes, namely
P2g+1, . . . , P3g and the new zeroes Q1, . . . , Qg. Then
D := −D′ =
g∑
i
Qi − gP.
Hence, we have an algorithm of adding point in a Jacobians as long as we determine
a method of determining the function Φ(x, y) explicitly.
Since the existence of Φ(x, y) depend on the Weierstrass gap theorem, we should
be able to determine explicitly Φ(x, y) for those curves for which we can determine
a basis of the function field k(X ) over k.
Let B be a basis of k(X )/k ordered
(1) f1 < f2 < · · · < fi < . . .
according to their order at P . For any point Pi(xi, yi) ∈ X denote by fj(P ) the
function fj(xi, yi) evaluated at Pi. For a set of points P1, P2, . . . , Pm ∈ X , we take
the first m+ 1 functions f1, . . . , fm+1 of B and define
(2) A(f1,...,fm+1)(P1, . . . Pm) :=

f1(x, y) f2(x, y) . . . fm+1(x, y)
f1(P1) f2(P1) . . . fm+1(P2)
...
... . . .
...
f1(Pm) f2(Pm) . . . fm+1(Pm)

For a fixed basis B the ordering of elements in B is fixed, so we simply use the
notation A(P1, . . . , Pm).
Let Ym be the curve
(3) Ym : detA(f1,...,fm+1)(P1, . . . Pm) = 0.
Then we have the following.
Theorem 2. Let m ≤ 2g and P1, . . . , Pm ∈ X . Then P1, . . . , Pm ∈ Y and Y
intersects X in precisely m+ g points.
Proof. To show that Pi ∈ Y for i = 1, . . . ,m it is enough to show that
detA(P1, . . . Pm) = 0.
But this is obvious since in this case the matrix A has two identical rows.
Consider the determinant detA. The coefficient of the fi is (−1)1+jB1j where
B1j is the minor obtained by removing the 1-st row and the j-th column. Recall
that the poles of f1, . . . , fm have at most order g. Thus we can view the detA as a
polynomial in x and y of degree m+ g, since by clearing out denominators we can
only have degree g monomials.
The intersection divisor of X and Y is principal and generated by the monomials
of f1, . . . , fm. Since all the monomials have degree ≤ m+ g, this divisor will have
degree ≤ m+ g. 
In our general setup we will need the following.
Corollary 2. Let m = 2g and r = 2g. Suppose B := {f1, . . . , f2g+1} and P1, . . . , P2g ∈
X . From Thm. 2 we have P1, . . . , P2g ∈ Y and Y intersect X in precisely g other
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points, say Pg+1, . . . , P3g. Hence, for D1 =
∑g
i=1 Pi − g∞, D2 =
∑2g
g+1 Pi, and
D =
∑3g
2g+1 Pi we have
D1 +D2 = −D.
The points Pg+1, . . . , P3g can be explicitly described as long as we know an
equation of X and a basis B of k(X )/k. In the next section we will construct the
basis B for superelliptic curves.
3. Superelliptic curves
Let X be a genus g ≥ 2 defined over k such that there exists an order n > 1
automorphism σ ∈ Aut(X ) with the following properties: i) H := 〈σ〉 is normal in
Aut(X ), and ii) X/〈σ〉 has genus zero. Such curves are called superelliptic curves
and their Jacobians, superelliptic Jacobians. They have affine equation
(4) X : yn = f(x) =
d∏
i=1
(x− αi)
We denote by σ the superelliptic automorphism of X . So σ : X → X such that
σ(x, y)→ (x, ξny), where ξn is a primitive n-th root of unity. Notice that σ fixes 0
and the point at infinity in P1y. The natural projection pi : X → P1x = X/〈σ〉 has
deg pi = n and pi(x, y) = x. This cover is branched at exactly at the roots α1, . . . , αd
of f(x).
If the discriminant ∆(f, x) 6= 0 and d > n then from the Riemann-Hurwitz
formula we have
g =
1
2
(
n(d− 1)− d− gcd(n, d)
)
+ 1
There is a lot of confusion in the literature over the term superelliptic or cyclic
curves. To us a superelliptic curve it is a curve which satisfies Eq. (4) with discrim-
inant ∆(f, x) 6= 0.
If gcd(n, d) = 1 then deg f is either 2gn−1 +2 or
2g
n−1 +1, depending on whether or
not the place at infinity is a branch point of the superelliptic projection map. We
will always assume that infinity is a branch point. We denote the set of roots of f(x)
by B = {α1, . . . , αd}. We have g ≥ n with equality only when (n, d) = (2, 5), (2, 6),
or (3, 4); [8, Lem. 14].
Let W denote the set of Weierstrass point on X and for each P ∈ W its Weier-
strass weight is denoted by w(p). Each P ∈ W has weight 0 < w(P ) ≤ g(g−1)2 . The
sum of all weights on X is g3 − g.
Any point α ∈ B is a q-Weierstrass point for all weights q ≥ 1; see [8, Prop. 9].
Notice that B ⊂ W with equality occurring only for n = 2. In this case the weight
for each point in P ∈ B = W is w(p) = g(g−1)2 and this equality is achieved only
for hyperelliptic curves.
Proposition 1. Let X be a superelliptic curve with equation Eq. (4), s.t. ∆(f) 6= 0,
deg f = d > n, and let d = sn − e, for 0 < e < n. Then a basis for the space of
holomorphic differentials is{
xi
dx
yj
| 1 ≤ j ≤ n, 1 ≤ i ≤ bj
}
,
where bj = sj − 1−
⌊
e
nj
⌋
.
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See [10, Prop. 2] for the proof. This basis can easily be converted to a monomial
basis {
xiyn−j | 1 ≤ j ≤ n, 1 ≤ i ≤ bj
}
,
by clearing the denominators. This gives us g meromorphic functions. To get the
rest of the 2g meromorphic functions we take functions whose order at∞ is between
2g and 3g. We have the following.
Proposition 2. For every order j at∞ such that 2g ≤ j ≤ 3g we have a monomial
xmymj such that the order of this monomial at ∞ is exactly j.
Proof. First note that it is enough to show the proposition for 2g ≤ j ≤ 2g+n− 1.
Indeed, assume that 2g+n ≤ j ≤ 3g. We have a unique integer 2g ≤ r ≤ 2g+(n−1)
such that j = r + vn, for some v ∈ Z. If the polynomial xmymj corresponds to r
then xm+vymj will correspond to j.
Hence, we assume 2g ≤ j ≤ 2g + n− 2. Let r = j − 2g and consider
(d− 1)(n− 1)− d(r + 1) + d(r + 1) + r = d(n− 2− r) + d− (n− 1) + r(d+ 1)
Now consider the monomial: yn−2−rx(s−1)+rs calculating the order at ∞ gives us
the last expression. All is left is to find a monomial for
2g + (n− 1) = (d− 1)(n− 1) + (n− 1) = (d− 1 + 1)(n− 1) = d(n− 1)
for this the monomial yn−1 would do the trick. 
Let L(k∞) denote the space of meromorphic functions on X which are holomor-
phic on X \{∞} and have poles of order at most k at ∞. From the Riemann-Roch
we have
dim(L(N + g − 1)∞) = N, for N ≥ g.
Consider the space
L(?∞) := ∪∞k=1L(k∞),
of meromorphic functions on X which are holomorphic on X \ {∞}. This is the
space of polynomials on x and y. Then we have the following.
Lemma 1. A basis of L(k∞) over k is given by
B := {xiyj , 0 ≤ i ≤ d, 0 ≤ j ≤ n− 1.}
Proof. The proof follows from the remarks above.

We can put these monomials in a matrix B = [bi,j ] such that
bi,j = x
iyj .
So the matrix will have n rows and at most d + 1 columns and in the j-th row it
will have monomials yj−1xi, for i = 0, 1, . . . d.
For a meromorphic function f = xiyj , the ord∞ f is
ord∞ xiyj = ni+ dj.
In particular,
ord∞ xi = n · i and ord∞ yj = d · j.
We order the basis of L(?∞) according to the order at∞. Let {fi} be the monomial
basis of L(?∞) ordered as
0 = ord∞ f1 < ord∞ f2 < ord∞ f3 < . . . .
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Notice that ord∞ 1 = 0, ord∞ x = n, ord∞ y = d. The first monomials will be
1, x, . . . , xr, y, . . .
for r =
⌊
d
n
⌋
. Hence, if we fill the matrix B only with the first 2g+1 monomials and
assign zeroes to all the other entries then we call it the corresponding matrix
to the curve X and denote it by BX or in case of superelliptic curves Bn,d. For a
given curve X we want to determine it corresponding matrix BX . For example,
the matrix for a genus 3 hyperelliptic curve is
(5) B2,7 =
[
1 x x2 x3 x4
y yx 0 0 0
]
Next we see an example for non-hyperelliptic curves.
Example 1. Consider n = 4 and d = 13. Then we have a curve X of genus
g = 18. The possible orders of monomials xiyj at ∞ are
0, 4, 8, 12, 13, 16, 17, 20, 21, 24, 25, 26, 28, 29, 30, 32, 33, 34, 36, 37, 38, 39, 40, 41, 42,
43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54;
55, 57, 58, 59, 61, 62, 63, 65, 66, 67, 70, 71, 74, 75, 78, 79, 83, 87, 91.
The first 2g + 1 monomials are:
1, x, x2, x3, y, x4, xy, x5, x2y, x6, x3y, y2, x7, x4y, xy2, x8, x5y, x2y2, x9, x6y, x3y2,
y3, x10, x7y, x4y2, xy3, x11, x8y, x5y2, x2y3, x12, x9y, x6y2, x3y3, x12, x9y, x6y2,
x2y3, x13, x10y, x7y2.
However, if we rearrange the monomials to their monomial ordering we have
1, x, x2, . . . , x13, y, yx, yx2, . . . , yx10, y2, y2x, . . . , y2x7, y3, y3x, y3x2, y3x3.
The matrix B in this case is
B4,13 =

1 x x2 x3 . . . x7 . . . x10 . . . x11 . . . x13
y xy x2y x3y . . . x7y . . . x10y 0 0 0 0
y2 xy2 x2y2 x3y2 . . . x7y2 0 0 0 0 0 0
y3 xy3 x2y3 x3y3 0 0 . . . . . . . . . . . . . . . 0


We try to generalize for the case Bn,d. Assuming deg x = n and deg y = d we
explicitly give the first 2g + 1 monomials.
Theorem 3. Let X be a superelliptic curve with affine equation yn = f(x), where
deg f = d and (n, d) = 1. Then Bn,d is an n by (d + 1) matrix and the non-zero
entries in the j-th row, for j = 0, . . . , n − 1, are given by monomials are given by
xiyj for 0 ≤ i ≤
⌊
3g−jd
n
⌋
.
Proof. We divide the proof into two parts. First we show that for m ≥ (d−1)(n−1)
there is exactly one pair of non-negative integers ρ, σ such that σ ≤ (d − 1) and
m = ρn+ σd. Since gcd(n, d) = 1 all of integers of the form m− jd, j = 0, 1...n− 1
are mutually distinct mod n. Hence there is a unique value of j = σ and a non-
negative ρ such that m = ρn+ σd. Because we have that
ρn ≥ (n− 1)(d− 1)− (n− 1)d = 1− n,
we can conclude that ρ is positive. Hence it follows that for any m ≥ (n− 1)(d− 1)
we have a unique polynomial of the form xlyc and c ≤ (d− 1).
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Now if m ≤ (d−1)(n−1) it follows from Sylvester theorems on semi-groups; see
[9].

Example 2. In the example above suppose we want to determine all the monomials
of the form xjy2 as we know that degree of y is 13 we have 54−26 = 28 and 284 = 7
which produces the result.
Notice that Thm. 3 completely determines the first 2g + 1 monomials of a su-
perelliptic curve, ordered according to their order at ∞. It is probably possible
to determine the matrix BX for a larger class of curves such as the curves with
separable variables as in Fried [4] or the so-called (n, s) curves.
Corollary 3. The degree of the curve Y is given by
degY = max
{
3g − j(d− n)
n
: 0 ≤ j ≤ n− 1, 0 ≤ i ≤
⌊
3g − jd
n
⌋}
The following is known from [2], [7].
Corollary 4. Y has genus zero if and only if X is hyperelliptic.
In this case y is given as a rational function in x.
3.1. Hyperelliptic curves. From above we have the list the non-gaps which are:
0, 2, 4, 6, . . . , 2g, 2g + 2, . . .
The function field k(X ) is generated by
B = {1, x, x2, x3, . . . , xg, y, yx, yx2, yx3, . . . , yxg}.
We take these monomials according to increasing order at ∞, which is given by
ord∞ xiyj = 2i+ (2g + 1)j.
Then, we can reorder B ordering according to ord∞ and have the following:
Lemma 2. Let X be a genus g ≥ 2 hyperelliptic curve and s := ⌊ g−12 ⌋. The first
2g + 1 monomials of the basis B, ordered according to their order at ∞ are
1, x, x2, x3, . . . , xg, y, xg+1, yx, xg+2, yx2, xg+3, yx3, . . . , xg+s, yxs,
if g is odd and
1, x, x2, x3, . . . , xg, y, xg+1, yx, xg+2, yx2, xg+3, yx3, . . . , xg+s, yxs, xg+s+1
if g is even.
Proof. The proof is a direct consequence of Thm. 3 by taking n = 2 and d = 2g+1.

Let Pi := (xi, yi), i = 1, . . . , 2g and consider the matrix A as defined in Eq. (2).
As before Y : detA(P1, . . . , P2g) = 0. Notice that the equation of Y is linear in
y. Hence, y can be expressed as a rational function y = h(x)g(x) , where deg h = g + s
when g is odd and deg h = g+s+ 1 when g is even. The degree of the denominator
is deg g = s.
Remark 1. The hyperelliptic case is known in the literature as the Cantor’s algo-
rithm described in [2] and [7]. The results here match exactly those in [7], where the
author gives a geometric interpretation of the group law in hyperelliptic Jacobians.
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We see the first two elementary examples.
Example 3 (Genus 2). Consider the case of genus 2. Hence, n = 2 and d = 5.
The possible orders at ∞ are
0, 2, 4, 5, 6, 7, 8, 9, 10, 11, 13, 15
and the corresponding monomials
B = {1, x, x2, y, x3, xy, x4, x2y, x5, x3y, x4y, x5y.}
Taking the first 5 monomials we have
B = {1, x, x2, y, x3}
and the curve Y is given by
B2,5 =
∣∣∣∣1 x x2 x3y 0 0 0
∣∣∣∣
In this case, as previously known, y is a cubic polynomial in x. 
Let us see now how things work out for genus 3 hyperelliptic curves.
Example 4 (Genus 3 hyperelliptic). Let X be the genus 3 hyperelliptic curve with
equation y2 = f(x), where deg f = 7. Then n = 2 and d = 7. So we have the first
seven orders at ∞ as
0, 2, 4, 6, 7, 8, 9
and the corresponding monomials {1, x, x2, x3, y, x4, yx}. The matrix B2,7 is given
as in Eq. (5). In this case, detA = 0 gives y as a rational function y = h(x)g(x) , where
deg h = 4 and deg g = 1.
3.2. Triagonal superelliptic curves. Using the above approach it turns out that
the case of triagonal superelliptic curves is a very simple case. Surprisingly it has
not appeared in the literature before.
Assume n = 3. Then X has equation y3 = f(x) for deg f = d. We assume that
(n, d) = 1. Then, X has genus g = d− 1.
Lemma 3. For triagonal curves with equation y3 = f(x) such that deg f = d, the
first 2g + 1 monomials of our basis B are
1, x, x2, . . . , xd−1, y, yx, . . . , yxs, y2, y2x, . . . , y2xq,
where s and q are as follows:
i) if d ≡ 1 mod 3 then q = d−13 and s = 2d−13 .
ii) if d ≡ 2 mod 3 then q = d−23 and s = d−56
Proof. The proof is a direct consequence of Thm. 3 by taking n = 3.

Notice that in both cases s + q = d − 1 and q = ⌊ s2⌋. We define Y as before.
Then Y is a hyperelliptic curve of genus d−12 or d−32 .
Example 5 (Picard curves). Consider the case n = 3 and d = 4. Then X has
genus g = 3. The gap sequence is
0, 3, 4, 6, 7, 8, 9, 10, . . .
and the ordered basis B is
(6) 1, x, y, x2, xy, y2, x3,
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with matrix B3,4 i  1 x x2 x3y yx 0 0
y2 0 0 0


We summarize the general case in the following theorem.
Proposition 3. Let X be a genus g ≥ 2 superelliptic curve , D1, D2 ∈ Jack(X )
written in reduced form as
D1 =
g∑
i=1
Pi − g∞ and D2 =
2g∑
i=g+1
Pi − g∞,
where P1, . . . , P2g ∈ X . Let f1, . . . , f2g+1 be the nonzero entries of Bn,d and
Y : detA(f1,...,f2g+1)(P1, . . . , P2g) = 0.
Then Y intersect X precisely on g points P2g+1, . . . , P3g in addition to P1, . . . , P2g.
Moreover, D1 +D2 ∈ Jack(X ) is given by
D1 +D2 = −
 3g∑
i=2g+1
Pi − g∞
 .
Proof. We already showed above that over the algebraic closure D1 + D2 is as
claimed. Since D1 and D2 are defined over k, then the polynomial
g1(x) =
2g∏
i=1
(x− xi),
is defined over k. To find the intersection of X with Y we take the resultant with
respect to y of the two corresponding equations and get a polynomial F (x) defined
over k and with degree degF = 3g. The x-coordinates of P1, . . . , P3g are roots of
this polynomial. Hence, the x- coordinates of P2g+1, . . . , P3g are roots of
g2(x) =
F (x)
g1(x)
,
which is also defined over k. Hence D1 +D2 is also defined over k.

We illustrate with an example of a Picard curve defined over R.
Example 6 (Intersection divisor). Let X be the curve given by the equation
X : y3 = (x+ 12)(x+ 11)(x+ 9)(x+ 5)(x− 3)(x− 6),
over R and Pi, for i = 1, . . . , 6 points on the curve with x-coordinate −12, −11,
−9, −5, 3, 6.
D1 = P1 + P2 + P3 − 3∞ and D2 = P4 + P5 + P6 − 3∞
Then the ordered basis B is as in Eq. (6). Then the curve Y has equation
Y : − 1.31136 · 1011 − 5.14189109x+ 3.69043 · 109x2 + 3.15371 · 108x3
+ (5.77794 · 109 + 5.01093 · 108x)y + 3.51232 · 108y2 = 0
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It is an elliptic curve and it intersects the curve X in exactly 9 points as in Fig. 2.
The blue points in the picture are the new points P7, P8, P9 and
(7) − (D1 +D2) = P7 + P8 + P9 − 3∞.
Figure 1. Intersection of curves X and Y.

Let us now consider closed formulas for general Picard curves.
Example 7 (Generic formulas for Picard curves). So we take
(8) X : y3 = a4x4 + a3x3 + a2x2 + a1x+ a0.
For six given generic points Pi(xi, yi) ∈ X , i = 1, . . . , 6, we can explicitly determine
the equation of the curve Y as detA = 0, where
A =

1 x y x2 xy y2 x3
1 x1 y1 x1
2 x1y1 y1
2 x1
3
1 x2 y2 x2
2 x2y2 y2
2 x2
3
1 x3 y3 x3
2 x3y3 y3
2 x3
3
1 x4 y4 x4
2 x4y4 y4
2 x4
3
1 x5 y5 x5
2 x5y5 y5
2 x5
3
1 x6 y6 x6
2 x6y6 y6
2 x6
3

So Y has equation
C1,1 + C1,2x+ C1,3y + C1,4x
2 + C1,5xy + C1,6y
2 + C1,7x
3 = 0,
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where Ci,j is the corresponding minor of A. These minors are homogenous poly-
nomials in k[x1, . . . , x6, y1, . . . , y6]. Considered as a polynomial in k[x, y, x1, . . . ,
x6, y1, . . . , y6] the above equation is a homogenous polynomial of degree 11, since
C1,1 has degree 11, C1,2 and C1,3 have degree 10, C1,4, C1,5, and C1,6 have degree
9, and C1,7 has degree 8. We denote it as ci := C1,i, for i = 1, . . . , 8 and have
(9) Y : c1 + c2x+ c3y + c4x2 + c5xy + c6y2 + c7x3 = 0.
By taking the resultant of X (as in Eq. (8)) and Y (as in Eq. (9)), with respect to
y, we get polynomial of degree 9 in x,
(10) F (x) := c37x
9 + b8x
8 + · · ·+ b1x+ b0 = 0
where
b8 = a4
2c6
3 − 3 a4c5c6c7 + 3 c4c72
b7 = 2 a3a4c6
3 − 3 a3c5c6c7 − 3 a4c3c6c7 − 3 a4c4c5c6 + a4c53 + 3 c2c72 + 3 c42c7
b1 = 2 a0a1c6
3 − 3 a0c1c5c6 − 3 a0c2c3c6 + 3 a0c32c5 − 3 a1c1c3c6 + a1c33 + 3 c12c2
b0 = a0
2c6
3 − 3 a0c1c3c6 + a0c33 + c13
We don’t display b2, . . . , b6 since they are slightly larger. The polynomial F (x) has
as roots x1, . . . , x6 and three new roots x7, x8, x9 which are coordinates of P7, P8, P9.
So the cubic determining the new roots is
G(x) =
F (x)∏6
i=1(x− xi)
The same way we get their corresponding y coordinates.
Thus we have determined explicitly the addition formulas for a generic Picard
curve in terms of a generic set of six points P1, . . . , P6.

Notice that there is nothing special about the Picard curves. We chose to display
how the computations are done explicitly, simply because it is the first case of
any significance since it is not hyperelliptic. We can do exactly te same for any
superelliptic curve.
So for X a superelliptic curve as above we denote by F (x) the polynomial
(11) F (x) := b3gx
3g + b3g−1x3g−1 + · · ·+ b1x+ b0
which has as roots the x-coordinates of the intersection X ∩ Y. Let G(x) be the
polynomial
(12) G(x) =
F (x)∏2g
i=1(x− xi)
∈ k[x]
Then G(x) is a degree g polynomial defined over the ground field k.
3.3. Inverting divisors. In previous sections, for any two reduced divisors D1
and D2 we found a reduced divisor D such that D1 +D2 +D = 0. To get precise
addition formulas for D1 + D2 we have to invert D (i.e., find −D). As suggested
in Section 2, we apply Thm. 1 for s = 0.
THE ADDITION ON SUPERELLIPTIC JACOBIANS FROM A GEOMETRIC VIEWPOINT 13
Proposition 4. Let D =
∑g
i=1 Pi−g∞ be a reduced divisor, where P1, . . . , Pg ∈ X .
Let f1, . . . , fg be the first g+1 monomials of the basis B of k(X )/k ordered according
to their order at ∞ and
Y : detA(f1,...,fg)(P1, . . . , Pg) = 0.
Then Y intersect X precisely on g points Q1, . . . , Qg in addition to P1, . . . , Pg.
Moreover,
−D =
g∑
i=1
Qi − g∞.
Proof. The proof is a direct consequence of Thm. 1 for s = 0. The basis is deter-
mined the same way but now we use only the first g + 1 functions in the definition
of Y. 
Example 8. To find D1 +D2 in the previous example we need to invert D1 +D2
given in Eq. (7). So from Eq. (6) we pick the first 4 monomials, namely 1, x, y, x2.
Then, the curve Y for this basis will be
Y : 6658.85− 110.278x− 183.934x2 − 520.488y = 0
which intersect X in precisely 6 points. The three new points colored in light blue
Figure 2. Inverting the divisor
and we denote them by Q1, Q2, Q3. Then
D1 +D2 = Q1 +Q2 +Q3 − 3∞.

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3.4. Repeating points. So far our approach will work for any generic collection
of points P1, . . . , P2g ∈ X . Thus, our points P1, . . . , P2g are all distinct. However,
if two of them are the same then the matrix A(P1, . . . , P2g) will have two identical
rows and therefore detA = 0. To remedy the situation assume Pi = (xi, yi) , Pi+1 =
(xi+1, yi+1) are coming together. That is we are looking on P
2
i instead of PiOi+1.
Define ti = xi+1 − xi then if xli+1ymi+1 is a monomial we can decompose it as:
xli+1y
m
i+1 = x
l
iy
m + t
∂xliy
m
i
∂x
+O(t2).
We can calculate the derivative using the product rule and implicit function theorem
as:
(13)
∂xliy
m
i
∂x
= lxl−1i y
m
i +mx
l
iy
m−1
i
∂F (x,y)
∂x
∂F (x,y)
∂y
Taking t→ 0 as points are coming together we replace the monomial xli+1ymi+1 with
the expression:
(14) lxl−1i y
m
i +mx
l
iy
m−1
i
∂F (x,y)
∂x
∂F (x,y)
∂y
For each monomial fi in the ordered basis B we denote the corresponding monomial
as in Eq. (14) by gi. For occurrences of higher order we successively replace the
points with derivatives of higher order similar to the first order.
3.5. Doubling the points. One of the most interesting cases of the above is
when we want to double the divisor. Let D =
∑g
i=0 Pi− g∞. Then from the above
discussion A is obtained by evaluating the first g monomials on P1, . . . , pg and their
derivatives as in Eq. (14)
(15) A(f1,...,fg)(P1, . . . Pm) :=

f1(x, y) f2(x, y) . . . f2g(x, y)
f1(P1) f2(P1) . . . f2g(P2)
g1(P1) g2(P1) . . . g2g(P2)
...
... . . .
...
f1(Pm) f2(Pm) . . . f2g(Pg)
g1(Pm) g2(Pm) . . . g2g(Pg)

and the equation for Y is again detA = 0.
Example 9 (Doubling points in Jacobians of Picard curves). Form Example 5 and
the above discussion, for a given divisor D =
∑3
i=1 Pi − 3∞, where Pi(xi, yi), we
have
detA =

1 x x2 x3 y yx y2
1 x1 x
2
1 x
3
1 y1 y1x1 y
2
1
0 1 2x1 3x
2
1
∂F/∂x
∂F/∂y (P1)
(
y + x∂F/∂x∂F/∂y
)
(P1) 2y1
∂F/∂x
∂F/∂y (P1)
1 x2 x
2
2 x
3
2 y2 y2x2 y
2
2
0 1 2x2 3x
2
2
∂F/∂x
∂F/∂y (P2)
(
y + x∂F/∂x∂F/∂y
)
(P2) 2y2
∂F/∂x
∂F/∂y (P2)
1 x3 x
2
3 x
3
3 y3 y3x3 y
2
3
0 1 2x3 3x
2
3
∂F/∂x
∂F/∂y (P3)
(
y + x∂F/∂x∂F/∂y
)
(P3) 2y3
∂F/∂x
∂F/∂y (P3)

Thus, Y has equation detA = 0. The rest of the procedure continues as before. 
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Hence, using the procedure above we can define and determine division poly-
nomials for any superelliptic curve and study their torsion points. Whether such
method is computationally effective and it would lead to some new theoretical in-
sights remains focus of further research.
4. Final remarks
All our method will work over any field k of char k = p > 0 as long as (p, n) = 1,
in other words the superelliptic projection pi : X → P1 is a tame cover. It seems
as this method can be extended easily to generalized superelliptic curves as in [5]
and possibly even to curves with separated variables as in [4]. It is still an open
question how to extend this method to general curves. The main difficulty is to
determine the first 2g elements of the basis of k(X )/k. ordered according to their
order at a fixed point P ∈ X . As far as we are aware this is not known at the
moment.
We hope that other researchers will work out explicitly all the addition formulas
for low genus superelliptic curves similarly to those of hyperelliptic curves. It
seems as that would be straightforward computational exercises, even though not
necessarily easy. Precise formulas for the addition on non-hyperelliptic curves could
help our understanding of division polynomials or torsion points for all superelliptic
curves. We hope that this note will encourage further research in those directions.
Acknowledgment Both authors want to thank Julia Bernatska for helpful discus-
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