Abstract
Introduction
More than sixty years ago, Norbert Wiener stormed into his students' office enunciating "entropy is information!" before immediately storming out. Claude Shannon later made this idea the centerpiece of his Mathematical Theory of Communication, formalizing and unifying the wide variety of methods that practitioners had been using to transmit signals. The influence of Shannon's theory has since spread beyond the transmission and compression of data, and is now broadly known as Information Theory. But is the entropy of the data really "information"? There is no doubt that the more complex the data, the more costly it is to store and transmit. But what if we want to use the data for tasks other than storage or transmission? What is the "information" that an image contains about the scene it portrays? What is the value of an image if we are to recognize objects in the scene, or navigate through it? Despite its pervasive reach today, Shannon's notion of information had early critics, among who James J. Gibson. Already in the fifties he was convinced that data is not information, and the value of data should depend on what one can do with it, i.e. the task. Much of the complexity in an image is due to nuisance factors, such as illumination, viewpoint and clutter, that have little to do with the decision (perception) and control (action) task at hand.
The goal of this manuscript is to define an operational notion of "information" that is relevant to visual decision
and control tasks, as opposed to the transmission and storage of image data. Following Gibson's lead, I define Actionable Information to be the complexity (coding length) of a maximal statistic that is invariant to the nuisances associated to a given task. 1 I show that, according to this definition, the Actionable Information in an image depends not just on the complexity of the data, but also on the structure of the scene it portrays. I illustrate this on a simple environmental exploration task, that is central to Gibson's ecological approach to perception. A robot seeking to maximize Shannon's information is drifting along unaware of the structure of the environment, while one seeking to maximize Actionable Information is driven by the topology of the surrounding space. Both measure the same data (images), but the second is using it to accomplish spatial tasks. An expanded version of this manuscript, with more details and discussion in relation to existing literature, is available at [25] . 1 It is tempting to write off this idea on grounds that neither viewpoint nor illumination invariants exist [7, 8] . But this would be simplistic: [30] shows that non-trivial viewpoint invariants exist for Lambertian objects of general shape. Similarly, [8] considers complex illumination fields, but invariants can be constructed for simpler illumination models, such as contrast transformations [2] , even though these are valid only locally.
Preliminaries

I represent an image as a function
2 -integrable, but not necessarily continuous, taking positive values in k bands, e.g. k = 3 for color, and k = 1 for grayscale. A time-indexed image is indicated by I(x, t), t ∈ Z + and a sequence by {I(x, t)} T t=1 , or simply {I}. The image relates to the scene, which I represent as a shape S ⊂ R 3 , made of piecewise continuous surfaces parameterized by x, S : D → R 3 ; x → S(x), and a reflectance ρ : S → R k , which I also parameterize as ρ(x) . = ρ(S(x)). I model illumination changes by contrast transformations, i.e. monotonically increasing continuous functions h : R + → R + . Changes of viewpoint are represented by a translation vector T ∈ R 3 and a rotation matrix R ∈ SO(3), indicated by g = (R, T ). As a result of a viewpoint change, points in the image domain x ∈ D are transformed (warped) via
is the point of first intersection of the projection ray [x] with the scene S. I use the notation w(x; S, g) when emphasizing the dependency of w on viewpoint and shape. Without loss of generality [26] , changes of viewpoint are modeled with diffeomorphic domain deformations w : D ⊂ R 2 → R 2 . All un-modeled phenomena (deviation from Lambertian reflection, complex illumination effects etc.) are lumped into an additive "noise" term n : R 2 → R k . We finally have the image formation model:
I further call the scene ξ, the collection of (threedimensional, 3D) shape and reflectance ξ . = {ρ, S}, and the nuisance ν, the collection of viewpoint and illumination ν . = {g, h}. In short-hand notation, substituting X in the first equation above with g −1 (π
−1
S (x)), I write (1) as
or, with an abuse of notation, as I = f (ξ; ν) + n.
Visibility and Quantization
The model (1) is only valid away from visibility artifacts such as occlusions and cast shadows. I will not deal with cast shadows, and assume that they are either detected from the multiple spectral channels k ≥ 3, or that illumination is constant and therefore they cannot be told apart from material transitions (i.e. spatial changes in the reflectance ρ). Based on natural intensity and range statistics [22] , I model occlusions as the "replacement" of f , in a portion of the domain Ω ⊂ D, by another function β having the same statistics:
Digital images are quantized into a discrete lattice, with each element averaging the function I over a small region where the quantization error is lumped into the additive noise n.
Invariant and Sufficient Statistics
A statistic, or "feature," is a deterministic function φ of the data {I(x), x ∈ D}, taking values in some vector space, φ(I) ∈ R K . A statistic is invariant if it does not depend to the nuisance, i.e. for any ν,ν, we have 
When the maximal invariant is also a sufficient statistic, we have complete information H(I) = H(φ ∨ (I)). In this case, the Actionable Information measures all and only the portion of the data that is relevant to the task, and discounts the complexity in the data due to the nuisances. As I discuss in Sect. 3.3, invariant and sufficient statistics are, in general, different sets, so we have an "information gap." In Sect. 4 I show how to compute Actionable Information, which for unknown environments requires spatial integration of the information gap.
Invertible and Non-invertible Nuisances
Viewpoint g and contrast h act on the image as groups, away from occlusions and cast shadows, and therefore can be inverted [26] . In other words, the effects of a viewpoint and contrast change, away from visibility artifacts, can be "neutralized" in a single image, and an invariant sufficient statistic can, at least in principle, be computed [26] . Unfortunately, this is of little help, as visibility and quantization are not groups, and once composed with changes of viewpoint and contrast, the composition cannot be inverted.
When a nuisance is not a group, it must be dealt with as part of the decision or control process: The risk functional R depends on the nuisance, R(u|f (ξ; ν)), which can be eliminated either by extremization (ML), max ν R(u|f (ξ; ν)), or by marginalization (MAP) R(u|f (ξ, ν))dP (ν), if a probability measure on the nuisance dP (ν) is available. In either case, an optimal decision cannot be based on direct comparison of two invariant statistics, φ(I 1 ) = φ(I 2 ) computed separately on the training/template data I 1 and on the testing/target data I 2 in a pre-processing stage. The most one can hope from pre-processing is to pre-compute as much of the optimization or marginalization functional as possible. For the case of occlusion and quantization, this leads to the notion of texture segmentation as follows.
Segmentation as Redundant Lossless Coding
An occlusion Ω ⊂ D is a region that exhibits the same (piece-wise spatially stationary [22] ) statistics of the unoccluded scene (3). It can be multiply-connected, generally has piecewise smooth boundaries, and is possibly attached to the ground. In the absence of quantization and noise, one would simply detect all possible discontinuities, store the entire set {f (ξ, ν), ∀ ν}, leaving the last decision bit (occlusion vs. material or illumination boundary) to the last stage of the decision or control process. Occluders connecting to the ground where no occlusion boundary is present would have to be "completed", leading to a segmentation, or partitioning, of the image domain into regions with smooth statistics. Unfortunately, quantized signals are everywhere discontinuous, making the otherwise trivial detection of discontinuities all but impossible. One could, as customary in vision, set up a cost functional (a statistic) ψ Ω (I), that implicitly defines a notion of "discrete continuity" within Ω but not across its boundary, making the problem of segmentation self-referential (i.e. defined by its solution). But while no single segmentation is "right" or "wrong," the set of all possible segmentations is a sufficient statistic. It does not reduce the complexity of the image, but it may reduce the run-time cost of the decision or control task, by rendering it a choice of regions and scales that match across images. Quantization and Texture For any scale s ∈ R + , minimizing ψ Ω (I|s) yields a different segmentation Ω(s) . = arg min Ω ψ Ω (I|s). Because image "structures" (extrema and discontinuities) can appear and disappear at the same location at different scales, 3 3 Two-dimensional signals do not obey the "causality principle" of oneone would have to store the entire continuum {Ω(s)} s∈R+ . In practice, ψ Ω (·|s) will have multiple extrema (critical scales) that can be stored in lieu of the entire scale-space. In between such critical scales, structures become part of aggregate statistics that we call textures. To be more precise, a texture is a region Ω ⊂ D within which some image statistic ψ, aggregated on a subset ω ⊂ Ω, is spatially stationary. Thus a texture is defined by two (unknown) regions, small ω and big Ω, an (unknown) statistic ψ ω (I) . = ψ({I(y), y ∈ ω}), under the following conditions of stationarity and non-triviality:
The region ω, that defines the intrinsic scale s = |ω|, is minimal in the sense of inclusion: Ifω satisfies the station-
A texture segmentation is thus defined, for every quantization scale s, as the solution of the following optimization with respect to the unknowns
where Γ denotes a regularization functional. 4 As described in Sect. 
The Actionable Information Gap
As I have hinted at in Sect. 2.1, whether a nuisance is invertible depends on the image formation process: Cast shadows are detectable (hence invertible) if one has access to different spectral bands. Similarly, occluding boundaries can be detected if one can control accommodation or vantage point. So, if the sensing process involves control of the sensing platform (for instance accommodation and viewpoint), then both occlusion and quantization become invertible nuisances. 5 This simple observation is the key to Gibson's approach to ecological perception, whereby "the occluded becomes unoccluded" in the process of "Information Pickup" [12] . dimensional scale-space, whereby structure cannot be created with increasing scale [20] . 4 A bare-bone version pre-computes the statistics ψ i on a fixed domain ω, and aggregates statistics using a mode-seeking algorithm [31] that enables model selection with respect to scale s. The downside is that boundaries between regions Ω i are only resolved to within the radius of ω, generating spurious "thin regions" around texture boundaries. For the purpose of this study, this is a consequence we can live with, so long as we know that a sound model exists, albeit computationally challenging. 5 Want to remove the effect of an occlusion? Move around it. Want to resolve the fine-structure of a texture, removing the effects of quantization? Move closer.
To make this concrete, recall from Sect. 3.1 the definition of complete information and note that -because of the non-invertible action of the nuisances -it must now depend on the scene ξ. I indicate this with I .
. When a sequence of images {I} capturing the entire light-field of the scene is available, it can be used in lieu of the scene to compute the complete information I . = H(φ ∨ ({I})). I define the Actionable Information Gap (AIG) as the difference between the Complete Information and the Actionable Information G(I)
Note that, in the presence of occlusion and quantization, the gap can be only be reduced by moving within the environment. In order to move, however, the agent must be able to compute the effects of its motion on the AIG, ideally without having to know the complete information I, even if the data {I} or the statistics φ ∨ ({I}) were available from memory of previous explorations. To this end, I define an incremental occlusion Ω(t) ⊂ D between two images I(x, t), I(x, t + dt) as a region which is visible in one image but not the other. Letting dt → 0, given the assumptions implicit in the model (1), we have
Once an incremental occlusion has been found, the Decrease in Actionable Information Gap (DAIG) can be measured by the Actionable Information it unveils:
δG(I, t) = H(I(x, t) | x∈Ω(t)
).
The aim of environmental exploration is to maximize the DAIG, until a stopping time T is reached when, ideally,
(10) and therefore G(I) = 0. We have developed a variational technique for detecting occlusions based on the solution of a partial differential equation (PDE) that has the minimum of (8) as its fixed point. However, a hurried man's solution to (8) , and the ensuing computation of (9), can be found by block matching followed by run-length encoding of the residual, as customary in MPEG. The shortcoming of this approach is that, in general, it yields a loss of actionable information, so that G(I) > 0, whereas the optimal solution to (8) guarantees that no actionable information is lost, at least in theory, asymptotycally for T → ∞.
Information Pickup
To study the process of "Information Pickup" by means of closing the Actionable Information Gap, I specify a simple model of an "agent," i.e. a viewpoint g(t) moving under the action of a control, which I assume can specify the instantaneous velocity u(t) ∈ R 6 so thatġ(t) = u(t)g(t) starting from some initial position, which for convenience I assume to be the origin g(0) = e. 6 The agent measures an image at each instant of time, I(x, t):
ġ(t) = u(t)g(t) g(0) = e I(x, t) = f (ρ(x), S(x); g(t), h(t), n(x, t)) .
A myopic control would simply maximize the DAIG:
and quickly converge to local minima of the Actionable Information Gap: The agent would stop at "interesting places" forever. To release it, one can introduce a "boredom function" that increases with the time spent at any given location. Still, the agent can get trapped by his own trajectories, as soon as he is surrounded by spots it has already visited. A simple "forgetting factor" can restore the reward exponentially over time. A more sophisticated controller, or explorer, would attempt to close the information gap by planning an entire trajectory:
δG(I, t)dt subject to (11)
(13) until (10) is satisfied. This would require knowledge of the complete information I. Our goal is to study instantaneous control strategies (12) that converge to I in an efficient manner (a dumb observer with only contact sensors can explore the space eventually, Sect. 5).
If the models are sensible, the explorer would attempt to go around occlusions, and resolve the structure in textured regions. Thus, when placed in an unknown environment, its motion would be guided by the structure of the scene, not by the structure of the image, despite only measuring the latter. This would not be the case for an explorer who is unaware of the structure of the nuisances, and instead treats as "information" the complexity of the raw data. I test this hypothesis in the experimental section 5.
The Representational Structures
I now describe the computation of Actionable Information and the representation it suggests. For each image, I perform texture segmentation at all scales: Starting from a 5-dimensional vector of color channels and positions, I use Quick Shift [31] to construct in one shot the tree of all possible segmentations (Fig. 1 top) . I then consider 6 Here b u indicates the operator that transforms a linear and angular velocity vector u into a twist b u ∈ se(3) [21] .
the finest partition (a.k.a. "superpixels"), and construct the adjacency graph, then aggregate nodes based on the histogram of vector-quantized intensity levels and gradient directions in a region ω of 8 × 8 pixels and arrive at the texture adjacency graph (TAG) (Fig. 2 top-right) . Twodimensional regions with homogeneous texture (or color) are represented as nodes in the TAG. I then represent onedimensional boundaries between texture regions as edges in the TAG, (Fig. 1 top-right and Fig. 2 bottom-left) . Ridges sometimes appear as boundaries between textured regions, or as elongated superpixels. Finally, I represent zero-dimensional structures, such as junctions or blobs (Fig.  1 bottom) , as faces of the TAG (Fig. 2 bottom) . This structure, computed at all critical scales, is the Representational Graph, R, whose coding length measures Actionable Information. I compute the DAIG (9) by solving, at each time instant, (8) starting from a generic initialization, and using the best estimate at time t as initialization for the optimization at time t + dt. On the occluded region Ω(t), I compute the actionable information as described above.
Experiments
In the first indoor experiment (Fig. 3) , a simulated robot is given limited control authority u
T to translate on a plane inside a (real) room, while capturing (real) color images with fixed heading and a field-of-view of 90 o . The robot is capable of computing both Entropy and the AIG at the current position as well as at immediately neighboring ones. The robot is also able of computing the DAIG. Under these conditions, the agent reduces to a point g = (Id, T ) where
T , and the control with V = [u X , u Y ] T . In the second outdoor experiment (Fig. 5) , the robot is Google's StretView car, over which we have no control authority. Instead, we assume that it has an intelligent (Gibsonian) driver aboard, who has selected a path close to the optimal one. In this case, we cannot test independent control strategies. Nevertheless, we can still test the hypothesis that traditional information, computed throughout the sequence, bears no relation to the structure of the environment, unlike actionable information, and in particular the DAIG. For the purpose of validation, standard tools from multiple-view geometry have been used to reconstruct the trajectory of the vehicle and its relation with the 3D structure of the environment (Fig. 6 ).
Exploration via Information Pickup
The "ground truth" Entropy Map (Fig. 3 top) and Complete Information Map (Fig. 3 middle) are computed from (real) images regularly sampled on a 20cm grid and upsampled/interpolated to a 40 × 110 mesh (sample views are Figure figure, red=coarse, blue=fine) . shown in Fig. 3 overlaid on the map of the room). The first agent I consider is a Brownian Explorer, that follows a random walk governed by
Representational structures: Superpixel tree (top), dimension-two structures (color/texture regions), dimension-one structures (edges, ridges), dimension-zero structures (Harris junctions, Difference-of-Gaussian blobs). Structures are computed at all scales, and a representative subset of (multiple) scales are selected based on the local extrema of their respective detector operators (scale is color-coded in the top
with V (0) = 0. The trajectory charted is shown in Fig. 4 (top). Clearly, one can do better with vision. For the Shannonian Explorer I consider the discrete-time model, with a temporal evolution of the entropy H(I(x, t)|g(t) = X) of the image I captured at time t in position X, which I indicate in short form with H(X, t) .
2 ) is a Gaussian kernel with mean m and isotropic variance σ 2 I; the coefficients β > 0 and 0 < α ≤ 1 trade off boredom and forgetfulness respectively. The Gibsonian Explorer seeks to maximize Actionable Information H(I(x, t)|g(t) = X) . = G(X, t), trading off boredom and forgetfulness in G (X, t) . 
The Shannonian Explorer (left column) is attracted by wallpaper (top edge of each plot) and the foliage outside the window (bottom-left corner of each plot). The Gibsonian Explorer (right column), aims for the window (bottom-left corner of the room) or the door (top-right corner of the room) like a trapped fly, and is similarly repelled by the control law that prohibits escape.
Representative sample explorations are shown in Fig. 4 (left and right column respectively). It is patent in Fig. 5 that neither Entropy nor its gradient bear any relation to the structure of the scene. In Fig.  6, I show the top view of a 250 frame-long detail. The color-coded trajectory on the bottom shows the entropy gradient, with enhanced color-coding (red is high, blue is low). On the top I show the same for the Actionable Information Gap. It shows peaks at turns and intersections, when large swaths of the scene suddenly become visible. Note that the peaks are both before and after the intersection, as the omni-directional viewing geometry makes the sequence symmetric with respect to forward and backward directions. Trees, and vegetation in general, attract both the Shannonian and the Gibsonian explorers, as they are photometrically complex, but also geometrically complex because of the fine-scale occlusion structure, visible in the last part of the sequence (right-hand side of the plot; images are shown in Fig. 5 ). Similar considerations hold for highly specular objects such as cars and glass windows.
Exploration via Minimization of the DAIG
Discussion
The goal of this work is to define and characterize a notion of visual information tailored to decision and control tasks, as opposed to transmission and storage tasks. It relates to visual navigation or robotic localization and planning [14] . In particular, [32, 6] propose "informationbased" strategies, although by "information" they mean localization and mapping uncertainty based on range data. There is a significant literature on vision-based navigation [27, 24, 11, 9, 23, 17] .
However, in most of the literature, stereo or motion are exploited to provide a threedimensional map of the environment, which is then handed off to a path planner, separating the photometric from the geometric and topological aspect of the problem. Not only is this separation unnecessary, it is also ill-advised, as the regions that are most informative are precisely those where stereo provides no disparity. The navigation experiments also relate to Saliency and Visual Attention [15] , although there the focus is on navigating the image, whereas we are interested in navigating the scene, based on image data.
Although the problem of visual recognition is not tackled directly, the computation of actionable information implicitly suggests a representational structure that integrates image features of various dimensions into a unified representation that can, in principle, be exploited for recognition. In this sense, it presents an alternative to [13, 29] , that could also be used to compute Actionable Information. This work also relates to the vast literature on segmentation, particularly texture-structure transitions [33] . It also relates to Active Learning and Active Vision [1, 5, 4, 18] , also [10, 3, 19] .
This work also relates to other attempts to formalize "information" including [16, 28] , and can be understood as a special case tailored to the statistics and invariance classes of interest, that are task-specific, sensor-specific, and control authority-specific. These ideas can be seen as seeds of a theory of "Controlled Sensing" that generalizes Active Vision to different modalities whereby the purpose of the control is to counteract the effect of nuisances. This is different than Active Sensing, that usually entails broadcasting a known or structured probing signal into the environment.
The operational definition of information introduced, and the mechanisms by which it is computed, suggest some sort of "manifesto of visual representation" for the purpose of viewpoint-and illumination-independent tasks (Sect. 4), discussed in detail in [25] . Whether the representational structure R implied by the computation of Actionable Information will be useful for visual recognition will depend on the availability of efficient (hyper-)graph matching algorithms that can handle topological changes (missing nodes, links or faces).
