To identify pathways between stress indicators and adverse pregnancy outcomes, we applied a nonparametric graph-learning algorithm, PC-KCI, to data from an observational prospective cohort study. The Measurement of Maternal Stress study (MOMS) followed 744 women with a singleton intrauterine pregnancy recruited between June 2013 and May 2015. Infant adverse pregnancy outcomes were prematurity (<37 weeks' gestation), infant days spent in hospital after birth, and being small for gestational age (percentile gestational weight at birth). Maternal adverse pregnancy outcomes were pre-eclampsia, gestational diabetes, and gestational hypertension. PC-KCI replicated well-established pathways, such as the relationship between gestational weeks and preterm premature rupture of membranes. PC-KCI also identified previously unobserved pathways to adverse pregnancy outcomes, including 1) a link between hair cortisol levels (at 12-21 weeks of pregnancy) and pre-eclampsia; 2) two pathways to preterm birth depending on race, with one linking Hispanic race, pre-gestational diabetes and gestational weeks, and a second pathway linking black race, hair cortisol, preeclampsia, and gestational weeks; and 3) a relationship between maternal childhood trauma, perceived social stress in adulthood, and low weight for gestational age. Our approach confirmed previous findings and identified previously unobserved pathways to adverse pregnancy outcomes. It presents a method for a global assessment of a clinical problem for further study of possible causal pathways.
Introduction
The biological and psychosocial pathways leading to adverse pregnancy outcomes, such as preterm birth, are complex and only partially understood. In this work, we show how to use a graph learning algorithm, creating a diagram of variables connected by statistical associations, to model those pathways simultaneously, providing an interpretable high-level view of potential causal mechanisms. The approach can be applied to many medical domains to help the PLOS ONE | https://doi.org/10.1371/journal.pone.0223319 September 30, 2019 1 / 13 a1111111111 a1111111111 a1111111111 a1111111111 a1111111111
delivery medical records, such as pregnancy outcomes, were available. Additional details about the original data collection can be found in prior publications [14] . Ethics approval for the original data collection was provided by the Institutional Review Board of Northwestern University in Evanston IL, project number STU00039484. Participants gave informed consent before taking part. The current study is a secondary analysis of deidentified data. With the help of stress and pregnancy experts, we removed variables that were redundant (e.g., a linear transformation of two biomarkers) or known to be irrelevant (e.g., participant study ID) from the analysis, leaving the following variables: stress biomarkers (2 variables), psychosocial factors (8 variables) , maternal medical history (8 variables) , demographics (8 variables), inflammatory biomarkers (7 variables), abuse and disadvantage (3 variables) , and adverse outcomes (8 variables) . The adverse outcomes of interest included infant outcomes (i.e., number of days in the NICU, gestational weeks, percentile weight for gestational age) and maternal outcomes (i.e., gestational diabetes, gestational hypertension, preeclampsia, and Csection). Descriptions of each included variable are in Table 1 and patient characteristics are summarized in Table 2 .
Patient involvement
This was a secondary analysis and no patients were directly involved in the research presented here. In the original data collection, patients were not directly involved in the process of study design, recruitment, or conduct. Results were shared in presentations at the participating institutions, and all findings and data were made public due to their federal funding status. All results presented are aggregated across patients and patients are not individually-identified.
PC-KCI algorithm
PC-KCI is based on a graph-learning algorithm, called the PC algorithm [12] , which performs a systematic series of conditional independence tests to construct a graph that represents the statistical dependence relationships (relationships that cannot be explained by other measured variables) between variables in a dataset. We use a novel implementation of kernel conditional independence (KCI) [13] testing with the PC algorithm, which we call PC-KCI, to establish connections (called an edge in the graphical models literature) in the graph [12] . KCI enables the detection of any statistical dependency, including nonlinear relationships, between variables in the MOMS dataset.
KCI uses a mathematical framework developed in functional analysis called the reproducing kernel Hilbert space (RKHS). Loosely, RKHS can analyze correlations of random variables under smooth transformations, allowing for the detection of non-linear statistical dependence. KCI's test statistic uses a metric defined on the RKHS that is zero if and only if all transformations of the random variables are uncorrelated and corresponds to independence with a sufficiently rich set of transformations. Zhang et al. [13] showed how to estimate this metric from data and that the test statistic under the null hypothesis (conditional independence) can be approximated using the gamma distribution. As part of this work, we translated this theory into code in the R programming language (an R package will be published in 2019). To verify that our KCI code performed properly, we executed it on 500 simulated datasets of each size and dimension indicated in Fig 1. To test for type I error ( Fig 1A) , we generated conditionally independent data and plotted the proportion of times the test was (incorrectly) significant at the indicated significance level. To test type II error ( Fig 1B) , we generated non-linear dependent data and plotted the error rate of the test again. In general, this number should be small, but there are no predefined significance value as with type I error. The plot shows strong performance on both metrics. Using the KCI test, the algorithm begins by connecting all variables (represented as nodes or vertices in the graph), then removes edges between variables if they are marginally independent-i.e., not associated according to a test of statistical independence. In the next step, the algorithm sequentially controls for other sets of variables that could explain the dependence between the two variables. If two variables that were initially connected after the first step (testing for marginal independence) become conditionally independent after the second step (controlling for one or more other variables), the edge between the first pair of variables is removed. This can occur if a causal pathway is mediated through the conditioning variables, or if the conditioning variables influence the original two variables but the original two variables do not influence each other (they share a common cause). After iterating through all pairs of variables with reasonable combinations of control variables, any edges that remain between two variables indicate statistical dependence not explained by other variables, and can be visualized in graphical form, where an edge between two variables in the dataset (called neighbors) typically indicates either a direct causal relationship or a statistical association induced by an unmeasured variable (confounding). This undirected graph-building process creates the skeleton graph that underlies most causal discovery algorithms, e.g. PC and FCI [12] . These algorithms all assume faithfulness when constructing the undirected graph, which means that any causal relationships imply marginal statistical dependence. A violation of faithfulness would be if two causes of a third variable exactly cancel each other out (statistically). Going from an undirected (association) to direct (causal) graph requires an additional battery of logical tests to orient the edges (indicating the direction of causality). We choose to present the graph without directed edges because of potential confounding variables not measured in the MOMS dataset, making errors in the direction of causality likely. The undirected graph still contains potentially causal pathways but does not indicate the direction of causality. Fig 2 shows that the availability and use of differing control variables may, at least partly, explain differences between publications finding significance, even while using similar regression models. PC-KCI provides the high-level structure needed for understanding those differences, as well as potential causal pathways, whereas regression estimates specific functional relationships between a single outcome and its covariates. Their uses are complementary. For example, a graph constructed using PC-KCI can be used to understand mediation relations between two variables A and B connected in the graph after controlling for potential Using graph learning to understand adverse pregnancy outcomes and stress pathways confounders C that are connected to both A and B. There are two important caveats with this approach: 1) this can only be done if the researcher is sure that both A and B do not cause C, and 2) statistics (p-values, confidence intervals) based on regression models that use the graph structure will not necessarily have their nominal levels of significance. For the latter reason we examine only the structure of the dependency relationships in the MOMs data, avoiding specific parametric models. An alternative approach would split the data into two parts, one for learning the structure with PC-KCI, the other for estimating parametric models given the structure. Another would be to use some sort of adjustment on the p-values and confidence intervals based on the number of tests used in the PC-algorithm, or possibly an approach similar to post-selection adjustment (although such an approach does not yet exist for the PC-algorithm) [15] . PC-KCI also has other uses, such as providing a general test of conditional association between two variables even when the specific functional relationship is not of interest, can suggest potential causal pathways, and can broadly cluster variables into groups to check whether they are highly (or loosely) associated.
Results
We ran PC-KCI twice, first only allowing edges for associations testing at P < 0.01 (Fig 3, solid  lines) ; second, allowing edges for P < 0.05 (Fig 3, dashed lines, though solid if an edge was also in the P < 0.01 graph).
Links to the algorithms can be found in the supplemental material, S1 Text and S2 Text.
Potential causal pathways
In analyzing the results of the algorithm, two types of relationships (or pathways) emergethose that confirm prior research, and those that extend or add to prior knowledge. First, we examine relationships in the graph that confirm established prior research on adverse pregnancy outcomes. These variables are shaded red in Fig 2. The most obvious relationships are among the neighbors of infant adverse pregnancy outcomes, where gestational weeks is closely related to preterm premature rupture of membranes (PPROM), length of stay in the neonatal intensive care unit (NICU), and percentile gestational weight at birth. Similar patterns emerge between gestational weeks at birth and most maternal adverse outcomes (maternal gestational diabetes, preeclampsia, and gestational hypertension). The positive relationship between BMI, C-Reactive Protein (CRP) and earlier gestational age at delivery confirms what has been established in the pregnancy literature [16] [17] [18] . Similarly, race, a documented risk factor for preterm birth [19] [20] , was connected to pre-gestational diabetes, which itself was connected to gestational weeks. In our findings, Hispanic vs White ethnicity was connected to pre-gestational diabetes which we know from the literature to be a population trend. Each of these relationships confirms what we know from many published papers and common knowledge of the clinical landscape.
The relationship between race and adverse pregnancy outcomes is nuanced, where pathways differ by race. African-American participants were more likely to have elevated hair cortisol levels, which, in turn, was associated with pre-eclampsia onset and shorter gestational weeks at birth, whereas Hispanic participants were more likely to exhibit pre-gestational diabetes leading to shorter gestational weeks. Also, prior preterm birth, maternal age, and Hispanic ethnicity were connected to whether a patient had a C-section, with Hispanic women in the sample almost twice as likely to have a C-section (20%) compared to non-Hispanic women (12%). The graph indicates that this relationship was not mediated by BMI (a commonly cited cause of C-sections), suggesting other possible explanations, such as patient preference for the procedure or variation between hospitals (e.g., San Antonio vs. Pittsburgh) in C-section rates.
The PC-KCI algorithm further found that higher scores on the Childhood Trauma Questionnaire were associated with lower percentile gestational weight at birth (i.e. infants who are small for gestational age) and, furthermore, that this was related to social problems and perceived social stress in adulthood.
Prior literature has shown a relationship between economically disadvantaged childhood and shorter gestational weeks, when controlling for current income [14] . Here we find that this outcome was related to current economic disadvantage, as indicated by insurance type (or lack thereof), suggesting that factors related to economic status that are distinct from income, may play a role in the preterm birth pathway. We also used PC-KCI to identify variables that were not directly statistically associated with each other, given the other variables used to create the graph, to inform future analyses for predicting adverse pregnancy outcomes. For example, many of the inflammatory biomarkers included were not found to directly connect to adverse pregnancy outcomes in this analysis. Existing literature on inflammatory biomarkers and adverse pregnancy outcomes suggests that these pathways are complex, and as in the case of CRP, are complicated by other factors such as adiposity. These findings indicate the importance of accounting for these indirect pathways between predictor and outcomes variables.
Given the compelling evidence that inflammatory markers play a role in pre-term births, including IL-6 and TNF-alpha [21] , this work adds to the literature by suggesting that these markers may operate through onset of medical conditions in pregnancy, such as gestational diabetes.
It is also important to note that some variables in the graph that are not connected by a pathway may still be statistically associated (a false negative result). Such an omitted edge is indicated by a dotted blue line in Fig 2. Forthcoming work has found that participants who fall in the top quartile of TNF-alpha serum concentration are more likely to experience preterm labor. PC-KCI did not detect this relationship, though TNF-alpha is marginally related to preterm birth. This is explained by the fact that when conditioning (controlling), for hair cortisol, gestational diabetes, and pre-gestational diabetes, the relationship between TNF-alpha and gestational weeks is no longer significant. PC-KCI is a conservative algorithm, prone to omitting edges rather than adding them, but in this case, the omission was due to the confounding influences of other variables in the putative pathway.
Discussion
We found several important clinical results that suggest promising areas for prediction of adverse pregnancy outcomes. In particular, certain stress-related biopsychosocial variables were related to preeclampsia, including change in corticotropin releasing hormone and hair cortisol levels measured at 12-21 weeks of pregnancy. Detecting preeclampsia risk early in pregnancy may allow for early intervention using low-dose aspirin prophylaxis [22] [23] [24] . Additionally, some notable pathways related to race/ethnicity, such as Hispanic ethnicity being linked to greater levels of pre-gestational diabetes, which in turn is linked to fewer gestational weeks (i.e. prematurity) as compared to black race, which was linked to higher levels of hair cortisol, presence of preeclampsia and, in turn, to fewer gestational weeks. Childhood trauma was associated with adverse infant outcomes, namely small size for gestational age at birth. Moreover, this relationship was related to perceived social stress in adulthood, suggesting that those who experienced certain types or magnitude of childhood trauma may experience increased social stressors in adulthood that can also influence risk for adverse birth outcomes. Further examination of this connection is warranted.
Because the proposed approach is exploratory in nature, we emphasize that these results are tentative, with the purpose of contributing to the discussion surrounding adverse outcome pathways. Formal analyses based on the patterns discovered using PC-KCI need to be conducted with new data and approaches to confirmatory hypothesis testing, such as preplanned and pre-registered modelling approaches.
With proper cautions, this method and other graph-learning methods can be applied to a wide range of clinical and epidemiological datasets to gain insight on the relationships between suspected risk factors for clinical outcomes, and to improve the process of choosing pathways for further study. We propose that probabilistic graphical model algorithms could lead to more effective discovery of those physiological and psychosocial mechanisms responsible for complex clinical outcomes.
Limitations
Statistical associations between two variables in prospective cohort studies are generally induced by direct causation (X -> Y), in which one variable causes the other, or confounding (X<-Z -> Y), in which there is a third, unmeasured variable that causes two measured variables. Statistical methods for distinguishing between these cases are limited and often controversial within the statistical community. For this reason, we proceed with caution in making causal claims based solely on observational data. However, the absence of statistical association generally indicates that two variables are not causally linked, given that there are enough data to detect an association.
The independence tests are probabilistic with an attendant degree of risk of false positives and false negatives. PC-KCI is likely to be too conservative, with a higher chance of false negatives or missing edges between variables in the graph. For analyses based on a priori theoretical models, a regression approach could produce somewhat different results, compared to the exploratory approach of PC-KCI. As with all statistical methods, external expertise is required to interpret the presence or absence of potential linkages.
Another issue is missingness in the data. Unfortunately, imputing missing values will only weaken dependence relationships, increasing the false negative rate on the edges, resulting in fewer edges than the shown model. Imputation methods combined with non-parametric graph learning are an important area for future research. In this analysis, we dropped observations only when a specific hypothesis test did not have sufficient information for a particular observation. That is, before performing each hypothesis test that PC required, we dropped variables for that specific test when they contained observations only for the requisite variables for missing values, but restored the dropped variables for subsequent independence tests.
In this work, we used a machine learning algorithm, PC-KCI, to model the statistical dependence relationships between multiple adverse pregnancy outcomes and risk factors. We analyzed the Measurement of Maternal Stress (MOMS) study data to provide an overview of the type of results that this approach can yield. By applying a probabilistic graphical model algorithm, PC-KCI, to data from a large, multi-center pregnancy cohort, we confirmed previous findings in the literature, identified measures that may have limited predictive value in the presence of other more proximal measurements, and suggested nuanced and novel pathways to preterm birth that may warrant further exploration. 
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