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Enabling Scalable and Sustainable Softwarized 5G Environments
by Jane Frances PAJO
The fifth generation of telecommunication systems (5G) is foreseen to play a funda-
mental role in our socio-economic growth by supporting various and radically new ver-
tical applications (such as Industry 4.0, eHealth, Smart Cities/Electrical Grids, to name
a few), as a one-fits-all technology that is enabled by emerging softwarization solutions
– specifically, the Fog, Multi-access Edge Computing (MEC), Network Functions Virtu-
alization (NFV) and Software-Defined Networking (SDN) paradigms. Notwithstand-
ing the notable potential of the aforementioned technologies, a number of open issues
still need to be addressed to ensure their complete rollout. This thesis is particularly de-
veloped towards addressing the scalability and sustainability issues in softwarized 5G
environments through contributions in three research axes: a) Infrastructure Modeling
and Analytics, b) Network Slicing and Mobility Management, and c) Network/Services Man-
agement and Control. The main contributions include a model-based analytics approach
for real-time workload profiling and estimation of network key performance indica-
tors (KPIs) in NFV infrastructures (NFVIs), as well as a SDN-based multi-clustering ap-
proach to scale geo-distributed virtual tenant networks (VTNs) and to support seamless
user/service mobility; building on these, solutions to the problems of resource consol-
idation, service migration, and load balancing are also developed in the context of 5G.
All in all, this generally entails the adoption of Stochastic Models, Mathematical Pro-
gramming, Queueing Theory, Graph Theory and Team Theory principles, in the context
of Green Networking, NFV and SDN.
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In recent years, a multitude of services is being made available at accelerated innovation
rates to offer new opportunities for improving our quality of life. To cope with current
and future demands, telecommunication networks have been continuously evolving
towards convergence; for one, it is imperative to handle the increasing heterogeneity in
traffic types, applications, access devices and platforms, among others, while providing
consistent – yet differentiated – quality and reliability. Nonetheless, the subsequent in-
crease in the number of devices (of varying capabilities) connecting to the Internet and
traffic volumes [1, 2], topped with differing user requirements, entail complex network
operations and management that render classical network architectures and paradigms
inadequate.
The fifth generation of telecommunication systems (5G) is envisioned to bring about
a truly converged network that will play a fundamental role in both economic and so-
cial aspects of our digital world [3, 4]. For instance, Fig. 1.1 shows EU’s vision of 5G
– a hyperconnected environment that offers a wide range of applications dedicated to
both end-users and network-connected things (e.g., wearables, handhelds, cars, home
appliances, sensor networks, etc.). Radically new applications, such as the Tactile Inter-
net (i.e., augmented reality, real-time autonomic control for Industry 4.0, etc.), eHealth,
Smart Cities/Electrical Grids use cases, are key design milestones to be supported as
verticals by the upcoming 5G technologies.
FIGURE 1.1: EU’s vision of 5G [4].
Chapter 1. Introduction 2
Towards this end, the integration of networking paradigms with Information Tech-
nology (IT) services (specifically, the virtualization on top of commercial off-the-shelf
(COTS) hardware) has become a trend in both industry and research scenes due to their
notable potential in overcoming the infrastructure ossification dilemma. Moreover, with
the onset of Fog [5] and Multi-access Edge Computing (MEC) [6] paradigms, Cloud-
like services will soon become – if not already – widely available much closer to end-
users and network-connected things, enabling new classes of services with challenging
performance/operating requirements that cannot be met by current Cloud solutions
running on remote datacenters. The resulting Cloud-Fog-MEC interplay then provides
a wide-range of possibilities for augmenting device capabilities and improving net-
work performance [1, 7, 8], granting network service providers (NSPs) more degrees
of freedom in improving either the quality of service (QoS) of service components or
the quality of experience (QoE) of the end-users, as necessary. In fact, in the 5G sce-
nario, telecommunication infrastructures are emerging into a sort of "geo-distributed
datacenter" with advanced virtualization and computing capabilities, able to host both
network and application software instances from multiple tenants.
Building on this, emerging network softwarization solutions aim at providing flex-
ibility and programmability levels that could future-proof the network. Particularly,
Network Functions Virtualization (NFV) [9] and Software-Defined Networking (SDN)
[10] are gaining momentum as two core technologies in the current 5G revolution [3].
On one hand, NFV allows for high customizability and improved time to market of
network services, at lesser capital expense (CapEx), by the software implementation
of networking functionalities that can be (dynamically) placed practically anywhere in
the Cloud-Fog-MEC domain. On the other hand, network management complexity is
expected to significantly drop with SDN, as it decouples the network intelligence from
the forwarding plane, rendering forwarding devices simple and programmable via an
open interface like OpenFlow (OF) [11]. Notwithstanding the numerous gains offered
by these technologies, the economic impact, environmental sustainability, scalability,
and performance levels that they must contest are foreseen to create a bottleneck in
their complete rollout.
Within the challenges posed by the Future Internet in general, and particularly
by the strong wireless/wired integration [12] in 5G environments, four broad topics,
among others, can be seen as interacting and mutually influencing: a) flexibility, pro-
grammability and virtualization of network functions and services; b) performance re-
quirements (mapping of users’ QoE onto network-level QoS); c) energy efficiency, and;
d) network management and control. The first item stems from the evolution of the
network towards a multi-purpose softwarized service-aware platform over a heteroge-
neous infrastructure [13]. Performance issues have to deal with the very strong require-
ments imposed by 5G key performance indicators (KPIs) [14] and energy-awareness
cannot be neglected in view of sustainability, environmental concerns, and operational
costs. In this scenario, network management and control strategies are essential to or-
chestrate all needed functionalities, supervise and optimize the allocation of resources,
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to ensure that KPIs are met for network slices [15–17] according to the traffic dynamics,
multiple tenants, NSPs and infrastructure providers (IPrs).
This thesis is particularly developed towards addressing these open issues through
contributions organized in three research axes: a) Infrastructure Modeling and Analyt-
ics, b) Network Slicing and Mobility Management, and c) Network/Services Management and
Control, with an end goal of enabling scalable and sustainable softwarized 5G environ-
ments. The first and second axes cover the main contributions of this thesis, detailing
a model-based approach towards real-time analytics in NFV infrastructures (NFVIs),
as well as a SDN-based multi-clustering approach to scale geo-distributed virtual ten-
ant networks (VTNs) and to support seamless user/service mobility. The third axis
is intended for some applications of the aforementioned approaches, and of a more
recent work based on team theory, towards solving the problems of resource consolida-
tion, service migration, and load balancing in the context of 5G. The following sections
briefly look into each research axis to further motivate and formally introduce the cor-
responding contributions.
1.1 Infrastructure Modeling and Analytics
At the infrastructure level, state-of-the-art softwarization solutions are mostly based on
the use of COTS hardware, which – contrary to the special-purpose hardware mostly
deployed within classical telecommunication infrastructures – have intrinsically lower
performance and energy efficiency. While the Advanced Configuration and Power In-
terface (ACPI) specification [18] equips most – if not all – of it with power management
mechanisms (e.g., Low Power Idle (LPI) and Adaptive Rate (AR)), power savings come
in trade-off with performance degradation [19]. Moreover, virtualization typically adds
extra layer(s) in the networking stack that result in additional processing delays, further
lowering the performance. For instance, for a given amount of workload, virtualized
network functions (VNFs) may consume even more energy than their physical coun-
terparts [20, 21]; this calls for power- and performance-aware resource management
solutions, otherwise the resulting operational expenses (OpEx) and carbon footprints
will prove to become economically and environmentally unsustainable.
Furthermore, this current shift towards an extremely modular and virtual network
architecture, which is foreseen to provide the service agility required by the upcom-
ing 5G scenario, entails automated configuration, provisioning and anomaly detection.
The ETSI NFV Management and Orchestration (NFV-MANO) framework [22] desig-
nates these responsibilities to the virtual infrastructure manager (VIM) of the NFVI.
The VIM seeks to obtain performance and anomaly information among virtualized re-
sources based on capacity/usage reports and event notifications, and then to manage
them accordingly – yet usually, measurable data do not directly expose network KPIs.
Starting from available and easily measurable performance monitor counters (PMCs)
in Linux host servers, we try to bridge this gap through a model-based analytics ap-
proach for real-time VNF workload profiling and network KPI estimation (specifically,
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power and latency). In particular, the contribution in this aspect is two-fold:
• a complete analytical characterization of the power- and performance-aware vir-
tualized system, considering a fairly general renewal model (MX/G/1/SET queue
[23]) that captures traffic burstiness and system setup times, and;
• a novel model-based analytics approach for profiling VNF workloads, towards
the real-time estimation of the ensuing power consumption and system latency.
This not only augments the capabilities of the VIM, but is also suitable for state-of-
the-art dynamic resource and service provisioning approaches, among others, and for
devising new ones.
1.2 Network Slicing and Mobility Management
In the 5G scenario, computing resources will be provided by heterogeneous and res-
ource-constrained facilities, placed at various levels of the network, such as micro-,
pico- and container-based datacenters [24] in central offices, street cabinets [25], mobile
base stations [26], etc. – or collectively referred to as in-network datacenters. At the
same time, Cloud-native applications have been evolving towards software architec-
tures to boost and embrace modularity. In particular, state-of-the-art applications are
composed of a large number of microservices [27], often embedded into various execu-
tion containers or virtual objects (VOs – e.g., virtual machines (VMs), Linux containers,
etc.), and connected among themselves through complex virtual network topologies
(often referred to as service chains (SCs)). As in the ETSI NFV specifications [28], an
application orchestrator is used to dynamically manage the lifecycle of each software
instance and of its virtual connectivity to conform with the application-level workload,
while meeting the desired performance levels.
Note that such modular applications are the perfect counterpart to be vertically de-
ployed onto 5G-ready infrastructures: microservices/VOs can be placed into the geo-
distributed in-network datacenters close to end-users and network-connected things
[29], and migrated from one to another as they move, in order to enable seamless user
experiences. Moreover, depending on the nature of the application, or on one of the
functions fulfilled by a certain microservice, VOs could be differently tolerant to the
end-to-end latency, and hence, to their proximity to users and/or things. Thus, it is
reasonable to assume that each VO is associated to a Service Level Agreement (SLA),
defining its QoS requirements, which can be used to select the most suitable hosting
datacenter. Obviously, the tighter the SLA proximity requirement of a VO is, the more
frequently it might be migrated among datacenters as the users/things move, causing
resource reconfigurations in the network nodes and links. In addition, we can also note
how users can have access to multiple Cloud-Fog-MEC applications, which in turn are
provided and managed by potentially different tenants.
Owing to the considerations above, the crucial role of SDN technologies (e.g., OF)
becomes extremely manifest in this challenging scenario. SDN not only offers effective
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and flexible means for isolating VTNs, but also the possibility of supporting SC recon-
figurations – especially the live migration of VOs among in-network datacenters in an
effective and seamless fashion, since it allows steering traffic flows from/to VOs upon
orchestrator requests. In this perspective, a VTN can be viewed as a network slice or
a slice instantiation that can be flexibly and dynamically mapped to a geo-distributed
telecommunication infrastructure.
With this in mind, we exploit SDN’s capabilities and develop a novel multi-clustering
approach to scale geo-distributed VTNs, especially in the presence of a massive number
of Cloud-Fog-MEC applications and VOs. The contribution in this aspect can be sum-
marized through the following main advantages that the proposed approach provides
with respect to state-of-the-art SDN mechanisms:
• overlay isolation through tunnel-less communications [30] (i.e., non-overlapping
OF rules among different overlays without the use of resource-hungry tunneling
protocols like GRE [31] or VXLAN [32]);
• intrinsic support for distributed computing facilities (i.e., overlay connectivity is
provided inside and among datacenters at the network edge);
• more abstracted and agile overlay network control (i.e., clusters of VOs with sim-
ilar SLA requirements are considered as aggregate entities in the wide-area);
• efficient network support for single and bulk VO live migrations (i.e., no network-
induced packet loss);
• low infrastructure-level requirements (i.e., simple and mandatory OF filters and
actions, as well as layer-2 (L2) addressing criteria);
• high performance (i.e., optimal/close-to-optimal traffic paths, low computational
overhead); and
• high scalability (i.e., the number of OF rules installed in the overlay implemen-
tation and of rule updates during wide-area (bulk) migrations are significantly
reduced).
1.3 Network/Services Management and Control
The ETSI NFV standard [33] defines an architectural framework where the operational
domains of IPrs and NSPs (e.g., vertical industries, over-the-top network providers,
etc.) are fully split. In more detail, NSPs can define their own services and instan-
tiate their components over infrastructure resources (in terms of computing, storage
and networking) acquired "as-a-Service" from different IPrs. At the same time, IPrs can
simultaneously host multiple NSPs in their respective (in-network) datacenters – also
referred to as NFVI Points of Presence (PoPs).
The scenario can be viewed from a sort of "Cloud" perspective, in which the NFV
framework can be defined as a multi-domain and multi-tenant architecture. NSPs are
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envisioned to compose and orchestrate the lifecycle of their services, instantiating their
components (i.e., execution containers or VOs) over the resources acquired as-a-Service
from PoPs. In their turn, IPrs are expected to handle the service components running
in their infrastructure in an efficient fashion – for instance, by consolidating execution
containers or VOs in a subset of servers and/or by applying energy-aware local control
policies (LCPs) on the underlying hardware in order to reduce the power consumption
of PoPs, while taking into account the QoS/QoE requirements.
With this in mind, we devise network/services management and control solutions
by building on the real-time analytics, network slicing and mobility management mech-
anisms developed in the first two research axes. In addition, a more recent work based
on team theory is presented.
Joint power scaling and consolidation: While numerous studies have addressed the
VM consolidation problem in datacenters, none of them has (completely) considered
the AR and LPI capabilities of underlying resources in today’s telecommunication in-
frastructures. In this respect, we seek to optimize the trade-off between power and
performance, by considering the aforementioned capabilities, as well as the workload
characteristics and variations, in the dynamic consolidation of VNFs. The solution is
developed under the notion that the model-based analytics approach in Section 1.1 is
already available for real-time workload profiling and network KPI estimation.
User-centric service migration: An open issue with the upcoming Cloud-Fog-MEC in-
terplay, brought by recent advances in mobile Internet, regards user mobility support –
specifically, the Fog-MEC counterparts of services that require close proximity may call
for migration(s) to meet the SLA requirements as users move. At the same time, corre-
lation/chaining among VOs (or, inter-VO affinity) must be taken into account in making
such migration decisions, which may initiate (bulk) VO migration(s) with user mobility.
Supposing that the multi-clustering approach in Section 1.2 is already in place for man-
aging geo-distributed VTNs, we look at a user-centric perspective and jointly consider
the user proximity and inter-VO affinity requirements, as well as a subscription-based
parameter, in a scalable and differentiated approach for service migration.
Decentralized load balancing: In a multi-domain and multi-tenant scenario such as
the upcoming 5G environments, the management and control of dynamic network
slices pose a set of challenges that are still largely unsolved. For instance, a certain
network service can generally be offered by multiple NSPs (i.e., with different SC im-
plementations), and depending on the service demands, each NSP can activate mul-
tiple instances of its SCs. This manifests the need for load balancing techniques able
to consider the entire end-to-end SC deployment and to optimally steer traffic among
multiple service instantiations. We scalably address this problem with a team-theoretic
approach for finding informationally decentralized (per-PoP) load balancing strategies,
which takes into account a power- and performance-aware cost function.
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The remainder of this thesis is structured as follows. Firstly, some technological
background and related literature are presented in Chapter 2. Chapters 3, 4 and 5 delve
into the three research axes, respectively, discussing the details of the proposed solu-
tions, as well as the obtained results.
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Chapter 2
Background and Related Work
This chapter provides an overview of the technological scenario – encompassing the
fundamental concepts and the related literature – on which we build the problems con-
sidered in this thesis and the proposed contributions in their respect.
First, 5G is briefly outlined to get acquainted with its use cases and their correspond-
ing requirements. Then, we look into some key concepts and technologies foreseen
to facilitate the roll out of softwarized 5G environments – specifically, the Cloud-Fog-
MEC interplay, NFV and SDN. As previously noted, the resulting scenario still admits a
number of open issues at the infrastructure and service levels, which will be described
– along with some related work – in the context of network/services management and
control. Furthermore, as a prelude to one of the main contributions of this thesis, a
run-through of related system modeling and analytics approaches is also presented.
2.1 5G in a Nutshell
5G goes beyond the next generation of mobile broadband but rather an evolution of
telecommunication technologies in their entirety [3] – embracing the heterogeneity in
access technologies (i.e., wireless/wired integration), underlying resources (i.e, Cloud-
Fog-MEC interplay), QoS/QoE requirements, etc. – towards a unified infrastructure
for enabling next-generation network services and applications.
The ITU-R has defined the following three main categories of 5G use cases [34]:
• Enhanced mobile broadband (eMBB) (i.e., enhanced indoor/outdoor broadband,
augmented and virtual reality, etc.);
• Massive machine-type communications (mMTC) (i.e, Internet of Things (IoT),
Smart Cities, Domotics, etc.), and;
• Ultra-reliable and low-latency communications (URLLC) (i.e., autonomous vehi-
cles, Smart Electrical Grids, eHealth, Industry 4.0, etc.);
based on application-specific requirements that takes into account the prioritization
among 5G KPIs. Considering eight main KPIs [35]: a) peak data rate, b) user experienced
data rate, c) latency, d) mobility, e) connection density, f) energy efficiency, g) spectrum ef-
ficiency, and h) area traffic capacity, Fig. 2.1a illustrates the target improvements for 5G
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(A) 4G vs 5G
(B) eMBB vs mMTC vs URLLC
FIGURE 2.1: 5G KPIs and targets [35].
with respect to the current 4G technologies, while Fig. 2.1b indicates the prioritization
among these KPIs for eMBB, mMTC and URLLC applications.
As a one-fits-all technology, 5G will have to overcome the challenges of simultane-
ously handling the great diversity of requirements. While the need for different Radio
Access Networks (RANs) has been anticipated in this respect, the adoption of soft-
warization solutions on the core network is foreseen to enable efficient and tailored
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management of resources on a per-slice perspective [3].
The NGMN and 3GPP recently introduced the network slicing concept into 5G
ecosystem specifications [16, 17], where a network slice can be roughly summarized
as a virtual projection of a 5G network with all the functionalities, isolation level, and
capabilities customized according to the needs of the vertical applications. Moreover,
each network slice can be defined by one or more interconnected logical subnetworks
which might provide different functionalities or can be even shared with other slices.
2.2 Network Softwarization and Key Enablers
As pointed out by the 5GPPP SN WG, network softwarization generally refers to the
telecommunication architecture paradigm shift: "from boxes to functions, and from pro-
tocols to application programming interfaces (APIs)" [3]. In this section, we look into the
key enabling concepts and technologies for this softwarization revolution.
2.2.1 Cloud-Fog-MEC Interplay
In a broad sense, virtualization basically describes the separation between a service
and its physical implementation [36], on which the Cloud, Fog and MEC paradigms
are built upon. With the hardware and software separation brought by state-of-the-
art virtualization technologies, Fig. 2.2 illustrates the resulting pooling of computing,
storage and networking resources in a virtual infrastructure – that could be of a single
Cloud/Fog/MEC (in-network) datacenter, or of an entire geo-distributed telecommu-
nication infrastructure. Moreover, the execution containers or VOs (e.g., VMs, Linux
containers, etc.) running the software applications are seen as isolated entities that can
be dynamically instantiated and (live) migrated across the shared infrastructure.
As previously anticipated, the Fog and MEC paradigms are relatively recent de-
velopments that aim at bringing Cloud-like services (i.e., from providing intelligence
to dumb devices, to offloading smart ones) much closer to end-users and network-
connected things. It is interesting to note that the former is a sort of generalization
FIGURE 2.2: Pooling of resources in a virtual infrastructure [36].
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FIGURE 2.3: Classical network appliance approach vs NFV [9, 37].
of the latter, as it conceives the possibility of having different levels of proximity that
can span from end-user devices, through the edge and core networks, and up to the
Cloud. In fact, Fog nodes are expected to be deployed practically anywhere – wherever
there are available computing/storage resources and of course, network connectivity
[5]. Intuitively, there is an inherent trade-off between the achievable end-to-end latency
and the available computing/storage/networking capacities, as you move amidst the
Cloud, Fog and MEC domains, that must be taken into account in the dynamic net-
work/services management and orchestration.
2.2.2 Network Functions Virtualization
With NFV, various types of network appliances are being consolidated as VNFs onto
COTS servers, storage and switches, as shown in Fig. 2.3, that are expected to populate
the NFVI PoPs across the Cloud-Fog-MEC domain [9]. From this perspective, the ETSI
NFV WG generalizes the definition of a network service as a graph of network functions
(either physical or virtual) connecting network end-points. In its turn, each network
function can be hierarchically composed of further functions or by components, such
that VNF components (VNFCs) represent the lowest decomposition level and might
correspond to the execution containers or VOs (e.g., VMs, containers, etc.) [37]. More-
over, a set of VNFs and/or VNFCs chained together to provide specific service func-
tionality is referred to as a VNF Forwarding Graph (VNF-FG) [33] – an oriented graph,
where each node corresponds to a particular VNF or VNFC, and each edge describes
the operational flow exchanged between a pair of VNFs and/or VNFCs.
Basically, the NFVI can employ various virtualization layer solutions towards the
deployment of VNFs and VNFCs. This involves selection among (or mixing of) dif-
ferent virtualization techonologies, as well as their corresponding platforms and I/O
technologies, which govern the overall performance and flexibility of the network ser-
vice implementation [38–40].
In more detail, the performance yardstick in NFV is a set of network KPIs (e.g.,
power consumption, latency, response time, maximum throughput, isolation, mobility
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management complexity, instantiation time, etc.); this set varies (or at least the weight of
each KPI) with the application. Nonetheless, the overall performance is closely linked
to the level of abstraction, and hence, to the virtualization overhead introduced in the
chosen implementation. For instance, as described in [38], typical hypervisor-based so-
lutions create isolated VMs that are highly abstracted and flexible but with relatively
high overhead, while container-based solutions create isolated guests (referred to as con-
tainers) that directly share the host OS, thus avoiding much of the overhead but with
a number of flexibility limitations (e.g., consolidation of heterogeneous VNFs, mobility
support, etc.).
Other ways for reducing the virtualization overhead regard the handling of network
I/O. A number of works in the scientific literature (e.g., [41–43], among others) con-
sider technologies like Single Root I/O Virtualization (SR-IOV) and Intel’s Data Plane
Development Kit (DPDK), which bypass the OS network stack. This, however, entails
building a specialized network stack on applications that require one, and the device
cannot be shared with other applications [40].
The SDN paradigm is recognized to be a highly complementary to NFV, as it en-
ables the programmable sequencing of network functions (both physical and virtual)
for network services deployment within the Cloud-Fog-MEC domain [3].
2.2.3 Software-Defined Networking
As detailed in [10], the SDN network architecture can be characterized by four design
viewpoints:
• decoupling of the control and data planes – forwarding devices (either physical or
virtual) become simple and programmable via an open southbound API;
• logically centralized control function – the SDN controller becomes a sort of net-
work OS with a global view of the network state, which provides the necessary
resources and abstractions for adapting network behavior;
• network programmability – the interaction between network applications and the
underlying forwarding devices can be programmed with unprecedented flexibil-
ity (i.e., leveraging an open northbound API to implement the network control
and operation logic, which in turn are translated to southbound-specific instruc-
tion sets), and;
• flow-based forwarding – forwarding devices perform the same instruction set on
all packets matching a flow’s criteria, which are executed by their corresponding
flow table implementations.
Fig. 2.4 illustrates the resulting shift in the networking approach – from infrastructure
ossified to highly programmable network behavior. On the downside, due to the ensu-
ing costs, the Ternary Content-Addressable Memory (TCAM) essential to accommodate
fine-grained forwarding rules in SDN devices have smaller capacities than the binary
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FIGURE 2.4: Classical networking vs SDN [10].
CAMs in legacy routers [44]. In light of this, numerous works in the scientific literature
have sought for solutions that could support customized traffic handling, while min-
imizing the size of forwarding tables (e.g., Media Access Control (MAC) addresses as
light-weight universal labels [45] and MAC rewriting at the network edge [46], embed-
ding a packet’s path in the address fields [47] and forwarding table compression [44,
48, 49], among others).
In the collective context of SDN/NFV, the network applications can correspond to
the VNFs or VNFCs, which can be (re-)instantiated and/or migrated practically any-
where in the Cloud-Fog-MEC domain during network (re)configurations. From this
perspective, SDN is well-known to fit re-routing mechanisms that would avoid any
network-induced performance drawbacks (e.g., encapsulation overhead [32], packet
losses [50], delays due to reactive rebuilding of forwarding tables [51]), which typically
occur in legacy L2/L3 networks [52].
Furthermore, within the multi-tenant and multi-service 5G scenario, SDN can be
essentially useful in implementing virtual networks (as overlays over the shared in-
frastructure) while efficiently ensuring address space isolation among overlays (e.g.,
using host-based VLAN tags for tunnel-less overlays [30]). A large part of the related
work on this aspect focuses on the efficient management of a single datacenter, rather
than the complete resource pool of multiple, geo-distributed datacenters.
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2.3 Network/Services Management and Control
With the use of COTS hardware, reduction in CapEx is a straightforward advantage
brought forth by softwarization solutions, while a similar reduction in OpEx necessi-
tates the adoption of specific management and control solutions. In this section, we
look at both infrastructure- and service-level approaches towards meeting the power
and performance requirements of 5G networks.
2.3.1 Power Management in COTS Hardware
The massive introduction of COTS hardware with the adoption of NFV would tend per
se to increase power requirements with respect to specialized hardware solutions [20,
21], in the absence of specific control actions. Among the various techniques that can
be used to implement control policies in network processing devices, dynamic adapta-
tion ones consist of modulating the processing rate (i.e., AR) or of exploiting low power
consumption states in idle periods (i.e., LPI).
In the context of softwarized networks, where a collection of network service com-
ponents must be allocated on physical network nodes, the latter may apply LCPs imple-
menting such dynamic adaptation techniques. Moreover, note that a network service
request can be allocated either on dedicated hardware, on virtualized resources de-
ployed in the Cloud-Fog-MEC domain, or their combination. The overall energy cost
and performance of a network service then depends on the LCPs applied on each node
involved in the chain.
The ACPI specification
The ACPI exposes the LPI and AR functionalities at the software level through the
power (Cx) and performance (Py) states, respectively. The former comprise the active
state C0 and the sleeping states {C1, . . . , CX}, while the latter correspond to different
processing performances {P0, . . . , PY} at C0. Higher values of x and y indexes indicate
deeper sleeping states and lower working frequencies and/or voltages, respectively.
Sleeping states, although resulting in lower power consumptions, incur performance
degradation due to the wakeup times, whereas reduced processing capacity increases
the service times.
It can be noted in Fig. 2.5 how LPI and AR have opposite effects on the burstiness of
the processor’s workload (i.e., the former clusters packets into bursts, while the latter
smoothens the traffic profile). Joint adoption of both mechanisms does not guarantee
greater savings [53, 54] – in fact, negative savings may even result with the naïve use of
the ACPI [55]. Furthermore, the optimum configuration largely depends on the inher-
ent burstiness of the incoming traffic.
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FIGURE 2.5: Power/performance comparison between standard packet processing and with
ACPI enabled.
Optimizing the power-performance trade-off
Numerous works in the literature looked into the power-performance trade-off opti-
mization according to different problem formulations. For instance, the multi-objective
problem can be transformed into a single-objective problem through linear scalariza-
tion (e.g, power and delay are weighted based on a trade-off parameter [53, 54]), con-
traint method (e.g., delay and packet loss are upper bounded [56]), among others.
In addition, the product between the power consumption and processing delay has
been widely used in recent years for modeling and optimizing the design of modern
(virtualization-ready) computing systems and components, like multi-core processors
and systems-on-chip, according to the performance of software applications [57].
2.3.2 Dynamic Management of Cloud-Fog-MEC Resources
One of the main objectives of the ETSI NFV-MANO orchestrator [22], along with the
help of VNF managers, is to automatically and dynamically manage SCs and the config-
uration of any single component to cope with the offered load and performance require-
ments. This aspect is directly inherited from the elasticity capability in today’s Cloud
computing technologies [58], which allows tenants to dynamically acquire and release
resources as-a-Service depending on their needs. In this respect, two base techniques,
namely vertical and horizontal scaling can be used in a non-exclusive fashion [59]. The
former is clearly upper limited by the resources available in the hosting servers, while
the latter removes such limitation by enabling the creation/removal of copies of the
same VNF/VNFC on-the-fly and balancing the load among these copies accordingly.
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Service composition and placement
Recall that a network service can be implemented as one or a chain of physical and/or
virtual components, and various NSPs can offer the same services but orchestrated dif-
ferently. In this respect, numerous works have proposed different approaches to the
resulting service composition and placement problems, which are mostly based on ei-
ther state-of-the-art solutions to the Virtual Network Embedding (VNE) problem [60],
or sub-optimal centralized solutions that require a full knowledge on the network state
and system parameters, as pointed out in [61].
The complexity of these problems further increase when aspects like underlying
hardware capabilities, resource availability and affinities are taken into account [62],
as well as service access patterns and their geographical distribution [63, 64], among
others. Distributed and informationally decentralized approaches (e.g., [61] and [65])
may come in handy in maximally capturing the variety of problem conditions, while
achieving the desired scalability in the solution.
Resource allocation and consolidation
Generally, the dynamic allocation of various types of resources (i.e., network links’
bandwidth, nodes’ CPU, memory and network I/O) and consolidation of workloads
among them must be considered when managing SCs. With softwarization solutions,
5G networks is expected to be able to vertically and horizontally scale service compo-
nents on-demand, and dynamically manage their mapping to the underlying infras-
tructure in order to meet application-specific KPIs.
Within a Cloud/Fog/MEC facility, state-of-the-art datacenter management solu-
tions look into dynamically optimizing the number of active resources according to the
datacenter load [66–68], while also minimizing unnecessary migrations [69, 70]. More
recent developments, such as [71], also started to consider service-level constraints (e.g.,
component sequencing, end-to-end delay).
Most works on energy-aware management are basically based on simple on-off ca-
pabilities – for instance, making underutilized nodes/links idle (i.e. via live migration
and re-routing operations) and possibly turning them off; although there are also a few
(e.g., [72] and [73]) that attempt to capture the AR and/or LPI capabilities of underlying
devices in their solutions.
Load balancing
Path diversity generally enhances the robustness of a network. In this respect, datacenter
topologies typically provide multiple paths between two servers and/or server racks,
which can be exploited for load balancing [74–76], among others.
As we move towards softwarized 5G environments, the load balancing problem is
being extended in the context of multiple service instantiations that can span multi-
ple NFVI PoPs. Application of state-of-the-art solutions that are originally designed
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for the "centralized" nature of Cloud computing scenarios might lead to highly ineffi-
cient network configurations [77], where traffic may bounce between datacenters at any
"load-balanced" component in the SC.
From this observation, the need becomes evident of load balancing techniques (per-
haps closer to control-plane run-time decisions than to the MANO framework) able
to consider the entire end-to-end SC deployment, and to optimally steer traffic where
horizontally scaled copies of the same VNF/VNFC, or even other implementations of
equivalent functionalities, can be exploited. A potential problem associated to such
end-to-end load balancing techniques is the quantity of information to be maintained
and synchronized among all the distributed elements concurring to the service imple-
mentation. Distributed optimization strategies (capable of mapping local information
into dynamic control actions) can reduce the quantity of signaling to be exchanged for
control purposes and scale better as a viable solution for large-scale systems like the
upcoming 5G networks.
2.3.3 User and Service Mobility Management
With the current advancements in mobile Internet, users will be accessing services
while on the move, and supporting user mobility becomes a concern among NSPs.
While Cloud-Fog-MEC services have been embracing modular software design, VOs
hosted in the Fog-MEC domain will have heterogeneous user proximity requirements
(e.g., home environment and Content Delivery Network (CDN) virtualization use cases
[78], mobile augmented reality applications [79], among others), and may have to "fol-
low" the user at different paces.
A number of recent works gave different contributions to this user-service mobil-
ity problem. For instance, the Follow Me Cloud framework [80] proposed full/partial
service migration by initiating/replicating individual components based on migration
costs vs QoS/QoE trade-off, while [81] considered live migration, taking into account
the dynamic user access patterns and migration amortization in the decision. As re-
gards bulk live migration optimization, [82] and [83] focused on migration bandwidths
and remapping of correlated VOs, respectively. However, they either consider only a
single VO (or a small set of VOs) or neglect the inter-VO affinity, and more importantly,
they did not study the scalability aspect of wide-area network reconfigurations during
the migrations.
2.4 System Modeling and Analytics
In this section, we look at two most widely used system modeling and analytics ap-
proaches in the scientific literature – namely, machine learning (ML) and queueing the-
ory.
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2.4.1 Machine Learning
A large part of the state-of-the-art software-level modeling approaches use ML tech-
niques on measurable PMCs. For instance, numerous PMC-based power models have
already been proposed at the VM and core levels [84, 85], while [86] explores corre-
lations between application-level QoS parameters like throughput and response time
with the power readings from Intel’s Running Average Power Limit (RAPL) interface
[87]. Note that high levels of accuracies can be obtained with ML-based approaches,
provided that the appropriate set of PMCs is considered and an extensive dataset is
available for training.
2.4.2 Queueing Theory
Queueing theory has, over the years, proved to be a useful tool for modeling and an-
alyzing telecommunication systems, and more recently, it is being adopted in the con-
text of NFV as well. Most of the works in the literature regard estimating the system or
queueing latencies towards efficient (QoS-aware) network service provisioning by con-
sidering network of queues to model interactions among virtual systems, SCs, VNFs
and/or VNFCs, with each entity modeled as a (unique) single-arrival queueing sys-
tem, with exponentially distributed inter-arrival times – for instance, using M/M/1 (or
multi-class M/M/1), M/M/m and M/M/1/K queueing models [88–91].
With a more generalized arrival process, [92] considers an arbitrary distribution for
the inter-arrival times; although packets still arrive singly on the network interface card
(NIC), the authors delved deeper into the infrastructure level by trying to capture the
interrupt coalescing (IC) operation on the NIC, resulting in batch arrivals at the CPU
running the VNF.
The MX/G/1/SET queue
Among the multitude of queueing models out there, a particularly interesting one is
the MX/G/1/SET queue [23], as it captures both the burstiness in the workload and
the system setup times (e.g., due to IC, ACPI configuration, etc.). While rarely found in
the literature, this model is not new yet among the published works (e.g., [23, 93–96]),
some discrepancies are found among multiple expressions for the mean busy period
and waiting time, calling for further analysis.
2.5 Summary
In this chapter, 5G is described as the next generation of telecommunication technolo-
gies as a whole, which is expected to support a wide-range of vertical applications (e.g.,
eMBB, mMTC and URLLC use cases) as network slices (or slice instantiations) on top
of a unified infrastructure. The need to simultaneously handle such great diversity of
requirements has further driven the current network softwarization revolution; hence,
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it is only fitting to say that softwarization will be characteristic of upcoming 5G envi-
ronments.
The key enablers for network softwarization that are considered in this thesis are the
upcoming Cloud-Fog-MEC interplay, NFV and SDN. The first two are basically built on
the concept of virtualization, where network functions/services can be implemented in
software with high customizability and portability across the Cloud-Fog-MEC domain;
the latter, on the other hand, deals with the programmable connectivity among (phys-
ical and/or virtual) network endpoints. Of course, despite the notable potential of the
resulting softwarized environment, it still admits a number of open issues at the infras-
tructure and service levels, requiring the adoption of specific management and control
solutions.
With an end goal of enabling scalable and sustainable softwarized 5G environments,
this thesis engages in the following network/services management and control topics:
a) power management in COTS hardware, b) dynamic management of Cloud-Fog-MEC
resources, and c) user and service mobility management, through novel contributions
in NFVI modeling and analytics, SDN-based network slicing and mobility manage-
ment, as well as a more recent work in decentralized load balancing among multiple
service instantiations. A review of related literature is presented to better position these
contributions on the current technological scenario.
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Chapter 3
NFV Infrastructure Modeling and
Analytics
As previously described, NFV will play an important role in the current 5G revolu-
tion as it is foreseen to support the accelerated network service innovation rates with
the software implementation of networking functionalities. However, some opera-
tional issues that stem from the underlying COTS hardware and virtualization solu-
tions adopted need to be handled effectively and efficiently. On top of that, the highly
modular and customizable nature of the virtualized network architecture manifests the
need for automated management of NFVIs.
This chapter details a novel model-based analytics approach for NFVIs based on
queueing theory; the MX/G/1/SET model is specifically considered to take into ac-
count the inherent workload burstiness and the system setup times (caused by interrupt
coalescing and power management actions). The proposed approach seeks to augment
the capabilities of a NFVI’s VIM by enabling real-time VNF workload profiling and es-
timation of network KPIs (specifically, power and latency) using – and adding value to
– available hardware/software PMCs.
In the following sections, a complete analytical characterization of the MX/G/1/SET
queueing model is first presented, clarifying the discrepancies found in the scientific
literature. Then, starting from available and easily measurable PMCs in Linux host
servers, key model parameters are exposed for real-time VNF workload profiling, and
ultimately, towards the estimation of the considered network KPIs.
3.1 Analytical Model
An energy-aware core hosting a VNF (or VNFC) is modeled as an MX/G/1/SET queue,
which is a generalization of the well-known MX/G/1 queue [97] for burst arrivals that
also covers the cases in which an additional setup period SET is necessary before ser-
vice can be resumed.
In more detail, batches of packets arrive at the system at exponentially distributed
inter-arrival times with a random batch size X. If the system is empty at the arrival
instant, SET is initiated; service only begins after the completion of SET. Packets are
queued as they arrive and served individually with generally-distributed service times
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TABLE 3.1: MX/G/1/SET model notation.
Symbol Description
λ batch arrival rate
β j probability that an incoming batch is composed of j packets
X(z) PGF of the batch size, X(z) = ∑∞j=1 β jz
j








τ(t) probability density of the setup time
τ∗(θ) Laplace transform of τ(t)





s(t) probability density of the packet service time
s∗(θ) Laplace transform of s(t)





µ average packet service rate, µ = 1/s(1)
ρ server utilization, ρ =
λβ(1)
µ
B∗(θ) Laplace transform of the busy period density





P(z) PGF of the number of packets in the system at a random epoch
W average waiting time in the queue
S. Moreover, we approximate the loss probability in a queue with finite buffer N by the
stationary probability that the number n of customers in the infinite-buffer queue at a
generic time t be greater than N (Pr{n > N}). Therefore, hereinafter, we will consider
the infinite buffer case.
More details on the different model components are presented in this section – from
the arrival, setup and service processes, to the characterization of network KPIs. The
model notation is given in Table 3.1.
3.1.1 Traffic Model
In telecommunication networks, where burst packet arrivals are more representative of
the traffic behavior rather than single arrivals, effectively capturing the traffic bursti-
ness is essential. The Batch Markov Arrival Process (BMAP) has long been established
in this respect [98, 99]; BMAP allows for dependent and non-exponentially distributed
packet inter-arrival times, while keeping the tractability of the Poisson process [100].
We suppose that packets arrive according to a BMAP with batch arrival rate λ. Then,
to characterize the random batch size X, let β j be the probability that an incoming batch
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is composed of j packets (j = 1, 2, . . .). Then, the probability generating function (PGF)






from which the first and second factorial moments of the batch size are obtained as
β(1) = ∑
∞
j=1 jβ j and β(2) = ∑
∞
j=1 j
2β j − jβ j, respectively. The offered load in packets per
second (pps) is then obtained as OL = λβ(1).
Given λ, β(1) and β(2), the burstiness of the traffic can already be well estimated.
However, a common difficulty stems from the fact that the discrete probability distri-
bution {β j, j = 1, 2, . . .} may not be given, and typically requires detailed analysis of
packet-level traces [53, 54]. As an alternative approach, we propose to estimate the fac-
torial moments from easily measurable parameters (e.g., VNF workload, idle and busy
times), which will be discussed in Section 3.2.
3.1.2 Setup Model
With the deterministic nature of the setup period due to core wakeup transitions and
reconfigurations considered in this work, the Laplace transform of the probability den-
sity τ(t) can be reduced to
τ∗(θ) = e−τθ (3.2)
From this, the first and second moments of the setup time are simply given by τ(1) = τ
and τ(2) = τ2, respectively, with
τ =
τp in the context of power consumption, andτl in the context of latency.
3.1.3 Service Model
Once setup is completed, the core starts to serve backlogged packets and remains busy
until the system becomes empty. We suppose that the VNF (or VNFC) hosted on the
core has deterministic service times.
Service process
Generally, multiple execution containers (e.g., VMs, Linux containers, etc.) may be con-
solidated on the same core, and the service process can be captured by a discrete set
of service rates {µm, m ∈ M} with corresponding probabilities {πm, m ∈ M}, where
M is the set of execution containers sharing the core. The Laplace transform of the
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However, in the special case of one-to-one correspondence between cores and execution
containers, Eq. (3.3) reduces to s∗(θ) = e−
θ
µ , giving the first and second moments of the
service time as s(1) = 1/µ and s(2) = 1/µ2, respectively. Note that the core utilization
due to actual packet processing is obtained as ρ = OL/µ (< 1 for system stability).
Busy period analysis
Adopting the approach presented in [101], the busy period B of an MX/G/1/SET queue
is decomposed into two components: (a) the initial busy period Bτ – in which all the
packets that arrived during the setup SET are served, and (b) the ordinary busy pe-
riod BX that corresponds to the busy period of an MX/G/1 queue – in which the batch
initiating the setup and the rest that arrived while the core is busy are served. Consid-
ering that the busy period density B(t) is given by the convolution of the probability
densities Bτ(t) and BX(t), then its Laplace transform is simply obtained as the product
B∗(θ) = B∗τ(θ)B∗X(θ).
Let the random variable ητ denote the number of batch arrivals during SET. Given
that SET = t and ητ = m, then Bτ is distributed as the sum of the lengths of m indepen-
dent ordinary busy periods BX1, . . . , BXm [97]. By first conditioning on SET and ητ, and




















Similarly, let the random variables SX1 , X1 and η1 denote the service time of the
initiating batch, the number of packets in this batch, and the number of batch arrivals
during SX1 , respectively. Given that SX1 = t, X1 = j and η1 = n, then in the same way
as before, BX is distributed as the sum of the lengths of t and n independent ordinary
busy periods. By conditioning on SX1 , X1 and η1, and proceeding as before, we obtain































θ + λ− λB∗X(θ)
))
(3.5)
Specializing to the case of deterministic setup and service times, the Laplace trans-
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µ(1−ρ)2 , respectively. It is important to note that these ex-
pressions are particularly useful for estimating the power consumption and system
latency, as we shall see further on.
System state probabilities
The PGF P(z) of the number of packets in an MX/G/1/SET queueing system at a ran-
dom epoch can be expressed as the product P(z) = Pτ(z)PX(z), with Pτ(z) being the
PGF of the number of individual packet arrivals during the residual life of the vacation












the well-known PGF of the number of packets at a random epoch in the ordinary
MX/G/1 system.




be the PGF of the number of packet arrivals during
a generic vacation period, from which we obtain the average number of packets by the
end of SET as ϕ(1) =
dϕ(z)
dz |z=1 = β(1)(1 + λτ(1)). By simplifying the general expression










Again, specializing the resulting general expression of P(z) to the case of determin-












The power model works according to a renewal process, where the idle (I) and delay
busy (SET + B) periods constitute independent and identically distributed (iid) "cycles"
(R), as illustrated in Fig. 3.1. A delay busy period, as defined in [23], starts with the ar-
rival of the batch initiating the setup, and ends with the depature of the last packet in
the system.
Based on classical renewal theory principles, the steady-state behavior of the sto-
chastic process can be studied by looking at a representative cycle [97]. With this in
mind, the average power consumption of the core is expressed as a sum of the average










Φa, where R(1) = I(1) + τ(1) + B(1) is the average length
of a renewal cycle, and I(1) is the average length of an idle period. Specializing these
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FIGURE 3.1: A generic renewal cycle in a MX/G/1/SET system.
to the case of BMAP arrivals (i.e., I(1) = 1λ ), and deterministic setup and service times
(i.e., τ(1) = τ and B(1) =
(β(1)/µ)+ρτ









Φw + ρΦa (3.10)
3.1.5 Latency Model
The system latency D is derived as the sum of the average waiting time W of a packet
in the queue and its average service time (i.e., s(1) = 1/µ).
The well-known Little’s law defines the former as W = L/λβ(1), where L is the
average length of the queue that can be derived from P(z) (see Sub-section 3.1.3) as
L = dP(z)dz
∣∣



















It is interesting to note that Eq. (3.11) can also be derived starting from the Laplace
transform of the waiting time density, as in [96].
3.2 Model-based Analytics
With the MX/G/1/SET core model as the basis, we seek to facilitate scalable and sus-
tainable network/service management and orchestration mechanisms, through a novel
model-based analytics approach for profiling VNF workloads and estimating network
KPIs, which is developed in an experimental setting. In this section, we describe the
system under test (SUT) and expose the key model parameters from available and eas-
ily measurable PMCs.
3.2.1 System Description
Considering that the system behavior highly depends on the ACPI configuration of the
host, as well as the virtualization and I/O technologies used in the VNF implementa-
tion, more details on these aspects are provided in the following sub-sections.
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ACPI configuration
For a given (Cx, Py) pair, a number of power- and performance-aware parameters can
be defined.
Firstly, the instantaneous power requirements vary with the core’s state. Specific
values of idle (Φi) and active (Φa) power consumptions are associated with each avail-
able power and performance state, respectively. Moreover, transitions between C0 and
Cx are not instantaneous; hence, the power consumed in these periods must also be
taken into account. Since the average power consumption during sleeping transitions
(C0 → Cx) approximates Φi, we only consider the wakeup transitions (Cx → C0) in
this work. Particularly, the power spike in the latter is associated with a wakeup power
consumption Φw that is approximately 2.5Φa, as pointed out in [103].
Meanwhile, the total delay experienced by packets can be broken down into contri-
butions of different system operations. As packets arrive at the RX queue, NICs may
wait either for some time interval (i.e., time-based IC) or number of arrival events (i.e.,
frame-based IC) before raising interrupts to notify the core of pending work; we con-
sider the time-based IC at the NIC, for which we define the period τic. Generally, such
service requests can occur while the core is in idle or active mode; in the former, there
is an additional setup period due to the wakeup and reconfiguration operations before
the actual packet processing begins. At the core level, we consider two setup contribu-
tions (i.e., due to wakeup and due to reconfiguration), for which we define the periods
τp and τr, respectively.
Note that for the Sandy Bridge EP platform, core wakeup latencies are in the or-
der of nano/microseconds [104], and the value of τp depends on the core’s power state
Cx. Once in active mode, the core then performs some reconfiguration operations (i.e.,
supposed to include context switching); nonetheless, the value of τr depends on the
core’s performance state Py. In the context of power and latency modeling, τp and
τl = τic + τp + τr will be considered, respectively.
After the completion of the setup period, backlogged packets are suppose to be
served exhaustively (considering that packets are already transferred in the main mem-
ory via standard Direct Memory Access (DMA)) with an average processing capacity
µ, which corresponds to the operating energy point of the performance state Py.
VNF implementation
In order to minimize the dependence of the proposed approach on the virtualization
and I/O technologies, we consider a traditional VM-based VNF implementation in this
development.
Particularly, as virtualization extensions are made available in x86 hardware, Kernel-
based Virtual Machine (KVM) [105] – a full virtualization solution for Linux – has
gained much popularity for its simplicity and ability to run VMs with unmodified guest
OSs. KVM uses the Linux kernel as bare-metal hypervisor and has been integrated in
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FIGURE 3.2: Traditional KVM-based VNF implementation.
the kernel since the 2.6.20 release, making it the default virtualization mechanism rec-
ommended for most Linux distributions [106]. In this respect, KVM virtualization is
the basis of this work, but the approach can be also applied to (or easily adaptable for)
other platforms.
Fig. 3.2 illustrates the traditional KVM architecture for VNF implementation. Guest
networking is implemented by the user space process Quick Emulator (QEMU) – a de-
tailed description of the network I/O path can be found in [107]. VM processes are
allocated a certain number of vCPUs, each one seen as a physical CPU by the guest OS.
Then, VNFs run as guest user space processes in the corresponding VMs.
For simplicity, but without loss of generality, we suppose a one-to-one correspon-
dence between the VM and the core to match the core workload, utilization, power con-
sumption and latency with those of the VNF. More complex VNFs may consist multiple
VMs – each one running a VNFC, but the overall performance can be derived from the
individual performances of the components and their chaining.
Note that with such a traditional VM-based implementation, switching between
VNF and interrupt handler codes can be rather costly. To reduce this overhead, the
interrupt and VM process affinities are set to different cores, such that the core tasked
with interrupt handling notifies the one running the VM process via an inter-processor
interrupt (IPI) for backlogged packets. Moreover, as also pointed out in [108], setting
affinities or core pinning in such fashion improves the energy efficiency of the system.
A number of parameters can be tuned in the NIC using the ethtool command
[109]. In order to preserve as much as possible the shapes of the incoming/outgo-
ing traffic of the VNF, we look into the IC and RX/TX ring parameter settings. For
the former, we decided to keep the default settings since they are more or less equiv-
alent with respect to the generated input traffic – specifically, options for adaptive IC
(i.e., adaptive-rx and adaptive-tx) are off, the parameters for frame-based IC (i.e.,
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rx-frames and tx-frames) are set to 0, and the parameters for time-based IC (i.e.,
rx-usecs and tx-usecs) are set to 3 µs and 0, respectively. On the other hand, the
RX/TX ring buffer sizes are set to the pre-set maximums (i.e., 4096) in order to maxi-
mize the NIC’s ability to handle burst arrivals.
3.2.2 Exposing Model Parameters
Linux has different utilities for performance monitoring – among them, we consider
the PMCs described in the following. Note that in the syntax of these utilities, the term
’CPU’ refers to a core (or logical core, in the case of hyperthreading).
Idlestat: As a tool for CPU power/performance state analysis, the idlestat com-
mand [110] in trace mode is able to monitor and capture the C− and P− state transitions
of CPUs over a user-defined interval. To run it in trace mode, the -trace option is used
together with the <filename> and <time> parameters to specify the trace output file-
name and the capture interval in seconds, respectively. With the -c and -p options, C−
(including the POLL state, in which the CPU is idle but did not yet enter a power state)
and P− states statistics are reported in terms of the time spent in each state per CPU.
VnStat: As a network traffic monitoring tool, the vnstat command [111] is able to re-
port how much traffic (in terms of average rates) goes through a specific interface over
a user-defined interval. This is done by using the -tr option together with the <time>
parameter to specify the monitoring interval in seconds, and the -i option together
with the <interface> parameter to specify the interface.
Starting from the PMCs provided by these tools, we seek to expose key model pa-
rameters for a given (Cx, Py) pair, in a sort of black-box measurement/estimation ap-
proach, as detailed in the following sub-sections, and in effect profiling the VNF work-
loads. Starting from this, the corresponding power consumption and system latency
can then be readily derived using Eqs. (3.10) and (3.12), respectively.
Offered load and utilization
Measuring OL with the vnstat command is quite straightforward, as it corresponds
to the rate of incoming traffic on the network interface bound to the VM process.
On the other hand, the utilization measurable with the idlestat command as
ρ̃ =
T̃Py
T̃Py + T̃Cx + T̃POLL
(3.13)
where T̃Py , T̃Cx and T̃POLL are the measured average times spent in the correspond-
ing states, encompassing all operations (including reconfigurations, context switching,
sleep transition, etc.) performed by the active core. While this gives indications on the
utilization overhead incurred with this VNF implementation, we are also interested in
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estimating the utilization due to actual packet processing, for which we consider
ρ̂ = ÕL/µ (3.14)
where ÕL is the offered load measured with the vnstat command.
Batch arrival rate
With exponentially distributed inter-arrival times, λ can be estimated from the aver-
age idle times measurable using the idlestat command. Theoretically, Ĩ(1) ≈ T̃Cx +
T̃POLL; however, with the high variance observed on T̃POLL, we propose to consider only






where α1 and α0 are the computed regression coefficients.
Factorial moments of the batch size





Although estimating β(2) is a bit more involved, it is essential for estimating the la-
tency. In this regard, we propose to start from the expression of the second moment of
















with the max function ensuring β̂(2) ≥ 0. Now we are left with how to obtain B̂(2), for
which we adopt the well-known theorems in statistics regarding the mean and variance
of sample means.
In more detail, let {B1(1), B
2
(1), . . . , B
η
(1)} be a random sample of size η obtained from a
busy period distribution with mean B(1) = E{B} and variance var(B) = B(2) − (B(1))2.













2, and estimate the variance of the
busy times as vâr(B) = ∆tvâr(B(1)) starting from sample means [112], where ∆t is the
observation period over which each sample of Bn(1) is obtained. Then, we can estimate
the second moment of the busy times as
B̂(2) = ∆tvâr(B(1)) + (B̂(1))
2 (3.18)
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FIGURE 3.3: Analytics experimental testbed.
In this work, we consider B̃(1) ≈ T̃Py − ∆T, where ∆T is the busy overhead due to
operations other than actual packet processing (which includes τr, context switching,
sleep transitions, etc.). Eq. 3.18 is then applied on the set of samples {B̃n(1), n = 1, . . . , η}
to obtain an estimate of B(2).
3.3 Experimental Results
The proposed model-based analytics approach is evaluated considering a SUT equipped
with two Intel® Xeon® E5-2643 v3 3.40GHz processors, running an OpenWrt [113] vir-
tual firewall (VF). The latter is pinned (or with affinity set) to a single core and the
interrupt request (IRQ) handling to another one. The SUT is connected via RX/TX Gi-
gabit Ethernet links to an Ixia NX2 traffic generator, as shown in Fig. 3.3. The setup
creates a controlled environment that allows monitoring of the SUT’s PMCs, power
consumption and system latency, as the burstiness of incoming traffic is varied.
The ACPI configuration of the pinned core is set to (C1E, P0T) to maximize the sys-
tem throughput, where the power state C1E corresponds to the Enhanced Halt – the
lightest sleeping state with improved power requirements, and the performance state
P0T to the maximum turbo frequency; while the rest of the cores are put to deep power
saving state C6. Under this configuration, we approximate the values of the following
model parameters as: µ ≈ 199628 pps, τic ≈ 3 µs, τp ≈ 10 µs, τr ≈ 10 µs, Φi ≈ 8.33 W,
Φa ≈ 53.38 W and Φw ≈ 133.45 W.
In more detail, the processing capacity is estimated as the maximum system through-
put measured with the vnstat command. Setup components are derived from the
IC configuration, wake-up latencies specified in the kernel’s cpuidle sysfs and the
results of [114]. Power related parameters are estimated starting from actual package-
level (i.e., core part) measurements obtained with the turbostat command [115] –
one of the many tools that expose power measurements from Intel’s RAPL interfaces;
[116] confirms from extensive tests that RAPL exposes true averages that are updated
at fine-grained intervals.
Input traffic (composed of 64-byte Ethernet frames) is generated from the Ixia traf-
fic generator by considering 1/λ ∈ {500, 750, 1000, 1500, 2000} µs and β(1) ∈ {1, 6, 12}
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(A) 1/λ ≈ 500 µs (B) 1/λ ≈ 750 µs (C) 1/λ ≈ 1000 µs
(D) 1/λ ≈ 1500 µs (E) 1/λ ≈ 2000 µs
FIGURE 3.4: Distributions of the input batch inter-arrival times.
(A) β(1) ≈ 1 packet (B) β(1) ≈ 6 packets (C) β(1) ≈ 12 packets
FIGURE 3.5: Distributions of the input batch sizes.
packets; details on the BMAP emulation approach are described in the following sub-
section.
Lastly, the results obtained with the model-based approach are validated with re-
spect to the inputs (for the workload profiling) and actual measurements (for the net-
work KPI estimation); for each test point, 100 samples are collected, from which the
99% confidence intervals are obtained and indicated with error bars.
3.3.1 Generating BMAP Arrivals
The input traffic is generated to emulate BMAP arrivals by using Tcl scripts to spec-
ify inter-arrival times and batch sizes. Realizations of the inter-arrival times are drawn
from exponential distributions (setting the desired mean value), while those of batch
sizes from truncated generalized Pareto distributions (varying the scale and location
parameters to approximate the desired mean value). The probability mass functions
(pmfs) of the resulting inter-arrival times and batch sizes are illustrated in Figs. 3.4 and
3.5, respectively.
Chapter 3. NFV Infrastructure Modeling and Analytics 32
FIGURE 3.6: Emulating BMAP arrivals.
FIGURE 3.7: Core utilization for varying VNF workload burstiness.
In the Tcl scripts, each batch (of X packets) is assigned to a stream, as well as an
inter-stream gap (ISG) that approximates the inter-arrival time in the model. Starting
from the first stream/batch, the next one is generated after the specified ISG, and so
on. Then, the system loops back to the first stream/batch after the ISG of the last one,
as shown in Fig. 3.6. Since the traffic generator allows up to 4096 streams when using
Gigabit ports, and only 512 streams when using 10 Gigabit ports, we use the former to
achieve better approximations of the batch size and inter-arrival time distributions.
3.3.2 Validation of Workload Profiling
As initially motivated, the proposed approach seeks to profile VNF workloads beyond
offered loads and utilization – specifically, to capture the workload burstiness with the
model parameters λ, β(1) and β(2).
Offered load and utilizaion
Using the vnstat command, we obtain ÕL with maximum and mean absolute per-
cent error of 5.69% and 2.15%, respectively. Looking at Eq. (3.14), the same accuracy is
expected for ρ̂ with a constant value for µ.
Fig. 3.7 shows a comparison between the measured (ρ̃) and estimated (ρ̂) utilization
values, with values computed from the input model parameters (ρin – the utilization
due to actual packet processing). It can be observed how ρ̂ matches with the model,
while ρ̃ exhibits an overhead that is correlated with the batch size; this further moti-
vates the need to capture the workload burstiness.
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(A) batch arrival rate (B) 1st factorial moment of X
(C) 2nd factorial moment of X
FIGURE 3.8: Estimating key statistical features of the workload burstiness.
Burstiness
With BMAP emulation, the idlestat command gave reliable estimates for λ, which
also comply with the theory of Poisson processes, while the software PMCs initially
considered in [117] failed. Fig. 3.8a shows the estimates obtained based on Eq. (3.15),
with α1 = 0.910651 and α0 = −60.418339. Tight confidence intervals and low absolute
errors are achieved, even with varying values of β(1) aggregated in each test point.
A similar level of accuracy is expected with β(1) estimates as they are solely based
on ÕL and λ̂, as indicated in Eq. (3.16); the obtained estimates are shown in Fig. 3.8b.
On the other hand, Fig. 3.8c shows the β(2) estimates obtained based on Eq. (3.17). Al-
though the input and estimated values follow the same trend, a relatively higher vari-
ance (and hence, errors) are observed in β̂(2) stemming from the fact that the starting
point was the busy times (i.e., Eq. (3.18)), which also depend on other model parame-
ters.
3.3.3 Validation of Network KPI Estimation
In this sub-section, we apply the results obtained from the workload profiling to the
real-time estimation of network KPIs – specifically, the VNF power consumption and
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(A) Power model
(B) Power estimates vs measurements
FIGURE 3.9: Estimating the power consumption.
incurred latency. Then, the estimates obtained from the power (i.e., Eq. (3.10)) and la-
tency (i.e., Eq. (3.12)) models are compared with actual measurements.
Power
We suppose that the core power consumption due to the VNF can be obtained as
Φ̃ = Φ̃cpkg − ∆Φ, where Φ̃cpkg is the power consumed by the core part of the pack-
age (measurable with the turbostat command), and ∆Φ is the overhead due to the
other cores in the package. Recalling that the VNF is pinned to a core under (C1E, P0T),
and the rest of the cores are under (C6, P0T), we consider ∆Φ ≈ 15.93 W in this work.
Fig. 3.9a illustrates the behavior of the power model for varying traffic burstiness.
Intuitively, by looking at Eq. (3.10), the average core power consumption is linearly de-
pendent to both λ and β(1) (embedded in ρ), although a stronger correlation is observed
with the former. Results on the model-based power estimation, and its comparison with
the actual measurements (in terms of absolute error) are shown in Fig. 3.9b.
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(A) Latency model
(B) Latency estimates vs measurements
FIGURE 3.10: Estimating system latency.
Latency
We suppose that the system latency can be obtained as D̃ = D̃ixia − ∆D, where D̃ixia
is the store-and-forward latency measurable from the user interface of the traffic gen-
erator, and ∆D is the overhead due to the 2-way transmission on a Gigabit link (i.e.,
≈ 2β/1488095) plus the busy overhead ∆T ≈ 90 µs that includes τr, context switching
(i.e., for which [92] proposed a rule of thumb of 30 µs), sleep transitions, etc.
Fig. 3.10a illustrates the behavior of the latency model for varying traffic burstiness.
Contrary to the power consumption, the average VNF latency incurred is more strongly
linked to β(1) (and β(2)) than to λ. Results on the model-based latency estimation, and
its comparison with the actual measurements (in terms of absolute error) are shown in
Fig. 3.10b.
3.4 Summary
In this chapter, the MX/G/1/SET queue is considered to model an energy-aware core
hosting a VNF (or VNFC), as it captures both the inherent workload burstiness of
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telecommunication applications, and the system setup times caused by interrupt co-
alescing and ACPI configuration on the underlying physical resources. A complete an-
alytical characterization of the model is presented in order to clarify the discrepancies
found in the scientific literature.
With the MX/G/1/SET model as the basis, a novel analytics approach is proposed
for the real-time VNF workload profiling, and ultimately, towards the estimation of
network KPIs (specifically, power and latency). In particular, the following model pa-
rameters are exposed from available and easily measurable PMCs in Linux host servers:
a) offered load, b) utilization, c) batch arrival rate, and d) the factorial moments of the
batch size, which are then used to derive the power consumption and system latency
of the VNF.
Experimental evaluations are performed on a SUT equipped with Intel® Xeon® E5-
2643 v3 3.40GHz processors, with input traffic generated to emulate BMAP arrivals,
through scripting in an Ixia NX2 traffic generator. Results show good estimation ac-
curacies for both VNF workload profiling and network KPI estimation, with respect
to the input traffic and actual measurements, respectively. This demonstrates how the
proposed approach can be a powerful tool, not only for augmenting the capabilities of
a NFVI’s VIM, but also in the development of next-generation resource/service provi-
sioning solutions, among others.
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Chapter 4
SDN-based Network Slicing and
Mobility Management
We have seen that network softwarization will be characteristic of upcoming 5G envi-
ronments: with the Cloud-Fog-MEC interplay, NFV and SDN, a unified, multi-domain
and multi-tenant infrastructure will emerge. In this scenario, SDN could (potentially)
provide the network programmability levels required to enable network/service "agili-
ty". However, as previously anticipated, an open issue with the latter regards scalabil-
ity, which stems from the smaller capacities of TCAMs (i.e., finite-sized rule tables) in
SDN devices with respect to the binary CAMs in legacy routers.
This chapter presents the Multi-Cluster Overlay (MCO), a novel SDN-based mech-
anism specifically designed to realize geo-distributed VTNs and effectively support
dense deployments of mobile VOs at the network edge, as well as seamless user/ser-
vices mobility through bulk inter-datacenter VO live migrations, in a highly scalable
fashion, while relaxing any (resource/functional) requirements at the OF switches in
the network infrastructure. The proposed approach seeks to enable network/service
agility with significantly reduced number of OF rules and low computational overhead.
In the following sections, we start with the description of the considered scenario to
establish the bases on which the subsequent OF rules for frame forwarding and seam-
less migration support are built upon. For completeness, a simple VO clustering policy
is also included as an example of how VOs with similar QoS/QoE requirements and/or
closely linked with each other can be bundled together and then considered as an ag-
gregate entity in the wide-area.
4.1 Anatomy of MCO Networks
We consider a scenario where users own/manage/have access to physical/virtual ob-
jects through geo-distributed VTNs and the set of Cloud/Fog/MEC (in-network) data-
centers D. Objects are accessed through their physical (fixed/mobile) and virtual end-
points. A tenant δ ∈ ∆ is associated to a VTN, implemented as an MCO network Qδ –
a sort of private overlay specifically designed to provide L2 interconnection among its
endpoints, including the user premises physical equipment deployed in the home (hu –
which can be understood as the gateway to a fixed home/enterprise network), and/or
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FIGURE 4.1: Physical and logical view of an MCO network owned by a single user.
the set of devices connected through mobile access (Mδ), as well as the set of VOs (Vδ)
hosted within a subset of datacenters (Dδ ⊆ D).
In more detail, endpoints in Qδ are given by F(Qδ) , {ϕ(v), ∀v ∈ hu ∪Mδ ∪Vδ},
where ϕ(v) is a function providing the current position of the (physical/virtual) object
v as a switch-port pair. It is worth noting that the endpoints are terminations both to-
wards the network edge and towards execution containers in D. Generally, a VO v can
be hosted by any datacenter d ∈ D, and VOs must be able to migrate across servers of
the same datacenter, or across different datacenters, in a seamless and dynamic fashion.
To reflect the peculiarities above, Qδ is organized into N clusters of objects that are
identified with cluster centers, {c0, . . . , cN−1} – each one mapped to a datacenter gate-
way switch in the telecommunication infrastructure. For instance, Fig. 4.1 illustrates
the physical and logical view of an MCO network owned by user u, having 4 cluster
centers and 13 endpoints (i.e., 10 VOs, home hu and mobile access Mδ = {m1u, m2u} ter-
minations). The terms cluster center and center will be used interchangeably hereinafter.
The set Vδ,n ⊆ Vδ corresponds to the VO cluster bound to the center cn. If Vδ,n
is hosted in the datacenter d, then cn maps to its gateway switch id (i.e., idn ≡ id,
d ∈ Dδ : cn 7→ id). Without loss of generality, we will assume henceforth that each dat-
acenter has a single gateway switch id, ∀d ∈ D, on which (multiple) centers can be
mapped, in order to simplify the representation.
Although each VO v belongs to a single cluster in Qδ, it is important to note that
other VO interfaces may be associated with cluster centers of back-end networks (BNs),
which are essential for some data handling operations. Again, without loss of gener-
ality, we will focus on Qδ’s connectivity in the discussion for easy presentation, but
PN-BN interactions will be covered in the experiments.
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4.1.1 Overlay Connectivity
We build the L2 connectivity among endpoints in Qδ on the basis of paths and shortest-
path trees, where each SDN device (e.g., physical/virtual OF switch) along a path con-
stitutes a hop. The terms hop and switch will be used interchangeably in this paper.
By definition, the shortest-path tree SPT(r, L) is the union of the (shortest) paths
P(l, r) from each leaf l ∈ L to the root r, where P(l, r) is the optimal sequence of edges
and hops from l to r. For a given P(l, r), two edges ei, eo are defined on each of its hops
h, and collectively as ξ , {ei, eo}. The direction of the flow (i.e., towards the leaf/root)
is indicated by i/o, respectively.
Considering that edges are mapped to distinct ports on a switch, the terms ports and
edges will be used interchangeably hereinafter. From the perspective of paths, however,
an edge e can also be defined by the pair of vertexes at its endpoints, which is given by
the function vertex(e).
Suppose that the datacenter d ∈ Dδ hosting the VO cluster bound to the center cn
houses the sets Sd of servers and Id of OF switches. Inside d, VOs in the set Vδ,n are in-
terconnected according to the shortest-path tree SPT(idn , Vδ,n), with the gateway switch
idn being the root and the VOs v ∈ Vδ,n being the leaves. The servers and intermediate
switches involved are given by the subsets Sδdn ⊆ Sd and I
δ
dn ⊆ Id, respectively.
SPT(idn , Vδ,n) , ∪∀v∈Vδ,n{P(v, idn)} (4.1)
Note that over time, multiple cluster centers of the same overlay Qδ may be mapped
on the same gateway switch id. Consequently, for each datacenter d, the internal con-
nectivity for Qδ will then involve all VOs v ∈ Vdδ , where Vdδ , ∪∀cn 7→id Vδ,n, realized by
the shortest-path tree SPT(id, Vdδ ). The servers and intermediate switches involved are
then given by Sδd , ∪∀cn 7→idSδdn and I
δ
d , ∪∀cn 7→id Iδdn , respectively.
Conversely, the interconnection among the centers c0, . . . , cN−1 of Qδ is given by the
shortest-path trees Qcnδ , ∀n ∈ {0, . . . , N− 1}, with the root being idn and the leaves being
idm , ∀m ∈ {0, . . . , N − 1}, m 6= n.
Qcnδ , SPT(idn , {idm}) (4.2)
4.1.2 Layer 2 Addressing
The majority of today’s IT virtualization platforms/hypervisors allows the associa-
tion of (customized) locally administered MAC addresses to virtual network interfaces
(i.e., of VMs/containers, or those managed by the guest OS). We exploit this capabil-
ity to configure MAC addresses in a form convenient for flow identification inside/a-
mong overlays, as well as for high-speed rule matching in OF hardware and software
switches.
As illustrated in Fig. 4.2, the MCO forwarding rules are designed based on the
matching of Ethernet 48-bit MAC addresses [118] (and optionally on IEEE 802.1Q VLAN
tags [119]). In the former case, the MAC address is partitioned into three fields – from
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FIGURE 4.2: Overlay network addressing scheme and possible mapping on Ethernet 48-bit
MAC addresses and IEEE 802.1Q VLAN tags.
the most significant bit, there is the 22-bit Overlay ID (i.e., 3 Bytes minus the 2 flag bits
for universal/local (U/L) and individual/group (I/G) addresses), the 8-bit Center ID,
and the 16-bit Host ID. When a VLAN tag is also used, the Overlay and Host IDs can
have lengths within the ranges [22,34] and [16,24] bits, respectively. Such configura-
tions are particularly convenient for simple OF matches, considering that OF defined
matching of 48-bit MAC addresses with 1 to 6 Bytes masks at a step of 1 Byte, and only
supports precise matching of VLAN tags.
4.2 Frame Forwarding Rules
Consider the subset of datacenters Dδ ⊆ D on whose gateway switches a cluster center
in Qδ has been mapped (i.e., Dδ , {∀d ∈ D : ∃cn 7→ id}). The virtual topologies inside
and among d ∈ Dδ that define the overlay connectivity are given by a number of OF
rules installed on every crossed hardware/software switch, for each VO in Vδ.
In more detail, the OF rules are defined according to two complementary algorithms
– one acting inside each datacenter, and the other on the wide-area infrastructure. The
rationale behind this division is to isolate as much as possible the number of network
reconfigurations during VO migrations or changes in the mapping between overlay
and underlay resources. Independently of such implementation, the rules will be de-
scribed according to their forwarding type (i.e., unicast, broadcast/multicast), for the
sake of readability. Additionally, minor rule adaptations for home and mobile access
terminations are also presented later on.
4.2.1 OpenFlow Notation
The MCO is designed to use simple and mandatory primitives defined in the OF 1.3.1
protocol [11] and widely supported by commercial switches. All the rules are meant to
be placed in Table 0 of OF switches (i.e., first flow table in the OF pipeline).
In this work, the OF rules are expressed in the following form:
p→ lx, if match1 && match2 && · · ·&& matchy ⇒ {action1, action2, . . . , actionz}
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TABLE 4.1: MCO key notations.
Parameter Description
P(l, r) optimal sequence of edges and hops from the leaf l to the root r
ei (eo) edge at a generic hop h ∈ P(l, r) towards l (r)
ξ set {ei, eo} of edges at a generic hop h ∈ P(l, r)
vertex(e) function that returns the pair of vertexes at the endpoints of an
edge e
SPT(r, L) shortest-path tree with r being the root and L being the set of
leaves, SPT(r, L) , ∪∀l∈L{P(l, r)}
Sδd ⊆ Sd subset of servers in d that are involved in the MCO network Qδ
Iδd ⊆ Id subset of OF switches in d that are involved in Qδ
idn gateway switch id of d ∈ Dδ on which the cluster center cn is
mapped
ϕ(v) function that returns the position of the (physical/virtual1) object
v as a switch-port pair (iv, pv)
Vdδ ⊆ Vδ subset of VOs in Qδ that are hosted in d ∈ Dδ
Vδ,n ⊆ Vδ subset of VOs in Qδ that are bound to cn
Qcnδ wide-area shortest-path tree with the gateway switch idn being
the root and the other gateway switches idm , m ∈ {0, . . . , N − 1},
m 6= n, being the leaves, Qcnδ , SPT(idn , {idm})
pin switch port where a frame to be matched enters
out list of ports where a frame matching the OF rule has to be sent
dlsrc (dldst) source (destination) MAC address 2
The rule priority is given in the first part, with lower x values indicating higher pri-
orities. The second part holds the matching fields and associated actions. Exact and
wildcard matches will be represented with the operators ’≡’ and ’≡p f x’, respectively,
with the latter intended for masks hitting the Overlay and/or Center IDs. Other no-
tations used in the OF rules matching fields and action list are defined in Table 4.1,
together with a list of key notations as a quick reference guide.
4.2.2 Unicast Forwarding
The following couple of OF rules govern the unicast forwarding inside the datacenter
d, for each VO v ∈ Vdδ :
p→ l1, if dldst ≡ addr(v)⇒ out→ ei (A)
1A VO is denoted by v.
2Based on Open vSwitch (http://openvswitch.org/) command-line syntax.
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FIGURE 4.3: Example of internal datacenter connectivity and unicast frame forwarding among
VOs of three co-located clusters.
p→ l3, if dlsrc ≡ addr(v)⇒ out→ eo (B)
Both are installed ∀h ∈ P(v, id), h 6≡ id, while only the rule (A) on id. With these,
"precise" matching of v’s L2 address with the destination and the source L2 addresses,
respectively, can be achieved.
In more detail, if a frame generated by v is directed to a another VO v̂ ∈ Vδ,n, the
frame matches both rules (A) and (B) (i.e., p → l1, if dldst ≡ addr(v̂) ⇒ out → ei and
p → l1, if dldst ≡ addr(v̂) ⇒ out → ei) in the first interconnection switch i∗ where
P(v, id) and P(v̂, id) intersect. Such a case is illustrated in Fig. 4.3 (i.e., on the switches
h1 and h2, for the frames generated by v2 for v1 and v3, respectively). While searching
for i∗, rule (B) directs frames towards id, independently of their destination. Then, on i∗,
rule (A) will be selected for its higher priority, consequently redirecting the frames to-
wards the destination VO (i.e., v1 and v3 in the example). Furthermore, it can be noted
that these rules allow direct communication between VOs of different clusters (i.e., v2
and v3 in Fig. 4.3).
When the destination VO is not hosted in the same datacenter (i.e., destination L2
address is unknown to all the interconnection switches), frames will eventually reach
id, and the forwarding behavior will be driven by the wide-area algorithm thereon.
In the wide-area, the proposed algorithm relies on wildcard masks matching the
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FIGURE 4.4: Example of wide-area connectivity among three cluster centers located on different
datacenters.
Overlay and Center IDs (i.e., id(δ, cn)), rather than the precise matching of L2 addresses,
for improved scalability. This approach is particularly beneficial in the case where a sig-
nificant number of VOs is clustered in each center.
Recall that the wide-area connectivity is realized through a "fully-meshed" over-
lay among N cluster centers. The algorithm works by obtaining the tree Qcnδ , ∀cn ∈
{c0, . . . , cN−1}, according to Eq. (4.2). On each switch i ∈ Qcnδ , i 6≡ idn , the following rule
is installed:
p→ l3, if dldst ≡p f x id(δ, cn)⇒ out→ eo (C)
This rule aims at directing unicast traffic from any other center cm ( mapped to idm ∈ Q
cn
δ ,
m 6= n), towards idn (i.e., the gateway switch of the datacenter hosting the destination
VO v ∈ Vδ,n), crossing the Qcnδ tree in upstream (i.e., from the leaf idm to the root idn ); an
simple example is illustrated Fig. 4.4.
The wide-area unicast forwarding is designed to use the Qcnδ tree rooted at the desti-
nation gateway switch to achieve simpler rules, considering that there is only one path
(and port) on the switches along P(idm , idn), m 6= n, that is part of Q
cn
δ . Upon reaching
idn , the forwarding behavior is again driven by the algorithm inside the datacenter.
As regards path optimality, crossing a tree in upstream always selects the optimal
path (e.g., from a VO in one datacenter to the gateway switch of another datacenter).
Sub-optimality may result when trees are crossed in downstream, especially in cases
with asymmetric edge weights (e.g., different latencies in the two directions) and high
levels of path diversity.
4.2.3 Broadcast/Multicast Forwarding
Since broadcast and multicast forwarding rules will be almost identical (i.e., with the
I/G bit in the MAC addresses set to ’1’, and some slight differences with the matching
field values), they will be treated as one in this paper. Moreover, translation between
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FIGURE 4.5: Example of broadcast/multicast packet forwarding from v1 to other VOs v ∈ Vδ in
the same datacenter and towards those in the other datacenters.
universal and overlay broadcast/multicast MAC addresses will be performed at the
hypervisor switch.
Inside the datacenter d, the mechanism proposed relies on the same shortest-path
tree SPT(id, Vdδ ), as shown in Fig. 4.5. A number of rules corresponding to the number
of configured Qδ cluster centers (N) is installed on every hop h ∈ SPT(id, Vdδ ).
If the hop h 6≡ id is not directly connected with any VO v ∈ Vdδ (i.e., h does not
correspond to the hypervisor switch in a server), the following type of forwarding rule
is installed:
p→ l2, if dldst ≡ baddr(cn)⇒ out→ E (D)
where E is the set that contains all edges at h belonging to SPT(id, Vdδ ). On h ≡ id, the
forwarding behavior internally to the datacenter will correspond to the one described
in the rule (D). However, as id is part of both the datacenter and wide-area networks, a
slightly different version of the rule is applied, covering the two portions of the overlay.
p→ l2, if dldst ≡ baddr(cn)⇒ out→ Ĕn (E)
where Ĕn is the set of edges at the gateway switch id, d ∈ Dδ : cn 7→ id, with elements
e ∈ {Qcnδ ∪ SPT(id, Vdδ )}, hence considering both internal and wide-area connections.
In case h 6≡ id is directly connected with at least one VO v ∈ Vdδ , the rule should take
into account the translation between the universal IEEE 802.3 broadcast address b′addr
and the ones used in the overlay baddr(cn), ∀n ∈ {0, . . . , N − 1}. Particularly, let h be the
hypervisor switch of the server s ∈ Sd, and let the set Vd,sδ ⊆ Vdδ comprise all VOs v ∈ Vδ
residing in s. For each cluster center cn, the following couple of rules is installed on h:
p→ l2, if dldst ≡ b′addr && pin ≡ En ⇒
[
dldst := baddr(cn), out⇒ E∩ E0 ∩ . . . ∩ EN−1
out⇒ E0 ∪ . . . ∪ EN−1
]
(F)
p→ l2, if dldst ≡ baddr(cn)⇒
[
out⇒ E∩ E0 ∩ . . . ∩ EN−1
dldst := b′addr, out⇒ E0 ∪ . . . ∪ EN−1
]
(G)
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where En is the set of edges at h that directly connects to VOs bound to cn, i.e.,
En , {e : e ∈ E∧ vertex(e) ∩Vδ,n 6= ∅} (4.3)
As illustrated in Fig. 4.5, rule (F) handles broadcast packets originating from VOs
in the datacenter and addressed to b′addr ≡ FF : FF : FF : FF : FF : FF. In case of mul-
tiple VOs connected to the same hypervisor switch of the broadcast source, it will
forward the broadcast frame to them without any change in the frame. Rule (F) is
also in charge of translating b′addr into one of the overlay broadcast addresses baddr(cn),
n ∈ {0, . . . , N − 1}, and of forwarding the modified frame to the rest of SPT(id, Vdδ ).
Conversely, when a frame arrives at other switches that are directly connected to
VOs (s2 and s3 in Fig. 4.5), the forwarding behavior will be driven by the rule (G). Such
rule will forward a copy of the unmodified frame onto potential links interconnecting
further switches, and it will remap the broadcast address back to b′addr in order to deliver
the frame to all the VOs directly connected.
At the wide-area portion of the MCO network, rule (E) can also be applied to make
broadcast traffic generated by VOs bound to cn reach all the other hosts in Qδ, as the set
Ĕn will only include edges e ∈ Qcnδ on wide-area switches i ∈ Q
cn
δ , i 6≡ idn . In contrast
to unicast forwarding, the Qcnδ tree is crossed downstream from the root (which is the
origin of broadcast traffic, and has a prefix id(δ, cn)) to the leaf nodes.
It is worth noting that unwanted frame copies will be avoided since OF switches do
not transmit a frame back to the ingress port, even if explicitly listed among the output
interfaces. Moreover, this (mandatory) OF feature allows to cross SPT(id, Vdδ ) unidirec-
tionally from the source, which may be one of the VOs in the datacenter, or id itself if the
broadcast has been originated outside the datacenter, towards all SPT(id, Vdδ ) nodes.
4.2.4 Home and Mobile Access Terminations
A network termination is defined to be a port of an interconnection switch inside the
telecommunication network, where traffic transmitted/received by remote devices (in
the home/enterprise network or connected through the radio access) is not carried on
top of access carrier protocols/point-to-point tunnels. For this purpose, network termi-
nations can be understood as the output ports of nodes performing the authentication
and authorization on traffic coming from the wireline/radio access. Without loss of
generality, the home and mobile access terminations of the users are supposed to be
mapped on the Qδ cluster centers ch, cm ∈ {c0, . . . , cN−1}, respectively.
It is worth noting that the proposed algorithm can support multiple mobile termi-
nals, but only a single home termination. For the sake of simplicity, we will describe
the single user case with home termination hu and only a single mobile device, whose
termination is represented by mu.
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(A) home access (B) mobile access
FIGURE 4.6: Support for home and mobile access terminations.
Home connectivity
The algorithm has been specifically designed in order to support physical hosts in the
domestic LAN without the need of translating their MAC addresses. This feature has
been made possible by adding some further rules for:
• making the traffic originating from/destined to the home LAN reach the center
ch; and
• collecting the traffic addressed to devices in the home from all the other cluster
centers in Qδ.
Regarding the interconnectivity between ch and hu, the shortest path Ph is calcu-
lated, and for each hop h ∈ Ph, h 6≡ idh (i.e., ch 7→ idh), the following rules are applied:
p→ l4, if dlsrc ≡p f x id(δ)⇒ out→ ei (H)
p→ l4, if dldst ≡p f x id(δ)⇒ out→ eo (I)
On idh, only rule (H) is configured, since the node already has rules of type (C) for reach-
ing any VO bound to other centers in Qδ. On the other hand, on the switch ih hosting
the termination hu on the port ph, the following rule is applied instead of rule (I):
p→ l4, if dldst ≡p f x id(δ) && pin ≡ ph⇒ out→ eo (J)
In order to support broadcast traffic to/from the home termination hu, rule (D) is
installed for each hop h ∈ Ph, h 6≡ ih, and the following couple of rules on ih:
p→ l2, if dldst ≡ baddr(cn)⇒ dldst := b′addr, out→ ei (K)
p→ l2, if dldst ≡ b′addr ⇒ dldst := baddr(cn), out→ eo (L)
Rules (K) and (L) are designed based on the assumption that ih is a legacy switch that
only hosts home terminations hu, and not VOs v ∈ Vdhδ . Fig. 4.6a illustrates the overlay
connectivity to/from the home network.
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Mobile connectivity
We refer to the 5G 3GPP Release 15 specifications [120]. In such a case, user terminals
can be exposed by the Network Exposure Function (NEF) and terminated by specific
dedicated ports of User Plane Functions (UPFs), which shall run on the same datacen-
ters hosting VOs. Furthermore, we suppose that ϕ(mu) ≡ (im, pm), where im is the
switch connecting to the UPF instance serving user u’s terminal and pm is the port on
im connected to mu. It is worth noting that pm will likely correspond to a virtual port
(i.e., the logical termination of a network tunnel).
As in the previous cases, in order to connect mu to the center cm, the shortest path
Pm among them is calculated and rules (A) and (B) are installed on each hop h ∈ Pm,
accordingly, except on the switch im, on which the following rules will be installed:
p→ l2, if dldst ≡ addr(mu)⇒ dldst := addr′(mu), out→ pm (M)
p→ l2, if pin ≡ pm⇒ dldst := addr(mu), out→ eo (N)
where addr(·) and addr′(·) are functions that return the overlay and physical L2 ad-
dresses, respectively.
Broadcast forwarding internal to the shortest-path tree SPT(idm, V
dm
δ ) is supported
by the same rules inside the datacenter (i.e., rule (D) is installed on each hop h ∈ Pm,
h 6≡ idm, then the rules (F) and (G) on the switch im). On idm, rule (E) is installed to
cover both internal and wide-area interconnections. Fig. 4.6b illustrates the overlay
connectivity to/from the mobile device.
4.3 Seamless Migration Support
The MCO is designed to efficiently support the seamless migration of VO(s). By def-
inition, a seamless migration is a VO reallocation from one server to another that is
performed with negligible service interruption time. Although such reallocation is
achieved with unprecedented ease by exploiting the (advanced) migration mechanisms
already supported in state-of-the-art virtualization technologies, network-induced per-
formance drawbacks are still inevitable.
For instance, legacy L2 Ethernet networking can incur further delays, due to reac-
tive rebuilding of switching tables (i.e., a table entry is only updated upon the recep-
tion of a frame generated by the VO in its new position after the migration, or after the
timeout of the entry expires). In addition, MAC anti-spoofing mechanisms, generally
included in the switches, could also prevent updates in the switching table, in effect ex-
tending the VO unreachability period up to some seconds (the duration depends on the
vendor-specific implementation of the these mechanisms). SDN is well-known to eas-
ily overcome such drawbacks, and to enable seamless network reconfigurations during
migrations in an effective fashion.
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Common approaches for minimizing the service interruption time usually apply a
two-step migration procedure, summarized as follows.
Step 1: Before initiating the migration, network switching/routing rules are temporarily con-
figured in order to duplicate packets destined to the VO(s) on the move towards both "old" and
"new" positions. Moreover, in order to guarantee the correct routing of the traffic generated
from the new position(s) upon migration completion, also the new forwarding rules are calcu-
lated and configured on the involved nodes.
Step 2: Upon completion of the migration process, network switching/routing rules are up-
dated in order to remove the connectivity to/from the old position(s), and maintain only the
connectivity to/from the new position(s).
The MCO supports the aforementioned procedure for two types of migration:
• VO migration: this only involves one VO, which is being migrated between two
servers of the same in-network datacenter; and
• center migration: this consists of a bulk migration of all the VOs bound to a cluster
center between two in-network datacenters.
These two types have been designed to support reconfiguration of the underlying in-
frastructure and of overlying services, respectively.
Particularly, the migration of single VOs between two servers of the same datacenter
is a primitive operation mandatory for allowing the maintenance of servers, or the dy-
namic consolidation of datacenter resources (e.g., for reducing the energy consumption
by making idle servers entering standby modes). This is especially useful for operations
at the infrastructure level, and it should be as transparent as possible to the service level
(i.e., to the operation levels and performance provided by services running on VOs).
On the other hand, bulk migration of VOs has been defined for adapting the loca-
tion of services in an efficient and scalable way. Through the migration of a VO cluster,
it may be possible to reduce the end-to-end delay between the services running on such
VOs and the end-user devices. For instance, if an end-user accesses services through
his/her smartphone, center migrations can be useful to move clusters of VOs with simi-
lar QoS requirements closer to his/her mobile termination, also during hand-over from
one network access point to another.
4.3.1 VO Migration
Let v be the VO to be migrated from the server sold to snew, as illustrated in Fig. 4.7.
We suppose that cn 7→ id is the cluster center to which v is bound, and sold, snew ∈ Sd,
d ∈ Dδ. Moreover, pold and pnew are the ports that connect v to the hypervisor switches
in sold and snew, respectively.
As previously sketched, this type of migration only involves the overlay configu-
ration inside a single datacenter, and no operations are needed at the backbone level.
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(A) before migration
(B) after migration
FIGURE 4.7: Example of VO migration between two servers in the same datacenter.
Therefore, Steps 1 and 2 of the migration procedure only concern the rules acting inside
the datacenter, as detailed below.
S1: Let ĥ be the switch where the paths P(vsold , id) and P(vsnew , id) intersect, where vs is
the instance of v in the server s ∈ {sold, snew}. Since there are two paths (i.e., P(v, ĥ) ∈
{P(vsold , ĥ),P(vsnew , ĥ)}) with the same matching rules for v, ĥ will also have two edges
towards v, ei ∈ {pĥold, pĥnew}, as shown in Fig. 4.7a – in effect, duplicating the traffic.
On ĥ, rule (A) is updated to (A′), by adding pĥnew as output interface – this allows
unicast frames destined to v to be forwarded to both pĥold and p
ĥ
new. Then, rules of the
type (A) and (B) are configured along all the hops h ∈ P(vsnew , ĥ).
As regards broadcast traffic, we proceed in a similar fashion, by first identifying the
switch ȟ where P(vsnew , id) intersects the shortest-path tree SPT(id, Vdδ ). If ȟ does not
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coincide with the hypervisor switch of snew:
• the rule (D) (or rule (E), if ȟ ≡ id) on ȟ is updated by adding pȟnew to the output in-
terfaces, where pȟnew is the port on ȟ through which it is possible to reach v on snew;
• rule (D) is added on each hop h ∈ P(snew, ȟ); and
• rules (F) and (G) are added on snew’s hypervisor switch.
If ȟ coincides with the hypervisor switch of snew, only rules (F) and (G) are updated by
adding pȟnew to the set En of edges at ȟ that directly connects to VOs that are bound to
the center cn.
S2: This step aims at pruning the unicast and broadcast connectivity towards the old
position of v. For this purpose, the rule (A′) on ĥ is updated back to (A) by removing the
output port pĥold, and rules (A) and (B) are removed from all switches along P(vsold , ĥ).
Now, let ȟ be the switch where P(vsold , id) intersects the shortest-path tree SPT(id, V
d
δ ),
as illustrated in Fig. 4.7b. If ȟ does not coincide with the hypervisor switch of sold, the
rule (D) (or (E), if ȟ ≡ id) on ȟ is updated, by removing the port pȟold from the output
interfaces. Moreover, rule (D) is removed from all switches along P(sold, ȟ), as well as
rules (F) and (G) from the hypervisor switch of sold. On the contrary, if ȟ coincides with
the hypervisor switch of sold, only rules (F) and (G) are updated by removing pȟold ≡ pold
from the corresponding set En (defined by Eq. 4.3).
4.3.2 Center Migration
Here we suppose that the VO cluster bound to the center cn has to be migrated from
the datacenter dold to dnew (i.e., cn 7→ idold and c′n 7→ idnew ), as depicted in Fig. 4.8. Unlike
single VO migrations, Steps 1 and 2 in this type of migration concern the rules acting
in both datacenter and wide-area domains, as detailed in the following.
S1: In this step, the datacenter and wide-area portions of the overlay are reconfigured
for:
• bidirectionally propagating any frame exchanged among VOs bound to cn (i.e.,
v ∈ Vδ,n) between idold and idnew ;
• delivering packets from the other centers cm, ∀m ∈ {0, . . . , N − 1}, m 6= n, des-
tined to cn towards both datacenters dold and dnew.
This propagation is needed for guaranteeing that during the bulk migration of VOs
v ∈ Vδ,n, those that are still residing in dold (indicated as Vdoldδ,n ⊆ Vδ,n) can communicate
with the ones already transferred to dnew (indicated as Vdnewδ,n ⊆ Vδ,n), and vice versa.
For this purpose, some rules of type (A) related to the VOs bound to cn, in both dold
and dnew, are modified in order to make unicast frames destined to such VOs reach the
datacenter gateway. Particularly, rule (A′′) is derived from (A) by setting the output
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FIGURE 4.8: Example of center migration between two datacenters.
interfaces to ξ – this allows traffic to flow in either ei or eo directions of the path. Thus,
rules of type (A′′) are configured ∀v ∈ Vd∗δ,n ∩ Vδ,n, d∗ ∈ {dold, dnew}, and ∀h ∈ P(v, id∗).
On id∗ , however, rules of type (A) are retained for forwarding of wide-area traffic des-
tined to v. Rules of types (B), (D), (F) and (G) are also configured accordingly in dnew.
In order to guarantee the correct traffic exchange between VOs bound to cn in dold
and dnew, the path P(cn, c′n) ≡ P(idold , idnew) in the wide-area portion is computed. Con-
sidering this path, the following rule is installed on idold and idnew :
p→ l1, if dldst ≡p f x id(δ, cn) && pin ≡ pdc⇒ out→ ξ (O)
and for each hop h ∈ P(cn, c′n) (e.g., h̄ as shown in the example in Fig. 4.8), the rule:
p→ l2, if dldst ≡p f x id(δ, cn)⇒ out→ ξ (P)
In the former, specifying the input port as a datacenter connection (pdc) avoids loops
around this path.
On the other hand, the interconnection between the cluster center c′n in idnew toward-
s/from any other center cm, ∀m ∈ {0, . . . , N − 1}, m 6= n, is realized by identifying the
intersection switch ĥ between P(idold , idm) and P(idnew , idm). On each hop h ∈ P(idnew , ĥ),
as well as on idnew , the rule (C) configured to match the prefix id(δ, cm) is installed, al-
lowing unicast frames from c′n to reach cm. In such a case, no updates are required on ĥ,
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since from ĥ to any other center cm the rules for the shortest-path trees Qcnδ and Q
c′n
δ are
the same (see Fig. 4.8).
Conversely, to reach c′n from cm, the rule (C) configured to match the prefix id(δ, cn)
is installed on each hop h ∈ P(idnew , ĥ), and is updated on ĥ to (C′), by adding pĥnew as
output interface, duplicating traffic towards the sub-paths P(idold , ĥ) and P(idnew , ĥ), as
illustrated in Fig. 4.8.
As regards broadcast traffic, in order to assure the correct delivery of frames gen-
erated by v ∈ Vδ,n in dold towards dnew, and vice versa, the following rule is added to
every hop h ∈ P(idold , idnew):
p→ l1, if dldst ≡ baddr(cn)⇒ out→ ξ (Q)
Moreover, thanks to the rule (E) already present in idold , broadcast frames generated by
v ∈ Vδ,n in dnew are propagated to the other cluster centers through the shortest-path
tree Qcnδ , whose root is in idold .
Finally, rules of type (E) on wide-area switches are also installed/updated for de-
livering broadcast traffic generated in any other cluster center cm, ∀m ∈ {0, . . . , N − 1},
m 6= n. In particular, a new instance of rule (E) configured to match baddr(cm) as des-
tination address is installed on every hop h ∈ P(idnew , ȟ), where ȟ is the switch where
P(idnew , idm) intersects the shortest-path tree Q
cm
δ . On ȟ, the rule (E) matching baddr(cm)
is updated to (E′), by adding an output interface towards the sub-path P(ȟ, idnew).
S2: Upon the completion of all the migration operations ∀v ∈ Vδ,n from the datacenter
dold to dnew, this step is activated to prune all forwarding operations to/from dold (at
least for what concerns the traffic related to the center cn).
To this end, rules of types (A) and (B) are removed ∀v ∈ Vδ,n, and ∀h ∈ P(v, idold).
Also, the shortest-path tree SPT(idold , V
dold
δ ) used for delivering broadcast messages in-
side dold is modified accordingly, removing all the leaf nodes (i.e., corresponding to v,
∀v ∈ Vδ,n) and related sub-paths to them. These operations are consequently reflected
in the possible update and removal of the hops h ∈ SPT(idold , V
dold
δ ) of rules of type (D),
and/or (F) and (G).
As regards the wide-area connectivity, the rule (C) matching id(δ, cn) is removed
∀h ∈ P(idold , ĥ), while the rule (C′) on ĥ is updated back to (C), by removing the port
pĥold from the output interfaces.
The shortest-path trees Qcmδ , ∀m ∈ {0, . . . , N − 1}, m 6= n, are updated in a similar
fashion in the case where no other VO cluster is residing in dold. First, rules of type
(C)/(C′) matching id(δ, cm) are removed/updated, accordingly. Rules of type (E) con-
figured to match the broadcast traffic generated in the center cm, ∀m ∈ {0, . . . , N − 1},
m 6= n, are also removed from idold and ∀h ∈ P(idold , ȟ), with ȟ now being the switch
where P(idold , idm) intersects Q
cm
δ . Then on ȟ, rule (E) is updated by removing the port
pȟold from the output interfaces.
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Finally, the shortest-path tree Qcnδ is rebuilt, changing its root from idold to idnew . Let
Qcnδ and Q
c′n
δ be the shortest-path trees calculated according to Eq. (4.2), with idold and
idnew as root nodes, respectively. The rule (E) matching baddr(cn) is consequently:
• removed from hop h̃, ∀h̃ : h̃ ∈ Qcnδ ∧ h̃ /∈ Q
c′n
δ ; and
• added on hop h̃, ∀h̃ : h̃ /∈ Qcnδ ∧ h̃ ∈ Q
c′n
δ .




δ , the resulting spanning tree obtained with the above rule removals and additions
will still be composed of the shortest paths among idnew and any other cluster center cm,
∀m ∈ {0, . . . , N − 1}, m 6= n.
Note that this procedure cannot produce switching loops, since the forwarding rules
deliver packets only towards the leaf nodes of Qcnδ and Q
c′n
δ ; hence, the possible and tran-
sitory presence of two root nodes could only produce duplicated broadcast packets.
Moreover, since the same VO can reside in only one datacenter at a time, such dupli-
cates can be avoided by removing rules of type (O), (P) and (Q), just before passing
from Qcnδ to Q
c′n
δ .
4.4 Proximity- and Affinity-aware VO Clustering
VOs in Vδ can have varying user proximity and inter-VO affinity requirements that
must be taken into account as users move around. With this in mind, the concept of
cluster centers provides an abstraction for clusters of VOs with similar QoS/QoE re-
quirements and/or strong affinities among each other, which is particularly useful for
managing bulk migrations during user/user base mobility.
For completeness, a simple VO clustering policy is presented as an example that
jointly considers the aforementioned requirements in this section. Moreover, the ap-
proach also adopts a subscription-based parameter (that could vary among tenants) to
allow service differentiation. Suppose that for each VTN Qδ, the user proximity Πδ,
inter-VO affinity πδ requirements and subscription-based parameter Pδ are given.
4.4.1 User Proximity
Different QoS parameters (e.g., path lengths, latencies, available bandwidths, etc.) can
be used to measure user proximity, and the paths from user (user base) u’s access de-
vice(s) to the subset of datacenters Dδ ⊆ D currently hosting the VTN’s VOs must
guarantee the ones specified in the SLA. We suppose that latencies and bandwidths are
represented in the edge weights and consider the path lengths in the VO clustering.
We define proximity levels as a range of indexes {1, P} by looking at the proximity re-
quirements Πδ = {Πδ(a), a = 1, . . . , |Vδ|} and the subscription-based parameter Pδ that
specifies the maximum number of proximity levels allowed by the user (i.e., P = Pδ).
Each index is in turn mapped to a range of path lengths, as detailed in the following.
Chapter 4. SDN-based Network Slicing and Mobility Management 54
Let Lmin = min(Πδ) and Lmax = max(Πδ) correspond to the VOs with the tight-
est and loosest proximity requirements, respectively. The p-th range of path lengths,
p = 1, . . . , Pδ, is given by
[ rmin(p), rmax(p) ] = [ Lmin + (p− 1) · R, Lmin + p · R ] (4.4)
where R = (Lmax − Lmin)/Pδ. VOs that fall on the p−th range will have a proximity
level p, with higher levels indicating looser proximity requirements.
As regards service differentiation, tenants with higher subscription rates may opt
for smaller values of Pδ, resulting in lesser proximity levels with longer range intervals.
4.4.2 Inter-VO Affinity
ETSI NFV has defined "affinity/antiaffinity rules" to specify the proximity among a
certain (sub)set of virtual resources (e.g., sharing the same physical NFV infrastructure
node) [121]. The inter-VO affinity is closely linked to this concept, where the VOs corre-
spond to the resources that can have proximity requirements towards users and among
one another. In order to distinguish the two metrics, we refer to the latter as ’affinity’
hereinafter.
Although a range of indexes corresponding to affinity levels can be generally defined
as we have seen with user proximity, inter-VO affinity requirements may not explicitly
appear in SLAs. Interactions among VOs are highly user-dependent, and advanced
learning techniques may be necessary to extract affinities from inter-VO traffic in each
VO network [122]. For the sake of simplicity, but without losing generality, we only
consider two levels in this example – i.e., the distance π(a,b) between any pair of u’s
VOs (va, vb) ∈ Vδ, a 6= b, is either 0 or ∞, leaving multi-level affinity to future work.
User/user base u’s affinity requirements are given by πδ = {π(a,b), a = 1, . . . , |Vδ|,
b = 1, . . . , |Vδ|, a 6= b}. The affinity levels 1 and 2 correspond to π(a,b) = 0, specifying
that the VOs va and vb must be hosted by the same datacenter, and π(a,b) = ∞, where
the VO pair is independent of each other, respectively. This means that pairs of VOs
with 0 distance must be placed in the same datacenter, while the rest can be placed in
any datacenter d ∈ D, provided that their user proximity requirements are met.
4.4.3 VO Clustering
Basically, the considered proximity- and affinity-aware VO clustering policy is a two-
step process, which can be summarized as follows.
Step 1: VO pairs (va, vb) ∈ Vδ, a 6= b, with affinity levels 1 (π(a,b) = 0) among them are
grouped together, obtaining the initial set of clusters Ĉ. The minimum requirements min(Πĉδ)
of each cluster ĉ ∈ Ĉ are then determined for the second step.
Step 2: The range intervals of the Pδ proximity levels are obtained by adapting Eq. (4.4) to
consider clusters instead of individual VOs, letting Lmin = min({min(Πĉδ), ĉ ∈ Ĉ}) and
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Lmax = max({min(Πĉδ), ĉ ∈ Ĉ}). In effect, subset of clusters {ĉ} ⊆ Ĉ with {min(Πĉδ)}
falling on the same range will be merged. This gives the final set of clusters C, with their corre-
sponding minimum proximity requirements {min(Πcδ), c ∈ C}.
VOs in each cluster c ∈ C can now be considered as an aggregate entity, in effect
simplifying network management during inter-datacenter bulk live migrations for user
mobility support.
4.5 Scalability and Performance Metrics
In this section, the set of metrics considered to evaluate MCO’s scalability and per-
formance is introduced, along with the different parameters used to understand their
behavior.
Taking a look at different scalability aspects, the key metrics that we considered
are two: the number of OF rules needed to set up an MCO overlay, and the number
of updates needed in case of VO/cluster migration. This choice was mainly driven
by the fact that OF switches have finite-sized rule tables (usually in the order of some
thousands [48]), and that the number updates/instantiations of OF rules directly af-
fects the time needed by the SDN controller to apply the network reconfiguration to
the involved switches (since each rule addition, deletion, or update has to be signalled
through a separate OF message [11]).
As regards the performance, we take a look at path optimality, as well as some
metrics related to L2 overlay connectivity instantiation (i.e., rule calculation times) and
center migration (i.e., rule update calculation times) processes that give indications on
MCO’s computational overhead. The latter are measurable from the timestamps gen-
erated by the MCO code – hence, it is necessary to run the MCO algorithm over a
given (emulated) telecommunication infrastructure topology in order to collect mea-
surements.
4.5.1 Number of Forwarding Rules
The number of forwarding rules basically gives indications on the scalability of the
overlay implementation. This metric depends on the number of VOs and switches in-
volved in the overlay – and consequently, on the geographical distribution and topol-
ogy of the datacenters, as well as the VO placement among them. For this purpose,
we define three datacenter depths to represent the upcoming Fog/Cloud interplay us-
ing the number of intermediate hops η between the VO and the datacenter gateway
switch, as illustrated in Fig. 4.9. The traditional three-layer datacenter topology [123] of
the Cloud (
...
d ) is supposed to be represented by the datacenter depth η = 3, while the
heterogeneity among Fog nodes (ḋ and d̈) by the depths η ∈ {1, 2}. This is particularly
useful in counting unicast forwarding rules.
The rules for unicast (RU) and broadcast (RB) forwarding are counted separately
in order to show their distinct behaviors – note that the sum of these two components
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FIGURE 4.9: Different datacenter depths η ∈ {1, 2, 3}.
indicates the total number of rules (R = RU + RB) needed to be installed for overlay
connectivity.
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(4.5)
where ηdn is the number of intermediate hops from a VO v ∈ Vδ,n to the gateway switch
idn , ∀n ∈ {0, . . . , N − 1}.
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Considering that multiple cluster centers can be mapped to the same gateway switch,
the cluster/datacenter ratio may vary over time – it would also be interesting to look at
how the number of rules vary with this parameter, as we shall see later on.
4.5.2 Number of Rule Updates
On the other hand, the scalability of handling bulk migrations between two datacenters
is evaluated in terms of the number of rule updates in the wide-area portion of the over-
lay. This covers the rules installed/modified/removed on idold , idnew , ∀h ∈ P(idold , idnew),
and ∀h ∈ {P(idold , idm),P(idnew , idm)}, ∀m ∈ {0, . . . , N − 1}, m 6= n, in performing a cen-
ter migration.
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For the sake of readability, we decompose the number of wide-area rule updates




Mwa) that correspond to the two-
step seamless migration procedure. Particularly, the number of rule updates in Step 1
is given by:
R1Mwa =
(O) – (Q)︷ ︸︸ ︷
2(|P(idold , idnew)|+ 1) +∑
m
(C) and (C’)︷ ︸︸ ︷[
2(|P(idnew , ĥm)|+ 1) +
(E) and (E’)︷ ︸︸ ︷
(|P(idnew , ȟm)|+ 1)
]
= 2(|P(idold , idnew)|+ 1) + ∑
m
[
2|P(idnew , ĥm)|+ |P(idnew , ȟm)|+ 3
]
(4.7)
where ĥm (respectively, ȟm), ∀m ∈ {0, . . . , N − 1}, m 6= n are the intersection switches
between P(idnew , idm) and P(idold , idm) (respectively, Q
cm
δ ). A similar expression is obtained
for the number of rule updates in Step 2:
R2Mwa =
(O) – (Q)︷ ︸︸ ︷
2(|P(idold , idnew)|+ 1) +∑
m
(C) and (C’)︷ ︸︸ ︷[
2(|P(idold , ĥm)|+ 1) +
(E) and (E’)︷ ︸︸ ︷
(|P(idold , ȟm)|+ 1)
]
= 2(|P(idold , idnew)|+ 1) + ∑
m
[
2|P(idold , ĥm)|+ |P(idold , ȟm)|+ 3
]
(4.8)
with ȟm now being the intersection switch between P(idold , idm) and Q
cm
δ .
Furthermore, we define the clustering index as the number of VOs clustered in the
center to be migrated, which is a parameter useful in studying the behavior of this
metric.
4.5.3 Path Lengths
Recalling that path sub-optimality may result when trees are crossed in downstream,
we focus on the case when two communicating VOs are inside the same datacenter
to evaluate MCO’s path optimality. Moreover, equal (eqW) and random asymmetrical
(rndW) edge weights are considered for different datacenter topologies.
4.5.4 Rule Calculation Times
As users subscribe to new services, SCs are instantiated and added to their correspond-
ing VTNs. In this process, the time it takes to calculate the rules needed to be installed
for the new SC gives indication on the computational complexity of the MCO algo-
rithm. The behavior of this metric is studied by considering different service chaining
scenarios.
4.5.5 Rule Update Calculation Times
As users move around, center migration(s) may be initiated to meet the desired QoS/
QoE. In this process, the time it takes to calculate the rule updates needed to perform a
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center migration gives indication on the time overhead incurred by the MCO algorithm
in supporting seamless bulk migrations between datacenters.
4.6 Numerical Results
MCO’s scalability (in terms of overlay implementation and bulk migration support)
and performance (in terms of path optimality) are evaluated through a series of numer-
ical simulations. In this section, details on the simulation framework and considered
baselines are presented together with the obtained results.
4.6.1 Simulation Framework
A simulation framework for a city-wide telecommunication infrastructure with 30 in-
network datacenters interconnected by 100 transit nodes is implemented in Matlab.
Datacenter depths η ∈ {1, 2, 3} are generated according to the probability mass func-
tion fη = {0.6, 0.35, 0.05}, respectively. These parameters have been chosen by taking
inspiration from state-of-the-art datacenter network architectures [123–125], as well as
from the analyses done in [126]. Letting T be the set of transit nodes (i.e., access and
interconnection switches), the logical interconnections ET among the nodes t ∈ T are
then generated randomly to form a graph-based topology G(T, ET). Finally, based on
the resulting topology, a transit node t ∈ T is randomly chosen for each d ∈ D, with
constraint on the minimum number of hops (Hmin) between any pair of datacenters
(da, db) ∈ D, whose value highly depends on the graph size and topology. In this work,
Hmin ≤ 3 is required in order to obtain a solution, and the value Hmin = 3 is used to
maximize the topological distribution of datacenters.
For simplicity, but without loss of generality, the best-case scenario where all the
VOs in the same datacenter are hosted in the same server is considered in the simula-
tions in order to remove the dependence on the VOs’ placement inside the datacenter;
the latter is beyond the scope of this work and treated in another on-going work. 20
runs with varying seeds are executed for each parameter configuration to show the
95% confidence intervals in the results, with each run corresponding to a unique infras-
tructure topology.
4.6.2 Overlay Implementation
For unicast forwarding, the proposed approach (MCO) is evaluated in comparison with
three baselines – B1, B2 and B3. B1 and B3 basically correspond to the fully-meshed and
OpenStack cases considered in [127], respectively. In more detail, we suppose to in-
stall exact matching rules for each source/destination pair of VOs (va, vb) ∈ Vδ, a 6= b,
∀h ∈ P(va, vb) on all switches involved in the former; in the latter, rules are installed
only on the hypervisor switches of the servers involved in Qδ, assuming that legacy
routers and/or switches are in place instead of SDN-enabled switches. It is important
to note that conventional routing/tunneling protocols used on top of the OpenStack
Chapter 4. SDN-based Network Slicing and Mobility Management 59
TABLE 4.2: Overlay implementation baselines.
Baseline Description
B1 fully-meshed: installs exact matching rules for each source/destina-
tion pair of VOs on all switches involved
B2 two-level flow aggregation: compression of rules to combine flows
towards the same server/datacenter
B3 OpenStack: installs exact matching rules for each source/destina-
tion pair of VOs only on hypervisor switches of servers involved
B1/2/3 single overlay broadcast address, wide-area connectivity deter-
mined by the minimum spanning tree
platform [128] in B3 also incur additional costs. On the other hand, B2 corresponds to
a case of two-level flow aggregation (i.e., on the server and datacenter levels) and falls in
between the other two cases; this baseline is supposed to cover recent developments on
flow table minimization, like the one presented in [48].
As regards broadcast forwarding, the baseline B1/2/3 corresponds to the case with
a single overlay broadcast address; hence, only one rule is installed on the switches
involved in Qδ – except on the hypervisor switches, where two rules are installed for
the mapping between the overlay and universal broadcast addresses. The wide-area
connectivity is determined by the minimum spanning tree Qid∗δ : |Q
id∗
δ | = mind∈Dδ |Q
id
δ |.
Adding the values obtained in B1/2/3 to those of B1, B2 and B3 results in the total num-
ber of forwarding rules in the considered baselines. A summary of the aforementioned
baselines is reported in Table 4.2, for quick reference.
To evaluate path optimality, path lengths between two communicating VOs are cal-
culated using Dijkstra-based shortest path (SP) and the proposed MCO algorithms. The
comparison is built on a conservative assumption that conventional frame forwarding
mechanisms use the optimal/shortest path.
Suppose that there is one-to-one correspondence between clusters and datacenters,
and VOs are uniformly distributed among N datacenters. With 30 VOs in Vδ, all com-
municating with each other, Fig. 4.10a shows that MCO has up to over 1 ∼ 2 order of
magnitude less rules than the three baselines, depending on the number of datacenters
involved. On the other hand, MCO has more broadcast rules than B1/2/3, as shown in
Fig. 4.10b, stemming from the N overlay broadcast addresses and wide-area trees in-
volved in broadcast forwarding. Despite this, the total number of forwarding rules of
MCO remains better than B1 and B2 by a considerable difference, as well as for small
values of N in B3 (i.e., at N ≈ 15, MCO starts to have more rules than B3), as shown in
Fig. 4.10c. Moreover, the N wide-area trees rooted at each datacenter gateway involved
are expected to provide better paths based on where broadcast traffic is generated, com-
pared to those given only by Qid∗δ .
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(A) unicast (B) broadcast
(C) total
FIGURE 4.10: Number of forwarding rules in the multicenter overlay (MCO), fully-meshed
(B1), two-level flow aggregation (B2) and OpenStack (B3) cases, given 30 VOs.
Impact of the number of VOs
The impact of the number of VOs in Vδ on the number of forwarding rules in MCO
and the three baselines is illustrated in Fig. 4.11. A stronger dependence on the num-
ber of VOs can be observed for B1 and B3 due to the exact matching rules installed for
each source/destination pair of VOs in unicast forwarding. By counting only the uni-
cast rules on the hypervisor switches plus the baseline broadcast rules, the latter also
displays a stabilizing behavior with increasing number of datacenters. Conversely, the
advantage of flow aggregation in B2 becomes more evident as the number of datacen-
ters involved increases, while MCO exhibits the least dependence on the number of
VOs with its particular forwarding algorithm inside and among the datacenters.
Impact of the cluster/datacenter ratio
Recall that multiple cluster centers can be mapped to the same datacenter gateway over
time – in such a case, the initial assumption of one-to-one correspondence between clus-
ters and datacenters is no longer true.
With this in mind, Fig. 4.12 illustrates the impact of the cluster/datacenter ratio on
the number of forwarding rules in MCO and the three baselines. As expected, B1, B2
and B3 are only dependent on the number of datacenters involved, while for MCO, the
number of forwarding rules increases with the cluster/datacenter ratio. This behavior
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(A) B1 (B) B2
(C) B3 (D) MCO
FIGURE 4.11: Impact of the number of VOs in an MCO network on the number of forwarding
rules.
(A) B1, B2 and B3 (B) MCO
FIGURE 4.12: Impact of the cluster/datacenter ratio on the number of forwarding rules, given
30 VOs.
of the MCO presents a trade-off between scalability and flexibility. Particularly, in han-
dling bulk migrations, flexibility is improved as VOs in Vdδ with similar QoS/QoE re-
quirements are clustered together – possibly, into multiple centers that can be migrated
independently.
Path lengths in the datacenter
Here we consider four datacenter topologies (i.e., Traditional three-layer and Fat trees
[123], Spine-and-Leaf [124], and BCube [125]) interconnecting 16 servers, as illustrated
in Fig. 4.13. The conventional tree-based architectures are commonly used in data-
centers, while the other two are more recently conceived to better support East/West
(E/W) traffic. For a given topology, we initially place two VOs v1 and v2 in server s1.
Then, path lengths are obtained using the SP and MCO algorithms, varying the location
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(A) Traditional three-layer tree (B) Fat tree
(C) Spine-and-Leaf (D) BCube
FIGURE 4.13: Different datacenter topologies interconnecting 16 servers.
of v2 from s1 through s16. The eqW cases have all edge weights set to ‘3’, while rndW
ones have weights drawn from the discrete uniform distribution U{1, 5}.
In all four topologies, the paths obtained for both algorithms coincide when all
edges in the datacenter have equal weights, as indicated by the eqW curves in Fig. 4.14.
It can also be observed that indeed the Spine-and-Leaf and BCube architectures yield
shorter path lengths on average than the tree-based ones, demonstrating their suitabil-
ity for E/W traffic support.
Furthermore, Fig. 4.14 shows that when the edges have random asymmetrical we-
ights, our approach (i.e., rndWMCO curves) has, on average, higher path lengths com-
pared to SP (i.e., rndWSP curves), demonstrating cases of path sub-optimality; dif-
ferences between the MCO and SP path lengths in all the runs are illustrated by the
box plots (i.e., rndWMCO − rndWSP) for statistical significance. However, it can be
observed that, for a given topology, path lengths from s1 to a subset of servers {sx} cor-
respond or are close to the optimal ones. This implies that knowledge on the datacenter
topology can be used to better place VOs of the same overlay in a datacenter.
Although MCO does not fully exploit the path diversity offered by such datacenter
topologies, it is important to note that, in a multi-tenant context, centers of different
overlays can be mapped to different gateway switches for datacenter load balancing.
4.6.3 Mobility Support
For the number of wide-area rule updates during seamless bulk migrations, MCO’s
center migration approach is evaluated with the baseline BM, which corresponds to the
case of multiple VO migrations. Then, we look into how the VOs are clustered into
centers – comparing the resulting number of clusters when considering: a) only the
inter-VO affinity, and b) both user proximity and inter-VO affinity.
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(A) Traditional three-layer tree (B) Fat tree
(C) Spine-and-Leaf (D) BCube
FIGURE 4.14: Path lengths obtained using the shortest path (SP) and MCO algorithms for the
different datacenter topologies with equal (eqW) and random (rndW) edge weights.
Impact of the clustering index
Fig. 4.15 illustrates how the number of wide-area rule updates vary with the clustering
index and the number of datacenters/clusters involved for MCO and the considered
baseline. With a migration initiated for each VO, BM shows a stronger dependence on
the clustering index, while MCO is basically agnostic to the parameter and only de-
pends on the number of clusters involved. Consequently, MCO results in up to over
one order of magnitude less number of rule updates than BM.
Impact of the user proximity and inter-VO affinity
Varying the percentage of VO pairs generated to have affinity with each other, as well
as the number of proximity levels (Pδ) allowed by the user, Fig. 4.16 demonstrates that
the number of clusters generally decreases with increasing percentage of VO pairs with
affinity among them, although a further reduction is achieved by jointly considering the
user proximity and inter-VO proximity. Moreover, the resulting number of clusters in
both cases (i.e., Ĉ and C, respectively) are always less than or equal to the subscription-
based parameter Pδ.
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(A) BM (B) MCO
FIGURE 4.15: Impact of the clustering index on the number of rule updates during bulk migra-
tions.
(A) inter-VO affinity (B) user proximity and inter-VO affinity
FIGURE 4.16: Impact of the percentage of VO pairs with affinity among them and proximity
levels allowed on the number of VO clusters, given 30 VOs.
4.7 Experimental Results
While MCO has multiple possible applications (e.g., mass-scale services), we further
evaluate its performance experimentally by considering the INPUT use case of PN-as-
a-service (PNaaS) [78, 129]. Particularly, a PN is a special type of VTN that interfaces the
user’s private network with the VTN(s) of service providers (referred to as BNs hence-
forth). In this section, details on the use case, experimental testbed and considered SC
scenarios are presented together with the obtained results.
4.7.1 The INPUT Use Case
The INPUT framework seeks to provide seamless experiences to its (mobile) users by
guaranteeing a certain level of proximity to the VOs involved – not only in their PNs,
but also in the BNs; PN-BN interactions highly depend on users’ subscription to ser-
vices. To do so, it leverages VO portability in the Fog/MEC domain, enabling services
to "follow" users, as needed.
In more detail, each VTN (PN/BN) is associated to an MCO network, in which VOs
are organized into clusters based on the required proximity level p. Note that the con-
cept of proximity levels – similar to the Differentiated Services Code Point (DSCP) class
– provides an abstraction to the actual QoS parameter(s) (e.g., path lengths, latencies,
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FIGURE 4.17: Clustering VOs based on the required proximity level p and network domain
(PN/BNs).
available bandwidths, etc.) considered. As users move, center migrations are initiated
depending on the current and required p.
Fig. 4.17 illustrates an example of a PN that interacts with 2 BNs. As previously
anticipated, some VOs (i.e., v2 and v3) in the PN are also associated to cluster centers of
BNs (i.e., BN1 and BN2, respectively). Since a VO v can only reside on a single datacen-
ter, it follows that the PN and BN(s) centers to which v is bound to must have the same
proximity level, and be mapped on the same datacenter. Therefore, when a PN center
with proximity level p is migrated, the corresponding center(s) in the BN(s) is/are also
migrated.
The MCO algorithm is currently implemented in the crater module of the OpenVol-
cano platform [130] for the INPUT project testbed.
4.7.2 Test Environment
The OpenVolcano platform (which is running on a Linux server equipped with an
Intel® Xeon® E5-2620 v4 2.10GHz processor) is used to emulate an underlying telecom-
munication infrastructure, starting from a real wide-area topology (namely, the Inter-
route topology, obtained from the datasets available in [131]).
In more detail, we adapt the Interroute topology to consist of 20 in-network data-
center nodes (i.e, randomly selected, and as before, with Hmin = 3 as constraint in order
to obtain a solution that maximizes the topological distribution of datacenters) and 90
transit nodes, interconnected by 148 edges (i.e., after removing self-loops). Contrary to
the simulation framework, we consider three datacenter sizes in the experiments, rather
than depths, to indicate the number of servers in each Fog/MEC facility (i.e., dS (20), dM
(50) and dL (100)). The size is chosen based on the number of wide-area edges a datacen-
ter has: 2, 3 and > 3, respectively, under the assumption that large datacenters are more
central and well connected than small and medium-sized ones. Fig. 4.18 illustrates an
example of infrastructure topology generated from adapting the Interroute topology
in such fashion. For simplicity, but without loss of generality, interconnection switches
between the datacenter gateways and the servers are not considered in the emulation.
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FIGURE 4.18: Example of Interroute topology adaptation.
To add statistical significance in the results, each test is repeated 100 times with ran-
dom CPU and RAM capacities/requirements among servers/VOs, introducing varia-
tions in the VO placement inside a datacenter (i.e., based on OpenVolcano’s placement
policy, which is currently on a testing phase and beyond the scope of this work), from
which the 95% confidence intervals are obtained. Nonetheless, any VO placement/
consolidation policy can be applied.
4.7.3 Computational Overhead
As previously noted, we experimentally evaluate MCO’s computational overhead with
respect to: a) SC instantiation (in terms of rule calculation times), and; b) center migra-
tion (in terms of the number and calculation times of rule updates).
SC instantiation complexity
Six SC scenarios (i.e., SC1,. . . , SC6) are considered in this work. As illustrated in Fig. 4.19
and summarized in Table 4.3, these SCs are designed to cover variations in the num-
ber of BNs (and their interaction with the PN), clusters (PN + BNs) and VOs involved,
while keeping modularity to easily automate their generation in the experiments.
Looking at Fig. 4.19, the VOs highlighted in blue (i.e., va(2), . . . , vj(2) or va(11), . . . ,
ve(11)) are the ones that are identified with two or more cluster centers (i.e., one in the
PN and another one in each BN connected); recall that all centers associated to the same
VO must have the same p value and be mapped on the same datacenter.
Note that the time required to deploy SCs highly depends on the instantiation of
their respective L2 overlay connectivity. With MCO, the rules required to instantiate
either of the six SCs can be calculated in less than 350 ms, as shown in Fig. 4.20; this
demonstrates MCO’s low computational complexity, even for more intricate SC scenar-
ios (e.g., SC5 and SC6).
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(A) SC1 and SC2 (B) SC3
(C) SC4 and SC5 (D) SC6
FIGURE 4.19: SC scenarios.
TABLE 4.3: MCO parameters for the considered SC scenarios.
SC # of BNs
# of VOs # of Clusters # of VOs/cluster
(PN + BNs) PN BNs PN BNs
SC1 5 15 5 10 2 2
SC2 10 30 10 19 2 2
SC3 5 60 5 10 11 2
SC4 5 15 5 30 2 1
SC5 10 30 10 100 2 1 ∼ 2
SC6 5 60 5 30 11 1
It is interesting to note that while the number of rules increases with SC complex-
ity, the average rule calculation time approaches a limit of around 273 ms, as indicated
by the red dotted lines. In Fig. 4.20a, this sublinear behavior manifests the impact of
PN-BN interactions, mainly driven by both the number of VOs and VTNs involved —
for instance, SC3 and SC6 correspond to the highest number of VOs (at least twice than
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(A) vs the # of rules (B) vs the # of VOs
FIGURE 4.20: Rule calculation times for SC instantiation.
(A) calculation times (B) # of rule updates
FIGURE 4.21: Rule updates and calculation times during a center migration, for varying number
of clusters involved (PN + BNs).
other SCs), while SC5 to the highest number of BNs (over three times than other SCs).
In Fig. 4.20b, a similar relationship is also observed between the measured times and
the number of VOs involved, with the slope determined by the PN-BN interactions, un-
til the said limit is reached. Wider confidence intervals are observed for SCs involving
more VOs (i.e., SC3 and SC6) since the VO clusters are more likely to be distributed to
different number of servers in each test.
Center migration overhead
Considering the same SCs (which also cover variations in the clustering index), we
emulate a center migration for c1 (i.e, p = 1) of the PN to various destination data-
centers in the telecommunication infrastructure, with distances between dold and dnew
ranging from 8 to 12 hops. As previously mentioned, the corresponding cluster cen-
ter(s) (i.e, p = 1) in the involved BN(s) will also be migrated to dnew.
Note that a migration can only begin when the necessary updates in the L2 overlay
connectivity are already in place. The rule updates required for the center migration in
either of the six SCs can be calculated in less than 500 ms, as illustrated in Fig. 4.21a;
this demonstrates that the time overhead incurred by MCO’s center migration approach
for seamless bulk migration is practically negligible with respect to the total migration
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duration (e.g., tens to hundreds of seconds [78], and highly depends on the virtualiza-
tion/migration technologies used, workloads and migration paths [82, 106, 132]).
It can be observed in Fig. 4.21b that the number of rule updates increases linearly
with the number of clusters involved (PN + BNs), almost independently of c1’s clus-
tering index; the latter only impacts the number of rule updates inside the datacenters,
which is expected of MCO’s center migration approach. A wider confidence interval
is observed for SC5 since migrating the PN’s center c1 also migrates the corresponding
centers (i.e, p = 1) of BNs BN1 through BN10, resulting in a multiplicative effect in the
variation of the number of rule updates for different distances between dold and dnew.
A similar linear behavior is also observed for the calculation times, except that the
y−intercept is determined by the clustering index. Particularly, the increase in the cal-
culation times with increasing clustering index can be attributed to the (re-)running of
the shortest-path algorithm for each of the VOs being migrated, in both dold and dnew;
still, the increase in time is not linearly proportional to the increase in the clustering
index.
4.8 Summary
In this chapter, a novel multi-clustering approach, called MCO, is proposed to address
the scalability issue of SDN. Particularly, MCO realizes geo-distributed VTNs and ef-
fectively supports dense deployments of mobile VOs at the network edge, as well as
seamless user/services mobility through bulk inter-datacenter VO live migrations, with
significantly reduced number of OF rules and low computational overhead.
The L2 connectivity among VTN endpoints are built on the basis of paths and
shortest-path trees. MCO’s OF rules for unicast and broadcast/multicast forward-
ing, fixed and mobile access terminations, as well as for seamless migrations of VOs
(both intra- and inter-datacenter) are then defined accordingly. In addition, a simple
poximity- and affinity-aware VO clustering policy is described as an example of how
to bundle VOs into cluster centers, and ultimately, considered as an aggregate entity in
the wide-area.
In contrast to state-of-the-art SDN mechanisms (i.e., fully-meshed, two-level flow
aggregation and OpenStack cases), numerical results show that MCO achieves up to
over one order of magnitude smaller number of OF rules in the VTN implementation
and rule updates during center migrations, demonstrating its high scalability. More-
over, possible path sub-optimality may occur, albeit knowledge on the datacenter topol-
ogy can be exploited for VO placement optimization and load balancing.
MCO’s performance has also been experimentally evaluated using the OpenVol-
cano platform in the context of the INPUT use case (i.e., PNaaS). Experimental results
demonstrate its low computational complexity in terms of rule and rule update calcu-





Now, as it is the end goal of this thesis, how do we enable scalable and sustainable
softwarized 5G environments? From the discussions made up to this point, this can be
generally translated into:
• optimizing the trade-off between power and performance in the underlying COTS
hardware according to their corresponding workload dynamics;
• realizing the connectivity among (possibly, geo-distributed) network service com-
ponents, and effectively support its dynamic reconfiguration; and
• steering traffic flows according to the current (re)configuration of their corre-
sponding services in a seamless fashion,
with low computational and network overhead, as well as low technological require-
ments. Chapters 3 and 4 detailed two mechanisms that proved to be handy in achieving
these objectives.
This chapter presents some spin-off works that apply the model-based analytics and
MCO mechanisms of the previous chapters, as well as a more recent work based on
team theory, to network/services management and control in softwarized 5G environ-
ments. Specifically, we address the problems of VNF consolidation, service migration
with user mobility and load balancing among multiple service instances, in each of the
following sections, respectively.
5.1 Joint Power Scaling and Consolidation
(In-network) datacenters are expected to be deployed practically anywhere in the uni-
fied 5G infrastructure, and host execution containers or VOs (e.g., VMs, Linux con-
tainers, etc.) running VNFs (or VNFCs), among others. In the context of datacenter
networks, this section presents a power- and performance-aware resource allocation
scheme to manage the latter among a pool of ACPI-enabled physical resources (proces-
sors/cores).
Supposing that a real-time analytics mechanism for workload profiling and estima-
tion of network KPIs (specifically, power) is already in place, resources are dynamically
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FIGURE 5.1: High-level view of the VNF consolidation approach.
managed by jointly performing power scaling and in-server consolidation according
to the actual VNF workload variations. In particular, a power consumption model is
incorporated in the consolidation decision to take into account the power management
capabilities (i.e., AR and LPI) of the underlying COTS hardware.
Towards this end, we consider a set of VMs running VNFs (or VNFCs) dedicated
to perform certain network functionalities on incoming traffic streams of various na-
ture. For the sake of simplicity, a one-to-one correspondence between VNFs and VMs
is supposed; the rationale behind this is that for a VNF consisting of multiple VMs (one
for each VNFC), the overall VNF performance can be derived from the individual VM
performances according to the chaining defined by the VNF provider. In any case, the
VNF consolidation reduces to a VM consolidation problem.
The classical First-Fit Decreasing (FFD) bin-packing algorithm [133] is considered as
a baseline for VM consolidation, although the approach can be easily adapted to other
packing algorithms. VMs are initially placed among a given set of multicore servers
through FFD based on the workloads specified in the SLA. Since such specifications are
generally based on peak workloads, our goal is to dynamically manage VM consolida-
tion in each server according to actual workload variations by jointly tuning the ACPI
configuration and minimizing the number of active cores, as shown in Fig. 5.1.
5.1.1 System Modeling
Consider to have Λ servers, each containing a set of multicore processor packages. The
VMs are mapped among these servers, and generally, each VM can be allocated a cer-
tain number of cores, depending on the processing requirements of the running appli-
cations inside. In this work, however, we limit the VM workloads to be less than the
maximum core capacity for the sake of simplicity, and each core serves a subset of VMs.
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Queueing model
Suppose that each VM has its own queue and is allocated a vCPU that is subject for
scheduling. Although this suggests a multiple-queue single-server queueing model
for the core, an equivalent single-queue model can be easily derived considering the
aggregate workload, as described in [134].
Recalling the model considered in Chapter 3, and applying it in a core sharing sce-
nario, we suppose that the system has Γ cores, each one modeled as an MX/G/1/SET
queue, with an average packet service rate µ(j), aggregate workload OL(j) = λ(j)β(j)
(1)
and core utilization ρ(j) = OL(j)/µ(j), j ∈ {1, . . . , Γ}. In order to make the equations
hereinafter more readable, we omit the index (j) of the core, and express β(1) simply as β.
Traffic model
Suppose that the traffic incoming to the i-th VM is represented as a BMAP with batch
arrival rate λi and average batch size βi, i ∈ {1, . . . , |I|}, where |I| is the cardinality of
the set I of VMs served by a core.
Since the sum of independent Poisson processes is a Poisson process with rate given














Both parameters can be easily obtained using the approach detailed in Chapter 3.
Power and performance model
For a given workload at a core, the power model expressed in Eq. (3.10) can be used to
determine which ACPI configuration gives the minimum power consumption.
In this first evaluation of the consolidation strategy, we focus on assessing the po-
tential power saving by keeping the enforcement of performance constraints in the sim-
plest possible form. Specifically, as we will see in the following sub-section, we will only
impose a limit on the maximum utilization for each core to avoid unacceptable perfor-
mance degradation. However, the performance of a VNF can be better controlled by
considering the average system latency D (i.e., Eq. (3.12)), and is left for future work.
5.1.2 Power- and Performance-aware Consolidation
Suppose a datacenter performs a global FFD bin-packing consolidation every time pe-
riod T. Considering that in typical consolidation policies significant variations in the
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total number of active servers and VMs might occur on a much longer time–scale than
the dynamics of power scaling policies, we can suppose the time interval T to be in the
order of tens of minutes or even hours. Similarly, the number of VMs in each server can
be considered relatively stationary over shorter time intervals ∆T. Then, we assume
that the number of VMs in the system does not change in this interval (i.e. no arrival
and/or departure of VMs – if any occur, they will be accounted for with some delay
in the successive interval). We propose a consolidation policy that can be performed in
each active server at every sub-interval ∆T during T, dynamically managing the VM
consolidation among cores according to actual workload variations.
Firstly, we adopt a slightly looser provisioning than the core network capacity plan-
ning rule-of-thumb, constraining the offered workload to be less than 80% of the max-
imum capacity, instead of 50% [135]. This still provides a safety headroom for any
fluctuation in the VMs’ workload, ensuring that the required QoS constraints are not
violated [136]. Additionally, we limit the choices of power states {Cx} based on their
respective sleeping times (which we express as τs(Cx)), and the aggregate batch arrival
rate at the core such that τs(Cx) < 1/λ, in order to have a relatively low probability of
arrivals during C0 → Cx transitions.
The scheme also includes classification rules that define the most energy efficient
configuration to be applied to the core, given the statistical features of its workload.
Specifically, given a certain aggregate workload (characterized by λ and β), we eval-
uate the power model for all possible pairs of (Cx, Py) – i.e., Φ(Cx, Py), ensuring at
the same time the satisfaction of the aforementioned utilization constraint, in order to
find the ACPI configuration that yields the minimum average power consumption. It
is worth noting that this computation can be performed offline for a whole range of λ
and OL values, for a specific processor architecture, giving rise to regions in the (λ, OL)
space that correspond to the most suitable configuration for the points in the region (a
specific example of such regions will be provided in Sub-section 5.1.3). When two or
more configurations give the minimum value, the one with the better performance (i.e.,
greater capacity and/or lighter sleeping state) is selected.
Taking into account that some states are set on a per-package basis [137], for the sake
of simplicity in the power management of the server farm, we suppose that all cores in
a processor package have the same configuration. Hence, if the optimum configuration
varies among the cores in a package, a suboptimal solution is to set them according to
the one with the highest requirement.
Supposing that the workload in each VM can be monitored via its vCPU’s usage,
we exploit the obtained data to perform a dynamic VM consolidation inside the server.




k the set of VMs
they serve, where I(j)k is the subset of VMs served by the j-th core. Based on the actual
VM workload in a ∆T sub-interval, the FFD algorithm is jointly performed with power
scaling to find the minimum core capacity required to serve Ik, obtaining |Γk| updated
groupings of VMs, {Î(j)k , j ∈ Γk}. At this point, some groups may be empty – this only
means that some cores will be idle. Considering the new aggregate workload of each
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Algorithm 5.1 Consolidation Policy
Ik, λi, βi, ∀i ∈ {1, . . . , |Ik|}
P← {}
for y = 0 to Y do
µ(j) ← µ(PY−y), ∀j ∈ Γk
perform the FFD algorithm to obtain Î(j)k , ∀j ∈ Γk
if all VMs have been allocated then
P← {P0, . . . , PY−y}
{I(j)k , ∀j ∈ Γk} ← {Î
(j)













C(j) ← {}, ∀j ∈ Γk
for x= 0 to X− 1 do
if τs(CX−x) < 1λ(j) then




evaluate Eq. (3.10) considering the states in P and C(j), and apply classification
rules
end for
re-order {I(j)k , ∀j ∈ Γk} with decreasing performance requirement
for j ∈ Γk do
allocate a core to I(j)k
end for
set processor package to most suitable configuration
group, the core classification rules are then applied to determine their suitable config-
uration. The groups are ordered with decreasing performance requirement and each
one is allocated a core accordingly. Finally, the configuration of each processor package
is set according to the core with the highest requirement and all idle packages are put
to a deep sleep. The proposed power- and performance-aware consolidation policy is
summarized in Algorithm 5.1.
5.1.3 Performance Evaluation
In order to evaluate the performance of the consolidation policy, a simulation frame-
work for a scaled-down datacenter is implemented in Matlab, considering Intel Xeon
E5-2690 2.9GHz processors. Besides being configurable through the ACPI, this proces-
sor has also been used by Intel in evaluating the DPDK virtual switch (vSwitch) for
NFV [138].
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TABLE 5.1: ACPI configuration parameters for the consolidation evaluation.
Parameter
ACPI Configuration
(C1, P0) (C3, P0) (C1, P8) (C3, P8)
Φa (W) 16.75 16.75 10.5 10.5
Φt (W) 40 25 17 13
Φi (W) 7 5.4 7 5.4
µ (pps) 891875 891875 515539 515539
τp (µs) 100 200 100 200
τs (µs) 5 10 5 10
Φs−oh (W) 195
Φc−ds (W) 2
For the sake of simplicity, but without loss of generality, we only consider the fol-
lowing subset of configurations: {(C1, P0), (C3, P0), (C1, P8), (C3, P8)}, in this work. The
C1 and C3 power states correspond to the Halt and Sleep modes, respectively. In the
former, almost all clock signals to the core are stopped; although no instructions are
executed in this state, the core continues to process bus snoops and can return to the C0
state almost instantaneously. Conversely, all core clocks are stopped in the latter, and
the core’s Level 1 and Level 2 caches are also flushed, requiring a significantly longer
wake-up time. The P0 and P8 performance states are supposed to correspond to the
maximum and minimum core frequencies, respectively. Based on the data presented
in [103, 138, 139], the parameter values listed in Table 5.1 can be derived. Φs−oh is the
power consumption overhead for each active server, and Φc−ds is the power consump-
tion of a core in deep sleep.
Core classification
We express the power consumption model as a function of λ and OL by substituting
the given configuration parameters into Eq. (3.10). By varying the workload and ap-
plying the core classification rules, regions in the (λ, OL) space are obtained. Fig. 5.2
shows that the resulting regions are simply defined by constant discriminant functions.
However, as we add more variables (e.g., latency constraint, trade-off parameters, etc.)
into the rules, we also expect to add complexity into these functions.
Numerical example
For this example, we consider a system with 500 servers and 10000 VMs. Each server is
supposed to have 2 octa core processors, as in [138].
The maximum workload [OLi]max of each VM is generated from the continuous
uniform distribution U(0.05µmax, 0.8µmax). Similarly, to consider the time variance of
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FIGURE 5.2: Example of regions defined by the core classification rules.
FIGURE 5.3: VM workload variations.
the VMs’ workloads, the minimum workload [OLi]min is generated from U(0.5[OLi]max,
0.8[OLi]max), i ∈ {1, . . . , 10000}. In addition, the minimum βmini and maximum βmaxi
average batch sizes are generated from the discrete uniform distributions U{1, 15} and
U{βmini + 1, 50}, respectively.
Moreover, the number of sub-intervals is set to 48 – this corresponds to the number
of times the consolidation policy is performed in a simulation run. In each sub-interval,
the workloads vary according to U([OLi]min, [OLi]max), while the batch sizes according
to U(βmini , β
max
i ). Fig. 5.3 shows the workload variations of five representative VMs in
the system, illustrating the diversity among the VM workloads and behaviors in this
evaluation. As regards the reliability of the results, 10 runs with different seeds are per-
formed for a given set of VMs to show the 95% confidence intervals through error bars.
Taking a look at the entire system, Fig. 5.4 illustrates the average workload of the
Chapter 5. Applications to Network/Services Management and Control 77
FIGURE 5.4: Datacenter workload.
FIGURE 5.5: Datacenter power consumption.
scaled-down datacenter. Despite the workload variations among the VMs, the total
workload in the system remains stable at around 3.1 Gpps, which is approximately
18% lower than the one specified in the SLA.
In order to assess the power saving potential of the approach, we compare the aver-
age datacenter power consumptions generated by the proposed policy (C+PS) and two
baseline scenarios – (xC+xPS) and (C+xPS). C and PS denote in-server consolidation
and power scaling, respectively, and x is appended to indicate the absence of the spec-
ified capability. Fig. 5.5 shows that simply performing in-server consolidation reduces
the power consumption by around 4%, which can be further improved to 10% when
jointly performed with power scaling.
To better grasp the impact of this improvement, we can put it into figures by deriv-
ing the annual savings ς of the datacenter as:






· 24 · 365 (5.3)
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where φ is the energy cost per kilowatt hour (kWh). Based on the values reported
in [140], electricity prices for industrial consumers in the European Union averaged
0.12 AC/kWh during the second half of 2014. With this, we obtain around 19000 AC of an-
nual savings for the scaled-down datacenter considered in this example, which is quite
a good number given its size. Now, imagine the potential savings for a datacenter op-
erator like Google that has been estimated to run over 1 million servers since a couple
of years back.
5.2 User-centric Service Migration
On the other hand, looking at the service level, softwarization enables portability of
network service components across the unified 5G infrastructure, granting NSPs more
degrees of freedom in the dynamic management of their services. In the context of
supporting user mobility, this section presents a proximity- and affinity-aware service
migration approach built on MCO’s center migration (see Chapter 4).
Particularly, we suppose that a user is subscribed to certain services, and each ser-
vice component (referred to as a VO hereinafter) in his/her PN (as well as the ones in
the third parties’ BNs) corresponds to certain proximity and affinity requirements. Tak-
ing into account both requirements, we seek to enable services components to "move
with the user" in a scalable and differentiated fashion, through a VO clustering and
migration policy.
Fig. 5.6 illustrates our conceptual framework in an example based on the virtual Set-
Top-Box (vSTB) use case evaluated in [78], considering the vSTB service applications as the
user’s VOs. Both the user’s private domain (e.g., PN) and the third parties’ shared do-
main (e.g., BNs) are indicated through a multi-point link model, and the VOs’ QoS/QoE
requirements through user proximity levels; note that VO clusters with lower proximity
levels may require migrations more often than those with higher proximity levels.
FIGURE 5.6: Example based on the vSTB use case in [78].
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5.2.1 System Description
Suppose that each user u is associated to a set of VOs Vu that can be placed in a dis-
tributed and dynamic fashion within the set of Cloud/Fog/MEC (in-network) data-
centers D. As u moves from one access point to another in each time instant, (bulk)
migrations may be necessary to meet the close proximity requirements of some VOs;
additionally, such VOs may be tightly coupled to other VOs with loose proximity re-
quirements (i.e., as SCs).
Proximity and affinity requirements
As in Chapter 4, the user proximity requirements Πu = {Πu(i), i = 1, . . . , |Vu|} are
expressed in terms of path lengths (i.e., from user u’s access device to the subset of dat-
acenters Du ⊆ D currently hosting his/her VO network), under the assumption that
other QoS parameters are already represented in the link weights; for instance, larger
weights can be assigned to high latency/low bandwidth links, resulting in "longer"
path lengths.
On the other hand, inter-VO affinities highly depend on the user’s service subscrip-
tions, and hence, the inter-VO interactions that may arise. For the sake of simplicity, but
without losing generality, we express the inter-VO affinity requirements πu = {π(i,j),
i = 1, . . . , |Vu|, j = 1, . . . , |Vu|, i 6= j} in terms of 0 or ∞ distances – i.e., with π(i,j) = 0,
u’s VOs (vi, vj) ∈ Vu, i 6= j}, must be placed in the same datacenter, otherwise they can
be placed in any datacenter d ∈ D, provided that the requirements in Πu are met.
Cluster center model
Recall that VOs can be clustered together based on both Πu and πu, as well as the
subscription-based parameter Pu (that indicates the maximum number of proximity
levels allowed by the user u), and each cluster can be mapped to a certain proximity
level p, as described in Chapter 4. Particularly, a two-step VO clustering is performed
by:
S1: considering πu to obtain an initial set of clusters Ĉ, with each cluster ĉ ∈ Ĉ corre-
sponding to the minimum requirement min(Πĉu), and;
S2: considering {min(Πĉu), ĉ ∈ Ĉ} to find the the range intervals of the Pu proximity
levels, and obtain the final set of clusters C.
Then, each VO cluster c ∈ C is dynamically placed according to the minimum proxim-
ity requirement min(Πcu) among VOs in c and u’s current access point.
5.2.2 Proximity- and Affinity-aware Center Migration
Suppose that each datacenter d ∈ D has enough resources for hosting VOs, focusing on
the QoS improvement achieved by allowing VO clusters to "move with the user", when
necessary. Particularly, as user u moves around throughout the day – e.g., from home to
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Algorithm 5.2 Center migration at time instant t
In: C, {min(Πcu), c ∈ C}, {Dcu(t− 1), c ∈ C}, u 7→ ac(t)
{Lc, c ∈ C} ← distances(u, {Dcu(t− 1)})
{Dcu(t), c ∈ C} ← {}
for c ∈ C do
if Lc > min(Πcu) then
S← shortestpath(ac(t), Dcu(t− 1))
LS ← distances(u, S)
for i = 0 to |S| − 1 do
if LS(|S| − i) ≤ min(Πcu) then









work or to do some errands, etc., and then, back home – some of the clusters’ proximity
requirements may be violated at some point, necessitating bulk VO migrations to keep
the desired QoS.
For instance, at a time instant t, the network detects that u’s access point changed
from ac(t − 1) to ac(t), and {Dcu(t − 1), c ∈ C} is the previous placement of the clus-
ters (i.e., the datacenter locations that meet {min(Πcu), c ∈ C} when u was connected
to ac(t− 1)). Algorithm 5.2 summarizes how migrations are initiated at such time in-
stants, where {Lc, c ∈ C} are the shortest-path lengths from u’s device u, via ac(t), to
the previous placement {Dcu(t− 1)}, and {Dcu(t), c ∈ C} is the new placement obtained.
For a given cluster c, a migration is only initiated if Lc exceeds min(Πcu). In such a
case, the shortest path S between ac(t) to c’s previous location Dcu(t− 1) is obtained, as
well as the corresponding path lengths LS from each of its hops to u. Starting from the
hop closest to Dcu(t− 1), the first one that satisfies min(Πcu) is chosen as c’s new location.
5.2.3 Performance Evaluation
In order to assess the QoS improvement and service management simplification offered
by cluster migration, a series of numerical evaluations are performed on a graph-based
logical topology.
Generally, VOs can be hosted in the Cloud, Fog and/or MEC domains; hence, we
classify datacenters as: a) cloud (cl), b) transit/aggregation (t/a) or c) access (ac) nodes.
Through a simulation framework implemented in Matlab, we consider a scaled-down,
city-wide telecommunication infrastructure with 30 datacenters: 2 are cl nodes (e.g.,
like Telecom Italia’s Sparkle nodes in Milan [141]), while the rest are t/a and ac nodes
generated according to the probability mass function P = {0.4, 0.6}, respectively. The
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FIGURE 5.7: Graph-based logical topology of a scaled-down city-wide infrastructure.
logical interconnections E among these nodes are randomly generated to form a graph
G(D, E) – except for the 2 cl nodes that are supposed to be part of the nationwide net-
work backbone.
The links interconnecting any pair of datacenters (dn, dm) ∈ D, n 6= m, are char-
acterized by their corresponding weights {w(n,m)}. As previously noted, one way to
incorporate the latency/bandwidth aspect in a QoS evaluation based on path lengths is
by assigning higher weights to high latency/low bandwidth links. With this in mind,
the link between the 2 cl nodes has weight set to ’1’, links between cl and t/a nodes or be-
tween 2 t/a nodes have weights drawn from the discrete uniform distribution U{2, 4},
while those interconnecting t/a and ac nodes from U{5, 7}. Finally, the link between a
user u’s device u and an ac node has weight drawn from U{8, 10}. Fig. 5.7 shows an
example of a graph-based logical topology generated in such fashion, where the widths
of edges decrease with increasing link weights.
We further suppose that a user u has 20 VOs with proximity requirements drawn
from U{10, 30} – this range of values is chosen based on the link weights to cover dif-
ferent user proximity cases. Particularly, VOs are uniformly generated such that some
require to be on or close to the current ac node, some with ‘don’t care’ proximity, while
others are somewhere in between these two extremes. Moreover, the inter-VO affinity is
specified in terms of percentage (i.e., 0%, 5% and 10%, in this work), which corresponds
to the percentage of VO pairs (vi, vj) ∈ Vu, i 6= j, with π(i,j) = 0.
In this evaluation, we consider both static and dynamic user cases, studying the
differences between the required (SLA) and actual path lengths from user u to his/her
VOs’, with and without migrations. Additionally, for the latter case, we take a look at
the number of migrations initiated in terms of VOs and clusters, to provide insights
on the network management simplification obtained with cluster migration. Statisti-
cal significance in the results are illustrated through 95% confidence intervals obtained
from 20 simulation runs of varying seeds.
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(A) without migration
(B) with migration
FIGURE 5.8: Required and actual path length differences with and without migrations for the
static user case.
Static user case
For the static user case, we compare the required (SLA) and actual path length differ-
ences when user u accesses his/her VO network via the node ac-x, x = 1, . . . , 17, with
and without migrations, supposing that the VOs are independent of one another.
Without migrations, clusters are randomly placed among: a) 2 cl nodes, b) 2 cl and
1 ac nodes, or c) 2 cl and 2 ac nodes, to simulate the traditional Cloud scenario and the
Cloud-Fog-MEC interplay with 1 (e.g., at Home) or 2 (e.g., at Home and at Work) Fog
nodes, respectively. Here, we suppose that ac-1 is at user u’s Home, while ac-17 is at
Work. Fig. 5.8a shows that the traditional Cloud case has generally better performance
due to the VOs’ central location. Path length improvements in the Cloud-Fog-MEC
cases are only observed when u is at Home or at Work, with close proximity to VOs
placed in node ac-1 or ac-17. In all three cases, some SLA violations are observed, as
indicated by the negative path length differences.
Then, by introducing migrations, SLA specifications are always met, as shown in
Fig. 5.8b. It can also be observed how the subscription-based parameter impacts the
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(A) without migration
(B) with migration
FIGURE 5.9: Required and actual path length differences with and without migrations for the
dynamic user case.
path length improvements. For instance, users with premium subscriptions can invoke
Pu = 1 so that the network will consider an entire VO network as one cluster that
follows its user according to the minimum proximity requirement.
Dynamic user case
For the dynamic user case, we compare the required and actual path length differ-
ences as user u accesses his/her VO network via the node ac(t), at time instants {t =
1, . . . , T}, with and without migrations. We suppose to have T = 15 time slots (e.g.,
considering 1-hr. granularity from 7:00 to 22:00), during which the user u’s access point
changed from ac(t− 1) to ac(t).
At this point of the evaluation, we fix Pu = 20 to maximize the number of clusters
and study the impact of inter-VO affinity on the path length improvements. Moreover,
for tests without migrations, we only consider the traditional Cloud case since it gener-
ally gave better performance than the other cases, as previously seen.
Fig. 5.9a shows that the actual path lengths do not vary much with the inter-VO
affinity since clusters are placed in either of the 2 cl nodes anyway, and as before, some
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(A) VO migrations
(B) cluster migrations
FIGURE 5.10: Number of migrations in terms of VOs and clusters for the dynamic user case.
SLA violations are observed. The impact of inter-VO affinity on the path lengths is
more evident when migrations are introduced, as illustrated in Fig. 5.9b. Note that
since lesser number of clusters are generated with increasing percentage of VO pairs
with affinity among them, cluster sizes will increase for a given number of VOs. This
means that more VOs will be carried over by the same (possibly, tighter) proximity
requirement, and hence, the greater path length improvements.
Additionally, in order to get a hint on how user mobility support can be simplified
by considering VO clusters as aggregate entities during migrations, we also take a look
at the number of migrations initiated in terms of VOs and clusters. Fig. 5.10 shows
the number of migrations generated by the proposed approach, in terms of VOs and
clusters, when supporting user mobility. When VOs are independent of one another,
considering VO clusters as aggregate entities will initiate around 40% less migrations,
on average, and such improvement increases with inter-VO affinity. For instance, when
10% of VO pairs have affinity among them, up to over 80% improvement is achieved.
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FIGURE 5.11: Network slice load balancing scenario.
5.3 Decentralized Load Balancing
Now, in a first attempt to jointly consider the infrastructure- and service-level aspects
in the problem, this section addresses the load balancing among multiple network SCs
(which represent network slice instantiations of an NSP referring to a specific vertical
application) originating from different PoPs, based on a team-theoretic approach that
takes into account the energy-aware LCPs of the IPr. In contrast to the more general-
ized frameworks of stochastic games and multi-objective optimization, this choice is
mainly motivated by the fact that the actors of the "game" have a common goal (or cost
function), and hence can act as a team, regardless of a decentralized knowledge on the
network state and system parameters [142, 143].
Particularly, the actors of the team problem are decision makers (DMs) located at the
PoPs of an NSP, through which user applications access a specific network service be-
ing offered via a VNF-FG. The NSP is in its turn a specific tenant of the IPr and runs
the VNFs on VMs deployed on the IPr’s hardware. The DMs are meant to balance the
workload offered to their own PoPs among a number of VNF-FGs performing the re-
quired functionality; VNF-FGs are differentiated in terms of a global cost that accounts
for both performance and energy consumption. For scalability, signaling reduction and
fast reactivity reasons, we are interested in finding informationally decentralized (per-
PoP) load balancing solutions in strategic form (i.e., mapping available instantaneous
information into the required decisions, over the whole possible range of observable
variables).
We suppose a given number of VNF-FGs to be active to provide the network func-
tionalities requested by the different instantiations of the user’s application service.
Upon request of the network service pertaining to the slice, the PoP DM has the possi-
bility to choose the chain of VNFs that are needed by the service, among a number of
possible alternatives. An overview of the considered scenario is illustrated in Fig. 5.11.
Different VNF-FGs may require common VNFs, and therefore they may share the com-
putational capacity of the VMs performing them.
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5.3.1 System Modeling
Each chain is characterized by an execution cost, which is the sum of the costs per-
taining to each VNF composing it. The cost of a specific VNF is determined by the
workload on the VM where it is executed and by the energy-aware LCP adopted by the
IPr. We suppose each PoP DM to be aware of the LCPs and of its own workload (the
rate of service requests), but not of the workloads generated at the other PoPs.
By adopting specific models for a server’s core energy consumption [144] and for
the power/delay cost of a server [57], we construct the cost associated to each VM as the
product of the power consumption and the processing delay. Under a certain behavior
of the IPr, this cost turns out to be quadratic in the total workload on the hardware
hosting the VM; this fact renders the team problem mathematically equivalent to the
one considered in [65] in a different setting and allows the application of the solution
derived therein.
We define the optimization cost J associated to the VMs implementing the complete
slice functionality as the sum of the products of processing delays Dj and of the power










where M is the number of VMs deployed by the tenant for the network slice.
Parallelizability and speed-up
Given the advanced support/capabilities of recent computing platforms and virtual-
ization layer implementations, VMs running on a server can be considered as almost
completely isolated among themselves, and — especially in high performance scenar-
ios — exploiting different server internal components (e.g., cores, etc.). In more detail,
considering the j-th VM in the NFV service, we assume that cj vCPUs will be bound to
cj physical cores in the server, and made available by the hypervisor.
Even though the overall VM processing capacity scales linearly according to cj, soft-
ware applications hosted in the VM are well-known to exhibit a different performance
behavior which depends on their parallelizability. In this respect, the well-known Am-
dahl’s Law and its recent generalizations [57] suggest that the software-level perfor-
mance depends on the number of available cores cj and on their capacity µj by a speed-
up factor Sj:










where β(j)n is the n-th fractional component into which an algorithm implementing the








. In general, β(j)n is paralleliz-
able on n cores; β(j)1 represents the fraction that is not parallelizable and, without loss
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of generality, we number the cores in ascending order of utilization.
Power- and performance-aware cost function
Now, we introduce a cost function capable of capturing both power and performance
aspects of VM j.
Firstly, in a very simple formulation that considers the aggregate action of the speed-
up introduced by parallelization, the delay term can be taken as that of a M/M/1
queueing system, which is given by
Dj(cj) =
1
Sjµj − f j
(5.6)
indicating with f j the total load on VM j. Despite the possible inaccuracy of the M/M/1
model, its simple expression for Dj(cj) results to be an effective penalty function with
respect to the saturation of the processor’s capacity, which is an essential characteristic
to be reflected in our optimization problem.
Regarding the power consumption, we start from the model considered in [144],
which takes into account the presence of both AR and LPI effects in the power profile
of a core; namely, if δjn is the load fraction processed on its assigned core n, the power







where Kj ∈ R+ and R+ 3 αj ≥ 1 are parameters depending on the hardware type (we
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Finally, the cost Jj is associated to each VM j, which is expressed as the product of
power consumption and processing delay





























Sjµj − f j
(5.10)
where all multiplicative coefficients related to VM j are collected in the term K′j, which,
given the characteristics of the specific network application and of the hardware, is a
known constant.
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/(Sjθj − 1). Thus, the applica-
tion of a simple proportional control law like Eq. (5.11) on the part of the IPr has the
effect of making the cost associated to the VM using its core(s) quadratic in the total
load. As noted in [72], we are considering a continuous solution to the server operating
capacity adjustment. In practice, the physical resources allow a discrete set of working
frequencies, with corresponding processing capacities; this would also ensure that the
processing speed does not decrease below a lower threshold, avoiding excessive delay
in the case of low load.
5.3.2 Problem Statement and Solution
We want to determine the decentralized control policy that maps the workloads at the
PoPs to the respective shares assigned to each of the VNF-FGs referring to a specific
network service. The problem is posed in a team-theoretic setting [142, 143, 145], as all
PoP DMs of the NSP have the same goal, which consists of the minimization of a com-
mon overall cost for the usage of the resources, but they possess different information
on their respective incoming flows.
Generally, the total flow offered to the j-th VM implementing a specific VNF is com-
posed of a number of contributions pertaining to the VNF-FGs that use its functional-
ity. Let S be the total number of PoPs, F the total number of VNF-FGs, and Fi, with
|Fi| = Fi ≤ F, i = 1, . . . , S, the subset of VNF-FGs used by the i-th PoP. We indicate
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by uki, k ∈ Fi, i = 1, . . . , S, the fraction of the workload ri generated at PoP i that is
offered to VNF-FG k. Moreover, let r = [r1, . . . , rS]T (the superscript T indicates trans-
pose) be the vector collecting all PoP workloads, and Vj the set of VNF-FGs that use the
services of VM j. We assume the components of r to be independent non-negative con-
tinuous random variables with a given probability distribution. The team optimization
problem can then be stated as
min



























uki = ri, i = 1, . . . , S (5.16)
uki ≥ 0, k ∈ Fi, i = 1, . . . , S (5.17)
The weighting coefficient wj in Eq. (5.14) accounts for both the value of hj (stem-
ming from the capabilities of the underlying hardware, and the parallelizability of the
VNF code) and the influence of the network topology on the contributing flows that en-
ter the VM (as they may traverse different network paths to reach it from the previous
VMs in their chains). Eqs. (5.15) entail a decentralization constraint – i.e., DM i decides
on the shares of its workload among the VNF-FGs only on the basis of the knowledge
of its own workload, and not those of the others. The only centralized information is
constituted by the a priori knowledge on the number of VMs and of DMs, the topology
and the probability distributions of the inputs.
Following [65], we consider finding person-by-person optimal (p.b.p.o.) strategies of
the form Eqs. (5.15) for the above problem. By defining γi(·) = {γki(·), k ∈ Fi}, i =
1, . . . , S, the p.b.p.o. strategy of DM i entails the minimization of the cost in Eq. (5.14),
under fixed (functional) values of the strategies of the other agents γ−i(·) = {γkj(·),
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i = 1, . . . , S, ∀ri (5.18)
where ui = [uli, . . . , uFii]
T. Conditioning the expectation in Eq. (5.18) transforms the
functional optimization problem of DM i into an ordinary minimization, which can be
handled by the application of Karush-Kuhn-Tucker conditions. However, the solution
for DM i depends on the average of the strategies of the other DMs, as can be seen by
the coefficient of the linear term that arises in Eq. (5.18) by expanding the square.
Let the quantities (ηmi )
∗, m = 1, . . . , M, i = 1, . . . , S be a set of parameters that




∗, n = 1, . . . , M, j = 1, . . . , S, j 6= i}), the unknown quantities (ηmi )
∗ can be found



















∗, n = 1, . . . , M, j = 1, . . . , S, j 6= l
})}
,
m = 1, . . . , M, i = 1, . . . , S (5.19)
The procedure for finding p.b.p.o. strategies for the problem outlined by Eqs. (5.13)-
(5.17) can then be split into two parts:
• having fixed a set of parameters (ηmi )
∗, m = 1, . . . , M, i = 1, . . . , S, we first derive
the analytical expression of strategies Eq. (5.18), and then;
• we seek a numerical solution to the fixed-point equations Eq. (5.19).
Since the mathematical problem outlined here is equivalent to the one that we solved
in [65], we do not repeat the derivation. Note that the team solutions we can find by
applying this methodology would coincide with a unique team-optimal solution only
in case of existence of a unique fixed point for equations Eq. (5.19), whose investigation,
however, is beyond the scope of this work. Optimality of the strategies we have derived
is therefore assured only in p.b.p.o. sense, which also corresponds with the concept of
Nash equilibrium [142, 143].
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(A) NFV service specifications
(B) NFV network
FIGURE 5.12: Scenario with 20 DMs, each one accessing an NFV service through a given num-
ber of available VNF-FGs over the shared NFV network.
But, since every team-optimal solution is necessarily a pbp optimal solution, the
latter plays an important role in the derivation of the former,
5.3.3 Performance Evaluation
To evaluate the performance of the proposed load balancing approach, we consider the
scenario in Fig. 5.12, and find the p.b.p.o. strategies of the DMs by using the numer-
ical method in [65]. Then, we compare the normalized dynamic power consumption
induced by the VNF-FGs with the team-optimal and uniform flow distribution, as well
as the one that corresponds to concentrating each DM’s load on their respective least-
cost paths.
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In more detail, we evaluate a system with 20 DMs, each one accessing a specific
NFV service over a shared network of 35 resource clusters, hosting 84 VNF instances
of 20 VNF types, as illustrated in Fig. 5.12. Generally, instances of the same VNF type
can be hosted among resources with the same or varying capabilities — this is captured
in the considered scenario through clustering of resources and various combinations of
hardware parameters. Moreover, some DMs accessing the same NFV service can have
different number of available VNF-FGs (i.e., paths), simulating a more general scenario
with differentiated services.
The (physical/logical) links served by the VMs {j} in the system are identified with
an index j, and a weight coefficient wj that depends on a number of components. Par-
ticularly, wj is given by the sum of the coefficient hj of the serving VM, and of a random
number generated from the continuous uniform distribution, U(0, 10). The former is
determined by the underlying hardware (i.e., Kj and αj parameters), and the degree of
parallelizability of the VNF code (i.e., cj and {β
(j)
n } information), while the latter ac-
counts for the different network paths traversed by the contributing flows that enter
the VM, as noted in Sub-section 5.3.2; here we decided for a random choice, to avoid
being bound to a fixed network topology.
Following [72], in which Kj ∈ UK(1, 10) and αj ∈ Uα(2, 3), we consider two cases in
this work:
• homogeneous hardware, where Kj = K ∈ UK, αj = α ∈ Uα, ∀j, and;
• heterogeneous hardware, where the parameters among VMs {j} hosted on the re-
source cluster σ are generated as Kj = Kσ ∈ UK, αj = ασ ∈ Uα, ∀j 7→ σ.
The latter is supposed to cover not only the possible hardware heterogeneity inside a
PoP (e.g., server level), but also the scenario where a VNF-FG spans multiple PoPs of
varying capabilities.
The parallelizability of each VNF instance in the system (even the ones performing
the same functionality) is generated randomly, supposing that a VNF code is paral-
lelizable into 1, 2, 4, 6 or 8 vCPUs. Random permutation is used to generate varying
{β(j)n } values, even with the same cj; this emulates the performance variations of a code
on different execution environments. For the sake of simplicity, but without loss of
generality, we suppose that the 20 DMs have the same maximum load Rmax, and their
instantaneous loads r(DMi), i = 1, . . . , 20, are uniformly distributed in [0, Rmax].
Team-optimal load balancing
In both homogeneous and heterogeneous hardware cases, the resulting p.b.p.o. load
distribution policies of the DMs highly depend on wj and the number of VNF-FGs shar-
ing a VM. Some DMs have relatively "static" strategies, allocating a constant fraction of
their load to (a subset of) the available VNF-FGs, while others result in more interest-
ing strategies, adapting their distributions with the load. Fig. 5.13 shows examples of
p.b.p.o. load distribution policies of DM4 and DM14, where paths indicated with the
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(A) homogeneous hardware (B) heterogeneous hardware
FIGURE 5.13: P.b.p.o. load distribution policies of DM4 and DM14.
same color correspond to the same VNF-FGs. It can be observed that the general form
of the team-optimal solutions is piecewise-linear.
Dynamic power consumption
Then, we evaluate the normalized dynamic power consumption induced by the 20 DMs
when the team solutions are applied in the homogeneous and heterogeneous hardware
cases. As comparison, the following two baseline policies are considered:
• least-cost path, in which the DMs route all the load to the VNF-FG with the mini-
mum execution cost (i.e., sum of the link weights) among the available paths, and;
• uniform flow distribution, in which all available paths are allocated equal fractions
of the load.
To add statistical significance in the results, 95% confidence intervals are obtained from
10 runs of varying seeds.
As shown in Fig. 5.14, the p.b.p.o. team solutions gave better performance in terms
of energy saving with respect to the two baselines, achieving improvements of up to
over 45% to around 4 orders of magnitude when the normalized total load is less than
80%. While similar behaviors can be observed with both homogeneous and heteroge-
neous hardware, with the latter there are some cases in which uniform load distribution
result in the highest consumption, rather than the one using only the least-cost paths
(which is always the case for the former). This can be expected especially when the
costs of a DM’s available VNF-FGs vary greatly.
Though in a relatively simple topology of VNF-FGs, the results highlight some char-
acteristics that can be expected by the application of p.b.p.o. team strategies in the NFV
environment we have considered. In particular, in the presence of different types of
hardware (i.e., heterogeneous hardware case) and multiple interactions among DMs’
paths, we expect higher energy saving gains.
Chapter 5. Applications to Network/Services Management and Control 94
(A) homogeneous hardware
(B) heterogeneous hardware
FIGURE 5.14: Normalized dynamic power consumption induced by the VNF-FGs when the
least-cost, uniform and p.b.p.o. load distribution policies are applied.
5.4 Summary
In this chapter, approaches for: a) dynamic VNF consolidation on ACPI-enabled re-
sources, b) service migration according to user mobility, and c) decentralized load bal-
ancing among multiple service instantiations, are collectively proposed for network/
services management and control in softwarized 5G environments, by building on the
mechanisms presented in Chapters 3 and 4, and on the lessons learned in their respect.
At the infrastructure-level perspective, the proposed power- and performance-aware
VNF consolidation relies on VNF workload profiles and a power model that captures
ACPI configurations, to classify core workloads (i.e., the aggregate workload of the
VNFs sharing each core) according to the most suitable ACPI configuration. Note that
the classification can be done offline for a whole range of workload profiles and specific
CPU architecture; then, the joint power scaling and in-server consolidation of VNFs can
be performed according to actual workload variations. Numerical results show that the
average datacenter power consumption can be reduced by up to 10% with respect to
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the considered baselines, suggesting a considerable amount of annual savings. For bet-
ter controlled VNF performances, the latency aspect is yet to be incorporated in the
consolidation decision.
On the other hand, at the service-level perspective, the proposed user-centric service
migration relies on MCO’s center migration approach for scalably supporting wide-
area bulk migrations, with the user’s VO network organized into clusters according
to proximity and affinity requirements, as well as a subscription-based parameter (for
service differentiation among users). Numerical results show that introducing migra-
tions improves the QoS to always meet or exceed the SLA requirements. Moreover,
considering VO clusters as aggregate entities will initiate around 40% less migrations,
on average – an improvement that increases with inter-VO affinity and could poten-
tially simplify network/services management when supporting user mobility. Moving
forward, the policy can be extended to cover multiple affinity levels, as well as add
constraints on the available capacities among datacenters.
Finally, in an attempt to jointly look into the infrastructure- and service-level per-
spectives of network/services management and control, the proposed decentralized
load balancing among multiple service instances (implemented as VNF-FGs that are
differentiated in terms of a global, power- and performance-aware cost) relies on sim-
ple, state-of-the-art power and latency models to find parametrized p.b.p.o. team strate-
gies, which are piecewise linear in the workload of each specific DM. As such aggre-
gated workloads can vary dynamically over relatively short time scales (e.g., in the or-
der of a few seconds, depending on end users’ density and mobility), informationally
decentralized strategies lend themselves to fast reaction without the need of additional
signaling. Numerical results show that the approach achieves up to over 45% reduction




The upcoming 5G is foreseen to play a fundamental role in our socio-economic growth
by supporting various and radically new vertical applications, as a one-fits-all technol-
ogy that is enabled by emerging softwarization solutions – specifically, the Fog, MEC,
NFV and SDN paradigms.
In more detail, the introduction of Fog computing and MEC brings Cloud-like ser-
vices much closer to end-users and network-connected things, which can be exploited
to improve both network- and service-level performances. NFV is similarly built on IT
virtualization, in which specific service components (i.e., VNFs and VNFCs) are imple-
mented in software with high customizability and improved time to market, while SDN
deals with the chaining among them (i.e., VNF-FGs) and/or with physical service com-
ponents. Moreover, the latter is foreseen to provide the network programmability lev-
els required to enable network/service "agility". With the upcoming Cloud-Fog-MEC
interplay, NFV and SDN, a unified, multi-domain and multi-tenant 5G infrastructure,
on which highly flexible and programmable network services and applications can be
deployed, is expected to emerge.
Despite the notable potential in such softwarized environments, there are still a
number of open issues at the infrastructure and service levels that need to be addressed
to guarantee the smooth rollout of 5G. In the context of network/services management
and control, a review of related literature is presented to provide an overview of the
technological scenario, on which we have built the considered problems and the con-
tributions proposed in their respect.
Particularly, this thesis seeks to enable scalable and sustainable softwarized 5G en-
vironments by:
• optimizing the trade-off between power and performance in the underlying COTS
hardware according to their corresponding workload dynamics;
• realizing the connectivity among (possibly, geo-distributed) network service com-
ponents, and effectively support its dynamic reconfiguration; and
• steering traffic flows according to the current (re)configuration of their corre-
sponding services in a seamless fashion,
with low computational and network overhead, as well as low technological require-
ments. The specific contributions are organized in the following three research axes,
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with the first two covering the main contributions, and the third demonstrating their
possible applications to network/services management and control, through some spin-
off works.
Infrastructure Modeling and Analytics: In this research axis, we seek to effectively
and efficiently handle the operational issues stemming from the underlying COTS hard-
ware and virtualization solutions adopted in NFVIs, taking into account the growing
need for automated management. Particularly, a real-time analytics approach based on
the MX/G/1/SET queueing model is proposed for VNF workload profiling and esti-
mation of network KPIs (specifically, power and latency) using – and adding value to –
available hardware/software PMCs.
Experimental results show good estimation accuracies for both VNF workload profiling
and network KPI estimation, with respect to the input traffic and actual measurements,
respectively, demonstrating how the approach can be a powerful tool in augmenting
the capabilities of a NFVI’s VIM, as well as in the development of next-generation re-
source/service provisioning solutions, among others.
Network Slicing and Mobility Management: In this research axis, we seek to exploit
SDN’s potential for enabling network/service "agility", while taking into account the
finite-sized rule tables in SDN devices. Particularly, a novel multi-clustering approach,
called MCO, is proposed to realize geo-distributed VTNs and effectively support dense
deployments of mobile VOs at the network edge, as well as seamless user/services
mobility through bulk inter-datacenter VO live migrations.
Numerical results show that MCO achieves up to over one order of magnitude smaller
number of OF rules in the VTN implementation and rule updates during center mi-
grations, demonstrating its high scalability with respect to state-of-the-art SDN mech-
anisms. While possible path sub-optimality may occur, knowledge on the datacenter
topology can be exploited for VO placement optimization and load balancing. Further-
more, in the context of the INPUT use case (i.e., PNaaS), experimental results demon-
strate MCO’s low computational complexity in terms of rule and rule update calcula-
tion times during SC instantiation and wide-area bulk migrations, respectively.
Network/Services Management and Control: In this research axis, we seek to demon-
strate some directions towards ultimately achieving the end goal of the thesis, by build-
ing on the model-based analytics and MCO approaches developed in the previous re-
search axes, and on the lessons learned therein. Particularly, approaches for: a) dynamic
VNF consolidation on ACPI-enabled resources, b) service migration according to user
mobility, and c) decentralized load balancing among multiple service instantiations,
are collectively proposed as network/services management and control applications in
softwarized 5G environments.
The first item looks into the infrastructure-level perspective with a power- and perform-
ance-aware VNF consolidation approach that can be performed according to actual
workload variations, while the second looks into the service-level perspective with
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user-centric service migrations that takes into account the proximity and affinity re-
quirements of VO networks, as well as the (differentiated) service subscriptions of the
users. Finally, the third item attempts to jointly look into the infrastructure- and service-
level perspectives of network/services management and control with a team-theoretic
approach for the decentralized load balancing among multiple service instantiations,
taking into account a power- and performance-aware cost function.
The numerical results obtained in each of these works show substantial improvements
with respect to the considered baselines, which further manifest the potentials of the
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