Chemistry plays a key role in many astrophysical situations regulating the cooling and the thermal properties of the gas, which are relevant during gravitational collapse, the evolution of disks and the fragmentation process.
INTRODUCTION
Chemistry plays a central role in many astrophysical environments, including the formation of stars at low and high metallicities (Omukai et al. 2005; Glover & Jappsen 2007) , the interstellar medium (Hollenbach & McKee 1979; Wakelam et al. 2010) , starbursts and active galactic nuclei (Maloney, Hollenbach & Tielens 1996; Meijerink & Spaans 2005) , protoplanetary disks (Semenov, Wiebe & Henning 2004; Woitke, Kamp & Thi 2009 ), planetary atmospheres (Burrows & Sharp 1999; Lodders & Fegley 2002) and the early Universe (Dalgarno & Lepp 1987;  ⋆ Corresponding author: tommasograssi@gmail.com Stancil, Lepp & Dalgarno 1998; Galli & Palla 1998; Schleicher et al. 2008) . It is important as it regulates the cooling, therefore influencing gravitational collapse (Yahil 1983; Peters et al. 2012) , disk stability (Lodato 2007) and fragmentation (Li, Klessen & Mac Low 2003) . At the same time, the chemical abundances regulate the appearance of astrophysical objects by influencing the line emission from atoms, ions and molecules. Both for an accurate modelling, but also to pursue a comparison with observations, it is thus necessary to include chemical models in numerical simulations.
The required machinery is however complex for at least two reasons: (i) chemical kinetics has a non-negligible computational cost, which can be prohibitive for large numerical c 2012 RAS simulations even after a complexity reduction, as described by Grassi et al. (2012) . It therefore requires a sophisticated framework where the rate equations are efficiently solved. Moreover, (ii) building the set of ordinary differential equations (ODEs) associated with a given chemical network (including the Jacobian and its sparsity structure for efficient evaluation) can be difficult, especially when the number of reactions involved is large ( 150, up to more than 6000).
As the latter presents an important problem, there are a number of attempts to make the incorporation of chemical networks in astrophysical simulations more feasible. For instance, XDELOAD performs a pre-processing task required for the modelling of astrochemical kinetics, including the associated derivatives and the Jacobian (Nejad 2005) . The code is available on request, but currently not maintained. ASTROCHEM is a network pre-processor that is based on the Kinetic PreProcessor (KPP)
1 , and is a proprietary code (Kumar & Fisher 2013) . Another code with a similar name is astrochem by S. Maret and aims at studying the evolution of the ISM. It allows to build the associated equations which can be employed within its own framework. This code can be forked on GitHub 2 , but a newer version has been announced on Maret, Bergin & Tafalla (2013) . The same approach is followed by Nahoon 3 , calculating the chemical evolution of a molecular cloud with a pseudo time-dependent approach (Wakelam et al. 2012) . The chemical network is created from on a datafile provided by the user. Also this code can build the ODEs and the Jacobian only within its framework. Finally, ALCHEMIC (Semenov et al. 2010 ) is a code optimized for the chemistry in protoplanetary disks employing the DVODPK (Differential Variable-coefficient Ordinary Differential equation solver with the Preconditioned Krylov method) solver; this code is available on request by the authors. A recent tentative to provide a general package has been made by extracting the Enzo chemistry module to create a sort of primordial chemistry library for astrophysical simulations called Grackle 4 . Finally, the MeudonPDR code 5 (Le Petit et al. 2006) allows to study the chemical evolution for a photon-dominated region (PDR) with an incident radiation field. This code includes some thermal processes and a default chemical network, in line with the PDR models.
However, not all of these codes are publicly available, and often they are restricted to special purposes. An additional restriction is due to the computational efficiency that can be achieved with a given framework. While one-zone and even 1D calculations can still be pursued at a moderate efficiency, including even moderate-sized networks in 3D hydrodynamical simulations presents an additional challenge and requires the usage of optimized numerical techniques that are both accurate and efficient.
For this reason, we have developed the chemistry package Krome, which includes a pre-processor generating the subroutines for solving the chemical rate equations for any given network that is provided by the user. By default, it provides a set of chemical networks including primordial chemistry, low metallicity gas, molecular clouds and planetary atmospheres. Krome is developed not only to study the evolution of a given chemical network, but also to include many other processes that are tightly connected to astrochemistry (e.g. see Tab.1). In particular Krome permits to add thermal processes, as cooling from endothermic reactions and from several molecules and atoms, but also heating from photochemistry and exothermic chemical reactions. We also include a dust grain model with destruction and formation processes and catalysis of molecular hydrogen on the grain surface. To increase the applicability of Krome the current version allows one to use the rate equation approximation for grain surface chemistry (e.g. see Semenov et al. 2010) , as well as cosmic-rays ionization which follows a similar scheme. The Krome pre-processor builds the Fortran subroutines that can be directly included in other simulation codes. The rate equations are solved with the high-order solver DLSODES, which was recently shown to be both accurate and efficient, as it makes ideal usage of the sparsity in astrochemical networks . As an additional option we also include the DVODE solver in its Fortran 90 version 6 . The overall structure of this paper is as follows: in Section 2, we describe the physical modelling including the rate equations, photoionisation reactions, the thermal evolution and the treatment of dust. The computational framework of Krome is described in Section 3, including the code structure, the evaluation of the ODEs, the solver, the parsing of chemical species and the calculation of inverse reactions (if not provided by the user). In Section 4, we present a test suite including the chemistry in molecular clouds, gravitational collapse in one-zone models with varying metallicity and radiation backgrounds, 1D-shocks, tests for the dust implementation, 1D planetary atmospheres and slow-manifold kinetics. To demonstrate the applicability of the package in 3D simulations, we employ Krome in Section 5 in the hydrodynamical codes Enzo, Ramses, and Flash to follow the evolution of primordial chemistry and during gravitational collapse. A summary and outlook is finally provided in Section 6.
THE PHYSICAL FRAMEWORK

Rate equations
The evolution of a set of initial species that react and form new species via a given set of reactions is described by a system of ordinary differential equations (ODEs), and it is mathematically represented by a Cauchy problem. The ODE associated to the variation of the number density of the ith species is dni dt = 
where the first sum represents the contribution to the differential by the reactions that form the ith species (belonging to the set Fi), while the second part is the analogous for the reactions that destroy the ith species (set Di). The jth reaction has a set of reactants (Rj) , and the number density of each reactants at time t of the jth reaction is n r(j) , while the corresponding reaction rate coefficient is kj , which is often a function of the gas temperature, but it can be a function of any parameter, including the number densities. The rate coefficient kj has units of cm 3(n−1) s −1 , where n is the number of reactants of the jth reaction. Each species has an initial number density ni(t = 0), and our aim is to find a solution after a given ∆t to obtain the updated set of number densities ni(t = ∆t).
In most cases of astrophysical interest, the system of Eq.(1) is a stiff system, i.e. it has two or more very different scales of the independent variable on which the dependent variables are changing (Press et al. 1992) , which requires a solver that is tailored for this class of problems (see Section 3.4).
Finally, it is worth noting that also other physical quantities may have their own differential equations often coupled with Eq.(1), like the temperature which will be discussed in Sect.2.3 below.
Photoionisation and photodissociation
To complete the set of the chemical reactions involved, we also consider the reactions of photoionisation and photodissociation in the forms
where in the first reaction A is an atom or an atomic ion, while in the second case A is a molecule or a molecular ion, and B and C are two generic products. Following the scheme of Glover & Abel (2008) and Grassi et al. (2012) the ionisation reaction is controlled by the rate
in units of s −1 , where Et is the ionisation potential of the ionized species, I(E) is the energy distribution of the impinging photon flux, σ(E) is the cross section of the given process, τ (E) is the optical depth of the gas, and E is the energy. Standard units are E and Et in eV, σ in cm 2 , hence I is in eV s −1 cm −2 Hz −1 . The default cross sections for atoms (and ions) are provided by the fit of Verner & Ferland (1996) , and for molecules we let the user select his own functions, for example following Glover & Abel (2008) . The flux is described based on Efstathiou (1992); Vedel, Hellsten & Sommer-Larsen (1994) ; Navarro & Steinmetz (1997) , namely
in erg s −1 cm −2 Hz −1 , where E0 = 13.6 eV is the ionisation potential of the hydrogen atom, α = 1 is a coefficient that controls the slope of the distribution, and J21 = J/(10 −21 erg s −1 Hz −1 str −1 ). One of the main problems for this kind of reactions is that the integral of Eq.(3) has a non-negligible computational cost, since in principle it must be evaluated whenever the impinging flux, or the number density of the ionized species are changing, since the optical depth depends on it. To avoid time-consuming procedures for the tests presented with this release of Krome , we assume that I(E) is constant with time, and neglect the frequency dependence of τ (E) by considering only the dominant spectral contribution. It is then only a function of the number density of the ionizing species. In this way, it is sufficient to integrate Eq.(3) only at the beginning of a given simulation and directly update the e −τ , which is now a function of the number density only. This approximation allows a faster integration of the ODE system associated to the chemical network, but it can be modified by the user to obtain more accurate results in small systems.
In the current version of Krome we do not include any self-shielding model.
Cosmic-rays processes
Analogously, we include cosmic-ray (CR) ionization and dissociation processes as
modelled by using the following rate approximation
in units of s −1 where ζ is the molecular hydrogen ionisation rate.
Thermal evolution
Many astrophysical problems require to consider the evolution of the temperature along with the evolution of the chemical species. This means that we introduce a new ODE to the system of Eqs.(1), namely
where Γ is the heating term in units of erg cm −3 s −1 and is a function of the temperature (T ) and of the vector that contains the abundances of all the species (n), Λ is the analogous cooling term, k b is the Boltzmann constant in erg K −1 , and the sum determines the total gas number density in cm −3 . The dimensionless adiabatic index γ is defined as in Grassi et al. (2011b) γ = 5nH + 5nHe + 5ne + 7nH 2 3nH + 3nHe + 3ne + 5nH 2
where nX is the number density of the element indicated by the subscript. This equation gives γ = 5/3 for an ideal atomic gas composed by hydrogen, and γ = 7/3 if the gas is made only of molecular hydrogen (see option
7
-gamma=FULL). The arguments of both the cooling and the heating function suggest that Eq.
(1) and Eq. (7) are tightly coupled because of the rate coefficients kj (T ) that control the behaviour of the differential equations associated with the species number densities are temperature dependent, and because the abundances of the species control the behaviour of Γ and Λ, which determine the variation of the temperature of the system. In some cases, the two sets of equations can be decoupled and one can decide to calculate the temperature by using Eq.(7) independently at the beginning of the integration time-step. With this assumption the time-step must be chosen small enough to avoid large changes of the temperature. In the present scheme we solve both equations simultaneously which is more stable and accurate, but the user can also decide to solve the thermal evolution independently by introducing dT /dt = 0 and determining the temperature out of the system of ODEs with an appropriate cooling and heating functions (see option -skipODEthermo).
Cooling
Krome already incorporates a variety of cooling functions that can be employed for different applications. A short summary is given in Tab.2.
Atomic cooling: the cooling from Cen (1992) considers the collisional ionisation of H, He, and He + by electrons, the recombination of H + , He + , and He ++ , the dielectronic recombination of He, the collisional excitation of H (all levels), He (2, 3, 4 triplets), and He + (level n = 2), and finally bremsstrahlung for all the ions. The rates are included in Krome as they are listed in Cen (1992) . In Fig. 1 we report the cooling rates obtained by following the approach described in Katz, Weinberg & Hernquist (1996) , i.e. considering collisional equilibrium abundances at any given temperature: the collisional excitation contributions coming from H and He dominate the cooling until the free-free transitions (bremsstrahlung) become important 7 Note that all the options are discussed with more details the online guide http://kromepackage.org/ . Figure 1 . Cooling rates as a function of the temperature for a primordial gas in collisinal equilibrium.
(see option -cooling=ATOMIC).
Molecular hydrogen: the cooling by H2 has been included following two models, namely Galli & Palla (1998) and Glover & Abel (2008) . In both cases the final functional form of the total cooling in units of erg cm −3 s −1 is given as
and the high-density limit is the same, expressed by ΛH 2 ,LTE = HR + HV as the sum of the vibrational and the rotational cooling at high densities HR = (9.5 × 10 −22 T
3
)/(1 + 0.12T 
with T3 = T /10 3 (Hollenbach & McKee 1979) . The two cooling functions have however different low density limits: (i) in the Galli & Palla (1998) the following approximation is used log(ΛH 2 ,n→0) = [−103 + 97.59 log(T ) − 48.05 log(T ) 2 10.8 log(T )
and the final cooling is valid in the range 13 < T < 10 5 K; (ii) the low-density limit cooling by Glover & Abel (2008) considers H and He as the colliding partners in the temperature range 10 < T < 6 × 10 3 K, and H + and e − in the range 10 < T < 10 4 K, and is expressed as
with k = H, H2, He, H + , e − . Each term of the sum is reported in Table A1 considering an ortho to para ratio of 3:1.
Both cooling functions are reported in Fig.2 using nH = 1 cm −3 , nH 2 = 10 −5 cm −3 , n e − = 10 −4 cm −3 , and nHD = 10 −8 cm −3 as in Maio et al. (2007) . It should be noted that the above approach is valid only in the optically thin limit, while once the gas becomes optically thick (n 10 10 cm −3 ) an opacity term should be included. We follow the model by Ripamonti & Abel (2004) and define the H2 cooling in the optical thick regime as Glover & Abel (2008) and Galli & Palla (1998) , and HD as in Lipovka, Núñez-López & Avila-Reese (2005) .
where Λ H 2 ,thin = ΛH 2 as in Eq.(9). See options -cooling=H2 and -cooling=H2GP98.
HD: we follow Lipovka, Núñez-López & Avila-Reese (2005), who provide a fit that is a function of the gas temperature and the density. In Krome, it is computed by using two nested loops to give
where cij are the fit data provided by Tab.3. The cooling function is reported in Fig.2 as discussed in the previous paragraph. Note that the HD cooling has been extended under 100 K following the implementation of Maio et al. (2007) . See option -cooling=HD.
Collisionally induced emission: the collisionally induced emission (CIE) cooling is very important at high densities and represents the continuum emission of a photon due to the formation of a "supermolecule" with a nonzero electric dipole induced by collisions between pairs of atoms/molecules (H2-H2, H2-He, H2-H). We follow the fit given by Ripamonti & Abel (2004) and also discussed in Hirano & Yoshida (2013) :
where τCIE = nH 2 7 × 10 15 cm −3 2.8
.
The optically thin term (Λ thin ) has been fitted based on the values of Borysow (2002) ; Borysow U. G. Jorgensen & Fu (2001) which include collisions between H2-H2 and H2-He. The original data, defined in the temperature range of 400-7000 K, have been extended and fitted by using three different functions and Table 3 . Coefficients c ij used in the Eq. (14) and taken from Lipovka, Núñez-López & Avila-Reese (2005) . are valid between 100-10 6 K. The expressions are:
and the fitting coefficient are reported in Table 4 . The fit provided by Ripamonti & Abel (2004) has been tested for environments where the H2 fraction is still important (∼0.5) and might not work for extremely dissociated media. In addition Hirano & Yoshida (2013) have shown a substantial difference between the approximation by Ripamonti & Abel (2004) and their more detailed treatment. They concluded that to accurately follow the thermal and chemical evolution of a primordial gas to high densities well posed physical assumptions should be made. We suggest the Krome users to carefully use the current CIE implementation and to check if it is suitable for their specific problem. See option -cooling=CIE. − . The gas has a continuum emission due to its temperature, but, in order to take into account the different processes that influence the opacity we use the opacity calculations found in Lenzuni, Chernoff & Salpeter (1991) , which includes CIE and the other processes listed above. We follow the formulation of Omukai (2000) that employs the Planck opacity as the process opacity into the cooling function
Continuum
where σ sb is the Stefan-Boltzmann constant, T is the gas temperature, κP is the Lenzuni, Chernoff & Salpeter (1991) opacity (see discussion below), ρ is the gas density, β is an opacity-dependant term given by
where ǫ = 10 −40 is intended to avoid a division by zero in Eq.(19), and λJ is the Jeans length defined by
being k b the Boltzmann constant, mp the proton's mass, and µ the mean molecular weight (in our case we use a constant value of 1.22, but in principle it can be evaluated from the specific gas composition). It is worth noting that the density-and temperature-dependent fit of κp proposed by Lenzuni, Chernoff & Salpeter (1991) has a wrong formulation (probably a typo in their Tab.14) which leads to non-physical results. For this reason we propose here a simpler density-dependent fit which can be safely employed for T 3 × 10 4 K regime. We found for κp in units of
with a0 = 1.000042 and a1 = 2.14989, while we assume that the fit is valid from ρg > 10 −12 g cm −3 (otherwise κp = 0) and can be extrapolated over 0.5 g cm −3 by defining ρg = min ρg, 0.5 g cm −3 . See option -cooling=CONT.
Chemical cooling: according to Omukai (2000) the processes related to the reactions listed in Tab.5 remove energy from the gas. The jth reaction removes an energy of Ej giving a cooling of Λj = Ej kj n(Rj1) n(Rj2) ,
where kj is the reaction rate coefficient, while n(Rj1) and n(Rj2) are the abundances of the two reactants. All these reactions listed in Tab.5 are recognized by Krome from the user-defined chemical network and added automatically to the cooling calculation. The total amount of cooling is then (Hollenbach & McKee 1989; Maio et al. 2007; Glover & Jappsen 2007; Grassi et al. 2012) . It is important to remark that metal cooling requires a complex implementation, due to the fact that we must know the distribution of the metal population in the fine-structure levels to determine the exact amount of cooling. These calculations have a non-negligible computational cost since we need to solve a linear system of equations in which the number densities of the metals and their collision partners are involved.
Each metal has a matrix M that contains the transition probabilities between the levels and it has the following components
where k is the index of the kth collider, γji is the reaction rate for the j → i transition (de-excitation), Aji is the Einstein coefficient for the spontaneous transitions. Note that the rates for the de-excitation and the excitation are related by using
where gi and gj are the statistical weights, k b is the Boltzmann constant, T is the gas temperature, and ∆Eij is the energy separation between the ith and the jth levels.
To find the population distribution between N levels we must solve an N × N linear system consisting of (i) a conservation equation
for the excited levels of the given metal, and (ii) N − 1 equations as
where M is the matrix with the transition probabilities and ni are the number densities of the ith level which represent the unknowns of this linear system (Santoro & Shull 2006; Maio et al. 2007 ). In Krome this linear system is solved using the LAPACK function dgesv (Anderson et al. 1990) which is robust and can be found in several optimised libraries. Once the number densities of each level n are found, the total metal cooling is ΛZ = ij ni∆Eij Aij, which is the sum of the energy losses in each level decay i → j of each metal (Maio et al. 2007; Grassi et al. 2012) .
We report in Fig.3 a comparison of the cooling rates for the C, O, Si, Fe, and their first ions with nH = 1 cm −3 , n e − = 10 −4 cm −3 , and each metal nX = 10 −6 cm −3 as in Maio et al. (2007) . See option -cooling=Z and the analogous for individual metals. Schneider et al. (2006) , who employ the expression
where ng and n d are the number densities of the gas and the dust respectively, vg is the gas thermal velocity, k b is the Boltzmann constant, while T d and T represent the temperature of the dust and the gas, and πa 2 is the grain cross section. Note that when the dust is hotter than the gas (i.e. T d > T ) Eq.(31) acts as a heating term for the gas. See option -cooling=DUST.
Compton cooling: According to Cen (1992) , for cosmological simulations of ionized media it is important to include the Compton scattering of CMB photons by free electrons, the so called Compton cooling. We employ the formula reported by Glover & Jappsen (2007) who refer to the original work of Cen (1992) . Then the cooling function in units of erg cm −3 s −1 is expressed by:
with TCMB = 2.73(1 + z) in K and z being the redshift. See option -cooling=COMPTON.
Heating
The heating implemented in Krome is divided in three components: chemical (Γ chem ), compressional (Γcompr), and photoheating (Γ ph ). The total heating in Eq. (7) is the sum of these three heating terms in units of erg cm −3 s −1 . Each heating term can be switched on or off depending on the type of the environment chosen. The compressional heating is included in order to simulate cloud collapse processes in one-zone tests.
Chemical heating: The main contribution that we currently consider is the heating due to the H2 formation. We choose to employ the heating functions from Omukai (2000) that describe the formation of H2 via H − , H + 2 , and three-body reactions. According to Hollenbach & McKee (1979) the heat deposited per formed molecular hydrogen is weighted by a critical density factor
with ncr in cm −3 defined as
The total chemical heating is then given as:
where the individual terms are based on the amount of energy deposited and the reaction rate of the process (see Tab. C1), which leads to the formation of an H2 molecule: Molecular hydrogen formation on dust: analogously, the formation of H2 on dust grains (see Sect.2.4.4) provides a contribution to the total heating
where k d is the rate coefficient for the formation of the dust on the grain surface and n d is the dust number density. In Krome this heating term is included in the chemical heating routine described above. See option -heating=CHEM.
Compressional: the compressional heating is defined as in Glover & Abel (2008) and Omukai (2000) , from who we derive the following expression
where n the total number density, k b the Boltzmann constant, T the gas temperature, and t f f the free fall time defined as
( 42) and G and ρg the gravitational constant and the mass particle density in g cm −3 , respectively. See option -heating=COMPRESS.
Photoheating: this heating term originates from a photoionisation process that releases energy in the gas transferring the photon energy hν to a free electron. It is modelled following the same approach as in Sect.2.2, and hence we employ the equation (Glover & Abel 2008; Grassi et al. 2012) ,
where the terms have the same meaning as in Eq. (3), with Et the ionisation energy of the given species and η(E) an efficiency factor that determines the amount of energy released into the gas. The heating H ph is in units of erg s
while E and Et are in erg. To determine the total energy that heats the gas the latter quantity must be weighted by the number density of the ionizing species as
when the reaction has the form X + hν → X + + e − , and in this case we have that Γ ph is in units of erg cm −3 s −1 . See option -heating=PHOTO.
Dust
The scheme proposed here for the dust is a simplified version of the one in Grassi et al. (2011a) that includes dust formation via aggregation and destruction via sputtering. In this first release, we do not include any shuttering process since its implementation depends on the type of model one wants to study. The dust is modelled with a standard distribution of bins of different sizes following an MRN profile (Mathis, Rumpl & Nordsieck 1977; Draine & Lee 1984) as dn(a)/da ∝ a −3.5 where a is the grain size and n(a) is the number density of the grain with the size a in the default range 5 < a < 2500Å. For small values of a, the distribution includes also the PAHs (e.g. pentacene is ≈ 6Å) as suggested by Li & Draine (2001) : this is a crude approximation, and more complex models are suggested by Weingartner & Draine (2001) , but for the aims of this code the simplified version is detailed enough. However, both the distribution limits and the MNR index are customisable in Krome as well as the number of bins.
We divide the dust into two components: carbon-based (carbonaceous) and silicon-based (silicate) grains that have different physical properties. In Krome the user can improve this simple two-components model by including more types of dust and hence building up a more realistic model. Note that this release of Krome is not intended to deal more advanced dust models, and adding specific type of dust requires a good knowledge of Krome. However, in the future releases of Krome we plan to improve the dust modelling increasing the dust features and adding a user-friendly dedicated module.
The dust population changes with time, since (i) the free atoms in the gas can stick to the grains and then they grow (e.g. carbon atoms with carbon grains), and (ii) the dust is sputtered by the hot gas atoms that collide with the grains (thermal sputtering) as already stated. At the present time we do not include any detailed grain-grain shuttering processes (Hirashita & Yan 2009 ) and vaporisation (Tielens et al. 1994 ), but we consider this process only to slow down the grain growth via a delay factor c d (see below). See options -dust= and -dustOptions=.
Growth
We have modelled the dust formation following Dwek (1998) and Grassi et al. (2011a) who calculated the grain accretion as a function of time as
where c d is a delay factor that will be discussed further, T and T d (a) are the gas and the dust temperatures in K, respectively, πa 2 is the grain cross section in cm 2 , ng is the number density of the gas partner (e.g. for carbon-based is nC, while n d (a) is the dust number density (cm −3 ), and vg = 8k b T /π/mp is the thermal speed of the gas in cm s −1 with k b the Boltzmann constant (erg K −1 ) and mp the mass of the proton in grams. Finally, n seed = 10 −12 cm −3 is a dust seed that allows the grain formation when n d = 0.
The dimensionless delay factor c d ≈ 10 −3 takes into account phenomena such as the evaporation caused by cosmic rays or UV heating, and the grain-grain collisions that can reduce the efficiency of the dust growth and may depends on the type of environment studied (Dwek 1998; Grassi et al. 2011a) . The whole process is controlled by a sticking coefficient α [T, T d (a)] that is a fit to the data of Leitch-Devlin & Williams (1985) of the form which is valid in the range 10 < T < 1000 K and 10 < T d < 300 K and is plotted in Fig. 4 . This function has been developed for sticking carbon atoms over a carbon lattice, but in our model we assume that this can be employed also for other types of dust such as silicates. However, to save CPU time, Eq.(46) can be approximated for low gas temperature environments by α = 0.3, keeping a good accuracy as suggested by Hirashita & Kuo (2011) . See option -dustOptions=GROWTH.
Thermal sputtering
The thermal sputtering is due to the collisions between the gas and the grains, and to model this in Krome we follow the scheme proposed by Grassi et al. (2011a) adapted with the yields from Nozawa, Kozasa & Habe (2006) . This can be modelled considering the gas-dust impact probability given by
where ng is the total gas number density, n d (a) the amount of dust of the given size a, a 2 the grain cross-section, and vg the thermal speed of the gas. Each impact has a yield factor from Nozawa, Kozasa & Habe (2006) fitted together with the thermal speed as
with a0 = −0.392807, a1 = 19.746828, a2 = −4.003187, and a3 = 7.808167, and the fit valid for T > 10 5 K. The yield in Eq.(48) represents the number of atoms removed per impact, and hence we obtain
where η = ρ d a 3 /mp, being ρ d the intrinsic grain density, a
Dust temperature
The dust temperature is mainly controlled by the radiation in the environment (Hollenbach & McKee 1979) , following Kirchhoff's law that for a given dust size a allows to compute its temperature T d (a) from the equation
where Γem is the radiance (erg s −1 cm −2 sr −1 ) of the dust grain, Γ abs is the absorbed radiance by a generic photon flux (e.g. I(ν) employed in Sect.2.2), and ΓCMB(z) is the same quantity, but for the CMB background radiation, which is a black-body with temperature TCMB(z) = T0(1 + z), z is the redshift, and T0 = 2.73 K. These quantities are given as
where Q abs (a, ν) is the dimensionless absorption coefficient 8 that depends on the size of the grain and on the photon frequency ν (Draine & Lee 1984; Laor & Draine 1993) ,
is the spectral radiance of a black-body with temperature T , and I(ν) is a generic spectral radiance. By using Eq. (50) and a root-finding algorithm it is possible to find the dust temperature T d (a). Note that when
It is important to include in this balance also the gasdust thermal exchange as discussed by Hollenbach & McKee (1979) ; Omukai (2000) ; Schneider et al. (2006) , but we note that at high density (n > 10 10 cm −3 ) this process increases the stiffness of the ODEs system, influencing the stability of the solver. We plan to tackle this problem in a future release of Krome.
Molecular hydrogen formation on dust
Dust grains catalyse the formation of molecular hydrogen on their surface (e.g. Gould & Salpeter 1963) through the reaction
In our model we employ the rate given in Cazaux & Spaans (2009) for carbon and silicon-based grains who gives the total amount of H2 catalysed on the dust surface as
where each ith bin of the two grain species (i.e. C and Si) contributes to the total amount of molecular hydrogen. In the above equation nH is the number density of atomic hydrogen in the gas-phase, vg is the gas thermal velocity, nij is the number density of the jth dust type in the ith bin, aij is its size, and ǫj and α are two functions where T and Ti are the temperature of the gas and of the dust in the ith 8 Downloadable for graphite and silicates at http://www.astro.princeton.edu/~draine/dust/dust.diel.html bin. The function ǫj has two expressions depending on the type of grain employed: for carbon-based dust it is
with
where Ep = 800 K, Ec = 7000 K, and Es = 200 K. Analogously, silicon grains have
where Ep = 700 K, Ec = 1.5 × 10 4 K, Es = −1000 K, β = 4 × 10 9 , apc = 1.7 × 10 −10 m (Cazaux, priv. comm. 2012) , and
Finally, the sticking coefficient (not to be confused with the one in Sect.2.4.1) is given as
with T2 = T /(100 K). See option -dustOptions=H2
3 THE COMPUTATIONAL FRAMEWORK
Code structure
The code Krome is based on a Python pre-processor that creates the necessary Fortran files to compute the chemical evolution, the cooling, the heating, and all the physical processes one wants to include in the model based on a user-defined list of reaction rates. The typical scenario is represented by an external code (called hereafter framework code) that needs a call to a function that computes the chemical evolution, e.g. a hydrodynamical model. The user can choose one of the networks provided with the package or provide a list of reactions that contains for each reaction the list of the reactants and the products, the temperature limits, and the rate coefficient as a numerical constant or a Fortran expression. Finally, depending on the physics involved, the various command-line options of Krome allow to add or remove modules like cooling, heating, and dust. Krome has a main module that calls the solver and actually represents an interface between the framework program and the selected solver. There are other modules that provide utilities, physical constants, problem parameters, and common variables. The scheme in Fig. 5 provides a pictorial view of the Krome package with its modules and functions: MAIN is the framework program which needs to call Krome for computing the chemical evolution. There are several modules (dotted contours in Fig.5 ) that identify different features of the package: Figure 5 . Pictorial view of the graph representing subroutine and modules in the Krome package. MAIN is the framework program, KROME (greyed) is the main module of Krome, while the other modules are explained in detail within the text.
• the part devoted to solving the ODE system employing the DLSODES solver (or DVODE), all the differential equations (FEX ), the Jacobian (JEX ), and the rate coefficients (COE ). Note that FEX is connected to COE to determine the values of the rates at a given time and thus retrieving dni/dt for each species, HEATING and COOLING to obtain the dT /dt, and finally, DUST to include dnj /dt in the ODE system for each bin of dust. Also JEX has the same links, but we omit them in Fig.5 for the sake of clarity.
• The cooling that contains the COOLING driver which calls the individual cooling functions listed in Sect.2.3.1: ATOMIC, both H2 models, HD, and METAL that needs a call to the LAPACK libraries to solve the system of Eq.(30) via the dgesv function.
• The HEATING has a similar structure, and it includes the chemical heating (CHEM ), the compressional (COM-PRESS ), and the photoheating (PHOTO), which is a module itself and contains a call to the routine QROMOS to compute the integrals in Eqs. (3) and (43) by using a Ronberg integration methods from Press et al. (1992) .
• The code has a module for dust modelling, including accretion (GROWTH ) and destruction (SPUTTER), and a subroutine to initialise the grain distribution (INIT ).
• Finally, the package provides some utility functions (UTILS ) to retrieve information on species and reactions, and a set of common variables (USER COMMONS ) that allows the communication between the framework program and the package modules (for the sake of clarity in Fig.5 the USER COMMONS block is not connected to the other blocks).
The different parts of Krome resemble the physics of the processes that are included in the package, in order to help the user to modify the source code or to add new parts to study other phenomena than the ones embedded in the public version of our code. The Fortran language allows a simple logical distribution through the module units that collect the variables, the functions, and the subroutines that match a specific criteria, in our case that belong to the same physical process. In this sense the dotted contours in Fig.5 give a pictorial representation of these modules.
The system of ODEs
The system of ODEs is the core of the package (see Fig.6 ), since the chemistry in the ISM is determined by the differential equations of each species (including the dust bins), the temperature differential, and some species that by default do not participate directly to the solution of the systems since their differential is always equal to zero. In fact, these species are included only for compatibility purposes with networks that include cosmic rays (CR) and photons (γ) as regular species, even if these species have always unitary abundances during the whole simulation. The same considerations apply to dummy which is employed to cope with the implicit ODE representation (see Sect.3.2.1 below).
The ODEs are stored in the FEX module (see Fig.5 in Sect.3.1) which is called by the solver each time dni/dt must be evaluated. The total number of differentials is N , which is divided in the following groups:
wheren is the array that contains the number densities of all the species. More in detail: the first set of equations represents the ODEs of the chemical species (molecules and atoms, including ions and anions), as already discussed in Sect.2.1, Eq.(1). The next set contains the differential equations that represent the evolution of the dust bins, where Gij and Sij are the rates of growth and destruction (via thermal sputtering) as indicated in Sect.2.4, Eqs. (45) and (49). The subscript i runs over the N dust bins, while j runs over Ntype types (e.g. carbonaceous and silicates). The total number of the ODEs in this second set is then N dust ×Ntype. The third set includes the "utility" species (photons, cosmic rays, and dummy) which, unless some user-defined exception is applied, are set to zero, since their value has no need species dust 1 dust γ CR T gas dummy ... Figure 6 . The scheme of the differential equations employed in the Krome package. The label species indicates all the molecular and atomic species included their ions, dust i are the ODEs of the dust bins: the number of these blocks depends on the Ntype of grain type employed, and each block has N dust ODE (one for each bin). The last four ODEs are for photons (γ), cosmic rays (CR), temperature Tgas, and the dummy species. The total number of ODEs is N .
to change during the evolution of the system. In particular they are nγ = nCR = n dummy = 1 when they participate in the implicit ODE scheme (see Sect.3.2.1). Finally, the last set contains the differential equation that controls the evolution of the gas temperature which is determined by the cooling (Λ) and the heating (Γ) as discussed in Sect.2.3. It is worth noting that the first two sets and the last one contain functions on the RHS that depend on the abundances of the species, the abundance of the grains in the dust bins, and the temperature: this suggests that these N equations are tightly connected and for this reason a proper solver with an high order of integration is needed (DLSODES or dvode in our case).
Implicit vs explicit evaluation of the ODEs
In Krome we adopt two approaches to implement the ODE in the FEX module, namely implicit and explicit. These two terms are not to be confused with the same terms employed for the solving method: in our case the solver DLSODES is always an implicit BDF. The most efficient way to write the RHS term in the ODE is the explicit: for example we report a two-reactions network with
where the first reaction is controlled by the rate coefficient k1 and the second by k2 and so on, and following that the abundance of the atomic hydrogen changes as
and analogue differential can be written for the other species, for a total of five differential equations. These equations in the explicit scheme are translated directly in the Fortran code in the form shown by Eq.(62), while for the implicit evaluation we employ a loop cycle (see Algortithm 3.2.1) where the loop is on the three reactions listed in Eq. (62), while rj and pj are the indexes of the jth reactants and products of the ith reaction respectively. Note that Krome can handle reactions with an arbitrary number of reactants and products, and it modifies automatically the implementation of the Algorithm 3.2.1 according to the chemical network employed. Finally, it is worth noting that in the last reaction of the network in Eq. (62), only one reactant is present, and
Algorithm 1 Pseudo-algorithm of the implicit scheme for the ODE module. Note that this example is generated for the set of reactions listed in Eqs.(62), and it can be different for a different set of reactions as discussed within the text.
for this reason the evaluation of F will include the dummy element, which in fact is always equal to one.
The implicit scheme is useful for large networks ( 500 reactions), since it increases the efficiency during the compilation, it allows a more compact implementation of the ODE module, and it can be employed for applying the reduction methods as discussed in Grassi et al. (2012 Grassi et al. ( , 2013 . Conversely, the explicit scheme is faster at run-time, especially when compiled with Intel Fortran compiler. We always suggest to adopt an explicit evaluation when the network is small.
Extra ODEs
Krome has the capability of handling extra ODE equations to be included in the system of Eq.(61). These extra equations can be included simply indicating their Fortran expression in a user-defined file, and can be employed alongside the standard "chemical" ODE equations that are built from the chemical network. This feature allows to add ODEs that not arise directly from the chemical network, but that need to be coupled to the main ODE system. To provide an example we include in Krome a simple predator-prey Lotka-Volterra model. The results of the test provided with the package follow the expected evolution both for predators and for preys.
Solver
The ODE systems that represent astrochemical networks are often stiff, and for this reason the solver employed must be suitable for such kind of equations. There are several schemes proposed in literature, from simple first order BDF as in Enzo O'Shea et al. 2004) , to more complicated ones such as Gears, Runge-Kutta with different orders of integration (even if the most employed is the fourth order), from implicit schemes to semi-implicit as in Flash which employs a multi-order Bader-Deuflhard solver (Bader & Deuflhard 1983) or the third-order Rosenbrock method (Rentrop & Kaps 1979) .
For Krome we have chosen the widely used DLSODES (Hindmarsh 1983 ) which takes advantage of compressing a sparse Jacobian matrix. Very often, in fact, astrochemical networks present a sparse or a very sparse Jacobian matrix associated with their ODE system, and hence this solver can give a very large speed-up compared for example with DVODE/CVODE in the SUNDIALS pack-age 9 (Hindmarsh et al. 2005) , which is used for example in AREPO, that employs the same integration scheme but without any capability of handling the Jacobian sparsity (Nejad 2005; Grassi et al. 2013) . For this reason DLSODES is employed in all the tests presented with the Krome package (see Sect.4).
The behaviour of DLSODES is controlled via the M F flag (see solver's documentation) which is defined as
where M OSS = 0 if Krome supplies the sparsity structure, M OSS = 1 when Krome supplies the Jacobian and the sparsity is derived from the Jacobian, and M OSS = 2 if both the Jacobian and the sparsity structure are derived by the solver (see Sect.3.4.3). The term M ET H = 1 is to use an Adams method, while M ET H = 2 is for backward differential formula (BDF) as in our case. Finally, M IT ER = 1 describes the case scheme when Krome provides the Jacobian via the JEX module, and M IT ER = 2 when the Jacobian is evaluated by the solver. The flag M F = 222 implies that the solver generates the sparsity structure and the Jacobian, while with M F = 21 our package must provide both the sparsity structure and the Jacobian. The latter case can achieve better results since otherwise the solver must call the FEX function for N EQ + 1 times to evaluate the sparsity structure, and an unpredictable number of calls to evaluate the Jacobian. However, the performances are often problem-dependent: in fact, in case of varying temperature Krome can't provide an analytic Jacobian (see discussion in Sect.3.4.2).
In Fig. 7 we show the time-step hierarchy, where the framework code at each hydrodynamical time-step calls the Krome main module to determine the chemical and thermal evolution. Krome then call the solver: if the solver finds a solution before reaching MAXSTEP internal steps or without any warnings (see DLSODES manual for further details), Krome calls the solver only one-time (i.e. a single iteration time-step); otherwise Krome calls the solver again until the end of the hydrodynamical time-step has reached. At the bottom of the hierarchy the solver calls the FEX module (and JEX if M F = 21) at each internal time-step to advance the solutions of the ODE system.
Krome provides also the DVODE solver in its Fortran 90 implementation 10 for people who are more confident with it. Note that this version contains options to handle with sparse systems, but in the present release of Krome this capability is not enabled.
Tolerance
The accuracy and the computational efficiency of the DLSODES solver is controlled as usual by two tolerances, namely relative (RTOL) and absolute (ATOL), that are employed by the solver to compute the error as εi = RT OLi · ni + AT OLi for the ith species. The first represents the error relative to the size of each solution, while the latter is the threshold below which the value of the solution becomes unimportant for the purpose of the ODE sys- Figure 7 . Pictorial view of the time-step hierarchy. Top to bottom: the framework code is divided into hydrodynamical timesteps, the main module of KROME iterates calling the DLSODES solver that during its internal time-steps call the FEX routine inside the ODE module of the Krome package. and ATOL=10 −20 , but they can be modified by the user according to the simulated environment. Note that lower values give more accurate solutions, but conversely the computational time increases, and in some cases this cost becomes prohibitive. In the 3D runs (Sect.5) presented here we set RTOL=10 −4 and ATOL=10 −10 .
Jacobian
For an ODE system with N equations, the Jacobian is a N × N matrix defined by
where ni and nj are the abundances of the ith and the jth species, respectively. The Jacobian in the module JEX can be evaluated by the solver itself (M IT ER = 2) or explicitly written by Krome and hence provided to the solver. This latter method is only available when the explicit ODEs paradigm has been chosen, since it allows to write algebraically the Jacobian via the definition of Eq.(64). When the temperature is not constant during the evolution, Krome must include in the (N + 1) × (N + 1) Jacobian matrix the following rows and columns:
where T is the gas temperature. However, the ODE for the temperature depends on the cooling and heating functions, thus determining algebraically their derivatives is not as straightforward as for the species ODEs. For this reason the terms in Eqs.(65) must be evaluated numerically with a linear approximation: this is possible since the solver accepts a rough estimate of the Jacobian elements, as suggested by Hindmarsh (1983) . In particular, we evaluate the Jacobian elements at a given time t as
where Φ(n) is the function to compute dT /dt, i.e. Eq. (7), and δn = ǫnj is the amount of change of the jth species, with ǫ = 10 −3 (the other species keep the same values). Unfortunately, ǫ seems to be problem-dependent and one should tune it. The other terms (i.e. JiT and JT T ) are evaluated by calling the F EX with T + δT giving
and analogously
by using δT = ǫT , where F EXj is the jth term of the function that returns the array of the RHSs of the differential equations. This evaluation is not necessary when the Jacobian is internally generated by the solver by using the option M F = 222 as indicated above. Note that in many cases providing the Jacobian may help the calculation, that otherwise would be impossible with the internally-generated Jacobian, but in case of varying temperature the user may need to tune the ǫ parameter above.
Sparsity structure
The DLSODES solver takes advantage if the sparsity structure is provided by the user instead of being calculated by the solver itself. This structure consists of a matrix that indicates the positions of the non-zero elements inside the Jacobian matrix. This sparsity matrix is represented by the Yale Sparse Matrix Format (Eisenstat et al. 1977 (Eisenstat et al. , 1982 , which consists of two arrays (named IA and JA in the DLSODES documentation): for a m × n matrix IA has size m + 1 and contains the index of the first non-zero element of the ith row in the array A that represents the sequence of the NNZ non-zero elements of the original matrix. JA has size NNZ and contains the column index of each element of A. Krome automatically builds and provides IA and JA to the Fortran routines of the solver.
Note that Krome builds the sparsity structure during the pre-processor stage calculating IA and JA from the chemical network, thus determining the non-zero elements algebraically instead of numerically. For example in a network with a single reaction A + B → C the differential
has two associate Jacobian elements:
and
which are algebraically non-zero elements, and
which is algebraically a zero element. Krome identifies Eqs. (70) and (71) as non-zero elements, while Eq.(72) is a zero element. This is not true if during the temporal evolution k, nA, and nB become zero, but in this case the precalculated sparsity structure suggests that Eq. (70) is a nonzero element. This problem does not affect the results of the ODE system, but reduces the maximum speed-up. Depending on the chemical system this option can generate an overhead if the amount of time spent in including false nonzero elements in the ODE is larger than the time spent in evaluating the sparsity of the Jacobian by the solver: evaluating this overhead in the pre-processor stage is non-trivial without some tuning.
Parsing chemical species
Krome automatically determines the chemical species and their properties from the provided network file. It computes the mass, the charge, and the atoms that form any molecule. It can also evaluate the isotopes by using the [nX] notation where n is the atomic number and X is the atom (e.g.
[14C] for 14 C). Krome allows to include test species with unitary mass to test non-chemical networks by using the notation FKi where i = 0, 9 (e.g. FK3). Any other non-recognized species is intended with mass and charge equal to zero.
The parser can recognize the excited level of selected molecules as CH2 and SO2 using the notation CH2 i, where i is the excited level, and also O(1D) and O(3P) by including them directly in the network file (see Sect.4.6).
Krome also recognizes special species as GRAIN0, GRAIN+, and GRAIN− that represent a general neutral grain with the same mass of a carbon-based aggregate of 100 carbon atoms, hence having mg0 = 6×100×(mp +mn+me), while the ionized grain has mg+ = mg − me, and the anion mg− = mg + me, where mp is the mass of the proton, mn the mass of the neutron, and me the mass of the electron. Another class of species are the PAHs (PAH, PAH+, PAH-) that are similar to grains but their mass is mP AH0 = 6×30×(mp +mn +me), mP AH+ = mP AH0 −me, and mP AH− = mP AH0 + me, respectively. Krome can also handle general colliders (M), cosmic rays (CR), and photons (g), although the last two species can be omitted in the network file. Note that the masses of these species are treated as zero.
Finally, Krome checks mass and charge conservation during the reaction parsing and warns the user with an error message in the pre-processor stage to avoid critical errors at runtime. It also checks the correct bracket balancing in the Fortran expression employed for the rate coefficient, but note here that Krome does not control the provided Fortran syntax.
Reverse kinetics
Krome offers an utility feature to compute the reverse kinetics of the reactions provided in the network file. It creates a new reverse reaction for each forward reaction with a rate constant computed by using a standard thermodynamical approach:
where k f is the forward kinetic constant, kr is the reverse kinetic constant, and
. (74) is the equilibrium constant of the reaction, [i] the concentration of reactants R and products P . The term Keq is related to the quotient of partial pressures, Kp, as
and then
where k b (J K −1 ) is the Boltzmann constant, ∆n = nP − nR is the difference between the number of products and reactants, R (J mol −1 K −1 ) is the universal gas constant. The ∆n term is needed when there is different number of reactants and products (Chase 1998; Lewis 1997; Visscher & Moses 2011) . The units correction factor for gas phase reactions (k b · T ) ∆n must be employed when using cm −3 for species concentration. When using molarity, mol L −1 , the correction factor becomes (R · T ) ∆n . In the Eq.(74) Gi represents the Gibbs energy of the ith species evaluated at temperature T , while R is the gas constant (i.e. 8.3144621 J mol −1 K −1 ). These terms are computed as
where pi and p0 are the partial pressure of the gas and the standard pressure, respectively, while fi and gi are the NASA polynomials 11 being fi(T ) = Hi(T ) (enthalphy) and gi(T ) = T Si(T ) (entropy) as
with aj the jth polynomial coefficient for the ith species given by (Burcat 1984 ) available on his website 12 . Note that since the Burcat's thermochemical data are intended for many different purposes, we do not provide his complete file, but a much smaller version. If the user needs to include some species that are not present there, he/she can simply add them manually to the file data/thermo30.dat in the package: if the species is not present Krome writes a warning message.
A test for this method is included in the package: it consists in deriving the inverse reactions for the Zel'dovich thermal nitric oxide (NO) mechanism as discussed in Al-Khateeb et al. (2009) . This model is based on two forward reactions and the corresponding reverse reactions with the rate coefficients taken from Baulch et al. (1994) . As expected Krome reproduces the results of the NO evolution, and correctly derives the reverse reactions.
THE TEST SUITE
In the following, we present a range of astrophysically motivated tests to illustrate the capabilities of the chemistry package Krome.
Chemistry in molecular clouds
Molecular clouds (e.g. TMC-1 and L134N) represent a standard environment for testing extended chemical networks (Leung, Herbst & Huebner 1984; Wakelam & Herbst 2008; Walsh et al. 2009; Wakelam et al. 2010) , since they include a large number of complex species like PAH and carbon linear chains that require several thousands of reactions. Hence, these models represent an interesting computational challenge, as the evolution of the species must be accurate and they need to handle hundreds of ODEs with a RHS that is formed of many terms. On the other hand these models, in their one-zone or 1D versions, do not require any parallel calculation, as they are simple one-zone models and can run on a standard laptop in a few seconds. These environments are largely studied by the astrophysical community and several networks are available for downloading 13 . For these reasons, they represent valuable benchmarks for any code that is employed for determining the chemical evolution of the ISM.
For this molecular cloud test we choose the osu_01_2007 network and the initial conditions proposed by Wakelam & Herbst (2008) : a constant temperature of T = 10 K, H2 density of 10 4 cm −3 , cosmic rays ionization rate of 1.3 × 10 −17 s −1 , and a visual extinction of 10. The initial conditions of the species are listed in Table 7 and correspond to the EA2 model of Wakelam & Herbst (2008) , an high-metal environment observed in the diffuse cloud ζ Ophiuchi, while the electron abundance is computed summing the number densities of all the ions together, i.e. n e − = i∈ions ni. The density and the temperature of the model remains the same during the evolution, while the abundances of the species are computed following the nonequilibrium evolution accordingly to the ODEs system generated by the set of reactions indicated above. Note that this model does not include PAHs nor dust.
The command line to generate the test is
> ./krome -test=WH2008
which is a short-cut 14 for
> ./krome -n network/react_cloud -iRHS -useN
where the path is the path of the file of the chemical network, -iRHS is the option for forcing the implicit ODE scheme (see Sect.3.2.1), and -useN allows to use the numerical densities (cm −3 ) as argument in the Krome call instead of the default fractions of mass.
The results of the 10 8 yr time evolution are shown in Fig. 8 
Cloud collapse (one-zone)
We consider here a simple one-zone spherical cloud collapse including a primordial network listed in Tab.C1 based on Omukai (2000) with the one in Tab.1 of Omukai et al. (2005) , labelled from Z1 to Z40. The initial conditions are set to T = 100 K, n = nH = 1 cm −3 , n e − = 10 −4 cm −3 and nH 2 = 10 −6 cm −3 , following Omukai (2000) . We assume also that all the metals are ionized, except for the oxygen as in e.g Omukai et al. (2005) ; Santoro & Shull (2006) ; Maio et al. (2007) . The abundances of the metals are rescaled to the metallicity using the solar abundances of Anders & Grevesse (1989) . The time evolution of the collapsing core is calculated assuming a free-fall collapse,
The thermal evolution as a function of density is reported in Fig. 9 . We can distinguish in the non-metal profile (Z = −∞) the typical features of the temperature evolution as consequence of the processes involved. The cloud is heated Z=-inf Z=-4 Z=-3 Z=-2 Z=-1 Figure 9 . Temperature profile in function of the total number density for the collapse of the primordial cloud irradiated by different UV background.
up by compression (n ∼ 10 cm −3 ), then starts to cool (n ∼ 10 2 cm −3 ) for the effect of the H2 cooling and the gas temperature drops to ∼200 K (n ∼ 10 4 cm −3 ). Once the H2 approaches the local thermal equilibrium (LTE) the cooling is less efficient and the temperature starts to increase again until densities of 10 8 -10 10 cm −3 , when the three-body reactions come into play producing first a slight cooling dip (n ∼ 10 10 cm −3 ). At higher densities the gas becomes optically thick and the cooling is less efficient producing a net heating in the cloud until the collisional-induced emission (n ∼ 10 16 cm −3 ) cooling acts (n ∼ 10 16 cm −3 ). Finally the gas evolves adiabatically since it becomes also opaque to the continuum (CIE) emission: the evolution is a power-law with a slope that depends on the adiabatic index, that in this case is γ = 7/5 since the gas at this stage is fully molecular.
In Fig.9 we show the thermal evolution for metallicities ranging from Z = −∞ to Z = −1, as indicated in the labels. The metals increase the gas cooling in the low-density regime, where the effects on the evolution are stronger. We also note that the metal cooling effect extends above densities of 10 6 cm −3 due to the presence of SiII and FeII, as shown in Fig.10 , where also the compressional and the H2 heating are reported for comparison. In the very first stage of the evolution the thermal history is dominated by CI and subsequentially by CII, while other coolants such as OI, OII, are less important. In this test the chemical network does not include any Si or Fe chemistry, and for this reason the initial amounts of Si + and Fe + remain unchanged during the whole evolution, and hence the cooling from neutral Si and Fe is not included. At the beginning of the density range 10 4 n 10 6 cm −3 the CI cooling drops because C is depleted into CO (Fig.11) , determining an interval without metal cooling that ends when the SiII-FeII cooling starts to act: in this region the thermal evolution is then controlled by the compressional heating determining an adiabatic temperature increase as shown in Fig.9 . However, different initial abundances of the metal species (i.e. with non-solar ratios), can lead to different thermal history and different interplay by the single metal contributions.
The command line to generate the test is > ./krome -test=collapseZ c 2012 RAS, MNRAS 000, 1-32 KROME 17 log(Λ, which is a short-cut for > ./krome -n network/react_primordialZ2 -useN -cooling=H2,COMPTON,CI,CII,OI,OII,SiII, FeII,CONT,CHEM -heating=COMPRESS,CHEM -useH2opacity -ATOL=1d-40 -gamma=FULL
These options are the same as the previous tests, except for the where COMPTON and CONT are the flags for the Compton and the continuum cooling (Sect.2.3.1), COMPRESS activates the compressional heating (Sect.2.3.2), while useH2opacity allows to include the opacity term for the molecular hydrogen (also Sect.2.3.1). Finally, gamma=FULL is for the speciesdependent calculation of the adiabatic index as in Eq.(8). Individual metal cooling functions are from CI to FeII, and -ATOL=1d-40 forces the absolute tolerance to 10 −40 . 
Cloud collapse under UV radiation
In this Section we present results from a simple one-zone collapse as in the previous Section, but under the presence of a ultraviolet (UV) background and employing a different reaction network (see Table C1 ). The initial conditions are the same as discussed in 4.2, we only add the H2 photodissociation rate as in Shang, Bryan & Haiman (2010) who provided the following rate parametrization,
with J21 being defined as in Eq. (4) and β = 0.9 assumes a T5 spectrum (T rad = 10 5 K). No self-shielding nor other processes as Rayleigh scattering or H − cooling are included. This run only provides a simple test to check the behaviour of the gas under UV background. For a complete analysis we refer the reader to Omukai (2001) and Schleicher, Spaans & Glover (2010) .
The results for four different J21 are reported in Fig. 12 . The stronger the UV flux, the larger the amount of H2 dissociation, and the higher the temperature which is reached at low density. For J21 < 10 5 there is still enough H2 to allow the cooling to act, while for J21 = 10 5 the temperature heats up to ∼8000 K very quickly and the H2 formation and its cooling are strongly reduced, as can be seen from Fig. 13 . At this stage the hydrogen line emission of atomic hydrogen is the only contribution which cools down the collapsing cloud.
The command line to generate the test is > ./krome -test=collapseUV alias for > ./krome -n network/react_primordial_UV -cooling=H2,COMPTON,CIE,ATOMIC -heating=COMPRESS,CHEM -useN -gamma=FULL with the same meaning as in the previous tests. 
Dust
As described in Sect.2.4 Krome has the capability of handling the dust evolution and its interaction with the gas phase. The test proposed here consists of a gas with an initial population of dust, both silicon and carbon-based, with 10 bins each (i.e. a total of n d = 10 × 2 = 20 bins). The initial condition for the gas phase are the same as for the primordial shock (Tab. 8) extended with carbon and silicon with a dust-to-gas ratio of 10 −5 , and the distribution follows a MRN power-law as described in Sect.2.4.
The aim of the test is to analyse the influence of the dust growth and the dust destruction by changing the gas temperature artificially during the simulation as T (t) = 10 6 − 10 t t end + 10 K ,
where t is the time reached by the simulation and t end = 10 8 yr is the ending time. Eq.(82) represents a gas that linearly increases its temperature with time from 10 K to 10 6 K: we expect that at the beginning of the simulation when the temperature is higher the effect of the growth will dominate the dust processes, while when the temperature increases the dust will be sputtered by the hot gas. The results of this calculation is plotted in Fig.14 , for carbon and silicon-based dust. We represent the evolution with time of the number density of dust for each bin size. As expected the amount of dust increases at the beginning of the evolution (lower temperatures), subtracting carbon and silicon from the gasphase, due to the interaction between the two phases that are coupled within the same ODE system. In the later stages (higher temperatures) the sputtering destroys the grains, therefore the species in the gas-phase increase again, since the sum of the mass of C (and Si) in the dust phase and in the gas phase is constant. Note that small grains are not affected by dust growth, since their smaller size reduces the probability of a gas-dust encounter.
The command to run this test is > ./krome -test=dust alias for > ./krome -n networks/react_primordial -dust=10,C,Si Si (a=5e-7 cm) Si (a=2.5e-5 cm) Si (gas) Figure 14 . Evolution of the ratio between the number density n of the given species at time t and the its initial value n i as a function of the temperature (see text). Solid and dotted lines represent the largest and the smallest bins respectively, while the dashed indicates the species in the gas-phase. Black lines are for carbon and grey for silicon. Note that black and grey dotted lines overlap.
-useN -dustOptions=GROWTH,SPUTTER
with -dust=10,C,Si to employ 10 bins of carbonbased and 10 bins of silicon-based dust, and -dustOptions=GROWTH,SPUTTER enables the growth and thermal sputtering processes as discussed in Sects.2.4.1 and 2.4.2, respectively.
1D shock
To test Krome in a hydrodynamical context we propose a one-dimensional spherically symmetric shock as described by Bodenheimer et al. (2006) , which provides a simple implementation of a high temperature and density region that expands into a lower density and cold environment. In this test we can see the effect of the chemical solver and the thermal processes on the evolution of the shock from a computational point of view, but also from a physical perspective when the cooling is turned on. The numerical set-up consists in 100 shells, 20 in the inner region (the so-called fireball), with a temperature of 10 6 K, a density of 1.24×10 −23 g cm −3 , and a mass of 3 × 10 −4 M⊙ per shell. Conversely, the outer region made of 80 shelss is colder and less dense with a temperature of 10 K, a density of 10 −26 g cm −3 , and a mass of approximately 8 × 10 −4 M⊙ per shell, since they have larger volumes for the same thickness when compared to the inner shells. All the shells are at rest at the beginning of the calculation. This test is similar to the one proposed by Grassi et al. (2013) : the shock develops following only the hydrodynamics, while the evolution of the chemical species follows the density and the temperature of the shell where the ODE system is resolved. At each hydrodynamical time-step each shell calls Krome to solve the chemical evolution using the initial abundances and the temperature provided by the given shell, and the time-step chosen is determined by the hydrodynamics. Note that the internal time-step of Krome is chosen according to the ODE system and the stiffness of the set of equations is evaluated and the user has no need to provide it, since it is automatically determined by the solver using the values of relative and absolute tolerance employed.
We add the thermal evolution of the gas to understand how cooling can influence the evolution of the shock, since the abundances of the species (and the temperature) controls the amount of energy lost by the gas, i.e. the cooling.
The shock test with cooling can be obtained by typing
> ./krome -test=shock1Dcool
an alias of > ./krome -n network/react_primordial -cooling=H2,HD,Z,DH that employs the primordial network, and includes the cooling functions listed above. The results are plotted in Fig.15 for a shock with the cooling functions enabled and disabled. We also plot a map of the cooling time as a function of the time of the simulation and the radius of the shells, where the cooling time is defined as
where the lower term of the fraction is defined in Eq.(7). The cooling time τc is defined as the time needed to reduce the temperature of a shell from T to zero with the instantaneous cooling efficiency dT /dt evaluated with the cooling function Λ(n, T ) for the array of abundancesn and the temperature T of the shell. Where the quantity τc has the lower values its influence on the evolution of the shock is higher: in Fig.16 it is clear that the shock front is the region most affected by the cooling, while in the outer region the cooling has no effects. The efficiency of the cooling on the shocking region is caused by the higher density that increases the number of exciting collisions of the chemical species. The final effect on the shock in Fig.15 is that the cooling slows the advancing front (top), and reduce the temperature immediately before the outer region.
Planetary atmosphere with diffusion and chemistry
The aim of the present test is to verify the behaviour of Krome when coupled to a standard one-dimensional diffusion model. We represent the atmosphere of a planet with 64 cells at different height z, where each cell corresponds to a layer of the atmosphere. The diffusion of the chemical species ni between each layer follows a standard diffusion equation, namely
where k(z) is a diffusion coefficient that is a function of the height z. This equation is coupled with the chemical model of Kasting & Donahue (1980) We follow the model for t end = 2 × 10 4 with (i) diffusion only, (ii) chemistry only, and (iii) chemistry and diffusion together. The results are shown in Fig.17 for H2 and CO: in the left panel the system follows Eq.(84) only, hence reaches the equilibrium after t end . With the chemistry only (middle panel) the system acts as 64 one zone models which evolve following the chemical network, with no species exchanged between each cell. Finally, when both are enabled (right panel) the species formed by the chemistry are diffused into the other layers.
To generate the test the short-cut command line is > ./krome -test=atmosphere which is an alias for > ./krome -n network/react_kast80 -useN
Slow-manifold kinetics
We propose here a test based on Reinhardt, Winckler & Lebiedz (2008) to model a simple chemical network in order to show the robustness of 15 http://vpl.astro.washington.edu/sci/AntiModels/models09.html the numerical solver DLSODES. In the phase space of chemical kinetics systems (the space of the species), there are fast and slow dynamics invariant manifolds. For a given set of initial conditions a system quickly converges to a trajectory laying on the slow manifold, where the dynamics spends most of its evolutionary time until the steady-state (Fraser 1988; Jones 1995; Zagaris, Kaper & Kaper 2004; Nicolini & Frezzato 2013) . In this test we employ a simple H2 combustion model consisting of 12 reactions sketched in Tab.9 together with the temperature-independent reaction rates, for both the forward (k f ) and the reverse process (kr), and involving 6 species (i.e. H2, H, O2, O, H2O, OH). In this test, we demonstrate that the slow-manifold features are well reproduced.
The initial conditions are varied over a grid of nH 2 and nH 2 O according to the constraint nH 2 0.96−nH 2 O in order to select only the values in the lower left nH 2 -nH 2 O space as discussed in Reinhardt, Winckler & Lebiedz (2008) . The nH 2 spans from 0.3 to 0.95 spaced by 0.1, while nH 2 O from 0.05 to 0.65 spaced by 0.05 in arbitrary units. The system must satisfy the two following stoichiometric constraints
which lead to
where the first condition is arbitrarily chosen. We follow the evolution of the system until the steady-state, and we show the results in Fig.18 panel A. Our trajectories match the ones reported in Fig.1 of Reinhardt, Winckler & Lebiedz (2008) and the slow-manifold is represented by the transverse line where the system quickly lays before reaching the equilibrium values located at (H2, H, O2, O, H2O, OH) = (0.27, 0.05, 0.135, 0.02, 0.7, 0.01).
As an additional test we perform another calculation changing the initial conditions according to Eq.(85), which leads also to nO 2 = nOH = 0
since the first arbitrarily chosen condition also satisfies Eqs.(85). In this test nO has a non-zero initial value enhancing the efficiency of the reaction H2 + O → H2O, which modifies the trajectories in the very first part of the various evolutions as shown in Fig.18 panel B. Also in this test the system converges to the slow-manifold finally reaching the same equilibrium values discussed above, proving the robustness of the solver employed in Krome.
The command line to generate the test is > ./krome -test=slowmanifold which is a short-cut for > ./krome -n network/react_SM -useN Table 9 . Reactions for the H 2 combustion model including the temperature-independent rate coefficients, where k f represents the forward rate coefficients and kr the reverse one. Note that the rate coefficient are in arbitrary units of amount/time.
One of the aims of the Krome package is to allow an efficient embedding of the chemistry in 3D hydrodynamical codes. It is well-known that an accurate treatment of the microphysical processes is very important in describing the dynamics of small scale objects (e.g. star formation processes or the ISM as well as in cosmological calculations). As already explained in section 3.2, to solve a system of ODEs can be very demanding and often approximated approaches are preferred to deal with 3D hydrodynamic complexity. + , H − , and e − . Even in the latter case, only a few reactions involving those species are considered and often some approximations need to be introduced. Most of the problems are related to the time needed in solving the system of ODEs and it became very common to include the following approximations: (i) a decoupling among slower and faster species evolution, and (ii) the decoupling of temperature from the chemical evolution. The latter can generate instabilities at very high density. For instance, a first order Backward Differentiation Formula (BDF) method is typically employed in Enzo. The accuracy of such solvers is well-known and their stability strongly depends on the chosen time-step and on the stiffness of the problem. As already discussed in Section 3.4, the Krome package includes more accurate and stable solvers (DVODE and DLSODES) with a robust internal definition of the time-step aimed at giving more stability and a better solution. It is important to note here that these solvers are also generally slower than a simple first-order BDF and that optimization techniques (e.g. Grassi et al. 2013 ) should be applied to speed-up the calculations. On the contrary, we should consider that an accurate solver is needed for high resolution studies and to solve more stiff problems (e.g. high-density environments, turbulent media).
In the following, we show how Krome interfaces with complex 3D codes like Enzo, Ramses (Teyssier 2002) , and Flash. We present a typical cosmological problem in Enzo, some standard hydrodynamical tests and cosmological problem in Ramses, and a 1D and 3D collapse molecular cloud test in Flash. The Krome patches for these codes are included in the current release 16 of Krome.
KROME in RAMSES
Ramses is an N-body and hydrodynamical code developed by Teyssier (2002) . It has been designed to study structure formation with high spatial resolution by using an adaptive mesh refinement (AMR) technique, with a tree-based data structure. The Ramses code solves the hydrodynamical equations in their conservative form with the gravitational term included as a non stiff source term in the system of equations. Using the conservative form of the system, the discretized equations are solved computing the flux across the cell interfaces. In order to do that the code uses the second-order Godunov method (or Pieceweise Linear Method).
We employed Krome in the current version of the publicly available Ramses code and run a series of hydrodynamical and cosmological tests aimed at testing Krome's flexibility and the possible sources of error when employed in such a complex code. We report results for a 1D test including Sod's shock tube problem and for a 3D cosmological simulations of a collapsing minihalo. We created the Krome code patch following the Ramses user guide. The chemical species were initialized as passive scalars, and the code has been accordingly modified to include the chemical evolution for each leaf cell. An additional flag (chemistry) has been added to switch on/off the chemical evolution. Krome is called if the flag chemistry is TRUE. Note that the standard Ramses flag "cooling" can be used to employ the standard cooling already implemented in Ramses . All the tests presented in this work employed a simple primordial network involving H, He, H + , H + 2 , H2, He + , He 2+ , H − , and e − and 20 reactions. Atomic and H2 cooling are included as well as the H2 three-body formation heating.
Sod shock-tube: the Sod shock is initialized by two separate regions, each initially at rest. The left region has higher pressure and density so that when the system is evolved, the fluid on the left moves to the right supersonically. For instance the density is 10 −20 g cm −3 and 0.125×10 −20 g cm −3 on the left and right, respectively. The temperature is about 10 3 K on both regions. The solution is simple: a contact discontinuity moves to the right, with a shock wave ahead of it, while a rarefaction wave moves leftwards. All features of the test are well visible: the rarefaction waves, the contact discontinuity and the shocks. The snapshots are taken after 2.45×10 4 yr. The effect of the chemistry is due to the cooling and causes a slower evolution of the shock as shown by the results for the density, velocity and temperature profiles reported in Figs. 19, 20 , and 21, respectively. The behaviour of the hydrodynamical quantities, in particular the lower velocities and temperatures, reflects the chemical evolution reported in Fig.22 . It is important to discuss the H2 evolution which is the main source of cooling. Indeed where the H2 fraction is smaller the temperature is higher (e.g. around 0.6 pc where the contact discontinuity occurs).
In the same plots we also report a similar test performed with the AMR code Flash , with identical initial conditions (see Sections 5.3 and 5.2 for additional details).
Primordial minihalo evolution: To test the code's capability to manage non-equilibrium chemical systems within a cosmological scenario we have simulated the chemo-thermal evolution of the gas inside a 1.3 × 10 6 M⊙ dark matter (DM) halo in the early Universe (see e.g. Abel, Bryan & Norman 2002; Bromm, Coppi & Larson 2002; Yoshida, Omukai & Hernquist 2008; Latif et al. 2013b) .
To solve the hydrodynamic equations we used the MUSCL scheme and the HLLC Riemann solver. The simulation has a starting redshift zi ≈ 95. The minihalo was selected from a DM simulation of 256 3 particles inside a (1 Mpc) 3 volume. After that, we re-simulated the selected halo inside the same box with three nested grids of 512 3 , 256 3 and 128 3 particles. In this cosmological hydrodynamical simulation we set lmin = 7 and lmax = 18, reaching Our refinement strategy is as follows: (i) each cell is refined if it contains at least 8 DM particles, (ii) each gas cell is refined ensuring that the local Jeans length is resolved by at least 16 cells, (iii) each cell is refined if the local pressure gradient ∆P/P > 2. The highest resolution region is contained inside a spherical volume of radius r = 10 4 co-moving kpc, which corresponds to three times the halo virial radius at the final redshift z f , approximately. Fig.23 shows the mass weighted projections for gas density (top-left), temperature (top-right), H2 (bottom-left) and H − (bottom-right) mass fraction at z f = 11.5. These maps show the common features for such systems: the central high density region presents the highest H2 mass fraction producing a minimum in the gas temperature. Figure   Figure 24 . Same as figure 23 but for a co-moving resolution of ∆x ≈ 3.8 pc. Figure 25 . Mass weigthed radial profiles for the gas density (topleft), gas temperature (top-right), H + mass fraction and H 2 mass mass fraction at z f = 11.5. The distance scales are in properphysical units. The H 2 shows a well known behavior reaching a mass fraction 10 −3 at scales 10 pc. The gas temperature also shows the expected features with a maximum inside the virial radius and a minimum at ≈ 1 pc. At smaller scales it rises due to the saturation of the H 2 cooling.
24 shows the same physical quantities at the same redshift but for the highest level of refinement. Fig.25 shows the mass weighted spherical averaged radial profiles for the gas density (top-left), temperature (top-right), H + (bottom-left) and H2 (bottom-right) at z f = 11.5 for the highest resolution central region. The H2 mass fraction in the halo central region well agrees with the reported values in the literature for such systems (e.g. ). The gas temperature also follows the expected behavior: it reaches a maximum (near the halo virial temperature) inside the virial radius; it drops because the H2 effect at scales smaller than a few tens of pc and it increases again at scales 1 pc due to the molecular cooling saturation. Figure 26 shows the density-temperature phase plane at the simulation's final redshift. The color bar shows the mass Figure 26 . Dentity-temperature phase plane for the simulated mini-halo at z f = 11.5. The color bar shows the mass of each point on the plane. The gas temperature shows the expected behavior rising at low density due to the adiabatic contraction. Once the gas density reaches the ≈ 0.3cm −3 value the H 2 abundance is enough to drop the gas temperature till T ≈ 250 K in the high density regions.
of each cell on the phase plane. The low density (ρ/mH 1 cm −3 ) points show the common temperature rising due to the gas adiabatic contraction. After reaching a maximum (near the halo virial temperature) at densities ρ/mH ≈ 0.3 cm −3 the H2 abundance is enough to cool the gas reaching a minimum temperature of T ≈ 250 K.
KROME in ENZO: a first application
Enzo is an AMR code which is well-suited to follow gravitational collapse over a large range of scales, which includes various physical modules (O'Shea et al. 2004) . The hydrodynamical equations are solved in the comoving frame which takes into account the cosmological expansion of the Universe employing a split third-order piece-wise parabolic (PPM) solver. Any collisionless components (such as dark matter and stars) are modelled by N-body particles, whose dynamics are governed by Newton's equations. The gravitational potential is taken into account by solving the Poisson equation via multi-grid solver.
The initial conditions for the three DM primordial minihalos studied here are the same already discussed in and , i.e. three minihalos with masses of 1.3×10 5 M⊙, 7×10
5 M⊙, and 1×10 6 M⊙, a simulation box of 300 kpc h −1 , 27 level of refinement in the central 18 kpc region, with an effective resolution of 0.9 AU in comoving units. The resolution criteria are based on (i) overdensity, (ii) particle massresolution, and (iii) Jeans length. In this test we present results from our implementation of Krome in Enzo.
In Figs. 27, 28, and 29, the results for three different minihalos and for different resolutions per Jeans length (J64, and J128) are shown. It is clear from the figures that the Krome chemistry does not show any dependence on the resolution parameters and the results are always consistent producing a temperature of about 1000 K. In this tests we assume an optical thin medium.
In the same figures other important thermodynamics quantities are presented, in particular accretion rates and radial velocity, both important quantities to handle with possible primordial star formation.
In Fig. 30 we report, for the three minihalos studied, the density, temperature, and H2 fraction projections at scale of 0.03 pc for the last dump of our calculations.
A detailed discussion on the impact of using an accurate solver on high-resolution study, with a comparison with the simple BDF method employed in Enzo is given in . We note that the chemical and thermal structure of the halo is consistent with previous studies by Abel, Bryan & Norman (2002) ; Bromm, Coppi & Larson (2002) ; Yoshida, Omukai & Hernquist (2008); Clark et al. (2011); Greif et al. (2011); Latif et al. (2013b); Greif, Springel & Bromm (2013) , where we refer the reader for a comparison.
It is important to add that in term of computational time the DLSODES is obviously slower when compared to the simple first-order BDF method employed in the original Enzo. Nevertheless, we expect an additional speed-up when provided the Jacobian and the sparsity structure to the solver or including a linear interpolation for the rates instead of an on the fly evaluation. In addition, our implementation of Krome in Enzo does not provide any interface optimization, it means that an overhead/overwork due to original Enzo routines (now not needed by Krome ) exists and should be removed. Finally, we should consider that a better and converged solution include a computational price that must be payed.
KROME in FLASH
Flash is a versatile AMR code for a wide field of astrophysical applications (Fryxell et al. 2000) . It can handle 1D, 2D, and 3D problems and incorporates several MHD solvers. The gravitational potential is calculated by solving the Poisson equation either by making use of a multigrid solver or a Barnes-Hut tree code.
In the following we present results obtained with Flash version 4.0.1 in which the Krome package was implemented. The implementation is straightforward. We handle the chemistry as an additional source term called after the hydro step update. The Krome module is called individually for each (active) cell in each block handing over the particle densities of each species as well as the gas temperature. All routines concerning the chemistry evolution, cooling and heating are provided by the Krome package as described before and do not have to be implemented in Flash itself.
Sod shock tube Here we present the results of the Sod shock tube test described in detail in Section 5.1 for Ramses. We note that we use identical initial conditions for the test in Flash. The results are plotted in Figs. 19, 20, 21, and 22 . As can be seen, the agreement between Ramses and Flash for the density, temperature and velocity as well as the three species H2, H − and e − is almost perfect. We note that also for the other species not shown here the agreement is excellent. It is worth noting that for the test in Flash we use a higher-order solver that is the PPM, compared to the lower-order solver MUSCL used in the Ramses runs. Small differences in the plots can then be attributed to the different solvers employed.
Cloud collapse We have performed simulations of a primordial minihalo in 1D and 3D following the collapse up to densities of the order of 10 −10 g cm −3 corresponding to particle densities of ∼ 10 13 cm −3 . The grid was adapted dynamically in order to guarantee that the Jeans length is resolved everywhere with at least 32 grid cells using 16 levels of refinement. We used the PPM solver for updating the hydrodynamics and the Barnes-Hut tree code for solving the Poisson equation in 3D and the multipole solver for 1D. The initial conditions are chosen in order to mimic a highly idealized minihalo with a diameter of 0.45 pc consisting of atomic hydrogen and helium (mass fractions of 0.76 and 0.24, respectively) with a uniform number density of 1.67×10
−18 g cm −3 . The temperature of the minihalo is set to 1000 K. The core is initially at rest and no magnetic field is present. The ambient medium has a 100 times lower density and is thus dynamically not important for the simulation result. We note that we do not include deuterium in this simulation as we expect no marked differences in the final results. In addition, for the 3D case we performed a run where a transonic turbulent velocity field is included. For all three cases, the (non-turbulent) 1D run, the non-turbulent 3D run, and the turbulent 3D run we performed two simulations, one with and one without the optically thick cooling correction term discussed in Section 2.3.
In the following we show the results of the simulations at the time the highest refinement level is reached considering the runs with and without the optically thick correc- tion separately. We first show the temperature and the mass fraction of H2 and e − plotted against the density in Fig. 31 , with the results including the optically thick correction term shown in the left panel. First, it can be seen that the results of the 1D run and the non-turbulent 3D run (red lines) are almost indistinguishable for both the case with the optically thick correction (left panel) and the one without it (right panel). For both cases the temperature and mass fractions of H2 and e − reveal the expected behaviour in particular when comparing with Fig. 9 for non-metal case. The optically thick correction term becomes recognisable mainly at densities above 10 −13 g cm −3 where the temperature keeps on increasing (top left panel) in contrast to the runs without the correction (top right panel).
Furthermore, for the turbulent run the diminished cooling ability results in a small fraction of gas with a very low H2 fraction at high densities (∼ 10 −12 -10 −11 g cm −3 , see middle right panel). This is a consequence of the high gas temperature resulting in the dissociation of molecular hydrogen. In contrast, the high temperature peaks showing up around 10 −13 g cm −3 in the turbulent runs with and without the optically thick correction term (top panel) are most likely due to the presence of shocks created by the turbulence and do not arise in the non-turbulent simulations. In these hot, shocked regions the gas reveals a drop in the H2 fraction and a simultaneous increase in the electron fraction (see also Fig. 33 below) .
Next, we plot the radial dependence of selected hydrodynamical variables in Fig. 32 for the 1D and non-turbulent Figure 32. Radial dependence of density, temperature, specific total energy and radial velocity for the non-turbulent Flash collapse runs (with the optically thick correction term) at the end of the simulation for the 1D and 3D case.
3D run with the optically thick correction 17 . Although considering different spatial scales, there is a good qualitative agreement with the results shown in Figs. 27, 28, 29, which confirms that Krome works properly in Flash.
In order to get a visual impression of the simulation results, in Fig. 33 we show some projected quantities at the end of the 3D run including turbulence and the optically thick correction term. From the middle panel of Fig. 33 it can be seen that there are regions of hot gas well off from the center, e.g. the hot spots in the lower left and upper right part of the figure. These regions are associated with a significant change in the gas flow indicating the presence of a shock. As stated already before, these hot regions have a relatively low H2 fraction (see right panel).
Finally we state that for the 3D runs performed the amount of computational time for an individual cell is approximately the same independently of whether turbulence is present or not or whether the optically thick cooling term was applied or not. Furthermore, we find that the time required for the chemistry is comparable to the time required for the self-gravity module, i.e. for solving the Poisson equation. Each, the chemistry and the self-gravity module make up about 45% of the total required computing time. We note here again that we did not apply any optimization procedure (e.g. explicit Jacobian and sparsity) that should improve the global performance.
To conclude, both, the Sod shock tube test and the collapse test show that Krome works nicely within the Flash code and produces reliable results.
SUMMARY AND OUTLOOK
We have presented the new chemistry package Krome for the modelling of chemical networks in numerical simulations. The package consists of a Python pre-processor providing Fortran subroutines to solve the rate equations for a given set of chemical reactions provided by the user. Our package provides a set of standard networks as appropriate for primordial chemistry, low metallicity gas, molecular clouds or planetary atmospheres, as well as additional modules for treating photodissociation reactions, the heating and cooling of the gas and the evolution of the dust grain population. In order to solve the chemical rate equations, we employ the high-order solver DLSODES, which was shown to be both accurate and efficient when applied to sparse chemical networks, which are common in astrophysical applications .
Our main goals were to create a package which is userfriendly and straightforward to apply for a given set of chemical reactions, and to combine that with an accurate and efficient numerical solver. The latter is particularly important for applications where the package is employed in 3D hydrodynamical simulations, where a substantial amount of time is already spent on solving the equations of hydrodynamics of gravity, and exceeding this time by more than a factor of a few can typically not be afforded. At the same time, it is also important not to choose the simplest numerical technique, which often has the highest efficiency but does not necessarily provide the correct solution. For instance in high-resolution simulations following gravitational collapse, first-order backward differencing techniques fail to converge at high resolution, while the DLSODES solver provides consistent results as shown in Sect.5.2 and also discussed in .
In this paper, we have provided an extensive test suite including one-zone models for the chemistry in molecular clouds, gravitational collapse at varying metallicity and radiative backgrounds, 1D shocks, tests of the dust physics, planetary atmospheres and slow-manifold kinetics. In addition, we have applied Krome in the cosmological hydrodynamics codes Enzo and Ramses to explore the chemical evolution in the early Universe and during the formation of the first minihalos, while looking at the evolution of the chemistry during gravitational collapse in the hydrodynamics code Flash. The results obtained here are consistent with previous studies and show that our package can be efficiently applied in hydrodynamical simulations.
The applications of Krome are not limited to this regime, but the general framework can be employed to investigate the chemistry during a much larger variety of situations, including the formation of molecular clouds (Glover & Mac Low 2007; Banerjee et al. 2009 ), the formation of stars (Banerjee & Pudritz 2007; Hennebelle et al. 2011; Seifried et al. 2013) , galactic disks (Tasker & Tan 2009; Shetty & Ostriker 2012) , the environments of supermassive black holes (Wada, Papadopoulos & Spaans 2009; Hocuk et al. 2012; Latif et al. 2013a) or planet formation (Lyra et al. 2009; Johansen, Klahr & Henning 2011) .
Of course, pursuing such applications still requires a consideration of the chemical reactions that should be considered. As discussed in the Introduction, large compilations of chemical reactions for different applications are currently available, which can be directly explored in one-zone or 1D models. For three-dimensional simulations, it is however necessary to reduce the chemical complexity and choosing only the main reactions that determine the chemical and in particular the thermal structure. Appropriate reduction tech- actions to make more complex simulations computationally feasible.
In a future release of Krome, we are planning to incorporate such reduction techniques in order to simplify the derivation of new networks. Our current release however contains already a set of different networks which can be employed in astrophysical simulations, and many small astrophysical networks exist in the literature that can be adopted via the Python pre-processor. We therefore expect that our package will make the application of such networks in numerical simulations more straightforward, and encourages new users to include them in their simulations.
The Krome release is available on https://bitbucket.org/krome/krome_stable and on http://kromepackage.org/ where also a quick guide is included. 
APPENDIX C: REACTION RATES EMPLOYED IN THE PRIMORDIAL NETWORK
The reaction rates employed in the primordial network are listed in Tab.C1.
APPENDIX D: REACTION FILE FORMAT
The reaction file has a default template, namely index, R1, R2, R3, P1, P2, P3, P4, Tmin, Tmax, rate that can be modified according to other formats. In particular one can indicate the number of items simply using the following case non-sensitive tokens: R for reactants, P for products, Tmin and Tmax for the temperature limits, rate for the reaction rate, and idx for the index. The format string must begin with @format: to be recognized by the file parser of the Krome package. The user can employ several format strings within the same reaction file, e.g. @format:R, R, P, Tmin, Tmax, rate H, H, H2, 1e1, 1e4, 1d-9 C, O, CO, 1e1, 1e4, 3d-9 @format:Tmin, Tmax, R, R, P, P rate 1e1, 1e4, H+, C, H, C+, 1d-10 where the first line indicates a block of reaction with two reactants, one product, the temperature limits, and the rate coefficient, while the fouth line is employed to use a format that starts with the temperature limits, than two reactants and two products, and the rate coefficient. Note that the coefficient rates in this example have only an illustrative purpose, and do not represent the real coefficients for the reactions reported here. Finally, Krome allows in the file to use comments and variables, as already discussed, and also individual temperature operators, e.g. @format:Tmin, Tmax, R, R, P, P rate >1e1, 1e4, H+, C, H, C+, 1d-10 where the > sign is employed for this reaction only. This paper has been typeset from a T E X/ L A T E X file prepared by the author. Table B4 . De-excitation rate coeffients for ions, Einstein's coefficients, energy level differences, and level multeplicities. Note that a(b) = a × 10 b , T 2 = T /(100 K), and T 4 = T /(10 4 K) Table C1 . List of reactions and rates included in our chemical network. See Abel et al. (1997) for further details.
