In this paper, we consider delay-optimal power and subcarrier allocation design for OFDMA systems with subcarriers, mobiles and one base station. There are queues at the base station for the downlink traffic to the mobiles with heterogeneous packet arrivals and delay requirements. We shall model the problem as a -dimensional infinite horizon average reward Markov Decision Problem (MDP) where the control actions are assumed to be a function of the instantaneous Channel State Information (CSI) as well as the joint Queue State Information (QSI). We propose an online stochastic value iteration solution using stochastic approximation. The proposed power control algorithm, which is a function of both the CSI and the QSI, takes the form of multi-level water-filling. We prove that under two mild conditions in Theorem 1, the proposed solution converges to the optimal solution almost surely (with probability 1) and the proposed framework offers a possible solution to the general stochastic NUM problem. By exploiting the birth-death structure of the queue dynamics, we obtain a reduced complexity decomposed solution with linear ( ) complexity and ( ) memory requirement.
I. INTRODUCTION
T HERE are plenty of literature on cross-layer optimization of power and subband allocation in OFDMA systems [1] , [2] . Yet, all these works focused on optimizing the physical layer performance and the power/subband allocation solutions derived are all functions of the channel state information (CSI) only. On the other hand, real life applications are delaysensitive and it is critical to consider the delay performance in addition to the conventional physical layer performance in OFDMA cross-layer design. A combined framework taking into account of both queueing delay and physical layer performance is not trivial as it involves both the queueing theory (to model the queue dynamics) and information theory (to model the physical layer dynamics). The first approach converts the delay constraint into average rate constraint using tail probability at large delay regime and solve the optimization problem using information theoretical formulation based on the rate constraint [3] , [4] . While this approach allows potentially simple solution, the derived control policy will be a function of the channel state information (CSI) only. In general, delay-optimal control actions should be a function Manuscript of both the CSI and queue state information (QSI). In [5] , [6] , the authors showed that LQHPR policy is delay optimal for multiaccess fading channels. However, the solution utilizes stochastic majorization theory which requires symmetry among the users and is difficult to extend to other situations. In [7] , [8] , the authors studied the queue stability region of various wireless systems using Lyapunov drift. Under the assumption that all queues are large enough, GPD (Greedy Primal-Dual) algorithm [9] and RT-SPD (Real Time Stochastic Primal-Dual) algorithm [10] are proposed to solve utilitybased optimization problem under queueing network stability constraint and average delay constraint separately. While all the above works addressed different aspects of the delay sensitive resource allocation problem, there are still a number of first order issues to be addressed. In this paper, we consider an OFDMA wireless system with subcarriers, mobiles and a base station. There are queues for the mobiles at the base station with heterogeneous arrivals and departures. The delay-optimal power and subcarrier allocation actions, which minimize the average delay of the MSs under the average total power constraint and subcarrier allocation constraint, are functions of both the CSI and the joint QSI. We shall elaborate the major challenges behind this problem below.
• The Curse of Dimensionality A more general approach is to model the problem as a Markov Decision Problem (MDP) [11] . However, a primary difficulty in determining the optimal policy using the MDP approach is the huge state space involved. For instance, the state space is exponentially large 1 in the number of users. Hence, brute force solution by value iteration or policy iteration is not applicable due to huge complexity and memory requirement involved. • Issues of Convergence in Stochastic NUM Problem In conventional iterative solutions for deterministic NUM problems, the updates in the iterative algorithms (such as subgradient search) are performed within the coherence time of the CSI (the CSI remains quasi-static during the iteration updates) 2 [12] . In stochastic NUM, however, the updates are performed over the ergodic realizations of the system states, and hence, the convergence proof is challenging (such as GPD in [9] and RT-SPD in [10] ). When we consider the delay-optimal problem, the problem is stochastic and the control actions are defined over the ergodic realizations of the system states (CSI,QSI). Therefore, the convergence proof is also quite challenging. • Heterogeneous Users There are some works that obtained a simple delay-optimal policy for multiple access channels by using majorization theory and exploiting symmetry between users [5] , [6] . However, such simplifications cannot be extended easily to our case in which users have heterogeneous arrivals and delay requirements. In this paper, we shall address the above issues by proposing a low-complexity solution to the delay-optimal OFDMA system. To address the open issue concerning the huge complexity involved in solving the -dimensional MDP, we utilize the stochastic approximation (SA) techniques [13] to derive a low complexity online stochastic value iteration algorithm. We shall show that under some mild conditions, the proposed online stochastic value iteration algorithm converges to the optimal solution almost surely (with probability 1). By exploiting the birth-death structure of the queue dynamics, we obtain a reduced complexity decomposed solution with linear ( ) complexity and ( ) memory requirement.
II. SYSTEM MODELS
In this section, we shall elaborate the system model, the OFDMA physical layer model as well as the underlying queueing model. Fig. 1 illustrates the top level system model. There are user queues at the base station which buffer packets for the mobile users. These application streams may have different source arrival rates and delay requirements and this corresponds to a heterogeneous user situation. The base station has a cross-layer scheduler which takes the CSI and joint QSI as the inputs and produces a power allocation and subcarrier allocation action as outputs.
A. OFDMA Physical Layer Model
We consider an OFDMA system with subcarriers over a frequency selective fading channel with independent multipaths. As a result, the received signal at the -th mobile and -th subcarrier is given by , = , , + , , where , is the transmitted symbol and , , , ∼ (0, 1) are fading coefficient (CSI) and noise respectively. Let , ∈ {0, 1} denote the subcarrier allocation index for the -th user at the -th subcarrier. For simplicity, we assume powerful channel coding (such as LDPC) at the transmitter. Furthermore, the mobile receiver has perfect knowledge of CSI. Hence, the maximum achievable data rate of the -th user is given by the mutual information between the channel inputs { , : , = 1} and the channel outputs { , : , = 1}, which is given by:
B. Queue Model, System Dynamics and Control Policy
In this paper, the time dimension is partitioned into scheduling slots indexed by . Let (second/slot) be the slot duration.
Assumption 1: The joint CSI H( ) = { , ( )∀ , } remains quasi-static within a scheduling slot and i.i.d. between scheduling slots. Data arrives in packets according to random arrival processes and each packet is stored in one of the queues at the BS according to its destination. Let
be the random new packet arrivals at the end of the -th scheduling slot and the packet sizes of the packet in the front of the queues for the users at the beginning of the -th scheduling slot, respectively.
Assumption 2: The arrival process ( ) and random packet size ( ) are i.i.d. over scheduling slots.
be the joint QSI of theuser OFDMA system, where ( ) denotes the unfinished work (number of packets) in the -th queue at the beginning of the -th slot. Let R( ) = ( 1 ( ), ⋅ ⋅ ⋅ , ( )) be the scheduled data rates (bit/second) of the users where ( ) is given by (1) . At the beginning of the -th scheduling slot, the crosslayer scheduler observes the joint CSI H( ) and the joint QSI Q( ) and calculate the scheduled data rate R( ). We assume the scheduler at the transmitter is causal in the sense that new packet arrivals A( ) at the -th slot appears after the scheduler's action. Hence, the queue dynamics is given by the following equation.
denotes the maximum buffer size (number of packets). Thus, the cardinality of the joint QSI is = ( + 1) which grows exponentially with . For notation convenience, we denote ( ) = (H( ), Q( )) to be the global system state at the -th slot. Given an observed system state realization , the transmitter may adjust the transmit power and subcarrier allocation according to a stationary policy defined below.
Definition 1: (Stationary Power Control and Subcarrier Allocation Policy) A stationary transmit power and subcarrier allocation policy Ω = (Ω , Ω ) is a mapping from the system state to the power and subcarrier allocation actions. A policy Ω is called feasible if the associated actions satisfy the average total transmit power constraint and the subcarrier assignment constraint. Specifically, Ω ( ) = p and Ω ( ) = s, where p = { , } are the power allocation actions satisfying
Note that the queues are coupled together via the control policy Ω and the constraints in (3) and (4) . Assume that the arrival rate vector falls inside the stability region of the system. Given a feasible unichain policy Ω, the induced Markov chain { ( )} is ergodic and there exists a unique steady state distribution where ( 0 ) = lim →∞ Pr[ ( ) = 0 ]. Hence, by Little's Law, the average delay of the -th user under a policy Ω is given by:
where the denotes expectation w.r.t. the underlying measure . Similarly, the average transmit power constraint in (3) is given by
≤ 0 (6) The average delay is related to the control actions (power and subcarrier allocation) via the packet service rates in (1) and the queue dynamics in (2) . The delay-optimal scheduler design can be formulated as the following optimization problem.
Problem 1 (Delay-Optimal Policy): For some constants = ( 1 , ⋅ ⋅ ⋅ , ) ( > 0 ∀ ), we seek to find a stationary policy Ω that minimizes
where
The positive weighting factors in (7) indicate the relative importance of buffer delay among the data streams and for each given , the solution to (7) corresponds to a point on the Pareto optimal delay tradeoff boundary of a multi-objective optimization problem. The constant > 0 is the Lagrange multiplier for the average transmit power constraint in (6) .
III. MARKOV DECISION PROBLEM FORMULATION
In this section, we shall formulate the delay minimization problem in (7) as an infinite horizon Markov Decision Problem (MDP) and discuss the optimality condition.
A. MDP Formulation
A stationary control policy Ω induces a joint distribution for the random process { ( )}. Since the system queue level Q( ) evolves according to the system dynamics described in (2) and the arrival, departure and the CSI processes are memoryless, the random process ( ) is a Markov chain and hence, the optimization problem in (7) can be modeled as a MDP with transition probability given by:
As a result, the optimizing policy for the MDP in (7) can be obtained by solving the Bellman equation [14] recursively w.r.t. ( , { ( )}) as below:
where ( ) = Ω( ) = {p, s} are the power control and subcarrier allocation actions taken in state and ( , ( )) given by (8) is the per-stage reward when the current state is and action ( ) is taken. If there is a ( , { ( )}) satisfying (10), then = * = inf Ω Ω is the optimal average reward per stage and the optimizing policy is given by Ω * ( ) = * ( ) where * ( ) are the optimizing actions of (10) at state . Furthermore, since the induced Markov chain { ( )} is irreducible for any stationary policy considered, the solution to (10) is unique up to one additive constant.
B. Reduced State Bellman Equation
Instead of working on the global system state , we shall derive a reduced-state Bellman equation from (10) using partitioning of the control policy Ω, which is based on partial system state Q only. Specifically, we partition a unichain policy Ω into a collection of actions based on the QSI as follows: is the conditional average transition kernel. A solution to (11) is still very complex due to the huge dimensionality of the state space ( is exponential in ) and brute force value iteration or policy iteration [14] has exponential memory size requirement. As a result, it is desirable to obtain an online and low-complexity solution for the problem.
IV. GENERAL SOLUTION TO THE DELAY OPTIMAL PROBLEM
In this section, we shall derive a low complexity (but optimal) solution by proposing an online value iteration to solve (11) and establish technical conditions for almost-sure convergence of the online value iteration.
A. Online value iteration via Stochastic Approximation
We shall propose an online sample-path-based iterative learning algorithm to estimate the performance potential and the control policy. Define a vector mapping T : → with the -th component mapping (1 ≤ ≤ ) as
Since the potential is unique up to a constant, we could set (Ṽ) −˜(Q ) = for some reference state Q (1 ≤ ≤ ). Let = {0, 1, 2, ...} be the slot index and {Q(0), ⋅ ⋅ ⋅ , Q( ), ⋅ ⋅ ⋅ } be the sample-path, i.e. the corresponding realizations of the system states. To perform the online value iteration, we divide the sample path into regenerative periods. A regenerative period is defined as the minimum interval that each Q state is visited at least once. Let ( ) and V be the times that Q is visited and the estimated performance potential in the -th regenerative period respectively. Let 0 = 0, +1 = min{ + 1 : > , min ( ) = 1} for ≥ 0. Then the sample path in the -th regenerative period is {Q( ), ⋅ ⋅ ⋅ , Q( +1 − 1)}. At the beginning of the -th regenerative period, initialize the following dummy variables asˆ( ) = 0,ˆ( ) = 0 and ( ) = 0. Within the -th regenerative period, we adopt policy Ω . After observing the queue state ( + 1) at the end of the -th slot, update the following metric of the visited queue state ( ) according to ⎧ ⎨ ⎩ˆ(
At the end of the -th regenerative period, using stochastic approximation algorithm [13] , we update the estimated potential for the ( + 1)-th regenerative period, which iŝ
and is the step size and Q is the reference state 4 . Accordingly, we update the policy for the ( + 1)-th 4 Without loss of generality, we set the state that all buffers are empty as Q and initializeˆ0(Q ) = 0.
regenerative period according to
Therefore, we could construct an online value iteration algorithm as below.
Algorithm 1: Online Value Iteration ⋅ Step 1 (Initialization): Set = 0, and start the system at an initial state Q(0). Set = 0, initialize the potentialV 0 and policy Ω 0 = arg min T(V 0 ) in the 0-th regenerative period. ⋅ Step 2 (Online Potential Estimation): At the beginning of the -th regenerative period, setˆ( ) = 0,ˆ( ) = 0 and ( ) = 0 ∀ . Run the system with policy Ω to +1 − 1 and accumulate the information of the visited Q from slot to slot according to (13) . At +1 − 1, update the estimated potential +1 for the ( + 1)-th regenerative period according to (14) . ⋅ Step 3 (Online Policy Improvement): Update the policy Ω +1 for the ( + 1)-th regenerative period according to (15) . Fig. 2 . Illustration of online sample path based potential learning algorithm. = 2, = 1, = ( + 1) 2 = 4, the four joint queue states are 00, 01, 10, 11, which are denoted as 0, 1, 2, 3 for simplicity. The sample path in the -th regenerative period (
Remark 1 (Comparison to the deterministic NUM):
In conventional iterative solutions for deterministic NUM [12] , the iterative updates (with message exchange) are performed within the CSI coherence time and hence, this limits the number of iterations and the performance. However, the proposed online algorithm could converge to a better solution because the number of iterations is no longer limited by the coherence time of CSI.
B. Convergence Analysis
In this part, we shall establish the technical proof about the almost sure convergence of the online value iteration in (14) .
Assume the sequence of step size { } is chosen such that it satisfies the following stepsize conditions:
Let E and Pr denote the expectation and probability conditioned on the -algebra ℱ , generated by
where Ω and I are × transition matrix under policy Ω and identity matrix. The convergence of the online value iteration algorithm is summarized in the following theorem.
Theorem 1 (Convergence of Online Value Iteration): Assume M is bounded ∀ and the sequence of step size { } satisfies the conditions in (16) . Assume that for every set of control policies Ω 0 , ⋅ ⋅ ⋅ , Ω , there exist a = ( ) > 0 and some positive integer such that
where [⋅] denotes the ( , )-element of the corresponding × matrix and e = [1, ⋅ ⋅ ⋅ , 1] is the -dimensional unit vector. For an arbitrary initial potential vectorV 0 , we have lim →∞V =V ∞ w.p.1, where the steady state potential V ∞ satisfies:
(
Furthermore, the optimal reward of the delay optimal problem is * = (V ∞ ) −ˆ∞(Q ) and the optimal stationary policy is Ω * = arg min T(V ∞ ).
Remark 2: Note that A and B are related to an equivalent transition matrix of the underlying Markov chain. (17) simply means that state Q is accessible from all the Q states after some finite number of transition steps. This is a very mild condition and will be satisfied in most of the cases we are interested.
Remark 3: Note that (18) is equivalent to the reduced state Bellman equation in (11) . As a result, the converged solution of (18) corresponds to the solution of (11).
V. APPLICATION TO OFDMA SYSTEMS WITH POISSON ARRIVAL
In this section, we shall illustrate the usage of the online value iteration to minimize the average weighted delay of OFDMA systems under Poisson packet arrival and exponential distributed packet size.
Assumption 3: The arrival process ( ) is i.i.d. over scheduling slots following Poisson distribution with average arrival rate [ ] = . The random packet size ( ) is i.i.d. over scheduling slots following an exponential distribution with mean packet size . Assumption 4: The slot duration is sufficiently small compared with the average packet interarrival time as well as conditional average packet service time 5 , i.e. ≪ 1 and ( ) ≪ 1.
The conditional mean departure rate of user is ( ) = [ ( )/ | ] = ( )/ . Thus, the conditional probability (conditioned on the current system state realization ( )) of a packet departure event at the -th slot is given by
where the "≈" is due to Assumption 4. Note that under Assumption 4, the probability for simultaneous arrival, departure of two or more packets from the same queue or different queues and simultaneous arrival as well as departure in a slot are ( ( ) 2 ) , ( ( ( ( )) ) 2 ) and ( ( ( )) ) respectively, which are asymptotically negligible. Therefore, the vector queue dynamics are given bỹ
In what follows, we shall discuss the optimal solution and asymptotically optimal solution with only linear complexity and memory requirement of the OFDMA system with the conditional transition kernel given by (19).
A. Optimal Solution
Given (19), the optimization objective in the R.H.S. of Bellman equation in (11) becomes
). Using standard optimization techniques, the closed-form solution during the policy improvement step (15) in the online-value iteration algorithm is summarized below.
Lemma 2: (Closed-Form Power Control and Subcarrier Allocation of Online Policy Improvement) Under the above setup, the optimizing power control and subcarrier allocation actions in the policy improvement step (15) for given CSI H and QSI Q are given by [16] :
where satisfies (6) and , = Δ˜(Q) log
Remark 4: (Structure of the Optimal Power Control and Subcarrier Allocation) In Lemma 2, the power control solution has the form of multi-level water-filling where the power is allocated according to the CSI across subcarriers but the water-level is adaptive to the QSI (via the potential function {˜(Q)}). Similarly, the subcarrier is selected according to the metric , which depends on both the CSI and the QSI.
B. Asymptotically Optimal Solution
In this subsection, we shall exploit the birth-death dynamics and derive an asymptotically optimal solution with linear ( ) computational complexity and ( ) memory requirement. We first define a simplified subcarrier allocation policy below and summarize an important structural result of the Bellman equation in (11) under the simplified policy. / is the conditional average service rate and Δ˜( ) =˜( ) − ([ − 1] + ) is the potential increment of the -th queue. As a result of Theorem 2, adopting the CSI-only subcarrier allocation policy could substantially simplify the potential estimation, the convergence speed as well as the memory requirement. While it will result in some loss of optimality in strict sense, we shall show in the following corollary that there exists a CSI-only subcarrier allocation policy which is indeed asymptotically optimal.
Corollary 1 (Reduced Complexity Online Value Iteration): Applying Algorithm 1 to each user separately with
as the control policy results in a reduced complexity online value iteration with linear ( ) complexity and ( ) memory requirement. It converges almost surely to a solution which is asymptotically optimal for sufficiently large 6 .
VI. SIMULATION RESULTS AND DISCUSSIONS
In this section, we shall compare our proposed optimal and reduced complexity solutions by online value iteration via SA for the system with Poisson arrival and exponential packet size with three reference baselines. Baseline 1 refers to a throughput optimal policy, namely the Modified Largest Weighted Delay First (M-LWDF) [17] . Baseline 2 refers to the Real Time Stochastic Primal Dual (RT-SPD) algorithm [10] . Baseline 3 refers to the Round Robin Scheduling with water-filling power allocation across the subcarriers. In the simulation, we assume there are 64 subcarriers with total bandwidth 10MHz, and = 4. = 5 ms, = 10 and = 20 packet/s. Fig. 3 illustrates the average delay per queue versus SNR of 2 users with equal queue weight. It can be observed that both the optimal solution and reduced complexity solution have significant gain compared with three baselines. In addition, the delay performance of the reduced complexity solution, which is asymptotically optimal in large number of users, is very close to the performance of the optimal solution even in 2 usercase. Fig. 4 depicts the average weighted delay versus SNR of 2 heterogeneous users with different queue weight. The average weighted delay of the reduced complexity solution is close to that of the optimal solution as well. Fig. 5 illustrates the average delay per queue of the reduced complexity solution versus the number of users with equal queue weight at a transmit SNR= 10dB. Fig. 6 illustrates the convergence property of the proposed reduced complexity algorithm. It can be seen that the reduced complexity algorithm converges quite fast. The average delay corresponding to the potential function at the 50-th iteration is 3.8 packets, which is much smaller than the other baselines.
VII. SUMMARY
In this paper, we propose a low-complexity solution to the delay-optimal power and subcarrier allocation design for OFDMA systems. We model the problem as a -dimensional infinite horizon average reward MDP with the control actions based on CSI and joint QSI. We derive the equivalent reduced state Bellman equation and propose an online stochastic value iteration solution. We prove that under some mild conditions, it converges to the optimal solution almost surely. By exploiting the birth-death structure of the queue dynamics, we obtain a reduced complexity decomposed solution with linear ( ) complexity and ( ) memory requirement.
