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ABSTRACT 
A Class ification of Rea l Ind ecompo sa ble Solvable Lie Algebr as 
of Small Dimension with Codim ension On e Nilra dica ls 
by 
Alan R . Parr y, Mast er of Science 
Ut ah St ate University , 2007 
Major Prof essor : Dr. Ian M. Anderson 
Departm ent : Mat hemati cs and Sta tisti cs 
Ill 
Thi s t hesis was concern ed with class ifying th e rea l ind ecomp osa ble solvable Lie algebras with 
codim ension one nilr adica ls of dimensions two throu gh seven . T his th esis was organized int o thr ee 
chapt ers . 
In t he first, we describ ed the necessa ry concept s alld defo1itio11s abo ut Lie algebr as as well as a 
few helpful theorems th at a re necessary to und erstand th e proj ect. \Ne a lso reviewed many concep ts 
from linea r a lgebra t hat a re essential to th e resea rch. 
T he second chap ter was occupied with a descrip t ion o f how we went a bout class ifying th e Lie 
algebr as. 111 pc11ticula.r. it out lined th e bas ic premise of th e class ificat ion: th a t we can use t he c,uto-
morphi sms oft .he nilr a<lic:al of the Lie algebra to find a bas is with th e simpl est stru ct ure equ a tion s 
poss ible . In additi on , it outlin ed a few oth er method s th at also h elped find t his basis. Fin a lly, thi s 
chapt er included a di scuss ion of th e ca noni ca l forms of certain types of m atri ces th at a rose in th e 
p roj ect . 
Th e third chapt er pr ese nted a sampl e of th e classifica tion of th e seven-dim ensional Lie algebr as . 
In it , we proceeded step-by-step throu gh th e class ificati on of th e Lie algebr as whose nil ra dica l was 
one of four specifica lly chosen becau se t.hey were representativ e of t.he different typ es t.hat arose 
during th e proj ect. 
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In the app endi ces, we presented our result s in a list of th e multipli ca tion ta bles of th e isomor-
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CHAPT ER l 
A REVIEW OF FREQUENTLY USED CONCEPTS 
This chapter will dea l with reviewing tho se concepts and definiti ons th a t are most helpful in 
discussing thi s class ifica tion of solvab le Lie algebras. We will begin our discu ss ion with a few basic 
definiti ons and concept s of Lie th eory. This will be followed by the maj or linea r algebra concepts 
needed for our class ifica t.ion. 
l . l Lie Algebr as: Defi11itions a11d Concepts 
We first define a Lie algebra and th e variou s types of Lie algebra. homomorphi sms. 
D e finition 1.1.1. A Li e algebra is a vector space, g, over a fi eld, IF, coupl ed with a mapping 
[,j: g x g -> g 
that is 
1. bilinear ([cX + Y, Z J = c[X , Z] + [Y, Z]; [X, cY + Z] = c[X , YJ + [X , Z]), 
2. skew -symmetric ([X , Y) =, - [Y, X]) , 
:J. 11.nd satisfi es lh e .Jacobi properly 
[X, [Y, Z]] + [Y, [Z, X]j + [Z, [X , Y]] = 0 
f or all c E IF and X, Y , Z E g. 
The map [,] is ca lled th e Lie br acket. 
Definition 1.1.2. If g and 1J are Li e algebras, then a linear transformation T : g -> 1J is a Lie 
algebra homomo rphi sm if for all X , Y E g we have that 
T([X , Y]) = [T(X) , T(Y)] . 
If g = IJ, then T is a Lie algebra endomorphi sm . If T is bijective, th en T is a Lie a lgebr a iso-
morphi sm . If T is both a Lie algebra endomorph ism and an isomorphism , we call T a Lie algebra 
automorphi sm. 
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There arc a uumb er of different properti es of Lie algebr as. Ju fact, th e clas sificat ion of Lie a lge-
br as int o isomo rphism classes is don e by findin g canon ica l forms for algebr as with cert ain prop ert.ies 
that are pr eserved by isomorphi sm. As such , it is necessa ry to discuss a few of th ese propertie s here. 
D efinition 1.1.3. The derived a lgebra, denot ed Dg , is th e set 
{X E g I for so me Y,Z E g, X = [Y,Z ]}. 
An alt ern at ive way to describ e the derived algeb ra is 
Dg = [g, gj, 
where [g, g] denotes all poss ibl e Lie brackets bet ween veclors in g. This gives rise to anoth er concept 
ca lled the derive d series, given by a series of D ig , for a ll i E f\l, where each D ig is defined indu ct ively 
by 
Anoth er useful series is th e lower cen tral series, given by a series of D;g, for all i E f\l, where 
each D; g is defined by 
Dig = [D;- 1g, g] with Dig = Dg = [g, g]. 
Note that for all i E f\l, Dig <;; D;g. 
The dimensions of eac h Dig and D;g is invariant und er a Lie algebra isomorphi sm. 
These fads give us enough informa l.ion t,o discuss I.he difference bet.ween two spPcial types of 
Lie algebras . So we give two definitions. \Vh en in context, let O denote the zero vector. 
D e finition 1.1.4. A Lie algebra is solvab le if for some i E f\l, Dig= {O}. 
D e finition 1.1.5. A Li e algebra is nilpot ent if fo r some i E f\l, D;g = {O}. 
Jt is clear then that beca use Dig <;; D;g for a ll i E f\l, a ll nilpoten t Lie a lgebr as are also solvab le. 
In addition , as the dimensions of D ig and Dig are invar iant und er a Lie algebra isomo rphi sm, it 
follows that whether an a lgebra is solvable or nilpot ent is invariant as well. 
Th ere is anoth er prop erty th at is important to note as it play s a large ro le in th e typ e of algebr as 
we class ify in th is paper. So we offer th e following definition. 
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Definition 1.1.6. A Li e algebra, 9, is said to be deco mpo sa ble if ther e exis t lower dimensional 
algebras 9 1 and 92 such that 
9 = 91 EB 92 
where EB denotes a Li e algebra direc t sum . A Li e algebra is sai d to be ind ecomp osab le if i t is not 
decomposable. 
Anoth er useful tool is the concep t of th e nilradi ca l of a solvab le Lie a lgebra . 
D e finition 1.1.7. The nilradi ca l of a Li e algebra, g, is its maximal ni lpotent ideal. We'll denote it 
N R(9). Th e codim ension of the nilradical of a Li e algebra is the diff erence between the dimension 
of th e entir e Lie algebra and the dim ension of the nilradical, that is dim g - dim N R(g). 
The nilrad ica l is simila r to Lhe ra dica l of a Lie algebra . which is defined to be Lhe maxima l solvable 
idea l. The rad ica l is useful in class ify ing non -solvab le Lie algebras, as th e Lev i decompos ition states 
that every Lie algebra can be writt en as the semi-direct produ ct of its radical and a sem isimpl e Lie 
a lge bra . However , in a solvable Lie a lgeb ra , the rad ica l is obvious ly the entir e a lgeb ra . So we use 
the nilradi ca l instead. The nilr ad ica l is uniqu e in a Lie a lgebra and if two algebras are isomo rphi c, 
then their nil rad ica ls are isomorphic as well. Thus it becomes the perfect ob ject by which to class ify 
the a lgeb ra. 
Moreover, there is a useful theor em t hat states th at the derived a lgebr a, Dg, of a solvab le Lie 
a lge bra , 9, is conta ined in the nil radical of g. That is, Dg ~ N R(g) [6]. 
In thi s class ifica tion , we class ify the indecomposa ble so lvab le Lie a lgebr as over IR of dimensions 
two through seven with cod imens ion one nilradical s. So we have most of th e necessa ry definiti ons 
and concept s. However, th ere are a few mor e usefu l tool s th at we will use in the classi ficat ion th at 
we will describ e here. 
Th e first is a derivation . 
D e finition 1.1.8. A linear transformation T: g -> 9 is a derivat ion if it satisfi es the Leibniz rule. 
That is for all X , Y E 9, we have 
T([X, Y]) = [T(X) , Y) + [X, T(Y)). 
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The spa ce of derivations form a Lie alge br a with the Lie bra cket given by the commutator 
[T, U] = T o U - U o T. The exponential of a der iva tion , er is an a utomo rphi sm o f g. 
The next tool is a repre se nt at ion of a Lie a lgebra. 
Definition 1.1.9. A Lie algebra representation is a Lie algebra homomorp hism p : g --, gl(V ), 
where gl(V) denotes the Lie algebra of all lin ear transformations of a vector space V whose Lie 
bracket is given by the commutator. 
A spec ial Lie algebra repr ese ntation is th e adjoint or ad repr esent at ion of a Lie a lgebra g. 
D efi nition 1.1.10. The a d representation of a Lie algebra, g, is a Lie algebra homomorphi sm 
ad : g ......, g!(g ) such that fo r all X, Y E g, 
ad (X) (Y) = [X, Y]. 
We move on now to rev iew a few Linear a lgebra conce pt s. 
1.2 Linea r Algebra: Cha nge of 13asis Mat rices and 
Real Jordan Canon ica l Form 
Here we give a discussion abo ut invertible Lin ea r transformation s on a Vector space and how 
this idea extends to Lie Algebra isomorphi sms. Most importantly though , we w ill talk about how 
these invertibl e operators ca n be used to "move" a matrix int o Jordan Canonica l Form. We begin 
by definin g the matrix representat ion of a transform a tion . 
Definition 1.2.1. Let V and W be finite dimensional vector spaces over a fi eld lF with bases f3 = 
{ v1 , ... , vn } and --y = { w1, . . . , Wm}, respectively. Let T : V ......, W be a linear transformation , then 
we could eX'{!ress T evaluat ed on every basis vector vi in the fallowing way 
m 
T(v;) = L c;_wj, for 1 ~ i ~ n, 
j = I 
where c{ E lF. Then the matrix rep resentat ion of T denoted [T)j is the m x n matrix given by 
(trJ) .. = d;. 
t ,J 
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We a lso not e that if v E V , then v = I:;~1 a;v; and so ,vc could define them x J matrix [v]i3 
by ([vb); = a;. Thi s will give us the prop erty that 
[T]J [v]13 = [T(v)],. 
This is how the mat rix repr ese nt at ion is use ful. It simpli fies eva lu at ion of a linea r tr,rn sfornrn.tion 
on a vecto r to matrix multiplic at ion. 
Now we ca n define an invertib le linear transformation and see how thi s relates to its matrix 
repre sent a ti on. 
D efinition 1.2 .2. Let T : V -> J,V an d U : W _, V be linear transformations. L et I v : V -, V 
and lw : W -> W be the identity transformation s on V and W , respectively. If T o U = Iv and 
UoT = lw , thenTisinvert ible andT - 1 = U. 
As we've seen that eva luatio n of a transform ation T ca n be reduced to left mu lt iplicat ion of 
[T]~, then we can see that [T o U]g = [T]~[U]J. Becau se of th is, we have t ha t T is an invertibl e 
linear transfo rmati on if and only if [T]~ is an invert ible matrix. vVhich reduces to det [T]~ fc 0. This 
shows qu ite eas ily then th at if T : V --> W invert ible, then dim V = dim W. Of cou rse a linea r 
transformat ion is invertibl e if and on ly if it is biject ive. Hence any Lie algebra iso morphi sm is an 
invertibl e lin ea r transformat ion. It should be no ted that an inve rtibl e n x n mat rix is iln clement 
of the gro up GL(n , IF) where IF is th e field of sca lar s. We will usua lly denote such a mat rix i11 th is 
manne r. 
Next we define a change of bas is matr ix. Th ese are i111port ant because th e 111atrix rcp rcse11Lc1.tio 11 
of any Lie a lge bra automorphi sm can be int erpr eted as a change of basis mat rix. 
Definition 1.2.3. Let V be a fin ite-dimensional vector space and let (3 and /31 be two bases for 
V . Let Q = [lv]g,, then we call Q the change of basis matrix tha t changes {3'-coordinates into 
(3-coordinates . 
Let T : V _, V be a linea r tr ansformation . Then if Q is the change of basis matrix t hat changes 
(31 -coordinat es int o {3-coordinat es, we have that 
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This is because 
Hence, we ca n see how a chan ging th e basis on a vector spac e affects the matrix represe ntation 
of a linea r transformation. Analogously, we also can see how changing th e basis of a Lie algebra 
affects the matrix representat ion of a Lie algebra endomor phi sm, which is a concept we use almost 
consta ntl y throughout the computations in this paper. It also plays a key role in the discuss ion of 
Jordan ca nonical form, which we will review next. 
The rea der is cited to any stan dard Lin ea r Algebra text for a more in depth st udy of J ordan 
cano nica l form includin g the proofs of the following statements. The real Jordan canonical form is 
explained in detail in the book by Hirsch and Smale [2]. 
Let T: V __, V be a lin ear transformation on a vector space V over a field IF. 
Definition 1.2.4. An eigenvecto r ofT is a vector , v EV, suc h that (T - >J)(v) = 0 for some >-E IF. 
The value >-is called the eigenvalue corresponding to the eigenvector v. A genera lized eigenvecto r , 
corresponding to the eigenva lue>- E IF, of Tis a vector, v' E V, suc h that (T - .\l)P(v) = 0 for some 
positive integer p. 
Definition 1.2.5. The subspace of V 
{v E V I (T - >J)P(v) = 0 for some positive integer p} 
is called the generalized eigenspace of T corresponding to >-and is denoted K >-. If K >-consists only 
of eigenvectors of T, then K>. is simply called the eigenspace of T corresponding to.>-. 
Definition 1.2.6. The polynomial q(.\) = det (T - >J) is called the characteristic polynomial of T 
and has degree equal to the dimension of V. 
The roots of the characteristic polynomial are the eigenvalues of T. In addition , the multiplicit y 
of any root of the characteristic polynomial is equal to the dimen sion of its corresponding generali zed 
eigenspace. 
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D e finition 1.2.7. Let v be a generalized eigenvector of T . /fp is the small est int eger such that 
(T - >..I)P(v) = 0, then the set { (T - >..J)P- 1 (v ), (T - >..I)P- 2(v), ... , (T - >..I)( v), v} is called a cycle 
of generalized eigenvectors corresponding to>.. of length p . The vectors (T - >..I)P- 1 (v) and v are 
called the initi al vector and end vector of the cycle, respectively. 
Clearly th e initi al vector of any cycle is an eigenvector of T . 
Theorem 1.2.1. If /3 = { v 1 , • . • , Vp} is a cycle of generalized eigenvectors corresponding to >.. E IF 
where v; = (T - >..I)P-i (vp)- Then T( v i) = >..v 1 and f or all i such that 2 ~ i ~ p , 
T( v;) = >..v; + V;- 1. 
Proof. We know th at v1 is an eigenvector and so (T - >..J)(vi) = 0 or equi valent ly T (vi) = >..v1 . 
Also 
T he result follows immedi ate ly. • 
Eve ry cycle of genera lized eigenvectors is a linear ly independent se t . Moreover , if the init ial 
vector s of the cycles are lin early independent , then th e union of any num be r of cycles is linearly 
ind ependent . Furth ermore, for any K>., th ere ex ists a bas is for K>. consis tin g of disjoint cycles of · 
genera lized eigenvecto rs. 
T hus if th e characte rist ic po lynomial sp lits over If, t hen V is t he dir ect sum of genera lized 
eigenspaces and has a bas is, /3, consistin g of disj oint cycles of generalized eigenvecto rs. In this bas is, 
T is in what is called Jordan canonical form . Th e J ord an canonical form of a tr ansformati on T is 
uniqu e up to th e ord erin g of its eigenvalues. If A is th e matri x represent a tion of T in a given basis, 
1 , th en the change of bas is ma t rix, Q, that changes I coordinat es into /3 coo rdin ates is such th at 
T hus th e Jord an canonica l form of th e matrix repr esenta t ion , A, of a linea r tran sformation , T , if it 
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exists, is a matrix of th e form 
where th e a i,j E {O, l }. In addition , th e >.i are th e eigenvalues of A. Th e squ are blo ck belonging to 
eac h >.; corr espond s to a generali zed eigenspace of A and the block is called a J ord an block. 
For exampl e, let A be a 6 x 6 matrix wh ose characteri stic polynomi al split s over JR. If, for so me 
invertibl e Q, 
2 0 0 0 0 0 
0 2 0 0 0 0 
Q - IAQ = 0 0 3 0 0 0 
0 0 0 5 0 
0 0 0 0 5 1 
0 0 0 0 0 5 
then thi s is a Jordan canoni cal form of A. Th e eigenvalues of A are 2, 3, and 5. T he J ordan blo cks 
are 
( ~ ~ ) ' (l 1 n, ( 3 ) , 5 0 
and each of th ese blocks correspond to a gene ra lized eigenspace of A. 
We are considering rea l Lie algeb ras which are vector spaces over IR. Howeve r, not a ll po lyno-
mia ls split over JR. It is t ru e, th ough, th at as IC is algebra ica lly closed , every polynomial wit h rea l 
coe fficie11ts sp lits over IC. Thu s th e co111plex ification of V , Ve, ca n always be wri tte n as th e dir ect 
sum of generali zed eigenspaces and th e compl ex J ordan canoni cal form always exists for such a ma-
tri x . But it is imp ort ant to not e th at as any real linear transform ation T will have a chara ct eristi c 
polynomial with real coefficient s, any compl ex root will come in a conju gate pa ir. Hence if z is a 
com plex eigenvalue of a linea r tra nsformation T , th en z is as well. In fact , if v is an eigenvecto r of 
A correspondin g to z, th en v is an eigenvector corr espondin g to z. 
Let z = a + bi be an eigenvalue of T corr espondin g to an eigenvector v 1. Th en v 2 = V1 is an 
eigenvector corresponding to a - bi and a submatrix of the Jordan canoni cal form of th e matrix 
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repres entati on of T is 
0 
a - bi )-
Let vi = v1 + v2 and v; = - i(v 1 - v2 ). Then vi and v; are real vectors that form a basis for the 
space spa nn ed by the eigenspaces of v 1 and v2. In thi s bas is th e submatrix block above becomes 
If a cycle of generalized eigenvecto rs of length two corresponds to a complex eigenvalu e, then we 
have a J ord an block of the form 
( 
a+ bi 1 0 0 
) 0 a+ bi 0 0 0 0 a - bi l 
0 0 0 a - bi 
T hen using a similar trick as described above bu t on both th e eigenvectors and the genera lized 
eigenvecto rs, this block will become 
This ca n be easily extended to a genera lized eigenspace of any dimension. 
If we use this to deal with a characte ristic polynomi al with complex root s, t hen the resultin g 
form of T is called the real Jordan canonica l form and th e bas is for Ve that put s T into rea l J ordan 
canoni ca l form is also a bas is for V. Thu s we can still consider Vas a vector spac e over JR and every 
linear transformation T : V -+ V has a real Jordan canoni ca l form . 
This completes our review of frequentl y used concepts. The reader should h ave the necessa ry 
inform at ion to understand the mechanics behind the paper. In the next chapte r , we will discuss the 




A DISCUSSION OF METHODS USED AND CANONICAL FORMS 
This chapter is devote d to discussing in detail methods that will be utili zed frequ ently throu ghout 
the class ifica ti011. As th ey are discussed here, when th ey a re used i11 th e t ext th e reader will be 
referr ed back to this chapter for a more detaile<l exp lanation. In this chapter, we will a lso be 
building off th e topi cs rev iewed in the previous chapter. 
2.1 Classifying Solvable Lie Algebras with Codimen -
sio n On e Abelian Ni lradi cals 
Th e first of th ese methods that we will discu ss is that of how we will classify a so lvab le Lie 
a lgebr a with a cod imension one abelian nilr ad ical. 
To begin , let g be an n-dimens iona l so lvab le Lie algebra wilh such a nilradical , N R(g). Now 
choose a basi s for g, f3 = { e1, e2, ... , en }, such that the se t , = { e1, e2, ... , en- I} forms a bas is for 
the nilradical. As g is so lva ble , we know t hat Dg <;:; N R(g), and thi s y ields 
n - l 
[e;, ej ] = L A7,jek 
k = l 
for a ll 1 ::; i , j ::; n. Also as N R(g) is abelian we have that [e;, ej) = 0 for a ll 1 ::; i, j ::; n - l. 
Combining th ese two facts , we have th at th e structur e equ a tion s of g are s impl y 
·n - 1 
[e;, en] = L Atn ek 
k = I 
for all 1 ::; i ~ n - l . And so it would on ly make sense to dir ecl our disc uss ion towa rds ad (en)-
From th e struct ure equat ions we have that 
(
- Al n 
2· 
- Ai n 
ad (en)~ = : 
- An - I 
l,n 
0 
- An- I 2,n 
0 
- A~- 1.n 
- A;,- 1,n 
~) 
It is clear th at we lose no inform ation of t he structure cons tant s if we res tri ct thi s tra nsformation 
to act only on the nilradi ca l. Thus we will consid er ad (en) in th e following way 
- A1_n 
- Atn 
- An - 1 
2,n 
- A~- 1.n) 
- A; _1.n 
- Ar:- 1 
n.- 1:n 
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but we will refer to it as ad ( en). 
Now we note that as N R(g) is abelian ([a, b] = 0 for a ll a, b E N R(g)), any change of basis 
st rict ly on th e vectors in th e nilradi ca.l will not change th e stru ctur e constant s o f t he nilra dica l. To 
compuLe th e matrix repr ese ntati on of ad (en) a fter we appl y such a change of bas is, we first const ru ct 
a cha.nge of bas is matri x M and conju ga te ad (e,.) by it in th e following way 
We ca n pick M E GL(N R(g)) arbitraril y so thi s express ion ca n move ad (en) int o rea l J ord an 
ca nonica l form . 
T his ca n always be done when t he nil radica l is abe lian and codim ension one, and so t his meth od 
is used quite often in our class ificat ioll. Il would also be helpful ill our class ifica tion discussion to 
be famili a r with th e poss ible rea l Jord an ca nonica l forms for eac h dim ension th ro ugh d imension s ix. 
We will di scuss thi s a littl e la ter. 
\ ,Ve should also note th at we can make one more change Lha t will not affect the st ru ctur e eq uations 
of t he nilr adical. Thi s bas is change is simply exchanging f6 by a constant mul tip le of itse lf. T his 
change will not affect th e nil radica l basis at all, bu t ca ll chauge va lues in th e ad (f6 ) mat rix. So thi s 
is usua lly I.he l.ype of bas is change we will ma ke al. the end of eac h classifica tion . However, for some 
rea l J orda n canon ical form s, we add in Lo the bas is cha nge a sca ling of one or more of t he nil rad ica l 
bas is vectors. T his is done to keep cert ain va lues th e same while sca ling f6 . For insta nce, when we 
have a J o rdan block th at has any numbe r of ones on the sup er d iagona l. Th ese added sca lings a re 
simp ly reap plying one or more of t he auto morphisms of t he nil radical. T his does n't mea n much 
in this case where any inve rtibl e linea r tra ns form ation is an a uto morphi sm of th e nil radica l, bu t it 
will become more relevant as we move furth er th rough our class ifica tion. So, to keep from being 
confusing in our use of th e aut omorphi sms, we will simpl y m ake th e change when making our final 
change of bas is. 
2.2 Class ify ing Solvabl e Lie Algebr as with Codim en-
sion On e Non-abelian Nilradi cals 
Thi s sec t.ion is a natural exte nsion of th e pr ecedin g one . \Ve will see many of t he sa me ideas 
used , as well as exten sions to th em. 
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We are given a Lie algebra g with a codimcnsion 011e no11-abelian 11ilradical, where th e first 
n - l vectors in a basis for g constitute a basis for N R(g). We will always apply th e nec essary 
isomorphism to N R(g) to move it into a canonical form. We utilize known texts for a classification 
of nilpotent Lie algebras of the requir ed dim ensions [7, 1]. 
As Dg <:;;: N R(g) , we can still view ad (en) restricted to the nilrndical and not lose any information 
on the structure equations involving en. Arbitrarily , this is given by 
( A' 
Al AS_,) I 2 
A2 A2 A~ - 1 
ad(en) = 
1 2 
An - I An - I An - I 
2 n - 1 
This is the matrix that we would like to simplify. And we have quite a few tools to do it. 
2.2.1 The Jacobi Property 
The next step is to require the algebra to satisfy the Jacobi property. This will elimin a te several 
of the A~ in the ad (e,,) matrix simult aneously. In fact , as Dg <:;;: N R(g), ad (en) map s N R (g) to 
N R(g) , and by the Jacobi prop erty , we have, for i , j < n , that 
Then ad (en) is a derivation of the nilr adical. Thi s impli es th at in genera l, ad (e,,) is an arbitr ary 
derivation of the nilradi cal. This signifi ca ntly simplifies th e possible genera l fon11 of ad (cn)-
Note that we didn ' t check the Jacobi prop erty when the codimension on e nilradi cal was abel ian. 
If the nilradical is abelian then [u, v] = 0 for all u, v E N R(g). Then, as Dg <:;;: N R(g), we see that 
[en, e;] E N R(g) for all i < n. This yie lds that for all i , j < n, we have that 
Ilence the Jacobi property was already sa tisfied. 
2.2.2 Perturbing en 
We begin our discussion here by making an observation. Consider an n-dimen siona.l Lie algebra 
with a codimension one abelian nilradical and basis fJ = { e1 , e2 , ... , en}, where the first n - l vectors 
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constitute a basis for the nilradical. 
Pick a new basis 
n - 1 
e-;., = en + L >-.kek 
k = I 
and cons ider t he structure equations. We have that, for i,j ::::; n - 1, [e;,ej] = 0 simply because the 
first. n - 1 vectors st ill form a basis for the abelian nilradi ca l. Then the only brackets left to consider 
ar e tho se of the form 
Thus we have that for i ::::; n - I (as of course [e-n, e~,] = 0) 
n-1 
k = I 
= [en,e;] 
Thus we can see that the s tru ctur e equations do not change for this kind of change of bas is. That 
is, for a n algebra with an abe lian nilradical , perturbing a vector outside of the nil radical by a linear 
combination of vectors inside the nilradical will not change the structure eq uations of the a lgebra. 
However , a sca ling on en would change the structure equations, something we used quit e often in 
class ifyin g algebras of thi s type . 
T he import ant implic at ion of this observation is that if the nilradical is not abelian, then per-
turb ing a vector outside the nilradical by a linear combination of vectors inside the nilradical will 
change the structur e equatio ns of the nilradical. But it will only change those structure equation s 
that have a nonzero brack et involving the vector we perturbed by. 
We will use this idea to our advantage and perturb en by a particular lin ear combination of 
vecto rs in the nilradi cal in order to simplify the structure equations (or rather to zero out a few of 
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the Aj terms in the ad (en) matrix). We will also remember that we can still change the structure 
equations by scaling en. 
One more simp le way to see how exact ly we can change the structure equations involving en is 
that the idea explained above reduces to perturbing ad (en) by lin ear combinations of the ad matrices 
of the nilradical basis vectors. Th is is hecause 
ad ( en+ ~Akek) = ad(en)+ ~Akad(ek)-
Th is gives us a bett er viewpoint to see exactly what Aj 's we can change or elimin ate. 
2.2.3 The Automorphi sms of N R(g) 
Reca ll that when N R(g) was abelian, we could apply any change of basis matrix to ad (en), 
which is what allowed us to put ad (en) into real Jordan canonica l form. We could do this becau se 
we knew that it wouldn 't change the structure equat ions of th e nilradical. 
We can than permute the bas is of the nilradi ca l in any way that doesn't change its st ructure 
equations. In other words, we can conjugate ad ( en) by any change of basis matrix representing 
a transformation that doesn't change the struct ure equations of the nilradical. The obvious and 
only choice of transformations a re the automorphisms of the nilradical. This is consistent with our 
previous work with abelian nilradicals becau se th e automorphisms of an abelian algebra. consist of 
all invert ible linea r transformations on that a lge bra. 
These automorphisms will not affect th e st ructur e equat ions of the nilradi ca l by definition, but 
they do affect the makeup of ad (en)- We can then use these to our advantage to simplify ad (en)-
We stated last chapter that if T is a derivation of a Lie a lgebra, then er is an automorph ism 
of that Lie algebra. As such, the automorphisms of N R(g) can be found by first computing the 
derivations of N R(g) and then exponent iat ing them. 
If the Lie a lgebra of derivations has a semisimp le part via its Levi decomposition , then the 
group corresponding to that semisimple suba lgebra is a subgroup of the automorphism group. As 
ad (en) is an arbitra ry derivation, we can then use this subgroup of the automorphism group to 
move the semisimp le part of ad ( en) into a canonical form. In the next section, we discuss t he 
semisimpl e algebras that arose as we classified from one nilradical to the next . Specifically, we find 
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th e canonical form s of the matrice s repr ese ntin g th ese se misimpl e subalgebras when only co nju ga tion 
by its corresponding group is allowed. 
2.3 Canonica l Forms 
In I.his sect ion , we will discus s I.he po ssible canonical forms of different sets of matric es. In each 
case, we only a llow conjugation by a particular group of matrice s. We will first cons id e r th e set of 
a ll n x n matrices, which is the Lie a lgebra gl(n , IR), and a llow conjugation by elements of the group 
GL(n, IR); this, of course, results in the real Jordan canonical form. The second set of matrices 
considered are those in the symp lectic Lie algebra sp( 4 , IR) and we allow conju gation by the group 
SP(4,IR). The final set of matri ces considered form a repre sentation of th e Lie a lge bra so(3 , l ,IR), 
but an non -equivalent repr esentation to th e usual one. In that case, we will allow conjugation by 
the group of matrices corre sponding to that repre se ntation. 
2 .3.1 Rea l Jordan Canonical Form s of Matric es of 
Small Dim ension 
Let a E gl( n, IR) and A E GL(nJR). The canonica l forms of a , of course, is the real Jord an 
ca noni ca l form , whi ch has a lready be e n described in det a il in Chapt er 1. In this sec tion , we simply 
enum era te ex plicitly the real Jord a n ca noni ca l form s of matrices of dim ension s ix or less. Vve can 
d esc rib e th ese possibl e forms by t a kin g a look at. how th e ge nerali zed eigenspaces of a tran sfo rm ation 
sp lit the vecto r space, V, into a dir ect sum of small er vecto r spa ces ove r R 
Dim ensio n one is trivial as the one -dimensional JR ca nnot be sp lit. Thus th e only rea l J ordan 
ca noni ca l form for a one dimen s ion a l lin ea r tran sformation is 
For dimension two, R2 can be split in the following ways 
The case where R 2 = JR EB JR'. is easy as we can build it from all the combinations of one-dimensional 
real Jordan canonical forms. This will give us the case where a is diagona.lizable over R. When 
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JR2 = JR2 , we have two cases: either th e tr ansformation is dia gonalizable over IC but not JR, or it 
can be put int o genera l rea l Jord an canonical form over IR. Thu s we have thr ee poss ibili ties for th e 
two-dimensional case. 
(~ 
We will order the following lists in a simil a r manner to th e pat tern above. 
Next we consider linear tran sform a tion s on thre e-dim ensional vector spaces. We can sp lit JR3 in 
the following ways 
As will a lways be the case , the sp litting of JR" into one-dimensional eigenspaces , here th at is JR3 = 
JR EB JR EB JR, yields the situ at ion th a t a is dia gonali zable over th e rea ls. The case where JR3 = JR2 EB JR 
does somet hin g of note. The JR.2 will follow the two cases for JR2 given above, while the R piece 
simply y ields a one-d imens ional eigenspace. Actua lly it will follow that however !Rn breaks up into 
eigenspaces , the dimens ion of each eige nspace will dete rmin e what rea l Jord an canon ica l forms that 
block can have. As such , we will refer quite often to inform at ion found previously when determ inin g 
the genera l rea l Jordan canon ical forms for a particu la r dimens ion. Fina lly, JR3 only yields one case 
of a three -dimensiona l genera lized eige nspace . The compl ex eigens paces do not come int o play here 
as they must appear in conjugate pa irs (as we are workin g with characte rist ic polyno mia ls wit h real 
rne fficient s) and we hav e an odd-dim ens ion al space. Thu s dim ension three only yields t hese four 
cases, up to an ordering of eigenvalu es of course. 
n 0 },) c· >-2 ~) >-2 -; 2 >-1 0 0 .\3 
Ci g), (i 
I !) >-1 ,\ 0 >-2 0 
We now consider dimension four. We have the splittin g of JR4, thu s 
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Using the met hod desc rib ed above, we ca n look at the pr ev ious dimensions for th e poss ible forms of 
eac h eigenspace of that dim ension and combining th em together acco rdin g to the direct sum listed. 
This will cover the first four cases . As for JR4 = JR4, we have a few poss ibili ties. We could simpl y 
have a four -dimen siona l rea l genera lized eigenspace, or we cou ld have two two -dim ensiona l comp lex 
genera lized eigenspaces, in which case, we would move th em to th e rea l case using 2 x 2 blocks with 
a two-dimen sional identit y block in the st rictly upp er tri angula r piece. This is descr ibed in more 
detai l in the Chapte r 1. For dimension four the n, we hav e the following n ine cases (a lways up to an 
orderin g of the eigenva lues). 
n 
0 0 
g) c• A, 0 g) n 
1 0 
g) >-2 0 - >-2 >-1 0 >-1 0 0 .X3 0 0 A3 0 >-2 
0 0 >..4 0 0 0 >..4 0 0 .X3 
c· 
>-2 0 





1,), (~ J 0 !) >-1 l -f >-1 0 >. 1 0 ,\ I 0 >..1 0 >-0 0 >-2 0 - >..2 >-1 0 0 
For dimension five, we split JR5 in the following ways 
JR5 = JR EB JR EB JR EB JR EB JR 
JR5 = JR.2 EB JR EB JR EB JR 
JR5 = JR2 EB R2 EB JR 
JR5 = JR3 EB R EB JR 
JR5 = JR3 EB R2 
JR5 = JR.4 EB JR 
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JR5 = JR5 
We aga in use th e same t echniqu e already desc rib ed and also note th a t th e only case that JR5 = JR5 
generates is a five-dim ensional generalized eigenspace. T hus we have th e following 12 cases for 
d imension five. 
(! 
0 0 0 
!} ( ;, 
>-2 0 0 
!} >-2 0 0 T >-1 
0 0 
0 A3 0 0 A3 0 
0 0 A4 0 0 A4 




>-2 0 0 
") >-1 0 0 T 
>-1 0 0 0 
0 >-2 0 0 A3 A4 0 , 
0 0 A3 0 - >.4 A3 15 0 0 0 A4 0 0 0 
(t· 
1 0 0 
n (! 
1 0 0 
!} >-1 0 0 >-1 0 0 0 >-2 A3 0 >-2 1 0 - >.3 >-2 0 0 >-2 




1 0 0 g) A 1 1 0 >-1 0 0 >-1 0 0 >-1 0 
0 0 >-2 0 0 >-2 A3 




.\2 1 0 
n .AJ 1 0 T.\1 0 1 0 .\1 0 0 .\ 1 .\2 0 0 .\2 0 - >-2 >-1 0 0 0 >-2 0 0 0 .\3 
(! 




>-1 1 0 >- 1 0 
0 .\ 1 1 0 >- 1 
0 0 .\1 0 0 >-
0 0 0 >-2 0 0 0 
F inally, for dim ension six , we can split JR6 up into eigenspaces thus 
JR6 = JR EB JR EB JR EB JR EB JR EB IR. 
JR6 = JR2 G) JR EB IR. EB JR EB JR. 
JR6 = JR2 EB JR2 EB IR EB JR 
JR6 = JR2 EB IR.2 EB IR.2 
!R.6 = IR..3 EB JR EB IR. EB IR. 
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Following th e same method we can find all th e form s up to th e last case. For JR6 = JR6, we can 
have eith er a six-dimension al real generalized eigenspace , or a s ix-dimensional compl ex genera lized 
eigenspace , aga in with identity matric es on th e stri ctly upp er tri angular par t . Thu s for dim ension 
six , we have th e following 23 possible real J ordan canoni cal forms 
)q 0 0 0 0 0 )q A2 0 0 0 0 
0 A2 0 0 0 0 - A2 AJ 0 0 0 0 
0 0 A3 0 0 0 0 0 A3 0 0 0 
0 0 0 A4 0 0 ' 0 0 0 A4 0 0 ' 
0 0 0 0 As 0 0 0 0 0 As 0 
0 0 0 0 0 A6 0 0 0 0 0 A5 
A1 l 0 0 0 0 A I A2 0 0 0 0 
0 A1 0 0 0 0 - A2 A1 0 0 0 0 
0 0 >-2 0 0 0 0 0 A3 A4 0 0 
0 0 0 A3 0 0 ' 0 0 - A4 A3 0 0 ' 
0 0 0 0 A4 0 0 0 0 0 As 0 
0 0 0 0 0 As 0 0 0 0 0 A5 
At 0 0 0 0 A1 1 0 0 0 0 
0 At 0 0 0 0 0 A1 0 0 0 0 
0 0 A2 A3 0 0 0 0 A2 1 0 0 
0 0 - A3 A2 0 0 ' 0 0 0 A2 0 0 
0 0 0 0 A4 0 0 0 0 0 A3 0 
0 0 0 0 0 As 0 0 0 0 0 A4 
Ar A2 0 0 0 0 A 1 1 0 0 0 0 
- A2 At 0 0 0 0 0 A1 0 0 0 0 
0 0 A3 A4 0 0 0 0 A2 A3 0 0 
0 0 - A4 A3 0 0 0 0 - A3 A2 0 0 ' 
0 0 0 0 As A5 0 0 0 0 >.4 As 
0 0 0 0 - A6 As 0 0 0 0 - As A4 
>-1 1 0 0 0 0 A1 1 0 0 0 0 
0 A1 0 0 0 0 0 Ar 0 0 0 0 
0 0 A2 1 0 0 0 0 A2 l 0 0 
0 0 0 A2 0 0 ' 0 0 0 A2 0 0 ' 
0 0 0 0 A3 A4 0 0 0 0 A3 1 
0 0 0 0 - A4 A3 0 0 0 0 0 A3 
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), I 0 0 0 0 >-, 1 0 0 0 0 
0 >-1 0 0 0 0 >-1 0 0 0 
0 0 >-1 0 0 0 0 0 >-, 0 0 0 
0 0 0 >-2 0 0 0 0 0 >-2 >,3 0 
0 0 0 0 >,3 0 0 0 0 - >.3 >-2 0 
0 0 0 0 0 >.4 0 0 0 0 0 >,4 
>-1 1 0 0 0 0 >-1 1 0 0 0 0 
0 >-, 0 0 0 0 >-1 1 0 0 0 
0 0 >-, 0 0 0 0 0 >-1 0 0 0 
0 0 0 >-2 0 1 0 0 0 >-2 0 
1 
0 0 0 0 >-2 0 0 0 0 0 >-2 1 
0 0 0 0 0 >.3 0 0 0 0 0 >-2 
>-1 >-2 1 0 0 0 >-1 >-2 1 0 0 0 
- >.2 >-1 0 1 0 0 - >-2 >-1 0 0 0 
0 0 >., >-2 0 0 0 0 >-1 >-2 0 0 
0 0 - >.2 >., 0 0 0 0 - >.2 >-1 0 0 1 
0 0 0 0 >,3 0 0 0 0 0 >.3 >,4 
0 0 0 0 0 >.4 0 0 0 0 - >.4 >.3 
). I ,,\2 1 0 0 0 >. 1 0 0 0 0 
- ,,\2 >., 0 1 0 0 0 >-1 1 0 0 0 
0 0 ,,\I >-2 0 0 0 0 >-1 1 0 0 
0 0 - >.2 >-1 0 0 
, 
0 0 0 ). I 0 0 1 
0 0 0 0 >.3 1 0 0 0 0 ,,\2 0 
0 0 0 0 0 >,3 0 0 0 0 0 >.3 
>-1 1 0 0 0 0 >-1 1 0 0 0 0 
0 >-1 J 0 0 0 0 >-1 0 0 0 
0 0 >-1 1 0 0 0 0 >-1 0 0 
0 0 0 >-1 0 0 1 0 0 0 ,,\1 0 0 1 
0 0 0 0 >-2 ,,\3 0 0 0 0 ,,\2 1 
0 0 0 0 - >.3 ,,\2 0 0 0 0 0 >-2 
>-1 0 0 0 0 ). I >-2 l 0 0 0 
0 ,,\1 l 0 0 0 - >.2 ,,\1 0 l 0 0 
0 0 >-1 0 0 0 0 ,,\1 >-2 1 0 
0 0 0 ). I 1 0 0 0 - >-2 ). I 0 
0 0 0 0 >., 0 0 0 0 0 ,,\1 ,,\2 
0 0 0 0 0 >-2 0 0 0 0 - >-2 >-1 
), 1 0 0 0 0 
0 >. 1 0 0 0 
0 0 ,,\ 1 0 0 
0 0 0 >. 1 0 
0 0 0 0 ), 1 
0 0 0 0 0 >. 
This completes the lis t as far a.s we requir e. 
2.3.2 Canonical Forms of Ma tri ces in sp(4 , IR) 
Let V = IR2". Let J E GL(V) be given as 
J = (-t 1o) 
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where In is then x n identity. Note that J is skew-sy mmetric and has the property that J2 = I2n• 
The symplec tic Lie algebra, .sp(2n , R), is defined as 
.sp(2n , R) = {a E Hom(V , V) I a1 J + Ja = O}. [5] 
Lemma 2.3.1. Let a E .sp(2n, IR). Then a1 E .sp(2n, IR). 
Proof. If a E .sp(2n, IR), then a1J + Ja = 0. Multipl y on the left by J to obtain Ja 1J - a = 0. 
T hen multipl y on th e right : - Jat - aJ = 0 or equival entl y (a1) 1J + Ja 1 = 0. • 
Defi11e w: V x V--, IR by w (x ,y ) = x 1Jy for a ll x,y E V. Thi s is called a symplectic form . 
It can a lso be viewed as a map Ve x Ve --, C with the same rul e of assignment. We say that w is 
non-dege nerate if whenever z E V is such that w( z, y) = 0 for ally E V, th en z = 0. 
Propo s ition 2.3.2. The sympl ectic fon n, w : V x V __, IR (w : Ve x Ve __, IC), is a non -degenerate 
skew-symme tric bilinear fo rm on V (Ve)-
Proof. From its constru ction , it is clearly bilin ea r over IR or C. To prove skew -symm etry, we 
note that as w(x, y) can be viewed as a 1 x l mat rix, we have that (w(x, y)) 1 = w(x, y) . Then, as 
J' = - J , this y ields that 
Finally to prov e non-d egenerac y, let z EV be such that w(z,y) = z 1Jy = 0 for a ll y E V. As J is 
invertibl e, it has zero kernel, thus z = 0. • 
We will a lways denote the symp lectic form by w as it will be clear from the context whether we 
mean the comp lex or real form. 
Now we define th e sympl ectic group. The symp lect ic group , Sp(2n , IR) is defined as 
Sp(2n,IR) = {A E GL(V) I w(Ax,Ay) = w(x,y)}. 
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That is, it is the group that preserves the symp lectic form. 
Lemma 2.3.3. a E sp(2n , JR) if and only if w(ax, y) = - w(x, ay) for all x, y EV. A E Sp(2n, JR) if 
an only if AtJA = J. 
Proof. As a E sp(2n, JR), we have that at J + Ja = 0. Let x , y EV. This gives us 
Next assume that w(ax, y) = - w(x, ay) for all x, y E V. Then 
w(ax, y) = - w(x , ay) 
(ax)tJy = - xt]ay 
xtatJy = -x tJay 
As this is true for all x,y E V, this implie s that atJ = - Ja or equivalently that atJ + Ja = 0. 
Hence a E sp(2n , JR). 
To prove the stateme nt about Sp(2n , JR), first assume that A E Sp(2n , JR). Then 
w(Ax, Ay) = w(x, y) 
(Ax)1JAy = x tJy 
xtAtJAy = xtJy 
As thi s is tru e for a ll x,y E V, we see that AtJA = J. 
If we assume first that AtJA = J , th en A clearly pr eserves th e symp lectic form and hence 
A E Sp(2n,JR). • 
We now wish to conjugate a E sp(2n , JR) by an arbitrary element A E Sp(2n, JR), that is, A - 1aA. 
Lemma 2.3.4. If a E sp(2n , JR) and A E Sp(2n,IR), then A - 1aA E sp(2n , JR). 
Proof. If A E Sp(2n , JR), then w(Ax, y) = w(A - 1 Ax , A - 1y) = w(x , A - 1y). This yields 
w(A - 1aAx,y) = w(aAx,Ay) = - w(Ax,aAy) = - w(x,A - 1aAy). 
Then by Lemma 2.3.3 , A- 1aA E sp(2n , IR). • 
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If a 1 , a 2 E sp(2n, JR) are such that A- 1a 1 A = a2 for so me A E Sp(2n, JR), we say that a1 and a2 
are symplectically similar. 
Thi s naturally brings up th e question: what kind of canonica l forms cou ld a E sp(2n , R) hav e if 
this were the only kind of chan ge of bas is allowed? In four dim ensions, the resu lt is as follows. 
Theorem 2.3.5. Let a E sp(4 , !R), then a is sympl ectically simi lar to one of the following ten 
matrices. We call this the rea l symplectic ca nonical form of the matrix . 
~) , >., ft E R , 
- Jt 
~ ) , ,,\ E JR, 
- ,,\ 
E 2 0) 
~ , E = 1, 
0) 6µ µ > 0, 
~ ' 02 =£ 2 = 1, 
Eµ 0) 0 ET/ T/ f - µ , 
0 0 ' 17, µ =I-0, 
















~) ,,\ E JR, 
~ ' £2 = 1, 
i} ,, ~ I
~ £:) ,,\ E JR, 
- ,,\ 0 , /t > 0, 
0 0 t:2 = 1, 






~) µ f 0, 
µ ' £2 = I. 
0 
The remainder of this sect ion is th e proof of this theorem. First we present some genera l theory 
and then move on to th e parti culars of the four -dimensional case. 
Lemma 2.3.6. Let a E sp( 2n ,R ) and let,,\ be an eigenv alue of a . Then - ,,\ is also an eigenva lue 
of a . 
Proof. As a E sp(2n, R) , we have that at J + Ja = 0 or equivalently JaJ - 1 = -a 1• If,,\ is an 
eigenvalue of a, then det(a - M2n) = 0. This yields the following 
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which, of course , impli es that - >. is also an eigenva lue of a. • 
We know that the character istic polynomial of a always splits over C, thus we have that the 
comp lexificat ion of V, Ve, is the direct sum of the genera lized eigenspaces of a. This allows us to 
write Ve in the following manner 
where 1 S: k S: n , K 1, is the genera lized eigenspace correspond ing to the eigenva lueµ , >,i f= 0 for all 
i , and the Ai are distinct and such that >.; f= - >.i for any pair i , j . Note that if all the eigenva lues of 
a are real, then its characteristic polynomial sp lits over JR and V decomposes in the manner above 
where a ll the summands are subspaces over IR. 
Proposition 2.3. 7. Ifµ =I= - 71, then Kri and Kµ are symplectically orthogonal to each other. Thal 
is, w(I<ri, Kµ) == 0. 
Proof. Let v E K7J be an eigenvector o f a (i.e. av = 71v) and let w E K,, be an eigenvector of a. 
Th en we hav e that 
17w(v,w) = w(71v,w) == w(av , w) == - w(v, aw) = - w(v,µw) == - µw(v ,w). 
Th is impli es that (11 + µ)w(v , w) == 0. As ~t f= -· 11, this implies that tv(v, w) = 0. 
Now let {w,w'} c;;: Kµ be a cycle of genera lized eigenvectors. Then we hav e that 
71w(v, w') = w(rJv, w') == w(av , w') == - w(v , aw') 
= - w(v,µw' + w) = - µw(v,w') - w(v,w) = - µ.w(v,w'). 
This impli es that ('7 + µ)w(v, w') == 0. And asµ =J -·,,, this gives us that w(v , w') == 0. 
Now we have that any eigenvector in Kri is symp lect ically orthogonal to any eigenvector and "one-
step " genera lized eigenvector in K 1,. Proceed inductively on the step of the genera lized eigenv ector 
in Kµ and thi s will imply that any eigenvector in KT/ is symp lectica lly orthogonal to any vector in 
Kµ -
Next let {v,v'} c;;: KT/ be a cycle of genera lized eigenvecto rs . Then for any eigenvector w EKµ , 
we have that w(v',w) == 0 by the above argument and the skew-symme try of w. Let {w,w' } be a 
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cyc le of genera lized eigenvectors and recall that w(v, w') = 0. This will give us 
ryw(v', w') = w(v, w') + ryw(v', w') = w(ryv' + v , w') = w(av', w') 
= - w(v' , aw') = - w(v', µw' + w) = - µw(v' , w') - w(v' , w) = - µw(v' , w') 
wh ich implies that (T/ + µ)w(v' ,w') = 0. And asµ I- - ry, this yields that w(v ' , w') = 0. Therefore 
any one-step genera lized eigenvector in K, 1 is symp lectica lly orthogonal to any eigenvector and any 
one-step generalized eigenvector in Kµ- Again proceed inductively on the step of the generalized 
eigenvector in K µ and we will obtain that any one-step generalized eigenvector in /( T/ is symp lectically 
orthogonal to any vector in Kµ-
Finally , cont inue this argument inductiv ely on th e step of th e genera lized eigenvector in /(7J and 
this will yield that every vec tor in K7J is symplcctically orthogonal to every vect or in K,,. Ther efore 
wheneverµ I- - ry, K,1 is sympl ectically ortho gonal to Kµ as proposed. • 
Note that in the above propo sition , we make no ass umption as to the value of T/- It is, in fact, 
true if T/ = 0. However, if T/ I- 0, then thi s leads immediate ly to a useful corollary. 
Coro llary 2.3.8. ff T/ I- 0, then K,1 is sympl ectica lly orthogonal to itse lf. 
Proposition 2.3.9. w is non -degenerat e on K,, ©K - ,, for allµ I- 0. in addition , w is non -degenerate 
on Ko. 
Proof. Fir st , consider the case when µ I- 0. Let z E Kµ EB K _ µ be such that w(z, y) = 0 for all 
y E 1( 1, EB K _1,. Th en as K 1, and K - ,, are bot h symplect ically orthogonal to th e rest of the space, 
we have that w(z, y) = 0 for ally E V, which impli es that z = 0 because w is non -degenerate on V. 
For an analogous reason , w is non-degen erate on Ko . • 
Corollary 2.3 .10 . ff v EKµ is nonzero, then there exis ts a non zero w E K - µ such that w(v, w) I- 0. 
Proof: Ifµ = 0, then thi s is a direct consequence of the proposition. Ifµ I- 0, then by Corollary 
2.3.8, 1( 1, is symplectically orthogonal to itself. Thus w is totally degenerat e on K,, .. However , as w 
is non-d egenerate on K,, EB K - µ, we have that for any nonzero v E K,,, there ex ists a z E /(µ EB K - µ 
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such that w(v, z ) # 0. But we can writ e z = u+w, where u E Kµ and w E K - w Then as w(v, u) = 0, 
it must be that w(v, w) # 0. • 
We can say a littl e more when v E Kµ is an eigenvector. 
Proposition 2 .3.11. If v E Kµ is an eigenvector and w E K - µ such that w(v,w) # 0, then w is 
the end vector in any cycle of genernlized eigenvec tor s to which it belongs. 
Proof. Assume to the contrary that th ere is a cycle of generalized eigenvectors such that w is 
not the end vector. This implies that ther e is a generalized eigenvecto r w ' in the cycle suc h that 
aw' = - µw' + w. Th en we have th at 
µw(v, w') = w( µ v, w ') = w(av , w') = -w (v , aw ') = -w (v , - µ w' + w) = µw(v , w') - w(v, w) 
But this implies that - w(v, w) = 0, which is a contra dicti on to the fact that w(v, w) # 0. Thus w 
is the end vector in any cycle of generalized eigenvectors to which it belon gs. • 
We now investi gate what happe ns when two eigenvectors v E K 1, and w E K _,, are such that 
w( v, w) # 0. We already know by the previous proposition that any cycle of genera lized eigenvecto rs 
to which they belong must necessar ily have lengt h 1. But there is cons idera bly more that we ca n 
say as well. For conven ience in the following proposition , let (-) denote the span of the vectors inside 
and (-).L denote th e symp lect ically orthogonal complement . 
Proposition 2.3 .12. Jf v E Kµ andw E K - µ are eigenvector s suc h lhat w (v,w) cJ 0. Th en 
1. (v , w).L EEl(v , w) = V. 
2. (v , w).L is a-invarian t. 
3. w is non-deg en erate on (v, w).L. 
Proof. 1. First, we show that (v , w).L n( v, w) = 0. Let z E (v , w).L n(v , w) , then z = CJV + C2W 
for some c1,c 2 ER This yields th at z - c1v - c2w = 0, which impli es that w(z - c1v - c2w, y) = 0 
for ally E V. In particular, as w(z, w) = w(z, v) = 0, we have 
0 = w(z - c1v - c2w, w) = w(z, w) - c1w(v , w) - c2w(w, w) = - c1w(v , iv), 
0 = w(z - c1v - c2w,v) = w( z,v ) - c1w(v,v ) - c2w(w,v ) = -c2w (w ,v) . 
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As w( v, w) I= 0, thi s implies that c1 = c2 = 0 and hence z = 0. 
Next , we show that (v , w).L + (v , w) = V. Let z EV be arbitrary. As w(v , w) I= 0, we can let 
Z = Z - w( z, w) V - w(z ,v) W . Then 
w(v ,w ) w (w ,1:) 
_ ( w(z ,w) w(z, v) ) w(z ,w) w(z , v) 
w(z, v) = w z - - (-- )v - - (- -)w,v = w(z ,v) - - (-- )w(v , v) - - (-- )w(w ,v) = 0, 
wv , w ww,v wv,w ww , v 
and 
_ ( w(z, w) w(z , v) ) w(z,w) w(z, v) 
w(z ,w) = w z - - (-- )v - - (-- )w,w = w(z,w)- - (-- )w(v,w) - -(-- )w(w , w) = 0. 
wv , w ww,v wv,w ww ,v 
Thus z E ( v , w ).L and we can write z as 
_ w(z , w) w(z, v) 
z = z + --- v + --- w . 
w(v,w) w(w ,v) 
Th erefore (v ,w).L + (v, w) = V. 
2. Let z E (v , w).L. Then 
Thu s az E (v, w) .1. 
w(az, v) = - w(z, av) = - w(z ,µv) = - µw(z ,v) = 0, 
w(az , w) = - w(z, aw) = - w(z , - µw) = {tw(z, w) = 0. 
3. Let z E (v,w ).L be such th at w(z, y) = 0 for ally E (v,w ).L_ Th en as w(z,v ) = w(z,w) = 0, 
we have th at w(z, y) = 0 for ally E (v, w). But V = (v, w).L EB (v, w), so w(z, y) = 0 for a ll y E V . 
Thus z = 0 by th e non-degeneracy of won V. • 
This leads to a useful corollary. 
Corollary 2.3.13. If v, w is a cycle of generalized eigenvectors in K 0 such that w( v , w) I= 0, then 
the conclusion of Proposition 2.3.12 holds. 
Proof. Parts 1. and 3. hold for exactly the same reasons. It suffices to prove th at 2. hold s in 
this case. Note that if v, w is a cycle of generalized eigenvectors such that w(v, w) I= 0, th en v and 
w belong to a generalized eigenspace corresponding to the eigenvalue 0. 
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Let z E (v, w).L. Then 
w(az, v) = - w(z, av) = - w(z, 0) = 0, 
and 
w(az,w) = -w(z,aw ) = - w(z,v) = 0. 
Thus az E (v, w).L and we see that 2. hold s. • 
Note that Parts 1. and 3. of Proposition 2.3.12 actually hold for any pair of vector s, v, w E V 
such that w(v,w) i 0. We can then prove quite eas ily the following proposition. 
Proposition 2.3.14. The dimension of Ko is even and dim Kµ = dim K _ µ for allµ i 0. 
Proof. Let V = K 0 . If dim K0 = 0, then the result is trivial. Assume then that dim Ko > 0. We 
a lso have that dim K 0 i l , otherwise w is degenerate on Ko. Thu s dim Ko 2 2. 
Let v1 E Ko be nonzero , then as w is non -degenerate on Ko, there exists a nonzero W1 E I<o 
such that w( v1, wi) i 0. Then as parts 1. and 3. of Proposition 2.3.12 hold for v1 and w1, we have 
that 
and th at w is non-degenerat e on (v1, w1 ).L. Also note that dim(v1 , wi).L = dim Ko - 2. If dim(v1 , w1)-1. 
= 0 then we are clone. If dim(v 1 , wi).L f 0, th en it mus t be that dim( v1, w 1 ).L 2 2, otherwi se w is 
degenerate on Ko. 
Let v2 E (v1,w 1).L be nonzero , then as w is non-dege nerate on (v1,w 1)-1., th ere exists a non zero 
w2 E (v 1,wi).L such that w(v2 ,w2) i 0. Then, because of parts 1. and 3. of Propo sition 2.3.12, we 
can wr it e 
We cont inu e this process until it terminates . It is guaranteed to terminate because dim I<o < oo. 
Thus Ko is even dimensional. 
The proof that dim K µ = dim K - µ for all µ i 0 is almost identica l except that the Vi vectors 
come from Kµ and the Wi vectors come from K _ µ- Th en K µ EB K _µ decomposes into a direct sum 
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of subspaces eac h spanned by two vectors, one from Kµ and one from K - w Thi s put s a basis from 
K µ into one-to -one correspondence with a basis for IC µ and yields the result. • 
A fi11al lemma that will prove useful , particularly in finding the canonica l forms of a E sp(4 , JR), 
is t he following. 
Lemma 2.3.15. Any matrix in the following se ts of matrices in sp(2 , JR) or sp( 4 , JR) is not sym-
pleclically similar to the other matrix in the set to which it belongs. 
(l){a1 = (~ ~) , a2 = (~ ~
1
)} 
(2) { a3 = ( _
0
µ ri) , a4 = (~ -ci)} 
{ (" IQ ") (° 1 
0 
nl 0 0 0 1 0 0 0 (3) a5 = 0 0 0 O ' a6 = 0 0 0 0 0 - 1 0 0 0 - 1 
{ (° " 1 ") C 
µ - 1 
f)} - µ 0 0 1 - µ 0 0 (4) a7 = 0 0 0 ~ , as= ~ 0 0 
0 0 - µ 0 - µ 
Proof. F irst we prove that sp(2 , JR) = s[(2, JR). In two dimensions, J = ( ~I ~). Let b = 
( ci c
2) be an arbitr ary element of g[(2, IR). T hen forcing b to sat isfy th e defining symp lect ic 
C3 C4 
cond ition would yield th e equation 
(0 0) (CJ C3) ( 0 1) ( 0 1) (CJ 0 0 = C2 C4 - 1 0 + - 1 0 C3 
Solvin g thi s equ ation , we find that c4 = -c 1 , that is, b must be a trac e free matrix . Hence sp(2, IR) = 
s[(2, JR) and conseq uently, Sp(2, JR) = SL(2 , JR). 
To prove th at th e two matri ces in set (1) a re not symp lecti ca lly simil ar to each ot her first we 
will call the two matrices a 1 and a2, respective ly. Th en let A E GL(2 , JR) be arbitrary. Solvin g the 
equation A - 1a 1A = a2 is equivalent to solving a 1 A = Aa2 as long as we make the restr ict ion that 
det A f- 0. If A = ( ~~ :: ) , then this equa tion becomes 
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Thus in order to sa tisfy th e equ at ion A- 1a1A = a2 , A would have to have th e form 
with d 1 =fa 0, which always has nega tive dete rmin ant. As every element in Sp(2, R) = SL(2, R) has 
dete rminant I, no sympl ecti c group element can make the requir ed move. Thus a 1 and a2 are not 
sympl ect ica lly similar. 
Next we prove that the matrices in se t, (2) are symplect,ically dissimilar. Let A E GL(2, R) be 
arbitrary ju st as in the previous part. Again, the equati on A - I a3A = a4 is equival ent to solving 
a3A = Aa 4 if we require det A =I 0. Solving this equation , we obtain that A must have the form 
(:: !~J, which has the property that det A = - ((d 1 ) 2 + (d2)2). This is a nonpo siti ve value, 
which implies th at A <f Sp(2, R) because det A = I wheneve r A E Sp(2, R). Thus th ere is no 
sympl ect ic change of basis that will, by conju gat ion, move a3 to a4. 
In order to prove, that t he mat rices in set (3) are symp lect ica lly dissimilar , we let A E CL( 4, R) 










d2 d3 d,) ("' 
d2 d3 ~)(o l 0 
i) 0 0 1 d5 d6 d1 ds ds d6 d1 ds 0 0 0 0 0 0 dg cl10 du d12 dg d10 du d12 0 0 0 0 - 1 0 cl13 d11 di s dw d1 3 d14 di s d16 0 0 - 1 
("' d5 
d1 d, ) (0 d1 - d4 -d,) 
d~3 d14 cl15 d16 0 ds - ds - d6 
0 0 
- ~12 ~ 
dg - d12 - d10 
- dg - d10 - du d13 - dl6 - d11 
This implies that any invert ible linear tran sformation A that by conjugat ion will move a 5 to a6 is 
of the form 
If we requir e this matri x to sat isfy At J A = J so that it is a lso in the symplectic gro up , th en we get, 
aside from other thin gs, that (d1) 2 = - 1 and hence th ere is no real symplectic matrix that will, by 
conjugation, move a 5 to a5. 
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Fin ally, to prov e that the ma tri ces in set (4) are sy mpl ect ica lly diss imilar, we let A E GL(4 , IR) 
be a rbitrar y as above. We consider again the equation a7A = Aa s- Solvin g thi s equ ation , we have 
th a t any invertibl e matr ix A th at by conjugation will move a7 to as is of the form 
Requirin g this to sati sfy A1JA = J , will require, amongst other thin gs, th at (di) 2 + (d 2 ) 2 = - 1, 
which is imp ossible as d1 , d2 E JR. Th erefore the two m atri ces are sympl ecti cally dissimil ar. • 
We now have th e tools necess ar y to comput e th e canonical form s of a E sp(4 ,R ) . We will 
consider first those a that have rea l e igenvalues and th en th ose where one or more of th e eigenvalues 
are complex. We' ll classify accordin g to th e decomp os iti on of V into genera lized eigenspa ces of a 
when th e eigenvalues are real a nd Ve when some or a ll of them are compl ex. Th e cases will follow 
th ese nine decompos iti ons of V or Ve. 
l. V = K>. ffi K ->. ffi K,_, ffi ]{ _,_, wh ere A, /L E JR are bot h nonzero and /J. cJ ±>.. 
2. V = K >. ffi K ->. where ).. E R is nonzero. 
3 . V = K >. ffi K - >. ffi K 0 where >. E JR is nonzero. 
4. V = Ko-
5. Ve= K >. ffi K->. ffi K,_,; ffi K _,_,; where )..,µ E JR are bot h nonzero. 
6. Ve= Ko ffi K,_,; EB]{_,_,; where /J. E JR is nonzero . 
7. Ve = K , ffi K -, ffi K z ffi K -z wh ere z = >.. + µ i for some nonzero >., µ E JR. 
8. Ve = K ,_,; ffi K - µ i EB KT/; ffi K - T/i where µ , 1/ E JR are bot h nonzero and T/ cJ ±µ. 
9 . Ve= K,_,; EB]{ _ ,_,; where µ E R is nonzero. 
T his enum erates every possible decomp osition of V or Ve int o generalized eigenspace;, of a E sp(4 , JR). 
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2.3.2 .1 Case 1: V = K>. Efl K _>. EB Kµ Efl ICµ 
We also ass ume in this case that .X, µ E JR are both non zero and µ =J ±>-. As dim V = 4 it must 
be that each of these generalized eigens pa ces are one-dimensional. This impli es, of cou rse , that a is 
diagonalizable. 
Then pick eigenvecto rs v1 E K >. an d w 1 E K - >. suc h that w( VJ, WJ) =J O and decompose them 
out as in Proposition 2.3.12. Let v2 EKµ and w2 EK-µ· Then {v2 ,w 2} is a basis for (v 1,w i).1 and 
w( vz, w2) =JO by the non-degeneracy of w on (vi, wi).1. 
Make the additiona l change that if w( v1 , w 1) < 0, replace w 1 with -w 1 and relabel it as w1 . In 
this way, we can ensure that w( VJ, w 1) > 0. Do the same for w( v2, w2). Then we pick a basis , /3, for 
V cons isting of eigenvecto rs in the following way 
{ 
1 1 1 1 } /3 = --;c===V 1 , --;=== V2, ---;==== WI , --;=== W'> 
Jw(v1,w1) jw(v2,w2) jw(v 1, wi) jw(v2,w2) -
and relabel the vectors v;, Vz, w~, and Wz. Then /3 has the prop erties that w(v;,v;) = w(w; , w;) = 0 
and w(v;,w;) = 6;j - Thus the matrix 
W = (v; v' 2 w' I 
is in Sp(4,JR) as W 1JW = J. In this bas is, a is of form (1) pr esented in Th eorem 2.3.5 with>, =J ±µ 
2.3.2 .2 Case 2: V = K>.EBK - >. 
In this case, we also assume that .X E JR is nonz ero. Note that as dim K>. = dim K - >., both of 
these genera lized eigenspaces are of dimension two. 
If a is diagonalizable, then we proceed exact ly as in Case 1 withµ = ±>-depending on how the 
eigenvectors a re to be ordered. Then the real symp lect ic canonical form of a is of form (1) presented 
in Theorem 2.3.5 with µ = ±>-. 
On the other hand, if a is not diagonalizable, then either K>. conta ins a cycle of genera lized 
eigenvecto rs of length two or K _>. does . 
Lemma 2.3.16. K>. contains a cycle of generalized eigenvectors of length two if and on ly if K _>. 
contains one . 
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Proof: First , let v, v' E K" be a cycle of length two. Let w E K - J\ be an eigenvecto r, then by 
Proposition 2.3.11, w(w,v) = 0. Thus if K _" contains only eigenvectors , then w is degenerate as v 
is symp lecticall y ort hogonal to the entire space. As dim K - >-= 2, it must then contain a cycle of 
genera lized eigenvector s of length two. The converse is analogous. • 
As K >-and K - >-both contain a cycle of length two , let { v1, v2} be a cycle of generalized eigenvec-
tors in K .x and { w 1, w2 } be one in K-.x- Then each these sets forms a basis for its respect ive space. 
In addition, as v 1 is an eigenvecto r in K>. and w 1 is not the end vector in its cycle, we have by Propo-
sition 2.3.11 that w(vI ,w1) = 0, a nd by Corollary 2.3.8, w(v,,vz) = w(wI ,w2) = 0. This implies, as 
w is non-degenerate on K.x ffi K - >., that w(v1, w2 ) i O and w(v2, w1) i 0. It is, howeve r , possible that 
w(v2, w2) i 0. In that case, consider the cycle of genera lized eigenvectors { w1, w2 - w((v,,w,))w 1 }- If W V2,W1 
we relabe l the elements of this cycle as w; and w&, then it has the properties that w(v2, w;) = 0 and 
w(v I ,w; ) = w(v I ,w2) ln add ition , we have the following 
which impli es that w(vI ,w&) = - w(v2,wD. Thus ifw(v 1,w&) < 0 , then w(vz,w\) > 0. If thi s is 
th e case, then replace w& with - w& and relabel to guarantee that w(v I , w&) > 0 as well. Note now 
that aw&= - >..w; - w;. [f w(v 1,w&) > 0 then w(v 2,w;) < 0. In this case, rep lace w; with - w; and 
relabel to guarantee that w(v 2, wD > 0. Again , thi s will make aw& = - .-\w& - w;. After making 
eit her of these changes, we pick a new basis , /3, for V in the following way 
{ 
1 1 1 1 1 '} {J = --;====V t , -;c=:====;=;=V2, --;===Wz. ---:c=== W1 
Jw(vi,w&) Jw(vz,wD Jw(v1,w&) ' Jw(v2,w;) 
and relabel the vectors v'i', vr w~, and wI, respectively. Then the matrix 
w = ( v~ v~ w;' wn 
is such that wt JW = J and is in Sp(4, IR). In addition, in this basis, a is of form (3) presented in 
Theorem 2.3.5 with .,\ -f= 0. 
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2.3.2.3 Case 3: V = K;. (I) K - >-. EB Ko 
We also assume that >. E JR is nonzero. By Proposition 2.3.14, dim K 0 is even. Then we have 
here that dim Ko = 2 and dimK>-. = dimK _;. = 1. 
If a is diagonali zable, then these generalized eigenspaces consist only of eigenvectors and we 
proceed as in Case 1. In this case, the real symplectic canonica l form of a is form (I) from Theorem 
2.3.5 with µ = 0 and >. fc 0. 
If a is not diagonalizable , then Ko contains a cycle of generalized eigenvectors of length two. Let 
v 1 and w 1 be eigenvectors in K>-. and K->., respectively. Then w(v1,wi) =/= 0 and we can split them 
off as in Proposition 2.3.12. Pick a basis for (v1,wi).L = Ko, {v; ,w; } , such that the two vectors 
form a cycle of generalized eigenvectors of length two. We know that w( v;, w;) =/= 0 beca use w is 
non -degenerat e. As with the previous case if w( v 1, w 1 ) < 0, then replace w 1 with -w I and relab el. 
However, if w(v;, w;) < 0, we cannot replace w; so trivially. This is because if we change the sign 
of w;, then w(v;, w;) > 0 but aw; = - v; which by Lemma 2.3.15 is sy mpl ectically diss imil ar to the 
case when w(v;, w;) > 0 iu the first place. However, we still make the change so that w(v;, w;) > 0. 
Then we can pick a basis {J given by 
{ 
I I , 1 l '} {J = ----c=== =V 1, --;==== V2, --;==== W1, -:==== W2 
Jw(v 1,w1) Jw(v;,w&) ✓w(v,,wi) Jw(v;,w;) 
and relabel the vectors v~, v~, w~, and w~ , respectively. Then {J has the properti es that w( v;', v;') = 
w(w;',w _'f) = 0 and w(v;' , w;') = 6;j- Then the matrix 
W =(v;' w~) 
is in Sp( 4, IR.) as wt JW = J. In this basis, a is of form (2) presented in Theorem 2.3.5 with >. f= 0. 
2.3.2.4 Case 4: V = Ko 
ln this case, Ko is obviously of dimension four. 
If a is diagonalizable , then, as its only eigenvalue is 0, a is the zero transformation and is 
already in real symplectic canonical form , which is form (1) in Theorem 2.3.5 with >. = µ = 0. 
If a is not diagonalizable, then one of the following statements is true. 
l. There is a basis for K 0 consisting of three cycles of generalized eigenvectors, two of length one 
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and one of lengt h two. 
2. There is a basis for Ko consistin g of two cycles of genera lized eigenvecto rs of lengt h two. 
3. T here is a basis for Ko consisting of one cycle of genera lized eigenvectors of lengt h four. 
A basis for Ko consist ing of a cycle of lengt h three and a cycle of lengt h one is impo ss ible. To 
show this , let {v ,v ' ,v" } be a cycle of lengt h thr ee and let {w} be a cycle of lengt h one such 
that {v , v',v" , w} is a basis for Ko. Then , by Proposition 2.3.11 and th e non -degeneracy of w, 
w(v" , w) cp 0, and w(v , v") # 0. l\1oreover, wand v are symp lect ica lly orth ogona l to everyt hing else 
in the space and the nonzero vector v - :::t•.~:,\ w is symplectically ortho gonal to the entire space, 
which is imp ossible. 
If the first possibili ty is tru e, let a bas is for V be given by {VJ, w 1, v2, w2} where VJ and WJ are 
cyc les of genera lized eigenvectors of lengt h one and v2, w2 is a cycle of length two. Then w( v 1 , v2) = 0 
and w(wJ,v 2) = 0 beca use v2 is not th e end vector in its cycle.-T his impli es that if w(v 1 , wJ) = 0, 
t hen w(v 1,w 2) cp 0 because w is non-degenera te . But this tells us th at the nonzero vector u = 
v2 - ~l~~::~l v 1 is sy mplecti ca lly ort hogona l to the entire spac e. Th is, of course, ca nnot happen 
and hence w(v J, w 1) cp 0. T hen we follow the seco nd arg um ent in Case 3 to obta in t hat the real 
sy mp_leclic canonica l form of a is form (2) in Th eorem 2.3.5 with >-= 0. 
For th e second poss ib ility above , let {VJ. v2, w 1 , w2 } be a bas is for Ko such that VJ, v2 and 
w1,w 2 are cyc les o f generali zed eigenvecto rs. We know that w(v 1, wi) = 0 by Propo sition 2.3.1 1. If 
w(v 1, v2) = w(w 1,w2) = 0, then the second a rgume nt pres ented in Case 2 holds here as well. T his 
a llows >-= 0 in form (3) in Theorem 2.3.5. 
lf one of these values is nonzero , then order t he bas is so that w( v1 , v2) # 0. Then v1 and v2 
decompose off as in Corollary 2.3.13. Let { w;, w;} be a cycle of genera lized eigenvecto rs in (VJ, v2).1. 
T his implies that w( w~, w;) # 0 because of the non-degeneracy of w on (VJ, v2).1 and the fact that 
{w; ,w;} form a basis for (v 1 , v2 ).1. This gives us three possibilities , 
• w(v 1,v 2) > 0 and w(w;,w;) < 0. In which case, we replace w; with -w ; and relabe l it so 
that w( w;, w;) > 0. Making thi s chan ge will, however, result in aw; = -w ;. This possibility 
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includ es the insta nce where w ( v1, v2 ) < 0 and w (wi , w;) > 0 because we can ju st relabe l the 
vectors approp riat ely to get the desired condition. 
• w(v 1, v2) < 0 and w(wi , w;) < 0. In which case, we replace v2 and w; with - v2 and -w;, 
respec tiv ely, and relabel them so that w( v1 , v2 ) > 0 and w( w;, w;) > 0. However, thi s will 
resul t in av2 = - vi and aw; = - wi. 
By Lemma 2.3.15, none of these three possibilities are symp lect ica lly similar to any other one. 
However, t he secon d situati on is sympl ect ically similar to the canoni cal form presented in the last 
argument of Case 3 with A = 0. This is because a, in t he basis th e second case would produc e, is of 
t he form 
(~ ~ ~ ~l) 0 0 0 0 . 
0 0 0 0 

















However, as th e first aBd third possibilities are not sy mplect ically s imilar to th e seco nd oBe, they 
a re not similar to the canonica l form presented in Case 3 either. 
Thus in each remaining case, after making its out.lined corr ect ion , we pick a basi s, (3 for Ko in 
the following way 
{ 
1 1 , 1 l '} (3 = --;===V J. --;====W 1 ---====Vz. --;====W2 
Jw(v1,v2) ' Jw(w;,w~) ' Jw(v 1,v2 ) , Jw(w ; ,w;) 
and relabe l t he vectors v~, w;', v~, w~. Then the mat rix 
v" 2 w~) 
is in Sp(4,IR.) beca use W 1JW = J. In this basis, a is of form (4) in Theorem 2.3.5 . 
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Fin ally, in the third insta nce, where Ko has a basis consistin g of a cycle of generalized eigenvector 
of length four, we let { v1 , v2 , v3 , v4 } be a cycle of genera lized eigenvector s. Then this set also defines 
a basi s for Ko. We have, by Prop osition 2.3.11, that w(v 1, v2) = w(v 1, v3) = 0 and that w(v1, v4) i- 0. 
We also not e that 
implyin g as well that w(v2, v3) i- 0 and 
Next, we pick a new basis in the following mann er 
an d relabe l the vectors v i , v; , v3, and v~. This new basis is st ill a cycle of genera lized eigenvectors 
wit h a ll the properti es abov e, except that 
= 0 
If w( v; , v~) > 0, t hen w(v; , v3) < 0 a nd we replace v3 wit h - v3 and relab el. T his will yie ld that 
w( v i , v~) = w( v; , v3) > 0, but that a.v~ = - v!i and av(i = ~v ; On the ot her hand , if w( vi, v~) < 0, 
then w( v;, v3) > 0 and we replace v~ with - v~ and relabe l. T his gives us that w( v\ , v~) = w( v; , v3) > 
0, but that av~ = -v 3. We know by Lemma 2.3.15 that these two cases are not symp lect ica lly s imilar. 
Howeve r , we make whatever change is necessary to guarantee that w(v i , v~) = w(v; , v3) > 0. 
In eith er case, we pick a basis , (3, for V in the following way 
and rela bel the vectors v~, v~, vJ, and v;. Then the mat rix 
'¥ - (v" v" v" v") ' - I 2 3 4 
is such that W 1 JW = J and hence is in Sp( 4, IR). In this basis , a is of form (5) in Th eorem 2.3.5. 
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2.3.2.5 Case 5: Vc= K;. EBK - >.EDKµi EBK - µ; 
We a lso assume here that>.,µ E ~ are both nonzero. In this case, we note that a is diagonalizable 
over C and that each of the general ized eigenspaces in the decomposition of Ve is one-dim ensional. 
Let v1 E K:,. and w1 EK - >.- Then w(v 1,wi) f= 0, because w is non-degenerate on K:,. EB K - >., 
and v 1 and w 1 split off as in Proposition 2.3.12. Pick v2 E Kµi and w2 E K - µi such that W2 = Vz. 
Th en w(v2, w2) f= 0 again because of the non-degeneracy of won (v1 , wi)_j_ = Kµi EB K - µi· We pick 
two new vectors v; = v2 + w2 and w; = - i ( v2 - w2). The set { v;, wD is still a basis for K µi EB K - µi 
but the vectors are real. Moreover the set { v1, w1, v; , w;} forms a basis for V when considered over 
R In addition , 
a nd w(v; , w;) E ~ because v; and w; are real vectors. We also have that 
and 
If w(v 1 , w 1) < 0, then replace w 1 with - w 1 and relabel ju st as we've don e before. Also if 
w(v; , w;) < 0. then we will replace w2 with -w; and relab el. Whil e thi s will mak e w(v; , w; ) > 0, 
il will a lso have the effect that av2 = µw; and aw; = - µv; . We know by Lemm a 2.3.15 th a t th ese 
two cases a symplectically dissimilar , but we nonetheless make the change so that w(v2, w2) > 0. 
In either instan ce, after ensuring that w(vi,w 1) and w(v;,w;) are both positiv e, we pick a new 
basis , (], for V in the following way 
{ 
1 1 , 1 
{J = --;;= = =V1, --;==== V2, --;== = =W1, 
Jw(v1 ,w1) Jw(v 2,w2) Jw(v1 ,w1) 
and relabel th e vectors v7 , v;, w7, and w;. Then the matrix 
W - (v" v" v" v") - I 2 3 4 
is such that W 1 JW = J and hence W E Sp(4,R). In this basis, a is of form (6) in Theorem 2.3.5 
with ).. f= 0. We also assume µ > 0 to make a distinction between the dissimi lar cases. 
2.3.2.6 Case 6: Ve = Ko <BKµ; <B K - µi 
Also assum e in this section that µ E IR is non zero. Note that dim Ko 
dimK - 1,; = 1 as well. 
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2 and dimK µ; 
If a is diagonalizab le over IC, then we pro ceed as in Case 5, except that v 1 and w 1 are eigenvectors 
in Ko such that w(v 1 ,w i) f= 0. This will lead to form (6) in Th eorem 2.3.5 with>.= 0. 
On the other hand, if a is not dia gonalizab le over IC, then there ex ists a basis for K 0 consisti ng of 
a cycle of genera lized eigenvecto rs of length two. Let { v 1, w1} be a cycle of generalized eigenvectors 
in K 0 . Then t his set also forms a basis for Ko and it must be th at w( v 1, wi) f= 0 or w is degenerat e 
on K 0 . Thu s the span of these two vecto rs, K o, decomposes out as in Corollary 2.3.13 ilnd note 
that (v1 ,w 1).l = Kµ , EE) K -µi- Next let v2 E Kµ i and let w2 E K - µi be such th at w2 = v2. Then 
have the prop ert y that w(v; , w;) f= 0. Note that 
av; = - µ,w;, 
T he vectors {v1 ,w 1 ,v;,w; } now form a basis for V when considered as a vector space over IR. 
If w(v1, w 1 ) < 0, then we rep lace w1 with - w 1 and relabel so th at this value is guarant eed to 
be positive. However , this gives w1 th e prope rt y that aw1 = -v 1 . By Lemma 2.3. 15, we know that 
thi s is not sympl ect ically similar to the case where w(v 1,wi) > 0 in t.he first. place. Similarly, if 
w( v;, w;) < 0, t hen we repla.ce w; with -w; and relabe l so that thi s va lues is positiv e. Mak ing this 
change will yield the equat ions av; = µw; and aw; = - µ,v;. And again by Lemma 2.3.15 , thi s is not 
symp lectically sim ilar to the case where w( v;, w;) > 0 in the first plac e. After making the necessa ry 
cha nges, we pick a new basis, /3, for V , as follows 
a nd relabel the vectors v{, v; , w{ , and w~ . Then the matrix 
is such that wt JW = J and hence W E Sp(4, IR). In this basis , a is of form (7) in. Th eorem 2.3.5. 
We also assume that µ > 0 to make a distinction between the dissimilar cases. 
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2.3.2 .7 Case 7: Ve = K , © I<-,© K, © K -, 
In this sect ion, we also assume that z = .\ + µi for some .\ , µ E R such that .\, µ ,f. 0. Also it is 
clear that a is diagonalizable and that every generalized eigenspace of a in the decomposition of Ve 
is one-dimensional. Before we proceed furth er, we present a lemma th at will be helpful. 
Lemma 2.3.17. w(v , w) = w(v ,w ) f or all v,w E V. 
Proof. Let v,w E V. Then w(v,w) = v 1Jw = vtJw = w(v , w) . • 
Let v1 E K ,, v2 E K, , w 1 E K _., and w2 E K _, be eigenvectors such that v2 = v1 and 
w2 = w 1. Th en { v1, v2, w 1, w2} is a basis for Ve. In addition , w( v1, w 1) # 0 and w(v 2, w2) # 0 while 
any other pair in the basis is symplect ically orthogonal. From thi s basi s for Ve, we construct a bas is 
for V in the following way 
Note th at 
w(v 1, W1) = w(v1, wi) = w(v2 , w2) -
Let ~(x) an d ~(x) denote the real and imag ina ry parts of x, respect ively. It follows then th at 
and 
w(v ; , w;) = w(v 1 + V2, W1 + w2) = w(v 1, w i) + w(v1, w2) + w(v2, w i) + w(v2, w2) 
= w(v 1,w i) +w (v2,w2) = 2R(w(v 1,w i)) 
w(v;,w;) =w (-i (v 1 - v2), - i(w1 -w2 )) = -w(v 1 - v2, W1 - w2) 
= -w (v 1, wi) +w(v1,w2) +w(v2 , wi) - w(v2,w2) 
= - (w(v 1,w 1) +w(v2,w2)) = -w (v ;,w;) 
Also, we have that 
w(v ; , w;) = w(v 1 + v2, - i(w1 - w2)) = - iw(v 1, wi) + iw(v1, w2) - iw(v2, wi) + iw( v2, w2) 
= - i (w(v1 , wi) - w(v2, w2)) = 28'(w(v1, wi)) 
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and 
Furth ermore , we hav e that 
a nd similar ly 
aw; = - µw; - >.w;. 
Asw(v 1,w1) =/ 0, we know that eith er ~(w(v 1,wi)) =/ 0, or ~( w(v1,wi) ) = 0 and ~(w(v 1,w 1)) # 
o. 
If ~(w(v1,wi)) =/ 0, then let 
T he set { v;', v~, w\', w~} is still a bas is for V and has th e following properti es 
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and w(v;', vn = w(w~,w2) = 0. Clearly , as w is non-degenerate , w(v ;1,w;1) = - w(v2,w2) =/= 0. In 
ad diti on, 
and as w~ = w; and w2 = w;, th eir relat ionship remains unchan ged. 
If R(w(v 1 ,wi)) = 0, then <s(w(v1,wi)) =/= 0. Thi s implies that w(v;,w;) = w(v; ,w;) = 0 and 
w(v;,w; ) = w(v; ,w ;) =/ 0. Let 
T he set { v;', v2, w~, wf} is still a bas is for V and has the prop erti es that 
and w(v;',v 2) = w(w;',w2) = 0. Then w(v;', wn = - w(v2,w2) =/= 0. In additio n , 
av;' = a(v; + v;) = >-v; - µv; + µv; + >-v; = >-v;' - J.wi, 
avi = a(v; - v;) = µv; + >-v; - >-v; + µv; = µv;' + >-vr 
and similarly 
aw;'= - Aw~+ µwi , 
In either case, we know that w( v;', w{) = -w( v~, w2) =/= 0. If w( v;' , w{) < 0, then w( v2, w2) > 0 
and we rep lace w~ with -w;' and relabel. This will make both values positive , but will yield that 
aw~ = - >-w1 - µw2 and aw2 = µw;' - AW2,-On th e other hand, if w( v;'' wn > 0, then w( V2' w2) < 0 
and we repl ace w2 with -w 2 and relabe l. This will again make both values positive but will y ield 
that aw;'= - >-w;' - µw2 and aw; = µw~ - AW2-
43 
After thi s final change, we pick a new basis, (J, for V as follows 
and relab el the vectors v{' , vt, wt , and wt , respectively . This impli es that the matrix 
w = (vt v~' vt vn 
is in Sp( 4, JR) as wt JW = J. In this basis, a is of form (8) in Theorem 2.3.5 with .X i- 0. 
2.3.2 .8 Case 8: Ve = Kµ; EB K - µi EB K.,,; EfJ K _.,,; 
Also we assum e thatµ, TJ E IR are both non zero and TJ i- ±µ. Let v1 E K 1,;, then v2 = v1 E K _,,, . 
We are guarante ed that w(v 1, v2) i- 0. This pair then decomposes out according to Proposition 
2.3.12. However , not e that (v1, v2)_1_ = K 11; EfJ K _.,,;. Let w1 E K,.,;, t hen w2 = w1 E K - ryi and we are 
aga in guaranteed that w(w 1, w2) i- 0. In addition , every pair of vector s from the set { v 1, v2 , w1 , W2} 
ot her than v1, v2 and w 1 , w2 are symplectically orthogonal. Moreover , thi s set forms a basis for Ve. 
Let 
th en the set { v;, v;, w;, w;} forms a basis for V over IR such that 
and w(v; , v;) i- 0 and w(w;,w;) i- 0. 
If w(v;, v; ) < 0, then replace v; with - v2 and relabel so that w( v ; , v2) > 0. Doing this will, 
however , yield that av; = µ v2 and av; = - µv 2. By Lemma 2.3.15 , thi s is not symp lecticall y simi lar 
to the case where w( v;, v;) > 0 in the first place. The same can be sa id for w; and w2. 
After making the necessary changes, we pick a new basis, (J, for V as follows 
{ 
1 , 1 , 1 , 1 '} = ---:====V ---:==== W --,====V -==== W 
(J Jw(v; , v;) 
1




' Jw(w; , w;) 
2
and relabel the vectors {vi', w;', v~, w~}. Then the matrix 
is in Sp(4, JR) as wt JW = J. In this base a is of form (9) in Theorem 2.3.5 with T/ i- ±µ , TJ, µ i- 0. 
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2. 3.2.9 Case 9: Ve_= K 1,; Q) K - µi 
Also ass um e thatµ E IR is nonze ro . Not e th at dim Kµ ; = dim K - µ i· 
If a is di ago naliza ble, th en let v1 E K 1, ;, th en v2 = v i E K - ,ti- If w(v 1, v2) = 0, t hen we let 
w 1 E K - µi and pi ck w2 = w 1 E K 1,; such th at W1 =J. v2, and we a re guarant eed th a t w(v 1, w 1) f= 0 
and w(v 2, w 2) =J. 0 . We a lso know th at w (v 1, w2) = w( w 1,v2 ) = 0 beca use v 1,w2 E K µ; and 
w (v 1, wi) = w (v i , w i) = w( v2, w2), 
Let 
T hen we have th at 
Fu rt hermore, 
w (w 1,w2 ) _ w (w 1,w2 ) _ w(w 1,w2) 1 w ~ = W1 - ---'---'-'- V2 = W 1 - ---- v2 = Wz + __:_~;__:'-'-V 1 = W2 
2w(v2, w2) 2w (v2,w 2) 2w (v 1, w i) 
Re label w~ an d w; as w 1 and w2 and t hen procee d pr ecisely as in Case 7. T his a llows ,\ = 0 i~ form 
(8) of T heorem 2.3.5. 
Now if w( v1 , v2 ) f= 0, t hen th ese two deco mp ose out acco rdin g to P ropositi on 2.3.12 and we pick 
w 1 E K µ; and w2 = w 1 E K - µi such t hat w 1 f= v 1. T hen w (w 1, w2) =J. 0 and we procee d p recise ly 
as in Case 8. Thi s a llows TJ = µ in form (9) of Th eorem 2.3 .5. Howeve r , we must s till requi re Lha t 
T/ =J. - µ beca use th e following thr ee mat rices in sp( 4, JR), 
a,~(~ 0 - µ ') (° 0 µ ~µ) 0 0 µ 0 0 0 0 0 0 ' a 2 = - µ 0 0 0 ' a 3 = 
- µ 0 0 0 µ 0 0 




A1 = 0 0 
0 0 
0 0) ( l   1 
0 1 ' A 2 = - 1 
















0 - µ 
i) 
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If a is not diagonalizabl e, th en eith er Kµ ; contain s a cycle of generalized eigenvecto rs of length 
two or K _1,; does. However , Lemma 2.3.16 shows, in fact , that th ey both do. 
Let {v1,v 2} be a cycle of generali zed eigenvector s in Kµ; , th en {w1 = vi",w2 = v2} is a cycle of 
genera lized eige11ved ors in K - µi . 
By Propo sition 1.10 and th e non -degeneracy of w, we know t hat w(v 1,w 2) fc 0, w(v2,wi) # 0, 
a nd w( v1 , wi) = 0. In fact , we have 
which implies that w(v1, w2) = - w(v2,w 1) . With th is information, we pick a new ba sis for Ve as 
follows 
As the se four vectors are real, th ey act ually form a basis for V . In addition , we have tha t 
av; = - µw;, aw; =µv;, av;= - 1-nu;+v ;, aw;= J.lv;+w;. 
We also have the following 
However, it is possible th at w(v~, w;) is nonzero. To fix thi s pot ential probl em, we pi ck another new 
bas is for V in the following way 
w~ = w;, 
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T he set { v;', v2, w;\ wn st ill forms a basi s for V, but now 
= o. 
In addition , 
an d 
Finally , w(v;', w2) = w(v 2 , w;') = 0 and w(v;', v2) = w(v;, v; ) = w(w; , w~) = w (w;', w2). 
If w(v { ,v 2) = w(w;',w 2) < 0, then rep lace the vectors v2 and w2 with -v 2 , and - w2 , respec-
tiv ely an d relabe l. This will make t he values in quest ion positive, but will result in 
Lemma 2.3.15 shows, however, t hat thi s case is not symp lect ica lly similar to th e case where w(v{, v2) 
= w( w;', w2) > 0 in the first place. But we still make th e change to guarantee th at w( v;', v2) = 
w(w{,w2 ) > 0. 
After rnaki11g the ap propri ate changes, wc ca11 pick a final basis for V , /3, as follows 
and relabel the vector s v;", w;", vt, and w2'. Then th e matrix 
W - (v'" w"' v'" w'") - I I 2 2 
is in Sp( 4, IR.) because wi JW = J. In thi s basi s, a is of form (10) in Th eorem 2.3.5 . 
This covers all of th e po ssible cases of a E sp{4, IR.) and completes the proof of Theor em 2.3.5. 
2.3.3 Ca nonical Forms of Matric es m a Nonstandard 
Repr esentation of so(3 , l , IR:) 
Let V = IR:4 . Let J1 , Jz E GL(V) be given as 
J, ~ (: 
0 1 




0 - 1 
1 0 
0 0 
Note that J 1 and J 2 are skew-symmet ric and have th e prop erty that J;2 = - /4 , where / 4 denotes 
the 4 x 4 identit y. Let fJ ( Jz) be defined by 
fJ(h) = {a E Hom(V, V) I a1J; + Jia = 0 for all i E {l, 2} }. 
Clea rly fJ(J2 ) is a suba lgebra of sp( 4, IR:) as J 1 is the J used in the sect ion on sp( 4, IR:). Th is is why 
we use the nota tion fJ(h) to denote it ; that is , it is the sub algebra , fJ, of sp(4 , JR) whose eleme nt s are 
also skew-symmetric about the matrix )z. As such, many of our proofs will refer to those in that 
sect ion . 
However , before we get sta rt ed, we should note a few interesting properti es of fJ(h). Let D1 
be an arbitrar y 4 x 4 matrix. Then we ca n use Maple to so lve the equat ion D\ J; + J;D 1 = 0 for all 
i E {l,2}. Doing so will force D 1 to be of th e form 
D1 = (~ -~t)' 
wit h A, B, C all 2 x 2 matrices such that A = ( ~ -;/) and B and Ca re tra ce-free symmet ric. T his 




- 1 0 
~} (! 
0 0 








0 0 0 0 0 1 
1 0 0 0 0 , 0 0 
0 0 0 0 0 0 0 
Label these elements X 1 , .. . , X6 . As the Lie bra cket in a m at rix Lie algebra is given by the commu -
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ta Lor, then using thi s basis, the Lie algebra IJ(Jz) has the multiplication tabl e 
x, X2 X3 
X1 0 0 -2X3 
X2 0 0 2X4 
X3 2X3 - 2X4 0 
X4 2X4 2X3 0 
Xs - 2X5 -2X5 X1 
x6 - 2X6 2Xs X2 
We mak e the change of basis 
In this basis , the multiplication table becomes 
Y1 Y2 Y3 
Y1 0 - Y4 - Ys 
Y2 Y4 0 - Y6 
Y3 Ys Y5 0 
Y4 Y2 - Yi 0 
Y5 Y3 0 - Yi 
Y5 0 Y3 - Y2 
X4 X5 
- 2X4 2Xs 
- 2X3 2X6 
0 - Xi 
0 X2 
- X2 0 
X1 0 
Y4 Ys 




- Y6 0 









Y3 = 4 (X3 - X4 + Xs - X5) , 
1 









We will show Lhat thi s is th e multiplication table for so(3 , 1, IR) and hence IJ(h) is a repr esent ation 
of so(3 , 1, IR). We will call th is representat ion p1 . We will also show that p 1 is not equivalent to the 
sta nda rd repr esentation of so(3 , 1, IR). 
Let p2 denote th e standard representation of so(3 , 1, JR), which consists of tho se matric es th at 
are skew-symmetri c about th e matrix 
(
- 1 0 0 0) 
0 1 0 0 
M = 0 0 1 0 ' 
0 0 0 1 
th a t is, it consists of those matrices, a, such that at M + Ma = 0. Let D2 be an arbitrary 4 x 4 
matrix . Th en we use Maple to solve the equation D;M + M D2 = 0. We find th en that to satisfy 
th e equatio n, D2 must be of the form 
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i), 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
(! 
0 0 
!) · (! 
0 0 ~!) (! 
0 0 n 0 - 1 0 0 0 0 1 0 0 0 0 , 0 0 0 0 1 0 0 0 1 
Call the se elements 1 1, ... , 'YB, respectively. If we compute the multipli cat ion tab le of thi s Lie algebra 
in thi s basis , we will obtain the second multiplic at iou table given in th is sec tion. Thu s, as abstract 
Lie algebras the se two repr esent ation s are isomorphi c. Thi s shows that p 1 is a represent at ion of 
so(3 , l ,IR). But p1 and p2 are not equivalent as there exists no T E GL( IR
4
) suc h that T op 1 = p2 oT. 
We show this by prov ing the equivalent stat ement that th ere exists no invertibl e 4 x 4 mat rix T such 
that TY; = 1;T for 1 '.':'.: i '.':'.: 6. Let T be an ar bitr ary 4 x 4 matrix. Then we use 1\-Iaple to solve the 
syste m TY; = 1;T for 1 S i '.':'.: 6, which yields that T = 0. Hence p 1 a nd P2 a re not equ ivalent. 
As the two representations arc not equivalent , we can not rely on the classification of the canonical 
forms of mat rices in p2 to discover those canoni cal form s of th e matrices in the repre sentation of p 1 , 
that is, the canon ical forms of mat rices in 1J(J2 ). Instea d we find these ca nonica l forms direc tly. We 
begin by proving a few facts abo ut IJ(h). 
Le mma 2.3.18. Let a E IJ(J2 ). Then a1 E !J(h ). 
Proof. If a E IJ(J2 ) , th en a1J 1 + J 1a = ath +ha= 0. For either case, multip ly on th e left 
by J; to obtain J;a 1 J; - a= 0. Then multiply on th e right by J ;: - J;a1 - aJi = 0 or equival ent ly 
Define w;: V x V -> IR by w;(x , y) = x 1J;y for all x,y E V and i E {1, 2}. Th en th ew; are 
a pair of sympledic forms . Th ey can also be viewed as map s Ve x Ve -> IC with th e same rul es of 
ass ignment . 
Proposition 2.3.19 . Thes e fonns , w; : V x V -> IR (w; Vex Ve -> IC} f or i E {l , 2}, are 
non-degenerate skew-symmetric bilinear fonn s on V (Ve)-
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Proof. From their construction, they are clearly bilinear over IR or C. To prove skew-symmetry , 
we not e that as w;(x, y) can be viewed as a 1 x 1 matrix, we have that (w;(x, y))I = w;(x, y). Then, 
as Jf = - J;, this yields that for i E { 1, 2} 
w;(x, y) = (w;(x, y)/ = (xt J;y/ = yt Jfx = - yt J;x = -w ;(y, x). 
Finally , to prove non-degeneracy, let z EV be such that w;(z , y) = z 1J;y = 0 for a lly E V for some 
i E {1, 2}. As both J; are invertible , each has zero kernel , thus z = 0. • 
We will always denote these symplectic forms by simply w 1 or w2 as it will be clear from the 
context whether we mean the complex or real form. 
Proposition 2.3.20. The forms w1 and w2 have the following properties for all x, y E V. 
1. w1(hx,y) = w1(x,hy) = -w 2(J1x,y) = - w2(x,J1y). 
2. w;(J;x, y) = - w;(x , J;y) for all i E {l , 2}. 
3. w;(Jihx, y) = w;(x, JihY) = - w;(hJix, y) = - w;(x , hJ1y) for all i E {l , 2}. 
Proof. Fir st note that J 1 h = - hJ 1. Let x, y E V. Then we have that 
w1(x , J2y) = xt J1hY = --x 1hJ1y = (hx)1J1y = w1(,hx,y), 
w2(J1x, y) = (Jix)t hy = -xt J1hY = xthJ 1y = w2(x, J1y) , 
wi (x , hy) = xtJ1hY = - (J1x/hy = - w2(J1x,y). 
Also we have , for a ll i E {l, 2}, that 
w;(J;x, y) = (J;x/ Jiy = -xt J;J;y = -w ;(x, J;y). 
The third statement is a direct consequence of the previous two and the fact that J 1J2 = - J2J1. • 
Now we define the group prc>-Serving J 1h. This group, which we will call H(h) is defined as 
H(h) = {A E GL(V) I w;(Ax , Ay) = w;(x, y) for all i E {l , 2} }. 
That is, it is the group that preserves the symplectic forms . 
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Lemma 2.3.21. a E ry(h) if and only if w;(ax, y) = -w; (x , ay) for all x, y E V and i E {1, 2} . 
A E H(J 2 ) if an only if At J;A = J; for all i E {1, 2}. 
Proof. As a E ry(h) , we have that at J; + J;a = 0 for all i E {l , 2}. Let x, y E V . This gives us 
that for all i E { 1, 2} 
Next assume th at w;(ax,y) = - w;(x,ay) for all x,y EV and i E {1,2}. Then 
w;(ax , y) = -w;(x,ay) 
(ax)tJ;y = -x tJ;ay 
for all i E {l, 2}. As this is true for all x, y E V , this implies that at J; = - J;a or equivalently that 
atJ; + J ;a = 0. Hence a E ry(h) . 
To prov e the statement about H(h) , first assume that A E H(h ). Then for a ll i E {1, 2} 
w;(Ax , Ay) = w;(x,y) 
(Ax/ J;Ay = xt J;y 
xt At J;Ay = xt J;y 
As thi s is tru e for all x, y E V , we see that At J;A = J; . 
If we assu me first that At J;A = J; , then A clearly preserv es the symp lect ic forms and hence 
A E H(h) . • 
We now wish to conjugate a E sp(2n, IR) by an arbitrary element A E Sp(2n, IR), that is, A - 1aA. 
Le mma 2.3.22. If a E ry(h) and A E H(J2) , then A - 1aA E ry(h). 
Proof. If A E H(h), then w;(Ax, y) = w;(A - 1 Ax, A- 1y) = w;(x, A- 1y). This yields 
w;(A- 1aAx, y) = w;(aAx, Ay) = - w;(Ax, aAy) = -w; (x, A - 1aAy) . 
Then by Lemma 2.3.21, A - 1aA E 9(J2) . • 
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If a1, a2 E 9(h) are such that A-
1a1A = a2 for some A E H(h) , we say that a1 and a2 are 
9-symplectically similar. 
This naturall y brings up the question: what kind of canonical forms could a E 9( J 2) have if this 
were the only kind of change of basis allowed? The result is as follows. 
Theorem 2.3.23 . Let a E 9(h) , then a is 9 -sympl ectically similar to one of the follo wii n threr 
ma trices. We call this the real 9-symplectic canonical form of the matrix . 
(" 0 ~),AER, (° 0 1 _ol) (1) 0 >, 0 (2) 0  0 0 0 - >.. 0 0 0 0 ' 
0 0 0 - >.. 0 0 0 0 
(3) 0" E/1, 0 ,~) )._ 2". 0, )._ 0 0 - >.. µ, > 0, E2 = 1. 
0 -E /1, - >.. 
The remaind er of this scctio11 is the proof of this theorem. \Ve present first so111e preliminary 
facts that will allow us to do so . 
Lemma 2.3.24 . Let a E 9(h) and let>. be an eigenvalu e of a. Then - >. is also an eigenvalue of a. 
Proof. As 9(J 2) c:;; sp(4 , IR), this result follows by Lemma 2.3.6. • 
Le mma 2.3.25. If v E- V is an eigenvector of a E IJ(h) correspon ding to the eigenvalue >., then 
J 1J2v is as well. Furthermore, if v and J 1hv are linearly depend ent , then v = ±i J1J2 v. This 
implies that if vis real, then v and J 1hv are linear ly independen t. Finally, if v = ± iJ 1hv and we 
Proof. If v E V is an eigenvector of a E 9(J 2) corresponding to th e eigenvalue >. E IC, then 
av = >.v. Also by Lemma 2.3.18, a1 E 9(h)- Thi s yields that 
13efore we go on, note that (J 1 h) 2 = - hJ 1 J1h = -h Assum e that v and J1hv are linearly 
depend ent . Then consider the equation 
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Multip ly on the le ft by J1h-
Then we see that c1J 1J2 v = c2 v. Now multiply th e or igina l equat ion by CJ and make thi s subst itu -
ti on. 
As v =/ 0, this impli es that (cJ)2 + (c2)2 = 0 or equiva lently that c2 = ±c 1i. Thus if v and J JJ2v 
are linearly depen dent, th en v = ±i JJ J2v (simply let CJ = I). If v is rea l, then CJ, c2 E !Ft and we 
see that CJ == c2 = 0 . 
If vis complex, t hen we can write v = u + iw where u, w E V. If c2 = ±c 1i , th en let c , == I and 
we obta in that ±iJJhv = v . This y ields the following 
±i J1hv = v 
,  
Th is implies lh at w = ± JiJ 2u. T hen w == ± J 1 )zu a nd we can writ e v = u ± iJ J )zu. • 
Lemma 2.3.26. If { v1 , . . . , vk} is a cycle of gene ralized eigenvectors correspon ding lo >.. E IC, then 
Proof. First, not e th at if { v1 , ... , vk} is a cycle of generalized eigenvector s corr espo ndin g to 
>..EC, lhen, by definition , vi= (a - >..Inl -iv k for all 1 :S i :S k. 
We now pro ceed by induction if k = I , then by Lemma 2.3.25, if VJ is an eigenvecto r then so is 
Ji Jzv J and th e statement holds. 
Assume th at th e statement is tru e for k == m. 
Finally let k = m + 1, that is {VJ, ... , Vm+J} is a cycle of gene ra lized eigenvectors. Th en 
{VJ, .. . , vm} is a cycle of genera lized eigenvectors of leng th m. Thus , by assum pti on , { JJ Jzv 1, .•. , 
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J 1h vm} is a cycle of ge neralized eigenvectors of lengt h m as well. Thi s impli es that J 1 h v; = 
(a - Mn)m - iJ1 J2Vm-
As { v 1 , ... , Vm+ i} is a cycle, then we have th at Vm = (a - M )vm+ l . This implies 
(a - )..Jn)J1h Vm+! = (aJ 1h - )..JnJ1J 2)Vm+l = ( - J1ath - J1h()..Jn)) Vm+I 
This yields that 
(2.1) 
= (J1J2a - J1h(M n)) Vm+! = J1h ((a - M n)Vm+i) = Jih vm-
J ihv; = (a - )..fnJ"' - i J1hVm = (a - M nJ"' - i(a - )..Jn)J1hVm+1 
= (a - )..fn)m+! - iJ1hVm+I· 
Hence {J1h v 1, ... , J1 hvm+d is a cycle of genera lized eigenvectors. Th erefore, by indu ction , t he 
state ment holds for all k E N. Note that if v1 and J 1]zv 1 are linearly independent, then th ese cycles 
are linea rly independent of each ot her. • 
We know thal th e characte rist ic polynomi al of a a lways splits over IC, thus we have that the 
comp lexification of V , Ve, is th e direct sum of th e genera lized eigenspac es of a. This a llows us to 
write Ve in th e following manner 
Ve = Ko EB K>..1 EB K - >..1 $ K>.., e K _>.., EB··· EB K> .• EB I <->... 
where J ::; k ::; n , K 11 is the genera lized eigens"i\a:ce conespo ndin g to the eigenvalu e /.L, )..; # 0 for all 
i, and t he )..i are dist inct and such that )..i # - }..j for a ny pair i , j. Nole t hat if all the eigenva lues of 
a are real , th en its characte ristic polyno mial split s over IR and V decompo ses in the mann er a bove 
where all the summ ands are subspaces over IR. 
Proposition 2.3 .27. Ifµ # - r,, then K 11 and K 1, are f-J-symp lectica lly orthogonal to each other. 
That is, w;(K,.,, Kµ) = 0 . 
Proof. K,., and Kµ are orthogonal with respect to w 1 by Lemma 2.3.7. The proof that th ey are 
orthogonal with respect to w2 is analogous to the proof of that lemm a. • 
Not e that the above propo sition is true if ·,, = 0. However, if 11 # 0, th en this leads imm ed iate ly 
to a useful corollary. 
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Corollary 2.3.28. If TJ # 0, then Kr1 is IJ-symplectically orthogonal to itself. 
Proposition 2.3.29. For i E {l, 2}, w; is non-degenerate on K,, EB K _ µ for allµ =/ 0. In addition, 
w; is non -degenerat e on Ko. 
Proof. As IJ(h) <:::: .sp( 4, IR), then by Proposition 2.3.9, this result is clear for w1. Th e proof for 
w2 is analogous to the proof of that proposition. • 
Corollary 2.3.30. Ifv E Kµ is nonzero , then there exists a nonzerow1 E K - µ such thatw1(v,w1) =/ 
0 and a nonzero w2 EK_µ such that w2(v , w2) # 0. 
Proof: The existence of w1 is guaranteed by Corollary 2.3.10. The proof of th e exis tence of w2 
is a nalogou s to th e proof of that coro llary. Note that it is possible th a t w2 = Wt. • 
We can say a little more when v E K 1, is an eigenvector. 
Proposition 2.3.31. If v E K1, is an eigenv ector and w E K - µ such that w1 (v , w) =/ 0 orw2(v, w) # 
0, then w is the end vector in any cycle of generalized eigenvectors to whi ch it belongs. 
Proof. As IJ(Jz) <:::: .sp(4, IR), thi s is tru e for Wt by Propo sition 2.3 .11. Th e proof for w2 is 
a nalogous to the proof of that propo siti on. • 
Proposition 2.3.32. Th e dimensi on of Ko is even and dim Kµ = dim K - µ for all non zero µ E C. 
Mor eover, ifµ ER, then dim Ku is even. 
Proof. As IJ(h) <:::: .sp( 4, IR), the first two prop erties follow immediately. 
Let µ E IR. If dim K µ = 0, then we are done . Assume then that dim K µ # 0. Let { v1, . . . , Vk} <:::: 
K µ be a cycle of generali zed eigenvectors. Then by Lemma 2.3.26, { J 1 hvt, ... , J1 hvk} is also a 
cycle of generalized eigenvectors. Furthermor e, As the v; are real vectors , then by Lemma 2.3.25, v1 
an d J 1 hv 1 are linea rly independent am1 hence their entire cycles ar e lin ea rly independent of each 
other. Therefore every cycle of genera lized eigenvectors is paired with another cycle of genera lized 
eigenvectors of the same length to which it is linearly independ ent. As there exists a basis for Kµ 
cons isting of disjoint cycles of generalized eigenvectors of a, we have that dim Kµ must be even. • 
56 
Lemma 2.3.33. Let µi be an eigenva lue of a E IJ(Jz). · Then dim Kµ; = 2 and a is diagonalizable . 
Proof. As dim K - µi = dim K 1, ; and dim V = 4, then clear ly dim K,,; :S 2. 
Now assume to the contrary the dim Kµ; = l. Let VJ E K 1,; be nonzero . By Lemma 2.3.25 
and as dim K µi = 1, we have that v 1 and J J JzvJ must be linearly dependent and consequent ly 
v1 = ±iJ JJz v1. Assume first that v 1 = iJ 1J2v1. Then by the same lemma, we can write v1 = 
u + iJ 1 J 2u for some rea l vector u. This impli es that v2 = u - iJ 1 Jzu E K - µi· In add iti on, as 
dimK _µi = dimKµ; , we have that {v1,v 2 } is a basis for Kµ; EBK- 1,;. However, for j E {1,2 }, we 
have by Lemma 2.3.20 that 
This impli es that w1 is degenerate on K 1,; EB K - ,,; contrad ict ing Proposition 2.3 .29. By a simila r 
argument the same result can be shown if VJ = - iJ 1Jzv 1 . Thus dim Kµ; 2: 2 and consequent ly 
dimKµ; = 2. 
Next we show that a is diagonali za ble. As dim Kµ; = dim K - µi = 2, we have that V = 
K
1
,; EB K _
1
,;. Thus if a is not dia gonaliza ble, then there exists a basis for K 1,; consisting of a cyc le 
of genera lized eigenvector s of length two. Let { v1 , v2 } be such a cycle. Then, by Lemma 2.3.26 , 
{ J 1 Jzv 1, .J 1 Jzv2} is a lso a cycle of gene ralized eigenvecto rs in K 1,;. However , as dim K 1,; = 2, this 
implie s t hat v1 and J1 Jzv 1 are linearly depend ent and hence V2 and J 1 J2v2 are as well. By Lemma 
2.3.25, we have then that v1 = ±iJ1Jzv 1. 
genera lized eigenvectors. This is because if 112 = -iJ 1 Jzv2 , then 
which impli es that 
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eigenvectors in K - ,,i· For j E {1, 2}, we have by Corollary 2.3 .28 that wj(v1 ,v2 ) = 0 and by 
Proposition 2.3.31 that Wj(v 1,w 1) = 0. However, we also have by Lemma 2.3.20 that 
As v
1 
cf 0, this implies that Wj is degenerate on V, which is impossibl e. By a simi lar argument, we 
get the sa me resu lt if vi = - i J1 hv 1 . Therefor e a is diagonali zable. • 
Lemma 2.3.34. Th e following two matrices in 9(J 2) are nol lJ-sympleclica lly similar for all.\ , fL f= 0. 
C 
µ 0 !), a, ~ (i - µ 0 1µ) - µ .\ 0 .\ 0 a1 = ~ 0 - .\ 0 - .\ 
0 - Jl - .\ 0 /l - .\ 
Proof: We prov e this by showing that the equat ion a rA = Aa 2 has no solution in H(h). Let 
A E GL(V) be given by 
C' 
d2 d3 ~) A = d5 d6 d1 ds 
dg d,o d11 d,2 . 
d13 d14 d15 d16 
By requirin g A to sa tisfy t he equation above , we find that A must have th e form 
0 ) 0 
d12 . 
- d11 
However , if we also requir e A to be an element in H(h) , that is, require it to satisfy th e additional 
equations A 1J;A = J; for all i E {1, 2}, then we get, amongst other things , that d1d11 + d2d12 is 
equal to both 1 and -1, which is, of course, impossible. Thus there is no solution to a1 A = Aa 2 in 
H(J2) and consequently a 1 and a2 are not 9-symp lectically similar. • 
We now have th e tools necessary to compute the cano nical forms of a E 9(h). We will consider 
first tho se a that have rea l eigenvalu es and then those where one or more of the eigenvalu es are 
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complex. We will classify according to the decomposition of V into genera lized eigenspaces of a 
when the eigenva lues are real and Ve when some or all of them are complex. The cases will follow 
these four decompositions of V or Ve. 
l. V = K>. EB K ->. where>. E JR is nonzero. 
2. V = Ko. 
3. Ve= Kz EB K _, EB K2 EB K_ , where z = >. + µi for some>.,µ E JR such that>.,µ > 0. 
4. Ve = K µi EB K -µ i where µ E JR is positiv e. 
By Propo sition 2.3.32 and Lemma 2.3.33, thi s enumerat es every possible decompo sition of V or Ve 
into generalized eigenspaces of a E ~(J2 ). 
2.3.3. l Cas e 1: V = K>. EB K - >. 
Also assume that,\ E JR is non zero . We know , by Prop ositi on 2.3.32, that dim K>. = dim K ->. = 
2 and, by Lemma 2.3.25, K>. and K - >. must contain at leas t two dim ensions of eigenvectors . Thu s 
K>,. and K _ >. contain only eigenvectors and hence a is diagonaliza ble. 
Let v1 E K >., then by Coro llary 2.3.30, th ere exists a w1 E K - >. such that w1 (v1, w t) =/= 0. Let 
v2 = J1 hvi a nd w2 = J1hw1 . Then by Lemma 2.3.25, v2 and w2 a re eigenvecto rs of a correspond ing 
lo ,\ and - >., respectively, and are linearly ind ependent of v1 a nd w 1 . Then the set { v 1 , v2, w 1, w2} 
is a basis for V and has the following prop erties. Because v 1 ,v2 E Kx and WJ. , W2 E K _ x, we have 
that w;(v 1 , v2) = w;(w 1 , w2) = 0. In addition, though, we have that 
Also 
w1 (v1, w2) = w1 (v1, J1hw1) = - w1 (J1 V1, hw1) = w2((J1)2v1 , wt) = - w2(v1, w1) , 
w2(v1, w2) = w2(v1, J1hwi) = -w1 (v1, (J 2)2w1) = w1 (v1 , wi). 
w1(v2 , wi) = w1(J1hv1 ,w 1) = - w1(w1,J1J2vi) = w2(w1 ,v i) = - w2(v1,wi), 
w2(v2, wi) = w2(J1J2v1 , wi) = -w2 (w1 , J1J2vi) = -w 1 (w1 , vi)= w1 (v1 , w1), 
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and 
At this point, we pick a new basis in the following way 
makes sense . Note t hat wi, w; E K _>. and so are st ill eigenvecto rs. This impli es that w; ( v;, v;) = 
w;(w;, w;) = 0. Furth ermore as w; = J 1hwi, th e properti es computed abov e st ill hold . In ad di tio n , 
which impli es that 
l\'loreover , 
and hence 
Finally, if w 1(vi,wi) > 0, then replace v;, wi, and w; with -v;, - wi, and - w; and relabe l 
t hem vi, wi, and w;, respectiv ely. If w1(vi,wi) < 0, then rep lace v;, w;, an d w; with - v;, - wi, 
and -w; and relab el them v;, wi, and w;, respectively. This will ensure th e following rela tion ship 
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Then we pick a new bas is for V, call it /J, as follows 
and relabel the vector s v~, vI , w;', and wI, respectively. Then the matrix 
W = ( v~ v~ w~ wI) 
has th e prop erties th at wt J 1 W = J1 and wt J2 W = J2 and is thus in H(Jz). Fin ally, in this basis , 
a is of form (1) in Theorem 2.3.23 with A=/= 0.
2.3.3.2 Case 2: V = Ko 
If a is diagonalizable, th en, as its only eigenvalue is 0 , a is the zero tran sformation and is a lready 
in form (1) in Theorem 2.3.23 with A = 0. 
If a is not diagonal izable, then there exists a cycle of generalized eigenvecto rs of lengt h two 
in K 0 . Let {v1, v2} be such a cycle. Let w 1 = J 1)z v 1 and w2 = J 1)z v2 . Then by Lem ma 2.3.26 , 
{ w 1 , w2} is a lso a cycle of generalized eigenvectors and lin ea rly independ ent to { v1, v2}. Then 
{v1, v2 , w 1, w2 } is a basis for K 0 . By Proposition 2.3.31, we see that wi(v1 , wi) = 0. Furth ermore 




As w is non-d egenerate on V , we have that w1 ( v1, V2) and w2 ( V1, v2 ) are not both zero. 
First assume that w2(v1,v2) =I-0. Then we solve the equation 
where CJ = w2(v 1,v2) and c2 = w 1(vJ,v2)- The discriminant of this equation is 4(c2)
2 + 4(cJ) 2. As 
CJ, c2 E IR and CJ =I-0, we see th at the discrimin ant is st rictly positive and this quadratic equat ion 
has two real solution s. Let x 0 E IR be a solution to the equatio n. Then pick a new basis as follows 
Note that { v;, v; } is still a cycle of generalized eigenvecto rs. Then by Lemma 2.3.26, { w;, w;} is 
one as well. Also note that 
wi(v;, w;) = w;(v;, w;) = 0 for all i E {l, 2}, 
and by a similar argument to th at above, we have that 
However, in this basi s we also have that 
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Then as w is non-degenerate, we must have that 
Now assume that w2(v1,v 2) = 0 in th e first place, th en w1(v1,v2) cf- 0. In this case, simply 
relabel Vt, v2, W1, and w2 as vi, v2, wi, and w2, respectively , and we have the exac t situation as 
describ ed above. 
On the other hand , if Wt ( v\, v2) < 0, then let 
Either case will yield that 
" , 
W2 = Vz 
aud a ny ot her pair on eith er w; product s to 0. However, it also yields that 
av~ = v~', but aw~= -w;'. 
Then we pick a final basis for V, 
1 " --:====Vz, Jw (v" v") l I , 2 
and relabel the vectors v;", w;", vt, and wt, respectiv ely. Th en th e matri x 
W = (v;" w;" v'" 2 w~') 
is in H(h) beca use W 1 J; W = J; for all i E {l , 2}. Finally , in this basi s, a is of form (2) in Th eorem 
2.3.23. 
63 
2.3.3.3 Case 3: Ve = K z EEl K -z EEl K z EEl K _, 
We also assume that z = ).. + µi such that >,., µ > 0. Before we begin , we extend a lemma proved 
in the section on the symplectic Lie algebra . 
Lemma 2.3.35. w;(v, w) = w;(v, w) for all v , w EV and i E {l , 2}. 
Proof. Let v, w EV and i E { 1, 2}. Then w;(v, w) = vtJ;w = 'if J;w = w;(v, w). • 
Clearly in this case, each eigenspace must be of dimension one and consequently contains only 
eigenvectors. Hence a is diagonalizable . Let v1 E Kz and w1 E K -z, and let v2 = VJ and w2 = W1-
Then v2 E K z and w2 E K -z · By the non-degen eracy of w;, we know that w; ( v1 , w i) i= 0 and 
w;(v2,w2) i= 0 for all i E {1, 2} and any other pair products to O usin g either form. In fact , 
Now we make the change of basis 
v; = V1 + V2 
w; = W 1 + W2 
v; = J1J2v; 
w; = J1hw; 
As J 1hv 1 E K z and K 2 is one-dimensional , we see that v 1 and J 1J2v 1 are linearly depend ent . Then 
by Lemma 2.3.25 , we have that 's( vi) = ± J 1 h~( v 1 ). Th e same can be said of w, and J 1 hw,. This 
impli es that we have 
v; = 2~(vi) 
w; = 2~(w1) 
v; = ± 2's(v1) = =Fi(v1 - v2) 
w; = ±2's (w2) = =i=i(w1 - w2) 
Clear ly w;(v;,v;) = w;(w;,w;) = 0, but in addition , this implies, as before, that 
w1 (v;, wD = w2(v;, w;) = w2(v;, w;) = -w 1 (v; , w;) 
w2(v;,w;) = -wi (v;,w;) = - w2(v;,w;) = -w2(v;,w;) 
Furthermore, we have that 
wi(v;, w;) = w1 (v1 + v2, w1 + w2) = w1(v1, wi) + w1(v1, w2) + w1(v2, wi) + w1 (v2, w2) 
= w1 (v1, wi) + w1 (v2, w2) = 2~(w1(v1 , wi)) 
and 
Toget her; th ese impl y th at 
Finally ; we a lso have that 
aw~ = - ,\v~ ± µv;, 
# 0. 
av; = ±µv\ + ,\v;, 
aw; = =i=µv~ - ,\v~. 
The set { v~, v~, w~, w~} is st ill a basi s for V. We know that 
Then we have the following prop erti es 
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and w,( vi' ,v ~) = WJ(W~,wn = 0. Clearly , as W J and W2 ar e non-degenera te, we have th at 
WJ (vi' , w\') =/= 0. Thu s we have as well th at 
In additi on , 
and as w\' = wi and w~ = wi, their rela tionship remains unchanged . 
Now we consider th e oth er possibility. If 3?( WJ (VJ, wi)) = 0 , th en ~(w1 (VJ, WJ)) f= 0. T hen let 
w~ = w~ +w;, 
T he set { v ;' , v~, w;', w~} is st ill a basis for V . We also have th at 
T hen we have th e following pr ope rti es 
and W J ( v~, vI) = w, ( wi', wI) = 0. Th en w 1 ( v~ , wi') f= 0 and we have that 
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In addition, 
av~ = a( v; + v;) = >.v; =f µv; ± µv; + >.v; = >.v~ =f µv~, 
av~ = a( v; - v;) = ±µv; + >.v; - >.v; ± µv; = ±µv;' + >.v~, 
an d similarly 
aw~ = - >.w;' ± µw~, 
In eith er case, we know th at 
If w 1 ( v;', wn < 0, then rep lace v;' with - v;' and relabel. Thi s will make 
but will yield that av;' = >.v;' ± µv2 and av2 = =fµv;' + >.v2. On t he ot her hand, if Wt ( v;', w;') > 0, 
t hen replace v2 with -v 2 an d relabe l. This will aga in give us the same situ at ion as above. 
Finally, we pick a basis, /3, for V in th e following way 
/3- { l 
II l 11 1 11 - ----;====V 1, ----;====V2 , ---;==== Wt, Jw (v" w") Jw (v" w") Jw (v" w") t I , l l I , 1 I I , 1 
and rela.be l the vector s v;", vt , w;", and w2', respect ively. Th en the matr ix 
is in H(Jz ) because W 1J;W = J; for all i E {1,2}. In this bas is, a is of form (3) in T heorem 2.3.23 
with >. I 0. The t: is present because by Lemma 2.3.34, th e two cases are not IJ-symp lect ically 
similar. 
2.3.3.4 Case 4: Ve= K,,; EEl K - 1,; 
We also assume that µ E JR such th at µ > 0. In addition , by Lemma 2.3.33, we have that a is 
diagona lizable. 
Now let VJ E K,,_; be an eigenvector. As V1 is comp lex, it is not clear that JJh V1 is linearly 
independent of Vt - If VJ and lthVJ are linearly independ ent , th en let v; = v 1 + iJ 1 Jzv1 and 
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v; = v 1 - iJ I J2v1. Then v ; and v; are linearly indepe ndent and such that 
Let w ; = v; and w2 = v;. Then w; and w; are eigenvectors in K -µi· Mor eover , by Proposition 
2.3.27 , we know that w;(v ; , v;) = w;(wi, w;) = 0. Furthermore 
This impli es by Prop osition 2.3.20 that for all i E {l , 2} 
= w;(vJ , vi) - w;(VJ,vi) = 0. 
Then w;(v ; , w;) f Oby the non-degeneracy of w;. We relabe l our vectors in the following manner 
Then we have that w;(vi',v{) = 0, w;(w{,w~) = 0, w;(v;',w~) = 0, and w;(v~,w ;') f O and v~ = v ;' 
and w~ = w;'. From this point, we follow the same argu ment given in the previous case with 
rela beling v;' as v; and w;' as w; and recalling the fa.ct that J 1J2vi' and v~ are linea rly depe ndent , 
as are J1hw; 1 and w;'. Then the real fJ-symp lectic ca noni ca l form of a is of form (3) in Th eorem 
2.3.23 with ..\ = 0. 
Now consider the situation where VJ and J 1 J2 v1 are linea rly dependent, th en ±iJ 1 hvJ = VJ. Let 
v2 E K µi be auother eigenvect,or linear ly ind ependent of v1 . If JJ hv2 and v2 are linearly ind epend ent 
then we proceed as above using V2 as V1. If JJ hv2 and v2 are linearly dependent, then we know 
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If the sign on i is different hetween the two ahove equat ions, then the two vectors 
are linearly independent. ro.see this , write ±iJ1Jzv1 = v,, then ~iJ1Jzv2 = v2. Then 
which is clearly independent of v1 + v2. If this is the case, we relab el v 1 +v2 as simply V1 and proceed 
as in the situation where v1 and J1 ]zv 1 were linea rly independent to begin with. 
If the sign on i is the same in the two equations, then let v; = v, + iv2 and Vz = V1 - iv2. Then 
v; and Vz are linea rly independent and ±iJ1Jzv; = v; and ci:iJ,J2V2 = Vz. If ·-iJ1Jzv; = v;, then 
relabe l v; and v2 as v2 and v;, respectively. After making this change if necessary, this ensures that 
Then we proceed as in the argument above after it reached this relation. 
This covers every possible decomposition of V or Ve into genera lized eigenspaces of a and so 
completes the proof of Theorem 2.3.23. 
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CHAPTER 3 
A SAMPLE OF THE CLASSIFICATION OF DIMENSION SEVEN 
As has been stated before , the method we use to find all the possible solvabl e indecompo sa ble 
Lie algebras with cod imension one nilradical s focuses on the nilradical of th e a lgebra. The possible 
nilradi cals of a Lie algebra of dimen sion n are all the nilpotent algebras of dim ension n - 1. We 
reference the classifications of Winternitz and Gong for a list of possible nilpot ent algebras of di-
mensions one through six and give the list in Appendix A [7, l]. Since much of th e classification of 
the se a.lgebras is the same from one nilradical to the next, we offer in this section th e step by step 
class ification of the seven dimen sional algebras that stem from four nilradical s of dim ension six. Th e 
derivations of the first nilradic al form a solvab le Lie algebra . Th e semi-simp le part of th e Lie algebra 
formed by the derivation s of th e second nilradical is isomorp hic to s[(2 , IR). Th e semi-simpl e part of 
th e Lie algebra formed by the derivations of the third nilradical is isomorphic to sp( 4, IR). And the 
semi-s imple part of the Lie algebra formed by th e derivations of th e fourth nilr a.dica.l is isomo rphi c 
to the repres entation of so(3 , 1, IR) discussed in Chapter 2. Th ese four nilradi ca ls a re repr esentativ e 
of t he different situation s we have to deal with when classifying th ese algebras throu gh dim ension 
seve n , and as such, th e class ification of th e algebras from th e ot her nilradi cals a re similar. In Ap-
pendix B, we give a comp lete table of a.II solvable indecomposable Lie algebr as· with codim ension 
one nilr adicals from dim ension two through dimen sion seven. 
3. 1 A Solvable Derivation Algebra 
In this section, we class ify those seven -dimen sional algebras, g, whose nilradical , N R(g) , is 
isomorphic to one with structure equat ions 
This is Nilradical 16 list ed under the six-dimensional nilradicals in Appendix A. Let {f1, ... , f6} 
be a basis for the nilradical and pick the vectors so that they have the above structure equation s . 
Comp lete this to a basis for g by including a vector f1 r/. N R(g). Then as Dg E N R(g) , we ca n 
view ad (f7 ) as a transformation on the nilradical. After requiring the algebra to sa tisfy th e Jacob i 
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prop erty, we have that ad (f7) is of th e form 
2xs + 3y5 b1 CJ d 1 XJ Yi 
0 X5 + 3y6 C2 0 X2 - di 
ad(f1) = 
0 0 X5 + 2y 6 C2 0 CJ 
0 0 0 X5 +y5 C2 - bi 
0 0 0 0 X5 0 
0 0 0 0 0 YG 
The other non zero ad matri ces a re 
0 0 0 0 1 0 0 0 0 - 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 
ad (f2) = 
0 0 0 0 0 0 
ad (f3) = 
0 0 0 0 0 0 
0 0 0 0 0 0 ' 0 0 0 0 0 0 ' 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 l 0 0 0 0 - 1 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
ad (f4) = 
0 0 0 0 0 1 
ad (fs) = 
0 0 0 0 0 0 
0 0 0 0 0 0 ' 0 0 0 0 0 1 ' 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 - 1 0 0 0 
ad (f6) = 
0 0 0 - 1 0 0 
0 0 0 0 - 1 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
T his will a llow us to zero out th e x 1 , d 1 , c1, b1, and c2 po sit ions in one simpl e perturbing of f7. 
T hen th e only entri es in ad (f7) th at we don't have und er contro l are xs, YG, x2 an d Y1. We'll 
find th at if x 5 and y6 were simult aneous ly 0, then algebra becom es ni lpotent , so clea rly th at cannot 
hap pen . However, to dea l with the oth er two entr ies, we now turn our attention to computin g th e 
automorphi sms of th e ni lra dical. 
By using Maple to comput e th e derivati ons and expon enti ate th em, we find that the autom or-
phism gro up of th e nilradical is generate d by the following nin e one-para mete r group s of transfor-
mation s. 
(s 1)3 0 0 0 0 0 1 S2 0 0 0 0 
0 1 0 0 0 0 0 1 0 0 0 0 
A1 = 
0 0 SJ 0 0 0 
A2 = 
0 0 1 0 0 0 
0 0 0 (s1)2 0 0 0 0 0 1 0 - s2 
0 0 0 0 ( S 1 ) 3 0 0 0 0 0 1 . 0 
0 0 0 0 0 j_ s, 0 0 0 0 0 1 
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l 0 0 0 0 0 l 0 0 0 hl 
0 (s3) 3 0 0 0 0 
S4 2 
0 l 0 0 0 0 
0 0 S3 0 0 0 0 0 1 0 0 




0 0 0 l 0 0 
0 0 0 0 0 0 0 0 0 1 0 
0 0 0 0 0 (s3) 2 0 0 0 
0 0 1 
1 0 0 0 0 0 1 0 0 S5 0 0 
0 1 S5 ~ (ss)
3 
0 0 l 0 0 0 0 2 6 2 
A5 = 0 0 l S5 
~ 0 A5= 
0 0 1 0 0 -s5 
2 
0 0 0 1 S5 0 0 0 0 1 0 0 
0 0 0 0 1 0 0 0 0 0 1 0 
0 0 0 0 0 1 0 0 0 0 0 
1 
1 0 0 0 S7 0 1 0 0 0 0 0 
0 1 0 0 0 0 0 l 0 0 S8 0 
A1 = 
0 0 1 0 0 0 
As = 
0 0 1 0 0 0 
0 0 0 1 0 0 ' 0 0 0 1 0 0 
, 
0 0 0 0 1 0 0 0 0 0 1 0 
0 0 0 0 0 1 0 0 0 0 0 1 
1 0 0 0 0 Sg 
0 1 0 0 0 0 
A g = 
0 0 1 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 
However, conjugation by A 2 , A 4 , A 5 , A5 , and A 7 will only affect the positions that we will zero 
out by a basi s change. As such , they become less useful in simp lifying the ad (f7) matri x. 
As th ere is no semisimple part of the derivation algebra, we use only a single parent case. 
3 1.1 Par ent Case 1: 
We start with the ad (f7 ) matrix of th e form 
2x5 + 3y5 bi CJ d1 X1 YI 
0 X5 + 3y6 C2 0 X2 - di 
ad (f1) = 0 0 X5 + 2y5 
C2 0 CJ 
0 0 0 X5 + Y6 c2 - bi 
0 0 0 0 X5 0 
0 0 0 0 0 Y6 
Conjugate ad ( f7) by As and note that if Y6 # 0, then we cou ld let ss = -f:; which would zero out 
the x2 position . That is, if we apply the automorphism A 8 with ss = -f:;, the resulting ad (f1) 
matrix would have a O in the x2 position. It a lso happens to cha nge the x 1 position , but we will 
simply relabel what ends up in that position as x 1. We'll usually use this same general method when 
conjugat ing by an automorphism. At any rat e, this yields two possible cases. 
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l. Ju this first case , either Y6 f= 0 and we moved the Xz position to 0 , or Y6 = 0 and xz = 0 
already. 
2. In this second case, y6 = 0, but x2 f= 0. 
3.1.1.1 Subcase 1: 
The resulting ad (h) matrix is as follows 
2xs + 3y6 bi Ci di Xi YI 
0 X5 + 3y5 Cz 0 0 - di 
ad(f1)= 
0 0 X5 + 2y5 Cz 0 Ct 
0 0 0 X5 + Y6 Cz - bi 
0 0 0 0 X5 0 
0 0 0 0 0 Y6 
Next conjugate by A 9 . In similar manner as above. if Xs f= - y5 , then we can pick s9 = _---1iJ.._z( + ) ' YG X5 
and this conjugation will result in moving Yi to 0. Thus we have another two cases 
1. x5 f= - y5 and we can move Yi to 0 , or x5 = --y5 and Yt = 0 already. 
2. xs = - y6, but Yi f= 0. 
3.l.1.2 Subcase l.l: 
We have ad ( f7 ) as follows 
2x5 + 3y5 bi CJ d1 Xi 0 
0 X5 + 3y5 Cz 0 0 - di 
ad (f1) = 
0 0 X5 + 2y6 Cz 0 C 1 
0 0 0 X5 + Y6 Cz - bi 
0 0 0 0 X5 0 
0 0 0 0 0 Y6 
We already know that x5 and Y6 are not simultan eous ly 0. This allows us to bifurcate on this as 
well. 
l. YB f= 0. 
2. Y6 = 0, which implies that xs f= 0 or the algebra is nilpotent. 
3.1.1.3 Subcase 1.1.l: 
In this section, simp ly make the bas is change 
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and let a = ~- Notice how we perturb ed f7 . This makes use of the other ad matri ces and zeros out 
the x 1 , d 1, c1 , b1 , and c2 position s. This yields the st ructure equati ons 
with a ER In the table in App endix B, thi s is [7,[6,16],l,l]. 
3.1.1.4 Sub case 1.1.2: 
Here we assumed that Y6 = 0 and so we have the ad (f1) matri x 
2xs b1 CJ di X1 0 
0 X5 C2 0 0 - di 
ad(f1)= 
0 0 X5 Cz 0 CJ 
0 0 0 X5 C2 - b1 
0 0 0 0 X5 0 
0 0 0 0 0 0 
Then we mak e the basis chan ge 
which yields the st ructur e equations 
This is [7,[6,16],l,2] in the table. 
3.1.1.5 Subcase 1.2: 
In this sect ion, we assumed that x5 = -y 6 and y 1 f. 0. Thi s will yield the ad (f1) mat rix 
Y6 bi CJ d1 X1 YI 
0 2y6 C2 0 0 - d1 
ad(f1)= 
0 0 Y6 C2 0 r.1 
0 0 0 0 Cz - bi ' 
0 0 0 0 - y5 0 
0 0 0 0 0 Y6 
and imp lies that Y6 f= 0 or the algebra is ni lpotent. At this point , we conjugate by A 3. As Y6 and 
y1 are bot h nonzero, we can pick s3 = ✓1~; Y• I, which will sca le the y 1 position to ±y5. This also 
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requ ires us to relabe l some of the entri es of ad (f7 ) as we did prev iously. Thi s is how we will usually 
dea l with an automorphism that sca les the entr ies of ad (f7 ). Then we make the basis cha nge 
and let€= ± 1. This will yield the structure equations 
with € 2 = 1. In the tab le, this is [7, [6,16], l ,3]. 
3.1.1.6 Subcase 2: 
In this sect ion , we assumed that Y6 = 0 and X2 # 0. This gives us the ad (f7 ) matr ix 
2x5 bi C 1 di X 1 Y1 
0 X5 C2 0 X2 - di 
ad(f 1) = 0 0 X5 C2 0 CJ 
0 0 0 X5 C2 - bi 
0 0 0 0 X5 0 
0 0 0 0 0 0 
and impli es that x5 i- 0 or the a lgebra is nilpotent. We now conju gate by A g. As x 5 # 0, we pick 
s9 = - 'fl;, which will zero out the y 1 posit ion. Then we conjugate by A 1, and as x 5 and x2 are 
both nonzero, we can let s 1 = ~' which will sca le the x2 position to x 5 . Finally, we make the 
bas is change 
This gives us the structure equations 
This is l7,l6,16j,l,4 J in the table and completes the classification of seve n-dimension a l a lgeb ras with 
this nilr adical. 
Now that the reade r has the idea of how we use the automorphis ms to simplify the ad ( f7 ) matrix , 
we will , to conserve space, refrain from giving the exp licit value of the automorp hism param eter that 
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will make th e des ired change, but simply state its existe nce and the parameter it pivots on . We 
now move on to th e cl;issification of an algebra with a nilradi ca l whose derivat ion algebra has a 
semisimple part isomorphic to s[(2, IR). 
3.2 A Derivat ion Algebra with Semisimp le Part 
Isomorphic to s [(2, IR) 
In this sect ion, we classify those a lgebras, g, with nilradi ca l, N R(g), isomorphic to the six-
dimen siona l ni lpot ent algebra with struct ure equations 
This is Nilradical 4 from the list of six-dim ensional nilradical s in App endix A. We will also ass ume 
that we have a basis for g such that {f 1 , ... , f5} forms a basi s for N R(g) and has the structure 
equati ons given above. Let t he last vector in g , f7 , be an arbitrary vecto r not contain ed in N R(g). 
By the Jacobi prop erty, the ad matrix of f7 must be of the form 
a1 0 0 0 XJ Y I 
a2 2x5 + Y6 Y5 - y4 X2 Y2 
ad (f7 ) = 
a3 X5 X5 + 2y6 X4 X3 Y3 
0 0 0 X5 + Y6 X4 Y4 
0 0 0 0 X5 Y5 
0 0 0 0 X6 Y6 
Virst , we look at th e other nonzero ad matri ces. Th ey are 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 l 0 0 0 0 - 1 0 0 
ad (f4) = 0 0 0 0 
0 l 
ad (fs) = 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 l 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
ad (f5) = 0 0 0 
- 1 0 0 
0 0 0 0 - 1 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
This will a llow us, by perturbing f1, to annih ilate, y4 , x4 , and , if we can move the x2 value to t he 
y 3 value, both of these as well, by perturbin g f7 . 
We now take a look at the automorp hisms . Again we use Mapl e to compu te a basis for t he 
derivat ion algebra and to comput e th e Levi decomposition of il. Then we find th at a b<1Sis for the 
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scmisimple part is 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 - 1 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 - 1 0 0 0 0 1 0 
Label these as D 1 , D 2 , D 3 , resp ective ly. These thr ee vectors form a bas is for a subalgebra isomorphic 
to .s1(2, IR). This is clear by matc hing t hese basis vectors with t he corresponding standard basis 
vectors of s1(2, IR), 
However , we can use another bas is vector , thi s time from the radi ca l of the derivat ion algebra , 
name ly, 
0 0 0 0 0 0 
0 3 0 0 0 0 
0 0 3 0 0 0 
0 0 0 2 0 0 ' 
0 0 0 0 1 0 
0 0 0 0 0 
which we will call D 4 , to do the following. Note th at 
0 0 0 0 0 0 0 0 0 0 0 0 
0 2 0 0 0 0 0 1 0 0 0 0 
1 0 0 l 0 0 0 1 0 0 2 0 0 0 
- (D2 + D4) = 0 0 0 1 0 0 ' -- (D2 - D4) = 0 0 0 l 0 0 2 2 
0 0 0 0 1 0 00 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 
Then the subaigeb ra with bas is {½(D2 +D 4 ),D 1 ,D 3 ,-½(D 2 - D4 )} is isomorphic to g!(2, IR) via 
the map 
which is eas ily checked , as the structure equat ions of th e two algebras are th e same. 
Note that the lower right-hand 2 x 2 blocks of the derivation vector s are identi cal to the bas is 
vectors of g1(2, JR). This leads us to suspect that if we exponentiate th e derivation vectors , t hen we 
can find a nilradica l automorp hism that has an arbitra ry GL(2, IR) matr ix in the lower right-hand 
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2 x 2 block. And sure enough, we use Maple to check that the matrix 
1 0 0 0 0 0 
0 a(ad - be) b(ad - be) 0 0 0 
Ao = 
0 c(ad - be) d(ad - be) 0 0 0 
0 0 0 ad- be 0 0 
0 0 0 0 a b 
0 0 0 0 C d 
is an automorphism of th e nilradical. 
We next use Maple to compute a complete basis for the derivation a lgebra and expon enti ate it. 
Then we find that the following one-parameter groups of transformations ge nerat e the automorphi sm 
group of th e nilradi ca l. 
S J 0 0 0 0 0 0 0 0 0 0 
0 1 0 0 0 0 s2 1 0 0 0 0 
A1 = 
0 0 1 0 0 0 A2 = 
0 0 1 0 0 0 
0 0 0 1 0 0 ' 0 0 0 1 0 0 ' 
0 0 0 0 1 0 0 0 0 0 1 0 
0 0 0 0 0 1 0 0 0 0 0 1 
1 0 0 0 0 0 l 0 0 0 0 0 
0 1 0 0 0 0 0 S4 0 0 0 0 
A3 = 
S3 0 1 0 0 0 A4 = 
0 0 (s4) 2 0 0 0 
0 0 0 l 0 0 ' 0 0 0 S4 0 0 
0 0 0 0 1 0 0 0 0 0 l 0 
0 0 0 0 0 1 0 0 0 0 0 S4 
1 0 0 0 0 0 l 0 0 0 0 0 
0 l 0 0 0 0 o. l S5 0 0 0 
A s= 
0 S5 I 0 0 0 A 5 = 
0 0 l 0 0 0 
0 0 0 l 0 0 ' 0 0 0 l 0 0 
0 0 0 0 1 0 0 0 0 0 1 .55 
0 0 0 0 S5 1 0 0 0 0 0 I 
1 0 0 0 0 0 l 0 0 0 0 0 




0 0 .57 0 0 0 As = 0 0 1 0 0 0 
0 0 0 S7 0 0 ' 0 0 0 1 0 - .53 
0 0 0 0 S7 0 0 0 0 0 1 0 
0 0 0 0 0 1 0 0 0 0 0 1 
1 0 0 0 0 0 l 0 0 0 .510 0 
0 1 0 0 0 0 0 1 0 0 0 0 
0 0 1 S9 b.f. 0 0 0 1 0 0 0 A9 = 2 A.10 = 
0 0 0 1 0 ' 0 0 0 1 0 0 ' Sg 
0 0 0 0 1 0 0 0 0 0 1 0 
0 0 0 0 0 1 0 0 0 0 0 
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1 0 0 0 0 0 1 0 0 0 0 0 
0 1 0 0 Su 0 0 I 0 0 0 0 
A11 = 
0 0 1 0 0 0 
A12 = 
0 0 I 0 S12 0 
0 0 0 I 0 0 ' 0 0 0 I 0 0 ' 
0 0 0 0 I 0 0 0 0 0 I 0 
0 0 0 0 0 I 0 0 0 0 0 I 
1 0 0 0 0 S13 l 0 0 0 0 0 
0 1 0 0 0 0 0 1 0 0 0 S14 
A13 = 
0 0 1 0 0 0 
A14 = 
0 0 1 0 0 0 
0 0 0 I 0 0 0 0 0 1 0 0 
0 0 0 0 l 0 0 0 0 0 1 0 
0 0 0 0 0 1 0 0 0 0 0 
I 0 0 0 0 0 
0 l 0 0 0 0 
A15 = 
0 0 1 0 0 S15 
0 0 0 I 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 
Note that A 8 and A g could be used to zero out the y4 and X4 positions. As we ca n do this with 
a s impl e perturbing of f7 , these automorphi sms will be less useful than the others in simplif ying 
ad (f1)-
Now, we sta rt classifying th e possib le forms of ad (f1 ). First, we not e that by block multipli cat ion , 
we can conjugate ad (f7 ) by Ao and ·pick a, b, c, d to put the lower right hand 2 x 2 block of ad (f1) 
into rea l Jordan form . Th is yields three parent cases depending on th e rea l Jordan form of this 2 x 2 
b lock . T hey a re 
a1 0 0 0 X 1 Y I 
a2 2>-, + >-2 0 - y4 X2 Y2 
1. ad (h) = a 3 
0 >-1 + 2>-2 X4 X3 Y3 
0 0 0 >-, + >..2 X4 Y4 
0 0 0 0 >..1 0 
0 0 0 0 0 >-2 
a1 0 0 0 X 1 YI 
a2 3>-1 >..2 -y4 X2 Y2 
2. ad (f1) = 
a3 - >..2 3>..1 X4 X3 Y3 with >..2 fc O and the eigenvalue s ordered 
0 0 0 2>..1 X4 Y4 ' so that f,-2: 0. 
0 0 0 0 >-1 >..2 
0 0 0 0 - >..2 >..1 
a1 0 0 0 X\ Y1 
a2 3>, I - y4 X2 Y2 
3. ad(f1) = 
a3 0 3>.. X4 X3 Y3 
0 0 0 2>.. X4 Y4 
0 0 0 0 )._ I 
0 0 0 0 0 ), 
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3.2.1 Par ent Case 1: 
We consider here, th e ad (f7 ) matrix 
a1 0 0 0 X1 Y I 
a2 2>..1 + >..2 0 - y4 X2 Y2 
ad (f7 ) = a 3 
0 >..1 + 2>..2 X4 X 3 Y3 
0 0 0 >..1 + >..2 X 4 Y4 
0 0 0 0 >..1 0 
0 0 0 0 0 >..2 
We not e that if a 1, >..1, and >..2 are all simultan eously 0, th en th e algebra is ni lpot ent . 
We sta rt by conju gatin g by A 2, which will a llow us to move the a2 posi t ion to O if a1 I= 2>..1 + >..2. 
We have two cases th en. 
l. a 1 I= 2>..1 + >..2 and we move a 2 to 0, or a 1 = 2.>..1 + >..2 and a2 = 0 already. 
3 .2.1.1 Subcase 1.1: 
In t his section , th e a 2 positi on is 0, which makes the ad (f7 ) mat rix 
a1 0 0 0 X 1 YI 
0 2>..1 + .>..2 0 - y4 X2 Y2 
ad (f1) = a3 
0 >..1 + 2>..2 X4 X3 Y3 
0 0 0 >..1 + >..2 X4 Y4 
0 0 0 0 >-i 0 
0 0 0 0 0 >..2 
Next we conjugate by A 3 and find th at we can move a 3 to O if a1 I= >..1 + 2>..2. T his gives us anol her 
two cases. 
3.2.l.2 Su bcase 1.1. l: 
Here we have 
a 1 0 0 0 XJ YI 
0 2>..1 + .>..2 0 - y4 X 2 Y2 
ad(f 7 ) = 
0 0 >..1 + 2.>..2 X4 X3 Y3 
0 0 0 >..1 + >..2 X4 Y4 
0 0 0 0 .>..1 0 
0 0 0 0 0 .>..2 
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We conjuga te by A 10 at thi s poi11t aud find that if a 1 cf >.1, th en we can move th e X 1 position to 0. 
This yields two cases. 
l. a 1 cf )q and we move x 1 to 0, or a 1 = .X1 and x 1 = 0 a lready. 
2. a1 = >-1, but x i cf 0. 
3.2.1.3 Sub case 1.1.1.1: 
In th is subcase, we have the ad (f7 ) mat rix as 
a1 0 0 0 0 YI 
0 2>.1 + >-2 0 - y4 X2 Y2 
ad(f 1) = 
0 0 >-1 + 2>.2 X4 X3 Y3 
0 0 0 >-1 + >.2 X4 Y4 
0 0 0 0 >-1 0 
0 0 0 0 0 >.2 
·we next conjugate by A 13 . This allows us to move t he y 1 pos iti on to 0, if a1 cf >.2 and hence yields 
two cases. 
l. a 1 cf >-2 and we move Yi to 0, or a 1 = >.2 and Y1 = 0 a lready. 
2. a1 = >-1, but Y 1 cf 0. 
3.2. 1.4 Subcase 1.1.1.1.1: 
Here we have th e ad (f1) mat rix 
a 1 0 0 0 0 0 
0 2>.1 + >-2 0 - y4 X2 Y2 
ad( f1) = 0 0 >-1 + 2>.2 X4 X3 Y3 
0 0 0 >-1 + >-2 X 4 Y4 
0 0 0 0 >-1 0 
0 0 0 0 0 >.2 
vVe conju ga te by A 14 and see that if >.1 cf 0, we can move the Y2 positi on to 0. We aga in have two 
cases. 
l. >.1 cf 0 and we move Y2 to 0, or >-1 = 0 and y2 = 0 a lready. 
2. >-1 = 0, but Y2 cf 0. 
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3.2. l. 5 Subcase 1.1.l.l.l.l: 
We have the ad ( f7 ) matri x 
a1 0 0 0 0 0 
0 2)q + >.2 0 - y4 X2 0 
ad(f1)= 
0 0 >.1 + 2>.2 X4 X3 Y3 
0 0 0 >.1 + >.2 X4 Y4 
0 0 0 0 >.1 0 
0 0 0 0 0 >.2 
In thi s section , we conjugate by A 12 and find that we can move the X3 position to 0, if >.2 cf. 0. Thi s 
yields yet anoth er two cases. 
l . >-2 cf. 0 and we move x3 to 0, or >.2 = 0 and x3 = 0 already. 
2. >.2 = 0, but x3 cf. 0. 
3.2.l.6 S ub case 1.1.1.1. l. l. l : 
ln this sect ion, we have t he ad (f7 ) matrix 
a1 0 0 0 0 0 
0 2>.1 + >.2 0 - y4 X2 0 
ad (f1) = 
0 0 >-1 + 2>.2 X4 0 Y3 
0 0 0 >.1 + >-2 X4 Y4 
0 0 0 0 ). I 0 
0 0 0 0 0 >-2 
vVc conjugate here by A 11 . Thi s allows us to move the x 2 value to the value of y 3 , if >.2 cf. - >.1 and 
thus yields two cases. 
1. >.2 cf. - >.1 and we move the x2 position to the y 3 value, or >-2 = - >.1 a.n<l x2 = y3 already. 
3 2.1.7 Subcase 1.1.l.l .1.1.1.1: 
Here the ad (f7) mat rix is of th e form 
a1 0 0 0 0 0 
0 2>.1 + >.2 0 -y4 Y3 0 
ad(f1)= 
0 0 >-1 + 2>.2 X4 0 Y3 
0 0 0 >.1 + >.2 X4 Y4 
0 0 0 0 >.1 0 
0 0 0 0 0 >-2 
82 
At thi s point , we make the basis change 
This will yie ld that 
a1 0 0 0 0 0 
0 2A1 + A2 0 0 0 0 
ad (f;) = 0 0 A1 + 2A2 0 0 0 
0 0 0 A1 + >-2 0 0 
0 0 0 0 A1 0 
0 0 0 0 0 A2 
We see here that if a1 = 0, or if A1 = A2 = 0, t hen the algebra decomposes . In addition, we can 
conjugate by Ao with a = d = 0 and b = c = 1 to swap the order of At and A2. We order th ese two 
so that ¾; 2'. ¾7. Fina lly, as a 1 =/ 0, we make the change of basis 
e; = r; for 1 ::; i ::; 6, 
and let a = ~ and b = ~ . This yields the structure equations 
a1 a1 
with a 2'. band a2 + b2 =I 0. In the tab le in App endix B, this is [7,[6,4],l,l]. 
3.2.1.8 Subcase 1.1.1.1.l.l.l.2: 
In this sect ion , we assume that x2 =fa y3 and A2 = - A1, yielding the ad (f1) mat rix 
a1 0 0 0 0 0 
0 At 0 - y4 X2 0 
ad (f1) = 0 0 - A1 X4 
0 Y3 
0 0 0 0 X4 Y4 
0 0 0 0 >-1 0 
0 0 0 0 0 - Ai 
We make th e change of basis 
C: = f; for 1::; i ~ 6, and r; = £7 - y3f4 - y4[ 5 + X4f6-
Thi s will yield the ad (f;) matrix 
a1 0 0 0 0 0 
0 A1 0 X2 - Y 3 0 
ad(£;)= 
0 0 ->-1 0 0 0 
0 0 0 0 0 0 
0 0 0 0 A1 0 
0 0 0 0 0 -Ar 
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Now note that if a,1 = 0, then the a lgebra decomposes. Hence a 1 # 0. Then we conj uga te by A 4 
and as X2 fc y3 and a 1 # 0, we can scale x 2 - y3 to a1 . F inally we make the change of bas is 
e; = fI for I s i s 6, e7 = _ 2-r~, 
a1 
and let a = ~. Th is will yield the structure equations 
a1 
with a ER This is [7,[6,4]) ,2]. 
3.2.1.9 Sub case 1.1.1.1. l.l. 2: 
Here, we assumed that ,\2 = 0, but x3 fc O giving us the ad (f1) mat rix 
a1 0 0 0 0 0 
0 2>-1 0 - y4 X2 0 
ad(f 1)= 
0 0 >-1 . X4 X3 Y3 
0 0 0 >-1 X4 Y4 
0 0 0 0 >-1 0 
0 0 0 0 0 
'vVe conjugate by A11 and filld th at if ,\1 cJ 0, then we can move the x2 position to equ al y 3. Th is 
y ields two possibiliti es. 
1. ,\ 1 c/ 0 and we make the x2 position equa l y 3 , or >-1 = 0 and x2 = y 3 already. 
2. >-1 = 0, but x2 cJ y 3. 
3.2. 1.10 Subcase l.l.1 .1.1.1. 2. l: 
We have in thi s case, that 
a, 0 0 0 0 0 
0 2.\1 0 - y4 Y3 0 
ad(f1)= 
0 0 >-1 X4 X3 Y3 
0 0 0 >-1 X4 Y4 
0 0 0 0 >-, 0 
0 0 0 0 0 
We not e now that a 1 # 0 or the algebra. is decomposable. This allows us to conjugate by A4 and, 
as x 3 is nonzero as well, scale x3 to ±a 1 . Then we make the basis change 
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and let a = h. Thi s will yield the structure equations a, 
with a E JR and 1:2 = 1. This is [7,[6,4],l,3] in the table. 
3.2.1.11 Subcase l.1.1.1.1.1.2.2: 
We assumed here that >-1 = 0 and x 2 =J-y3. This yields the ad (f1) matrix 
a1 0 0 0 0 0 
0 0 0 - y4 X2 0 
ad(f1)= 
0 0 0 X4 X3 Y3 
0 0 0 0 X4 Y4 
0 0 0 0 0 0 
0 0 0 0 0 
This implie s that a 1 =J-0 or the algebra is nilpotent. 
We make the change of basis 
This will yie ld the ad (f1) matrix 
a1 0 0 0 0 0 
0 0 0 0 X2 - y3 0 
ad (h) = 
0 0 0 0 X3 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 
As a 1 , X3 , and x2 - y3 are all nonzero values, we can conjugate by A 4 A1 and pick s 4 an d s1 to 
simultaneously scale x2 - y3 to a 1 and x3 to ±a 1. Finally , we make the change of basis 
The resulting structure equations are 
with 1:2 = I. This is [7,[6,4],l,4]. 
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3.2.1.12 Subcase l.l.l.l.1.2: 
In this sect ion , we assumed that >.1 = 0 and Yz i= 0. Thi s yields the ad (f7 ) matrix 
a1 0 0 0 0 0 
0 >.2 0 - y4 Xz Yz 
ad(f1) = 
0 0 2>.2 X4 X3 Y3 
0 0 0 >.2 X4 Y4 
0 0 0 0 0 0 
0 0 0 0 0 >.2 
Next we conjugate by AllA 12 and find that if >.2 i= 0, then we can pick s 11 and s 12 to make the X2 
position equal y 3 and X3 equal 0. Also , if >.2 = 0, then we can conjugate by A 5 , without affecting 
any pr evious changes , and as y2 =/= 0, we can still make the X2 position equal th e y3 position. We 
have two cases then. 
1. ).2 i= 0 and we mak e x 2 equa l to y3 and x3 equal to 0, or >.2 = 0 and we st ill make the x2 
position equal to th e y3 posit ion and the x3 position is zero afterwar ds. 
2. >.2 = 0 and we still mak e th e x2 position equal th e y3 position , but th e x3 position is non zero 
a fterwards . 
3.2. 1.13 Subc ase 1.1.1.1.1.2. I : 
Here we have t,he ad ( f1) matrix 
a1 0 0 0 0 0 
0 >.2 0 - y4 Y3 Yz 
ad ([1) = 
0 0 2>.2 X4 0 Y3 
0 0 0 >.2 X4 Y4 
0 0 0 0 0 0 
0 0 0 0 0 >.2 
We conju gate by Ao with a= d = 0 an d b = c = I , and we will end up with the matrix 
a1 0 0 0 0 0 
0 2>.2 0 X4 - y3 0 
ad(f1) = 0 0 >-2 - y4 - y z - y3 
0 0 0 >-2 - y 4 - X4 
0 0 0 0 0 >.2 
0 0 0 0 0 0 
If we relabel , >.2, - y 3, -x 4, - y4 , and -y2 as >.1, y3, y4 , X4 , and x3, respec tively , then this is the 
sa me as the ad(f 7) matrix in Subcase l.1.1.1.1.1.2.l. Thu s we don 't obtain anyth ing new from this 
subcas e. 
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3.2.1.14 Subcase 1.1.1.1.1.2.2: 
Here we have that ,,\2 = 0 and x 3 =/-0, wh ich yields t he ad (f1) matrix 
a1 0 0 0 0 0 
0 0 0 - y4 X2 Y2 
ad(f1) = 
0 0 0 X4 X3 Y3 
0 0 0 0 X4 Y4 
0 0 0 0 0 0 
0 0 0 0 0 0 
This imp lies that a 1 =/-0 or the algebra is nilpotent. We then con jugate by A4A7 and, as x3 and Y2 
are both nonzero as well, sca le both x 3 and y 2 to ±a 1. Fina lly, we make the change of basis 
Then the structu re equations are 
with c2 = o2 = l. In Appendix B, this is [7,[6,4],l,5]. 
3.2.1.15 Subcase 1.1.1.1.2: 
In this section, we have the ad (f7 ) matrix 
>-2 0 0 0 0 Yi 
0 2-\1 + >.2 0 - y4 X2 Y2 
ad(f1) = 
0 0 A1 + 2-\2 X4 X 3 Y3 
0 0 0 A1 + >.2 X 4 Y4 
0 0 0 0 >.1 0 
0 0 0 0 0 >.2 
with y 1 i= 0. Next, we conjugate by A 14 and find that if A1 i= 0, we can move the Y2 position to 
0. However, if ,\1 = 0, then we can conjugate by A 2 wit hout affecting any previou s change s and , as 
y1 =I-0, we can st ill make the Y2 posit ion equa l 0. 
We can do somet hing simi lar for the y 3 position. If we conjugate by A 15 , then we can change 
the y3 position to equal the x2 position whenever >.2 =/--A1. However, if A2 = - ,\1 , then we can 
app ly A3 without affecting any prev ious changes and, as Y1 =/-0, we can still change the y 3 po sition 
to equa l X2. 
Now we conjugate by A 12 and we see that we can only make t he x 3 pos ition equa l to 0, if >.2 =/-0. 
This gives us two cases. 
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1. >.2 fc 0 a nd we make the x3 position equal 0 , or >.2 = 0 and x3 = 0 already. 
2. >.2 = 0, but x3 i 0. 
3.2.1.16 Subcase 1.1.1.1.2.1: 
Here we have the ad (f7 ) matrix 
>.2 0 0 0 0 YI 
0 2>.1 + >.2 0 - y4 X2 0 
ad (h) = 0 0 >-1 + 2>.2 X4 0 X2 
0 0 0 >-1 + >.2 X4 Y4 
0 0 0 0 >-1 0 
0 0 0 0 0 >.2 
We have that >.1 and >.2 are not simu ltaneously 0. We will bifurcate on this here and consider both 
of the following cases individually. 
1. >-1 'f' o. 
2 .. >.1 = 0, which implies that >.2 i 0 or the algeb ra is nilpotent. 
3.2.1.17 Subcase 1.1.1.1.2.1.1: 
Here, we conju gate by A 1 an d , as y 1 and >.1 are bot h nonze ro , sca le Y1 to >-1- Th en we mak e 
t he change of bas is 
e; = f;, 
and let a = t. We end up with the struct ure equ at ions 
with a E IR.. This is [7,[6,4],l ,6]. 
3. 2.1.18 Subca se 1.1.1.1.2.1.2: 
In this sect ion , we assumed that >.1 = 0, which yields the ad (f,) matrix 
>.2 0 0 0 0 Y1 
0 >.2 0 - y4 X2 0 
ad (f1) = 0 0 2>.2 X4 
0 X2 
0 0 0 >.2 X4 Y4 
0 0 0 0 0 0 
0 0 0 0 0 >-2 
88 
Conju gate by A 1, and this time, as y 1 and Az are both nonzero, sca le y 1 to Az. Th en make the 
chan ge of basi s 
which will yield th e st ruct ure equation s 
This is [7,[6,4],l ,7]. 
3.2.1.19 Subcase 1.1.1.1.2.2 : 
ln this sect ion, we assume that A2 = 0 and X3-# 0. This yields that the ad {f7 ) matrix is 
0 0 0 0 0 YI 
0 2)'1 0 - y4 X2 0 
ad{f1) = 0 0 At X4 X3 X2 
0 0 0 Ai X4 Y4 
0 0 0 0 A1 0 
0 0 0 0 0 0 
We next conju ga te by A 1A 4 and , as y 1 , x3, and A1 are all nonzero, sca le Yt to A1 and X3 to ±A 1. 
Finally , we make the basis change 
and t he stru cture equat ions become 
with 1::2 = l. In the table, thi s is [7,[6 ,4],l,8]. 
3.2 .1.20 Subcase 1.1.1.2 : 
We assumed in this section that a1 = A 1 but x 1 =I 0. This gives us the ad {f7 ) matrix 
A1 0 0 0 X1 YI 
0 2A1 + A 2 0 - y4 X2 Y2 
ad {f1) = 
0 0 At+ 2A2 X4 X3 Y3 
0 0 0 At+ A2 X4 Y4 
0 0 0 0 A1 0 
0 0 0 0 0 A2 
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Here we conju gate by A 13 and, if >-2 =f >.1, move y1 to 0. How ever, if ,\2 = >.1 , then we conju gate by 
A 6 instea d and , as x 1 =f 0, st ill move y 1 to 0. At this point , if we conju gate by Ao with a = d = 0 
and b = c = 1, we will get that 
>-1 0 0 0 0 X1 
0 2>.2 + >-1 0 X4 - y3 - X3 
ad( f7) = 
0 0 >-2 + 2>.1 - y4 - y2 - x2 
0 0 0 >-2 + >-1 - y4 -x4 
0 0 0 0 >-2 0 
0 0 0 0 0 >-1 
respec tively, we will have th e same ad (f7) matrix as in Sub case 1.1.1.1.2 . Thu s there are no new 
isomorphi sm classes to be found here. 
3.2. 1.21 Subcase 1.1.2 : 
In this section , we ass umed that a 1 = ,\ 1 + 2,\2 and that a3 fc 0. Thi s will give us the ad (f7) 
matrix 
>-1 + 2,\2 0 0 0 X1 Yi 
0 2,\1 + >-2 0 - y4 X2 Y2 
ad( f7 ) = 
a3 0 >-1 + 2,\2 X4 X3 Y3 
0 0 0 >-1 + >-2 X4 Y4 
0 0 0 0 ,\I 0 
0 0 0 0 0 >-2 
We conju ga te next by A10 . If ,\2 =f 0, t his a llows us to move th e x 1 position to O and hence gives us 
two cases. 
l. >.2 =f O and we move x 1 to 0, or >.2 = 0 and x 1 = 0 already. 
2. >-2 = 0, but x i =f 0. 
3.2. 1.22 Subcase 1.1.2.1: 
Here we have the ad (f7) matrix 
>-1 + 2>.2 0 0 0 0 Yi 
0 2>.1 + >-2 0 - y4 X2 Y2 
ad(f7) = 
a3 0 >.1 + 2>.2 X4 X3 Y3 
0 0 0 >-1 + .\2 X4 Y4 
0 0 0 0 >-1 0 
0 0 0 0 0 >-2 
We next conjugate by A13 . If .\2 =f - >.1, we move YI to 0. Thi s yields anoth er two cases 
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l. >-2 I - >-1 and we make the YI position equal to 0, or >-2 = - >-1 and Y1 = 0 already. 
2. >-2 = - >-1, but Yi I 0. 
3.2.1.23 Subcase 1.1.2.1.l: 
In this section, we have 
>-1 + 2>-2 0 0 0 0 0 
0 2>-1 + >-2 0 - y4 X2 Y2 
ad (f7) = a 3 0 >-1 + 2>-2 X4 X3 Y3 
0 0 0 >-1 + >-2 X4 Y4 
0 0 0 0 >-1 0 
0 0 0 0 0 >-2 
We conjugate by A 12 and, if >-2 I 0, move X3 to 0. If >-2 = 0, then we conjugate by A10 instea d 
and , as a3 I 0, we still move x;i to 0. 
Similarly , we next conjugate by A 15 and, if >-2 I - >-1 , then we move y3 to xz. If >-2 = - >-1, 
then we conjugate by A 13 instead and , as a3 I 0, we still move y3 to x2 . 
Then we conju gate by A 14 . If >-1 I 0, th en we can move Y2 to 0. This yields two cases. 
l. >-1 I 0 a nd we move Y2 to 0, or >-1 = 0 a nd Y2 = 0 already. 
2. >-1 = 0, but Y2 I 0. 
3 2.124 Subcas e l.1.2.1.1. l: 
We have the ad ( [7) malrix 
>-1 + 2>-2 0 0 0 0 0 
0 2>-1 + >-2 0 - y4 X2 0 
ad(f7) = a3 0 >-1 + 2>-2 X4 0 X2 
0 0 0 >-1 + >-2 X 4 Y4 
0 0 0 0 A I 0 
0 0 0 0 0 >-2 
We know that >.1 and >-2 are not simul taneously 0, otherwise th e algebra is nilpot ent. Th is gives us 
another two cases. 
2. >-1 = 0, which implies that >-2 I 0. 
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3.2. 1.25 Sub case 1.1.2.1.1.1.1: 
Here we conju ga te by A 1 and , as a 3 and >..1 are both non zero , we sca le a3 to >..1 . Th en we make 
th e chan ge of basi s 
e; = f;, 
and let a = f.-· Thi s yields th e structur e equation s 
with a E IR. T his is [7,[6,4],l ,9] in th e t able. 
3.2. 1.26 Sub case 1.1.2 .1.1.1.2: 
In t his sec tion , we have th at 
2>..2 0 0 0 0 0 
0 >..2 0 - y4 X2 0 
ad(f 1) = 
a3 0 2>..2 X4 0 X2 
0 0 0 >..2 X4 Y4 
0 0 0 0 0 0 
0 0 0 0 0 >..2 
T hen we conju gate by A 1 and , as a3 a nd >..2 are bot h nonzero, we sca le a3 to >..2. Fi na lly, we make 
t he change of bas is 
e; = f;, 
Th en we obt ain th e stru ctur e equ a tion s 
Thi s is [7,[6,4],1,10]. 
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3.2. 1.27 Subcase l.1.2 . l.l. 2: 
In this sect ion, we ass umed that ,\ 1 = 0 and Y2 f 0. This yields that 
2,\2 0 0 0 0 0 
0 ,\2 0 - y4 X2 Y2 
ad (f1) = a3 0 
2,\2 X4 0 X2 
0 0 0 ,\ 2 X4 Y4 
0 0 0 0 0 0 
0 0 0 0 0 ,\2 
Note that if ,\2 = 0, then the algebra is nilpotent . Then we conjugate by A1A1 and , as a3, Y2, and 
A2 are all non zero, scale a 3 to A2 and y2 to ±,\2. Finally , we make the change of basis 
e; == f; , for 1 :::; i :::; 6, 
This yields th e structure equation s 
with c2 = 1. In Appendix B, this is [7,[6,4],1,11]. 
3.2. 1.28 Subcas e 1.1.2 .1.2: 
Here we had that ,\2 = - ,\1 and y 1 # 0. This yields th e ad (f1) matrix 
- ,\1 0 0 0 0 Yi 
0 A1 0 - y4 X2 Y2 
ad (h) = a3 0 - ,\1 X4 X3 Y3 
0 0 0 0 X4 Y4 
0 0 0 0 ,\1 0 
0 0 0 0 0 - ,\1 
Also we see th at ,\1 f O or th e algebra is nilpotent . Then we conjugate by A12A1 3A 14 D.nd , as ~1 
and a3 are both nonzero, move Y2 and X3 to O and y3 to X2- Next we conju gate by A1A4 and, as 
a3, y 1 , and ,\ 1 are all non zero , sca le a3 and y 1 both to - ,\ 1. Fin ally, we make the basi s change 
and obta in the structure equation s 
Thi s is [7,[6,4],1,12]. 
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3.2.1.29 Subcase 1.1.2.2: 
In this sec tion , we have assumed that >.2 = 0 and x I fc 0. Then 
>-1 0 0 0 X1 YI 
0 2>.1 0 - y4 X2 Y2 
ad(f1) = 
a3 0 >-1 X4 X3 Y3 
0 0 0 >-1 X4 Y4 
0 0 0 0 >-1 0 
0 0 0 0 0 0 
and we see that >.1 fc O or the a lgebra is nilpotent. We now conjugate by A3A 13A 14A 15 and, as ..\1 
and XI are both nonzero , move Y1, Y2, and X3 to O and y 3 to x2. Then we conjugate by A1A4 and, 
as x I , a3, and ..\1 are all nonzero, scale a3 to >.1 and x1 to ± >.1. Finally , we make th e change of basis 
and arrive at the structur e equ ation s 
with E2 = I. This is [7,[6,41,1,13] in th e tabl e. 
3 2.1.30 Subca se 1.2: 
We assum ed here that a 1 = 2>.1 + >-2 and a.2 =I 0. Thi s will yield that 
2>.1+ >-2 0 0 0 X 1 YI 
a2 2>.1 + >-2 0 - y4 X2 Y2 
ad (f1) = a 3 
0 >-1 + 2>-2 X4 X3 Y3 
0 0 0 >-1 + >-2 X4 Y4 
0 0 0 0 >-1 0 
0 0 0 0 0 >-2 
If .,\2 fc .,\1, th en we conjuga te by A 3 and move a3 to 0. If, on the other hand , >.2 = .,\1 , then we 
conjugate by A s and , as a 2 =I 0, we still move a.3 to 0. Fina lly, we conjugate by Ao with a = d = 0 
and b = c = I , and arrive at 
2..\1 + >-2 0 0 0 YI X1 
0 >-1 + 2>-2 0 X4 - y3 - x3 
ad (f1) = 
- a.2 0 2>-1 + >..2 - y4 - y2 - x2 
0 0 0 >..1 + >..2 - y4 - X4 
0 0 0 0 >..2 0 
0 0 0 0 0 >..1 
y2 , x 4 , X3 , and y 3 , respective ly, then th is is t he same ad (f7 ) mat rix as the one in Subcase 1.1.2. 
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3.2.2 Parent Case 2: 
In the second parent case , we classify the algebras with an ad (f7 ) matrix of th e form 
a1 0 0 0 X j YI 
a2 3>.1 >-2 - y4 X2 Y2 
ad(f1) = a3 - >.2 3>-1 X4 X3 Y 3 
0 0 0 2>-.1 X4 Y4 
0 0 0 0 >-1 >-2 
0 0 0 0 - >.2 >-1 
with >-.2 =/= 0 and the eigenvalues order ed and label ed so th at f,-2'. 0. 
We first conjugate by A 2A3 and pick s2 and s3 to be as follows 
As >.2 =/= 0, these denominator s are nonzero. Picking s2 and s3 in thi s manner will move both the 
a2 and a3 positions to O simult aneously. This is the common type of chan ge that we mak e when we 
have a real Jord an block of thi s type in the ad matri x we are trying to simplify. 
Next conju gate by A10A13 and , aga in as >-.2 =/= 0, we move the x 1 an d Yi position s to 0 . lf >-1 =/= 0, 
t hen we conjugate by AnA 12A 14 , and , as >.2 =/= 0, we pick s n , s12, and s 14 to simult aneously move 
the y2 and x 3 po sition s to O and make th e x2 position equal to th e y3 position (ca ll the common 
valu e y3). If >.1 = 0, then we conju ga te by A11A12 and , as >-2 =I= 0, move x3 to O and make the x2 
position equal to the y3 position . This yields two cases. 
1. >.1 =/= 0 a nd we make a ll thr ee chan ges, or >.1 = 0 and we mo ve x 3 to O and X2 to y3 while 
y2 = 0 already. 
2. >.1 = 0 and we move X3 to O and x2 to y3, but Y2 =/= 0. 
3.2.2.1 Subcase 2.1: 
We have the ad ( f7) matri x here as 
a1 0 0 0 0 0 
0 3>-1 >-2 - y4 Y 3 0 
ad(f1) = 0 - >.2 3>-.1 X4 
0 Y3 
0 0 0 2>.1 X4 Y4 
0 0 0 0 A 1 >-2 
0 0 0 0 - >.2 >-1 
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Note that a 1 =J O or t he a lgebra decomposes . We then make the change of basis 
an d let a = f and b = t. This yields the struct ur e equations 
wit h a =JO and b 2: 0. In the table in Appendix B, thi s is [7,[6,4],2, l] . 
3.2.2.2 Subcase 2.2 : 
Here we assumed t hat >-.1 = 0 and, while we moved x3 to O and x 2 to y3, that Y2 =J 0. This 
gives us t he ad (h) matrix 
a1 0 0 0 0 0 
0 0 >-.2 - y4 Y3 Y2 
ad(f1)= 
0 - >-.2 0 X4 0 Y3 
0 0 0 2>-.1 X4 Y4 
0 0 0 0 0 >-.2 
0 0 0 0 - >-.2 0 
Again, note that if a 1 = 0, th en the algebra is decomposab le. Then conjugate by A 4A 7 and let 
s7 = s4 . As >-.2 and Y2 are both nonz ero, thi s will allow us to pick s4 to sca le Y2 to ± >-.2. Then mak e 
the change of basis 
e; = f; , 
and let a = f. Th is yields the structu re equat ions 
with a =J O and t:2 = 1. This is [7,[6,4],2,2]. 
3.2.3 Par ent Case 3: 
ln this final sect ion, we classi fy th ose algebr as whose ad (f7 ) mat rix is of the form 
a1 0 0 0 X1 Y1 
a2 3>. 1 - y4 X2 Y2 
ad(f1) = 
a3 0 3>. X4 X3 Y3 
0 0 0 2>. X4 Y4 
0 0 0 0 >. 1 
0 0 0 0 0 >. 
First , if a1 =J. 3>., we conjugate by A 2 A 3 and pick s2 and S3 as follows 
a3 
s2 = ---
a1 - 3>.' 
a1a2 - 3>.a2 + a3 
S3 = (a1 - 3>.)2 
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This will move both the a2 and a3 position s to O simultaneous ly. If , on the other hand , a 1 = 3>., 
th en we conju ga te by A3 and let s3 = - a2. This will move the a2 pos ition to 0. T his is usually how 
we will proceed if a real Jordan block of this typ e is in the ad matrix we are trying to simplify. We 
have two cases. 
1. a1 =J. 3>. and we move a2 and a3 to 0, or a 1 = 3>. and we st ill move a2 to 0 , while a3 = 0 
already. 
2. a1 = 3>. an d we st ill move a2 to 0, bu t a3 =J. 0. 
3 .2.31 Sub case 3 .1: 
Here we have th e ad ( f7 ) matri x 
a1 0 0 0 XJ YI 
0 3>. l - y4 X2 Y2 
ad (f1) = 0 0 3>. X4 X3 Y3 
0 0 0 2>. X4 Y4 
0 0 0 0 >. 1 
0 0 0 0 0 >. 
Now, if a1 =J. >., th en we conjugate by A10A 13 and move x 1 and y1 to 0 . If a 1 = >., then we conjugate 
by ju st A10 instead and pick s10 to move y1 to 0. This gives us two cases. 
1. a1 =J. >. and we move x 1 and Yr to 0, or a 1 = >. and we move y 1 to 0 and x 1 = 0 already . 
2. a1 = >. and we st ill move y 1 to 0, but x 1 =J. 0. 
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3.2.3.2 Subcase 3.1.1: 
In this section , we consider the case when th e ad ( f7 ) matrix is of th e form 
a, 0 0 0 0 0 
0 3>- 1 - y4 X2 Y2 
ad (f1) = 0 0 3>- X4 X3 Y3 
0 0 0 2>- X4 Y4 
0 0 0 0 >- I 
0 0 0 0 0 >-
If>- =f 0, then we conjugate by A11A 12 A 14 and pick su, S 12 , and s14 to move the Y2 and X3 position s 
to O and make the x2 position equal to the y 3 position (lab el the common value y3) . If A = 0, then 
we conjugate by AuA 12 and pick su and s 12 to move Y2 to O and x 2 to y 3. Th is gives us two cases. 
1. A =f 0 and we move x3 and Y2 to 0 and x2 to y 3, or A = 0 and we st ill move Y2 to 0 and X2 to 
y3, while x3 = 0 already. 
2. >-= 0 and while we still move y 2 to O and X2 to y 3 , X3 =I 0. 
3.2.3.3 Subcase 3.1.1.1: 
Here we end up with 
a1 0 0 0 0 0 
0 3>- I - y4 Y3 0 
ad (f1) = 0 0 3>- X4 0 Y3 
0 0 0 2>- X4 Y4 
0 0 0 0 >- 1 
0 0 0 0 0 >-
Note that a1 =IO or the algebra decomposes. This a llows us to make th e change of basis 
and let a = ..l.. Th en we have th e structur e equati ons 
OJ 
with a ER In the tab le in App endix B, this is [7,[6,4],3,l]. 
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3.2 .3.4 Sub case 3. 1.1.2: 
In th is section , we have th at 
a1 0 0 0 0 0 
0 0 1 - y4 Y3 0 
ad(f 1) = 0 0 0 X 4 X3 Y3 
0 0 0 0 X4 Y4 
0 0 0 0 0 l 
0 0 0 0 0 0 
wit h x3 i= 0. Not e a lso th at a1 i= 0 or t he algebra is nilpotent and decompo sa b le. Now we co nju gate 
by A 4 A 1 and let s 7 = s 4 . As a 1 and x3 ar e bot h nonzero , th is allows us to sca le x3 to ± (a 1) 3 . Th en 
we make th e change of bas is 
which will yield t he stru ct ure equation s 
wit h c2 = 1. T his is [7,[6,4],3,2]. 
3.2.3.5 Sub case 3. 1.2: 
\ Ve ass umed here th at a 1 = ,\ and t hat while we moved y 1 to 0, x 1 cl 0. 
,\ 0 0 0 X 1 0 
0 3,\ l - y4 X2 Y2 
ad (f1) = 
0 0 3,\ X4 X3 Y3 
0 0 0 2,\ X4 Y4 
0 0 0 0 ,\ 1 
0 0 0 0 0 ,\ 
T his impli es th at,\ i= 0 or the algebra is nilpotent. Th en we conju gate by A11A1 2A 14 and , as ,\ i= 0, 
move y 2 and x 3 to 0 and make the X2 position equa l th e y 3 position . Nex t we conju gat e by A 1 and , 
as ,\ and x 1 are both nonzero, scale x 1 to,\ _ Finall y, we make th e bas is ch ange 
and we arri ve at th e stru ctur e equat ions 
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In the table, this is [7,[6,4),3,3). 
3.2.3.6 Subcase 3.2: 
In this section, we assumed that a 1 = 3>. and while we moved a2 to 0, a3 # 0. Thi s yields that 
ad (f7 ) matrix 
3>. 0 0 0 XJ YI 
0 3>. 1 - y4 X2 Y2 
ad(f1) = a3 0 3>. X4 X3 Y3 0 0 0 2>. X4 Y4 
0 0 0 0 >. 1 
0 0 0 0 0 >. 
This implies that>. =Jc 0 or the algebra is nilpot ent. This a llows us to conjugate by A10A11A12A13A14 
and pick s10 , ... , s 14 to move Xt, Yt, Y2 , and x3 to 0 and make the x2 position equal to the y3 posi -
tion. Then we conjugate by A 1 and , as a3 and>. are both non zero, sca le a3 to >.3 . Finally, we mak e 
the basis change 
an d arrive at th e structure equation s 
T his is [7,[6,4],3,4]. 
This completes the classification of seven-dimensional algebras with this nilradical. 
3.3 A Derivation Algebra with Semisimple Part 
Isomorphic to sp ( 4, R) 
In this section, we classify those seven-dimensiona l Lie algebras, g, whose nilradical , N R(g) , is 
isomorphic to the six-d imensiona l nilpotent algebra with structure equations 
This is Nilradical 5 from the six-dimensiona l nilradicals listed in Appendix A. We again assume that 
we have a basis for g such that the first six vectors , f1 , ... , f6 , form a basis for N R(g) and have the 
100 
structur e equations given above. Let f7 be a ny vector not in N R(g) . Then by th e Jacob i prop ert y, 
lid ( f7 ) must be of th e form 
a1 0 C1 d1 XI YI 
a2 b 2 C2 d2 X2 Y2 
ad(f1) = 
0 0 C3 d 3 X3 X4 
0 0 C4 d4 X4 Y4 
0 0 C5 C6 b2 - C3 -c4 
0 0 C6 d6 - d 3 b2 - d4 
Lt - h - h d - d h e m - 2 , n - c3 - 2 , an p - 4 - 2 . Th en we can rewrit e ad (f7 ) as 
a1 0 C1 di X 1 Y1 
a2 2m Cz d2 Xz Y2 
ad (f7 ) = 
0 0 m+n d3 X3 X4 
0 0 C4 m+p X4 Y4 
0 0 C5 C5 m - n - c4 
0 0 C6 d6 -d3 m - p 
Then the lower right-hand 4 x 4 block is of the form ml 4 + a where J4 denot es the 4 x 4 identity 
and a is of th e form 
a- C C -~t), 
where A, B, C are all 2 x 2 mat rices, A is a rbitrary , and B a nd C are symm etri c. Th en a is an 
arb itr ary element in the sy mplect ic Lie a lgebra sp(4, JR) [5]. This will become especia lly imp orta nt 
in a moment . 
Nex t we look at th e ot her nonze ro ad matric es. Th ey a re 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 I 
ad (f3 ) = 
0 0 0 0 0 0 ad (f4 ) = 
0 0 0 0 0 0 
0 0 0 0 0 0 
, 
0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 - 1 0 0 0 0 0 0 - 1 0 0 
ad (f5) = 
0 0 0 0 0 0 ad (f6) = 
0 0 0 0 0 0 
0 0 0 0 0 0 
, 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
Th is will effectively allow us to move th e c2 , d2, x2 , and Y2 po sition s to Oby perturbin g [7. 
To dea l with the rest of the param ete rs in ad (f7 ), we mu st consider the automorphisms of N R( g). 
Using Map le to compute a basis for the derivation algebra and computing its Levi decompo sition , 
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we find th at a basi s for the semi simplc part is form ed by the following matrices. 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 ' 
0 0 0 0 - 1 0 0 0 0 0 0 - 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 - 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 0 0 0 ' 0 0 0 0 0 0 ' 
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 - 1 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 l 0 0 0 0 0 0 1 
0 0 0 0 0 0 ' 0 0 0 0 0 0 ' 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 1 ' 
0 0 0 0 0 0 
0 0 0 0 0 0 
which we will call D 1 , . .. , D 10 , respectiv ely. The lower right hand 4 x 4 submatrice s of D 1 , . .. Dw are 
all linearly ind epend ent and in sp (4, JR) as th ey a re of th e form disc ussed abov e . As dim sp( 4, JR) = 10, 
th en thi s se t of subm atric es form a bas is for sp ( 4 , JR), and clearl y th e semisimpl e p a rt of our derivation 
a lgebra is iso morphi c to sp( 4, JR). Th en th ere ex ists an autom orphi sm of N R(g) of th e form 
(1; n, 
where his the 2 x 2 identity and Sis an arbitrary element in the symplectic group Sp(4 , JR). Call 
this automorphism Ao-
If we use Maple to comput e a full basi s of derivatio11s and expon entiat e them , we find t hat th e 
automorphism group of N R( g) is generated by the following one param eter groups of transformations 
S1 0 0 0 0 0 1 0 0 0 0 0 
0 1 0 0 0 0 S2 1 0 0 0 0 
A1= 
0 0 1 0 0 0 
A2 = 
0 0 1 0 0 0 
0 0 0 1 0 0 0 0 0 1 0 0 ' 
0 0 0 0 1 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 1 
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l 0 0 0 0 0 1 0 S4 0 0 0 
0 I 0 0 0 0 0 1 0 0 0 0 
A3 = 
0 0 S3 0 0 0 
A1 = 
0 0 1 0 0 0 
0 0 0 l 0 0 
, 0 0 0 1 0 0 
, 
0 0 0 0 I 0 0 0 0 0 I 0 
0 0 0 0 0 0 0 0 0 0 1 
1 0 0 0 0 0 1 0 0 0 0 0 
0 1 S5 0 0 0 0 I 0 0 0 0 
A s= 
0 0 I 0 0 0 
A 6= 
0 0 S6 0 0 0 
0 0 0 1 0 0 
, 0 0 0 1 0 0 
, 
0 0 0 0 1 0 0 0 0 0 
_!_ 0 •• 
0 0 0 0 0 0 0 0 0 0 1 
1 0 0 0 0 0 1 0 0 0 0 0 
0 1 0 0 0 0 0 l 0 0 0 0 
A 1= 
0 0 1 0 0 0 
A s= 
0 0 1 0 0 0 
0 0 S7 1 0 0 0 0 0 1 0 0 
, 
0 0 0 0 1 - S7 0 0 Sg 0 I 0 
0 0 0 0 0 1 0 0 0 0 0 1 
1 0 0 0 0 0 I 0 0 S10 0 0 
0 1 0 0 0 0 0 1 0 0 0 0 
A g= 
0 0 1 0 0 0 
A10 = 
0 0 1 0 0 0 
0 0 0 1 0 0 
, 0 0 0 1 0 0 
, 
0 0 0 Sg 1 0 0 0 0 0 1 0 
0 0 Sg 0 0 1 0 0 0 0 0 1 
1 0 0 0 0 
~], 
1 0 0 0 0 0 
0 1 0 S 11 0 0 1 0 0 0 0 
A11 = 
0 0 1 0 0 
A12 = 
0 0 1 S 12 0 0 
0 0 0 1 0 0 0 0 1 0 0 
, 
0 0 0 0 1 0 0 0 0 1 0 
0 0 0 0 0 I , 0 0 0 0 -S 12 1 
] 0 0 0 0 0 1 0 0 0 0 0 
0 1 0 0 0 0 0 l 0 0 0 0 
A1 3 = 
0 0 1 0 0 0 
A14 = 
0 0 l 0 0 0 
0 0 0 S 13 0 0 0 0 0 1 0 0 
, 
0 0 0 0 1 0 0 0 0 0 1 0 
0 0 0 0 0 _L 0 0 0 S14 0 1 
S 13 
1 0 0 0 S15 0 1 0 0 0 0 0 
0 1 0 0 0 0 0 1 0 0 S16 0 
A1 s = 
0 0 1 0 0 0 
Al6 = 
0 0 1 0 0 0 
0 0 0 1 0 0 
, 
0 0 0 1 0 0 
, 
0 0 0 0 1 0 0 0 0 0 1 0 
0 0 0 0 0 I 0 0 0 0 0 1 
1 0 0 0 0 0 1 0 0 0 0 0 
0 1 0 0 0 0 0 1 0 0 0 0 
A17 = 
0 0 1 0 S17 0 
A1s = 
0 0 1 0 0 S18 
0 0 0 1 0 0 
, 
0 0 0 1 S18 0 
0 0 0 0 1 0 0 0 0 0 1 (j 
0 0 0 0 0 1 0 0 0 0 0 1 
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1 0 0 0 0 S 19 1 0 0 0 0 0 
0 1 0 0 0 0 0 1 0 0 0 s20 
Arn = 
0 0 1 0 0 0 
A20 = 
0 0 1 0 0 0 
0 0 0 1 0 0 0 0 0 1 0 0 
0 0 0 0 1 0 0 0 0 0 1 0 
0 0 0 0 0 1 0 0 0 0 0 1 
1 0 0 0 0 0 
0 1 0 0 0 0 
A 2 1 = 0 
0 1 0 0 S2 1 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 
No te th at conjugatin g ad (f7 ) by A 5 , An, A 16 , or A 20 will affect most significant ly th ose ent ries in 
ad (f7 ) t hat we are going to move to zero by perturbin g f1; consequently , th ese will be less useful in 
s imp lifying ad (f7 ) t ha t th e oth ers. 
We consider now conju gatin g ad (f7 ) by A0 . By bloc k mu lt iplica tion, th e symp lecti c subm at rix 
of A o, S, will only a ffect t he lower right- hand 4 x 4 piece of ad (f1 ). And as th at part of a.d (f1) could 
be wri tte n a.s m/ 4 + a, we have t hat 
As S E Sp( 4, IR) and a E sp( 4, JR) arbitr arily. Th en, by th e sect ion on th e rea l symplecti c ca nonical 
form in Chapte r 2, conju ga tion by A o can be used to put a into rea l sy mp lect ic ca nonica l form. 
T his yie lds ten pare nt cases. 
a , 0 CJ di X i Y 1 
a2 2m C2 d2 X2 Y 2 
l. ad (f1)= 
0 0 m + >- 0 0 0 
0 0 0 m+ µ 0 0 
0 0 0 0 m - >. 0 
0 0 0 0 0 m - /J, 
a1 0 CJ d1 Xt Yi 
a 2 2m C2 d 2 X2 Y2 
2. ad(f 1)= 
0 0 m+ >- 0 0 0 , with £ 2 = 1. 
0 0 0 rn 0 £ 
0 0 0 0 m - >. 0 
0 0 0 0 0 m. 
a1 0 Ct d 1 X1 YI 
a 2 2m C2 d 2 X2 Y 2 
3. ad (f1) = 
0 0 m+>- 1 0 0 
0 0 0 m + >- 0 0 
0 0 0 0 m - >. 0 
0 0 0 0 - 1 m - >. 
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a1 0 CJ d 1 X1 Yi 
a2 2m C2 d2 X2 Y2 
4. ad (h) = 
0 0 m 0 £ 0 with e 2 = 1. 
0 0 0 m 0 £ 
0 0 0 0 m 0 
0 0 0 0 0 m 
aJ 0 CJ d1 X 1 Yi 
a2 2m C2 d2 X2 Y2 
ad(f 1) = 
0 0 m 1 0 0 , with e 2 = 1. 5. 
0 0 0 0 m £ 
0 0 0 0 m 0 
0 0 0 0 - 1 m 
a1 0 C1 d1 X1 YI 
a2 2m C2 d2 Xz Yz 
6. ad (f1) = 0 0 m+>- 0 
0 0 , with µ f= 0 and e 2 = 1. 
0 0 0 1n 0 £µ 
0 0 0 0 m->- 0 
0 0 0 -£ µ 0 m 
a1 0 CJ d1 XJ YI 
a2 2m C2 dz X2 Yz 
7. ad(f 1)= 
0 0 m 0 £ 0 , wit h 11 f= 0 and £ 2 = o2 = 1. 
0 0 0 m 0 oµ 
0 0 0 0 m 0 
0 0 0 - oµ 0 m 
a1 0 CJ d 1 XJ YI 
a2 2m C2 d2 Xz Y2 
8. ad(f 1)= 
0 0 m + >- µ 0 0 with µ f= 0 and th e eigenvalues 
0 0 - µ m + >- 0 0 
, 
ordere d so that * 2: 0. 
0 0 0 0 m->- µ 
0 0 0 0 - 11 m - >-
ai 0 CJ di Xi YI 
a2 2m C2 d2 X2 Y2 
9. ad (f1) = 0 0 m 
0 £µ 0 , with 7/ f= - µ, 17, ~l f 0, and £ 2 = 1. 
0 0 0 m 0 € 7) 
0 0 -€ µ 0 m 0 
0 0 0 0 - € 7) 0 m 
a1 0 C1 d1 X 1 YI 
a 2 2m C2 d2 X2 Y2 
10. ad(f 1) = 
0 0 m µ 1 0 with µ f= 0 and th e eigenva lues 
0 0 - µ m 0 1 
, ordered so that 'fl 2: 0. 
0 0 0 0 rn JJ, 
0 0 0 0 - µ m 
From here, th e clas sification follows in a similar manner as th e previous sect ions and so we omit th e 
remainder of the classifica tion proof. The resultant algebras, however, are in the t able in Appendix 
B. 
3.4 A Derivation Algebra wit h Semisimpl e Part 
Isomorphi c to so(3 , 1, JR). 
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In this section, we classify thos e seven-dim ensional Lie a lgebr as , g, whose nilr adical, N R(g) , is 
isomorphic to th e six-dimensional nilpot ent a lgebra with stru ctur e equations 
Thi s is Nilradi cal 9 from th e six-dim ensional nilradi cals listed in App endi x A. We aga in ass ume th at 
we have a basis for g such that th e first six vecto rs, f1, .. . , f6 , form a bas is for N R(g) and have t he 
st ructur e equ ation s given above. Let f7 be any vector not in N R(g ). Th en by the J acobi prop erty, 
ad (f7 ) must be of th e form 
C3 + X5 - C4 + X5 C1 di X J Yt 
C4 - X5 C3 + X5 C2 d2 X2 Y2 
ad(f 7 ) = 
0 0 C3 - C4 X3 X 4 
0 0 C4 C3 X4 - X3 
0 0 C5 C5 X5 - x5 
0 0 C5 - C5 X5 - X5 
Let m = ½(c3 + x5), n = ½(-c4 + x5 ) , p = ½(c3 - x5) , and q = ½(c4 + X5 ) . Th en we ca n rewri te 
2m 2n 
- 2n 2m 








m+p n - q 


















X 2 Y2 
X 3 X 4 
X4 - X3 
m - p - n - q 
n + q m - p 
) 
Th en th e lower right -hand 4 x 4 subm atrix of ad (f7 ) is of th e form m / 4 + nK + a where a is of the 
form 
with A , B , C all 2 x 2 matrice s such th at A = ( ~ -/ ) and B and C are t race-free symmet ric. T hen 
a is an arbitr ary element of ~(h) , th e nonstandard representat ion of so(3, 1, JR) th at we s tudi ed in 
Chapt er 2. Aga in , this will be import ant lat er . 
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Next, we look at the other nonzero ad matrices. Th ey are 
0 0 0 0 0 1 0 0 0 0 - 1 0 
0 0 0 0 1 0 0 0 0 0 0 1 
ad (f3) = 
0 0 0 0 0 0 
ad (f4) = 0 0 0 0 0 0 
0 0 0 0 0 0 ' 0 0 0 0 0 0 ' 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 - 1 0 0 0 
0 0 - 1 0 0 0 0 0 0 - 1 0 0 
ad (f5) = 0 0 0 0 
0 0 
ad (f6) = 0 0 0 0 0 0 
0 0 0 0 0 0 ' 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
Tf we can move YI to x2, Y2 to -x i , d1 to - c2, and d2 to c1 in ad (f7), then we can perturb f7 to 
ann ihilate the entire upper left-hand 2 x 4 block. 
In order Lo do this and to tak e ca re of the remaining paramet ers , we need to compute the 
derivation algebra. We use Map le to compute a basis for the Lie algebra of derivation s of N R(g) 
and it s Levi decomposition. After doing thi s, we will find that a basis for t he semisimpl e part of the 
derivation a lgebra is given by 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 - 1 0 0 
0 0 0 1 0 0 0 0 1 0 0 0 
0 0 0 0 - ] 0 0 0 0 0 0 -1 
0 0 0 0 0 - 1 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
, 
0 0 1 0 0 0 0 0 0 1 0 0 
0 0 0 - 1 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 1 
0 0 0 0 0 - 1 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
which we will ca ll D1, ... , D6, respective ly. Note that the lower right-hand 4 x 4 submatrices of 
D 1, .. . , D6 form a basis IJ(h)- This imp lies that the semis imp!e part of the derivation a lgebra is 
natura lly isomorphic to IJ(J2)- In addition, t his implies that the matr ix 
Ao=(~ ~)' 
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with San arbitrary member of H(h) is an automorphism of N R(g) . 
At thi s point, we use Maple to compute a complete basis of the Lie algebra. of deriva tion s of 
N R(g). We then exponentiate them to find that the automo rphism group of N R(g) is generat ed by 
the following one parameter groups of tr ansformations 
SJ 0 0 0 0 0 cos(s2) - sin(s2) 0 0 0 0 
0 S1 0 0 0 0 sin(s2) cos(s2) 0 0 0 0 
A1 = 
0 0 1 0 0 0 A 2= 
0 0 1 0 0 0 
0 0 0 1 0 0 l 0 0 0 1 0 0 
0 0 0 0 s, 0 0 0 0 0 cos(s2) s in( s2) 
0 0 0 0 0 S1 0 0 0 0 - sin(s2) cos (s2) 
1 0 S3 0 0 0 1 0 0 0 0 0 
0 1 0 0 0 0 0 1 S4 0 0 0 
A 3= 
0 0 1 0 0 0 A4 = 
0 0 1 0 0 0 
0 0 0 l 0 0 l 0 0 0 1 0 0 
l 
0 0 0 0 1 0 0 0 0 0 1 0 
0 0 0 0 0 1 0 0 0 0 0 
1 0 0 0 0 0 l 0 0 0 0 0 
0 1 0 0 0 0 0 1 0 0 0 0 
0 0 S5 0 0 0 0 0 cos (s6) - sin(s 6) 0 0 
A s= 0 0 0 S5 0 0 l 
A6 = 
0 0 sin(s6) cos(s6) 0 0 
0 0 0 0 _!__ 0 0 0 0 0 cos(s6) - s in (s6) 
S5 
0 0 0 0 0 .l. 0 0 0 0 sin(s5) cos(s5) 
S5 
l 0 0 0 0 0 1 0 0 0 0 0 
0 1 0 0 0 0 0 1 0 0 0 0 
A 1= 
0 0 1 0 0 0 A s= 
0 0 1 0 0 0 
0 0 0 1 0 0 l 0 0 0 0 0 
l 
0 0 S7 0 l 0 0 0 0 sa l 0 
0 0 0 - S7 0 0 0 sa 0 0 l 
1 0 0 Sg 0 0 l 0 0 0 0 0 
0 l 0 0 0 0 0 1 0 s10 0 0 
A g= 
0 0 1 0 0 0 A10 = 
0 0 1 0 0 0 
0 0 0 1 0 0 0 0 0 1 0 0 
l 
0 0 0 0 1 0 0 0 0 0 1 0 
0 0 0 0 0 1 0 0 0 0 0 I 
I 0 0 0 S11 0 l 0 0 0 0 0 
0 I 0 0 0 0 0 1 0 0 S12 0 
Au = 
0 0 1 0 0 0 
A12 = 
0 0 1 0 0 0 
0 0 0 1 0 0 0 0 0 1 0 0 
l 
0 0 0 0 1 0 0 0 0 0 I 0 
0 0 0 0 0 0 0 0 0 0 1 
1 0 0 0 0 0 1 0 0 0 0 0 
0 I 0 0 0 0 0 1 0 0 0 0 
A1 3 = 0 0 1 0 S13 0 A14 = 
0 0 1 0 0 S 14 
0 0 0 1 0 -s ,3 l 0 0 0 1 S 14 0 
0 0 0 0 1 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 1 
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l 0 0 0 0 S 15 l 0 0 0 0 0 
0 l 0 0 0 0 0 1 0 0 0 SJ6 
A1 5 = 
0 0 1 0 0 0 
Al6 = 0 
0 1 0 0 0 
0 0 0 1 0 0 0 0 0 1 0 0 
0 0 0 0 1 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 
Now not e that if S E H ( h) , then S 1 J;S = J; for all i E { 1, 2}. This imp lies that J;S = (S 1) - 1 J; 
and stJ; = J;s - 1 . Then, as (J;) - 1 = - J; , we have 
for a ll i E {1,2}. Hence we have that 
Moreover , note th at J 1h = Kand hence s- 1 KS = K. 
By block multipli cat ion , we have th at the lower right -hand 4 x 4 block of (Ao)- 1 ad (f1) Ao will 
be s- 1 (m14 + nK + a)S. This yields 
As S is an arbitrary member of the gro up H (J2 ) and a is an arbitr a ry memb er of ~(J2 ), th en we 
pick S to put a into rea l ~-sy mplect ic ca nonica.l form. T his y ields thr ee p arent cases 
2m 2n C1 d1 X 1 Yi 
- 2n 2m C2 d2 X2 Y2 
ad( f1) = 
0 0 m + >. n 0 0 
1. 
0 0 m+ >. 0 0 - n 
0 0 0 0 m - >. - n 
0 0 0 0 n m - >. 
2m 2n CJ d1 X J Y1 
-2 n 2m C2 d 2 X2 Y2 
2. ad(h) = 
0 0 m n € 0 , with c2 = 1. 
0 0 - n m 0 -€ 
0 0 0 0 m - n 
0 0 0 0 n m 
2m 2n C1 d1 X1 YI 
-2 n 2m C2 d2 X2 Y2 
3. ad(h) = 
0 0 m + >. n -E µ 0 0 with µ > 0 and c:2 = 1. 
0 0 - n+ c:µ m+ >. 0 0 
0 0 0 0 m - >. - n -E µ 
0 0 0 0 n+Eµ m - >. 
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From here , th e classificatio n runs similar to the previous sect ion and so we omit th e remaind er of 
the class ificat ion proof. However , the algebr as are listed in App endix B. 
This completes our sample of the classification of the seve n-dimen sional algebr as and the text of 
this paper. The multiplicat ion tables of all th e isomorphi sm classes of indecomposable solvabl e Lie 
algebras of dim ension two through dimens ion seven with codim ension one nilradi cals can be found 
in Append ix B. 
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A LIST OF NILPOTENT ALGEBRAS USED AS NILRADICALS 
In th is appendix, we simp ly list and number the multiplication tables of the nilpot ent algebras 
from dimension thr ee through dimen sion six (for dimension one and two the on ly nilpotent algebra 
is the abe lian algebra). These are what we used as nilradicals for our classification . 
Th e lists were compiled by other authors. Dim ensions three throu gh five are from Winternitz' s 
list; wherever possible, we've indicated the appropr iate reference in Mubarakzyanov's as well [7, 3]. 
In the classification , Winternitz and Mubarakzyanov 's names are abb reviated to Win and Mub ar, 
respectively. Dimen sion s ix is from Gong's classific ation [1 ]. In usin g Gong's clas sification , we hav e 
made a change of bas is for eve ry algebra. If [e1 , ... , e6] is the basi s th at Gong used, th en we used 
the basis [-e 6, ... , - ei] for every six dim ension al nilpot ent algebra except numb er five; for that 
a lgebra, we instead used th e bas is [- e5, -es, - e4, - e2, -e3, -e t]. Thi s was don e for consistency in 
our classification. 
In addition , we have impo sed the numb erin g and will use it in th e numb ering scheme of Appendix 
B. Also we don 't list the abelian algebra of eac h dim ension, m , but we will refer to it as [m, OJ. 
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A.l Dime nsion T hree [5, 3] 
[3, l] e , e2 e3 e4 e5 W in : [5, l] 
e , Mubar: [5, l] 
e, e, e3 W in : [3, l] e2 
e , e3 e , 
e2 e, C4 e2 
e3 e5 
(5, 4] 
A.2 Dim ension Four 
[5, 2] e , e2 e3 e4 e5 Wi n : 
[4, l] e, Mubar: [5, 21 
e2 e , 
e3 e2 




C2 e , 
e3 [5, 5] 
C4 
[4, 2] e, C2 e3 C4 e5 Win: [5, 3] 
c , Mubar : [5, 3] 
e2 CJ e , 







e4 [5, 6] 
c, e:.i e3 C4 e5 W in: [5, 4] 
A.3 Dim ension Five e, Mubar: [5, 4] 
c2 c, 
[5, l ] 
CJ c , 
C4 
c, e2 e 3 e4 es Co 
C1 
e2 e , [5, 7] 
CJ 
e4 c , e2 e3 e4 es Wi n : [5, 5] 
e5 e, Mubar: [5, 5] 
e2 e, 
[5, 2] 
CJ e , C2 
e4 







[5, 8) [6, 4] 
C 1 C2 CJ e4 es Win: [5, 6} e1 C2 CJ •• es e5 Cong: [6, N639} 
C 1 Mubar : [5, 6] c, 
C2 e 1 e2 
CJ e1 e2 CJ 
C4 CJ C4 e2 e, 
C5 C5 •• 
C6 
[6, 5] 
A.4 Dim ension Six 
[6, 1) e, •2 eJ •• es •• Cong: [6, N641} 
e 1 
e 2 







C4 e2 C3 
cs C4 [6, 6] 
c" 
[6, 2] e, e2 c3 e,1 es CG Gong: [6, N642] 
c , 
C, 









C5 e4 [6, 7) 
CG 
[6, 3] e , e2 C3 C4 e5 e6 Gong: [6, N643] 
e, 
C2 









C5 CJ [6, 8] 
CG 
e, e2 CJ e 4 es e6 Gong: [6, N644) 
c , 
e 2 





(6, 9] (6, 14] 
e1 e2 l-!3 e4 t~s e6 Gong: [6, N644a] e1 e2 ea e4 es eo Go ng: [6, N6 14] 
e1 c1 
e2 e2 e 1 
e3 e2 e 1 ea e1 
e4 -e1 e2 e4 e1 P.3 
es es l14 
e6 e6 
[6, 10] (6, 15] 
e1 e2 l·!3 e4 es eo Gong : [6, N65] e 1 e2 e3 e4 es e6 Gong: [6, N621] 
e 1 e, 
e2 e2 e1 
ea ea e2 
e4 e4 t-! 3 
es e4 es e4 
(-!6 f!lj 
(6, 11] (6, 16] 
e 1 e2 ea e4 es e6 Gong: [6, N6 11] e1 l-!2 t~J e 4 t!5 ec; Gong: [6, N622] 
e1 e 1 
e2 e1 e2 t! 1 
e, e 1 e2 ea -e1 (·!2 
e4 e2 e3 e 4 C:J 
es e4 (-!5 e4 
e6 ea 
(6, 12] (6, 17] 
e1 e2 l-!3 e4 es eo Gong: [6, N612] e, c2 ea e4 (·!5 l-!(i Gong: [6, N623] 
e 1 e 1 
e2 e, e2 t-!1 
ea - e 1 l-!2 ea -e 1 e2 
e4 e2 ea e4 t-:2 
es e4 es ea 
eo eo 
(6, 13] (6, 18] 
e 1 e2 e3 e4 es eo Gong: [6, N613] e 1 e2 ea e4 es (·!(i Gong : [6, N624] 
e 1 e1 
e2 e 1 e 2 e, 
e3 e2 e3 e1 
e4 e1 e3 e4 ea 





































Go ng: [6, N625a ] 
(6, 26] 








Gong: [6, N627j 
[6, 28] 












Gong: [6, N629 j 
Gong: [6, N629aj 
Gong: [6, N62 10j 
Gong : [6, N63lj 
Gong: [6, N63 l aj 
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(6, 29] 










































In thi s appendix, we will list all of th e isomorphism classes of two throu gh seven-dim ensiona l 
rea l solvable ind eco mpo sa ble Lie a lgebras with cod imension one nilradical s. Before we list them, 
however, we wi ll desc ribe th e numb er ing system to the read er. Any given Lie algebra on the list will 
be given a numb er seq uence. For examp le, 
[5, [4, l], 3, 2]. 
The first number in the list correspo nds to th e dim ension of the Lie a igebrn; our exampl e is a five-
dimen siona l a lge bra . The second list corresponds to th e a lgebra 's nilradir.al. Thi s first numb er is t.hc 
dim ension of th e nilr adica l and the second numb er corresponds to th e numb ering of th e nil radica ls 
given in Appendix A with th e convent ion that as the abelian nilr adi ca l was given no numb er, we 
will number it with a 0. Our exa mple has th e first four-dimensional 11on-abelia11 uilr adical. The 
third number corr espond s to th e numb er of th e par ent case. For insta nce, if th ere was a 2 x 2 
block that was moved into rea l Jord an canonica l form, it would create t hree "parent " cases , one 
fo r each possible real Jordan ca nonical form. Our examp le is in the third pa rent case. Fina lly, the 
fourth numb er is the numb er of the algebra produ ced in t.hat parerrt case. To put it a ll toge ther, our 
exa mple is th e seco 11d algebni. th c1t cc111e from th e third par ent. cose of t he first 11011-a be lion nilrad ica l 
of a five-dimensional Lie a.lgchr a .. 
\Vherevc r possible, we have indicated th e appropr iate reference to the class ification lists of 
b ot h Win te rnit z and l'vlubarakzyanov [7, 3, 4]. As in App endix A, Wint ernit z and !Vlubarakzyanov 's 
nam es are abbr ev iate d to Win and Mubar, respect ively. 
B.l Dimension Two 
[2, [1, OJ, 1, lJ 
e, 
e2 
13.2 Dimen s ion T hree 
(3, [2, OJ, 1, lJ 
e , e, C3 Win: [3, 3] 
c, c , Win : [3, 4] 
C2 ac2 Win : [3, 5] 
parameters: [a] 
[I - 1 $ a, a $ l , a i- OJI 
[3, [2, OJ, 2, lJ 
para meters: la] 
IIO $ a]I 
[3, [2, OJ, 3, lJ 
CJ C·,t C3 
CJ 
W in: 13, 6] 
Win: [3, 7] 
W in : [3, 2j 
13.3 Dimension Four 
[4, [3, OJ, 1 , lJ 
Win : [4, 5] 
c, a. c2 
parameters: [a , b] 
[[b $ a, - I $ b, a $ I, a ,f. 0, b ,f. OJ] 
[4, (3, OJ, 2, lJ 
e2 c1+ac2 
parameters: [a , b] 
[[O $ a, bi- 01] 
[4, [3, OJ, 3, lJ 
p ara mete rs : fa] 
fill 
[4, [3, OJ, 4, lJ 
c, e, 






[l- 1 $ a , a $ l]] 
(4, [3, lJ, 2, lJ 
e, c, CJ e4 
e, 2ac1 




[10 $ al] 
Win: [4 , 6] 
Win: [4, 2] 
Win: [4, 3] 
Win : [4, 4] 
Win: [4, 8] 
Win : [4, 9j 
Win: [4, JO] 
Win: [4 , llj 
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[4, [3, 1], 3, lJ [5, [4, OJ, 4, 1] 
e , e2 e3 e4 Win: [4, 7] e, e2 C3 e, es Win: [5, J7j 
e, 2e 1 e, ac1 - c2 Mubar: [5, 17] 
e2 e , e2 e2 e1 +a e2 
e3 e2 +e3 e3 be3-cc4 
C4 e, ce3+be4 
es 
parameters: [a, b, c] 
B.4 Dimension Five 
[[0 .:'. a,O<c,c.:'. 11] 
[5, [4, O], 1, lJ [5, [4, OJ, 5, lJ 
c, e2 e3 e, Cs Win: [5, 7] e , e2 C3 C4 es Win: [5, 14] 
e, e , W in : [5, 8] e, ac, \Vin: [5, 16] 
e2 ae2 Mubar: [5, 7] e2 e 1 +a c2 Mubar: [5, 14) 
C3 be3 C3 b C3- C4 f,.1ubar: [5, 16] 
c, ce4 C4 e3+be. 1 
C5 Cs 
parameters: [a, b, c] parameters: [a, bj 
[[- 1 .:'. c, c _.,: b, b .:'. a, a .:'. 1, a f. 0, b -/ 0 , c -/ 01] [10 .:'. bl] 
[5, [4, OJ, 2, 1] [5, [4, OJ, 6, lJ 
c, C1 CJ C4 es Win: [5, 13j c , C2 C3 C4 es Win: [5, 15] 
c , a e 1 - e2 \Vin : [5, 14] e, e, Mu bar: [5, 15j 
C2 e1 +ae2 Mubar: [5, 13] e2 e 1 + C2 
e3 bc3 Mubar: [5, 14j e3 a e3 
c, C C4 e, e3+a e.,. 
C5 es 
parameter s: [a, b, cj paran1ctcrs: [a] 
IIO .:'. a, c .:'. b, b i- 0, c i- 01] [[- 1 .:'. a,a .:'. ljj 
[5, [4, OJ, 3, lJ [5, [4, OJ, 7, 1] 
e , C2 C3 e, es Win: [5, 8] e, e2 CJ C4 C5 Win: [5, 10] 
e, ae, Win : [5, 9j e, ae 1 Win: [5, 11] 
e2 e 1 +a e2 Mubar: [5, 8j e, Ct +ae2 Mubar: [5, 10] 
e3 e3 Mubar: [5, 9] e3 e2+a e3 Mubar: [5, 11] 
e, be4 c, c, 
Cs es 
parameters: [a, bj parameters: la! 
11- 1 :S b,b .:'. l,b f. 01] 1111 
(5, (4, OJ, 8, 1) 
e, e2 (~3 e4 es 
e, a e1 - e2 
e2 e1 +ae2 
e3 e1 +a e3- e4 
e4 e2+e:1+ae4 
es 
par a m et ers: [al 
[[OS all 
(5, (4, O], 9, 1] 
(5, (4, 1), 1, 1] 
parameters: [a, b) 
[[- 1 S a, a S l, b ,fi OIi 
(5, (4, 1], 1, 2] 
e, e, e3 e4 es 
e, (a+l)e, 
e2 e , e2+1"!4 





Win: [5, 18) 
Mubar: (5, 18) 
Win : (5, 12] 
Mubar: (5, 12] 
Win: (5, 19] 
Mubar: (5, 19] 
Win : [5, 28) 
Mubar: [5, 28] 
(5, (4, 1), 1, 3) 
(5, (4, 1), 1, 4] 
Win : [5, 29] 
Mubar: [5, 29] 
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Win: (5, 20] 
Mubar: (5, 20] 
e, .,, +(a+l) e, 
parameters: [a] 
[[- 1 S a,a S l]l 
[5, (4, 1), 1, 5) 
(5, (4, 1), 2, 1] 
C4 
para m ete rs: [a, b] 
[lo Sa, b ,fi OIi 
be4 
Win: (5, 27] 
Mubar: (5, 27) 
Win: [5, 25) 
Mubar: [5, 25] 
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[5, [4, 1], 2, 2] [5, [4, 2], 1, 1] 
e 1 e2 e3 e4 es Win: [5, 26] e1 e2 e3 e4 e5 Win : [5, 30] 
e , 2ae 1 Mubar : [5, 26] e, (a+2)n, Mubar : [5, 30] 
e2 •1 a e 2 - e3 •2 e1 (a+ l) e2 
e3 e2+ae3 e3 e2 ae3 
e4 e1 +2 ae4 e4 e4 
es es 
paramet ers: [a] param eters : [a] 
[[0 $ a]I [OJ 
(5, [4, 1], 3, 1] [5, [4, 2], 1, 2] 
e, e2 e3 e4 es Win : [5, 22] e , e2 e3 e4 es 
e , 2a e 1 Win : [5, 23] e1 (-!1 
e2 e, a e2 Mubar: [5, 22] e2 e 1 e2 
e3 e2+a e3 Mubar: [5, 23] (~:J (12 (·!3 
C4 e, e4 
es es 
paramet ers: [a] 
1111 [5, [4, 2], 1, 3] 
[5, [4, 1], 3, 2] e, {·!2 e 3 e, es Win: [5, 31] 
e1 3e1 Mubar : [5, 31] 
e2 e 1 2e2 
e, e2 e3 •• es Win : [5, 24] e:J e2 e3 
e , 2e1 Mub ar: [5, 24] 
e4 e3+ e4 
e, e 1 e2 
e5 
e3 e2+ e3 
e4 e 1 +2 e4 (5, (4, 2], 1, 4] 
es 
[5, (4, 1], 3, 3] e , (~2 e3 (-!4 (-!5 Win : [5, 32] 
e , e, Mubar : [5, 32] 
e2 e , e2 
e, e2 e3 •• es Win : [5, 21] e3 e2 ee 1 + H:J 
e , 2 e 1 Mubar: [5, 21] e4 
e2 e1 e2+ e4 
es 
e3 e2+e3 
param eters: [,:] 
•• •• [l,:2 = l]I 
es 
85 Dim ension Six 
(6, (5, O], 1, l] 
"' e2 eJ C4 e, C6 Mubar: [6, I) 
C1 e 1 
e2 ae2 
CJ b eJ 
C4 ce4 
e, de , 
parameters: [a, b, c, d) 
[[- 1 :S d , d :S c, c :S b, b :S a, a :S 1, a ,f. 0, b ,f. 0, 
c ,f. 0, d ,f. 0)) 
[6, [5, Oj, 2, l] 
C1 c2 C3 C4 e, Co Mubar: [6, 8) 
e , a c1 - e2 





param et e rs : [a, b, c, d) 
[[d :S c, c :S b, 0 :S a, b ,f. 0, c ,f. 0, d ,f. 0)) 
[6, (5, O], 3, l] 
C1 C2 CJ C4 c, Cu ~1 ub ar: [6, 2) 
c, O C1 





parameters: [a, b, c) 
[[- I :S c, c :S b, b :S 1, b ,f. 0, c ,f. 0)) 





(a- l) e 1 
C 1 +a C2 
bc3 -CC 4 
ce3+be4 
d e5 
paramet ers: [a, b, c, d) 
[[0 :5 a , 0 < c, c :5 I , d ,f. 0)) 




CJ +a C2 
b c3- c4 
e3 + 1>C-t 
parameters: [a, b, c) 
[[c ,f. 0, 0 :S bl] 
[6, [5, O], 6, l] 
param eters : [a, b) 
[[b :S a)) 




para met ers : [a, b) 
[[- ! :S b,b :S l,b ,f. 0)) 
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Muba r : [6, 11) 
Mubar: [6, 9] 
Mubar: [6, 6) 
Mubar: [6, 3] 
[6, [5, O], 8, 1] 
e, 
ea 
parameters: [a, b] 
[[O $ bl] 










e 1 + e2 
e2+e3 
e1 
[6, [5, O], 10, 1] 






parameters: [a, b] 
[[O $ a,b # OJ] 
ea 
a e1 - e2 
e1 +a e2 
e1+ae3-e4 
e2 + ea +a e4 
bes 
Mubar: [6, 10] 
Mubar : [6, 10] 
Mubar: [6, 10] 
Mubar: [6, 12] 





e2 +a e3 
(6, [5, OJ, 12, lJ 
[6, (5, 1], 1, 1] 
•1 (a+b) e 1 
•1 
parameters: [a, b, c] 
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Mubar: [6, 4] 
Mubar: [6, 5] 
Mubar: [6, 13] 
[[b::; a, a2 + b2 -I 0, -1 ::; c, c $ I, c # OJ] 




parameters: [a, b] 
[[b $ al] 
Mubar: [6, 14] 
(a+b)e, 
e1 +(a+b) es 
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[6, [5, 1], 1, 3] [6, (5, 1], 1, 7] 
e1 e2 e3 e4 es e6 Mub ar: [6, 17] e1 t!2 e3 e4 es ee M ubar: [6, 15] 
e 1 (a+b)e 1 Mubar: [6, 18] e1 (a+l)e1 
e2 e, ae2+ e4 e2 e1 e2+ e4 
CJ be3 e3 ae3+ es 
e4 ae4 e4 e4 
es es es ae5 
eo eo 
par ameters: [a,b] parameters: [a] 
IOI [[- 1 $ a,a $ l ]I 
[6, (5, 1], 1, 4] (6, [5, 1], 1, 8] 
e, e2 e:i e4 es eu Mubar: [6, 19] e 1 e2 e 3 e4 es ea Mubar: [6, 161 
c, (a+l) e , e, e1 
e2 e, e2+e4 e2 e1 e2+e4 
CJ a ea e, es 
e4 e 4 e4 e1 +t-!4 
es e, +(a+l) es es 
"• e6 
par a met ers: [al 
IOI (6, [5, 1], 2, 1] 
(6, (5, 1], 1, 5] e1 (~2 e, e4 es e6 Mubar : [6, 351 
e, (a+b) e, 
e2 e, ae2 
e , e2 e3 e4 es e6 
b( -!3 e3 
e, e 1 
e4 ce4- es 
e2 e , e4 




[a,b, cl parameters : 
P.5 c1 + es 
[[a2 + b2 ¥ 0, b $ a, 0 $ c]] 
eo 
[6, [5, 1], 1, 6] (6, (5, 1], 3, I] 
e , e2 e3 e4 es eo Mubar: [6, 17] e1 e2 e, e4 es eo Mubar: [6, 251 
e , . ae1 Mubar: [6, 20] e , (a+l) e1 
"2 "' ae2+e4 e2 • 1 e2 
e, e, oe3 
e4 e 1 +ae4 e4 b e4 
es es es e4+bes 
e6 eo 
paramet ers : [a] param eters: [a,b] 
IOI [[-1 $ a,a $ ll] 
[6, [5, l], 3, 2] 







[[-1 S a,a S II] 
(6, (5, 1), 3, 3) 
parameters: [a] 
[[]] 




[[,:2 = ,:I] 











e2 +a e3 
bc:4 
ces 
parameters: [a, b, c] 
([O S a, c S b, b I 0, c # 01] 
Mubar: [6, 26] 
Mubar: (6, 27] 
Mubar: (6, 27] 
[6, (5, 1), 4, 2] 
parameters: [ a, b] 
([OS a , b # 01] 





H1 +C( -!5 
H2+a HJ 
b e4 -c t·!s 
ce4+bes 
paramet ers: [a, b, c] 
[(OS a , O < cl] 




[(O $ al] 
(6, (5, 1), 6, 1) 
e, 
e4 
parameters: [a, b] 
([OS al] 





Mubar: (6, 33] 
Mubar: [6, 37] 
Mubar : [6, 38] 
Mubar: (6, 34] 
(6, (5, 1), 6, 2) 
e, e2 e3 e4 es ea Mubar: 
e, 2a( ~l 
e2 e, ae2- ea 
e3 e2+a ea 
e4 e1 + 2ae4 
es e4 +2aes 
eu 
parameters: [al 
[[0 $ al] 
[6, (5, 1], 7, 1] 
e, e2 e3 e4 es e6 Mubar: 
e , 2ae1 
e2 c, ae2 
e3 e2+a{13 
e4 e4 
es be s 
es 
parameters: [a,b] 
[[-1 $ b,b $ l,b i- 0)1 
(6, [5, 1], 7, 2] 
e, e2 ea e4 es eo Muba r : 
e1 2ae1 
e2 e, a e2 






(6, (5, 1], 7, 3) 
e, e2 e3 e4 es e• Mubar: 
e, 2ae1 
e2 e, ae2+e4 




par ameters: [al 
[OJ 
(6, (5, 1], 7, 4] 







[6, [5, 1], 7, 5] 









[[a i- 0l] 
(6, (5, 1], 8, 1] 








paramet ers: [a,b] 
[[0 $ bl] 
[6, [5, 1], 9, 1] 
































Mubar: [6, 23j 
Mubar: [6, 24] 
Mubar: [6, 36] 
Mubar: [6, 28] 
Mubar: [6, 30] 
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(6, [5, 1], 9, 2] 
e, 
(6, (5, 1], 9, 3] 
e, 
e2 
(6, (5, 1), 9, 4] 








Mubar: (6, 28] 
M uba r : (6, 29] 
Mubar: (6, 31] 
(6, (5, 2), 1, 1] 
e, e2 (·!3 fl4 es 
e1 





parameters : [a , b] 
[lb f. 01] 
[6, (5, 2], 1, 2] 
('!1 e2 e3 (-!4 es 
e, 





paramet ers: [a] 
[Ill 
(6, (5, 2], 1, 3] 








[[a f. O]I 
(6, (5, 2], 1, 4] 
e, e2 e3 e4 es 
e, 
e2 e, 







eu Mubar : [6, 39] 
(a + 2)e1 
















"" Mubar : [6, 40] 
(a+2), ,, 
(a+ l )c2 
a e3 
e4 
e, +(a+2) es 
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[6, [5, 2], 1, 5] [6, [5, 2], 1, 9] 
e , e, e3 e4 e5 eG Mubar: [6, 43] e 1 e2 ea (~4 (~5 ea Mubar: [6, 47] 
e , e1 e, e , 
(~2 e, e2 e, e2 
e3 e2 -e3 e3 e2 c e1 + e3 
e4 e4 + es e4 
es e1 + es es aes 
eG e6 
paramete rs: [a,t:] 
[6, [5, 2], 1, 6] [[a f. 0, t:3 = ell 
e, e2 ( !J e4 es e6 Mubar: [6, 45] [6, [5, 2], 1, 10] 
e , 3e 1 
e2 e, 2e2 




e 1 +3 es 
e2 c, e2 
es 
e3 e2 c e 1 + e3 
eo 
e4 es 
[6, [5, 2], 1, 7] er, 
eG 
parameters: [t:] 
e, e2 e3 e4 e5 eo Mubar: [6, 41] [[t:3 = ell 
e, (a+2)e 1 
e2 e , (a+l)e2 
e3 e2 ae3+ es [6, [5, 2], 1, 11] 
e4 e4 
P.5 aes e1 e2 e3 (·!4 es ea Mubar: [6, 48] 
eo e, e, 
parameters: fa] e2 e, t?2 
IOI e3 e2 (~3 
e4 
[6, [5, 2), 1, 8] es e1 +es 
e6 
e, e2 l-!J e4 e5 es Mubar : [6, 46] [6, [5, 2), 1, 12) 
e , 3e , 
e2 e1 2e2 
e, e2 e3 e4 e5 es Mubar: [6, 50] 




e2 e, e2 
e, e, 
ea e2 e3+es 
eo 
e4 
es e e1 + es 
e6 
param ete rs: le] 
[[t:3 = cl] 
(6, (5, 2], 1, 13] 
e , e2 e3 e 4 es C6 
e , 
e2 e, 




paramete rs: [c] 
[[e:3 = E]j 
(6, [5, 2], 1, 14] 







par ameters: [e:] 
[[e:2 = l]j 
(6, [5, 3], 1, 
e, 
es C6 




e, (1-b) e3 
e2 (a - b) e4 
bes 
parameters: [a , b] 
[[-1 $ a,a $ 11] 
(6, (5, 3], 1, 2] 
e, e2 e3 e4 es es 
e, e, 
e 2 2 ae2 
e3 e , (1-a) e, 
e4 "2 ae4 
es e 4+a e5 
parameters: [a] 
[[-1 /2 $ a,a $ 1/2 1] 
Mub ar: [6, 52) 
Mub a r: [6, 51] 
Mub ar: [6, 54) 
Mubar: [6, 57) 
(6, (5, 3], 1, 3] 
parameters: [a) 
[[-2 $ a,a $ 2]) 
(6, (5, 3], 1, 4] 
(a+ l )e2 
,.,, ( 1 -a) e, 
param eters : [a) 
[[-2 $ a,a $ 0]) 





param eters: [a) 
[lo $ a,a $ 2]) 
(6, (5, 3], 1, 6] 










e 2+2t 13 
e4 
e4 + es 
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Mubar : [6, 61) 
Mubar : [6, 55) 
Mubar: [6, 56J 
Mubar: [6, 58) 
Mu bar : [6," 62) 
Mub ar: [6, 58] 





[6, (5, 3], 1, 8] 
parameters: [e:j 
[[e:2 == ljj 




[6, (5, 3], 1, 10] 
Mubar: [6, 62j 
e5 Mubar : [6, 64j 
Mubar : [6, 63j 
Mubar : [6, 59j 
e, 
[6, (5, 3], 1, 11] 
parame ters: [,:j 
[[e2 == l]j 
[6, (5, 3], 1, 12] 
(6, [5, 3], 2, l] 
e1 +a e2 
e, (a-b)e, -e4 
e2 e3 +( a-b)e4 
b es 
para mete rs: [a, bj 
[[O :$ all 
(6, [5, 3], 2, 2] 
e4 
parameters : [a] 
[10 :$ al] 
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Mubar : [6, 53j 
Mubar: [6, 70j 
[6, [5, 3], 3, 1] 
e4 




e 1 (a - l )e3 
e2 e3+ (a-l) e4 
[6, [5, 3], 3 , 2] 
e, 
es 
[6, [5, 3], 3, 3] 
e3 
parameters: [<:] 
[[,:2 = ,:]] 
e1 t:e2+c:.i 
e2 e3 + e4 
[6, [5, 4], 1, 1] 




e, (a+2) e2 
e2 (a+l)e3 
Mubar: [6, 65] 
Mubar: [6, 66] 
Mubar: [6, 68] 
Mubar: (6, 71] 
132 
[6, [5, 4], 1, 2] 
Mubar : [6, 72] 
e, 4e1 
e1 3 e2 
e2 2 e:.i 
e, e, 
[6, [5, 4], 1, 3] 
Mubar: (6, 74] 
e, 
e4 
[6, [5, 4], 1, 4] 
Mubar: (6, 75) 
e1 e 1 
e2 e1 e2 
C3 e2 a c1 + e:1 





[6, [5, 4], 1, 5] 
e1 e2 e3 e4 e5 eo Mubar: [6, 73) 
e, (~ 1 
e2 e 1 e2 
e3 l~2 t:e1 +e3 




[[t:2 = l]] 
(6, (5, 5), 1, 1) 
e, 
e4 
•1 •2 e3 •• es 
e, e1 
e2 
parameters : [a] 
[[-1 S a,a S 11] 
(6, (5, 5), 1, 2) 
e, •2 e3 e4 es 
• 1 






(1,:2 = 11] 
(6, (5, 5), 1, 3) 
•1 •2 e:J •• •• 
C1 





(6, (5, 5) , 2, 1) 
• 1 •2 t~J •• e, 
e, 






([O $ al] 
e6 Mubar : (6, 76] 










•G Mubar: (6, 78] 
- e1 
e3 





- e 1 +3 a e3 
ae4- es 
e4+aes 
(6, (5, 5), 2 , 2) 
3 e1 + e3 
e3 e1 2e2 
(6, (5, 6), 1, 1) 
•1 e2 e:i e4 es 
•1 
•2 (~ 1 
ea • 1 
•• 
e, 
param ete rs : [ a, b] 
[(O $ b, b $ al] 
(6, (5, 6), 1, 2] 
parameters: [a] 
[[OS a,a::; 11] 








(I -a) e4 
(1-b)e, 
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Mubar: (6, 79] 
Mubar: [6, 82] 
Mubar: (6, 82] 
Mubar : [6, 85] 
[6, (5, 6], 2, 2] 
e, 






param eters: [a] 
((0 $ al] 
e, 
(6, (5, 6], 3, 2] 













Mubar: (6, 84} 
Mubar: (6, 83] 
Mubar: (6, 86] 
Mubar: [6, 83] 
(6, [5, 6], 5, 1] 
e, 
(6, (5, 6], 6, 1] 
e, e2 e3 t-:4 es 
e, 




parameters: [ a, b) 
[(O $ a,O $ b]] 
(6, [5, 6], 7, 1] 
parameters : [a, c] 
[[c2 = 11] 
[6, (5, 6], 8, l] 






parameters: [a, b] 









(a+b} e2- e3 
e2+(a+b)e3 
(a-b) e4- es 
e,+(a-b}es 
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Mubar : (6, 87] 
Mubar: (6, 89] 
Mubar: (6, 88) 
Mubar: (6, 92] 
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[6, [5, 6], 9, 1] [6, [5, 7], 1, 3] 
e , e2 e3 e4 e, e• Mub a r : (6, 001 e , e2 e3 e4 es es Mubar: [6, 96J 
e1 2ae1 Mubar : [6, 91J e 1 3e 1 
e2 e1 ae 2- e4 e2 e 1 2 e2 
e, e1 ae3 -bes e3 e 1 e2 e3 
e4 e2 +a e4 e4 e2 +2e4 
e, b e3 +a es e, e3+ es 
eo es 
par a m et er s:· [n; b} 
[[0 :'o a, -1 < b, b '.'o 1, b-/ 0IJ [6, [5, 7], 1, 4) 
[6, [5, 6), 10, 1] e1 e2 e3 e4 es e6 Mubar: [6, 97] 
e1 4 e1 
e2 e 1 3e2 
e1 e2 e3 e4 e, •• (~3 e 1 e2 2e3+ e4 
• 1 2 ae 1 e4 2e4 
e2 e1 ae2- e3 e, es 
e3 e1 e2 +a e3 ea 
C4 e2 +a e4- es 
es e3+ e4 +a e 5 [6, [5, 7), 1, 5) 
eG 
par ameters : [a] 
1(0 :'o alJ e1 e2 e 3 e4 
es es Mubar : [6, 98J 
•~1 e1 
e2 e1 et~ 1+e2 
[6, [5, 7], 1, 1] e3 e, e2 e3 
P.4 
e1 e2 e3 e4 es eo Mubar: [6, 94} (~5 e <-i4 
e1 (a+2)e 1 eli 
e2 e, (a+l)e2 paramete rs : [t:] 
e3 e , e2 ae3 [[t:2 = cl] 
C4 2 e4 
es es [6, [5, 8], 1, 1) 
CG 
paramet ers : [a] 
[[JI 
e, e2 e3 e4 es eG Mubar: [6, 99J 
e , 5 e 1 
e2 e 1 4e2 
(6, (5, 7], 1, 2) e3 e, e2 3e3 
e4 P.3 2e4 
e, e2 e3 •• e, •• Muba r: [6, 95] e, es 
e, 2e1 eG 
e2 e1 e2 
e, • 1 e2 
C4 e 1 +2 ~4 
es e, 
eo 
B.6 Dimension Seven 
[7, [6, OJ, I, l] 
e, e2 eJ e4 es e6 e1 
e , e, 
e2 ae2 
e3 b eJ 
e4 ce 4 
es d es 
C6 t e• 
parameter s : fa , b, c, d, t] 
[[- 1 $. t, t S. d, d :S c, c S. b, b :S a, a :S 1, a cp 0, 
b f 0, qe 0, d # 0, t # 01] 
[7, [6, OJ, 2, l] 
e, e2 CJ e4 es eG e1 
e, a e1 - e2 
e2 e 1 +a e2 
CJ bc3 
e• C€ 4 
es d es 
C6 te• 
parameters: [a , b, c, d, t] 
[[t S. d, d S. c, c :S b, 0 :S a, bf 0, c f 0 , d # 0, t f 01] 
(7, [6, OJ, 3, lJ 
c, e2 CJ e4 es e6 C7 
c, ae 1 




C6 d e6 
e7 
param eter s: [a , b, c, d] 
[[- 1 S. d, d :S c,c :S b, b f 0,c f 0, d # 01] 






b e3-ce 4 
ce3 +b c4 
d es 
param eters: [a , b, c , d, t] 
[[O S. a, 0 < c, c S. l , t :S d, d f 0, t # 01] 
(7, (6, OJ, 5, l] 
e, e2 C3 e4 e5 CG e7 
e, ae 1 
e2 e1 +ac2 





param ete rs: [a , b1 c, d} 
[IO :S b, d :S c, c # 0 , d # 01] 
(7, [6, OJ, 6, 1] 
e, C2 CJ C4 C5 C6 C7 
e, ac, 
C2 C1 +a e2 
e3 bcJ 
e4 e3-f-b c4 
es C5 
e6 ceo 
param ete rs: [a , b, c] 
[[b S. a , - I :S c, c :S 1, c # 01] 
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(7, (6, O], 7, lJ 
e1 e2 P.3 e4 e, eG P.7 
e 1 ae1- e2 
e2 e 1 +ae2 
e3 b e3-c e4 
e4 c e3 +b e4 
es de5-te6 
es tes+de6 
parameters: [a, b, c, d, t] 
[[0 $ a, 0 < t , t $ c, c $ 1 j] 
[7, [6, O], 8, lJ 
e3 be;i- e4 
e4 e:i+be4 
es c es- d ea 
parameters: [a, b, c, d] 
[[O $ b, 0 < d, d $ ll] 
(7, [6, OJ, 9, lJ 
parameters: [a , b, c] 
[[b $ a,O $ c]] 
e1 +a e2 
b e:i 
e3+be4 
[7, (6, OJ, 10, lJ 
parameters: [a, b] 
[[- 1 $ b,b $ a,a $ ll] 
(7, (6, O], 11, lJ 
parameters: [a, b, cj 
[[- 1 $ c, c $ b, b $ 1, bi 0, c i Ol] 
(7, (6, OJ, 12, 1] 
parameters: [a, b, c] 
[[O $ b, c i Ol] 
e1 +a e2 




[7, (6, OJ, 13, lJ 
e2 e1 +a e2 
e 3 e2+ae3 
e4 be4 
~ ~+b ~ 
parameters : la , b] 
IOI 
(7, (6, OJ, 14, lJ 
e, e2 •~J e4 es es e7 
e 1 e, 
e2 e 1+ e2 
e3 e2+< -!3 
e4 o e4 
es e4 +a es 
es t~s+a e6 
e1 
paramet ers : la] 
II - 1 $ a, a $ 1 I] 
[7, [6, OJ, 16, lJ 
e2 e 1 +a e2 
e3 e2+a e3 
e4 e 3+a e4 
paramet ers: la , b] 
{[-1 $ b,b $ l ,b # OJ] 
(7, (6, OJ, 17, lJ 
e 2 e1 +a e2 
e3 e 1 +a ea - e4 
e4 t!2 + e3 +a e4 
es b es-c e5 
e6 c e~ +b eG 
parameters: la , b, c] 
{10 $ a,O < cl] 
(7, [6, OJ, 15, lJ (7, (6, OJ, 18, lJ 
e, e2 e :, e 4 es eCi e1 
C t O.e 1 -t~2 (~ 1 a e1 - e2 
e2 e 1+a e 2 (~2 e1 +a t?2 
e3 e 1 +a e3- e4 
e4 e2+ea+ae4 e4 t-!2 + e:, +a e4 
es bes es bes 
e5 es+ b eo 
e7 
parameters: la, b, c] parameters: la,b] 
(lo :s; a, c :s; b, b # o, c # o]I [10 $ al] 
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[7, [6, O], 19, l] 
e2 e1+ae2 
~ Q+ a ~ 
e4 e3+a t~4 
es b es- eG 
- ~+b-
pa rameters: [a, b] 
[[O $ bl] 
[7, [6, O], 20, l] 
c2 e1 + e2 
e3 e2 + e3 
e4 ea+e4 
paramete rs: [a ] 
[[I] 
[7 , [6, O], 20, 2] 
e, 
[7, [6, O], 21, l] 
e1 e2 e3 •• e, eo e7 
e, a e1 
e2 e 1+ ae2 
e3 e2 + ae3 
e4 ~3+ae4 
es e 4+ ae5 
eG eo 
e1 
p arameters: [a] 
[[I) 
[7, [6, O], 22 , l] 
e3 e 1 +a e3 - e 4 
e4 e2+ e3 +a e4 
es e:l +a es - eo 
p ara mete rs: [a] 
[[O $ a]) 
[7, [6, O], 23, l] 
e2 e1 + e2 
e3 e2 + e3 
e4 e:1+e4 
[7, [6, l] , 1, l] 
para mete rs: [a ) 
[[a-/- O]] 
t~2 4 e3 
e2 e3 3 e4 
[7, [6, l], 1, 2] 
e 1 Se 1+e2 
e2 5 e2 
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(7, (6, 1), 1, 3) 








(7, (6, 1], 1, 4) 








(7, (6, 1), 1, 5) 








(7, (6, 1), 1, 6] 








parameters: (a , e:] 






















(7, (6, 1], 1, 7) 
(7, (6, 2), 1, 1) 
e2 
e3 
param et ers : [a, b] 
([a2 + b2 i 01] 
(7, (6, 2], 1, 2) 








paramet ers: (a] 
[OJ 
(7, (6, 2], 1, 3) 
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e, 
(a+3 b) te2 
e2 (a+2b)ea 
e3 (a+b) "• 
e4 a e5 
b eG 
•• e7 
(a+3) e, + te2 
(a+3) e2 
e2 (a+ 2) ea 
e3 (a+ ! ) e4 
t14 aes 
e6 
[7, [6, 2], 1, 4] 
parameters: [a] 
1Dl 
[7, [6, 2], 1, 5] 
parameters: [a] 
llll 
[7, [6, 2], 1, 6] 
e, 
(3a+l)e2 
e3 e2 (2a+l)e 3 
e3 (a+ l )e4 




[7, [6, 2], 1, 7] 
[7, [6, 2], 1, 8] 
[7, [6, 2], 1, 9] 
e , 
(a+3) e2 
e2 (a+2) e3 
e3 (a+l) e4 
e4 a t~s 
e1 + e6 
parameters: [a] 
llll 
[7, [6, 2], 1, 10] 
[7, [6, 2], 1, 11] 
e2 
e4 e3 - e4 
e4 -2es 
<~1 + eG 
141 
(7, (6, 2], 1, 12] 
ea 
e 1 
(7, [6, 2], 1, 13] 








[7, [6, 2], 1, 14] 
param eter s: [a, b, ,:] 
[[,:2 = l]I 
[7, [6, 2), 1, 15] 
es 
e 7 
param eter s: (a ,,: ] 







e 1 +e6 
e1 




param eters: [a,,:] 
[[1o2 = l]l 
[7, [6, 2], 1, 17] 
para meters : [a, ,:] 
[[1o2 = lj] 
(7, [6, 2], 1, 18) 
e, e 1 
4 a e2 




[7, [6, 2), 1, 19) 
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[7, [6, 2], 1, 20] 








[7, [6, 2], 1, 21] 
e7 
[7, [6, 2], 1, 22] 
e7 
para meters: [aJ 
[OJ 
(7, [6, 2), 1, 23j 
par ameters : [a , e] 






ae 1 + Hs+ eo 
[7, [6, 3], 1, 1] 
.,2 (a + 2 b)e2 
para met ers: [a , bJ 
[[a2 + b2 'f' 01] 
[7, [6, 3], 1, 2) 
pa ram ete rs: [a J 
[OJ 
(7, [6, 3], 1, 3) 
e2 
param et ers: [a J 
[[II 
[7, (6, 3], 1, 4) 
e2 (a+ b)e, 
2 b e• 
ae3 
t-~2 +2 a •~4 
i!I 
(a+2) 1:2 
t!2 (a+l) e, 
2e4 
f!:J aes 
l~l + C(j 
143 





[7, [6, 3], 1, 6] 
e1 
param eters : [a] 
1111 













e2 2 a e3 





[7, [6, 3], 1, 8] 
e1 •2 e:, •• P.5 e6 e1 
e, oe1 
e2 (a+2) e2 
e3 •2 (a+l) e3 
e4 e2 2e4 






[7, [6, 3), 1, 9] 
P.7 
[7, [6, 3), 1, 10] 
e2 e3 
e2 e2 +2 e4 
P.7 
[7, [6, 3], 1, 11] 
e :.1 e1 + es 
P.7 






(7, (6, 3], 1, 13] 








paramet ers : [a] 
[OJ 
(7, (6, 3], 1, 14] 








param eters: (,:] 
[[,:2 = ll] 

















e3 e4+2 es 
(7, [6, 3], 1, 16] 
e1 e2 (~3 e4 es eo e1 
e 1 e 1 
e2 
e3 e2 
e, e2 e3 
C5 e3 e4 
eo - es 
e1 
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(7, (6, 3], 1, 17] 
e 1 2e1 
(a+2) e2 
e2 (a+ 1) e, 
e2 e1 +2 e4 
e3 aes 
ea 
par amete rs : [a ] 
l•I 
[7, [6, 3], 1, 18] 
(7, [6, 3], 1, 19) 
e 1 
e :1 
(7, (6, 3], 1, 20] 
e1 
e2 2 e 3 
e2 e 1+ e 3+2 e4 
(7, (6, 3], 1, 21] 
2 e 1 
4 (~2 
3 e :.i 
e 1 +2 e 4 
e 3 e 4 +2 e5 
(7, (6, 3], 1, 22] 
e 1 (a+2) e, + e2 
e2 (a+2) e2 
e2 
par a met ers : [a] 
[O] 
(7, (6, 3], 1, 23] 
C5 
e, 
[7, (6, 3], 1, 24] 
e, e2 (~3 e4 es (~6 e, 
e , 2 e 1 + e2 
e2 2 e2 
e, e2 e3 
•• e, e2 +2 e4 
es e 3 
e6 es 
e, 
(7, [6, 3], 1, 25] 
(7, [6, 3], 1, 26] 
(7, [6, 3], 1, 27] 




a e 1 + e2 
3 e2 
2 e3 
e :.i+ 2e 4 




e4 +2 es 
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(7, (6, 3], 1, 29] (7, [6, 4], 1, 4] 
e1 e2 e3 e4 es eG e7 e1 e2 e3 e4 es eli e1 
e1 2 e 1 + e2 e1 e , 
C2 2 e2 e2 
e3 e2 e3 e3 
C4 e2 e1 +2 e4 e4 e2 e3 
es e3 es e4 e2+e:e3 
es Ho "" 
e1 e1 
(7, (6, 4], 1, 1] 
param ete rs: [c] 
[[€2 = 11] 
e , e2 e3 e4 es CG e1 (7, (6, 4], 1, 5] 
e 1 e, 
e2 (2 a+b) e2 
e3 (a+2b) e3 
e 1 e, P.3 e4 es e6 e 1 
e4 t-!2 e3 (a+b) e4 
e , (~ 1 
e5 e4 a es 
e2 
e6 b•16 e3 
e1 
C 4 e2 e3 
p a ram eters : [a , b] es e4 c5t-!3 
[[b :::; a, a 2 + b2 -I o]] eG e e2 
e7 
(7, [6, 4], 1, 2] p arameters: [c, ,5] 
[[€2 = 1,,52 = ll] 
e, e2 e3 e4 es eo e1 (7, [6, 4], 1, 6] 
e, e, 
e2 ae2 
(-!3 -ae3 e1 e2 CJ (-)4 C5 eo e7 
e4 e2 e3 e 1 ae1 
es e4 e2+ae5 e2 (a+2) e2 
eo -aeo e3 (2a+ 1)1:3 
e1 e4 e2 e3 (a+l)e4 
parameters: [a] es t-!4 es 
[OJ es e1 +aeo 
e1 
[7, (6, 4], 1, 3] param ete rs : [a ] 
[OJ 
e 1 e2 e3 e4 es e6 (-!7 
e1 e 1 
(7, [6, 4], 1, 7] 
e2 2ae2 
e3 ae 3 e, e2 e3 e4 es P.(i e 7 
e4 e2 e3 ae4 e1 e1 
es e4 ee3+ae5 e2 1·12 
P.(j P.3 2 P.3 
e1 e4 e2 e3 e4 
param et ers: [a,c] es e4 
[[c 2 = ll] e6 e 1 +eo 
e7 
(7, (6, 4], 1, 8] 









[[€2 = 11] 
(7, [6, 4], 1, 9] 
parameters: [a] 
[OJ 
(7, (6, 4], 1, 10] 
(7, (6, 4] , 1, 11] 
















(2a+ l) e 1 +e 3 
(a+2) e2 
(2 a+l) e3 
(a +l) ''• 
e7 




! e2+ ea 
(7, (6, 4], 1, 12] 
(7, (6, 4], 1, 13] 
e1 e1+c3 
Q 2~ 
param eters: [e:] 
[[,:2 = l]] 
(7, (6, 4], 2, 1] 
3be2 - e3 
,-?2+3 bt !J 
t-?2 t~3 2 b 1~4 
parameters: [a, bJ 
[[a f 0, 0 ~ bl] 
(7, (6, 4], 2, 2] 
parameters: [a,,: ] 
[[a f 0,,: 2 = 11] 
e 4 b t-!5- e u 
e s +b C G 
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[7, [6, 4], 3, 1] [7, [6, 5], 1, 1] 
e, e, (·?3 (-!4 C5 eo e7 e, e2 e3 e4 es eo e1 
e, e, e, e, 
e2 3a e2 e2 2 a e2 
e3 e2+3 a e3 e3 e2 (a+b) ea 
e4 e2 e3 2ae4 e4 e2 (a+c) e, 
es e4 a es es (a-b)e, 
eo es+a e6 eu (a-c) eo 
t'.7 e1 
parameters: [a] parameters: (a,b,c] 
[OJ ([a2 + b2 i- 0, 0 $ c, c $ bl] 
[7, [6, 4], 3, 2] [7, [6 , 5], 1, 2] 
e, e2 e3 e4 es eo e7 e, e2 e3 e, es eG e1 
e 1 e1 e, (1-b) e , 
e2 e2 2 e2 
e3 e2 e3 e2 (a+!) e, 
e, e2 (~3 e4 e2 (b+l)e4 
es e4 E e3 es (I-a) es 
e6 es eo ,,, +(1-b) e u 
e1 e7 
param ete rs : [e:] para1neters: [a,b] 
[[,:2 = 11] [[O $ a]] 
[7, [6, 4], 3, 3) [7, [6, 5], 1, 3] 
e1 e2 (~3 e4 es eo e1 
e1 t-?2 e3 e4 (-!5 eu e1 
f~ I -ae1 
e, (~ 1 
e2 31 ·?2 
e2 
CJ e2 +3 e3 
e:.1 e2 t!3 
(-!4 e2 e, 2 e4 
e4 e2 0( -!4 
cs e4 e1+es 
e-5 - es 
eo es+eo 




[7, [6, 4], 3, 4] IOI 
e1 e2 l-!J e4 es eo e7 
[7, [6, 5], 1, 4] 
e1 3 e1 + e3 
e2 3e2 e1 e2 e3 e4 es eo e1 
e3 e2+3 e3 e, -e1 
e4 e2 e3 2e4 e, 
es e, e, e3 e2 
e6 es+ea e4 e2 e4 
C7 es 
eo e1- eo 
e1 
• • - • - • ~--. .- •. .,. ,_. - • , ' ... - -- •. - -- v- ---• 
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(7, (6, 5], 1, 5] [7, (6, 5], 1, 9] 
e , e2 l~J e4 e, e6 e7 e, e2 e3 t:4 e5 ec.; e7 
e , (l-a)e 1 e, 2e1 +ti2 
e2 2e2 e2 2e2 
e3 e2 (a+l) e, ea e2 (a+l) e, 
e 4 e2 (a+l)e, e, e2 
es -,, +(1- a ) e, es (I-a) e5 
eo e ,+(1-a)eo e6 e 1 +2 ea 
e1 e7 
parameters: [a] parameters : [a] 
IOI [[O $ al] 
(7, (6, 5], 1, 6] [7, (6, 5], 1, 10] 
e, e2 e3 e4 e5 e6 e7 e, e2 ea e, e, e6 e7 
e, -e1 
l~ l e2 
e2 (·!2 
e3 e2 e3 e3 e2 e3 
e, e2 e4 
C4 e2 
e, e1- es es - es 




[7, [6, 5], 1, 7] 
(7, (6, 5], 1, 11] 
e, e2 e3 e 4 es (~6 e1 
Ct 2e1+c:~2 
e, (~2 e3 "• (-~5 eG e 1 
e2 2e2 
e, 2 e 1 + e2 
e3 e2 (a+ I } e3 
e2 2 <-?2 
e, e2 (b+ l ) e, 
e3 e2 
es (I-a) es 
e4 e2 
eo (1- b) eo 
es e1 +2 es 
e6 e 1 +2 e6 
e1 
par ameters: [a,b] 
e 1 
[[O $ b, b $ al] 
[7, (6, 5], 2, 1] 
(7, (6, 5], 1, 8] 
e, e2 e3 e4 es e6 e7 
e, e, e, e2 e3 e4 es es e7 
e2 2ae2 
e, e2 
e3 e2 (a+b) e3 
e2 
e4 e2 ae4 
e, e2 e3 
es (11-b) es 
e 4 e2 ae4 
eo e4 + aea 




e1 l[O $ b]] 
parameters : [a] 
[lo$ al] 
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[7, [6, 5], 2, 2] [7, [6, 5], 2, 6] 
e1 e 2 e3 e 4 es ee e 7 e1 e2 e3 e4 es eu e1 
e 1 (l-a)<'1 e , 2t~1+e2 
e2 2 e2 e2 2 e2 
e3 e2 (a+l) ,.,, e3 e2 
e 4 e2 e4 e4 e2 e, 
e5 e, +(1-a) es e5 e 1 +2 es 
ee e4+eG ee e 4+e 6 
e7 e7 
parameters: [a] 
[[]] [7, [6, 5], 2, 7] 
[7, (6, 5], 2, 3) e1 e2 e3 t-14 es ee e 7 
e, e, 
e2 2 (~2 
e, e2 ('! 3 P.4 es ee C7 
(a+!) e3 e3 e2 
Ct r.1 
e4 e2 e 1 +e4 
e2 
e5 (1 -a)es 
e3 e2 - e3 
e6 e 4 + l~G 
e 4 e2 
e7 
es e 1 + r.s 
param eters: [a] 
ee e, [(O :0: a]] 
e1 
(7, (6, 5], 2, 4) [7, [6, 5], 2, 8] 
e1 e 2 (-)3 e 4 es ea e1 e 1 e2 e3 e 4 (~5 eo e, 
e , 2 e 1 + e2 "• 
e 2 2 e2 (~2 
e3 e 2 (a+l) e3 e3 e2 t-!3 
C4 e2 (-)4 e4 e2 e, 
es (1 -a ) P.s es - e5 
es e4+ eu e6 e4 
e7 e 1 
parameters: [a] 
[(O:,: a]I [7, [6, 5], 2, 9] 
[7, (6, 5], 2, 5) e , e 2 e3 e4 e5 ea (~7 
e 1 e, 
e2 2 e2 
e1 e2 e3 e4 es e e e1 
e3 e2 e3 
e1 e2 
e4 e2 e1 + e4 
e2 
es e1 + es 
e, e2 e3 
eo e 4+ e6 
e 4 e2 
e7 
es - es 
ee (!4 
e 1 
[7, [6, 5], 2, 10] 








parameters : [a,b] 
l[O :s bl] 
(7, [6, 5], 3, 2] 








parameters : [a] 
[[O $ al] 
(7, (6, 5], 3, 3] 











e2 e3 +(a+b)e4 
(a-b) eo - ee 
(a -b ) ee 
ea e7 
e1 + e2 
2 ae2 
(a+l) e3 
e2 e3 +(a+l ) e4 





e2 e3 + e4 
- es - ea 
- ee 
(7, (6, 5], 3, 4] 
parameters: [a] 
[OJ 
(7, (6, 5], 3, 5] 
[7, (6, 5], 3, 6] 
(a+l) e3 
e2 e3 +(a+l) <?4 
(1-a)e ,-eo 
e ,+ ( 1-a)eo 
e 1 2e1+e2 
~ 2~ 
[7, [6, 5], 3, 7] 
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[7, (6, 5], 4 , 1] (7, (6, 5], 5, 2] 
e, e2 t-13 e4 es e6 e7 (-! l e2 e3 e4 es eG e7 
e 1 e, e, 2e 1 + (-!2 
e2 2ae2 e2 2 e2 
e3 e2 ae3 t-!3 e2 e3 
e4 e2 ae 4 (-!4 e2 e3+e4 
es e3+a es e5 C5- P.t; 
ee e4+ae6 e6 e4+ es 
e7 P.7 
parameters: [a j 
[[jj (7, (6, 5], 5, 3] 
(7, [6, 5], 4, 2] e, e2 e3 e4 es e6 e7 
e, e, 
e, e2 (·!3 e4 es ea e7 e2 
2e2 
e, 2e1 + e2 e3 e2 e1 + e3 
e2 2e2 
e4 e2 e3 + e4 
e3 e2 e3 
es t15- eu 
e4 e2 e4 
e5 e4 + ea 
es e3+ es 
e, 
ea e4 + eo 
e, [7, (6, 5], 6, 1] 
[7, (6, 5], 4 , 3] 
e1 e2 e3 e4 es P.G e, 
e, ae1 
e, f-~2 e3 e4 es ea e, e2 2 b e2 
e, e 1 e3 P.2 (b+c) e3 
e2 2e2 e4 02 b e 4- eG 
P.3 e2 a e 1+e3 es (b-c) "• 
e4 e2 e 1 + t-!4 eG t-!4+be 6 
es e3+ es e, 
ea e4+ eG parameters: [a, b, cJ 
e, [[a i 0, 0 :::; b, 0 $ cl] 
pa rameters: [a j 
[OJ [7, (6, 5], 6, 2] 
[7, (6, 5], 5, 1] 
e, e2 ea e4 es ea e, 
e, (a-b)e , 
e, e2 (-!J e4 es ee e7 
2ae2 e2 
e , e1 
e3 e2 (a+b) e3 
e2 2ae2 
(?4 e2 ae4- CG 
e3 e2 a.ea 
es e , + (a-b) es 
e4 c2 ~3 +ac4 
eG e 4 +a eG 
e5 aes- es e, 
es e4+aeG parame t ers: [a,b J 
e , [(O $ a ]I 
pa ramete rs: [a j 
[OJ 
(7, [6, 5], 6, 3] 
parameters: (a, bj 
((0 :$ a,0 $ b]] 
[7, (6, 5], 6, 4] 
parameters: (a] 
((0 :$ al] 
(~2 








parameters: (a , b, t:] 
[(a -f 0, t:2 = 1]] 
[7, (6, 5], 7, 2] 
e 1 2ae1+e2 
e2 2ae2 
param eters : [a, t:] 
[[t:2 = 11] 
[7, (6, 5], 7, 3] 
paramet ers: (t:] 
[[t:2 = 11] 













(b+c) e, - e4 
P.2 e,+(b+c) e4 
(b-c) es - eo 
es +(b-c) "" 
param et ers: [a , b, c] 
[(a -f 0, 0 $ cl] 
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paramet ers: (a, b] 
((0 :S bl] 
[7, [6, 5], 9, 1] 
e , 
e, 
2a e 1+ e 2 
2a e 2 
(a +b) e3 - e4 
e2 e3 +(a+b) e4 
(a - b) es- ea 
es +( a- b) ea 
b e3- es 
e 2 b e 4- cea 
ea +b es 
ce4 +bt -!G 
param et ers: [a, b, c] 
[[a f- 0,0 :Sb, -1 < c, c :S l, c f- 01] 
[7, (6, 5], 9, 2] 
e 1 2 ae 1+ e2 
e 1 
par amet ers: (a, b] 
e3 + aes 
be 4+ ae6 
((0 :S a, - 1 < b, b :S 1, bi- 01] 
[7, [6, 5], 10, 1] 
e 2 b e3-e 4 
e 2 e a+b e4 
C 7 
paramet ers : [a, b] 
[[a f- 0, 0 :S bl] 
(7, [6, 5], 10, 2] 
1-ia+b es - e6 
114 + e5 +b e6 
e 1 2 afl 1+ e2 




pa ra met ers : (a] 
((0 :S al] 
[7, (6, 6], 1, 1] 
e2 (a+c)e2 
e1 
param eters: (a, b, c] 
[(b :S al] 
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[7, [6, 6], 1, 2] 








parameters: [a, b] 
[[b '.o al] 
[7, (6, 6], 1, 3] 








parameters : [a, b] 
[[]] 
(7, [6, 6], 1, 4] 
e2 
e1 
parameters: (a, e:] 









(2 a-b) e2 
ae.3 




c3 c e2 f-a es 
[7, [6, 6], 1, 5] 
e2 (a+l) e2 
ea (b+l) "a 
parameters: [a, b] 
[[]] 
[7, [6, 6], 1, 6] 
parameters: [a] 
[[ - 1 '.o a, a '.o 1 )I 
[7, [6, 6], 1, 7] 
( !(j 
parameters: [a] 
[[-1 '.o a,a '.o I)] 
...... -, · 
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e, +(1-a) e6 
[7, [6, 6], 1, 10] 
parameters: [e:] 
[(c2 = 11] 
e2 e3+ e4 
e3 E e2 + es 










es +b eG 
[7, [6, 6], 1, 12] 
param eters: [a] 
[[I] 
[7, [6, 6], 1, 13] 





e2 e 3+2 a e4 
[7, [6, 6], 1, 14] 
e, 
e7 










[7, [6, 6], 1, 16] [7, [6, 6], 1, 20] 
e, e2 e3 e4 es e6 P,7 e, e2 e3 (~4 es eo e7 
e 1 e 1 e, ae1 
C2 e2 (2 -a ) e2 
e3 e3 e3 
e4 e2 e3 e4 (~2 e3 + e4 
es ea ee2 es e3 e 1+ ae5 
e5 es e6 (1-a) ea 
e, e7 
param et ers : [,:] param eters : [a] 
[[,:2 = 11] [[]] 
[7, [6, 6], 1, 17] [7, [6, 6], 1, 21] 
e 1 e2 e3 e4 es eo e, 
e, e, 
c2 (b+ 1) e2 e2 - e2 
ea (a+b) ea e3 
(~4 ( !2 e3 
es es e3 e1 + ,~s 
eo - ea 
e 7 
para mete rs: [a, b] 
[II] [7, [6, 6], 1, 22] 
[7, [6, 6], 1, 18] e, (!2 f!3 e4 es eo e7 
t-!1 ae1 
e, e 2 e3 e4 Cs ca e7 e2 (a+l)<:2 
c, e 1 e3 2 ac3 
e2 ae2 P,4 c2 e4 
e3 (a+ 1) ea e5 e3 e1 +aea 
P,4 e2 eo es +a t~6 
es e3 e1+ es e7 
eo aeo param ete rs : [a] 
e1 [•] 
parameters : [a] 
[II] [7, [6, 6], 1, 23] 
[7, (6, 6], 1, 19] e , e 2 e3 e4 es ..... e , 
e1 e 1 
e2 e2 
e :, 2 e3 
e, e2 e4 e2 
es e3 e 1 + es 
e2 eo es+ e6 
es e1 
P,7 
[7, [6, 6], 1, 24] 
e, e, 
3 e 2 
2 e3 
•• e2 e3+2e4 
[7, [6, 6], 1, 25] 
par amete rs: [a] 
[[I] 
(7, [6, 6), 1, 26] 
es 











e4 + e6 
··" ,- ....... ~--- - ·--~··-- -- .. • . _.-.......... _ 
159 
(7, [6, 6], 1, 28] 
e, e2 e3 e4 es eG e7 
e , (a+b) e , + "" 
e2 {b+l}e2 
ea {a+b)e3 
e4 e2 "• 
f!.5 e3 a es 
eu beG 
par amet ers: [a, b] 
[[]] 






(7, [6, 6], 1, 30] 
t-12 
[7, [6, 6], 1, 31] 
e, e2 e3 e4 es eo e1 
e, {2a-l)e 1+e, 
e2 ae2 
e:, {2a - 1) e3 
"• t·:2 e4 
es e3 e2 +a es 





[7, [6, 6], 1, 32] [7, [6, 6], 1, 36] 
e 1 e2 •~3 e4 es e6 e7 "• e2 ea e4 (-!5 (~G e 7 
e1 2 e1 + ea e, 2 a e1 + ea 
e2 e2 e2 (a+l) e2 
e3 2 ea P.3 2 ae3 
04 e2 e4 e2 •• 
es (·~3 e2 + es es e3 a es 
CG e6 e6 es+a e6 
e7 e1 
parameters: [al 
(7, [6, 6], 1, 33] IOI 
e, •2 e3 e4 es e5 e7 (7, [6, 6], 1, 37] 
e 1 ae1 + e3 
e2 (a+ 1) e2 
e, t~2 e3 e4 es e6 (! 7 
e3 ae3 
e , 2e1 + e3 




P.3 2 ea 
"• e4 e2 
e 7 
[a] 





(7, [6, 6), 1, 34] (7, [6, 6], 1, 38) 
., e2 CJ "• es e6 C7 e1 e2 e3 (·!4 es eu •~1 
e1 e1+e3 e, 2 e1 + e3 
e2 e2 e2 (~2 
ea e3 P.3 2 e3 
•• e2 C4 e2 
(:!5 ea es e:.i (~2+ es 
ec; e 1 + e6 P.(.i es+eG 
C7 e1 
[7, [6, 6], 1, 35] (7, [6, 6), 1, 39) 
• 1 e2 e3 e 4 es P.5 e1 e 1 e2 ea "• es e6 e7 
e1 e1+e3 e 1 ea 
e2 e2 e2 
ea e3 e3 
e4 e2 -e4 e 4 e2 e 4 
es P.3 e2 es e:, 
e6 e 1+ ea e5 t~s + e5 
€7 e1 
(7, (6, 6], 1, 40] 










[7, (6, 6], 1, 41] 
(7, (6, 6], 1, 42] 
e, 
[7, (6, 6], 1, 43) 
ea 
e, 
param eters : [c, 6] 
[[t:2 = 1,<l2 = l]] 
.:: .. · -
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(7, (6, 6], 1, 44] 
P.7 






param eter s: [a] 
[DI 
[7, [6, 6], 1, 45] 
P.7 
[7, (6, 6], 1, 46] 
(7, (6, 6], 1, 47) 
P.7 
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(7, (6, 6], 1, 48] (7, [6, 6], 1, 52] 
e 1 e2 e3 •• es es e7 (~1 e2 e3 e 4 es ~-0 e1 
e , e 1+ e:i l-!1 t~1 + e3 
e2 (2-a) e2 e, 2e2 
e3 e:i e:i (·)J 
e4 e2 e1 +e4 e4 e2 e1+ l!4 
e5 e3 a es es t-:3 
•• (1-a)eG e6 e4+e6 
e7 e1 
parameters: [a] 
(7, [6, 6], 2, 1] 
IOI 
[7, (6, 6], 49] 
e, e2 e:i e4 es eG e7 
1, 
ae1 e, 
e2 (b+c) e2 - e, 
e, e2 e3 e4 es e• e1 e3 e 2 +(b+ c) e3 
P.1 e3 e 4 e2 b e4- es 
e2 e2 es e3 e 4 +bes 
e3 e6 Cf'!6 
e4 e, e, e7 
es e3 - es paramete rs: [a, b, c] 
ec; eo [[a i- 0, 0 ~ b]] 
e7 
(7, (6, 6], 1, 50] 
(7, [6, 6], 2, 2] 
e, 1-:2 t~J e4 es eo ( !7 
e, e2 e3 C4 Cs ea C7 
e 1 an1 
e 1 e1 + e:i 
e2 (a+b) e2 - <!3 
e2 e2 
e:i e2+(a+b) "" 
e3 e3 e4 e2 b t !4 - es 
e4 1-:2 e1 + e4 
es t-!3 e4 +bes 
es P.3 ~ e2 + es 
P.ij aeo 
CG e7 
e7 param eters: [a, b] 
param eters: [c] [[O ~ bl) 
[lc2 = 11] 
(7, [6, 6], 2, 3] 
[7, [6, 6], 1, 51] 
e1 e2 ea e4 es eo (!7 
e, e2 1-:3 e4 es ea e7 e , ae1 
e1 2e1 + ea e2 b e2- e3 
e2 3 e2 ea e2 +b e:1 
e3 2e3 •• e2 b e4- es 
e4 e2 c1+2e 4 es 1-:3 e2+e 4+b es 
es e3 es P.G 
P.6 es + eG e1 
e7 param eters: [a,b] 
[[a i- 0, 0 ~ bl] 




[(O ~ al] 
(7, (6, 6], 3, 1] 
parameters: [a, bJ 
[[]J 




parameters : [a J 
[OJ 
(7, [6, 6], 3, 3] 



















(7, [6, 6], 3, 4] 
parameters: [aJ 
[[]] 
[7, (6, 6], 3, 5] 
e, 




[7, [6, 6], 3, 7] 
e, 
e2+ ea 
e2 ea+ e4 
2 ae2 
e2 +2 a e:1 









[7, (6, 6], 3, 9] 
e1 
e2 




c2 e 1 + P-a+ e4 
(7, (6, 6], 3, 11] 




e4 e2 e1 +e4 




(7, (6, 6], 3, 12] 
e 1 (a+l}e,+ea 
e2 (a+l)e2 
"" "2+(a+ l )e3 
parameters: [a] 
[[]] 
[7, [6, 6], 3, 13] 
[7, [6, 6], 3, 14] 
(7, [6, 6], 3, 15] 
(7, [6, 6], 3, 16] 
e 1 2e1 + e3 
~ 2~ 
e3 e2+2e3 







(7, (6, 7], 1, 1] 
e, 
e, (b+2 c ) e3 
e3 (b+c) e4 
parameter s: [a, b, c] 
1(-1 :S a,a $ 1,a fc 01] 




parameters: [a, b, c] 
[[-1 :S a,a::; 1,a fc 0 ,t: 2 = 11] 
(7, (6, 7], 1, 3] 








par amete rs: [a, b] 
(OJ 
[7, [6, 7], 1, 4] 








parameters: (a,t: ] 
[[c2 = 11] 
[7, (6, 7], 1, 5] 
•• 




(2 a+b) e3 











e3 2 b e4 
e4 bes 
eo +bP-o 
((-1 :S a,a :S 1,a fc 01] 
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[7, [6, 7), 1, 6] 
•• 
e1 
parameters: (a, e:] 
[(-1 ~ a,a ~ l,a f. 0,e:2 = 11] 
[7, [6, 7), 1, 7] 


















param eters: (a) 
[OJ 
[7, [6, 7), 1, 9) 





















•• e2+ es 
e 1 
[7, [6, 7), 1, 10] 




[7, [6, 7), 1, 11] 
e 1 e1 
e2 a e2+ e3 
., 
paramet ers : [a, b) 
IOI 
ea (a-b) "• 
e4 (a-2b)c 5 
bee 
[7, [6, 7], 1, 12] 
e1 e1 





(7, (6, 7], 1, 13] 
ea (a-l}e4 




(7, (6, 7], 1, 14] 
(7, [6, 7], 1, 15] 








param eters: [a] 
[OJ 
(7, (6, 7], 1, 
parameters: [o] 














e s+at! G 
e, 
(7, (6, 7], 1, 17] 
t ·t1 e 1 
e2 a t12 + e3 
e, 
paramet ers: [a, o] 
[io2 = 1]] 
(7, [6, 7], 1, 18] 
e, 
parameters: [o] 
[[o2 = ll] 
[7, [6, 7], 1, 19] 
parameters: [o] 
[[o2 = ll] 
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(7, (6, 7], 1, 20] (7, (6, 7], 2, 1] 
e1 2e1 
e2 2a e2+ e3 
e3 2 a e3 
e3 (a+l)e, 








l~ l e2 e3 P.4 es e6 P.7 
ae1- t-~2 
e 1 +a e2 
(b+2 c) e3 
ea (b+c) e4 
e 4 bes 
Ct!G 
paramet ers : [a] param ete rs: [a, b, c] 
[OJ [[O $ a]] 





(7, (6, 7), 1, 22] 
e3 
(7, (6, 7), 1, 23] 














e1 + es 
es + eo 
parameters: [a, b] 
[lo $ al] 
(7, (6, 7), 2, 3] 
e2 
P.3 
paramete rs: [a, b] 
[10 $ al] 
a e1 - H2 
e1 +ae2 
3 b e3 
t~3 2 b e4 
bes 
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(7, (6, 7], 2, 4] 
e4 
•• 
parameters: [a, t:] 
([O :<::'. a,t: 2 = ll] 
(7, (6, 7], 3, 1] 








param et ers: [a, b] 
IOI 
(7, [6, 7], 3 , 2] 








par ameters: (al 
IOJ 
(7, (6, 7], 3, 3] 










e 1 + e2 
(a+2 b) e, 





(2a+ l )e, 






e 3 P.4 
P.4 
eo 
[7, (6, 7], 3, 4] 
e1 e 1 
e2 e 1+e2 
e1 
p arameters: [a, t:] 
[[t:2 = ll] 
[7, (6, 7], 3, 5] 
P.4 
pa ra m et ers: [t:j 
([t:2 = ll] 
[7, [6, 7], 3, 6] 
1~2 e1 + e2 
.,, (a+2) e, 
par a m eters: [aj 
IOI 
[7, (6, 7], 3, 7] 
e, 
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(7, (6, 7], 3, 8] 
e2 
param ete rs: [e:j 
[[e:2 = l]I 
(7, (6, 7], 3, 9] 
e, 
e2 
parameters: [a l 
IOI 
(7, (6, 7], 3, 10] 
e, 
(7, [6, 7], 3, 11] 








parameter s: [e:] 
[[e:2 = 11] 
e 1 
e, 
e 1 +e2 
ee3 
es 
[7, (6, 7], 3, 12] 




(7, (6, 7], 3, 13] 
parameters: [ a] 
Ill! 
(2 a+ l) e3 
<-13 (a +l) e4 
(7, (6, 7], 3, 14] 
(7, (6, 7], 3, 15] 
e2 e1 + e2 
e3 3 ea 
e4 e3 2 e4 
e4 e2 + es 
1~5 + e6 
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(7, [6, 7], 3, 16] 
e1 e1 + e3 
e2 e1+e2 
es 




(7, (6, 7], 3, 17] 
(7, (6, 7], 3, 18] 
e1 
e, 
(7, (6, 7], 3, 19] 
e, 3e1 +ea 
e1 +3e2 
3 e3 
(7, [6, 7], 3, 20] 
e1 t-!1 +ea 
e2 e1 +e2 
parameters: [c] 
[lc2 = 11] 
(7, [6, 8], 1, 1] 
e 1 (a+l)e1 
e2 (b+ c) e2 
paramet ers: [a, b, c] 
[[-1 $ a,a $ 1, -1 $ c,c $ b,b $ l,b 2 + c2 # OJ] 
(7, (6, 8], 1, 2] 
e, (a+l)e; 
e2 (a+b+l) c2 
e, 
parameters: [a, bj 
[[-1 $ a,a $ 11] 
(7, (6, 8], 1, 3] 
e ,+(a + l )e6 
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(7, [6, 8], 1, 5] 
e2 






e2 ces - e6 
es+ ce 6 
parameters: [a, b, c] 
[[b $ a, a2 + b2 c/c 0 , 0 $ ell 
[7, (6, 8], 3, 1] 
parameters: [a, b] 
[[- 1 $ a,a $ -1]1 
[7, [6, 8], 3, 2] 
(a+l)e, 
2 be2 
e , (2a+l)e, 
parameters: [al 
llll 
(7, [6, 8], 3, 3] 
[7, [6, 8], 2, 2] [7, (6, 8], 3, 4] 




parameters: [a, b] 
[(o s bll 
0 l~J 
e2 +2 b e4 
e2 bes - eG 
es+be<:i 




parame te rs: [a] 
[(-1$a,a $ 11] 
e<i e7 
(a+l) e1 
(2 a+2) e2 
e3 
e2 e, +( a +l) es 
es+(a+ l )e6 
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[7, [6, 8], 3, 5] (7, [6, 8], 6, 1] 
e, e2 •~3 e4 es eG e7 e1 c2 e3 e4 e5 eu e1 
"' 
e, e 1 2e1 
e2 2e2 e2 2 ae2 
e3 e 1 - e3 e3 e , e3 
e, e2 +2 e4 e4 e:1+e4 
e5 e2 e1 + es es e2 ae5 
eG es+ e6 eu es+aeG 
e1 e1 
[7, (6, 8], 4, 1] 
parameters: [a] 
[[-1 $a,a$ 1]] 
e , c2 (·?J e4 e, ea e1 (7, (6, 8], 6, 2] 
e 1 2a e1 
e2 2 b e2 
e, 1-:2 e:, e4 es eG e7 
e3 e1 a e:,- e4 
e, 4t -?1 
e4 e3 +a e4 
bes-ce o 
e2 2 e2 
e, e2 
c es +b eo 
e3 e1 e2 +2 e:J 
P.G 
( ?4 e3 +2 e ,1 
e1 
[a, b, c] 
es n 2 (?5 
para m ete rs: 
([0 $ a, 0 < c, c $ l]] 
e6 es+ eu 
e7 
[7, (6, 8], 5, 1] (7, (6, 9], 1, 1] 
e, e2 l"!J e4 e, eG e1 e , e 2 e3 e4 e, ea e1 
e, 2ae1 e 1 2(·q -2 a <:2 
e2 2 bc2 e2 2ae1+2e2 
e3 e1 ae:,- e4 (?3 e2 e , (b+l}e,-ae 4 
e, e3 +ot -i4 e4 - (~1 e2 a,,,+(b+l)"• 
es e2 b es es (1-b} e,+a CG 
eG es +b <~G P.6 -acs+(l-b}eG 
e7 e7 
param ete rs : [a, b] parameters: [a, b] 
[(O $ al] (10 $ bl] 
(7, (6, 8], 5, 2] [7, (6, 9], 1, 2] 
e , e2 e3 e4 P.5 ea e7 e1 e2 e3 e4 e5 "" e7 
e, 2a e 1 e, -2e2 
e2 4a e2 e2 2e1 
e3 e , ae3- e4 e:, e2 (~ l oe:, - e4 
e4 e3+a P.4 e4 -e1 e2 e3+a e4 
es e2 e 1+2a es es -a es+ eG 
P.6 t?s+2aeo P.6 - e5-oeo 
e1 e 1 
param et e rs: [a] param eters : (a] 
[[O $ al] (lo::; al] 
(7, (6, 9], 1, 3] 
e, e2 (-!3 "• (-)5 es 
e1 
e2 
(-!3 e2 e1 




(7, (6, 9], 1, 4] 
e1 e2 e3 "• es eG 
e 1 
e 2 
e3 e2 e1 




[7, [6, 9], 2, 1] 
e1 e2 t-!3 e, es es 
e1 
e2 
e3 e2 e 1 




parameters : [a ,e:] 
[(e:2 = l]I 
[7, [6, 9), 2, 2] 
e1 e, e3 e, es es 
e1 
e2 
e3 (-!2 e1 




parameters : [e:] 













2a e 1+2 c2 
(·!3-0 <-!4 
a n:1+ e4 
e t-!3 + es +a e6 







- ee4- es 
(7, (6, 9], 3, 1] 
e, 2 a e 1 -2 be2 
2be1+2ae2 
e2 e1 (a+c) e3 +(-b-,:) e, 
- e1 e2 (b+,:) ea +(a+c) e, 
(a-c) e 5 +( b- ,:) es 
( -b+ ,:) <>s+(a- c) eo 
parameters: [a, b, c, e:] 
[[0 $ c,e:2 = !]I 
[7, [6, 9], 3, 2] 
e2 
param eters: [a] 
[OJ 








e3 b e:i 
"• (c+d) "• 
par ameters: [a, b, c, d] 
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([- 1 $ b, b $ a, a$ I , a # 0, b # 0, d $ c, c2 + d2 -/- 01] 




e3 (b+c) e3+ e4 
e4 (b+c} e4 
e, e4 b e, 
CG C "6 
param eter s: (a, b, cj 
((- 1 :'.S a,a :'.S l , a-/- 0,c :'.S bl] 
(7, (6, 10], 1, 3] 
~ b ~ 
e4 (b+c) e4 
pa ram et ers : (a, b, cj 
((- 1 :'.S a, a :'.S l , a -/-0)) 
(7, (6, 10], 1, 4] 
paramet ers: (a, b) 
e 1 
a e 2 
bea+ e4 
b e4 
(~4 e3 +bes 
((- 1 :'.S a,a :'.S l,a-/- OJ] 
(7, (6, 10], 1, 5] 
(a +b} e2+ e4 
(a+b) "• 
parameters : (a, bj 
[OJ 
(7, (6, 10], 1, 6] 
e:, be3 
e4 (a+b}e• 
param eters: [a, b) 
[(b :'.S al) 
e4 t!2 +a es 
e:,+beG 
(7, (6, 10), 1, 7) 
paramet ers : (aj 
[OJ 
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(7, (6, 10], 1, 8) 
e4 (a+l) e4 
parameters: [a] 
[[-1 $ a, a $ l]] 
(7, (6, 10], 2, 1] 
Q CQ 
e4 2de4 
e 4 d es - eG 
es+de5 
parameters: [a, b, c, d] 
[[c $ b, b $ a, a i 0, b ,f. 0, c i 0, 0 $ d)j 
(7, [6, 10], 2, 2) 
~ b ~ 
e3 2ce3+e4 
e4 2 ce4 
parameters: [a, b, c] 
[[b $ a, a i 0, b i 0, 0 $ c]I 
(7, (6, 10], 3, 1] 
e2 a <-i2 
Q b Q 
~ 2ce4 
parameters: [a, b, cj 
[[-1 $ b,b $ a, a $ l,a ,f. 0,b ,f. Oil 
(7, (6, 10), 3, 2) 
e2 ae2 
e3 2 b e 3+ e4 
e4 2 b e4 
b e, 
param eters: [a, bj 
[[-1 $ a,a $ l , a i Ojj 
(7, (6, 10), 3, 3) 
~ a~ 
Q bQ 
e4 2 be4 
eo I e, 
parameters: [a, b] 
e4. e3+bes 
es+b eG 
[[-1 $ a, a $ 1, a i Oil 
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[7, [6, 10], 3, 4) 
e1 
param et ers: [a] 
[[-1 ::5 a,a '.5 l ,a # OJ] 
[7, (6, 10], 3, 5] 








pa ram ete rs: [a] 
[[]] 
(7, (6, 10), 4, 1] 
e, 
es 
parameters: [a , b, c, d] 
e1 
e, 
2 ae2+ e 4 
ae:i 
2ae4 
e3 +a es 
es +a e6 
be:J 
(c+d)<!4 
[[o ::5 a, b I o, d ::5 c, c2 + d 2 I o]] 
(7, (6, 10], 4, 2] 
e2 e 1 +a (~2 
e 3 {b+c ) e3 + e4 
~ {b+c)~ 
pararneter s: [a , b, cj 
[[O :'.5 a,c :'.5 bl] 
(7, (6, 10], 4, 3) 
paramet ers: [a, b, c] 
[[O :$ al] 
(7, (6, 10], 4, 4) 
parameter s: [a, b] 
[[O ::5 ajj 
ti 1 +a e2 
be3+ e4 
be4 
e 4 e3 +b e5 
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[7, [6, 10], 5, 1) 
e1 ac1-e2 





parameters: [a, b, c, d] 
[[O $ a, b # 0, 0 < dl] 
[7, [6, 10), 5, 2) 
e2 e1+ae2 
e3 2be:.i + e4 
~ 2b~ 
e1 
e 4 bes-ce6 
ces +b e6 
parameters: [a, b, c] 
[10 $ a,O < c]] 






parameters: [a, b, c] 
[lo:<; a, b # OJ] 
[7, [6, 10], 5, 4] 
param eters : [a, b] 
[lo :<; a, b # OJ] 
(7, [6, 10], 5, 5) 
parameters: [a, b] 
[[O $ al] 




e 1 +a( •!2 




parameters : [a] 
[lo $ al] 
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[7, [6, 10], 6, 1] [7, [6, 10], 6, 4] 
e1 e, e3 e4 es ea e7 e1 e2 e3 e4 e5 €-!ti e7 
e 1 ae1-t-!2 e 1 a c1 - t-!2 
e, e 1 +a e2 e2 e1+ae2 
e3 b e, e3 e4 
e4 2 ce4 e4 
es e4 ces es e4 e3 
(-!6 es + ce6 eG e5 
e1 e1 
parameters: [a, b, c] param eters : [a] 
[[O $ a,b ,f OJ] [[O $ al] 
[7, [6, 10], 6, 2] [7, [6, 10], 7, 1] 
e1 e2 l-!3 e4 es e6 e7 e, e2 e3 (-!4 es (~6 e7 
e1 a e1 - e2 (~ 1 ae1 
e2 e 1+a e2 e2 e1 +ae2 
e3 2 be,+ e4 e3 bt -!a 
e4 2be• e4 (c+l)e 4 
es e, b es es e4 es 
eG es+be5 ee C l-~G 
e1 C7 
parameters: [a, b] param et e rs : [a, b,c] 
[[o::; al] [[b,f0,-1 $c,c$1]] 
[7, [6, 10], 6, 3] [7, [6, 10], 7, 2] 
e1 e2 (-!J e4 es C6 e1 (~} e2 e3 (-!4 es l·:6 (!7 
e, ae 1- e2 e 1 e1 
e, c 1 +a e2 e2 e1 + e2 
e3 b ea e3 (a+b) e,+ e4 
e, 2be , e4 (a+b) e4 
es e 4 e3 +bes es e4 a es 
eG es +b P.G ee b•ic; 
e1 e1 
parameters: [a, b] param ete r s: [a,b ] 
[[O $ al] [[b $ al] 
[7, (6, 10], 7, 3] 
e, 
parameters: [a] 
[[-1 $ a,a $ l]] 
[7, [6, 10), 7, 4) 







param ete rs : [a, b] 
[[b $ al] 
ea 
"• 
[7, [6, 10), 7, 5) 
e, 
parameters: [a, b] 
[Ol 
e 1 
(a +l) e3+ e4 
(a+ J) e4 
e7 
(a + b) e, + e 4 
<:1 +(a +b) e2 
CJ 
(a +b ) e4 
a es 
be6 
(a+b) " • 
[7, [6, 10), 7, 6] 
e, e2 (~3 e4 e, eo e r 
(~ 1 
e2 e 1 
ea e:.i 
e4 (a +J ) "• 
es 1~4 e:.i+ es 




[7, (6, 10], 7, 7] 
[7, (6, 10], 7, 8] 
er 
a e4 
e4 e:.i+a er, 
param et ers: [a ] 
[[]] 
[7, [6, 10), 7, 9) 
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.. .... > ............... , _. ·--- .• · .• ~ -~-· .. · 






param ete rs: [a] 
[DI 





(7, (6, 10), 7, 12) 
ea 
e 1 
(7, (6, 10), 7, 13) 
e1 
parameters : [a, b] 
[•] 
...... _..,..,,. . ..,,· -
(a+l) e ,+e4 









(7, (6, 10), 7, 14] 
P,4 




(7, (6, 10), 7, 15] 
e4 
(7, (6, 10], 7, 16] 
para met ers: [a] 
[[]] 
ae,a 
e4 e2+a 1-:5 
[7, (6, 10), 7, 17] 
e4 (a+ l) e4 
P,7 
parameters : [a] 
[DI 




[7, [6, 10], 7, 18] (7, [6, 10], 8, 1] 
e1 e2 e3 e 4 es e6 er e1 e2 e3 e 4 f)5 ec; e7 
e, l !l a t-~1 
e 2 e1 ( !2 t-!1 +ae2 
P.3 e3 e3 b ea 
P.4 e 4 e4 2 Cf!4 
es e4 e2 es e4 ces- t-!c; 
eG e3 + ea (-!(j es+ceo 
P.7 n1 
parameters: [a, b, c] 
(7, (6, 10], 7, 19] [[bf. 0, 0 S cl] 




e1 e2 e, e4 (-)5 eG e1 
e3 
e1 a e 1 
e4 e4 
(-!2 e1+ae2 
es P.4 e2 
e6 e3 + ec 
e3 2 b t-!3 + e4 
(·! 4 2 b e• 
P.7 
t-!5 e4 bes - e6 
(7, (6, 10], 7, 20] l·!G es+ bt -!u 
P.7 
parameters: [a, b] 
e, e2 e3 P.4 es P.G e1 [[OS b]] 
e 1 e1 + e4 
e2 e 1+ e2 
e3 
(7, [6, 10], 8, 3] 
C4 e4 
es e4 e2 + es e 1 e2 e3 e4 t-!5 C:ij e7 
ea e3 e, 2 0 l ?J + C4 
<!7 (·!2 1:1+2ae2 
ea b e:1 
(7, (6, 10], 7, 21] C4 2a1 -!4 
es t~4 a t-!s- eu 
e 1 e, e3 e4 t:15 es e7 (-!(., es+at -!c; 
e1 e1 + e4 er 
e2 e 1+ e2 parameters : [a,b] 
e3 e4 ([O S a, b f. OJ] 
P.4 e4 




[7, [6, 10), 9, 1] [7, (6, 10], 9, 5) 
e , (~2 f-~3 e4 es es e7 e , e2 e3 e4 es ee e7 
(·! 1 ae1 e, e , 
e2 e 1 +ae2 t-'!2 e 1 +t!2 
e3 e3 e3 ae3 
e4 2 b e4 e4 2ae4 
es e4 b es es (-'!4 t-'!3 +a es 
ea es+be6 "• e5 +at-'!G 
e1 e7 
param ete rs: (a,b] param ete rs: [a] 
1111 [[]] 
(7, [6, 10], 9, 2] (7, (6, 10], 9, 6) 
e , e2 (!3 e4 es eG e7 
e1 e2 e3 e4 es eG e7 
e, e 1 e , 
e2 e1 + e2 e2 e, 
e3 2 ae3+ e4 e:i e3 
e4 2ae4 (-'!4 2 e4 
es e4 a es es t!4 e:J+es 
e• es+a e6 (-'!6 es+t -!6 
e7 e7 
parameters: [a] 
[OJ (7, (6, 10], 9, 7] 
(7, (6, 10], 9, 3] 
t!1 e2 t·!:J e4 es f!fj e7 
e, e, 
e , c, (!3 e4 es e6 e7 02 t11+e2 
(-'!1 e3 e4 
(-'!2 (!1 e4 
e3 2t -'!3+e4 es e4 e:,1 
C4 2e4 P-<; es 
es e4 (·!5 e 7 
eG es+eo 
e1 (7, (6, 10), 9, 8) 
(7, (6, 10], 9, 4) 
e, e, e3 e4 es "• e7 
e, 2e1 + e4 
e , e2 e3 e4 es ea e1 
e, e 1 +2 e, 
e , 2ae1+e4 
e3 C3 
e, e 1+ 2ae2 
2e4 e4 
e3 ea 
e3 + es es e 4 
t-'!4 2 a e4 
e5 es+eG 
es e4 a es 
e7 
eG es +a e6 
e7 
param ete rs : (a] 
IOI 
(7, (6, 10), 9, 9] 
e7 
paramet ers : [a] 
[OJ 
e4 e2 +a es 
es +a eG 
(7, (6, 10), 9, 10) 
C 1 e 1 
e2 e 1 + e2 
e3 2 e3 + e 4 
~ 2~ 
c4 e2 + es 
es+eu 
(7, (6, 10), 9, 11) 
e , e2 e 3 e4 es eu e1 
e1 e4 
e2 e 1 
e3 e3 
e4 
P,5 e4 02 
eo e:; 
e7 
(7, (6, 10], 9, 12) 
e1 e2 l!3 e4 e5 eo e7 
e 1 a e 1 
e2 e1 +ae2 
e3 e3 
e4 2 a e4 
e, e 4 e 1 +a es 




[7, [6, 10], 9, 13] 
e2 e 1 + e2 
~ 2~+~ 
~ 2~ 
[7, [6, 10], 9, 14] 








[7, [6, 10), 9, 15] 
[7, [6, 10), 10, 1] 
e7 
par ameters : [a, b] 









[7, (6, 10], 10, 2] 








paramet ers: [a] 
[[-l Sa, aSl]] 
e6 
P.4 
[7, [6, 10], 10, 3] 
e 7 
(a+l)e,+e• 
e, +(a+l) e2 




e2 e1 + e2 
e3 e2 + t-?3 
param ete rs: [a] 
[OJ 
[7, [6, 10], 10, 4] 
e1 P.2 1i3 P.4 es e6 ·e 1 
e 1 
e2 C t 
e, e2 
e4 1:4 
es e 4 e3 
e6 e6 
e1 
(7, [6, 10], 10, 5] 
e , e2 1~3 e4 es ea e 1 
e, e 1 +e4 
e2 e 1 +e2 
e3 e2 +e3 
e4 e 4 
es e4 e3 + es 
ea 
e1 
[7, [6, 10], 11, 1] 
Q Q+aQ 
e4 2 b e4 
parameter s: [a, b] 
([OS bl] 
(7, [6, 10], 11, 2] 
e 1 2ae1+e4 
e2 i~1+2ae2 
t-?3 t!2 +2 a e3 
~ 2a~ 
para meter s: [a] 
([OS a]I 
(7, (6, 10], 12, 1] 
e3 e2+ H3 
e.,, 2a e4 
param ete rs : [a] 
[(]] 
(7, (6, 10], 12, 2] 
185 
[7, [6, 10], 12, 3] 
e , 
e4 
[7, [6, 10], 12, 4] 
2e1 + e4 




e3 e2+ e3 
e4 2 e4 
[7, [6, 10], 12, 5] 
•• 
[7, [6, 11], 1, 1] 
e 1 e 2 l~J e4 es eo 
e, 




[7, [6, 12], 1, 1] 
7e1 
e 1 5 e2 
- c1 e2 4e3 
e, e2 e3 3 e 4 
[7, [6, 13], 1, 1] 
e 1 7 e 1 
e2 e 1 6 e2 
e:, e2 5 e3 
[7, [6, 14], 1, 1] 
[7, [6, 15], 1, 1] 
6e1 1 (a+4)e, e , 
e1 5e2 2 (a+3) e2 e2 e1 
e1 e2 4e3 3 (a+2) e 3 e3 e2 
e 2 e3 3 P.4 • (a+l)e, e4 e3 
e4 2 es es e4 • aes 
e6 e6 6 q 
e7 
pa ramet ers: [a] 
[OJ 
186 
[7, (6, 15], 1, 2] 








[7, (6, 15], 1, 3] 
e, 
param eters: [c] 
[[c2 = 11] 
[7, [6, 15], 1, 4] 
paramet ers : [a] 
[DI 
[7, (6, 15], 1, 5] 






parameters: [a , b, c] 










Ee1 + e3 
ae1+ee2+e4 
b e 1+ae2+ee:.,+es 
[7, [6, 15], 1, 6] 
e 1 4 e2 
e2 3 P.3 
e3 2 e4 
es 
[7, [6, 16], 1, 1] 
e, e2 e:., e4 C5 ea e7 
e, (2o+3} e , 
e2 e , (a+:1), 02 
e3 - e 1 e2 (o+2) e3 
e4 e3 (o+l) e4 
er, t~,t a er, 
eG e6 
e7 
parameters : [a] 
1111 
[7, [6, 16], 1, 2] 
e 1 e2 e:., e4 es t-!u e7 
ea - l ·! t 
[7, [6, 16], 1, 3] 
parameters: [E] 





(7, (6, 16], 1, 4) (7, (6, 17], 1, 4) 
e, e2 1-:3 e4 (~5 eo e7 
e, 2 t-:1 
e2 e1 e2 
e3 -e1 e2 e3 
e4 e3 P.4 
.,, e4 e2+ es 
e6 
(·?7 
(7, (6, 17], 1, 1] (7, (6, 17], 1, 5] 
e, e2 ea e4 P.5 ea e7 
P.1 (a+3)e 1 
e2 e1 (a+2) e2 
e3 -e1 e2 (a+!) e3 
e4 (-:2 2e4 




[[]] (7, (6, 18), 1, 1) 
(7, (6, 17], 1, 2] (·!1 e2 e3 e4 es eu <-!7 
e 1 (a+3) e 1 
e2 e, :l e2 
e3 e, (a+2)e3 
P.4 e3 {a+l) <'• 





[7, (6, 17], 1, 3] (7, (6, 18), 1, 2] 
4e1 
e1 3 e2 
e2 2 e3 
e2 2 e4 
[7, (6, 18], 1, 3] 
e4 
parameters: [c] 
[[e:2 = l ]] 
(7, (6, 18], 1, 4] 









([e:2 = l]] 
[7, [6, 18], 1, 5] 
e2 







a c3+ e5 
(o-e)e2 
3e1 
e1 +3( ·?2 
2ea 
e1 
[7, [6, 18], 1, 7] 
e, 
4e1 
3 e2 + e3 
3e, 
2e4 
[7, [6, 19], 1, 1] 
paramet ers: [a] 
[O] 
(2o + 2)e1 
e1 (2 o+ l ) e2 
e 1 (o+2) e3 
e2 e3 (o+ l ) e4 
[7, [6, 19], 1, 2] 
e1 
[7, [6, 19], 1, 3] 
e, e2 e3 "• es ea e7 
• 1 2e 1 
e2 e, e2 
P.3 e1 2e3 
e4 e2 e3 e4 
es e• 
P.(j € «~2 + t!G 
e 7 
paramete rs: [c] 
[[£2 = l]] 
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[[e2 = ll] 
[7, (6, 19], 1, 5] 
e1 
(7, (6, 20], 1, 1] 
e1 
4e1 
-e1 3 e2-a., -!3 
- e 1 ae2+3e3 
e1 
param eters: [al 
[DI 
(7, (6, 20], 1, 2] 
e, e2 e3 e4 es ea e7 
e1 
e2 -e1 - e3 
e3 - e 1 e2 
e4 e, e3 €" e1 
es e4 - e6 
ea ce2+ es 
e 1 
parameters: [e] 
[[1o2 = ll] 










(7, (6, 21], 1, 2] 
(7, (6, 21], 1, 3] 
e, 
parameters: [el 
[[e2 = ll] 
(7, (6, 21], 1, 4] 
es 
para meters: [e] 
[[e2 = ll] 
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(2a- l )es 
l'!G 
[7, [6, 21] , 1 , 5] 
e, 
e, 
(7, [6, 21], 1, 6] 
e, 
e 1 e2 
e1 2e3 
param ete rs: [a] 
[OJ 
e2 e2+ e4 
e3 ae1+2es 
[7, [6, 21], 1, 7] 
parameters: [a] 
[[]] 
(7, [6, 22], 1, 1] 
e2 
e2 
e4 e1 e3 
•• 











[7, (6, 22], 1, 2] 








[7, [6, 22], 1, 3] 
param eters: [€] 
[[,:2 = ll] 









- -+-'...:' 1_e.:.2_e c...3 _e_.• c_e_,s_ •_••_· __ e1 
C4 e 1 e3 
[7, [6, 22], 1, 5] 
C7 
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(7, (6, 22), 1, 6) 
param eters: [a, o] 
[(€2 = ll] 






(7, (6, 23], 1, 1] 
e1 3c1 
e2 (a+2) e, 
,,2 (a+ l) e4 
param eter s: [a] 
[OJ 
(7, (6, 23], 1, 2] 
e1 
[7, [6, 23], 1, 3) 
parameters: [o] 
[[€2 = 111 
(7, (6, 23], 1, 4] 
e4 
[7, (6, 23], 1, 5] 
e, 




e2 e1 e2+2e:1 




(7, [6, 23], 1, 7] 
parameters : [a ] 
[OJ 
[7, (6, 23], 1, 8] 
e 1 3e1+e2 
P.2 3 e2 
(7, (6, 23], 1, 9] 
param eters : [a] 
IOI 
(7, [6, 23], 1, 10] 
e1 
e2 





3 e 1 + a t-12 
3 e2 
2( :!:J+ l !4 
2 e4 
(a-1) es+''" 
e 1 +3e4 
e:1+2es 
[7, (6, 24], 1, 1] 
e 1 (2a+l)e, 
e2 (a+2) e2 
e 1 (a+ l) e3 
e 1 t:2 (a+l) e4 
para meters: [a] 
1111 
(7, [6, 24], 1, 2] 
(7, [6, 24], 1, 3] 
param eters: [c] 
[lc2 = 11] 
(7, (6, 24], 1, 4] 
e1 
parameters : [c] 
[lc2 = 11] 
193 
(7, [6, 24], 1, 5] 
e, 
[7, [6, 24], 1, 6] 
e, e, e:.i e4 es e6 P.7 
e, e, 
e, 2 e2 
e :.i e , e1 + e:i 




[7, [6, 24], 1, 7] 
2 t~2 
e 1 ae1+e:.1 
parameters: [a] 
[OJ 
[7, [6, 24], 1, 8] 
e 1 e, l~J e 4 es eo e7 
e , 2e 1 
e, e, 
f!:J "' e2 + e 3 
e4 e1 e, e4 





[7, [6, 25], 1, 1] 
parameters: [a] 
[OJ 
[7, [6, 25], 1, 2] 
[7, [6, 26], 1, 1] 





e, (a+2) " ' 
e 1 e2 (a+ l )e4 
par a mete rs: [a ] 
[OJ 
[7, [6, 26], 1, 2) 
194 
195 
(7, (6, 26], 1, 3] (7, (6, 26], 1, 7] 
e, e2 (~:J e4 es eG e7 e1 t~2 e:,i e4 ea eu e7 
e , -e1 e , 2e1 
e2 e2 e2 e2 
e3 e, 2e3 e:.i e2 
e4 e, e2 e4 e, (~2 e4 
es e4 - e5 (~5 (~4 e4+ es 
•• e2+ e6 eo e3 
e, e, 
(7, (6, 26), 1, 4] (7, (6, 26), 1, 8] 
e, e2 e3 e 4 es eo e, e, e2 (-!3 e4 es e6 e7 
e, e, e1 4e, 
e2 2e2 e2 5e2 
e3 e2 2e3 e3 e2 e1+4e3 
•• e, e2 e4 e4 (~ 1 e2 3 (·!4 
es e4 es e4 Cs 
eo e e1 + e6 eu 2 e6 
e, (17 
parameters: [,:] 
[[,:2 = ll] (7, (6, 26], 1, 9] 
(7, [6, 26), 1, 5] (~1 e2 e3 e4 es C(j e7 
e1 3e1 + e2 
e2 3 t--:2 
e1 e2 e3 (~4 es eo e7 
P.3 e2 2 C:3 
e1 5e 1 2 e4 (~4 e, (~2 
e2 4 e2 
es e4 t~s+ eu 
P.3 e2 2 e:J 
t ! (j ea 
e4 e, e, 3e4 
e7 
es •• e:.i+2t -is 
eo eo [7, (6, 27], 1, 1] 
e, 
[7, [6, 26), 1, 61 e1 e2 e:, e4 e~ eo e7 J 
e, (o+b +l ) e1 
e2 e, (o+l) e, 
e 1 e, e3 •• es eo e7 (b+l) e3 e3 e, 
e, e, 
•• e2 ae4 
e2 2e2 be s es e3 
e3 e, e2+2 e3 
eo P.6 
•• e, e2 e, e, 





param eters: [a] 
IOJ 
[7, (6, 27], 1, 2] 
parameters: [al 
[OJ 
[7, (6, 27] , 1, 3] 
e2 










(a+l) e , 
(2a+2) e, 
(a+2)i,2 
(a+ l )e, 
e2 e,+(a+l)"< 
e2 
[7, (6, 27), 1, 6] 
(2 a+2) e 1 
e 1 (a+ 1) e2 
e , (a+2) e, 
parameters : [aJ 
[OJ 
(7, (6, 27), 1, 7] 
[7, [6, 27), 1, 8] 
parameters: [t:] 
[[t:2 = l]I 
(7, [6, 27), 1, 9) 

















e 1 +eG 
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[7, [6, 27], 1, 11] 
e7 





ea e2+ es 
e1 +2 ea 
[7, [6, 28], 1, 1] 
e, •2 e3 e4 es (~6 e7 
e, (2a+l)e 1 
•2 e, (a+l)e2-be3 
e3 e, be2+(a+l)e3 
e4 (~2 ae4-bes 
es ea be4+aes 
e6 e• 
e7 
parameters : (a, b] 
[OJ 
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[7, [6, 28], 1, 3] 
[7, [6, 28], 1, 4) 
e 1 e2 e3 e 4 es e5 e 7 
e, 2n1 
e2 e , e2 
ea e , e3 
l~4 c2 ea+ t i4 





(7, (6, 28], 1, 5] 
(7, (6, 28], 1, 6] 
e1 e2 t-!3 e4 es eo 
e, 
e2 e1 





param eters : [a, ,:] 
[(,:2 = l]] 




[[,:2 = l]} 
e 1 
(7, (6, 29], 1, 1] 
e 1 e2 e3 •• cs 
e , 






parameter s: [a, b] 






e2 -a c 3 
0( ·!2 + P.3 
-aes 
ae4 








(7, (6, 29], 1, 2] 








param eters: [a] 
[[-l $a,a$ 11] 
(7, (6, 29), 1, 3) 
e2 
parameters: [a] 
[[- 1 $ a,a $ 1]} 












(2 /.1 a+2/3) e4 
( 1/~ a+ 1/~) "• 
,,s +(1 /3 a+ 1/3) "" 
C7 
(a+l) e 1 
[[-1 $ a,a $ 1,,:2 = l]} 
198 
[7, [6, 29], 1, 5] 
paramet ers: [E] 
l[c2 = l]I 
[7, [6, 29], 1, 6) 
es 
"• (a-l) es 
param ete rs: [a] 
[OJ 
[7, [6, 29), 1, 7] 
e, 
[7, [6, 29], 1, 8) 
[7, [6, 29], 1, 9) 
param eters : [c] 
[[E2 = l]I 
[7, [6, 29), 2, 1] 
param ete rs: [a, b] 
[[O $ a]] 
e.1 (2a-b)e 4 
e4 (2a-2b}-,s 
be6 
[7, [6, 29), 2, 2] 
es 
param eters: [a] 
1(0 $ al] 
2ae1 
4/'.l 11"• 
2/3 a es 
es +2/3 a e.0 
199 
(7, [6, 29], 2, 3] 
e, 
e, 
parameters: [a, e:] 
[(O $ a,e: 2 = l]I 
e, 
[7, [6, 29], 2, 4] 
e 1 
e, 
par ameters: [e:] 
[(e:2 = l]] 
[7, [6, 29], 3, 1) 
e1 e2 ea e4 e, es 
e, 
e2 e 1 
e, 
e4 e 1 
e, e4 
es 
parameters : [a] 
[OJ 
[7, [6, 29], 3, 2] 









a e2- e;i 














[7, [6, 29), 3, 3] 
e1 
e1 4/3 e4 
"• 2/3 es 
es +2 /3 eu 




[[e:2 = lj] 
[7, [6, 29], 3, 5] 
[7, [6, 30), 1, 1) 
c1 e2 e:s e4 es e6 
e 1 
e2 
e, e 1 
e4 e2 








[7, [6, 30], 1, 2] 
e1 
param eters: [a] 
IDl 
[7, [6, 30], 1, 3] 
e2 
e7 
(7, (6, 30], 1, 4] 
param eters: (a, c] 
[(c2 = ll] 




(a+l} e , 
e, 






[7, [6, 30], 1, 7] 
(7, [6, 30], 1, 8] 
paramete rs : [c] 
[[c2 = l]] 
(7, (6, 30], 1, 9] 







param eters: [c] parameters: (a, c] 
[[c2 = l]] [[c2 = ll] 
201 
ae1 
(2 a+ 1) "2 
(a-l}e3 
(a+l}e4 










[7, [6, 30], 1, 10] [7, [6, 30], 1, 13] 
e, e2 e3 C4 (-!5 eo e7 e , e2 e3 e4 es e6 e7 
e, e , e, 
e 2 2e2 e2 
ea e1 ea e1 ea 
e 4 e2 e4 e4 e2 
e s e4 es es e 4 e e4 
e6 e e3 eo 
87 e7 
parameters: (,:] par ameters: [,:] 
[[,:2 = l]] [[,:2 = 1)1 
[7, (6, 30], 1, 11] (7, (6, 30], 1, 14] 
e, e2 e3 e4 es e6 e7 e, e2 e3 e4 es e6 e1 
e, 2e1 e1 e1 
e2 5e2 e2 
e3 e , e3 e3 e, e 3 
e4 •2 3 e4 e4 e2 
es e4 e 1 +2 es es l-!4 e e4 
e• ee3+ eo e6 6 e2 
e7 e7 
parameters : (,:] parameters: [,:, <5] 
[[,:2 = 1)1 [[,:2 = 1, t52 = l]] 
[7, [6, 30], 1, 12] [7, [6, 30] , 1, 15) 
e, e2 e3 •• es eo e1 c, c2 e3 (~4 es B6 e7 
e, ae, e, 
•2 2e2 e2 2 e2 
e3 e, ae3 e3 e1 
e4 e2 e4 e4 e2 e4 
es e4 ee4+ es es e4 e e4+ es 
•• et; c5 (!3 
e 7 e7 
param e ter s: [a,,:] param eters: [,:, <5] 
[[,:2 = ll] [[e:2 = l ,<52 = ll] 




e 2 e, +(a+l) e 4 
parameters : [a] 
[U] 
(7, (6, 30], 1, 17] 
e , e2 (-?3 e4 es eG e7 
e, e, 
e 2 2e2 
e3 e, e3 
e4 e2 e1 + <~4 
es e4 e3+es 
"• 
e1 
(7, (6, 30], 1, 18] 




e4 e, e1 + e4 
Cs e4 e3 
e5 Ee2+e6 
e1 
param eters : [c] 
[(c2 = l]I 
(7, (6, 30], 1 , 19] 
e, e2 e3 e 4 es eG e7 
e, 2e1 
e2 3e2 
e3 e1 e3 
e4 e2 e 1 +2e4 
es e4 e:1+es 
e5 ee3+ ea 
e1 
parameters: [c] 
([c2 = l]I 




[[c2 = l]I 
e2 







param eters: [a, c] 
[[c2 = l]I 
(7, [6, 30], 1, 22] 
e1 
(7, (6, 30], 1, 23] 








param eters: [c, '5] 
[[c2 = 1, ,52 = l]] 
203 
(2 a+2) e, 
(a+2) e2 
,: e2+(a +2) e3 




E e2+ e3 
e4 
ce2+eo 
[7, [6, 30], 1, 24) 





es e 4 
eo 
e1 
pa ramete rs : [cl 
[lo2 = l]I 
[7, [6, 30], 1, 25) 
e7 
2 e 1 
3e2 
£ e2 + 3e3 
e 4 
e 1 + 2e5 
- eG 
[7, [6, 30), 1, 27] 
p arameters: [o] 
[lo2 = l]I 
(7, (6, 31], 1, 1] 







para met ers: [o, J] para mete rs: [a, b] 
[lo2 = 1, J2 = l]I IOI 
(7, (6, 30] , 1 , 26] [7, (6, 31) , 1, 2] 
e1 
(a+ b)e, 
(2a +l )e2 
b e, 





e1 (a+l)c 1 
e1 
paramete rs: [o, JI 
[lo2 = 1, J2 = l ]I 
e1 £e2+2e:, 
p arameters: [a] 
[O] 
(7, (6, 31), 1, 3) 
204 
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(7, (6, 31], 1, 4] (7, (6, 31], 1, 8] 
paramet ers: [a, c] parameters: [c] 
[(e,2 = 11] [[c2 = 11] 
[7, [6, 31], 1, 5] [7, (6, 31], 1, 9] 
e, e2 e3 e4 e5 es P,7 
e 1 e 1 
e2 (2 a+ l } e2 
e3 e3 e, ( 1-a) e3 
e4 e2 (a+ l )c4 
e5 e4 ae5 
ee e1 +eo 
e7 
par ame t ers: [c] param eters: [a] 
[[c2 = l]] [OJ 
(7, (6, 31], 1, 6] [7, (6, 31] , 1, 10] 
e, e2 (·!3 C4 e5 tlG e7 
e , 2ae1 
e 1 
'~2 (2a+l}e2 2 e2 
e3 e1 a e3 
e4 C2 (a+ l } e4 




[OJ (7, [6, 31], 1, 11] 
(7, (6, 31], 1, 7] 
e , e2 e3 e4 es es e, 
e , 2 e1 
e2 2 e2 
e3 e, e3 
e4 e2 e 4 
e, e4 e :i+ es 
eo 
e1 
[7, [6, 31], 1, 12] 










[7, [6, 31], 1, 13] 
e3 
[7, [6, 31], 1, 14] 
e, e2 e3 P.4 es ea 
e, 
e 2 





param ete rs : [c] 
[[c2 = l}] 
[7, [6, 31] , 1, 15] 
e, e2 ea e4 es ea 
e , 
e2 
e3 e , 





















e1 + ea 
[7, [6, 31], 1, 16] 
e2 
(3a+l) e, 
(2 a+l) e2 
e, e2+(2a +l)e, 
e2 (a+l) "• 
par a m eters: [a] 
[[]] 
(7, [6, 31], 1, 17] 
[7, [6, 31], 1, 18] 
[7, [6, 31], 1, 19] 
206 
207 
[7, [6, 31] , 1, 20] (7, (6, 31], 1, 24] 
e1 e2 CJ e4 es e5 e 7 e1 e2 e3 (-~4 es e6 e1 
e, 4e1 e 1 e1 
e2 3 e, e, 
P-3 e1 e2+3 e3 e3 e , e 1 +e3 
C4 e2 2 e4 e4 e2 
es •• es+ ti6 es e4 e6 
eG e6 eo ae2 
e7 e7 
[7, [6, 31], 1, 21] 
parameters: (a] 
[[II 
e 1 e2 e3 e4 es e6 e1 [7, (6, 31], 1, 25] 
"' ae1 
e2 e2 
e1 e2 e3 e4 es "" e1 e3 e1 e1+ae3 
e1 (a+l}e1 
e4 e2 "• e, (2 a+l} e, 
es e4 
be 2+ ec; 
e3 e 1 (~3 
CG 
e4 e2 - e1 +(a+l) e4 
C7 
[a,b] 





[7, [6, 31], 1, 22] 
parameters: (a] 
IOI 
e1 e2 e3 e4 es •• e1 [7, (6, 31], 1, 26] 
e, e1 
e2 
e 1 e2 P.;J e4 es eo e7 
e:, e 1 e1+ae3 
e1 e 1 
"• e2 e, 2e2 
(-~5 e4 
e3 e1 
eG a e2 
e4 e2 - e1 + e4 
e1 
parameters: (a] 




(7, (6, 31], 1, 23] [7, (6, 31], 1, 27] 
e1 e2 e3 e4 es eG e1 e 1 e2 e3 e4 es ea e1 
e1 e1 e1 
e2 e2 e2 e2 
e3 e, e1 e3 e1 ee2 + e:i 
e4 e2 e4 e4 e2 - e1 +e4 
e:;; e4 e3 es e4 
ea ae2 + ec; e6 e3 + e6 
e7 e1 
param ete rs: [a] paramet ers : [,:] 
IOI (1,:2 = l]] 
(7, (6, 31], 1, 28] 
-e1+2e4 
e4 es + eG 
e3+e6 
e7 










(7, (6, 31], 1, 31] 








(2 a+l) e1 + e2 
(2a+l)e2 










(7, (6, 31], 1, 32] 
parameters: [t:] 
[[t:2 = 11] 
(7, (6, 31], 1, 33] 
e 7 
(7, (6, 31], 1, 34] 
e, 
paramet ers: [a] 
IOI 
(7, (6, 32], 1, 1] 








parameters: [a, b] 






















(7, (6, 32], 1, 4) 
e1 e2 113 e4 es eo e7 
e , e 1 
e2 
e3 e1 e3 




(7, (6, 32], 1, 5) 
e , e2 f!J e4 es eo e7 
e1 2e1 
e2 (a+l) e2 
e, e1 (2- a)e, 
e4 e1 e4 
es e2 e4 + es 
eo aeo 
e7 
parameters : (a] 
[OJ 
(7, (6, 32), 1, 6] 
e, 
(-?3 
[7, (6, 32), 1, 7] 
param ete rs: (c:] 
[[c:2 = 11] 
(7, (6, 32], 1, 8) 
(a+2)e1 
(a+ l) e2 
e1 2e3 
e 1 c2+(a+l) e4 
para meters: (a] 
IOI 
(7, [6, 32], 1, 9] 
209 
(7, [6, 32] , 1, 10] 
e3 
e 1 e2+e4 
e2 e4 + es 
(7, [6, 32] , 1, 11] 








(7, [6, 32], 1 , 12] 












(7, (6, 32] , 1, 13] 
e , e2 e3 e4 es CG 
e , 
e2 

























(7, [6, 32] , 1, 14] 
parameters: [a, b] 
[l- 1 $a, a $ 11] 
(7, (6, 32], 1, 15] 
para meters: [a ] 
llll 
(7, [6, 32] , 1, 16] 
(a+l)e 1 
e , +(a+ 1) e2 
(b-1) "• +a es 
«2+(a - l) c4+ eo 
2e1 
e1 +2t --)2 
e4 
e2 a e3 + t-~4 + es 
(a-l)e4+eu 
pa rame t ers: [a] 
[OJ 
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(7, (6, 32], 1, 17] 
e3 
e4 
es e2 ae3+be4+e5 
e3 +(a-1) e4 + eG 
parameters: [a, b] 
[•] 
(7, [6, 32], 1, 18] 
e1 e 1 





[7, [6, 32], 2, 1] 
e, e2 e3 e4 es f!G e7 
e1 be1 
e2 2ae2 
P.3 e, (b-a)e3+e4 
e4 e, - e,+(b-a) e4 




[[O $ al] 
(7, (6, 32], 2, 2] 
C2 
parameters: [a] 
[[O $ al] 
e2 e4 +a ea - t~G 
ea+a e6 
(7, (6, 32], 2, 3) 
parameters: [a, c] 
[lo $ a,c 2 = c]] 
2 ae1 
e 1+2at~2 
0( -!:i+ e4 
- e3+aH4 
e2 e: e4 +a ea - ea 
-t~4+cs+aeo 
(7, (6, 32], 3, 1] 
e1 
2 e2 




(7, (6, 32] , 3, 2] 
P.7 
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[7, [6, 32], 3, 3] 
e1 
(7, (6, 32], 3, 4] 
ea C t e3 
e1 - e3 + e4 











- e3+ e4 
a e4 + es 
[7, (6, 33], 1, 1] 




e4 e1 e2 
es P.:J 
e6 
parameters: [a, b] 
[[- 1 :S b,b :S a,a :S l]J 
[7, [6, 33], 1, 2] 
parameters: [aJ 
[OJ 
[7, [6, 33], 1, 3] 
l·! :J 
(7, (6, 33], 1, 4] 


























e1 +(a+l) eG 
(7, (6, 33], 1, 5) 
e7 
(7, (6, 33], 1, 6] 








p a ra meter s : [,:j 
[[,:2 = 1)) 
(7, (6, 33], 1, 7] 
e7 
p a rameters : [e:) 
[[e:2 = l)] 
(7, (6, 33], 1, 8) 























- e 1+ae2+e6 
(7, (6, 33], 2, 1] 
e2 (a+b) e2 - e3 
e3 e2+(a+ b) e3 
e, 
parameters : [a, b) 
[10 $ al] 
(7, (6, 33], 2, 2] 








paramet e rs: [a) 
[[O $ al] 
(7, (6, 33], 2, 3] 








parameters : [a] 
[lo $ al] 
e7 
2a e1 
3ae2 - 1-:3 
e2 +3a e3 
a e.a- es 
e 4 +a es 
e1 + 2aet; 
e7 
2aH1 
a e2- e3 
e2+a ea 
e3 +a e4- es 
e4+a es 
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[7, [6, 33], 3 , 2) 







[7, [6, 33], 3, 4) 
[7, [6, 33), 3, 5) 
[7, [6, 33), 3, 6) 
parameters: [a] 
[OJ 
[7, [6, 33), 4, 1) 
2e1 
3 (·!2 
e2+3e, 
e2+ t-!3 
•~:t+ e4 
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