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We investigate the mutual influence of tilt, disorder, and Coulomb interaction in a type-I Dirac
semimetal (DSM) with x-direction tilt by performing a renormalization group analysis. The inter-
play between disorder and ordinary tilt generates an effective tilt along the x-direction, which is
the physically observable one. There exist two types of disorder which increase the effective tilt
and drive a phase transition from the DSM phase to the diffusive metal phase. The diffusive phase
transition stops the increase of the effective tilt and the surface of the original Dirac cone in the
diffusive metal phase is just slightly tilted. Surprisingly, the Dirac point is replaced by a bulk nodal
arc in the diffusive metal phase. The Coulomb interaction suppresses the diffusive phase transition
and therefore is harmful to the formation of bulk nodal arc. In contrast, there also exists other two
types of disorder which reduce the effective tilt and induce no phase transition. For these two types
of disorder, the Coulomb interaction enhances their low-energy relevances. Coexistence of Coulomb
interaction with any of them leads to a stable infrared fixed point where the coupling strengths
for two kinds of interaction are identical and the effective tilt vanishes. The original tilted Dirac
semimetal now reacts like an untilted and interaction-free Dirac semimetal. Our results show that
interplay between tilt, disorder, and Coulomb interaction results in rich low-energy properties for
the tilted Dirac fermions.
I. INTRODUCTION
Recently, a new class of Dirac/Weyl fermions with
a tilted conic spectrum [1–4], called tilted Dirac/Weyl
fermions, has received considerable theoretical and ex-
perimental interest in the condensed matter community.
It has been found that the tilt plays a key role in this new
class of Dirac fermions. When the effective tilt is suffi-
ciently large, the Fermi surface crossing the Dirac nodes
becomes lines in two dimensions [1–4] and a surface in
three dimensions [5]. Such a system is usually identified
as a type-II Dirac/Weyl semimetal (D/WSM) [5–8]. Sev-
eral novel phenomena have been predicted to arise due to
this unusual Fermi surface, including an unconventional
magnetic-optical response [9–12] and magnetic break-
down [13], anomalous Hall effect[14, 15], and anomalous
Nernst and thermal Hall effects [16, 17]. Moreover, sev-
eral proposals have been presented for the realization
of such tilted Dirac/Weyl fermions in different regimes
[1–5, 18, 19], and some experiments [20–24] performed
via angle-resolved photoemission spectroscopy have re-
ported evidence for the existence of type-II Dirac/Weyl
fermions.
After the discovery of type-II Dirac fermions, the Lif-
shitz transition, which is identified by a change in the
topology of the Fermi surface, between different types of
Dirac fermions has attracted considerable attention. It
was first suggested that Coulomb interaction decreases
the tilt and may lead to a transition from type-II Dirac
fermions to type-I ones [25]. Subsequent researches
[26, 27] show that Coulomb interaction is completely
screened in type-II DSMs due to the nonvanishing den-
sity of states (DOS) at the Fermi level. The screened
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Coulomb interaction cannot reduce the tilt. As a re-
sult, it stabilizes the type-II Dirac fermions. However,
for a type-I DSM which still has pointlike Fermi sur-
face, the vanishing DOS implies that the Coulomb inter-
action is not screened sufficiently [28]. As a consequence,
the Coulomb interaction reduces the tilt for type-I Dirac
fermions [27, 29]. In addition, it has been found that the
electromagnetic field in a three-dimensional (3D) WSM
generates a stable infrared fixed point with a finite value
for tilt [30].
The disorder is another factor which has a substantial
influence to the tilt. In specific, charge and magnetic
disorder can increase the tilt by reducing the topologi-
cal mass [31, 32] of tilted Dirac/Weyl SMs. With tilt in-
creasing, the transition from type-I to type-II Dirac/Weyl
fermions appears. The nonmagnetic disorder in an iso-
lated Weyl cone also enhances the tilt [33, 34]. At the
same time, it drives a phase transition from the SM phase
to compressible diffusive metal (CDM) phase [33, 34],
which is characterized by the generation of finite zero-
energy scatting rate γ0 and finite zero-energy density of
states (DOS) ρ (0) [33–45]. This disorder-induced SM-
to-CDM phase transition has been widely studied in un-
tilted D/WSMs [35–45]. In addition, the disorder also in-
duces the well known metal-insulator transition for tilted
Weyl fermions [31, 46, 47]. A more interesting disorder-
induced phenomenon in tilted Dirac/Weyl SMs is that
some special kinds of disorder can disrupt the Dirac point
and produce a bulk nodal arc [48–51]. So far, this novel
phenomenon is only reported to arise in a tilted DSM
which breaks any external symmetry [48, 49].
Based on previous findings that Coulomb interaction
decreases the tilt [26, 27, 29, 52] while disorder increases
it [32, 34], the fate of tilt is highly dependent on the in-
terplay of these two kinds of interaction. Moreover, when
Coulomb interaction coexists with disorder, a variety of
intriguing properties appear due to their interplay[39, 53–
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270]. This issue has been known to play a vital role in de-
termining the properties of two-dimensional (2D) metal-
lic systems [53–58] and has been extensively studied for
over three decades. In this paper, we perform a sys-
tematic renormalization group (RG) investigation for the
influence of Coulomb interaction and disorder to the sta-
bility of tilted type-I Dirac fermions in two dimensions.
For simplicity, we consider a tilt along the x-direction
while the y-direction is not tilted. We mainly focus on
the three types of disorder which are extensively studied
in untilted Dirac semimetals [39, 60–62, 71, 72]. Namely,
the random scalar potential (RSP), the random vector
potentials (RVP), and the random mass (RM) [39, 60–
62, 71, 72]. Moreover, in consideration of the anisotropy
of the Dirac cone, we distinguish the two components of
RVP by their directions and denote them as x-RVP and
y-RVP, respectively. Our main findings are as follows.
(1) In the formalism of RG, the interplay between ordi-
nary tilt and disorder dynamically generates an anoma-
lous tilt, and the interplay of disorder and Coulomb in-
teraction gives rise to a new type of Coulomb vertex au-
tomatically. After including the effects of these dynami-
cally generated terms by the way provided in Ref. [34],
we found a definition of effective tilt which represents
the physically observable tilt and can be perceived by
DOS and specific heat. By determining the fate of the
effective tilt under the influence of Coulomb interaction
and disorder, we find that the Lifshitz transition between
two types of Dirac fermions never appears although the
specific way to achieve this result is dependent on the
disorder type.
(2) Without Coulomb interaction, the RSP and x-RVP
both enhance the effective tilt, which means they are able
to cause the phase transition between type-I and type-
II DSMs. At the same time, they induce the diffusive
phase transition and this transition precedes the Lifshitz
transition. As a result, the tilt is much less than one and
the surface of original Dirac cone is just slightly tilted in
the CDM phase. In addition, a bulk nodal arc arises and
replaces the Dirac point, which phenomenon has been
reported in Refs. [48, 49] previously. For y-RVP and
RM, they directly reduce the effective tilt and can not in-
duce the diffusive phase transition. Therefore, the type-I
Dirac fermions are stable in the disordered DSM phase.
In addition, we found that the ordinary tilt along the
x-direction breaks down the local gauge symmetry de-
pending solely on the x-coordinate and promotes x-RVP
to become marginally relevant. However, there is no tilt
along the y-direction, which keeps the local gauge sym-
metry depending solely on the y-coordinate intact and
guarantees y-RVP to be marginal at any order of loop
expansion. Moreover, we also calculated the low-energy
behavior of DOS and specific heat. The results show that
RSP and x-RVP both generate a nonzero zero-energy
DOS and a linear temperature dependence for specific
heat. The y-RVP gives rise to a power-law enhancement
to DOS and specific heat. The DOS and specific heat are
also logarithmically enhanced by RM.
(3) When Coulomb interaction is present, it always
reduces the effective tilt. The interplay of Coulomb in-
teraction and RSP generates a critical RSP strength to
produce the CDM transition, as a result, the DSM and
CDM phases are separated by a line in the plane formed
by these two interaction couplings and tilt is much less
than one for both phases. However, there is no bulk nodal
arc in the DSM phase, which indicates the Coulomb in-
teraction will destroy the RSP induced bulk nodal arc if
the given strength of RSP is weaker than the critical one.
In addition, with the ordinary tilt increasing, the value
of critical RSP strength also increases, which means or-
dinary tilt is helpful to stabilize the DSM phase. The
interplay of Coulomb interaction with any components
of RVP or RM generates a randomly stable state which
is characterized by the existence of a common constant
value for the coupling strengths of all interactions in the
low-energy limit and the constant value is not fixed, its
value is highly random and dependent on the initial con-
ditions of the system. For this state, the effective tilt
and velocity anisotropy vanish in the low energy limit,
the type-I Dirac fermions keep stable, the DOS and spe-
cific heat display the same asymptotic behavior as the
free system in low energy. The bulk nodal arc is absent
for this state and, therefore, we conclude that Coulomb
interaction turns the x-RVP produced bulk nodal arc into
a Dirac point.
The remainder of the paper is organized as follows.
In Sec. II, we present the model of the 2D tilted Dirac
fermion system and derive the RG equations. We ana-
lyze the impact of every single type of random potential
in Sec. III. The interplay of Coulomb interaction with
random potentials is presented in Sec. IV. We summa-
rize the results and address a related issue in Sec. V.
II. THE SETUP
In this section, we present the low energy effective
model and derive the full set of RG equations as a bias
to proceed.
A. Effective action
We start with the minimal model of noninteracting
tilted Dirac fermions near a single Dirac cone with chi-
rality χ = +1 described by the Bloch Hamiltonian [3]
H0(k) = ψ
†(k) [(tσ0 + σ1) vxkx + vyσ2ky]ψ(k), (1)
where σ0 is the 2 × 2 identity matrix and the σi (i =
1, 2, 3) correspond to the Pauli matrices. vx and vy de-
note the velocity along the x and y directions, respec-
tively. Without loss of generality, we choose vx, vy > 0.
t represents a dimensionless tilting parameter along the
x axis. For type-I Dirac fermions, the tilt is limited to
|t| < 1, and for type-II, |t| > 1. |t| = 1 correspond
3to the Lifshitz transition points, which separate the two
types of Dirac fermions. In this work, we focus on the
stability of type-I Dirac fermions under the influence of
Coulomb interaction and disorder. Moreover, when tilt
approaches the Lifshitz transition points, the linearized
model Eq. (1) is not well applied because higher-order
corrections become relevant [16, 73]. Therefore, the tilt
is restricted to |t|  1 in this work. The energy disper-
sion of the Hamiltonian in Eq. (1) reads as follows:
E± (k) = tvxkx ±
√
v2xk
2
x + v
2
yk
2
y. (2)
Due to |t|  1, the fermion surface still keeps pointlike.
We notice that another model of tilted Dirac fermion
was put forward in Ref. [48], wherein the two components
of Dirac fermions are composed of two distinct degrees of
freedom and thus unrelated by any symmetry. However,
for our model, the two components of Dirac fermions refer
to the real spin degree of freedom and they are related
by the “particle-hole” symmetry [27, 74] as
P−1h H0(k)Ph = −H∗0 (−k), (3)
where the “particle-hole” transformation is imple-
mented by a unitary operator Ph, which is defined by
P−1h ψ(k)Ph = σ1ψ∗(−k).
The long-range Coulomb interaction between fermions
is given by
HC =
1
2
∫
d2xd2yρ(x)
e2
4pi |x− y|ρ(y), (4)
where ρ(x) = ψ†(x)ψ(x) is the normal-ordered electron
density operator,  is the dielectric constant, and −e is
the charge carried by an electron. After performing a
standard Hubbard-Stratonovich transformation, the ac-
tion for Coulomb interaction in the imaginary-time for-
mulation can be written as
SC =
∫
dτd2x
(
igψ†aφψa
)
+
1
2
∫
dτd3x
∑
j=x,y,z
(∂jφ)
2
, (5)
where g = e/
√
 and φ is a real bosonic field which is
introduced through the Hubbard-Stratonovich transfor-
mation.
We add the fermion-disorder coupling to the system by
the standard form as [61, 71, 75, 76],
Sdis =
∫
d2xdτψ†
(
3∑
i=0
Ai(x)σi
)
ψ, (6)
where the function Ai(x) stands for the randomly dis-
tributed potential. We assume Ai(x) to be a quenched,
Gaussian white-noise potential, which is characterized by
the following identities:
〈Ai(x)〉 = 0, 〈Ai(x)Aj(x′)〉 = κiδijδ2(x− x′). (7)
Here, the dimensionless variances κi are introduced to
characterize the strengths of random potentials. The dis-
order type is determined by the Pauli matrix. In partic-
ular, σ0 represents RSP, σz stands for RM, and σx, σy
denote x-RVP and y-RVP, respectively. These types of
disorder are most frequently studied and they can be in-
duced by various mechanisms in realistic materials [77–
82]. Any of these types of random potential might exist
individually. To be general, we assume they coexist in
our next calculation of the RG equations. The random
potential Ai(x) needs to be properly averaged. To do
this, we assume that the spatial distribution of Ai (x)
is described by P [Ai] = exp
[− ∫ d2xA2i (x) /(2κi)]. By
employing the most widely used replica method [83–85]
to perform the disorder average, we obtain an effective
replicated action in the Euclidean space:
Sdis = −1
2
∫
d2xdτdτ ′
3∑
i=0
κi
(
ψ†mσiψm
)
x
(
ψ†nσiψn
)
x′ . (8)
Here, x ≡ (x, τ) and x′ ≡ (x, τ ′), m and n are the replica
indices which are summed up automatically.
The combination of tilt and disorder [Eqs. (1) and
(8)] can not provide self-closed one-loop RG corrections.
The self-energy generates a marginal term proportional
to iωσ1 [see Eq. (A1) below], which is not present in
the original action. To keep the RG calculation closed,
we add a term of iωλσ1 to the original action by hand,
which was suggested in Ref. [34]. However, this term
breaks down the U(1) gauge invariance of the original
action for Coulomb interaction. To repair this, we need
to add another term as ig
(
ψ†αλσ1ψα
)
in Yukawa cou-
pling. Even if we do not add this term, the interplay of
disorder and Coulomb interaction will dynamically gen-
erate it. With this term, we change the Coulomb vertex
to be igψ†α (σ0 + λσ1)ψα. We stress that terms of iωλσ1
and ig
(
ψ†αλσ1ψα
)
do not exist in a free Hamiltonian.
They all stem from the interplay of disorder and tilt and
they appear only when disorder effect is considered. As
explained in Ref. [34], the term of iωλσ1 is connected to
the quasiparticle weight, which has important physical
influence. After including above two terms, the total ac-
tion in momentum space with Matsubara frequency reads
as
4S =
∫
d2kdω
(2pi)3
ψ†m [−iω (σ0 + λσ1) + vxtkxσ0 + vxkxσ1 + vykyσ2]ψm +
1
2
∫
d2kdω
(2pi)3
φ (k)D−10 (ω,k)φ (−k)
−
∫
dω1dω2d
2k1d
2k2d
2k3
(2pi)8
[
3∑
i=0
κi
2
ψ†m(iω1,k1)σiψm(iω1,k2)ψ
†
n(iω2,k3)σiψn(iω2,k1 − k2 + k3)
]
+
∫
d2kdω
(2pi)3
d2k′dω′
(2pi)3
igψ†m (ω,k) (σ0 + λσ1)ψm (ω
′,k′)φ (ω − ω′,k− k′) , (9)
where
D0 (ω,k) =
∫
dkz
2pi
1
k2x + k
2
y + k
2
z
=
1
2
√
k2x + k
2
y
. (10)
This action is the basis of our RG analysis. Under the
amendment, the quasiparticle energy dispersion now be-
comes
E ′(k) = 1
1− λ2
[
(t− λ) vxkx
±
√
(1− tλ)2 v2xk2x + (1− λ2) v2yk2y
]
= t′v′xkx ±
√
v′2x k
2
x + v
′2
y k
2
y, (11)
where we have defined the effective tilt and velocities to
be
t′ =
t− λ
1− tλ , v
′
x =
1− tλ
1− λ2 vx, v
′
y =
vy√
1− λ2 . (12)
According to Ref. [34], these three quantities are iden-
tified to be the physically observable tilt and velocities,
and they will reduce to the ordinary ones if λ = 0.
B. RG equations
We have carried out a detailed RG analysis starting
from the action of Eq. (9), by considering the leading-
order weak-disorder expansion. After integrating out the
fast modes defined within the momentum shell e−`Λ <
|p| < Λ and then performing RG transformations [86],
we obtain the following RG equations:
dλ
d`
= − 1− λt
(1− t2)
[
(∆0 + ∆1) (t+ λ)− (∆2 + ∆3) (t− λ)
]
,
(13)
dt
d`
= −αfx (t− λ) , (14)
dvx
d`
=
αfx − (1− λt)
(∑3
i=0 ∆i
)
1− t2
 vx, (15)
dη
d`
= α (fy − fx) η, (16)
dα
d`
= −α
αfx − (1− λt)
(∑3
i=0 ∆i
)
1− t2
 , (17)
d∆0
d`
=
2∆0
(∑3
i=0 ∆i
)
1− t2 + 2
(
∆1 +
∆2
1− t2
)
∆3
−∆0α
[
fx
(
2λ2
1− λt +
1− λt
1− t2
)
+ fy
]
, (18)
d∆1
d`
=
2t2 (∆0 + ∆1 −∆2 −∆3) ∆1
1− t2 + 2∆3
(
t2∆2
1− t2 + ∆0
)
+∆1α
[
fx
(
2
1− λt −
1− λt
1− t2
)
− fy
]
, (19)
d∆2
d`
= ∆2α
[
fy − fx (1− λt)
1− t2
]
+
2∆3
(
t2∆1 + ∆0
)
1− t2 , (20)
d∆3
d`
= −2∆3 (∆3 + ∆0 −∆1 −∆2)
+
2
[
∆0 (∆1 + ∆2) + t
2∆1 (∆2 −∆0)
]
1− t2
+∆3α
[
fy + fx
(
2
(
1− λ2)
1− λt −
1− λt
1− t2
)]
. (21)
where
fx =
1
pi
∫ 2pi
0
B cos2 θdθ√
B2 cos2 θ + η2 sin2 θ
,
fy =
1
pi
∫ 2pi
0
√
1− λ2 sin2 θdθ√
B2 cos2 θ + η2 sin2 θ
,
B =
1− λt√
1− λ2 , η =
vy
vx
. (22)
5The detailed derivations are provided in Appendix A.
Here, we have made the re-definition κi
2pivxvy
√
1−t2 ≡ ∆i,
which represent the effective disorder strength. The effec-
tive Coulomb interaction is defined by α ≡ g2/ (16pivx).
We notice that, by setting t = λ = α = 0, Eqs. (15) and
(18)–(21) are in accordance with the results obtained pre-
viously in Refs. [64, 72, 87, 88], wherein disorder effects
for untilted Dirac fermions are well studied.
III. NONINTERACTING LIMIT
In this section, we consider the noninteracting limit by
taking α = 0 and analyze the disorder-induced proper-
ties of tilted Dirac fermions. First, we locate the fixed
points for the related parameters in the low-energy limit,
which can help us to adjudge the relevance (or irrele-
vance) of each type of disorder. Second, for a relevant
disorder which always flows to a strong coupling regime
and breaks down the RG, we will show that a bulk nodal
arc is produced by using the self-consistent Born approx-
imation (SCBA).
A. Fixed points
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FIG. 1: RG flow in the λ−∆i plane for single disorder exists.
For all graphs, t0 = 0.1 is used.
We first pay attention to a single kind of disorder. Co-
existence of different kinds of disorders is analyzed at last.
According to Eq. (14), there is no renormalization of the
ordinary tilt t if we set α = 0, which means that disor-
der does not influence the tilt solely. This is consistent
with the previous result in Ref. [34] that disorder does
not renormalize the ordinary tilt for a 3D tilted Weyl
semimetal. Due to the non-renormalization of t, in this
section below, we fix t (`) = t0 with t0 being a constant
and 0 < t0  1. However, the observable tilt t′ is depen-
dent on the ordinary tilt t and the anomalous tilt λ. Its
fate still needs to investigate by analyzing the disorder
effect to λ.
RSP. By setting ∆1 = ∆2 = ∆3 = 0, the left
RG equations for ∆0, λ and vx reduce to d∆0/d` =
2∆20/
(
1− t20
)
, dλ/d` = −∆0 (1− λt0) (t0 + λ) /
(
1− t20
)
,
dvx/d` = − (1− λt0) ∆0vx/
(
1− t20
)
. Solutions of these
three differential equations are given by
∆0 (`) =
∆00
(
1− t20
)
1− t20 − 2∆00`
, λ (`) =
t0 [1−A0 (`)]
A0 (`) + t20
,
vx (`) = v
0
x
[
1 + t20
A0 (`) + t20
]
, (23)
where ∆00, v
0
x are the initial values of ∆0 and vx respec-
tively, A0 (`) =
[
∆0(`)
∆00
](1+t20)/2
and the initial value of λ
is assumed to be zero through our paper. Based on above
solutions, we found
∆0 (`) |`→`c → +∞, λ (`) |`→`c → −t0,
vx (`) |`→`c → 0, (24)
where `c =
(
1− t20
)
/2∆00, which corresponds to a con-
stant energy scale as Ec = Λe
−`c = Λe−(1−t
2
0)/2∆
0
0 . Here,
Λ is the UV cutoff which is determined by the bandwidth.
Instead of the above analytical treatment, we have plot-
ted the flow diagram in (λ,∆0) plane in Fig. 1(a), from
which the flows of ∆0 and λ read more directly. Both
ways show that ∆0 (`) flows to infinity at a constant
energy scale and this divergence is interpreted as the
phase transition from the DSM into a strongly disordered
phase. We will show that this phase is just the well stud-
ied CDM phase which is identified as the existence of
the same finite scattering rate for fermions in two or-
bitals [33–45]. Above result is suitable to untilted Dirac
fermions if we set t0 = 0. Therefore, tilt has not qualita-
tively changed the relevance of RSP, it is still marginally
relevant. However, in the next subsection, we will re-
veal that tilt brings new physics for the CDM phase: the
Dirac point will be replaced by a bulk nodal arc. Now,
we explain the meanings of Eq. (24) for vx and λ. It
seems that vx should be zero in the CDM phase, how-
ever, we remind this is illusory because once the energy
approach Ec, the RG breaks down. Actually, when the
system enters into the CDM phase, the disorder strength
becomes a large and finite value rather than the infin-
ity [36–38, 41, 43, 44]. Correspondingly, the fermion
velocity keeps to be a nonzero constant and its square
is proportional to the diffusion constant [84, 85] of the
CDM phase. Incorporating the renormalization effect to
vx before entering into the CDM phase, we conclude that
0 < v∗x < v0, where v
∗
x represents the constant velocity
in the CDM phase. Above analysis also establishes for λ.
In particular, in the CDM phase, λ keep to be a constant
as λ∗ and −t0 < λ∗ < 0. As a result, the observable tilt
becomes
t′|λ=λ∗ =
t0 − λ∗
1− λ∗t0 ∈
(
t0,
2t0
1 + t20
)
. (25)
Noting that, for t0  1, 2t0/
(
1 + t20
) ≈ 2t0  1. There-
fore, RSP increases the tilt but the tilt is still a small
6finite value, which ensures the linearized model of Eq. (1)
to be well established. This result indicates that the RSP
induced diffusive phase transition precedes the Lifshitz
transition between type-I and type-II DSMs, which sup-
ports earlier conclusion obtained by numerically solving
the SCBA equations in Ref. [33].
x-RVP. With other disorders vanishing,
the simplified RG equations for ∆1, λ and
vx are d∆1/d` = 2t
2
0∆
2
1/
(
1− t20
)
, dλ/d` =
−∆1 (1− λt0) (t0 + λ) /
(
1− t20
)
, dvx/d` =
− (1− λt0) ∆1vx/
(
1− t20
)
. Expressions of ∆1 (`),
λ (`), and vx (`) read as
∆1 (`) =
∆01
(
1− t20
)
1− t20 − 2t20∆01`
, λ (`) =
t0 [1−A1 (`)]
A1 (`) + t20
,
vx (`) = v
0
x
[
1 + t20
A1 (`) + t20
]
, (26)
where ∆01 is the initial value of ∆1 and A1 (`) =[
∆1(`)
∆01
](1+t20)/2t20
. Therefore, ∆1 will unboundedly flow
to infinity at the energy scale of `′c =
(
1− t20
)
/
(
2∆01t
2
0
)
,
which indicates that an arbitrarily weak x-RVP can in-
duce the diffusive phase transition [33–45]. This behavior
resembles RSP very much. The only difference is that
tilt plays a vital role now. If we set t0 = 0, there is
d∆1/d` = 0, we repeat the well-known result that RVP
in untilted Dirac fermions is unrenormalized and this is
guaranteed by the time-independent gauge transforma-
tion [62, 63, 71]. By comparing, we conclude that a
nonzero tilt enhances the x-RVP to be a marginally rele-
vant perturbation. Therefore, the RVP-induced diffusive
phase transition is a purely new phenomenon which orig-
inates from the interplay between disorder and tilt. In
the next section, we will show that a bulk nodal arc ap-
pears in the CDM phase, which also originates from this
interplay. As for the fates of λ, t′, and vx in this CDM
phase induced by x-RVP, they are very similar to the
cases for RSP, for which we do not state repeatedly here.
The RG flow for (λ,∆1) plane is shown in Fig. 1(b), its
similarity to Fig. 1(a) is apparent.
y-RVP. The reduced RG equations for ∆2, λ and vx are
d∆2/d` = 0, dλ/d` = −∆2 (1− λt0) (λ− t0) /
(
1− t20
)
,
dvx/d` = − (1− λt0) ∆2vx/
(
1− t20
)
. We see that the y-
RVP is marginal at one-loop level. In fact, this result
is established at any order of loop expansion due to the
presence of a local time-independent gauge symmetry as
ψi → ψieiξ(y), A(x)→ A(x) + ∂yξ(y). (27)
The detailed proof of this un-renormalization was pro-
vided in Ref. [49]. We remind that tilt along the x-
direction can destroy this gauge invariance, for which
reason, the x-RVP is renormalized. Because we have
used an x-direction tilt at the beginning, the gauge sym-
metry dependent solely on y coordinate still keeps in-
tact. Suppose tilt changes to t = (tx, ty) (tx, ty 6= 0),
then the time-independent local gauge symmetry does
not exist. A trivial check tells us that the y-RVP be-
comes a marginally relevant coupling, which is just what
happened for x-RVP. Therefore, we have figured out that
the tilt enhances the relevance of the x-RVP is attributed
to its ability to break the time-independent gauge sym-
metry [62, 63, 71] existing along the x-direction. For
our present consideration, the y-direction is not tilted,
as a result, the y-RVP is unrenormalized, and we take
∆2 (`) = ∆
0
2 > 0. Substituting this value to the RG
equation for λ, the solution for λ (`) is obtained to be
λ (`) =
t0
(
1− e−∆02`
)
1− t20e−∆02`
, vx (`) =
v0x
(
1− t20
)
e∆
0
2` − t20
. (28)
Based on these results, we found λ (`)
∣∣
`→∞ = t0 and
vx (`)
∣∣
`→∞ ∼ e−∆
0
2` → 0, which means that the stable
fixed point for λ is λ∗ = t0 and vx flows to zero ex-
ponentially. The flow diagram for (λ,∆2) is presented
in Fig. 1(c), from which the marginality of ∆2 and the
stability of λ∗ = t0 is clearly shown. For λ∗ = t0, the
observable tilt turns to be
t′
∣∣
λ∗=t0
= 0. (29)
Therefore, the y-RVP reduces the observable tilt and sta-
bilizes type-I Dirac fermions, which effect is different from
RSP and x-RVP.
RM. Similarly, vanishing of other types of disorders
yields the following flow equation d∆3/d` = −2∆23,
dλ/d` = −∆3 (1− λt0) (λ− t0) /
(
1− t20
)
, dvx/d` =
− (1− λt0) ∆3vx/
(
1− t20
)
. The analytical solutions are
obtained by solving these two coupled differential equa-
tions, which take the form
∆3 (`) =
∆03
1 + 2∆03`
, λ (`) =
t0
(√
1 + 2∆03`− 1
)
√
1 + 2∆03`− t20
,
vx (`) =
v0x
(
1− t20
)√
1 + 2∆03`− t20
. (30)
Therefore, ∆3 (`) |`→∞ → 0, λ (`) |`→∞ → t0, and
vx (`) |`→∞ → 0, which indicates the stable fixed point
in the λ − ∆3 plane is (λ∗,∆∗3) = (t0, 0). The RG flow
plotted in Fig. 1(d) also confirms this. At this stable
fixed point, the observable tilt is also decreased and the
type-I Dirac fermions are also stable.
Coexist. When different kinds of disorder coexist,
Eqs. (18)–(21) tell us that there is an interesting cor-
relation among different disorders: if any two types of
disorder coexist, the other two can be dynamically gen-
erated and all of the four disorder parameters will co-
exist. Therefore, we need to analyze the fixed point of
Eqs. (18)–(21). There is only one constant fixed point as
(∆∗0,∆
∗
1,∆
∗
2,∆
∗
3) = (0, 0, 0, 0). However, this fixed point
is not stable, all disorders flow to an uncontrolled strong-
coupling regime, which indicates the appearance of diffu-
sive phase transition [33–45] again. Besides, this result is
7independent of Coulomb interaction, for which we will no
longer give a detailed analysis of coexistence of Coulomb
interaction with all disorders in the next section.
DOS and specific heat. Having determined the fate of
disorder couplings and tilt in low energy, we now focus
on disorder influence to DOS and specific heat. With
details shown in Appendix B, we just summarize the re-
sults in Table I. From which we see that the relevant RSP
or x-RVP generates a nonzero zero-energy DOS in the
CDM phase, the marginal y-RVP supplies a power-law
enhancement to the low-energy DOS and specific heat,
and the marginally irrelevant RM provides a logarithmic
enhancement to the low-energy DOS and specific heat.
In addition, a nonzero tilt increases the zero-energy DOS
generated by RSP or x-RVP and the low-energy DOS
provided by y-RVP.
TABLE I: DOS and specific heat without Coulomb interac-
tion. Here, Dis. is the abbreviation for disorder, f (t0) =(
1 + t20
)
/
(
1− t20
)3/2
and h (t0) =
(
1 + t20
)
/
(
1− t20
)
. Be-
sides, γ0 and γ
′
0 represents fermion scattering rate induced
by RSP and x-RVP respectively.
Dis. DOS Specific heat
None ρ(ω) ∼ ω Cv(T ) ∼ T 2
RSP ρ(0) ∼ f (t0) γ0 ln
(
Λ
γ0
)
Cv(T ) ∼ ρ(0)T
x-RVP ρ(0) ∼ f (t0) γ′0 ln
(
Λ
γ′0
)
Cv(T ) ∼ ρ(0)T
y-RVP ρ(ω) ∼ ω1−2h(t0)∆02 Cv(T ) ∼ T 2−2h(t0)∆02
RM ρ(ω) ∼ ω lnω Cv(T ) ∼ T 2 lnT
B. Bulk nodal arc
In the previous subsection, we have found that RSP
and x-RVP both drive the system into a strongly disor-
dered phase. Now, we employ the SCBA to study the
properties of this phase. We will show that this strongly
disordered phase corresponds to the CDM phase and the
Dirac point is replaced by a bulk nodal arc in this phase.
In general, the zero-energy self-energy is proposed to
be Σ (0) = Σ0σ0 + Σ1σ1. Using this ansatz, the self-
consistent equation for self-energy is given by
Σj(0) = −κj
∫ ′ d2k
(2pi)2
σj
1
H0 (k) + Σj(0)
σj , (31)
where j = 0, 1 to label RSP and x-RVP induced self-
energy, respectively,
∫ ′
represents an integration with the
UV-cutoff Λ. Finishing this integration yields
Σ1j = −tΣ0j , (32)
Σ0j = ±iΛ
2
exp
[
− (1− t2)
2∆j
]
≡ ±iγ0j , (33)
where the γ0j refers to the finite scattering rate for
fermions. As a result, the retarded self-energy at zero-
energy takes the form:
ΣRj (0) = −iγ0j (σ0 − tσ1) . (34)
Therefore, the scattering rates for fermions in σz = +1
and −1 orbitals are exactly the same. As a result, the
strongly disordered phases for RSP and x-RVP are both
well-defined CDM phases. However, for the model of
tilted Dirac fermions considered in Refs. [48, 49], the
scattering rates for fermions in two orbitals are different
and the corresponding strongly disordered phase is dis-
tinct from the traditional CDM phase and regarded as a
new strongly disordered phase.
FIG. 2: Quasiparticle energy dispersion of Eq. (38) for tilted
Dirac fermions in CDM phase. Here, the momentum and
energy are dimensionless and t0 = 0.1, λ = −0.09, vx = vy =
0.01, γ0j = 2.
After including the above retarded self-energy, the en-
ergy spectrum of the quasiparticles is found by calculat-
ing the poles of the disorder-averaged retarded Green’s
function as
Det
[(
GR0 (E,k)
)−1 − ΣRj ] = 0. (35)
Concretely,
Det [E (σ0 + λσ1)− vxtkxσ0 − vxkxσ1 − vykyσ2 + iγ0j (σ0 − tσ1)] = 0. (36)
8Solution of E reads as
E± (k) =
1
1− λ2
{
kxvx (t− λ)− iγ0j (1 + λt)±
√
[(1− λt)vxkx − iγ0j(λ+ t)] 2 + (1− λ2) v2yk2y
}
. (37)
Here, we remind that all the parameters are the renormalized ones in the CDM phase but not the bare ones. Absolutely,
E± (k) is a complex value and its real part corresponds to the quasiparticle energy-momentum relation [48, 89, 90],
which can be written as
ER± =
1
1− λ2
[
kxvx (t− λ)± 1√
2
√√
E20 + 4γ20j (λ+ t)2 (1− λt)2 v2xk2x + E0
]
, (38)
where E0 = (1− λt)2 v2xk2x +
(
1− λ2) v2yk2y − γ20j (λ+ t)2.
By requiring ER± = 0, we obtain a line along the y-
direction as
kx = 0, − γ0j (λ+ t)
vy
√
1− λ2 ≤ ky ≤
γ0j (λ+ t)
vy
√
1− λ2 . (39)
Therefore, instead of a Dirac point, the Fermi surface
transforms into a bulk nodal arc described by Eq. (39).
To show this bulk nodal arc more clearly, we plotted the
energy-momentum relation in Fig. 2. Along with this
bulk nodal arc, conduction and valence bands are degen-
erate naturally. The two end points of this arc are ex-
ceptional points, which are treated as a split of the Dirac
point [89, 91]. Due to the existence of two end points,
this bulk nodal arc is different from the two open lines
for the Fermi surface of type-II Dirac fermions [3], which
indicates that appearance of this bulk nodal arc is noth-
ing to do with the Lifshitz transition [3, 25]. Actually,
we have shown that the effective tilt keeps being a small
value in the CDM phase, which excludes the appearance
of the Lifshitz transition. However, in Refs. [48, 49], the
appearance of the bulk nodal arc always accompanies
the Lifshitz transition, which means that the effective
tilt t → 1 with the system entering the strongly disor-
dered phase. The difference mentioned above is related
to the nature of the strongly disordered phase. As we
explained above, the strongly disordered phase in Refs.
[48, 49] is distinct from the CDM phase and for the new
strongly disordered phase in Refs. [48, 49], the tilt is dy-
namically generated and approaches to the unit even if it
is absent at the beginning. For the model considered in
this work, the strongly disordered phase is a well-defined
CDM phase and the tilt cannot be dynamically gener-
ated. Furthermore, the origin of the bulk nodal arc in
this work is also different from the one in Refs. [48, 49].
In Refs. [48, 49], a bulk nodal arc is produced due to
the appearance of different scattering rates for fermions
in different orbitals, which is a natural result because
fermions in two different orbitals are not related by any
symmetry. Actually, the Brillouin zone for the model
considered in Refs. [48, 49] respects no external symme-
try at all. However, for the model considered in this work,
the “particle-hole” symmetry still holds and the scatter-
ing rates for two orbitals are the same. The emergence of
the bulk nodal arc is attributed to the term of iγ0jt0σ1 in
Eq. (34), which does not commute with H0 but respects
the “particle-hole” symmetry. Suppose that no tilt exists
at the beginning or no finite scattering rate is generated,
the above term will vanish and no bulk nodal arc appears.
Therefore, the appearance of the bulk nodal arc in this
work is just a result coming from the interplay of tilt and
certain type of disorder (RSP or x-RVP), which guaran-
tees the appearance of t0 and γ0j at the same time and
ensures the existence of iγ0jt0σ1. Although the model
studied in this work is totally different from the model
in Refs. [48, 49], it can be seen as a 2D resemblance of
the 3D tilted Weyl semimetals considered in Ref. [73],
and the bulk nodal arc found here can be viewed as a 1D
resemblance of the 2D circle flat band obtained in Ref.
[73].
IV. INTERPLAY WITH COULOMB
INTERACTION
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FIG. 3: (a) Shape for the dependence of d∆0
d`
on ∆0, (b)–(d)
flow of ∆0, α, and ∆0/α. All diagrams are plotted in the
presence of RSP and Coulomb interaction. In (a), ∆c0 is a
constant given by Eq. (40) with determined initial values for
α, t, λ, and η. In (b)–(d), t0 = 0.5, λ0 = 0, v
0
x = 0.5, η0 = 0.5,
α0 = 0.1, as a result ∆
c
0 ≈ 0.117. The labels of colored lines
for (c) and (d) are the same as (b).
We now consider the interplay between single disorder
9and Coulomb interaction. The rest of this subsection is
organized similarly as the previous one.
RSP. Again, by setting ∆1 = ∆2 = ∆3 = 0 and
α 6= 0, we obtain the required RG equations to perform
the further analysis. According to simplified Eq. (18),
we plot the sketch for the dependence of d∆0/d` on ∆0
in Fig. 3(a), which clearly shows that a critical RSP
strength appears due to the interplay of Coulomb inter-
action and RSP. The critical RSP strength can be written
as
∆c0 =
α
(
1− t2)
2
[
fx
(
2λ2
1− λt +
1− λt
1− t2
)
+ fy
]
. (40)
Here, α, t, λ, and η are all referred to its initial value, as
a result, ∆c0 is just a constant. As exhibited in Fig. 3(a),
if ∆00 is larger than ∆
c
0, ∆0 flows to the strong disorder
regime. Suppose ∆00 < ∆
c
0, then ∆0 goes to zero in the
low-energy limit. We also plotted the numerical solutions
for ∆0 (`), α (`), and ∆0 (`) /α (`) in Figs. 3(b)–3(d) re-
spectively. According to Figs. 3(c) and 3(d), we see that
α and ∆0/α both flow to zero if ∆0 plotted in Fig. 3(b)
goes to zero. This means that RSP and Coulomb inter-
action are both very weak coupling and the Coulomb in-
teraction plays a more overwhelming role than RSP. The
dominated but weak Coulomb interaction guarantees the
system to stay in the DSM phase. However, as depicted
in Figs. 3(c) and 3(d), α and ∆0/α follow ∆0 to go to
infinity. Therefore, RSP and Coulomb interaction both
flow to strong coupling region and the system is mainly
controlled by the disorder. As a consequence, the DSM
phase is not stable and the diffusive phase transition from
DSM to CDM happens. We notice that the above results
for the interplay between the RSP and Coulomb interac-
tion is very similar to that of 2D DSM with untilted Dirac
fermion [59–61, 65] as well as the multi-Weyl semimetals
[92]. Based on the above analysis, we plot the phase dia-
gram in the plane of (α,∆0) in Fig. 4(b). Obviously, the
DSM and CDM phases are separated by a critical line,
which is determined by Eq. (40) with certain initial val-
ues for t, λ, and η. By considering that the anomalous tilt
λ does not exist in the clean system, we just set λ0 = 0.
Besides, for the clean system, the velocity anisotropy is
irrelevant in the low energy [26, 27], for which we choose
η0 = 1. Therefore, we mainly concern the influence of
ordinary tilt to the critical line. We have plotted sev-
eral critical lines for different values of t0 in Fig. 4(b),
from which we see that increase of t0 enhances the crit-
ical value of ∆0 for a given α. Therefore, the ordinary
tilt is helpful to stabilize the DM phase.
We then focus on the fate of observable tilt in two
phases. The running for λ (`), t (`) with ` are plotted
in Fig. 5 by solving the simplified RG equations numer-
ically. Figure 5(a) shows that ∆0 and α vanish in low-
energy limit, which represents the DSM phase. At the
same times, λ∗ = t∗ = CS takes place when ` → ∞.
For the CDM phase, from Fig. 5(b), we found that with
∆0 approaching to infinity at a constant energy scale `
′′
c ,
λ∗ = −t∗ = CD happens. Here, CS and CD are two
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FIG. 4: (a) Phase diagrams of the tilted DSM in the presence
of RSP and Coulomb interaction. (b) Influence of t0 on the
boundary of two phases. For two graphs, λ0 = 0, η0 = 1 is
used.
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FIG. 5: (a) Flow of t and λ for ∆00 = 0.1 < ∆
c
0. (b) Flow
of t, λ, and t + λ when ∆00 = 0.3 > ∆
c
0. (c), (d) Flow of η
′
and vx with fixed α0 and different initial value of ∆0. Here,
the values of ∆0 labeled in the graphs represents their initial
value. For all graphs, t0 = 0.5, λ0 = 0, v
0
x = 0.5, η0 = 0.5,
α0 = 0.1, as a result ∆
c
0 ≈ 0.117.
constants in (−1, 1). The above behaviors for λ, t in two
phases can be easily understood as below. For the DSM
phase, Coulomb interaction dominates the low-energy be-
havior of the system, and the relationship of t and λ is
mainly controlled by Eq. (14), which tells us t will flow to
λ. Besides, ∆∗0 = 0 ceases the flow of dλ/d` and permits a
constant value for λ. As a result, we have λ∗ = t∗ = CS
in the low-energy limit. For the CDM phase which is
controlled by disorder, the relationship of t and λ is de-
termined by Eq. (13), which gives λ∗ = −t∗ = CD when
` = `
′′
c . However, according to our argument in Sec.III A,
∆0 is not really divergent and CD = −t∗ < λ∗ < 0 in the
CDM phase. Based on the fate of λ, t in two phases, we
find t′∗ = 0 in the DSM phase and it becomes a constant
belonging to
(
CD, 2CD/
(
1 + C2D
))
in the CDM phase.
Therefore, we conclude that the Lifshitz transition be-
tween two types of Dirac fermions does not happen in
the presence of Coulomb interaction and RSP, no matter
which phase the system corresponds to.
We now analyze the behaviors of vx and velocity
anisotropy. For the DSM phase, λ∗ = t∗ in low energy.
We employ this relation to simplify the RG equations for
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velocity anisotropy to be
dη
d`
=
ηα
pi
∫ 2pi
0
(
sin2 θ − cos2 θ) dθ√
cos2 θ +
(
η/
√
1− λ2∗
)2
sin2 θ
.(41)
By defining η′ = v′y/v
′
x, we found η
′∣∣
t∗=λ∗
= η/
√
1− λ2∗.
Then we perform the integration for θ, the result is an
analytic function for η′, which is labeled as h (η′). Based
on h (η′), we found that there exist two fixed points for
η. The unstable one is η = 0 and another stable one
is η∗ =
√
1− λ2∗, exactly, η′ = 1. To show this more
directly, we plotted the numerical solutions for η′ (`) in
Fig. 5(c). The main figure presents the result for the
DSM phase, from which we observe that η′ (`)→ 1 with
` → ∞. The inset represents η′ (`) for the CDM phase,
which tells us that η′ (`) ceases to increase at `c′′ and
becomes a constant smaller than the unit. In addition,
solutions for vx (`) are also plotted in Fig. 5(d). From
Fig. 5(d), we see that vx (`) increases linearly with suf-
ficiently large `, which indicates a logarithmic enhance-
ment of vx in low energy of the DSM phase. Such a ve-
locity enhancement has been early predicted in graphene
[93] and is experimentally observed by Shubnikov–de
Haas oscillations [28, 94]. For tilted Dirac fermions sys-
tem, experiment performed by site-selective nuclear mag-
netic resonance in α-(BEDT-TTF)2I3 [95] also confirms
this velocity enhancement. Previous works [26, 27, 29, 95]
demonstrate that this velocity enhancement attributes to
the Coulomb interaction. Therefore, appearance of this
velocity enhancement confirms our previous conclusion
that Coulomb interaction dominates the DSM phase in
low energy. For the CDM phase, the system is controlled
by disorder which reduces the velocities exponentially in
the RG scheme. As shown in Fig. 5(d), vx flows to zero
at `
′′
c . However, we remind here that instead of zero, vx
is a constant in the CDM phase.
At last, we would like to highlight the influence of
Coulomb interaction to the RSP-induced bulk nodal arc
which was found in Sec. III B. We have demonstrated
that the CDM phase appears only when ∆00 > ∆
c
0. Once
this relation does not meet, the system stays in a DSM
phase without scattering rate generating. Therefore, the
bulk nodal arc appears only when ∆00 > ∆
c
0. Remind
that an arbitrarily weak RSP can induce a bulk nodal
arc if there is no Coulomb interaction. By comparison,
we conclude that Coulomb interaction is a detrimental
perturbation to RSP induced bulk nodal arc.
x-RVP. By setting other disorder couplings to be zero
and α 6= 0, the simplified RG equations for the coexis-
tence of x-RVP and Coulomb interaction are obtained.
According to these RG equations, we found an interest-
ing fixed point in the multi-parameter plane, which is
given by (∆∗1, α∗, t∗, λ∗, η∗) = (C1, C1, 0, 0, 1). Here, C1
is a nonzero constant and its concrete value is depen-
dent on the initial value of all parameters in the reduced
RG equations. This multi-parameters fixed point is eas-
ily understood. At the beginning, we suppose ∆∗1 and
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FIG. 6: Flow of ∆1, α, t, and λ. The labels of colored
lines for (b)–(f) are the same as (a). For all diagrams:
λ0 = 0, v
0
x = 0.5, ∆1 = 0.2, α0 = 0.1. (a)–(c) η0 = 1
and t0 = 0.05, 0.5, 0.95, respectively. (d)–(f) t0 = 0.5 and
η0 = 0.1, 1, 3.5, respectively.
α∗ can not be zero. A nonzero ∆1 gives λ∗ = −t ac-
cording to simplified Eq. (13), and a nonzero α renders
t∗ = λ by employing simplified Eq. (14). As a result,
t∗ = λ∗ = 0. Based on previous analysis of effective ve-
locity anisotropy in DSM phase for RSP, t∗ = λ∗ = 0
generates η∗ = η′∗ = 1. According to simplified Eq. (19),
d∆1/d` = 0 once t∗ = λ∗ = 0 and η∗ = 1. As a result, ∆1
neither flows to strong coupling regime nor goes to zero, it
stays to be a constant in the low energy limit. At the at-
tractive fixed points of (∆∗1, t∗, λ∗, η∗) = (C1, 0, 0, 1), the
simplified Eq. (19) tells us that the attractive fixed point
for α is α∗ = ∆∗1. Therefore, the starting point is guar-
anteed as neither ∆∗1 nor α∗ is zero. To show this multi-
parameter fixed point more directly, we have plotted sev-
eral diagrams for the flow of ∆1 (`) , α (`) , t (`) , λ (`) in
Fig. 6. Figures 6(a)–6(c) reveal the influence of t0, and
Figs. 6(d)–6(f) display the effects of η0. These two pa-
rameters are the two most important factors that deter-
mined the flow of ∆1 (`). As we can see from Fig. 6,
no matter how the parameters change, ∆1, α, t, λ always
flow to the fixed point given above. However, for dif-
ferent t0 and η0, C1 is not the same in general. The
flow of η (`) is shown in Fig. 7(a), according to which,
we see that η goes to unit certainly. We now consider
the consequence generated by this fixed point. Firstly,
vx flows to a nonzero constant in low energy, we have
shown this in Fig. 7(b). Figure 7(b) also demonstrates
that vx is enhanced if ∆
0
1 is smaller than α0, in contrast,
it is reduced as ∆01 is larger than α0. Secondly, due to
t∗ = λ∗ = 0, we obtain t′∗ = 0, which implies that type-I
11
Dirac fermions are also stable against the coexistence of
Coulomb interaction and x-RVP.
Another remarkable conclusion is that the bulk nodal
arc is absent now. The Coulomb interaction prevents x-
RVP to induce the diffusive phase transition and there is
no scattering rate produced. Therefore, the Dirac point
recovers when x-RVP coexists with Coulomb interaction.
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graphs, λ0 = 0, t0 = 0.5, v
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y-RVP. The reduced RG equations for coexistence of
y-RVP and Coulomb interaction can be obtained by set-
ting ∆0 = ∆1 = ∆3 = 0. According to which, we found
there exists another fixed point in the multi-parameter
plane, which can be written as (∆∗1, α∗, t∗, λ∗, η∗) =(
C2, C2, Ct, Ct,
√
1− C2t
)
. Here, C2 and Ct are both
nonzero constants. Still, we plotted diagrams for the flow
of ∆1 (`) , α (`) , t (`) , λ (`) in Fig. 8. To simplify, we only
consider the influence of η0 and plotted diagrams for two
different η0. As shown in Fig. 8, although the typical val-
ues of C2, Ct are varied with η0, ∆
∗
2 = α∗ and t∗ = λ∗ are
always established. According to the analysis for x-RVP,
∆∗2 = α∗ renders a constant vx in the low energy limit and
t∗ = λ∗ guarantees η′∗ = 1, which implies η =
√
1− C2t .
The flow of η′ (`) and vx (`) /v0x takes the similar form as
they are shown in Fig. 7, for which we do not draw them
here. Besides, t∗ = λ∗ also gives t′∗ = 0, which tells us
type-I Dirac fermions are stable.
RM. The simplified RG equations for coexistence of
RM and Coulomb interaction are obtained by requiring
∆0 = ∆1 = ∆2 = 0. Based on these simplified equations,
we found a fixed point for the multi-parameter plane as
(∆∗3, α∗, t∗, λ∗, η∗) =
(
C3, C3, Cλ, Cλ,
√
1− C2λ
)
, which
is qualitative the same as the one obtained for the case
of y-RVP. Therefore, the fate of vx, η
′, and t′ keep the
same with previous results obtained for interplay between
y-RVP and Coulomb interaction.
DOS and specific heat. In conclusion, the interplay of
Coulomb interaction with RVP or RM generates identi-
cally stable fixed points for both interactions. At this
stable fixed points, the effect tilt is irrelevant in low en-
ergy and the Dirac fermions stay to be type-I with veloc-
ity anisotropy vanishing. As a result, the corresponding
system resembles graphene with the same interactions
coexistence in low energy [65]. To show this similarity,
we recalculate the DOS and specific heat. With details
given in Appendix B, we display directly the low-energy
asymptotic behavior for DOS and specific heat as
ρ (ω) ∼ ω, Cv (T ) ∼ T 2. (42)
Regardless of the prefactors, the DOS and specific heat
share the same exponents with the free ones. If we
introduce the dynamical exponent [96–98], which de-
scribes how the energy should be rescaled relative to
the momenta, general scaling analysis shows that the
DOS should satisfy ρ (ω) ∼ ωd/z−1 [36, 71] and the spe-
cific heat should meet Cv (T ) ∼ T d/z [97, 99]. There-
fore, Eq. (42) implies that z = 1 when Coulomb interac-
tion coexists with RVP or RM, which is consistent with
the result studied for anisotropy graphene in Ref. [65]
and previous general argument in Ref. [100]. In addi-
tion, ρ (ω) ∼ ω tells us that there is no anomalous di-
mension [101–104] generated for fermion field. Actually,
Coulomb interaction and disorder produce anomalous di-
mensions separately, however, these two anomalous di-
mensions cancel each other in low-energy limit due to
∆∗i = α∗(i = 1, 2, 3). The result that vx is a constant in
the low-energy limit also confirms this cancellation.
V. SUMMARY AND DISCUSSION
In summary, we have systematically studied the inter-
play between tilt, disorder, and Coulomb interaction in
type-I Dirac fermions. We have shown that the inter-
play between ordinary tilt and disorder will dynamically
generate an anomalous tilt and change the vertex of the
Yukawa coupling for Coulomb interaction. After taking
these two factors into consideration, we performed ex-
tensive RG calculations and find that the Lifshitz transi-
tion between two types of Dirac fermions never happens.
Without Coulomb interaction, we have found that an ar-
bitrary weak x-RVP can induce the diffusive phase tran-
sition [33–45], which result is never predicted in previous
studies for 2D Dirac fermions system. In addition, we
have shown that the interplay between tilt and disorder
generates a bulk nodal arc in the CDM phase. When
Coulomb interaction coexists with the disorder, it gen-
erates a critical RSP strength to produce the diffusive
phase transition and ruins the diffusive phase transition
caused by x-RVP. Instead, a randomly stable state which
is distinct from the DSM and CDM phases appears, and
this state is also present for interplay of Coulomb in-
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TABLE II: Summary of the main results in this work, including the flow behaviors of the coupling constants, effective tilt t′,
and the fermion velocity vx, the possible phases due to the existence of certain interaction(s), and whether the bulk nodal arc
exists. Here, CI is the abbreviation for Coulomb interaction and RSS stands for random stable state.
Interaction(s) Coupling strength t′ = t−λ
1−tλ vx Phase Bulk nodal arc
RSP ∆0 (`) |`→`c → +∞ t′|`→`c → 2t01+t20 vx (`) |`→`c → 0 CDM Yes
x-RVP ∆1 (`) |`→`′c → +∞ t′|`→`′c → 2t01+t20 vx (`) |`→`′c → 0 CDM Yes
y-RVP ∆2 (`) = ∆
0
2 t
′|`→+∞ → 0 vx (`) |`→+∞ → 0 DSM No
RM ∆3 (`) |`→+∞ → 0 t′|`→+∞ → 0 vx (`) |`→+∞ → 0 DSM No
RSP+CI ∆00 > ∆
c
0 : ∆0 (`) |`→`′′c → +∞ t′|`→`′′c → 2t01+t20 vx (`) |`→`′′c → 0 CDM Yes
RSP+CI ∆00 < ∆
c
0 : ∆0 (`) |`→+∞ → 0 t′|`→+∞ → 0 vx (`) |`→+∞ → +∞ DSM No
x-RVP+CI ∆1 (`) |`→+∞ = α (`) |`→+∞ = C1
y-RVP+CI ∆2 (`) |`→+∞ = α (`) |`→+∞ = C2 t′|`→+∞ → 0 vx (`) |`→+∞ → v∗x RSS No
RM+CI ∆3 (`) |`→+∞ = α (`) |`→+∞ = C3
teraction with y-RVP and RM. All of these results are
summarized in Table II.
Following the custom of previous studies for Coulomb
interaction effects to type-I Dirac fermions [26, 27, 29],
we have not explicitly included the Coulomb screening in
the derivation of the RG equations. To find out the in-
fluence of Coulomb screening, we calculated the vacuum
polarization, which takes the form
Π (ω,k) =
Ng2
16v′xv′y
v
′2
x k
2
x + v
′2
y k
2
y√
(ω + it′v′xkx)
2
+ v′2x k
2
x + v
′2
y k
2
y
, (43)
where N = 2 is the number of fermion species corre-
sponding to the single Dirac point with two spin com-
ponents. Comparing with the vacuum polarization pro-
vided in Ref. [27], the only difference is that the bare
tilt and velocities are replaced by the effective ones de-
fined in Eq. (12). The full propagator of the φ field
D (ω,k) is obtained according to the Dyson equation:
D−1 (ω,k) = D−10 (0,k) + Π (ω,k), which is given by
D (ω,k)
−1
=
2αvx
(
v
′2
x k
2
x + v
′2
y k
2
y
)
v′xv′y
√
(ω + it′v′xkx)
2
+ v′2x k
2
x + v
′2
y k
2
y
+2
√
k2x + k
2
y (44)
Therefore, the screened Coulomb interaction is still long
range. This long-range nature is guaranteed by the van-
ishing ρ (0) for type-I Dirac fermions and it indicates that
the effect of the Coulomb interaction cannot change qual-
itatively by the screening. In addition, remember that α
flows to the weak coupling fixed point as α∗ = ∆∗i  1,
as a result, D−1 (ω,q) ≈ D−10 (0,q). Therefore, we be-
lieve that the analytic results obtained by ignoring the
Coulomb screening in Sec.IV are still well established
when the screening is included.
Note added. Recently, we heard of the new work by
Yang [105], which overlaps somewhat with our work and
considers the correlations of different kinds of disorder
from a different perspective. The main results obtained
in our work are quite different from Ref. [105]. We have
discussed the differences between our work and Ref. [105]
in Appendix C.
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Appendix A: Calculation of RG equations
The pertinent one-loop Feynman diagrams are shown in Fig. 9.
The self-energy correction due to fermion-disorder coupling corresponds to Fig. 9(a), and it takes the form
Σ
(a)
dis (iω) = −
∑
i
κi
∫
d2p
(2pi)2
σiG0 (iω,p)σi
=
(κ0 + κ1 + κ2 + κ3) `
2pivxvy
√
1− t2
(
1− λt
1− t2
)
(−iωσ0) + (κ0 + κ1 − κ2 − κ3) `
2pivxvy
√
1− t2
(
1− λt
1− t2
)
(iωtσ1) . (A1)
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FIG. 9: All the related one-loop Feynman diagrams. The solid, dashed, and wavy lines stand for the fermion, disorder, and
the Coulomb interaction, respectively.
where the momentum integration is performed by∫
d2p =
∫ Λ
Λe−`
|p| d |p|
∫ 2pi
0
dθ. (A2)
Next, consider the self-energy coming from Coulomb interaction, which is shown in Fig. 9(b), which can be written
as
Σ
(b)
C (k) = g
2
∫
d2p
(2pi)2
∫ ∞
−∞
dω
2pi
ΓCG0 (iω,p) ΓCD0 (0,k− p)
=
g2fx`
16pivx
(λvxkxσ0) +
g2fx`
16pivx
(vxkxσ1) +
g2fy`
16pivx
(vykyσ2) (A3)
where ΓC = σ0 + λσ1 represents the effective Coulomb vertex.
Then, considering Fig. 9(c), it represents the correction to Yukawa coupling due to disorder and can be written as
δg(c) =
∑
i
κi
∫
d2p
(2pi)2
σiG0(0,p)ΓCG0(0,p)σi
=
(κ0 + κ1 + κ2 + κ3) (1− λt) `σ0
2pivxvy (1− t2)3/2
− (κ0 + κ1 − κ2 − κ3) (1− λt) t`σ1
2pivxvy (1− t2)3/2
, (A4)
Next, we consider the correction of Yukawa coupling by Coulomb interaction, which is shown in Fig. 9(d), this term
just vanishes due to the U(1) gauge invariance. Exactly,
δg(d) = 0.
Figure 9(e) represents the correction for disorder vertices caused by the interplay of disorders, it gives rise to
δκ
(e)
i = κi
(
ψ†mσiψm
)
ψ†n
∑
j
κj
∫
d2p
(2pi)2
σjG0(0,p)σiG0(0,p)σjψn, (A5)
For i = 0, 1, 2, 3, finish the above integration one by one and the results are listed as
δκ
(e)
i =

κ0(
∑3
j=0 κj)`(ψ
†
mσ0ψm)(ψ
†
nσ0ψn)+C0(ψ
†
mσ1ψm)(ψ
†
nσ0ψn)
2pivxvy(1−t2)3/2 , i = 0,
t2κ1(κ0+κ1−κ2−κ3)`(ψ†mσ1ψm)(ψ†nσ1ψn)+C1(ψ†mσ1ψm)(ψ†nσ0ψn)
2pivxvy(1−t2)3/2 , i = 1,
0, i = 2,
−κ3(κ0−κ1−κ2+κ3)`(ψ†mσ3ψm)(ψ†nσ3ψn)
2pivxvy
√
1−t2 , i = 3.
(A6)
We remind here there exist two terms which are proportional to
(
ψ†mσ1ψm
) (
ψ†nσ0ψn
)
. However, the correlation
between different types of disorder defined in Eq. (7) forbids the appearance of this cross term in the replica formalism.
Hereafter, we just discard this kind of term, which only appeared in loop corrections.
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Then, we take into account Fig. 9(f): it stands for the renormalization of disorder couplings due to Coulomb
interaction, which is given by
δκ
(f)
i =
(
ψ†mσiψm
)
ψ†n
[
g2
∫
d2p
(2pi)2
∫ ∞
−∞
dω
2pi
ΓCG0(iω,p)σiG0(iω,p)ΓCD0(0,p)
]
ψn
=

λ2g2fx`(ψ†mσ0ψm)(ψ
†
nσ0ψn)
16pivx(1−λt) , i = 0,
−g2fx`(ψ†mσ1ψm)(ψ†nσ1ψn)
16pivx(1−λt) , i = 1,
−g2fy`(ψ†mσ2ψm)(ψ†nσ2ψn)
16pivx
, i = 2,
−g2[(1−λ2)fx+(1−λt)fy]`(ψ†mσ3ψm)(ψ†nσ3ψn)
16pivx(1−λt) , i = 3.
(A7)
At last, we compute the disorder vertices corrections coming from the sum of ZS’- and BCS-type graphs, exactly
Figs. 9(g)+9(h):
δκ(g)+(h) =
∑
ij
κiκj
∫
d2p
(2pi)2
ψ†m [σiG0(0,p)σj ]ψmψ
†
n [σjG0(0,p)σi + σiG0(0,−p)σj ]ψn, (A8)
As a result, δκ(g)+(h) = 0 for σi = σj , due to G0(0,−p) = −G0(0,p). Therefore, we only need to consider σi 6= σj ,
which contains six pairs as (σi, σj) = {(σ0, σ1) , (σ0, σ2) , (σ0, σ3) , (σ1, σ2) , (σ1, σ3) , (σ2, σ3)}. After calculating them
one by one, the results can be written as
δκ(g)+(h) =

−κ0κ1`(ψ†mσ3ψm)(ψ†nσ3ψn)
2pivxvy
√
1−t2 , (σi, σj) = (σ0, σ1),
−κ0κ2`(ψ†mσ3ψm)(ψ†nσ3ψn)
2pivxvy(1−t2)3/2 , (σi, σj) = (σ0, σ2),
−κ0κ3`[(ψ†mσ2ψm)(ψ†nσ2ψn)−(1−t2)(ψ†mσ1ψm)(ψ†nσ1ψn)]
2pivxvy(1−t2)3/2 , (σi, σj) = (σ0, σ3),
−t2κ1κ2`(ψ†mσ3ψm)(ψ†nσ3ψn)
2pivxvy(1−t2)3/2 , (σi, σj) = (σ1, σ2),
−κ1κ3`[t2(ψ†mσ2ψm)(ψ†nσ2ψn)−(1−t2)(ψ†mσ0ψm)(ψ†nσ0ψn)]
2pivxvy(1−t2)3/2 , (σi, σj) = (σ1, σ3),
−κ2κ3`[t2(ψ†mσ1ψm)(ψ†nσ1ψn)−(ψ†mσ0ψm)(ψ†nσ0ψn)]
2pivxvy(1−t2)3/2 , (σi, σj) = (σ2, σ3).
(A9)
After finishing the calculations of loop corrections, one can insert all the corrections into the free action, and make
the following rescaling:
ω˜ = bω, k˜i = bki, ψ˜ =
√
Zψψ, t˜ = Ztt, λ˜ = Zλλ, φ˜ = e
−2`φ,
v˜x = Zvxvx, v˜y = Zvyvy, κ˜i = Zκiκi, g˜ = Zgg, (b ≡ e`), (A10)
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then the action becomes
S˜ =
∫
d2k˜dω˜
(2pi)3
e−3`ψ˜†m
Zψ
{
− iω˜e−`
[
σ0
(
1 +
(
∑
i κi) (1− λt) `
2pivxvy (1− t2)3/2
)
+
λ˜
Zλ
σ1
(
1− t (1− λt)
λ
(κ0 + κ1 − κ2 − κ3) `
2pivxvy (1− t2)3/2
)]
+
v˜xt˜e
−`k˜xσ0
ZvxZt
(
1− g
2fxλ`
16pivxt
)
+
v˜xe
−`k˜xσ1
Zvx
(
1 +
g2fx`
16pivx
)
+
v˜yk˜ye
−`σ2
Zvy
(
1 +
g2fy`
16pivx
)}
ψ˜m
−
∫
dω˜1dω˜2d
2k˜1d
2k˜2d
2k˜3
(2pi)8
e−8`
Z2ψ
{
κ˜0
2Zκ0
ψ˜†m(iω˜1, k˜1)σ0ψ˜m(iω˜1, k˜2)ψ˜
†
n(iω˜2,k3)σ0ψ˜n
(
iω˜2,
3∑
i=1
k˜i
)
×
[
1 +
2 (
∑
i κi) `
2pivxvy
√
1− t2 −
2g2fxλ
2`
16pivx (1− λt) +
2
(
κ1 +
κ2
1−t2
)
κ3`
2pivxvy
√
1− t2κ0
]
+
κ˜1
2Zκ1
ψ˜†m(iω˜1, k˜1)σ1ψ˜m(iω˜1, k˜2)
×ψ˜†n(iω˜2,k3)σ1ψ˜n
(
iω˜2,
3∑
i=1
k˜i
)1 + 2t2 (κ0 + κ1 − κ2 − κ3) `
2pivxvy (1− t2)3/2
+
2g2fx`
16pivx (1− λt) +
2κ3
(
t2κ2
1−t2 + κ0
)
`
2pivxvy
√
1− t2κ1

+
κ˜2
2Zκ2
ψ˜†m(iω˜1, k˜1)σ2ψ˜m(iω˜1, k˜2)ψ˜
†
n(iω˜2,k3)σ2ψ˜n
(
iω˜2,
3∑
i=1
k˜i
)[
1 +
2g2fy`
16pivx
+
2κ3
(
t2κ1 + κ0
)
`
2pivxvy (1− t2)3/2 κ2
]
+
κ˜3
2Zκ3
ψ˜†m(iω˜1, k˜1)σ3ψ˜m(iω˜1, k˜2)ψ˜
†
n(iω˜2,k3)σ3ψ˜n
(
iω˜2,
3∑
i=1
k˜i
)[
1− 2 (κ0 − κ1 − κ2 + κ3) `
2pivxvy
√
1− t2
+
2g2`
16pivx
(
1− λ2
1− λt fx + fy
)
+
2
[
κ0κ1 +
(t2κ1+κ0)κ2
1−t2
]
`
2pivxvy
√
1− t2κ3
]}
+
∫
d2k˜dω˜
(2pi)3
d2k˜′dω˜′
(2pi)3
ig˜
ZgZψ
ψ˜†m
(
ω˜, k˜
)
×e2`φ˜
(
ω˜ − ω˜′, k˜− k˜′
){ λ˜σ1
Zλ
[
1− t (1− λt)
λ
(κ0 + κ1 − κ2 − κ3) `
2pivxvy (1− t2)3/2
]
+ σ0
[
1 +
(
∑
i κi) `
2pivxvy
√
1− t2
(
1− λt
1− t2
)]}
×ψ˜m
(
ω˜′, k˜′
)
+
1
2
∫
d2k˜dω˜
(2pi)3
e−3`e2`φ
(
ω˜, k˜
)
e`D−10
(
ω˜, k˜
)
φ˜
(
ω˜, k˜
)
. (A11)
By requiring this action takes the same form of the original one, we obtain the following renormalization factors
Zλ = 1− (κ0 + κ1 − κ2 − κ3) (1− λt) `
2pivxvy (1− t2)3/2
(
t
λ
)
− (
∑
i κi) (1− λt) `
2pivxvy (1− t2)3/2
, (A12)
Zvx = 1 +
g2fx
16pivx
`− (
∑
i κi) (1− λt) `
2pivxvy (1− t2)3/2
, (A13)
Zt = 1− g
2fx
16pivx
(
1− λ
t
)
`, (A14)
Zvy = 1 +
g2fy
16pivx
`− (
∑
i κi) (1− λt) `
2pivxvy (1− t2)3/2
, (A15)
Zg = 1, (A16)
Z∆0 = 1 +
2 (
∑
i κi) `
2pivxvy (1− t2)3/2
+
2
(
κ1 +
κ2
1−t2
)
κ3`
2pivxvy
√
1− t2κ0
− 2g
2fxλ
2`
16pivx (1− λt) −
2 (
∑
i κi) (1− λt) `
2pivxvy (1− t2)3/2
, (A17)
Zκ1 = 1 +
2t2 (κ0 + κ1 − κ2 − κ3) `
2pivxvy (1− t2)3/2
+
2g2fx`
16pivx (1− λt) +
2κ3
(
t2κ2
1−t2 + κ0
)
`
2pivxvy
√
1− t2κ1
− 2 (
∑
i κi) (1− λt) `
2pivxvy (1− t2)3/2
, (A18)
Zκ2 = 1 +
2g2fy`
16pivx
+
2κ3
(
t2κ1 + κ0
)
`
2pivxvy (1− t2)3/2 ∆2
− 2 (
∑
i κi) (1− λt) `
2pivxvy (1− t2)3/2
, (A19)
16
Z∆3 = 1−
2 (κ0 − κ1 − κ2 + κ3) `
2pivxvy
√
1− t2 −
2 (
∑
i κi) `
2pivxvy
(1− λt)
(1− t2)3/2
+
2g2`
16pivx
(
1− λ2
1− λt fx + fy
)
+
2
[
κ0 (κ1 + κ2) + t
2κ1 (κ2 − κ0)
]
`
2pivxvy (1− t2)3/2 κ3
. (A20)
To proceed, we simplify above expressions by making the following redefinitions of the couplings as
κi
2pivxvy
√
1− t2 ≡ ∆i,
g2
16pivx
≡ α. (A21)
Where the rescaled ∆i represent the effective disorder strength and α is the effective Coulomb interaction. The beta
function can be obtained by the renormalization factors according to
d lnX
d`
=
dZX
d`
∣∣∣∣
`=0
. (A22)
Then, the above renormalization factors produce the RG equations with rescaled couplings as are given in the main
text.
Appendix B: DOS and Specific heat
1. Density of states
The DOS ρ(ω) is defined by
ρ(ω) = −N
∫
d2k
(2pi)2
Tr
[
ImGR(ω, kx, ky)
]
, (B1)
where N = 2, represents the flavor of Dirac fermions.
After performing a standard calculation [85] by using the
amended action of Eq. (9), we found
ρ0(ω) =
|ω| (1− tλ)2
pi (1− λ2) vyvx (1− t2) 3/2 (B2)
The interactions can be divided into two classes according
to whether it induces the DSM-CDM phase transition
or not. Following the line of our main text, we firstly
focus on the effect of RSP or x-RVP without Coulomb
interaction. According to the calculation performed in
the main text, at zero-energy, the self-energy induced by
RSP or x-RVP in the formalism of self-consistent Born
approximation is given by
ΣSCBA (ω = 0) = −iγ0j (σ0 − tσ1) , (B3)
where j = 0, 1 and in general, γ00 6= γ01. By including
the above self-energy, the retarded Green function reads
as,
GR(ω = 0, kx, ky) = −[vxt0kxσ0 + vxkxσ1 + vykyσ2
−iγ0j (σ0 − tσ1)]−1. (B4)
After substituting this result into Eq. (B1), one will find
that the momentum integral is divergent [36]. To control
it, we introduce a UV cutoff Λ which is determined by
the bandwidth, and perform the momentum integration
by
∫
d2k =
∫ Λ
γ0
|k| d |k| ∫ 2pi
0
dθ, then the zero-energy DOS
is found to be
ρ (0) ∼
(
1 + t20
)
γ0j ln (Λ/γ0j)
(1− t20)3/2
. (B5)
This nonzero ρ(0) exists only in CDM phase.
When considering the influence of interactions that do
not induce the phase transition, their effects are embod-
ied in the corrections to velocities and tilts. To proceed,
we employ the transformation ω = Λe−`, where ω is the
low-energy scale we are concerned with. According to
Eq. (B2), we have
d ln ρ (ω)
d lnω
= 1 +
2d ln (1− tλ)
d lnω
− d ln vx
d lnω
− d ln vy
d lnω
−3
2
d ln
(
1− t2)
d lnω
. (B6)
(i) When there is only y-RVP, ∆2 (ω) = ∆
0
2, we ob-
tained
ρ (ω) = ρ (Λ)
(ω
Λ
)1− 2∆02 (1 + t20) / (1− t20)
, (B7)
where ρ (Λ) is a constant density of states at the scale of
UV cutoff. In low energy where ω  Λ,
ρ (ω) ∼ ω1− 2∆
0
2
(
1 + t20
)
/
(
1− t20
)
. (B8)
Therefore, the marginal y-RVP provides a power-law en-
hancement to the low-energy DOS and the nonzero tilt
is helpful to increase the exponent generated by y-RVP.
(ii) When only RM is present, there is
∆3 (ω) = ∆
0
3/
[
1 + 2∆03 ln (Λ/ω)
]
,
with ∆03 = ∆3 (Λ), we obtained,
ρ (ω) = ρ (Λ)
(ω
Λ
) [
1 + 2∆03 ln (Λ/ω)
]
. (B9)
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In low energy,
ρ (ω) ∼ ω lnω, (B10)
which means the marginally irrelevant RM supplies a log-
arithmic enhancement to the low-energy DOS.
(iii) For clean limit without velocity anisotropy, we
have
α (ω) =
α0
1 + α0 ln (Λ/ω)
, t (ω) =
t0
1 + α0 ln (Λ/ω)
,
(B11)
and the DOS is given by
ρ (ω) =
ρ (Λ) [1 + α0 ln (Λ/ω)]
(
1− t20
)3/2
(ω/Λ)[
[1 + α0 ln (Λ/ω)]
2 − t20
]3/2 , (B12)
In low energy,
ρ (ω) ∼ ω
ln2 ω
, (B13)
which indicates the marginally irrelevant Coulomb inter-
action contributes a logarithmic suppression to DOS.
(iv) For the interplay of Coulomb interaction and RVP
or RM, the analytical expression for ρ (ω) is impossible to
find due to the existence of too many parameters. How-
ever, in low energy, we can replace all the parameters by
their fixed points, which permits us to obtain the behav-
ior of ρ (ω) in low energy. Consider the coexistence of
x-RVP and Coulomb interaction, according to Eq. (B6),
the low-energy DOS takes the form
d ln ρ (ω)
d lnω
∣∣∣∣
ωΛ
= 1− 2∆
∗
1
(
1 + t2∗
)
1− t2∗
+ α∗f∗y + α∗f
∗
x
×
[
2 (t∗ − λ∗)2
(1− t2∗) (1− t∗λ∗)
+
1− t∗λ∗
1− t2∗
]
= 1. (B14)
Similarly, when Coulomb interaction coexists with y-
RVP or RM, the low-energy DOS can be written as,
d ln ρ (ω)
d lnω
∣∣∣∣
ωΛ
= 1− 2∆∗i + α∗f∗y + α∗f∗x
×
[
2 (t∗ − λ∗)2
(1− t2∗) (1− t∗λ∗)
+
1− t∗λ∗
1− t2∗
]
= 1, (B15)
where i = 2, 3 represents y-RVP and RM, respectively.
Therefore, for the coexistence of Coulomb interaction and
RVP or RM, the low-energy DOS behaves as
ρ (ω) ∼ ω, (B16)
which has the same exponent as the free DOS.
2. Specific heat
To calculate the specific heat, we need to compute the
free energy firstly. After performing the functional inte-
gration by the standard way as shown closely in [85], the
free energy of fermions is given by
Ff (T ) = −2NT
∑
ωn
∫
d2p
(2pi)2
ln
∣∣Det [G−1 (ωn,p)]∣∣ , (B17)
where ωn = (2n+1)piT is the Matsubara frequency. Fin-
ishing the frequency summation and momentum integral
yields
Ff (T ) = − 6ζ(3) (1− tλ)
2
2pivyvx (1− t2)3/2
T 3, (B18)
where ζ(x) is the Riemann zeta function. The specific
heat can be obtained by
Cv(T ) = −T ∂
2Ff (T )
∂T 2
=
18ζ(3) (1− tλ)2 T 2
pivyvx (1− t2)3/2
. (B19)
The corrections to specific heat from interactions are
calculated similarly as DOS, we just summarize the re-
sults here
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Cv(T ) ∼

(t20+1)γ0j ln(Λ/γ0j)T
(1−t20)
3/2 , Only x-RVP or RSP,
Cv (TΛ)
(
T
TΛ
)2−2∆02(1+t20)/(1−t20)
, Only y-RVP,
Cv (TΛ)
(
T
TΛ
)2 [
1 + 2∆03 ln (TΛ/T )
]
, Only RM,
Cv(TΛ)
[
1+α0 ln
(
TΛ
T
)]
(1−t20)
3/2[[
1+α0 ln
(
TΛ
T
)]2−t20]3/2 , Only Coulomb
T 2, Coulomb + y-RVP or RM.
(B20)
Here, TΛ is certain fixed high temperature and T =
TΛe
−`.
Appendix C: Differences between our work and Ref.
[105]
First, in Ref. [105], neither RSP nor x-RVP can exist
alone in the system because they both dynamically gen-
erates other types of disorder. In consequence, the sys-
tem inevitably contains five types of disorder. Therefore,
the influence of RSP or x-RVP on tilted Dirac semimetals
cannot be identified in Ref. [105]. In our paper, any type
of disorder could exist alone in tilted Dirac semimetal,
which permits us to study the effect of every single type
of disorder.
Second, in Ref. [105], the effective tilt approaches to 1
when the DM-CDM phase transition happens while it’s
a small constant in our work.
Third, the low-energy DOS we obtained when y-RVP
coexists with Coulomb interaction is different from the
one given in Ref. [105]. So does for RM.
Moreover, we presented some results which have not
been considered in Refs. [105]. In particular, we have
provided a detailed calculation for the retarded fermion
self-energy by means of SCBA to show the formation of
the bulk nodal arc. We have clarified that the origin
of the bulk nodal arc in a tilted Dirac semimetal with
particle-hole symmetry is different from the one found
in a tilted Dirac semimetal without any external sym-
metry. We have verified that the tilt breaks the time-
independent gauge symmetry, which induces x-RVP to
become marginally relevant.
At last, we show that there exist two potential mistakes
in Refs. [105]. One mistake involves Eq.(A18) in Ref.
[105], which takes the form(
ψ†σ1ψ
) (
ψ†σ0ψ
)
= −2 (ψ†σ−ψ) (ψ†σ−ψ)+ 1
2
(
ψ†σ0ψ
) (
ψ†σ0ψ
)
+
1
2
(
ψ†σ1ψ
) (
ψ†σ1ψ
)
, (C1)
where σ− = 12 (σ0 − σ1). Based on Eq. (C1), the authors
in Ref. [105] claimed that disorder defined by
Sdis− =
∆−
2
∫
dτdτ ′d2x
(
ψ†aσ−ψa
)
τ
(
ψ†bσ−ψb
)
τ ′
(C2)
is dynamically generated even if it is not present at the
beginning. We remind that Eq. (C1) only establishes
when
(
ψ†σ1ψ
)
and
(
ψ†σ0ψ
)
are located at the same
space-time point. Once this condition is not satisfied,
we obtain
− 2 (ψ†σ−ψ)x (ψ†σ−ψ)x′ + 12 (ψ†σ0)x (ψ†σ0ψ)x′
+
1
2
(
ψ†σ1ψ
)
x
(
ψ†σ1ψ
)
x′
=
1
2
[(
ψ†σ1ψ
)
x
(
ψ†σ0ψ
)
x′ +
(
ψ†σ0ψ
)
x
(
ψ†σ1ψ
)
x′
]
6= (ψ†σ1ψ)x (ψ†σ0ψ)x′ , (C3)
where x 6= x′ is assumed. This result tells us that
Eq. (C1) cannot apply to disorder coupling. Therefore,
taking Eq. (C1) as the basis to claim that the disorder de-
scribed by Eq. (C2) is dynamically generated is a mistake.
In fact, even if one assumes that Eq. (C1) could apply
to disorder (although this is not true), there still exists
another problem. To see this, we generalize Eq. (C1),
which gives rise to(
ψ†σ1ψ
) (
ψ†σ0ψ
)
=
1
2ab
[ (
ψ† (aσ0 + bσx)ψ
) (
ψ† (aσ0 + bσx)ψ
)
−a2 (ψ†σ0ψ) (ψ†σ0ψ)− b2 (ψ†σ1ψ) (ψ†σ1ψ) ],(C4)
where a and b are two real constants with nonzero values.
If we take a = 1/2 and b = −1/2, then Eq. (C4) becomes
Eq. (C1). By taking a = 1/2 and b = 1/2, we obtain(
ψ†σ1ψ
) (
ψ†σ0ψ
)
= 2
(
ψ†
1
2
(σ0 + σx)ψ
)(
ψ†
1
2
(σ0 + σx)ψ
)
−1
2
(
ψ†σ0ψ
)(
ψ†σ0ψ
)− 1
2
(
ψ†σ1ψ
)(
ψ†σ1ψ
)
.(C5)
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According to the argument in Ref. [105], the disorder
described by Eq. (C2) is dynamically generated due to
Eq. (C1). If this is true, another disorder defined by the
following action would also be dynamically generated
Sdis+ =
∆+
2
∫
dτdτ ′d2x
(
ψ†aΓ+ψa
)
τ
(
ψ†bΓ+ψb
)
τ ′
, (C6)
where Γ+ =
1
2 (σ0 + σ1). According to Eq. (C4), an infi-
nite number of types of disorder are dynamically gener-
ated by taking different values of a and b. This appears
to be inaccurate because there is no system which could
support an infinite number of interactions. The appear-
ance of this result stems from the misuse of Eq. (C1),
which enables us to confirm that the consideration of dy-
namically generated disorder in Ref. [105] is indeed a
mistake.
Another mistake is related to the polarization func-
tion, which is given by Eq.(7) in Ref. [105]. In Eq.(7)
of Ref. [105], the polarization function depends on the
bare fermion velocities and tilt. However, the effective
fermion velocities and tilt are the really physical observ-
ables. A correct polarization function should be a func-
tion of the effective fermion velocities and tilt, which is
given by Eq. (43) in our work. The authors in Ref. [105]
employed an incorrect polarization function to analyze
the interplay between disorder and Coulomb interaction,
and hence the conclusions in Sec.C of Ref. [105] appear
to be not credible.
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