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El documento presenta una revisión de literatura en el contexto de redes de sensores y fusión de datos, el 
cual expone una breve descripción de algunas implicaciones importantes de las redes de sensores y las 
técnicas que frecuentemente se han usado como alternativa de solución ante los desafíos habituales en las 
principales topologías de las redes. De igual manera se efectúa una correspondencia entre los modelos que 
se han propuesto hasta la fecha y que comúnmente se han tomado como referencia para implementar un 
sistema de fusión de datos a fin de identificar el enfoque primordial de cada uno de estos. Finalmente se 
realiza una descripción de aportaciones dirigidas a sensores inteligentes, dejando claro que se requiere más 
investigación en este contexto que permitan formular soluciones viables a las problemáticas actuales en 
dicha área de aplicación. 
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A literature review in the context of sensor networks and data fusion is presented as a brief description of 
some important implications for sensor networks and the techniques that have been frequently used as an 
alternative solution in the common challenges of main network topologies. Also, this paper presents a 
correspondence between the models that have been proposed and have been frequently used as a reference 
to implement a data fusion system. Finally, there is a description of contributions aimed towards smart 
sensors, emphasizing the need of more research in this context to help formulate viable solutions to the 
current problems in this area of application. 
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Actualmente los sistemas de medición se están 
integrando por más sensores, dado que han 
demostrado una mejora sustancial ante problemas 
de diversas áreas. A medida que el volumen de 
datos crece, también lo hace la necesidad de 
combinar los datos provenientes de sensores para 
extraer la información más útil que permita la 
comprensión del entorno y la toma oportuna de 
decisiones. Sistemas de fusión de datos son una 
alternativa de solución eficiente ante dicha 
problemática. 
 
La idea de combinar datos provenientes de 
diversas fuentes para obtener una descripción 
completa del fenómeno observado ha estado 
presente durante mucho tiempo, prueba de ello es 
la teledetección y la meteorología. Fusión de datos 
proporciona una formalización de la integración de 
datos, supervisando la calidad de la información de 
tal manera que los resultados ayuden a los 
usuarios a tomar decisiones en situaciones 
complicadas. 
 
Fusión de datos es un tema amplio, por tanto, han 
surgido muchas terminologías que son usadas de 
forma indistinta para referirse al mismo concepto. 
Una de las definiciones más citadas corresponde a 
la propuesta por la Junta de Directores de 
Laboratorios del grupo de fusión de datos Joint 
Directors of Laboratories (JDL) que la define como 
un proceso de múltiples niveles y fases de 
detección automática, que tratan con la asociación, 
correlación, estimación, y combinación de datos e 
información de una o múltiples fuentes para lograr 
posiciones de refinado, estimaciones de identidad, 
evaluaciones completas, situaciones de amenazas 
oportunas y su significado [1]. 
 
Dichos términos, métodos y técnicas emergentes, 
muestran el hecho de que el tema ha sido 
estudiado en varias ocasiones. En [2] se hace 
referencia a 40 revisiones literarias de mayor 
relevancia que han surgido hasta el 2010.  
 
Tomando como base los estudios publicados por 
Bloch en 1996 y Hall en 1997 [3], [1] donde se 
abordan los orígenes y conceptos básicos, surgen 
estudios posteriores que describen la evolución de 
fusión de datos enfocada en la resolución de un 
problema específico, como por ejemplo: en el 
transporte, privacidad de datos y cuencas 
hidrográficas [4], [5], [6]. 
El presente documento tiene como objetivo 
proporcionar una visión de los avances recientes en 
fusión de datos. En particular, se realiza un análisis 
de aportaciones que surgieron en la última década 
con el fin de presentar un extracto que revele de 
manera clara la tendencia en cuanto a problemas, 
herramientas matemáticas y aplicaciones que se 
han abordado con mayor frecuencia. Por otra parte 
se efectúa una correspondencia entre los niveles 
de los principales modelos y arquitecturas que se 
han propuesto y han servido como base para 
numerosas propuestas con resultados exitosos. 
Dentro de este mismo contexto se examina un área 
de aplicación de la cual se reportan pocas 
contribuciones al respecto. 
 
El resto del artículo está organizado de la siguiente 
manera: en la sección 2 se mencionan algunas de 
las aportaciones más significativas de fusión de 
datos, de igual manera se hace referencia a los 
modelos más citados y se describen las 
aportaciones de un área de aplicación con pocas 
contribuciones reportadas actualmente; dentro de la 
sección 3 se documentan los resultados y en la 
sección 4 se describen las conclusiones obtenidas. 
 
 
2. FUSIÓN DE SENSORES 
 
Fusión de datos surgió en los años 90’s con 
aplicaciones principalmente militares y de robótica 
[1]. Ejemplos más recientes abarcan una amplia 
gama de áreas: ingeniería oceánica [7], medicina 
[8], control de tráfico [9], [4], geología [10], medio 
ambiente [11], [12], geofísica [13], robótica [14], etc. 
 
Se pueden encontrar diferentes técnicas para 
implementar un proceso de fusión de datos, estas 
pueden ser a través de simples operaciones 
aritméticas hasta modelos con un alto grado de 
complejidad. Algunos investigadores se apoyan en 
enfoques estadísticos: combinación ponderada, 
análisis estadístico multivariado, minería de datos 
[15] y media aritmética [16].  
 
Otros investigadores aplican enfoques 
probabilísticos: por ejemplo, la aproximación 
bayesiana y modelos de espacio de estado [13], 
[17], los métodos de máxima probabilidad [18], el 
filtro de Kalman [19], teoría de la posibilidad [20], el 
razonamiento evidencial y más específicamente la 
teoría evidencial [21].  
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También resulta útil el uso de la inteligencia 
artificial: [22] redes neuronales [23], lógica difusa 
[21], [24], cognición artificial y algoritmos genéticos 
[25], [26]. 
 
2.1 Redes de sensores inalámbricas 
Debido al futuro prometedor que muestran de las 
redes de sensores inalámbricas, Wireless Sensor 
Networks (WSN) numerosas investigaciones se 
centran en este campo de investigación, y muchas 
de las aplicaciones de fusión de datos son 
implementadas en WSNs para monitorear 
fenómenos y eventos. 
 
Dentro de este paradigma y fusión de datos es 
crítico determinar dónde desplegar los sensores 
para satisfacer requisitos de cobertura de 
monitoreo. Estudios en este sentido son 
presentados por Ababnah [27] quien toma como 
referencia el trabajo propuesto en [28] para modelar 
el problema de despliegue de sensores incluyendo 
requisitos de falsas alarmas, en un contexto de 
teoría de control óptimo, lo cual no fue considerado 
en [29]. 
 
Otro aspecto de vital importancia es el doble 
conteo, ya que afecta de manera directa los 
resultados obtenidos [30]. Métodos de fusión 
conservadora deben ser empleados para tratar de 
aliviar tal problemática [31]. Tahir [32] se basa en 
modelos de mezcla gaussiana, Gaussian Mixture 
Model (GMM) y la técnica de Montecarlo. 
Thompson [33] hace uso de métodos directos para 
mantener la cuenta exacta en términos de 
información independiente. Por otra parte, Bandara 
[34] hace uso de una red de datos con nombre, 
Named Data Networking (NDN) con la que es 
posible evitar los mensajes duplicados de una 
manera eficiente. 
 
2.2 Topologías de red 
Fundamentalmente una red de sensores está 
integrada por cierta cantidad de nodos, que se 
pueden organizar de diversas formas. El estudio de 
trabajos relacionados revela tres tendencias 
principales: centralizada, descentralizada y 
distribuida.  
 
Debido a las restricciones de espacio, se 
documentan solo algunas aportaciones de un total 
de 140 que fueron consideradas para la obtención 




Avances relacionados a fusión de datos 
centralizada se presentan a continuación: un 
enfoque de visión fue presentado en [35] para 
abordar las limitaciones de: eficiencia, velocidad y 
robustez. Una solución de procesamiento paralelo 
basado en el modelo de múltiple interacción, 
Interacting Multiple Model (IMM) fue propuesto por 
Vaidehi [36] para resolver la complejidad 
computacional. 
 
Por otra parte Yucheng y Salahshoor [37], [38] 
investigan las técnicas para mejorar la detección y 
diagnóstico de fallas en el sistema, se basan en el 
filtro de Kalman extendido, Extended Kalman filter 
(EKF) y en el filtro de Kalman de conjuntos, The 
Ensemble Kalman Filter (EnKF), respectivamente. 
 
Avances más recientes son presentados por Munz 
[39] quien introduce un diseño que es 
independiente de las propiedades de hardware del 
sensor y los requisitos de la aplicación, expone una 
nueva extensión del algoritmo Joint Integrated 
Probabilistic Data Association (JIPDA) basado en la 
teoría de evidencia de Dempster Shafer, Dempster 
Shafer Theory of Evidence (DST).  
 
2.2.2 Descentralizada 
A diferencia de la arquitectura anterior, la fusión de 
datos descentralizada, presenta mayores desafíos. 
En las siguientes líneas se describen algunos de 
los avances recientes en materia. 
 
GMM fueron considerados por primera vez para 
problemas de seguimiento por Sorenson [40]. En 
[41], [42] además de GMM se apoyan de un filtro de 
partículas. Por otra parte en [43] se soluciona el 
problema de detección y aislamiento de fallas, 
basado en un enfoque Unscented Kalman Filter 
(UKF). Una perspectiva semejante se presenta en 
Zervas [21] para evitar la generación de falsas 
alarmas y en [44] para calcular la posición de un 
vehículo submarino autónomo. 
 
2.2.3 Distribuida 
El presente enfoque se ha investigado durante 
muchos años [45], [46]. La gran cantidad de 
trabajos de investigación publicados en las 
metodologías de fusión de datos distribuidas 
usando paso de mensajes [47], basado en rumores 
[48] y procesos de difusión [49], es un indicador del 
creciente interés en este tema.  
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Enfoques para reducir el costo de comunicación se 
presentan en [46] y en [50] para resolver el 
problema de transferencia de información. 
Zongqing [51] propone un algoritmo heurístico para 
la colocación de la función de fusión, los resultados 
supera a lo presentado en [52]. 
 
Por otra parte Julier [30] presenta un preliminar 
para estimar y explotar las correlaciones. Un nuevo 
enfoque basado en la propagación de consenso fue 
propuesto por Khaleghi [53], sin embargo, el 
experimento se llevó a cabo a pequeña escala.  
 
Farrell [45] presentó una aproximación 
computacional simple en presencia de 
correlaciones desconocidas y sin la necesidad del 
etiquetado. Otro aspecto abordado en este contexto 
se presenta en [54] para frecuencias de muestreo 
diferentes, lo cual no había sido considerado en 
[55], [56], [57]. 
 
 
2.3 Modelos de fusión de datos 
Aunque se ha propuesto más de 30 modelos de 
fusión [58] el modelo más citado es el JDL, Llinas 
[1] lo describen mediante una serie de niveles 
incrementales. A pesar de su popularidad, este 
modelo tiene algunas deficiencias, tales como el 
enfoque para aplicaciones militares, por lo cual no 
puede ser implementado con facilidad en 
aplicaciones civiles, aunado a que es demasiado 
restrictivo. Por lo anterior han surgido nuevas 
propuestas para tratar de aliviar dichos 
inconvenientes [59], [60]. 
 
Otra alternativa es presentada por Thomopoulos 
[61], la cual brinda un mayor grado de flexibilidad, 
permitiendo que los niveles de fusión se puedan 
implementar de una manera secuencial o 
intercambiable. Dasarathy [62] por otra parte, ve al 
sistema de fusión desde una perspectiva de la 
ingeniería de software. 
 
Luo y Kay [63] introducen un nuevo modelo en 
donde se clarifica la distinción entre la integración y 
fusión de múltiples sensores. Pau [64] describe otro 
marco de fusión de datos basado en behavioural 
knowledge formalism. No obstante, Bedworth [65] 
describe un modelo llamado Omnibus, dicho 
paradigma es un híbrido de otros tres modelos. 
 
Otra conceptualización es presentada por Esteban 
[66] para satisfacer los requerimientos de las 
directrices de ingeniería. Harri [67] presenta el 
modelo cascada, el cual dirige especial atención a 
los niveles bajos de fusión, lo cual no ocurre en 
[68], ya que este último se enfoca en los niveles 
altos principalmente. 
 
Uno de los marcos de fusión más abstractos es 
propuesto por Kokar [59], tal formalización se basa 
en la teoría de categorías y se afirma que es lo 
suficientemente general como para capturar todo 
tipo de fusión, además este podría contribuir a la 
mejora y formalización del modelo JDL. 
 
2.4 Desafíos 
Es evidente de este estudio que el estado actual de 
la técnica de fusión de datos está en continuo 
desarrollo. Existen por lo tanto, áreas de aplicación 
que hasta hace poco han sido escasamente 
exploradas por la comunidad de fusión de datos, 
algunas de ellas son: el desarrollo de sistemas 
capaces de incorporar los datos duros y suaves 
[69], sistemas de fusión de datos en entornos 
dinámicos y procesamiento en tiempo real [4], así 
como la incorporación de la de fusión de datos en 
sensores inteligentes [70], [71]; este documento se 
enfoca en una revisión de publicaciones de esta 
última área. 
 
2.4.1 Sensores inteligentes 
Pocos aportes se ha encontrado referente a fusión 
de datos en sensores inteligentes, lo antes 
mencionado no significa que sea un área de 
reciente surgimiento, prueba es que quizás una de 
las primeras investigaciones fue presentada por 
Cheng-He [72]. 
 
Investigaciones más recientes se presentan en [73] 
para el reconocimiento de voz en un robot 
inteligente bajo un esquema de fusión 
descentralizada. Bajo este mismo enfoque, en [74] 
se usa la capacidad de cálculo de los nodos 
sensores para la detección de eventos. Por otra 
parte en [75] se implementó un sistema para 
realizar inferencias a través de otras mediciones y 
predecir la variable de interés. Capua [76] propone 
un innovador diseño de una red de sensores web 
inteligentes para el monitoreo de los niveles de 
exposición de campos electromagnéticos, sin 
embargo, la fusión a nivel de decisión se realiza en 
una estación de trabajo remota y no en el sensor 
inteligente. 
 
En relación a fusión centralizada se encuentran 
publicaciones como en [77] que formula el uso de 
un microcontrolador para la detección y 
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clasificación de gases. Por otra parte Rivera [78] 
ilustra el diseño de un sensor inteligente con 
capacidad de fusión de datos para estimar el 
consumo de agua en un edificio. Un sistema para la 
mejora en la precisión del parámetro obtenido por 
el sensor inteligente es presentado en [79]. 
McGrath [60] introduce un nuevo modelo 
denominado Adaptive Context Information 
Processing Language (ACLPL), el cual fue 
inspirado en [1] con el fin de realizar fusión de 





A pesar de que la mayoría de los enfoques 
propuestos no son sistemáticos, sino que 
representan soluciones puntuales a problemas 
específicos, se hizo un esfuerzo por clasificarlos a 
fin de obtener un extracto que muestre de manera 
clara la tendencia de problemas a resolver, técnicas 
y aplicaciones que hasta el momento se han 
reportado con mayor frecuencia en las topologías 
antes descritas, motivo por el cual se realizó una 
revisión de aproximadamente 140 contribuciones 
publicadas en la última década, las cuales se 
concentran en la Tabla 1. 
 
De la Tabla 1 se puede observar que el enfoque 
centralizado ha dirigido la atención principalmente a 
cuatro aspectos básicos que hasta la fecha se 
encuentra en desarrollo, siendo la complejidad 
computacional y el tratamiento de mediciones fuera 
de secuencia los principales desafíos. Así mismo 
se evidencia que la principal aplicación bajo este 
esquema es la detección y diagnóstico de fallas en 
procesos de diversos rubros. 
 
Por otra parte en la topología descentralizada el 
foco de atención es principalmente el consenso de 
nodos que involucra problemas de doble recuento y 
la generación de falsas alarmas, sin olvidar los 
aspectos referentes a la red. Dentro de las 
aplicaciones más comunes se encuentra el 
seguimiento de objetos así como la implementación 
en vehículos autónomos. 
 
En el esquema distribuido los principales desafíos 
reportados son la ubicación óptima de la función de 
fusión de datos y aspectos relacionados con la 
transferencia de información incluyendo la 
sincronización. Las aplicaciones habituales hasta el 
momento son el monitoreo y control de variables, 
además del seguimiento de objetos, aunque esta 
última sin duda alguna destaca aún más en el 
enfoque descentralizado. 
 
Finalmente es importante señalar que uno de los 
principales problemas del cual han surgido 
numerosas propuestas de solución en las 
diferentes topologías se enfocan al tratamiento de 
la imperfección de los datos, dado que estos 
siempre se ven afectados por un cierto nivel de 
incertidumbre o falta de certeza en las mediciones.  
 
Respecto a las técnicas utilizadas, en la Tabla 1 se 
evidencia que el filtro de Kalman y sus variantes se 
encuentran presentes en los tres esquemas, dicha 
técnica fue documentada en gran cantidad de 
aportaciones con resultados exitosos.  
 
Por otra parte la teoría de evidencia de Dempster 
Shafer fue usada principalmente en la fusión 
centralizada para aplicaciones robustas, donde la 
fiabilidad del sistema es una parte crítica, en dichas 
aportaciones se intenta obtener beneficios de 
conjuntos de hipótesis. La teoría de conjuntos 
aleatorios aunque es de reciente surgimiento 
también se aplicó en este enfoque para una 
representación adecuada de la amplia gama de 
aspectos de imperfección de datos como: 
incertidumbre, imprecisión y ambigüedad. 
 
Los modelos de mezcla gaussiana se aplicaron 
principalmente en enfoques descentralizados, dado 
que se ha demostrado que son una herramienta 
que proporciona una base para las soluciones 
analíticas a las actualizaciones y predicción para el 
filtrado bayesiano general, además de ser una 
herramienta estocástica potente y compacta que 
permite la comunicación eficiente en redes de 
sensores a gran escala. Por otro lado, los enfoques 
bayesianos también se usaron primordialmente 
como una alternativa para tratar con la imperfección 
inherente a los datos. 
 
No obstante, los procesos se decisión de Markov 
se reportaron con mayor frecuencia en la fusión 
distribuida enfocados principalmente a reducir 
sustancialmente la redundancia en el flujo de 
información en el sistema global y a mantener un 
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Tabla 1. Problemas, técnicas de desarrollo y aplicaciones de topologías de red 
 
De igual manera, el método de Montecarlo se 
aplicó para ayudar a entender la relación 
fundamental entre el número de sensores, la 
ubicación, combinación de sensores de diferentes 
capacidades, carga computacional beneficios de 
fusión de datos, costo del sistema, etc. Aunque es 
conveniente mencionar que también fue aplicado 
en gran medida en los otros enfoques con el 
propósito de realizar evaluaciones de rendimiento 
de los algoritmos propuestos frente a los ya 
existentes. 
 
Con la finalidad de presentar una orientación de los 
componentes que integran los modelos antes 
descritos, se realizó un análisis detallado a fin de 
establecer una correspondencia aproximada, no 
comparativa, entre los diversos niveles, los cuales 
se ilustran en la Tabla 2. Se puede observar que 
las diferencias primordialmente se reflejan en los 
detalles de cómo cada modelo es representado, en 
otras palabras, la manera en que se describe el 
flujo de información. 
 
También de la Tabla 2 es posible identificar 
claramente los modelos en los que su principal 
énfasis es el procesamiento de funciones en los 
niveles bajos, como lo son las aportaciones de Luo 
y Kay, Pau y Harri [63], [64], [67], lo cual resulta 
congruente, dado que la fusión de bajo nivel cada 
vez se afianza más y se acerca a la madurez. Lo 
cual no ocurre en las aportaciones JDL y I/O [1], 
[62] las cuales dirigen la atención a los niveles altos 
de fusión. Por otra parte, las aportaciones de Das y 
Bedworth [68], [65] incluyen además de la toma de 
decisiones la acción como parte del modelo, lo cual 
no ocurre para el resto de los modelos. Se 
reportaron también modelos que generalizan en 
gran medida el proceso de fusión como lo son las 
aportaciones de Thomopoulos y Esteban [61], [66]. 
 
Finalmente es importante mencionar que la 
contribución de Kokar [59] no se incluyó en dicha 
correspondencia, debido a que su aportación es 
representada en una notación lógica y matemática 
y no específicamente mediante gráficos y a través 
de niveles; lo que significa que quizás es la primera 
aportación en el desarrollo de una teoría formal de 
la fusión. Una de las consecuencias de la 
representación de modelos mediante niveles y 
lenguaje natural es que no es posible demostrar 
formalmente cuál modelo es más eficiente que otro, 
razón por la que en la literatura analizada se 
reportaron comparación de algoritmos sobre la 
base de experimentos simulados, lo que no sería 
necesario si los modelos se representaran en base 
a una teoría formal [59]. 
Enfoque Problemas Técnicas Aplicaciones 







Tratamiento de mediciones fuera de 
secuencia 
 
Teoría de evidencia de  
Dempster Shafer  
Despliegue de sensores Teoría de conjuntos  
Aleatorios 
Identificación y tratamiento de datos 
atípicos 
  








Inconsistencia en mediciones Enfoques bayesianos Control de tráfico  





Colocación de la función de fusión de 
información 




Inconsistencia en mediciones Método de Montecarlo   
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Tabla 2. Correspondencia entre niveles de modelos de fusión de datos. 
MODELO Ref Datos Información Conocimiento Decisión Acción 
I/O [62] (DAI-DAO)  (DAI-FEO) (FEI-FEO)  (FEI-DEO) 
   (DEI-DEO) 
JDL [1] Preproceso de fuentes Valoración del objeto 
Valoración de 




Ciclo OODA [68] Observación Orientación Decisión Acción 
Cascada [67] Sensado 
Extracción de 
características Valoración de 






Omnibus [65] Observación Orientación Decisión Acción 
Thomopoulos [61] Señal Evidencia Dinámica   
Luo y Kay [63] Señal Características Símbolo 
    Pixel 
Pau [64]   
Extracción de 
características 
Representación     Asociación 
Atributos del sensor 
Análisis y agregación 




Los adelantos tecnológicos permiten instrumentar y 
conectar prácticamente cualquier objeto, dicha 
proliferación de dispositivos conectados requieren 
sistemas con un drástico aumento en la capacidad 
para procesar datos, que permitan extraer y 
almacenar lo más relevante. Por lo anterior la 
comunidad científica de fusión de datos se 
encuentra impulsando una intensa investigación en 
cuanto a la generación de sistemas capaces de 
abordar dicho problema. 
 
En el presente trabajo se intenta resumir una 
revisión de los avances recientes en fusión de 
datos en redes de sensores, que proporcione una 
imagen actual de la investigación en dicho tema, 
para lo cual se analizaron algunos conflictos en 
redes de sensores, siendo la fusión conservadora 
en este contexto, el más estudiado.  
 
De igual manera se analizaron 140 artículos, de los 
cuales se pudo destacar la implementación de 
soluciones a varios de los problemas de fusión de 
datos en redes de sensores. Se introdujo una 
taxonomía que indica los problemas, herramientas 
matemáticas y aplicaciones que ordinariamente se 
han abordado en la última década en cuanto a las 
principales topologías de red.  
 
Se pudo notar que el filtro de Kalman y sus 
variantes son los métodos más comunes por ser 
entre otras cosas, simples y fáciles de implementar, 
así mismo, el seguimiento de objetos fue la 
aplicación más analizada. Por otra parte se reportó 
gran cantidad de aportaciones enfocadas a 
soluciones de inconsistencia de los datos. 
 
De igual forma se presentó una correspondencia 
entre los niveles que integran a los principales 
modelos, destacando el enfoque que cada una de 
estas. Se evidenció la necesidad del desarrollo de 
nuevos modelos con base en una teoría formal, a 
fin de lograr evaluaciones de rendimiento. 
 
Finalmente, se realizó una revisión de literatura en 
el contexto de sensores inteligentes, después de la 
cual queda claro que existen pocas aportaciones en 
este sentido, y aunque en la mayoría de estas se 
habla de sensores inteligentes, en sí, el proceso de 
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fusión de datos no siempre es implementado en el 
sensor, si no en un equipo de mayor capacidad 
computacional, principalmente para la fusión de 
decisiones. 
 
Por lo antes mencionado es quizás esta un área de 
oportunidad, en la cual valdría la pena realizar 
estudios en este sentido, a fin de brindar 
propuestas que representen una solución viable a 
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