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INTERPOLATION OF NUMBERS OF CATALAN TYPE IN A
LOCAL FIELD OF POSITIVE CHARACTERISTIC
GREG W. ANDERSON
Abstract. Let k be a locally compact topological field of positive charac-
teristic. Let L be a cocompact discrete additive subgroup of k. Let U be
an open compact additive subgroup of k. Let ℓ, u and a be elements of k,
with a nonzero. We study the behavior of the product
∏
06=x∈(ℓ+L)∩a(u+U) x
as a varies, using tools from local class field theory and harmonic analysis.
Typically ratios of such products occur as partial products grouped by degree
for the infinite products representing special values of Gamma-functions for
function fields. Our main result provides local confirmation for a two-variable
refinement of the Stark conjecture in the function field case recently proposed
by the author.
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1. Introduction
1.1. Preliminary discussion of the main objects of study.
1.1.1. The product of lattice points in a box. We are going to study products in a
locally compact topological field k of positive characteristic of the form
(1)
∏
06=x∈(ℓ+L)∩a(u+U)
x, for


L ⊂ k: cocompact discrete additive subgroup,
U ⊂ k: open compact additive subgroup,
ℓ, u ∈ k and 0 6= a ∈ k,
with the goal of understanding how such numbers depend on the parameter a, using
tools from harmonic analysis and local class field theory. We think of ℓ + L as a
lattice and of a(u+U) as a box which grows as a grows in absolute value. Our main
result (Theorem 6.1 below) gives detailed information about (ratios of) numbers
of the form (1) and provides local confirmation of a two-variable refinement of the
Stark conjecture in the function field case recently proposed in [3].
Date: March 26, 2006.
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1.1.2. Theta and Catalan symbols. The notation used in (1) is inconvenient, es-
pecially when, as is usually the case in practice, we wish to consider ratios or
complicated monomials in such products. We introduce a more streamlined system
of notation now. Following the probabilists, let 1S : X → {0, 1} ⊂ C denote the
indicator function of a subset S ⊂ X , i. e., 1S(x) = 1 for x ∈ S and 1S(x) = 0
otherwise. Let #S denote the cardinality of a set S. Let A× denote the group of
units of a ring A with unit. Let p be the characteristic of k. Let Z[1/p] be the
result of adjoining an inverse of p to Z. Note that for every x ∈ k× and ν ∈ Z[1/p],
the expression xν well-defines a nonzero element of the perfect closure p
∞√
k of k.
Given f, g : k → C, let f ⊗ g : k × k → C be defined by (f ⊗ g)(x, y) = f(x)g(y).
We come now to the key definition. We say that a function Φ : k× k → Z[1/p] is a
rational rigged virtual lattice if it is a finite Z[1/p]-linear combination of functions
of the form 1ℓ+L ⊗ 1u+U , where ℓ, L, u and U are as in (1). (We warn the reader
that the definition of rational rigged virtual lattice made here is not quite the same
as that made in the main body of the paper, but the difference is inconsequen-
tial. A similar warning applies to the other definitions made and applied in the
introduction.) Given a rational rigged virtual lattice Φ and a ∈ k×, we define
Θ(a,Φ) =
∑
x∈k
Φ(x, a−1x) ∈ Z[1/p],
(
a
Φ
)
+
=
∏
x∈k×
xΦ(x,a
−1x) ∈ p∞
√
k
×
.
We call Θ(·, ·) the theta symbol. If the function Θ(·,Φ) is supported in a compact
subset of k×, we say that Φ is proper. For the most part our attention is going to be
focused on proper rational rigged virtual lattices. We call (··)+ the partial Catalan
symbol. (Of the Catalan symbol itself we speak a bit later.) For example, notation
as in (1), we have
Θ(a,1ℓ+L ⊗ 1u+U ) = #((ℓ + L) ∩ a(u+ U))
and the expression (
a
1ℓ+L ⊗ 1u+U
)
+
represents the product (1). Having introduced the formalism of theta and Catalan
symbols we are now able to handle ratios and monomials in products of the form
(1) in an efficient way.
1.1.3. Rationale for the “theta” terminology and connection with L-functions. The
L-function evaluators ΘK/k,S(s) figuring in Tate’s formulation [9] of the Stark con-
jecture can in the function field case be related to Mellin transforms of functions of
the form Θ(·,Φ) by the methods of Tate’s thesis. In particular, partial zeta values
at s = 0 can be represented as values of the theta symbol in certain situations. We
do not discuss the connection of the theta symbol with L-function evaluators here,
but see [3, §12] for a discussion of the analogous connection in the global setting.
Theta symbols and L-function evaluators a` la Tate also have some relationship
with theta divisors. For example, see [2, Thm. 4.1.1]. While we do not discuss
L-functions explicitly in the paper, the desire to make our results easily applicable
to the study of L-functions has dictated our heavy emphasis on harmonic analysis.
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1.1.4. Rationale for the “Catalan” terminology. We regard the values of the partial
Catalan symbol (··)+ as analogues of the classical Catalan numbers. The formula
1
n+ 1
(
2n
n
)
=
∏
x∈Z∩(0,2n] x∏
x∈Z∩(0,n] x·
∏
x∈Z∩(0,n+1] x
=
∏
x∈R× x
(1Z⊗1(0,2n]−1Z⊗1(0,n]−1Z⊗1(0,n+1])(x,x)
for the usual Catalan numbers suggests how we see the analogy. Actually the
formula (
2n
n
)
=
∏
x∈R×
x(1Z⊗1(0,2]−2·1Z⊗1(0,1])(x,n
−1x)
for the Catalan numbers of type B shows off the analogy in a slightly better way.
1.1.5. Evaluation of partial Catalan symbols in simple examples over Fq[T ]. Let
Fq[T ] be the ring of polynomials in a variable T over the field Fq of q elements. Let
Fq(T ) be the fraction field of Fq[T ]. Let us temporarily (just in this paragraph and
the next) identify the local field k considered in (1) with the completion Fq((1/T ))
of Fq(T ) at the place T =∞. Let (1/T )Fq[[1/T ]] be the open unit ball in Fq((1/T )).
We have
(2)
∏
n∈Fq[T ]
n:monic
degn=N
n =
(
TN
1Fq[T ] ⊗ 11+(1/T )Fq[[1/T ]]
)
+
for all integers N ≥ 0. The product on the left is the Carlitz analogue of the
factorial of qN . For background concerning the latter, see [11, §4.5]. We have
(3)
∏
n∈Fq[T ]
n:monic
degn=N
(
1 +
s
n
)
=
(
TN
(1s+Fq [T ] − 1Fq[T ])⊗ 11+(1/T )Fq[[1/T ]]
)
+
for all s ∈ (1/T )Fq[[1/T ]] and integers N ≥ 0. The product on the left is (for s 6= 0)
a (reciprocal) partial product grouped by degree for the infinite product
1
s
∏
n∈Fq[T ]
n:monic
(
1 +
s
n
)−1
representing the value at s of the geometric Γ-function over Fq[T ]. For background
on Γ-functions for function fields, see [6, Chap. 9] or [11, Chap. 4]. The general
theory of Γ-functions for function fields provides a vast supply of arithmetically
significant infinite products whose partial products grouped by degree can be rep-
resented as values of partial Catalan symbols, and thus made accessible to study
by our methods.
1.1.6. Examples of interpolation formulas. By a calculation with Moore determi-
nants it is possible to rewrite (2) in the form
(4) T q
N+1 − T =
(
TN+1
1Fq[T ] ⊗ (11+(1/T )Fq [[1/T ]] − q1(1/T )(1+(1/T )Fq[[1/T ]]))
)
+
,
for all integers N ≥ 0. There are two things to notice here. Firstly, dependence of
the right side on N is “explained” by a varying exponent qN+1 on the left. Secondly,
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the rational rigged virtual lattice appearing on the right is proper. Similarly, by a
slightly more involved manipulation of Moore determinants, one verifies that
(5)
1− α(−T )− q
N+1−1
q−1 − β(1− T )− q
N+1−1
q−1
=
(
TN
(1s+Fq [T ] − 1Fq [T ])⊗ 11+(1/T )Fq [[1/T ]]
)
+
for 0 6= s = αT + βT−1 with α, β ∈ Fq and integers N ≥ 0. Once again, we see
that dependence on N of the right side is explained by a varying exponent qN+1
on the left and that the rational rigged virtual lattice on the right is proper. Many
more interpolation formulas analogous to (4) and (5) are known which could in
principle be expressed in terms of values of the partial Catalan symbol on proper
rational rigged virtual lattices. For example, there is a generalization of (5) for all
0 6= s ∈ Fq(T ) ∩ (1/T )Fq[[1/T ]] (too complicated to repeat here—see [11, §8.4–5])
which plays a key role in the analysis [4] of transcendence properties of special values
of the geometric Γ-function over Fq[T ]. These examples suggest the possibility of
a general interpolation formula relating partial Catalan symbols to “variable expo-
nent expressions”. We prove here in the local setting that such a thing does indeed
exist. Analogous global phenomena are expected. The author’s paper [3] explains
the (still conjectural) global picture and makes the link to Stark’s conjecture.
1.2. The asymptotic interpolation theorem. We formulate a weakened version
of our main result precisely. We then indicate (without many details) the directions
in which this weakened result is strengthened in order to achieve our main result.
We comment briefly on the global situation.
1.2.1. Apparatus from local class field theory. Let ‖ · ‖ be the canonical absolute
value of k, i. e., the modulus for Haar measure on k. Let kab/k be the abelian
closure of k in a fixed algebraic closure of k. Let ρ : k× → Gal(kab/k) be the
reciprocity law homomorphism of local class field theory, normalized as in [10].
Under that normalization we have Cρ(a) = C‖a‖ for all C in the algebraic closure
of the prime field in kab and a ∈ k×.
1.2.2. Asymptotic interpolability. Let O be the ring of local integers of k. Let q be
the cardinality of the residue field of O. Let Fq be the field of Teichmu¨ller represen-
tatives of O. Let X and Y be independent variables. Let Fq[[X,Y ]][X−1, Y −1] be
the ring obtained by adjoining inverses of X and Y to the two-variable power series
ring Fq[[X,Y ]]. We call ξ ∈ kab a basepoint if there is some finite totally ramified
subextension K/k of kab/k such that ξ uniformizes the ring of local integers of K.
Given F ∈ Fq[[X,Y ]][X−1, Y −1], a basepoint ξ and a proper rational rigged virtual
lattice Φ, we say that Φ is asymptotically yoked to the pair (F, ξ) if
(6)
(
a
Φ
)
+
= F (ξ, (ρ(a)−1ξ)‖a‖) for all a ∈ k× such that ‖a‖ ≫ 1.
In this situation we also say that Φ is asymptotically interpolable. By a straight-
forward application of the Weierstrass Division Theorem one verifies that given Φ
and ξ there exists at most one F such that Φ is asymptotically yoked to (F, ξ).
We will prove the following result.
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Theorem 1.2.3. Every proper rational rigged virtual lattice is a finite Z[1/p]-linear
combination of asymptotically interpolable rigged virtual lattices.
This result appears in the main body of the paper as Corollary 6.1.1 to our main
result, Theorem 6.1.
1.2.4. Problems suggested by the asymptotic interpolability theorem. Suppose that
Φ is asymptotically yoked to (F, ξ). We may then consider the following problems:
(1) Find the prime factorization of F in Fq[[X,Y ]][X
−1, Y −1].
(2) Find the multiplicities (possibly negative) with which X and Y divide F .
(3) For all a ∈ k× (not just for ‖a‖ ≫ 1):
(a) find F (ξ, (ρ(a)−1ξ)‖a‖); in case of vanishing,
(b) find the “order of the zero” of F at (ξ, (ρ(a)−1ξ)‖a‖), and
(c) find the “leading Taylor coefficient” of F at (ξ, (ρ(a)−1ξ)‖a‖).
These problems are solved completely by Theorem 6.1 and the apparatus introduced
to prove the theorem.
1.2.5. Sketch of solution. It turns out that one can read the prime factorization of
F directly from the theta symbol Θ(·,Φ), and that the X- and Y -multiplicities of F
can be made explicit in terms of certain integrals involving Φ and the ramification
index of ξ over k. Thus problems 1 and 2 are solved. Moreover, problems 1 and
3b turn out to be essentially the same. To solve problems 3a and 3c, we define a
modified version G0 of the Fourier transform which stabilizes the class of proper
rational rigged virtual lattices, and we define(
a
Φ
)
=
(
a
Φ
)
+
·
(
a−1
G0[Φ]
)‖a‖
+
for all a ∈ k× and proper rational rigged virtual lattices Φ. We call (··) the Catalan
symbol. It turns out that whenever we have “one-sided” asymptotic interpolation
as in (6), we automatically also have “two-sided” asymptotic interpolation(
a
Φ
)
= F (ξ, (ρ(a)−1ξ)‖a‖) for a ∈ k× such that max(‖a‖, ‖a‖−1)≫ 1.
Further, it turns out that there holds a more delicate sort of interpolation which
we call strict interpolation, valid for all a ∈ k×, equating the Catalan symbol to a
leading Taylor coefficient. Thus problems 3a and 3c are solved.
1.2.6. Relationship to the global picture. In the author’s paper [3] global adelic
versions of the theta and Catalan symbols are defined, a conjecture relating these
objects to two-variable algebraic functions is proposed, the conjecture is verified
in the genus zero case, and it is explained how the conjecture refines the Stark
conjecture. The results obtained in this paper, so we claim, provide detailed local
confirmation of the author’s conjecture. The claim requires justification which we
do not provide here. We will take up the topic in future publications as part of
our ongoing effort to prove the conjecture of [3]. This paper is more or less self-
contained. We consistently take here a local point of view complementary to the
global point of view of [3].
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1.3. Organization of the paper. In the next (second) section we fix notation and
assumptions in force throughout the paper and we develop tools to handle products
of the form (1). We define rigged virtual lattices, the theta symbol, the rational
Fourier transform G0, and the Catalan symbol. We set up a calculus summarized by
a short list of simple rules. We emphasize scaling rules and functional equations. In
the third section of the paper we develop what amounts to a theory of expressions
of the form F (ξ, (ρ(a)−1ξ)‖a‖) and in particular make rigorous sense of leading
Taylor coefficients for such expressions. We develop a calculus of shadow theta
and Catalan symbols with scaling rules and functional equations parallel to those
satisfied by the theta and Catalan symbols. In the fourth section of the paper we
define asymptotic interpolability, strict interpolability and interpolability. We work
out the formal properties of these notions in some detail. In the fifth section we
explicitly construct examples of strict interpolation. In the final (sixth) section of
the paper we prove the main result by showing that from the examples constructed
in the fifth section all possible examples of strict interpolation can be built up by
natural operations.
2. Theta and Catalan symbols
We develop local analogues of global notions introduced in [3]. We work in
the setting of harmonic analysis on local fields. The main result of this section is
Theorem 2.5 (see equation (52) for a simplified version) which is analogous to the
adelic Stirling formula [3, Thm. 7.7].
2.1. The set up. We specify the basic data for our constructions. We introduce
notation and terminology used throughout the paper.
2.1.1. General notation. Let A× denote the group of units of a ring A with unit.
Let 1S denote the function equal to 1 on a set S and 0 elsewhere. Let #S denote
the cardinality of a set S.
2.1.2. The local field k. Fix a local field k of characteristic p > 0 with maximal
compact subring O. Let Fq = {x ∈ k | xq = x}, where q is the (finite) cardinality of
the residue field of O. Then Fq is both a subfield of k and a set of representatives for
the residue field of O. Moreover, for every uniformizer π ∈ O, we have O = Fq[[π]]
and k = Fq[[π]][π
−1].
2.1.3. Chevalley differentials. Let Ω be the space of locally constant Fq-linear func-
tionals k → Fq. Elements of Ω are called Chevalley differentials. For every δ ∈ Ω,
let Res δ = δ(1) ∈ Fq. For every x ∈ k and δ ∈ Ω, let xδ ∈ Ω be defined by the
formula (xδ)(y) = δ(xy) for all y ∈ k; in this way Ω becomes a vector space one-
dimensional over k. It is well-known that there exists a unique Fq-linear derivation
d : k → Ω such that
Res(x dπ) = a−1
(
x =
∞∑
i=−∞
aiπ
i (ai ∈ Fq, ai = 0 for i≪ 0)
)
for all uniformizers π ∈ O and x ∈ k. Given ξ, η ∈ Ω with η 6= 0 and x ∈ k such
that ξ = xη, we write x = ξ/η.
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2.1.4. The Chevalley differential ω. Fix 0 6= ω ∈ Ω and let D be the fractional
O-ideal defined by the rule
D
−1 = {ξ ∈ k | Res(ξxω) = 0 for all x ∈ O}.
Many constructions below depend on the choice of ω. But for the most part we
suppress reference to ω in the notation.
2.1.5. Valuations and measures. Let µ be Haar measure on k. Normalize µ by
requiring that
µO · µD−1 = 1.
Let µ× be Haar measure on k×. Normalize µ× by requiring that
µ×O× = 1.
For each a ∈ k, put
‖a‖ = µ(aO)/µO, orda = − log ‖a‖/ log q.
The function ‖ · ‖ is an absolute value of k with respect to which k is complete.
The function ord is an additive valuation of k. Note that for every uniformizer
π ∈ O, we have
‖π‖ = q−1, ordπ = 1.
Note also that ∫
f(a−1x)dµ(x) = ‖a‖
∫
f(x)dµ(x)
for all a ∈ k× and µ-integrable complex-valued functions f . For every δ ∈ Ω, put
‖δ‖ = ‖δ/dπ‖, ord δ = − log ‖δ‖/ log q,
where π ∈ O is any uniformizer. Note that
µO = ‖ω‖1/2.
2.1.6. The field F and character λ. Fix a subfield F ⊂ Fq. Fix a nonconstant
homomorphism λ from the additive group of F to the multiplicative group of nonzero
complex numbers. Many of our constructions depend on F or λ or both, but for
the most part we suppress reference to F and λ in the notation.
2.1.7. The character e. We define
(7) e(x) = λ(trFq/FRes(xω))
for all x ∈ k. This is the character we will use to define the Fourier transform on k.
2.1.8. Bruhat-Schwartz space. Given a locally compact totally disconnected Haus-
dorff spaceX , e.g.,X = k orX = k×k, let S(X) denote the space of complex-valued
compactly supported locally constant functions on X .
2.1.9. Further notation. Let k¯ be a fixed algebraic closure of k. Let kperf be the
closure of k in k¯ under extraction of pth roots. Let kab be the abelian closure of k in
k¯. For each positive integer n, let Fqn be the unique subfield of k¯ of cardinality q
n.
Put Fq∞ =
⋃∞
n=1 Fqn ⊂ kab. Let the absolute value ‖ · ‖ and additive valuation ord
on k be canonically extended to k¯, and again denoted by ‖ · ‖ and ord , respectively.
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2.2. Apparatus from harmonic analysis.
2.2.1. Fourier transforms. Given ϕ ∈ S(k), put
F [ϕ](ξ) = ϕˆ(ξ) =
∫
ϕ(x)e(−xξ)dµ(x),
thus defining the Fourier transform
F [ϕ] = ϕˆ ∈ S(k).
Given ϕ ∈ S(k) and a ∈ k×, put
ϕ(a)(x) = ϕ(a−1x).
We have a squaring rule
F2[ϕ] = ϕ(−1)
holding for all ϕ ∈ S(k). (Our normalization of additive Haar measure µ was chosen
to put the Fourier inversion formula into this simple form.) Further, we have by an
evident transformation of integrals a scaling rule
F [ϕ(a)] = ‖a‖F [ϕ](a−1)
holding for all ϕ ∈ S(k) and a ∈ k×.
2.2.2. The Poisson summation formula. Let L ⊂ k be a cocompact discrete sub-
group. The Poisson summation formula states that for every ϕ ∈ S(k) we have
(8)
∑
x∈L
ϕ(x) =
1
µ(k/L)
∑
ξ∈L⊥
ϕˆ(ξ)
where L⊥ is the cocompact discrete subgroup of k defined by the rule
L⊥ = {ξ ∈ k | e(xξ) = 1 for all x ∈ L}
= {ξ ∈ k | Res(xξω) = 0 for all x ∈ L},
and µ(k/L) is the µ-measure of any fundamental domain for L.
2.2.3. Two-variable Fourier transforms. Given complex-valued functions f1 and f2
on k, set
(f1 ⊗ f2)(x1, x2) = f1(x1)f2(x2),
thus defining a complex-valued function f1 ⊗ f2 on k × k. As is well-known, the
⊗-operation identifies S(k × k) with the tensor square of S(k) over C. Given
ϕ ∈ S(k × k), put
G[ϕ](ξ, η) =
∫ ∫
ϕ(x, y)e(xξ − yη)dµ(x)dµ(y),
thus defining the two-variable Fourier transform
G[ϕ] ∈ S(k × k).
Note that
(9) G[ϕ1 ⊗ ϕ2] = F−1[ϕ1]⊗F [ϕ2] = ϕˆ(−1)1 ⊗ ϕˆ2
for all ϕ1, ϕ2 ∈ S(k). (The asymmetry of the definition of G is dictated by our goal
of simplifying formula (19) below as much as possible.)
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2.2.4. Generalized functions of two variables. Let S ′(k × k) be the space of gener-
alized functions on k × k, i. e., the C-linear dual of S(k × k), and let
〈·, ·〉 : S ′(k × k)× S(k × k)→ C
be the canonical pairing. The theory of generalized functions in our context follows
the pattern set classically by the theory of distributions. We identify S(k× k) with
a subspace of S ′(k × k) by the rule
〈ϕ, ψ〉 = (µO)−2
∫ ∫
ϕ(x, y)ψ(x, y)dµ(x)dµ(y)
for all ϕ, ψ ∈ S(k). We have inserted the factor (µO)−2 = ‖ω‖−1 to make the
identification independent of the choice of ω. We extend the Fourier transform G
to S ′(k × k) by the rule
〈G[Γ], ϕ〉 = 〈Γ,G[ϕ]〉
for all Γ ∈ S ′(k × k) and ϕ ∈ S(k × k). Given ϕ ∈ S(k × k) and b, c ∈ k×, put
ϕ(b,c)(x, y) = ϕ(b−1x, c−1y).
We extend the operation ϕ 7→ ϕ(b,c) to S ′(k × k) by the rule
(10) 〈Γ(b,c), ϕ(b,c)〉 = ‖bc‖〈Γ, ϕ〉
for all Γ ∈ S ′(k × k) and ϕ ∈ S(k × k). We have squaring and scaling rules
(11) G2[Γ] = Γ(−1,−1),
(12) G[Γ(b,c)] = ‖bc‖G[Γ](b−1,c−1),
respectively, holding for all Γ ∈ S ′(k × k) and b, c ∈ k×, in evident analogy with
the squaring and scaling rules obeyed by F .
2.3. Rigged virtual lattices.
2.3.1. Definition. We say that Φ ∈ S ′(k × k) is a primitive rigged virtual lattice if
there exist
• a cocompact discrete subgroup L ⊂ k,
• numbers ℓ, w ∈ k and
• a number r ∈ k×
such that
(13) 〈Φ, ϕ〉 = (µO)−1
∑
x∈ℓ+L
∫
w+rO
ϕ(x, y)dµ(y)
for all ϕ ∈ S(k × k). We have inserted the factor (µO)−1 = ‖ω‖−1/2 so that
the notion of primitive rigged virtual lattice is defined independently of the choice
of the Chevalley differential ω. We define a rigged virtual lattice to be a finite
linear combination of primitive rigged virtual lattices with complex coefficients,
and we denote the space of such by RVL(k). It is convenient to associate to each
Φ ∈ RVL(k) a complex-valued function Φ∗ on k × k in the usual (rather than
generalized) sense by the rule
(14) Φ∗(x, y) = lim
‖a‖→0
〈Φ,1x+aO ⊗ 1y+aO〉/‖a‖.
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Note that the “lower star rule” (14) for passing from RVL(k) to functions on k× k
is independent of the choice of ω. To see that Φ∗ is well-defined, note that if
Φ ∈ RVL(k) takes the form (13), then
(15) Φ∗ = 1ℓ+L ⊗ 1w+rO,
as one verifies by a straightforward calculation. Via (13) and (15), we have
(16) 〈Φ, ϕ〉 = (µO)−1
∑
x∈k
∫
Φ∗(x, y)ϕ(x, y)dµ(y)
for all Φ ∈ RVL(k) and ϕ ∈ S(k). Thus Φ∗ uniquely determines Φ. By (10) and
(16), we have the scaling rule
(17) Φ(b,c) ∈ RVL(k), (Φ(b,c))∗(x, y) = ‖b‖Φ∗(b−1x, c−1y)
holding for all Φ ∈ RVL(k) and b, c ∈ k×. The rule (17) is a crucially important
bookkeeping detail in our theory. The space RVL(k) is stable under the action of
the two-variable Fourier transform G, as the next lemma and its proof show.
Lemma 2.3.2. Let L ⊂ k be a cocompact discrete subgroup and fix ℓ ∈ k. Fix
ρ ∈ S(k). If Φ ∈ RVL(k) takes the form
Φ∗ = 1ℓ+L ⊗ ρ,
then
(18) G[Φ] ∈ RVL(k), G[Φ]∗(ξ, η) = e(ℓξ)
µ(k/L)
1L⊥(ξ)ρˆ(η),
and moreover
(19)
∑
x∈k
Φ∗(x, x) =
∑
ξ∈k
G[Φ]∗(ξ, ξ).
The sums on both sides of (19) are well-defined since both have only finitely many
nonzero terms.
Proof. We claim that
(20) 〈Φ,G[ψ]〉 = (µO)−1
∑
x∈L⊥
e(ℓx)
µ(k/L)
∫
ψ(x, y)ρˆ(y)dµ(y)
for all ψ ∈ S(k × k). The claim granted, (18) follows by (16) and the definitions.
To prove (20), we may assume without loss of generality that ψ = ϕ1 ⊗ ϕ2, where
ϕ1, ϕ2 ∈ S(k). Plugging now into (13), using (9) to calculate G[ϕ1 ⊗ ϕ2], the left
side of (20) takes the form( ∑
x∈ℓ+L
ϕˆ
(−1)
1 (x)
)(
(µO)−1
∫ ∫
ϕ2(x)ρ(y)e(−xy)dµ(x)dµ(y)
)
,
whereas the right side takes the form
∑
ξ∈L⊥
e(ℓξ)ϕ1(ξ)
µ(k/L)

((µO)−1 ∫ ∫ ϕ2(x)ρ(y)e(−xy)dµ(x)dµ(y)
)
.
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Now from the Poisson summation formula (8), by substituting x 7→ ϕ(x+ ℓ) for ϕ,
we deduce the slightly more general formula
(21)
∑
x∈ℓ+L
ϕ(x) =
∑
ξ∈L⊥
e(ℓξ)ϕˆ(ξ)
µ(k/L)
holding for all ϕ ∈ S(k). Equality of left and right sides of (20) reduces to the
special case ϕ = F−1[ϕ1] of (21). The claim (20) is proved. Similarly and finally,
formula (19) reduces to the special case ϕ = ρ of (21). The lemma is proved. 
2.4. The theta symbol.
2.4.1. Definition. For a ∈ k× and Φ ∈ RVL(k), put
Θ(a,Φ) =
∑
x∈k
(Φ(1,a))∗(x, x) =
∑
x∈k
Φ∗(x, a
−1x),
where the second equality is justified by scaling rule (17). Only finitely many
nonzero terms appear in the sum on the extreme right, as one can verify by passing
without loss of generality to the special case (13) and applying formula (15). Indeed,
one finds that
(22)
Φ∗ = 1ℓ+L ⊗ 1w+rO
⇒ Θ(a,Φ) =
∑
x∈k
1(ℓ+L)∩a(w+rO)(x) = #((ℓ+ L) ∩ a(w + rO)).
Therefore Θ(a,Φ) is well-defined. We call Θ(·, ·) the theta symbol. The object Θ(·, ·)
defined here is a local version of the theta symbol defined in [3].
2.4.2. Basic formal properties. Fix Φ ∈ RVL(k) and a ∈ k×. Via scaling rule (17)
and the definition of the theta symbol, we have the scaling rule
(23) Θ(a,Φ(b,c)) = ‖b‖Θ(ac/b,Φ)
holding for all Φ ∈ RVL(k) and a, b, c ∈ k×. We claim the following:
(24) Θ(a,Φ) = ‖a‖Θ(a−1,G[Φ]).
(25) Θ(a,Φ) =
{
Φ∗(0, 0) if ‖a‖ is sufficiently small,
G[Φ]∗(0, 0)‖a‖ if ‖a‖ is sufficiently large.
(26) The function (a 7→ Θ(a,Φ)) : k× → Z[1/p] is locally constant.
To prove all three claims we may assume without loss of generality that Φ is of
the form (13) to which Lemma 2.3.2 applies. Functional equation (24) follows from
formula (19), scaling rule (23) and the definitions. Further, (25) for small ‖a‖ and
(26) are easy to check using (22). Finally, (25) for large ‖a‖ follows by (24) from
(25) for small ‖a‖. The claims are proved. We call (24) the functional equation
satisfied by the theta symbol.
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2.4.3. Properness and effectiveness of rigged virtual lattices. We say that
Φ ∈ RVL(k) is proper if Θ(·,Φ) is compactly supported, i. e., if Θ(a,Φ) = 0 for
max(‖a‖, ‖a‖−1)≫ 0. Equivalently, Φ is proper if Φ∗(0, 0) = 0 and G[Φ]∗(0, 0) = 0.
The space of proper rigged virtual lattices is stable under the action of the two-
variable Fourier transform G, stable under formation of finite C-linear combina-
tions, and for all b, c ∈ k× stable under the operation Φ 7→ Φ(b,c). We say that
Φ ∈ RVL(k) is effective if Θ(a,Φ) is a nonnegative real number for all a ∈ k×.
The space of effective rigged virtual lattices is stable under the two-variable Fourier
transform G, stable under formation of finite nonnegative real linear combinations,
and for all b, c ∈ k× stable under the operation Φ 7→ Φ(b,c).
Theorem 2.5 (The Stirling formula for rigged virtual lattices). For all a ∈ k×
and Φ ∈ RVL(k), the formula
(27)
Θ(a,Φ) ordω +
∑
x∈k×
Φ∗(x, a
−1x) ordx+
∑
ξ∈k×
‖a‖G[Φ]∗(ξ, aξ) ord ξ
=
∫ Θ(at,Φ)−


‖at‖G[Φ]∗(0, 0) if ‖t‖ > 1
Θ(a,Φ) if ‖t‖ = 1
Φ∗(0, 0) if ‖t‖ < 1
‖1− t‖ dµ
×(t)
−Φ∗(0, 0) orda+
∫
(Φ∗(0, t)− Φ∗(0, 0)1O(t)) dµ×(t)
+‖a‖
(
G[Φ]∗(0, 0) orda+
∫
(G[Φ]∗(0, t)− G[Φ]∗(0, 0)1O(t))dµ×(t)
)
holds.
The sums on the left side of (27) are absolutely convergent since there appear in
each only finitely many nonzero terms. The integral involving Θ(·, ·) on the right
side of (27) is absolutely convergent in view of the formal properties of the theta
symbol that we have just proved. The remaining integrals on the right side of (27)
are absolutely convergent since their integrands are compactly supported in k×.
We remark that (27) simplifies considerably if Φ is proper. The theorem is closely
analogous to [3, Theorem 7.7] and a generalization of [3, Corollary 6.11].
Proof. Replacement of the pair (a,Φ) by the pair (1,Φ(1,a)) leaves both sides of (27)
unchanged, as one verifies with the help of the scaling rules (12), (17), and (23),
along with some evident transformations of integrals. We may therefore assume
without loss of generality that a = 1 for the rest of the proof. Further, we may
assume without loss of generality that Φ is as in Lemma 2.3.2, namely
Φ = 1ℓ+L ⊗ ρ and G[Φ]∗(ξ, η) = e(ℓξ)
µ(k/L)
1L⊥(ξ)ρˆ(η),
for some ρ ∈ S(k), in which case functional equation (24) written out explicitly
(with t ∈ k× in place of a ∈ k×) takes the form
(28)
∑
x∈ℓ+L
ρ(t−1x) = ‖t‖
∑
ξ∈L⊥
e(ℓξ)ρˆ(tξ)
µ(k/L)
.
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The sum on the left equals Θ(t,Φ) and the sum on right equals ‖t‖Θ(t−1,G[Φ]).
Now put H = 1O − 121O× . For every ϕ ∈ S(k) and x ∈ k×, put
M(1)[ϕ] =
∫
(ϕ(t) − 1O(t)ϕ(0))dµ×(t),
L+[ϕ](x) =
∫
H(t)ϕ(xt−1)− 121O×(t)ϕ(x)
‖1− t‖ dµ
×(t)
=
∫
H(t−1)‖t‖ϕ(xt) − 121O×(t)ϕ(x)
‖1− t‖ dµ
×(t).
By the local Stirling formula [3, Thm. 6.6], there exists unique ψ ∈ S(k) such that
ψ(x) =
{ −ρ(x)(12 ordω + ordx) + L+[ρ](x) if x 6= 0,
− 12ρ(0) ordω +M(1)[ρ] if x = 0,
−ψˆ(ξ) =
{ −ρˆ(ξ)(12 ordω + ord ξ) + L+[ρˆ](ξ) if ξ 6= 0,
− 12 ρˆ(0) ordω +M(1)[ρˆ] if ξ = 0.
Using the fact that the left side of (28) represents Θ(t,Φ), and using [3, Lemma
6.9] to justify the exchange of summation and integration processes, we have∑
06=x∈ℓ+L
L+[ρ](x)
=
∫
H(t)(Θ(t,Φ)−A)− 121O×(t)(Θ(1,Φ)−A)
‖1− t‖ dµ
×(t),
where
A = 1L(ℓ)ρ(0) = Φ∗(0, 0).
Reasoning similarly, but this time using the fact that the right side of (28) represents
‖t‖Θ(t−1,G[Φ]), we have ∑
06=ξ∈L⊥
e(ℓξ)L+[ρˆ](ξ)
µ(k/L)
=
∫
H(t−1)‖t‖(Θ(t−1,G[Φ])−B)− 121O×(t)(Θ(1,G[Φ])−B)
‖1− t‖ dµ
×(t),
where
B =
ρˆ(0)
µ(k/L)
= G[Φ]∗(0, 0).
It is now only a matter of bookkeeping to verify that relation (27) in the case a = 1
coincides with relation (28) in the case ψ = ρ and t = 1; these calculations are quite
similar to those undertaken to prove [3, Cor. 6.11] and so we omit further details.
Thus the theorem is proved. 
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2.6. The rational Fourier transform.
2.6.1. Trivial identities. Put
(29) λ0 :=

x 7→


1 if x = 0,
−1 if x = 1,
0 otherwise

 : Fq → {−1, 0, 1}.
Let Σ′C abbreviate
∑
C∈F× . We have
(30) #F · λ0(x) = Σ′C(1 − λ(C))λ(−Cx),
(31) Σ′Cλ(Cx) = Σ
′
Cλ0(Cx)
for all x ∈ F.
2.6.2. Definition of G0. Put
e0 := (x 7→ λ0(trFq/F Res xω)) : k → {−1, 0, 1}.
Equivalently, via (7) and (30), we have
(32) e0(x) = (#F)
−1Σ′C(1 − λ(C))e(−Cx).
Given ϕ ∈ S(k × k), put
G0[ϕ](ξ, η) :=
∫ ∫
ϕ(x, y)e0(−xξ + yη)dµ(x)dµ(y),
thus defining a complex-valued function on k×k which by (32) belongs to S(k×k).
We call G0[ϕ] the rational Fourier transform of ϕ. The operator G0 defined here is
a local version of the global rational Fourier transform defined in [3]. By an evident
transformation of integrals we have a scaling rule
(33) G0[ϕ(b,c)] = ‖bc‖G0[ϕ](b
−1,c−1)
holding for all b, c ∈ k×. By (30), (31) and the definitions, we have
(34) G0[ϕ] = (#F)−1Σ′C(1− λ(C))G[ϕ](C
−1,C−1),
(35) Σ′CG[ϕ](C,C) = Σ′CG0[ϕ](C,C).
We extend G0 to an operator on S ′(k × k) by the rule
〈G0[Γ], ϕ〉 = 〈Γ,G0[ϕ]〉
for all Γ ∈ S ′(k × k) and ϕ ∈ S(k × k). The operator G0 so extended satisfies the
evident generalizations of (33), (34) and (35).
Lemma 2.6.3. Fix ℓ, w ∈ k, r ∈ k× and a cocompact discrete subgroup L ⊂ k.
Given Φ ∈ RVL(k) such that
Φ∗ = 1ℓ+L ⊗ 1w+rO,
we have
(36)
G0[Φ] ∈ RVL(k),
G0[Φ]∗(x, y) = e0(−ℓx+ wy)µ(rO)
µ(k/L)
1L⊥(x)1r−1D−1(y).
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Proof. By Lemma 2.3.2 we have
G[Φ] ∈ RVL(k),
G[Φ]∗(x, y) = e(ℓx− wy)µ(rO)
µ(k/L)
1L⊥(x)1r−1D−1(y).
By identity (34) in its generalized form we have
G0[Φ] = (#F)−1Σ′C(1− λ(C))G[Φ](C
−1,C−1) ∈ RVL(k).
We get the claimed formula for G0[Φ]∗ now by scaling rule (17) and formula (32). 
2.6.4. Basic formal properties of G0. By the scaling rule (17) for the lower star
operation and the scaling rule (33) in its generalized form, we have a scaling rule
(37) G0[Φ(b,c)]∗(x, y) = ‖c‖G0[Φ]∗(bx, cy)
holding for all Φ ∈ RVL(k) and b, c ∈ k×. By the squaring rule (11) and scaling
rule (12) for G, scaling rule (17) for the lower star operation, and relation (34) in
its generalized form, we have a squaring rule
(38) #F · G20 [Φ]∗(x, y) = Φ∗(x, y) + Σ′CΦ∗(Cx,Cy)
for all Φ ∈ RVL(k), after a brief calculation which we omit. By the scaling rule
(17) for the lower star operation and relation (35) in its generalized form, we have
(39) Σ′CG[Φ]∗(Cx,Cy) = Σ′CG0[Φ]∗(Cx,Cy).
By scaling rule (23) and relation (39), the functional equation (24) satisfied by the
theta symbol can be rewritten in the form
(40) Θ(a,Φ) = ‖a‖Θ(a−1,G0[Φ])
holding for all a ∈ k× and Φ ∈ RVL(k). In other words, we can simply replace G
by G0 in (24) without invalidating the latter, and this noted, it follows that we can
test Φ ∈ RVL(k) for properness by checking that Φ∗(0, 0) = 0 and G0[Φ]∗(0, 0) = 0.
It follows in turn that properness and effectivity are preserved by G0. It follows
similarly by (39) that Theorem 2.5 remains valid with G replaced by G0.
2.6.5. Dependence of the operator G0 on ω. Let us temporarily write µω, G0,ω in-
stead of µ and G0, respectively, in order to keep track of dependence on ω. Fix
u ∈ k×. We have
µuω = ‖u‖1/2µω,
hence
G0,uω [ϕ] = ‖u‖−1G0,ω[ϕ(u,u)]
for all ϕ ∈ S(k × k), as one verifies by an evident transformation of integrals.
It follows that the analogous relation holds for the canonical extension of Gω to
S ′(k × k), and in particular
(41) G0,uω [Φ]∗(x, y) = G0,ω [Φ]∗(ux, uy)
for all Φ ∈ RVL(k), via (37). Hereafter, until further notice, we revert to the
system of notation in which reference to ω is largely suppressed.
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2.6.6. Dependence of the operator G0 on F. In this paragraph we temporarily write
G0,F instead of G0 in order to keep track of dependence on F. Consider an interme-
diate field F ⊂ G ⊂ Fq. For each c ∈ F, let
V (c,G,F) = {v ∈ G | trG/F v = c}.
From Wilson’s theorem
∏
C∈F× = −1 and its analogue for G we deduce that
(42) c−1
∏
v∈V (c,G,F)
v =
∏
v∈V (1,G,F)
v = 1 =
∏
06=v∈V (0,G,F)
v
holds for all c ∈ F×. We have a trivial identity
λ0(trG/F x) =
∑
v∈V (1,G,F)
λ0(v
−1x) −
∑
06=v∈V (0,G,F)
λ0(v
−1x)
holding for all x ∈ G which leads by the definitions and scaling rule (17) to the
identity
(43)
G0,F[Φ]∗(x, y)
=
∑
v∈V (1,G,F)
G0,G[Φ]∗(v−1x, v−1y)−
∑
06=v∈V (0,G,F)
G0,G[Φ]∗(v−1x, v−1y)
holding for all Φ ∈ RVL(k). Hereafter, until further notice, we revert to the system
of notation in which reference to F is largely suppressed.
2.6.7. Rationality and separability of rigged virtual lattices. We say that Φ ∈ RVL(k)
is rational if Φ can be expressed as a finite Z[1/p]-linear combination of primitive
rigged virtual lattices. By Lemma 2.6.3, the class of rational rigged virtual lattices
is stable under the operation G0. The class of such is stable also for every b, c ∈ k×
under the operation Φ 7→ Φ(b,c). Given rational Φ ∈ RVL(k), we say that Φ is
separable if both Φ∗ and G0[Φ]∗ are Z-valued. For example, the rational primitive
rigged virtual lattice considered in Lemma 2.6.3 is separable if µ(rO)/µ(k/L) ∈ Z.
By (41), the notion of separability is independent of the choice of ω. By (43) we are
not permitted to conclude that the notion of separability is independent of F, but at
least we can say that if F ⊂ G ⊂ Fq, then “G-separability” implies “F-separability”.
2.7. The Catalan symbol.
2.7.1. Definition. Recall that kperf is the closure of k under the extraction of p
th
roots in a fixed algebraic closure k¯. Note that Φ∗(x, y) ∈ Z[1/p] for all rational
Φ ∈ RVL(k) and x, y ∈ k. Now given a ∈ k× and a rational rigged virtual lattice
Φ, put (
a
Φ
)
+
=
∏
x∈k×
xΦ∗(x,a
−1x) ∈ k×perf ,
(
a
Φ
)
=
∏
x∈k×
xΦ∗(x,a
−1x) ·
∏
ξ∈k×
ξG0[Φ]∗(ξ,aξ)‖a‖ ∈ k×perf ,
thus defining the Catalan symbol (··) along with a partial version (
·
·)+ of it. The
object (··) defined here is a local version of the global Catalan symbol defined in [3].
INTERPOLATION OF NUMBERS OF CATALAN TYPE 17
2.7.2. Basic formal properties. Fix a ∈ k× and rational Φ ∈ RVL(k). It is clear
that (aΦ)+ and (
a
Φ) depend Z[1/p]-linearly on Φ. We have a scaling rule
(44)
(
a
Φ(b,c)
)
+
= b‖b‖(Θ(ac/b,Φ)−Φ∗(0,0))
(
ac/b
Φ
)‖b‖
+
holding for all b, c ∈ k×, by scaling rule (17) for the lower star operation and the
definitions. Directly from the definitions we deduce a factorization
(45)
(
a
Φ
)
=
(
a
Φ
)
+
(
a−1
G0[Φ]
)‖a‖
+
and an implication
(46) (Φ is separable)⇒
(
a
Φ
)max(1,‖a‖−1)
∈ k×.
For the Catalan symbol we have a functional equation
(47)
(
a−1
G0[Φ]
)‖a‖
= (−1)Θ(a,Φ)−Φ∗(0,0)
(
a
Φ
)
holding by squaring rule (38), scaling rule (44), Wilson’s theorem
∏
C∈F× C = −1,
and (45). Furthermore, we have a scaling rule
(48)
(
a
Φ(b,c)
)
= b‖ac‖G0[Φ]∗(0,0)−‖b‖Φ∗(0,0)
(
ac/b
Φ
)‖b‖
holding for all b, c ∈ k×, by scaling rule (37), functional equation (40), scaling rule
(44), and (45). Note that (44,45,47,48) all simplify considerably if Φ is proper. We
claim the following:
(49) The function
(
a 7→
(
a
Φ
))
: k× → k×perf is locally constant.
To prove the claim we may assume without loss of generality that Φ is of the form
(13), and it is enough to prove the analogous statement for the partial Catalan
symbol. Local constancy is then easy to check. Indeed, we have
Φ∗ = 1ℓ+L ⊗ 1w+rO ⇒
(
a
Φ
)
+
=
∏
06=x∈(ℓ+L)∩a(w+rO)
x.
The claim is proved. We have
(50)
(
a
Φ
)
+
= 1 for ‖a‖ sufficiently small.
This is also proved by reducing to the case (13). It follows finally that
(51)
(
a
Φ
)
=
(
a
Φ
)
+
for ‖a‖ ≫ 1
via factorization (45) and functional equation (47).
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2.7.3. Simplified statement of Theorem 2.5. Fix a ∈ k× and proper rational
Φ ∈ RVL(k). In this case the Stirling formula (27) for rigged virtual lattices
simplifies a lot (especially, terms on the right side can be dropped), and if we fur-
ther simplify by writing the left side in terms of the Catalan symbol (recall that by
(39) we may replace G by G0 in (27) without invalidating the latter) we arrive at
the more comprehensible relation
(52)
Θ(a,Φ) ordω + ord
(
a
Φ
)
=
∫
Θ(at,Φ)− 1O×(t)Θ(a,Φ)
‖1− t‖ dµ
×(t)
+
∫
Φ∗(0, t)dµ
×(t) + ‖a‖
∫
G0[Φ]∗(0, t)dµ×(t).
In the sequel we always apply Theorem 2.5 in simplified form (52).
2.7.4. Dependence of the Catalan symbol on ω. Fix a ∈ k× and rational
Φ ∈ RVL(k). Let us temporarily write G0,ω and (aΦ)ω instead of G0 and (aΦ),
respectively, in order to keep track of dependence on ω. Fix u ∈ k×. We have
(53)
(
a
Φ
)
uω
= uG0,ω[Φ]∗(0,0)‖a‖−Θ(a,Φ)
(
a
Φ
)
ω
by (41), the definition of the Catalan symbol, and the functional equation (40) for
the theta symbol. Suppose now that Φ is proper and let ω0 ∈ Ω be a fixed nonzero
Chevalley differential. It follows that the product
(ω/ω0)
Θ(a,Φ)
(
a
Φ
)
ω
is independent of ω. As a consistency check, note that the right side of formula
(52) does not involve ω at all. Hereafter, we revert to the system of notation in
which reference to ω is largely suppressed.
2.7.5. Dependence of the Catalan symbol on F. In this paragraph we temporarily
write G0,F and (aΦ)F instead of G0 and (aΦ), respectively, in order to keep track of
dependence on F. By direct substitution into the definition of (··)F, we find via
(42) and (43) that (··)F = (
·
·)G, for any intermediate field F ⊂ G ⊂ Fq, after a
straightforward calculation which we omit. In other words, the Catalan symbol is
independent of the choice of subfield F ⊂ Fq. Hereafter, we revert to the system of
notation in which reference to F is largely suppressed.
3. Shadow theta and Catalan symbols
We develop a second theory of symbols parallel to but independent of that de-
veloped in the preceding section. This second theory concerns objects built from
the raw materials of local class field theory. The main result of this section is Theo-
rem 3.6, which is parallel to Theorem 2.5 in its simplified form (52). Basic notation
introduced in §2.1 remains in force.
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3.1. Apparatus from local class field theory.
3.1.1. The reciprocity law homomorphism ρ. Let
ρ : k× → Gal(kab/k)
be the reciprocity law homomorphism of local class field theory, “renormalized”
after the modern fashion so that
Cρ(a) = C‖a‖ (C ∈ Fq∞ , a ∈ k×).
Our normalization is the same as in [10], but the opposite of that in [7].
3.1.2. The Lubin-Tate description of kab/k. From [7] we take the following simple
explicit description of the extension kab/k. Fix a uniformizer π ∈ O. Let X be a
variable. Put
[1]π(X) = X ∈ O[X ].
For n > 0, put
[πn]π(X) = π[π
n−1]π(X) + ([π
n−1]π(X))
q ∈ O[X ].
For general
a =
∞∑
i=0
aiπ
i ∈ O (ai ∈ Fq),
put
[a]π(X) =
∞∑
i=0
ai[π
n]π(X) ∈ O[[X ]].
Note that the power series [a]π(X) is Fq-linear. Put
Ξπ = {0 6= ξ ∈ k¯ | [πn]π(ξ) = 0 for some positive integer n}.
Since the polynomials [πn]π(X) have distinct roots, every element of Ξπ is separable
over k. The set Ξπ ∪ {0} is a vector space over Fq and becomes an O-module
isomorphic to k/O when equipped with the O-action
((a, ξ) 7→ [a]π(ξ)) : O × (Ξπ ∪ {0})→ Ξπ ∪ {0}.
This O-action commutes with the action of the Galois group of the separable alge-
braic closure of k in k¯ and hence Ξπ ⊂ kab. According to the explicit reciprocity
law of Lubin-Tate [7], we have
(54) ρ(π)ξ = ξ, ρ(a)ξ = [a]π(ξ)
for all a ∈ O× and ξ ∈ Ξπ . (Lest the reader be jarred by the seeming inconsistency
of (54) with [7, Formula 2, p. 380], we remind him/her that we renormalized the
reciprocity law.) Now for every positive integer n the polynomial
[πn]π(X)/[π
n−1]π(X)
satisfies the Eisenstein criterion for irreducibility over O. It follows via (54) that
(55) ord ξ = 1/[k(ξ) : k] = µ×{a ∈ O× | ρ(a)ξ = ξ}
for all ξ ∈ Ξπ.
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3.2. Path calculus.
3.2.1. Paths. Let X be a variable. Put
P =
(
∞⋃
n=1
XFqn [[X ]]
)
\ {0}.
The set P forms a monoid with unit under power series composition. We equip the
monoid P with an action of Gal(kab/k) by declaring that
σV =
∞∑
i=1
(σai)X
i
(
V =
∞∑
i=1
aiX
i (ai ∈ Fq∞)
)
for all σ ∈ Gal(kab/k) and V ∈ P . We call elements of P paths.
3.2.2. Basepoints. Let P∗ be the set of ξ ∈ kab satisfying the condition
ord ξ = µ×{a ∈ O× | ρ(a)ξ = ξ} = 1/#{ρ(a)ξ | a ∈ O×}.
Clearly Gal(kab/k) stabilizes the set P∗. Note that Ξπ ⊂ P∗ for every uniformizer
π ∈ O by (55). If ξ ∈ P∗, then for every element x of the field generated over k
by Fq∞ and ξ, there exists a positive integer n such that x can be expanded as
a Laurent series in ξ with coefficients in Fqn . Given a pair ξ, η ∈ P∗ such that ξ
belongs to the field generated over k by Fq∞ and η, we write ξ ≤ η. Note that for
each ξ ∈ P∗ and uniformizer π ∈ O there exists some η ∈ Ξπ such that ξ ≤ η. Note
that any two elements of P∗ have a common upper bound. We call elements of P∗
basepoints.
3.2.3. The special paths Uξ,η. Given a pair ξ, η ∈ P∗ such that ξ ≤ η, we note that
there exists unique
Uξ,η = Uξ,η(X) ∈ P
such that
Uξ,η(η) = ξ.
In particular,
Uξ,ξ(X) = X.
We find it helpful to think of Uξ,η as a path leading from η to ξ. We have
Uξ,η(X)/X
ord ξ
ord η ∈
∞⋃
n=1
Fqn [[X ]]
×.
Since kab/k(ξ) is separable, we have
U ′ξ,η(X) =
d
dX
Uξ,η(X) 6= 0.
We have
Uσξ,ση = σUξ,η
for all σ ∈ Gal(kab/k) and
Uξ,η(X)
‖a‖ = (ρ(a)Uξ,η)(X
‖a‖)
for all a ∈ k× such that ‖a‖ ≥ 1. We have
Uξ,η ◦ Uη,ζ = Uξ,ζ
whenever we have basepoints ξ ≤ η ≤ ζ. Combining the rules noted above, we have
Uξ,ρ(a)η(Uη,ρ(b)ζ(X
‖b‖)‖a‖) = Uξ,ρ(ab)ζ(X
‖ab‖)
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for all a, b ∈ k× and ξ, η, ζ ∈ P∗ such that ξ ≤ η ≤ ζ. Finally, note that
Uξ,ρ(a)ξ(X
‖a‖) = Uξ,ρ(b)ξ(X
‖b‖)⇔ (‖a‖ = ‖b‖ and ρ(a)ξ = ρ(b)ξ)
for all a, b ∈ k× such that min(‖a‖, ‖b‖) ≥ 1 and ξ ∈ P∗. We take these rules for
granted in the calculations to follow.
Proposition 3.2.4. Fix b, c ∈ k× such that ‖b‖ ≥ ‖c‖. Fix ξ, η ∈ P∗ such that
ξ ≤ η. Fix a set S ⊂ O× of representatives for the quotient {a∈O×|ρ(b)ξ=ξ}{a∈O×|ρ(a)η=η} . Then
we have
(56)
Uξ,ρ(b)η(X
‖b‖)− Uξ,ρ(c)η(Y ‖c‖)
= V (X,Y )
∏
s∈S
(Uη,ρ(sb/c)η(X
‖b/c‖)− Y )‖c‖
for some V (X,Y ) ∈ ⋃∞n=1 Fqn [[X,Y ]]×.
Proof. Since
Uξ,ρ(b)η(X
‖b‖)− Uξ,ρ(c)η(Y ‖c‖) = (Uρ(c)−1ξ,ρ(b/c)η(X‖b/c‖)− Uρ(c)−1ξ,η(Y ))‖c‖,
we may assume without loss of generality that c = 1. Fix a positive integer n such
that
{Uξ,ρ(b)η} ∪ {Uξ,η} ∪ {Uη,ρ(sb)η | s ∈ S} ⊂ Fqn [[X ]].
By the Weierstrass Division Theorem we have a unique factorization
Uξ,ρ(b)η(X
‖b‖)− Uξ,η(Y ) = V (X,Y )W (X,Y )
where
V (X,Y ) ∈ Fqn [[X,Y ]]×,
W (X,Y ) ∈ Fqn [[X ]][Y ] is monic in Y of degree e = ord ξord η , and
W (0, Y ) = Y e.
It suffices to prove that
(57) (−1)eW (X,Y ) =
∏
s∈S
(Uη,ρ(sb)η(X
‖b‖)− Y ).
Since for each s ∈ S we have
Uξ,η(Uη,ρ(sb)η(X
‖b‖)) = Uξ,ρ(sb)η(X
‖b‖)
= (ρ(s)Uρ(s)−1ξ,ρ(b)η)(X
‖b‖)
= Uξ,ρ(b)η(X
‖b‖),
each factor on the right side of (57) divides the left side of (57) in the ring Fqn [[X ]][Y ].
Since for s ranging over S the power series Uη,ρ(sb)η(X
‖b‖) are distinct, the left side
of (57) divides the right side of (57) in the ring Fqn [[X ]][Y ]. Finally, since e equals
the cardinality of S by definition of P∗, equality indeed holds in (57). 
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3.3. Two-variable extension of path calculus.
3.3.1. The rings Λ and Λ0. Let X and Y be independent variables. Put
Λ0 =
∞⋃
n=1
Fqn [[X,Y ]], Λ = Λ0[X
−1, Y −1].
Given nonzero F,G ∈ Λ, we write F ∼ G if there exists H ∈ Λ×0 such that F = GH .
Given any α, β ∈ k¯ such that 0 < |α| < 1 and 0 < |β| < 1, note that each power
series F = F (X,Y ) ∈ Λ specializes to a value F (α, β) ∈ k¯, and that if α, β ∈ kab,
then F (α, β) ∈ kab.
Proposition 3.3.2. Λ is a principal ideal domain.
Proof. Given an integer d ≥ 0 and W = W (X,Y ) ∈ Λ, let us say that W is
distinguished of degree d if W (X,Y ) ∈ Λ0, W (X,Y ) is a monic polynomial in Y
of degree d, W (0, Y ) = Y d, and W (X, 0) 6= 0. Now suppose we are given nonzero
F ∈ Λ. There are unique integers µ and ν and unique F0 ∈ Λ0 divisible in Λ0 by
neither X nor Y such that F = XµY νF0. Choose n such that F0 ∈ Fqn [[X,Y ]]. By
the Weierstrass Division Theorem there exists unique distinguished F1 ∈ Fqn [[X,Y ]]
and unique F2 ∈ Fqn [[X,Y ]]× such that F0 = F1F2, and moreover F1 and F2 are
independent of the choice of n. We declare the degree in Y of F1 to be the Λ-degree
of F . If F is a polynomial in Y , then the Λ-degree of F cannot exceed the degree
in Y of F . Now let there be given a nonzero ideal I ⊂ Λ. Let 0 6= F ∈ I be of
minimal possible Λ-degree. Choose G ∈ I arbitrarily. We claim that F divides G.
To prove the claim, after multiplying both F and G by suitably chosen invertible
elements of Λ, we may assume without loss of generality that F is distinguished
and that G is a polynomial in Y . After dividing G by F according to the usual
polynomial division algorithm, we may assume that G is of degree in Y strictly
less than that of F , in which case G must vanish identically—otherwise we have a
contradiction to minimality of the Λ-degree of F . The claim is proved, and with it
the proposition. 
3.3.3. Valuations of Λ. Given nonzero F ∈ Λ, we define the X- and Y -valuations of
F to be the unique integersm and m, respectively, such that X−mY −nF belongs to
Λ0 but is divisible in Λ0 by neither X nor Y . Given P ∈ Λ0 remaining irreducible
in Λ (e.g., any power series P of the form X − f(Y ) or f(X)− Y with f ∈ P) and
nonzero F ∈ Λ, we define the P -valuation of F to be the multiplicity with which P
divides F in Λ, which is well-defined since Λ is a principal ideal domain.
3.3.4. Natural operations on Λ. We equip Λ with an action of Gal(kab/k) stabilizing
Λ0 by declaring that
σF =
∑
i
∑
j
(σaij)X
iY i

F =∑
i
∑
j
aijX
iY j (aij ∈ Fq∞)


for all σ ∈ Gal(kab/k) and F ∈ Λ. Given F = F (X,Y ) ∈ Λ, put
F †(X,Y ) = F (Y,X).
Given also ξ, η ∈ P∗ such that ξ ≤ η and b, c ∈ k× such that min(‖b‖, ‖c‖) ≥ 1, we
define
F [b,c;ξ,η](X,Y ) = F (Uξ,ρ(b)η(X
‖b‖), Uξ,ρ(c)η(Y
‖c‖))
= F (Uρ(b)−1ξ,η(X)
‖b‖, Uρ(c)−1ξ,η(X)
‖c‖),
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which belongs again to Λ. To abbreviate notation we write
F [b,c;ξ] = F [b,c;ξ,ξ], F [b;ξ,η] = F [b,b;ξ,η], F [b;ξ] = F [b,b;ξ],
i. e., we drop doubled letters when possible. From the rules noted in §3.2.3 we
deduce the following rules obeyed by the “square bracket” and “dagger” operations.
We have
(F [b,c;ξ,η])† = (F †)[c,b;ξ,η].
We have
F [b,c;ξ,η](η, η) = F ((ρ(b)−1ξ)‖b‖, (ρ(c)−1ξ)‖c‖).
Given also σ ∈ Gal(kab/k), we have
σ(F [b,c;ξ,η]) = (σF )[b,c;σξ,ση].
Given also a ∈ k×, we have
(F [b,c;ξ,η](X,Y ))‖a‖ = (ρ(a)F )[b,c;ρ(a)ξ,ρ(a)η](X‖a‖, Y ‖a‖)
= (ρ(a)F )[ab,ac;ρ(a)ξ,η](X,Y ).
Given also d, e ∈ k× such that ‖d‖, ‖e‖ ≥ 1 and ζ ∈ P∗ such that η ≤ ζ, we have
(F [b,c;ξ,η])[d,e;η,ζ] = F [bd,ce;ξ,ζ].
We take these rules for granted in the calculations to follow.
3.3.5. The power series Zt,ξ. Given ξ ∈ P∗ and t ∈ k×, put
Zt,ξ =
{
X‖t‖ − Uρ(t)ξ,ξ(Y ) if ‖t‖ ≥ 1,
Y ‖t
−1‖ − Uρ(t−1)ξ,ξ(X) if ‖t‖ < 1,
which is a power series belonging to the ring Λ0. Note that
Z1,ξ = X − Y.
Note that
σZt,ξ = Zt,σξ
for all σ ∈ Gal(kab/k). We claim that
Zt,ξ ∼
{
(X − Y )[t,1;ξ] if ‖t‖ ≥ 1,
(X − Y )[1,t−1;ξ] if ‖t‖ ≤ 1.
It is enough by the Weierstrass Division Theorem to show that the power series
on the right divides the power series on the left. In the case ‖t‖ > 1, we have
such divisibility because Uρ(t)ξ,ξ(Uξ,ρ(t)ξ(X
‖t‖)) = X‖t‖. The remaining cases of
the claim are handled similarly. Thus the claim is proved. The symmetry
Z†t,ξ ∼ Zt−1,ξ
follows. Denoting by (Zt,ξ) the ideal of the principal ideal domain Λ generated by
Zt,ξ, it is clear that (Zt,ξ) is prime, and moreover that
(Zt,ξ) = (Zt′,ξ)⇔ Zt,ξ = Zt′,ξ ⇔ (‖t‖ = ‖t′‖ and ρ(t)ξ = ρ(t′)ξ).
We take these properties of Zt,ξ for granted in the calculations to follow.
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Proposition 3.3.6. Fix b, c ∈ k× such that min(‖b‖, ‖c‖) ≥ 1. Fix ξ, η ∈ P∗ such
that ξ ≤ η. Fix a set S of representatives for the quotient {a∈O×|ρ(a)ξ=ξ}{a∈O×|ρ(a)η=η} . We have
(58) Z
[b,c;ξ,η]
t,ξ ∼
∏
s∈S
Z
min(‖bt‖,‖c‖)/min(‖t‖,1)
stb/c,η
for every t ∈ k×. We also have
(59) X [b,c;ξ,η] ∼ X‖b‖ ord ξord η , Y [b,c;ξ,η] ∼ Y ‖c‖ ord ξord η .
For all nonzero F ∈ Λ we have
(60) ((X − Y )-valuation of F [b,c;ξ,η]) = max(‖b‖, ‖c‖) · (Zc/b,ξ-valuation of F ).
Proof. Proposition 3.2.4 in the present system of notation takes the form
‖b‖ ≥ ‖c‖ ⇒ (X − Y )[b,c;ξ,η] ∼
∏
s∈S
((X − Y )[sb/c,1;η])‖c‖.
Symmetrically we have
‖b‖ ≤ ‖c‖ ⇒ (X − Y )[b,c;ξ,η] ∼
∏
s∈S
((X − Y )[1,s−1c/b;η])‖b‖.
Formula (58) now follows after a slightly tedious case analysis the further details of
which we omit. Statement (59) is clear. We record it here for convenient reference
since it is usually applied in conjunction with (58). We turn finally to the proof
of (60), which consists of a study of divisibility properties in the principal ideal
domain Λ. Let ℓ be the Zc/b,ξ-valuation of F and write F = Z
ℓ
c/b,ξW , where Zc/b,ξ
andW are relatively prime. It follows that Z
[b,c;ξ,η]
c/b,ξ andW
[b,c;ξ,η] are also relatively
prime. By (58) we can write Z
[b,c;ξ,η]
c/b,ξ = (X − Y )max(‖b‖,‖c‖)V , where X − Y and V
are relatively prime. We conclude that
F [b,c;ξ,η] = (X − Y )ℓ·max(‖b‖,‖c‖)W [b,c;ξ,η]V ℓ
where X − Y and W [b,c;ξ,η]V ℓ are relatively prime, which proves (60). 
Proposition 3.3.7. Fix b, c ∈ k× such that min(‖b‖, ‖c‖) ≥ 1. Fix ξ, η ∈ P∗ such
that ξ ≤ η. Let Λ′ be a copy of Λ viewed as a Λ-algebra via the homomorphism F 7→
F [b,c;ξ,η]. (i) Λ′ is a free Λ-module of rank ‖bc‖
(
ord ξ
ord η
)2
. (ii) If ‖b‖ = ‖c‖ = 1, then
Λ′/Λ is a Galois extension with Galois group isomorphic to the product of two copies
of the quotient {u∈O
×|ρ(u)η=η}
{u∈O×|ρ(u)ξ=ξ} . For all F ∈ Λ we have (iii) F = 0⇔ F [b,c;ξ,η] = 0
and (iv) F ∈ Λ× ⇔ F [b,c;ξ,η] ∈ Λ×.
Proof. (i) Let Λ′0 be a copy of Λ0 viewed as Λ0-algebra via the ring homomorphism
F 7→ F [b,c;ξ,η]. In view of formula (59), it is enough to prove that Λ′0 is a free
Λ0-module of rank ‖bc‖
(
ord ξ
ord η
)2
. Let V and W be independent variables indepen-
dent also of X and Y . Let N be a positive integer such that Uξ,ση(X) ∈ FqN [[X,Y ]]
for all σ ∈ Gal(kab/k). For any positive integer n divisible by N the quotient
Mn = Fqn [[X,Y, V,W ]]/(X − Uξ,ρ(b)η(V ‖b‖), Y − Uξ,ρ(c)η(W ‖c‖))
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is a free Fqn [[V,W ]]-module with basis {1} and a free Fqn [[X,Y ]]-module with basis{
V iW j
∣∣∣∣i = 0, . . . ‖b‖ ord ξord η − 1, j = 0, . . . , ‖c‖ ord ξord η − 1
}
by the Weierstrass Division Theorem. It follows that M =
⋃
N |nMn is a free
Λ0-module of rank ‖bc‖
(
ord ξ
ord η
)2
. Since M is a Λ0-module isomorphic to Λ
′
0, we
are done.
(ii) The discriminant of the finite flat extension Λ′/Λ of principal ideal domains
factors as a product of a function of X times a function of Y and hence is a unit
of Λ. Thus Λ′/Λ is finite e´tale. Call the group in question G. The group G acts
faithfully on the ring extension Λ′/Λ by the “square bracket” operation, and since
G has cardinality equal to the rank of the extension Λ′/Λ, in fact G must be the
Galois group.
(iii) By (i) we may identify Λ with a subring of Λ′, whence the result.
(iv) By (i) and the Cohen-Seidenberg theorem, every maximal ideal of Λ lies
below some maximal ideal of Λ′, whence the result. 
3.4. Interpolating gadgets and Coleman units.
3.4.1. Interpolating gadgets. Given a pair (F, ξ) where 0 6= F ∈ Λ and ξ ∈ P∗, we
call (F, ξ) an interpolating gadget if F [a;ξ] = F ‖a‖ for all a ∈ k× such that ‖a‖ ≥ 1.
Proposition 3.4.2. Fix a basepoint ξ ∈ P∗. Fix nonzero F ∈ Λ. The following
conditions are equivalent:
(1) (F, ξ) is an interpolating gadget.
(2) (F [b,c;ξ,η], η) is an interpolating gadget for every η ∈ P∗ and b, c ∈ k× such
that min(‖b‖, ‖c‖) ≥ 1.
(3) (F [b,c;ξ,η], η) is an interpolating gadget for some η ∈ P∗ and b, c ∈ k× such
that min(‖b‖, ‖c‖) ≥ 1.
(4) (σF )[1;σξ,ξ] = F for all σ ∈ Gal(kab/k).
(5) F (ξ, (ρ(a)−1ξ)‖a‖) ∈ k for all a ∈ k× such that ‖a‖ ≫ 1.
Proof. The scheme of proof is (1⇒2⇒3⇒1⇒4⇒1⇒5⇒1). To prove the implication
(1⇒2), just note that
(F [b,c;ξ,η])[a;η] = (F [a;ξ])[b,c;ξ,η] = (F [b,c;ξ,η])‖a‖
for all a ∈ k× such that ‖a‖ ≥ 1. The implication (2⇒3) is trivial. To prove the
implication (3⇒1), just note that for any a ∈ k× such that ‖a‖ ≥ 1 we have
(F [a;ξ] − F ‖a‖)[b,c;ξ,η] = (F [b,c;ξ,η])[a;η] − (F [b,c;ξ,η])‖a‖ = 0
and hence F [a;ξ]−F ‖a‖ = 0 by Proposition 3.3.7. To prove the equivalence (1⇔4),
fix F ∈ Λ, σ ∈ Gal(kab/k) and a ∈ k× such that
ρ(a)−1ξ = σξ, ρ(a)−1F = σF.
Then we have
F [a;ξ] = ((ρ(a)−1F )[1;ρ(a)
−1ξ,ξ])‖a‖ = ((σF )[1;σξ,ξ])‖a‖.
Under hypothesis 4, the last term equals F ‖a‖. Under hypothesis 1 the first term
equals F ‖a‖. Thus the equivalence (1⇔4) is proved. We turn next to the proof of
the implication (1⇒5). Fix σ ∈ Gal(kab/k) and a ∈ k× such that ‖a‖ ≥ 1. Let
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G = F [1,a;ξ], in which case F (ξ, (ρ(a)−1ξ)‖a‖) = G(ξ, ξ). Note that since (1⇒2)
holds, (G, ξ) is an interpolating gadget, and that since (1⇒4) holds, (G, ξ) has
property 4. We now have
σ(F (ξ, (ρ(a)−1ξ)‖a‖)) = σ(G(ξ, ξ)) = (σG)(σξ, σξ)
= (σG)[1;σξ,ξ](ξ, ξ) = G(ξ, ξ) = F (ξ, (ρ(a)−1ξ)‖a‖),
and hence F (ξ, (ρ(a)−1ξ)‖a‖) ∈ k. Thus the implication (1⇒5) is proved. We turn
finally to the proof of the implication (5⇒1). Fix a, b ∈ k× with min(‖a‖, ‖b‖) ≥ 1
and choose ‖a‖ large enough so that F (ξ, (ρ(a)−1ξ)‖a‖) ∈ k. As before, put G =
F [1,a;ξ], so that G(ξ, ξ) = F (ξ, (ρ(a)−1ξ)‖a‖). We have
F [b;ξ](ξ, (ρ(a)−1ξ)‖b‖) = F [b,ab;ξ](ξ, ξ) = G[b;ξ](ξ, ξ)
= G((ρ(b)−1ξ)‖b‖, (ρ(b)−1ξ)‖b‖)
= (ρ(b)−1G)(ρ(b)−1ξ, ρ(b)−1ξ)‖b‖
= ρ(b)−1G(ξ, ξ)‖b‖ = G(ξ, ξ)‖b‖
= F (ξ, (ρ(a)−1ξ)‖a‖)‖b‖.
It follows that F [b;ξ]−F ‖b‖ belongs to infinitely many maximal ideals of Λ and hence
vanishes identically. Thus (F, ξ) is an interpolating gadget. Thus the implication
(5⇒1) is proved. 
Proposition 3.4.3. Given a uniformizer π ∈ O, a basepoint ξ ∈ Ξπ ⊂ P∗, and an
interpolating gadget (F, ξ), we have F ∈ Fq[[X,Y ]][X−1, Y −1].
Proof. We have ρ(π)F = (ρ(π)F )[1;ρ(π)ξ,ξ] = F by the explicit reciprocity law (54)
and the fourth characterization of interpolating gadgets stated in the preceding
proposition. 
3.4.4. Coleman units. Given F ∈ Λ and ξ ∈ P∗, we say that F ∈ Λ is a Coleman
unit at ξ if F factors as a product of elements of the set {Zt,ξ | t ∈ k×} times
a unit of Λ. We say that an interpolating gadget (F, ξ) is of Coleman type if F
is a Coleman unit at ξ. The rationale for the terminology comes ultimately from
Coleman’s marvelous paper [5]. We have previously discussed our interest in (and
admiration for) Coleman’s paper in our papers [1] and [3]. We refer the reader to
the latter for more discussion.
Proposition 3.4.5. Fix ξ ∈ P∗ and F ∈ Λ. The following statements are equiva-
lent:
(1) F is a Coleman unit at ξ.
(2) For all η ∈ P∗ such that ξ ≤ η and b, c ∈ k× such that min(‖b‖, ‖c‖) ≥ 1,
the power series F [b,c;ξ,η] is a Coleman unit at η.
(3) For some η ∈ P∗ such that ξ ≤ η and b, c ∈ k× such that min(‖b‖, ‖c‖) ≥ 1,
the power series F [b,c;ξ,η] is a Coleman unit at η.
Proof. (1⇒2) This follows immediately from Proposition 3.3.6. (2⇒3) Trivial.
(3⇒1) In any case, we have a factorization F = GH where H is a Coleman unit
at ξ and G is relatively prime to Zt,ξ for all t ∈ k×. It follows that G[b,c;ξ,η] is
relatively prime to Z
[b,c;ξ,η]
t,ξ for all t ∈ k×. By Proposition 3.3.6 it follows that
G[b,c;ξ,η] is relatively prime to Zt,η for all t ∈ k×. But F [b,c;ξ,η] is by hypothesis a
Coleman unit and G[b,c;ξ,η] divides F [b,c;ξ,η]. Therefore we have G[b,c;ξ,η] ∈ Λ×. By
Proposition 3.3.7 it follows that G ∈ Λ×. Therefore F is a Coleman unit. 
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Proposition 3.4.6. Fix an interpolating gadget (G, η). Fix ξ ∈ P∗ such that ξ ≤ η.
Assume that G[u,v;η] = G for all u, v ∈ O× such that ρ(u)ξ = ξ = ρ(v)ξ. Then there
exists a unique interpolating gadget (F, ξ) with basepoint ξ such that F [1;ξ,η] = G.
Moreover, if (G, η) is of Coleman type, then so is (F, ξ).
Proof. Existence and uniqueness of F ∈ Λ such that F [1;ξ,η] = G we get from
part (ii) of Proposition 3.3.7. One verifies that (F, ξ) is an interpolating gadget by
Proposition 3.4.2. Assuming that (G, η) is of Coleman type, one verifies that (F, ξ)
is of Coleman type by Proposition 3.4.5. 
3.5. Definition and basic formal properties of the shadow symbols.
Proposition 3.5.1. Fix an interpolating gadget (F, ξ). Fix η ∈ P∗ such that ξ ≤ η.
Fix b, c ∈ k× such that min(‖b‖, ‖c‖) ≥ 1. Put
ℓ = ((X − Y )-valuation of F [b,c;ξ,η]).
(i) Then ℓ/‖b‖ is independent of η and depends only the ratio c/b. (ii) Furthermore,
the expression
(61)
((
dπ
ω
)ℓ
·
(
1
U ′π,η(η)
)ℓ
·
(
F [b,c;ξ,η](X,Y )
(X − Y )ℓ
∣∣∣∣
X=Y=η
))1/‖b‖
defines a nonzero element of kperf which is independent of η and π, and which
depends only on the ratio c/b.
Proof. For each nonzero H ∈ Λ, in the unique possible way, write
H ≡ ǫ(H) · (X − Y )δ(H) mod (X − Y )δ(H)+1
where
δ(H) ∈ Z ∩ [0,∞), ǫ(H) = ǫ(H)(Y ) ∈
∞⋃
n=1
Fqn [[Y ]][Y
−1]×.
In other words, δ(H) is the order of vanishing of H along the ideal (X − Y ), and
ǫ(H) is the leading coefficient of the Taylor expansion of H in powers of X−Y with
coefficients in
⋃∞
n=1 Fqn [[Y ]][Y
−1]. The δ and ǫ notation defined here will only be
used in this proof, not elsewhere in the paper. It is convenient to set
G = F [b,c;ξ].
Note that (G, ξ) is again an interpolating gadget by Proposition 3.4.2.
(i) By the definitions of ℓ and G, and relation (60) of Proposition 3.3.6, we have
ℓ = δ(F [b,c;ξ,η]) = δ(G[1;ξ,η]) = δ(G).
Thus ℓ is independent of η. By definition of interpolating gadget we have
δ(F [ab,ac;ξ]) = δ(G[a;ξ]) = δ(G‖a‖) = ‖a‖δ(G)
for all a ∈ k× such that ‖a‖ ≥ 1. Thus ℓ/‖b‖ depends only on the ratio c/b.
(ii) Let r denote the number defined by (61). By the Chain Rule in the form
U ′π,η(X) = U
′
π,ξ(Uξ,η(X))U
′
ξ,η(X),
we have
(62)
(
U ′π,ξ(ξ)
ω
dπ
)δ(G)
r‖b‖ = ǫ(G[1;ξ,η])(η)/U ′ξ,η(η)
δ(G).
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The expression U ′π,ξ(ξ)
ω
dπ defines an element of kab independent of π by a further
application of the Chain Rule. Thus r is independent of π. By L’Hopital’s Rule in
the form
δ((X − Y )[1;ξ,η]) = 1, ǫ((X − Y )[1;ξ,η]) = U ′ξ,η(Y )
we have
(63) ǫ(G[1;ξ,η]) = ǫ(G)(Uξ,η(Y )) · U ′ξ,η(Y )δ(G),
and hence the right side of (62) is independent of η. Thus r is independent of η.
We therefore have simply
(64)
(
U ′π,ξ(ξ)
ω
dπ
)δ(G)
r‖b‖ = ǫ(G)(ξ).
By definition of interpolating gadget we have
ǫ(F [ab,ac;ξ]) = ǫ(G[a;ξ]) = ǫ(G‖a‖) = ǫ(G)‖a‖
for all a ∈ k× such that ‖a‖ ≥ 1. Thus r depends only on the ratio c/b.
It remains only to show that r‖b‖ ∈ k×. In any case we have r‖b‖ ∈ k×ab by (64).
Fix σ ∈ Gal(kab/k) arbitrarily. It will be enough to show that σr‖b‖ = r‖b‖. We
have
ǫ(G)(ξ) = ǫ((σG)[1;σξ,ξ])(ξ) = ǫ(σG)(σξ) · U ′σξ,ξ(ξ)δ(G) = σ(ǫ(G)(ξ)) · U ′σξ,ξ(ξ)δ(G)
by the fourth characterization of an interpolating gadget given in Proposition 3.4.2
followed by an application of (63). We have
σ(U ′π,ξ(ξ)) = U
′
π,σξ(σξ) = U
′
π,σξ(Uσξ,ξ(ξ)) = U
′
π,ξ(ξ)/U
′
σξ,ξ(ξ)
by the Chain Rule. Finally, by (64), we indeed have σr‖b‖ = r‖b‖. 
3.5.2. Definitions. For every interpolating gadget (F, ξ) and a ∈ k× there exist by
the preceding proposition unique
Θsh(a, F, ξ) ∈ Z[1/p],
(
a
F, ξ
)
sh
∈ k×perf
such that the following statement holds: for all v, w ∈ k×, η ∈ P∗, uniformizers
π ∈ O, and integers ℓ such that
a = w/v, min(‖v‖, ‖w‖) ≥ 1, ξ ≤ η,
ℓ = ((X − Y )-valuation of F [v,w;ξ,η]),
we have
(65) ‖v‖Θsh(a, F, ξ) = ℓ,
(66)
(
a
F, ξ
)‖v‖
sh
=
(
dπ
ω
)ℓ
·
(
1
U ′π,η(η)
)ℓ
· F
[v,w;ξ,η](X,Y )
(X − Y )ℓ
∣∣∣∣
X=Y=η
.
We call Θsh(·, ·, ·) the shadow theta symbol and ( ··,·)sh the shadow Catalan symbol.
The somewhat complicated definitions of these symbols have been contrived to
trivialize the verification of their formal properties.
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3.5.3. Formal properties of the shadow theta symbol. Let (F, ξ) and (G, ξ) be inter-
polating gadgets with a common basepoint and fix a ∈ k× arbitrarily. We have
Θsh(a, FG, ξ) = Θsh(a, F, ξ) + Θsh(a,G, ξ).
We have a functional equation
(67) Θsh(a, F, ξ) = ‖a‖Θsh(a−1, F †, ξ).
This should be compared with functional equation (40) for the theta symbol. Given
also b, c ∈ k× such that min(‖b‖, ‖c‖) ≥ 1, we have a scaling rule
(68) Θsh(a, F
[b,c;ξ,η], η) = ‖b‖Θsh(ac/b, F, ξ).
This should be compared with scaling rule (23) for the theta symbol. We have
(69) (Zt,ξ-valuation of F ) = Θsh(t, F, ξ)/max(‖t‖, 1)
for all t ∈ k×. In principle (69) could have been taken as the definition of the
shadow theta symbol. The function
(a 7→ Θsh(a, F, ξ)) : k× → Z[1/p]
is compactly supported and factors through the quotient
k×/{a ∈ O× | ρ(a)ξ = ξ}.
This should be compared with properties (25) and (26) of the theta symbol. The de-
ductions of these formal properties of the shadow theta symbol from the definitions
are straightforward. We omit the details.
3.5.4. Formal properties of the shadow Catalan symbol. Again, let (F, ξ) and (G, ξ)
be interpolating gadgets with a common basepoint and fix a ∈ k× arbitrarily. We
have (
a
FG, ξ
)
sh
=
(
a
F, ξ
)
sh
(
a
G, ξ
)
sh
.
We have a functional equation
(70)
(
a−1
F †, ξ
)‖a‖
sh
= (−1)Θsh(a,F,ξ)
(
a
F, ξ
)
sh
.
This should be compared with functional equation (47) for the Catalan symbol.
Given also b, c ∈ k× such that min(‖b‖, ‖c‖) ≥ 1 and η ∈ P∗ such that ξ ≤ η we
have a scaling rule
(71)
(
a
F [b,c;ξ,η], η
)
sh
=
(
ac/b
F, ξ
)‖b‖
sh
.
This should be compared with scaling rule (44) for the Catalan symbol. We have
(72)
(
a
F, ξ
)
sh
= F (ξ, (ρ(a)−1ξ)‖a‖) for max(‖a‖, ‖a‖−1)≫ 0.
(More precisely, the equality above holds for a ∈ k× if and only if Θsh(a, F, ξ) = 0.)
The function (
a 7→
(
a
F, ξ
)
sh
)
: k× → k×perf
factors through the quotient k×/{a ∈ O× | ρ(a)ξ = ξ}. This should be compared
with property (49) of the Catalan symbol. The deductions of these formal properties
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of the shadow Catalan symbol from the definitions are straightforward. We omit
the details.
Theorem 3.6 (Shadow Stirling formula).
Fix an interpolating gadget (F, ξ).
(i) For all a ∈ k× we have
(73)
Θsh(a, F, ξ) ordω + ord
(
a
F, ξ
)
sh
≥
∫
Θsh(at, F, ξ) − 1O×(t)Θsh(a, F, ξ)
‖1− t‖ dµ
×(t)
+(X-valuation of F ) · ord ξ
+‖a‖ · (Y -valuation of F ) · ord ξ.
(ii) The following statements are equivalent:
• (F, ξ) is of Coleman type.
• Equality holds in (73) for all a ∈ k×.
• Equality holds in (73) for at least one a ∈ k×.
(iii) Let δ(a) denote the left side of (73) minus the right side of (73). Then we
have
lim sup
‖a‖→∞
δ(a) <∞, lim sup
‖a‖→0
δ(a)/‖a‖ <∞.
This theorem is parallel to the simplified statement (52) of the Stirling formula for
rigged virtual lattices.
Proof. We turn first to the proof of part (i) of the theorem, which is most of the
work. Choose b, c ∈ k× such that min(‖b‖, ‖c‖) ≥ 1 and a = c/b. Also choose a
uniformizer π ∈ O and η ∈ Ξπ such that ξ ≤ η. Put
ℓ = ((X − Y )-valuation of F [b,c;ξ,η]),
F˜ = F˜ (X,Y ) = F [b,c;ξ,η](X,Y )/(X − Y )ℓ,
G(X,Y ) = ((X − Y )[1;π,η])ℓ, G˜(X,Y ) = G(X,Y )/(X − Y )ℓ,
noting that
G˜(η, η) = U ′π,η(η)
ℓ,
and also that
ℓ = ‖b‖Θsh(a, F, ξ)
by definition of the shadow theta symbol. By definition of the shadow Catalan
symbol,
ord F˜ (η, η) − ord G˜(η, η)
equals the lefthand side of (73) multiplied by ‖b‖.
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We turn to the investigation of the righthand side of (73). Choose a set of
representatives Tξ ⊂ k× for the quotient
k×/{a ∈ O× | ρ(a)ξ = ξ}.
By (69) we can write
(74)
F ∼ W ·X(X-valuation of F ) · Y (Y -valuation of F )
·
∏
t∈Tξ
Z
Θsh(t,F,ξ)/max(‖t‖,1)
t,ξ
where W ∈ Λ0 is a power series divisible neither by X , nor by Y , nor by Zt,ξ for
any t ∈ Tξ. Now let n be the smallest positive integer such that [πn]π(η) = 0. By
the explicit reciprocity law (54) of Lubin-Tate,
{a ∈ O× | ρ(a)η = η} = 1 + πnO.
Choose a set Tη of representatives for the quotient k
×/(1 + πnO), making this
choice so that 1 ∈ Tη. We have
(75)
F˜ ∼ W [b,c;ξ,η] ·X(X-valuation of F )‖b‖ ord ξord η
·Y (Y -valuation of F )‖c‖ ord ξord η
·
∏
16=t∈Tη
Z
‖b‖Θsh(ta,F,ξ)/max(‖t‖,1)
t,η
by (58), (59), and (74) after a calculation which we omit. Note that W [b,c;ξ,η] is
divisible by neither X , nor Y , nor by Zt,η for any t ∈ k×. We have also
G˜ ∼
∏
16=t∈Tη∩O×
Z
‖b‖Θsh(a,F,ξ)
t,η
by (58) and the definition of the shadow theta symbol. For 1 6= t ∈ Tη we have via
the explicit reciprocity law (54) and the definition of Zt,ξ that
(76)
ordZt,η(η, η)
max(‖t‖, 1) =
µ×(1 + πnO)
‖1− t‖ .
A straightforward calculation now shows that
ord F˜ (η, η)− ord G˜(η, η)− ordW ((ρ(b)−1ξ)‖b‖, (ρ(c)−1ξ)‖c‖)
equals the right side of (73) multiplied by ‖b‖. Since
ordW ((ρ(b)−1ξ)‖b‖, (ρ(c)−1ξ)‖c‖) ≥ 0,
the proof of part (i) of the theorem is complete.
We turn to the proof of part (ii) of the theorem. Now (F, ξ) is of Coleman type
if and only if W ∼ 1 only if equality holds in (73) for all a ∈ k×. Thus the first
of the three given statements implies the second. Of course the second statement
trivially implies the third. Clearly, (F, ξ) is not of Coleman type if and only if W
is a nonunit of Λ0 if and only if inequality holds in (73) for all a ∈ k×. Thus the
negation of the first statement implies the negation of the third statement. The
proof of part (ii) of the theorem is complete.
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We turn finally to the proof of part (iii) of the theorem. By the Weierstrass
Division Theorem applied in Fqm [[X,Y ]] for some m, we may assume that W is a
monic polynomial in X of degree d and that W (X, 0) = Xd. Then we have
‖b‖−1 ordW ((ρ(b)−1ξ)‖b‖, (ρ(c)−1ξ)‖c‖) = d ord ξ
for ‖c/b‖ = ‖a‖ ≫ 1, which proves lim sup‖a‖→∞ δ(a) < ∞. The finiteness of
lim sup‖a‖→0 δ(a)/‖a‖ is proved similarly—one instead reduces to the case in which
W is a monic polynomial in Y of degree e such that W (0, Y ) = Y e. The proof of
part (iii) of the theorem is complete. The proof of the theorem is complete. 
4. Interpolability and related notions
We now bring the two theories of symbols into alignment. We define the notion
of interpolability along with several variants. We work out key consequences of
these definitions.
4.1. Definitions.
4.1.1. Asymptotic interpolability. Given a proper rational rigged virtual lattice Φ
and a pair (F, ξ) with 0 6= F ∈ Λ and ξ ∈ P∗, if(
a
Φ
)
+
= F (ξ, (ρ(a)−1ξ)‖a‖)
for all a ∈ k× such that ‖a‖ ≫ 1, we say that Φ is asymptotically yoked to (F, ξ).
Note that (F, ξ) is in this situation automatically an interpolating gadget by Propo-
sition 3.4.2. We say that a rigged virtual lattice Φ is asymptotically interpolable if
Φ is rational, proper and asymptotically yoked to some interpolating gadget.
4.1.2. Remark. The notion of asymptotic interpolability defined above seems to
differ from that defined in the introduction. Let us now reconcile the definitions
by proving asymptotic interpolability in the two senses to be equivalent. In any
case, it is clear that given any proper rational virtual rigged lattice Φ, asymptotic
interpolability of Φ∗ in the sense defined in the introduction implies asymptotic
interpolability of Φ in the sense defined immediately above. Conversely, suppose
that Φ is asymptotically yoked to (F, ξ) in the sense defined immediately above.
The problem here is that we might not have F ∈ Fq[[X,Y ]][X−1, Y −1]. Fix a
uniformizer π ∈ O and then choose η ∈ Ξπ such that ξ ≤ η. Put G = F [1;ξ,η].
By Proposition 3.4.2 both (F, ξ) and (G, η) are interpolating gadgets. By Propo-
sition 3.4.3, we have G ∈ Fq[[X,Y ]][X−1, Y −1]. One verifies easily that (G, η) is
asymptotically yoked to Φ∗ in the sense defined in the introduction. The proof of
equivalence is complete.
4.1.3. Strict interpolability. Given a proper rational rigged virtual lattice Φ and an
interpolating gadget (F, ξ) such that
(77) Θ(a,Φ) = Θsh(a, F, ξ),
(
a
Φ
)
=
(
a
F, ξ
)
sh
for all a ∈ k×, we say that Φ and (F, ξ) are yoked. We say that a rigged virtual lattice
Φ is strictly interpolable if Φ is proper, rational, and yoked to some interpolating
gadget. A strictly interpolable rigged virtual lattice is necessarily effective, and
moreover necessarily asymptotically interpolable by (51) and (72).
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4.1.4. Dependence of the yoking relation on ω and F. The relation “Φ and (F, ξ)
are yoked” is invariant under change of the Chevalley differential ω as one sees
by comparing the definition (66) of the shadow Catalan symbol to formula (53)
describing the effect of change of ω on the Catalan symbol. In other words, ω
“cancels” when one forms the ratio (aΦ) / (
a
F,ξ)sh. The yoking relation also remains
invariant under change of subfield F ⊂ Fq since neither the Catalan symbol nor its
shadow depend on F. Thus the yoking relation is intrinsic. Similarly, but much
more trivially, the asymptotic yoking relation is intrinsic since neither ω nor F have
anything to do with that definition.
4.1.5. Interpolability. Given Φ ∈ RVL(k), we say that Φ is interpolable if
Φ =
N∑
i=1
αiΦ
(bi,ci)
i
for some integer N ≥ 0, numbers αi ∈ Z[1/p], numbers bi, ci ∈ k×, and strictly
interpolable rigged virtual lattices Φi. Given also for each i the basepoint ξi of
some interpolating gadget yoked to Φi, and some common upper bound ξ ∈ P∗ for
the ξi, we say that Φ is of conductor ≤ ξ. An interpolable rigged virtual lattice is
automatically proper and rational. By definition the space of interpolable rigged
virtual lattices is a Z[1/p]-module, and also for every b, c ∈ k× stable under the
operation Φ 7→ Φ(b,c).
Proposition 4.2. Let (F, ξ) and (G, η) be interpolating gadgets asymptotically
yoked to the same proper rational rigged virtual lattice. Let ζ ∈ P∗ be a common
upper bound for ξ and η. Then we have F [1;ξ,ζ] = G[1;η,ζ].
Proof. Put F˜ = F [1;ξ,ζ] and G˜ = G[1;η,ζ]. For every a ∈ k× such that ‖a‖ ≫ 1 we
have
F˜ (ζ, (ρ(a)−1ζ)‖a‖) = F (ξ, (ρ(a)−1ξ)‖a‖)
= G(η, (ρ(a)−1η)‖a‖) = G˜(ζ, (ρ(a)−1ζ)‖a‖).
Thus the difference F˜−G˜ belongs to infinitely many maximal ideals of the principal
ideal domain Λ and hence vanishes identically. 
Proposition 4.3. Let Φ be a strictly interpolable rigged virtual lattice yoked to an
interpolating gadget (F, ξ). Then G0[Φ] is strictly interpolable and yoked to (F †, ξ).
Proof. Fix a ∈ k× arbitrarily. We have
‖a‖Θ(a−1,G0[Φ]) = Θ(a,Φ) = Θsh(a, F, ξ) = ‖a‖Θsh(a−1, F †, ξ)
where the first and third steps are justified by the functional equations (40) and
(67) satisfied by the theta symbol and its shadow, respectively. We have(
a−1
G0[Φ]
)‖a‖
= (−1)Θ(a,Φ)
(
a
Φ
)
= (−1)Θsh(a,F,ξ)
(
a
F, ξ
)
sh
=
(
a−1
F †, ξ
)‖a‖
,
where the first and third steps are justified by the functional equations (47) and
(70) satisfied by the Catalan symbol and its shadow, respectively. 
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Proposition 4.4. Let Φ be a strictly interpolable rigged virtual lattice yoked to an
interpolating gadget (F, ξ). Let b, c ∈ k× be given such that min(‖b‖, ‖c‖) ≥ 1. Let
η ∈ P∗ be given such that ξ ≤ η. Then Φ(b,c) is strictly interpolable and yoked to
(F [b,c;ξ,η], η).
Proof. Fix a ∈ k× arbitrarily. We have
Θ(a,Φ(b,c)) = ‖b‖Θ(ac/b,Φ) = ‖b‖Θ(ac/b, F, ξ)sh = Θ(a, F [b,c;ξ,η]),
where the first and third steps are justified by the scaling rules (23) and (68) for
the theta symbol and its shadow, respectively. We have(
a
Φ(b,c)
)
=
(
ac/b
Φ
)‖b‖
sh
=
(
ac/b
F, ξ
)‖b‖
sh
=
(
a
F [b,c;ξ,η], η
)
sh
where the first and third steps are justified by the scaling rules (48) and (71) for
the Catalan symbol and its shadow, respectively. 
Proposition 4.5. Let Φ be a rational rigged virtual lattice such that Φ∗(0, 0) and
G0[Φ]∗(0, 0) are integers. Fix a uniformizer π ∈ O. Fix b ∈ k×. Let B(X) ∈
Fq[[X ]][X
−1] be the unique Laurent series such that B(π) = b. Put
F (X,Y ) = B(X)−Φ∗(0,0)B(Y )G0[Φ]∗(0,0) ∈ Λ×.
Then: (i) (F, π) is an interpolating gadget. (ii) Φ(b,b)/‖b‖−Φ is strictly interpolable
and yoked to (F, π).
Proof. (i) For all G ∈ Fq[[X,Y ]][X−1, Y −1] and d, e ∈ k× such that
min(‖d‖, ‖e‖) ≥ 1 we have G[d,e;π](X,Y ) = G(X‖d‖, Y ‖e‖), and hence (consider
the case d = e in the preceding) the pair (G, π) is an interpolating gadget. In
particular, (F, π) is an interpolating gadget. (ii) Fix a ∈ k× arbitrarily. By scaling
rule (23) we have
Θ(a,Φ(b,b)/‖b‖ − Φ) = 0.
By scaling rule (48) we have(
a
Φ(b,b)/‖b‖ − Φ
)
= b‖a‖G0[Φ]∗(0,0)−Φ∗(0,0).
Since F is a unit of Λ,
Θsh(a, F, ξ) = 0
and (
a
F, π
)
sh
= F [1,a;ξ]|X=Y=π = F (π, π‖a‖) = b‖a‖G0[Φ]∗(0,0)−Φ∗(0,0).
Thus we have strict interpolation as claimed. 
Proposition 4.6. Let Φ be a strictly interpolable rigged virtual lattice yoked to an
interpolating gadget (F, ξ). Then (F, ξ) is of Coleman type, and moreover
(78)
(X-valuation of F ) · ord ξ =
∫
Φ∗(0, t)dµ
×(t),
(Y -valuation of F ) · ord ξ =
∫
G0[Φ]∗(0, t)dµ×(t).
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Proof. By our hypotheses combined with Theorem 2.5 in its simplified form (52)
and part (i) of Theorem 3.6, we have
δ(a) =
(∫
Φ∗(0, t)dµ
×(t)− (X-valuation of F ) · ord ξ
)
+‖a‖
(∫
G0[Φ]∗(0, t)dµ×(t)− (Y -valuation of F ) · ord ξ
)
≥ 0.
By part (iii) of Theorem 3.6 this is possible only if δ(a) vanishes identically, whence
(78). By part (ii) of Theorem 3.6, since δ(a) vanishes identically, (F, ξ) must be of
Coleman type. 
Proposition 4.7. Let Φ be a rigged virtual lattice. Let r be a power of the char-
acteristic p of k. Assume that rΦ is strictly interpolable and that
(79)
(
a
Φ
)max(1,‖a‖−1)
∈ k× for max(‖a‖, ‖a‖−1)≫ 1.
Then Φ is strictly interpolable.
Recall that if Φ is separable, then (79) is satisfied, by (46).
Proof. Let rΦ be yoked to (F, ξ). It is enough to show that F 1/r ∈ Λ, because once
that is shown, it is easy to verify that (F 1/r, ξ) is an interpolating gadget yoked to
Φ. By formula (72) and hypothesis we have
F (ξ, (ρ(a)−1ξ)‖a‖)max(1,‖a‖
−1) ∈ (k×)r for max(‖a‖, ‖a‖−1)≫ 1.
Choose a0 ∈ k× such that
‖a0‖ ≥ r, ρ(a0)−1ξ = ξ, ρ(a0)−1F = F.
Then we have
(80) F (ξ‖a0‖
i
, ξ), F (ξ, ξ‖a0‖
i
) ∈ (k×)r for i≫ 0.
Write
F (X,Y ) =
r−1∑
j=0
Fj(X
r, Y )Xj (Fj(X,Y ) ∈ Λ)
in the unique possible way. Let K be the field generated over k by Fq∞ and ξ. For
some integer i0 ≥ 0 and all integers i ≥ i0 we have
r−1∑
j=0
Fj(ξ
r , ξ‖a0‖
i
)ξj ∈ (k×)r ⊂ Kr
by (80). But the powers {ξj}r−1j=0 form a basis of K as a vector space over Kr,
and Fj(ξ
r , ξ‖a0‖
i
) ∈ Kr for all i ≥ 0 and j = 0, . . . , r − 1. We therefore have
Fj(ξ
r, ξ‖a0‖
i
) = 0 for all i ≥ i0 and j = 1, . . . , r. But then, for j = 1, . . . , r, since
Fj(X,Y ) is contained in infinitely many distinct maximal ideals of the principal
ideal domain Λ, necessarily Fj(X,Y ) vanishes identically. Thus we have
F (X1/r, Y ) = F0(X,Y ) ∈ Λ.
Symmetrically, we have
F (X,Y 1/r) ∈ Λ.
Finally, we have F (X1/r, Y 1/r) ∈ Λ and hence F 1/r ∈ Λ. 
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Proposition 4.8. Fix a basepoint ξ ∈ P∗. Let Φ be an interpolable rigged virtual
lattice of conductor ≤ ξ. Then there exist strictly interpolable rigged virtual gadgets
Φ± each of which is yoked to an interpolating gadget with basepoint ξ such that
rΦ = Φ+ − Φ− for some power r of the characteristic p of k.
Proof. By hypothesis
Φ =
N∑
i=1
αiΦ
(bi,ci)
i
where αi ∈ Z[1/p], bi, ci ∈ k×, Φi is strictly interpolable, and Φi is yoked to some
interpolating gadget (Fi, ξi) such that ξi ≤ ξ. For each index i choose di ∈ k× such
that min(‖dibi‖, ‖dici‖) ≥ 1. Then we have
Φ =
N∑
i=1
αi‖di‖−1Φ(dibi,dici) +
N∑
i=1
αi(Φ
(bi,ci)
i − ‖di‖−1Φ(dibi,dici)i ).
By Propositions 4.4 and 4.5 we have now exhibited Φ as a finite Z[1/p]-linear combi-
nation of strictly interpolable rigged virtual lattices each yoked to an interpolating
gadget with basepoint bounded by ξ. After relabeling, we may simply assume that
rΦ =
N∑
i=1
αiΦi
where αi ∈ Z, r is a power of characteristic p of k, Φi is strictly interpolable, and
Φi is yoked to an interpolating gadget (Fi, ξi) such that ξi ≤ ξ. By Proposition 4.4
we may assume that ξi = ξ for all i. Finally, after grouping terms according to the
signs of their coefficients, we may assume that N = 2, α1 = 1 and α2 = −1, in
which case Φ+ = Φ1 and Φ− = Φ2 have the desired properties. 
Proposition 4.9. Let a rigged virtual lattice Φ and a basepoint ξ ∈ P∗ be given.
If Φ is interpolable of conductor ≤ ξ, effective and separable, then Φ is strictly
interpolable and yoked to an interpolating gadget with basepoint ξ.
Proof. By Proposition 4.8 we may assume that for some power r of the characteristic
p of k and strictly interpolable rigged virtual lattices Φ± yoked to interpolating
gadgets (F±, ξ) we have rΦ = Φ+−Φ−. Put F = F+/F−. Now F a priori belongs
to the fraction field of the ring Λ, but by Proposition 4.6 the power series F± are
Coleman units with respect to ξ, and hence, since Φ is effective, one can by means
of formula (69) verify that F− divides F+ and hence F ∈ Λ. It is not difficult to
verify that (F, ξ) is an interpolating gadget yoked to rΦ; these details we omit.
Finally, (F 1/r, ξ) is an interpolating gadget yoked to Φ by Proposition 4.7 and our
hypothesis that Φ is separable. 
5. Concrete examples of strict interpolation
Theorem 5.1. Fix a uniformizer π ∈ O. Fix a sequence {ξi}∞i=0 in kab satisfying
the relations
ξ0 = π, ξi−1 =
{ −ξq−11 if i = 1
πξi + ξ
q
i if i > 1
for i > 0. Put
L =
∞⊕
i=1
Fq · π−i ⊂ k.
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Fix t ∈ k× and an integer M ≥ 0 such that ‖π−M‖ ≥ ‖t‖. Let Ψt be the unique
primitive rigged virtual lattice such that
(Ψt)∗ = 1t+L ⊗ 1t+O.
The Ψt−Ψ1 is strictly interpolable and can be yoked to an interpolating gadget with
basepoint ξM .
The proof of the theorem, which is by explicit calculation and construction, takes
up the rest of this section. The theorem is going to play a vital role in the proof of
our main result. We point out that the sequence {ξi}∞i=1 is a π-division tower for
the Lubin-Tate formal group discussed in §3.1.2. For simplicity we assume that
(81) F = Fq, ω = dπ.
As explained in §4.1.4, these assumptions entail no loss of generality. The calcu-
lations undertaken here are similar to those in [3, §10], but on the whole simpler
since local rather than adelic.
5.2. Review of some determinant identities.
5.2.1. The Moore identity. Given x1, . . . , xn ∈ k, we define the Moore determinant
Moore(x1, . . . , xn) =
∣∣∣∣∣∣∣∣
xq
n−1
1 x
qn−2
1 . . . x1
...
...
...
xq
n−1
n x
qn−2
n . . . xn
∣∣∣∣∣∣∣∣
=
n
det
i,j=1
xq
n−j
i ∈ k.
Note that Moore(x1, . . . , xn) depends Fq-linearly on each of its arguments, and van-
ishes unless its arguments are Fq-linearly independent. Assuming that x1, . . . , xn
are Fq-linearly independent, we have
(82) Moore(x1, . . . , xn) =
n∏
i=1
∏
v∈Vi
(xi + v),
where Vi is the Fq-span of xi+1, . . . , xn. This is the well-known Moore identity.
5.2.2. The Ore identity. Given ζ ∈ Ω and x1, . . . , xn ∈ k, put
Ore(ζ, x1, . . . , xn) =
∣∣∣∣∣∣∣∣
Res(x1ζ) x
qn−2
1 . . . x1
...
...
...
Res(xnζ) x
qn−2
n . . . xn
∣∣∣∣∣∣∣∣
∈ k.
We call Ore(ζ, x1, . . . , xn) the Ore determinant of ζ, x1, . . . , xn. It is clear that
Ore(ζ, x1, . . . , xn) depends Fq-linearly on each of its arguments. Suppose now that
x1, . . . , xn are Fq-linearly independent and that Res(xiζ) 6= 0 for some i. Let V be
the Fq-span of x1, . . . , xn. From the Moore identity one easily deduces that
(83)
Ore(ζ, x1, . . . , xn)
Moore(x1, . . . , xn)
=
∏
v∈V
Res(vζ)=1
v−1.
The latter we call the Ore identity, because it makes available to us certain useful
features of Ore-Elkies-Poonen duality [6, §4.14]. The definition of the Ore determi-
nant here is just a slight modification of the definition made in [3, §2.8].
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5.2.3. Special cases of the Jacobi-Trudi identity. Let x1, . . . , xN be distinct elements
of k. Let Z be a variable. We have
(84)
ResZ=0
(
Z−n
∏N
i=1(1− xiZ)−1 dZZ
)
= (nth complete symmetric function of x1, . . . , xN )
=
∣∣∣∣∣∣∣∣∣
xn+N−11 . . . x
n+N−1
N
xN−21 . . . x
N−2
N
...
...
1 . . . 1
∣∣∣∣∣∣∣∣∣
/ ∣∣∣∣∣∣∣
xN−11 . . . x
N−1
N
...
...
1 . . . 1
∣∣∣∣∣∣∣ ,
(85)
ResZ=0
(
Z−n
∏N
i=1(1 + xiZ)
dZ
Z
)
= (nth elementary symmetric function of x1, . . . , xN )
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
xN1 . . . x
N
N
...
...
̂xN−n1 . . .
̂xN−nN
...
...
1 . . . 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
/ ∣∣∣∣∣∣∣
xN−11 . . . x
N−1
N
...
...
1 . . . 1
∣∣∣∣∣∣∣ ,
where the “hat” indicates omission. In the first identity nmay take any nonnegative
value, whereas in the second we restrict to 0 ≤ n ≤ N . The expressions on the left
sides are residues of meromorphic differentials on the Z-line over k; we will make
more use of such expressions later in our calculations. The denominators on the
right sides are Vandermonde determinants. These identities are special cases of the
Jacobi-Trudi identity. Concerning the latter, see [8, I,3] for background and details.
5.3. Calculation of symbols. Fix a ∈ k×. We will calculate the symbols
Θ(a,Ψt −Ψ1),
(
a
Ψt −Ψ1
)
,
expressing the Catalan symbol in terms of Moore and Ore determinants. Along the
way we verify that Ψt −Ψ1 is proper.
5.3.1. Calculation of the theta symbol. Note that
k = L⊕O.
For every x ∈ k we write
x = ⌊x⌋+ 〈x〉 (⌊x⌋ ∈ L, 〈x〉 ∈ O)
in the unique possible way. We have
(86)
(t+ L) ∩ a(t+O) 6= ∅
⇔ (a− 1)t ∈ L+ aO
⇔ 〈(a− 1)t〉 ∈ aO
⇔ ⌊at⌋+ 〈t〉 ∈ (t+ L) ∩ a(t+O)
⇒ ⌊at⌋+ 〈t〉 6= 0.
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By scaling rule (17) we have
(Ψ
(1,a)
t )∗ = 1t+L ⊗ 1a(t+O),
hence via (86) we have
(87)
(Ψ
(1,a)
t −Ψ(1,a)1 )∗(x, x)
=


(
1⌊at⌋+〈t〉+L∩aO − 11+L∩aO
)
(x) if ‖a‖ ≥ 1,
1{⌊at⌋+〈t〉}(x) if ‖a‖ < 1 and 〈(a− 1)t〉 ∈ aO,
0 if ‖a‖ < 1 and 〈(a− 1)t〉 6∈ aO,
and hence via scaling rule (23) for the theta symbol and the definitions we have
(88)
Θ(a,Ψt −Ψ1) = Θ(1,Ψ(1,a)t −Ψ(1,a)1 )
=
{
1 if ‖a‖ < 1 and 〈(a− 1)t〉 ∈ aO,
0 otherwise.
Since Θ(a,Ψt−Ψ1) = 0 for max(‖a‖, ‖a‖−1)≫ 0, we have verified that Ψt−Ψ1 is
proper.
5.3.2. Calculation of the rational Fourier transform. Under special assumption (81)
we have
L⊥ = L, D = O, µ(k/L) = µ(O),
and hence
(89) G0[Ψt]∗(x, y) = λ0(Res(t(y − x)dπ))1L(x)1O(y)
by Lemma 2.6.3, where (recall that) we have
λ0(C) =


1 if C = 0,
−1 if C = 1,
0 if C 6∈ {0, 1}
for all C ∈ Fq.
5.3.3. Analysis of the rational Fourier transform. From (89) via scaling rule (37),
we deduce that
G0[Ψ(1,a)t ]∗(x, y) = ‖a‖G0[Ψt]∗(x, ay)
= ‖a‖λ0(Res(t(ay − x)dπ))1L(x)1a−1O(y)
and hence
G0[Ψ(1,a)t ]∗(x, x) = ‖a‖(1L(t,a,0)(x)− 1L(t,a,1)(x)),
where
L(t, a, C) =
{
ℓ ∈ L ∩ a−1O |Res ((a− 1)tℓ dπ) = C }
for every C ∈ Fq. Also put
L(t, a, ∗) =
⋃
C∈F×q
L(t, a, C).
Note that
(90) L(t, a, ∗) = ∅ ⇔ 〈(a− 1)t〉 ∈ aO,
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(91) 1L(t,a,0) − 1L(1,a,0) = 1L(1,a,∗) − 1L(t,a,∗),
(92) L(1, a, 1) =
{ −π−1 + π−1L ∩ a−1O if ‖a‖ < 1,
∅ if ‖a‖ ≥ 1.
It follows that
(93)
G0[Ψ(1,a)t −Ψ(1,a)1 ]∗(x, x)
=


0
if ‖a‖ ≥ 1,
‖a‖(1−π−1+π−1L∩a−1O +
∑
C∈F×q
1Cπ−1+π−1L∩a−1O)(x)
if ‖a‖ < 1 and 〈(a− 1)t〉 ∈ aO,
‖a‖(1L(1,a,1) + 1L(1,a,∗) − 1L(t,a,1) − 1L(t,a,∗))(x)
if ‖a‖ < 1 and 〈(a− 1)t〉 6∈ aO.
5.3.4. Calculation of the Catalan symbol. We now obtain a formula for the Catalan
symbol ( aΨt−Ψ1) by combining formulas (87–93), Wilson’s theorem
∏
C∈F×q
C = −1,
the definitions, the Moore identity (82), the Ore identity (83), and the scaling rule
(48) for the Catalan symbol. Write
‖a‖ = ‖π−N‖ = ‖πν+1‖.
We have
(94)
(
a
Ψt −Ψ1
)
=
(
1
Ψ
(1,a)
t −Ψ(1,a)1
)
=


Moore(⌊at⌋+ 〈t〉, π−1, . . . , π−N )
Moore(1, π−1, . . . , π−N )
if ‖a‖ ≥ 1,
(⌊at⌋+ 〈t〉)
(
Moore(π−1, . . . , π−ν−1)
Moore(π−2, . . . , π−ν−1)
)q−ν
if ‖a‖ < 1 and Θ(a,Ψt −Ψ1) = 1,
(
Ore(t(1− a)dπ, π−1, . . . , π−ν−1)
Ore(dπ, π−1, . . . , π−ν−1)
)q−ν
if ‖a‖ < 1 and Θ(a,Ψt −Ψ1) = 0.
5.4. Construction of a candidate. We construct the interpolating gadget ulti-
mately to be yoked to Ψt −Ψ1.
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5.4.1. Special elements of Λ. Put
ξ = ξM
to simplify writing below. Put
Xi = Uξi,ξ(X)
Yi = Uξi,ξ(Y )
}
∈ Fq[[X,Y ]] ⊂ Λ for i = 0, . . . ,M .
We have
(95)
Xi−1 =
{
X0Xi +X
q
i if i > 1,
−Xq−11 if i = 1,
Yi−1 =
{
Y0Yi + Y
q
i if i > 1,
−Y q−11 if i = 1,
for i = 1, . . . ,M .
By the explicit reciprocity law (54) and the definitions, we have
(96)
X
[b−1π−β ,c−1π−γ ;ξ]
i =
{
Xq
β
0 if i = 0,∑i−1
j=0 bjX
qβ
i−j if i > 0,
Y
[b−1π−β ,c−1π−γ ;ξ]
i =
{
Y q
γ
0 if i = 0,∑i−1
j=0 cjY
qγ
i−j if i > 0,
for all
b =
∞∑
i=0
biπ
i, c =
∞∑
i=0
ciπ
i (bi, ci ∈ Fq, b0 6= 0, c0 6= 0),
integers β, γ ≥ 0, and i = 0, . . . ,M .
5.4.2. Generating functions. Put
f = f(X,Y, Z) =
∞∑
n=0
fn(X,Y )Z
n =
∞∏
i=0
(1− Y qi0 Z)
∞∏
i=0
(1−Xqi0 Z)
g = g(X,Y, Z) =
∞∑
m=0
gm(X,Y )Z
m =
M−1∑
i=0
Xi+1Z
i
M−1∑
i=0
Yi+1Z
i


∈ Λ[[Z]]×.
We remark that
fn(X,Y ) ∈ (X0, Y0)n ⊂ Fq[[X,Y ]], gm(X,Y ) ∈ Fq[[X,Y ]][X−1, Y −1]
for all m,n ≥ 0.
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5.4.3. Definition of Ft. Write
t =
∞∑
i=−M
tiπ
i (ti ∈ Fq),
and then put
Ft = Ft(X,Y ) =
∞∑
i=0
tifi(X,Y )−
M∑
i=1
t−igi−1(X,Y ) ∈ Λ.
The sum
∑∞
i=0 tifi(X,Y ) converges (X0, Y0)-adically in Fq[[X,Y ]] and hence Ft is
well-defined. We remark that in the caseM = 0, one simply ignores here and below
all functions and formulas connected with g.
5.4.4. An explicit reciprocity law obeyed by Ft. Given a ∈ O, we write (a|Z) ∈
Fq[[Z]] for the result of expanding a as a power series in π with coefficients in Fq,
and then replacing π by Z. Let us agree to extend the “square bracket operations”
from Λ to Λ[[Z]] coefficient-by-coefficient. From (96) we deduce that
f [bπ
−β ,cπ−γ ;ξ](X,Y, Z) = f(Xq
β
, Y q
γ
, Z),
g[bπ
−β ,cπ−γ ;ξ](X,Y, Z) ≡M
(c
b
|Z
)
g(Xq
β
, Y q
γ
, Z)
where ≡M denotes congruence modulo the ideal (ZM ) ⊂ Λ[[Z]], and hence
(97) F
[bπ−β ,cπ−γ ;ξ]
t (X,Y ) = F⌊ct/b⌋+〈t〉(X
qβ , Y q
γ
)
for all b, c ∈ O× and integers β, γ ≥ 0. In particular, it is clear that the pair
(F
[1,π−1;ξ]
t , ξ) is an interpolating gadget. We will yoke (F
[1,π−1;ξ]
t , ξ) to Ψt −Ψ1.
5.4.5. Reduction of the proof. Note that
(98) (Ψt −Ψ1)(1,u) = Ψ⌊ut⌋+〈t〉 −Ψ1
for all u ∈ O× via scaling rule (17). On account of (98) and its analogue (97), along
with the scaling rules obeyed by the four types of symbols, we have only to prove
that
(99)
Θsh(π
−N−1, Ft, ξ) = Θ(π
−N ,Ψt −Ψ1),(
π−N−1
Ft, ξ
)
sh
=
(
π−N
Ψt −Ψ1
)
for all integers N in order to yoke (F
[1,π−1;ξ]
t , ξ) to Ψt−Ψ1, thereby completing the
proof of the theorem.
5.5. Completion of the proof. Throughout the calculations remaining, let N , ν
and n be nonnegative integers and let m be an integer in the range 0 ≤ m < M .
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5.5.1. Specialization of f and g. We write
∂F
∂X0
=
1
U ′π,ξ(X)
∂F
∂X
for all F ∈ Λ[[Z]]. From (95) we deduce the functional and differential equations
f(X,Y, Z) = (1− Y0Z) f(X,Y q, Z),
f(Xq, Y, Z) = (1 −X0Z)f(X,Y, Z),
0 = −Zf(X,Y, Z) + (1−X0Z) ∂f
∂X0
(X,Y, Z),
g(X,Y, Z) ≡M (Z − Y0) g(X,Y q, Z),
g(Xq, Y, Z) ≡M (Z −X0) g(X,Y, Z),
0 ≡M −g(X,Y, Z) + (Z −X0) ∂g
∂X0
(X,Y, Z).
Here, as previously, ≡M denotes congruence modulo the ideal (ZM ) ⊂ Λ[[Z]]. We
deduce by iteration and specialization the following list of identities in the power
series ring k[[Z]]:
(100)
f(ξ, ξq
N+1
, Z) =
∏N
i=0
1
1−πqiZ
f(ξq
ν
, ξ, Z) =
∏ν−1
i=0 (1− πq
i
Z)
∂f
∂X0
(ξq
ν
, ξ, Z) = Z
1−πqνZ
∏ν−1
i=0 (1 − πq
i
Z)
g(ξ, ξq
N+1
, Z) ≡M
∏N
i=0
1
Z−πqi
g(ξq
ν
, ξ, Z) ≡M
∏ν−1
i=0 (Z − πq
i
)
∂g
∂X0
(ξq
ν
, ξ, Z) ≡M 1Z−πqν
∏ν−1
i=0 (Z − πq
i
)
Here and below ≡M denotes congruence modulo the ideal (ZM ) ⊂ k[[Z]].
5.5.2. Application of Jacobi-Trudi identity. One deduces from first, second, fourth
and fifth identities on the list (100) via the special cases (84) and (85) of the Jacobi-
Trudi identity that
fn(ξ, ξ
qN+1) = Moore(π
n,π−1,...,π−N)
Moore(1,π−1,...,π−N ) ,
fn(ξ
qν , ξ) = Ore(π
ndπ,π−1,...,π−ν−1)
Ore(dπ,π−1,...,π−ν−1) ,
gm(ξ, ξ
qN+1) = −Moore(π−(m+1)−N ,π−1,...,π−N)Moore(1,π−1,...,π−N) ,
gm(ξ
qν , ξ) = Ore(π
−(m+1)+ν+1dπ,π−1,...,π−ν−1)
Ore(dπ,π−1,...,π−ν−1) ,
and hence
(101) Ft(ξ, ξ
qN+1) =
Moore(⌊π−N t⌋+ 〈t〉, π−1, . . . , π−N )
Moore(1, π−1, . . . , π−N )
,
(102) Ft(ξ
qν , ξ) =
Ore((1 − πν+1)t dπ, π−1, . . . , π−ν−1)
Ore(dπ, π−1, . . . , π−ν−1)
,
by definition of Ft. From the latter formula it follows that
(103) Ft(ξ
qν , ξ) = 0⇔ 〈(1 − πν+1)t〉 ∈ πν+1O.
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5.5.3. Application of some residue formulas. We have
∂fn
∂X0
(ξq
ν
, ξ) = −ResZ=∞
(
Zn
Z−πqν
(
∏ν−1
i=0 (1− πq
i
/Z))dZZ
)
,
∂gm
∂X0
(ξq
ν
, ξ) = ResZ=0
(
Z−(m+1)+ν+1
Z−πqν
(
∏ν−1
i=0 (1− πq
i
/Z))dZZ
)
,
πnq
ν Moore(π−1,...,π−ν−1)
Moore(π−2,...,π−ν−1) = ResZ=πqν
(
Zn
Z−πqν
(∏ν−1
i=0 (1− πq
i
/Z)
)
dZ
Z
)
.
The first two formulas follow directly from the third and sixth identities on the list
(100), while the last is an application of the Vandermonde determinant identity.
By a straightforward if quite tedious calculation exploiting “sum-of-residues-equals-
zero” one verifies that
(104)
〈(1 − πν+1)t〉 ∈ πν+1O
⇒ ∂Ft
∂X0
(ξq
ν
, ξ) = (⌊πν+1t⌋+ 〈t〉)qν Moore(π
−1, . . . , π−ν−1)
Moore(π−2, . . . , π−ν−1)
.
5.5.4. Last details. By definition Θsh(π
−N−1, Ft, ξ) is the (X − Y )-valuation of
Ft(X,Y
qN+1), hence Θsh(π
−N−1, Ft, ξ) vanishes by (101), and hence
Θsh(π
−N−1, Ft, ξ) = Θ(π
−N ,Ψt − Ψ1) by (88). By definition qνΘsh(πν , Ft, ξ)
is the (X − Y )-valuation of Ft(Xqν , Y ), hence Θsh(πν , Ft, ξ) is the (X − Y qν )-
valuation of Ft, hence Θsh(π
ν , Ft, ξ) = 1, 0 according as 〈(1− πν+1)t〉 does or does
not belong to πν+1O, respectively, by (103) and (104), and hence Θsh(πν , Ft, ξ) =
Θ(πν+1,Ψt − Ψ1) by (88). Recall that since we made our calculations of Cata-
lan symbols under the special assumption (81), and we are obliged to make our
calculations of shadow Catalan symbols under the same special assumption. By
definition
(
π−N−1
Ft,ξ
)
= F (ξ, ξq
N+1
) and hence
(
π−N−1
Ft,ξ
)
=
(
π−N
Ψt−Ψ1
)
by (94) and
(101). By definition
(
πν
Ft,ξ
)qν
= ∂Ft∂X0 (ξ
qν , ξ), F (ξq
ν
, ξ) according as Θsh(π
ν , Ft, ξ) =
Θ(πν+1,Ψt − Ψ1) = 1, 0, respectively, and hence
(
πν
Ft,ξ
)
=
(
πν+1
Ψt−Ψ1
)
by (88), (94),
(103) and (104). Thus (99) holds, and the proof of Theorem 5.1 is complete. 
6. The interpolation theorem
Theorem 6.1. Every proper rational rigged virtual lattice is interpolable.
This is our main result. The proof of Theorem 6.1 takes up the rest of this section.
Fortunately the proof of Theorem 6.1 requires none of the details of the explicit
constructions used to prove Theorem 5.1—we will need only the bare statement
of the latter. Before commencing the proof we prove two corollaries and make a
remark.
Corollary 6.1.1. Every proper rational rigged virtual lattice is a finite Z[1/p]-
linear combination of asymptotically interpolable rigged virtual lattices.
This is a reiteration of Theorem 1.2.3.
Proof. By Proposition 4.8 every interpolable rigged virtual lattice is a Z[1/p]-linear
combination of strictly interpolable rigged virtual lattices, and as we have already
noted strict interpolability implies asymptotic interpolability. So the corollary fol-
lows directly from the theorem. 
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Corollary 6.1.2. Let Φ be a proper rational rigged virtual lattice. Assume that Φ
is asymptotically interpolable and asymptotically yoked to an interpolating gadget
(F, ξ). Then Φ is strictly interpolable and yoked to (F, ξ).
Proof. Choose a basepoint η ∈ P∗ such that ξ ≤ η and Φ is of conductor ≤ η. By
the theorem and Proposition 4.8, for some power r of the characteristic p of k, we
can write rΦ = Φ+ −Φ−, where Φ± are strictly interpolable rigged virtual lattices
yoked to interpolating gadgets (G±, η), respectively. Put G = F
[1;ξ,η]. Note that
(G, η) is asymptotically yoked to Φ. It follows that (GrG−, η) and (G+, η) are both
asymptotically yoked to Φ+, and hence equal by Proposition 4.2. It follows in turn
that (G, η) is yoked to Φ. Finally, by the scaling rules for the shadow symbols,
(F, ξ) is yoked to Φ, as claimed. 
6.2. Remark. Fix a uniformizer π ∈ O. Let W ⊂ k be a cocompact discrete
Fq-subspace such that µ(k/W ) = µ(πO). Consider the rigged virtual lattice Φ of
the form
Φ∗ = 1W ⊗ 11+πO − 1Fq[π−1] ⊗ 11+πO.
It is easy to see that Φ is rational, proper, separable and effective. By Theorem 6.1,
the rigged virtual lattice Φ is interpolable, and by Proposition 4.9 it follows that Φ
is strictly interpolable. By means of Proposition 3.4.6 and the scaling rules for the
Catalan symbol and its shadow it can be verified that Φ is yoked to an interpolating
gadget of the form (τW ,
q−1
√−π) where τW = τW (X,Y ) ∈ Fq[[X,Y ]][X−1, Y −1].
The power series τW is essentially the same as the one figuring in [2, Theorem
2.4.1], and so admits interpretation as a τ-function. The method used to prove
Theorem 6.1 is actually a refinement of that used to prove [2, Theorem 2.4.1].
6.3. Setting for the proof of the main result. Fix a uniformizer π ∈ O. Fix a
sequence {ξi}∞i=0 in kab satisfying the relations
ξ0 = π, ξi−1 =
{ −ξq−11 if i = 1
πξi + ξ
q
i if i > 1
for i > 0. For t ∈ k, let Ψt be the unique primitive rigged virtual lattice such that
(Ψt)∗ = 1t+π−1Fq[π−1] ⊗ 1t+O.
This is more or less the same setting as that in which we proved Theorem 5.1.
However, in the present setting: we allow t = 0 in the definition of Ψt; we reserve
the symbol “L” for denoting a general cocompact discrete subgroup of k; and we
do not make the special assumption (81).
6.4. Ad hoc terminology.
6.4.1. π-regularity and level. Given a rigged virtual lattice Φ and an integerM ≥ 0,
we say that Φ is π-regular of level ≤ M if it is possible to decompose Φ as a finite
Z[1/p]-linear combination of primitive rigged virtual lattices of the form Ψ
(πi,πj)
t
for t ∈ k such that ‖t‖ ≤ ‖π−M‖ and integers i and j. If Φ is π-regular of some
level we say that Φ is π-regular. Note that if Φ is a primitive rigged virtual lattice
and Φ∗ = 1ℓ+L ⊗ 1w+rO where L ⊂ k is a cocompact discrete subgroup, ℓ, w ∈ k
and r ∈ k×, a sufficient condition for Φ to be π-regular of level ≤ M is that
‖π−M‖ ≥ ‖w/r‖ and L ⊃ π−NFq[π−1] for some N .
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6.4.2. Softness. We say that a rigged virtual lattice Φ is soft if Φ is rational,
Θ(a,Φ) = 0 for all a ∈ k× and Φ∗(0, t) = 0 = G0[Φ]∗(0, t) for all t ∈ k. Note
that softness implies properness and effectiveness. If Φ is soft, strictly interpolable
and yoked to an interpolating gadget of the form (F, ξM ) for some integer M ≥ 0,
then F ∈ Λ×0 by Proposition 4.6 and moreover F ∈ Fq[[X,Y ]]× by Proposition 3.4.3.
Proposition 6.5. Let Φ be a proper rigged virtual lattice. If Φ can be written as
a finite Z[1/p]-linear combination of primitive rigged virtual lattices of the form
Ψ
(πi,1)
e where e ∈ {0, 1} and i ∈ Z, then Φ is interpolable of conductor ≤ π.
Proof. After replacing Φ by Φ(π
β ,0) for some integer β ≥ 0, we may assume that
Φ is a finite Z[1/p]-linear combination of rigged virtual lattices of the form Ψ
(πi,1)
e
where e ∈ {0, 1} and i ∈ Z ∩ [0,∞). Now for every integer i ≥ 0 and e ∈ {0, 1} we
have
Ψ(π
i,1)
e = q
−i
∑
t∈πi−1Fq [π−1]∩O
Ψπie+t
by scaling rule (17) and the definitions. Therefore we have
Φ =
N∑
i=1
αiΨti
for some numbers αi ∈ Z[1/p] and ti ∈ O. After grouping terms we may assume
that the ti are distinct. Now in general we have
(105) (Ψt)∗(0, 0) = δt0, G0[Ψt]∗(0, 0) = 1,
by the definitions in the former case and by Lemma 2.6.3 in the latter case. Since
Φ∗(0, 0) = 0 by hypothesis, we may assume by (105) that ti ∈ k× for all i. Further,
since G0[Φ]∗(0, 0) = 0 by hypothesis, we have
∑n
i=1 αi = 0 by (105) and hence
Φ =
n∑
i=1
αi(Ψti −Ψ1).
Thus Φ is interpolable of conductor ≤ π by Theorem 5.1. 
Proposition 6.6. Let Φ be a proper rigged virtual lattice. If Φ is π-regular of level
≤M , then Φ is interpolable of conductor ≤ ξM .
Proof. By hypothesis, after some evident rearrangement, we have
Φ =
N∑
i=1
αi(Ψti −Ψei)(π
βi ,πγi )
+
N∑
i=1
αi(Ψei − q−γiΨ(π
−γi ,π−γi )
ei )
(πβi ,πγi )
+
N∑
i=1
αiq
−γiΨ(π
βi−γi ,1)
ei
where
αi ∈ Z[1/p], βi, γi ∈ Z, ti ∈ k, ei = δti,0, ‖ti‖ ≤ ‖π−M‖.
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Call the sums on the right Φ1, Φ2 and Φ3, respectively. The sum Φ1 is interpolable
of conductor ≤ ξM by Theorem 5.1. The sum Φ2 is interpolable of conductor ≤ π by
Proposition 4.5. Since Φ, Φ1 and Φ2 are proper, so is Φ3. Finally, Φ3 is interpolable
of conductor ≤ π by the preceding proposition. 
Proposition 6.7. Let {Φ}∪ {Φi}∞i=1 be a family of soft rigged virtual lattices. Let
M ≥ 0 be an integer. Assume that for every a ∈ k× we have
lim
i→∞
∥∥∥∥
(
a
Φ− Φi
)
− 1
∥∥∥∥ = 0.
Assume that Φi for every i is strictly interpolable and yoked to an interpolating gad-
get with basepoint ξM . Then Φ is strictly interpolable and yoked to an interpolating
gadget with basepoint ξM .
Proof. For each i let (Fi, ξM ) be an interpolating gadget yoked to Φi, noting
that Fi ∈ Fq[[X,Y ]]× for all i. Assume for the moment that F = limFi exists
(X,Y )-adically in Fq[[X,Y ]]. Then necessarily F ∈ Fq[[X,Y ]]×, and moreover for
every a ∈ k× we have convergence(
a
Fi, ξM
)
sh
= Fi(ξM , (ρ(a)
−1ξM )
‖a‖)
→i→∞ F (ξM , (ρ(a)−1ξM )‖a‖) =
(
a
F, ξM
)
sh
with respect to ‖ · ‖. By hypothesis we have the corresponding convergence of
Catalan symbols. Therefore (F, ξM ) must be yoked to Φ. Thus in order to prove the
proposition it is enough just to show that limFi exists (X,Y )-adically in Fq[[X,Y ]].
Fix a positive integerN arbitrarily. For each i use the Weierstrass Division Theorem
to write
−1 + Fi+1(X,Y )/Fi(X,Y ) = Ri(X,Y ) +Qi(X,Y ) ·
N∏
j=1
(Y −Xqj )
where Qi(X,Y ) ∈ Fq[[X,Y ]] and Ri(X,Y ) ∈ Fq[[X ]][Y ] is of degree < N in Y . By
hypothesis
Ri(ξM , ξ
qj
M ) = −1 +
(
π−j
Fi+1/Fi, ξM
)
sh
= −1 +
(
π−j
Φi+1 − Φi
)
→i→∞ 0
for j = 1, . . . , N . By applying the Lagrange Interpolation Theorem one deduces
that Ri(ξM , Y ) ∈ k(ξM )[Y ] tends coefficient-by-coefficient to 0 with respect to ‖ · ‖
as n→∞, and hence that Ri(X,Y ) tends X-adically to 0 as i→∞. We conclude
that Fi+1/Fi ≡ 1 mod (X,Y )N for all i ≫ 0. Since N was arbitrarily chosen,
the (X,Y )-adic convergence of the sequence {Fi}∞i=1 is proved, and with it the
proposition. 
6.8. An approximation scheme. We give the set up for the last proposition of
the paper, which is the core of the proof of Theorem 6.1. Fix ℓ, w ∈ k and r ∈ k×.
Fix a cocompact discrete subgroup L ⊂ k. Let Φ be the unique primitive rigged
virtual lattice such that
Φ∗ = 1ℓ+L ⊗ 1w+rO.
48 GREG W. ANDERSON
Note that Φ is the general example of a primitive rigged virtual lattice. Fix an
integer n0 ≥ 0 such that
pn0µ(rO)/µ(k/L) ∈ Z.
Fix an integer M ≥ 0 such that
‖π−M‖ ≥ ‖w/r‖.
For each n ∈ Z put
Ln = (π
−nO ∩ L)⊕
(
∞⊕
i=n+1
Fq · π−i
)
⊂ k,
and let Φn be the unique primitive rigged virtual lattice such that
(Φn)∗ = 1ℓ+Ln ⊗ 1w+rO.
By construction Φn is a π-regular primitive rigged virtual lattice of level ≤ M for
every n. The intuition here is that Φn is a good approximation to Φ for n ≫ 0.
The next result makes precise what we mean by good approximation.
Proposition 6.8.1. The rigged virtual lattice pn0(Φ − Φn) is soft and strictly in-
terpolable for n≫ 0.
The proof is structured as a (long) series of lemmas.
Lemma 6.8.2. pn0(Φ− Φn) is separable for n≫ 0.
Proof. If n is sufficiently large, then µ(k/L) = µ(k/Ln), in which case both p
n0Φ
and pn0Φn are separable by Lemma 2.6.3. 
Lemma 6.8.3. Φ− Φn is soft for n≫ 0.
Proof. We have
(Φ− Φn)∗(0, t) = (1ℓ+Ln − 1ℓ+L)(0)1w+rO(t)
for all t ∈ k, and hence (Φ − Φn)∗(0, t) vanishes identically in t for n ≫ 0. By
Lemma 2.6.3 we have
G0[(Φ− Φn)]∗(0, t) = e0(wt)µ(rO)
(
1
µ(k/L)
− 1
µ(k/Ln)
)
1r−1D−1(t)
and hence G0[(Φ− Φn)]∗(0, t) vanishes identically in t for n≫ 0.
It remains only to prove that Θ(a,Φ− Φn) vanishes identically in a for n ≫ 0.
Given n ∈ Z, a ∈ k× and x ∈ k put
Fn,a(x) =
(
1(ℓ+L)∩a(w+rO)− 1(ℓ+Ln)∩a(w+rO)
)
(x),
Gn,a(x) = e0(x(aw − ℓ))
(
1L⊥∩a−1r−1D−1 −
1L⊥n∩a−1r−1D−1
µ(k/Ln)/µ(k/L)
)
(x).
By scaling rule (17), we have
(106) ((Φ− Φn)(1,a))∗(x, x) = Fn,a(x).
By Lemma 2.6.3 and scaling rule (37), we have
(107) G0[(Φ− Φn)(1,a)]∗(x, x) = ‖a‖µ(rO)
µ(k/L)
Gn,a(x).
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Therefore by the definition of the theta symbol, along with the scaling rule (23)
and functional equation (40) satisfied by the theta symbol, we have
Θ(a,Φ− Φn) = Θ(1, (Φ− Φn)(1,a)) =
∑
x∈k
Fn,a(x),
Θ(a,Φ− Φn) = Θ(1,G0[(Φ− Φn)(1,a)]) = ‖a‖µ(rO)
µ(k/L)
∑
x∈k
Gn,a(x).
Now look closely at the formulas for Fn,a and Gn,a. We can find some a1 ∈ k× and
n1 such that Gn,a vanishes identically for ‖a‖ ≥ ‖a1‖ and n ≥ n1. We can find
some n2 such that Fn,a vanishes identically for ‖a‖ < ‖a1‖ and n ≥ n2. It follows
that Θ(a,Φ− Φn) vanishes identically in a for n≫ 0. 
Lemma 6.8.4. For i ≥ n ≫ 0 the rigged virtual lattice pn0(Φi − Φn) is strictly
interpolable and yoked to an interpolating gadget with basepoint ξM .
Proof. It is clear that pn0(Φi − Φn) is in all cases π-regular of level ≤ M . By the
preceding two lemmas, pn0(Φi − Φn) is separable and soft for i ≥ n ≫ 0. Since
softness implies properness, pn0(Φi − Φn) is interpolable of conductor ≤ ξM for
i ≥ n ≫ 0 by Proposition 6.6. Since softness implies effectiveness, pn0(Φi − Φn)
is strictly interpolable and yoked to an interpolating gadget with basepoint ξM for
i ≥ n≫ 0 by Proposition 4.9. 
Lemma 6.8.5. Let U ⊂ k be an open compact subset of k. We have
#(L⊥ ∩ U) = #(L⊥n ∩ U)
for n≫ 0.
Proof. Put ϕ = F−1[1U ] and select N such that ϕ is supported in the set π−NO.
By the Poisson summation formula (8) we have
#(U ∩ L⊥n ) = µ(k/Ln)
∑
x∈π−NO∩Ln
ϕ(x).
For n≫ 0 the right side does not change if we replace Ln by L. 
Lemma 6.8.6. For each a ∈ k×, we have
lim
n→∞
∥∥∥∥
(
a
Φ− Φn
)
− 1
∥∥∥∥ = 0.
This is the heart of the proof of the proposition.
Proof. By (106), (107), the definition of the Catalan symbol, and the scaling rule
(48) for the Catalan symbol, we have
(
a
Φ− Φn
)
=
(
1
(Φ− Φn)(1,a)
)
=
∏
x∈k×
xFn,a(x) ·
( ∏
x∈k×
xGn,a(x)
) ‖a‖µ(rO)
µ(k/L)
.
Now the function Fn,a vanishes identically for n≫ 0 and moreover we can find an
annulus
A = {x ∈ k× | 0 < ‖a0‖ ≤ ‖x‖ ≤ ‖a1‖ <∞}
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such that Gn,a is supported in A for n ≫ 0. (It is important here that a is fixed;
no claim of uniformity of convergence is being made in the lemma.) Then we have
simply
(108)
(
a
Φ− Φn
) µ(k/L)
‖a‖µ(rO)
=
∏
x∈A
xGn,a(x)
for n ≫ 0. Note that Gn,a is Z-valued for n ≫ 0. Now select any open compact
subgroup U ⊂ k× small enough so that the function x 7→ e0(x(aw−ℓ)) restricted to
the compact set A ⊂ k× is constant on cosets of U . Then by the preceding lemma
the summation of Gn,a(x) over any coset of U contained in A vanishes for n ≫ 0,
and hence
∏
x∈A x
Gn,a(x) ∈ U for n≫ 0. Since U is arbitrarily small, convergence
is proved. 
Proof of the proposition. By the preceding lemmas, the hypotheses of
Proposition 6.7 are fulfilled by the family
{pn0(Φ− Φn)} ∪ {pn0(Φi+n − Φn)}∞i=1
provided that n≫ 0. 
6.9. End of the proof of Theorem 6.1. By Proposition 6.8.1, every proper
rational rigged virtual lattice Φ can be decomposed as a Z[1/p]-linear combination
of soft strictly interpolable rigged virtual lattices plus a proper π-regular rigged
virtual lattice which is interpolable by Proposition 6.6. 
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