Controlling minimally-actuated vehicles for applications in ocean observation by Smith, Ryan & Huynh, Thanh Van
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Smith, Ryan N. & Huynh, Van T. (2012) Controlling Minimally-Actuated
Vehicles for Applications in Ocean Observation. In Controlling minimally-
actuated vehicles for applications in ocean observation, Elservier, Porto,
Portugal, pp. 31-36.
This file was downloaded from: http://eprints.qut.edu.au/49819/
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
http://dx.doi.org/10.3182/20120410-3-PT-4028.00007
Controlling Minimally-Actuated Vehicles
for Applications in Ocean Observation ￿
Ryan N. Smith and Van T. Huynh
Electrical Engineering and Computer Science, Queensland University
of Technology, Brisbane, QLD 4000, Australia
(e-mail: ryan.smith@qut.edu.au, thanhvan.huynh@student.qut.edu.au).
Abstract: Establishing a persistent presence in the ocean with an AUV to observe temporal
variability of large-scale ocean processes requires a unique sensor platform. In this paper, we
propose a strategy that utilizes ocean model predictions to increase the autonomy and control
of Lagrangian or profiling floats for precisely this purpose. An A* planner is applied to a local
controllability map generated from predictions of ocean currents to compute a path between
prescribed waypoints that has the highest likelihood of successful execution. The control to
follow the planned path is computed by use of a model predictive controller. This controller
is designed to select the best depth for the vehicle to exploit ambient currents to reach the
goal waypoint. Mission constraints are employed to simulate a practical data collection mission.
Results are presented in simulation for a mission off the coast of Los Angeles, CA USA, and
show surprising results in the ability of a Lagrangian float to reach a desired location.
Keywords: Autonomous Control, Path Planning, Marine Systems, Control Algorithms,
Profiling Floats
1. INTRODUCTION
Enhancing our knowledge of large-scale ocean processes
requires a persistent presence to understand the com-
plex spatiotemporal interactions among the mechanisms
driving these processes. Such persistent monitoring can
help address a fundamental question in differentiating the
processes that happen locally from those processes that
happen remotely. Through the implementation of multiple
and adaptable sensors, we can facilitate simultaneous and
rapid measurements that capture the appropriate scale of
spatiotemporal variability for many of these phenomena
that we seek to understand. Autonomous Underwater Ve-
hicles (AUVs) play a key role in this effective, efficient and
adaptive data collection procedure to improve our overall
understanding of our world’s oceans. Such implementa-
tions can provide fine-scale resolution far surpassing pre-
vious sampling methods, such as infrequent measurements
from ships, or static measurements from buoys.
A persistent presence is key to capturing the temporal vari-
ability of processes occurring over multiple scales (weeks to
months, and possibly years). Currently, there a only a few
types of AUVs able to achieve the necessary persistence;
autonomous gliders Schofield et al. (2007); Griffiths et al.
(2007), and profiling floats Roemmich et al. (2004). With
reduced actuation, these vehicles save power, but are less
able to achieve reliable trajectories, as their motion is
dictated more by external forces (ocean currents) than by
their own power (thrusters). There has been considerable
research done on control of underwater gliders, e.g., Graver
(2005); Paley et al. (2008); Leonard et al. (2010). Compli-
menting this research, here we focus on the control and
planning for profiling floats (see Fig. 1), and examine the
application of these vehicles for ocean science. The most
famous example of a profiling float is the ARGO float Bel-
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beoch (2010), with the mission to map out deep-ocean cur-
rents. However, based on the mode of operation, the pri-
mary region of operation for these floats is the deep ocean.
Fig. 1: Example of a
profiling float manu-
factured by Teledyne
Webb Research, Inc.
Recent research has seen pro-
filing floats applied in mul-
tiple applications from physi-
cal oceanography to underwa-
ter imaging, see e.g., Schwithal
and Roman (2009). This re-
search has motivated interest
in operating floats in highly-
dynamic, coastal environments,
or confined regions like em-
bayments Smith and Dunbabin
(2011); Jouffroy et al. (2011).
Such environments can be ex-
tremely dangerous, as without
proper control and actuation,
the vehicles would run aground
or travel away from the desired
sensing location. However, with
the proper control, a profiling
float can provide an optimal
sampling platform for multiple
research scenarios.
A body of literature exists on path planning for actuated
AUV in the presence of water currents, see e.g., Petres
et al. (2007); Alvarez et al. (2004); Garau et al. (2005).
These studies primarily relate to quasi steady-state ocean
currents without consideration of vehicle actuation limits
and often not identifying infeasible paths particularly in
strong ocean currents. An alternate approach to minimum
energy continuous path planning was proposed by Kruger
et al. (2007). Here the authors considered vehicle actu-
ation limits using a multi-dimensional cost function for
generating energy and time optimum paths in estuarine
environments. In an extension of this work a new optimal
(time and energy) path planning approach was demon-
strated with an actuated AUV in a highly dynamic em-
bayment Witt and Dunbabin (2008). This work illustrated
the potential to use currents for improving vehicle range
and endurance as well as waypoint control in regions with
tidally varying obstacles. However, there is little research
examining the control of minimally-actuated vehicles; the
horizontal motion is determined entirely by ocean currents.
Control of minimally actuated vehicles is an emerging area
of study. I the last year, theoretical methods have been
established for controlled Lagrangian particle tracking to
analyse the offsets between physical positions of marine
robots in the ocean and simulated positions of controlled
particles in an ocean model Szwaykowska and Zhang
(2011); design of an ocean-scale, sensor web was proposed
via intelligent control of deployed ARGO floats Dahl et al.
(2011); control strategies for coastal environments and
embayments was presented in Smith and Dunbabin (2011);
and a feedback controller for floats operating in tidally-
forced regions is demonstrated in Jouffroy et al. (2011).
Planning by use of ocean model predictions has been
shown by the authors to be an effective method for reduc-
ing navigation error due to external disturbances and assist
in planning for minimally actuated vehicles Smith et al.
(2010b, 2012). Here, we extend the aforementioned results,
specifically Smith and Dunbabin (2011) to demonstrate
techniques for control of a profiling float in a practical,
ocean-science application.
2. PROFILING FLOATS
Profiling floats are widely used to gather data through-
out our world’s oceans in a cost-effective manner. In the
history of oceanographic research, there have been many
subsurface floats produced and implemented, see e.g.,
Rossby et al. (1985); Davis (1991); Davis et al. (1992);
D’Asaro et al. (1996). We aim to extend the capabilities
of a platform that has held a place in ocean science for
multiple decades. These floats considered here are similar
to Lagrangian floats in that they drift with the ambient
currents, however the profiling float is able to change its
buoyancy, hence it’s depth, throughout a mission. Alter-
ation in buoyancy provides an important tool for analyzing
specific processes occurring within discrete density layers,
and provides a mechanism for the development of unique
control for a minimally-actuated vehicle.
Recent developments in profiling floats and their associ-
ated autonomy McGilvray and Roman (2010) have pro-
vided a platform with accurate buoyancy control, and
has the capability to be deployed for extended durations
(depending on sensor payload). This platform motivates
further study in the development of control methods and
autonomy for such vehicles.
2.1 Assumed Float Characteristics
The characteristics of a float vary widely depending on
the desired application. For the analysis presented here,
we assume a simple profiling float. We assume that the
vertical position of the float within the water column can
be controlled, and the horizontal velocity is determined
strictly by ocean currents. We will assume that the float
can be represented dynamically as a point mass. We can
express the equations of motion on R3 by
x˙1 = f(t), x˙2 = g(t), x˙3 = u
3(t) + h(t), (1)
where f(t), g(t) and h(t) represent the horizontal (x, y) and
vertical components of the ocean velocity, respectively, and
{x1, x2, x3} define a right-hand, inertial coordinate system
with x3 chosen positive in the direction of gravity. We
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Fig. 2. An example vertical current profile prediction for
a location off the coast of southern California, USA.
This is a ROMS prediction of ocean depth versus
current velocity for the zonal (blue) and meridional
(red) components located at 33.5◦ N, −118◦ E.
initially ignore vertical currents, i.e., h(z, t) = 0, and thus
x˙3 = u3(t). As ocean currents are not constant functions
with respect to depth (Fig. 2), we can indirectly control
the horizontal motion of the float by varying the depth
of the vehicle. Hence, rather than considering the ocean
currents as drift to the system, we choose to write them
as a dependent input control, see Smith and Dunbabin
(2011). Thus, for a given location, choosing a depth defines
the direction of motion. Let H(z) = (f(z, t), g(z, t), 0)t,
where f, g : R+ ￿→ R represent the zonal and meridional
currents, respectively. Here, meridional velocity is positive
eastward and zonal velocity is positive northward. The
system is expressed on R3 as
(x˙, y˙, z˙)t = (0, 0, 1)tz(t) +H(z). (2)
Here the control function z(t) is the only input that we
can directly control. Since H(z) is a function of depth and
time, we obtain indirect control on this velocity input as we
control the depth over time. In this work, we obtain H(z)
from an ocean model to design the control for executing a
prescribed motion.
3. OCEAN MODEL INPUT
The predictive tool that we utilize for general open
ocean currents in the pacific basin is the Regional Ocean
Model System (ROMS) - a split-explicit, free-surface,
topography-following-coordinate oceanic model. ROMS is
an open-source, ocean model that is widely accepted and
supported throughout the oceanographic and modelling
communities. The model solves the primitive equations
using the Boussinesq and hydrostatic approximations in
vertical sigma (i.e., topography following) and horizontal
orthogonal curvilinear coordinates. ROMS uses innova-
tive algorithms for advection, mixing, pressure gradient,
vertical-mode coupling, time stepping, and parallel effi-
ciency. Detailed information on ROMS can be found in
Shchepetkin and McWilliams (1998) and Shchepetkin and
McWilliams (2005). Applications of this four-dimensional
model implemented in AUV path planning can be found
in Smith et al. (2010a, 2011) and the references contained
therein. As with any model, there are inherent charac-
teristics that cannot be modeled, and hence errors that
exist in the outputs. An aim of this research is to provide
information to assist in the reduction of prediction errors
in regional ocean models. As we work closely with the
developers of the ocean models, the intent of deployments
based on this method is to develop a continuous feedback
between the vehicle and the ocean model. As the motion
of the vehicle is purely based on currents, providing the
model with position updates during a planned trajectory
will increase the accuracy of predictions, in turn improving
the controllability of the float.
4. PATH PLANNING
Based on the limited controllability provided by relying
entirely on ocean currents, we accept that the floats may
not be able to reach every position, and it is not guaranteed
that a float will accurately reach a goal location. Here,
we are only concerned in having the float arrive within a
neighbourhood of the prescribed goal. Depending on the
spatial scale of the process that is under consideration, the
relative size of this neighbourhood will be different.
In this paper, we investigate the controllability of a pro-
filing float off the coast of Los Angeles, CA USA. We
utilize 16 days of ROMS predictions to provide a simulated
ocean environment and demonstrate the effectiveness of
our controller.
4.1 Conditions for Controllability
We are interested in verifying controllability for a float in
R2. This can be accomplished by examining the accessi-
bility set; the set of all admissible motions from each con-
figuration. As presented in Smith and Dunbabin (2011),
the controllability of a float in R2 is given by the following
proposition.
Proposition 1. A profiling float is controllable in R2 if and
only if the convex hull of the accessibility set A is compact
and contains the origin.
The proof of Proposition 1 is a standard result from control
theory, and in the interest of space, we omit the details
here. See Smith and Dunbabin (2011) for further details.
Proposition 1 presents an analytic analysis of the control
of a profiling float that can move vertically through the
water column. In practice, the ocean is too dynamic and
complex to formally incorporate and validate this analytic
framework. However, we can utilise general trends and
ocean models to assist in planning and control techniques.
4.2 Controllability Map
The key integration of the ocean model in this research is
the ability to predict areas of full controllability, i.e., areas
that satisfy Proposition 1. The result is a controllability
map upon which we can plan. For each hour of available
prediction, we project the velocity vector of each depth
bin into a single plane for each location node in the model
output. In the plane, we compute the convex hull of the
set of velocity vectors at each location. For each location
and each time step, we produce a binary output; 1 if
the convex hull of the velocity vectors contains the origin
(model node), and 0 if it does not. Then, we sum these
outputs over all hours and compute the percentage that
each location provides a controllable scenario, i.e., satisfies
Proposition 1. A resultant heat map of controllability is
presented in Fig. 3(a), with blue referring to areas of low
controllability, and red the areas of high controllability. It
is clear from Fig. ref that the northeastern portion of the
figure is land, as seen in the Google Earth image of the
same area in Fig. 3(b).
(a) Controllability map generated from ocean model predictions.
Blue refers to areas of low controllability, and red are areas of high
controllability.
(b) Google Earth image (right) of the same geo-
graphical area off the coast of southern Califor-
nia, USA.
Fig. 3. (a) The controllability heat map generated from
ocean model predictions with the optimal A* path
overlaid. (b) Google Earth image (right) of the same
geographical area off the coast of southern California,
USA.
4.3 Determining the Path
Given the controllability map described in Section 4.2, we
can implement a path planner based on the desired level
of predicted controllability. Given the graph structure of
the ocean model output, we choose to implement a simple
A* planner to compute a path from the start location
to the goal. This method produces waypoints at discrete
locations that correspond to nodes in the model output.
The optimization constraint considered is to minimize the
cost function c(p) = 1−p over the path between start and
goal, where p is the percentage of controllability at a given
node. The path planned by this method is shown in Fig.
3(a). For this example, we chose a start and end location
that straddled an area of high probability of controllability.
The start location is just off the tip of Catalina Island, CA
and is depicted by a white dot in Fig. 3(a).
5. CONTROL STRATEGY
We chose the start and goal locations to emulate the
float executing a transect crossing the channel between
the US west coast and Catalina Island. This transect is
of particular interest to study the flux of nutrients and
phytoplankton transported into the region. The funda-
mental question is in differentiating the processes that
happen locally from processes that happen remotely with
the effects advected into San Pedro Bay. Given the start
and goal locations, and the ocean science motivation, we
incorporate the following operational constraints into the
design of our proposed controller.
• ROMS provides 72-hour predictions each day, thus we
fix a maximum of 70 hours between surfacings.
• For safety, we do not want to surface frequently. Or
stay on the surface for extended periods of time, thus
we set a minimum 6 hour limit between surfacings
and only allow the float to remain on the surface for
one hour.
• Based on the underlying science motivation, we re-
quire the float to perform periodic, full-depth, vertical
profiles. This is implemented by requiring the float
to go to the sea floor for the time-step immediately
proceeding a scheduled surfacing.
• We do not constrain the float to follow a prescribed
trajectory, but provide control such that each way-
point is achieved to within a user-defined tolerance.
• The interaction between the ocean model and float
provides the opportunity to inform the model of the
last executed path, and help to increase predictive
capabilities.
To achieve the aforementioned control problem, we pro-
pose to implement a Robust Constraint Finite Horizon
Model Predictive Controller (RCFMPC). We continue
with the details of this controller.
We initially assume that there are no sudden changes in
velocity of ocean the currents with respect to time. This
allows us to consider the following Linear Time Varying
(LTV) system,
X(k + 1) = A(k)X(k) +B(k)U(k) , (3)
Y(k) = C(k)X(k) , (4)
where U(k) ∈ Rnu is the control input, X(k) ∈ Rnx is
the state of the plant and Y(k) ∈ Rny is the plant output.
Also, [A(k) B(k)] ∈ Ω(k),which is a prescribed set at time
k.
In Eq. (3), the control input is bang-bang, and given by
U(k) = [u1, ..., unu ]
T . Hence, ui ≥ 0, ui ∈ 0, 1, and￿nu
i=1 ui ≤ 1. If the control is set to u1 = 1, u2 =
0, ..., unu = 0, the float will apply an alteration in buoy-
ancy to move to the sea surface. Similarly, if u1 = 0, u2 =
0, ..., unu−1 = 0, unu = 1, the float will decrease its buoy-
ancy and dive a depth slightly above the seabed. The size
of the input vector U depends on the maximum depth of
the ocean at the current location of the float. The deeper
the ocean, the larger nu is allowed. In our case, nu ≤ 20,
i.e., the maximum depth in the chosen region has a model
index of 20, corresponding to an actual depth of 800 m.
The stateX(k) = [x(k) y(k)]T , where [x y] is the longitudi-
nal and latitudinal coordinates of the profiler, respectively.
The matrix A is the identity matrix of size nx = 2.
The matrix B(k) ∈ Rnx×nu is a matrix of time-varying
elements, which are computed from the model prediction.
Since the prediction data are updated each time the float
surfaces, the matrix B(k) also changes, corresponding to
the most recent model output. Finally, the output matrix
C is an identity matrix of size 2.
Equation (3) is the mathematical model for a float that
is controlled horizontally by ocean currents. From this
model, we now proceed to detail a RCFMPC. The desired
controller has the objective,
min
U(k+i|k),
i=0,1,...,m
max
[A(k)B(k)]∈Ω(k)
JN (k) , (5)
where
JN (k) =
N￿
i=0
￿
X(k + i|k)TQ1X(k + i|k)
+U(k + i|k)TRU(k + i|k)￿
with Q1 > 0 and R > 0 being symmetric weighting
matrices. The parameter m in the objective function is
the number of prediction steps.
Since Q1 and R are positive definite, we consider Eq. (5)
equivalent to
min
U(k+i|k),
i=0,1,...,m
max
[A0B0]∈Ω0
J0 max
[A1B1]∈Ω1
J1 . . . max
[ANBN ]∈ΩN
JN .
(6)
The desired RCFMPC is subject to the following con-
straints.
• Output:
Y(0) ≤ Y(k) , (7)
Y(k + 1) ≤ [0, 0]T . (8)
Here, we choose the destination waypoint to be the
origin, resulting in the inequality given in Eq. (8).
• Input:
U(k) ∈ S , (9)
where S is predetermined set values of inputs. Specif-
ically,
S = {[0, 0, 0, ..., 0]T , [1, 0, 0, ..., 0]T ,
[0, 1, 0, ..., 0]T , ..., [0, 0, 0, ..., 1]￿ ￿￿ ￿
nu elements
T } . (10)
• Guiding angle:
τ1
T (k)τ2(k) ≤ ￿τ1(k)￿ ￿τ2(k)￿ , (11)
and τ1
T (k)τ2(k) ≥ cos γ ￿τ1(k)￿ ￿τ2(k)￿ , (12)
where γ is a Sector-of-Sight angle, which will be
detailed later. Also, τ1(k) = X(k + 1) − X(k) and
τ2(k) = −X(k).
• Terminal:
Y(N) ⊂ Br , (13)
where Br is a ball of radius r that is a user-defined pa-
rameter. We select Br to a desired tolerance, and this
alerts the algorithm when a waypoint is successfully
achieved.
We impose the guiding angle constraints (11)-(12) to
ensure that the velocity vector at a chosen depth generally
points towards the destination. This constraint reduces
the number of depth choices to only those that provide
a current that reduces the distance to the goal at each
time step. The implementation of this constraint was
motivated by the work presented in Jouffroy et al. (2011),
where an angle constraint is defined as a symmetric
Sector-of-Sight about the line-of-sight between the actual
position of the vehicle and the destination point. It is
worth noting that the guiding angle constraints (11)-(12)
imposed here exist only to speed up the convergence of
the RCFMPC. This is in contrast to Jouffroy et al. (2011),
where the conditions on the Sector-of-Sight must exist for
the algorithm converge. The primary difference between
the design of the controller in Jouffroy et al. (2011), and
that presented here is the application domain. Here, we
consider an open-ocean scenario where currents in many
directions exist at most time steps. In Jouffroy et al.
(2011), the authors consider a coastal region where the
currents are tidally-driven. This, regardless of the depth
chosen, currents only exist in a single direction at each
time step.
Having presented the RCFMPC, we now continue with a
discussion on the uncertainties and propose a solution to
the presented problem.
• Uncertainties: We can see that the problem Eq. (3) is
equivalent to
X(k + 1) = A(k)X(k) +B(k)U(k) +Wω(k) ,
(14)
where A(k) and B(k) are nominal values of the pair
[A(k),B(k)] at time k, and ω(k) is the uncertainty at
time k. So, solving Eq. (3) is the same as providing
solutions to the problem X(k + 1) = A(k)X(k) +
B(k)U(k) at vertices of Ω(k) for each point of time.
• Solution: Observing the objective Eq. (5) with con-
straints Eqs. (7), (8), (9), (11), (12) and (13), we state
that the RCFMPC is a hybrid, nonlinear problem.
There is no direct method to solve this problem
explicitly. However, here we take advantage of the
constraint Eq. (9), noting that S is a finite set with
deterministic values. As a result, the RCFMPC is
feasible by only allowing a finite set of values for the
control input. Additionally, we allow for the float to
sit on the sea floor (experiencing near-zero currents)
and wait for favorable currents to arise in the water
column above.
6. CONCLUSION
We present the result of applying the proposed RCFMPC
to a simulated scenario to steer a profiling float between
the first two predetermined waypoints of the path com-
puted in Section 4.3. We set the radius r of the ball Br
to 350 m, and let nu = 20. The plot in Fig. 4 shows
the computed control for the float as a plot of prescribed
depth with respect to time. Since we restrict the float to
remain at a given depth for at least one hour, and changing
depth can occur on the order of minutes, we express the
changes in depth as occurring instantaneously. The next
phase of this study is to move away from a point-mass
model, and incorporate realistic buoyancy dynamics via a
Kalman filter.
Given the predicted currents, and the mission constraints
described earlier, it takes the float 52 hours to navigate
from the start location to the first waypoint in the com-
puted path shown in Fig. 3(a). Note that there were
multiple instances when the currents on the sea surface
were favourable to exploit to make progress toward the
goal. In the time epoch before rising to the sea surface,
the vehicle descends to the seabed; ensuring the float will
travel through the whole water column. This behavior is
observed at t = 10, 18, 27, 35, and 45 hours.
Fig. 4. A plot of the prescribed depth of the float versus
time as computed by the RCFMPC.
Figure 5 presents the path executed by the profiling float,
as projected up to the sea surface. The starting location is
marked by a green circle, and the desired goal is given by
a red star. The final destination achieved by the vehicle
is denoted as a blue square. We remark that the final
destination of the float and the goal location will rarely
coincide due to the parameter r. Once the float is inside
this ball, the waypoint is considered achieved. In practice,
we must choose r sufficiently large to ensure convergence
of the controller, but small enough to have the vehicle
execute the basic path prescribed. We denote the executed
path of the profiler by a dashed red line, and the prescribed
path by a solid black line. It is evident from Fig. 5, that
a profiling float is capable of utilizing ocean currents to
broadly achieve a path that was computed by maximizing
predicted controllability.
Fig. 5. The path followed by the profiling float (dashed red
line) by executing the control presented in Fig. 4. The
prescribed path is given by the solid blue line.
As the presented work was conducted on simulation, there
are multiple areas for future work. We are investigating
the design of an optimal controller that minimizes the
switchings (depth changes), thus minimizing energy con-
sumption, to achieve the same computed path. We cannot
follow all of the previously mentioned constraints, but aim
to increase persistence of the vehicle in the environment.
The primary focus is to test our controller on a vehicle
during field trials. Research is currently being undertaken
to deploy a profiling float in the considered ocean region,
which implements the proposed controller.
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