I. INTRODUCTION
The field of laser-induced relativistic plasmas and, in particular, of laser-driven particle acceleration, has undergone impressive progress in recent years. 1 Despite many advances in the understanding of fundamental physical phenomena, one unexplored issue is how the particle spins are influenced by the huge magnetic fields inherently present in the plasmas. [2] [3] [4] [5] There are two mechanisms which can potentially cause a polarization of the particle beam: either due to a spin alignment or by spatial separation of different spin states induced by gradients in the magnetic field of the plasma. The second scenario relies on the same principle as the Stern-Gerlach experiment 6 in which a beam of neutral Silver atoms is deflected in an inhomogeneous magnetic field depending on the spin state of the valence electron.
On the other hand, according to the "thesis of Bohr," 7 the spin states of free electrons, or any other charged particle, cannot be separated in a Stern-Gerlach like set-up, since the spatial uncertainty of the charged particle along the direction of the magnetic gradient leads to an uncertainty in the Lorentz force of the same order of magnitude as the force that divides the spin states. However, Garraway and Stenholm argued that it is not necessary to achieve a spatial splitting in the interaction region if the spin states can be separated in momentum space, 8, 9 They showed that it is in principle possible to achieve this separation even for charged particles by using a small diameter of the particle beam in the field region and a sufficiently long propagation time in an interaction free region afterwards, during which the difference in the momentum direction can lead to spatial splitting of the beam. These conditions may be fulfilled in laserplasma experiments, where the size of the field region relates to the focus size of the laser beam, i.e., is of the order of only 10 lm (cf. inset of Fig. 7) . Thus, an observation of polarized beams from laser-induced plasmas could settle the longstanding discussion whether the Stern-Gerlach effect is also measurable for charged particles.
Laser-induced generation of polarized ion beams would also be of high importance for research with particle accelerators. In this context, 3 He 2þ ions have been widely discussed. 10 They can serve as substitute polarized neutron beams, since in a 3 He nucleus the two protons have opposite spin directions and the spin of the nucleus is carried by the neutron. However, such beams are currently not available due to the lack of corresponding ion sources. A promising approach would be to use pre-polarized 3 He gas 11 as target material. In this case it is crucial that the 3 He atoms preserve their polarization during the laser-heating. This requires both electrons to be removed within picoseconds since the polarization relaxation time decreases significantly once a single electron is removed from the atom.
Polarization conservation of 3 He ions in plasmas is also crucial for the feasibility of proposals aiming at an efficiency increase of fusion reactors by using polarized fuel, 12 since this efficiency strongly depends on the cross section of the fusion reactions. 13, 14 For example, the cross sections of the dominant fusion reactions He can be increased by a factor of $1.5 by the use of polarized fuel. Therefore, the energy output of fusion reactors (magnetic confinement or inertial fusion) might be increased up to one order of magnitude. The present work aims at a first polarization measurement of few-MeV protons accelerated in a laser-induced plasma, which are most easily generated by using thin foil targets. A first version of the setup that was developed for such polarization studies, comprising a secondary scattering target for the laser-accelerated protons, is described in Ref. 15 . For the measurements presented here an optimized, more compact version of the polarimeter was used (Sec. II). By comparing the measured differential cross section of the secondary scattering reaction with data from literature the applicability of laser-driven sources for measurements of hadronic cross sections is demonstrated. Numerical simulations with a 2D particle-in-cell (PIC) code are performed to calculate the magnetic fields and field gradients in the plasma for our target configuration in order to estimate their effect on the proton polarization (Sec. IV).
II. EXPERIMENTAL DETAILS
The measurements were carried out at the Arcturus laser laboratory at the Heinrich-Heine University D€ usseldorf, where a 100 þ 200 TW Ti:Sa laser is currently in operation. Laser pulses with a typical duration of 25 fs can be produced at a rate of 10 Hz and focused on a target, where an intensity of several 10 20 Wcm À2 is reached. The laser was directed under an incident angle of 45 on a gold foil target of 3 lm thickness and a lateral size of a few mm. The energy that was delivered on the target amounts to $1.5 J, the intensity profile at the focal point was of Gaussian shape with a width of 5 lm (FWHM).
First, the proton energy distribution was determined with the help of a permanent dipole spectrometer. 16 As expected for Target Normal Sheath Acceleration (TNSA), 17 an exponential fit describes the data in the region around 3 MeV, where the polarization measurements are carried out, while the maximum proton energy amounts to $10 MeV. The latter value is in good agreement with experimental data found in literature, obtained at similar laser and target parameters, for example, by Zeil et al.
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In order to measure the polarization of the proton bunches, the spin dependence of elastic proton scattering off nuclei is employed. While the differential cross section dr=dXð#Þ describes the probability for a scattering process into a solid angle dX under a scattering angle #, the analyzing power A y ð#Þ is a measure for the asymmetry of the angular distribution along the azimuthal angle / for a given transversal beam polarization P. Silicon is well suited as scattering target material at proton energies around 3 MeV since high precision data for both A y and dr=dX of the Si(p,p 0 )Si reaction are available from measurements at the Cologne tandem accelerator. 19 These data are described in more detail in Refs. 20 and 21 and are sketched in Fig. 1 .
A figure of merit for the statistical accuracy of a polarization measurement can be defined, that is inversely proportional to the statistical errors of beam polarization and background. For a measurement with high background this is proportional to A y Á dr=dX, as described in Ref. 22 . Based on this criterion Silicon is well suited to measure the polarization for protons with kinetic energies around 3 MeV at scattering angles between 40 and 50 . 16 The setup for the polarization measurement is schematically depicted in Fig. 2 . The symmetry axis of the setup can be inclined with respect to the production target normal by an angle H, that was varied in the range from 0 to 10 . At a distance of 3.5 cm behind the target foil a stack of three RadioChromic-Film (RCF) detectors with a hole of 3 mm in diameter at the center is placed for the monitoring of the particle rates. The small thickness of 0.1 mm of the first aperture is to minimize the amount of solid material since scattering of the protons at the edges may produce secondary particles. The Silicon scattering target with 24 lm thickness rests in a 1 cm thick target holder that serves as additional collimator. The proton beam to be analyzed has an angular divergence of $1 and hits this target in an area of $2 mm in diameter. Behind the scattering target, CR-39 detectors are placed, which cover scattering angles # of up to 68 and the complete azimuthal range /. These detectors are suitable for the low particle numbers per detector area A that are found at scattering angles above 40
. After every re-adjustment of the setup calibration measurements without the Silicon scattering target are carried out. The setup is modeled with the help of Geant4, 23 a MonteCarlo software package for the simulation of the passage of particles through matter, in order to verify the alignment by a comparison of measurement and simulation. The number of protons n 0 that impinge on the Silicon target is evaluated shot-by-shot from the dose on the calibrated RCF detectors. 24 Also, their energy distribution is coarsely monitored by independently evaluating the signals of the first layer dominated by 1 MeV protons, and of the second layer, whose signal corresponds to 3 MeV. Figure 3 shows microscope scans of the irradiated CR-39 detectors. Without the scattering target protons from the whole energy spectrum arrive at the detector, whereas when the scattering foil is installed those with kinetic energies below $1.5 MeV are stopped in the Silicon. Within the direct beam spot the detector is overexposed and it is not possible to identify the individual tracks. However, the edge of this inner region helps to determine the position of the detector relative to the aperture.
The CR-39 detectors were etched for 24 h at 70 C at a NaOH concentration of 7.25 mol/l. For these etching conditions, depending on the scattering angle, protons with kinetic energies of 2.6 to 3 MeV can be observed. 25 Combined with the exponential energy distribution at the production target this results in an energy distribution of scattered protons which can be approximated by a Gaussian shape with a mean energy of 3.2 MeV and a FWHM of 0.3 MeV. In this energy range, the number of protons arriving at the target varied between 10 6 and a few 10 8 from shot to shot.
For p-Si scattering angles # < 37:5 (cf. Fig. 3 for definition of coordinates and angles) multiple Coulomb scattering dominates, while at larger angles hadronic interactions become more prominent. Since the former process is an average over multiple scattering processes and thus not spin-dependent the /-symmetric proton distribution below 40 is used to find the center (x 0 ,y 0 ) of each distribution. In order to minimize false asymmetries in the proton distribution along / the track density n/A is evaluated for a certain choice of (x,y). After fitting each n=Að/Þ distribution by a constant function, the v 2 of data and fit function is evaluated and the minimum v 2 defines the true point of origin. This calibration method permits to determine the center of each distribution with an accuracy of $0.02 mm.
As the next step the track density n/A is determined in dependence of the scattering angle #. At scattering angles of 40 -55 the signal on the CR-39 detectors is dominated by hadronic scattering but also contains background from impurities and scratches on the detector surface (denoted as n CR39 ). The latter is determined and subsequently subtracted through a linear v 2 fit of n/A in the region # > 57:5 , where this background dominates.
After this, the areal track density is converted to the number of protons per solid angle Dn=DX and the cross section is calculated according to dr=dX ¼ Dn=ðn 0 q Si DXÞ using the number of incident protons n 0 from the RCF rate monitor and the areal density of the Si target q Si . At scattering angles # > 45 a correction factor has to be applied, because the projection of the particle trajectories on the detector normal is already by a factor of ffiffi ffi 2 p shorter, resulting in a higher minimum kinetic energy that is necessary for the proton to be detected. Figure 4 shows a comparison of dr=dX from this work with the data from Ref. 19 . Our data are an average over 10 laser shots, which corresponds to a total of 2:1 Á 10 9 protons on the Silicon target. We observe a remarkable agreement between the two data sets, giving confidence both in the reliability of our data and the analysis procedures. 
III. RESULTS OF THE POLARIZATION MEASUREMENTS
For the extraction of the transversal proton polarization P the n=Að/Þ distribution of the raw data (i.e., not background subtracted) is examined individually for each shot. The protons are emitted almost perpendicular to the surface of the production target with variations of few degrees. The number of protons arriving at the scattering target was between 2 Á 10 7 and 3 Á 10 8 . In Table I we present the results for two shots (labeled #77 and #79) with their major features.
For the spin-dependent proton scattering a cosine dependence on / is expected
where dr=dX is the unpolarized differential cross section, A y ¼ À1 Á Á Á þ 1 the analyzing power, P ¼ À1 Á Á Á þ 1 the beam polarization, and C CR39 the background contribution. Since A y varies strongly with the kinetic energy and the protons have energies in the range (3.2 6 0.3) MeV the effective analyzing power is determined by a Monte Carlo simulation assuming P ¼ 1 and by fitting the simulated data with the function given in Eq.(1). The actual value of P is determined together with its direction, expressed by the angle / 0 between the vertical axis and the maximum of the track density in /. In order to determine P and / 0 , the scanned CR-39 distributions are divided into rings of different scattering angles # ¼ 40
À60
with bin widths of 5 . Each / distribution is fitted by the function nð/Þ ¼ C 1 ð1 þ C 2 cosð/ À / 0 ÞÞ. C 1 is constrained by the differential cross section from Ref. 19 and the background n CR39 , while C 2 contains the known effective analyzing power A y and the unknown degree of polarization P. For each combination of P and / 0 the v 2 between fit function and data is evaluated summarizing over all four # bins. The results of the error analysis are given in Table I . Figure 5 shows the data of shot #79 for the four different # regions. In every figure the best fit of the combined data sets is shown as well as the distribution that one would expect for the same phase shift / 0 and an assumed polarization of P ¼ 1. The upper spectra of Fig. 5 demonstrate the importance of using # regions with different signs of A y . The distribution around 40 alone would hint at a high degree of polarization. Since the analyzing power changes its sign between 40 and 45 , in the angular region around 45 an asymmetry is then to be expected that is shifted by 180 in /. The asymmetry in the # ¼ 45 spectrum, however, has the same direction as at 40 . This is a strong indication that around 40 a false asymmetry is observed: according to a shot without scattering target and Geant4 simulations, a misalignment with the set-up pointing to the side of the production target can lead to asymmetric secondary scattering in the collimator to low scattering angles. This may lead to a shift of the estimated center point (x 0 , y 0 ) and subsequently to false asymmetries at higher scattering angles. As a conservative estimate we infer a systematic error of 60.08 corresponding to a misalignment of 2 mm. This has to be added to the statistical errors from the v 2 analysis. We note that the spectra for shot #77 do not exhibit the above discussed systematic asymmetry, while the individual data points show larger fluctuations leading to a higher statistical uncertainty of the fit, see Table I .
IV. COMPARISON WITH NUMERICAL SIMULATIONS
In order to estimate the magnitude of possible polarizing magnetic fields acting on the laser accelerated protons, we have carried out simulations with EPOCH, 26 a fully relativistic 2D PIC code. These were performed for a normally incident laser (with parameters as above) on a Au foil (thickness 2.5 lm, density 6 Á 10 22 cm À3 , charge state 6 þ ) with a proton layer (0.5 lm, 2 Á 10 23 cm À3 ). The grid size was n x Â n y ¼ 6096 Â 4048 and the number of simulated particles n Au ¼ 4 Á 10 6 ; n p ¼ 20 Á 10 6 ; n e ¼ 44 Á 10 6 , respectively. Current PIC codes do not allow one to explicitly model the time development of the nuclear-spin degree of freedom in plasmas. Therefore, we use in the following a simplistic ansatz that assumes thermodynamic equilibrium. In such a scenario the efficiency of the spin-flip scenario would be governed by the Boltzmann factor
FIG. 4. Differential cross sections for the Siðp; p 0 ÞSi reaction at a proton energy of (3.2 6 0.3) MeV measured at the Cologne tandem accelerator 19 and from this work. The overall error of the laser data from the normalization to the RCF data amounts to 7.7% and is not included in the error bars. where l p is the proton magnetic moment, and the proton temperature T is derived here from the mean kinetic energy of the protons behind the target foil. Figure 6 shows the time dependence of T as well as of the magnetic field strength B.
It is seen that only at t $ 95 fs do cold protons feel the influence of a strong magnetic field. This time, however, is much smaller than the typical time scale for a polarization build-up which is defined by their Larmor frequency. Thus, no significant proton polarization is to be expected since for all other times we find 2l p B=k B T ( 1. An efficient spin alignment would require cold targets, rapid decoupling of the accelerated protons from the heating plasma as well as large magnetic fields before the onset of heating. As a rough estimate, a measurable spin alignment would require 2l p B=k B Tտ1. For room temperature (t 95 fs in Fig. 6 ), Bտ140000 T would be required. This field strength may be achievable in principle, however, the typical time that it needs to efficiently align the spins is given by the inverse of the Larmor frequency. At 140 000 T it amounts to s Larmor ¼ 1=ð5:7 Á 10 12 HzÞ $ 170 fs for protons, i.e., significantly longer than it takes to heat them in our case.
In order to estimate the Stern-Gerlach deflection, we then calculate the quantity
along the proton flight paths. a is an approximation for the deflection angle of a proton with magnetic moment l p , mass m p , and longitudinal velocity v x which moves through a magnetic field with gradient @B=@y. 16 As an example Fig. 7 shows @B=@yðxÞ at the center of the plasma where the gradients are largest. In general we find significant deflection angles only when the gradients are already sizeable at low proton velocities, i.e., at the onset of the acceleration through the electric fields. However, for all cases considered here Eq. (3) yields values of a below $0.01 mrad, i.e., much smaller than the typical proton emission angles and experimental angular resolutions which both are of the order of a few degrees. Thus, no emission regions with preferred spin alignments are to be expected for the present set-up.
For both scenarios, the main argument not to expect a measureable polarization is the short time scale or the too short interaction length in which the laser-induced fields act on the particle spins. Thus, to enhance the probability of producing a polarized beam from an unpolarized target, the target size would have to be increased significantly. We therefore conclude that a target configuration with low density, like a gas jet, might be more promising than to rely on the TNSA mechanism with a foil target, although this idea needs to be investigated quantitatively via appropriate simulations. In our view the most promising approach is to use pre-polarized targets, and for reasons that have been discussed in the introduction we think that 3 He gas is a good candidate.
V. CONCLUSIONS
To summarize, we have used laser-accelerated fewMeV protons to measure the scattering-angle dependence of the Siðp; p 0 ÞSi reaction. The result is in excellent agreement with data from literature which demonstrates the feasibility of a classical accelerator measurement with a laser-driven particle source. From the azimuthal-angle dependence of the data, the degree of polarization P of laser-accelerated protons could be determined for the first time. With the newly developed method polarizations down to $20% can be detected for bunches with a sufficiently high number of produced protons ($10 8 with energies above 2.5 MeV). As expected from computer simulations for the given target configuration, our data are consistent with an unpolarized beam P ¼ 0. This finding can be interpreted such that the particle spins are not affected by the strong magnetic fields/gradients in a plasma and thus seems promising for future applications using pre-polarized targets.
