In this paper, a supervised approach to online learn a structured sparse and discriminative representation for object tracking is presented. Label information from training data is incorporated into the dictionary learning process to construct a compact and discriminative dictionary. This is accomplished by adding an ideal-code regularization term and classification error term to the total objective function. By minimizing the total objective function, we learn the high quality dictionary and optimal linear multi-classifier simultaneously. Combined with multi task sparse learning, the learned classifier is employed directly to separate the object from background. As the tracking continues, the proposed algorithm alternates between multi task sparse coding and dictionary updating. Experimental evaluations on the challenging sequences show that the proposed algorithm performs favorably against state-of-the-art methods in terms of effectiveness, accuracy and robustness.
INTRODUCTION
Visual tracking is a well-known topic in computer vision with many applications such as automated surveillance, robot navigation, medical imaging, video indexing, traffic monitoring, human-computer interaction, etc. It is a challenging task to develop a robust tracking algorithm due to numerous factors: illumination, partial or full occlusions, dynamic appearance changes, scaling, abrupt motion, background clutters, pose variation and shape deformation. To overcome these difficulties, much progress has been made in recent years [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . To survey many of these algorithms, we refer the reader to [1] [2] [3] [4] .
Mei and Ling [7] proposed the L1 tracker (L1T) for robust visual tracking under the particle filter framework based on the sparse coding technique. In detail, the target templates are used to describe the tracked object and trivial templates are used to deal with outliers. This representative scheme and its extensions are robust to a wide range of image corruptions, especially moderate occlusions. But, less work focus on the quality of the dictionary during the tracking process.
In this paper, we formulate object tracking in a particle filter framework as a binary classification problem. The priori information from training data is exploited effectively to online learn a discriminative and reconstructive dictionary. Specifically, the class label information is incorporated into the dictionary learning process as the classification error term and idea coding regularization term respectively. Combined with the traditional reconstruction error, a total objective function for dictionary learning is constructed. By minimizing the total object function, we can obtain a high quality dictionary and optimal linear classifier jointly. Combined with the multi task sparse coding, the optimal classifier can separate the tracker object from background effectively.
The main contributions of this paper are: (1) The priori information from the training samples is exploited to construct a compact and discriminative dictionary. It is a critical factor for the object tracker based sparse representation. The learned dictionary encourages samples from the same class to have similar representations. (2) Learning a high quality dictionary and optimal linear classifier are accomplished jointly. All the training samples from the object and background are involved the dictionary learning process simultaneously. (3) Experiments show the proposed tracker outperforms some state-of-the-art methods on challenging sequences with heavy occlusion, drastic illumination changes, and large pose variations.
RELATED WORK
In this section, we briefly review nominal tracking methods and those that are the most related to our tracker. We focus specifically on the representative tracking methods that use particle filters, sparse representation and dictionary learning. For a more thorough survey of tracking methods, we refer the readers to [1] [2] [3] [4] . Existing tracking algorithms can be roughly categorized as either generative or discriminative.
Generative tracking methods learn an appearance model to describe the target observations, and the aim is to search for the target location that has the most similar appearance to the model. Examples of generative methods are IVT [5] , VTD [6] , L1 [6] [7] [8] [9] , SPT [10] , SCM [11] , and MTT [15] .
Ross et al. [5] learn an adaptive linear subspace online for modeling target appearance and implement tracking with a particle filter. Kwon et al. [6] extend the classic particle filter framework with multiple dynamic observation models to account for appearance and motion variation. L1 [7] is the most representative work, and some extensions [8] [9] [10] [11] [12] [13] are developed to improve the L1 tracker in terms of both speed and accuracy. In [9] , APG based solution is used to improve the L1 tracker. Liu et al. [10] also develop a tracking algorithm based on local sparse model which employs histograms of sparse coefficients and the mean shift algorithm for object tracking. In Zhang et al. [12] , low-rank sparse learning is adopted to consider the correlations among particles for robust tracking. Inspired by these works, he develops the Multi-Task Tracking (MTT) algorithm [13] . However, the dictionary still include the trivial templates, they will degrade the efficiency and effectiveness of the tracker. In Wang et al [14] , online robust non-negative dictionary learning method is developed for visual tracking, a new particle representation formulation using the Huber loss function is proposed to estimate the robust object templates.
Discriminative methods cast the tracking as a binary classification problem that distinguishes the tracked targets from their surrounding backgrounds. The trained classifier is online updated during the tracking procedure. Examples of discriminative methods are MIL [15] , PN [16] , CT [17] and Struck [18] .
Babenko et al. [15] introduce multiple instance learning into online tracking where samples are considered within positive and negative bags or sets. Kalal et al. [16] propose the PN learning algorithm to exploit the underlying structure of positive and negative samples to learn effective classifiers for object tracking. The Struck [17] ranks top in the recent benchmark [3] , and it learns a kernelized structured output support vector machine online. An efficient tracking algorithm [18] based on compressive sensing theory [19] is proposed, which demonstrates that the low dimensional features randomly extracted from the high dimensional multi-scale image feature space can preserve the discriminative capability, thereby facilitating object tracking.
BACKGROUND
In this section, we briefly introduce the particle filter and dictionary learning to facilitate the presentation of our model in the next section.
Particle filter
Particle filters is a popular tracking framework due to its excellent performance in the presence of nonlinear target motion and to flexibility to different object representations. It can be considered as a Bayesian inference task in a Markov model with hidden state variables, which recursively approximates the posterior distribution using a finite set of weighted samples. It consists of two steps: prediction and update.
Specially, at the frame, let affine parameters ( , , , , , )
represent the target state, where x and y are the image coordinates, s and r are the scale and the aspect, θ is the rotation angle, λ is the skew. { }
denotes the observation of the target from the first frame to the frame 1 t − . Particle filters tracking estimates and propagates the probability by recursively performing prediction
and updating
The optimal state for the frame t is obtained according to the maximal approximate posterior probability
arg max ( | )
This inference is governed by the model 1 
( | )
t t p X X − , which describes the temporal correlation of the tracking results in consecutive frames, and it is modeled to be Gaussian with the dimensions of t X assumed independent. The observation model ( | ) t t p Y X reflects the similarity between a target candidate and dictionary templates. In this paper, ( | )
is proportional to the classifier scores.
Dictionary learning
The goal of dictionary learning is to find the optimized dictionaries that provide a succinct representation for most statistically representative input signals. , a r gm i n )
.
is the learned dictionary,
is the sparse codes of input signals. In general, the number of training samples is larger than the size of (
, and i x only uses a few dictionary atoms for its representation under the sparsity constraint. Usually, the above objective function is iteratively optimized in a two stage manner, by alternatively optimizing with respect to D (bases) and X (coefficients) while holding the other fixed. The objective function in (4) only focuses on minimizing the reconstruction error and does not consider the discriminative power of a dictionary.
JOINTLY LEARNING DISCRIMINATIVE DICTIONARY AND OPTIMAL CLASSIFIER
Inspired by the above work, an approach to online learn a structured sparse and discriminative representation for object tracking is presented in this section. We develop a supervised learning method to construct a discriminative and reconstructive dictionary. The class label and structure information among samples are incorporated into the dictionary learning process as the discriminative term and structured regularization term respectively. Combined with the traditional reconstruction error term, a unified objective function for object tracking can be obtained. In this way, the dictionary and the classifier are learned jointly. With the high quality dictionary, structured sparsity based discriminative classifier can be directly used for object tracking.
The unified object function
To be concrete, the objective function for our object tracking is defined as
where parameters 1 2 3 , , λ λ λ control the relative weight of three terms: reconstruction error term, classification error, idea coding regularization term, mixed norm regularization term. term is widely used in sparse representation based tracking [7] and dictionary learning. Its value reflects the presence of occlusion and whether a candidate particle is sampled from the background. We compute the reconstruction errors of all the particles with the learned dictionary items at the same time. 
Reconstruction Error term

Ideal structured regularization term
is the idea representation for Y , M is the number of training samples. We hope that X is very close to Q , and force the samples from the same class to have similar discriminative sparse representation without losing structure information. i q is the sparse code corresponding to an input signal i y with the form
. We cast the object tracking can be viewed as a binary classification problem: object (class T ) and background (class B ). If the training data is sampled from the tracked object region, the coefficients in i q for class T are all 1s, while the others are all 0s. For example, the training samples : By adding a sparseness criterion into the objective function (5), we are able to learn a sparse and structural representation with the learned high-quality dictionary t D . The proposed tracker is under the particle filter framework. The candidate particles are densely sampled around the current tracking target and their representations will be sparse and similar with respect to the given dictionary t D . In other words, a few items in t D are required to represent all the particles.
Optimization procedure
To solve optimization problem in the equation (5), the proposed algorithm alternates between robust sparse coding and dictionary updating. We rewrite the proposed object function as two steps. Dictionary learning:
where
For equation (7), this is the classical dictionary learning problem that K-SVD [20] [21] and online dictionary learning for sparse coding [22] can both obtain the satisfied solution. We combine the methods in [20] and [22] to solve the formula (4) to online learn and update the high quality dictionary. In addition, samples from the same class have low rank sparse codes, which is very important to separate the object from background with the optimal classifier in object tracking process. Let , the solution of equation (5) 
We develop the method in [13] and format the object tracking as multi-task sparse learning problem with the high quality dictionary. Learning the representation of each particle is a task, each task is viewed as jointly sparse. The joint sparsity is achieved by imposing the , p q L mixed-norm penalty on the reconstruction coefficients. We use the popularly applied Accelerated Proximal Gradient method to efficiently solve the minimization problem in equation (12).
EXPERIMENTS
In this section, we demonstrate the merits of the proposed algorithm with extensive experimental results. Our trackers are evaluated on 9 challenging tracking sequences (e.g. car11, cliffbar, singer1 and woman sequences) that are publicly available online. We evaluate the proposed tracker against ten state-of-the-art visual tracking algorithms including: ONND [14] LSST [8] , MTT [13] , CT [18] , VTD [6] , MIL [15] , PN [16] , IVT [5] , and L1 [7] . These trackers are implemented using publicly available source codes or binaries provided by the authors. They are initialized using their default parameters.
Parameter setting
The proposed algorithm is implemented in MATLAB R2011b on a Pentium 2.3 GHz Dual Core laptop with 2GB memory. For each sequence, the location of the target object is manually labeled in the first frame. Each image sample from the target and background is normalized to a 32 × 32 or 48 × 16 patch. We set the parameters 1 2 3 , , λ λ λ in Eq. (4) are 4, 2, 0.01 respectively. The numbers of positive templates and negative templates are 20 and 80 respectively. The learned dictionary includes 50 items.
Quantitative comparison
For quantitative performance comparison, two popular evaluation criteria are used, namely, center location error (CLE) and tracking success rate (TSR). The CLE is computed as the distance between the predicted center position and the ground truth center position. Table. 1 summarizes the average center location errors in pixels. The TSR is computed as the ratio of the number of frames the target is successfully tracked to the total frames in the sequence. To define whether the target is successfully tracked at a frame, we use the score in the PASCAL VOC challenge [23] , which can be computed as
where T R is the current the tracking result and G R is the ground truth. Table. 2 and Figure.2 give the average tracking success rates and relative tracking success rates respectively. Overall, the proposed tracker performs well against the other state-of-the-art algorithms. 
Qualitative comparison
There are blurred images in deer sequence, which is difficult for most trackers to solve this situation. From Figure 1 (a), we can see that when the head of the fawn becomes blurred at the frame 25 or 42, most tracking algorithms fail to follow the target, such as MIL, PN etc. The proposed algorithm successfully tracks the target object throughout the sequence. Its located accuracy and overlap rate are better than SCM, LSST, less than ONND.
In the car11 sequence, a car is driven into a very dark environment. The contrast between the tracked target and its surrounding background is low, and the ambient light changes significantly. The tracking results are illustrated in Figure 1(b) . IVT, LSST, MTT and ONND algorithms perform well as our tracker in the whole sequence. However, the accuracy and robustness of these methods are less than the proposed tracker.
The tracking object in the girl sequence undergoes occlusion (complete occlusion of the girl's face as she swivels in the chair), large pose change, and scale variation with in-plane and out-of-plane rotations (from large to small, and from small to large). The tracking results are shown in Fig. 1(c) . The experimental results demonstrate that our method achieves the best performance in this sequence..
In the cliffbar video, the background has similar texture to the target. Moreover, the target undergoes scale variance, inplane rotation, and abrupt motion as shown in Figure 1(d) . The L1, IVT, CT, MIL, LSST, ONND, SCM methods drift to the cluttered background, while our proposed tracker has the best performance on this sequence, it can adapt the scale and rotation change of the target, and overcome the influence of similar background and motion blur.
In the skating sequence, there are abrupt object motion, occlusions, severe illumination and scale changes, viewpoint changes, which lead most of the trackers to fail, especially at frame 310. Only VTD, ONND and our proposed trackers can handle these changes well and track the target throughout the sequence, as shown in Figure 1 The singer1 sequence contains abrupt object motion with significant illumination and scale changes, especially, from frame 121 and frame 321, the stage light changes drastically, which cause some of the trackers to drift as shown in Fig. 1(f) . SCM algorithm performs well as our tracker in the whole sequence. However, the center error and overlap rate in Table 1 and 2 have verified that our proposed trackers are better than other methods.
In the caviar sequence, the target is occluded by two people at times and one of them is similar in color and shape to the target. Numerous methods fail to track the target because there are similar objects around it when heavy occlusion occurs (such as frame 90, 120, 442 sequence when there is a large scale change with heavy occlusion at frame 442. The football sequence is challenging due to the cluttered background, because there are many football players with the similar helmets in this scene. When the tracked target approaches other football players, some trackers are not robust and begin to drift. Especially, when the two football players collide at frame 290, most tracking methods cannot locate the target correctly. Only our tracker, CT, VTD, and ONND overcome this problem and successfully locate the correct object in the whole sequence.
For the faceocc2 sequence in Figure 1 (i), most trackers start drifting from the man's face when it is almost fully occluded by the book. The proposed algorithm performs well especially when partial occlusion or in-plane rotation occurs.
CONCLUSIONS
In this paper, combined with the multi task sparse learning, we present a supervised approach to online learn and update a structured sparse and discriminative representation for object tracking. This approach exploits the strength of label information and encourages images from the same class to have similar representations. Experimental results on challenging image sequences demonstrate that the proposed tracker performs favorably against some state-of the-art algorithms. Possible future work is to develop the structured and low-rank representation for robust object tracking.
