Wilson bases for general time-frequency lattices by Kutyniok, Gitta & Strohmer, Thomas
ar
X
iv
:m
at
h/
03
11
38
3v
2 
 [m
ath
.FA
]  
15
 N
ov
 20
04
WILSON BASES FOR GENERAL TIME-FREQUENCY LATTICES
GITTA KUTYNIOK∗ AND THOMAS STROHMER†
Abstract. Motivated by a recent generalization of the Balian-Low theorem and by new research
in wireless communications we analyze the construction of Wilson bases for general time-frequency
lattices. We show that orthonormal Wilson bases for L2(R) can be constructed for any time-frequency
lattice whose volume is 1
2
. We then focus on the spaces ℓ2(Z) and CL which are the preferred settings
for numerical and practical purposes. We demonstrate that with a properly adapted definition of
Wilson bases the construction of orthonormal Wilson bases for general time-frequency lattices also
holds true in these discrete settings. In our analysis we make use of certain metaplectic transforms.
Finally we discuss some practical consequences of our theoretical findings.
Key words. Wilson basis, metaplectic transform, Gabor frame, Schro¨dinger representation,
time-frequency lattice
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1. Introduction. Gabor systems have become a popular tool, both in theory
and in applications, e.g., see [14, 20, 15]. However one drawback is that due to
the Balian–Low theorem it is impossible to construct (orthogonal) Gabor bases for
L2(R) with good time-frequency localization [20]. In [35, 11] it has been shown that a
modification of Gabor bases, so-calledWilson bases provide a means to circumvent the
Balian–Low theorem. Indeed, there exist orthogonal Wilson bases for L2(R) whose
basis functions have exponential decay in time and frequency. These Wilson bases
can be constructed from certain tight Gabor frames with redundancy 2.
Gabor frames are usually associated with rectangular time-frequency lattices, but
they can also be defined for general non-separable lattices, see e.g. [12, 19, 13, 30].
Recently it has been shown that such a generalization of Gabor frames to general time-
frequency lattices does not enable us to overcome the Balian–Low theorem [21, 2].
This leads naturally to the question if it is possible to extend the construction of
Wilson bases to general time-frequency lattices.
Another motivation for the research presented in this paper has its origin in
wireless communication. Orthogonal frequency division multiplexing (OFDM) is a
wireless transmission technology employing a set of transmission functions which is
usually associated with a rectangular time-frequency lattice [16]. The connection to
Gabor theory is given by the fact that the collection of transmission pulses in OFDM
can be interpreted as a Gabor system, see [29, 32]. The density of the associated
rectangular time-frequency lattice can be seen as a measure of the spectral efficiency
in terms of number of bits transmitted per Hertz per second. The necessary condition
of linear independence of the transmission functions implies that we are dealing with
either an undersampled or a critically sampled Gabor system.
For wireless channels that are time-dispersive (due to multipath) and frequency-
dispersive (due to the Doppler effect) good time-frequency localization of the trans-
mission pulses is essential to mitigate the interferences caused by the dispersion of
the channel [29, 32]. The ideal set of transmission pulses should therefore possess
(i) good time-frequency localization and (ii) maximize the spectral efficiency, i.e.,
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the transmission functions should correspond to a (critically sampled) Gabor basis
for L2(R). As we know, the Balian–Low theorem prohibits these conditions to be
fulfilled simultaneously.
Recently it has been shown that in case of time-frequency dispersive channels the
performance of OFDM can be improved when using general time-frequency lattices,
in particular hexagonal-type lattices [33]. In a nutshell, lattices that are adapted to
the shape of the Wigner distribution of the transmission pulses allow for a better
“packing” of the time-frequency plane, which in turn can be used to either achieve
higher data rates or to improve interference robustness of the associated so-called
Lattice-OFDM system.
One variation of OFDM (for rectangular lattices) is called Offset-QAM (OQAM)
OFDM, it corresponds to using a Wilson basis as set of transmission functions [5].
OQAM-OFDM achieves maximal spectral efficiency and allows for transmission func-
tions with good time-frequency localization. As in the case of standard OFDM it
would be potentially useful for time-frequency dispersive channels to extend OQAM-
OFDM to general time-frequency lattices in order to improve the robustness of OQAM-
OFDM against interference even further. Thus we again arrive at the problem of
constructing Wilson bases for general non-separable time-frequency lattices.
Yet another motivation comes from filter bank theory, more precisely cosine-
modulated filter banks [7]. We know that discrete-time Wilson bases correspond to a
special class of cosine-modulated filter banks (see [7]). In light of the improvements
gained by using general time-frequency lattices in OFDM [33], it would be interesting
to analyze if the construction of cosine-modulated filter banks can be extended to
general time-frequency lattices. A positive answer to this question might lead to a
more efficient encoding of signals and images.
Since our goal to construct Wilson bases for general time-frequency lattices is
in part motivated by applied problems and since any numerical implementation of
Wilson bases is based on a discrete model, our analysis will not only concern L2(R)
but also comprise the spaces ℓ2(Z) and CL. Furthermore, ℓ2(Z) is the appropriate
setting when Wilson bases are utilized as filter banks, since in this case one deals with
sampled, thus discrete-time, signals.
1.1. Notation. We assume that the reader is familiar with the theory of Gabor
frames and refer to [20] for background and details.
A lattice Λ in Rd is a discrete subgroup with compact quotient, i.e., there exists
a matrix A ∈ GL(d,R) such that Λ = AZd. The matrix A is called the (non-unique)
generator matrix for Λ. The volume of Λ is vol(Λ) = | det(A)|. Two lattices, which
play a crucial role in OFDM design (see [33]), are the rectangular lattice ΛR and the
hexagonal lattice ΛH . A generator matrix for ΛR is given by
AR =
[
T 0
0 F
]
and a generator matrix for ΛH is given by
AH =
[√
2
4√3T
√
2
2 4
√
3
T
0
4√3√
2
F
]
,
where T, F > 0. An easy calculation shows that both lattices ΛR and ΛH have the
same volume TF . A normal form for matrices, which we will use in the following,
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is the so-called Hermite normal form [22]. We say that a matrix A =
[
a b
c d
]
is in
Hermite normal form, if c = 0, a, d > 0, and 0 ≤ b < a. For example both matrices
AR and AH are in Hermite normal form.
For (x, y) ∈ R2 and g ∈ L2(R), let gx,y be defined by
gx,y(t) = e
2piiytg(t− x).
We denote by G(g,Λ) the system of functions given by
gλ,µ(t) = g(t− λ)e2piitµ, (λ, µ) ∈ Λ.
As usual, the redundancy of G(g,Λ) is given by 1vol(Λ) .
As in [20], we define the Schro¨dinger representation ρ : H→ U(L2(R)) by
ρ(x, y, z)g(t) = e2piize−piixye2piiytg(t− x).
Note that
gx,y = e
piixyρ(x, y, 1)g. (1.1)
Furthermore, we use the following notation from [20] (with slight changes):
J =
[
0 −1
1 0
]
, Bb =
[
b 0
0 1b
]
, Cc =
[
1 0
c 1
]
.
F and ∧ denote the Fourier transform, F−1 and ∨ denote the inverse Fourier trans-
form. The dilation is given by Dbf(t) = |b| 12 f(bt) and the “chirp” operator is defined
via Ncf(t) = e−piict2f(t), where b, c ∈ R and f ∈ L2(R).
Metaplectic transforms will turn out to be a very useful tool in our analysis. For
the study of the discrete and finite case, we need a result on metaplectic transforms
from [26]. Since this thesis is not easy to access, we present the result here in the
slightly weaker version we will use, together with the necessary definitions and nota-
tions. The result will be stated in the situation of a general locally compact abelian
group G with dual group Ĝ, group multiplication denoted by +, and action of Ĝ on
G denoted by 〈x, χ〉 for x ∈ G and χ ∈ Ĝ. The cases we are interested in later on
are G = Z and G = ZL. We will usually write a metaplectic transform σ in the
matrix notation σ =
[
α β
γ δ
]
∈ Hom(G × Ĝ), which means that α ∈ Hom(G),
β ∈ Hom(Ĝ, G), γ ∈ Hom(G, Ĝ), and δ ∈ Hom(Ĝ). Then the adjoint σ∗ is defined by
〈(x, χ), σ∗(y, π)〉 = 〈σ(x, χ), (y, π)〉 for all (x, χ), (y, π) ∈ G × Ĝ. Let η be defined by
η =
[
0 −IĜ
IG 0
]
∈ Hom(G× Ĝ, Ĝ×G), where the above definition concerning the
matrix notation has to be adapted in an obvious way, and where IG and IĜ denote
the identity on G and Ĝ, respectively. Then σ is called symplectic, if σ∗ησ = η. If
ζ ∈ Hom(G × Ĝ, Ĝ×G), then ψ is a second degree character of G× Ĝ associated to
ζ, if ψ((x, χ) + (y, π)) = ψ(x, χ)ψ(y, π) 〈(x, χ), ζ(y, π)〉 for all (x, χ), (y, π) ∈ G × Ĝ.
Moreover, for (x, χ) ∈ G× Ĝ and g ∈ L2(G), let gx,χ be defined by
gx,χ(t) = χ(t)g(t− x),
which generalizes the previous definition.
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We can now state the version of [26, Theorem 1.1.28], which we will employ in
Sections 3 and 4.
Theorem 1.1. Let σ :=
[
α β
γ δ
]
∈ Hom(G× Ĝ) be symplectic and let ψζ be a
second degree character of G× Ĝ associated to
ζ := σ∗
[
0 0
IG 0
]
σ −
[
0 0
IG 0
]
∈ Hom(G× Ĝ, Ĝ×G).
If U is defined by
Uf(t) :=
∫
Ĝ
f(αt+ βω)ψ−1ζ (t, ω)dω,
then we have
(Uf)x,χ(t) = ψ
−1
ζ (x, χ)Ufσ(x,χ)(t), (x, χ) ∈ G× Ĝ.
2. Wilson bases for general lattices – the continuous case. We first show
that all lattices in R2 which are important for applications, such as the rectangular
lattice, the hexagonal lattice, and lattices whose generator matrix has rational entries,
possess a uniquely determined matrix in Hermite normal form, which we will call the
canonical generator matrix. In particular, we characterize exactly those lattices, which
possess a generator matrix in Hermite normal form.
We then show that it is possible to construct orthonormal Wilson bases for time-
frequency lattices Λ with vol(Λ) = 12 , which possess a generator matrix in Hermite
normal form. In principle Wilson systems can be defined for lattices Λ with vol(Λ) 6=
1
2 , however so far all known constructions of orthogonal Wilson bases for L
2(R) are
strictly tied to lattices with volume 12 . In light of this fact throughout this paper a
Wilson system will always be associated with a time-frequency lattice of volume 12 .
Lemma 2.1. Let Λ be a lattice in R2. Then the following conditions are equiva-
lent.
(i) P2(Λ) is discrete, where P2 : R
2 → R, (x, y) 7→ y.
(ii) There exists a generator matrix A for Λ which is in Hermite normal form.
If one of these conditions is satisfied, the matrix A is uniquely determined.
Proof. Let
A′ =
[
a′ b′
c′ d′
]
be an arbitrary generator matrix for Λ.
First we prove that (ii) implies (i). By (ii), there exists a matrix
A =
[
a b
0 d
]
,
which is in Hermite normal form and which satisfies AZ2 = Λ. Thus P2(Λ) = dZ,
which yields (i).
Next we show (i) ⇒ (ii). For this, we construct a matrix
A =
[
a b
0 d
]
,
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which satisfies the claimed properties. Without loss of generality we assume that
d′ 6= 0 (if d′ = 0 and c′ 6= 0 we could change the columns of A′). We begin with the
following observation. Assume that c
′
d′ is not rational. Since P2(Λ) is a non-trivial
discrete, additive subgroup of R, hence a lattice, there exists s ∈ R\{0} such that
P2(Λ) = sZ. Thus c
′ = sm and d′ = sn for some m,n ∈ Z, a contradiction. This
implies that the quotient c
′
d′ is rational. Setting
c′
d′ =
k
l , k, l ∈ Z with gcd(k, l) = 1
and factoring out d
′
l , without loss of generality we can assume that A
′ is of the form
A′ = r
[
a′ b′
c′ d′
]
,
with a′, b′, r ∈ R and c′, d′ ∈ Z. Now we proceed as follows. First we set p :=
gcd(c′, d′) > 0. We then obtain
A′
[
± d′p
∓ c′p
]
=
[
± r det(A′)p
0
]
∈ Λ,
since c
′
p ,
d′
p ∈ Z. Hence we can define a by a :=
∣∣∣ r det(A′)p ∣∣∣ > 0.
In a second step we compute b and d. Since c
′
p and
d′
p are relative prime, there
exist m,n ∈ Z such that c′pm+ d
′
p n = 1 (see [24, Theorem 4.4]). Hence c
′m+ d′n = p
and we obtain
A′
[
m
n
]
=
[
r(a′m+ b′n)
rp
]
∈ Λ.
Now let k ∈ Z be chosen in such a way that 0 ≤ r(a′m + b′n) + ka < a and define
b := ka + r(a′m + b′n) and d := rp. Without loss of generality we can assume that
d > 0, since otherwise we just take −m and −n instead of m and n. Then[
b
d
]
=
[
r(a′m+ b′n)
rp
]
+ k
[
a
0
]
∈ Λ
and |ad| =
∣∣∣ r det(A′)p ∣∣∣ rp = |r2 det(A′)|. This proves that A generates Λ and is in
Hermite normal form.
At last we prove that the matrix in condition (ii) is uniquely determined. For this,
assume there exist a, b, d, a′, b′, d′ ∈ R with a, a′, d, d′ > 0, 0 ≤ b < a and 0 ≤ b′ < a′
such that
Λ = AZ2 = A′Z2, (2.1)
where
A =
[
a b
0 d
]
and A′ =
[
a′ b′
0 d′
]
.
By (2.1), there exist m,n ∈ Z with a′ = ma + nb and 0 = nd, which implies that
a′ = ma. Again by (2.1), we can find k, l ∈ Z such that b′ = ka+ lb and d′ = ld. Since
vol(Λ) = |ad| = |a′d′|, we obtain |ml| = 1. Now a, a′, d, d′ > 0 implies that a = a′,
d = d′, and l = 1. Finally, applying this to b′ = ka+ lb and using that 0 ≤ b < a and
0 ≤ b′ < a′ yields b = b′. Thus we have shown A = A′, which completes the proof.
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In the following we restrict our attention to lattices, which possess a generator
matrix in Hermite normal form. All results in the situation L2(R) could be derived (in
the same manner, but with much more technical effort) for general lattices, however
with little or no practical benefit.
Definition 2.2. Let Λ be a lattice in R2, which satisfies the conditions of Lemma
2.1. Then the uniquely determined generator matrix A of Lemma 2.1 is called the
canonical generator matrix for Λ.
Now let Λ be a lattice with vol(Λ) = 12 , which possesses a generator matrix in
Hermite normal form. Using the definition of a canonical generator matrix, we define
a Wilson system associated with Λ as follows.
Definition 2.3. If G(g,Λ) ⊆ L2(R) is a Gabor system of redundancy 2, and
A =
[
a b
0 d
]
is the canonical generator matrix for the lattice Λ, then the associated Wilson system
W(g,Λ, L2(R)) = {ψΛm,n}m∈Z,n≥0 consists of the functions
ψΛm,0 = g2ma,0, if n = 0,
ψΛm,n =
1√
2
e−piibdn
2
(gma+nb,nd + gma−nb,−nd), if n 6= 0, m+ n even,
ψΛm,n =
i√
2
e−piibdn
2
(gma+nb,nd − gma−nb,−nd), if n 6= 0, m+ n odd.
If the system W(g,Λ, L2(R)) is an orthonormal basis for L2(R) we call it a Wilson
(orthonormal) basis.
We will see that this definition reduces to the usual definition of Wilson systems.
For this, we consider the rectangular lattice
Γ = {(m2 , n)}m,n∈Z.
It is an easy calculation to show that the canonical generator matrix for Γ is
A =
[
1
2 0
0 1
]
.
Thus, for each g ∈ L2(R), the Wilson system W(g,Γ, L2(R)) consists indeed of the
functions
ψΓm,0 = gm,0, if n = 0,
ψΓm,n =
1√
2
(gm/2,n + gm/2,−n), if m+ n is even,
ψΓm,n =
i√
2
(gm/2,n − gm/2,−n), if m+ n is odd,
which coincides with the usual definition of Wilson systems, cf. for instance [20, Def-
inition 8.5.1]. Notice that we will fix the notation Γ for the remainder.
We will make use of the following well-known theorem about a Wilson system for
rectangular lattices to constitute an orthonormal basis (e.g. cf. [3, Theorem 4.1]).
Theorem 2.4. Suppose that g ∈ L2(R) is such that
(a) gˆ is real-valued and
(b) {gm/2,n}m,n∈Z is a tight Gabor frame for L2(R) with frame bound 2.
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Then the system W(g,Γ, L2(R)) is a Wilson orthonormal basis for L2(R).
We are now ready to extend the construction of Wilson bases for time-frequency
lattices which possess a generator matrix in Hermite normal form.
Theorem 2.5. Let Λ be a lattice in R2 with vol(Λ) = 12 and canonical generator
matrix
A =
[
a b
0 d
]
.
Define U by
U := D1/d ◦ F ◦ N−b/d ◦ F−1. (2.2)
Let g ∈ L2(R) be such that
(i) Ûg is real-valued,
(ii) {gma+nb,nd}m,n∈Z is a tight frame for L2(R) with frame bound 2.
Then the system W(g,Λ, L2(R)) is a Wilson orthonormal basis for L2(R).
Proof. We will reduce our claim to Theorem 2.4 by using a metaplectic transform.
We define A by
A =
[
d −b
0 2a
]
.
Then, for all m,n ∈ Z, we have
A(ma+ nb, nd) = ( 12m,n). (2.3)
Since A ∈ Sp(2,R) we can apply [17, Theorem 4.51] and write
A = Bd(−J )Cb/dJ .
By [20, Example 9.4.1] we obtain
ρ(x, y, 1)g = U−1ρ(A(x, y), 1)(Ug), (2.4)
with U defined in (2.2). Using (1.1), (2.3), and (2.4), we compute
gma+nb,nd = e
pii(ma+nb)ndρ(ma+ nb, nd, 1)g
= epii(ma+nb)ndU−1ρ(A(ma+ nb, nd), 1)(Ug)
= epii(ma+nb)ndU−1ρ(12m,n, 1)(Ug).
Using (1.1) again, we obtain
gma+nb,nd = e
pii(ma+nb)nde−pii
1
2mnU−1(Ug)m/2,n = e
piibdn2U−1(Ug)m/2,n. (2.5)
Since multiplication by a phase factor and applying a unitary operator to a tight
frame preserves tightness (and frame bounds), it follows that condition (ii) is equiv-
alent to {(Ug)m/2,n}m,n∈Z being a tight frame with frame bound 2. We need not
deal with condition (i), since this states already that Ûg is real-valued. Applying
Theorem 2.4 yields that the Wilson system W(Ug,Γ, L2(R)) is an orthonormal basis.
Using now the metaplectic transform, i.e., (2.5), and the fact that U is a unitary
operator, finishes the proof.
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We will conclude this section by providing an example, which shows how we can
compute a Wilson basis with excellent time-frequency localization for a special lattice,
but this calculation can also be done for an arbitrary lattice.
Here we consider the hexagonal lattice ΛH with generator matrix
AH =
[√
2
4√3
√
2
2 4
√
3
0
4√3√
2
]
.
This lattice was also used in [33]. Observe that since we have 0 ≤
√
2
2 4
√
3
<
√
2
4√3 , the
matrix AH is already the canonical generator matrix for ΛH . First we define the
function h ∈ L2(R) by
h(x) = (2ν)
1
4 e−νpix
2
.
By [20, Theorem 7.5.3], the set {hm/2,n}m,n∈Z is a frame for L2(R). Let S denote its
frame operator and consider the function ϕ ∈ L2(R) given by
ϕ =
√
2F ◦ S− 12h. (2.6)
Using [3, Theorem 4.6], this function coincides with the function considered in [11,
Section 4]. There it was shown that ϕ satisfies conditions (a) and (b) of Theorem 2.4
and hence yields a Wilson basis in the sense of Theorem 2.4. Moreover, ϕ has expo-
nential decay in time and frequency. To obtain a generating function for a Wilson
basis with respect to ΛH in the sense of Theorem 2.5, first observe that, by the proof
of Theorem 2.5, we only need to compute the function g = U−1ϕ, where U is defined
in (2.2). Then g automatically satisfies conditions (i) and (ii) of Theorem 2.5, and
hence the system W(g,AH , L2(R)) is a Wilson orthonormal basis by Theorem 2.5.
Thus we define g ∈ L2(R) by
g = F ◦ N 1√
3
◦ F−1 ◦ D 4√3√
2
ϕ =
√
2F ◦ N 1√
3
◦ D √2
4√
3
◦ S− 12h.
Let us mention that the function g has exponential decay in time and frequency.
Thus we obtain a Wilson basis with respect to the lattice Λ with very good time-
frequency localization. As already mentioned above this procedure can be applied
to an arbitrary lattice, hence we obtain a Wilson basis with excellent time-frequency
localization for any lattice.
3. Wilson bases for general lattices – the discrete case. In this section we
analyze the construction of Wilson bases for general time-frequency lattices for func-
tions defined on ℓ2(Z). The reasons for considering the setting ℓ2(Z) are on that the
one hand several applications such as filter bank design in digital signal processing deal
directly with a discrete setting [7], and on the other hand, even those problems that
arise in the “continuous” setting of L2(R) require a discrete model for their numerical
treatment. Thus, with these practical aspects in mind, throughout this section we
naturally consider only lattices whose generator matrices have rational entries, since
any implementation is intrinsically restricted to such “rationally” generated lattices.
Another natural setting for numerical implementations is of course CL (which can be
identified with the space of L-periodic sequences). We will analyze that case in the
next section.
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Before we proceed we define Gabor systems and Wilson systems on ℓ2(Z) for
general time-frequency lattices Λ with vol(Λ) = 12 . First we prove that each lattice
possesses a generator matrix of some particular form.
Lemma 3.1. Let Λ be a lattice in Z× R with generator matrix A given by
A =
[
a b
c d
]
, with a, b ∈ Z, c, d ∈ Q, and det(A) = 1
2
,
and denote c = pq , d =
p′
q′ with gcd(p, q) = gcd(p
′, q′) = 1, p, q, p′, q′ ∈ Z. Then Λ
possesses a uniquely determined generator matrix of the form
A′ =
[
N
2 b
′
0 1N
]
, (3.1)
where N = qq
′
gcd(pq′,p′q) and b
′ ∈ Z, 0 ≤ b′ < N2 .
Proof. We assume that c 6= 0, otherwise (3.1) is automatically satisfied. We first
show that A can be written as
A =
[
a b
r
N
s
N
]
, (3.2)
with integers r, s,N , such that gcd(r, s) = 1.
Let c = pq , d =
p′
q′ with p, p
′, q, q′ ∈ Z, denote N ′ := qq′, c˜ := pq′, d˜ := p′q and
write z = gcd(c˜, d˜). Since a, b, c˜, d˜ ∈ Z and since
vol(Λ) =
1
2
⇒ ad˜− bc˜ = N
′
2
,
it follows that N
′
2 ∈ Z. A necessary and sufficient condition for the equation ad˜−bc˜ =
N ′
2 to have an integer solution in a and b is that gcd(c˜, d˜)|N
′
2 , see [24, Theorem 8.1],
hence z|N ′2 . Denote z′ := N
′
2z , r :=
c˜
z , s :=
d˜
z . Then c =
r
2z′ , d =
s
2z′ with z
′ ∈ Z and
gcd(r, s) = 1. By a proper choice of the signs of c and d we can always assume that z′
is positive. By writing N := 2z′ ∈ Z we see that A can indeed be written as in (3.2).
Now, assuming that A is of the form (3.2), we compute[
a b
c d
] [
Nd
−Nc
]
=
[
N(ad− bc)
0
]
=
[
N
2
0
]
.
Since gcd(r, s) = 1 there exist integers m,n with mr+ns = 1. For such a pair (m,n)
we denote b′ = am+ bn and obtain[
a b
c d
] [
m
n
]
=
[
am+ bn
r
Nm+
s
N n
]
=
[
b′
1
N
]
.
If b′ < 0 or b′ ≥ N2 , we substitute the vector obtained by[
b′
1
N
]
+ k
[
N
2
0
]
=
[
b′ + kN2
1
N
]
,
where k ∈ Z is chosen in such a way that 0 ≤ b′+ kN2 < N2 . Consequently the matrix[
N
2 b
′
0 1N
]
(3.3)
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generates the lattice Λ. Finally, since N2 and b
′ are integers and 0 ≤ b′ < N2 , the
generator matrix in (3.3) is indeed of the form (3.1).
The fact that this is a unique representation follows immediately from the condi-
tion 0 ≤ b′ < N2 .
Definition 3.2. Let Λ be a lattice in Z × R. Then the uniquely determined
matrix A′ of Lemma 3.1 is called the canonical generator matrix for Λ.
In the following we will regard such a lattice as a lattice in Z× T by considering
Λ = {N2 m+ bn, e2pii
n
N }m∈Z,n=0,...,N−1. This is a very natural approach, since, for all
k ∈ Z, we have
(N2 m+ bn,
1
N n+ k) = (
N
2 (m− 2bk) + b(n+ kN), 1N (n+ kN)),
hence the lattice A′Z2 is invariant under adding integers to the second component.
Moreover, it is sufficient to restrict to the index set Z× {0, . . . , N − 1}, since, for all
0 ≤ n′ < N and k ∈ Z,
(N2 m+ b(n
′ + kN), (n′ + kN) mod N) = (N2 (m+ 2bk) + bn
′, n′),
which implies
{(N2 m+ bn, n mod N)}m,n∈Z = {(N2 m+ bn, n)}m∈Z,n=0,...,N−1
in the sense of sets.
Using the definition of canonical generator matrices we can now define Gabor
systems for ℓ2(Z).
Definition 3.3. Let Λ be a lattice in Z × T with canonical generator matrix A
given by
A =
[
N
2 b
0 1N
]
and let g ∈ ℓ2(Z). Then the associated Gabor system {gmN2 +nb,n 1N }m∈Z,n=0,...,N−1 is
given by
gmN2 +nb,n
1
N
(l) = g(l − (mN2 + nb))e2piiln/N , l ∈ Z.
Now we first give the definition of a Wilson basis associated with a lattice with
diagonal canonical generator matrix, i.e., with b = 0 (in this special case the definition
coincides with the one given in [6]).
Definition 3.4. Let Λ be a lattice in Z × T with canonical generator matrix A
given by
A =
[
N
2 0
0 1N
]
and let g ∈ ℓ2(Z). Then the Wilson system W(g,Λ, ℓ2(Z)) = {ψm,n}m∈Z,n=0,...,N2 is
given by
ψΛm,n = gmN,n 1
N
, if m ∈ Z, n = 0, N2 ,
and for m ∈ Z, n = 1, . . . , N2 − 1,
ψΛm,n =
1√
2
(gmN2 ,n
1
N
+ gmN2 ,−n 1N ), if m+ n even,
ψΛm,n =
i√
2
(gmN2 ,n
1
N
− gmN2 ,−n 1N ), if m+ n odd.
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The Zak transform, which can be defined for any locally compact abelian group
(cf. [28]), will be employed to prove equivalent conditions for the Wilson system to
form an orthonormal basis. In particular, we need the Zak transform on T with
respect to the uniform lattice K = {e2pii 2kN : k = 0, . . . , N2 − 1} in T, which is defined
on the set of square–integrable functions on {e2piit : t ∈ [0, 2N )} × {0, . . . , N2 − 1} by
Zf(e2piit, y) =
N
2 −1∑
k=0
f(e2pii(t+
2k
N
))e2pii
2k
N
y.
The proof of the following proposition is inspired by the proof of [11, Proposition
5.2].
Proposition 3.5. Let g ∈ ℓ2(Z) be such that gˆ is real–valued and consider the
lattice Λ with canonical generator matrix given by[
N
2 0
0 1N
]
.
Then the following conditions are equivalent.
(i) {gmN2 ,n 1N }m∈Z,n=0,...,N−1 is a tight frame for ℓ2(Z) with frame bound 2.
(ii) We have |Zgˆ(e2piit, y)|2 + |Zgˆ(e2pii(t+ 1N ), y)|2 = N a.e..
(iii) For all j ∈ {0, . . . , N−1}, we have ∑N−1l=0 gˆ(e2pii(t+ lN ))gˆ(e2pii(t+ l+2jN )) = Nδj,0
a.e..
(iv) W(g,Λ, ℓ2(Z)) is an orthonormal basis for ℓ2(Z).
Proof. Throughout this proof we choose the normalized Haar measure on T, i.e.,
m(E) =
∫ 1
0 1E(e
2piit)dt for all measurable E ⊆ T and the counting measure on its
dual group T̂ = Z. This choice ensures that the Plancherel formula for T holds.
Since we will mainly work in the Fourier domain, we first need to compute the
Fourier transform of the elements of the Gabor system for our following calculations:
̂gmN2 ,n
1
N
(e2piit) =
∑
l∈Z
e2pii
n
N
lg(e2pii(l−m
N
2 ))e−2piilt
= e2pii
mn
2 e−2piitm
N
2
∑
l∈Z
g(e2piil)e−2piil(t−
n
N
)
= (−1)mngˆn 1
N
,−mN2 (e
2piit).
(i) ⇔ (ii): Since the Fourier transform is a unitary operator, the Gabor system
{gmN2 , 1N n}m∈Z,n=0,...,N−1 is a tight frame for ℓ2(Z) with frame bound 2 if and only
if the Gabor system {gˆn 1
N
,mN2
}m∈Z,n=0,...,N−1 is a tight frame for L2(T) with frame
bound 2. Then we write this set as the disjoint union {gˆn 2
N
,mN2
}m∈Z,n=0,...,N2 −1 ∪{(T− 1
N
gˆ)n 2
N
,mN2
}m∈Z,n=0,...,N2 −1 =: G1∪G2, and let Si denote the frame operator for
Gi, i = 1, 2.
First we compute the frame operator S1. For all f ∈ L2(T), using the Poisson
summation formula [18, Theorem 4.42] applied to H = {e2piik 2N : k = 0, . . . , N2 − 1},
we obtain
S1f(e
2piit) =
∑
m∈Z
N
2 −1∑
n=0
〈
f, gˆn 2
N
,mN2
〉
gˆn 2
N
,mN2
(e2piit)
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=
∑
m∈Z
N
2 −1∑
n=0
∫ 1
0
f(e2piis)gˆ(e2pii(s−n
2
N
))e−2piim
N
2 sds gˆ(e2pii(t−n
2
N
))e2piim
N
2 t
=
N
2 −1∑
n=0
[∑
m∈Z
̂(fTn 2
N
gˆ)(mN2 )e
2piimN2 t
]
gˆ(e2pii(t−n
2
N
))
=
N
2 −1∑
n=0
2
N
N
2 −1∑
k=0
(fTn 2
N
gˆ)(e2pii(t+k
2
N
))gˆ(e2pii(t−n
2
N
)).
Applying now the Zak transform yields
Z(S1f)(e
2piit, y) =
N
2 −1∑
l=0
2
N
N
2 −1∑
n,k=0
f(e2pii(t+
2k+2l
N
))gˆ(e2pii(t+
2k+2l−2n
N
))gˆ(e2pii(t+
2l−2n
N
))e2pii
2l
N
y
= 2N
N
2 −1∑
l,n,k=0
f(e2pii(t+
2l+2n
N
))gˆ(e2pii(t+
2l
N
))gˆ(e2pii(t+
2l−2k
N
))e2pii
2(l−k+n)
N
y
= 2N
N
2 −1∑
l=0
gˆ(e2pii(t+
2l
N
))
N2 −1∑
k=0
gˆ(e2pii(t+
2l−2k
N
))e−2pii
2k
N
y

·
N2 −1∑
n=0
f(e2pii(t+
2n+2l
N
))e2pii
2n
N
y
 e2pii 2lN y
= 2NZ(gˆ)(e
2piit, y)Z(gˆ)(e2piit, y)Z(f)(e2piit, y).
To compute the Zak transform of S2, we can use the previous calculation, which
yields
Z(S2f)(e
2piit, y) = 2NZ(f)(e
2piit, y)|Z(T− 1
N
gˆ)(e2piit, y)|2
= 2NZ(f)(e
2piit, y)|Z(gˆ)(e2pii(t+ 1N ), y)|2,
since
Z(T− 1
N
gˆ)(e2piit, y) =
N
2 −1∑
k=0
gˆ(e2pii(t+
2k
N
+ 1
N
))e2pii
2k
N
y = Z(gˆ)(e2pii(t+
1
N
), y).
Hence (i) is equivalent to
2Z(f)(e2piit, y) = Z((S1 + S2)f)(e
2piit, y)
= 2NZ(f)(e
2piit, y)
[
|Z(gˆ)(e2piit, y)|2 + |Z(gˆ)(e2pii(t+ 1N ), y)|2
]
a.e.,
which holds if and only if (ii) is satisfied.
(ii) ⇔ (iii): The following properties of the Zak transform will be exploit several
times. The reconstruction formula
N
2 −1∑
y=0
Zf(e2piit, y) =
N
2 −1∑
k=0
f(e2pii(t+
2k
N
))
N
2 −1∑
y=0
e2pii
2k
N
y = N2 f(e
2piit)
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holds a.e., since
∑N
2 −1
y=0 e
2pii 2k
N
y 6= 0 if and only if k = 0 by [23, Lemma 23.29] and, if
k = 0, then
∑N
2 −1
y=0 e
2pii 2k
N
y = N2 . Moreover, we will use that
Zgˆ(e2pii(t+
2l
N
), y) =
N
2 −1∑
k=0
f(e2pii(t+
2k+2l
N
))e2pii
2k
N
y = e−2pii
2l
N
yZgˆ(e2piit, y).
The idea is to write the equation in (iii) in terms of the Zak transform. Using the
fact that gˆ is real–valued, we compute
N−1∑
l=0
gˆ(e2pii(t+
l
N
))gˆ(e2pii(t+
l+2j
N
))
=
4
N2
N−1∑
l=0
N
2 −1∑
x=0
Zgˆ(e2pii(t+
l
N
), x)
N
2 −1∑
y=0
Zgˆ(e2pii(t+
l+2j
N
), y)
=
4
N2
N
2 −1∑
k,x,y=0
[
Zgˆ(e2pii(t+
2k
N
), x)Zgˆ(e2pii(t+
2k+2j
N
), y)
+Zgˆ(e2pii(t+
2k+1
N
), x)Zgˆ(e2pii(t+
2k+2j+1
N
), y)
]
=
4
N2
N
2 −1∑
x,y=0
N2 −1∑
k=0
e−2pii
2k
N
(x−y)
 e2pii 2jN y [Zgˆ(e2piit, x)Zgˆ(e2piit, y)
+Zgˆ(e2pii(t+
1
N
), x)Zgˆ(e2pii(t+
1
N
), y)
]
=
2
N
N
2 −1∑
x=0
[
|Zgˆ(e2piit, x)|2 + |Zgˆ(e2pii(t+ 1N ), x)|2
]
e2pii
2j
N
x
=
2
N
[
|Zgˆ(e2piit, ·)|2 + |Zgˆ(e2pii(t+ 1N ), ·)|2
]∨
(j),
where the inverse Fourier transform is taken in ZN
2
. This shows that (iii) is equivalent
to
2
N
[
|Zgˆ(e2piit, ·)|2 + |Zgˆ(e2pii(t+ 1N ), ·)|2
]∨
(j) = Nδj,0. (3.4)
If (ii) holds, then
2
N
[
|Zgˆ(e2piit, ·)|2 + |Zgˆ(e2pii(t+ 1N ), ·)|2
]∨
(j) =
2
N
N
N
2 −1∑
x=0
e2pii
2j
N
x = Nδj,0,
which is (3.4). On the other hand, the inverse Fourier transform is injective. This
proves that (3.4) holds if and only if (ii) is true and thus (ii) ⇔ (iii).
(iii) ⇔ (iv): First we remark that W(g,Λ, ℓ2(Z)) is an orthonormal basis if and
only if the set
Ψ := {TnNfm : m = 1, . . . , N, n ∈ Z},
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where
f1(x) = g(x),
fN (x) = g0,N2
(x),
f2l+k(x) =
(−1)kl√
2
(gkN2 ,
l
N
+ (−1)k+lgkN2 ,− lN ), l = 1, . . . ,
N
2 − 1, k = 0, 1
is an orthonormal basis, since these elements differ from the elements inW(g,Λ, ℓ2(Z))
only by factors of absolute value 1. Next notice that to prove (iv) it is sufficient and
necessary that
‖TnNfm‖2 = 1, m = 1, . . . , L, n ∈ Z (3.5)
and
L∑
m=1
∑
n∈Z
〈h1, TnNfm〉 〈TnNfm, h2〉 = 〈h1, h2〉 , for all h1, h2 ∈ ℓ2(Z). (3.6)
We start by dealing with (3.5). Using the Plancherel theorem, we compute
1 = ‖TnNf1‖22 = ‖gˆ‖22 =
∫ 1
0
gˆ(e2piit)gˆ(e2piit)dt,
1 = ‖TnNfN‖22 = ‖gˆN
2 ,0
‖2 =
∫ 1
0
gˆ(e2piit)gˆ(e2piit)dt,
and, for m = 2, . . . , N − 1,
1 = ‖TnNfm‖22
= ‖ 1√
2
(gˆ l
N
,−kN2 + (−1)
k+lgˆ− l
N
,−kN2 )‖
2
2
=
1
2
∫ 1
0
|e−2pii kN2 t|2|gˆ(e2pii(t− lN )) + (−1)k+lgˆ(e2pii(t+ lN ))|2dt
=
1
2
∫ 1
0
[
|gˆ(e2pii(t− lN ))|2 + |gˆ(e2pii(t+ lN ))|2 + (−1)k+lgˆ(e2pii(t− lN ))gˆ(e2pii(t+ lN ))
+(−1)k+lgˆ(e2pii(t− lN ))gˆ(e2pii(t+ lN ))
]
dt.
Since gˆ is real–valued, we can continue the last computation and obtain that
1 = ‖TnNfm‖22 = ‖gˆ‖22 + (−1)k+l
∫ 1
0
gˆ(e2piit)gˆ(e2pii(t+
2l
N
))dt.
Combining the above computations we have proven that (3.5) holds if and only if∫ 1
0
gˆ(e2piit)gˆ(e2pii(t+
2j
N
))dt = δj,0 for all j ∈ {0, . . . , N − 1}. (3.7)
Now we turn to the study of condition (3.6). Using the Plancherel formula and
the Poisson summation formula [18, Theorem 4.42] applied to H = {e2pii kN : k =
0, . . . , N − 1}, we obtain
N∑
m=1
∑
n∈Z
〈h1, TnNfm〉 〈TnNfm, h2〉
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=
N∑
m=1
∑
n∈Z
〈
ĥ1, T̂nNfm
〉〈
T̂nNfm, ĥ2
〉
=
N∑
m=1
∑
n∈Z
∫ 1
0
(ĥ1f̂m)(e
2piit)
∫ 1
0
(f̂mĥ2)(e
2piis)e−2piisNnds e2piitNndt
=
N∑
m=1
∫ 1
0
(ĥ1f̂m)(e
2piit)
[∑
n∈Z
(f̂mĥ2)̂(Nn)e2piitNn] dt
=
N∑
m=1
∫ 1
0
(ĥ1f̂m)(e
2piit) 1N
N−1∑
r=0
(f̂mĥ2)(e
2pii(t+ r
N
)) dt,
which equals 〈h1, h2〉 if and only if
N∑
m=1
f̂m(e2piit)f̂m(e
2pii(t+ r
N
)) = Nδr,0 for all r ∈ {0, . . . , N − 1}. (3.8)
Setting L := {−N2 + 1, . . . ,−1, 1, . . . , N2 − 1}, we compute
N∑
m=1
f̂m(e2piit)f̂m(e
2pii(t+ r
N
))
= gˆ(e2piit)gˆ(e2pii(t+
r
N
)) + gˆN
2 ,0
(e2piit)gˆN
2 ,0
(e2pii(t+
r
N
)) +
1
2
N
2 −1∑
l=1
1∑
k=0
[gˆ l
N
,−kN2 (e
2piit)
+(−1)k+lgˆ− l
N
,−kN2 (e
2piit)][gˆ l
N
,−kN2 (e
2pii(t+ r
N
)) + (−1)k+lgˆ− l
N
,−kN2 (e
2pii(t+ r
N
))]
= gˆ(e2piit)gˆ(e2pii(t+
r
N
)) + gˆ(e2pii(t−
N
2 ))gˆ(e2pii(t+
r
N
−N2 )) +
1
2
N
2 −1∑
l=1
1∑
k=0
e−2piik
N
2
r
N [gˆ(e2pii(t−
l
N
))
+(−1)k+lgˆ(e2pii(t+ lN ))][gˆ(e2pii(t− lN + rN )) + (−1)k+lgˆ(e2pii(t+ lN + rN ))]
= gˆ(e2piit)gˆ(e2pii(t+
r
N
)) + gˆ(e2pii(t−
N
2 ))gˆ(e2pii(t+
r
N
−N2 ))
+
1
2
N
2 −1∑
l=1
1∑
k=0
(−1)kr
[
gˆ(e2pii(t−
l
N
))gˆ(e2pii(t−
l
N
+ r
N
)) + gˆ(e2pii(t+
l
N
))gˆ(e2pii(t+
l
N
+ r
N
))
+(−1)k+l(e2pii(t− lN ))gˆ(e2pii(t+ lN + rN )) + gˆ(e2pii(t+ lN ))gˆ(e2pii(t− lN + rN )))
]
= gˆ(e2piit)gˆ(e2pii(t+
r
N
)) +
∑
l∈L
gˆ(e2pii(t+
l
N
))gˆ(e2pii(t+
l
N
+ r
N
))
[
1 + (−1)r
2
]
+
∑
l∈L
(−1)lgˆ(e2pii(t+ lN ))gˆ(e2pii(t− lN + rN ))
[
1 + (−1)r+1
2
]
+ gˆ(e2pii(t−
N
2 ))gˆ(e2pii(t+
r
N
−N2 )).
If r is even, i.e., r = 2j, we obtain
N∑
m=1
f̂m(e2piit)f̂m(e
2pii(t+ r
N
)) =
N−1∑
l=0
gˆ(e2pii(t+
l
N
))gˆ(e2pii(t+
l
N
+ 2j
N
)),
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and if r is odd, i.e., r = 2j + 1, we obtain
N∑
m=1
f̂m(e2piit)f̂m(e
2pii(t+ r
N
))
= gˆ(e2piit)gˆ(e2pii(t+
r
N
)) + gˆ(e2pii(t−
N
2 ))gˆ(e2pii(t+
r
N
−N2 ))
+
∑
l∈L
(−1)lgˆ(e2pii(t+ lN ))gˆ(e2pii(t− lN + rN ))
= 0.
This shows that (3.6) holds if and only if
N−1∑
l=0
gˆ(e2pii(t+
l
N
))gˆ(e2pii(t+
l+2j
N
)) = Nδj,0.
Moreover, this equation implies equation (3.7), since∫ 1
0
gˆ(e2piit)gˆ(e2pii(t+
2j
N
))dt =
∫ 1
N
0
N−1∑
l=0
gˆ(e2pii(t+
l
N
))gˆ(e2pii(t+
l+2j
N
))dt =
∫ 1
N
0
Nδj,0dt = δj,0.
This shows (iii) ⇔ (iv), and hence the theorem is proven.
Now we will study the case of a general time–frequency lattice.
Proposition 3.6. Let Λ be a lattice in Z × T with vol(Λ) = 12 with canonical
generator matrix A given by
A =
[
N
2 b
0 1N
]
.
Let g ∈ ℓ2(Z), let m0, n0 ∈ Z be chosen such that N2 m0 + bn0 = gcd(N2 , b) =: c, and
let U be defined on ℓ2(Z) by
Uf(k) = f(k)epii
n0
cN
k2 .
Then
gmN2 +nb,n
1
N
(l) = C(m,n)U(U−1g)
mN2 +nb,−m
n0
2c −n
bn0
cN
+n 1
N
(l), l ∈ Z,
where C(m,n) = epii
n0
cN
(mN2 +nb)
2
.
Proof. Let σ ∈ Hom(Z× T) be defined by
σ =
[
IZ 0
− n0cN IT
]
.
It is easy to check that σ is symplectic on Z× T. In order to apply Theorem 1.1, we
need to compute a second degree character of Z × T associated to ζ = σ∗κ0σ − κ0,
where κ0 is defined by
κ0 =
[
1 1
IZ 0
]
∈ Hom(Z× T,T× Z).
First we note that σ∗(z, n) = (ze2pii(−
n0
cN
)n, n), since
〈(m, t), σ∗(z, n)〉 = 〈σ(m, t), (z, n)〉 = zm(e2pii(− n0cN )mt)n =
〈
(m, t), (ze2pii(−
n0
cN
)n, n)
〉
.
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Thus
ζ(n, z) = (σ∗κ0σ − κ0)(n, z) = σ∗κ0(n, e2pii(−
n0
cN
)nz)− (1, n) = (e2pii(− n0cN )n, 0).
The map
ψ : Z× T→ T, ψ(m, t) = e−pii n0cNm2
is a second degree character associated to ζ as the following calculation shows:
ψ(m, t)ψ(n, z) 〈(m, t), ζ(n, z)〉 = e−pii n0cNm2e−pii n0cN n2e2pii(− n0cN )mn
= e−pii
n0
cN
(m+n)2
= ψ((m, t) + (n, z)).
Next notice that
σ(mN2 + nb, n
1
N ) = (m
N
2 + nb,−mn02c − n bn0cN + n 1N ). (3.9)
Now we can apply Theorem 1.1, which proves the claim.
Next we define a Wilson basis associated with a lattice with arbitrary canonical
generator matrix. For this, the following mapping will turn out to be very useful.
Lemma 3.7. Let N2 , b ∈ Z with 0 ≤ b < N2 , and let m0, n0 ∈ Z be chosen such
that N2 m0 + bn0 = gcd(
N
2 , b) =: c. Further let d := lcm(
N
2 , b). Then the mapping
ϕ : Z2 → Z2 defined by
ϕ(m,n) =
{
(m,n) : b = 0,
(mm0 − 2dN n,mn0 + dbn) : b 6= 0
is bijective and, for all m ∈ Z, we have
{(m,n mod 2c) : (m,n) ∈ ϕ−1(Z× {0, . . . , N − 1})} = {m} × {0, . . . , 2c− 1}
with
|{n : (m,n) ∈ ϕ−1(Z× {0, . . . , N − 1})}| = 2c.
Proof. We only need to study the case b 6= 0. For this, let (m,n), (m′, n′) ∈ Z2
be such that ϕ(m,n) = ϕ(m′, n′). Then
N
2 (mm0 − 2dN n) + b(mn0 + dbn) = N2 (m′m0 − 2dN n′) + b(m′n0 + dbn′),
which holds if and only if
m(N2 m0 + bn0) = m
′(N2 m0 + bn0),
and hence m = m′. This implies
(− 2dN n, dbn) = (− 2dN n′, dbn′),
which yields n = n′. This proves that ϕ is injective.
To show that ϕ is surjective, let (k, l) ∈ Z2 and consider M := N2 k + bl. It is
well–known that there exists some m ∈ Z with M = mc. Furthermore, we have
{(p, q) ∈ Z2 : N2 p+ bq = mc} = {(mm0 − 2dN n,mn0 + dbn) : n ∈ Z},
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since N2 p+bq =
N
2 p
′+bq′ if and only if N2 (p−p′) = b(q′−q). This yields the existence
of some n ∈ Z with
ϕ(m,n) = (mm0 − 2dN n,mn0 + dbn) = (k, l).
Secondly, we will prove the second part of the lemma. First observe that m,n ∈ Z
satisfy
ϕ(m,n) ∈ Z× {0, . . . , N − 1} (3.10)
if and only if they satisfy
− bdn0m ≤ n ≤ − bdn0m+ bd (N − 1) = 2c− bdn0m− bd .
Hence, for each fixed m ∈ Z, the set of n ∈ Z such that (3.10) is satisfied equals
Sm := {⌈− bdn0m⌉, . . . , ⌊2c− bdn0m− bd⌋}.
To finish the proof we claim that
|Sm| = 2c for all m ∈ Z. (3.11)
For this, fix m ∈ Z and let k ∈ Z and l ∈ {0, . . . , db − 1} be such that −n0m = k db + l.
Then we obtain ⌈− bdn0m⌉ = k if l = 0 and otherwise ⌈− bdn0m⌉ = k + 1. Moreover,
we have
⌊2c− bdn0m− bd⌋ =
⌊
2c+ k + l−1d
b
⌋
,
which equals 2c + k − 1 if l = 0 and otherwise 2c + k. Thus the second part of the
lemma is proven.
Note that the following definition reduces to Definition 3.4 in the case of a diagonal
canonical generator matrix.
Definition 3.8. Let Λ be a lattice in Z × T with canonical generator matrix A
given by
A =
[
N
2 b
0 1N
]
.
Let g ∈ ℓ2(Z), and let ϕ be defined as in Lemma 3.7. Then the Wilson system
W(g,Λ, ℓ2(Z)) = {ψm,n}m∈Z,n=0,...,N2 is given by
ψΛm,n = gϕ1(2m,n)N2 +ϕ2(2m,n)b,ϕ2(2m,n)
1
N
, if m ∈ Z, n = 0, N2 ,
and for m ∈ Z, n = 1, . . . , N2 − 1,
ψΛm,n =
1√
2
(gϕ1(m,n)N2 +ϕ2(m,n)b,ϕ2(m,n)
1
N
+gϕ1(m,−n)N2 +ϕ2(m,−n)b,ϕ2(m,−n) 1N ), if m+ n even,
ψΛm,n =
i√
2
(gϕ1(m,n)N2 +ϕ2(m,n)b,ϕ2(m,n)
1
N
−gϕ1(m,−n)N2 +ϕ2(m,−n)b,ϕ2(m,−n) 1N ), if m+ n odd.
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The following theorem gives an equivalent condition for a Wilson system with
respect to an arbitrary time–frequency lattice to form an orthonormal basis in terms
of a frame condition for the associated Gabor system.
Theorem 3.9. Let Λ be a lattice in Z × T with canonical generator matrix A
given by
A =
[
N
2 b
0 1N
]
.
Let g ∈ ℓ2(Z) be such that Û−1g is real–valued, let M := 2c, and let U and ϕ be defined
as in Proposition 3.6 and Lemma 3.7, respectively. Then the following conditions are
equivalent.
(i) {gmN2 +nb,n 1N }m∈Z,n=0,...,N−1 is a tight frame for ℓ2(Z) with frame bound 2.
(ii) {(U−1g)mM2 ,n 1M }m∈Z,n=0,...,M−1 is a tight frame for ℓ2(Z) with frame bound
2.
(iii) W(U−1g, M2 Z× 1M {0, . . . ,M − 1}, ℓ2(Z)) is an orthonormal basis for ℓ2(Z).
(iv) W(g,Λ, ℓ2(Z)) is an orthonormal basis for ℓ2(Z).
Proof. Let σ be defined as in the proof of Proposition 3.6 and let ϕ = (ϕ1, ϕ2).
Then we compute
σ(ϕ1(m,n)
N
2 + ϕ2(m,n)b, ϕ2(m,n)
1
N )
= (ϕ1(m,n)
N
2 + ϕ2(m,n)b,−ϕ1(m,n)n02c − ϕ2(m,n) bn0cN + ϕ2(m,n) 1N )
= m(N2 m0 + bn0) + n(− 2dN N2 + db b),m(−n02cm0 − bn0cN n0 + 1N n0)
+n(2dN
n0
2c − db bn0cN + db 1N ))
= (mc,mn0(
1
N − 1cN (N2 m0 + bn0)) + n dbN )
= (mM2 , n
1
M ),
where in the last step we used cd = N2 b. Using Lemma 3.7, the equivalence of (i)
and (ii) now follows immediately from Proposition 3.6 and Equation (3.9), since U is
unitary and |C(m,n)| = 1. Proposition 3.5 proves (ii)⇔ (iii). Therefore it remains to
prove the equivalence of (iii) and (iv). For this, we will use the following implication
of Proposition 3.6:
U(U−1g)mM2 ,n 1M = U(U
−1g)σ(ϕ1(m,n)N2 +ϕ2(m,n)b,ϕ2(m,n) 1N )
= C(ϕ(m,n))−1gϕ1(m,n)N2 +ϕ2(m,n)b,ϕ2(m,n) 1N .
Further notice that C(ϕ(m,n))−1 does not depend on the sign of n, since
C(ϕ(m,n))−1 = e−pii
n0
cN
(ϕ1(m,n)
N
2 +ϕ2(m,n)b)
2
= e−pii
n0
cN
m2(m0
N
2 +n0b)
2
= e−pii
n0
N
m2c2 .
Using now the definition of a Wilson basis, the fact that U is a unitary operator, and
the fact that |C(ϕ(m,n))| = 1 yields the result.
4. Wilson bases for general lattices – the finite case. The space CL has
several advantages over ℓ2(Z) when constructing numerical methods for practical time-
frequency analysis, which often allow a further acceleration of numerical algorithms,
e.g., see [1, 31].
Before defining Gabor systems and Wilson systems for CL for general time-
frequency lattices, we first prove that each such lattice does not only possess a uniquely
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determined generator matrix in Hermite normal form (which was already proved in
[22]), but moreover in our situation this matrix attains a special form.
Lemma 4.1. Let Λ be a lattice in ZL × ZL with generator matrix A given by
A =
[
a b
c d
]
, with a, b, c, d ∈ N, and det(A) = L
2
,
and denote p = gcd(c, d) if c 6= 0 and p = d if c = 0. Then Λ possesses a uniquely
determined generator matrix of the form
A′ =
[
L
2p b
′
0 p
]
, (4.1)
where p = gcd(c, d) and 0 ≤ b′ < L2p .
Proof. Let p = gcd(c, d) with c = qp, d = rp and note that p|L2 since det(A) =
ad− bc = (ar − bq)p = L2 . Since dp = r and −cp = −q, we have
A
[
r
−q
]
=
[
L
2p
0
]
. (4.2)
Furthermore, we claim that there exists a z ∈ Z with 0 ≤ z < L2p such that the point[
z
p
]
belongs to Λ. This can be seen as follows: The condition
[
z
p
]
∈ Λ is equivalent
to the existence of m,n ∈ Z such that[
a b
c d
] [
m
n
]
=
[
z
p
]
. (4.3)
Consider the equation cm+dn = p and substitute c = qp, d = rp, then qpm+rpn = p,
hence qm+ rn = 1. Since r and q are relative prime, there exist m,n ∈ Z such that
qm + rn = 1 (see e.g. [24, Theorem 4.4]). Thus (4.3) holds for z ∈ Z, but we still
have to show that it holds under the condition 0 ≤ z < L2p . We can write z = b′+k L2p
with 0 ≤ b′ < L2p and k ∈ Z. Hence[
z
p
]
=
[
b′
p
]
+ k
[
L
2p
0
]
.
Since
[
L
2p
0
]
= A
[
r
−q
]
by (4.2), it follows that
[
b′
p
]
∈ Λ. Consequently the matrix
A′ =
[
L
2p b
′
0 p
]
(which satisfies det(A′) = L2 ) generates Λ.
The fact that this matrix is uniquely determined is an immediate consequence
from the condition 0 ≤ b′ < L2p .
Definition 4.2. Let Λ be a lattice in ZL × ZL. Then the uniquely determined
matrix A′ of Lemma 4.1 is called the canonical generator matrix for Λ.
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Using the notion of a canonical generator matrix, we first give the definition of a
Gabor system.
Definition 4.3. Let Λ be a lattice in ZL × ZL with canonical generator matrix
A given by
A =
[
L
2p b
0 p
]
.
Set M = 2p,N = Lp and let g be some L-periodic function on Z. Then the associated
Gabor system is given by {gma+nb,nd}m=0,...,M−1,n=0,...,N−1, where
gma+nb,nd(l) = g(l− (ma+ nb))e2piilnd/L, l = 0, . . . , L− 1.
Next we define a Wilson basis associated with a lattice with diagonal canonical
generator matrix in the following way:
Definition 4.4. Let Λ be a lattice in ZL × ZL with canonical generator matrix
A given by
A =
[
L
2p 0
0 p
]
and let g be some L-periodic function on Z. Then the Wilson system W(g,Λ,CL) =
{ψm,n}(m,n)∈I, where I = {0, . . . , p− 1} × {0, L2p} ∪ {0, . . . , 2p− 1} × {1, . . . , L2p − 1},
is given by
ψΛm,n = gmL
p
,np, if m = 0, . . . , p− 1, n = 0, L2p ,
and for m = 0, . . . , 2p− 1, n = 1, . . . , L2p − 1,
ψΛm,n =
1√
2
(gm L2p ,np
+ gm L2p ,−np), if m+ n even,
ψΛm,n =
i√
2
(gm L2p ,np
− gm L2p ,−np), if m+ n odd.
Also in the finite case we will employ the Zak transform. This time we will use
the Zak transform on the group ZL with respect to the uniform lattice K = {2pk :
k = 0, . . . , L2p − 1} in ZL, which is defined on the set of square–integrable functions
on the set {0, . . . , 2p− 1} × {0, . . . , L2p − 1} by
Zf(x, y) =
L
2p−1∑
k=0
f(x+ 2pk)e2pii
2pk
L
y,
where we associate ZL with {0, . . . , L− 1}.
The following proposition is the analog to Proposition 3.5 for the space CL.
Proposition 4.5. Let g be some L–periodic function on Z such that gˆ is real–
valued and consider the lattice Λ with canonical generator matrix given by[
L
2p 0
0 p
]
.
Then the following conditions are equivalent.
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(i) {gm L2p ,np}m=0,...,2p−1,n=0,...,Lp−1 is a tight frame for CL with frame bound 2.
(ii) We have |Zgˆ(x, y)|2 + |Zgˆ(x+ p, y)|2 = 1p a.e..
(iii) For all j = 0, . . . , L2p−1 and y ∈ ZL, we have
∑L
p
−1
l=0 gˆ(y+ lp)gˆ(y+ lp+2jp) =
1
pδj,0.
(iv) W(g,Λ,CL) is an orthonormal basis for CL.
Proof. The proof, while lengthy, is very similar to the proof of Proposition 3.5. In
fact, with obvious adaptations, such as using the normalized Haar measure on ZL, i.e.,
m(E) = 1L
∑
x∈ZL 1E(x) for all E ⊆ ZL, and replacing Zak transforms and Fourier
transforms by their corresponding finite counterparts, the proof carries over almost
line by line. We therefore leave this part to the reader.
Now we will turn our attention to general time–frequency lattices. Here the
situation is slightly more involved compared to ℓ2(Z).
Let Λ be a lattice in ZL × ZL with canonical generator matrix A given by
A =
[
L
2p b
0 p
]
.
Then we choose α, β,m0, n0 ∈ Z such that
α L2pm0 + αbn0 + βpn0 (4.4)
attains its minimal positive value. Assume that there exists a choice of α, β,m0, n0
such that ( L2pm0+ bn0)(pn0) < 0 and (α
L
2p )(αb+ βp) > 0. In the other cases we have
to change the signs of the later defined γ and δ accordingly. In the following we will
restrict to the case where |α| = 1. For the remainder of this section let α, β,m0, n0
be defined in this way. Now we regard α and β as elements of ZL. For the sake of
brevity we set
c := gcd(α L2p , αb + βp), d := lcm(α
L
2p , αb+ βp),
and
s := gcd( L2pm0 + bn0, pn0), t := lcm(
L
2pm0 + bn0, pn0).
The minimality condition for (4.4) shows that
α L2pm0 + αbn0 + βpn0 = c = s. (4.5)
We further define γ, δ ∈ ZL by
γ :=
t
L
2pm0 + bn0
and δ := − t
pn0
and σ ∈ Hom(ZL × ZL) by
σ =
[
α β
γ δ
]
.
Proposition 4.6. Let Λ be a lattice in ZL×ZL with canonical generator matrix
A given by
A =
[
L
2p b
0 p
]
.
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Let σ be defined as in the preceding paragraph, and let U on the space of L–periodic
functions on Z be defined by
Uf(k) =
∑
l∈ZL
f(αk + βl)e−pii(αγk
2+βδl2)(L+1)/Le−2piiβγkl/L.
Then
gm L2p+nb,np
(l) = C(m,n)U(U−1g)σ(m L2p+nb,np)(l),
where C(m,n) = e−pii(αγm
2+βδn2)(L+1)/Le−2piiβγmn/L.
Before moving on to the proof of this statement we point out that the operator U
in Proposition 4.6 is no longer a simple chirp operator as for the case ℓ2(Z), cf. Propo-
sition 3.6. This difference and the different form of σ necessitates a somewhat different
proof for the case CL.
Proof. In order to apply Theorem 1.1 we need to check whether σ = (σ1, σ2) is
symplectic. For this, we have to show that, for all (x, y), (x′, y′) ∈ ZL × ZL,
e−2piiσ2(x,y)σ1(x
′,y′)/Le2piiσ2(x
′,y′)σ1(x,y)/L = e−2piix
′y/Le2piixy
′/L. (4.6)
We have
e−2piiσ2(x,y)σ1(x
′,y′)/Le2piiσ2(x
′,y′)σ1(x,y)/L
= e−2pii(γx+δy)(αx
′+βy′)/Le2pii(γx
′+δy′)(αx+βy)/L
= e2pii(αδ−βγ)(xy
′−x′y)/L
and
αδ − βγ = − αt
pn0
− βt
L
2pm0 + bn0
=
−t
( L2pm0 + bn0)(pn0)
(α( L2pm0 + bn0) + βpn0).
By (4.5),
αδ − βγ = −st
( L2pm0 + bn0)(pn0)
= 1,
since ( L2pm0+ bn0)(pn0) < 0. This proves that (4.6) is satisfied, which shows that σ is
indeed symplectic. Moreover, a short computation analogous to the one in the proof
of Proposition 3.6 shows that
ζ(k, l) = (σ∗κ0σ − κ0)(k, l) = (αγk + βγl, βγk + βδl).
Now it is easy to check (compare also [26, Example 1.1.34 (iii)]) that
ψ : Z2L → T, ψ(k, l) = epii(αγk
2+βδl2)(L+1)/Le2piiβγkl/L
is a second degree character associated to ζ. Applying Theorem 1.1 now finishes the
proof.
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As in the discrete case we need to define a special bijective map in order to give
the definition of a Wilson basis associated with a lattice with arbitrary canonical
generator matrix.
Lemma 4.7. Let L2p , b ∈ ZL with 0 ≤ b < L2p and let α, β,m0, n0, c, d be defined
as before. Then the mapping ϕ : Z2 → Z2 defined by
ϕ(m,n) =
{
(m,n) : b = 0,
(mm0 − 2pdαL n,mn0 + dαb+βpn) : b 6= 0
is bijective and we have
{(m mod Lc , n mod 2c) : (m,n) ∈ ϕ−1({0, . . . , 2p− 1} × {0, . . . , Lp − 1})}
= {0, . . . , Lc − 1} × {0, . . . , 2c− 1}.
Proof. The proof of this lemma is very similar to the proof of Lemma 3.7, we
therefore omit it.
Note that the following definition reduces to Definition 4.4 in the case of a diagonal
canonical generator matrix.
Definition 4.8. Let Λ be a lattice in ZL × ZL with canonical generator matrix
A given by
A =
[
L
2p b
0 p
]
.
Let g be some L–periodic function on Z, and let ϕ be defined as in Lemma 4.7. Then
the Wilson system W(g,Λ,CL) = {ψm,n}(m,n)∈I, where I = {0, . . . , p− 1}×{0, L2p}∪
{0, . . . , 2p− 1} × {1, . . . , L2p − 1}, is given by
ψΛm,n = gϕ1(2m,n) L2p+ϕ2(2m,n)b,ϕ2(2m,n)p
, if m = 0, . . . , p−1, n = 0, L2p ,
and for m = 0, . . . , 2p− 1, n = 1, . . . , L2p − 1,
ψΛm,n =
1√
2
(gϕ1(m,n) L2p+ϕ2(m,n)b,ϕ2(m,n)p
+gϕ1(m,−n) L2p+ϕ2(m,−n)b,ϕ2(m,−n)p), if m+ n even,
ψΛm,n =
i√
2
(gϕ1(m,n) L2p+ϕ2(m,n)b,ϕ2(m,n)p
−gϕ1(m,−n) L2p+ϕ2(m,−n)b,ϕ2(m,−n)p), if m+ n odd.
The following theorem is the analog to Theorem 3.9 for the space CL.
Theorem 4.9. Let Λ be a lattice in ZL × ZL with canonical generator matrix A
given by
A =
[
L
2p b
0 p
]
.
Let g be some L–periodic function on Z such that Û−1g is real–valued, let M := 2p,
N := Lp , q :=
L
2c , M˜ := 2q, N˜ :=
L
q , and let U and ϕ be defined as in Proposition 4.6
and Lemma 4.7, respectively. Then the following conditions are equivalent.
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(i) {gm L2p+nb,np}m=0,...,M−1,n=0,...,N−1 is a tight frame for CL with frame bound
2.
(ii) {(U−1g)m L2q ,nq}m=0,...,M˜−1,n=0,...,N˜−1 is a tight frame for CL with frame bound
2.
(iii) W(U−1g, L2qZL × qZL,CL) is an orthonormal basis for CL.
(iv) W(g,Λ,CL) is an orthonormal basis for CL.
Proof. Let σ be defined as before and let ϕ = (ϕ1, ϕ2). Then we compute
σ(ϕ1(m,n)
L
2p + ϕ2(m,n)b, ϕ2(m,n)p)
= (α(ϕ1(m,n)
L
2p + ϕ2(m,n)b) + βϕ2(m,n)p, γ(ϕ1(m,n)
L
2p + ϕ2(m,n)b) + δϕ2(m,n)p)
= (m(α L2pm0 + αbn0 + βpn0) + n(−α L2p 2pdαL + αb dαb+βp + βp dαb+βp ),
m(γ L2pm0 + γbn0 + δpn0) + n(−γ L2p 2pdαL + γb dαb+βp + δp dαb+βp ))
= (mc,m( tL
2pm0+bn0
( L2pm0 + bn0)− tpn0 pn0)
+n(− tL
2pm0+bn0
d
α +
t
L
2pm0+bn0
bd
αb+βp − tpn0
pd
αb+βp ))
= (mc, ntd(
−αbpn0−βp2n0+αbpn0−αp L2pm0−αpbn0
α( L2pm0+bn0)(αb+βp)pn0
))
= (mc,−ntdp( α
L
2pm0+αbn0+βpn0
α( L2pm0+bn0)(αb+βp)pn0
))
= (mc,−ntp cd
α( L2pm0+bn0)(αb+βp)pn0
))
= (mc,−nt L2
( L2pm0+bn0)pn0
)
= (mc, n L2c )),
where in the last step we used (4.5) and st = −( L2pm0 + bn0)pn0. Since |α| = 1, we
have c = s = gcd(α L2p , αb + βp) is a factor of
L
2p and hence of
L
2 . Using Lemma 4.7,
the equivalence of (i) and (ii) follows immediately from Proposition 4.6, since U is
unitary and |C(m,n)| = 1. Proposition 4.5 proves (ii)⇔ (iii). Therefore it remains to
prove the equivalence of (iii) and (iv). For this, we will use the following implication
of Proposition 4.6:
U(U−1g)m L2q ,nq = U(U
−1g)σ(ϕ1(m,n) L2p+ϕ2(m,n)b,ϕ2(m,n)p)
= C(ϕ(m,n))−1gϕ1(m,n) L2p+ϕ2(m,n)b,ϕ2(m,n)p.
An easy but tedious calculation shows that C(ϕ(m,n))−1 does not depend on the
sign of n. Using now the definition of a Wilson basis, the fact that U is a unitary
operator, and the fact that |C(ϕ(m,n))| = 1 yields the result.
Tight Gabor frames in CL can be constructed in the same way as for ℓ2(Z) and
L2(R) by using the “inverse square root trick”. Furthermore, it has been shown in [27]
that for properly localized windows the dual window constructed in CL by “sampling
and periodization” of the frame {gma,nb} converges to the dual window S−1g with
increasing sampling rate and increasing periodization interval, see [27] for details.
This result can be easily extended to tight windows. We refer also to [25, 32, 10] for
related results and leave the details to the reader. To obtain tight Gabor frames in
CL that satisfy the required conditions of the theorem above and have good time-
frequency localization one can thus essentially proceed analogous to the example at
the end of Section 2.
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5. Conclusion. We have demonstrated that orthonormalWilson bases for L2(R)
(with excellent time-frequency localization) can be constructed for general time-fre-
quency lattices. Of course any numerical implementation has to be done in a discrete
setting. Somewhat longer proofs establish a similar result for the spaces ℓ2(Z) and
CL for non-rectangular time-frequency lattices. The approach based on metaplec-
tic transforms used in this paper suggests that the main results can be extended to
the setting of symplectic time-frequency lattices on general locally compact abelian
groups.
Furthermore, our results imply that from a practical viewpoint it is indeed possible
to extend OQAM-OFDM or cosine-modulated filter banks to general time-frequency
lattices. Moreover, we expect that the benefits of using general time-frequency lat-
tices will be even more pronounced for images and higher-dimensional signals. Our
expectation is based on the fact that in the theory of sphere packings (and sphere
coverings) the advantages of the optimal sphere packing over the packing associated
with the rectangular lattices increases significantly with the dimension of the space [8].
An interesting research problem is thus to investigate how to extend the results
in this paper to L2(Rd) for non-symplectic lattices as well as to find optimal time-
frequency lattices in R2d for d > 1. One possibility to define an “optimal” time-
frequency lattice is to fix the function g to be a Gaussian, say, and then find that
time-frequency lattice of fixed density which minimizes the condition number of the
associated Gabor frame operator as indicated in [33].
Acknowledgments. We thank the referees for valuable comments and sugges-
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