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Запропоновано непараметричний пiдхiд до розв’язання задач розпiзнавання, коли роздi-
ловi поверхнi не можуть ефективно апроксимуватися скiнченновимiрними параметри-
чними лiнiйними або квадратичними функцiями. Пiдхiд грунтується на використаннi
функцiї просторової глибини, що є обчислювально дешевшою та може застосовувати-
ся для задач розпiзнавання в нескiнченновимiрних гiльбертових просторах. Побудовано
глибинний класифiкатор на основi концепцiї просторових квантилiв та дослiджено йо-
го властивостi оптимальностi у випадку, коли апостерiорнi ймовiрностi конкуруючих
елiптичних множин є рiвними. Дослiджено рiвномiрну збiжнiсть функцiї просторової
глибини та обчислено оцiнки ефективностi класифiкаторiв максимальної глибини.
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Постановка задачi. Функцiї глибини даних дозволяють вимiрювати центральнiсть r-ви-
мiрного елемента даних z вiдносно заданої r-вимiрної множини даних або вiдносно бага-
товимiрного розподiлу . Використовуючи дану концепцiю, можна побудувати непараме-
тричний пiдхiд для узагальнення розподiльних властивостей одновимiрних розподiлiв до
багатовимiрних розподiлiв. Такий пiдхiд може бути застосований до багатовимiрної незмi-
щеної статистики, мiри багатовимiрної дисперсiї та асиметрiї, а також багатовимiрної медiа-
ни. Найбiльш використовуваними функцiями глибини є функцiя напiвпросторової глибини,
функцiя симплiцiальної глибини, функцiя мажоритарної глибини, функцiя глибини Маха-
ланобiса та функцiя проекцiйної глибини.
Функцiя симплiцiальної об’ємної глибини елемента даних z вiдносно розподiлу  може
бути виражена як
a(; z) =

1 + 


Kfz; Z1; : : : ; Zrg
jj1=2
a 1
; (1)
де  — матриця розсiювання розподiлу ; Kfz; Z1; : : : ; Zrg — об’єм r-вимiрного симплекса,
що сформований за допомогою z та Z1; : : : ; Zr; Z1; : : : ; Zr — данi з розподiлу . У формулi
(1) дiлення на jj1=2 необхiдне для афiнно iнварiантного перетворення функцiї глибини.
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Застосовуючи концепцiю просторових квантилiв, введемо поняття глибини розташува-
ння, а саме, поняття просторової гибини, що використовується для розвинення методiв
кластеризацiї та класифiкацiї [1]. Функцiя просторової глибини елемента даних z вiдносно
розподiлу  визначається так:
'(; z) = 1 

 z   Zkz   Zk
; (2)
де Z  . Величина 
f(z  Z)=kz  Zkg однозначно визначає функцiю розподiлу (Z) та
є неперервним та монотонним перетворенням на Rr для всiх  при r > 2. У випадку, коли
елемент даних z знаходиться недалеко вiд центра розподiлу, 
f(z Z)=kz   Zkg буде знахо-
дитися дуже близько до нуля, тому '(; z) досягає 1, що є його максимальним значенням.
Однак, рухаючись вiд центра, функцiя просторової глибини наближатиметься до нуля. На
вiдмiну вiд iнших функцiй глибини, функцiю просторової глибини можна визначити для ба-
гатовимiрних даних. Крiм того, дану функцiю можна обчислити для нескiнченновимiрних
гiльбертових просторiв [2]. Зазначимо, що вибiрковi форми функцiй глибини можна отри-
мати шляхом замiни  на емпiричну функцiю розподiлу m, що встановлює масу 1=m на
кожен з m елементiв даних в r-вимiрному просторi. Отже, замiсть E(l; z) та E(ml ; z) ви-
користаємо E(l; z) та Em(l; z) вiдповiдно для позначення теоретичної та емпiричної функцiї
глибини вiд z в l-й множинi даних [3].
Отже, припустимо, що всi розподiли множин даних мають щiльностi, що є неперервни-
ми та додатними в r-вимiрному просторi. Класифiкатори максимальної глибини не мають
довiльної параметричної форми роздiлової поверхнi та класифiкують елемент даних до
класу, вiдносно якого даний елемент має максимальну глибину розташування. Крiм того,
такi класифiкатори не потребують навчання на вибiрцi даних, якi повиннi зберiгатися для
класифiкацiї нових елементiв.
Класифiкатори максимальної глибини мажуть бути визначенi таким чином:
IE(z) = argmax
l
Eml(l; z); (3)
де Eml(l; z)— емпiрична функцiя глибини вiд елемента z в l-й множинi даних;ml — кiлькiсть
елементiв даних у вибiрцi. Вiдзначимо, що для роздiлення конкуруючих множин даних рi-
знi концепцiї глибини можуть бути використанi для розробки класифiкаторiв максимальної
глибини, коли всi апрiорнi ймовiрностi конкуруючих класiв є рiвними. Однак, коли конку-
руючi множини даних мають однакову матрицю розсiювання, а функцiя симплiцiальної об’-
ємної глибини використовується для класифiкацiї максимальної глибини, наявнiсть jj1=2
в знаменнику у виразi a не є обов’язковою. Прикладом цього може бути випадок, коли
розподiли множин даних задовольняють модель зсуву розташування [4].
Теорема 1. Нехай функцiя щiльностi h(z) зi сферично-симетричним розподiлом
є строго спадною на вiдстанi вiд центра симетрiї в розмiрностi, що є бiльшою або до-
рiвнює 2. Тодi функцiя щiльностi h(z) є функцiєю просторової глибини.
Доведення. За точку симетрiї приймемо початок координат. Оскiльки функцiя h є iн-
варiантною при ортогональному перетвореннi та сферично-симетричною, можна стверджу-
вати, що точки на такiй же вiдстанi вiд центра мають однакову просторову глибину. Далi ви-
беремо такi двi точки z1 та z2, що kz1k < kz2k, тобто h(z1) > h(z2). Отже, на тiй же осi коор-
динат можна взяти елемент даних в результатi сферичної симетрiї [5]. Припустимо, що при
j1j < j2jz1 = (1; 0; : : : ; 0) та z2 = (2; 0; : : : ; 0). Для довiльної точки z(1) = (z1; z2; : : : ; zr)
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можна знайти такi три iншi точки z(2) = (z1; z2; z3; : : : ; zr), z(3) = ( z1; z2; z3; : : : ; zr) та
z(4) = ( z1; z2; z3; : : : ; zr), що h(z(1)) = h(z(2)) = h(z(3)) = h(z(4)). Крiм того, вектори
вздовж цiєї осi координат
4X
i=1
z(i)   z1
kz(i)   z1k
h(z(i)) та
4X
i=1
z(i)   z2
kz(i)   z2k
h(z(i))
направленi до початку координат, де вектор
4X
i=1
z(i)   z2
kz(i)   z2k
h(z(i))
має бiльшу розмiрнiсть. В результатi, iнтегруючи за z(1), z(2), z(3), z(4), отримуємо, що
z z1   zkz1   zk
 < 
z z2   zkz2   zk
: (4)
Теорему доведено.
Далi зазначимо, що
j	m  	j 6
LX
l=1
pl
Z 
LY
i=1
i 6=l
fEml(l; z) > Emi(i; z)g  
LY
i=1
i6=l
fE(l; z) > E(i; z)g
hl(z) dz; (5)
де hl — функцiї щiльностi класiв; Eml(l; z) — глибина елемента z в l-й множинi даних
(l = 1; 2; : : : ; L); E(l; z) — множинна глибина елемента z в l-й множинi даних (l = 1; 2; : : : ; L);
pl — апрiорнi ймовiрностi. Отже, коли класифiкатори на основi множинної глибини є опти-
мальними байєсiвськими класифiкаторами, результатом буде наслiдок теореми Лебега про
мажоровану збiжнiсть. Однак це можливо лише у випадку, коли можна показати поточко-
ву збiжнiсть емпiричних функцiй глибини до множинних функцiй глибини. Зауважимо, що
коли елiптичнi множини даних вiдрiзняються лише за своїми параметрами розташування,
класифiкатори на основi множинної глибини є байєсiвськими класифiкаторами для напiв-
просторової, симплiцiальної, мажоритарної та проекцiйної глибини [6]. Дане твердження
також справедливе для a при додатковiй умовi a > 1. Крiм того, за умови сферичної
симетрiї та зсуву розташування просторова функцiя глибини у множинному виглядi буде
байєсiвським класифiкатором.
Лема 1. Нехай hl(z) = c(z   "l) для загальної функцiї щiльностi c з c(kz) 6 c(z)
для кожного z та k > 1 та параметра розташування "l. Також припустимо, що функцiї
щiльностi h1, h2, : : :, hL є елiптично-симетричними. Визначимо 	m як частоту помилок
емпiричного класифiкатора на основi глибини та m = (m1;m2; : : : ;mL) як вектор розмiрiв
вибiрок для рiзних класiв. Частота помилок 	m сходиться до оптимального байєсiвсько-
го ризику при minfm1;m2; : : : ;mLg ! 1 для функцiї напiвпросторової, симплiцiальної,
мажоритарної та проекцiйної глибини у випадку рiвних апрiорних ймовiрностей.
Доведення. У спецiалiзованiй лiтературi [7] дослiджено рiвномiрну збiжнiсть емпiри-
чних функцiй напiвпросторової, симплiцiальної, мажоритарної та проекцiйної глибини. Те ж
саме має мiсце для поточковаої збiжностi. Лему доведено.
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Деякi функцiї глибини мають властивiсть монотонностi та є спадними функцiями вiд
вiдстанi Махаланобiса, коли розподiл множини даних є елiптичним з функцiєю щiльно-
стi, яка є строго спадною в кожному напрямку вiд її центра симетрiї. До даного класу
функцiй належать такi: функцiя напiвпросторової, симплiцiальної, мажоритарної, прое-
кцiйної глибини, функцiя симплiцiальної об’ємної глибини для a > 1, а також функцiя
глибини Махаланобiса [8]. Тому для класифiкацiї даних згаданi функцiї глибини є еквi-
валентними вiдстанi Махаланобiса та призводять до оптимального байєсiвського класи-
фiкатора у випадку рiвних апрiорних ймовiрностей та коли декiлька елiптичних множин
вiдрiзняються лише своїми параметрами розташування. Функцiї симплiцiальної об’ємної
глибини та функцiї глибини Махаланобiса забезпечують лише лiнiйну роздiлову функ-
цiю на основi першого та другого моментiв даних вибiрки. Тому, незважаючи на про-
стоту їх обчислення, вони є досить чутливими до викидiв та екстремальних значень. За-
значимо, що бiльшiсть класифiкаторiв на основi функцiй глибини не залежать вiд мо-
ментiв даних та є бiльш ефективними, коли данi з вибiрки мають розподiли з важкими
хвостами.
Лема 2. Припустимо, що функцiї щiльностi h1; h2; : : : ; hL елiптично-симетричнi. Ви-
значимо 	m як частоту помилок емпiричного класифiкатора на основi глибини та m =
= (m1;m2; : : : ;mL), що є вектором розмiрiв вибiрок для рiзних класiв. У випадку викори-
стання функцiї просторової глибини частота помилок 	m сходиться до оптимального
байєсiвського ризику при minfm1;m2; : : : ;mLg ! 1, якщо функцiя c є сферичною.
Доведення. У спецiалiзованiй лiтературi дослiджено рiвномiрну збiжнiсть емпiричних
функцiй глибини [9]. Результати рiвномiрної збiжностi емпiричної функцiї просторової гли-
бини до множинної функцiї просторової глибини дослiджено в [10]. Лему доведено.
Вiдзначимо, що використання функцiї просторової глибини має значнi переваги над
iншими функцiями глибини. Будучи обчислювально дешевшою, функцiя просторової гли-
бини може застосовуватися в алгоритмах розв’язання задач класифiкацiї в нескiнченно-
вимiрних гiльбертових просторах. Крiм того, оскiльки ступiнчастi функцiї напiвпросто-
рової глибини, симплiцiальної глибини та мажоритарної глибини практично аналогiчнi,
а також враховуючи той факт, що емпiрична функцiя просторової глибини неперерв-
на в z, наявнiсть неоднорiдних зв’язкiв у функцiях напiвпросторової, симплiцiальної та
мажоритарної глибини виключена. Також у мiсцях, де функцiя щiльностi зменшується
у напрямку вiд центра, функцiя просторової глибини має властивiсть монотонностi. Да-
на властивiсть має мiсце у випадку сферично-симетричних розподiлiв, оскiльки функцiя
просторової глибини є iнварiантною щодо ортогонального та масштабного перетворен-
ня [11].
Лема 3. Нехай hl(z) = c(z  "l) для загальної функцiї щiльностi c з (kz) 6 c(z) для ко-
жного z та k > 1, а також параметра розташування "l. Також припустимо, що функцiї
щiльностi h1, h2, : : :, hL є елiптично-симетричними. Визначимо 	m як частоту помилок
емпiричного класифiкатора на основi глибини та m = (m1;m2; : : : ;mL) — як вектор розмi-
рiв вибiрок для рiзних класiв. Для деякого заданого z визначимо Klfz; Z1; : : : ; Zrg як об’єм
r-вимiрного симлекса, сформованого за допомогою z та Z1; : : : ; Zr, що є елементами даних
з hl. Також припустимо, що 
hl [Klfz; Z1; : : : ; Zrg]a <1 для всiх l = 1; 2; : : : ; L та деякого
a > 1. У випадку симплiцiальної об’ємної глибини a, а також при minfm1;m2; : : : ;mLg !
! 1 частота помилок 	m сходиться до оптимального байєсiвського ризику.
Доведення. Очевидно, що наявнiсть jj1=2 в знаменнику виразу a не є обов’язковою,
оскiльки множини даних задовольняють модель зсуву розташування. Тому при використан-
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нi властивостей незмiщеної статистики емпiрична функцiя симплiцiальної об’ємної глиби-
ни a сходиться майже напевно до множинної функцiї симплiцiальної об’ємної глибини a
для заданого елемента z. Лему доведено.
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А.А. Галкин
Исследование непараметрических классификаторов максимальной
глубины на основе пространственных квантилей
Киевский национальный университет им. Тараса Шевченко
Предложен непараметрический подход к решению задач распознавания, когда разделитель-
ные поверхности не могут эффективно аппроксимироваться конечномерными параметри-
ческими линейными или квадратичными функциями. Подход основан на использовании
функции пространственной глубины, которая является вычислительно дешевле и может
применяться для задач распознавания в бесконечномерном гильбертовом пространстве.
Построен глубинный классификатор на основе концепции пространственных квантилей,
а также исследованы его свойства оптимальности в случае, когда апостериорные вероят-
ности конкурирующих эллиптических множеств равны. Исследована равномерная сходи-
мость функции пространственной глубины, а также рассчитаны оценки эффективности
классификаторов максимальной глубины.
Ключевые слова: байесовский риск, пространственные квантили, пространственная глу-
бина.
O.A. Galkin
Research of nonparametric maximum-depth classiﬁers based on the
spatial quantiles
Taras Shevchenko National University of Kiev
A nonparametric approach is proposed to solve the recognition problems, when separating surfaces
cannot eﬀectively be approximated by ﬁnite-parametric linear or quadratic functions. The approach
is based on a function of the spatial depth, which is computationally less expensive and can be used
for pattern recognition problems in an inﬁnite-dimensional Hilbert space. A depth-based classiﬁer
is built on the basis of the concept of spatial quantiles. The properties of optimality are investi-
gated in the case where the a posteriori probabilities of competing elliptical sets are equal. The
uniform convergence of the spatial depth function is studied, and the estimates of the eﬀectiveness
of maximum depth classiﬁers are calculated.
Keywords: Bayes risk, spatial quantiles, spatial depth.
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