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1. Introduction
Let (Ω,F , P,Ft , Bt , Lt : t ∈ [0, T ]) be a complete Brownian–Lévy space inR×R\{0}, with Lévymeasure ν, i.e. (Ω,F , P)
is a complete probability space, {Ft , t ∈ [0, T ]} is a right-continuous increasing family of complete sub-σ -algebras of F ,
{Bt , t ∈ [0, T ]} is a standard Brownian motion in R and {Lt , t ∈ [0, T ]} is an R-valued Lévy process of the form Lt = bt + lt
independent of {Bt , t ∈ [0, T ]} corresponding to a standard Lévy measure ν satisfying the following conditions:
(1)

R(1 ∧ x2)ν(dx) <∞;
(2)

(−ε,ε)c e
λ|x|ν(dx) <∞, for some λ > 0, and for some ε > 0.
We refer to Bertoin [22] or Sato [23] for a detailed account of Lévy processes.
For t ≥ 0, let
Ft = σ(Ls, s ≤ t) ∨ σ(Bs, s ≤ t) ∨N ,
whereN denotes the totality of P-null sets and G1 ∨ G2 denotes the σ -field generated by G1 ∪ G2.
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Following Nualart and Schoutens [3], we define, for every i = 1, 2, . . . , the so-called power-jump processes {X (i)t , t ≥ 0}
and their compensated version {X (i)t = X (i)t − E[X (i)t ], t ≥ 0}, the so-called Teugels martingales, as follows:
X (1)t = Lt , X (i)t =
−
0<s≤t
(△Ls)i, i = 2, 3, . . . ,
X (i)t = X (i)t − E[X (i)t ] = X (i)t − tE[X (i)1 ], i ≥ 1.
Anorthonormalizedprocedure canbe applied to themartingalesX (i) in order to obtain a set of pairwise strongly orthonormal
martingales {H(i)}∞i=1 in the sense that each H(i) is a linear combination of theX (j), j = 1, . . . , i:
H(i) = ci,iX (i) + ci,i−1X (i−1) + · · · + ci,1X (1).
Moreover, [H(i),H(j)], i ≠ j, and [H(i),H(i)]t − t, t ≥ 0 are uniformly integrable martingales with initial value 0,
i.e. ⟨H(i),H(j)⟩t = δijt. It was shown in [3] that the coefficients ci,k correspond to the orthonormalization of the polynomials
1, x, x2, . . .with respect to the measureµ(dx) = x2ν(dx)+ σ 2δ0(dx). The resulting processes H(i) = {H(i)t , t ≥ 0} are called
the orthonormalized ith-power-jump processes.
As an application in finance, Corcuera et al. [4] worked under a geometric Lévymarketmodel: the stock price processwas
modeled by a stochastic differential equation (SDE, for short) driven by a general Lévy process (taking into account jumps).
They used this very special series of assets (power-jump assets) related to the power-jump processes to enlarge the market.
Trade in the power-jump assets can bemotivated as follows. Consider the 2nd-power-jump asset. This object in some sense
measures the volatility of the stock, since it accounts for the square of the jumps. If one believes that in the future there will
be a more volatile environment than the current market anticipation, trading the 2nd-power-jump asset can be of interest.
Also if one would like to cover against periods of high (or low) volatility, they can be useful: buying 2nd-power-jump assets
can cover the possible losses due to such unfavorable periods. The same can be said for the higher order variation assets.
Typically the 3rd-power-jump assets is measuring a kind of asymmetry (cfr. skewness) and the 4th-power-jump process is
measuring extremalmovements (cfr. kurtosis). Trade in these assets can be of use if one likes to bet on the realized skewness
or realized kurtosis of the stock: one believes that the market is not counting in asymmetry and possible extremal moves
rightly. On the other hand, an insurance against a crash can be easily build from the 4th-power-jump (or ith-power-jump,
i ≥ 4) assets.
Let ξ be an FT -measurable, square integrable random variable and b : [0, T ] × R× R× l2 → R be a given vector field,
where
l2 =

x = (x1, x2, . . .) :
∞−
i=1
x2i <∞

, and ‖x‖2l2 =
∞−
i=1
x2i .
Consider the problem: finding an Ft-adapted triple process (Yt ,Ut , Zt)0≤t≤T ∈ R× R× l2 such thatdYt = b(t, Yt−,Ut , Zt)dt + UtdBt +
∞−
i=1
Z (i)t dH
(i)
t , 0 ≤ t ≤ T ,
YT = ξ .
This is a backward stochastic (ordinary) differential equation (BSDE, for short) driven by Teugelsmartingales associatedwith
a Lévy process satisfying some moment conditions and by an independent Brownian motion. It is called backward because
the terminal value YT = ξ , instead of the initial value Y0, is given.
The theory of BSDEs, when Xt = 0, is nowwell developed. One is referred to the Refs. [5–8]. In the jump case, BSDEs have
been studied (see [9–11]). There were several articles about the BSDEs for Lévy processes (see [2,12–15]).
The purpose of this paper is to study backward stochastic partial differential equations driven by Teugels martingales
associated with a Lévy process and by an independent Brownian motion. They are defined in a similar way as BSDEs, but
with the basic equation being a stochastic partial differential equation rather than a stochastic ordinary differential equation.
More precisely, we will study a class of BSPDEs which have the following form:
dY (t, x) = AY (t, x)dt + f (t, x, Y (t−, x),U(t, x), Z(t, x))dt + U(t, x)dBt +
∞−
i=1
Z (i)(t, x)dH(i)t ,
(t, x) ∈ (0, T )× Rn,
Y (T , x) = φ(x).
(1.1)
Here dY (t, x) denotes the Itô differential operator with respect to t , while A is a partial differential operator with respect to
x and H(i) = {H(i)t , t ≥ 0}, i = 1, 2, . . . are the orthonormalized ith-power-jump processes.
The function f : [0, T ]×Rn×R×R× l2 → R is given and so is the terminal value function φ(x) = φ(x, ω). We assume
that φ(x) is FT -measurable for all x such that
E
[∫
Rn
φ(x)2dx
]
<∞,
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where E denotes expectation with respect to P. We are seeking the processes Y (t, x), U(t, x) and Z(t, x) such that (1.1)
holds. The processes Y (t, x), U(t, x) and Z(t, x) are Ft-measurable for all x ∈ Rn and we also require that
E
∫
Rn
∫ T
0

Y (t, x)2 + U(t, x)2 + ‖Z(t, x)‖2l2

dtdx <∞.
For more information on BSPDEs, one is referred to the Refs. [16,17] for continuous case, [18] for jump case and [19]
for semimartingale case. Øksendal et al. [18] proved an existence and uniqueness result for a general class of backward
stochastic partial differential equations with jumps. This is a type of equations which appear as adjoint equations in the
maximum principle approach to optimal control of systems described by stochastic partial differential equations driven by
Lévy processes.Mania and Tevzadze [19] studied utilitymaximization problem for general utility functions. They considered
an incomplete financial market model, where the dynamics of asset prices were described by an Rd-valued continuous
semimartingale. Under some regularity assumptions, they derived backward stochastic partial differential equation (BSPDE)
driven by semimartingale related directly to the primal problem and showed that the strategy was optimal if and only if the
corresponding wealth process satisfied a certain forward SDE.
This paper is organized as follows. In Section 2, we give some preliminaries. In Section 3, we state the main theorem of
the paper, whose proof will be split into two lemmas. An example is given to illustrate the theory. Section 4 provides the
concluding remarks.
2. Preliminaries: notations and lemmas
We introduce some notations.
Set L2T = L2(Ω,FT , P). Let H2T denote the space of real-valued square integrable and (Ft) progressively measurable
processes φ = {φt , t ∈ [0, T ]} such that ‖φ‖2 = E
 T
0 |φt |2dt

< ∞. M2T denotes the subspace of H2T generated
by predictable processes. H2T (l
2) and M2T (l
2) are the corresponding spaces of l2-valued processes equipped with the norm
‖φ‖2 = E
 T
0
∑∞
i=1 |φ(i)t |2dt

.
The main result in [3] is the predictable representation property (PRP): every square integrable random variable F ∈ L2T
has a representation of the form F = E[F ] +∑∞i=1  T0 Z (i)t dH(i)t , where Zt is a predictable process in the spaceM2T (l2). Now,
we give a general and interesting martingale representation theorem appeared in [2].
Lemma 2.1. Let {Ft , t ∈ [0, T ]} be a square integrable martingale which is adapted to the filtrationFt defined above. Then, there
exist U ∈ M2T and Z ∈ M2T (l2) such that:
Ft = E[Ft ] +
∫ t
0
UsdBs +
∞−
i=1
∫ t
0
Z (i)s dH
(i)
s .
A solution of the BSDE driven by Teugels martingales and by an independent Brownian motion is a triplet (Y ,U, Z) ∈
H2T ×M2T ×M2T (l2) such that the following relation holds:dYt = b(t, Yt−,Ut , Zt)dt + UtdBt +
∞−
i=1
Z (i)t dH
(i)
t , 0 ≤ t ≤ T ,
YT = ξ .
(2.1)
Now, we assume that
(A.1) ξ ∈ L2T ,
(A.2) b : Ω × [0, T ] × R× R× l2 → R is a progressively measurable function such that b(·, 0, 0, 0) ∈ H2T . In addition, we
assume that there exists a positive constant k > 0, for all (y1, u1, z1) and (y2, u2, z2) in R× R× l2, such that dt ⊗ dP
almost surely
|b(t, y1, u1, z1)− b(t, y2, u2, z2)| ≤ k(|y1 − y2| + |u1 − u2| + ‖z1 − z2‖l2).
Using Lemma 2.1, Bahlali et al. [2] proved the following result.
Lemma 2.2. Let the assumptions (A.1) and (A.2) hold. Then, there exists a unique solution (Y ,U, Z) of BSDE (2.1).
3. BSPDEs driven by Lévy processes
3.1. Framework
We now present the general setting in which we will prove our main existence and uniqueness result for BSPDEs driven
by Teugels martingales and by an independent Brownian motion.
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We recall that L2(Rn) = {u : Rn → R|u is Lebesgue measurable, |u|L2(Rn) <∞}, where
|u|L2(Rn) =
∫
Rn
|u|2dx
1/2
,
and H12 (R
n) consists of all locally summable functions u : Rn → R such that Du exists in the weak sense and belongs to
L2(Rn). Define
‖u‖H12 (Rn) =
∫
Rn
|u|2dx+
∫
Rn
|Du|2dx
1/2
.
Let H = L2(Rn) and V = H12 (Rn). Then, they are Hilbert spaces such that V is continuously, densely embedded in H .
Identifying H with its dual, we have
V ⊂ H ∼= H∗ ⊂ V ∗, (3.1)
where V ∗ satisfies the following coercivity hypothesis:
(H1) There exist two positive constants α > 0 and λ > 0 such that
2⟨Au, u⟩ + λ|u|2H ≥ α‖u‖2V , for all u ∈ V , (3.2)
where ⟨Au, u⟩ = Au(u) denotes the action of Au ∈ V ∗ on u ∈ V .
Remark 3.1. A is generally not bounded as an operator from H into H .
We refer to [20] for a detailed account of H and V .
Let
Hl2 =

z = (z1, z2, . . .) : zi ∈ H, |z|2Hl2 =
∞−
i=1
|zi|2H <∞

.
The aim of this paper is to look for an Ft-adapted triple (Yt ,Ut , Zt)0≤t≤T ∈ H × H × Hl2 such that the following backward
stochastic differential evolution equation holds:dYt = AYtdt + f (t, Yt−,Ut , Zt)dt + UtdBt +
∞−
i=1
Z (i)t dH
(i)
t , t ∈ (0, T ),
YT = φ a.s.
(3.3)
We consider the following assumptions:
(H2) The terminal value φ(ω) is an FT -measurable, H-valued random variable such that E[|φ|2H ] <∞.
(H3) The coefficient f (ω, t, y, u, z) : Ω × [0, T ] × H × H × Hl2 → H is progressively measurable such that
E
 T
0 |f (t, 0, 0, 0)|2Hdt

<∞ and there exists a constant c > 0, for all (ω, t) ∈ Ω × [0, T ], (y1, u1, z1), (y2, u2, z2) ∈
H × H × Hl2 , such that
|f (t, y1, u1, z1)− f (t, y2, u2, z2)|H ≤ c(|y1 − y2|H + |u1 − u2|H + |z1 − z2|Hl2 ), P-a.s.
3.2. Existence and uniqueness of the solution
We now state and prove the main result of this paper.
Theorem 3.1. Assume that (H1)–(H3) hold. Then, there exists a unique H × H × Hl2-valued progressively measurable process
(Yt ,Ut , Zt)0≤t≤T such that
(i) (Yt ,Ut , Zt)0≤t≤T ∈ H × H × Hl2 ,
(ii) φ = Yt +
 T
t AYsds+
 T
t f (s, Ys−,Us, Zs)ds+
 T
t UsdBs +
∑∞
i=1
 T
t Z
(i)
s dH
(i)
s , 0 ≤ t ≤ T .
The proof of the above theorem will be split into the following lemmas.
Lemma 3.1. Assume that (H1)–(H2) hold and f (t, y, u, z, ω) = f (t, ω) is independent of y, u and z, such that E[ T0
|f (t)|2Hdt] <∞. Then, there exists a unique H × H × Hl2-valued progressively measurable process (Yt ,Ut , Zt)0≤t≤T such that
(i) (Yt ,Ut , Zt)0≤t≤T ∈ H × H × Hl2 ,
(ii) φ = Yt +
 T
t AYsds+
 T
t f (s)ds+
 T
t UsdBs +
∑∞
i=1
 T
t Z
(i)
s dH
(i)
s , 0 ≤ t ≤ T .
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Proof. Existence. Set D(A) = {v : v ∈ V , Av ∈ H}. Then D(A) is a dense subspace of H . Thus, we can choose and fix an
orthonormal basis {e1, . . . , en, . . .} of H such that ei ∈ D(A). Set Vn = span(e1, e2, . . . , en). Denote by Pn the projection
operator from H into Vn. Put An = PnA. Then An is a bounded linear operator from Vn to Vn. Put fn(t) = Pnf (t), φn = Pnφ.
Consider the following BSDE on the finite dimensional space Vn:dY nt = AnY nt dt + fn(t)dt + Unt dBt +
∞−
i=1
Zn(i)t dH
(i)
t , t ∈ (0, T )
Y nT = φn a.s.
(3.4)
As An is a bounded linear operator from Vn to Vn, it follows from Lemma 2.2 that Eq. (3.4) admits a unique solution
(Y nt ,U
n
t , Z
n
t ), where Y
n
t ∈ Vn, Unt ∈ Vn, and Znt = (Zn(1)t , Zn(2)t , . . .), Zn(i)t ∈ Vn. In what follows, we aim to show that the
sequence (Y nt ,U
n
t , Z
n
t ) admits a convergent subsequence. By the Itô formula, we have
E|Y nt |2H = E|φn|2H − E
∫ T
t
|Uns |2Hds− E
∫ T
t
|Zns |2Hl2 ds− 2E
∫ T
t
⟨Y ns , PnAY ns ⟩Hds− 2E
∫ T
t
⟨Y ns , fn(s)⟩Hds
= E|φn|2H − E
∫ T
t
|Uns |2Hds− E
∫ T
t
|Zns |2Hl2 ds− 2E
∫ T
t
⟨Y ns , AY ns ⟩Hds− 2E
∫ T
t
⟨Y ns , f (s)⟩Hds. (3.5)
It follows from (3.2) that
E|Y nt |2H ≤ E|φn|2H − E
∫ T
t
|Uns |2Hds− E
∫ T
t
|Zns |2Hl2 ds− αE
∫ T
t
‖Y ns ‖2Vds+ λE
∫ T
t
|Y ns |2Hds
+E
∫ T
t
|Y ns |2Hds+ E
∫ T
t
|f (s)|2Hds.
Hence, we get
E|Y nt |2H + αE
∫ T
t
‖Y ns ‖2Vds+ E
∫ T
t
|Uns |2Hds+ E
∫ T
t
|Zns |2Hl2 ds
≤ E|φn|2H + (λ+ 1)E
∫ T
t
|Y ns |2Hds+ E
∫ T
t
|f (s)|2Hds.
In particular,
E|Y nt |2H ≤ E|φn|2H + (λ+ 1)E
∫ T
t
|Y ns |2Hds+ E
∫ T
t
|f (s)|2Hds. (3.6)
SetY nt =  Tt E|Y ns |2Hds. Then, (3.6) implies that
−d(e
(λ+1)tY nt )
dt
≤ e(λ+1)t

E|φn|2H + E
∫ T
t
|f (s)|2Hds

.
Hence,∫ T
0
E|Y ns |2Hds ≤ C

E|φn|2H + E
∫ T
0
|f (s)|2Hds

,
where C is an appropriate constant. This further implies that
sup
n
∫ T
0
E|Y ns |2Hds

<∞,
sup
n
∫ T
0
E‖Y ns ‖2Vds

<∞, (3.7)
sup
n
∫ T
0
E|Uns |2Hds

<∞, (3.8)
sup
n
∫ T
0
E|Zns |2Hl2 ds

<∞. (3.9)
For a separable Hilbert space L, we denote byM2([0, T ], L) the Hilbert space of progressively measurable, square integrable
L-valued processes equipped with the inner product ⟨a, b⟩M = E
 T
0 ⟨at , bt⟩Ldt . By the weak compactness of a Hilbert space,
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we obtain from (3.7)–(3.9) that a subsequence {nk, k ≥ 1} can be selected so that Y nk , k ≥ 1 converges weakly to some
limit Y inM2([0, T ], V ),Unk , k ≥ 1 converges weakly to some limit U inM2([0, T ], V ), and Znk , k ≥ 1 converges weakly to
some limit Z in M2([0, T ], Vl2). Let us prove that (a version of) (Y ,U, Z) is a solution to the backward stochastic evolution
equation (3.4). For 1 ≤ i ≤ n, we have
d⟨Y nt , ei⟩ = ⟨PnAY nt , ei⟩dt + ⟨fn(t), ei⟩dt + ⟨Unt , ei⟩dBt +
∞−
j=1
⟨Zn(j)t , ei⟩dH(j)t
= ⟨AY nt , ei⟩dt + ⟨fn(t), ei⟩dt + ⟨Unt , ei⟩dBt +
∞−
j=1
⟨Zn(j)t , ei⟩dH(j)t . (3.10)
Let h(t) be an absolutely continuous function from [0, T ] to R with h′(·) ∈ L2([0, T ]) and h(0) = 0. By the Itoˆ formula, we
have
⟨Y nT , ei⟩h(T ) =
∫ T
0
h(t)⟨AY nt , ei⟩dt +
∫ T
0
h(t)⟨fn(t), ei⟩dt +
∫ T
0
h(t)⟨Unt , ei⟩dBt
+
∞−
j=1
∫ T
0
h(t)⟨Zn(j)t , ei⟩dH(j)t +
∫ T
0
⟨Y nt , ei⟩h′(t)dt. (3.11)
Replacing n by nk in (3.11) and letting k →∞, we obtain
⟨φ, ei⟩h(T ) =
∫ T
0
h(t)⟨AYt , ei⟩dt +
∫ T
0
h(t)⟨f (t), ei⟩dt +
∫ T
0
h(t)⟨Ut , ei⟩dBt
+
∞−
j=1
∫ T
0
h(t)⟨Z (j)t , ei⟩dH(j)t +
∫ T
0
⟨Yt , ei⟩h′(t)dt. (3.12)
For (3.11) and (3.12), we have used the fact that the linear mapping G fromM2([0, T ], V ) into L2(Ω) defined by
G(U) =
∫ T
0
h(t)⟨Ut , ei⟩dBt
is continuous and also the linear mapping F fromM2([0, T ], Vl2) into L2(Ω) defined by
F(Z) =
∞−
j=1
∫ T
0
h(t)⟨Z (j)t , ei⟩dH(j)t
is continuous. So, the convergence of (3.11) and (3.12) takes place weakly in L2(Ω). Fixing t ∈ (0, T ), and choosing, for
n > 1,
hn(s) :=

1, s ≥ t + 1
2n
,
1− 1
n

t + 1
2n
− s

, t − 1
2n
< s < t + 1
2n
,
0, s ≤ t − 1
2n
,
with h(·) replaced by hn(·) in (3.12), we obtain
⟨φ, ei⟩hn(T ) =
∫ T
0
hn(t)⟨AYt , ei⟩dt +
∫ T
0
hn(t)⟨f (t), ei⟩dt +
∫ T
0
hn(t)⟨Ut , ei⟩dBt
+
∞−
j=1
∫ T
0
hn(t)⟨Z (j)t , ei⟩dH(j)t + 1n
∫ t+ 12n
t− 12n
⟨Ys, ei⟩ds. (3.13)
Letting n to infinity in (3.13), we get
⟨φ, ei⟩ =
∫ T
t
⟨AYs, ei⟩ds+
∫ T
t
⟨f (s), ei⟩ds+
∫ T
t
⟨Us, ei⟩dBs +
∞−
j=1
∫ T
t
⟨Z (j)s , ei⟩dH(j)s + ⟨Yt , ei⟩,
for almost all t ∈ [0, T ] (with respect to Lebesgue measure).
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As i is arbitrary, this implies that
φ = Yt +
∫ T
t
AYsds+
∫ T
t
f (s)ds+
∫ T
t
UsdBs +
∞−
i=1
∫ T
t
Z (i)s dH
(i)
s ,
for almost all t ∈ [0, T ] (with respect to Lebesgue measure). For t ∈ [0, T ], define
Yˆt = φ −
∫ T
t
AYsds+
∫ T
t
f (s)ds+
∫ T
t
UsdBs +
∞−
i=1
∫ T
t
Z (i)s dH
(i)
s .
Then, we conclude that (Yˆt ,Ut , Zt) also satisfies (ii) of Lemma 3.1 with Y replaced by Yˆ for all t ∈ [0, T ]. Hence, (Yˆt ,Ut , Zt)
is a solution of (3.3).
Uniqueness. Let(Yt ,Ut , Zt) and (Y ′t ,U ′t , Z ′t ) be two solutions of the Eq. (3.3). Then, applying the Itô formula to |Ys−Y ′s |2H from
s = t to s = T , we obtain
|YT − Y ′T |2H − |Yt − Y ′t |2H = 2
∫ T
t
⟨Ys − Y ′s , d(Ys − Y ′s )⟩ +
∫ T
t
d[Y − Y ′, Y − Y ′]s.
Taking expectations and using the following relations
d(Yt − Y ′t ) = A(Yt − Y ′t )dt + (Ut − U ′t)dBt +
∞−
i=1
(Z (i)t − Z ′(i)t )dH(i)t
d[Y − Y ′, Y − Y ′]t = |Ut − U ′t |2Hd[B, B]t +
∞−
i=1
∞−
j=1
⟨Z (i)t − Z ′(i)t , Z (j)t − Z ′(j)t ⟩d[H(i),H(j)]t ,
⟨H(i),H(j)⟩t = δijt,
we obtain
E|Yt − Y ′t |2H + E
∫ T
t
|Us − U ′s|2Hds+ E
∫ T
t
|Zs − Z ′s|2Hl2 ds
= −2E
∫ T
t
⟨A(Ys − Y ′s ), Ys − Y ′s ⟩ds
≤ −α
∫ T
t
E‖Ys − Y ′s‖2Vds+ λ
∫ T
t
E|Ys − Y ′s |2Hds
≤ λ
∫ T
t
E|Ys − Y ′s |2Hds.
By the Gronwall inequality, we get that E|Ys−Y ′s |2H = 0, thus Y = Y ′, U = U ′ and Z = Z ′, which proves the uniqueness. 
Lemma 3.2. Assume that (H1)–(H3) hold and f (t, y, u, z, ω) = f (t, u, z, ω) is independent of y. Then, there exists a unique
H × H × Hl2-valued progressively measurable process (Yt ,Ut , Zt) such that
(i) (Yt ,Ut , Zt)0≤t≤T ∈ H × H × Hl2 ,
(ii) φ = Yt +
 T
t AYsds+
 T
t f (s,Us, Zs)ds+
 T
t UsdBs +
∑∞
i=1
 T
t Z
(i)
s dH
(i)
s , 0 ≤ t ≤ T .
Proof. Existence. Set U0t = 0, Z0t = 0. Denote by (Y nt ,Unt , Znt ) the unique solution of the backward stochastic evolution
equation:dY nt = AY nt dt + f (t,Un−1t , Zn−1t )dt + Unt dBt +
∞−
i=1
Zn(i)t dH
(i)
t , t ∈ (0, T )
Y nT = φ a.s.
(3.14)
The existence of such a solution (Y nt ,U
n
t , Z
n
t ) has been proved in Lemma 3.1. By the Itô formula, we get
0 = |Y n+1T − Y nT |2H
= |Y n+1t − Y nt |2H + 2
∫ T
t
⟨A(Y n+1s − Y ns ), Y n+1s − Y ns ⟩ds
+ 2
∫ T
t
⟨f (s,Uns , Zns )− f (s,Un−1s , Zn−1s ), Y n+1s − Y ns ⟩ds+ 2
∫ T
t
⟨Y n+1s − Y ns ,Un+1s − Uns ⟩dBs
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+ 2
∞−
i=1
∫ T
t
⟨Y n+1s − Y ns , Zn+1(i)s − Zn(i)s ⟩dH(i)s +
∫ T
t
|Un+1s − Uns |2Hd[B, B]s
+
∞−
i=1
∞−
j=1
∫ T
t
⟨Zn+1(i)s − Zn(i)s , Zn+1(j)s − Zn(j)s ⟩d[H(i),H(j)]s.
In virtue of (3.2), for ε > 0,
E|Y n+1t − Y nt |2H + E
∫ T
t
|Un+1s − Uns |2Hds+ E
∫ T
t
|Zn+1s − Zns |2Hl2 ds
= −2E
∫ T
t
⟨A(Y n+1s − Y ns ), Y n+1s − Y ns ⟩ds− 2E
∫ T
t
⟨f (s,Uns , Zns )− f (s,Un−1s , Zn−1s ), Y n+1s − Y ns ⟩ds
≤ λE
∫ T
t
|Y n+1s − Y ns |2Hds− αE
∫ T
t
‖Y n+1s − Y ns ‖2Vds+ εE
∫ T
t
|f (s,Uns , Zns )− f (s,Un−1s , Zn−1s )|2Hds
+ 1
ε
E
∫ T
t
|Y n+1s − Y ns |2Hds. (3.15)
Choose ε < 14c , where c is Lipschitz constant in (H3). From (3.15), it follows that
E|Y n+1t − Y nt |2H + E
∫ T
t
|Un+1s − Uns |2Hds+ αE
∫ T
t
‖Y n+1s − Y ns ‖2Vds+ E
∫ T
t
|Zn+1s − Zns |2Hl2 ds
≤

λ+ 1
ε

E
∫ T
t
|Y n+1s − Y ns |2Hds+
1
2
E
∫ T
t
|Uns − Un−1s |2Hds+
1
2
E
∫ T
t
|Zns − Zn−1s |2Hl2 ds. (3.16)
Let β = λ+ 1
ε
. Then, from (3.16), we have
− d
dt

eβtE
∫ T
t
|Y n+1s − Y ns |2Hds

+ eβtE
∫ T
t
|Un+1s − Uns |2Hds
+ eβtE
∫ T
t
|Zn+1s − Zns |2Hl2 ds+ αe
βtE
∫ T
t
‖Y n+1s − Y ns ‖2Vds
≤ 1
2
eβtE
∫ T
t
|Uns − Un−1s |2Hds+
1
2
eβtE
∫ T
t
|Zns − Zn−1s |2Hl2 ds. (3.17)
From now on, we will show that (Y n,Un, Zn) converges to some limit (Y ,U, Z) in the product space M2([0, T ], V ) ×
M2([0, T ],H)×M2([0, T ],Hl2).
Integrating both sides in (3.17), we get
E
∫ T
0
|Y n+1s − Y ns |2Hds+ E
∫ T
0
∫ T
t
|Un+1s − Uns |2Hdseβtdt
+E
∫ T
0
∫ T
t
|Zn+1s − Zns |2Hl2 dse
βtdt + αE
∫ T
0
∫ T
t
‖Y n+1s − Y ns ‖2Vdseβtdt
≤ 1
2
E
∫ T
0
∫ T
t
|Uns − Un−1s |2Hdseβtdt +
1
2
E
∫ T
0
∫ T
t
|Zns − Zn−1s |2Hl2 dse
βtdt. (3.18)
In particular,
E
∫ T
0
∫ T
t
|Un+1s − Uns |2Hdseβtdt + E
∫ T
0
∫ T
t
|Zn+1s − Zns |2Hl2 dse
βtdt
≤ 1
2
E
∫ T
0
∫ T
t
|Uns − Un−1s |2Hdseβtdt +
∫ T
0
∫ T
t
|Zns − Zn−1s |2Hl2 dse
βtdt

.
This implies that
E
∫ T
0
∫ T
t
|Un+1s − Uns |2Hdseβtdt + E
∫ T
0
∫ T
t
|Zn+1s − Zns |2Hl2 dse
βtdt ≤

1
2
n
C,
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for some constant C . Thus, it follows from (3.18) that
E
∫ T
0
|Y n+1s − Y ns |2Hds ≤

1
2
n
C .
Hence, from (3.16), we conclude that
E
∫ T
0
|Un+1s − Uns |2Hds+ E
∫ T
0
|Zn+1s − Zns |2Hl2 ds
≤

1
2
n
Cβ + 1
2
E
∫ T
0
|Uns − Un−1s |2Hds+
∫ T
0
|Zns − Zn−1s |2Hl2 ds

. (3.19)
Using the above inequality repeatedly, we obtain that
E
∫ T
0
|Un+1s − Uns |2Hds+ E
∫ T
0
|Zn+1s − Zns |2Hl2 ds ≤

1
2
n
nCβ. (3.20)
Combining (3.16) and (3.19), we have
E
∫ T
0
‖Y n+1s − Y ns ‖2Vds ≤

1
2
n
(n+ 1)Cβ. (3.21)
It follows now from (3.20) and (3.21) that the sequence (Y nt ,U
n
t , Z
n
t ), n ≥ 1 converges in M2([0, T ], V ) × M2([0, T ],H) ×
M2([0, T ],Hl2) to some limit (Yt ,Ut , Zt). Letting n →∞ in (3.14), we see that (Yt ,Ut , Zt) satisfies that
Yt +
∫ T
t
AYsds+
∫ T
t
f (s,Us, Zs)ds+
∫ T
t
UsdBs +
∞−
i=1
∫ T
t
Z (i)s dH
(i)
s = φ, (3.22)
i.e., (Yt ,Ut , Zt) is a solution to Eq. (3.3).
Uniqueness. Let (Yt ,Ut , Zt) and (Y ′t ,U ′t , Z ′t ) be two solutions of the Eq. (3.3). Then, applying the Itô formula to |Ys − Y ′s |2H
from s = t to s = T , we obtain
E|Yt − Y ′t |2H + E
∫ T
t
|Us − U ′s|2Hds+ E
∫ T
t
|Zs − Z ′s|2Hl2 ds
= −2E
∫ T
t
⟨A(Ys − Y ′s ), Ys − Y ′s ⟩ds− 2E
∫ T
t
⟨f (s,Us, Zs)− f (s,U ′s, Z ′s), Ys − Y ′s ⟩ds
≤ −α
∫ T
t
E‖Ys − Y ′s‖2Vds+ λ
∫ T
t
E|Ys − Y ′s |2Hds
+ 1
2
E
∫ T
t
|Zs − Z ′s|2Hl2 ds+
1
2
E
∫ T
t
|Us − U ′s|2Hds+ c
∫ T
t
E|Ys − Y ′s |2Hds. (3.23)
Consequently,
E|Yt − Y ′t |2H ≤ (λ+ c)
∫ T
t
E|Ys − Y ′s |2Hds.
By the Gronwall inequality, we get that E|Ys − Y ′s |2H = 0, thus Y = Y ′, which further implies that U = U ′ and Z = Z ′. 
Proof of Theorem 3.1. Let Y 0t = 0. Define, for n ≥ 1, (Y nt ,Unt , Znt ) to be the solution of the equation:dY nt = AY nt dt + f (t, Y n−1t− ,Unt , Znt )dt + Unt dBt +
∞−
i=1
Zn(i)t dH
(i)
t , t ∈ (0, T )
Y nT = φ a.s.
The existence of (Y nt ,U
n
t , Z
n
t ) is contained in Lemma 3.2.
Using the similar arguments as in the proof of Lemma 3.2, we can show that (Y nt ,U
n
t , Z
n
t ) converges to some limit
(Yt ,Ut , Zt), and moreover (Yt ,Ut , Zt) is the unique solution to Eq. (3.3). We omit the details avoiding the repeat. 
Now, we give an example to illustrate the theory obtained.
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Example 3.1. Let u ∈ V and▽u(x) =

∂u
∂x1
, . . . , ∂u
∂xn
T
. Denote by a(x) = (aij(x)) a matrix-valued function on Rn satisfying
the uniform ellipticity condition:
1
c
In ≤ a(x) ≤ cIn for some constant c ∈ (0,∞).
Let b(x) be a vector field on Rn with b ∈ L2(Rn). Define
Au(x) = −div(a(x)▽ u(x))+ b(x) · ▽u(x),
where div(v) = tr(Dv) = ∑ni=1 ∂vi∂xi , v = (v1, . . . , vn). Then, H(1) (i.e., (3.2)) is fulfilled for (H, V , A). Thus, the partial
differential operator A has the following form:
AY (t, x) = −

n−
i,j=1
aij(t, x)
∂2
∂xi∂xj
Y (t, x)

−

n−
i,j=1
∂
∂xi
aij(t, x)
∂
∂xj
Y (t, x)

+
n−
i=1

bi(t, x)
∂
∂xi
Y (t, x)

.
In this case, BSDE (1.1) has the following form:
dY (t, x) = −

n−
i,j=1
aij(t, x)
∂2
∂xi∂xj
Y (t, x)

−

n−
i,j=1
∂
∂xi
aij(t, x)
∂
∂xj
Y (t, x)

+
n−
i=1

bi(t, x)
∂
∂xi
Y (t, x)

+ f (t, x, Y (t−, x),U(t, x), Z(t, x))dt
+U(t, x)dBt +
∞−
i=1
Z (i)(t, x)dH(i)t , (t, x) ∈ (0, T )× Rn,
Y (T , x) = φ(x),
(3.24)
where φ ∈ L2(Ω,FT , P) and f satisfies (H3). Then, following from Theorem 3.1, there exists a unique solution of (3.24).
Special case of Eq. (3.24): BSPDE driven by a simple Lévy process
Now, we will deal with the simple Lévy process given by
Lt = bt + α1N1(t)+ · · · + αkNk(t), 0 ≤ t ≤ T
where {Nj(t), t ∈ [0, T ]}, j = 1, . . . , k, are independent Poisson processes (and independent of Brownian motion) of
parameter λ1, . . . , λk, respectively, and α1 ≥ −1, , . . . , αk ≥ −1 are different non-null numbers. The Lévy measure of L is
ν = ∑kj=1 λjδαj and satisfies the condition (1.1) of Nualart and Schoutens [3] for the validity of the chaotic representation
property.
By the discussion in [21], we know that it seems sensible to use the set of martingales: {N1(t)− λ1t, . . . ,Nk(t)− λkt}
instead of the family

H(1), . . . ,H(k)

, because the martingale H(i) is a linear combination of N1(t)− λ1t, . . . ,Nk(t)− λkt .
Indeed
X (1)t = Lt = bt +
k−
j=1
αjNj(t)
X (i)t =
−
0<s≤t
(△Ls)i =
k−
j=1
αijNj(t), 2 ≤ i ≤ k,
and
Y (1)t =
k−
j=1
αj

Nj(t)− λjt

Y (i)t =
k−
j=1
αij

Nj(t)− λjt

, 2 ≤ i ≤ k.
Then, for 1 ≤ i ≤ k, the martingale Y (i) is a linear combination of N1(t)−λ1t, . . . ,Nk(t)−λkt . Since the martingale H(i) is a
linear combination of Y (1), . . . , Y (i), it follows that for 1 ≤ i ≤ k, the H(i) is a linear combination of N1(t)−λ1t, . . . ,Nk(t)−
λkt.
Furthermore, we know that H(i) = 0 for all i ≥ k+ 1.
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Now, we consider the BSPDE driven by the simple Lévy process given by
dY (t, x) = −

n−
i,j=1
aij(t, x)
∂2
∂xi∂xj
Y (t, x)

−

n−
i,j=1
∂
∂xi
aij(t, x)
∂
∂xj
Y (t, x)

+
n−
i=1

bi(t, x)
∂
∂xi
Y (t, x)

+ f (t, x, Y (t−, x),U(t, x), Z(t, x))dt
+U(t, x)dBt +
k−
i=1
Z (i)(t, x)d (Ni(t)− λit) , (t, x) ∈ (0, T )× Rn,
Y (T , x) = φ(x).
(3.25)
Then, following from the above discussion about (3.24), there exists a unique solution of (3.25).
4. Concluding remarks
In this paper, we prove the existence and uniqueness of the solution for a class of backward stochastic partial differential
equations (BSPDEs, for short) driven by Teugels martingales associated with a Lévy process satisfying some moment
conditions andby an independent Brownianmotion. An example is given to illustrate the theory. Extensions and applications
in some directions should be interesting as well:
– the conditions (H1)–(H3) will be weaker (see, e.g., [1]);
– applications in finance (see, e.g., [19]);
– applications in optimal control of systems (see, e.g., [18]).
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