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Abstract
Water quality has been a global concern due to its scarcity as well as it is direct effects on
wellbeing and food production. Therefore, many studies have been addressing this matter in order
to address the consequences left behind. Consider the harmful effects of polluted water moving
uninterrupted over vast distances and through countless homes. The water we drink, cook with,
and bathe in would not be safe requiring an immediate response in order to reduce the damage as
a direct result of the pollution. The aim of this study was to develop models that could evaluate
the microbial water contamination by understanding its pattern and thus predicting its behavior in
advance based on spatiotemporal analysis and time series analysis. The goal of this study is to (a)
understand the relevant factors that could precede the microbial contamination and their impact on
spreading the contamination. (b) predict and forecast the future values of Coliform. Coliform and
E.coli are types of bacterium where their presence in water is considered as a potential and/or
extreme health hazard that may cause food poisoning. I have used and analyzed water quality
parameters trends from 2015 to 2021 by using seasonal trend decomposition of time series plots
in order to understand the behavior of Coliform through water distribution system allocating at
different places across New York that are previously detected with E.coli. Three models are
developed in order to predict the contamination with Coliform for all sites for the next 15 months.
The machine learning algorithms are Holt-winters method, ETS, and seasonal ARIMA. Seasonal
ARIMA model achieved better accuracy compared to other models.
Keywords: microbial contamination, coliform, Seasonal ARIMA, Machine Learning (ML)
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Chapter 1
1.1

Background Information
Water contamination is hardly a novel issue. Still, more than 2.1 billion people worldwide do

not have access to clean water, leading to countless diseases and death. 3.4 million people die each
year and around 6000 children die every day because of contaminated water sources (WHO lives,
n.d.). Millions of women and children spend 3-6 hours each day trying to collect water from distant
and polluted sources. Generally, this affects society as a whole where a clean water results in a
functional society and high productivity. Rather than spend time searching for and collecting clean
water, these healthy individuals can instead focus on generating income.
Even countries that are providing clean water are not free of water contamination risk. (WHO,
2017) indicated that microbial hazards are main concern in both developing and developed
countries. New York city has registered a serious E.coli outbreak in October 1999 that affected
more than 1000 people and resulted in 2 deaths caused by food poisoning from E.coli (National
Library of Medicine,1999). Therefore, a systematic approach will be followed in order to
guarantee the water safety from microbial contamination. One kind of contamination that could
take place is microbial pollution that is caused by coliform bacteria. A person may fall seriously
ill if they happen to drink water with unacceptable level of concentrations of E.coli and coliform
bacteria. According to (Washington State Department of Health, n.d.), at least two positive
samples of coliform bacteria should be present in order to confirm the contamination. Then, the
required procedure will take place in order to resolve and repair the water system by flushing and
adding chlorine for a short period of time. Usually, the drinking water monitoring process
conducted by surveillance authority or agency such as the ministry of health and its regional
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offices, or by an environmental protection agency and should be empowered by law (WHO, 2017).
Therefore, I believe developing a predictive model that understands the contamination behavior
and the relationships between different parameters will be a great opportunity to address the
pollution in advance and help at selecting the optimal solution that suits the contamination. Any
achievement at this will allow the regarded authorities to focus more on other water vital issues
such as water treatment and sustainability.

1.2

Statement of the problem
Water is the most vital resource on the planet but it is also one of the most limited. Water

contamination also inevitably adds to this precious resources’ scarcity. As a result, water
contamination is a crucial issue affecting the health and safety of mankind. This is where the idea
of having Water Pollution Risk Simulation and Prediction System by using ML stems from. To
avoid the possibility of water microbial contamination, usually multiple and regular tests were
conducted by authorized staff from the government at water distributions points for coliform
bacteria in order to ensure the safety of the used water that is transferred via the water distribution
network (Washington State Department of Health, n.d.). Sometimes the testing procedure can be
complex and time-consuming. Therefore, the ability to understand the behavior of water pollution
and predict the contamination over time will greatly contribute to containing the pollution by
managing the needed resources, building the optimal surveillance systems and considering the
appropriate strategies leading to immediate action that minimize casualties and damages.
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1.3

Project Definitions and Goals

The aim of this research is to generate meaningful insights that could shed light on the
matter. The objectives of this study entail:
A. Identifying the relevant parameters that are related to coliform bacteria contamination
such as coliform, E.coli, and turbidity.
B. Assessing the relevant parameters’ impact as predictors of coliform contamination level
by understanding the contribution of each parameter and the relationship between them.
As the parameter concentration differs, the possibility of contamination changes to high
or low.
C. Developing a predictive model that can understand the behavior of the water
contamination and forecast the contamination levels ahead of time. Time series
forecasting with seasonal ARIMA is used to predict future contamination.
D. Choosing the model that gives the best results with high accuracy.
Thus, we can predict outcomes about water contamination where decision makers will be
able to take the required procedures in order to eliminate or prevent the pollution. This will in
turn provide many advantages:
•

Save and protect people.

•

Reduce the cost of sampling collections.

•

Reduce the time consumed.

•

Aid decision-makers to forecast and make timely decisions.

•

Enable decision-makers to focus on other vital water sustainability opportunities.

•

Minimize the water loss and protect natural resources.
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1.4

Research Methodology
In order to analyze and develop the optimum Water Pollution Risk Simulation and

Prediction models that aid in forecasting water pollution (while suggesting the smart solution
that could minimize the damages), I have elected to adopt CRISP-DM methodology as an
approach for data mining and to frame the analytics problems. Following CRISP-DM
methodology will enable one to analyze the project in an organized and iterative way where
moving back and forth between phases is possible. This will enable the possibility to add any
enhancement or changes to the project freely without affecting the research process and thus lead
to a better outcome.
1.4.1

Data source
The dataset is provided by department of environmental protection (DEP) at New York

and it is sync with the state federal Revised Total Coliform Rule (RTCR) to assess the water quality
and coordinates with the state rules and regulations. It is open to the public where it is updated
each month by adding new observations for the next month. The selected dataset is containing
109,776 samples from different sites throughout New York’s distribution system each month in
the period from 2015 and last updated at February 12, 2022. This dataset is obtained from NYC
OpenData

https://data.cityofnewyork.us/Environment/Drinking-Water-Quality-Distribution-

Monitoring-Dat/bkwf-xfky. The dataset that is used for the model development consists of a
combination of physical parameters such as Residual Free Chlorine (mg/L), Turbidity (NTU),
Fluoride (mg/L) and biological parameters such as Coliform (Quanti-Tray) (MPN/100mL), E.coli
(Quanti-Tray) (MPN/100mL). In addition to the sample date and time where they added value to
the analysis by figuring out the dataset pattern over time. Detecting seasonality and trend in the
data helped at examining and understanding the relevant factors’ impact on each other over time.
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Moreover, the Coliform and E. coli concentration level in the water act as indictors for
future contamination. Water monitoring for microbiological contamination depends on testing
two main indicators which are Coliform and E.coli instead of testing all microbiological
pathogens (Washington State Department of Health, 2017). It is important to note that not all the
variables are included in the analysis, depending on the main findings that will be produced
about relevant predictors.
Several challenges have been raised whilst working with a new dataset. Many steps were
performed for data cleaning and merging with other dataset to be ready in order to provide better
insights and results as well as being ready for the prediction model. The low positive observations
affect the prediction model development, forcing me to find another way to address this issue
where inevitably some time lost.
1.4.2

Study area
The study area occurred in New York where the drinking water sampling stations are

distributed across different New York boroughs. For the study seek and to identify the sampling
station’s locations another dataset contains the spital data were merged with the first one which
is retrieved from the same source.
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Figure1: The New York Map Retrieved by Open Street Map2

1.4.3

CRISP - DM
The data represents several water parameters and sampling details from 2015 till 2021

that are collected at different water distribution systems in New York. In order to utilize the data
correctly, I followed CRISP-DM as an analytics framework.

2

OpenStreetMap, New York boundaries, Retrieved July 15, 2021, from
https://www.openstreetmap.org/relation/175905#map=11/40.6434/-73.7210.
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Figure2: CRISP-DM phases and key outputs

Phase one: business understanding
At CRISP-DM methodology, I begin by understanding the business objectives and
requirements in order to comprehend the required data to be used. At this stage, the problem is
defined well and the scope of the project is identified, essentially laying out the correct course of
action.
According to New York State Department of Health, the quality of drinking water and its
sanitary condition will depend on detecting any microbial pollution indicators in the water to
decide if the water is contaminated by bacteria or not. It is not practical to test if all pathogens
(disease-causing organisms) exist in the water since the number of different pathogens that can
cause disease is large and therefore it is complex, time-consuming, and expensive. As a result, a
coliform test is considered as a good alternative to test the existence of bacteria in the water since
it is relatively easy to identify and is inexpensive (Washington State Department of Health,
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2017). Once the coliform test result is positive, some actions should be taken by water system
operators in order to detect the reason behind the contamination and restore safe drinking water.
(Washington State Department of Health, n.d.) mentioned three main indicators to detect
the presence of bacteria in the drinking water instead of implementing a test for all pathogens
which are Total Coliform, Fecal Coliform, and E.coli as illustrated in figure 3.

Figure3: The indicators of drinking water quality

Total Coliform (TC) refers to a large collection of bacteria that are found in the
environment such as soil or vegetation where they are considered harmless. However, identifying
the source of the environmental contamination is a mandatory to prevent other pathogens from
entering the system from the same source.
Fecal coliform (FC) is a sub-group of the TC and exists in human and animal feces. FC has
a greater risk than TC and indicates potential fecal contamination.
E.coli is a sub-group of FC that is considered as the most reliable indicator for recent fecal
contamination, showing a higher risk of pathogens’ presence that could cause diseases. However,
E.coli presence is not necessarily dangerous since it already found present in humansand and
warm-blooded animals. However, Escherichia coli O157:H7 is a particular strain of E.coli which
may potentially give rise to disease. Therefore, some procedures such as boiling water or treating
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contaminated drinking water by using a disinfectant will be applied. (Washington State
Department of Health, n.d.; Verhille, S. 2013).
Understanding these main indicators in addition to other parameters that are included in
the dataset enable me to reveal important insights. In addition to understanding the behavior of
factors that leads to contamination. The main goal of the data mining has been achieved by
making predictions regarding contamination. Spital temporal analysis and time series analysis
along with other visualizations of the various parameters have been applied to fulfill this goal.
In addition to the previous indicators, some parameters such as Turbidity and Residual Free
Chlorine are considered which are mentioned in the literature review section (chapter 2) in more
details. Turbidity and the disinfectant residual (e.g., chlorine) are vital at identifying the water
quality since they have an adverse relationship. Turbidity has a direct and significant influence
on the water quality as mentioned in (Muharni, Y., & Hartono, N.,2021). The higher the turbidity
the higher the possibility of having microbial contamination with considering other factors. Since
high turbidity could mean more small substances, particles or microorganisms that prevent the
water clearness. According to World Health Organization (WHO), the concentration of the
turbidity in the water before the chlorination process should be less than 0.5 Nephelometric
Turbidity Unit (NTU) (Muharni, Y., & Hartono, N.,2021; World Health Organization, 2017).
This is due to the fact that turbidity above 1-2 (NTU) reduces the effectiveness of chlorine in the
water. As a result, increased chlorine is required to maintain the water.
So, disinfectant residual (chlorine) will be effective only if the turbidity is low. WHO
(Edition, F., 2011) mentions that the concentrations for chlorine in normal circumstances should
be 0.2 mg/liter at point of delivery whereas it should be 0.5 mg/liter in high-risk circumstances.
Therefore, the turbidity will aid agencies in identifying the type and level of required treatment.
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Here is the followed CRISP-DM pipeline throughout this study:

Figure 4: Project plan following CRISP-DM

Phase two: data understanding
The obtained dataset was elected since it contains data about facel contamination such as
Coliform and E.coli as well as other water physical parameters such as Residual free chlorine
and Turbidity. Also, the time and date of collecting samples is provided in a very accurate
manner seeing as it contains year, month, day, hour, and minute of each sample. The timing
parameters play a key role in this analysis and contribute effectively in spital temporal analysis
and time series analysis. Describing and exploring the variables appropriately and individually
by each attribute or a combination, was crucial to gain a better understanding of the dataset. This
ultimately aided in choosing the correct predictors which will provide optimal insights regarding
the issue of contamination. Correlation among these variables also was performed to find
relevant parameters.
The initial imported dataset, Drinking Water Quality Distribution Monitoring Data, consists
of 109,776 observations of 10 variables from 2015 till 2022. All the details about the dataset and
the descriptive statistics are available in chapter 3- project description. Also, spital data about the
locations of the water stations was joined to the original dataset.
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Phase three: data preparation
The dataset was produced in the final format in order to feed it into the models.
Therefore, at this phase a number of steps has been taken.
First, cleaning data.
One attribute, Fluoride, was removed since 87% of its observations were missing. Other
missing values were replaced either by the mean or the mode. Some attributes format changed
from character to numeric for analysis convenience as well as checking for any duplicates.
Moreover, applying inner join for spital dataset and to clean the dataset.
Second, Feature Engineering
Features such as year, month, day, hour, and minute have been created and converted into
an integer.
Third, Feature Selection.
Only the relevant variables were selected in order to focus on the main variables that
serve the case and achieve the study goals. Data such as Sample Site, Residual, Turbidity,
Coliform, E.coli, Year, Month, and Hour were selected. The remaining variables were dropped
including Sample Number, Sample Date, Sample Time, Sample Class, Day, and Minute.
Phase four: modeling
During this phase, various modeling techniques were elected for being the most suitable
to my case and being able to answer my questions by predicting future trends and behavior.
Time series models such as ARIMA, HoltWinters, and ETS were developed. After that accuracy
tests were performed on these models (in order to evaluate the models and select the best data
mining technique in terms of performance and highest quality), RStudio Release (7872775e,
2022-07-22) for Windows was used to analyze and visualize the data.
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Business Problem
Predict Outcome

Data Analysis

Numeric – Time based

Descriptive

ARIMA
ETS
HoltWinters exponential smoothing

Geospatial

Figure 5: Analytic Methodology Map

Phase five: evaluation
After the selection of the top model that generates the desired outcomes, perform the
highest from a data analysis perspective and serve the business objectives, the testing of model
accuracy applied. ME, MAE, MSE, MAPE along with AIC and BIC have been performed in
order to ensure the model effectiveness at revealing the insights that address our case with an
accurate measure. Thus, analyzing these insights aids at developing an actionable strategy to help
decision makers.
The results of the selected model were evaluated by considering:
•

Do the results address and answer the business questions?

•

Do I need to change any business questions based on the insights I received from the
generated model?

•

Do I need to apply any improvements to the model?

Phase six: deployment
Finally, during the deployment stage, all results and recommendations resulting from the
previous phase will be taken into consideration and an implementation strategy/plan is more
often than not implemented. Monitoring, maintenance and final presentation also take place. The
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deployment phase was not achieved in my case. However, a final report has been performed that
will be able to be reviewed and improved upon in the near future in for future benefit.

1.5

Limitations of the Study
Seeing as the temperature affects the microbial concentrations in the water (Sokolova, E.,

et al,2022), the possibility of relating the season of the year to a specific seasonal or trend pattern
is possible. However, this is was not the case for this dataset. The detected cases occurred in
different months and not in a specific season. This may be due to the well-maintained water by
the surveillance systems that considered which takes this into account, therefore the number of
samples in June, July, August, and September is raised as illustrated in figure 45. In addition, the
water Turbidity was kept low which is one of the factors that could raise the water temperature
due to particles existence in water (Farrell-Poe, K., et al.,2005). The Chlorine concentration was
kept high in order to maintain water Turbidity.
Furthermore, obtaining greater positive observations with E.coli and Coliform will prove to be
more benefit. After exploring and visualizing the data, I have found that most of the observations
are negative samples leading to imbalance data issue that may affect the future prediction.
Therefore, The prediction performed based on the various level of Coliform concentrations
rather than depending on all the dataset or based on E.coli as a predictor. It would prove more
useful if Coliform and E.coli observations obtained the results of time series model as well as the
various number of observations among the sites. Some of the sites were collecting samples daily
whereas other were only collecting samples twice a month.

14

Chapter 2 - Literature Review
2.1

Introduction
The literature review was indeed a vital roadmap pertaining to this study. It has provided

me with a strong overview of the problem and shed light on the main points for consideration.
Comparing between the different studies provided me with a basic understanding of how to
begin the project and which steps I should proceed with in order to accomplish this study.

2.2

Literature Review
In order to formulate the following literature review and shed light on the main ideas of

various previous works pertaining to water quality monitoring, one will need to take a closer look
at certain previous studies. These include but are not limited to studies that are regarding the
prediction and forecasting of pollution.
Given that water is a vital source of life, several standards have been chosen to maintain the water
quality at an acceptable and safe level. According to (Farrell-Poe, K., et al.,2005), the water quality
tests were performed on the basis of three categories namely, the physical, chemical and biological
properties of water. Any changes in properties may result in potential pollution or usage of
unsuitable water.
In order to ensure the safety of water, a regular water test on regular basis ought to be
performed. Water quality is monitored by collecting samples and analyzing water characteristics
and conditions (Farrell-Poe, K., et al.,2005). The water condition will be evaluated by comparing
the water parameters. Usually, the needed parameters for water quality tests are selected based on
the chosen test type. For example, monitoring agencies will consider dissolved oxygen and
temperature as parameters while testing the physical properties of water. During the chemical
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water test, they will measure various minerals and substances present in the water. During the
biological water test, living organisms and pathogens in the water will be considered. In this
research, I have selected the microbial pollution of water specifically coliform pollution.
Therefore, biological parameters and water physical characteristics will be considered since any
changes that occurred in them could lead to a biological pollution, helping at figuring out the real
reasons behind the pollution. Thus, a combination of physical and biological parameters was used
in order to generate the needed information.
The selection of microbial contamination in particular was consequently due to the
majority of water safety risks and problems resulting in a microbial contamination. Therefore,
(WHO, 2017) mentioned that performing water quality tests only on end-product testing will not
suffice regards to guarantying the safety of the water. The water should be tested regularly which
is in theory appears to be relatively easy and inexpensive. However, such is not the case. Testing
for all possible pathogens in the water will indeed be difficult and expensive. The microbial
contamination often spread rapidly and over a wide range, therefore, (WHO, 2017) suggests
implementing water safety plans (WSPs) in order to eliminate or reduce the possible hazards
regarding this category of pollution. The failure at controlling the pathogen concentration will
impact public health, leading to the risk of outbreaks of various infectious diseases.
Most often these plans (WSPs) and barriers take place at various phases of processing
drinking water starting from water resources, operation, treatment until the distribution systems
such as piped networks. The aim of WSPs is to prevent in advance the contamination and reduce
the spread of pathogens. As a result, long processes and consumed time of treatment for having
safe water will be avoided.
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According to (WHO, 2017), the water contaminated with human or animal feces represents the
greatest microbial risk. This is due to the fact that feces are a source of a great number of bacteria
and various viruses that may affect human health. The main indicator for this kind of pollution
will be Escherichia coli (E.coli) which has its limitations. Its absence does not necessarily
indicate the water safety from microbial pollution. Therefore, another indicator will be tested
such as coliform. The presence of any will be good evidence of recent fecal pollution.
According to (Farrell-Poe, K., et al.,2005) water temperature is a vital parameter that affects the
aquatic environment and the water quality parameters. (Sokolova, E., et al,2022) proved in their
study that the temperature is an important predictor affecting the microbial concentrations in the
water. The selected dataset does not have the temperature parameter. However, instead the
turbidity will be used as it has a direct effect on the water temperature by increasing or
decreasing it. The importance of Turbidity lies in its ability to measure the amount of light
passing through the water, thus testing the clarity of the water as well as measuring the amount
of particles and microorganisms that exist in the water (Farrell-Poe, K., et al.,2005). High
Turbidity affects the water by increasing the temperature since the particles and microorganisms
absorb more heat as well as reducing the light that passes through the water by scattering it.
Therefore, time series forecasting will be helpful at analyzing and understanding the behavior of
microbial contamination at different times and dates that have been taken through the years.
According to (Edition, F., 2011) another factor that could increase the microbial
contamination in the water is the rainfall. Therefore, usually after the rainfall, tests will be
conducted.
Residual disinfection (chlorine) is used during the treatment process of drinking water in
order to maintain the growth of some pathogens especially bacteria within the distribution
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system at acceptable level as well as the ability to contain a low-level of contamination (Edition,
F., 2011). However, the chlorine disinfection has limitations towards other pathogens such as
protozoan and certain viruses and therefor is not effective against flocs or particles pathogens.
Significant chlorine amount may be required when a high level of turbidity presents itself. This is
due to the ability of high turbidity to protect the microorganisms from the disinfection, thus
increasing the growth of bacteria in the water.
(World Health Organization, 2017) mentioned in their water quality and health review of
turbidity, the consequences of various turbidity measures. For instance, below 1 nephelometric
turbidity units (NTU) is considered as the ideal target of turbidity before adding any disinfection.
At 4 (NTU) and above the turbidity will be visibly cloudy.
(Muharni, Y., & Hartono, N.,2021) Also mentioned that The Turbidity concentration
should not exceed 1 (NTU) before starting chlorination process. (Muharni, Y., & Hartono,
N.,2021) described Turbidity as an important indicator for water quality and could affect directly
on the bacterial growth in the water where high Turbidity is an indicator of low water quality.
Therefore, they decided to predict Turbidity value by using multiple regression model to
understand the behavior of standard water at water treatment plant and forecast the future values.
During their study they depended on three independent variables which are PH, color-spectrum
and electrical conductivity where color-spectrum registered the highest correlation with
Turbidity.
Increased turbidity in distribution drinking water systems could be as a result of main
breaks along the piped system allowing the contamination to enter through. Therefore, any
sudden and unexpected increase in turbidity should be investigated to identify the real reason
behind the sudden increase either because of mains breaks, resuspension of sediments,
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detachment of biofilms or oxide scales, backflow or cross connections (World Health
Organization, 2017). If high turbidity is detected, turbidity test will be performed in conjunction
with chlorine residuals and E.coli to ensure the water safety from any microorganism.
Also, (Edition, F., 2011) mentioned that plumbing design could contribute greatly to the
bacterial growth within buildings piped distribution system leading to microbial contamination
of water. This contamination is resulted because of the poor plumbing design that stimulates
bacterial growth due to stagnation as well as the inappropriate materials used such as plumbing
materials, pipes, fittings and coatings could raise the heavy metal concentrations in the water. In
other words, the fecal contamination could be caused by roof tanks and cross-connections with
wastewater pipes.
To evaluate the drinking-water system operation, Operational monitoring is conducted by
authorized agencies to assess if the system operating properly and meets the planned parameters
such as whether the turbidity is below a certain value or the chlorine residual is higher than the
agreed value after the chlorination treatment (Edition, F., 2011). The operational monitoring is
conducted by following a sampling plan that fits the control measure. Some monitoring is done
monthly to yearly such as monitoring the turbidity, whereas, the disinfection residual could be
done at multiple points daily in order to prevent the delivery of unsafe water. Operational
monitoring focus on parameters such as chlorine, turbidity, pH, and sanitary inspection and is
considered to be a simple and rapid observations or tests rather than complex microbial tests.
According to WHO in (Edition, F., 2011), the operational monitoring in the piped
distribution systems depends on the many important parameters where two of them are available
in the dataset. These are:

19

— Chlorine residual monitoring: the absence of stable and maintained level could be a
sign of a possible contamination and bacteria growth.
— Turbidity: water should be with low turbidity; otherwise, higher turbidity could
indicate the presence of pathogenic microorganisms in the water (quick and cheap
indicator).
Whereas the complex tests will be applied to validate and verify activities which are
mandatory to prove that the water quality is maintained and achieved. These verification tests
include using indicator bacteria while monitoring water quality, in the sense that the analysis of
fecal indicator microorganisms will be involved and in some cases assessment of specific
pathogen densities will be required. Escherichia coli (E.coli) is one of the important indictors
that will be considered in the complex tests and will be conclusive evidence of fecal pollution in
the water.
(Hmoud Al Adhaileh, M. et al.,2021) rely on various methods to predict and classify
water quality in their study. They began their study by predicting the water quality index (WQI)
by using adaptive neuro-fuzzy inference system (ANFIS) which achieved a high performance. In
addition to two models that were developed, namely are feed-forward neural network (FFNN)
and K-nearest neighbors (KNN) for water quality classification where FFNN model achieved
better accuracy 100% of the time.
Many studies such as (Naloufi, M., et al, 2021; Aldhyani, T. H., et al,2020; Hmoud AlAdhaileh, M., et al,2021) began their research by finding water quality index (WQI). This will
aid at highlighting the key parameters that are strongly affecting on water quality and
contributing significantly to contamination. Thus, could enrich our training dataset, leading to
more accurate outcomes without wasting time on analyzing parameters that will not serve our
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case. (Naloufi, M., et al, 2021) forecast the microbial water quality by using six different models
such as K-nearest neighbors, support vector machines, decision tree, random forest, bagging, and
adaptive boosting. Random forest outperformed the other models by achieving the best accuracy.
On the other hand, many researchers depend on other methods to predict water quality
such as time series methods to forecast the future trend such as (Wan, L., & Li, Y. C. ,2018;
Invik, J., et al., 2017; Sokolova, E., et al, 2022; Choi, H. et al,2021). And this is due to,
according to (Wan, L., & Li, Y. C. ,2018):
•

It is considered a simple compared to other methods when a sufficient amount of
historical data is available.

•

It is considered a straightforward and direct method to generate the results and predict the
trend without being influenced by any predictor that could change the water quality.
(Wan, L., & Li, Y. C. ,2018) depend on their study to address two main objectives. First,

they started evaluating water quality trends for the past 35 years, applying STL (Seasonal Trend
Decomposition using LOESS) method to achieve that. This is followed by predicting the future
trend of water quality changes by depending on time series methods such as the exponential
smoothing and additive Holt-winters methods from 2016 to 2020 in order to understand the
behavior and long-term trends. Based on the prediction outcomes of some future values for total
nitrogen (TN), total phosphorus (TP), and turbidity, they were able to take actions and
implement the required strategies regards the canal with high TN and TP concentrations.
Another study that used time series analysis and spatiotemporal analysis was done by (Invik, J.,
et al., 2017) in order to explore and understand the microbial contamination patterns. The study
took place in the province of Alberta, Canada between 2004 and 2012 to analyze the risk levels
of contamination with E.coli and coliform. The importance of this study is in addressing the
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microbial contamination in rural drinking water wells which are often untreated since they
depend on groundwater. Lack of surveillance (regular tests) and legislation for these private
wells suggest a higher risk for waterborne disease. Therefore, (Invik, J., et al., 2017) they depend
on spital distributions of contamination to understand how future climatic changes could impact
the distribution of pathogens and outbreaks in the water. Moreover, multiple map risks were
developed to identify the areas with a high risk for contamination in order to increase monitoring
process at high-risk areas. One of the main findings was that July represents the peak
contamination for E.coli, whereas coliform peak was in September.
Understanding the behavior of the pollution and predicting it before occurring will require
time series forecasting. This entails various deep learning algorithms depending either on
univariate models such as ARIMA which works only with a single variable. Or multivariate
models which work with multiple predictors that are dependent and independent variables.
ARIMA model performed higher error rate than other four models. (Choi, H. et al,2021) measured
the prediction accuracy by using mean absolute percentage error (MAPE) where the lower the
MAPE is, the less errors occurred, the better the accuracy is. Thus, (Choi, H. et al,2021) found that
the four models, namely HYBRID1, long short-term memory (LSTM), recurrent neural network
(RNN), and gated recurrent unit (GRU), performed better than ARIMA model as time series.
During (Sokolova, E., et al,2022) study, they have developed various models of different
complexity in order to evaluate the models performance and predict the concentrations of E.coli.
The models are Exponential Smoothing, ARIMA (Autoregressive Integrated Moving Average),
TPOT (Tree-based Pipeline Optimization Tool), Regression and Random Forest, LASSO (Least
Absolute Shrinkage and Selection Operator), and VAR (Vector Autoregression). However,
(Sokolova, E., et al,2022) found that the results of predicting E.coli in multivariate models
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outperformed those of univariate models such as ARIMA, however they tend to be overfitting.
The (Sokolova, E., et al,2022) conclusion about multivariate models’ performance confirms (Choi,
H. et al,2021) findings since both found that multiple predictors models generate a better result at
prediction. (Sokolova, E., et al,2022) based on their findings found that temperature and
precipitation effect on the microbial concentration are considered important predictors to be used.
Despite the previous result, ARIMA model can perform very well at other cases and tasks
such as (Sakizadeh, M., et al, 2019; de Moraes Takafuji, E. H., et al, 2018). While (Sakizadeh, M.,
et al, 2019) conducted prediction and time series models regards the groundwater levels continuous
decline over years, they found that ARIMA outperforms Holt-Winters Exponential Smoothing
(HWES) in fitting the training data. They adopt the time series forecasting in order to overcome
the inaccurate assessment resulted from using linear regression methods with non-linear trends.
(Sakizadeh, M., et al, 2019) mentioned that ARIMA and HWES are the most frequent time series
forecasting methods applied. Therefore, (Sakizadeh, M., et al, 2019) used both to conduct his
research using 27 years of groundwater level records (between 1984 and 2012) at southwestern
part of Iran. The study found that ARIMA showed one-month higher forecasting accuracy
compared to artificial neural network (ANN) (Sakizadeh, M., et al, 2019).
ARIMA proved accuracy at prediction. For instance, at the Bauru Aquifer, Brazil while
(de Moraes Takafuji, E. H., et al, 2018) conducted the study to forecast the groundwater levels by
using ARIMA and Sequential Gaussian Simulation (SGS) methods, they found that ARIMA
showed 2-month forecasting accuracy similar to SGS. However, SGS was more accurate with
slightly less errors whereas ARIMA achieved good accuracy and higher precision. They found that
ARIMA will be a fitting choice seeing as it updates and forecasts automatically because of AIC
and generates the trend and seasonality patterns with good accuracy and precision. (de Moraes
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Takafuji, E. H., et al, 2018) also shed light on ARIMA equation as well as accuracy measures in
order to evaluate models which are Akaike information criterion (AIC) and Bayesian information
criterion (BIC).
According to (de Moraes Takafuji, E. H., et al, 2018) conducting time series models should
follow a number of milestones, which are:
1. First: plot a time series plot in order to understand the main features, behavior, or any
pattern whether trends or seasonal.
2. Second: remove any trends or seasonality in order to have stationary residuals by
differencing.
3. Lastly: develop a forecasting model/s and evaluate their performance in order to select
the one with the best outcomes.
(Kabacoff, R. I. ,2015) mentioned similar steps to develop time series model ,however it
contains more programming details about the used packages and functions in R such as ts() in stats
package to create a time series object, ma() in forecast package to smooth the plot with movingaverage model, stl() in stats package to decompose a time series into seasonal, trend, and irregular
components using loess, seasonplot() in forecast package to generate a season plot in order to
understand the seasonal trends at each month. And many other packages and functions to develop
time series models such as HoltWinters(), arima(), auto.arima(),ets(),forecast() and others that are
used in this study.
Many resources were used to complete this study and were very helpful in terms of
coding in R such as (Kabacoff, R. I. ,2015; Kahle, D. J.,2013; Rstudio.github.io). (Kahle, D.
J.,2013) was helpful source for spatial visualization. To visualize the location of water
distribution stations on the map, packages such as ggmap and ggplot2 were used. ggmap includes
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the spatial information from Google Maps, OpenStreetMap, Stamen Maps or CloudMade Maps.
Whereas ggplot2 applies the grammer of graphics. Also, (Rstudio.github.io) explained in details
about mapping with leaflet in R.
One of the problems that I have faced in my dataset before developing the model was the
data imbalance. Coliform and E.coli attributes have one class which is 0 that is dominant over
other levels by 99.6% and 99.9% respectively. (Rodríguez-Torres, F.,2022) helped me to gain a
better understanding regarding this issue since they handled class imbalance problem and solved
it by using some oversampling methods such as SMOTE on large dataset. Furthermore, they
defined the minority and majority class so that when one of the variable classes has more objects
than the other class, this is considered as the majority class, whereas the class with fewer objects
is the minority class. The importance of handling imbalance data occurred in order to avoid poor
results from the model since the used data to train the model will be biased toward a specific class.
However, in this study I tackled the imbalance data in a different way by selecting all the levels
except 0 with respect to their occurrence time in order to understand the behavior of positive
samples and be able to predict the future positive samples.
(Hyndman, R. J., & Khandakar, Y., 2008) shed light on two automatic forecasting algorithms
of time series by using forecast package in R. The methods are exponential smoothing and ARIMA
methods. According to (Hyndman, R. J., & Khandakar, Y., 2008) automatic forecasting methods
could ease people life especially if they are not trained to use time series models. The advantages
of selecting automatic algorithms are:
-

identify the appropriate time series model.

-

Select the needed parameters.

-

Compute the forecasts.
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Exponential smoothing is not a novel method, it has existed since the 1950s, however its
modelling framework is relatively recent (Hyndman, R. J., et al, 2008).
I have selected a triple exponential model Holt-Winters’ method as exponential smoothing method
since I noticed that there are level, trend, and seasonal components in Coliform time series. So, I
decided to use Holt-Winters’ method rather than a simple/single exponential model (SES) or
double exponential model. simple exponential model is used with constant level and an irregular
component with no trend or seasonal, whereas double exponential model (Holt exponential
smoothing) is used with a level and a trend (Kabacoff, R. I. ,2015; Hyndman, R. J., et al, 2008).
ETS is considered as a triple method too. E refers for error, T for trend, and S for seasonality.
(Hyndman, R. J., et al, 2008).
ARIMA stands for AutoRegressive Integrated Moving Average. And its equation is:
y′t = c + ϕ1y′t−1 + ⋯ + ϕpy′t−p + θ1εt−1 + ⋯ + θqεt−q + εt,

(Hyndman, R. J., et al., 2018)

where:
-

y′t is the differenced series

-

On the right hand (the predictors) consist of lagged values of yt and lagged errors.

ARIMA(p,d,p) model where:
p = order of the autoregressive.
d = degree of first differencing involved.

q = order of the moving average.
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On the other hand, the seasonal ARIMA is formed by (Hyndman, R. J., et al,2018; Profillidis, V.
A., et al, 2018) as:
ARIMA

(p,d,q)

(P,D,Q) m

↑

↑

Non-seasonal part Seasonal part of
of the model

of the model

Where:
-

Lowercase notations (p,d,q) represent the non-seasonal ARIMA parameters

-

Uppercase notations (P,D,Q) are added for Seasonal ARIMA.

-

The three notations (p,d,q) (P,D,Q) represent autoregressive, differencing, and moving
average respectively.

-

m = number of observations per year.

The model accuracy has been evaluated by using some methods under accuracy () function in
R in order to validate the models and choose the one with the best outcomes. This was achieved
by utilizing a number of popular predictive accuracy measures for time-series forecasts that are
listed in the table below (Kabacoff, R. I. ,2015) such as Mean Error (ME), Mean Absolute Error
(MAE), Mean Squared Error (MSE), and Mean Absolute Percentage Error (MAPE).
Table 1. Predictive accuracy metrics

In addition to Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC). So,
the model with the lowest forecast error will be selected for being more accurate and perform better
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than others. (Hyndman, R. J., et al, 2008) mentioned that the model with the least AIC amongst all
of the models will be selected as the optimal one for the data. And they elaborated explaining how
AIC working to estimate the accuracy by depending on a penalized likelihood.
(Plotnikova, V., et al., 2020) developed a literature review that covers 207 publications in
order to make a comparison between three data mining methodologies which include CRISPDM, SEMMA, and KDD process. According to (Plotnikova, V., et al., 2020), these
methodologies tend to be adopted for two purposes: either for technological or organizational
reasons. Technological adaptations are for handling and dealing with the big data technologies,
and tools. Whereas, organizational adaptations are for increasing the awareness of data mining
methodologies inside the organization. Thus, changing mindset toward methodology integration
as a solution to be considered in the business process and IT systems. It was discovered that
applying both purposes (technological and organizational) would bridge the existing gaps in
these methodologies. In their literature, they elaborated about each methodology. I focused on
CRISP-DM since I have adopted CRISP-DM methodology in my study. CRISP-DM entails six
phases starting from business understanding until deployment phase. These steps are elaborated
on chapter one with the CRISP-DM figure.
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Chapter 3 - Project Description
3.1 Exploratory Data Analysis (EDA)
The drinking water quality distribution monitoring data consists of 109,776 observations of 10
variables.

Figure 6: First 6 rows of the dataset

The names of the attributes are:

Figure 7: The attributes’ names

The attributes’ types are:

Figure 8: The attributes’ types represented by R

The table below describes the attributes that exist in the dataset and the summary statistics for
each.
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Table 2: the attributes and statistics
Attribute Name
SampleNumber

Description

Summary Statistics

integer

109,776

Missing: none

Unique values

Distinct:
109,776
Unique: (100%)

SampleDate

Class

Frequency

Character

6/2/2021

63

Missing: none

8/5/2015

63

Distinct: 2558

3/11/2021

60

Unique: (100%)

7/31/2015

60

9/8/2016

60

Mode = 6/2/2021, 8/5/2015
SampleTime

Character

9:11

503

Missing: none

9:46

484

Distinct: 519

9:53

483

Unique :74%

9:30

479

9:26

478
Mode = 9:11

SampleSite

Character

1S03B

2558

30

Missing: none

1S07

2555

Distinct: 398

1S03A

2550

27000

2546

20900

2537
Mode = 1S03B

Sampleclass

Character

Compliance

67,881

Missing: none

Operational

41,173

Resample_Compliance

682

Resample_Operational

40

Distinct: 4

Mode = Compliance
ResidualFree

Number

Minimum

0

Chlorine(mg/L)

Missing: 2

Maximum

2.2

Mean

0.581

StdDev

0.209

Character

0.72

2729

Missing:1

0.7

2721

Distinct: 362

0.67

2694

0.73

2684

0.68

2678

Distinct: 141

Turbidity(NTU)

Mode = 0.72
Fluoride(mg/L)

Character

“”

95,466

Missing: 95,466

0.72

1982

(87%)

0.71

1962

31

Distinct: 78

0.7

1840

0.73

1512
Mode = “ ”

Coliform(Quanti-

Character

<1

109,332

Tray)(MPN/100mL)

Missing: 19

1

154

Distinct: 45

200.5

44

2

43

3.1

34
Mode = <1

E.coli(Quanti-Tray)

Character

<1

109,751

(MPN/100mL)

Missing: 19

“”

19

Distinct: 3

1

5

2

1
Mode = <1
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3.2 Data Quality Assessment
In order to check the data quality and figure out the required changes that should be
performed, six dimensions of data quality will be applied.
1) Duplicates
There are no duplicated observations in the dataset.
2) Completeness
There are missing values and empty strings in the dataset where
•

Residual Free Chlorine has 2 missing values.

•

Fluoride has 95,466 empty strings.

•

Turbidity has 1 empty string.

•

Coliform has 19 empty strings.

•

E.coli has 19 empty strings.

Figure 9: The missing values in the dataset

Figure 10: The missing values in the dataset. on the right, The empty strings in the dataset
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Fluoride Attribute
The Fluoride attribute has been removed since 95,466 of the records are missing, which are
87% of the observations.

Figure 11: The Fluoride attribute in the dataset

Figure 12: The missing values in the Fluoride attribute

Residual Free Chlorine Attribute
There are 2 missing values that are in rows 79563 and 79564. The missing values with
Sample Numbers 202000483 and 202000484 are replaced by the mean (0.58).

Figure 13: The missing values in the Residual attribute
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Turbidity Attribute
One missing value in row 55759, the Sample Number 201820902, has been replaced by the
mean (0.72).

Figure 14: The missing value in the Turbidity attribute

Coliform and E.coli Attributes
Coliform and E.coli have 19 missing values that are occurring on days 4/25/2018 and
3/9/2021 for both. All empty strings have been replaced by the mode <1. Filling out the missing
values by the mode has been selected after considering the following:
•

Most of the observations in both Coliform and E.coli are <1 as shown in Figures 15 and
18.

•

The previous and following observations for missing values are <1 as shown in figure
19.

Figure 15: The Coliform attribute in the dataset for top 5
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Figure 16: All unique values under Coliform attribute

In addition to the < 1 values that have been replaced by the mode, four more values of >
200.5 should be considered and replaced by a number in order to have a numeric class instead of
character for project convenience. Based on the document obtained from water testing laboratory
IDEXX3, there is a 95% confidence limits from 146.1 (lower) to infinite (upper) for coliform
observations that are > 200.5. Therefore, I replaced the four values with 201 instead of 200.5 in
order to convert coliform into numeric class.

Figure 17: The “> 200.5” values under Coliform attribute

Figure 18: The E.coli attribute in the dataset

3

IDEXX water testing solutions, IDEXX 51-Well Quanti-Tray® MPN Table, Retrieved April 10,2022, from
https://www.idexx.com/files/qt51mpntable.pdf
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Figure 19: The previous and following observations for the missing values
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Replaced Residual Values

Replaced Turbidity

Replaced Coliform and E.coli

Figure 20: The observations after filling out the missing values

Figure 21: The missing values and empty strings after cleaning

3) Conformity
Some attributes have conformity data quality issues; either format conformity or data type
conformity.
I.

Data Type

A. Convert Sample Date from character to date class.
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since the Sample Date of class character, R will read it as letters and numbers. Therefore, Sample
Date will be converted into date class in order to read it as sequential values.
B. Convert Turbidity from character to numeric class.
C. Convert Coliform from character to numeric class.
D. Convert E.coli from character to numeric class.

Figure 22: The observations after changing data types

II.

format conformity

There is still a format conformity issue in the Sample Time attribute since 16 observations
have a different format than the other observations as shown in figure 22. For these
observations, the format will be changed into "%H:%M". Notepad ++ has been used to change
the format.
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4) Consistency
The single inconsistency in the dataset is related to Sample Site since some of the sites are
represented as numbers only, whereas others are a combination of numbers and letters.
5) Accuracy
The dataset is accurate since it is provided by the Department of Environmental Protection
(DEP) in New York and it is sync with the state-federal Revised Total Coliform Rule (RTCR).
The dataset is updated regularly and obtained from NYC OpenData
https://data.cityofnewyork.us/Environment/Drinking-Water-Quality-Distribution-MonitoringDat/bkwf-xfky.
6) Integrity
There is a relationship between the two datasets: Water Quality dataset and Spital dataset.
Both have and are connected by the Sample Site attribute (Referential Integrity). The reference
for site must exist in a sample data where each sample site is unique and has many samples
collected.

Figure 23: Referential Integrity between the water quality dataset and the spital dataset
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Dataset after cleaning

Figure24: The dataset after cleaning

Feature engineering
Since temporal patterns and changes are important in this analysis, features such as Year,
Month, Day, Hour, and Minute have been created and converted into an integer.

Figure 25: the new features that are added to the dataset
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3.3 Exploratory Data Analysis (EDA) After Cleaning
Below is the dataset of water quality data after cleaning and feature engineering.

Figure 26: Descriptive statistics of the dataset after cleaning

Data range
The collected samples range from 2015 till 2022 as illustrated in figure 26 where the
minimum date is 1-1-2015 and the maximum is 31-1-2022.
All the samples that are collected in 2022 will be excluded since it is not complete for the whole
year and represents only 1274 observations for one month which is January. Note: no E.coli
detected at this month. As a result, the number of observations has been reduced from 109,776 to
108,502.
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Figure 27: Number of samples over the years

After cleaning, Coliform kept the same data distributions where 0 is the dominant level
by 99.6% over other levels. Thus, detecting Coliform (Coliform > 0) in the water is a rare case
and indicator of possible contamination that could occur. This is also true for the E.coli in the
figure below where E.coli not detected (= 0) represents 99.9% of the data, since only 6 cases
were detected over 6 years.

Figure 28: The Coliform distributions before and after cleaning. On the right, the top ten Coliform
concentrations after cleaning and their percentages.
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Figure 29: The E.coli distributions before and after cleaning. . On the right, the top ten E.coli
concentrations after cleaning and their percentages.

Data correlation
In order to understand the relationships between different parameters, I used rcorr()
function (inside Hmisc package). The correlation coefficients of Residual, Turbidity, Coliform,
E.coli, Year, Month, Day, Hour, and Minute were computed as shown in figure 30.

Figure 30: The correlation matrix

One can notice that the relationships among the different variables are weak and barely
exist, in other words many of the variables are independent variables. For a better comparison,
the corrgram() function in the corrgram package could visualize them in an easier way by having
colored shade and pies. In figure 31, the positive correlation is shown in blue, while the negative
correlation is shown in red. In addition to the color concentration which shows the darker the
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color is, the stronger the relationship is. Figure 31 shows that Residual, Hour, and Turbidity are
positively correlated with one another. Also, Month and Residual have positive correlation. The
rest of the variables have a very weak positive correlation (almost zero) or negative correlation.
Therefore, another correlation among these positively correlated attributes and significant
parameters will be performed since the relationship among fewer variables is easier to be
identified according to (Kabacoff, R. I. ,2015).

Figure 31: The correlation Among the Variables

The relationship is represented in the plot below, showing the variables that are correlated
(weak correlation) and should be considered. The focus will be on Turbidity, Hour, Residual,
Coliform, Month and E.coli. The plot on the left represents the non-significant correlations by X
mark when p < 0.05.

Figure 32: The correlation Among the Variables (positive correlation)
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3.4. Merging with External Related Dataset
To visualize the locations of New York City’s drinking water stations, spital dataset of
the sampling sites is needed. The dataset of sampling stations was obtained from the same source
of the first dataset.
This dataset consists of 401 observations of 4 variables.

Figure 33: First 6 rows of the dataset

The names of the attributes are:

Figure 34: The names of the attributes

The attributes’ types are:

Figure 35: The attributes’ types

Figure 36: The 2 repeated location for the same site

After importing the locations of New York City’s water quality sampling stations, I
joined them with the Drinking Water Quality Distribution Monitoring Data by applying the
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inner_join between the two datasets. The number of returned dataset observations has been
increased by 236 extra rows than the original dataset which was 109,776 records. This occurred
due to two duplicated codes for the same location shown in figure 36. The two observations are
the location of the same place and are identical with exception to their X coordinates. Therefore,
I have decided to choose only one of the locations and delete the other which is the second row
by using excel.

3.5. Exploratory Data Analysis (EDA) After Merging Spital Dataset
After cleaning, transforming, and merging the datasets, I will select the most relevant
attributes that will achieve the study purposes. There are 17 attributes in total.

Figure 37: The attributes names of cleaned and merged dataset

I deselected SampleNumber, SampleDate, Location, Sampleclass, and SampleTime and chose to
work with the other attributes.
Table 3: the attributes and statistics after cleaning
Attribute Name
SampleSite

Description
Character

Summary Statistics
1S03B

2527

1S07

2524

1S03A

2519

27000

2516

20900

2506
Mode = 1S03B

Location

Character

SS - Shaft 3B of City Tunnel
No.3 - W/S Jerome Ave, S/O
access road to Mosholu Golf

2527
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Course (SW corner of
entrance to park)
SS - Shaft 7 of City Tunnel

2524

No.1 - NE/S W 167th St, 1st
SE/O Sedgwick Ave IFO
1260 Sedgwick Ave
SS - Shaft 3A of City Tunnel

2519

No.2 - S/S E 233rd St, W/O
Bronxwood Ave IFO 862 E
233rd St.
SS - IFO 383 W/S Hooper St,

2516

BTW S 1st & S 2nd Sts, 72"
SS - S/S Sands St. BTW

2506

Gold St. and Manhattan Brg.
Ent. Ramp, OPP 177 Sands
St, 48"
Mode = SS - Shaft 3B of City Tunnel No.3 - W/S Jerome
Ave, S/O access road to Mosholu Golf Course (SW corner of
entrance to park)
Sampleclass

Character

Compliance

67,046

Operational

40,734

Resample_Compliance

682

Resample_Operational
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Mode = Compliance
Residual

Number

Minimum

0

Maximum

2.20

Mean

0.583
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Turbidity

Coliform

E.coli

Year

Month

Day

Hour

Minute

Number

Number

Number

Integer

Integer

Integer

Integer

Integer

StdDev

0.208

Minimum

0.050

Maximum

33.80

Mean

0.720

StdDev

0.273

Minimum

0

Maximum

201

Mean

0.138

StdDev

4.709

Minimum

0

Maximum

2

Mean

6.45e-05

StdDev

0.009

Minimum

2015

Maximum

2021

Minimum

1

Maximum

12

Minimum

1

Maximum

31

Minimum

8

Maximum

19

Minimum

0

Maximum

59
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3.6. Important visuals
Residual Free Chlorine Attribute

Figure 38: The Chlorine residual and number of samples at each concentration per mg/L. on the right the
table represents top ten values of residual and their frequency in the dataset

Normal curve represents the chlorine level in the water over the years from 2015 till
2021. The highest number of samples occurred between 0.5 mg/L and 0.7mg/L where the highest
observations were at 0.62 mg/L. WHO mentioned earlier in (Edition, F., 2011) that the
concentrations of chlorine in normal circumstances should be 0.2 mg/litre at the point of delivery
whereas 0.5 mg/litre in high-risk circumstances.
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Figure 39: The Chlorine residual for detected samples with coliform

Figure 40: The Chlorine residual for detected samples with E.coli. on the left, the detected observations
with E.coli at each concentration.

The six registered cases of E.coli contamination occurred after 0.2mg/L as shown in
figure 40 which may indicate that increasing in chlorine concentration could be an indicator
of a possible contamination with help of other factors. The 6 cases happened at 0.22, 0.38,
0.58, 0.60, 0.72, 0.77mg/L. Therefore, there is a correlation between chlorine concentration
and contamination where all detected observation occurred after 0.2 mg/L which considers
the concentration of chlorine for a medium/high-risk circumstance.
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Turbidity Attribute
Another important factor that has a direct impact and effect on the chlorine effectiveness
(in order to defeat the bacteria and thus generate the desired results) is the Turbidity level. The
low turbidity will allow the chlorine to maintain the water quality (Edition, F., 2011; Muharni,
Y., & Hartono, N.,2021).
The higher the turbidity is, the more particles or microorganisms exist in the water. As a
result, the cloudy water will protect these microorganisms and reduce the effectiveness of
chlorine in the water. Based on (Muharni, Y., & Hartono, N.,2021; World Health Organization,
2017), the level of turbidity should be at 1 NTU or below before the chlorination process since
turbidity of 1-2 NTU reduces the effectiveness of chlorine in the water. Therefore, we can notice
that the Turbidity level is low and most of the observations are under 2 NTU as shown in figure
41, since we are dealing with drinking water that is distributed amongst the homes.

Figure 41: The Turbidity distribution of the dataset

The number of samples with turbidity of 4 NTU and above decreased sharply since it is
visible and apparent to the naked eye without the aid of any additional instruments. Turbidity at
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4 NTU and above looks a milky-white, muddy, red-brown or black suspension which prevent
consumers from accepting drinking the water (World Health Organization, 2017).

Picture 1: The Turbidity of 5, 55, 515 NTU 4

Thus, according to the (World Health Organization, 2017), the turbidity should be kept
below 1 NTU in order to allow the disinfection to be effective and below 0.5 NTU before
disinfection. Less than 1 NTU is the ideal Turbidity. However, keeping it at 1 NTU is not always
applicable. At 1-2 NTU more disinfection will be required.

Figure 42: The Turbidity for detected samples with coliform

4

USGS science for a changing world, Turbidity and water, Retrieved July 30, 2021, from Turbidity and Water |
U.S. Geological Survey (usgs.gov).

53

The figure above represents the turbidity of detected samples with coliform. All blue diamond’s
observations are below 1 NTU which is considered ideal since the necessary disinfection will
decrease in order to maintain water safety. 389 of 422 observations below 1 NTU. green circles
represent 30 observations equal to 1 and above until 4 (NTU). The red represents 3 observations
of turbidity of 4 and above. The 6 detected cases with E.coli have low turbidity less than 1 as
illustrated in figure 43. These observations occurred at 0.52, 0.58, 0.64, 0.75, 0.83, and 0.84
NTU. As a result, having low turbidity (considered ideal), prevents water from being subject to
contamination. Thus, we cannot relate between Turbidity and E.coli detection.

Figure 43: The Turbidity for detected samples with E.coli. on the right, the detected observations with
E.coli at each level.
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Coliform and E.coli Attributes

Figure 44: The Distribution of samples that are detected with coliform over months at each coliform
concentration.

Figure 45 shows that the number of observations with coliform rose more in June, July,
August, and September compared to other months. Specifically, the summer season aids
coliform bacterial water growth in comparison with other seasons. This is in line with the
literature review mentioned earlier as the higher temperature impacts the microbial
concentrations in the water.

Figure 45: The count of samples that are detected with coliform at each month.
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Furthermore, July has the highest number of observations with 109 out of 422 observations.
August coming next then June.

Figure 46: The distribution of E.coli samples at each month and year

However the 6 observations with E.coli were detected at different months which may not
always relate the contamination with E.coli with the high temperature. In 2017, two observations
at 1 MPN were detected in May and September. In 2018, two observations at 1 MPN were
detected in January and August. In 2020, one observation at 1 MPN were detected in April.
Finally in 2021, one observation at 2 MPN were detected in October.
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Chapter 4 - Data Analysis
4.1

Plotting spital data in R
New York City’s water quality sampling stations are located at 400 different places. X

and Y coordinates were used to identify the exact locations of these stations. package such as sf
was used to transform the coordinates into sf (spital) object. Moreover, packages such as leaflet,
rgdal and mapview were used to create the maps.

Figure 47: The New York City’s drinking water distributions stations across New York boroughs with
E.coli detected stations

The 400 locations contain 6 stations that were detected with E.coli over a span of several years.
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Figure 48: E.coli concentration at each station

These stations are 1S03B, 31650, 40200, 46150, 52000, and 55450. 1S03B has the
highest E.coli concentration at 2 MPN, whereas the rest of detected stations registered E.coli at 1
MPN.

Figure 49: The detected E.coli over years.
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Two cases were detected in 2017 at stations 31650 and 55450. Two cases in 2018 at
stations 46150 and 52000. One case in 2020 at station 40200. And one case with the highest
E.coli concentration in 2021 at station 1S03B.

Figure 50: New York boroughs. On the right, the New York City’s drinking water distributions stations
with various coliform concentration at each station.

The map above shows the different concentrations of coliform across New York
boroughs. One can notice that the high concentration of coliform is distributed across all New
York boroughs. However, all the detected stations with E.coli registered Coliform concentration
equal 1 MPN except for one station that detected with E.coli equal 2 MPN where the Coliform
concentration was 59.1 MPN.
Some boroughs registered E.coli only once or twice or none at all. Although Staten Island
has the lowest Coliform concentration among other boroughs, it registered two E.coli cases in
2017 and 2018 respectively as illustrated in figure 49. The Queens borough registered two E.coli
cases as well in 2018 and 2020 respectively. However, in order to gain a better understanding of
the behavior of the contamination, I will focus on the data of stations that were detected with
E.coli.
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Figure 51: The detected samples with E.coli by hours.

The figure above shows that all the detected samples with E.coli are registered in the
morning where four of the samples detected at 9 AM, whereas two were at 8 AM.
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4.2

Time series analysis

Figure 52: Time series analysis plan

Time series analysis will be used to study the spread of contamination and predict the
future cases since we have chronological data.
The first step to be performed in any time series analysis is to plot the data. Thus,
visualizing the data will enable me to understand the pattern and figure out any sudden
trend/changes. Subsequently, based on the time series plot, I was able to identify the appropriate
forecasting method to be used (Hyndman, R. J., et al., 2018; Kabacoff, R. I. ,2015). After that, I
have run the models and evaluated their performance. Thus, the model with the best outcome
will be selected.
4.2.1 Create a time-series object in R
First, I have created a time series object that contains the observations; the starting/ending time
as well as other information regarding time such as years, months, and hours by using ts ()
function.
In this time series analysis, I started plotting the time series of the six stations that are detected
with E.coli. Therefore, I have selected and grouped the data into 6 subset which are 1S03B,
31650, 40200, 46150, 52000, and 55450.
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Table 4: The sites and observations number under each station and year
No. of

Site

Number of

site

name

observations

No. of observations in each year
2015

2016

2017

2018

2019

2020

2021

1

1S03B

2,527

365

366

365

365

365

366

335

2

31650

246

33

36

37

35

35

36

34

3

40200

2,416

356

364

270

364

361

366

335

4

46150

242

33

36

34

36

35

35

33

5

52000

142

22

25

25

23

21

11

15

6

55450

238

33

33

36

34

33

36

33

Figure 53: Top 15 sites and observations number

The figure above shows that 1S03B has the highest number of samples, 2527. The data
was collected in a daily manner. However, not all sites have been collecting data daily. For
examples site 35100 was collecting samples twice a month, therefore they collected only 49
samples over 6 years which is the least among other sites. So, the number of collected samples
differs from site to site.
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4.2.2

Time series plot

The main objective behind the time series plots is to understand the pattern/behavior of the data
and how the time series behaved in the past. In the time series plot, the relationship will be
between time (on the horizontal axis) and time series variable (on the vertical axis). The figure
54 represents the time series plots for Residual Chlorine at each station, whereas the figure 55
represents the time series plots for Turbidity at each station.
4.2.3 Smoothing with simple moving averages
The blue line in figure 54 and 55 was applied by ma() function. Ma() has been used to smooth
the time series by fitting a simple moving-average model, thus the general trend will further
clarified and readable than the fluctuated one. In other words, only big changes will pass
through, allowing me to focus more on the major patterns/events in the data (less variance) as
well as relaying greater on accurate measurement. Centered moving average represents the mean
of the observation along with one observation before and after as illustrated in the equation
below:
St = (Yt-q + ... + Yt + ... + Yt+q ) / (2q + 1) (Kabacoff, R. I., 2015).
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Figure 54: Time series for residual chlorine of the detected sites with E.coli over years
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Figure 55: Monthly Turbidity concentration of the detected sites with E.coli from 2015 to 2021
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One can notice that the behavior (trends) of residual chlorine and turbidity almost looks
similar where they rise and fall together especially in sites 31650, 40200, 46150, and 55450.
However, two sites acted in a different way which can be seen in:
•

Site 1S03B residual chlorine keeps decreasing over years despite being turbidity
fluctuating up and down.

•

Site 52000 has opposite relationship between them, representing high residual chlorine
and low turbidity over years. In the end of 2020, the highest turbidity occurred in the site
with the lowest residual chlorine.

Overall, we can say that there is a relationship between residual chlorine and turbidity except
in some cases since increased turbidity requires a higher concentration of chlorine in the water to
prevent the grow of pathogens (Muharni, Y., & Hartono, N.,2021; World Health Organization,
2017).
4.2.4 Seasonal decomposition
The main objective behind creating seasonal plot is to shed light on any seasonal effects that
may exist and lead to important findings regards the contamination as well as general trends. To
achieve this two functions were used:
•

Ggseasonplot() and ggsubseriesplot() functions under forecast package were used to
generate the season plots.

•

stl() function under stats package were used to decompose a time series into seasonal,
trend, and irregular components using loess.
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Figure 56: Season plots for the Residual Chlorine time series. Each shows trends and seasonal pattern
year to year.
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Figure 57: Season plots for the Turbidity time series. Each shows trends and seasonal pattern year to
year.
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The seasonal plots above for Residual Chlorine and Turbidity for the six detected sites shows
that:
Site 1S03B
All years started with concentrations between (0.7 ~ 0.8 mg/L) and fluctuated to decrease
at the end of the year. However, in January 2021 Chlorine started at low concentration and
increased sharply till next month (February) to fluctuate like other years and decrease at the end.
The selected concentrations for the Chlorine indicate a high-risk circumstance since the
concentrations are above 0.5 mg/litre according to WHO in (Edition, F., 2011). Note: this site
was detected with E.coli in 2021 with the highest registered E.coli among the other sites. On the
other hand, the site registered low concentrations of Turbidity (0.5~1.3 NTU) over years except
in June 2020 which represents the highest Turbidity registered for the site. One can infer that the
low Turbidity resulted due to high concentrations of Chlorine in water that help at maintaining
the water and prevent any bacterial growth.
Site 31650
The concentrations of the Chlorine almost fluctuated under 0.5 mg/L over years.
However, three main increases registered to consider the site under high-risk circumstance which
occurred in June 2017 which represents the highest concentration registered for this site. In
addition to another increase in June and October 2021. Also, Turbidity fluctuated at low
concentrations (1.2 NTU and below) over the years and the highest Turbidity registered in
September and October in 2015.
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Site 40200
The Chlorine concentration fluctuated above 0.5 mg/L (high-risk circumstance); similar
to site 1S03B; with sharp decrease in August and October 2016 to reach low concentrations.
However, Turbidity fluctuated at low concentrations range (0 ~ 1.4 NTU).
46150
Most of Chlorine fluctuations occurred between high ranges (0.5 mg/L and above) with
many ups and downs over years. However, the level of Turbidity was maintained very well with
concentrations below 1.5 NTU.
52000
The Chlorine concentration fluctuated above 0.5 mg/L. However, negligence in
monitoring the level of Chlorine in the water that occurred in October and November 2020
affected the Turbidity in the water, leading to the highest registered Turbidity among other
stations which reached to 6 and 7 NTU respectively. Since Turbidity above 4 NTU the water has
color, apparent to the naked eye and not acceptable for consumers (World Health Organization,
2017). As a result, one can conclude that there is a relationship between chlorine and Turbidity
and the crucial role of chlorine in order to maintain the level of Turbidity. However, the detected
sample with E.coli at this station is not one of these high Turbidity samples since it occurred in
2018. So, not necessarily high Turbidity may lead to contamination. The detected Sample at this
station registered E.coli equal 1 MPN, Chlorine = 0.72 mg/L , and Turbidity = 0.75 NTU.
55450
The Chlorine witnessed high and low concentrations over years with low Turbidity
almost 1NTU and below.
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Overall, all of the detected sites depended on high concentrations of Chlorine in the water (highrisk circumstances) in order to keep the Turbidity under control and at low concentrations.
However, cases of contamination occurred at these stations.
Class imbalance
One challenge I have faced while I am trying to plot Coliform or E.coli time series was
the imbalanced distribution of the variables. This is due to the fact that Coliform and E.coli are
extremely skewed and biased toward one particular class which is 0 as illustrated in the figure
below. Detecting the bacteria such as Coliform and E.coli are considered to be rare cases seeing
as the bacteria present in the water could lead to possible contamination.

Figure 58: The distribution and different levels of Coliform and E.coli attributes

The dominant class for both Coliform and E.coli is 0 and called the majority class,
whereas the fewer other levels are called minority classes (Rodríguez-Torres, F.,2022)

Figure 59: The different levels of Coliform and counts of each level.
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Figure 60: The different levels of E.coli and counts of each level.

For Coliform, not detected samples are 108080 observations compared to 422 detected
samples whereas E.coli contains 108496 observations not detected compared to 6 detected
samples. The majority class (not detected) occupied in both Coliform and E.coli by 99.6% and
99.9% respectively.

Figure 61: The distribution of Coliform and E.coli observations either as detected and not detected
samples.

4.3

Coliform Prediction
After analyzing the trends and seasonal behavior of the Residual and Turbidity in the six

detected sites which is performed in order to understand the relationship between them. I will
focus on the Coliform for all sites over years and predict the coming concentrations that should
be considered in order to avoid any coming contamination.
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Figure 62: Time series plot for Coliform for all sites from 2015 till 2021. On the right, A seasonal decomposition

of the Coliform. The Coliform time series is decomposed into seasonal, trend, and irregular components.

Figure 63: Season plot for the Coliform time series.

Coliform time series plot in figure 62 shows increasing and decreasing trends over years
and an obvious seasonal pattern. The seasonal subseries plot for Coliform time series in figure 63
shows separate time series for each month where the blue lines represent the mean of the
observations within each season. The highest Coliform concentrations occurred in April and
December and the lowest in January and July. However, the contamination appearance is not
related directly to a specific season since it depends on gathering a number of elements that
could lead to contamination such as high Turbidity with low residual and existence for a
bacterium in the water. For example, in January one detected sample was registered despite the
fact that January has the lowest average among other months and occurred in the winter season.
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Moreover, the Station’s water were maintained very well as illustrated in the seasonal
subseries for Chlorine and Turbidity in the figure below. The chlorine kept at high
concentrations; above ~ 0.5 mg/L, whereas the Turbidity kept at low range; less than 1 NTU.

Figure 64: Season plots for the Chlorine and Turbidity.

4.2.5 Forecasting methods
All previous steps were performed in order to understand and select the appropriate model
for forecasting. Three models were developed as shown in figure 65, which include:
•

HoltWinters exponential smoothing.

•

ETS forecasting.

•

ARIMA forecasting model.

Many functions were used to develop the models, forecast, and evaluate the accuracy.
HoltWinters (), ets (), auto.arima () functions were used to develop models. Then, accuracy ()
function was used to measure the prediction accuracy of the model. Forecasting accuracy metrics
helped me at evaluating how well the forecasting method is performing, in order to choose the
model that generates a better result and forecasting for future data.
The main purpose of these metrics is to evaluate the forecasting method by checking the
difference between the actual value and the forecast. The difference between them should be
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very low; thus, the model with the least error will be selected as the accurate and best performing
model. Lastly, the forecast () function was used to forecast the next coming 15 months.
The forecasting models

Figure 65: Coliform forecasts (blue line) by Holt-Winters model (on the left top), ETS (on the right top),
and seasonal ARIMA (on the left bottom). The grey shaded areas show the 80% and 95% confidence
intervals, respectively.

The forecast is represented by blue line which is the average of the possible future values
and is called the point forecast. The grey shaded areas show the 80% and 95% confidence
intervals respectively rather than showing multiple individual possible forecasts (Hyndman, R.
J., et al., 2018).
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Figure 67: Comparison of the 3 models’ residuals

In the figure 65, one can notice that in the HoltWinters exponential smoothing residual
there are some missing data that may affect on the future forecasting. Moreover, the aim is to have
a normally distributed residual with mean zero (Kabacoff, R. I. ,2015), therefore ARIMA and ETS
looks to be doing better than HoltWinters model. This comparison is between ETS model and
ARIMA models since HoltWinters smoothing exponential is excluded.
I have applied adf.test() function to Coliform ts() and found that the data is already stationary
since p-value = 0.01. When p-value is less than 0.05 then the data is stationary otherwise we
need to perform diff() function to differencing the data to become stationary in order to ease the
process of analyzing and predicting the data.

Figure 68: The time series object of Coliform and its stationary
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Another way to test the data stationary is by using ACF() and PACF().

Figure 69: Autocorrelation and partial autocorrelation plots for Coliform time series

HoltWinters exponential smoothing
I have elected HoltWinters exponential smoothing which is a triple exponential model to be
one of the prediction models. This is due to:
-

Its ability to generate good short-term predictions.

-

It fits a time series with level, trend, and seasonal components which I have here.
(Kabacoff, R. I., 2015).

Figure 70: The HoltWinters exponential smoothing and its accuracy
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ETS forecasting
ETS was selected for being more powerful than HoltWinters () and has more options. ETS
is considered as a triple method too. E refers for error, T for trend, and S for seasonality.
(Hyndman, R. J., et al, 2008).

Figure 71: The ETS and its accuracy

ARIMA forecasting
Seasonal ARIMA model is selected also as a candidate since time series plot for Coliform
shows seasonal trends. Moreover, this model also is elected as a best model by R.

79

Figure 72: The Seasonal ARIMA and its accuracy

Figure 73: Normal Q-Q plot for the normality of the time-series residuals

Also Q-Q plot was developed in order to check the normality of time-series residuals by
using qqnorm() and qqline() functions. From the figure above, the normality of the seasonal
ARIMA looks better than the others since most of the data fall along the line.
Based on the accuracy metrics and residuals plots, I decided to choose seasonal ARIMA as the
prediction model since it performed a better job than other models with less error. And here is the
forecasting for the next coming 15 months.

80

Figure 74: The next coming 15 months predictions for Coliform
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Chapter 5
5.1

Conclusion

Through this study I have attempted to tackle a serious matter that effects people’s health which
is water contamination by using various tools and algorithms that I have learnt through my journey
in the Data Analytics program. The aim of this study was to extract some insights from the dataset
in order to solve the problems that still exist and help people live in a safer environment. Thus,
negligence in such contamination could lead to a rapid spread of pollutants and pathogens and
cause a serious damage if it is not preceded by strategies and prior procedures. Therefore, the
agility in solving the contamination and prior prediction is required. The classical methods of
monitoring water have been used for many years despite time, effort, and money. However, the
emerging technologies and methods to gain knowledge have contributed significantly to ease the
process and increase its efficiency. The main findings entail:
•

All detected samples with E.coli occurred when Chlorine above 0.2 mg/L (medium/highrisk circumstance). However, the detected samples with E.coli occurred at low turbidity;
less than 1 NTU which is ideal. The highest correlation among predictors occurred between
Chlorine and Turbidity which confirm the positive relationship between them.

•

Overall, the water is well maintained since Turbidity kept at low range, thus allowing
Chlorine to work effectively. Only six observations were detected by E.coli over six years
with a low concentrations range from (1~2) MPN.

•

Based on the registered E.coli cases and the behavior of Coliform time series, the
contamination is not necessarily related to a specific season where the highest Coliform
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concentrations occurred in April and December and the lowest in January and July. In
addition to the six observations with E.coli were detected at different months.
•

Nonetheless, temperature is considered as an important factor that could stimulate and help
microorganism to thrive. Therefore, the number of performed tests rose more in June, July,
August, and September (figure 45) compared to other months. Meaning that the
surveillance systems considered the temperature factor as a threat to increase the Coliform
and E.coli contamination possibilities by taking immediate actions, thus increasing the
number of samples to test water.

•

The prediction for Coliform was performed by seasonal ARIMA model, since it
outperformed other models by achieving the lowest AIC = 958.73 and BIC = 966.03
compared to ETS model that achieved AIC = 1117.330 and BIC = 1158. 654.The future
forecasts show an obvious decrease in the Coliform concentrations for the coming 15
months ranging from (15 ~ 51 MPN).

5.2

Recommendations
Living in a world that changes rapidly where data grows with time, empower people to

implement smarter solutions. These solutions contain many advantages such as the agility in
solving and/or avoiding the contamination. The surveillance systems showcased a massive
awareness regarding this issue and steps on how to deal with them using successful strategies
and procedures. Automatic sensors may be suggested as a way to receive early notification
regarding higher concentration in Coliform and/or E.coli and to enhance the situation in each
distribution site, making way for the ability for concerned parts to take action immediately well
in advance.
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