High-spatial-resolution solid-state detectors being developed for gamma-ray applications benefit from having pixel dimensions substantially smaller than detector slab thickness. This leads to an enhanced possibility of charge partially spreading to neighboring pixels as a result of diffusion (and secondary photon emission) transverse to the drift direction. An undesirable consequence is the effective magnification of the event "size" and the spatial overlap issues which result when two photons are absorbed in close proximity within the integration time of the detectodreadout system.
I. INTRODUCTION
In prior work it has been demonstrated that the deleterious effects of poor hole transport due to charge trapping in semiconductors suitable for gamma ray detectors are largely remedied if the pixel dimensions are made small relative to the thickness of the detector slab [l] . This is a direct result from the electrostatics of the signal induction process and is sometimes known as the "small-pixel effect" [2] . It leads to the successful application of CdZnTe patterned with an array of readout electrodes as an imaging detector suitable for use in gamma-ray cameras [3-51. Small pixel dimensions lead, however, to increased sensitivity to charge spreading due to diffusion and secondary photon emission transverse to the drift direction. As a result, the charge in a local pixel neighborhood must be summed in order to recover an acceptable energy resolution. In our detectors, which employ a 380 micron pixel pitch on a -2 mm thick CZT wafer, inclusion of a 3 x 3 or 5 x 5 neighborhood centered on the photon interaction location yields a dramatic improvement in the obtained energy spectrum [6] . Furthermore, the additional observations permit the estimation of the interaction location with subpixel precision, and even of the depth of interaction [7] .
The principal negative consequence of charge spreading, is the more rapid onset of spatial pileup, the overlapping of the pixel neighborhoods of multiple photon events occurring within the effective integration time of the detector/readout system. Events identified to have some degree of overlap can be handled in one of two ways: they can be discarded, which results in a loss of effective count rate and a reduction in image contrast; or an effort can be made to resolve the contributing individual events via statistical estimation. For quantitative applications such as computed tomography, the introduction of a bias by discarding events (more pileups occur in brightly illuminated areas of the detector) is undesirable.
In this work, we first evaluate the severity of the spatial pileup problem as a function of count rate, and then propose algorithms for identifying and separating overlapping events.
SPATIAL PILEUP STATISTICS
We first derive a quite general formulation for the probability density which describes the distribution of distances between "events" occurring in a two-dimensional detector of arbitrary shape when illuminated with an arbitrary intensity distribution. We then consider the special case of a square detector subjected to a uniform illumination of gamma-rays. Pileup versus count rate statistics relevant to our detector systems are computed, and their accuracy is confirmed with Monte Carlo simulations.
A. Pileup Probability
In a detector subtending area A, illuminated with a stationary (i.e. time independent) flux fir), the differential probability of absorption of a photon at r in area d a i n time dr is given by dP(r) = (r) d d t .
(1)
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For a detector that collects photons for some integration period T before being read out and reset, we can write a photon probability density in terms of the fluence Q(r) (photons per unit area) by carrying out the integrals over time
We can incorporate the detector shape by requiring that the effective normalized fluence q r ) have the properties jjm@(r)d2r = 1 @(r) = 0 if r P A,
i.e., vanishes if r is not a point on the detector. If we define a cylinder function cyl,(r) such that (4) the probability that a photon will land on the detector within a circle of radius R centered at rois:
By making use of (3), the limits of integration have been extended over the entire real plane [7] .
The probability that a photon will land within the circle of radius R + AR and outside the circle of radius R, both centered at r, is The probability that two photons will be separated by a distance that is between R and R+AR is given by the joint probability of a photon at r, together with a second photon the appropriate distance away as given by (7), integrated over all locations ro P ( R < r I R + A R )
1 Equation (8) may be solved for p(R), the probability density on interevent distances, to give 
{ q z R ( r ) } =
Carrying out the derivative in (9) leads to the final expression for the interevent distance probability density as an integral over all spatial frequencies of the product of the power spectrum of the fluence/detector function and a zeroth order Bessel function:
(1 1) p(R) is a true probability density, and it may be used, for example, to calculate the probability that two photons on the detector are within a distance D of each other by
(12)
From (12) it is an easy exercise to derive various statistics. For example, the expectation value for the number of photons which will be corrupted by spatial pileup (having one or more photons within Dpu) if there are N photons striking the detector during an integration interval is given by
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Equations ( I l ) , (12), and (13) are completely general for a position-sensitive planar detector, making no assumptions regarding the fluence function, the detector shape, or the distance limit within which "events" interfere. They are equally applicable to photographic films, particle detectors, and semiconductor-based photon detectors.
B. Uniformly Illuminated Square Detector
In the special case of a uniformly illuminated detector of square geometry with side of length 1, the fluence/detector function can be written as A more convenient form of (15) can be written with the introduction of the dimensionless variable RA which remaps the interevent distance probability density into units of the detector side length
We evaluated equation (18) numerically, though the existence of an analytic solution has not been excluded. Closed form solutions can be derived for other selected detector shapes.
The total count rate an integrating detector can accommodate is a function not only of the maximum tolerable counts per frame, of course, but also the frame rate. As our CdZnTe detectors are read and cleared once per millisecond, total count rates of at least 50-60 kCps appear feasible. These are more than adequate for advanced SPECT applications. This probability density depends only on the square shape of the detector and the assumption of even illumination, and Computed probability density function thus can give pileup statistics for any pixel neighborhood size (points) of the and count rate. The solid line in Figure 1 shows the interevent distances for a illuminated probability density versus distance normalized to the detector side length. 
C. Monte Carlo Simulations
A Monte Carlo simulation and verification of the derived probability density function was carried out by histogramming the interevent distances resulting from random placement of photons on a 64x 64 pixel detector grid. The example plotted as points in Figure 1 was generated by 10000 simulated photons deposited in 200 frames of 50 photons each, though there is no count rate dependence as long as there are at least two photons per frame. Some apparent "noise" in the simulated data results from the discretization of the detector grid.
The curve was used to compute the predicted number of overlaps when each event occupies a 3 x 3 pixel neighborhood by integrating the probability density in Figure  1 from 0 to the pileup diameter and invoking equation (13) . Figure 2 illustrates the expectation value for the number of spatial pileups for our 64x64 pixel array detector as a function of counts per frame. A comparison is again made with results from a Monte Carlo simulation (with 250 frames at each count rate) and quantitative agreement is found. AS the count rate increases, the curve asymptotically approaches the limiting line with unity slope in which every photon has pileup. A different event size results in a different member of a family of curves which all have the same general shape. 
RESOLVING OVERLAPPING EVENTS
We consider next the nature of the spatial pileups possible on a detector with discrete pixels arranged in a square array. For example, if each photon generates signal in a 3x3 neighborhood of pixels, there are only six possible unique overlapping geometries as shown in Figure 3 in order of decreasing "interference". This means that the task of processing a set of pixel signals to obtain energy and position information with overlapping photons could be considered as one of energy estimation and pileup "type" classification. Any algorithm proposed to resolve pileups will thus need to include an overlap detection scheme as well as joint statistical estimation of energy and position. 
A. The LISTMODE Data Collection Scheme
The advantages of LISTMODE data collection, the recording of the full set of observations associated with a data event as an entry in an ordered list, have been demonstrated in prior work . For our pixellated gamma-ray detectors, each entry in the data list corresponds to a detected photon and might consist of a frame number, coordinates describing the location of the central pixel and the nine signal values present in the 3~ 3 pixel neighborhood. The lisr is generated by a software (or hardware) LISTMODE "engine" which scans a frame of detector data looking for photon events, extracts the relevant set of observations, and appends the resulting entry to the data list. Statistical methods applied to estimate energy and position thus have access to the data observations at their full collected precision.
B. Event Detection
The simplest method for photon event detection is simply to compare each pixel signal against a threshold. In order not to miss events occurring close to an edge or comer boundary between pixels the threshold must be set quite low, nominally at less than one fourth the expected signal for the minimum photon energy.
However, the superposition of signals in overlapping events then tends to elevate multiple pixels above threshold and gives rise to an inefficient condition of many more event indications than photons.
An attractive alternative is to detect photon events by performing a 2D cross-correlation operation with a 3x3 pixel, center-weighted, template function. By selecting an appropriate set of weights and a higher threshold, the number of LISTMODE entries will more closely match the number of actual events. Overlapped photons will still produce a small number of extra entries. Monte Carlo simulations suggest that the parameters can be adjusted to yield no more than 20% excess at 50 photons per frame in the gamma-ray detector with a 64x64 pixel array. The presence of events with pileup is, of course, easily identified from the cluster of list entries with central pixel locations in close proximity.
C. Pileup Separation
An algorithm for resolving overlapped events is being developed. When a cluster of entries is discovered in the data list, the observations will be employed as the data in a maximum-likelihood joint estimate of the photon energies and locations. The specific pattern of entries generated by the cross-correlation technique can serve as the entry point in an ML search or an expectation-maximum (EM) refinement.
We can write the mean signal induced in a pixel j at location r, by a photon of energy E, absorbed at location r, = m a p( gl A , , A, , --e , A,, N ) .
(24)
The probability distribution in (24) can be derived from knowledge of the response function f in (20) , an approximate 0-7803-5696-9/00/$10.00 (c) 2000 Iv. IMPLICATIONS FOR DATA ACQUISITION Spatial pileup considerations clearly have an impact on gamma-ray imaging systems based on pixellated semiconductor detectors, affecting both data acquisition and processing strategies.
Successful photon counting experiments will require that the gamma-ray source intensity and the optical imaging element (typically a pinhole or collimator) efficiency be matched to keep counting rates below an appropriate maximum limit. Subsequent data processing needs to include provisions for identifying and resolving overlapping events. This inevitably involves statistical estimation from a subset of pixel signals and implies the incorporation of significant computational power as part of the instrumentation package.
Calibration procedures are a required element of any overlap separation algorithm and all individual detectors in an imaging system will need careful characterization.
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