Abstract. Many pattern discovery methods provide fast tools for finding the frequently occurring patterns in large data sets. Such pattern collections can also be used to approximate the underlying joint distribution, and they summarize the data set well. However, a large set of patterns is unintuitive and not necessarily easy to use. In this paper we consider the problem of ordering a collection of patterns so that each prefix of the ordering gives as good a summary of the data as possible. We formulate this problem for general loss functions, show that the problem has an efficient solution, and prove that its natural variant is NP-complete but the greedy approximation algorithm gives an e/(e − 1) ≈ 1.58 approximation quality. We apply the general technique to approximation of frequencies of frequent sets, and show that the method gives good empirical results.
Introduction
Many pattern discovery methods provide fast tools for finding the frequently occurring patterns in large data sets. However, many methods also result in large collections of patterns which are difficult to use. There has been lots of work on techniques for pruning the pattern collections without losing too much information (see, e.g., [1, 2, 3, 4, 5] ).
A collection S of patterns whose frequencies are known can be used to estimate the frequencies of other patterns in several ways. For example, in frequent set mining with threshold σ, if we know the frequencies of AB, AC, and BC we can estimate the frequency of ABC by at least three methods: by σ/2, by the minimum of the frequencies of AB, AC, and BC, or by maximum entropy methods [6] . Other techniques exist, too, see e.g. [7, 8, 9] .
In this paper we consider the following simple problem: given a collection of patterns and an estimation method for the frequencies of unknown patterns, how should we sort the known patterns in order of decreasing informativeness for the estimation? The solution of this problem gives an ordering such that each prefix is as informative as possible with respect to the following patterns.
We formulate this problem for general pattern classes, estimation methods, and loss functions. We show that the problem can be solved efficiently, and prove that its natural variant is NP-complete but the greedy method yields an e/(e − 1) approximation algorithm for certain loss functions and estimation methods, where e is the base of natural logarithms. We apply the general technique to approximation of frequencies of frequent sets, and show that the method gives good empirical results.
The rest of this paper is organized as follows. Section 2 gives background on the general framework of pattern discovery and on condensed representations. Section 3 describes the pattern discovery problem shows that an optimal solution for the problem can be used as a good approximation of the pattern collection. In Section 4 the approximation technique is illustrated with concrete estimation methods and loss functions. The technique is experimentally evaluated in Section 5. Section 6 is a short conclusion.
Background and Related Work
Pattern discovery, i.e., finding interesting patterns from a data set, is the central task in data mining [10, 11] . The pattern discovery problem can be formulated as follows: given a pattern collection P and a quality predicate (or an interestingness predicate) q : P → {0, 1}, find all interesting patterns, i.e., the patterns p ∈ P such that q(p) = 1. The predicate is usually defined by using a quality measure φ : P → [0, 1] and a threshold value σ ∈ [0, 1]:
Several measures of quality have been proposed [12] . The most prominent measure of quality is the frequency of the pattern w.r.t. the data set. Especially, frequent set mining has received considerable attention [13] . In frequent set mining, the data set d is a finite sequence d = d 1 . . . d n of subsets of a set R, the pattern collection P is the collection of subsets of R, the frequency of a set X ⊆ R (w.r.t. the data set d) is
The set X ⊆ R is considered interesting if and only if f r(X) ≥ σ. Finding a good measure of quality and an adequate threshold value is not easy. To avoid missing interesting patterns, very low quality threshold values might be needed. This implies that the number of patterns deemed to be interesting can be quite large. This is not necessarily a problem if the true objective of the pattern discovery was to find all the interesting patterns w.r.t. the quality predicate.
Several methods have been developed for finding condensed representations of the pattern collections (see e.g. [14, 15, 1, 16, 17, 18, 19, 20, 21, 22, 23, 5] ). The condensed representations are small descriptions of the pattern collections such that it is possible to infer the original collection of interesting patterns and the quality values (approximately) using some inference method. They depend on some structural properties of the pattern collection and the quality measure. Usually condensed representations choose a subset of all interesting patterns and infer the quality values of the interesting patterns from that subset.
The most popular condensed representation of pattern collections is the concept of closed patterns. The representation depends only on the partial order of the pattern collection and the antimonotonicity of the quality measure. Let ≺ be a partial order for the pattern collection P. A pattern p ∈ P is closed if and only if its quality value is greater than any of its superpattern's quality value, i.e., if and only if ∀q ∈ P :
The number of closed patterns can be much smaller than the number of all patterns.
Unfortunately even the condensed representations of the pattern collection can be very large. Thus we suggest ordering the patterns w.r.t. their informativeness. From the ordered collection of patterns, the user can interactively choose the appropriate trade-off between the number of chosen patterns and the accuracy of the approximation.
For brevity, for the rest of the paper we shall consider frequencies instead of arbitrary quality measures.
Pattern Ordering and Frequency Estimation
Most condensed representations of a pattern collection consist of a subset of the pattern collection. Thus a simple approach to simplify the condensed representation is to order the patterns in the condensed representation so that that the next pattern increases the knowledge about the pattern collection most.
Given a collection of patterns, we are interested in finding an ordering such that for each i = 1, . . . , n the prefix p 1 , . . . , p i of the ordering p 1 , . . . , p n gives as much information about p i+1 , . . . , p n as possible. To formulate this we need to define estimation methods and loss functions. An estimation method ψ takes a subcollection S of all patterns P with known frequencies, and provides approximations of the frequencies of all patterns. I.e., an estimation method is a function
A trivial example is the estimation method which gives the known frequencies for patterns in S and 0 for everything else. The loss function tells what penalty is to be paid for errors in estimating the frequencies. The loss function takes as inputs the true frequencies of the patterns and the estimated frequencies, and returns a score for the estimation:
A typical example of a loss function would be the L 2 metric
The task of ordering the patterns can be formulated as a computational problem as follows:
Input: A pattern collection P, |P| = n, a quality measure φ :
, S ⊆ P, and a loss function
The pattern collection P as an ordered sequence p 1 , p 2 , . . . , p n such that
for each 1 ≤ i < j ≤ n, where φ|S is the restriction of the mapping φ to the set S.
We call this problem the pattern ordering problem. The problem can be solved by a greedy algorithm as follows:
The running time of the algorithm depends on the efficiency of finding in each iteration i the pattern p i+1 that decreases the error most. The time complexity is the combined time complexity of finding the minimums. Let M (P) be the maximum time complexity of finding a pattern p i+1 such that the loss for P i ∪ {p i+1 } is as small as possible. Then the time complexity of the algorithm is bounded by O (nM (P)). For example, using the trivial estimation method which gives the known frequencies for the chosen patterns and 0 for the others, the minimum in each iteration can be found in logarithmic time in n using a heap [24] (assuming the loss depends only on the differences f r (p)−ψ (p, f r|S)).
The ordering p 1 , . . . , p n of the pattern collection P found by the algorithm Order-Patterns can be interpreted as a refining approximation of the pattern collection: each prefix P k = {p 1 , . . . , p k } approximates the whole pattern collection P. The ordering might itself shed some light to the relationships between the patterns. In addition, for several combinations of estimation methods and loss functions it can be shown that each prefix of the ordering gives a frequency approximation that is guaranteed to be at most a constant factor worse than the frequency approximation from any subset of P of same size.
The greedy approach, in general, offers an efficient approach to find solutions for a wide variety of problems and several exact and approximate algorithms have been successfully derived by this approach [25, 26, 27, 28] . Also in the case of the pattern ordering problem it is possible to show for certain estimation methods and loss functions that any prefix P k = {p 1 , . . . , p k } of the optimal solution p 1 , . . . , p n for the pattern ordering problem is at most e/(e − 1) worse and has at most (e − 1)/e times smaller decrease in loss than any size k subset S of P.
(For more in-depth introduction to approximability, see e.g. [29] .) On the other hand, the problem of finding the k patterns that describe the collection best can be shown to be NP-hard. Thus finding the size k optimal subset of P seems to be infeasible all but very small k.
Let us define some notation. The decrease of loss w.r.t. frequency estimation without any known frequencies is denoted by ∆ (S) = (φ (P) , ψ (P, φ|∅)) − (φ (P) , ψ (P, φ|S)) .
Let P * k be a size k subset of P with the smallest loss. The prefix of length k of the optimal solution for the pattern ordering problem is denoted by P k . The problem of finding the best k subset of the pattern collection resembles a lot the minimum set cover problem, i.e., given a collection T of subsets of a finite set R, find the smallest subset S of T such that S = R [30] . Thus the approximation quality of the algorithm Order-Patterns can be proven similarly to the approximability of certain variants of the minimum set cover problem [25] .
First we prove Lemma 1 below which can be used to show that certain combinations of estimation methods and loss functions guarantee that ∆ (P k ) ≥ e−1 e ∆ (P * k ) holds for all 1 ≤ i ≤ k. I.e., the decrease of the error in the frequency estimation (w.r.t. the frequency estimation with no patterns) from the length k prefix of the pattern ordering found by the algorithm Order-Patterns is at least a fraction (e − 1)/e of the best decrease of the error over the size k subsets of P. All one has to show is that the error decreases sufficiently in each iteration. Lemma 1 will be used in Section 4.
holds for all 1 ≤ k ≤ n.
Proof. From Equation 1 we get
It is possible to show the similar result for the loss instead of the decrease of the loss:
holds for all
Proof. The proof is essentially identical to the proof of the Lemma 1.
Case Study: Approximating by Maximums of Superpattern Frequencies
In this section we consider approximating the frequencies of the frequent patterns using the maximums of known superpattern frequencies. To define what superpattern is, we need a partial order ≺ for the pattern collection P. A partial order ≺ for the collection P is transitive (p ≺ q ∧ q ≺ r ⇒ p ≺ r) and irreflexive (p ≺ q ⇒ p = q) binary relation on P. We denote (p, q) ∈≺ by p ≺ q. We further assume that the partial order is antimonotone w.r.t. the frequencies, i.e., p ≺ q ⇒ f r (p) ≥ f r (q). For example, the set inclusion relation is such a partial order. A pattern q is a superpattern of p if and only if p ≺ q. The estimation method of maximum of superpattern frequencies is
The smallest subset of frequent patterns that is sufficient to describe the frequencies f r (p) of the frequent patterns p in P correctly is called a collection of closed frequent patterns. More precisely, a pattern p ∈ P is closed if and only if f r(p) > max q∈P {f r(q) : p ≺ q} .
A closure of a pattern p ∈ P, denoted by cl(p), is the largest superpattern q ∈ P of p such that f r (p) = f r (q). The set of closures of a pattern collection P is denoted by cl (P).
Theorem 1. The collection cl (P) of closed frequent patterns is the smallest collection such that for all frequent patterns p ∈ P we have f r (p) = ψ (p, f r| cl (P)) .
Proof. By definition, for each p ∈ P there is q = cl (p) ∈ cl (P) such that f r (p) = f r (q). Also, no closed pattern can be left out from the collection.
It follows from the definition of closed frequent patterns that they can be chosen from the collection of the frequent patterns by simply checking for each pattern whether any its superpatterns (subpatterns) have equal frequency and pruning the pattern (subpattern) if that holds. The efficiency of the method depends strongly on the pattern collection, the partial order and their representations. For example, the closed patterns from the collection P of frequent sets, i.e., the closed frequent sets (or frequent closed sets), can be found in time
by applying the fact that X ∈ cl (P) if and only if f r (X) = f r (Y ) for all
The problem turns out to be NP-hard if we allow errors. Let us first consider the maximum of absolute errors, i.e., (f r (P) , ψ (P, f r|S)) = max
Then the problem is NP-hard even for the pattern class of frequent sets: Theorem 2. Given a collection P of frequent sets and a rational number , it is NP-hard to find a smallest subset S of P such that
Proof. We show the NP-hardness by a reduction from the decision version of the minimum set cover problem, where the objective is, instead of finding the smallest subset S ⊆ T such that S = R, to decide whether there is a subset S ⊆ T of size at most k such that S = R. We can assume that each element in R occurs in some set T , the cardinality of each set in T is greater than one, and no set in T is contained in another set in T .
Let us construct the data set d of subsets of R as follows: d consists of T and appropriate number of one-element subsets of R such that f r ({x},
Then for each S ⊆ T , |S| ≤ k, holds:
Corollary 1. Given a pattern collection P and a rational number , it is NPhard to find a smallest subset S of P such that (φ (P) , ψ (P, φ|S)) ≤ .
On the positive side, it can be shown for the estimation method of choosing the maximums of known superpattern frequencies that the problem of choosing size k subset of patterns such that the maximum absolute error is minimized is a special case of the minimum weight set cover, which is, given a collection T of subsets of a finite set R and a weight function w : T → [0, 1], to find a subset S ⊆ T of smallest weight
such that S = R [29] .
If the loss function is, e.g., the average error instead of the maximum error, the connection to set cover is not so obvious. Also in that case the approximability guarantees can be established:
Theorem 3. For the prefix P k of length k of an optimal solution for the pattern ordering problem and the size k subset of P with the smallest loss we have
with respect to any loss function
where f is a convex strictly increasing function.
Proof. It suffices to show that Equation 1 holds. We have
is the pattern that decreases the error most and
holds for all T ⊆ S.
The computation of the approximation can be made more efficient by observing the following fact that all but the closed patterns in P can be neglected.
Theorem 4. For all and S ⊆ P we have (f r (P) , ψ (P, f r|S)) = (f r (P) , ψ (P, f r| cl (S))) .
Proof. Any pattern p ∈ S can be replaced by cl (p) as f r (p) = f r (cl (p)), and if ψ (p, f r|S) = f r (p) then ψ (p, f r|S) = f r (cl (p)).
Experiments: Approximating Frequent Sets
We implemented the Order-Patterns algorithm to evaluate the practical usefulness of the method. In the experiments we computed frequent sets with different minimum frequency thresholds for two data sets from UCI KDD Repository:
1 Internet Usage data set consisting 10104 rows and 10674 attributes, and IPUMS Census data set consisting of 88443 rows and 39954 attributes.
The estimation method was the maximum of chosen superset frequencies, i.e., ψ (X, f r|S) = max Y ∈S {f r (Y ) : X ⊆ Y }, and the loss function was the mean of absolute errors
The results are shown in Figure 1 , and in Tables 1 and 2 . The results show that relatively short prefixes can be used to obtain a good accuracy in estimating the frequencies. The inversion of the order of the error curves in Figure 1 is due to the combination of the estimation method and the loss function: As the initial frequency estimates are all zero, the average absolute error is smaller for lower minimum frequency thresholds. On the other hand the frequencies can be estimated exactly from the closed frequent sets and the number of closed frequent sets is smaller for higher minimum frequency thresholds.
Conclusions
We have considered the problem of ordering a pattern collection in such a way that each prefix of the ordered sequence of patterns would be as good a summary of the pattern collection as possible. A general algorithm was given, the problem complexity and the algorithm were analyzed and the approach was justified experimentally. It seems that the problem of finding good orderings of pattern collections is useful and interesting. Several open problems remain. One specially interesting one is combining pattern discovery and ordering steps: could we somehow discover patterns in an order that approximates the most informative pattern ordering. To do this exactly is impossible, but there might be some possibilities of obtaining approximate results in the style of competitive analysis. Table 1 . Internet Usage data. The column σ corresponds to the minimum frequency threshold. Columns |P| and |cl (P)| correspond to the cardinalities of the frequent sets and the closed frequent sets, respectively. Each column |τ (x)| corresponds to the length of the shortest prefix found by the algorithm OrderPatterns such that the average absolute error is at most x. Table 2 . IPUMS Census data. The columns are as in Table 1 .
