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CONTROL POLICIES APPROACHING HGI PERFORMANCE IN HEAVY TRAFFIC FOR
RESOURCE SHARING NETWORKS
AMARJIT BUDHIRAJA1 ANDDANE JOHNSON1
ABSTRACT. We consider resource sharing networks of the form introduced in the work of Massoulié
and Roberts(2000) as models for Internet flows. The goal is to study the open problem, formulated
in Harrison et al. (2014), of constructing simple form rate allocation policies for broad families of
resource sharing networks with associated costs converging to the Hierarchical Greedy Ideal perfor-
mance in the heavy traffic limit. We consider two types of cost criteria, an infinitehorizondiscounted
cost, and a long time average cost per unit time. We introduce a sequence of rate allocation control
policies that are determined in terms of certain thresholds for the scaled queue length processes
and prove that, under conditions, both type of costs associated with these policies converge in the
heavy traffic limit to the corresponding HGI performance. The conditions needed for these results
are satisfied by all the examples considered in Harrison et al. (2014).
1. INTRODUCTION
In [9] the authors have formulated an interesting and challenging open problem for resource
sharing networks that were introduced in the work of Massoulié and Roberts [14] as models for
Internet flows. A typical network of interest consists of I resources (labeled 1, . . . , I ) with associated
capacities Ci , i = 1, . . . , I . Jobs of type 1, . . . , J arrive according to independent Poisson processes
with rates depending on the job-type and the job-sizes of different job-type are exponentially dis-
tributed with parameters once more depending on the type. Usual assumptions on mutual inde-
pendence aremade. The processing of a job is accomplished by allocating a flow rate to it over time
and a job departs from the systemwhen the integrated flow rate equals the size of the job. A typical
job-type requires simultaneous processing by several resources in the network. This relationship
between job-types and resources is described through a I×J incidencematrixK forwhichKi j = 1 if
j -th job-type requires processing by resource i and Ki j = 0 otherwise. Denoting by x = (x1, . . . ,x J )
′
the vector of flow rates allocated to various job-types at any given time instant, x must satisfy the
capcity constraint K x ≤C , whereC = (C1, . . . ,C I )
′.
One of the basic problems for such networks is to construct “good” dynamic control policies
that allocate resource capacities to jobs in the system. A “good” performance is usually quanti-
fied in terms of an appropriate cost function. One can formulate an optimal stochastic control
problem using such a cost function, however in general such control problems are intractable and
therefore one considers an asymptotic formulation under a suitable scaling. The paper [9] formu-
lates a Brownian control problem (BCP) that formally approximates the system manager’s control
under heavy traffic conditions. Since finding optimal solutions of such general Brownian control
problems and constructing asymptotically optimal control policies for the network based on such
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solutions is a notoriously hard problem, the paper [9] proposes a different approach in which the
goal is not to seek an asymptotically optimal solution for the network but rather control policies
that achieve the so called Hierarchical Greedy Ideal (HGI) performance in the heavy traffic limit.
Formally speaking, HGI performance is the cost associated with a control in the BCP (which is in
general sub-optimal), underwhich (I) no resource’s capacity is underutilizedwhen there is work for
that resource in the system, and (II) the total number of jobs of each type at any given instant is the
minimum consistent with the vector of workloads for the various resources. Desirability of such
control policies has been argued in great detail in [9] through simulation and numerical examples
and will not be revisited here.
Themain open problem formulated in [9] is to construct simple form rate allocation policies for
broad families of resource sharing networks with associated costs converging to the HGI perfor-
mance determined from the corresponding BCP. The goal of this work is to make progress on this
open problem. We consider two types of cost criteria, the first is an infinite horizon discounted
cost (see (2.7)) and the second is a long time average cost per unit time (see (2.8)). In particular the
second cost criterion is analogous to the cost function considered in [9]. We introduce a sequence
of rate allocation control policies that are determined in terms of certain thresholds for the scaled
queue length processes and prove in Theorems 4.7 and 4.8 that, under conditions, the costs (2.8)
and (2.7) associatedwith these policies converge in the heavy traffic limit to the correspondingHGI
performance.
We now comment on the conditions that are used in establishing the above results. The first
main condition (Condition 2.1) we need is the existence of local traffic on each resource, namely
for each resource i there is a unique job type that only uses resource i . This basic condition, first in-
troduced in [11], is also a key assumption in [9] and is needed in order to ensure that the state space
of the workload process is all of the positive orthant (see Section 3 for a discussion of this point).
Our second condition (Condition 2.2) is a standard heavy traffic condition and a stability condition
for diffusion scaled workload processes. The stability condition will be key in Section 8.2 when es-
tablishing moment bounds that are uniform in time and scaling parameter. We now describe the
final main condition used in this work. In Section 4 we will see that the collection of all job-types
can be decomposed into the so called primary jobs and secondary jobs. Primary jobs are those
with ‘high’ holding cost and intuitively are the ones we want to process first. It will also be seen in
Section 4 that the collection S 1 of all job-types that only require processing from a single resource
is contained in the collection S s of all secondary jobs. Our third main condition, formulated as
Condition 4.4, says that there is a ranking of all job-types in S m
.
=S s \S 1. A precise notion of a
ranking is given in Definition 4.3, but roughly speaking, the job-types with larger rank value will get
higher ‘attention’ in a certain sense under our proposed policy. We note that the ranking is given
through a deterministic map that only depends on system parameters and not on the state of the
system. The condition is somewhat nontransparent and notationally cumbersome and so we pro-
vide two sufficient conditions in Theorems 5.1 and 5.3 for Condition 4.4 to hold. We also discuss
in Remarks 5.2 and 5.4 some examples where one of these sufficient conditions holds. In partic-
ular, all the examples in [9] (2LLN, 3LLN, C3LN, and the negative example of Section 13 therein)
satisfy Condition 4.4. Furthermore, there are many other networks not covered by Theorems 5.1
and 5.3 where Condition 4.4 is satisfied and in Example 5.5 we provide one such example. Finally,
it is not hard to construct examples where Condition 4.4 fails and in Example 5.6 we give such an
example. Construction of simple form rate allocation policies that achieve HGI performance in
the heavy traffic limit for general families of models as in Example 5.6 remains a challenging open
problem. We expect that suitable notions of state dependent rankingmaps will be needed in order
to use the ideas developed in the current work for treating such models, however the proofs and
constructions are expected to be substantially more involved.
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Our rate allocation policy is introduced in Definition 4.5. Implementation of this policy requires
first determining the collection of secondary jobs. This step, using the definition in (4.1), can be
completed easily by solving a finite collection of linear programming problems. The next step is
to determine a viable ranking (if it exists) of all jobs in S m . In general when S m is very large, de-
termining this ranking may be a numerically hard problem, however as discussed in Section 5.1,
for many examples this ranking can be given explicitly in a simple manner. Once a ranking is de-
termined, the policy in Definition 4.5 is explicit given in terms of arbitrary positive constants c1,c2
with c1 < c2 and α ∈ (0,1/2). Roughly speaking, our approach is applicable to systems where job-
types have a certain ordering of “urgency” in the sense that, regardless of the particular workload,
we want as much of it as possible to come from the least urgent job types. A second concern that
needs to be addressed is that a resource should work at ‘near’ full capacity when there is ‘non negli-
gible’ amount of work for it. A detailed discussion of how the proposed policy achieves these goals
is given in Remark 4.6 where we also comment on connection between this policy and the UFO
policies proposed in [9].
We now comment on the proofs of our main results, Theorems 4.7 and 4.8. Both results rely on
large deviation probability estimates and stopping time constructions of the form introduced first
in the works of Bell and Williams [2, 3] (see also [5] and [1]). A key result is Theorem 8.2 which
relates the cost under our policy with theworkload cost functionC in (3.1). This estimate is crucial
in achieving property (II) of theHGI asymptotically. Asymptotic achievement of property (I) of HGI
is a consequence of Theorem 9.2, the estimate in (10.1) and continuity properties of the Skorohod
map. Proof of Theorem 4.7 requires additional moment estimates that are uniform in time and the
scaling parameter (see Section 8.2). A key such estimate is given in Theorem 8.5, the proof of which
relies on the construction of a suitable Lyapunov function (see Proposition 8.8). Once uniform
moment bounds are available, one can argue tightness of certain path occupation measures (see
Theorem 9.3) and characterize their limit points in a suitable manner (see Theorem 9.4). Desired
cost convergence then follows readily by appealing to continuous mapping theorem and uniform
integrability estimates.
The paper is organized as follows. In Section 2 we introduce the state dynamics, cost functions
of interest, and two of our main conditions. Section 3 gives the precise definition of Hierarchical
Greedy Ideal Performance in terms of certain costs associated with I dimensional reflected Brown-
ianmotions. In Section 4we introduce our final key condition (Condition 4.4), present our dynamic
rate allocation policy, and give our two main convergence results: Theorems 4.7 and 4.8. Section 5
discusses Condition 4.4 and presents some sufficient conditions for it to be satisfied. This section
also gives an example where the condition fails to hold. Sections 6 - 9 form the technical heart of
this work. Section 6 proves some useful properties of the workload cost function C (·) introduced
in (3.1) and Section 7 studies some important structural properties of our proposed rate allocation
policy. Section 8 is technically the most demanding part of this work. It provides some key esti-
mates on costs under our scheme in terms of the workload cost function and establishes certain
moment estimates that are uniform in time and the scaling parameter. In Section 9 we introduce
certain path occupation measures, prove their tightness, and characterize the limit points. Finally
Section 10 completes the proof our two main results. An appendix contains some standard large
deviation estimates for Poisson processes.
The following notationwill be used. For a Polish spaceS, denote the correspondingBorelσ-field
by B(S). Denote by P (S) (resp. M (S)) the space of probability measures (resp. finite measures)
on S, equipped with the topology of weak convergence. For f : S→ R, let ‖ f ‖∞
.
= supx∈S | f (x)|.
For a Polish space S and T > 0, denote by C ([0,T ] :S) (resp. D([0,T ] :S)) the space of continuous
functions (resp. right continuous functions with left limits) from [0,T ] toS, endowed with the uni-
form topology (resp. Skorokhod topology). We say a collection {X n} of S-valued random variables
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is tight if the distributions of X n are tight in P (S). Equalities and inequalities involving vectors are
interpreted component-wise.
2. GENERAL BACKGROUND
Assume there are J types of jobs and I resources for processing them. The network is described
through the I × J matrix K that has entries Ki j = 1 if resource i works on job type j , and Ki , j = 0
otherwise. We will assume (for simplicity) that no two columns of K are identical, namely, given
a subset of resources, there is at most one job-type that has this subset as the associated set of
resources. Givenm ∈N, we let Nm
.
= {1,2, . . .m}. In particular,NI = {1, . . . I } andNJ = {1, . . . J }.
Denote by N j the set of resources that work on type j jobs, i.e.
N j
.
= {i ∈NI :Ki , j = 1}.
Let S 1 be the collection of all job types that use only one resource. I.e.
S
1 .
= { j ∈NJ : 1
TKe j =
I∑
i=1
Ki j = 1},
where e j is the unit vector in R
J with 1 in the j -th coordinate and 1 is the I -dimensional vector of
ones. Throughout we assume that for every resource there is a unique job type that only uses that
resource, namely the following condition is satisfied.
Condition 2.1.
⋃
j∈S 1 N j =NI
We denote the unique job-type that uses only resource i as jˇ (i ). Similarly for j ∈S 1, we denote
by iˆ ( j ) the unique resource that processes this job-type.
The capacity for resource i is given by Ci . Let {η
r
j
(k)}∞
k=1
be the i.i.d. inter-arrival times for the
j -th job type and let {∆r
j
(k)}∞
k=1
be the associated i.i.d. amounts of work for the j -th job type. If
at a given instant work of type j is processed at rate x j then the capacity constraint requires that
C ≥ K x. We assume the {ηr
j
(k)}∞
k=1
are exponentially distributed with rates λr
j
and the {∆r
j
(k)}∞
k=1
are exponentially distributed with rates µr
j
. Define Poisson processes
Arj (t )=max
{
k :
k∑
i=1
ηrj (i )≤ t
}
, Srj (t )=max
{
k :
k∑
i=1
∆
r
j (i )≤ t
}
.
Let ̺r
j
=
λr
j
µr
j
and ̺r
.
= (̺r
j
)J
j=1
. The following will be our main heavy traffic condition. The require-
ment v∗ > 0 will ensure the stability of the reflected Brownian motion in (3.2) and will be a key
ingredient for uniformmoment estimates in Section 8.2.
Condition 2.2. C > K̺r for all r . For some λ j ,µ j ∈ (0,∞), limr→∞λ
r
j
= λ j , limr→∞µ
r
j
= µ j , for all
j ∈NJ . With ̺ j =
λ j
µ j
and ̺= (̺ j ) j∈NJ , C =K̺, limr→∞ r (̺−̺
r )=β∗, v∗
.
=Kβ∗ > 0.
Consider a J-dimensional absolutely continuous, nonnegative, non-decreasing stochastic pro-
cess {B r (t )} where B r
j
(t ) represents the amount of type j work processed by time t under a given
policy. Note that such a process must satisfy the resource constraint:
K B˙ rj (t )≤C , for all t ≥ 0. (2.1)
Define the I dimensional capacity-utilization process T r = KB r . Then T r
i
(t ) represents the
amount of work processed by the i -th resource by time t . Letting I r (t )= tC−T r (t ), I r
i
(t ) represents
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the unused capacity of resource i by time t . Let {Qr (t )} be the J-dimensional process, whereQr
j
(t )
represents the number of jobs in the queue for type j jobs. Then
Qr (t )= qr + Ar (t )−Sr
(
B r (t )
)
, (2.2)
where qr denotes the initial queue-length vector. For B r to be a valid rate allocation policy, Qr
defined by (2.2) must satisfy
Qr (t )≥ 0 for all t ≥ 0. (2.3)
Any absolutely continuous, nonnegative, non-decreasing stochastic process {B r (t )} satisfying (2.1),
(2.3) and appropriate non-anticipativity conditions will be referred to as a resource allocation pol-
icy or simply a control policy. Non-anticipativity conditions on {B r } are formulated using multi-
parameter filtrations as in [6] (see Definition 2.6 (iv) therein). We omit details here, however we
will note that from Theorem 5.4 of [6] it follows that the control policy constructed in Section 4.1 is
non-anticipative in the sense of [6].
LetW r (t ) be the I -dimensional workload process given byW r (t )= KM rQr (t ) whereM r is the
diagonal matrix with entries 1/µr
j
.
Define the fluid-scaled quantities by
T¯ r (t )= T r (r 2t )/r 2, B¯ r (t )=B r (r 2t )/r 2, I¯ r (t )= I r (r 2t )/r 2
A¯r (t )= A(r 2t )/r 2, S¯r (t )= Sr (r 2t )/r 2,
Q¯r (t )=Qr (r 2t )/r 2, W¯ r (t )=W (r 2t )/r 2
(2.4)
and the diffusion scaled quantities
Tˆ r (t )= T (r 2t )/r, Bˆ r (t )=B r (r 2t )/r, Iˆ r (t )= I r (r 2t )/r,
Aˆr (t )= (A(r 2t )−λr r 2t )/r, Sˆr (t )= (Sr (r 2t )−µr r 2t )/r,
Qˆr (t )=Q(r 2t )/r, Wˆ r (t )=W r (r 2t )/r .
(2.5)
Note that, withGr
.
=KM r and wˆ r
.
=Gr qˆr ,
Wˆ r (t )=Gr Qˆr (t )= wˆ r +Gr (Aˆr (t )− Sˆr (B¯ r (t )))+ t r (K̺r −C )+ r I¯ r (t ). (2.6)
Let h be a given I -dimensional strictly positive vector. Associated with a control policy B r , We will
be interested in two types of cost structures:
• Infinite horizon discounted cost: Fix θ ∈ (0,∞).
J rD (B
r ,qr )
.
=
∫∞
0
e−θtE
(
h ·Qˆr (t )
)
dt . (2.7)
• Long-term cost per unit time:
J rE (B
r ,qr )
.
= limsup
T→∞
1
T
∫T
0
E
(
h ·Qˆr (t )
)
dt . (2.8)
The goal of this work is to construct dynamic rate allocation policies that asymptotically achieve
the Hierarchical Greedy Ideal(HGI) performance as r →∞. The next section gives the precise defi-
nition of HGI performance.
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3. HIERARCHICAL GREEDY IDEAL
Similar toM r andGr in Section 2, letM be the J × J diagonal matrix with entries {1/µ j }
J
j=1
and
letG
.
=KM . Define forw ∈RI+ (regarded as a workload vector), the set of possible associated queue
lengths Q(w ) by the relation
Q(w )
.
= {q ∈RJ+ :Gq =w }.
Note that by our assumption on K , Q(w ) is compact for every w ∈ RI+. Also the local traffic con-
dition (Condition 2.1) ensures that Q(w ) is nonempty for every w ∈ RI+. HGI performance intro-
duced in [9] is motivated by the Brownian control problem (BCP), as introduced in [8], associated
with the network in Section 2 and the holding cost vector h. This BCP has an equivalent workload
formulation (EWF) from the results of [10] (see Section 10 of [9]). The EWF in the current setting
is a singular control problem with state space that is all of the positive orthant RI+(due to the local
traffic condition). In the EWF the cost is given by a nonlinear function C defined as
C (w )
.
= inf
q∈Q(w)
{h ·q}, w ∈RI+. (3.1)
One particular control in the EWF is the one corresponding to no-action in the interior and normal
reflection on the boundary of the orthant. This control yields the (coordinate-wise) minimal con-
trolled state process in the EWF given as the I -dimensional reflected Brownian motion in RI+ with
normal reflection. The HGI performance is the cost, in terms of the the workload cost function C ,
associated with this minimal state process. We now give precise definitions.
We first recall the definition of the Skorohod problemand Skorohodmapwith normal reflections
on the d-dimensional positive orthant.
Definition 3.1. Letψ ∈D([0,T ] :Rd ) such thatψ(0) ∈Rd+. The pair (ϕ,η) ∈D([0,T ] :R
d ×Rd ) is said
to solve the Skorohod problem for ψ (in Rd+, with normal reflection) if ϕ = ψ+η; ϕ(t ) ∈ R
d
+ for all
t ≥ 0; η(0) = 0; η is nondecreasing and
∫
[0,T ]1{ϕi (t )>0}dηi (t )= 0. We write ϕ= Γd (ψ) and refer to Γd
as the d-dimensional Skorohod map.
It is known that there is a unique solution to the above Skorohod problem for everyψ ∈D([0,T ] :
R
d ) and that the Skorohodmap has the following Lipschitz property: There exists KΓd ∈ (0,∞) such
that for all T > 0 andψi ∈D([0,T ] :R
d ) such thatψi (0) ∈R
d
+, i = 1,2
sup
0≤t≤T
|Γd (ψ1)(t )−Γd (ψ2)(t )| ≤KΓd sup
0≤t≤T
|ψ1(t )−ψ2(t )|.
Also note that for ψ ∈ D([0,T ] : Rd ), Γd (ψ)i = Γ1(ψi ) for all i = 1, . . .d . When d = I we will write
Γd = ΓI as simply Γ.
Let (Ωˇ,Fˇ , {Fˇt }, Pˇ ) be a filtered probability space on which is given a J-dimensional standard
{Fˇt }- Brownian motion {Bˇ (t )}. Let ζ j
.
= 2̺ j /µ j for j ∈ J and let Diag(ζ) be the J× J diagonal matrix
with j -th diagonal entry ζ j . LetΛ
.
=K ( Diag(ζ))1/2. Forw0 ∈R
I
+, let Wˇ
w0 be aRI+ valued continuous
stochastic process defined as
Wˇ w0 (t )= Γ(w0−v
∗ι+ΛBˇ(·))(t ), t ≥ 0 (3.2)
where ι : [0,∞)→ [0,∞) is the identity map. Then Wˇ w0 is a I -dimensional reflected Brownian mo-
tion with initial value w0, drift−v
∗ and covariancematrixΛΛ′. It is well known[7] that {Wˇ w0 }w0∈RI+
defines a Markov process that has a unique invariant probability distribution which we denote as
π.
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Suppose qˆr
.
= qr /r → q0 as r →∞ and letw0
.
=Gq0. Then the HGI cost associated with the costs
J rD (B
r ,qr ) and J rE (B
r ,qr ) are given respectively as
HGID (w0)
.
=
∫∞
0
e−θtE
(
C (Wˇ w0(t ))
)
dt
HGIE
.
=
∫
R
+
I
C (w )π(dw ). (3.3)
4. CONTROL POLICY AND CONVERGENCE TO HGI
This section will introduce our final key condition on the model and present our main results.
Denote by g1, . . .g J the columns of thematrixG , i.e. G = [g1, . . . ,g J ]. Wewill partition the setNJ into
setsS p andS s corresponding to the set of primary jobs and the set of secondary jobs respectively,
defined as follows
S
p .= { j ∈NJ :C (g j )< h j }, S
s .=NJ \S
p . (4.1)
Intuitively, S p corresponds to the set of jobs that we want to process first.
Within the set of secondary jobswewill distinguish the setS 1, introduced earlier, of all job types
that use only one resource. Note that S 1 is indeed a subset of S s since for j ∈ S 1, Q(g j ) = {e j }
and so
C (g j )= inf
q∈Q(g j )
{h ·q}= h j .
We now introduce the notion of minimal covering sets associated with any j ∈NJ and also de-
fine, for given F ⊂NJ \ { j }, minimal covering sets of j that are not covering sets for any j
′ ∈ F .
Definition 4.1. Given E ⊂NJ and k ∈ NJ we define M
E ,k to be the collection of all minimal sets of
jobs in E other than k such that Nk is contained in the set of all resources associated with the jobs in
the set, namely,
M
E ,k .=
{
M ⊂ E \ {k} :Nk ⊆
⋃
j∈M
N j and Nk *
⋃
j∈M\{l }
N j for all l ∈M
}
.
In addition, given F ⊂ NJ define M
E ,k
F to be the collection of all M ∈ M
E ,k such that the set of re-
sources associated with any job in F is not contained in the set of resources associated with jobs in
M, namely,
M
E ,k
F
.
=
{
M ∈M E ,k :Nl *
⋃
j∈M
N j for any l ∈ F
}
.
Minimal covering sets will be used to determine the collection of jobs which do not have lower
priority than any other job in a given subset of NJ . For that we introduce the following definition.
LetS m
.
=S s\S 1 be the collection of secondary jobs that usemultiple resources and letm
.
= |S m |.
Denote the j -th column of K by K j , i.e. K = [K1, . . . ,K J ].
Definition 4.2. Given sets E ,F ⊂ S m define the set OEF ⊂ E by j
′ ∈ OEF if and only if for all M ∈
M
E
⋃
S
1, j ′
F
µ j ′h j ′ +C
( ∑
j∈M
K j −K j ′
)
≤C
( ∑
j∈M
K j
)
. (4.2)
and the set OE ⊂ E by j ′ ∈OE if and only if (4.2) holds for all M ∈M E
⋃
S
1, j ′ .
Note that since aM ∈M
E
⋃
S
1, j ′
F
covers j ′,
∑
j∈M K j −K j ′ is a nonnegative vector. We now intro-
duce the notion of a viable ranking of jobs in S m .
8 BUDHIRAJA AND JOHNSON
Definition 4.3. A viable ranking of jobs inS m is a bijection ρ :Nm →S
m , such that for all k ∈Nm ,
ρ(k) ∈ O
Ek
Fk
, where for k ∈ Nm , Fk
.
= {ρ(1), ...,ρ(k − 1)} and Ek
.
= S m \Fk , with the convention that
O
Ek
Fk
=OS
m
for k = 1.
For an interpretation of a viable ranking, see Remark 4.6. The following will be one of main
assumptions that will be taken to hold throughout this work. This assumption (and Conditions 2.1
and 2.2) will not be noted explicitly in the statements of the results.
Condition 4.4. There exists a viable ranking of jobs inS m .
In Section 5 we illustrate through examples that this condition holds for a broad family of mod-
els.
We can now present our dynamic rate allocation policy.
4.1. Resource Allocation Policy. For k ∈Nm let
ζki = { j ∈NJ \Fk+1 :Ki , j = 1}. (4.3)
This class can be interpreted as the collection of jobs which impact node i and have a higher pro-
cessing priority than job ρ(k) (see Remark 4.7).
Let 0<α< 1/2 and 0< c1 < c2. Define
σr (t )
.
=
{
j ∈NJ :Q
r
j (t )≥ c2r
α
}
to be the set of job-types whose queue length is at least c2r
α at time t . Define
̟r (t )
.
=
⋃
j∈σr (t )
N j
to be the subset ofNI consisting of resources associated with job-types inσ
r (t ), namely with queue
lengths at least c2r
α. We will use the following work allocation scheme.
Definition 4.5. Let δ=
min j ̺ j
2J
. For t ≥ 0, define the vector y(t )= (y j (t )) j∈NJ as follows.
Primary jobs. For j ∈S p
y j (t )
.
=


̺ j +δ, if j ∈σ
r (t )
̺ j −
δ
J2m+3
, if j ∉σr (t ).
(4.4)
Jobs in S m . For k ∈Nm
yρ(k)(t )
.
=


̺ρ(k)−2
k−m−2δ, if ζk
i
∩σr (t ) 6= ; for all i ∈Nρ(k)
̺ρ(k)+2
k−m−2δ, if ζk
i
∩σr (t )=; for some i ∈Nρ(k) and ρ(k)∈σ
r (t )
̺ρ(k)−2
−k−m−2δ, if ζk
i
∩σr (t )=; for some i ∈Nρ(k) and ρ(k)∉σ
r (t ).
(4.5)
Jobs in S 1. For j ∈S 1
y j (t )
.
=


C iˆ ( j )−
∑
l 6= j :K iˆ ( j ),l=1
yl (t ), if iˆ ( j ) ∈̟
r (t )
̺ j −δ, if iˆ ( j ) ∉̟
r (t ).
(4.6)
For all j , define stopping times
τ
j
1 = inf{t ≥ 0 :Q
r
j (t )< c1r
α},
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τ
j
2l
= inf{t ≥ τ
j
2l−1
:Qrj (t )≥ c2r
α},
and
τ
j
2l+1
= inf{t ≥ τ
j
2l
:Qrj (t )< c1r
α},
for all l > 0. Define E r (t )∈ {0,1}J by
E
r
j (t )
.
=


1, if t ∈
[
τ
j
2l−1
,τ
j
2l
)
for some l > 0
0, otherwise.
Finally, define x(t )∈RJ as x j (t )
.
= y j (t )1{E r
j
(t )=0} for j ∈NJ .
We note that y j (t ) and x j (t ) depend on r but this dependence is suppressed in the notation.
Remark 4.6. Roughly speaking, under the allocation policy in Definition 4.5, jobs are prioritized
as follows:
S
p
≻S
1
≻ ρ(m)≻ρ(m−1) · · · ≻ ρ(1). (4.7)
However the above priority order needs to be interpreted with some care. We will call the j -th
queue stocked at time instant t if Qr
j
(t ) ≥ c2r
α and we will call it depleted at time instant t if
Qr
j
(t ) < c1r
α. The last line of Definition 4.5 says that any queue once depleted does not get any
rate allocation until it gets stocked again. Beyond that, rate allocation by a typical resource i is
decided as follows.
First we consider all the primary job-types associated with resource i , i.e. j ∈S p such thatKi j =
1. If the associated queue is stocked then it gets higher than nominal rate allocation according to
the first line in (4.4) and otherwise a lower than nominal allocation as in the second line of (4.4).
Next we look at all the job-types in S m associated with resource i . Denote these as j1, j2, . . . jk
and assume without loss of generality that ρ( j1)< ρ( j2) · · · < ρ( jk). We consider the top ranked job
ρ( jk) first and look at all the resources (including resource i ) that process this job-type. If every
associated resource has at least one job-type rated higher according to (4.7) with a stocked queue
then rate allocated to job-type ρ( jk) is lower than nominal as given in the first line of (4.5). On the
other hand, if there is at least one associated resource such that none of its job-types that are rated
higher that ρ( jk) (according to (4.7)) has a stocked queue , we assign ρ( jk) a flow rate higher than
nominal, according to the second line in (4.5) if the queue for job-type ρ( jk) is stocked and a lower
than nominal flow rate according to the third line in (4.5) if the queue is not stocked. Note that all
resources processing job-type ρ( jk) allocate the same flow rate to it. We then successively consider
ρ( jk−1),ρ( jk−2), . . .ρ( j1) and allocate rate flows to it in a similar fashion as above.
Finally, if the unique job-type jˇ (i ) queue associated with resource i is stocked, we allocate it all
remaining capacity of resource i (this may be larger or small than nominal allocation) and if this
queue is not stocked we assign it less than nominal allocation given by the second line in (4.6).
Lemma 7.1 will show that B r (t )
.
=
∫t
0 x(s)ds is nonnegative, nondecreasing and satisfies the re-
source constraint (2.1). Also, clearly the associatedQr defined by (2.2) satisfies (2.3). Finally, it can
be checked that the process B r (t ) is non-anticipative in the sense of Definition 2.6 (iv) of [6]. Thus
B r is a resource allocation policy as defined in Section 2.
We remark that the formal priority ordering given in (4.7) is consistent with the UFO priority
scheme proposed in Section 12 of [9] for 2LLN and 3LLN networks. However, the UFO scheme for
C3LN network in [9] appears to be of a different form.
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4.2. Main Results. Recall that we assume throughout that Conditions 2.1, 2.2 and 4.4 are satisfied.
We now present the main results of this work. The first result considers the ergodic cost whereas
the second the discounted cost. Recall qr introduced in (2.2).
Theorem 4.7. Suppose qˆr
.
= qr /r satisfies supr>0 qˆ
r < ∞. Let tr ↑ ∞ as r →∞. Then as r →∞
1
tr
∫tr
0 h ·Qˆ
r (t )dt converges in L1 to
∫
C (y)π(d y). In particular, as r →∞,
J rE (B
r ,qr )→HGIE .
Theorem 4.8. Suppose that qˆr → q0 as r →∞. Let w0 =Gq0. Then
lim
r→∞
J rD (B
r ,qr )=HGID (w0).
Proofs of the above theorems are given in Section 10.
5. VERIFICATION OF CONDITION 4.4.
In this section we will give two more transparent sets of criteria which imply Condition 4.4 and
provide some examples of networks which satisfy them. Note that these alternative conditions are
more restrictive and by no means necessary for Condition 4.4 to hold. We present them because
for certain types of networks they provide an easy way to verify Condition 4.4. Wewill then provide
an example of a simple network which does not satisfy Condition 4.4 and consequently does not
fall in the family of systems analyzed here.
Verifying Condition 4.4 andfinding the optimal cost/queue length for a particularworkload only
involves jobs in S s (see Theorem 6.2). For this reason, sufficient conditions below impose condi-
tions only on jobs in S s . Finally, for notational convenience, in this section we will denote the job
type j that requires service from nodes i1, ..., in by χi1,...,in . Similarly, we will use notation hχi1,...,in ,
µχi1,...,in , and Nχi1,...,in for the corresponding h j ,µ j ,N j .
5.1. Some Simple Sufficient Conditions for Condition 4.4. We present below two basic sufficient
(but not necessary) conditions for Condition 4.4 to be satisfied in order to illustrate networks that
are covered by our approach.
Theorem 5.1. If for all j ,k ∈ S m either N j ⊂ Nk , Nk ⊂ N j , or N j ∩Nk = ; then Condition 4.4 is
satisfied.
Proof. Wewill use the notation fromDefinition 4.3, namely Fk
.
= {ρ(1), ...,ρ(k−1)} and Ek
.
=S m\Fk .
Take ρ to be an arbitrary map from Nm to S
m with the property that for all j ,k ∈ Nm with j < k ,
either Nρ(k) ⊂Nρ( j ) or Nρ( j )∩Nρ(k) =;. Note that our assumption in the statement of the theorem
ensures that such a map always exists. We now argue that this ρ defines a viable ranking, namely
Condition 4.4 is satisfied. For this we need to show that for every k ∈Nm , ρ(k)∈O
Ek
Fk
, namely for all
M ∈M
Ek
⋃
S
1,ρ(k)
Fk
µρ(k)hρ(k)+C
( ∑
j∈M
K j −Kρ(k)
)
≤C
( ∑
j∈M
K j
)
. (5.1)
Now consider such a k andM . Note thatM ⊂ {ρ(k+1), . . .ρ(m)}
⋃
S
1. Since M defines a minimal
covering, if for l 6= l ′, ρ(l ),ρ(l ′) ∈ M , we must have that Nρ(l)∩Nρ(l ′) = ;. From minimality of M
we also have that, (
⋃
j∈S 1∩M N j )∩Nρ(l) = ; for every l ≥ k +1 such that ρ(l ) ∈ M . We thus have∑
j∈M |N j | = |Nρ(k)|which implies that ∑
j∈M
K j =Kρ(k). (5.2)
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Therefore,
µρ(k)hρ(k)+C
( ∑
j∈M
K j −Kρ(k)
)
=µρ(k)hρ(k)=µρ(k)C (gρ(k))=C (µρ(k)gρ(k))=C (Kρ(k))=C (
∑
j∈M
K j ),
where the first and last equality use (5.2) and the second equality uses the fact that ρ(k) is a sec-
ondary job. This proves (5.1) (in fact with equality) and completes the proof of the theorem.

Remark 5.2. One simple consequence of Theorem5.1 is that any networkwhereS m =; (meaning
S
s = S 1) satisfies Condition 4.4. We note that condition S m = ; does not rule out existence of
jobs that require service from multiple nodes. Here is one elementary example to illustrate this
point. Suppose I = 3 and J = 6 with µ j = 1 for all j . Also let hχ1 = hχ2 = hχ2 = 1, hχ1,2,3 = hχ1,2 =
hχ2,3 = 4. It is easy to check that for this example S
m =;.
Another consequence of Theorem 5.1 is that any network where S m only contains one job (for
instance a job which impacts all nodes) satisfies Condition 4.4. In particular any 2 node network
satisfies Condition 4.4. Another basic network covered by Theorem 5.1 is one with 2n jobs where
S
m = {χ1,2,...,2n ,χ1,2,χ3,4,χ2n−1,2n}. Many other examples can be given. In particular 2LLN and
3LLN networks of [9] satisfy the sufficient condition in Theorem 5.1 .
The following theorem provides another sufficient condition for a network to satisfy Condition
4.4. Recall that OS
m
is the collection of all j ′ ∈ S m that satisfy (4.2) for all M ⊂ S s \ { j ′} that are
minimal covering sets for j ′.
Theorem 5.3. If for all j ∈ S m
∖
O
S
m
and M ∈ M
{S m\OS
m
}
⋃
S
1, j
OS
m we have
∑
l∈M |Nl | = |N j | then
Condition 4.4 is satisfied.
Proof. Consider the following ranking of jobs in S m . Assign the first m¯
.
=
∣∣OS m ∣∣ ranks arbitrarily
to jobs in OS
m
and the remainingm−m¯ ranks arbitrarily to jobs inS m
∖
O
S
m
. In particular ρ(k)∈
O
S
m
for all k ∈ {1, ...,m¯} and ρ(k) ∈S m
∖
O
S
m
for all k ∈ {m¯+1, ...,m}. Note that, for k ∈ {1, ...,m¯}
we have OS
m
⊂ O
Ek
Fk
which says that ρ(k) ∈ O
Ek
Fk
for all k ∈ {1, ...,m¯}. Let now k ∈ {m¯ + 1, ...,m}
be arbitrary and note that M
Ek
⋃
S
1,ρ(k)
Fk
⊂M
{S m\OS
m
}
⋃
S
1,ρ(k)
OS
m so for all M ∈M
Ek
⋃
S
1,ρ(k)
Fk
we have∑
l∈M |Nl | = |Nρ(k)|. This implies that (5.2) is satisfied which as in the proof of Theorem 5.1 shows
that (4.2) is satisfied for allM ∈M
Ek
⋃
S
1,ρ(k)
Fk
and therefore ρ(k)∈O
Ek
Fk
for all k ∈ {m¯+1, ...,m}. Thus
ρ defines a viable ranking and so Condition 4.4 is satisfied. 
Remark 5.4. The above theorem provides an easy way to check that Condition 4.4 is satisfied.
For instance, for 3 node networks if χ1,2,3 ∈ S
m , from Theorem 5.3, verification of Condition 4.4
reduces to proving that χ1,2,3 ∈ O
S
m
. This is due to the fact that for a 3 node network S m ⊂
{χ1,2,3,χ1,2,χ1,3,χ2,3}, and consequently for any job j ∈ S
m
∖
{χ1,2,3} andM ∈M
S
m\{χ1,2,3}
⋃
S
1, j
{χ1,2,3}
we
must have M ∩S m = ; which says that
∑
l∈M |Nl | = |N j |. In particular the C3LN in [9] satisfies
the sufficient condition in Theorem 5.3 with one viable ranking given as ρ(1) = χ1,2,3, ρ(2) = χ1,2,
ρ(3)= χ2,3.
Similarly, for a 4 node network with S m ⊂ {χ1,2,3,4,χ1,2,3,χ1,2,4,χ1,3,4,χ2,3,4}, from Theorem 5.3,
verification of Condition 4.4 reduces to proving that χ1,2,3,4 ∈ O
S
m
. Many other examples can be
given. In general Theorem 5.3 can be useful for verifying Condition 4.4 for networks with high
number of nodes when S m has few elements. In particular the negative example in Section 13
of [9] satisfies the sufficient condition in the above theorem. In that example J = 9, I = 6 and
S
m = {χ1,2,3,χ4,5,6,χ3,6}. It is easy to see that with the values of holding costs and job sizes in the
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above paper OS
m
= {χ1,2,3,χ4,5,6} andS
m
∖
O
S
m
= {χ3,6} and so the onlyM ∈M
{S m\OS
m
}
⋃
S
1, j
OS
m for
j = χ3,6 is the set {χ3,χ6} which clearly satisfies the property
∑
l∈M |Nl | = |N j |.
It should be noted that Theorems 5.1 and 5.3 aremuchmore restrictive than necessary, meaning
that the class of networkswhich satisfyCondition 4.4 ismuchwider than those coveredbyTheorem
5.1 or Theorem 5.3. To illustrate this we provide a simple example of one such network.
Example 5.5. Let I = 4, J = 7, and
µχ1 =µχ2 =µχ3 =µχ4 =µχ1,2 =µχ2,3 =µχ1,2,3,4 = 1
hχ1 = hχ2 = hχ3 = hχ4 = 4,hχ1,2 = 6,hχ2,3 = 7,hχ1,2,3,4 = 13.
It is easy to verify that S m = {χ1,2,χ2,3,χ1,2,3,4} and there is exactly one viable ranking as in Defini-
tion 4.3 which is ρ(1) = χ1,2,3,4,ρ(2) = χ1,2,ρ(3) = χ2,3 (so Condition 4.4 is satisfied). In particular
this implies OS
m
= {χ1,2,3,4}. However, note that Nχ1,2 6⊂ Nχ2,3 , Nχ2,3 6⊂ Nχ1,2 , and Nχ1,2 ∩Nχ1,2 6= ;
so this network does not satisfy the conditions of Theorem 5.1. In addition, χ2,3 ∈ S
m
∖
O
S
m
and
{χ1,2,χ3} ∈M
{S m\OS
m
}
⋃
S
1,χ2,3
OS
m but |Nχ1,2 |+ |Nχ3 | > |Nχ2,3 | so the conditions of Theorem 5.3 are not
satisfied either. Consequently this simple network satisfies Condition 4.4 although it is outside the
scope of Theorems 5.1 and 5.3.
As seen in the last two theorems, Condition 4.4 holds for a broad range of networks. However
there aremany interesting cases that are not covered by this condition. We now illustrate this point
through an example. In this example I = 3 and J = 6 and C is a non decreasing function, however
a viable ranking does not exist and therefore techniques of this paper do not apply.
Example 5.6. (Example That Doesn’t Satisfy Condition 4.4) Suppose that
µχ1 =µχ2 =µχ3 =µχ1,2 =µχ2,3 =µχ1,2,3 = 1
hχ1 =hχ2 = hχ3 = 5,hχ1,2 = 7,hχ2,3 = 8,hχ1,2,3 = 11.
It is easy to check that in this case S m = {χ1,2,χ2,3,χ1,2,3}. This network does not satisfy Condi-
tion 4.4 because O {χ1,2,χ2,3,χ1,2,3} =∅, since (4.2) does not hold for χ1,2, χ2,3, or χ1,2,3. We leave the
verification of this fact to the reader. Consequently a viable ranking cannot exist.
Workload cost and its minimizer. The workload C for this example can be given explicitly as
follows. Let for w ∈R3+, w12
.
=w1∧w2, w23
.
=w2∧w3, w123
.
=w1∧w2∧w3.
For w ∈R3+
C (w )
.
=


5w2+2w1+3w3, if w2 ≥w1+w3
3w1+4w2+4w3, if w1+w3 >w2 ≥w1∨w3
5(w1+w2+w3)+w123−3w12−2w23, if w1∨w3 >w2
.
The optimal q∗(w ) in Q(w ) is given as follows. Let q∗ = (q∗χ1 ,q
∗
χ2
,q∗χ3 ,q
∗
χ1,2
,q∗χ2,3 ,q
∗
χ1,2,3
). Then
q∗(w)=

(0,w2−w1−w3, 0, w1, w3, 0), if w2 ≥w1+w3
(0, 0, 0, w2−w3, w2−w1, w1+w3−w2), if w1+w3 >w2 ≥w1∨w3
(w1−w12, w2+w123−w12−w23, w3−w23, w12−w123,w23−w123, w123), if w1∨w3 >w2
.
Note that C and q∗ are continuous functions and C is nondecreasing. In particular the HGI per-
formance in this case is also the optimal cost in the associated BCP. However, as noted above, there
does not exist a viable ranking for this example. Thus the techniques developed in the current
paper do not apply to this example.
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6. SOME PROPERTIES OF THE WORKLOAD COST FUNCTION
The following result on a continuous selection of a minimizer is well known (cf. Theorem 2 in
[4] or Proposition 8.1 in [9]).
Theorem 6.1. There is a continuousmap q¯ :RI+→R
J
+ such that for every w ∈R
I
+, q¯(w )∈Q(w ) and
h · q¯(w )=C (w ).
Define for a given workload vector w ∈ RI+ the set Q
s(w ) consisting of all queue-length vectors
that produce the workload w and have zero coordinates for queue-lengths corresponding to pri-
mary jobs, namely,
Q
s(w )=
{
q ∈Q(w ) : q j = 0 for all j ∈S
p
}
.
The following theorem shows that in computing the infimum in (3.1) we can replace Q(w ) with
Q
s(w ).
Theorem 6.2. For all w ∈RI+, q¯(w )∈Q
s(w ). In particular,
C (w )= inf
q∈Qs (w)
{
h ·q
}
.
Proof. Fix w ∈RI+. With q¯ as in Theorem 6.1, we have C (w )= h · q¯(w ). Assume q¯k(w )> 0 for some
k ∈S p . Then with q∗
.
= q¯(gk), we have from the definition of S
p that
h ·q∗ =C (gk)< hk . (6.1)
Define q˜ ∈RJ+ by q˜k = q¯k(w )q
∗
k
and q˜ j = q¯ j (w )+ q¯k(w )q
∗
j
for j 6= k . Then for i ∈NI , noting that
J∑
j=1
Gi j q
∗
j =
J∑
j=1
Gi j q¯ j (gk)= (gk )i =Gik ,
we have
w =
∑
j 6=k
Gi j q¯ j (w )+Gik q¯k(w )=
∑
j 6=k
Gi j q¯ j (w )+
(
J∑
j=1
Gi j q
∗
j
)
q¯k(w )=Gq˜
and consequently
C (w )=
∑
j 6=k
h j q¯ j (w )+hk q¯k(w )>
∑
j 6=k
h j q¯ j (w )+ q¯k(w )
J∑
j=1
h jq
∗
j = h · q˜ ≥C (w )
where the inequality in the above display is from (6.1) and from the fact that, by assumption,
q¯k(w )> 0. Thus we have a contradiction and therefore q¯k(w )= 0 for all k ∈S
p which completes
the proof. 
Hereafter we fix a viable ranking ρ. As was noted in Theorem 6.1, there exists a continuous
selection of the minimizer in (3.1). We now show that using the ranking ρ, one can give a rather
explicit representation for such a selection function.
Given w ∈RI+, define q
∗(w )∈RJ+ as follows. Set q
∗
j
(w )= 0 for j ∈S p . Define,
q∗ρ(1)(w )= min
i∈Nρ(1)
{wi }µρ(1). (6.2)
For k ∈ {2, . . . ,m} define, recursively,
q∗ρ(k)(w )= mini∈Nρ(k)
{
wi −
k−1∑
l=1
Gi ,ρ(l)q
∗
ρ(l)(w )
}
µρ(k). (6.3)
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Finally, for j ∈S 1 define
q∗j (w )=
{
w iˆ ( j )−
m∑
k=1
G iˆ ( j ),ρ(k)q
∗
ρ(k)(w )
}
µ j , (6.4)
where recall that iˆ ( j ) is the unique resource processing the job j . By a recursive argument it is easy
to check that q∗(w ) defined above is a non-negative vector in RJ . The following theorem shows
that q∗ defined above is a continuous selection of the minimizer in (3.1).
Theorem 6.3. For any w ∈RI+, q
∗(w )∈Qs(w ) and
C (w )= h ·q∗(w )=
m∑
k=1
hρ(k)q
∗
ρ(k)(w )+
∑
j∈S 1
h jq
∗
j (w ). (6.5)
Proof. Fix w ∈RI+. Let q¯(w ) be as in Theorem 6.1. Then C (w )= h · q¯(w ) and the proof of Theorem
6.2 shows that q¯(w )∈Qs(w ). Define
s1 = sup
{
qρ(1) : q ∈Q
s(w ) and h ·q =C (w )
}
.
Clearly the supremum is achieved, namely there is a qˇ ∈Qs(w ) s.t. h · qˇ =C (w ) and qˇρ(1) = s1. We
now show that s1 = q
∗
ρ(1)(w ). First note that s1 ≤ q
∗
ρ(1) since from (6.2) there is an i
∗ ∈ Nρ(1) such
that
q∗ρ(1)(w )=wi∗µρ(1) = (Gqˇ)i∗µρ(1) ≥ qˇρ(1)= s1,
where the second equality holds since qˇ ∈Qs(w ) and the next inequality is a consequence of the
fact that i∗ ∈ Nρ(1). We now show that in fact the inequality can be replaced by equality. We argue
by contradiction and suppose that s1 < q
∗
ρ(1)
(w ). For all i ∈Nρ(1) define
j∗(i )= arg max
j 6=ρ(1):i∈N j
{
qˇ j
µ j
}
(6.6)
and note that for any i ∈Nρ(1)
qˇ j∗(i )
µ j∗(i )
≥
1
J −1
( ∑
j :i∈N j
qˇ j
µ j
−
qˇρ(1)
µρ(1)
)
>
1
J
(
wi −
qˇρ(1)
µρ(1)
)
≥
1
J
(
q∗ρ(1)(w )− qˇρ(1)
µρ(1)
)
,
where the second inequality uses the fact that qˇ ∈Qs(w ) while the third uses (6.2) oncemore. Thus,
min
i∈Nρ(1)
{
qˇ j∗(i )
µ j∗(i )
}
>
q∗
ρ(1)
(w )− s1
Jµρ(1)
. (6.7)
We can choose a subset M ∈ M S
s ,ρ(1) such that M ⊂
{
j∗(i ) : i ∈Nρ(1)
}
. From the definition of M ,∑
j∈M K j −Kρ(1) is a nonnegative vector. Since ρ(1)∈O
S
m
, due to Definition 4.2
µρ(1)hρ(1)+C (
∑
j∈M
K j −Kρ(1))≤C (
∑
j∈M
K j ). (6.8)
Thus there exists v1 ∈Qs
(∑
j∈M K j −Kρ(1)
)
i.e.,
∑
j∈M
K j −Kρ(1) =Gv
1 =
J∑
j=1
K jb
1
j where v
1
j = b
1
jµ j for j ∈NJ , (6.9)
such that
J∑
j=1
h jb
1
jµ j = h ·v
1 =C (
∑
j∈M
K j −Kρ(1)). (6.10)
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Furthermore, b1ρ(1) = 0, since if b
1
ρ(1) > 0 then
∑
j∈M Ki , j −Ki ,ρ(1) ≥ 1 for all i ∈ Nρ(1), so that for any
l ∈M we have
∑
j∈M\{l }K j −Kρ(1) ≥ 0 whichmeansM is notminimal and contradictsM ∈M
S
s ,ρ(1).
From (6.8) and (6.10) we have
hρ(1)µρ(1)+
J∑
j=1
h jb
1
jµ j ≤
∑
j∈M
h jµ j . (6.11)
Let
u1
.
=min
j∈M
{
qˇ j
µ j
}
(6.12)
SinceM ⊂
{
j∗(i ) : i ∈Nρ(1)
}
, from (6.7) u1 ≥
q∗ρ(1)(w)−s1
Jµρ(1)
. Define q˜ ∈RJ+ by
q˜ρ(1)= qˇρ(1)+u1µρ(1), and q˜ j = qˇ j −1{ j∈M}u1µ j +u1b
1
jµ j for j 6= ρ(1). (6.13)
By definition of u1, q˜ ∈R
J
+. Also,
w =
J∑
j=1
K j
(
qˇ j
µ j
−1{ j∈M}u1
)
+u1
∑
j∈M
K j
=
J∑
j=1
K j
(
qˇ j
µ j
−1{ j∈M}u1
)
+u1
J∑
j=1
K jb
1
j +u1Kρ(1)
=
J∑
j=1
K j
q˜ j
µ j
,
where the second equality uses (6.9) and last equality uses the observation that b1ρ(1) = 0. Thus
q˜ ∈Qs(w ). Furthermore,
C (w ) =
J∑
j=1
h j
(
qˇ j −1{ j∈M}u1µ j
)
+u1
∑
j∈M
h jµ j
≥
J∑
j=1
h j
(
qˇ j −1{ j∈M}u1µ j
)
+u1hρ(1)µρ(1)+u1
J∑
j=1
h jb
1
jµ j
=
J∑
j=1
h j q˜ j ≥C (w ),
where the second line is from (6.11) and the last inequality holds since q˜ ∈Qs(w ). So h · q˜ =C (w )
and by definition of s1, q˜ρ(1)≤ s1. However, since by assumption s1 < q
∗
ρ(1)(w ),
q˜ρ(1)= s1+u1µρ(1) ≥ s1+
q∗ρ(1)(w )− s1
J
> s1 (6.14)
which is a contradiction. Thus we have shown s1 = q
∗
ρ(1)(w ).
Denote qˇ as q1. Then q1ρ(1)= q
∗
ρ(1)(w ). Note that
C (w )=h ·q1 = hρ(1)q
∗
ρ(1)+
∑
i 6=ρ(1)
hiq
1
i .
Letw1 =w −
q∗ρ(1)(w)
µρ(1)
Kρ(1). Then w
1 =G
[
q1−q∗ρ(1)(w )eρ(1)
]
and if for any q˜ ∈RJ+,Gq˜ =w
1, we have
G
[
q˜ +q∗ρ(1)(w )eρ(1)
]
=Gq1 =w and so
h · (q˜+q∗ρ(1)(w )eρ(1))≥C (w )= hρ(1)q
∗
ρ(1)(w )+
∑
i 6=ρ(1)
hiq
1
i .
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Thus h · q˜ ≥
∑
i 6=ρ(1)hiq
1
i
and since q˜ is arbitrary vector in RJ+ satisfyingGq˜ =w
1
C (w1)=h ·q1−hρ(1)q
∗
ρ(1)(w )=C (w )−hρ(1)q
∗
ρ(1)(w ).
We now proceed via induction. Suppose that for some k ∈ {2, . . . ,m} and all w ∈RI+
C (w )=
k−1∑
l=1
hρ(l)q
∗
ρ(l)(w )+C
(
wk−1
)
(6.15)
where
wk−1=w −
k−1∑
l=1
q∗
ρ(l)
(w )
µρ(l)
Kρ(l).
Note that we have shown (6.15) for k = 2. With q¯ as in Theorem 6.1 q¯
(
wk−1
)
∈Qs
(
wk−1
)
and
C
(
wk−1
)
= q¯
(
wk−1
)
·h.
Define
sk = sup
{
qρ(k) : q ∈Q
s
(
wk−1
)
,q ·h =C (wk−1)
}
.
Then there is qˇ ∈Qs(wk−1) such that qˇρ(k) = sk , and qˇ ·h =C (w
k−1). Also, using (6.3) we have for
every l < k an i∗ ∈Nρ(l) such that
q∗
ρ(l )
(w)
µρ(l )
=w l−1
i∗
. Thus,
0≤wk−1i∗ ≤wi∗−
l∑
u=1
Gi∗,ρ(u)q
∗
ρ(u)(w )=w
l−1
i∗ −
q∗
ρ(l)
(w )
µρ(l)
= 0.
Consequently,
for every l ∈ 1, . . .k −1 there is an i ∈Nρ(l) such thatw
k−1
i = 0. (6.16)
Since Gqˇ = wk−1, this in turn says that qˇρ(l) = 0 for l ∈ 0,1, . . .k −1. Next, as for the case k = 1, we
can show that sk = q
∗
ρ(k)
(w ). Indeed, the inequality sk ≤ q
∗
ρ(k)
follows on noting from (6.3) that for
some i∗ ∈Nρ(k)
q∗ρ(k)(w )=w
k−1
i∗ µρ(k) = (Gqˇ)i∗µρ(k) ≥ qˇρ(k)= sk .
Next suppose sk < q
∗
ρ(k)
(w ). Define j∗(i ) as in (6.6) replacing ρ(1) with ρ(k), then as before (using
(6.3) instead of (6.2))
min
i∈Nρ(k)
{
qˇ j∗(i )
µ j∗(i )
}
>
q∗
ρ(k)
(w )− sk
Jµρ(k)
. (6.17)
Thus from (6.17) we have that j∗(i ) ∉ {ρ(1), . . .ρ(k)}. We next claim that the set of resources
associated with ρ(l ) for any l < k is not a subset of the set of resources associated with { j∗(i ) : i ∈
Nρ(k)}. Indeed, if that were the case for some l < k , then we will have∑
i∈Nρ(k)
K j∗(i )−Kρ(l) ≥ 0. (6.18)
From (6.16) there is an i∗ such thatKi∗,ρ(l) = 1 andw
k−1
i∗
= 0. Then from (6.18) Ki∗, j∗(i ) = 1 for some
i ∈ Nρ(k). Since from (6.17) qˇ j∗(i ) > 0, we have w
k−1
i∗
> 0 which is a contradiction. This proves the
claim, namely Nρ(l) 6⊂
⋃
i∈Nρ(k) N j∗(i ) for l = 1, . . . ,k −1.
We can now choose a subsetMk ∈M
S
s\Fk ,ρ(k)
Fk
such thatMk ⊂
{
j∗(i ) : i ∈Nρ(k)
}
.
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Since by definition ρ(k)∈O
Ek
Fk
and by our choice Mk ∈M
S
s\Fk ,ρ(k)
Fk
, we have from Definition 4.2
that there exists bk ∈RJ+ such that b
k
ρ(k)
= 0 and
Kρ(k)+
J∑
j=1
K jb
k
j =
∑
j∈Mk
K j , and hρ(k)µρ(k)+
J∑
j=1
h jb
k
j µ j ≤
∑
j∈Mk
h jµ j .
With uk as defined in (6.12) withM replaced byM
k (and with qˇ as above)
uk ≥
q∗
ρ(k)
(w )− sk
Jµρ(k)
.
Define q˜ as in (6.13) replacing ρ(1) with ρ(k), u1 with uk , and M with M
k . Then as before h · q˜ =
C (wk−1) and Gq˜ = wk−1; and as in the proof of (6.14) we see using (6.17) that q˜ρ(k) > sk which
contradicts the definition of sk . This completes the proof that sk = q
∗
ρ(k)
(w ).
Setting qk = qˇ we have that qk
ρ(k)
= q∗
ρ(k)
(w ). Also, recalling that
wk =wk−1−
q∗
ρ(k)
(w )
µρ(k)
Kρ(k)
and sinceGqk =wk−1, we haveG[qk−q∗
ρ(k)
(w )eρ(k)]=w
k and h · (qk −q∗
ρ(k)
(w )eρ(k))=C (w
k−1)−
q∗
ρ(k)
(w )hρ(k). Furthermore, using the fact that h · q
k = C (wk−1), we have that if for q˜ ∈ RJ+, Gq˜ =
wk , then h · q˜ ≥ C (wk−1)− q∗
ρ(k)
(w )hρ(k). Thus we have that C (w
k) = C (wk−1)− q∗
ρ(k)
(w )hρ(k).
Combining this with the induction hypothesis (6.15), we have that (6.15) holds with k −1 replaced
with k . This completes the induction step and proves (6.15) for all k = 2, . . .m+1, in particular
C (w )=
m∑
l=1
hρ(l)q
∗
ρ(l)(w )+C
(
wm
)
(6.19)
where
wm =w −
m∑
l=1
Kρ(l)q
∗
ρ(l)(w ). (6.20)
Next, using (6.16) with k −1 replaced with m we see that for any q ∈Qs(wm), qρ(l) = 0 for all l =
1, . . .m. Namely,
C (wm)=
∑
j∈S 1
h jµ jw
m
iˆ ( j )
.
From the definition of wm in (6.20) and the definition of q∗
j
(w ) for j ∈ S 1 in (6.4) we then have
that
C (wm)=
∑
j∈S 1
h j q
∗
j (w ), w =
m∑
l=1
Kρ(l)q
∗
ρ(l)(w )+
∑
j∈S 1
K j q
∗
j (w ).
This proves (6.5) and the statement that q∗(w ) ∈Qs(w ), and completes the proof of the theorem.

Analogous to ζk
i
introduced in Section 4.1, let
ζ0i = { j ∈S
p :Ki , j = 1} (6.21)
be the set of primary jobs which impact node i .
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Theorem 6.4. There exists B ∈ (0,∞) such that for any q ∈ RJ+ and the corresponding workload,
w =Gq, we have
∣∣h ·q−C (w )∣∣≤B

 m∑
k=1
min
i∈Nρ(k)


∑
j∈ζk
i
q j

+
I∑
i=1
∑
j∈ζ0
i
q j

 .
Proof. Recall from Theorem 6.3 that with q∗ = q∗(w )
C (w )= q∗ ·h =
m∑
k=1
hρ(k)q
∗
ρ(k)+
∑
j∈S 1
h jq
∗
j .
Since
q∗ρ(1)
µρ(1)
= min
i∈Nρ(1)
{wi }= min
i∈Nρ(1)


∑
j∈ζ1
i
q j
µ j

+ qρ(1)µρ(1)
we have
qρ(1)= q
∗
ρ(1)− min
i∈Nρ(1)


∑
j∈ζ1
i
q j
µ j

µρ(1)
from which we have
1
µρ(1)
∣∣∣q∗ρ(1)−qρ(1)
∣∣∣≤ min
i∈Nρ(1)


∑
j∈ζ1
i
q j
µ j

 .
In general, for 2≤ k ≤m we have
q∗
ρ(k)
µρ(k)
= min
i∈Nρ(k)
{
wi −
k−1∑
l=1
Ki ,ρ(l)
q∗
ρ(l)
µρ(l)
}
= min
i∈Nρ(k)


∑
j∈ζk
i
q j
µ j
−
k−1∑
l=1
Ki ,ρ(l)
(q∗
ρ(l)
−qρ(l))
µρ(l)

+ qρ(k)µρ(k)
which gives
1
µρ(k)
∣∣∣q∗ρ(k)−qρ(k)
∣∣∣≤ min
i∈Nρ(k)


∑
j∈ζk
i
q j
µ j

+
k−1∑
l=1
∣∣∣q∗
ρ(l)
−qρ(l)
∣∣∣
µρ(l)
.
Consequently for k ∈ {2, ...,m} we have
1
µρ(k)
∣∣∣q∗ρ(k)−qρ(k)
∣∣∣≤ min
i∈Nρ(k)


∑
j∈ζk
i
q j
µ j

+
k−2∑
l=0
2l min
i∈Nρ(k−1−l )


∑
j∈ζk−1−l
i
q j
µ j

 .
For j ∈ S1 we have with i = iˆ ( j )
q∗
j
µ j
=wi −
m∑
k=1
Ki ,ρ(k)
q∗
ρ(k)
µρ(k)
=
∑
j ′∈ζ0
i
q j ′
µ j ′
−
m∑
k=1
Ki ,ρ(k)
(q∗
ρ(k)
−qρ(k))
µρ(k)
+
q j
µ j
which gives
1
µ j
∣∣∣q∗j −q j
∣∣∣≤ ∑
j ′∈ζ0
i
q j ′
µ′
j
+
m∑
l=1
∣∣∣q∗
ρ(l)
−qρ(l)
∣∣∣
µρ(l)
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This, combined with our bounds on
∣∣∣q∗
ρ(k)
−qρ(k)
∣∣∣ for k ∈ {1, ...,m}, gives the following bound for
j ∈S 1 ∣∣∣q∗j −q j
∣∣∣
µ j
≤
∑
j ′∈ζ0
iˆ( j )
q j ′
µ j ′
+
m−1∑
l=0
2l min
i∈Nρ(m−l )


∑
j ′∈ζm−l
i
q j ′
µ j ′

 .
Finally, for j ∈S p we have ∣∣∣q∗j −q j
∣∣∣
µ j
=
q j
µ j
≤min
i∈N j


∑
j ′∈ζ0
i
q j ′
µ j ′

 .
Combining the above bounds
h ·q =h ·q∗+h · (q −q∗)≤C (w )+
∑
j∈NJ
h j |q j −q
∗|
≤C (w )+max
j
{h j }
∑
j
∣∣∣q j −q∗j
∣∣∣
≤C (w )+max
j
{h j }max
j
{µ j }J
22J

 m∑
k=1
min
i∈Nρ(k)


∑
j∈ζk
i
q j
µ j

+
I∑
i=1
∑
j∈ζ0
i
q j
µ j


≤C (w )+
max j {h j }max j {µ j }
min j {µ j }
J22J

 m∑
k=1
min
i∈Nρ(k)


∑
j∈ζk
i
q j

+
I∑
i=1
∑
j∈ζ0
i
q j

 .
Because h ·q ≥C (w ) we have
∣∣h ·q −C (w )∣∣≤B

 m∑
k=1
min
i∈Nρ(k)


∑
j∈ζk
i
q j

+
I∑
i=1
∑
j∈ζ0
i
q j


where B =
maxj {h j }maxj {µ j }
min j {µ j }
J22J . 
7. SOME PROPERTIES OF THE RATE ALLOCATION POLICY
In this section we record some important properties of the rate allocation policy x(·) introduced
in Definition 4.5. Throughout this section y(t ),x(t ) and E r
j
(t ) will be as in Definition 4.5. Our
first result shows that x satisfies basic conditions for admissibility, namely, it is nonnegative and
satisfies the capacity constraint.
Lemma 7.1. For all t ≥ 0, x(t )≥ 0 and K x(t )≤C.
Proof. For the first statement in the lemma it suffices to show that y j (t )≥ 0 for all j ∈NJ and t ≥ 0.
From definition of δ it is clear that y j (t ) ≥ 0 for all j ∈ NJ \S
1 and for j ∈ S 1 with iˆ ( j ) ∉ ̟r (t ).
Consider now a j ∈S 1 for which iˆ ( j )∈̟r (t ). Then
y j (t )=C iˆ ( j )−
∑
l 6= j :K iˆ ( j ),l=1
yl (t ).
Also note that ∑
l 6= j :K iˆ ( j ),l=1
yl (t )≤
∑
l 6= j :K iˆ ( j ),l=1
(
̺l +δ
)
≤
∑
l 6= j :K iˆ ( j ),l=1
̺l +
min j ′{̺ j ′}
2
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and thus since K̺=C
y j (t )=C iˆ ( j )−
∑
l 6= j :K iˆ ( j ),l=1
yl (t )≥C iˆ ( j )−
∑
l 6= j :K iˆ ( j ),l=1
̺l −
min j ′{̺ j ′}
2
≥̺ j −
min j ′{̺ j ′}
2
≥ 0.
This completes the proof of the first statement in the lemma. We now show that K x(t ) ≤ C for
all t ≥ 0. Let i ∈ NI be arbitrary. It suffices to show that for all t ≥ 0, Ci ≥
∑J
j=1
Ki , j y j (t ). From
definition of y j (t ) for j ∈ S
1 in Definition 4.5, it is clear that when i ∈ ̟r (t ), Ci =
∑J
j=1
Ki , j y j (t ).
Finally, if i ∉̟r (t ), then Definition 4.5 gives y j (t )<̺ j for all j with Ki , j = 1 and so
J∑
j=1
Ki , j y j (t )<
J∑
j=1
Ki , j̺ j <Ci .
This completes the proof. 
The following two results are used in the proof of Theorem 8.1.
Lemma 7.2. For all t ≥ 0 and i ∈̟r (t ) such that
∑J
j=1
Ki , jE
r
j
(t )= 0, we have Ci =
∑J
j=1
Ki , j x j (t ).
Proof. Let t ≥ 0 and i ∈̟r (t ) satisfy
∑J
j=1
Ki , jE
r
j
(t )= 0. Then for all j with Ki , j = 1 we have x j (t )=
y j (t ) and so it suffices toprove thatCi =
∑J
j=1
Ki , j y j (t ). However, this is an immediate consequence
of the definition of y j (t ) for j ∈S
1 and iˆ ( j )∈̟r (t ) in Definition 4.5. 
From Condition 2.2 we can find Rˆ ∈ (0,∞) such that for all r ≥ Rˆ and j ∈NJ we have∣∣∣̺ j −̺rj
∣∣∣≤ 2−2m−6δ
J
, 2λ j ≥λ
r
j ≥λ j /2, and 2µ j ≥µ
r
j ≥µ j /2. (7.1)
For the rest of this work we will assume without loss of generality that r ≥ Rˆ.
Lemma 7.3. For all t ≥ 0 and j ∈NJ if c1r
α ≤Qr
j
(t )< c2r
α then
λrj −µ
r
j x j (t )≥µ j2
−2m−5δ
J
.
Proof. Note that if E r
j
(t )= 1 then x j (t )= 0 which, since r ≥ Rˆ , implies on recalling the definition of
δ from Definition 4.5 that
λrj −µ
r
j x j (t )=λ
r
j ≥λ j /2=µ j̺ j /2≥µ jδ.
Thus the result holds in this case.
We now consider the case E r
j
(t )= 0 so that x j (t )= y j (t ). If j ∈NJ \S
1 or j ∈S 1 and iˆ ( j ) ∉̟r (t ),
Definition 4.5 gives
y j (t )≤ ̺ j −2
−2m−3δ
J
which combined with (7.1) implies
λrj −µ
r
j x j (t ) ≥ λ
r
j −µ
r
j
(
̺ j −2
−2m−3δ
J
)
=µrj
(
̺rj −̺ j
)
+µrj2
−2m−3δ
J
≥ −µrj2
−2m−6δ
J
+µ j2
−2m−4δ
J
≥µ j2
−2m−5δ
J
and the result again holds. Finally we consider the remaining case, namely j ∈S 1, E r
j
(t )= 0 and
iˆ ( j ) ∈̟r (t ). We will consider two sub-cases.
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Case 1: ζ0
iˆ ( j )
∩σr (t ) 6= ;. Let l∗ ∈ ζ0
iˆ ( j )
∩σr (t ). Then yl∗(t )= ̺l∗ +δ and
y j (t )=C iˆ ( j )−
∑
l 6= j :K iˆ ( j ),l=1
yl (t )=C iˆ ( j )− yl∗(t )−
m∑
k=1
K iˆ ( j ),ρ(k)yρ(k)(t )−
∑
l∈ζ0
iˆ ( j )
:l 6=l∗
yl (t ).
Furthermore,
−
m∑
k=1
K iˆ ( j ),ρ(k)yρ(k)(t )≤−
m∑
k=1
K iˆ ( j ),ρ(k)
(
̺ρ(k)−2
k−m−2δ
)
≤−
m∑
k=1
K iˆ ( j ),ρ(k)̺ρ(k)+δ
(
1−2−m−2
)
and
−
∑
l∈ζ0
iˆ ( j )
:l 6=l∗
yl (t )≤−
∑
l∈ζ0
iˆ ( j )
:l 6=l∗
(
̺l −2
−m−3δ
J
)
≤−
∑
l∈ζ0
iˆ ( j )
:l 6=l∗
̺l +2
−m−3δ.
Consequently
y j (t )≤C iˆ ( j )−
∑
l 6= j :K iˆ ( j ),l=1
̺l −δ+δ
(
1−2−m−2
)
+2−m−3δ≤̺ j −δ2
−m−2
which combined with (7.1) gives
λrj −µ
r
j y j (t ) ≥ λ
r
j −µ
r
j
(
̺ j −2
−m−2δ
)
≥µrj
(
̺rj −̺ j
)
+µrj2
−m−2δ≥−µrj2
−2m−6δ
J
+µ j2
−m−3δ
≥ −µ j2
−2m−5δ
J
+µ j2
−m−3δ≥µ j2
−m−4δ
and the result holds.
Case 2: ζ0
iˆ ( j )
∩σr (t ) = ;. In this case the assumption iˆ ( j ) ∈ ̟r (t ) implies that there exists some
k ∈Nm such that K iˆ ( j ),ρ(k) = 1 and ρ(k)∈σ
r (t ). Let
k∗ =max{k ∈Nm :K iˆ ( j ),ρ(k) = 1 and ρ(k)∈σ
r (t )}.
Consequently ζk
∗
iˆ ( j )
∩σr (t )=; and ρ(k∗) ∈σr (t ) so yρ(k∗) = ̺ρ(k∗)+2
k∗−m−2δ. Recall that
y j (t ) = C iˆ ( j )−
∑
l 6= j :K iˆ ( j ),l=1
yl (t )
= C iˆ ( j )− yρ(k∗)−
k∗−1∑
k=1
K iˆ ( j ),ρ(k)yρ(k)(t )−
m∑
k=k∗+1
K iˆ ( j ),ρ(k)yρ(k)(t )−
∑
l∈ζ0
iˆ ( j )
K iˆ ( j ),l yl (t ).
For the third term on the right side, we have
−
k∗−1∑
k=1
K iˆ ( j ),ρ(k)yρ(k)(t ) ≤ −
k∗−1∑
k=1
K iˆ ( j ),ρ(k)
(
̺ρ(k)−2
k−m−2δ
)
≤ −
k∗−1∑
k=1
K iˆ ( j ),ρ(k)̺ρ(k)+
(
1−2−k
∗+1
)
2k
∗−m−2δ
≤ −
k∗−1∑
k=1
K iˆ ( j ),ρ(k)̺ρ(k)+2
k∗−m−2δ−2−m−1δ.
22 BUDHIRAJA AND JOHNSON
By the definition of k∗ for all k ∈ {k∗+1, ...,m} if K iˆ ( j ),ρ(k) = 1 we have ρ(k)∉σ
r (t ) and ζk
iˆ ( j )
∩σr (t )=
;, consequently yρ(k)(t )= ̺ρ(k)−2
−k−m−2δ. This gives
−
m∑
k=k∗+1
K iˆ ( j ),ρ(k)yρ(k)(t )=−
m∑
k=k∗+1
K iˆ ( j ),ρ(k)
(
̺ρ(k)−2
−k−m−2δ
)
≤−
m∑
k=k∗+1
K iˆ ( j ),ρ(k)̺ρ(k)+2
−k∗−m−2δ(1−2−m+k
∗
).
Finally, by assumption, ζ0
iˆ ( j )
∩σr (t )=; and therefore
−
∑
l∈ζ0
iˆ ( j )
K iˆ ( j ),l yl (t )=−
∑
l∈ζ0
iˆ ( j )
K iˆ ( j ),l
(
̺l −2
−m−3δ
J
)
≤−
∑
l∈ζ0
iˆ ( j )
K iˆ ( j ),l̺l +2
−m−3δ.
This gives
y j (t ) ≤C iˆ ( j )−
(∑
l 6= j :K iˆ ( j ),l=1
̺l
)
−2k
∗−m−2δ+2k
∗−m−2δ−2−m−1δ+2−k
∗−m−2δ+2−m−3δ
≤ ̺ j −2
−m−3δ
which combined with (7.1) implies
λrj −µ
r
j y j (t ) ≥ λ
r
j −µ
r
j
(
̺ j −2
−m−3δ
)
=µrj
(
̺rj −̺ j
)
+µrj2
−m−3δ≥−µrj2
−2m−6δ
J
+µ j2
−m−4δ
≥ −µ j2
−2m−5δ
J
+µ j2
−m−4δ≥µ j2
−m−5δ
and completes the proof. 
The following lemma will be used in the proofs of Propositions 8.3 and 8.4.
Lemma 7.4. (a) Let t ≥ 0 and k ∈ Nm be such that ζ
k
i ′
∩σr (t ) 6= ; for all i ′ ∈ Nρ(k). Then for any
i ∈Nρ(k) satisfying
∑
j∈ζk
i
E
r
j
(t )= 0, we have∑
j∈ζk
i
(
̺rj −x j (t )
)
≤−2−m−2δ. (7.2)
(b) Let i ∈NI and t ≥ 0 be such that ζ
0
i
∩σr (t ) 6= ; and
∑
j∈ζ0
i
E
r
j
(t )= 0. Then, we have∑
j∈ζ0
i
(
̺rj −x j (t )
)
≤−2−2δ.
Proof. (a) Recall that we assume r ≥ Rˆ and consequently (7.1) holds. Let k ∈Nm and t ≥ 0 be such
that ζk
i ′
∩σr (t ) 6= ; for all i ′ ∈Nρ(k). Let i ∈Nρ(k) be such that
∑
j∈ζk
i
E
r
j
(t )= 0. We need to show that
(7.2) holds for such an i . Since ζk
i ′
∩σr (t ) 6= ; for all i ′ ∈Nρ(k), Definition 4.5 gives
yρ(k)(t )= ̺ρ(k)−2
k−m−2δ. (7.3)
Since
∑
j∈ζk
i
E
r
j
(t )= 0, for all j ∈ ζk
i
, x j (t )= y j (t ) so to prove (7.2) it suffices to show∑
j∈ζk
i
(
̺rj − y j (t )
)
≤−2−m−2δ. (7.4)
Due to the assumption that ζk
i
∩σr (t ) 6= ; we have i ∈̟r (t ) and consequently Definition 4.5 gives
y jˇ (i )(t )=Ci −
∑
j 6= jˇ (i ):Ki , j=1
y j (t ).
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Therefore ∑
j∈ζk
i
y j (t ) = y jˇ (i )(t )+
∑
j∈ζk
i
: j 6= jˇ(i )
y j (t )
= Ci −
∑
j 6= jˇ (i ):Ki , j=1
y j (t )+
∑
j∈ζk
i
: j 6= jˇ (i )
y j (t )
= Ci − yρ(k)(t )−
k−1∑
v=1
Ki ,v yρ(v)(t ).
However, from (7.3) and Definition 4.5
Ci − yρ(k)(t )−
k−1∑
v=1
Ki ,v yρ(v)(t )≥Ci −
(
̺ρ(k)−2
k−m−2δ
)
−
k−1∑
v=1
Ki ,v
(
̺ρ(v)+2
v−m−2δ
)
≥Ci −
k∑
v=1
Ki ,v̺ρ(v)+2
k−m−2δ−2k−m−2δ+2−m−1δ
≥
∑
j∈ζk
i
̺ j +2
−m−1δ
which gives ∑
j∈ζk
i
y j (t )≥
∑
j∈ζk
i
̺ j +2
−m−1δ.
Combining this with (7.1) gives
∑
j∈ζk
i
(
̺rj − y j (t )
)
=
∑
j∈ζk
i
̺rj −
∑
j∈ζk
i
y j (t )≤
∑
j∈ζk
i
(
̺rj −̺ j
)
−2−m−1δ≤ J2−2m−6
δ
J
−2−m−1δ≤−2−m−2δ.
This proves (7.4) and completes the proof of part (a).
(b) Suppose now that i ∈ NI and t ≥ 0 are such that ζ
0
i
∩σr (t ) 6= ; and
∑
j∈ζ0
i
E
r
j
(t ) = 0. From the
latter property we have x j (t ) = y j (t ) for all j ∈ ζ
0
i
, and because ζ0
i
∩σr (t ) 6= ; there exists l∗ ∈ ζ0
i
such that l∗ ∈σr (t ). From Definition 4.5 yl∗ (t )= ̺l∗ +δ and
∑
j∈ζ0
i
y j (t )= yl∗(t )+
∑
j∈ζ0
i
: j 6=l∗
y j (t )≥ ̺l∗ +δ+
∑
j∈ζ0
i
: j 6=l∗
(
̺ j −2
−m−3δ
J
)
≥
∑
j∈ζ0
i
̺ j +δ−2
−m−3δ≥
∑
j∈ζ0
i
̺ j +
δ
2
.
This combined with (7.1) gives
∑
j∈ζ0
i
(
̺rj −x j (t )
)
=
∑
j∈ζ0
i
̺rj −
∑
j∈ζ0
i
y j (t )≤
∑
j∈ζ0
i
̺rj −
∑
j∈ζ0
i
̺ j −
δ
2
≤
∑
j∈ζ0
i
(
̺rj −̺ j
)
−
δ
2
≤ J2−2m−6
δ
J
−
δ
2
≤−2−2δ.
This completes the proof of (b). 
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8. LARGE DEVIATION ESTIMATES
Recall the allocation scheme x(·) given by Definition 4.5 and define processes Qr ,B r ,T r asso-
ciated with this allocation scheme with B˙ r (t ) = x(t ), t ≥ 0, as in Section 2. Also recall the other
associated processes as defined in (2.4) –(2.6). Note that the allocation scheme depends on a pa-
rameterα ∈ (0,1/2) and c1,c2 ∈ (0,∞). Let X
r (t )= (Qr (t ),E r (t )) and let
Xˆ r (t )=
(
Qˆr (t ),E r (r 2t )
)
=
(
Qr (r 2t )/r,E r (r 2t )
)
, t ≥ 0. (8.1)
Note that although Qˆr is not Markovian, the pair Xˆ r defines a strong Markov process with state
spaceS r
.
= (R+∩
1
rN0)
J×{0,1}J . Expectations of various functionals of theMarkov process Xˆ r when
Xˆ r (0)= x will be denoted as Ex and the associated probabilities by Px . The following theorem is a
key step in estimating the idleness terms in state dynamics.
Theorem8.1. For any ǫ ∈ (0,∞) and j ∈NJ there exist Bˆ1, Bˆ2, Bˆ3, Bˆ4,R ∈ (0,∞) such that for all r ≥R,
t ≥ 1 and x ∈S r we have
Px
(∫t r 1/2
0
I{E r
j
(s)=1}ds ≥ ǫr
1/4+α/2t
)
≤ Bˆ1e
−r 1/4+α/2t Bˆ2 +
(
1+
Bˆ3
r 1/4+α/2
)−Bˆ4r 1/2 t
(8.2)
and
Px
(∫t r 2
0
I{E r
j
(s)=1}ds ≥ ǫr t
)
≤ Bˆ1e
−r t Bˆ2 +
(
1+
Bˆ3
r 1+α
)−Bˆ4r 2t
. (8.3)
Proof. Let j ∈NJ , x ∈S
r and ǫ> 0 be arbitrary. Recall c1,c2 from Section 4.1. Define
τ
r, j
0
.
= inf
{
s ≥ 0 :Qrj (s)≥ c2r
α
}
,
τ
r, j
2l−1
.
= inf
{
s ≥ τ
r, j
2l−2
:Qrj (s)< r
α c2+c1
2
}
,
and
τ
r, j
2l
.
= inf
{
s ≥ τr2l−1 :Q
r
j (s)≥ c2r
α
}
for all l ≥ 1. Recall the functions E j introduced in Definition 4.5. Define the indicator functions
θ
r, j
l
.
=


1, if E r
j
(s)= 1 for some s ∈
(
τ
r, j
2l−1
,τ
r, j
2l
]
0, otherwise.
For t > 0 let
η
r, j
t =max
{
l : τ
r, j
2l−1
≤ t r 1/2
}
, ηˆ
r, j
t =max
{
l : τ
r, j
2l−1
≤ t r 2
}
(8.4)
and N
r, j
k
=
∑k
l=1
θ
r, j
l
. Consider the events,
B
r, j
1 =
{
η
r, j
t ≤ 2λ
r
j r
1/2t
}
, Bˆ
r, j
1 =
{
ηˆ
r, j
t ≤ 2λ
r
j r
2t
}
,
B
r, j
2 =
{
N
r, j⌈
2λr
j
t r 1/2
⌉ ≤ λ
r
j
ǫ
2(c2−c1)
r 1/4−α/2t
}
, Bˆ
r, j
2 =
{
N
r, j⌈
2λr
j
t r 2
⌉ ≤ λ
r
j
ǫ
2(c2−c1)
r 1−αt
}
.
Let
C
r .
=
{∫r 1/2 t
0
I{
E
r
j
(s)=1
}ds ≥ ǫr 1/4+α/2t
}
, Cˆ r
.
=
{∫r 2t
0
I{
E
r
j
(s)=1
}ds ≥ ǫr t
}
.
Then
P
(
C
r
)
≤ P
(
(B
r, j
1 )
c
)
+P
(
(B
r, j
2 )
c
)
+P
(
B
r, j
1 ∩B
r, j
2 ∩C
r
)
(8.5)
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and
P
(
Cˆ
r
)
≤P
(
(Bˆ
r, j
1 )
c
)
+P
(
(Bˆ
r, j
2 )
c
)
+P
(
Bˆ
r, j
1 ∩Bˆ
r, j
2 ∩ Cˆ
r
)
. (8.6)
Noting that each occurrence of τ
r, j
2l−1
requires an arrival of a job of type j , we have
P
(
(B
r, j
1 )
c
)
= P
(
η
r, j
t > 2λ
r
j r
1/2t
)
≤P
(
Arj (t r
1/2)≥ 2λrj r
1/2t
)
.
Similarly,
P
(
(Bˆ
r, j
1 )
c
)
≤ P
(
Arj (t r
2)≥ 2λrj r
2t
)
.
Thus from the first inequality in TheoremA.1 in Appendix we can findR1 ∈ (0,∞) andκ1,κ2 ∈ (0,∞)
such that for all r ≥R1, t ≥ 1 and j ∈NJ
P
(
(B
r, j
1 )
c
)
≤κ1e
−t r 1/2κ2 , P
(
(Bˆ
r, j
1 )
c
)
≤ κ1e
−t r 2κ2 . (8.7)
We now estimate P
(
(B
r, j
2 )
c
)
, P
(
(Bˆ
r, j
2 )
c
)
. Note that the
{
θ
r, j
l
}∞
l=1
are i.i.d. Bernoulli with parameter
p(r ) where
p(r )= P(θ
r, j
l
= 1)=P
(
Qrj (ς
r, j
l
)< c1r
α
)
and
ς
r, j
l
.
= inf
{
s ≥ τ
r, j
2l−1
:Qrj (t )< c1r
α orQrj (t )≥ c2r
α
}
. (8.8)
The probability p(r ) can be estimated as follows. Note that from Lemma 7.3, for τ
r, j
2l−1
≤ s < ς
r, j
l
λrj −µ
r
j x j (s)≥µ jκ (8.9)
where κ
.
= 2−2m−5 δJ . Letting C¯ =maxi {Ci } and d j
.
= (c2−c1)/(µ jκ), define
A
r, j
l
=
{
sup
0≤s≤d j rα
∣∣∣Arj (τr, j2l−1+ s)− Arj (τr, j2l−1)−λrj s
∣∣∣
+ sup
0≤s≤C¯d j rα
∣∣∣Srj (B rj (τr, j2l−1)+ s)−Srj (B rj (τr, j2l−1))−µrj s
∣∣∣≥ (c2−c1)rα
4
}
.
From TheoremA.1 and strongMarkov property there exist κ3,κ4 ∈ (0,∞) andR2 ∈ [R1,∞) such that
for all r ≥R2, j ∈NJ , and l ≥ 1
P
(
A
r, j
l
)
≤ κ3e
−rακ4 .
We can also assume without loss of generality that for r ≥ R2, r
α c2−c1
4 > 2. From (8.9), on the event(
A
r, j
l
)c
, we have for s ∈
[
τ
r, j
2l−1
,ς
r, j
l
∧
(
τ
r, j
2l−1
+d j r
α
))
Qrj (s) ≥ r
α c2+c1
2
−1+
(
Arj (s)− A
r
j (τ
r, j
2l−1
)
)
−
(
Srj (B
r
j (s))−S
r
j (B
r
j (τ
r, j
2l−1
))
)
≥ rα
c2+c1
2
−1− rα
c2−c1
4
+ (s−τ
r, j
2l−1
)µ j∆.
Since the expression on the right side with s = τ
r, j
2l−1
+ d j r
α is larger than c2r
α we have that on(
A
r, j
l
)c
, ς
r, j
l
< τ
r, j
2l−1
+d j r
α and soQr
j
(ς
r, j
l
)> c1r
α. Thus
(
A
r, j
l
)c
∩ {θ
r, j
l
= 1}=; and
p(r )≤ P
(
A
r, j
l
)
≤ κ3e
−rακ4 .
Choose R3 ∈ [R2,∞) such that for all r ≥R3 we have
ǫ/[10(c2−c1)r
1+α]≥ 2p(r ), ǫ/[5(c2−c1)r
1/4+α/2]≤ 1/2,
(
2λrj r
1/2
+1
)
/5≤λrj r
1/2/2. (8.10)
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so in particular from the third inequality, for all t ≥ 1,⌈
2λrj t r
1/2
⌉(
ǫ/[5(c2−c1)r
1/4+α/2]
)
≤λrj t r
1/4−α/2ǫ/[2(c2−c1]) (8.11)
and ⌈
2λrj t r
2
⌉(
ǫ/[5(c2−c1)r
1+α]
)
≤λrj t r
1−αǫ/[2(c2−c1)]. (8.12)
Note that if Z ∼Bin(L,p) then, for all u > 0
P(Z ≥ u)≤ (1+p(e −1))Le−u.
Thus we have
P
(
N r⌈
2λr
j
t r 1/2
⌉ ≥ λ
r
j
ǫ
2(c2−c1)
r 1/4−α/2t
)
≤ e
−
λr
j
ǫ
2(c2−c1)
r 1/4−α/2t (
1+p(r )(e1−1)
)⌈2λr
j
t r 1/2
⌉
≤
(
1+2p(r )
eǫ/5(c2−c1)r
1/4+α/2
)⌈2λr
j
t r 1/2
⌉
.
where the second line uses (8.11) and the fact that if for positive a,b,c ,d , ab ≤ c , then
e−c(1+d (e −1))b ≤
(
1+2d
ea
)b
.
For all r ≥R3 we have
(
1+2p(r )
eǫ/[5(c2−c1)r
1/4+α/2]
)⌈2λr
j
t r 1/2
⌉
≤
(
1+ǫ/[10(c2−c1)r
1/4+α/2]
1+ǫ/[5(c2−c1)r 1/4+α/2]
)⌈2λr
j
t r 1/2
⌉
≤
(
1
1+4ǫ/[50(c2−c1)r 1/4+α/2]
)⌈2λr
j
t r 1/2
⌉
≤
(
1+
4ǫ/[50(c2−c1)]
r 1/4+α/2
)−λ j r 1/2t
(8.13)
where the first line uses the inequality ex ≥ 1+ x and the first bound in (8.10), the second uses the
second bound in (8.10) along with the inequality (1+x)/(1+2x)≤ 5/(5+4x) for x ∈ [0,1/4], and the
third uses (7.1) to bound λr
j
by λ j . Thus we have shown
P
(
(B
r, j
2 )
c
)
≤
(
1+
Bˆ3
r 1/4+α/2
)−Bˆ4r 1/2 t
(8.14)
where Bˆ3 = 4ǫ/[50(c2−c1)] and Bˆ4 = 1. A similar calculation shows that
P
(
(Bˆ
r, j
2 )
c
)
≤
(
1+
Bˆ3
r 1+α
)−Bˆ4r 2t
(8.15)
Finally we estimate the third probability on the right sides of (8.5) and (8.6). Note that
∫t r 1/2
0
I{
E
r
j
(s)=1
}ds ≤
∫τr, j0
0
I{
E
r
j
(s)=1
}ds+
η
r, j
t∑
l=1
∫τr, j
2l
τ
r, j
2l−1
I{
E
r
j
(s)=1
}ds
From (8.8) we see that ∫τr, j
2l
τ
r, j
2l−1
I{E j (s)=1}ds = τ
r, j
2l
−ς
r, j
l
. (8.16)
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Indeed, if θ
r, j
l
= 0 then ς
r, j
l
= τ
r, j
2l
and the integral on the left side is 0. Also, if θ
r, j
l
= 1 thenQr
j
(ς
r, j
l
)=
⌈c1r
α⌉−1, ς
r, j
l
< τ
r, j
2l
and E j (s) = 1 for all s ∈ [ς
r, j
l
,τ
r, j
2l
], giving once more the identity in (8.16). In
the latter case we also have the representation
τ
r, j
2l
−ς
r, j
l
= inf
{
s ≥ 0 : Arj (ς
r, j
l
+ s)− Arj (ς
r, j
l
)≥
⌈
c2r
α
⌉
−
⌈
c1r
α
⌉
+1
}
. (8.17)
Similarly if we define
ς
r, j
0 = inf
{
s ≥ 0 :Qrj (t )≤ c1r
α orQrj (t )≥ c2r
α
}
then ∫τr, j0
0
I{
E
r
j
(s)=1
}ds = τr, j0 −ςr, j0
where if ς
r, j
0 < τ
r, j
0 we have
τ
r, j
0 −ς
r, j
0 = inf
{
s ≥ 0 : Arj (ς
r, j
0 + s)− A
r
j (ς
r, j
0 )≥
⌈
c2r
α
⌉
−
⌈
c1r
α
⌉
+1
}
. (8.18)
Consequently , since on B
r, j
1 , η
r, j
t ≤ 2λ
r
j
r 1/2t , by taking r suitably large
P
(
B
r, j
1 ∩B
r, j
2 ∩C
r
)
≤ P

Br, j2 ∩

τr, j0 −ςr, j0 +
⌈
2λr
j
t r 1/2
⌉∑
l=1
(
τ
r, j
2l
−ς
r, j
l
)
≥ ǫr 1/4+α/2t




≤ P
(
inf
{
s ≥ 0 : Aˇrj (s)≥
(
3λr
j
ǫ
4
r 1/4+α/2t
)}
≥ ǫr 1/4+α/2t
)
≤ P
(
Aˇrj (ǫr
1/4+α/2t )≤
3λr
j
ǫ
4
r 1/4+α/2t
)
where Aˇr
j
is a Poisson process with rate λr
j
and the second inequality comes from the representa-
tions in (8.18) and (8.17). From Theorem A.1 there exist κ5,κ6 ∈ (0,∞) and R4 ∈ [R3,∞) such that
for all r ≥R4
P
(
B
r, j
1 ∩B
r, j
2 ∩C
r
)
≤P
(
sup
0≤s≤ǫr 1/4+α/2t
∣∣∣Aˇrj (s)−λr s
∣∣∣> ǫ
2
r 1/4+α/2t
)
≤ κ5e
−r 1/4+α/2tκ6 . (8.19)
A similar calculation shows that
P
(
Bˆ
r, j
1 ∩Bˆ
r, j
2 ∩ Cˆ
r
)
≤κ5e
−r tκ6 . (8.20)
Finally (8.7), (8.14), (8.19), and (8.5) prove (8.2) while (8.7), (8.15), (8.20) and (8.6) prove (8.3).
This completes the proof. 
Let c3
.
=
2Jc2
min j µ j
and recall that C¯
.
=maxi∈NI {Ci }. Note that if for given s ≥ 0, W
r
i
(s) > c3r
α for
some i ∈ NI then we must have that Q
r
j
(s) ≥ c2r
α for some j ∈ NJ with Ki j = 1, namely i ∈ ωˆ
r (s).
From Lemma 7.2 it then follows that for such a s ifCi >
∑J
j=1
Ki j x j (s), the E
r
j
(t ) 6= 0 for some j with
Ki j = 1. From this it follows that for any t ≥ 0∫t
0
I{W r
i
(s)>c3rα}(s)d I
r
i (s)≤ C¯
∑
j :Ki j=1
∫t
0
I{E r
j
(s)=1}ds.
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This along with Theorem 8.1 implies that for any ǫ> 0 and i ∈NI there exist Bˆ1, Bˆ2, Bˆ3, Bˆ4,R ∈ (0,∞)
such that for all r ≥R , t ≥ 1 and x ∈S r we have
Px
(∫t r 1/2
0
I{W r
i
(s)≥c3rα}(s)d I
r
i (s)≥ ǫr
1/4+α/2t
)
≤ Bˆ1e
−r 1/4+α/2t Bˆ2 +
(
1+
Bˆ3
r 1/4+α/2
)−Bˆ4r 1/2t
(8.21)
and
Px
(∫t r 2
0
I{W r
i
(s)≥c3rα}(s)d I
r
i (s)≥ ǫr t
)
≤ Bˆ1e
−r t Bˆ2 +
(
1+
Bˆ3
r 1+α
)−Bˆ4r 2t
. (8.22)
8.1. Estimating holding cost through workload cost. Recall the matrix M introduced in Section
3. Along with the process Wˆ r = KM r Qˆr , it will be convenient to also consider the process W˜ r
.
=
KMQˆr . The following is the main result of the section which says that under the scheme intro-
duced in Definition 4.5, the queue lengths for the associated workload are ‘asymptotically optimal’
in a certain sense. This result will be key in showing that under our policy, property (II) of HGI
holds asymptotically.
Theorem 8.2. There exist B ,R ∈ (0,∞) such that for all r ≥ R, x = (q,z) ∈S r , θ > 0 and T ≥ 1, we
have ∣∣∣∣Ex
[∫∞
0
e−θth ·Qˆr (t )dt
]
−Ex
[∫∞
0
e−θtC
(
W˜ r (t )
)
dt
]∣∣∣∣≤Brα−1/21+|q |21−e−θ
and ∣∣∣∣Ex
[
1
T
∫T
0
h ·Qˆr (t )dt
]
−Ex
[
1
T
∫T
0
C
(
W˜ r (t )
)
dt
]∣∣∣∣≤Brα−1/2(1+|q |2).
In order to prove the result we begin with the following two propositions.
Recall the sets ζ0
i
, ζk
i
from (6.21) and (4.3) and that c3 =
2Jc2
min j µ j
. For ξ≥ 0, i ∈NI and k ∈Nm let
τˆ1i (ξ)
.
= inf

t ≥ ξ :
∑
j∈ζ0
i
Qr
j
(s)
µr
j
< 2c3r
α

 , τˆsk (ξ) .= inf

t ≥ ξ : mini∈Nρ(k)


∑
j∈ζk
i
Qr
j
(s)
µr
j

< 2c3rα

 . (8.23)
Proposition 8.3. There exist R ,B ∈ (0,∞) such that for all r ≥ R, i ∈NI , x = (q,z) ∈S
r , and k ∈Nm
we have
1
r 3
Ex
∫τˆ1
i
(0)
0
∑
j∈ζ0
i
Qr
j
(s)
µ j
ds ≤B (1+|q |2)r−1
and
1
r 3
Ex
∫τˆs
k
(0)
0
min
i∈Nρ(k)


∑
j∈ζk
i
Qr
j
(s)
µ j

ds ≤B (1+|q |2)r−1.
Proof. Let k ∈Nm be arbitrary. Note that under Px ,Q
r (0)= rQˆr (0)= r q . Choose iˇ (0) ∈ Nρ(k) such
that
∑
j∈ζk
iˇ(0)
r
q j
µ j
= min
i∈Nρ(k)


∑
j∈ζk
i
r
q j
µ j


and define
d =
∑
j∈ζk
iˇ(0)
q j
µ j
and ∆= 2−m−2δ, (8.24)
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where δ is as in Definition 4.5. If rd < 2c3r
α then τˆs
k
(0)= 0 and the result holds trivially. Consider
now rd ≥ 2c3r
α so that τˆs
k
(0)> 0. We claim that for t ∈
[
0, τˆs
k
(0)
)
and i ′ ∈Nρ(k) we have ζ
k
i ′
∩σr (t ) 6=
;. To see the claim note that for such t , for all i ′ ∈Nρ(k), from the definition of τˆ
s
k
(0)
∑
j∈ζk
i ′
Qr
j
(t )
µr
j
≥ min
i∈Nρ(k)
∑
j∈ζk
i
Qr
j
(t )
µr
j
≥ 2c3r
α.
Thus, from the definition of c3 there is a j ∈ ζ
k
i ′
such that
Qrj (t )≥
2c3
J
rαµrj ≥
c3
J
rαµ j ≥ c2r
α,
namely j ∈σr (t ). Thus we have ζk
i ′
∩σr (t ) 6= ; proving the claim. From Lemma 7.4(a) we now have
that for i ∈Nρ(k) and t ∈
[
0, τˆs
k
(0)
)
such that
∑
j∈ζk
i
E
r
j
(t )= 0∑
j∈ζk
i
(
̺rj −x j (t )
)
≤−2−m−2δ=−∆. (8.25)
Recall that C¯ =maxi {Ci }. Define for y ≥ 0, the events
A
r
y =
{ ∑
i∈NI
∫(2r y/∆)∧τˆs
k
(0)
0
1{∑
j∈ζk
i
E
r
j
(s)>0
}ds ≥ yr
4(C¯ ∨∆)
}
and
B
r
y =
⋃
j∈NJ
{
sup
0≤t≤2r y/∆
∣∣∣Arj (t )− tλrj
∣∣∣+ sup
0≤t≤2C¯r y/∆
∣∣∣Srj (t )− tµrj
∣∣∣≥ yµ¯minr
4J
}
.
From Theorem 8.1 (cf. (8.2) with
2r 1/2y
∆
substituted in for t ) and Theorem A.1 there exist B1,B2 ∈
(0,∞) and R1 ∈
[
Rˆ,∞
)
(recall ((7.1))) such that for all r ≥R1 and y ≥max{
∆
2 ,d ,1},
P
(
A
r
y
⋃
B
r
y
)
≤B1e
−B2y .
Also on the event
(
A
r
y
⋃
B
r
y
)c
for all t ∈
[
0, τˆs
k
(0)∧2r y/∆
)
we have
min
i∈Nρ(k)


∑
j∈ζk
i
Qr
j
(t )
µr
j

 ≤
∑
j∈ζk
iˇ(0)
Qr
j
(t )
µr
j
≤ rd +
∑
j∈ζk
iˇ (0)
Ar
j
(t )
µr
j
−
∑
j∈ζk
iˇ (0)
Sr
j
(B j (t ))
µr
j
≤ rd +
∑
j∈ζk
iˇ (0)
yµ¯minr
4Jµr
j
+
∑
j∈ζk
iˇ (0)
(
t̺rj −B j (t )
)
where the last line follows from the definition of the event Bry . Next note that
B j (t )=
∫t
0
x j (s)ds =
∫t
0
x j (s)1
{∑
j∈ζk
iˇ (0)
E
r
j
(s)=0
}ds+
∫t
0
x j (s)1
{∑
j∈ζk
iˇ (0)
E
r
j
(s)>0
}ds.
From (8.25) , on the above event, for t ∈
[
0, τˆs
k
(0)∧2r y/∆
)
∑
j∈ζk
iˇ (0)
∫t
0
x j (s)1
{∑
j∈ζk
iˇ (0)
E
r
j
(s)=0
}ds ≥
∫t
0
(
∑
j∈ζk
iˇ (0)
̺rj )1
{∑
j∈ζk
iˇ (0)
E
r
j
(s)=0
}ds+∆
∫t
0
1{∑
j∈ζk
iˇ (0)
E
r
j
(s)=0
}ds
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Thus, recalling the definition of A ry∑
j∈ζk
iˇ (0)
(
t̺rj −B j (t )
)
≤
∫t
0
∑
j∈ζk
iˇ(0)
(̺rj −x j (s))1
{∑
j∈ζk
iˇ (0)
E
r
j
(s)6=0
}ds−∆t +∆
∫t
0
1{∑
j∈ζk
iˇ (0)
E
r
j
(s)6=0
}ds
≤
C iˇ (0)yr
4C¯
−∆t +∆
yr
4∆
≤ r
y
2
−∆t
and consequently on the event
(
A
r
y
⋃
B
r
y
)c
for all t ∈
[
0, τˆs
k
(0)∧2r y/∆
)
we have (since y ≥ d )
min
i∈Nρ(k)


∑
j∈ζk
i
Qr
j
(t )
µr
j

 ≤ r (d + y)−∆t ≤ 2r y −∆t .
Since at t = 2r y/∆, 2r y −∆t = 0, we must have τˆs
k
(0)< 2r y/∆ so that on the above event
∫τˆs
k
(0)
0
min
i∈Nρ(k)


∑
j∈ζk
i
Qr
j
(t )
µr
j

dt ≤ 4∆r 2y2.
This gives for r ≥R1 and y ≥max{d ,1}
Px

∫τˆsk (0)
0
min
i∈Nρ(k)


∑
j∈ζk
i
Qr
j
(t )
µr
j

dt > 4∆ r 2y2

≤B1e−B2y .
A straightforward calculation now shows that
Ex

∫τˆsk (0)
0
min
i∈Nρ(k)


∑
j∈ζk
i
Qr
j
(t )
µr
j

dt

 ≤ r 2B3(1+|q |2)
where B3 depends only on B1,B2 and δ. This proves the second statement in the lemma. The proof
of the first statement follows in a very similar manner and is omitted. 
The following proposition will be the second ingredient in the proof of Theorem 8.2.
Proposition 8.4. There exist H ,R ∈ (0,∞) such that for all r ≥R, i ∈NI , k ∈Nm , and 0≤ T1 <T2 <∞
satisfying T2−T1 ≥ 1we have
1
r 3
E

∫τˆ1i (r 2T2)
τˆ1
i
(r 2T1)
∑
j∈ζ0
i
Qr
j
(s)
µr
j
ds

≤ (T2−T1)Hrα−1/2
and
1
r 3
E

∫τˆsk (r 2T2)
τˆs
k
(r 2T1)
min
i∈Nρ(k)


∑
j∈ζk
i
Qr
j
(s)
µr
j

ds

≤ (T2−T1)Hrα−1/2
Proof. Once again we only prove the second statement since the proof of the first statement is
similar. Many steps in the proof are similar to those in Proposition 8.3 but we give details to keep
the proof self contained. Let k ∈Nm be arbitrary. Recall µ¯min =min j∈NJ {µ j }. and C¯ =maxi∈NI {Ci }.
Also let for k ∈Nm
Z rk (t )
.
= min
i∈Nρ(k)


∑
j∈ζk
i
Qr
j
(t )
µr
j

 . (8.26)
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Define the stopping times, τ0
.
= r 2T1 and for l ∈N
τ2l−1
.
= inf
{
t ≥ τ2l−2 : Z
r
k (t )≥ 2c3r
α
}
, τ2l = inf
{
t ≥ τ2l−1 : Z
r
k (t )< 2c3r
α
}
.
Let lˆ
.
= min{l ≥ 0 : τ2l+1 > r
2T2}. Then recalling the definition of τˆ
s
k
(ξ) from (8.23), τˆs
k
(r 2T2) =
r 2T2∨τ2lˆ . Consequently we can write
E
[∫τˆs
k
(r 2T2)
τˆs
k
(r 2T1)
Z rk (s)ds
]
≤ E
[∫τ1∧r 2T2
τˆs
k
(r 2T1)
Z rk (s)ds
]
+E
[
∞∑
l=1
I{τ2l≤r 2T2}
∫τ2l+1∧r 2T2
τ2l
Z rk (s)ds
]
+E
[
∞∑
l=0
I{τ2l+1≤r 2T2}
∫τ2l+2
τ2l+1
Z rk (s)ds
]
. (8.27)
By definition, for all s ∈
[
τˆs
k
(r 2T1),τ1∧ r
2T2
)
and s ∈
[
τ2l ,τ2l+1∧ r
2T2
)
we have Z r
k
(s)≤ 2c3r
α which
gives
E
[∫τ1∧r 2T2
τˆs
k
(r 2T1)
Z rk (s)ds
]
+E
[
∞∑
l=1
I{τ2l≤r 2T2}
∫τ2l+1∧r 2T2
τ2l
Z rk (s)ds
]
≤ 2c3r
α+2(T2−T1). (8.28)
For all l ∈N let iˇ (l )∈Nρ(k) satisfy
∑
j∈ζk
iˇ(l )
Qr
j
(τ2l+1)
µr
j
= min
i∈Nρ(k)


∑
j∈ζk
i
Qr
j
(τ2l+1)
µr
j

= Z rk (τ2l+1)
and note that ∑
j∈ζk
iˇ(l )
Qr
j
(τ2l+1)
µr
j
≤ 2c3r
α+
2
µ¯min
.
Recall the definition of ∆ in (8.24) and define for y ∈R+ and l ∈N, the events
A
r
l ,y =
{ ∑
i∈NI
∫(τ2l+1+2r 1/4+α/2y/∆)∧τ2l+2
τ2l+1
I{∑
j∈ζk
i
E
r
j
(s)>0
}ds ≥ r 1/4+α/2
4
(
C¯ ∨∆
) y
}
and
B
r
l ,y =
{ ∑
j∈NJ
sup
τ2l+1≤t≤τ2l+1+2r 1/4+α/2y/∆
∣∣∣Arj (t )− Arj (τ2l+1)− (t −τ2l+1)λrj
∣∣∣
+
∑
j∈NJ
sup
τ2l+1≤t≤τ2l+1+C¯2r 1/4+α/2y/∆
∣∣∣Srj (t )−Srj (τ2l+1)− (t −τ2l+1)µrj
∣∣∣≥ µ¯minr 1/4+α/2
8
y
}
From the strong Markov property, Theorems 8.1 (cf. (8.1)) and A.1 there exist B1,B2 ∈ (0,∞) and
R1 ∈
[
Rˆ,∞
)
such that for all r ≥R1, y ≥∆/2, and l ∈Nwe have
r 1/4+α/2∆/2>
2
µ¯min
and P
(
A
r
l ,y
⋃
B
r
l ,y
)
≤B1e
−B2y . (8.29)
We claim that for t ∈ [τ2l+1,τ2l+2) we have ζ
k
i ′
∩σr (t ) 6= ; for all i ′ ∈Nρ(k). To see the claim note that
for all i ′ ∈Nρ(k),
∑
j∈ζk
i ′
Qr
j
(t )
µr
j
≥mini∈Nρ(k)
∑
j∈ζk
i
Qr
j
(t )
µr
j
≥ 2c3r
α. Thus, from the definition of c3 there is
a j ∈ ζk
i ′
such that
Qrj (t )≥
2c3
J
rαµrj ≥
c3
J
rαµ j ≥ c2r
α,
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namely j ∈σr (t ). Thus we have ζk
i ′
∩σr (t ) 6= ; proving the claim. From Lemma 7.4(a) for i ∈ Nρ(k)
and t ∈ [τ2l+1,τ2l+2) such that
∑
j∈ζk
i
E
r
j
(t )= 0 we now have∑
j∈ζk
i
(
̺rj −x j (t )
)
≤−2−m−2δ=−∆. (8.30)
Consequently on the event
(
A
r
l ,y
⋃
B
r
l ,y
)c
for all t ∈
[
τ2l+1,τ2l+2∧
(
τ2l+1+2r
1/4+α/2y/∆
))
we have
min
i∈Nρ(k)


∑
j∈ζk
i
Qr
j
(t )
µr
j

 ≤
∑
j∈ζk
iˇ(l )
Qr
j
(τ2l+1)
µr
j
+
∑
j∈ζk
iˇ (l )
Qr
j
(t )
µr
j
−
∑
j∈ζk
iˇ (l )
Qr
j
(τ2l+1)
µr
j
≤ 2c3r
α+
2
µ¯min
+
∑
j∈ζk
iˇ (l )
1
µr
j
[(
Arj (t )− A
r
j (τ2l+1)
)
+
(
Srj (B j (t ))−S
r
j (B j (τ2l+1))
)]
≤ 2c3r
α
+
2
µ¯min
+
r 1/4+α/2
4
y +
∑
j∈ζk
iˇ(l )
(
(t −τ2l+1)̺
r
j − (B j (t )−B j (τ2l+1))
)
where the last line comes from the definition of the eventBr
l ,y
. Note that for all j ∈NJ and t ≥ τ2l+1
we have
B j (t )−B j (τ2l+1) =
∫t
τ2l+1
x j (s)ds
=
∫t
τ2l+1
x j (s)I
{∑
j∈ζk
i
E
r
j
(s)>0
}ds+
∫t
τ2l+1
x j (s)I
{∑
j∈ζk
i
E
r
j
(s)=0
}ds.
From (8.30), on the above event and for t ∈
[
τ2l+1,τ2l+2∧
(
τ2l+1+2r
1/4+α/2y/∆
)]
∫t
τ2l+1
∑
j∈ζk
i
x j (s)I
{∑
j∈ζk
i
E
r
j
(s)=0
}ds ≥
∫t
τ2l+1

 ∑
j∈ζk
i
̺rj

I{∑
j∈ζk
i
E
r
j
(s)=0
}ds+∆
∫t
τ2l+1
I{∑
j∈ζk
i
E
r
j
(s)=0
}ds (8.31)
so that ∑
j∈ζk
iˇ (l )
(
(t −τ2l+1)̺
r
j − (B j (t )−B j (τ2l+1))
)
≤
∫t
τ2l+1
∑
j∈ζk
iˇ(l )
(
̺rj −x j (s)
)
I{∑
j∈ζk
i
E
r
j
(s)>0
}ds
−∆(t −τ2l+1)+∆
∫t
τ2l+1
I{∑
j∈ζk
i
E
r
j
(s)>0
}ds
≤
C iˇ (l)r
1/4+α/2
4C¯
y −∆(t −τ2l+1)+
r 1/4+α/2
4
y
≤
r 1/4+α/2
2
y −∆(t −τ2l+1)
where the second line followsbecausewe are on the set
(
A
r
l ,y
)c
. Consequently on the event
(
A
r
l ,y
⋃
B
r
l ,y
)c
for t ∈
[
τ2l+1,τ2l+2∧
(
τ2l+1+2r
1/4+α/2y/∆
))
Z rk (t )≤ 2c3r
α+
2
µ¯min
+ r 1/4+α/2y −∆(t −τ2l+1). (8.32)
The right side of (8.32) with t = τ2l+1+2r
1/4+α/2y/∆ equals
2c3r
α
+
2
µ¯min
+ r 1/4+α/2y −∆(2r 1/4+α/2y/∆)< 2c3r
α
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where the inequality is from (8.29), and so we must have τ2l+2 < τ2l+1+2r
1/4+α/2y/∆. This com-
bined with (8.32) gives on the event
(
A
r
l ,y
⋃
B
r
l ,y
)c
∫τ2l+2
τ2l+1
Z rk (s)ds ≤K y
2r 1/2+α
for a K <∞ depending only on c3, µ¯min and ∆. Then for y ≥ B3 =max{2c3+
2
µ¯min
, ∆2 } we have from
(8.29)
PX r (τ2l+1)
(∫τ2l+2
τ2l+1
Z rk (t )dt >K y
2r 1/2+α
)
≤B1e
−B2y
and a standard argument now gives
EX r (τ2l+1)
[∫τ2l+2
τ2l+1
Z rk (t )dt
]
≤B4r
1/2+α (8.33)
where the constant B4 depends only on B1,B2,B3 and K . Let
Lr =max{l ≥ 1 : τ2l+1 ≤ T2r
2}.
Note that for all l ≥ 1 each occurence of τ2l+1 implies an arrival of a job of type j ∈
⋃
i∈Nρ(k) ζ
k
i
in the
interval (τ2l ,τ2l+1], so that for some K1 ∈ (0,∞)
ExL
r ≤K1r
2(T2−T1) for all x ∈S
r
Consequently
E
[
∞∑
l=0
I{τ2l+1≤r 2T2}
∫τ2l+2
τ2l+1
Z rk (s)ds
]
≤B4r
1/2+αEx
[
Lr
]
≤B5r
2+1/2+α(T2−T1),
where B5
.
=K1B4. This, combined with (8.27) and (8.28) gives
1
r 3
E
[∫τˆs
k
(r 2T2)
τˆs
k
(r 2T1)
Z rk (s)ds
]
≤
(
2c3r
α−1+B5r
α−1/2
)
(T2−T1).
The result follows. 
We can now complete the proof of Theorem 8.2.
Proof of Theorem 8.2. Let R <∞ be given by the maximum of the two R values from Proposi-
tions 8.3 and 8.4. Note that by (3.1) , for all t ≥ 0
h ·Qˆr (t )≥C
(
W˜ r (t )
)
(8.34)
and by Theorem 6.4, there is a B1 ∈ (0,∞) such that for all t ,r ,
h ·Qˆr (t )−C
(
W˜ r (t )
)
≤B1

 ∑
k∈Nm
min
i∈Nρ(k)


∑
j∈ζk
i
Qˆr
j
(t )
µr
j

+
I∑
i=1
∑
j∈ζ0
i
Qˆr
j
(t )
µr
j

 . (8.35)
Let Z r
k
be as in (8.26). Frommonotone convergence we have for θ ≥ 0
lim
n→∞
1
r 3
E
[∫τˆs
k
(r 2n)
0
e−θt/r
2
Z rk (t )dt
]
= E

∫∞
0
e−θt min
i∈Nρ(k)


∑
j∈ζk
i
Qˆr
j
(t )
µr
j

dt

 . (8.36)
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Note that
1
r 3
E
[∫τˆs
k
(r 2n)
0
e−θt/r
2
Z rk (t )dt
]
=
1
r 3
E
[∫τˆs
k
(0)
0
e−θt/r
2
Z rk (t )dt
]
+
n∑
l=1
1
r 3
E
[∫τˆs
k
(r 2l)
τˆs
k
(r 2(l−1))
e−θt/r
2
Z rk (t )dt
]
.
From Proposition 8.3, we have for some B2 ∈ (0,∞), for r ≥R , θ ≥ 0 and x ∈S
r ,
1
r 3
Ex
[∫τˆs
k
(0)
0
e−θt/r
2
Z rk (t )dt
]
≤B2r
−1(1+|q |2). (8.37)
Also, from Theorem 8.4, there is B3 ∈ (0,∞) such that for k ∈Nm , r ≥R and any l ∈N
1
r 3
E
[∫τˆs
k
(r 2l)
τˆs
k
(r 2(l−1))
e−θt/r
2
Z rk (t )dt
]
≤
1
r 3
e−θ(l−1)E
[∫τˆs
k
(r 2l)
τˆs
k
(r 2(l−1))
Z rk (t )dt
]
≤ B3e
−θ(l−1)rα−1/2
Consequently for r ≥R
1
r 3
E
[∫τˆs
k
(r 2n)
0
e−θt/r
2
Z rk (t )dt
]
≤
(
B2(1+|q |
2)+B3
n−1∑
l=0
e−lθ
)
rα−1/2.
Sending n→∞, using (8.36), we have for θ> 0 and all k ∈Nm
E

∫∞
0
e−θt min
i∈Nρ(k)


∑
j∈ζk
i
Qˆr
j
(t )
µr
j

dt

 ≤ (B2(1+|q |2)+ B3
1−e−θ
)
rα−1/2.
A similar argument shows that there are B4,B5 ∈ (0,∞) such that for all i ∈NI and r ≥R
E

∫∞
0
e−θt
∑
j∈ζ0
i
Qˆr
j
(t )
µr
j
dt

≤ (B4(1+|q |2)+ B5
1−e−θ
)
rα−1/2.
Combining the above two estimates with (8.34) and (8.35) we have the first inequality in the theo-
rem.
For the second inequality, we write
Ex

 1
T
∫T
0
min
i∈Nρ(k)


∑
j∈ζk
i
Qˆr
j
(t )
µr
j

dt

= Ex
[
1
Tr 3
∫Tr 2
0
Z rk (t )dt
]
≤
1
r 3
Ex
[
1
T
∫τˆs
k
(0)
0
Z rk (t )dt
]
+
1
r 3
Ex
[
1
T
∫τˆs
k
(r 2T )
τˆs
k
(0)
Z rk (t )dt .
]
Applying (8.37) with θ = 0 we have for T ≥ 1
1
r 3
Ex
[
1
T
∫τˆs
k
(0)
0
Z rk (t )dt
]
≤B2r
−1(1+|q |2). (8.38)
Also, from Theorem 8.4 for r ≥R we have, for some B˜3 ∈ (0,∞) and all T ≥ 1, k ∈Nm ,
1
r 3
Ex
[
1
T
∫τˆs
k
(r 2T )
τˆs
k
(0)
Z rk (t )dt
]
≤
1
T
B˜3r
α−1/2T ≤ B˜3r
α−1/2.
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Consequently, for all T ≥ 1 and k ∈Nm
Ex

 1
T
∫T
0
min
i∈Nρ(k)


∑
j∈ζk
i
Qˆr
j
(t )
µr
j

dt

≤B2r−1(1+|q |2)+ B˜3rα−1/2
A similar argument shows that for some B˜4, B˜5 ∈ (0,∞), and all i ∈NI , T ≥ 1
Ex

 1
T
∫T
0
∑
j∈ζ0
i
Qˆr
j
(t )
µr
j
dt

≤ B˜4r−1(1+|q |2)+ B˜5rα−1/2.
Combining the above two estimates with (8.34) and (8.35) oncemore, we have the second inequal-
ity in the theorem. 
8.2. Lyapunov function and uniformmoment estimates. In this section we establish uniform in
t and r moment bounds on Wˆ r (t ). The following is the main result of this section.
Theorem 8.5. There exist β,γ,R ,H ∈ (0,∞) such that for all i ∈NI , t ≥ 0 and r ≥R
Ex
[
eγWˆ
r
i
(t )
]
≤H
(
1+e−βtVi (x)
)
.
The proof is given at the end of the section. Let
τˇri ,ξ
.
= inf
{
t ≥ ξ :
∣∣Wˆ ri (t )∣∣≤ 2c3} , (8.39)
where recall that c3 =
2Jc2
min j µ j
. We begin by establishing a bound on certain exponential moments
of τˇr
i ,ξ
.
Proposition 8.6. There exist δ∗,R ∈ (0,∞) and H1 : R+ → R+ such that for all i ∈ NI , r ≥ R and
0<β< δ∗
Ex
[
e
βτˇr
i ,ξ
]
<H1(β)e
H1(β)(wi+ξ)
for all x = (q,z) ∈S r and ξ≥ 0, where w =Gr q.
Proof. Fix i ∈NI . Given x =
(
q,z
)
∈S r let wi = (G
r q)i . Recall the definition of v
∗ given in Condi-
tion 2.2. Fix ξ≥ 0 and let
t ≥max{2ξ,8wi /v
∗
i ,1}
.
=Mξ. (8.40)
Consider the events
A
r
i ,t =
{∫r 2t
0
I{W r
i
(t )≥c3rα
}(s)d I ri (s)≥
v∗
i
32Ci
r t
}
and
B
r
i ,t =
⋃
j∈NJ
{
sup
0≤s≤r 2t
∣∣∣Arj (s)− sλrj
∣∣∣+ sup
0≤s≤Ci r 2t
∣∣∣Srj (s)− sµrj
∣∣∣≥ min{1, µ¯min}v∗i
256J
r t
}
.
Using (8.22) and Theorem A.1 we can choose Hˆ1, Hˆ2 ∈ (0,∞) and R ∈ (Rˆ ,∞) such that for all r ≥ R
and t ≥ 1
Px
(
A
r
i ,t
⋃
B
r
i ,t
)
≤ Hˆ1e
−t Hˆ2 ,
where Rˆ was introduced above (7.1). Furthermore, we can assume that R is large enough so that
for all r ≥R ,
2v∗
i
r
≥Ci −
J∑
j=1
Ki , jρ
r
j ≥
v∗
i
2r
, c3r
α−1+
2
µ¯min
r−1 ≤ 2c3. (8.41)
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Then, for all r ≥R and s1, s2 ∈ [0,r
2t ] satisfying s2 > s1, on the event
(
A
r
i ,t
⋃
B
r
i ,t
)c
, we have
J∑
j=1
Ki , j
µr
j
Srj (B
r
j (s2))−
J∑
j=1
Ki , j
µr
j
Srj (B
r
j (s1)) ≥
J∑
j=1
Ki , j
(
B rj (s2)−B
r
j (s1)
)
−
J∑
j=1
Ki , j
min{1, µ¯min}v
∗
i
128Jµr
j
r t
≥
J∑
j=1
Ki , j
(
B rj (s2)−B
r
j (s1)
)
−
v∗
i
64
r t
and
J∑
j=1
Ki , j
µr
j
Arj (s2)−
J∑
j=1
Ki , j
µr
j
Arj (s1) ≤
J∑
j=1
Ki , jρ
r
j (s2− s1)+
J∑
j=1
Ki , j
min{1, µ¯min}v
∗
i
128Jµr
j
r t
≤
J∑
j=1
Ki , jρ
r
j (s2− s1)+
v∗
i
64
r t .
Let σ0 = 0 and for k ≥ 1
σ2k−1 = inf{s ≥σ2k−2 :W
r
i (t )≥ c3r
α}, σ2k = inf{s ≥σ2k−1 :W
r
i (t )< c3r
α}.
Then, on the event
(
A
r
i ,t
⋃
B
r
i ,t
)c
, for any σ2k−1 < ξr
2, k ≥ 1, we have on noting thatWi (σ2k−1) ≤
c3r
α+ 2
µ¯min
+wi r
sup
σ2k−1≤s≤σ2k∧ξr 2
W ri (s)≤ sup
σ2k−1≤s≤σ2k∧ξr 2
(
W ri (σ2k−1)+
J∑
j=1
Ki , j
µr
j
Arj (s)−
J∑
j=1
Ki , j
µr
j
Arj (σ2k−1)
−
(
J∑
j=1
Ki , j
µr
j
Srj (B
r
j (s))−
J∑
j=1
Ki , j
µr
j
Srj (B
r
j (σ2k−1))
))
≤ sup
σ2k−1≤s≤σ2k∧ξr 2
(
J∑
j=1
Ki , jρ
r
j (s−σ2k−1)−
J∑
j=1
Ki , j
(
B rj (s)−B
r
j (σ2k−1)
)
+c3r
α+
2
µ¯min
+wi r +
v∗
i
32
r t
)
≤ c3r
α
+
2
µ¯min
+wi r +
v∗
i
16
r t
where the third inequality follows from recalling that we are on the event
(
A
r
i ,t
)c
so
J∑
j=1
Ki , j
[
ρrj (s−σ2k−1)− (B
r
j (s)−B
r
j (σ2k−1)
]
≤
(
J∑
j=1
Ki , jρ
r
j −Ci
)
(s−σ2k−1)+
v∗
i
32
r t
≤−
v∗
i
2r
(s−σ2k−1)+
v∗
i
32
r t ≤
v∗
i
32
r t .
Thus on the event
(
A
r
i ,t
⋃
B
r
i ,t
)c
we have
Wˆ ri (ξ)≤
v∗
i
16
t +wi +c3r
α−1
+
2
µ¯min
r−1.
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Consequently on the event
(
A
r
i ,t
⋃
B
r
i ,t
)c
∩ {τˇr
i ,ξ
> t } we have, by a similar calculation,
Wˆ ri (t ) = Wˆ
r
i (ξ)+
(
Wˆ ri (t )−Wˆ
r
i (ξ)
)
≤
v∗
i
16
t +wi +c3r
α−1+
2
µ¯min
r−1+ r (t −ξ)
J∑
j=1
Ki , jρ
r
j − rCi (t −ξ)+
v∗
i
16
t
≤
v∗
i
8
t +wi +c3r
α−1+
2
µ¯min
r−1−
t
2
(
Ci −
J∑
j=1
Ki , jρ
r
j
)
r
≤
v∗
i
8
t − t
v∗
i
4
+wi +c3r
α−1+
2
µ¯min
r−1
≤ 2c3,
where the third and the fourth inequalities follow from (8.41) and recalling that t ≥max{2ξ,8wi /v
∗
i
}.
Since on the set {τˇr
i ,ξ
> t } we must have Wˆ r
i
(t ) > 2c3 we have arrived at a contradiction. Conse-
quently
(
A
r
i ,t
⋃
B
r
i ,t
)c
∩ {τˇr
i ,ξ
(x)> t }=; and
Px
(
τˇri ,ξ > t
)
= Px
((
A
r
i ,t
⋃
B
r
i ,t
)
∩ {τˇri ,ξ > t }
)
≤ Px
(
A
r
i ,t
⋃
B
r
i ,t
)
≤ Hˆ1e
−t Hˆ2 .
Thus for β< Hˆ2
Ex
[
e
βτˇr
i ,ξ
]
≤ 1+βeβMξ +
β
Hˆ2−β
e (β−Hˆ2)Mξ ≤H1(β)e
H1(β)(ξ+wi )
for suitable H1(β) ∈ (0,∞), where the last inequality comes from the definition ofMξ in (8.40). 
We now establish a lower bound on an exponential moment of τˇr
i ,0
.
Proposition 8.7. For all i ∈ NI there exist R ,H1,H2,H3 ∈ (0,∞) such that for all r ≥ R, β > 0 and
x = (q,z)∈S r satisfying wi = (G
r q)i ≥H1 we have
Ex
[
eβτˇ
r
i ,0
]
>H2e
H3βwi
Proof. For k ∈ (0,∞) define the event
B
r
i ,k =
⋃
j∈NJ
{
sup
0≤s≤k
∣∣∣∣∣
Ar
j
(r 2s)
r
− r sλrj
∣∣∣∣∣+ sup0≤s≤Cik
∣∣∣∣∣
Sr
j
(r 2s)
r
− r sµrj
∣∣∣∣∣≥ v
∗
i
min{1, µ¯min}k
4J
}
.
From Theorem A.1 there exists R ∈ (Rˆ,∞) (recall (7.1)) and Hˆ2, Hˆ3 ∈ (0,∞) such that for all r ≥ R
and k ∈ (0,∞), we have
P
(
B
r
i ,k
)
≤ Hˆ2e
−kHˆ3 .
We assume thatR is big enough so that (8.41) is satisfied for all r ≥R . LetH1 =max
{
5c3,
6v∗
i
log(2Hˆ2)
Hˆ3
}
.
Then for wi ≥H1 we have
P
(
B
r
i ,wi /(6v
∗
i
)
)
≤ Hˆ2e
−wi Hˆ3/6v
∗
i ≤
1
2
(8.42)
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and on the event (Br
i ,wi /6v
∗
i
)c we have from (2.2) and (2.6), that under Px ,
inf
0≤s≤wi /6v
∗
i
Wˆ ri (s) = inf
0≤s≤wi /6v
∗
i
(
wi +
J∑
j=1
Ki , j
Ar
j
(r 2s)
rµr
j
−
J∑
j=1
Ki , j
Sr
j
(r 2B¯ r
j
(s))
rµr
j
)
≥ inf
0≤s≤wi /6v
∗
i
(
wi − r
(
Ci −
J∑
j=1
Ki , j̺
r
j
)
s−
J∑
j=1
Ki , j
min{1, µ¯min}wi
12Jµr
j
)
≥ inf
0≤s≤wi /6v
∗
i
(
5wi
6
−2v∗i s
)
≥
wi
2
> 2c3
where the third line uses (7.1) and (8.41). Thus {τˇr
i ,0
≤wi/6v
∗
i
}∩(Br
i ,wi /6v
∗
i
)c =;, Px a.s.. This gives
Ex
[
eβτˇ
r
i ,0
]
= Ex
[
eβτˇ
r
i ,0IBr
i ,wi /6v
∗
i
]
+Ex
[
eβτˇ
r
i ,0I(Br
i ,wi /6v
∗
i
)c
]
≥ eβ(wi /(6v
∗
i
))Px
(
B
r
i ,wi /6v
∗
i
)c
≥
1
2
e (β/(6v
∗
i
))wi ,
where the last inequality is from (8.42). Thus completes the proof. 
Recall δ∗ from Proposition 8.6 and fix β ∈ (0,δ∗). For i ∈NI let
Vi (x)
.
= Ex
[
eβτˇ
r
i ,0
]
.
Also recall the Markov process Xˆ r in (8.1). The following result proves a Lyapunov function prop-
erty for Vi .
Proposition 8.8. There exist H ,R ∈ (0,∞) such that for all x = (q,z)∈S r , r ≥R, i ∈NI , and t ∈ [0,1]
we have
Ex
[
Vi (Xˆ
r (t ))
]
≤ e−βtVi (x)+H.
Proof. From theMarkov property we have
Ex
[
Vi (Xˆ
r (t ))
]
=Ex
[
e
β
(
τˇr
i ,t
−t
)]
= Ex
[
e
β
(
τˇr
i ,t
−t
)
I{
τˇr
i ,0
≥t
}]+Ex
[
e
β
(
τˇr
i ,t
−t
)
I{
τˇr
i ,0
<t
}] .
Let R be as in Proposition 8.6. Let t ∈ [0,1] and r ≥ R be arbitrary. Then from Proposition 8.6, for
some Hˆ1, Hˆ2 ∈ (0,∞)
Ex
[
e
β
(
τˇr
i ,t
−t
)
I{
τˇr
i ,0
<t
}]≤ sup
x ′:wi≤2c3
sup
0≤ξ≤1
Ex ′
[
e
βτˇr
i ,ξ
]
≤ Hˆ1e
Hˆ2(2c3+1)
Furthermore,
Ex
[
e
β
(
τˇr
i ,t
−t
)
I{
τˇr
i ,0
≥t
}]= e−tβEx
[
eβτˇ
r
i ,0I{
τˇr
i ,0
≥t
}]≤ e−tβEx [eβτˇri ,0]= e−tβVi (x).
Combining the two estimates we have the result. 
From the Lyapunov function property proved in the previous result we have the following mo-
ment estimate for all time instants.
Proposition 8.9. There exist H1,H2,R ∈ (0,∞) such that for all t ≥ 0, i ∈NI and r ≥R we have
Ex
[
Vi (Xˆ
r (t ))
]
≤H1e
−βtVi (x)+H2
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Proof. Let R ,H be as in Proposition 8.8. Then for all i ∈NI , x = (q,z) ∈S
r , t ∈ [0,1] and r ≥ R , we
have
Ex
[
Vi (Xˆ
r (t ))
]
≤ e−βtVi (x)+H .
Then from theMarkov property, for any r ≥R and t ≥ 0 we have
Ex
[
Vi (Xˆ
r (t ))
]
= Ex
[
Ex
[
Vi (Xˆ
r (t ))
∣∣ Xˆ r (⌊t⌋)]]≤H +e−β(t−⌊t⌋)Ex [Vi (Xˆ r (⌊t⌋))] . (8.43)
Using the Markov property again
Ex
[
Vi (Xˆ
r (⌊t⌋))
]
= Ex
[
E
[
Vi (Xˆ
r (1)) | Xˆ r (⌊t⌋−1)
]]
≤H +e−βEx
[
Vi (Xˆ
r (⌊t⌋−1))
]
.
Iterating the above inequality we get
Ex
[
Vi (Xˆ
r (⌊t⌋))
]
≤ e−β⌊t⌋Vi (x)+H
⌊t⌋−1∑
k=0
(
e−β
)k
≤ e−β⌊t⌋Vi (x)+
H
1−e−β
.
Combining this with (8.43) we have for all t ≥ 0
Ex
[
Vi (Xˆ
r (t ))
]
≤ e−βtVi (x)+H
(
1+
1
1−e−β
)
.
The result follows. 
Proof of Theorem 8.5. This proof is immediate from Proposition 8.7 and Proposition 8.9 on
takingγ=H3βwhereH3 is as in the statement of Proposition 8.7 andβ is as fixed above Proposition
8.8.
9. PATH OCCUPATION MEASURE CONVERGENCE
Let for t ≥ 0
Zˆ r (t )=w r +Gr (Aˆr (t )− Sˆr (B¯ r (t ))), (9.1)
where w r =Gr q . Consider the collection of random variables indexed by T and r taking values in
P
(
D([0,1] :RI+×R
I )
)
, defined by
θrT (dx×d y)=
1
T
∫T
0
δWˆ r (t+·)(dx)δZˆ r (t+·)−Zˆ r (t )(d y)dt .
In this section we will prove the tightness of the collection {θr
T
,T > 0,r > 0} of random path occu-
pationmeasures and characterize limit points along suitable subsequences.
We begin by noting the following monotonicity property of a one dimensional Skorohod map
introduced in Section 3.
Theorem 9.1. Fix T ∈ (0,∞) and f ∈ D([0,T ] : R) satisfying f (0) = 0. Let ϕ1 = Γ1( f ). Suppose
ϕ2,ϕ3 ∈D([0,T ] :R) are such that
• ϕ2(t ) = f (t )+ h2(t ), t ∈ [0,T ], where h2 ∈ D([0,T ] : R) is a nondecreasing function with
h2(0)= 0 and
∫
[0,T ]1(0,∞)(ϕ2(s))dh2(s)= 0.
• ϕ3(t ) = f (t )+ h3(t ), t ∈ [0,T ], where h3 ∈ D([0,T ] : R) is a nondecreasing function with
h3(0)= 0 andϕ3(t )≥ 0 for all t ∈ [0,T ].
Then for all t ∈ [0,T ], ϕ2(t )≤ϕ1(t )≤ϕ3(t ).
Proof. The proof of the second inequality is straightforward and is omitted. Consider now the
first inequality. Note that ϕ1(t ) = f (t )+h1(t ) where h1(t ) = − inf0≤s≤t { f (s)} and thus it suffices to
show that for any t ∈ [0,T ], h2(t ) ≤ − inf0≤s≤t { f (s)}. Assume that there exists t
∗
2 ∈ [0,T ] such that
h2(t
∗
2 )>− inf0≤s≤t∗2 { f (s)}
.
= a. Let
t∗1 = sup{s ∈ [0, t
∗
2 ] :h2(s)≤ a}
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and note that either h2(t
∗
1 )> a or h2(t
∗
1 )= a and h2(r )> a for all r ∈ (t
∗
1 , t
∗
2 ]. In the first case
ϕ2(t
∗
1 )= f (t
∗
1 )+h2(t
∗
1 )> f (t
∗
1 )− inf
0≤s≤t∗2
{ f (s)}≥ 0
so ϕ2(t
∗
1 )> 0 and ∫
{t∗1 }
dh2(s)= h2(t
∗
1 )− lim
s↑t∗1
h2(s)> 0
which is a contradiction. In the second case for all r ∈ (t∗1 , t
∗
2 ]
ϕ2(r )= f (r )+h2(r )> f (r )−a ≥ f (r )− inf
0≤s≤t∗2
{ f (s)}≥ 0
so ϕ2(r )> 0 for all r ∈ (t
∗
1 , t
∗
2 ] and∫
(t∗1 ,t
∗
2 ]
dh2(s)= h2(t
∗
2 )−h2(t
∗
1 )= h2(t
∗
2 )−a > 0
which is also a contradiction. Therefore for any t ∈ [0,T ] we have h2(t )≤ − inf0≤s≤t { f (s)} and the
desired inequality follows.

Theorem 9.2. For any ǫ > 0 and T ∈ (0,∞) there exists R ∈ (0,∞) such that for all r ≥ R and x =
(q,z)∈S r ,
sup
s∈[0,∞)
Px
(
sup
0≤t≤T
∣∣Γ(Wˆ r (s)+ Zˆ r (s+·)− Zˆ r (s)+ r (Kρr −C )ι) (t )−Wˆ r (t + s)∣∣> ǫ)< ǫ.
Proof. We will only prove the result without the outside supremum and in fact only when s = 0.
The general case follows on using the Markov property and the fact that the estimate in (8.22) is
uniform over all x ∈Γr . Let
ξˆri (t )=
1
r
∫r 2t
0
I{W r
i
(s)≥c3rα
}(s)d I ri (s), i ∈NI .
Note that
Wˆ ri (t )−c3r
α−1
= Zˆ ri (t )+ t r (Kρ
r
−C )i + ξˆ
r
i (t )−c3r
α−1
+
∫t
0
I{Wˆ r
i
(s)−c3rα−1<0
}(s)d Iˆ ri (s)
and consequently due to Theorem 9.1 we have
Wˆ r (t )−c3r
α−1
≤ Γ
(
Zˆ r + r (Kρr −C )ι+ ξˆr −c3r
α−1
)
(t ), t ≥ 0.
In addition,
Wˆ r (t )= Zˆ r (t )+ t r (Kρr −C )+ Iˆ r (t )
is a nonnegative function and Iˆ r (0) is nondecreasing and satisfies Iˆ r (0)= 0. Thus once more from
Theorem 9.1
Γ
(
Zˆ r (·)+ r (Kρr −C )ι
)
≤ Wˆ r (t ), t ≥ 0.
Combining this gives for all t ≥ 0
Γ
(
Zˆ r + r (Kρr −C )ι
)
(t )≤ Wˆ r (t )≤ Γ
(
Zˆ r + r (Kρr −C )ι+ ξˆr (·)−c3r
α−1
)
+c3r
α−1. (9.2)
Lipschitz property of the Skorokhod map gives that there is a κ1 ∈ (0,∞) such that for all T > 0
sup
0≤t≤T
∣∣Γ(Zˆ r (·)+ r (Kρr −C )ι) (t )−Wˆ r (t )∣∣≤ κ1 (2c3rα−1+ ∣∣ξˆr (T )∣∣) .
From Theorem 8.1 (see (8.22)), for any ǫ> 0 and T ∈ (0,∞), there exists R ∈ (0,∞) such that for all
r ≥R and x ∈S r
Px
(∣∣ξˆr (T )∣∣> ǫ)< ǫ.
The result follows. 
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Recall the initial condition qr introduced in (2.2).
Theorem 9.3. Suppose qˆr
.
= qr /r satisfies supr>0 qˆ
r <∞. Let {tr } be an increasing sequence such
that tr ↑ ∞ as r →∞. Suppose that wˆ
r converges to some w ∈ RI+. Then, the random variables
{θrtr ,r > 0} are tight in the spaceP
(
D([0,1] :RI+×R
I )
)
.
Proof. It suffices to show that the collection{(
Wˆ r (t +·), Zˆ r (t +·)− Zˆ r (t )
)
, r > 0, t > 0
}
is tight in D([0,1] :RI+×R
I ).
Let
F
r
t =σ
(
Sˆrj (B¯
r (s)), Aˆrj (s) : j ∈NJ ,0≤ s ≤ t
)
, t ≥ 0.
and note that for all j ∈ N both Sˆr
j
(B¯ r (t )) and Aˆr
j
(t ) are F rt -martingales. Consequently, there are
κ1,κ2 ∈ (0,∞) such that for any r > 0, δ> 0 andF
r
t -stopping times τ1,τ2 satisfying τ1 ≤ τ2 ≤ τ1+δ≤
1,
E
[(
Zˆ ri (τ2)− Zˆ
r
i (τ1)
)2]
≤ κ1
J∑
j=1
Gri , j
(
E
[
(Aˆrj (τ2)− Aˆ
r
j (τ1))
2
]
+E
[
(Sˆrj (B¯
r (τ2))− Sˆ
r
j (B¯
r (τ1)))
2
])
≤ κ1
J∑
j=1
E [τ2−τ1]+
J∑
j=1
E
[
B¯ r (τ2)− B¯
r (τ1)
]
≤ κ2δ.
This proves the tightness of the collection {Zˆ r (t +·)− Zˆ r (t ), r > 0, t > 0}.
From the convergence r (K̺r −C )→ v∗, Theorem 9.2, and Lipschitz property of the Skorohod
map, to prove the tightness of {Wˆ r (t + ·), r > 0, t > 0} it now suffices to prove the tightness of
{Wˆ r (t ), r > 0, t > 0}. However that is an immediate consequence of Propositions 8.5 and 8.6. The
result follows.

Recall that the reflected Brownian motion {Wˇ w0 }w0∈RI+ in (3.2) has a unique invariant proba-
bility distribution which we denote as π. We will denote by Π the unique measure on C ([0,1] : RI+)
associated with thisMarkov process with initial distribution π. The following theorem gives a char-
acterization of the weak limit points of the sequence θrtr in Theorem 9.3. We denote the canonical
coordinate processes on D([0,1] : RI+×R
I ) as (w(t ),z(t ))0≤t≤1. Let Gt
.
= σ{(w(s),z(s)) : 0 ≤ s ≤ t } be
the canonical filtration on this space.
Theorem 9.4. Suppose qˆr
.
= qr /r satisfies supr>0 qˆ
r < ∞. Also suppose that θrtr converges in dis-
tribution, along some subsequence as r →∞, to a P (D([0,1] : RI+×R
I )) valued random variable θ
given on some probability space (Ω¯,F¯ , P¯). Then for P¯ a.e. ω, under θ(ω)≡ θω the following hold.
(1) θω(C ([0,1] :R
I
+×R
I ))= 1.
(2) {z(t )}0≤t≤1 is a Gt -Brownian motion with covariance matrix Σ = ΛΛ
′, where Λ is as intro-
duced above (3.2).
(3) {(w(t ),z(t ))}0≤t≤1 satisfy θω a.s.
w(t )=Γ(w(0)−v∗ι+z)(t ), 0≤ t ≤ 1.
(4) θω ◦ (w(0))
−1 = π and thus denoting the first marginal of θω on C ([0,1] : R
I
+) as θ
1
ω, we have
θ1ω =Π.
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Proof. For notational simplicity we denote the convergent subsequence of θrtr by the same symbol.
For (x, y) ∈D([0,1] : RI+×R
I ) define j (x, y)= sup0≤t<1
∥∥(x(t ), y(t ))− (x(t−), y(t−))∥∥ . Then there is a
κ1 ∈ (0,∞) such that for all r , Eθ
r
tr
((x, y) : j (x, y)> κ1/r )= 0. Thus in particular, for every δ ∈ (0,∞),
as r →∞, Eθrtr ((x, y) : j (x, y)> δ)→ 0. By weak convergence of θ
r
tr
to θ and Fatou’s lemma we then
have Eθ((x, y) : j (x, y)> δ)= 0 which proves part (1) of the theorem.
In what follows, we will denote the expected value under θrtr (resp. θ) as Eθ
r
tr
(resp. Eθ). Let
f :D([0,1] :RI+×R
I )→R be a continuous and bounded function. We now argue that for all 0≤ s <
t ≤ 1, and i ∈NI
E¯
(∣∣Eθ ( f (w(·∧ s),z(·∧ s))(zi (t )−zi (s)))∣∣∧1)= 0. (9.3)
This will prove that {z(t )}0≤t≤1 is a Gt -martingale under θω for a.e. ω. To see (9.3) note that
EEθrtr
[
f (w(·∧ s),z(·∧ s))(zi (t )−zi (s))
]2
=E
[
1
tr
∫tr
0
f (Wˆ r (u+ (·∧ s)), Zˆ r (u+ (·∧ s))− Zˆ r (u))[Zˆ ri (u+ t )− Zˆ
r
i (u+ s)]du
]2
=
2
t2r
∫tr
0
∫u
0
E (Hi (u)Hi (v))dvdu,
where for u ≥ 0
Hi (u)= f (Wˆ
r (u+ (·∧ s)), Zˆ r (u+ (·∧ s))− Zˆ r (u))(Zˆ ri (u+ t )− Zˆ
r
i (u+ s)).
Since Zˆ r
i
is a martingale, we have for v < u−1, E (Hi (u)Hi (v))= 0. Also from properties of Poisson
processes it follows that for every p ≥ 1
sup
r>0,u≥0,s,t∈[0,1]
E
∥∥Zˆ r (u+ t )− Zˆ r (u+ s)∥∥p .=mp <∞. (9.4)
Thus since f is bounded , we have for some κ2 ∈ (0,∞)
2
t2r
∫tr
0
∫u
0
E (Hi (u)Hi (v))dvdu ≤
κ2
tr
→ 0
as r →∞. Thus as r →∞
E¯
(∣∣∣Eθrtr ( f (w(·∧ s),z(·∧ s))(zi (t )−zi (s)))
∣∣∣∧1)→ 0.
The equality in (9.3) now follows on noting that from (9.4), for all t ∈ [0,1], supr>0EEθrtr (zi (t ))
2 <∞.
In order to argue that {z(t )}0≤t≤1 is a Gt -Brownian motion with covariance matrix Σ it now suffices
to show that definingm(t )
.
= z(t )z′(t )− tΣ, {m(t )}0≤t≤1 is a I
2 dimensional {Gt }-martingale. Once
more, it suffices to show that with f as before, 0≤ s < t ≤ 1, and i , l ∈NI ,
E¯
(∣∣Eθ ( f (w(·∧ s),z(·∧ s))(mi ,l (t )−mi ,l (s)))∣∣∧1)= 0. (9.5)
For this note that
E¯Eθrtr
[
f (w(·∧ s),z(·∧ s))(mi ,l (t )−mi ,l (s))
]2
=E
[
1
tr
∫tr
0
f (Wˆ r (u+ (·∧ s)), Zˆ r (u+ (·∧ s))− Zˆ r (u))[Mˆ r,u
i ,l
(t )− Mˆ r,u
i ,l
(s)]du
]2
=
2
t2r
∫tr
0
∫u
0
E (H ri ,l (u)H
r
i ,l (v))dvdu, (9.6)
where for u ≥ 0
Mˆ r,u
i ,l
(t )=
(
Zˆ ri (u+ t )− Zˆ
r
i (u)
)(
Zˆ rl (u+ t )− Zˆ
r
l (u)
)
− tΣi l
and
H ri ,l (u)= f (Wˆ
r (u+ (·∧ s)), Zˆ r (u+ (·∧ s))− Zˆ r (u))[Mˆ r,u
i ,l
(t )− Mˆ r,u
i ,l
(s)].
CONTROL POLICIES FOR HGI PERFORMANCE 43
Write
Mˆ r,u
i ,l
(t )− Mˆ r,u
i ,l
(s)= Ψˆri ,l (u)+ ξ¯
r
i ,l (u),
where
Ψˆ
r
i ,l (u) = (Zˆ
r
i (u+ t )− Zˆ
r
i (u+ s))(Zˆ
r
l (u+ t )− Zˆ
r
l (u+ s))
−
J∑
j=1
Gri , jKl , j (B¯
r
j (u+ t )− B¯
r
j (u+ s)+ (t − s)̺
r
j )
and
ξ¯ri ,l (u)=
J∑
j=1
Gri , jKl , j (B¯
r
j (u+ t )− B¯
r
j (u+ s)+ (t − s)̺
r
j )− (t − s)Σi ,l . (9.7)
Then for 0≤ v ≤u ≤ tr
|E (H ri ,l (u)H
r
i ,l (v))| ≤ |E (Hˆ
r
i ,l (u)Hˆ
r
i ,l (v))|+‖ f ‖
2
∞ sup
u≥0
E (ξ¯ri ,l (u))
2
+2‖ f ‖2∞
[
sup
u≥0
E (Ψˆri ,l (u))
2
]1/2[
sup
u≥0
E (ξ¯ri ,l (u))
2
]1/2
, (9.8)
where
Hˆ ri ,l (u)= f (Wˆ
r (u+ (·∧ s)), Zˆ r (u+ (·∧ s))− Zˆ r (u))Ψˆri ,l (u).
From (9.4), for some κ3 ∈ (0,∞)
sup
r>0,u,v>0
E |Hˆ ri ,l (u)Hˆ
r
i ,l (v)| ≤ κ3.
Also, frommartingale properties of Aˆ j and Sˆ j we see that for v < u−1,
E (Hˆ ri ,l (u)Hˆ
r
i ,l (v))= 0.
Combining the above two displays we now have that as r →∞
2
t2r
∫tr
0
∫u
0
|E (Hˆ ri ,l (u)Hˆ
r
i ,l (v))|dvdu ≤
κ4
tr
→ 0. (9.9)
From (9.4) once more, we have for some κ5 ∈ (0,∞)
sup
u≥0,r>0
E (Ψˆri ,l (u))
2 ≤ κ5. (9.10)
We now argue that
sup
u≥0
E (ξ¯ri ,l (u))
2→ 0 as r →∞. (9.11)
Note that once (9.11) is proved, it follows on combining (9.6), (9.8), (9.9) and (9.11) that
EEθrtr
[
f (w(·∧ s),z(·∧ s))(mi ,l (t )−mi ,l (s))
]2
→ 0
as r →∞. Oncemore using themoment bound in (9.4) we then have (9.5) completing the proof of
(2). We now return to the proof of (9.11). We note that for some κ6 ∈ (0,∞)
sup
u,r>0
|ξ¯ri ,l (u)| ≤ κ6 a.s. .
Thus for any ǫ ∈ (0,∞)
sup
u>0
E |ξ¯ri ,l (u)|
2 ≤ ǫ2+κ26 sup
u>0
P(|ξ¯ri ,l (u)| > ǫ). (9.12)
Next from properties of Poisson processes it follows that for any ǫ˜ ∈ (0,∞), as r →∞
sup
u≥0
P
(∣∣∣A¯rj (u+ t )− A¯rj (u+ s)− (t − s)λrj
∣∣∣> ǫ˜)→ 0
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and
sup
u≥0
P
(∣∣∣S¯rj (B¯ rj (u+ t ))− S¯rj (B¯ rj (u+ t ))− (B¯ rj (u+ t )− B¯ rj (u+ s))µrj
∣∣∣> ǫ˜)→ 0.
Also, using Theorem 8.5, as r →∞
sup
u≥0
P
(∣∣∣A¯rj (u+ t )− A¯rj (u+ s)− (S¯rj (B¯ rj (u+ t ))− S¯rj (B¯ rj (u+ t )))
∣∣∣> ǫ˜)
= sup
u≥0
P
(∣∣∣Q¯rj (u+ t )−Q¯rj (u+ s)
∣∣∣> ǫ˜)→ 0.
Combining the above three convergence properties we have that as r →∞
sup
u≥0
P
(∣∣∣(t − s)λrj − (B¯ rj (u+ t )− B¯ rj (u+ s))µrj
∣∣∣> ǫ˜)→ 0. (9.13)
Recalling the definition of ξ¯r
i ,l
(u) from (9.7) and noting that 2
∑J
j=1
Gi jKl , j̺ j = Σi l , we see from
(9.13) that for any ǫ ∈ (0,∞)
sup
u>0
P(|ξ¯ri ,l (u)| > ǫ)→ 0
as r →∞. Using this in (9.12) and sending ǫ→ 0 we have (9.11). As noted earlier this completes the
proof of (1).
We now prove (3). From Theorem 9.2 and since r (K̺r −C )→ v∗ as r →∞, we have for every
t ∈ [0,1], as r →∞
EEθrtr
[∥∥w(t )−Γ(w(0)+z−v∗ι)(t )∥∥∧1]
=
1
tr
∫tr
0
E
[∥∥Wˆ r (u+ t )−Γ(Wˆ r (u)+ Zˆ r (u+·)− Zˆ r (u)−v∗ι)(t )∥∥∧1]du→ 0.
Since θrtr → θ in distribution, we have from continuous mapping theorem
EEθ
[∥∥w(t )−Γ(w(0)+z+v∗ι)(t )∥∥∧1]= 0.
This proves (3).
Finally in order to prove (4) it suffices to show that for every continuous and bounded g :RI+→R
and t ∈ [0,1]
E
∣∣Eθ(g (w(t )))−Eθ(g (w(0)))∣∣ = 0 (9.14)
Note that as r →∞
E
∣∣∣Eθrtr (g (w(t )))−Eθ(g (w(0)))
∣∣∣
= E
∣∣∣∣ 1tr
∫tr
0
g (Wˆ r (u+ t ))du−
1
tr
∫tr
0
g (Wˆ r (u))du
∣∣∣∣
≤
2‖g‖∞
tr
→ 0.
The equality in (9.14) now follows on using the convergence of θrtr → θ and applying continuous
mapping theorem. This completes the proof of the theorem. 
10. PROOFS OF THEOREMS 4.7 AND 4.8.
Recall from (3.1) the cost function in the EWF, namely C .
Proof of Theorem 4.7. From Theorem 8.2 and noting that h ·Qˆr (t )≥C (W˜ r (t )) a.s., we have
E
1
tr
∫tr
0
|h ·Qˆr (t )−C (W˜ r (t ))|dt ≤Brα−1/2(1+|qˆr |2).
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Next, from Theorem 6.3 we see that C is a Lipschitz function. Let LC denote the corresponding
Lipschitz constant. SinceM r →M , we can find ηr ∈ (0,∞) such that ηr → 0 as r →∞ and
|W˜ r (t )−Wˆ r (t )| ≤ ηr |Qˆ
r (t )| for all t ≥ 0, r > 0. (10.1)
From Theorem 8.5 it then follows that, as r →∞
E
1
tr
∫tr
0
|C (W˜ r (t ))−C (Wˆ r (t ))|dt ≤ LC ηr
1
tr
∫tr
0
E |Qˆr (t )|dt → 0.
Thus in order to complete the proof it suffices to show that
1
tr
∫tr
0
C (Wˆ r (t ))→
∫
C (w )π(dw ), in L1, as r →∞. (10.2)
From Theorems 9.3 and 9.4, for every L ∈ (0,∞),
1
tr
∫tr
0
CL(Wˆ
r (t ))→
∫
CL(w )π(dw ), in L
1, as r →∞
where CL(w )
.
=C (w )∧L for w ∈RI+. Also, from linear growth of C and Theorem 8.5, as L→∞,
sup
r>0
1
tr
∫tr
0
E |C (Wˆ r (t ))−CL(Wˆ
r (t ))|dt ≤
1
L
sup
r>0
1
tr
∫tr
0
EC 2(Wˆ r (t ))dt → 0.
Theorem 9.4 and Fatou’s lemma also show that
∫
C (w )π(dw )<∞. Combining this with the above
two displays we now have (10.2) and the result follows. 
We now prove the convergence of the discounted cost. Proof is a simpler version of the argu-
ment in the proof of Theorem 4.7 and therefore we omit some details.
Proof of Theorem 4.8. Minor modifications of the proof of Theorem 9.3 together with Theorem
9.2 show that for any T <∞ Wˆ r converges inD([0,T ] :RI+) to Wˇ
w0 . Thus using continuity of C , for
every L ∈ (0,∞) and CL as in the proof of Theorem 4.7, for every T <∞,
lim
r→∞
E
[∫T
0
e−θtCL
(
Wˆ r (t )
)
dt
]
= E
[∫T
0
e−θtCL
(
Wˇ w0 (t )
)
dt
]
.
From Theorem 8.5 we have, as L→∞,
sup
r>0
E
∫∞
0
e−θt |C (Wˆ r (t ))−CL(Wˆ
r (t ))|dt ≤
1
L
sup
r>0
∫∞
0
e−θtEC 2(Wˆ r (t ))dt → 0
From Theorem 8.5 we also see that as T →∞
sup
r>0
∫∞
T
e−θtEC (Wˆ r (t ))dt→ 0,
∫∞
T
e−θtEC (Wˇ w0(t ))dt→ 0.
Using the fact that E
∫∞
0 e
−θt
C (Wˇ w0 (t ))dt <∞ it then follows that for every T ∈ (0,∞)
E
∫∞
0
e−θth ·Qˆr (t )dt→ E
∫∞
0
e−θtC (Wˇ w0 (t ))dt .
The result follows. 
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APPENDIX A. LARGE DEVIATION ESTIMATES FOR POISSON PROCESSES
The following result gives classical exponential tail bounds for Poisson processes. For the proof
of the first estimate we refer the reader to [12] while the second result is a consequence of [13,
Section 4.1l1 3, Theorem 5].
Theorem A.1. Let N r (t ) be a Poisson process with rates λr such that limr→∞λ
r = λ ∈ (0,∞). Then
for any ǫ ∈ (0,∞) there exist B1,B2,R ∈ (0,∞) such that for all 0<σ<∞ and r ≥R we have
P
(
sup
0≤t≤1
∣∣∣∣N r (σt )σ −λr t
∣∣∣∣> ǫ
)
≤B1e
−σB2
and for all T ∈ (0,∞)
P
(
sup
0≤t≤T
∣∣N r (r 2t )− r 2tλr ∣∣≥ ǫrT )≤B1e−B2T
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