Explaining the excellent practical performance of the simplex method for linear programming has been a major topic of research for over 50 years. One of the most successful frameworks for understanding the simplex method was given by Spielman and Teng (JACM '04), who developed the notion of smoothed analysis. Starting from an arbitrary linear program with d variables and n constraints, Spielman and Teng analyzed the expected runtime over random perturbations of the LP (smoothed LP), where variance σ 2 Gaussian noise is added to the LP data. In particular, they gave a two-stage shadow vertex simplex algorithm which uses an expected O(d 55 n 86 (1+σ −30 )) number of simplex pivots to solve the smoothed LP. Their analysis and runtime was substantially improved by Deshpande and Spielman (FOCS '05) and later Vershynin (SICOMP '09). The fastest current algorithm, due to Vershynin, solves the smoothed LP using an expected O(d 3 log 3 n σ −4 + d 9 log 7 n) number of pivots, improving the dependence on n from polynomial to logarithmic.
INTRODUCTION
The simplex method for linear programming (LP) is one of the most important algorithms of the 20th century. Invented by Dantzig in 1947 [23, 24] , it remains to this day one of the fastest methods for solving LPs in practice. The simplex method is not one algorithm however, but a class of LP algorithms, each differing in the choice of pivot rule. At a high level, the simplex method moves from vertex to vertex along edges of the feasible polyhedron, where the pivot rule decides which edges to cross, until an optimal vertex or unbounded ray is found. Important examples include Dantzig's most negative reduced cost [24] , the Gass and Saaty parametric objective [35] and Goldfarb's steepest edge [38] method. We note that for solving LPs in the context of branch & bound and cutting plane methods for integer programming, where the successive LPs are "close together", the dual steepest edge method [32] is the dominant algorithm in practice [10, 11] , due its observed ability to quickly re-optimize.
The continued success of the simplex method in practice is remarkable for two reasons. Firstly, there is no known polynomial time simplex method for LP. Indeed, there are exponential examples for almost every major pivot rule starting with constructions based on deformed products [5, 7, 39, 43, 48, 54, 63] , such as the Klee-Minty cube [54] , which defeat most classical pivot rules, and more recently based on Markov decision processes (MDP) [33, 34] , which notably defeat randomized and history dependent pivot rules. Furthermore, for an LP with d variables and n constraints, the fastest (randomized) simplex method requires 2 O ( √ d ln(2+(n−d )/d )) pivots [45, 49, 58] , while the observed practical behavior is linear O(d + n) [72] . Secondly, it remains the most popular way to solve LPs despite the tremendous progress for polynomial time methods [53] , mostly notably, interior point methods [51, 56, 62, 68] . How can we explain the simplex method's excellent practical performance? This question has fascinated researchers for decades. An immediate question is how does one model instances in "practice", or at least instances where simplex should perform well? The research on this subject has broadly speaking followed three different lines: the analysis of average case LP models, where natural distributions of LPs are studied, the smoothed analysis of arbitrary LPs, where small random perturbations are added to the LP data, and work on structured LPs, such as totally unimodular systems and MDPs. We review the major results for the first two lines in the next section, as they are the most relevant to the present work, and defer additional discussion to the related work section. To formalize the model, we consider LPs in d variables and n constraints of the following form:
where the feasible polyhedron Ax ≤ b is denoted by P. We now introduce relevant details for the simplex methods of interest to this work.
Parametric Simplex Algorithms. While a variety of pivot rules have been studied, the most successfully analyzed in theory are the so-called parametric simplex methods, due to the useful geometric characterization of the paths they follow. The first such method, and the main one used in the context of smoothed analysis, is the parametric objective method of Gass and Saaty [35] , dubbed the shadow (vertex) simplex method by Borgwardt [14] . Starting at a known vertex v of P maximizing an objective c ′ , the parametric objective method computes the path corresponding to the sequence of maximizers for the objectives obtained by interpolating c ′ → c 1 . The name shadow vertex method is derived from the fact that the visited vertices are in correspondence with those on the projection of P onto W := span(c, c ′ ), the 2D convex polygon known as the shadow of P on W . In particular, the number of edges traversed by the method is bounded by the number of edges on the shadow, known as the size of the shadow.
An obvious problem, as with most simplex methods, is how to initialize the method at a feasible vertex if one exists. This is generally referred to as the Phase I problem, where Phase II then corresponds to finding an optimal solution. A common Phase I adds artificial variable(s) to make feasibility trivial and applies simplex to drive them to zero.
A more general method, popular in the context of average case analysis, is the self-dual parametric simplex method of Dantzig [25] . In this method, one simultaneously interpolates both the objectives c ′ → c and right hand sides b ′ → b which has the effect of combining Phase I and II. Here c ′ and b ′ are chosen to induce a known initial maximizer. While the polyhedron is no longer fixed, the breakpoints in the path of maximizers (now a piecewise linear curve) can be computed via certain primal and dual pivots. This procedure was in fact generalized by Lemke [57] to solve linear complementarity problems. We note that the self dual method can roughly speaking be simulated in a higher dimensional space by adding an interpolation variable λ, i.e. Ax ≤ λb+(1−λ)b ′ , 0 ≤ λ ≤ 1, which has been the principal approach in smoothed analysis.
Prior Work
Here we present the main works in both average case and smoothed analysis which inform our main results, presented in the next section. A common theme in these works, which all study parametric simplex methods, is to first obtain a bound on the expected parametric path length, with respect to some distribution on interpolations and LPs, and then find a way to use the bounds algorithmically. This second step can be non-obvious, as it is often the case that one cannot directly find a starting vertex on the paths in question. We now present the main random LP models that have been studied, presenting path bounds and algorithms. Lastly, as our results are in the smoothed analysis setting, we explain the high level strategies used to prove smoothed (shadow) path bounds.
Average case Models. The first model, introduced in the seminal work of Borgwardt [14] [15] [16] [17] , examined distributions over LPs of the form max c T x, Ax ≤ 1, possibly with x ≥ 0 constraints (note that this model is always feasible at 0), where the rows of A are drawn i.i.d. from a rotationally symmetric distribution (RSM). Borgwardt proved tight bounds on the expected shadow size of the feasible polyhedron when projected onto any fixed plane. For general RSM, he proved a sharp Θ(d 2 n 1/(d −1) ) [16, 17] bound, tight for rows drawn uniformly from the sphere, and for Gaussians a sharp Θ(d 1.5 log n) bound [16] , though this last bound is only known to hold asymptotically as n → ∞ (i.e. very large compared to d). On the algorithmic side, Borgwardt [15] gave a dimension by dimension (DD) algorithm which optimizes over such polytopes by traversing d − 2 different shadow vertex paths. The DD algorithm proceeds by iteratively solving the restrictions max c T x, Ax ≤ 1, x i = 0, i ∈ {k + 1, . . . , d}, for k ≥ 2, which are all of RSM type. The key observation is that the optimal solution at phase k ∈ {2, . . . , d − 1} is (generically) on an edge of the shadow at stage k + 1 for the plane generated by (c 1 , · · · , c k , 0, . . . , 0) and e k +1 (the standard basis vector), and hence the shadow bound can be used to bound the algorithms complexity.
For the next class, Smale [73] analyzed the standard self dual method for LPs where A and (c, b) are chosen from independent RSM distributions, where Megiddo [61] gave the best known bound of f (min {d, n}) iterations, for some exponentially large function f . Adler [2] and Haimovich [44] examined a much weaker model where the data is fixed, but where the signs of all the inequalities, including non-negativity constraints, are flipped uniformly at random. Using the combinatorics of hyperplane arrangements, they achieved a remarkable bound of O(min {d, n}) for the expected length of parametric paths. These results were made algorithmic shortly thereafter [3, 4, 76] , where it was shown that a lexicographic version of the parametric self dual simplex method 2 requires Θ(min {d, n} 2 ) iterations, where tightness was established in [4] . While these results are impressive, a notable criticism of the symmetry model is that it results in infeasible LPs almost surely once n is a bit larger than d.
Smoothed LP Models. The smoothed analysis framework, introduced in the breakthrough work of Spielman and Teng [75] , helps explain the performance of algorithms whose worst-case examples are in essence pathological, i.e. which arise from very brittle structures in instance data. To get rid of these structures, the idea is to add a small amount of noise to the data, quantified by a parameter σ , where the general goal is then to prove an expected runtime bound over any smoothed instance that scales inverse polynomially with σ . Beyond the simplex method, smoothed analysis has been successfully applied to many other algorithms such as interior point methods [74] , Gaussian elimination [69] , Lloyd's k-means algorithm [6] , the 2-OPT heuristic for the TSP [31] , and much more.
The smoothed LP model introduced by [75] , starts with any max c T x,Āx ≤b -the average LP -normalized so that the rows of (Ā,b) have ℓ 2 norm at most 1, and adds i.i.d. variance σ 2 Gaussian noise to the entries of (Ā,b) yielding (A, b) -the smoothed LP data. Note that in this model c is not perturbed. For smoothed LPs, Spielman and Teng provided a two phase shadow vertex method which uses an expected O(d 55 n 86 σ −30 ) number of pivots. This bound was substantially improved by Deshpande and Spielman [27] and Vershynin [78] , where Vershynin gave the fastest such method requiring an expected O(d 3 log 3 nσ −4 + d 9 log 7 n) number of pivots.
In all these works, the complexity of the algorithms is reduced in a black box manner to a shadow bound for smoothed unit LPs. In particular, a smoothed unit LP has an expected systemĀx ≤ 1, whereĀ has row norms at most 1, and smoothing is performed only toĀ. Here the goal is to obtain a bound on the expected shadow size with respect to any fixed plane. Note that ifĀ is the zero matrix, then this is exactly Borgwardt's Gaussian model, where he achieved the asymptotically tight bound of Θ(d 1.5 √ ln n). For smoothed unit LPs, Spielman and Teng [75] gave the first bound of O(d 3 nσ −6 + d 6 n ln 3 n). Deshpande and Spielman [27] derived a bound of O(dn 2 ln nσ −2 + d 2 n 2 ln 2 n), substantially improving the dependence on σ while doubling the dependence on n. Lastly, Vershynin achieved a bound of O(d 3 σ −4 + d 5 ln 2 n), dramatically improving the dependence on n to logarithmic, though still with a larger dependence on σ than [27] .
Before discussing the high level ideas for how these bounds are proved, we overview how they are used algorithmically. In this context, [75] and [78] provide two different reductions to the unit LP analysis, each via an interpolation method. Spielman and Teng first solve the smoothed LP with respect to an artificial "somewhat uniform" right hand side b ′ , constructed to force a randomly chosen basis of A to yield a vertex of the artificial system. From here they use shadow vertex to compute a maximizer for right hand side b ′ , and continue via interpolation to derive an optimal solution for b. Here the analysis is quite challenging, since in both steps the LPs are not quite smoothed unit LPs and the used shadow planes correlate with the perturbations. To circumvent these issues, Vershynin uses a random vertex (RV) algorithm, which starts with b ′ = 1 and adds a random additional set of d inequalities to the system to induce an "uncorrelated known vertex". From this random vertex, he proceeds similarly to Spielman and Teng, but now at every step the LP is of smoothed unit type and the used shadow planes are (almost) independent of the perturbations.
We note that beyond the above model, smoothed analysis techniques have been used to analyze the simplex method in other interesting settings. In [20] , the successive shortest path algorithm for min-cost flow, which is a shadow vertex algorithm, was shown to be efficient when only the objective (i.e. edge costs) is perturbed. In [52] , Kelner and Spielman used smoothed analysis techniques to give a "simplex like" algorithm which solves arbitrary LPs in polynomial time. Here they developed a technique to analyze the expected shadow size when only the right hand side of an LP is perturbed.
Shadow Bounds for Smoothed Unit LPs. Let a 1 , . . . , a n ∈ R d , i ∈ [n], denote the rows of the constraint matrix of the smoothed unit LP Ax ≤ 1. The goal is to bound the expected number of edges in the projection of the feasible polyhedron P onto a fixed 2D plane W . As noticed by Borgwardt, by a simple duality argument, this number of edges is equal to the number of edges in the polar polygon. Letting Q := conv(a 1 , . . . , a n ), the convex hull of the rows, the polar polygon can be expressed as conv(Q, 0) ∩ W .
As 0 is already in W , removing it from the convex hull can at worst decrease the number of edges by 1, and hence it is sufficient to bound the edges formed by D := Q ∩ W . We overview the different approaches used in [27, 75, 78 ] to bound the number of edges of D. Let u θ , θ ∈ [0, 2π ], denote an angular parametrization of the unit circle in W , and let r θ = u θ · R ≥0 denote the corresponding ray. Spielman and Teng [75] bounded the probability that any two nearby rays r θ and r θ +ε intersect different edges of D by a linear function of ε. Summing this probability over any fine enough discretization of the circle upper bounds the expected number of edges of D 3 . Their probability bound proceeds in two steps, first they estimate the probability that the Euclidean distance between the intersection of r θ with its corresponding edge and the boundary of that edge is small (the distance lemma), and second they estimate the probability that angular distance is small compared to Euclidean distance (the angle of incidence bound). Vershynin [78] avoided the use of the angle of incidence bound by measuring the intersection probabilities with respect to the "best" of three different viewpoints, i.e. where the rays emanate from a well-chosen set of three equally spaced viewpoints as opposed to just the origin. This gave a much more efficient reduction to the distance lemma, and in particular allowed Vershynin to reduce the dependence on n from linear to logarithmic. Deshpande and Spielman [27] bounded different probabilities to get their shadow bound. Namely, they bounded the probability that nearby objectives u θ and u θ +ε are maximized at different vertices of D. The corresponding discretized sum over the circle directly bounds the number of vertices of D, which is the same as the number of edges.
Results
While the original proof of Spielman and Teng has now been substantially simplified, the resulting analyses are still complex and the parameter improvements have not been uniform. In this work, we give a "best of all worlds" analysis, which is both much simpler and improves all prior parameter dependencies. Our main contribution is a substantially improved shadow bound, presented below.
Recalling the models, the results in the following table bound the expected number of edges in the projection of a random polytope Ax ≤ 1, A ∈ R n×d , onto any fixed 2-dimensional plane. The models differ in the class of distributions examined for A. In the RSM model, the rows of A are distributed i.i.d. according to an arbitrary rotationally symmetric distribution. In the Gaussian model, the rows of A are i.i.d. mean zero standard Gaussian vectors. Note that this is a special case of the RSM model. The n → ∞ in the table 
Works
Expected Number of Edges Model
indicates that bound only holds for n large enough (compared to d). In the smoothed model, the rows of A are d-dimensional Gaussian random vectors with standard deviation σ centered at vectors of norm at most 1, i.e. the expected matrix E[A] has rows of ℓ 2 norm at most 1.
As can be seen, our new shadow bound yields a substantial improvement over earlier smoothed bounds in all regimes of σ and is also competitive in the Gaussian model. For small σ , our bound improves the dependence on d from d 3 to d 2 , achieves the same σ −2 dependence as [27] , and improves the dependence on n to ln 3/2 n. For σ ≥ 1, our bound becomes O(d 2.5 ln 3/2 n), which in comparison to Borgwardt's optimal (asymptotic) Gaussian bound is only off by a d ln n factor. Furthermore, our proof is substantially simpler than Borgwardt's. In terms of the optimal bounds, given Borgwardt's result one may conjecture that the correct dependence on n and d should be d 3/2 √ ln n for the smoothed Gaussian case as well, though it is unclear what the correct dependence on σ should be. We leave these questions as open problems.
An interesting point of our analysis is that it is completely modular, and it can give bounds for perturbations beyond Gaussians, in particular, we also get good bounds for Laplace perturbations (see section 4 of the full paper for details). The range of analyzable perturbations still remains limited however, our analysis doesn't extend to bounded perturbations such as uniform [−1/σ , 1/σ ] for example, which we leave as an important open problem.
From the algorithmic perspective, our shadow bound naturally leads to improved shadow vertex running times via a two phase interpolation approach, using for Phase I either Vershynin's random vertex (RV) or Borgwardt's dimension by dimension algorithm (DD) depending on the value of σ .
Borgwardt's DD is faster for 1/σ ≤ d log n while Vershynin's RV is faster for all smaller σ . The tradeoff between the two is explained by the fact that DD works for all σ but requires following d − 2 shadow vertex paths, whereas RV requires 1/σ ≥ log nd 1.5 4 (always achievable by scaling down A) but follows only an expected O(1) number of shadow vertex paths. We note that [46] performed an amortized analysis of the DD algorithm in the RSM model yielding a √ d factor improvement, using the fact that the interpolated objectives in later stages get closer and closer together, however 4 In fact 1/σ ≥ max d log n, d 3/2 log d is sufficient. We rely on a worse bound for simplicity.
it is unknown whether such an improvement carries over in the smoothed setting. Interestingly, the combination of interpolation and DD, while perhaps less efficient for small σ , completely removes all dependencies between the choice of shadow planes to follow and the instance data, a major issue in [75] and the main motivation for the RV algorithm, and its analysis (given a smoothed shadow bound) is essentially elementary. This combination was recently and explicitly suggested in [36] as a way to turn DD into a full LP algorithm, in the context of analyzing a generalized version of the RSM model. We note that Meggido [60] showed that the lexicographic self dual simplex used in the average case analyses, which combines Phase I and II, can simulate the DD algorithm and its dual the constraint by constraint algorithm, and thus one can view the combination of interpolation and DD as essentially simulating a lexicographic self dual simplex method. After the completion of this work, we learned that the idea of applying DD in the context of smoothed analysis was also recently presented by Schnalzger [71] in his thesis 5 .
We note that the above runtimes essentially follow by plugging in our shadow bound into the extant analyses of Vershynin and Borgwardt. We are however able to simplify and improve the analysis of a slight modification of Vershynin's RV algorithm, where we remove additional polylogarithmic runtime factors incurred by the original analysis. We defer further discussion of this to the full version of the paper.
Techniques: Improved Shadow Bound
We now give a detailed sketch of the proof of our improved shadow bound. Proofs of all claims can be found in section 2. The outline of the presentation is as follows. To begin, we explain our general edge counting strategy, where we depart from the previously discussed analyses. In particular, we adapt the approach of Kelner and Spielman (KS) [52] , who analyzed a smoothing model where only the right-hand side is perturbed, to the present setting. Following this, we present a parametrized shadow bound, which applies to any class of perturbations for which the relevant parameters are bounded. Lastly, we give the high-level idea of how we estimate the relevant quantities in the KS approach within the parametrized model.
Edge Counting Strategy. Recall that our goal is to compute a bound on the expected number of edges in the polygon Q∩W , where W is the two-dimensional shadow plane, Q := conv(a 1 , . . . , a n ) and a 1 , . . . , a n ∈ R d are the smoothed constraints of a unit LP.
In [52] , Kelner and Spielman developed a very elegant and useful alternative strategy to bound the expected number of edges, which can be applied to many distributions over 2D convex polygons. Whereas they analyzed the geometry of the primal shadow polygon, the projection of P onto W , we will instead work with the geometry of the polar polygon Q ∩W . The analysis begins with the following elementary identity: Starting from the above identity, the approach first derives a good upper bound on the perimeter and a lower bound on the right-hand side in terms of the number of edges and the minimum edge length. The bound on the number of edges is then derived as the ratio of the perimeter bound and the minimum edge length.
We focus first on the perimeter upper bound. Since Q ∩ W is convex, the any containing circle has larger perimeter. Furthermore, we clearly have Q ∩ W ⊆ π W (Q), where π W is the orthogonal projection onto W . Combining these two observations we derive the first useful inequalities:
To extract the expected number of edges from the right hand side of (2), we first note that every edge of Q ∩ W is derived from a facet of Q intersected with W . Assuming non-degeneracy, the possible facets of Q are F I := conv(a i ) i ∈I , where I ⊆ [n] is any subset of size d. Let E I denote the event that F I induces an edge of Q ∩ W , more precisely, that F I is a facet of Q and that F I ∩ W ∅.
From here, we get that
Combining (2), (3), (4), we derive our main fundamental bound:
In the actual proof, we further restrict our attention to potential edges having probability Pr[
of appearing, which helps control how extreme the conditioning on E I can be. Note that the edges appearing with probability smaller than 2
contribute at most 2 to the expectation, and hence can be ignored. Thus our task now directly reduces to showing that the maximum perturbation is not too large on average, an easy condition, while ensuring that the edges that are not too unlikely to appear are reasonably long on average, the more difficult condition.
We note that applying the KS approach already improves the situation with respect to the maximum perturbation size compared to earlier analyses, as [27, 75, 78] all require a bound to hold almost surely as opposed to on expectation. For this purpose, they enforced the condition 1/σ ≥ √ d ln n (for Gaussian perturbations), which we do not require here.
Bound for Parametrized Distributions. We now present the parameter bounds we require of the perturbations to obtain our parametrized shadow bound. We also discuss how these parameters behave for the Gaussian distribution.
Let us now assume that a 1 , . . . , a n ∈ R n are independently distributed. As before we assume that the
, have norm at most 1. We denote the perturbations byâ i := a i −ā i , i ∈ [n]. We will assume for simplicity of the presentation that all the perturbationsâ 1 , . . . ,â n are i.i.d. distributed according to a distribution with probability density µ (in general, they could each have a distinct distribution).
At a high-level, the main properties we require of the distribution is that it be smooth and that it have sufficiently strong tail bounds. We formalize these requirements via the following 4 parameters, where we let X ∼ µ below:
(2) The variance of X, when restricted to any line
.
(4) The n-th deviation r n is such that, for all
We formalize the definitions of these parameters exactly in subsection 2.1.1. The first two parameters are smoothness related while the last two relate to tail bounds. Assuming the above parameter bounds forâ 1 , . . . ,â n , our main "plug and play" bound on the expected shadow size is as follows (see Theorem 2.9):
(6) For the variance σ 2 Gaussian distribution in R d , it is direct to verify that τ = σ for any line (since every line restriction results in a 1D variance σ 2 Gaussian), and from standard tail bounds that R n,d = O(σ d log n) and r n = O(σ log n). The only parameter that cannot be bounded directly is the log-Lipschitz parameter L, since ∥x/σ ∥ 2 /2, the log of the Gaussian density, is quadratic.
Nevertheless, as noted in previous analyses, the Gaussian is locally smooth inside any fixed radius. Indeed the main radius of interest will be R n,d , since events that happen with probability
have little effect on the shadow bound. Within radius R n,d of the mean the density is O( d log n/σ )-log-Lipschitz.
As opposed to conditioning the perturbations to land in this ball as in prior analyses, which leads to complications, we instead replace the Gaussian with an essentially equivalent distribution (i.e., having the same properties and shadow bound), that is everywhere O( d log n/σ )-log-Lipschitz, which we call the LaplaceGaussian distribution (see the full version of the paper for details). This helps simplify the analysis and also establishes the utility of the above parametrized model.
Bounding the Perimeter and Edge Length. We now briefly describe how the perimeter and minimum edge length are bounded in our parametrized perturbation model. As this is the most technical part of the analysis, we refer the reader to the proofs in section 2 and give only a very rough discussion here. As above, we will assume that the perturbations satisfy the bounds given by L, τ , R n,d , r n .
For the perimeter bound, we immediately derive the bound
by the triangle inequality. From here, we must bound the minimum expected edge length, which requires the majority of the work. For this task, we provide a clean analysis, which shares high-level similarities with the Spielman and Teng distance lemma, though our task is simpler. Firstly, we only need to show that an edge is large on average, whereas the distance lemma has the more difficult task of proving that an edge is unlikely to be small. Second, our conditioning is much milder. Namely, the distance lemma conditions a facet F I on intersecting a specified ray r θ , whereas we only condition F I on intersecting W . This conditioning gives the edge much more "wiggle room", and is the main leverage we use to get the factor d improvement. . Our analysis of the edge length conditioned on E proceeds as follows:
(1) Show that if F induces an edge, then under this conditioning F has small diameter with good probability, namely its vertices are all at distance at most O(1 + R n,d ) from each other (Lemma 2.17). This uses the tailbound defining R n,d and the fact that E occurs with non-trivial probability. (2) Condition on F being a facet by fixing its containing hyperplane H (Lemma 2.20). This is standard and done via a change of variables analyzed by Blaschke. (3) Let l := H ∩ W denote the line which intersects F to form an edge of Q ∩ W . Show that on average the longest chord of F parallel to l is long. We achieve the bound Ω(τ / √ d) (Lemma 2.28) using that the vertices of F restricted to lines parallel to l have variance at least τ 2 . (4) Show that on average F is pierced by l through a chord that is not too much shorter than the longest one. Here we derive the final bound on the expected edge length of
using the fact that the distribution of the vertices is L-logLipschitz and that F has diameter O(1 + R n,d ).
This concludes the high-level discussion of the proof.
Related Work
Structured Polytopes. An important line of work has been to study LPs with good geometric or combinatorial properties. Much work has been done to analyze primal and dual network simplex algorithms for fundamental combinatorial problems on flow polyhedra such as bipartite matching [47] , shortest path [28, 42] , maximum flow [37, 40] and minimum cost flow [41, 65, 66] . Generalizing on the purely combinatorial setting, LPs where the constraint matrix A ∈ Z n×d is totally unimodular (TU), i.e. the determinant of any square submatrix of A is in {0, ±1}, were analyzed by Dyer and Frieze [29] , who gave a random walk based simplex algorithm which requires poly(d, n) pivots. Recently, an improved random walk approach was given by Eisenbrand and Vempala [30] , which works in the more general setting where the subdeterminants are bounded in absolute value by ∆, who gave an O (poly(d, ∆) ) bound on the number of pivots (note that there is no dependence on n). Furthermore, randomized variants of the shadow vertex algorithm were analyzed in this setting by [21, 22] , where in particular [22] gave an expected O(d 5 ∆ 2 ln(d∆)) bound on the number of pivots. Another interesting class of structured polytopes comes from the LPs associated with Markov Decision Processes (MDP), where simplex rules such as Dantzig's most negative reduced cost correspond to variants of policy iteration. Ye [79] gave polynomial bounds for Dantzig's rule and Howard's policy iteration for MDPs with a fixed discount rate, and Ye and Post [67] showed that Dantzig's rule converges in strongly polynomial time for deterministic MDPs with variable discount rates.
Diameter Bounds. Another important line of research has been to establish diameter bounds for polyhedra, namely to give upper bounds on the shortest path length between any two vertices of a polyhedron as a function of the dimension d and the number of inequalities n. For any simplex method pivoting on the vertices of a fixed polytope, the diameter is clearly a lower bound on the worst-case number of pivots. The famous Hirsch conjecture from 1957, posited that for polytopes (bounded polyhedra) the correct bound should be n−d. This precise bound was recently disproven by Santos [70] , who gave a 43 dimensional counter-example, improved to 20 in [59] , where the Hirsch bound is violated by about 5% (these counter-examples can also be extended to infinite families). However, the possibility of a polynomial (or even linear) bound is still left open, and is known as the polynomial Hirsch conjecture. From this standpoint, the best general results are the O(2 d n) bound by Barnette [9] and Larman [55] , and the quasi-polynomial n log 2 d +2 bound of Kalai and Kleitman [50] , recently refined to (n −d) log 2 d by Todd [77] . As above, such bounds have been studied for structured classes of polytopes. In particular, the diameter of polytopes with bounded subdeterminants was studied by various authors [13, 22, 29] , where the best known bound of O(d 3 ∆ 2 ln(d∆)) was given in [22] . The diameters of other classes such as 0/1 polytopes [64] , transportation polytopes [8, 18, 19, 26] and flag polytopes [1] have also been studied.
Conclusions and Open Problems
We have given a substantially simplified and improved shadow bound and used it to derive faster simplex methods. We are hopeful that our modular approach to the shadow bound will help spur the development of a more robust smoothed analysis of the simplex method, in particular, one that can deal with a much wider class of perturbations such as those coming from bounded distributions. A natural open problem is to improve the dependence on the parameters, both for the shadow bound and its algorithmic applications. On the lower bound side, there is currently no lower bound on the expected shadow size in the smoothed Gaussian model apart from that of Borgwardt, which does not depend on σ . As a final open problem: is it possible to show polynomial diameter bounds for any interesting class of random polyhedra (smoothed or otherwise)? As far as the authors are aware, even for polyhedra of the form Ax ≤ 1, where A has i.i.d. Gaussian entries, the known diameter bounds are the same as those for worst-case polyhedra.
SHADOW BOUNDS
In this section, we first state our new and improved shadow bounds for Gaussian and Laplace distributed perturbations. Theorem 2.1. Let W ⊂ R d be a fixed two-dimensional subspace, and let a 1 , . . . , a n ∈ R d , where n ≥ d ≥ 3, be independent Gaussian random vectors with variance σ 2 and centers of norm at most 1. Then the expected number of edges is bounded by
where the function
Theorem 2.2. Let W ⊂ R d be a fixed two-dimensional subspace, and let a 1 , . . . , a n ∈ R d , where n ≥ d ≥ 3, be independent Laplace distributed random vectors with parameter σ and centers of norm at most 1. Then the expected number of edges is bounded by
We achieve these results through a shadow bound for parametrized distributions, which is then applied to the Gaussian and Laplace setting in an essentially blackbox manner. We defer the proofs of these reductions to the full version of the paper. For the rest of this extended abstract, we focus of stating and proving our shadow bound for parametrized distributions.
Shadow Bound for Parametrized Distributions
In this subsection, we bound the expected number of edges in the polygon conv(a 1 , . . . , a n ) ∩ W , where W ⊂ R d is a fixed two-dimensional plane and the vectors a 1 , . . . , a n are independently distributed according to distributions with probability density functions µ 1 , . . . , µ n with centers of norm at most 1 and have bounds on the parameters specified below. When we talk about the center of a distribution, we indicate the mean vector. We write S d −1 ⊂ R d for the d − 1-dimensional sphere of unit vectors. The parameters we will use are defined below.
Distribution Parameters.

Definition 2.3. A distribution with density
Definition 2.4. Given a distribution with probability density µ on R d , we define the line variance τ 2 as the infimum of the variances when restricted to any fixed line l ⊂ R d :
Definition 2.5. Given a distribution with probability density µ on R d with expectation E x∼µ [x] = y we define the n-th deviation r n to be the smallest number such that for any unit vector
Note that as r n increases to ∞, the left-hand side goes to 0 and the right-hand side goes to ∞. We see that there must exist a number satisfying this inequality, so r n is well-defined.
The n-th deviation allows us to bound the expected maximum norm E[max i ≤n |x T i θ |] of n separate perturbations in a given direction θ . We formalize this in Lemma 2.7. Definition 2.6. Given a distribution with probability density µ on R d with expectation E x∼µ [x] = y, we define the cutoff distance R(p) as the smallest number satisfying
The cutoff radius of interest is
). The cutoff norm tells us how concentrated the probability mass of the random variable is, while the log-Lipschitzness tells us how spread out the probability mass is. Not both of these quantities can be arbitrarily good at the same time. We formalize this notion in Lemma 2.8.
Lemma 2.7. If x 1 , . . . , x n ∈ R d are mean 0 random variables with n-th deviations bounded by r n ≥ 0, then for any θ ∈ S d −1 ,
Proof. We rewrite the expectation as
We separately bound the integral up to r n and from r n to ∞. Since a probability is at most 1 we have
and by definition of the n-th deviation and the union bound:
Together this makes
□ Lemma 2.8. For a d-dimensional distribution with probability density µ, where d ≥ 3, with parameters L, R as described above, we have the inequality LR(1/2) ≥ d/3.
Proof. LetR := R(1/2). If LR ≥ d, we are already done, so we may assume that LR < d. Also, without loss of generality, we may assume that µ has mean 0. For α > 1 to be chosen later we know
Taking logarithms, we find
We choose α = d LR > 1 and look at the resulting inequality: Theorem 2.9 (Parametrized Shadow Bound). Let n ≥ d ≥ 3 and let a 1 , . . . , a n ∈ R d be independently distributed according to L-log-Lipschitz distributions with centers of norm at most 1, line variances at least τ 2 , cutoff radii at most R n,d and n-th deviations at most r n . For any fixed two-dimensional linear subspace W ⊂ R d , the expected number of edges satisfies
The proof is given at the end of the subsection. It will be derived from the sequence of lemmas given below. We refer the reader to subsection 1.3 for a high-level overview of the proof.
In the rest of the subsection, a 1 , . . . , a n ∈ R d , where n ≥ d ≥ 3, will be as in Theorem 2.9. We use Q := conv(a 1 , . . . , a n ) to denote the convex hull of the constraint vectors and W to denote the twodimensional shadow plane.
The following non-degeneracy conditions on a 1 , . . . , a n will hold with probability 1, because a 1 , . . . , a n are independently distributed with continuous distributions.
(1) Every d + 1 vectors from a 1 , . . . , a n are affinely independent. Thus, every facet of Q is the convex hull of exactly d vectors from a 1 , . . . , a n . (2) For every edge e of Q ∩W there is a unique facet F of Q such that e = F ∩ W . (3) Any d vectors a i 1 , . . . , a i d , i 1 , . . . , i d ∈ [n], have a unique hyperplane through them. This hyperplane intersects W in an one-dimensional line, does not contain the origin 0, and its unit normal vector pointing away from the origin is not −e 1 .
In what follows we will always assume the above conditions hold. The last condition will allow us to uniquely define a coordinate transformation (a 1 , . . . , 
The Jacobian of this map equals
where vol d −1 denotes the volume of a set.
For our first lemma, in which we bound the number of edges in terms of two different expected lengths, we make a distinction between possible edges with high probability of appearing versus edges with low probability of appearing. The sets with probability at most 2 of forming an edge, we can safely condition on it forming an edge without forcing very unlikely events to happen. Because of this, we will later be able to condition on the vertices not being too far apart. Let a 1 , . . . , a n ∈ R d , Q = conv(a 1 , . . . , a n ) and let W be a fixed two-dimensional plane. The expected number of edges in Q ∩ W satisfies
Proof. We give a lower bound on the perimeter of the intersubsection Q ∩ W in terms of the number of edges. By our nondegeneracy assumption, every edge can be uniquely represented as conv(a i ) i ∈I ∩W , for I ∈ [n] d . From this we derive the first equality, and we continue from that:
The last line holds because whenever E J holds, F J ∩ W is an edge of Q ∩ W , and every edge of Q ∩ W is formed by exactly one face F J , by the non-degeneracy conditions we have assumed. By linearity of expectation, the expected number of edges is the sum of probabilities of bases to form an edge. By dividing on both sides of the inequality, we can now conclude
□
Given the above, we may now restrict our task to proving an upper bound on the expected perimeter and a lower bound on the minimum expected edge length, which will be the focus on the remainder of the subsection.
The perimeter is bounded using a standard convexity argument. A convex region in R 2 has perimeter no larger than that of any circle containing it. We exploit the fact that all centers have norm at most 1 and the expected perturbation sizes are not too big along any axis. Lemma 2.14. Let a 1 , . . . , a n ∈ R d be distributed with n-th deviation at most r n and let W be a fixed two-dimensional plane. For Q = conv(a 1 , . . . , a n ), the expected perimeter of Q ∩ W is bounded by
Proof. By convexity, the perimeter is bounded from above by the perimeter of any containing circle. Letâ i = a denote the perturbation of a i from the center of its distribution. We can now derive the bound
where the last inequality follows by the triangle inequality since a 1 , . . . , a n have centers of norm at most 1. Pick an orthogonal basis v 1 , v 2 of W . By the triangle inequality the expected perturbation size satisfies
The expectations satisfy, by Lemma 2.7, E[max i ≤n |v T jâ i |] ≤ 2r n , thereby concluding the proof. □
The rest of this subsection will be devoted to finding a suitable lower bound on the denominator E[length(conv(a i ) i ∈I ∩ W ) | E I ] uniformly over all choices of I ∈ B. Without loss of generality we assume that I = [d] and write E := E [d ] .
To lower bound the length E[length (conv(a 1 , . . . , a d ) ∩ W ) | E] we will need the pairwise distances between the different a i 's for i ∈ {1, . . . , d} to be small along ω ⊥ . This way we can know that the "wiggle room" in the location of the facet is not much smaller than the size of the facet.
Definition 2.15 (Containing Hyperplane). Define the hyperplane
be the hyperplane containing a 1 , . . . , a d . Define l = H ∩ W . From our non-degeneracy conditions we know that l is a line. Express l = p + ω · R, where ω ∈ S d −1 and p ∈ ω ⊥ .
Definition 2.16 (Bounded Diameter Event).
We define the event D to hold exactly when
We will condition on the event D. This will not change the expected length by much, because the probability that D does not occur is small compared to the probability of E by our assumption
. Lemma 2.17. Let a 1 , . . . , a n ∈ R d be distributed as above and let
the expected edge length satisfies
Proof. Let the vectorâ i denote the perturbation a i −E[a i ]. Since distances can only decrease when projecting, the event D c satisfies
By the triangle inequality and the bounded centers of distributions we continue ≤ Pr[max i ≤d
. 10, (a 1 , . . . , a d ) → (θ, t, b 1 , . . . , b d ) ,
and we writeμ i (b i ) when the values of θ, t are clear.
By Theorem 2.10 of Blaschke [12] we know that for any fixed values of θ, t the vectors b 1 , . . . , b d have joint probability density proportional to
We assumed that the vectors a 1 , . . . , a d are affinely independent, so b 1 , . . . , b d are affinely independent as well.
In the next lemma, we condition on the hyperplane H = tθ + θ ⊥ and from then on we restrict our attention to what happens inside H . Conditioned on a 1 , . . . , a d lying in H , the set conv(a 1 , . . . , a d ) is a facet of Q if and only if all of a d +1 , . . . , a n lie on one side of H . This means that the shape of conv(a 1 , . . . , a d ) in H does not influence the event that it forms a facet, so in studying this convex hull we can then ignore a d +1 , . . . , a n .
We identify H with R d −1 and definel =p +ω
We defineĒ as the event that conv(b 1 , . . . , b d ) ∩l ∅. Notice that E holds if and only ifĒ and the event that conv(a 1 , . . . , a d ) induces a facet of Q holds.
We will condition on the shape of the projected simplex.
Definition 2.19 (Projected shape).
Define the projected shift variable x := x ω (b 1 ) = πω⊥ (b 1 ) and shape variable S :
We index S = (s 1 , . . . , s d ), so s i ∈ω ⊥ is the i-th vector in S, and furthermore define the diameter function diam(S) = max i, j ∈[d ] ∥s i −s j ∥. We will condition on the shape being in the set of allowed shapes
Observe that whenever S ∈ S the event D holds. We already know that b 1 , . . . , b d are affinely independent by our non-degeneracy conditions, i.e., they do not all lie in a d − 2-dimensional affine subspace. This means that s 1 , . . . , s d do not all lie in a d − 3-dimensional affine subspace, from which it follows that rank(s 2 , . . .,
denote the change of variables of a 1 , . . . , a n ∈ R d as in (2.18) . Then, the expected length satisfies
A proof of Lemma 2.20 can be found in the full version of the paper.
Definition 2.21 (Kernel Combination). For S ∈ S, define the combination z := z(S) to be the unique (up to sign) z = (z 1 , . . . ,
To justify the above definition, it suffices to show that the system
i=1 z i = 0 has a one-dimensional solution space. Since s 1 , . . . , s d live in a d − 2 dimensional space, the solution space has dimension at least 1 by dimension counting. Next, note that z is a solution to (i) iff
. Thus, the solution space of (i) and (ii) have the same dimension. Given our assumption that rank(s 2 , . . . , s d ) = d − 2, it follows that (ii) is one-dimensional, as needed.
Note that for S :
The vector z provides us with a unit to measure lengths in "convex combination space. " We make this formal with the next definition:
Definition 2.22 (Chord combinations).
We define the set of convex combinations of the shape S = (s 1 , . . . , s d ) ∈ S that equal q ∈ω ⊥ by
When S is clear we drop the subscript.
Observe that C(q) is a line segment of the form C(q) = λ q +z·[0, d q ]. We write ∥C(q)∥ 1 for the ℓ 1 -diameter of C(q). Since C(q) is a line segment, ∥C(q)∥ 1 = d q . We prove two basic properties of ∥C(q)∥ 1 as a function of q. • ∥C(q)∥ 1 is a concave function for q ∈ conv(S).
• max q∈conv(S ) ∥C(q)∥ 1 = ∥C(y)∥ 1 = 2.
Proof. For the first claim, take x, y ∈ conv(S). Let α ∈ C(x) and β ∈ C(y). Then we see that, for all γ ∈ [0, 1],
from which we derive that
and in particular
For the second claim, we look at y := n i=1 |z i |s i ∈ conv(S). For
Hence, ∥C(y)∥ 1 ≥ 2. Now suppose there is some y ′ with ∥C(y ′ )∥ 1 > 2. That means there is some combina-
so ∥y ′ ∥ > 1. This contradicts our earlier assumption, so we conclude that max q∈conv(S ) ∥C(q)∥ 1 = 2. □
The ℓ 1 -diameter ∥C(q)∥ 1 specified by q ∈ conv(S(b 1 , . . . , b d )) relates to the length of the chord (q + x +ω · R) ∩ conv(b 1 , . . . , b d ), which projects to q under πω⊥ . Specifically, ∥C(q)∥ 1 measures how long the chord is compared to the longest chord through the simplex. The exact relation is given below. Lemma 2.24. For fixed values of (h 1 , . . . ,
, we have for any q ∈ conv(S) the following equality:
Proof. By definition of ∥C(q)∥ 1 , there exists a convex combination λ 1 , . . . ,
From this we deduce
The third equality follows from the definition of z 1 , . . . ,
We can view the terms in the above product as follows: the length of the longest chord of conv(b 1 , . . . , b d ) parallel tol is 2| d i=1 z i h i |, and the ratio of the length of the chord conv(b 1 , . . . , b d ) ∩l to the length of the longest chord parallel tol equals ∥C(q)∥ 1 /2. This follows from Lemma 2.23 since ∥C(q)∥ 1 achieves a maximum value of 2 at q = y. As discussed in the high-level description, we will bound the expected values of these two quantities separately.
The term | d i=1 z i h i | can also be used to simplify the volume term in the probability density of b 1 , . . . , b d after we condition on the shape S. We prove this in the next lemma. Lemma 2.25. For fixed θ ∈ S d −1 , t > 0, S ∈ S, define x ∈ω ⊥ , h 1 , . . . , h d ∈ R conditioned on θ, t, S to have joint probability density function proportional to 
The proof of Lemma 2.25 can be found in the full version of the paper.
Recall thatl =p +ω · R. The eventĒ occurs if and only if p ∈ x + conv(S), hence if and only ifp − x ∈ conv(S).
x ∈ ω ⊥ be distributed as in Lemma 2.25. Define q :=p − x. Then, the expected edge length satisfies
Proof. We start with the assertion of Lemma 2.24:
We take expectation on both sides to derive the equality
Since ∥C(q)∥ 1 and | d i=1 z i h i | do not share any of their variables, we separate the two expectations.
□
We will first bound the expected ℓ 1 -diameter of C(q), where q =p − x, which depends on wherep − x intersects the projected simplex conv(S): where this quantity tends to get smaller as we approach to boundary of conv(S). We recall thatĒ occurs if and only if q ∈ conv(S). Proof. To get a lower bound on the expected value of ∥C(q)∥ 1 , we will use concavity of ∥C(q)∥ 1 over conv(S) = conv(s 1 , . . . , s d ) and the fact that max q∈conv(S ) ∥C(q)∥ 1 ≥ 2. These facts are proven in Lemma 2.23. We show that shifting the projected simplex does not change the probability density too much (using log-Lipschitzness), and use the properties of ∥C(q)∥ 1 mentioned above.
Letμ denote the probability density of q conditioned on θ, t, S,Ē. Note thatμ is supported on conv(S) and has density proportional to
We claim thatμ is dL-log-Lipschitz. To see this, note that sincē µ 1 , . . . ,μ d are L-log-Lipschitz, for a, b ∈ conv(S) we have that
as needed. Let α ∈ (0, 1) be a scaling factor to be chosen later, and let y = y(S) be as in Lemma 2.23. Now we can write 
because the integrand is non-negative. By concavity of ∥C(q)∥ 1 we have the lower bound ∥C(αq + (1 − α)y)∥ ≥ 2(1 − α) for all q ∈ conv(S). Therefore, (9) 
where we used a change of variables in the first equality, the dLlog-Lipschitzness ofμ in the second inequality, and the convexity of the ℓ 2 norm in the last equality. Using the diameter bound of 2 + 2R n,d for conv(S), (10) is lower bounded by
Setting α = 1 − R n,d ) .
Recall that we have now fixed the position x and shape S of the projected simplex. The randomness we have left is in the positions h 1 , . . . , h d of b 1 , . . . , b d along lines parallel to the vector ω. As θ and t are also fixed, restricting b i to lie on a line is the same as restricting a i to lie on a line. Thus, were it not for the correlation between h 1 , . . . , h d , i.e., the factor | d i=1 z i h i | in the joint probability density function, each h i would be independent and have variance τ 2 by assumption, and thus one would expect
The following lemma establish this, and shows that in fact, the correlation term only helps. Lemma 2.28 (Height of Simplex Bound). Let θ ∈ S d −1 , t ≥ 0, S ∈ S, x ∈ω ⊥ be fixed and let z := z(S) be as in Definition 2.21. Then for h 1 , . . . , h d ∈ R distributed as in Lemma 2.26, the expected inner product satisfies
Proof. For fixed θ, t, S, x, let д 1 , . . . , д d ∈ R be independent random variables with respective probability densitiesμ 1 , . . . ,μ d , whereμ i , i ∈ [d], is defined bỹ µ i (д i ) :=μ(x + s i + д iω ) = µ(R θ (x + s i + д iω ) + tθ ) .
Note that, by assumption, the variables д 1 , . . . , д d each have variance at least τ 2 . We recall from Lemma 2.25 that the joint probability density of h 1 , . . . , h d is proportional to | d i=1 z i h i | d i=1μ i (h i ). Thus, may rewrite the above expectation as
By the additivity of variance for independent random variables, we see that
We reach the desired conclusion by applying Lemma 2.29: Proof. By definition one has E X 2 = µ 2 + σ 2 . We will show that E [|X |] ≤ |µ |+σ , so that we can use the fact that µ 2 +σ 2 ≥ 2|µ |σ to derive that µ 2 + σ 2 ≥ (|µ | + σ ) 2 /2. It then follows that we have the inequality E X 2 /E [|X |] ≥ (|µ | + σ )/2.
The Using the bounds from the preceding lemmas, the proof of our main theorem is now given below.
Proof of Theorem 2.9 (Parametrized Shadow Bound). By Lemma 2.13, we derive the shadow bound by combining an upper bound on E[perimeter(Q ∩W )] and a lower bound on the expected edge length E[length(conv(a i ) i ∈I ∩ W ) | E I ] for all I ∈ B. For the perimeter upper bound, by Lemma 2.14 we have that
For the edge length bound, we assume w. 
