An existing code of a large-eddy simulation (LES) model for the study of turbulent processes in the atmospheric and oceanic boundary layer has been completely recoded for use on massively parallel systems with distributed memory. Parallelization is achieved by two-dimensional domain decomposition and communication is realized by the message passing interface (MPI). Periodic boundary conditions, which are used in both horizontal directions, helped to minimize the parallelization effort. The performance of the new PArallelized LES Model (PALM) is excellent on SGI/Cray-T3E systems and an almost linear speed-up is achieved up to very large numbers of processors. Parallelization strategy and model performance is discussed and validation experiments as well as future applications are presented.
Introduction
In meteorology, large-eddy simulation (LES) has been used since the early 1970s as a very helpful tool mainly for studying atmospheric convection. Today it is a standard technique in engineering as well as in science to simulate turbulent flows at large REYNOLDS numbers. The first investigations relating to LES in meteorology trace back to LILLY (1967 ) and DEARDORFF (1974b , 1980 . LES models solve three-dimensional prognostic equations for momentum, temperature, humidity, and/or other scalar quantities. A local spatial filter is applied to the equations. The numerical simulation then gives an explicit description of the large-scale turbulent motions, containing most of the energy of the turbulent flow, whereas a turbulence model represents the influence of the unresolved small-scale (subgrid-scale) motions that the filter has separated.
LES models are known for their large demands on computer resources. For example, about 2 10 5 grid Corresponding author: Siegfried Raasch, Institute for Meteorology and Climatology, University of Hannover, Herrenhäuser Str. 2, 30419 Hannover, Germany, e-mail: raasch@muk.unihannover.de points per each variable (100 100 20 grid points in x-, y-and z-direction, respectively) are typically required to determine mean properties of the convective boundary layer as mean vertical profiles of temperature or heat flux. Due to the turbulent motions, the models have to be run long enough in order to obtain stable statistics. Usually several runs have to be performed to identify the effects of atmospheric background parameters like vertical temperature stratification or mean horizontal wind. In the early 1970's, such runs typically took more than a week of cpu-time on a CDC7600 (the fastest available machine at that time, see DEARDORFF, 1974a), whereas they can be executed in less than one hour on todays single processor machines.
Modern LES models of the atmospheric boundary layer typically use domains with horizontal extensions of about 3 km 2 -15 km 2 and grid spacings of about ∆ = 50 ; 160 m (e.g. MOENG, 1986; MA-SON, 1988; SCHMIDT and SCHUMANN, 1989; CUI-JPERS and DUYNKERKE, 1993; SORBJAN, 1996; DO-ERNBRACK, 1997 ; and the overview given in AGEE and 
