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"Granular computing" je koncept rešavanja problema duboko ukorenjen u
ljudskom razmišljanju. Naime, mnoge objekte je moguće razložiti na pod-
objekte za koje se traženi problem jednostavnije rešava. Na primer, ljudsko
telo se može granulirati na glavu, vrat, trup itd. Geografski objekti mogu
biti granulirani u planine, ravnice, vode itd, vode se mogu granulirati na
okeane, mora, jezera, reke i slično. Iako je ideja o granulaciji (razbijanju, ra-
zlaganju) u suštini fazi, nejasna i neprecizna matematičari su je idealizovali
uvodeći pojam particija (klasa ekvivalencije) i razvili osnovnu metodologiju
rešavanja problema zasnovanu na ovoj ideji. Pojam granulacije, odnosno
razlaganja imao je važnu ulogu u rešavanju mnogih problema kroz istoriju
matematike. Teorija grubih skupova je predstavila ovu ideju računarskim
naukama i ona se uspešno primenjuje u mnogim oblastima računarskih
nauka, kao na primer u analizi podataka i upravljanju informacijama. Ipak,
pojam particija koji ne dozvoljava nikakvo preklapanje med̄u podobjekatima
(klasama) suviše je restriktivan za primenu u realnom svetu. Čak i u prirod-
nim naukama javlja se potreba za odred̄enim stepenom preklapanja i zato je
došlo do razvoja opštije teorije. "Granular computing" je primer dizajniran da
ispuni ovu potrebu. Neformalno, svaka računarska teorija/tehnologija koja
procesira elemente i granule (podobjekte, podskupove) nekog univerzuma raz-
matranja može se posmatrati kao "granular computing". Matematički, teorija
grubih skupova ima dve perspektive: algebarsku, to je teorija relacija ekviva-
lencije i geometrijsku, koja podrazumeva teoriju topoloških aproksimacija. U
teoriji grubih skupova, objekti su podeljeni u klase ekvivalencije na osnovu
vrednosti svojih atributa, koje predstavljaju, u suštini, funkcionalne informa-
cije o ovim objektima. Ovakve informacije su definisane kao binarne relacije
koje predstavljaju proširenje funkcionalnih atributa objekata. Geometrijski,
u ovakvoj granulaciji se svakoj tački/objektu pridružuje najviše jedan sused
(granula) i ova vrsta granulacije se naziva relaciona granulacija dok se samo na




Sociolozi primenjuju iste tehnike relacione granulacije (naravno pod
drugim imenom) u pozicionoj analizi socijalnih mreža. Poziciona analiza
je grana analize socijalnih mreža, čiji je glavni cilj nalaženje strukturalnih
sličnosti izmed̄u učesnika koje bi trebalo da odslikavaju njihovu poziciju,
tj. ulogu u mreži. Postoje dve vrste promenivih koje mogu biti uključene u
skup podataka socijalnij mreža: strukturne i kompozicione promnljive. Struk-
turne promenljive se definišu na parovima učesnika u mrev zi, dakle to su
relacije na skupu učesnika i predstavljaju temelj skupa podataka date mreže.
Kompozicione promenljive su mere atributa (osobina) učesnika u mreži.
Primetimo da su relacione veze izmed̄u učesnika od primarne važnosti, dok
su atributi učesnika sekundarni. Gledano iz perspektive socijalnih mreža,
moguće je proučavati relacije med̄u učesnicima i bez razmatranja njihovih
atributa. U ovoj glavi ćemo diskutovati o problemu nalaženja neke vrste
strukturalne sličnosti izmed̄u učesnika iz dve različite mreže, korišćenjem
koncepta bisimulacija koji zahteva uporednu analizu strukturnih i kompozi-
cionih promenljivih.
Kategorija analize socijalnih mreža, koja se naziva socijalna uloga ili so-
cijalna pozicija okarakterisana je u terminima relacija sličnosti med̄u učes-
nicima, a ne preko atributa učesnika. Ovakve vrste sličnosti su prvi for-
mulisali Lorrain i White [80] koristeći koncept strukturalnih ekvivalencija,
gde se dva učesnika smatraju strukturalno ekvivalentim ako imaju iste
susede. Pošto se, u mnogim slučajevima ovaj koncept pokazao previše strik-
tnim, White i Reitz [120] su uveli koncept regularnih ekvivalencija koji je
prikladniji za modeliranje socijalnih pozicija. U ovom slučaju, dva učesnika
se smatraju regularno ekvivalentnim ako su jednako povezani sa drugim
učesnicima koji su ekvivalentni. Regularne ekvivalencije su proučavane u
mnogim naučnim radovima, kao što su [2, 37, 40, 104].
Socijalne veze u većini slučajeva nisu jasno odred̄ene i u suštini pred-
stavljaju fazi koncept. Stoga je potpuno prirodno da su pojedini autori
proučavali socijalne mreže sa aspekta teorije fazi skupova (na primer
[19, 47, 48, 49, 63, 64, 65]). Fazi socijalne mreže su dobile zasluženu pažnju,
jer mogu da predstave i veze izmed̄u učesnika i stepen interakcije med̄u
njima.Regularne fazi ekvivalencije su najpre proučavane u radovima Fana i
drugih [48, 49], gde su nazivane regularnim sličnostima, i na sličan način
su razmatrane nedavno u [47]. Sa drugačije tačke gledišta, regularne fazi
ekvivalencije su proučavane u [19, 63, 64, 65] i pokazalo se da se najveća
regularna fazi ekvivalencija na fazi mreži može dobiti odred̄ivanjem na-
jvećeg rešenja odred̄enog sistema fazi relacijskih jednačina. Ovakav pristup
se pokazao veoma efikasnim prilikom rešavanja nekih osnovnih problema u
teriji fazi automata kao što su redukcija broja stanja i problemi ekvivalencije,
simulacije i bisimulacije (na primer [23, 24, 20, 26, 63, 107]).
Kao što je već rečeno, uloga regularne ekvivalencije je da uvede odred̄enu
vrstu strukturalne sličnosti izmed̄u učesnika ili entiteta u mreži da bi
omogućila podelu mreže u skupove učesnika koji imaju istu socijalnu
poziciju. Ovde ćemo diskutovati o malo drugačijem problemu: Problemu
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nalaženja neke vrste strukturalne sličnosti izmed̄u učesnika iz dve različite
mreže, koja će poslužiti za odred̄ivanje povezanih pozicija u ovim mrežama.
Ovaj problem je već razmatran od strane Marx-a i Masuch-a u [81], koji su
ukazali na koncept bisimulacije koji je uspešno korišćen u sličnu svrhu kod
nekih povezanih oblasti računarskih nauka i matematike.
Glavni zadatak ove disertacije je sistematsko izučavanje raznih tipova
fazi relacijskih sistema i poziciona analiza i blok-modeliranje fazi socijalnih
mreža, koje ovde razmatramo kao osnovnu konkretnu interpretaciju fazi
relacijskih sistema. Metodologija koju koristimo je nova i originalna, i zas-
novana je na izračunavanju najvećih rešenja izvesnih sistema fazi relacijskih
jednačina i nejednačina. Algoritmi koje ovde razvijamo imaju bolje perfor-
manse od svih ranije poznatih srodnih algoritama.
U prvoj glavi disertacije uvedeni su osnovni pojmovi teorije fazi skupova
i relacija, pri čemu se kao strukture istinitosnih vrednosti koriste kompletne
reziduirane mreže.
U drugoj glavi disertacije izučavaju se jedno-modalitetni fazi relacijski
sistemi i jedno-modalitetne fazi mreže. Razvijaju se metodi za nalaženje naj-
većih rešenja odgovarajućih sistema fazi relacijskih jednačina i nejednačina
i ta najveća rešenja se primenjuju u analizi fazi mreža. Takod̄e se razmatra
problem utvrd̄ivanja postojanja strukturne sličnosti izmed̄u dva jedno-mo-
dalitetna fazi relacijska sistema, odnosno dve jedno-modalitetne mreže, i
u tu svrhu se uvodi više različitih tipova bisimulacija. Pitanje utvrd̄ivanja
postojanja odred̄enog tipa bisimulacija izmed̄u dve fazi mreže, kao i pitanje
izračunavanja najveće bisimulacije tog tipa, ako ona postoji, takod̄e su sve-
dena na pitanje rešavanja odgovarajućeg sistema fazi relacijskih jednačina ili
nejednačina. Posebna pažnja je posvećena regularnim bisimulacijama koje
su tesno povezane sa regularnim ekvivalencijama, dobro poznatim i veoma
važnim konceptom analize socijalnih mreža.
U trećoj glavi se razmatraju fazi relacijski sistemi koji se sastoje od fazi
relacija izmed̄u dva različita skupa i odgovarajuće fazi mreže, koje nazivamo
dvo-modelitetnim. Osnovni problemi pozicione analize i blok-modeliranja
dvo-modalitetnih mreža takod̄e su svedeni na probleme rešavanja izvesnih
sistema fazi relacijskih jednačina i nejednačina sa dve promenljive, pri čemu
rešenja predstavljaju parove koji se sastoje od fazi relacija na oba modaliteta.
Uveden je i koncept količničkog dvo-modalitetnog fazi relacijskog sistema
koji se, osim za simultatnu redukciju aktera i dogad̄aja u analizi dvo-moda-
litetnih mreža, može koristiti i za simultanu redukciju objekata i atributa u
okviru analize formalnih koncepata ili relacionih baza podataka. Na kraju
glave je ukazano na prednosti koje pristup korišćen u ovoj disertaciji ima u
odnosu na ostale poznate pristupe izučavanju dvo-modalitetnih mreža.
U Glavi 4. je uvedeno zajedničko uopštenje jedno-modalitetnih i dvo-
modalitetnih fazi relacijskih sistema i mreža. Naime, uvedeni su koncepti
više-modalitetnog fazi relacijskog sistema i više modalitetne fazi mreže. I
ovde se koristi metodologija koja se svodi na rešavanje odgovarajućih sis-
tema fazi relacijskih jednačina i nejednačina. U ovom slučaju se radi o sis-
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temima jednačina i nejednačina sa većim brojem nepoznatih, i uprkos tome 
što se koristi slična metodologija, njihovo rešavanje je znatno komplikovanije 
od rešavanja sistema razmatranih u prethodnim glavama.
U poslednjem odeljku je data implementacija nekih od algoritama razvi-
jenih u prethodnim glavama, u programskom jeziku C++, i prikazani su 
odgovarajući kodovi.
Moram da naglasim i to da veliku zahvalnost dugujem, pre svega prof. 
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zahvalnost mojim dragim koleginicama, prof. dr Jeleni Ignjatović, dr Zorani 
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tezi. Takod̄e se zahvaljujem svojoj porodici, pre svega supruzi Aleksandri, 
sinu Mateji i ćerki Anastasiji na strpljenju koje su mi posvetili tokom izrade 
doktorske disertacije, kao i na razumevanju za sve ono vreme koje nisam 
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posebnu zahvalnost na pomoći koju su mi pružali ceo život kao i na svom 
trudu koji su uložili da bi mi obezbedili bezbrižno detinjstvo, dobro školo-
vanje i sve učinili da postanem dobar i častan čovek. Takod̄e se zahvaljujem 
svim svojim prijateljima, profesorima i kolegama, kao i svima onima koji su 
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4.6. Računski primeri . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
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Glava 1
Uvod
U ovoj glavi će biti uvedeni neki osnovni pojmovi i dati neki poznati rezultati
koji se tiču reziduiranih mreža, fazi skupova i fazi relacija.
1.1. Reziduirane mreže
U realnom, fizičkom svetu, često se nailazi na klase objekata kod kojih kri-
terijum pripadanja odred̄enoj klasi nije precizno definisan. Osnovna ideja
fazi skupova i fazi logike je da "napadne" tradiciju u nauci, tzv. bivalentni
način razmišljanja i rezonovanja, i da dovede do formiranja novih, fleksi-
bilnijih modela stvarnosti. Zbog toga, struktura skupa istinitosnih vrednosti
zahteva našu posebnu pažnju.
Pokazaćemo sada kako se prirodne, sigurne logičke pretpostavke reflek-
tuju na odgovarajuće osobine strukture istinitosnih vrednosti. Približna oce-
na istinitosti direktno vodi do zaključka da skup istinitosnih vrednosti L
treba da bude parcijalno ured̄en (relacijom 6) sa 0 i 1 kao najmanjim i naj-
većim elementom, tim redom. Ono što takod̄e važi je da za svake dve istini-
tosne vrednosti a i b treba da postoji istinitosna vrednost veća od obe (može
se uzeti 1). Na ovaj način dolazimo do zahteva za postojanjem supremuma
(dualno infimuma) dvoelementnih podskupova u L, odnosno da L bude
mreža.
Označimo sa {ϕi | i ∈ I} skup nekih datih propozicija. Uopštenje slučaja kla-
sične dvovalentne logike dovodi do zaključka da istinitosna vrednost izraza
"postoji i tako da je ϕi" treba da bude supremum svih istinitosnih vrednosti
od ϕi, tj. ||"postoji i tako da je ϕi"|| =
∨
i∈I ||ϕi|| (gde ||ϕ|| označava istinitosnu
vrednost odϕ). Dakle, ako želimo da razvijemo ovakve egzistencijalne (i du-
alno, univerzalne) stavove, onda treba da postoje supremum (i infimum)




Dalje, dolazimo do pitanja operacija naL kojima će biti modelirani logički
veznici. Jasno, neophodno je da istinitosna vrednost složene formule zavisi
samo od istinitosne vrednosti njenih sastavnih delova. Počećemo sa kon-
junkcijom, koju ćemo označiti sa &. Binarnu operaciju na L koja joj odgo-
vara označićemo sa ⊗. Da bi ona odgovarala klasičnoj konjunkciji treba
najpre da važi: 1⊗ 1 = 1; 1⊗ 0 = 0⊗ 1 = 0⊗ 0 = 0. Ako želimo da istinitosna
vrednost od ϕ&ψ bude ista kao istinitosna vrednost od ψ&ϕ, dolazimo do
zahteva da ⊗ bude komutativna operacija. Naime, tada je ||ϕ&ψ||= ||ϕ||⊗ ||ψ||
i ||ψ&ϕ||= ||ψ|| ⊗ ||ϕ||, pa uslov ||ϕ&ψ||= ||ψ&ϕ|| povlači ||ϕ|| ⊗ ||ψ||= ||ψ|| ⊗ ||ϕ||.
Na sličan način, ako su istinitosne vrednosti za ϕ&(ψ&χ) i za (ϕ&ψ)&χ jed-
nake, dolazimo do yahteva da operacija ⊗ bude asocijativna. Tako smo došli
do toga da (L,⊗,1) treba da bude komutativni monoid. Dalje, intuitivno za-
htevamo da ⊗ bude neopadajuća operacija, tj. da iz a1 6 a2 i b1 6 b2 sledi
a1⊗b1 6 a2⊗b2, što znači da većim istinitosnim stepenima dva pravila odgo-
varaju veći istinitosni stepeni njihove konjunkcije.
Pred̄imo na implikaciju. U klasičnoj logici konjunkcija i implikacija imaju
važnu ulogu u formulaciji pravila zaključivanja koje se naziva modus po-
nens. Da podsetimo: ovo pravilo kaže da, ako važi ϕ i važi ϕ⇒ ψ, možemo
zaključiti da važi ψ. Preformulisaćemo sada ovo pravilo korišćenjem ste-
pena istinitosti (opravdanosti). Rećićemo da ϕ ima stepen opravdanosti 1,
ako ϕ važi i stepen opravdanosti 0 ako ne važi (u bivalentnoj logici nema
drugih vrednosti). Prema tome, ekvivalentna formulacija modus ponensa je
sledeća: Ako je stepen opravdanosti za ϕ najmanje a, a stepen opravdanosti
za ϕ⇒ ψ najmanje b (a,b ∈ {0,1}), onda ψ ima stepen opravdanosti najmanje
a⊗ b. Ovo pravilo očuvava smisao da za formule ϕ i ψ, takve da je a 6 ||ϕ||
i b 6 ||ϕ⇒ ψ|| važi a⊗ b 6 ||ψ||. Znači da, kada se koristi modus ponens, ste-
pen stvarne istinitosti tvrd̄enja ψ ne može biti manji od stepena koji dobijen
zaključivanjem iz modus ponensa. Prema tome, uloga operacije⊗ je da se do-
bije najbolja moguća procena za koju je uslov pravila zaključivanja očuvan.
Ako sa→ označimo binarnu operaciju na L koja odgovara implikaciji, tada
imamo sledeće: a 6 ||ϕ|| i b 6 ||ϕ⇒ ψ|| povlači a⊗ b 6 ||ψ||, odnosno a 6 ||ϕ|| i
b 6 ||ϕ|| → ||ψ|| daje a⊗ b 6 ||ψ||. Sada posmatramo specijalan slučaj ove imp-
likacije. Ako izaberemo vrednost a= ||ϕ|| i uvedemo oznaku ||ψ||= c dobijamo
sledeću implikaciju:
b 6 a→ c ⇒ a⊗ b6 c.
Drugi deo ove implikacije je najjači zaključak koji izvodimo iz modus po-
nensa. Kada je dato a= ||ϕ|| i istinitosna vrednost za ||ϕ⇒ψ|| dobijamo donju
granicu a⊗||ϕ⇒ψ|| za ||ψ||= c, tj. a⊗||ϕ⇒ψ||6 c. Kako je a dato, ova vrednost
zavisi samo od ||ϕ⇒ ψ||. Pošto je ⊗ neopadajuća operacija veća vrednost za
||ϕ⇒ ψ|| vodi do veće (ili bar jednake) vrednosti za a⊗ ||ϕ⇒ ψ||. Sada, iz
||ϕ⇒ ψ|| = ||ϕ|| → ||ψ|| = a→ c sledi da zahtev da je modus ponens što je
moguće jači dovodi do najveće vrednosti donje granice za c. Ako sa b oz-
načimo vrednost koja vodi do donje granice imamo da kada je a⊗ b 6 c važi
b 6 a→ c. Tako dolazimo do osobine adjunkcije:
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a⊗ b6 c ⇔ b 6 a→ c.
Algebarska struktura koja zadovoljava sve prethodno navedene uslove
naziva se kompletna reziduirana mreža. Mada su logičke pretpostavke iz kojih
su izvedeni algebarski uslovi relativno jednostavne one vode do veoma bo-
gatih struktura. Na primer, možemo zahtevati da operacija ⊗ bude idempo-
tentna, kada je ||ϕ&ϕ||= ||ϕ||, tj. x⊗x= x, i tada dobijamo MV-algebre (algebre
Lukasiewiczeve logike) kao specijalan slučaj reziduiranih mreža itd. Uprkos
tome što su reziduirane mreže veoma uopštene strukture, njihove su osobine
dovoljno jake da dozvole proučavanje veoma važnih pitanja fazi relacijskih
sistema i fazi relacijskih modela. Zato ćemo u daljem radu, kao strukture is-
tinitosnih vrednoste uzeti upravo reziduirane mreže. Daćemo sada njihovu
algebarsku definiciju:
Reziduirana mreža je algebra L = (L,∧,∨,⊗,→,0,1) za koju važi
(L1) (L,∧,∨,0,1) je mreža sa najmanjim elementom 0 i najvećim elementom 1,
(L2) (L,⊗,1) je komutativan monoid sa jedinicom 1,
(L3) operacije ⊗ i → obrazuju adjungovani par, tj. oni zadovoljavaju osobinu
adjunkcije: za sve x, y,z ∈ L,
x⊗ y6 z ⇔ x 6 y→ z. (1.1)
Svojstvo (1.1) nazivamo i svojstvo reziduacije.
Ako je, pored toga, (L,∧,∨,0,1) kompletna mreža, onda se L naziva kom-
pletna reziduirana mreža. Operacije⊗ (množenje) and→ (rezidum) predstavljaju





) su modeli univerzalnog i egzistencijalnog kvantifikatora, re-
spektivno.
Na kompletnoj reziduiranoj mreži mogu se definisati i sledeće operacije:
birezidum (ili biimplikacija) : x↔ y = (x→ y)∧ (y→ x), (1.2)
negacija : ¬a = a→ 0, (1.3)
n−ti stepen : a0 = 1 i an+1 = an⊗ a. (1.4)
Operacija biimplikacije predstavlja model jednakosti istinitosnih vred-
nosti, dok je negacija model komplementa za datu istinitosnu vrednost.
Može se lako pokazati da u odnosu na ≤, ⊗ je izotona po oba argumenta, a
→ je izotona po drugom a antitona po prvom argumentu.
Najviše proučavan i primenjivan skup istinitosnih vrednosti je realan,
jedinični interval [0,1] sa
x∧ y =min(x, y), x∨ y =max(x, y),
i sa tri važna para adjungovanih operacija:
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Łukasiewiczeve operacije:
x⊗ y=max(x+ y− 1,0), x→ y =min(1− x+ y,1),
Goguenove (proizvod) operacije:
x⊗ y = x · y, x→ y =

1, if x 6 y,
y/x, inače,
Gödelove operacije :
x⊗ y=min(x, y), x→ y =

1, if x 6 y,
y, inače.
Drugi važan skup istinitosnih vrednosti je {a0, . . . ,an}, sa 0= a0 < · · ·< an = 1,
na kome su adjungovane operacije definisane sa
ak⊗ al = amax(k+l−n,0), ak→ al = amin(n−k+l,n) .
Specijalan slučaj ovih poslednjih algebri je dvoelementna Bulova algebra sa
klasičnom logikom koja se oslanja na skup {0,1}. Jedini adjungovan par ope-
racija na dvoelementnoj Bulovoj algebri sadrži samo operacije konjunkcije i
implikacije.
Sve tri strukture, Łukasiewiczeva, proizvod i Gödelova, su reziduirane
mreže indukovane takozvanim t-normama. Pod t-normom podrazumevamo
binarnu operaciju ⊗ na [0,1] koja je asocijativna, komutativna, monotona i
za koju je 1 jedinični element, tj. ⊗ : [0,1]× [0,1]→ [0,1] je preslikavanje koje
zadovoljava sledeće uslove:
(x⊗ y)⊗ z = x⊗ (y⊗ z),
x⊗ y = y⊗ x
y1 6 y2 ⇒ x⊗ y1 6 x⊗ y2,
x⊗ 1 = x.
Opštije, algebra ([0,1],∧,∨,⊗,→,0,1) je kompletna reziduirana mreža ako i
samo ako je ⊗ levo-neprekidna t-norma, tj.
lim
n→∞
(an⊗ b) = ( lim
n→∞
an)⊗ b,
i tada je rezidum definisan sa
x→ y =
∨
{u ∈ [0,1] |u⊗ x6 y}.
Navešćemo još neke važne istinitosne strukture koje su reziduirane mreže,
ali zadovoljavaju i neke dodatne uslove.
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Reziduirana mreža L se naziva Heytingova algebra ako je x⊗ y = x∧ y, za
sve x, y ∈ L. Ako je, pored toga, L i kompletna mreža, onda je ona kompletna
Heytingova algebra, a ako je parcijalno ured̄enje6 uL linearno, onda jeL line-
arno ured̄ena Heytingova algebra. Najvažniji primer linearno ured̄ene, kom-
pletne Heytingove algebre je realan, jedinični interval [0,1] sa Gödelovim
parom adjungovanih operacija, tj. sa standardnom minimum t-normom.
BL-algebra (Basic Logic Algebra) je reziduirana mreža koja zadovoljava
uslov a∧ b = a⊗ (a→ b) (deljivost) i (a→ b)∨ (b→ a) = 1 (prelinearnost).
MV-algebra (Multi Valued Algebra) je BL-algebra u kojoj je a = ¬¬a (u kojoj
važi Zakon dvostruke negacije).
P-algebra (product algebra) je BL-algebra koja zadovoljava
(c→ 0)→ 0 6 ((a⊗ c)→ (b⊗ c))→ (a→ b), a∧ (a→ 0) = 0.
G-algebra (Gödelova algebra) je BL-algebra koja zadovoljava a⊗ a = a
(idempotentnost).
Booleova algebra je reziduirana mreža koja je i Heytingova algebra i MV-
algebra.
Zbog istaknute monoidne strukture, u nekim radovima se reziduirane
mreže nazivaju monoidi, dok neki autori naziv reziduirane mreže koriste za
neke opštije strukture.
Redukt S = (L,∨,⊗,0,1) reziduirane mreže L je komutativni poluprsten,
ako (L,∨,0) i (L,⊗,1) jesu komutativni monoidi, ⊗ je distributivna operacija
u odnosu na ∨ i 0⊗ x= 0, za svako x ∈ L.
Poluprsten je lokalno konačan ako je proizvoljan, njegov konačno generisan
podpoluprsten konačan, i slično, monoid je lokalno konačan ako je njegov
proizvoljan konačno generisan podmonoid konačan. Lako se proverava da
je poluprsten S lokalno konačan ako i samo ako su oba monoida (L,∨,0) i
(L,⊗,1) lokalno konačni monoidi. Kako je (L,∨,0) polumreža, a svaka polum-
reža je lokalno konačna, poluprsten S je lokalno konačan ako i samo ako je
monoid (L,⊗,1) lokalno konačan.
Za parcijalno ured̄en skup P kažemo da zadovoljava DCC uslov, ako se
svaki opadajući niz elemenata iz skupa P stabilizuje, tj., ako je {ak}k∈N niz
elemenata skupa P za koji važi ak+1 6 ak, za svako k ∈N, tada postoji n ∈N





























































































































































































































































































Slika 1.1 Najznačajnije istinitosne strukture i odgovarajuće logike.
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1.2. Osnovna svojstva reziduiranih mreža
Navešćemo neka osnovna svojstva operacija u reziduiranim mrežama.
Teorema 1.2.1. Svaka reziduirana mreža zadovoljava sledeće uslove:
y 6 x→ (x⊗ y), x 6 (x→ y)→ y, (1.5)
x⊗ (x→ y) 6 y, (1.6)
x 6 y ⇔ x→ y = 1, (1.7)
x→ x = 1, x→ 1 = 1, 1→ x = x, (1.8)
0→ x = 1, (1.9)
x⊗ 0= 0, (1.10)
x⊗ y6 x, x 6 y→ x, (1.11)
x⊗ y6 x∧ y, (1.12)
(x⊗ y)→ z = x→ (y→ z), (1.13)
(x→ y)⊗ (y→ z) 6 (x→ z), (1.14)
x→ y je najveći element od {z |x⊗ z6 y}, (1.15)
x⊗ y je najmanji element od {z |x 6 y→ z}. (1.16)
Naredna teorema ukazuje na izotonost operacije ⊗, kao i na izotonost
operacije→ po drugom i antitonost ove operacije po prvom argumentu.
Teorema 1.2.2. U svakoj reziduiranoj mreži važi sledeće:
y1 6 y2 ⇒ x⊗ y1 6 x⊗ y2, (1.17)
y1 6 y2 ⇒ x→ y1 6 x→ y2, (1.18)
x1 6 x2 ⇒ x2→ y 6 x1→ y. (1.19)
Navodimo još neka svojstva operacija u reziduiranoj mreži:
Teorema 1.2.3. U svakoj reziduiranoj mreži zadovoljene su sledeće nejednakosti:
x→ y 6 (x∧ z)→ (y∧ z), (1.20)
x→ y 6 (x∨ z)→ (y∨ z), (1.21)
x→ y 6 (x⊗ z)→ (y⊗ z), (1.22)
x→ y 6 (z→ x)→ (z→ y), (1.23)
x→ y 6 (y→ z)→ (x→ z). (1.24)




, za neku familiju
elemenata reziduirane mreže, i operacija ⊗ i→.
Teorema 1.2.4. Sledeća tvrd̄enja su tačna, za svaki indeksni skup I. Štaviše, ako u







































































Teorema 1.2.5. Sledeća tvrd̄enja predstavljaju još neka svojstva reziduiranih mreža:
x→ y = ((x→ y)→ y)→ y, (1.33)
x⊗ (x→ y) = y ⇔ (∃z)(x⊗ z= y), (1.34)
x→ (x⊗ y)= y ⇔ (∃z)(x→ z = y), (1.35)
(y→ x)→ x = y ⇔ (∃z)(z→ x = y), (1.36)
(x∧ y)⊗ (x∨ y)6 x⊗ y, (1.37)
x∨ y 6 ((x→ y)→ y)∧ ((y→ x)→ x), (1.38)
x∧ y > x⊗ (x→ y), (1.39)
x⊗ (y→ z) 6 y→ (x⊗ z). (1.40)
Važi sledeća teorema:
Teorema 1.2.6. Neka je L = (L,∧,∨,⊗,0,1) struktura koja zadovoljava (i) i (ii) iz
definicije reziduiranih mreža i neka je L kompletna mreža. Tada su ekvivalentna
sledeća tvrd̄enja:
(i) Postoji→ koje zadovoljava svojstvo adjunkcije u odnosu na ⊗.





i∈I(x⊗ yi) važi u L,
i za x→ y =
∨
{z |x⊗ z6 y} su ⊗ i→ adjungovane operacije.
Videćemo, dalje neka svojstva negacije u reziduiranoj mreži.
Teorema 1.2.7. Negacija ima sledeća svojstva:
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¬0 = 1, ¬1 = 0, (1.41)
x⊗¬x= 0, (1.42)
x 6 ¬¬x, ¬x = ¬¬¬x, (1.43)



















Sledeća teorema pokazuje koja svojstva ima operacija bireziduma.
Teorema 1.2.8. Operacija bireziduma ima sledeća svojstva:
0↔ 1 = 1↔ 0 = 0, 0↔ 0 = 1↔ 1 = 1, (1.47)
x↔ x = 1, (1.48)
x↔ y = y↔ x, (1.49)
(x↔ y)⊗ (y↔ z) 6 x↔ z, (1.50)
x↔ 1 = x, x↔ 0 = ¬x, (1.51)
x↔ y = 1 ⇔ x = y, (1.52)
(x1↔ y1)∧ (x2↔ y2) 6 (x1∧x2)↔ (y1∧ y2), (1.53)
(x1↔ y1)∧ (x2↔ y2) 6 (x1∨x2)↔ (y1∨ y2), (1.54)
(x1↔ y1)⊗ (x2↔ y2) 6 (x1⊗ x2)↔ (y1⊗ y2), (1.55)


























x↔ y = (x∨ y)→ (x∧ y). (1.59)
1.3. Fazi skupovi i fazi relacije
Fazi podskup skupa A nad L, ili, jednostavno, fazi podskup od A, je svako
preslikavanje iz A u L. Neka su f i 1 dva fazi podskupa od A. Jednakost
fazi podskupova f i 1 definiše se kao uobičajena jednakost preslikavanja, tj.
f = 1 ako i samo ako je f (x) = 1(x), za svako x ∈ A. Inkluzija f 6 1 se, takod̄e,
definiše kao ured̄enje preslikavanja: f 6 1 ako i samo ako je f (x) 6 1(x), za
svaki x ∈ A. Snabdeven ovim parcijalnim ured̄enjem, skup F (A) svih fazi
podskupova od A predstavlja kompletnu distributivnu mrežu, u kojoj su
infimum (presek)
∧
i∈I fi i supremum (unija)
∨
i∈I fi proizvoljne familije { fi}i∈I
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Proizvod fazi podskupva f ,1 ∈ F (A), u oznaci f ⊗ 1 je fazi podskup od A
definisan sa: f ⊗1(x)= f (x)⊗1(x), za svako x ∈ A.












Krisp deo fazi podskupa f skupa A, u oznaci c( f ), ili kraće f̂ je jasan (engl.
crisp) podskup od A definisan sa f̂ = {x ∈ A | f (x) = 1}. Ovakvi podskupovi
se drugačije nazivaju obični (engl. ordinary) podskupovi i ovaj naziv ćemo
koristiti u daljem radu.
Može se primetiti da su mnogi autori koristili naziv "jezgro" umesto "krisp
deo", u oznaci "ker f " umesto " f̂ ", ali mi ćemo naziv "jezgro" koristiti u nje-
govom uobičajenom značenju – za običnu ekvivalenciju koja se, na prirodan
način, pridružuje preslikavanju. Naime, jezgro fazi podskupa f od A, u oznaci
ker f , je ekvivalencija na A definisana sa
ker f = {(x, y) ∈ A×A | f (x) = f (y)}.
Visina od f , u oznaci ‖ f ‖, je definisana sa




Razmotrićemo sada fazi relacije kao fazi podskupove od A×A.
Fazi relacija na A je svako preslikavanje iz A×A u L, odnosno, svaki fazi
podskup od A×A, a jednakost, inkluzija, unija, presek i ured̄enje fazi relacija
su definisani kao za fazi skupove. Za dve fazi relacije R i S, njihova kompozicija
je fazi relacija R◦S definisana sa:








za sve x, y ∈ A.
Krisp deo fazi relacije R, u oznaci R̂ je obična relacija za koju je
(a,b) ∈ R̂ ⇔ R(a,b) = 1,
za proizvoljne elemente a,b ∈ A.
Označimo sa Ā skup koji sadrži tačno po jedan element iz svake klase
krisp ekvivalencije Ê. Takav skup naziva se poprečni presek od Ê. (engl. cross-
section).
Za fazi podskup f od A i fazi relaciju R na A, kompozicije f ◦R i R◦ f su
fazi podskupovi od A definisani sa
( f ◦R)(a) =
∨
b∈A
f (b)⊗R(b,a), (R◦ f )(a) =
∨
b∈A
R(a,b)⊗ f (b), (1.61)





Primećujemo da vrednost f ◦1možemo smatrati "stepenom preklapanja" od
f i 1. Poznato je da je kompozicija fazi relacija asocijativna, i lako se proverava
da je
( f ◦R)◦S = f ◦ (R◦S), ( f ◦R)◦1 = f ◦ (R◦1), (1.63)
za proizvoljne fazi podskupove f i 1 od A, i fazi relacije R i S na A, što znači
da se zagrade u (1.63) mogu izostaviti.


























Primetimo takod̄e da, ako je A konačan skup od n elemenata, fazi relacije
R i S mogu da se posmatraju kao n×n fazi matrice nad L i R◦S je matrični
proizvod, dok se f ◦R može smatrati proizvodom 1× n matrce f i n× n
matrice R, i R◦ f je proizvod n×n matrice R i n×1 matrice f t (transponovane
matrice od f ).
Neka su A, B i C konačni skupovi kardinalnosti |A|= k, |B|=m i |C|= n, tada
se ϕ ∈ R(A,B) iψ ∈ R(B,C) mogu posmatrati kao k×m i m×n fazi matrice nad
L, a ϕ◦ψ kao proizvod matrica. Analogno, za f ∈ F (A) i 1 ∈ F (B) možemo
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tretirati f ◦ϕ kao proizvod 1× k matrice f i k×m matrice ϕ (vektor-matrica
proizvod), ϕ◦1 kao proizvod jedne k×m matrice ϕ i jedne m× 1 matrice 1t,
transpononovane matrice 1 (vektor-matrica proizvod), i f ◦1 kao skalarni
proizvod vektora f i 1.
Za datu familiju fazi relacija R, sa L(R) ćemo označiti podalgebru od L
generisanu svim vrednostima koje uzimaju dazi relacije iz R.
Dalje, neka je n∈N i A1, . . . ,An kolekcija nepraznih skupova. Skup LA1×A1×
· · · × LAn×An svih n-torki fazi relacija na A1, . . . ,An, respektivno, je ured̄en
pokordinatno, na sledeći način: (α1, . . . ,αn) 6 (β1, . . . ,βn) ako is samo ako αl 6
βl, za svako l ∈ [1,n]. Koristeći se terminologijom koja se primenjuje pri radu
sa fazi skupovima i fazi relacijama, kazaćemo da je (α1, . . . ,αn) sadržano u
(β1, . . . ,βn).
Za fazi relaciju R na A se kaže da je
(R) refleksivna (ili fazi refleksivna) ako je R(a,a) = 1, za svako a ∈ A;
(S) simetrična (ili fazi simetrična) ako je R(a,b) = R(b,a), za svako a,b ∈ A;
(T) tranzitivna (ili fazi tranzitivna) ako za svako a,b,c ∈ A imamo
R(a,b)⊗R(b,c) 6 R(a,c).
Lako se može pokazati da za bilo koju refleksivnu i tranzitivnu relaciju R na
A, važi R◦R = R.
Relaciju na A nazivamo fazi ekvivalencijom ukoliko je refleksivna, simetriňa
i tranzitivna. SkupE(A) svih fazi ekvivalencija, zajedno sa relacijom inkluzije
fazi relacija, čini kompletnu mrežu. Infimum na ovoj mreži se poklapa sa
presekom fazi relacija, dok se supremum ne poklapa u svim slučajevima sa
unijom.
Fazi ekvivalenciju E na skupu A nazivamo fazi jednakost ako za svako
a,b ∈ A, E(a,b) = 1 sledi a = b. Drugim rečima, E je fazi jednakost ako i samo
ako je njen krisp deo Ê je obična jednakost.
Klasa ekvivalencije fazi relacije E na skupu A odred̄ena sa a ∈ A je fazi
podskup Ea od A definisan sa
Ea(b) = E(a,b), za svako b ∈ A.
Skup A/E = {Ea |a ∈ A} svih klasa ekvivalencije relacije E se naziva faktor
skup od A u odnosu na E ([6]). Prirodna funkcija iz A u A/E je fazi relacija
ϕE ∈ R(A,A/E) definisana sa ϕE(a,Eb) = E(a,b), za svako a,b ∈ A.





je najmanja tranzitivna fazi relacija na A koja sadrži R, i zove se tranzitivno
zatvorenje od R.
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Fazi relacija na skupu A koja je refleksivna i tranzitivna, naziva se fazi
kvazi-ured̄enje, a refleksivna i tranzitivna krisp relacija na A se naziva kvazi-
ured̄enje. Kao i skup E(A) svih fazi ekvivalencija, tako i skup Q(A) svih fazi
kvazi-ured̄enja na skupu A čini kompletnu mrežu u kojoj se infimum pok-
lapa sa presekom fazi relacija, a u opštem slučaju supremum se ne poklapa
sa unijom fazi relacija. Naime, ako je R je supremum familije {Ri}i∈I u Q(A),














R-afterset od a, a ∈ A, je fazi skup Ra ∈ LA definisan sa
Ra(b) = R(a,b), za svako b ∈ A,
dok je R-foreset od a fazi skup Ra ∈ LA definisan sa
Ra(b) = R(b,a), za svako b ∈ A,
Skup svih R-aftersetova se označava sa A/R, a skup svih R-foresetova se
označava sa A\R. Očigledno, ako je R fazi ekvivalencija, tada A/R = A\R je
skup svih fazi ekvivalencija na R.
Fazi kvazi-ured̄enje R na skupu A se naziva fazi ured̄enje ako za svako
a,b ∈ A, R(a,b) = R(b,a) = 1 povlači a = b. Za fazi kvazi-ured̄enje R na skupu
A, fazi relacija ER definisano sa ER = R∧R−1 je fazi ekvivalencija na A, koja
se naziva prirodna fazi ekvivalencija od R. Očigledno fazi- kvazi ured̄enje R
je fazi ured̄enje ako je prirodna fazi ekvivalencija od R fazi jednakost.
Sledeća teorema daje neke važne osobine fazi kvazi-ured̄enja i prirodnih
fazi ekvivalencija.
Teorema 1.3.1. Neka je R fazi kvazi-ured̄enje na skupu A and E prirodna fazi
ekvivalencija od R. Tada važi:
(a) Za proizvoljne a,b ∈ A sledeći uslovi su ekvivalentni:
(i) E(a,b) = 1;
(ii) Ea = Eb;
(iii) Ra = Rb;
(iv) Ra = Rb.
(b) Funkcija Ra→ Ea koja preslikava A/R u A/E, i funkcija Ra→ Ra koja pres-
likava A/R u A \R, su bijekcije.
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1.4. Uniformne fazi relacije
U ovom odeljku predstavićemo jedan veoma važan koncept - koncept uni-
formnih fazi relacija, uveden u radu [22]. Namera autora, koji su uveli pojam
uniformnih fazi relacija, bila je da definišu odred̄ene vrste fazi funkcija, koje
bi obezbedile korespondenciju izmed̄u fazi funkcija i fazi relacija ekviva-
lencije, analogno korespondenciji izmed̄u običnih funkcija i običnih relacija
ekvivalencije. Ispostavilo se da uniformne fazi relacije utvrd̄uju prirodnu
vezu izmed̄u fazi particija dva skupa, tj. definišu neku vrstu "uniformnosti"
izmed̄u ovih fazi particija. Opštije, uniformne fazi relacije mogu biti shvaćene
kao fazi relacije ekvivalencije koje povezuju elemente dva, ne obavezno je-
dnaka skupa.
Neka su A i B neprazni skupovi i neka su E i F fazi relacije ekvivalencije
na A i B, redom. Ako fazi relacija ϕ ∈ LA×B zadovoljava uslov
(EX1) ϕ(a1,b)⊗E(a1,a2) 6 ϕ(a2,b), za sve a1,a2 ∈ A i b ∈ B,
onda je ona ekstenzionalna u odnosu na E, a ako zadovoljava
(EX2) ϕ(a,b1)⊗F(b1,b2) 6 ϕ(a,b2), za sve a ∈ A i b1,b2 ∈ B,
onda je ekstenzionalna u odnosu na F. Ako je fazi relacija ϕ ekstenzionalna u
odnosu na E i F, i ako zadovoljava
(PFF) ϕ(a,b1)⊗ϕ(a,b2) 6 F(b1,b2), za sve a ∈ A i b1,b2 ∈ B,
onda se ona naziva parcijalna fazi funkcija u odnosu na E i F.
Parcijalne fazi funkcije uveo je Klawonn [70], a proučavao ih je i Demirci
u [32, 33]. Zbog osobine adjunkcije i simetričnsti, uslovi (EX1) i (EX2) mogu
biti napisani kao
(EX1’) E(a1,a2) 6 ϕ(a1,b)↔ ϕ(a2,b), za sve a1,a2 ∈ A i b ∈ B;
(EX2’) F(b1,b2) 6 ϕ(a,b1)↔ ϕ(a,b2), za sve a ∈ A i b1,b2 ∈ B.
Za proizvoljnu fazi relaciju ϕ ∈ LA×B možemo definisati fazi relaciju ekvi-





za sve a1,a2 ∈ A i fazi relaciju ekvivalencije E
ϕ





za proizvoljne b1,b2 ∈ B. One će biti nazvane fazi relacije ekvivalencije na A i B
indukovane sa ϕ, specijalno, EϕA će biti nazvano jezgrom od ϕ, a E
ϕ
B ko-jezgrom
od ϕ. Prema (EX1’) i (EX2’), EϕA i E
ϕ
B su najveće fazi ekvivalencije na A i B,
redom, takve da je fazi relacija ϕ ekstenzionalna u odnosu na njih.
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Fazi relacijaϕ ∈ L(A×B) se naziva parcijalna fazi funkcija ako je ona parcijalna
fazi funkcija u odnosu na EϕA and E
ϕ
B [22]. Karakterizacija parcijalnih fazi
funkcija data je u radu [22] na sledeći način:
Teorema 1.4.1. Neka su A i B neprazni skupovi i neka je ϕ ∈ LA×B fazi relacija.
Tada su sledeći uslovi ekvivalentni:
(i) ϕ je parcijalna fazi funkcija;
(ii)ϕ−1 je parcijalna fazi funkcija;
(iii)ϕ−1 ◦ϕ 6 EϕB ;
(iv)ϕ◦ϕ−1 6 EϕA;
(v) ϕ◦ϕ−1 ◦ϕ 6 ϕ.
Fazi relacija ϕ ∈ LA×B se naziva L-funkcija ako za svaki a ∈ A postoji b ∈ B
tako da je ϕ(a,b) = 1 ([34]) i ona je sirjektivna ako za svaki b ∈ B postoji a ∈ A
takav da je ϕ(a,b) = 1, tj. ako ϕ−1 jeste L-funkcija. Za sirjektivnu fazi relaciju
ϕ ∈ F (A×B) kažemo da je fazi relacija iz A na B. Ako ϕ jeste L-funkcija i
ako je sirjektivna, odnosno, ako i ϕ i ϕ−1 jesu L-funkcije, onda se ϕ naziva
sirjektivna L-funkcija.
Primetimo da fazi relacijaϕ ∈ LA×B jesteL-funkcija ako i samo ako postoji
funkcija ψ : A→ B takva da važi ϕ(a,ψ(a)) = 1, za svaki a ∈ A (cf. [33, 34]).
Funkcija ψ sa ovim svojstvom biće nazvana krisp opis od ϕ, i skup svih
ovakvih funkcija označićemo sa CR(ϕ). U krisp slučaju, relaciju ϕ ⊆ A×B
nazivamo kompletnom ako i samo ako postoji funkcija f : A→ B takva da
važi (a, f (a)) ∈ ϕ, za svako a ∈ A. Funkciju f sa ovim svojstvom nazivamo
funkcionalni opis od ϕ i označimo sa FD(ϕ) skup svih ovakvih funkcija.
L-funkcija koja je perfektna fazi funkcija u odnosu na E i F naziva se
perfektna fazi funkcija u odnosu na E i F. Perfektne fazi funkcije predstavio je
i proučavao Demirci u [32, 33]. Fazi relaciju ϕ ∈ LA×B koja je perfektna fazi
funkcija u odnosu na EϕA i E
ϕ
B nazivaćemo, jednostavno, perfektna fazi funkcija.
Neka su A i B neprazni skupovi i neka je E fazi ekvivalencija na B. Krisp
(standardna) funkcija ψ : A→ B se naziva E-sirjektivnom ako za proizvoljno
b ∈ B postoji a ∈ A tako da je E(ψ(a),b) = 1. Drugim rečima, ψ je E-sirjektivna
ako i samo ako je ψ ◦E♯ sirjektivna funkcija iz A na B/E, gde je E♯ : B→
B/E funkcija data sa E♯(b)= Eb, za svaki b ∈ B. Jasno je daψ jeste E-sirjektivna
funkcija ako i samo ako njena slika Imψ ima neprazan presek sa svakom od
klasa ekvivalencije krisp relacije ekvivalencije ker(E).
Neka su A i B neprazni fazi skupovi i neka je ϕ ∈ LA×B parcijalna fazi
funkcija. Ako je, uz to, ϕ sirjektivna L-funkcija, ona se naziva uniformna fazi
relacija [22]. Drugim rečima, uniformna fazi relacija je perfektna fazi funkcija
koja dodatno ima svojstvo da je sirjektivna. Uniformna fazi relacija koja je
i krisp relacija naziva se uniformna relacija. Sledeća teorema daje karakteri-
zaciju uniformnih fazi relacija:
Teorema 1.4.2. Neka su A i B neprazni skupovi i neka je ϕ ∈ LA×B fazi relacija.
Tada su sledeći uslovi ekvivalentni:
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(i) ϕ je uniformna fazi relacija;
(ii)ϕ−1 je uniformna fazi relacija;
(iii)ϕ je sirjektivna L-funkcija i
ϕ◦ϕ−1 ◦ϕ = ϕ; (1.68)
(iv)ϕ je sirjektivna L-funkcija i
EϕA = ϕ◦ϕ
−1; (1.69)
(v) ϕ je sirjektivna L-funkcija i
EϕB = ϕ
−1 ◦ϕ; (1.70)
(vi) ϕ jeL-funkcija i za svakoψ ∈CR(ϕ), a ∈A i b ∈B važi daψ jeste EϕB -sirjektivna
i
ϕ(a,b) = EϕB (ψ(a),b); (1.71)







Dokaz: Uslovi (i), (ii), (vi) i (vii) su isti kao u Teoremi 3.3 iz rada [22], dok
(iv) i (v) predstavljaju samo drugačiju formulaciju uslova (v) i (vi) Teoreme
3.3 iz [22]. Implikacija (iii)⇒(i) sledi direktno prema Teoremi 1.4.1.. Ostaje
da dokažemo samo uslov (i)⇒(iii).
Ako je ϕ uniformna fazi relacija, ona je sirjektivna L-funkcija i prema
Teoremi 1.4.1. dobijamo da je ϕ ◦ ϕ−1 ◦ ϕ 6 ϕ. Da bi dokazali obratnu
nejednakost posmatramo proizvoljne ψ ∈ CR(ϕ), a ∈ A i b ∈ B. Tada je





ϕ(a,b′)⊗ϕ−1(b′,a′)⊗ϕ(a′,b) = (ϕ◦ϕ−1 ◦ϕ)(a,b).
Prema tome, ϕ 6 ϕ◦ϕ−1 ◦ϕ, pa smo dokazali da je ϕ◦ϕ−1 ◦ϕ = ϕ. ⊓⊔
Posledica 1.4.3. [22] Neka su A i B neprazni skupovi i neka je ϕ ∈ LA×B uni-




Neka su A i B neprazni skupovi. Na osnovu Teoreme 1.4.2. fazi relacija
ϕ ∈ LA×B je uniformna fazi relacija ako i samo ako njoj inverzna relacija ϕ−1
jeste uniformna fazi relacija.
Šta više, prema uslovima (iv) i (v) Teoreme 1.4.2., jasno je da je jezgro od











Naredne leme, u mnogome, će nam koristiti u daljem radu.
Lema 1.4.4. Neka su A i B neprazni skupovi i neka je ϕ ∈ LA×B uniformna fazi
relacija, neka je α = EϕA i β = E
ϕ
B i neka funkcija ϕ̃ : A/α→ B/β bude definisana sa
ϕ̃(αa) = βψ(a), za sve a ∈ A i ψ ∈ CR(ϕ). (1.74)
Tada je funkcija ϕ̃ dobro definisana i (ona ne zavisi od izbora ψ ∈ CR(ϕ) i a ∈A). To
je bijektivna funkcija iz A/α na B/β i (ϕ̃)−1 = ϕ̃−1.
Lema 1.4.5. Neka su A i B neprazni skupovi i neka su ϕ1,ϕ2 ∈ LA×B uniformne
fazi relacije. Tada su sledeći uslovi ekvivalentni:














Kao direktnu posledicu prethodne leme dobijamo sledeću posledicu koja
pokazuje da je uniformna fazi relacija jednoznačno odred̄ena svojom krisp
reprezentacijom i jezgrom, kao i svojom krisp reprezentacijom i ko-jezgrom.
Posledica 1.4.6. Neka su A i B neprazni skupovi i neka suϕ1,ϕ2 ∈ LA×B uniformne
fazi relacije. Tada su sledeći uslovi ekvivalentni:














Poznato je da kompozicija dve uniformne fazi relacije u opštem slučaju
ne mora da bude fazi relacija. Ipak, kada je ko-jezgro prvog faktora kom-
pozicije sadržano u jezgru drugog faktora, tada je kompozicija uniformna
što pokazuje naredna lema.
Lema 1.4.7. Neka su A, B i C neprazni skupovi i neka je ϕ1 ∈ LA×B i ϕ2 ∈ LB×C.
(a) Ako su ϕ1 i ϕ2 sirjektivne L-funkcije, onda je i ϕ1 ◦ϕ2 sirjektivna L-funkcija.




B , onda je ϕ1 ◦ϕ2
takod̄e uniformna fazi relacija.
1.5. Reziduali
Za neprazne skupove A i B i fazi podskupove η ∈ F (A) i ξ ∈F (B), fazi relacije
η\ξ ∈ R(A,B) i η/ξ ∈ R(A,B) se definišu na sledeći način:
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(η\ξ)(a,b) = (η(a) → ξ(b) ), (1.75)
(η/ξ)(a,b) = (ξ(b) → η(a) ), (1.76)
za svako a ∈ A i b ∈ B. Očigledno je da važi η/ξ = (ξ\η)−1.
Sledeća lema predstavlja dobro poznat rezultat E.Sanchez-a (cf. [101, 102,
103]).
Lema 1.5.1. Neka su A i B neprazni skupovi, η ∈ F (A) i ξ ∈ F (B).
(a)Skup svih rešenja nejednačine η◦χ 6 ξ, gde je χ nepoznata fazi relacija izmed̄u
A i B, je glavni ideal od R(A,B) generisan fuzi relacijom η/ξ.
(b)Skup svih rešenja nejednačine χ◦ξ 6 η, gde je χ nepoznata fazi relacija izmed̄u
A i B, je glavni ideal od R(A,B) generisan fazi relacijom η\ξ.
Dokaz: Ovo je takod̄e, poznat rezultat E. Sanchez-a (cf. [101, 102, 103]). ⊓⊔
Neka je (η/ξ)∧ (η\ξ)= η|ξ, gde je η|ξ fazi relacija izmed̄u A i B definisana
(η|ξ)(a,b) = (η(a) ↔ ξ(b) ), (1.77)
za proizvoljne a ∈ A i b ∈ B.
Dalje, neka su A i B neprazni skupovi i neka su α ∈ R(A), β ∈ R(B) i




(α(a′,a)→ γ(a′,b) ), (1.78)





(β(b,b′)→ γ(a,b′) ), (1.79)
za svako a ∈A i b ∈ B. Možemo posmatrati desni rezidual α\γ kao ostatak od
γ na desnoj strani nakon "deljenja" γ s leva sa α, i o levom rezidualu γ/β kao
o ostatku γ na levoj strani nakon "deljenja" γ s desna sa β. Tačnije,
α◦γ′ 6 γ ⇔ γ′ 6 α\γ, γ′ ◦β 6 γ ⇔ γ′ 6 γ/β, (1.80)
za svako α ∈ R(A), β ∈ R(B) i γ′,γ ∈ R(A,B). U slučaju da je A = B, ova dva
koncepta su dobro poznata koncepta desnih i levih reziduala fazi relacija na
skupu (videti [64]).
Lema 1.5.2. Neka su A i B neprazni skupovi i neka je α ∈ R(A), β ∈ R(B) and
γ ∈ R(A,B).
(a)Skup svih rešenja nejednačine α◦χ 6 γ, gde je χ nepoznata fazi relacija izmed̄u
A i B, je glavni ideal od R(A,B) generisan desnim rezidualom α\γ od γ po α.
(b)Skup svih rešenja nejednačine χ◦β 6 γ, gde je χ nepoznata relacija izmed̄u A i
B, je glavni ideal od R(A,B) generisan levim rezidualom γ/β od γ po β.
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Dokaz: Ovo su takod̄e rezultati E. Sanchez-a. (cf. [101, 102, 103]). ⊓⊔
Sledeće osobine kompozicije i rezidualnosti će biti korišćene u daljem
radu.
Neka je (P,≤) parcijalno ured̄en skup i neka je φ : P→ P funkcija. Ako
iz x ≤ y za svako x, y ∈ P, tada φ nazivamo izotonom, a ako je x ≤ φ(x) za
svako x ∈ P, tada je nazivamo ekstenzivnom, ako je φ(x) ≤ x za svako x ∈
P, tada je intenzivna; Ako važi da je φ(φ(x)) = φ(x) za svako x ∈ P, tada
se zove idempotent. Izotona, ekstenzivna i idempotentna funkcija se naziva
operator zatvorenja na (P,≤), a svako x ∈ P za koje važi da je φ(x)= x se naziva
φ− zatvoren element. S druge strane, izotona, intenzivna i idempotentna
funkcija se naziva operator otvorenja na (P,≤), a svaki x ∈P za koji važiφ(x)= x
se naziva φ− otvorenelement. Konačno, za svaku funkciju φ : P→ P, element
x ∈ P se kaže da je post - fiksna tačka ako važi da je x ≤ φ(x).
Tvrd̄enje 1.1. Neka su A i B neprazni skupovi i α ∈ LA×A i β ∈ LB×B fazi kvazi
ured̄enja. Tada
(a) Funkcije R 7→ α◦R i R 7→ R◦β su operatori zatvorenja na mreži fazi relacija
izmed̄u skupova A i B.
(b) Funkcije R 7→ α\R i R 7→ R/β su operatori otvorenja na mreži vazi relacija
izmed̄u skupova A i B.
Za proizvoljnu relaciju λ ∈ LA×B, na isti način kao u Teoremi 3.5 [64] može
se dokazati da je λ/λ fazi kvazi ured̄enje na A i λ\λ fazi kvazi ured̄enje na
B. Prirodne fazi ekvivalencije od λ/λ i λ\λ ćemo označiti sa λ∥λ i λ
λ, tj.,
λ∥λ = (λ/λ)∧ (λ/λ)−1 i λ
λ = (λ\λ)∧ (λ\λ)−1.
Na osnovu osobine reziduala, imamo
(η/µ)◦µ 6 η i λ◦ (λ\η) 6 η, (1.81)
i kao posledicu da je η/µ najveće rešenje nejednačine χ ◦ µ 6 η (gde je χ
nepoznata fazi relacija izmed̄u skupova A i B), dok je λ\η najveće rešenje
nejednačine λ◦χ 6 η (gde je χ nepoznata fazi relacija izmed̄u LB×C).
U nekim slučajevima, potrebno je razmatrati najveća rešenja nejednačina
λ◦χ 6 η i χ ◦µ 6 η koja pripadaju nekom odred̄enom podskupu od LB×C i
LA×B, ako takva rešenja postoje. Za M ⊆ LB×C, najveće rešenje nejednačine
λ◦χ 6 η, ukoliko postoji se naziva relativni desni rezidual od η po λ u odnosu
na M. Analogno, za M ⊆ LA×B, najveće rešenje nejednačine χ◦µ 6 η, ukoliko
postoji se naziva relativni levi rezidual od η po µ u odnosu na M. Primetimo
da ako je M otvoreni sistem u LB×C (odnosno LA×B), tj. ako je zatvoren za
proizvoljnu uniju i sadrži prazan skup, tada relativni desni (odnosno levi)
rezidual u odnosu na M postoji za bilo koji par relacija λ ∈ LA×B i η ∈ LA×C
(tj. µ ∈ LB×C i η ∈ LA×C). Za nas su posebno interesantni relativni reziduali u
odnosu na Bool-ove mreže 2B×C i 2A×B. Relativni desni rezidual od η po λ u
odnosu na 2B×C se naziva Bool-ov desni rezidual od η po λ, i označava se sa
λ0η, dok se relativni levi rezidual od η po µ u odnosu na 2A×B naziva Bool-ov
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levi rezidual od η po λ, i označava se sa η1µ. Možemo pokazati da λ0η i η1µ
mogu biti okarakterisane sledećim jednakostima:
λ0η = (λ\η)c = {(b,c) ∈ B×C |λb 6 ηc }
η1µ = (η/µ)c = {(a,b) ∈ A×B |bµ 6 aη } (1.82)
(vidi Teoreme 5.1. i 5.2 [29] koje se odnose na Bool-ove reziduale u kontek-
stima matrica nad aditivno idempotentnim poluprstenom).
Glava 2
Jedno-modalitetni fazi relacijski sistemi i
jedno-modalitetne fazi mreže
U ovoj glavi bavimo se fazi relacijskim sistemima koje čini familija fazi relacija
na jednom istom skupu, kojoj u nekim situacijama pridružujemo i familiju
fazi podskupova tog skupa. Takve fazi relacijske sisteme nazivaćemo jedno-
modalitetnim. Takvi fazi relacijski sistemi imaju razne interpretacije i praktič-
ne primene, a mi ćemo ovde uglavnom imati na umu interpretaciju gde se
pomenuti skup shvata kao skup aktera, familijom fazi relacija opisuju se
razni odnosi i veze izmed̄u tih aktera, a familijom fazi podskupova, ako je
prisutna, zadaju se atributi koje ti akteri mogu imati. Takve interpretacije
poznate su kao jedno-modalitetne fazi socijalne mreže, ili kraće samo fazi
socijalne mreže.
Istraživanja koja se ovde sprovode inspirisana su problemom odred̄ivanja
uloge ili pozicije aktera u okviru socijalne mreže, koji predstavlja jedan od
glavnih problema u analizi socijalnih mreža i razmatra se u okviru disci-
pline koja se naziva poziciona analiza. U velikim i kompleksnim mrežama
nemoguće je razumeti veze izmed̄u svakog para aktera, ali je u izvesnoj
meri moguće da se razume ceo sistem, klasifikovanjem aktera i opisivanjem
veza na nivou klasa. Pri tome se za aktere iz iste klase smatra da imaju istu
poziciju ili da igraju istu ulogu u mreži. Glavni zadatak pozicione analize je
da odredi sličnosti izmed̄u aktera koje oslikavaju njihovu poziciju u mreži.
Na primer, u okviru terorističke ili kriminalne mreže, zadatak pozicione
analize bi bio da odredi pozicije ili uloge članova te mreže samo na osnovu
uvida u komunikaciju izmed̄u njih, ne zalazeći u sadržaj te komunikacije. Te
sličnosti prvi put su formalizovali Lorrain i White u [80] konceptom struk-
turne ekvivalencije. Neformalno govoreći, dva aktera se smatraju strukturno
ekvivalentnim ako su povezani sa istim individuama u mreži. Med̄utim, u
mnogim situacijama se takav vid veza pokazao suviše strogim. Oslabljujući
taj koncept tako da se na mnogo pogodniji način mogu modelirati socijalne
pozicije, White i Reitz su u [120] su uveli koncept regularne ekvivalencije, gde
se dva aktera smatraju regularno ekvivalentnim ako na isti način povezane
sa ekvivalentnim akterima.
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Nasuprot tradicionalnoj statističkoj analizi, neki savremeni pristupi ana-
lizi podataka, kao što su analiza socijalnih mreža i analiza formalnih kon-
cepata, su fokusirani na prepoznavanje i uopštavanje strukturnih sličnosti
koje proizilaze iz opisa podataka. Metod koji se često koristi u takvoj struk-
turnoj analizi je redukcija podataka, proces transformisanja sirovih podataka
u sažetiju formu bez gubljenja bitnih semantičkih informacija. Jedna od takvih
tehnika redukcije podataka je i blok-modeliranje. Blok-modeliranje ima široku
primenu u analizi socijalnih mreža, gde se velike i kompleksne mreže sli-
kaju u jednostavnije strukture, nazvane blok-model slikama, koje se mogu
shvatiti kao strukturni sažeci originalnih mreža. Blok-modeliranje se obavlja
grupisanjem aktera koji imaju suštinski slične obrasce odnosa sa drugim
akterima i interpretiranjem obrazaca odnosa izmed̄u grupa, a ključnu ulogu
u tome igraju upravo regularne i strukturne ekvivalencije. Za više informa-
cija o pozicionoj analizi socijalnih mreža i blok-modeliranju upućujemo na
[2, 37, 40].
U analizi fazi relacijskih sistema i fazi socijalnih mreža, koju vršimo u ovoj
disertaciji, koristi se pristup drugačiji od onoga koji je obično korišćen u pozi-
cionoj analizi socijalnih mreža i blok-modeliranju. Taj naš pristup zasnovan
je na izračunavanju najvećih rešenja izvesnih sistema fazi relacijskih jedna-
čina i nejednačina, pri čemu ta najveća rešenja zapravo jesu najveće regu-
larne fazi ekvivalencije i fazi kvazi-ured̄enja. Nakon Odeljka 2.1., u kome
predstavljamo formalne definicije jedno-modalitetnih fazi i krisp relacijskih
sistema i jedno-modalitetnih fazi i krisp mreža i navodimo neke primere
jedno-modalitetnih mreža, u Odeljku 2.2. analiziramo sisteme fazi relacijskih
jednačina i nejednačina koji su odred̄eni jedno-modalitetnim fazi relacijskim
sistemima. Te sisteme nazivaćemo jedno-modalitetnim sistemima. Nekim jed-
nostavnijim sistemima, od kojih svaki predstavlja instancu nekog opšteg
jedno-modalitetnog sistema, pri čemu svako rešenje novog sistema mora
biti i rešenje odgovarajućeg opšteg sistema, baviće se Odeljak 2.3. U Odeljku
2.4 dajemo algoritme za izračunavanje najvećih krisp rešenja sistema pred-
stavljenih u Odeljku 2.2. sadržanih u datoj fazi relaciji. Ovi algoritmi dobijeni
su modifikacijom algoritama iz tog odeljka. U Odeljku 2.5. diskutovaćemo o
problemu nalaženja neke vrste strukturne sličnosti izmed̄u učesnika dve raz-
ličite mreže, korišćenjem koncepta bisimulacija koji zahteva uporednu ana-
lizu strukturnih i kompozicionih promenljivih, odnosno analizu relacionih
veza izmed̄u učesnika uz razmatranje odnosa njihovih atributa. Odeljak
2.6. ukazuje na značaj uniformnih forward fazi bisimulacija čija je karakteri-
zacija predstavljena preko njihovih jezgra i kojezgra, kao i preko izomorfizma
izmed̄u faktor fazi relacijskih sistema u odnosu na jezgro i kojezgro datih
uniformnih fazi relacija. U Odeljku 2.7. proučavaćemo heterotipne bisimu-
lacije izmed̄u fazi socijalnih mreža i ukazaćemo na sličnosti i osnovne razlike
izmed̄u homotipnih i heterotipnih bisimulacija. Algoritmi koji utvrd̄uju da
li postoji forward (backward-forward) bisimulacija izmed̄u dve fazi mreže
i, ako ona postoji računaju najveću takvu bisimulaciju biće predstavljeni
u Odeljku 2.8. Kako je koncept regularnih ekvivalencija najprikladniji za
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modeliranje socijalnih pozicija, u Odeljku 2.9. ćemo se baviti regularnim
bisimulacijama, pri čemu uniformna regularna bisimulacija izmed̄u dve
jedno-modalitetne fazi mreže odred̄uje par regularnih ekvivalencija na ovim
mrežama. Na kraju, u Odeljku 2.10 dajemo neke primere testiranja postojanja
i izračunavanja najvećih bisimulacija.
2.1. Osnovne definicije i primeri
Formalno se jedno-modalitetni fazi relacijski sistemi mogu definisati na
sledeći način:
Neka je A neprazan skup i neka jeR= {Ri}i∈I familija nepraznih fazi relacija
na skupu A. SistemN = (A,R) nazivaćemo jedno-modalitetni fazi relacijski sis-
tem, ili 1-modalitetni fazi relacijski sistem, a skup A komponentom ili modalitetom
sistema N . Ukoliko svi članovi familije R jesu krisp relacije, onda ćemo za
sistem N = (A,R) reći da je jedno-modalitetni krisp relacijski sistem. Kada je
potrebno simbolički predstaviti naka svojstva elemenata datog univerzuma
razmatranja, jedno-modalitetni fazi relacijski sistem se može posmatrati kao
ured̄ena trojka N = (A,R,P), gde je P = {p j} j∈J proizvoljna familija fazi pod-
skupova skupa A.
Već smo naglasili da ćemo ovde razmatrati jedno-modalitetne fazi soci-
jalne mreže kao interpretaciju fazi relacijskih sistema. Fazi socijalne mreže
su dobile zasluženu pažnju, jer mogu da predstave i veze izmed̄u učes-
nika i stepen interakcije med̄u njima. Relacione veze izmed̄u učesnika u
jedno-modalitetnoj fazi mreži su od primarne važnosti, dok su atributi učes-
nika sekundarni. Dakle, moguće je proučavati relacije med̄u učesnicima i
bez razmatranja njihovih atributa, te se fazi relacijski sistem N = (A, {Ri}i∈I)
može smatrati jedno-modalitetnom fazi socijalnom mrežom ili, kraće, jedno-
modalitetnom fazi mrežom bez atributa. U slučaju kada N interpretiramo kao
jedno-modalitetnu fazi mrežu, podrazumevaćemo da je skup A konačan,
neprazan skup učesnika u datoj mreži, dok je {Ri}i∈I neprazna familija fazi
relacija na skupu A. Ako se posmatraju i atributi učesnika onda je jedno-
modalitetna fazi socijalna mreža fazi relacijski sistemN = (A, {Ri}i∈I, {p j} j∈J). Ste-
pen pripadnosti nekog učesnika fazi skupu p j se može shvatiti kao stepen sa
kojim ovaj učesnik poseduje atribute koji su povezani sa p j, za j ∈ J.
Za dve fazi mrežeN = (A, {Ri}i∈I, {p j} j∈J) iN ′ = (A′, {R′i }i′nI, {p
′
j} j∈J) kažemo
da su izomorfne ako postoji bijektivna funkcijaφ : A→A′ za koju važi Ri(a,b)=
R′i (φ(a),φ(b)), za svako a,b ∈ A i i ∈ I, i p j(a) = p
′
j(φ(a)), za svako a ∈ A i j ∈ J.
Neka je N = (A, {Ri}i∈I, {p j} j∈J) fazi mreža, α ∈ LA×A fazi ekvivalencija, i
neka je, A/α odgovarajući faktor skup. Za svako i ∈ I i svako j ∈ J definišemo
fazi relaciju R̄i ∈ L(A/α)×(A/α) i fazi skup p̄ j ∈ LA/α na sledeći način:
(i) R̄i(αa,αb) = (α◦Ri ◦α)(a,b) = αa ◦Ri ◦αb, za sve a,b ∈ A,
(ii) p̄ j(αa) = (α◦p j)(a) = αa ◦p j, za svaki a ∈ A.
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Jasno je da su svi R̄i i p̄ j dobro definisani u smislu da ne zavise od izbora
predstavnika klasa relacije α, pa je N/α= (A/α, {R̄i}i∈I, {p̄ j} j∈J) takod̄e fazi
mreža koja se naziva količnik (ili faktor) fazi mreža od N u odnosu na α.
Važno je napomenuti da je faktor fazi mreža u odnosu na α takod̄e poznata
pod nazivom blokmodel ili blokmodel slika od N koja odgovara α (na primer
[2, 37, 40, 81]).
Jedno-modalitetne mreže izučavane su u brojnim radovima ne samo u
okviru analize socijalnih mreža, već i u nekim drugim srodnim oblastima u
okviru informacionih nauka, fizike, biologije itd.
Primer 2.1.1. (Primeri jedno-modalitetnih mreža) Navodimo nekoliko kon-
kretnih primera više-modalitetnih mreža.
(a) Mreža saradnje med̄u naučnicima koji proučavaju mreže [86, 87, 88]:
Razni tipovi socijalnih mreža vezani za naučne publikacije i njihove au-
tore izučavani u brojnim radovima. Razlog za prilično veliko interesovanje
istraživača za ovakve mreže je verovatno postojanje velikog broja baza sa po-
dacima koji se tiču naučnih publikacija, što istraživačima značajno olakšava
dolazak do podataka koje bi analizirali.
Najintenzivnije su izučavane takozvane kolaboracione mreže (collaboration
networks) ili koautorske mreže (coautorship networks). One su izučavane kao jed-
no-modalitetne mreže istraživača (autora) povezanih koautorstvom pri pub-
likovanju naučnih publikacija.
Na slici 2.1 predstavljena je mreža koautorstva naučnika koji se bave teori-
jom i eksperimentima u oblasti mreža, koju je sačinio M. Nevman in [88] i
mreža je sastavljena od bibliografija dva pregledna rada [86, 87], sa neko-
liko dodatnih referenci. Predstavjena je verzija koja sadrži sve komponente
mreže, za ukupno 1589 naučnika.
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Slika 2.1 Mreža saradnje med̄u naučnicima koji proučavaju mreže
(b) Svetska internet mreže:
Slika 2.2 Vizuelizacija svetske internet mreže
(c) Mreža aerodroma u US [18]: Ovde je analizirana mreža letova u Sjed-
injenim Američikim Državama. To je mreža u kojoj svaki čvor predstavlja
jedan aerodrom i svaka grana predstavlja let izmed̄u dva aerodroma. Cilj
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ove analize bio je da se utvrdi koji su aerodromi najvitalniji, pri čemu su
se koristili podaci iz 2010. god. i ova statistika je omogućila da se identi-
fikuju najznačajniji aerodromi u US i da se ispita njihova uloga u postojećoj
strukturi mreže aerodroma u US. Grane sadrže atribute koji uključuju plazni
aerodrom, odredište leta, broj putnika i fizičku udaljenost izmed̄u polaznog
i dolaznog aerodroma 2.3.
Slika 2.3 Mreža aerodroma u US
(d) Simulacija mreže terorističke organizacije Al Kaide [113]: Al Kaida
se pri organizaciji operacije rukovodi pravilom da ćelija pripreme napada
treba da bude mala, ne veća od šest članova. Pripadnici ćelije žive zajedno
u sigurnoj kući, sami sprovode izvid̄ačke misije i misije snabdevanja, pri
čemu održavaju malo ili nimalo veze sa zajednicom. Samo rukovodilac ćelije
poseduje informacije o kontaktima i kretanjima unutar šire organizacije, čime
se smanjuje rizik da neko (od mlad̄ih i neiskusnih) operativaca bude uhvaćen.
Simulacija ovakve strukture mreže predstavljena je na 2.4. U ovoj mreži, dve
odvojene grupe operativaca pripremaju dva odvojena napada: grupom sa
desne strane rukovodi Agent 6, dok većom grupom levo rukovodi Agent 36.
(d) Mreža Nurdin terorističke mreže: Dok 2.4 predstavlja model mreže
Al Kaide, mreža 2.5 predstavlja originalni primer terorističke mreže. Tamniji
čvorovi ukazuju na veličinu grupacija u mreži, dok veličina cvora ukazuje
na njegov značaj.
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Slika 2.4 Simulacija mreže terorističke organizacije Al Kaide
Slika 2.5 Mreža Nurdin terorističke mreže
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2.2. Jedno-modalitetni sistemi fazi relacijskih jednačina i
nejednačina
U ovom odeljku analiziraćemo sisteme fazi relacijskih jednačina i nejedna-
čina koji su odred̄eni jedno-modalitetnim fazi relacijskim sistemima. Takve
sisteme fazi relacijskih jednačina i nejednačina nazvaćemo jedno-modalitetnim
sistemima jednačina i jedno-modalitetnim sistemima nejednačina, redom.
Neka je dat jedno-modalitetni fazi relacijski sistem N = (A, {Ri}i∈I). Pos-
matraćemo sledeće jedno-modalitetne sisteme fazi relacijskih jednačina i ne-
jednačina:
α◦Ri = Ri ◦α, i ∈ I, (2.1)
α◦Ri 6 Ri ◦α, i ∈ I, (2.2)
α◦Ri > Ri ◦α, i ∈ I, (2.3)
gde je α promenljiva koja uzima vrednost u LA×A. Jasno je da je sistem
jednačina (2.1) ekvivalentan konjunkciji sistema nejednačina (2.2) i (2.3).
Ako su relacije ̺ i θ rešenja nekog od sistema (2.1), (2.2) i (2.3) i ̺ 6 θ, onda
kažemo da je rešenje ̺ sadržano u rešenju θ.
U slučaju kada je sistemN interpretiran kao jedno-modalitetna fazi mreža,
za fazi relaciju ̺, koja je rešenje sistema (2.1), odnosno za koju važi
̺◦Ri = Ri ◦̺,
za svaki i ∈ I, kažemo da je regularna fazi relacija u odnosu na sistemN , za fazi
relaciju koja je rešenje sistema (2.2) kažemo da je desno regularna fazi relacija
u odnosu na N , a za fazi relaciju koja je rešenje sistema (2.3) kažemo da je
levo regularna fazi relacija u odnosu na sistemN . Ukoliko ove fazi relacije jesu
fazi kvazi-ured̄enja, odnosno fazi ekvivalencije, onda govorimo o regularnom
(desno regularnom, levo regularnom) fazi kvazi-ured̄enju, odnosno o regularnoj
(desno regularnoj, levo regularnoj) fazi ekvivalenciji.
Teorema 2.2.1. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija. Skupovi svih rešenja
sistema (2.1), (2.2) i (2.3) čine kompletne mreže, pa stoga postoje najveća rešenja tih
sistema sadržana u ̺0.
Ako je ̺0 fazi kvazi-ured̄enje, tada su ta najveća rešenja, takod̄e, fazi kvazi-
ured̄enja.
Dokaz: Dokazaćemo tvrd̄enje koje se odnosi na sistem (2.1). Tvrd̄enja koja
se odnose na sisteme (2.2) i (2.3) dokazuju se na potpuno isti način.
Očigledno je da sistem (2.1) ima bar jedno rešenje i to je prazna fazi relacija
na A. Neka je {θ j} j∈J familija rešenja sistema (2.1) sadržana u ̺0, i neka je θ
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što znači da θ takod̄e rešenje sistema (2.1). Prema tome, skup rešenja sistema
(2.1) je zatvoren za proizvoljne supremume, i očigledno sadrži najmanji
element kompletne mreže (LA×A,6) (prazna relacija), te zaključujemo da je
taj skup i sam kompletna mreža, kao i da postoji najveće rešenje ̺ sistema
(2.1) sadržano u ̺0.
Neka je ̺0 fazi kvazi-ured̄enje. Zbog refleksivnosti fazi relacije imamo da
je ∆ 6 ̺0, gde je sa ∆ označena identička relacija na A, pa je ∆ rešenje sistema
(2.1) sadržano u ̺0. Ako je ̺ najveće rešenje ovog sistema, to je ∆ 6 ̺, što
znači da je ̺ refleksivna fazi relacija.
Osim toga, za proizvoljno i ∈ I imamo da je
(̺◦̺)◦Ri = ̺◦ (̺◦Ri) = ̺◦ (Ri ◦̺)
= (̺◦Ri)◦̺ = (Ri ◦̺)◦̺ = Ri ◦ (̺◦̺),
čime smo dobili da je ̺ ◦̺ rešenje sistema (2.1). To rešenje je sadržano u ̺0,
jer zbog tranzitivnosti fazi relacije ̺0 sledi da je
̺◦̺ 6 ̺0 ◦̺0 6 ̺0.
Koristeći opet činjenicu da je ̺ najveće rešenje sistema (2.1) sadržano u ̺0,
dobijamo da je ̺◦̺ 6 ̺, što znači da je ̺ tranzitivna fazi relacija.
Prema tome, dokazali smo da je ̺ fazi kvazi-ured̄enje, čime je dokaz
teoreme završen. ⊓⊔ ⊓⊔
U nastavku, za datu familiju R fazi relacija, sa L(R) ćemo označavati po-
dalgebru od L generisanu svim vrednostima koje uzimaju fazi relacije iz R.
Sledeća teorema daje postupak za izračunavanje najvećeg rešenja sistema
(2.1) (najveće regularne fazi relacije) sadržanog u datoj fazi relaciji.
Teorema 2.2.2. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je {̺r}r∈N opada-
jući niz fazi relacija iz LA×A, definisan induktivno na sledeći način:





[(Ri ◦̺r)/Ri]∧ [Ri\(̺r ◦Ri)]
)
(2.5)
za svako r ∈N. Tada važi:
(a) ako postoji s ∈N takvo da važi
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̺s = ̺s+1,
tada je ̺s najveće rešenje sistema (2.1) sadržano u ̺0;
(b) ako je A konačan skup i podalgebra L(R∪ {̺0}) zadovoljava DCC, onda je
niz {̺r}r∈N konačan i postoji s ∈N takvo da važi ̺s = ̺s+1.
Dokaz: (a) Pretpostavimo da je ̺s = ̺s+1, za neko s ∈N. Tada za i ∈ I, na
osnovu (2.5) dobijamo da je
̺s = ̺s+1 6 (Ri ◦̺s)/Ri i ̺s = ̺s+1 6 Ri\(̺s ◦Ri), (2.6)
i na osnovu svojstva adjunkcije dobijamo da je (2.6) ekvivalentno sa
̺s ◦Ri 6 Ri ◦̺s i Ri ◦̺s 6 ̺s ◦Ri. (2.7)
Prema tome, dobili smo da je
̺s ◦Ri = Ri ◦̺s,
za sve i ∈ I, što znači da je ̺s rešenje sistema (2.1). Očigledno je da je ovo
rešenje sadržano u ̺0.
Uzmimo da je ̺ proizvoljno rešenje sistema (2.1) sadržano u ̺0 = ̺1. Pret-
postavimo da je ̺ 6 ̺r, za neko r ∈N. Za dato i ∈ I imamo da je
̺◦Ri 6 Ri ◦̺ 6 Ri ◦̺r,
što povlači
̺ 6 (Ri ◦̺r)/Ri,





















[(Ri ◦̺r)/Ri]∧ [Ri\(̺r ◦Ri)]
)
= ̺r+1. (2.10)
Kako važi (2.10), to zaključujemo da je ̺ 6 ̺r+1, i prema tome, matema-
tičkom indukcijom zaključujemo da je ̺ 6 ̺r, za svako r ∈N. Odavde dalje
sledi da je ̺ 6 ̺s, što znači da je ̺s najveće rešenje sistema (2.1) sadržano u
̺0.
(b) Neka je A konačan skup i podalgebra L(R∪{̺0}) zadovoljava DCC.
Za sve parove (a,b) ∈ A×A, imamo da je {̺r(a,b)}r∈N opadajući niz u
L(R∪{̺0}). Na osnovu pretpostavke, ovaj niz se stabilizuje, pa zaključujemo
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da postoji s ∈N takvo da se niz stabilizuje nakon s koraka, što znači da je
̺s = ̺s+1.
Ovime je dokaz teoreme završen. ⊓⊔
Teorema 2.2.3. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je {̺r}r∈N opada-
jući niz fazi relacija iz LA×A, definisan induktivno na sledeći način:








za svako r ∈N. Tada važi:
(a) ako postoji s ∈N takvo da važi
̺s = ̺s+1,
tada je ̺s najveće rešenje sistema (2.2) sadržano u ̺0;
(b) ako je A konačan skup i podalgebra L(R∪{̺0}) zadovoljava DCC, onda je niz
{̺r}r∈N konačan i postoji s ∈N takvo da važi ̺s = ̺s+1.
Dokaz: Dokaz je sličan dokazu Teoreme 2.2.2. i biće izostavljen. ⊓⊔
Teorema 2.2.4. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je {̺r}r∈N opada-
jući niz fazi relacija iz LA×A, definisan induktivno na sledeći način:








za svako r ∈N. Tada važi:
(a) ako postoji s ∈N takvo da važi
̺s = ̺s+1,
tada je ̺s najveće rešenje sistema (2.3) sadržano u ̺0;
(b) ako je A konačan skup i podalgebra L(R∪{̺0}) zadovoljava DCC, onda je niz
{̺r}r∈N konačan i postoji s ∈N takvo da važi ̺s = ̺s+1.
Dokaz: Dokaz je sličan dokazu Teoreme 2.2.2. i biće izostavljen. ⊓⊔
Kao što smo ranije videli, najveća rešenja sistema (2.1), (2.2) i (2.3) sadržana
u datim fazi kvazi-ured̄enjima i sama predstavljaju fazi kvazi-ured̄enja. Kako
se u mnogim situacijama javlja potreba za rešenjima ovih sistema koja se
sastoje od fazi ekvivalencija, to se prirodno se nameće pitanje kako izra-
čunati najveće fazi ekvivalencije koje su rešenja sistema (2.1), (2.2) i (2.3),
redom, i sadržane su u datoj fazi relaciji ̺0. U nastavku ćemo videti da
je potrebno da polazna fazi relacija ̺0 bude fazi ekvivalencija. Med̄utim,
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to nije dovoljno. Da bi postigli to što želimo neophodno je izvršiti i izvesne
modifikacije sistema (2.1), (2.2) i (2.3). Naime, razmatraćemo i sledeće sisteme
fazi relacijskih jednačina i nejednačina:
α◦Ri = Ri ◦α, α−1 ◦Ri = Ri ◦α−1, i ∈ I, (2.15)
α◦Ri 6 Ri ◦α, α−1 ◦Ri 6 Ri ◦α−1, i ∈ I, (2.16)
α◦Ri > Ri ◦α, α−1 ◦Ri > Ri ◦α−1, i ∈ I, (2.17)
gde je α promenljiva koja uzima vrednost u LA×A.
Teorema 2.2.5. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija. Skupovi svih rešenja
sistema (2.15), (2.16) i (2.17) čine kompletne mreže, pa postoje najveća rešenja tih
sistema sadržana u ̺0.
Ako je ̺0 fazi ekvivalencija, tada su ta najveća rešenja takod̄e fazi ekvivalencije.
Dokaz: Na isti način kao u dokazu Teoreme 2.2.1. dobijamo da su skupovi
rešenja sistema (2.15), (2.16) i (2.17) zatvoreni za proizvoljne supremume i
sadrže najmanji element kompletne mreže (LA×A,6), pa su ti skupovi i sami
kompletne mreže, odakle sledi da postoje najveća rešenja sistema (2.15),
(2.16) i (2.17) sadržana u ̺0.
Neka je ̺0 fazi ekvivalencija, i neka je ̺ najveće rešenje bilo kog od sistema
(2.15), (2.16) i (2.17). Na isti način kao u dokazu Teoreme 2.2.1. dobijamo da
je ̺ fazi kvazi-ured̄enje.
Ako je ̺ rešenje bilo kog od sistema (2.15), (2.16) i (2.17), onda je i ̺−1
rešenje tog istog sistema, i ako je pri tome ̺ najveće rešenje, onda dobijamo
da je ̺−1 6 ̺, što dalje povlači da je ̺ = ̺−1. To znači da je ̺ simetrična fazi
relacije, odakle sledi da su ̺ fazi ekvivalencija. ⊓⊔
Teorema 2.2.6. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je {̺r}r∈N opada-
jući niz fazi relacija iz LA×A, definisan induktivno na sledeći način:





[(Ri ◦̺r)/Ri]∧ [(Ri ◦̺−1r )/Ri]
−1
∧ (2.19)




za svako r ∈N. Tada važi:
(a) ako postoji s ∈N takvo da važi
̺s = ̺s+1,
tada je ̺s najveće rešenje sistema (2.15) sadržano u ̺0;
(b) ako je A konačan skup i podalgebra L(R∪ {̺0}) zadovoljava DCC, onda je
niz {̺r}r∈N konačan i postoji s ∈N takvo da važi ̺s = ̺s+1.
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Dokaz: (a) Uzmimo da je ̺s = ̺s+1 za neko s ∈N. Tada za i ∈ I, kao u dokazu
Teoreme 2.2.2. dobijamo da je
̺s ◦Ri = Ri ◦̺s. (2.20)
Osim toga, na osnovu (2.19) imamo da je
̺s = ̺s+1 6 [(Ri ◦̺−1s )/Ri]
−1 i ̺s = ̺s+1 6 [Ri\(̺−1s ◦Ri)]
−1,
što je ekvivalentno sa





Na osnovu svojstva adjunkcije, to je ekvivalentno sa
̺−1s ◦Ri 6 Ri ◦̺
−1





čime smo dobili da je
̺−1s ◦Ri = Ri ◦̺
−1
s . (2.21)
Dakle, dokazali smo da (2.20) i (2.21) važi za proizvoljno i ∈ I, što znači da je
̺s rešenje sistema (2.15), i očigledno je da je to rešenje sadržano u ̺0.
Uzmimo da je ̺ proizvoljno rešenje sistema (2.15) sadržano u ̺0 = ̺1.
Pretpostavimo da je ̺ 6 ̺r, za neko r ∈N. Tada, za i ∈ I imamo
̺◦Ri 6 Ri ◦̺ 6 Ri ◦̺r i ̺−1 ◦Ri 6 Ri ◦̺−1 6 Ri ◦̺−1r ,
što povlači
̺ 6 (Ri ◦̺r)/Ri i ̺−1 6 (Ri ◦̺−1r )/Ri,
odnosno
̺ 6 (Ri ◦̺r)/Ri∧ [(Ri ◦̺−1r )/Ri]
−1.
























[(Ri ◦̺r)/Ri]∧ [(Ri ◦̺−1r )/Ri]
−1
∧ (2.24)




Kako važi nejednakost (2.24) zaključujemo da je ̺ 6 ̺r+1, odakle matem-
atičkom indukcijom dobijamo da je ̺ 6 ̺r, za svako r ∈N. Odavde dalje sledi
da je ̺ 6 ̺s, i prema tome, ̺s je najveće rešenje sistema (2.15) sadržano u ̺0.
(b) To dokazujemo na isti način kao odgovarajući deo Teoreme 2.2.2. ⊓⊔
Teorema 2.2.7. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je {̺r}r∈N opada-
jući niz fazi relacija iz LA×A, definisan induktivno na sledeći način:









za svako r ∈N. Tada važi:
(a) ako postoji s ∈N tako da važi
̺s = ̺s+1,
tada je ̺s najveće rešenje sistema (2.16) sadržano u ̺0;
(b) ako je A konačan skupo i podalgebra L(R∪ {̺0}) zadovoljava DCC, onda je
niz {̺r}r∈N konačan i postoji s ∈N takvo da važi ̺s = ̺s+1.
Dokaz: Dokaz je sličan dokazu Teoreme 2.2.6. i biće izostavljen. ⊓⊔
Teorema 2.2.8. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je {̺r}r∈N opada-
jući niz fazi relacija iz LA×A, definisan induktivno na sledeći način:









za svako r ∈N. Tada važi:
(a) ako postoji s ∈N takvo da važi
̺s = ̺s+1,
onda je ̺s najveće rešenje sistema (2.17) sadržano u ̺0;
(b) ako je A konačni skupovi i podalgebra L(R∪ {̺0}) zadovoljava DCC, onda je
niz {̺r}r∈N konačan i postoji s ∈N takvo da važi ̺s = ̺s+1.
Dokaz: Dokaz je sličan dokazu Teoreme 2.2.6. i biće izostavljen. ⊓⊔
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U slučaju jedno-modalitetnog fazi relacijskog sistemaN = (A,R,P) u kome
je definisana i familija P = {p j} j∈J fazi podskupova skupa A, definišu se na-
jveća rešenja napred navedenih sistema fazi relacijskih nejednačina i jed-





(p j/p j)∧ (p j\p j)
)
∈ LA×A.
2.3. Neke instance opštih jedno-modalitetnih sistema
U prethodnom odeljku bavili smo se sistemima fazi relacijskih jednačina i ne-
jednačina koje možemo nazvati opštim jedno-modalitetnim sistemima. U ovom
odeljku bavićemo se nekim “jednostavnijim" sistemima, od kojih svaki pred-
stavlja instancu nekog opšteg jedno-modalitetnog sistema, u smislu da svako
rešenje tog novog sistema mora biti rešenje i odgovarajućeg opšteg sistema.
Naime, razmatraćemo sledeće sisteme:
α◦Ri 6 Ri, i ∈ I, (2.29)
α◦Ri 6 Ri, Ri 6 Ri ◦α, i ∈ I, (2.30)
Ri ◦α 6 Ri, i ∈ I, (2.31)
Ri ◦α 6 Ri, Ri 6 α◦Ri, i ∈ I, (2.32)
α◦Ri 6 Ri, Ri ◦α 6 Ri i ∈ I, (2.33)
α◦Ri = Ri, Ri ◦α = Ri i ∈ I, (2.34)
gde je α promenljiva koja uzima vrednost u LA×A.
Teorema 2.3.1. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija. Tada važi sledeće:
(a) Skupovi svih rešenja sistema (2.29), (2.31), (2.33) i (2.34) čine kompletne mreže,
pa stoga postoje najveća rešenja tih sistema sadržana u ̺0.
(b) Ako je ̺0 fazi kvazi-ured̄enje, tada su sva ta najveća rešenja, takod̄e, fazi kvazi-
ured̄enja.
(c) Najveće rešenje sistema (2.29) sadržano u ̺0 je takod̄e i najveće rešenje sistema
(2.30) sadržano u ̺0.
(d) Najveće rešenje sistema (2.31) sadržano u ̺0 je takod̄e i najveće rešenje sistema
(2.32) sadržano u ̺0.
(e) Najveće rešenje sistema (2.33) sadržano u ̺0 je takod̄e i najveće rešenje sistema
(2.34) sadržano u ̺0.
Dokaz: (a) Zbog distributivnosti kompozicije u odnosu na proizvoljne unije
fazi relacija imamo da su skupovi rešenja nejednačina
α◦Ri 6 Ri i Ri ◦α 6 Ri
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i jednačina
α◦Ri = Ri i Ri ◦α = Ri
zatvoreni za sve supremume u kompletnoj mreži LA×A, odakle sledi da to
važi i za skupove rešenja sistema (2.29), (2.31), (2.33) i (2.34). Kako skupovi
rešenja tih sistema sadrže najmanji element kompletne mreže LA×A, to i oni
sami čine kompletne mreže i postoje najveća rešenja tih sistema sadržana u
̺0.
(b) Neka je ̺ najveće rešenje bilo kog od sistema (2.29), (2.31), (2.33) i (2.34)
sadržano u ̺0. Kao u dokazima Teorema 2.2.1. i 2.2.5., jednostavno dobijamo
da su∆ i ̺ rešenja tog sistema sadržana u ̺0, odakle sledi da je∆6 ̺ i ̺◦̺6 ̺,
što znači da je ̺ fazi kvazi-ured̄enje.
(c) Neka je ̺ najveće rešenje sistema (2.29) sadržano u ̺0. Tada je ̺ reflek-
sivna fazi relacija, odakle sledi da je Ri 6 Ri ◦̺, za svako i ∈ I, što znači da je
̺ rešenje i sistema (2.30).
Ako je θ rešenje sistema (2.30) sadržano u ̺0, onda je θ i rešenje sistema
(2.29), odakle sledi da je θ 6 ̺, čime smo dokazali da je ̺ najveće rešenje
sistema (2.30) sadržano u ̺0.
(d) To se dokazuje na potpuno isti način kao i (c).
(e) Neka je ̺ najveće rešenje sistema (2.33) sadržano u relaciji ̺0. Na
osnovu (c) i (d) imamo da je ̺, takod̄e, rešenje sistema (2.30) i (2.32), pa je
jasno da je i rešenje sistema (2.34).
Na isti način kao u dokazu tvrd̄enja (c) dobijamo da je ̺ najveće rešenje
sistema (2.34) sadržano u ̺0. ⊓⊔
Teorema 2.3.2. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija i neka je ̺ ∈ LA×A








Tada je ̺ najveće rešenje sistema (2.33) i (2.34) sadržano u ̺0.
Dokaz: Za i ∈ I, na osnovu (2.49) imamo da je ̺ 6 Ri/Ri, odakle sledi da je
̺◦Ri 6 Ri. (2.36)
Sa druge strane, na osnovu (2.49) dobijamo da je ̺ 6 Ri\Ri, odnosno
Ri ◦̺ 6 Ri. (2.37)
Prema tome, za proizvoljno i ∈ I važi (2.36) i (2.37), što znači da je ̺ rešenje
sistema (2.33).
Dalje, neka jeθproizvoljno rešenje sistema (2.33) sadržano u ̺0. Na osnovu
(2.33) dobijamo da je θ◦Ri 6 Ri, za svako i ∈ I, odakle na osnovu svojstva
reziduacije sledi da je θ 6 Ri/Ri. Prema tome, zaključujemo da je





Prema (2.33) sledi da je Ri ◦θ 6 Ri, odnosno, prema svojstvu reziduacije,













Time smo dokazali da je ̺ najveće rešenje sistema (2.33), a na osnovu Teoreme
2.3.1. i najveće rešenje sistema (2.34). ⊓⊔
Teorema 2.3.3. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija i neka je ̺ ∈ LA×A





Tada je ̺ najveće rešenje sistema (2.29) i (2.30) sadržano u ̺0.
Dokaz: Dokaz je sličan dokazu Teoreme 2.49 i biće izostavljen. ⊓⊔
Teorema 2.3.4. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija i neka je ̺ ∈ LA×A





Tada je ̺ najveće rešenje sistema (2.31) i (2.32) sadržano u ̺0.
Dokaz: Dokaz je sličan dokazu Teoreme 2.49 i biće izostavljen. ⊓⊔
Razmatraćemo takod̄e i sledeće sisteme:
α◦Ri 6 Ri, α−1 ◦Ri 6 Ri, i ∈ I, (2.42)
α◦Ri 6 Ri, α−1 ◦Ri 6 Ri, Ri 6 Ri ◦α, Ri 6 Ri ◦α−1, i ∈ I, (2.43)
Ri ◦α 6 Ri, Ri ◦α−1 6 Ri, i ∈ I (2.44)
Ri ◦α 6 Ri, Ri ◦α−1 6 Ri, Ri 6 α◦Ri, Ri 6 α−1◦Ri, i ∈ I, (2.45)
α◦Ri 6 Ri, α−1 ◦Ri 6 Ri, Ri ◦α 6 Ri, Ri ◦α−1 6 Ri i ∈ I, (2.46)
α◦Ri = Ri, α−1 ◦Ri = Ri, Ri ◦α = Ri, Ri ◦α−1k = Ri i ∈ I, (2.47)
gde je α promenljiva koja uzima vrednosti u LA×A.
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Teorema 2.3.5. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija. Tada važi sledeće:
(a) Skupovi svih rešenja sistema (2.42), (2.44), (2.46) i (2.47) čine kompletne mreže,
pa stoga postoje najveća rešenja tih sistema sadržana u ̺0.
(b) Ako je ̺0 fazi kvazi-ured̄enje, tada je najveće rešenje, takod̄e, fazi kvazi-ured̄enje.
(c) Najveće rešenje sistema (2.42) sadržano u ̺0 je takod̄e i najveće rešenje sistema
(2.43) sadržano u ̺0.
(d) Najveće rešenje sistema (2.44) sadržano u ̺0 je takod̄e i najveće rešenje sistema
(2.45) sadržano u ̺0.
(e) Najveće rešenje sistema (2.46) sadržano u ̺0 je takod̄e i najveće rešenje sistema
(2.47) sadržano u ̺0.
Teorema 2.3.6. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je ̺ ∈ LA×A









Tada je ̺ najveće rešenje sistema (2.46) i (2.47) sadržano u ̺0.
Teorema 2.3.7. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je ̺ ∈ LA×A





Tada je ̺ najveće rešenje sistema (2.42) i (2.43) sadržano u ̺0.
Teorema 2.3.8. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je ̺ ∈ LA×A






Tada je ̺ najveće rešenje sistema (2.44) i (2.45) sadržano u ̺0.
2.4. Izračunavanje najvećih krisp rešenja jedno-modalitetnih
sistema
Algoritmi koje smo dali u Odeljku 2.2. za izračunavanje najvećih rešenja
jedno-modalitetnih sistema (2.1)–(2.3) i (2.15)–(2.17) sadržanih u datoj fazi
relaciji, ne moraju se obavezno završiti u konačnom broju koraka. Zbog toga
se prirodno nameće pitanje: Šta raditi u slučaju kada ovi algoritmi ne daju
rezultate?
U ovom odeljku dajemo algoritme za izračunavanje najvećih krisp rešenja
sistema (2.1)–(2.3) i (2.15)–(2.17)sadržanih u datoj fazi relaciji, koji se dobijaju
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modifikacijom algoritama iz Odeljka 2.2., tako da se svode na konstrukciju
opadajućih nizova krisp relacija.
Najpre dajemo postupak za izračunavanje najvećih krisp rešenja jedno-
modalitetnog sistema (2.1).
Teorema 2.4.1. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je {ξr}r∈N opada-








[(Ri ◦ξr)1Ri] ∩ [Ri 0 (ξr ◦Ri)]
)
, (2.52)
za svako r ∈N.
Ako je A konačan skup, onda je {ξr}r∈N konačan niz i postoji s ∈N tako da važi
ξs = ξs+1, (2.53)
i u tom slučaju ξs je najveće krisp rešenje sistema (2.1) sadržano u ̺0. Osim toga,
ako je ̺0 fazi kvazi-ured̄enje, onda je to najveće krisp rešenje kvazi-ured̄enje.
Dokaz: Prema pretpostavci, A je konačan skup, pa je jasno da je i 2A×A
konačan skup. Odavde neposredno sledi da je i niz {ξr}r∈N konačan, i kako
je taj niz opadajući, na jednostavan način dobijamo da postoji s ∈N tako
da važi (2.53). Dalje, na isti način kao u dokazu Teoreme 2.2.2., korišćenjem
Bulovih reziduala umesto običnih reziduala i svojstva reziduacije za Bulove
reziduale, dobijamo da je ξs najveće krisp rešenje sistema (2.1) sadržano u
̺0.
Takod̄e, ako je ̺0 fazi kvazi-ured̄enje, onda na isti način kao u dokazu
Teoreme 2.2.1. dobijamo da je ξs kvazi-ured̄enje. ⊓⊔
Narednih pet teorema, kojima se daju postupci za izračunavanje najvećih
krisp rešenja sistema (2.2), (2.3) i (2.15)–(2.17) sadržanih u datoj fazi relaciji,
dokazuje se na sličan način kao Teorema 2.4.1., odnosno odgovarajuće teo-
reme iz Odeljka 2.2. Stoga će njihovi dokazi biti izostavljeni, a formulacije teo-
rema se navode potpunosti radi, jer će se konstrukcije nizova krisp relacija,
koje se u njima daju, u daljem tekstu ove disertacije koristiti u kreiranju
algoritama i programa za izračunavanje najvećih krisp rešenja sistema (2.2),
(2.3) i (2.15)–(2.17).
Teorema 2.4.2. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je {ξr}r∈N opada-











za svako r ∈N.
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Ako je A konačan skup, onda je {ξr}r∈N konačan niz i postoji s ∈N tako da
važi ξs = ξs+1, i u tom slučaju ξs je najveće krisp rešenje sistema (2.2) sadržano
u ̺0. Osim toga, ako je ̺0 fazi kvazi-ured̄enje, onda je to najveće krisp rešenje
kvazi-ured̄enje.
Teorema 2.4.3. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je {ξr}r∈N opada-








Ri 0 (ξr ◦Ri)
)
, (2.57)
za svako r ∈N.
Ako je A konačan skup, onda je {ξr}r∈N konačan niz i postoji s ∈N tako da
važi ξs = ξs+1, i u tom slučaju ξs je najveće krisp rešenje sistema (2.3) sadržano
u ̺0. Osim toga, ako je ̺0 fazi kvazi-ured̄enje, onda je to najveće krisp rešenje
kvazi-ured̄enje.
Teorema 2.4.4. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je {ξr}r∈N opada-

















za svako r ∈N.
Ako je A konačan skup, onda je {ξr}r∈N konačan niz i postoji s ∈N tako da
važi ξs = ξs+1, i u tom slučaju ξs je najveće krisp rešenje sistema (2.15) sadržano
u ̺0. Osim toga, ako je ̺0 fazi kvazi-ured̄enje, onda je to najveće krisp rešenje
kvazi-ured̄enje.
Teorema 2.4.5. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je {ξr}r∈N opada-








[(Ri ◦ξr)1Ri]∩ [(Ri ◦ξ−1r )1Ri]
−1)
, (2.61)
za svako r ∈N.
Ako je A konačan skup, onda je {ξr}r∈N konačan niz i postoji s ∈N tako da
važi ξs = ξs+1, i u tom slučaju ξs je najveće krisp rešenje sistema (2.16) sadržano
u ̺0. Osim toga, ako je ̺0 fazi kvazi-ured̄enje, onda je to najveće krisp rešenje
kvazi-ured̄enje.
2.5. Bisimulacije na jedno-modalitetnim fazi mrežama 41
Teorema 2.4.6. Neka je ̺0 ∈ LA×A proizvoljna fazi relacija, i neka je {ξr}r∈N opada-












za svako r ∈N.
Ako je A konačan skup, onda je {ξr}r∈N konačan niz i postoji s ∈N tako da
važi ξs = ξs+1, i u tom slučaju ξs je najveće krisp rešenje sistema (2.17) sadržano
u ̺0. Osim toga, ako je ̺0 fazi kvazi-ured̄enje, onda je to najveće krisp rešenje
kvazi-ured̄enje.
2.5. Bisimulacije na jedno-modalitetnim fazi mrežama
Pojam bisimulacija je uveden od strane Milner-a [84] i Park-a [92] u oblasti
računarskih nauka, preciznije u teoriji konkurentnosti. U približno isto vreme
one su otkrivene u nekim oblastima matematike, na primer u modalnoj logici
i teoriji skupova. Bisimulacije su našle široku primenu u modeliranju ekviva-
lencije izmed̄u različitih sistema, kao i pri redukovanju broja stanja sistema,
a danas se koriste u mnogim oblastima računarskih nauka. Nekoliko autora
se bavilo bisimulacijama u kontekstu socijalnih mreža. Marx i Masuch [81]
su definisali pojam forward bisimulacija izmed̄u dve mreže i izjednačili su
pojam regularne ekvivalencije sa onim što su oni nazivali ulaz-izlaz bisim-
ulacijom. Med̄utim, oni su se uglavnom bavili bisimulacijma koje povezuju
učesnike iste mreže i nisu dublje izučavali bisimulacije izmed̄u različitih
mreža. Forward bisimulacije izmed̄u dve različite mreže su pomenute u
radu [47], med̄utim ni ovde nisu detaljnije izučavane. Konačno, Brynielsson
i ostali [16] su proučavali relacije koje mi nazivamo simulacijama, ali ponovo
izmed̄u učesnika jedne mreže, dok simulacije izmed̄u različitih mreža nisu
proučavali.
Ovde ćemo detljnije izučavati bisimulacije izmed̄u dve različite jedno-
modalitetne fazi socijalne mreže. Definisaćemo dva tipa simulacija i pet
tipova bisimulacija, uključujući i regularne bisimulacije.
Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi mreže i ϕ ∈
LA×A
′
neprazna fazi relacija. Relacija ϕ se naziva forward simulacija izmed̄u
N iN ′ ako zadovoljava sledeće nejednakosti
p j 6 p′j ◦ϕ
−1, za svaki j ∈ J, (2.64)
ϕ−1 ◦p j 6 p′j, za svaki j ∈ J, (2.65)
ϕ−1 ◦Ri 6 R′i ◦ϕ
−1, za svaki i ∈ I (2.66)
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i backward simulacija ako je
p j ◦ϕ 6 p′j, za svaki j ∈ J, (2.67)
p j 6 ϕ◦p′j, za svaki j ∈ J, (2.68)
Ri ◦ϕ 6 ϕ◦R′i , za svaki i ∈ I. (2.69)
Pomoću ova dva tipa simulacija možemo definisati četiri tipa bisimulacija.
Ako su i ϕ i ϕ−1 forward simulacije, tj. ako ϕ zadovoljava (2.64)–(2.66) i
p′j 6 p j ◦ϕ, za svaki j ∈ J, (2.70)
ϕ◦p′j 6 p j za svaki j ∈ J, (2.71)
ϕ◦R′i 6 Ri ◦ϕ, za svaki i ∈ I, (2.72)
onda se ϕ naziva forward bisimulacija, a ako su i ϕ i ϕ−1 backward simulacije,
tj. ako ϕ zadovoljava (2.67)–(2.69) i
p′j ◦ϕ
−1
6 p j, za svaki j ∈ J (2.73)
p′j 6 ϕ
−1 ◦p j, za svaki j ∈ J (2.74)
R′i ◦ϕ
−1
6 ϕ−1 ◦Ri, za svaki i ∈ I, (2.75)
onda se ϕ naziva backward bisimulacija. Takod̄e, ako je ϕ forward simulacija
i ϕ−1 backward simulacija, tj. ako je
p j = p′j ◦ϕ
−1, za svaki j ∈ J, (2.76)
ϕ−1 ◦p j = p′j, za svaki j ∈ J, (2.77)
ϕ−1 ◦Ri = R′i ◦ϕ
−1, za svaki i ∈ I, (2.78)
onda seϕnaziva forward-backward bisimulacija, a ako jeϕbackward simulacija
i ϕ−1 forward simulacija, odnosno, ako je
p j ◦ϕ = p′j, za svaki j ∈ J, (2.79)
p j = ϕ◦p′j, za svaki j ∈ J, (2.80)
Ri ◦ϕ = ϕ◦R′i , za svaki i ∈ I, (2.81)
onda se ϕ naziva backward-forward bisimulacija.
Konačno, ako su ϕ i ϕ−1 obe forward i backward bisimulacije, tada se ϕ
naziva regularna bisimulacija. Drugim rečima, ϕ je regularna bisimulacija ako
zadovoljava
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p j = ϕ◦p′j, za svako j ∈ J, (2.82)
p′j = ϕ
−1 ◦p j, za svako j ∈ J, (2.83)
Ri ◦ϕ = ϕ◦R′i , za svako i ∈ I, (2.84)
ϕ−1 ◦Ri = R′i ◦ϕ
−1, za svako i ∈ I. (2.85)
Značenje simulacija i bisimulacija se može dobro objasniti u slučaju kada
suN iN ′ krisp mreže (mreže sa Boolovim vrednostima). Uslov (2.65) znači
da ako učesnik a ∈ A poseduje odred̄eni atribut ili svojstvo, a tog učesnika
simulira drugi učesnik b ∈ A′, tada b poseduje isto svojstvo, dok uslov (2.64)
znači da bilo koji učesnik a ∈ A koji poseduje odred̄eni atribut, može biti
simuliran od strane bilo kog drugog učesnika b ∈ A′ sa istim svojstvom.













Figure 2.6 Forward simulacija (uslov (2.66) je prikazan levo) i backward simulacija
(uslov (2.69) je prikazan desno).
Navodimo dve leme koje se jednostavno dokazuju i važe za sve tipove
simulacija i bisimulacija.
Lema 2.5.1. Neka su N = (A, {Ri}i∈I, {p j} j∈J), N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) i N
′′ =
(A′′, {R′′i }i∈I, {p
′′
j } j∈J) fazi mreže i neka su ϕ1 ∈ L
A×A′ i ϕ2 ∈ LA
′×A′′ forward bisim-
ulacije.
Tada je ϕ1 ◦ϕ2 ∈ LA×A
′′
, takod̄e, forward bisimulacija.
Lema 2.5.2. Neka suN = (A, {Ri}i∈I, {p j} j∈J) iN ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi mreže
i neka je {ϕi}i∈I ⊆ LA×A
′
neprazna familija forward bisimulacija izmed̄uN iN ′.
Tada je, takod̄e,
∨
i∈Iϕi forward bisimulacija izmed̄uN iN ′.
Sada možemo dokazati naredni važan rezultat.
Teorema 2.5.3. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi
mreže takve da postoji bar jedna forward bisimulacija izmed̄uN i N ′. Tada postoji
najveća forward bisimulacija izmed̄uN iN ′.
Štaviše, najveća forward bisimulacija izmed̄u N and N ′ jeste parcijalna fazi
funkcija.
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Dokaz: Prema pretpostavci teoreme, kolekcija forward bisimulacija izmed̄u
N andN ′ je neprazna. Neka je ϕ supremum (unija) svih članova ove kolek-
cije. Prema Lemi 2.5.2., ϕ je forward bisimulacija, pa je ona najveća forward
bisimulacija izmed̄uN andN ′.
Dalje, prema to Lemi 2.5.1., ϕ ◦ϕ−1 ◦ϕ je, takod̄e, forward bisimulacija
izmed̄u N i N ′, i kako je ϕ najveća forward bisimulacija, te zaključujemo
da je ϕ◦ϕ−1 ◦ϕ 6 ϕ. Sada, prema Teoremi 1.4.1. sledi da je ϕ parcijalna fazi
funkcija. ⊓⊔
Prethodna teorema ukazuje na značaj proučavanja onih bisimulacija koje
su parcijalne fazi funkcije. Bisimulacije se mogu posmatrati kao modeli ek-
vivalencije izmed̄u mreža, pri čemu su dve mreže ekvivalentne, ako je svaki
učesnik prve mreže ekvivalentan nekom učesniku druge i obratno. U konte-
kstu fazi mreža, ovo znači da fazi relacija koju koristimo kao model ekviva-
lencije mora da bude sirjektivna L-funkcija. Kako su parcijalne fazi funkcije
koje su sirjektivne L-funkcije upravo uniformne fazi relacije, ova diskusija
ukazuje da je važno pozabaviti se onim bisimulacijama koje su uniformne
fazi relacije. Zato će ovakve bisimulacije biti predmet proučavanja narednog
odeljka. U formulaciji Teoreme 2.5.3. morali smo da uvedemo pretpostavku
da postoji bar jedna forward bisimulacija izmed̄uN iN ′, jer prazna relacija
nije forward bisimulacija, pošto ne zadovoljava uslove (2.64) i (2.70).
Definisali smo koncepte simulacija i bisimulacija izmed̄u dve različite
fazi mreže. Razmatraćemo sada, slučaj kada su date fazi mreže jednake, tj.
pozabavićemo se bisimulacijama na jednoj fazi mreži.
Neka je N = (A, {Ri}i∈I, {p j} j∈J) fazi mreža. Ako je fazi relacija ϕ ∈ LA×A
forward bisimulacija izmed̄u fazi mrežeN i nje same, nazvaćemo je forward
bisimulacija na N (analogno definišemo backward bisimulaciju naN). Forward
bisimulacije naN koje su relacije fazi ekvivalencije nazivacemo forward bisi-
mulacione fazi ekvivalencije.
Primetimo da svaka fazi ekvivalencija zadovoljava uslov (2.64) (zbog re-
fleksivnosti i simetričnosti). Dakle, proizvoljna relacija fazi ekvivalencije α
naN je forward bisimulacija naN ako i samo ako je
α◦Ri 6 Ri ◦α, za svaki i ∈ I, (2.86)
α◦p j 6 p j za svaki j ∈ J. (2.87)
(Uslov (2.87) može biti zamenjen sa α◦p j = p j za svaki j ∈ J). Prema Teoremi
4.1 iz [26] (pogledati, takod̄e, Teoremu 1 [25]), uslov (2.86) je ekvivalentan sa
α◦Ri ◦α = Ri ◦α, za svaki i ∈ I. (2.88)
Slično, relacija fazi ekvivalencije α na N je backward bisimulacija na N ako
i samo ako
Ri ◦α 6 α◦Ri, za svaki i ∈ I, (2.89)
p j ◦α 6 p j za svaki j ∈ J (2.90)
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(opet možemo zameniti (2.90) sa p j ◦α = p j) i imamo da je uslov (2.89) ekvi-
valentan sa
α◦Ri ◦α = α◦Ri, za svaki i ∈ I. (2.91)
Forward i backward bisimulacione fazi ekvivalencije na fazi mreži defi-
nisane su po uzoru na forward i backward bisimulacione fazi ekvivalencije
na fazi automatima, koje su bile proučavane u radovima [25, 26, 109] gde su
nazvane desno i levo invarijantne fazi ekvivalencije. U opštijem kontekstu,u
radu [64] su proučavane neke srodne relacije fazi ekvivalencije pod nazivom
desno i levo regularne fazi ekvivalencije.
2.6. Uniformne forward bisimulacije
Već smo govorili o značaju uniformnih forward bisimulacija. U ovom odeljku
pokušaćemo da, kroz predstavljene rezultate damo pravu sliku o značaju
uniformnih forward bisimulacija izmed̄u fazi mreža.
Teorema 2.6.1. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi
mreže i neka je ϕ ∈ LA×A
′
proizvoljna fazi relacija. Tada važi sledeće:
(a) ϕ◦ϕ−1 je forward bisimulacija naN , ϕ−1 ◦ϕ je forward bisimulacija naN ′ i
ϕ◦ϕ−1 ◦Ri 6 ϕ◦R′i ◦ϕ
−1
6 Ri ◦ϕ◦ϕ−1, za svaki i ∈ I, (2.92)
ϕ−1 ◦ϕ◦R′i 6 ϕ
−1 ◦Ri ◦ϕ 6 R′i ◦ϕ
−1 ◦ϕ, za svaki i ∈ I, (2.93)
(b) Ako jeϕ uniformna forward bisimulacija, onda jeϕ◦ϕ−1 forward bisimulaciona
fazi ekvivalencija na N i ϕ−1 ◦ϕ jeste forward bisimulaciona fazi ekvivalencija na
N ′.
Dokaz: (a) Nejednakosti (2.92) i (2.93) slede direktno iz definicije forward
bisimulacije izmed̄u fazi mreža i saglasnosti ured̄enja fazi relacija u odnosu
na kompoziciju fazi relacija.
Prema(2.92) i (2.93) sledi da su ϕ ◦ϕ−1 i ϕ−1 ◦ϕ forward bisimulacije na
N iN ′, tim redom.
(b) Ako je ϕ uniformna forward bisimulacija, onda prema Teoremi 1.4.2.
sledi da je ϕ ◦ϕ−1 = EϕA and ϕ
−1 ◦ϕ = EϕA′ i prema tome, ϕ ◦ϕ
−1 = EϕA i
ϕ−1 ◦ϕ = EϕA′ jesu fazi ekvivalencije na N i N
′, tim redom. Ostatak dokaza
sledi iz (a). ⊓⊔
Podsetimo se da je ϕ ∈ LA×A
′
uniformna fazi relacija ako i samo je sirjek-
tivnaL-funkcija i EϕA =ϕ◦ϕ
−1, ili ekvivalentno, ako je sirjektivnaL-funkcija
i EϕA′ = ϕ
−1 ◦ϕ (cf. Teorema 1.4.2.).
Naredna teorema pokazuje da uniformne forward bisimulacije mogu,
takod̄e, biti definisane preko jednakosti.
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Teorema 2.6.2. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi
mreže i neka je ϕ ∈ LA×A
′
uniformna fazi relacija. Tada je ϕ forward bisimulacija
izmed̄uN iN ′ ako i samo ako važi sledeće:
p j ◦ϕ◦ϕ−1 = p′j ◦ϕ
−1, p j ◦ϕ = p′j ◦ϕ
−1 ◦ϕ, za svaki j ∈ J (2.94)
p j = ϕ◦p′j, ϕ
−1 ◦p j = p′j, za svaki j ∈ J (2.95)
Ri◦ϕ◦ϕ−1 = ϕ◦R′i ◦ϕ
−1, ϕ−1 ◦Ri ◦ϕ = R′i ◦ϕ
−1 ◦ϕ, za svaki i ∈ I. (2.96)
Dokaz: Neka je ϕ forward bisimulacija izmed̄u fazi mrežaN andN ′. Tada
p j 6 p′j ◦ϕ
−1 za j ∈ J povlači
p j ◦ϕ◦ϕ−1 6 p′j ◦ϕ
−1 ◦ϕ◦ϕ−1 = p′j ◦ϕ
−1, za svaki j ∈ J




6 p j ◦ϕ◦ϕ−1, za proizvoljno j ∈ J. Tako dobijamo
p j◦ϕ◦ϕ−1 = p′j◦ϕ
−1. Štaviše, imamo da je p j◦ϕ= p j◦ϕ◦ϕ−1 ◦ϕ= p′j◦ϕ
−1 ◦ϕ.
Prema tvrd̄enju (a) Teoreme 2.6.1., za svaki j ∈ J imamo
ϕ◦p′j◦ϕ
−1
6 p j◦ϕ◦ϕ−1 =ϕ◦ϕ−1◦p j◦ϕ◦ϕ−1 6ϕ◦p′j◦ϕ
−1◦ϕ◦ϕ−1 =ϕ◦p′j◦ϕ
−1,
dok je ϕ ◦ p′j ◦ϕ
−1 = p j ◦ϕ ◦ϕ−1 i slično, ϕ−1 ◦Ri ◦ϕ = R′i ◦ϕ
−1 ◦ϕ, za svako
i ∈ I. Sa druge strane, prema tvrd̄enju (b) Teoreme 2.6.1. dobijamo da je
p j = ϕ ◦ϕ−1 ◦ p j 6 ϕ ◦ p′j 6 p j, pa je p j = ϕ ◦ p
′
j i slično, p
′
j = ϕ
−1 ◦ p j, za svako
j ∈ J.
Obratno, pretpostavimo da tvrd̄enja (2.94)–(2.95) važe. Tada je p j 6 p j ◦ϕ◦
ϕ−1 6 p′j ◦ϕ
−1, za svako j ∈ J i za svako i ∈ I, imamo
ϕ−1 ◦Ri 6 ϕ−1 ◦Ri ◦ϕ◦ϕ−1 = R′i ◦ϕ◦ϕ
−1 ◦ϕ−1 = R′i ◦ϕ
−1.
Jasno je da je, ϕ−1 ◦p j 6 p′j, što znači da je ϕ forward simulacija izmed̄u N i
N ′. Dalje, p′j 6 p
′
j ◦ϕ




−1 ◦ϕ = Ri ◦ϕ◦ϕ−1 ◦ϕ = Ri ◦ϕ.
Takod̄e je ϕ◦p j 6 p′j, odakle sledi da je ϕ
−1 forward simulacija izmed̄u N ′ i
N . Prema tome, ϕ je forward bisimulacija izmed̄u fazi mrežaN iN ′. ⊓⊔
Teorema 2.6.3. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi
mreže i neka jeϕ ∈ LA×A
′
uniformna fazi relacija. Tada jeϕ forward fazi bisimulacija
izmed̄uN iN ′ ako i samo ako važe sledeći uslovi:
(i) EϕA je forward bisimulacija naN ;
(ii) EϕA′ je forward bisimulacija naN
′;
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(iii) ϕ̄ je izomorfizam izmed̄u količničkih fazi mrežN/EϕA andN
′/EϕA′ .
Dokaz: Jednostavnosti radi uvešćemo oznake α = EϕA i α
′ = EϕA′ .
Neka je ϕ forward bisimulacija. Uslovi (i) i (ii) slede direktno prema (iv)
i (v) Teoreme 1.4.2. i Teoreme 2.6.1..Prema Lemi 1.4.4., ϕ̄ bijektivna funkcija
iz A/α na A′/α′.
Dalje, posmatrajmo proizvoljne a,a1,a2 ∈A, j ∈ J andψ ∈CR(ϕ). Na osnovu
Teoreme 2.6.2., imamo da je






































za svako i ∈ I i odatle, α ◦Ri ◦α = Ri ◦α = ϕ ◦R′i ◦ϕ
−1. Na osnovu ovoga i
(1.71) sledi da je


















= R̄′i (ϕ̄(αa1 ), ϕ̄(αa2 )),
Prema tome, ϕ̄ je izomorfizam izmed̄u fazi mrežaN/α andN ′/α′.
Obratno, neka (i), (ii) i (iii) važe. Za proizvoljne ψ ∈ CR(ϕ), ξ ∈ CR(ϕ−1),
a,a1,a2 ∈ A, b1,b2 ∈ A′ i j ∈ J imamo
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−1(b,a) = (p′j ◦ϕ
−1)(a),
te je p j 6 p′j ◦ϕ
−1, i na sličan način pokazujemo da je p′j 6 p j ◦ϕ. Dalje,
(α◦Ri ◦α)(a1,a2) = R̄i(αa1 ,αa2 ) = R̄
′







i slično, za i ∈ I imamo
(α′ ◦R′i ◦α
′)(b1,b2) = (α◦Ri ◦α)(ξ(b1),ξ(b2)).
Prema (i) i (ii), ϕ−1 ◦Ri =ϕ−1 ◦α◦Ri 6ϕ−1 ◦Ri ◦α, i sada, prema (1.71) i (1.72),
za sve a ∈ A i b ∈ A′ dobijamo







α(ξ(b),a1)⊗ (Ri ◦α)(a1,a) = (α◦Ri ◦α)(ξ(b),a)












= (α′ ◦R′i ◦α












pa je ϕ−1 ◦Ri 6 R′i ◦ϕ
−1. Ovde smo koristili činjenicu da je α′(ψ(ξ(b)),b) =








Na sličan način pokazujemo ϕ◦R′i 6 Ri ◦ϕ. Dalje,
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ϕ(a,b)⊗ p′j(b) = (ϕ◦p
′
j)(a),
pa je p j = ϕ ◦ p′j i slično dobijamo ϕ
−1 ◦ p j 6 p′j. Prema tome, ϕ je uniformna
forward fazi bisimulacija izmed̄u fazi mrežaN andN ′. ⊓⊔
Teorema 2.6.4. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi
mreže i neka je α forward fazi bisimulacija naN i α′ forward bisimulacija naN ′.
Tada postoji uniformna forward fazi bisimulacija ϕ ∈ LA×A
′
takva da je




ako i samo ako postoji izomorfizam φ : N/α→N ′/α′ takav da za sve a1,a2 ∈ A
imamo
ᾱ(αa1 ,αa2 ) = ᾱ
′(φ(αa1),φ(αa2 )). (2.98)
Dokaz: Neka je ϕ uniformna forward bisimulacija koja zadovoljava (2.97)
i neka je ψ ∈ CR(ϕ). Prema definiciji fazi relacija ᾱ, ᾱ′ i ϕ̄, i Posledici 1.4.4.
dobijamo




) = ᾱ′(ϕ̄(αa1 ), ϕ̄(αa2)).
Prema Teoremi 2.6.3., ϕ̄ je izomorfizam iz N/α na N ′/α′ koji zadovoljava
jednakost (2.98).
Obratno, neka je φ :N/α→N ′/α′ izomorfizam koji zadovoljava (2.98).
Definišimo funkcije φα : A→ A/α, φα′ : A′/α′ → A′ i ψ : A→ A′ na sledeći
način: Za proizvoljno x ∈ A neka je φα(x) = αx, za svako η ∈ A′/α′ neka
φα′(η) bude fiksirani element iz η̂ (krisp deo od η) i neka je ψ = φα ◦φ ◦
φα′ . Definišimo još fazi relaciju ϕ ∈ LA×A
′
sa
ϕ(a,b) = α′(ψ(a),b), za sve a ∈ A i b ∈ A′. (2.99)
Prema dokazu Teoreme 3.4 [22],ϕ je uniformna fazi relacija koja zadovoljava
(2.97) i ψ ∈ CR(ϕ). Za proizvoljno a ∈ A imamo φ(αa) = α′b, za neko b ∈ A
′ i
ψ(a) = φα′ (φ(φα(a))) = φα′ (φ(α(a)) = φα′(α′b) ∈ α̂
′
b,
odakle sledi da je
ϕ̄(αa) = α′ψ(a) = α
′
b = φ(αa),
za svako a ∈A. Prema tome, ϕ̄=φ i na osnovu Teoreme 2.6.3.,ϕ je uniformna
forward bisimulacija. ⊓⊔
U slučaju krisp jedno-modalitetnih socijalnih mreža Teorema 2.6.1. važi,
dok prethodno tvrd̄enje ima drugačiji oblik, jer su količničke mreže u odnosu
50 2 Jedno-modalitetni fazi relacijski sistemi i jedno-modalitetne fazi mreže
na jezgro i kojezgro uniformne forward bisimulacije izomorfne med̄u sobom.
Zato ćemo posebno navesti naredna tvrd̄enja.
Teorema 2.6.5. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) krisp
mreže i neka jeϕ⊆A×A′ uniformna relacija. Tada jeϕ forward bisimulacija izmed̄u
N iN ′ ako i samo ako važe sledeći uslovi:
(i) EϕA je forward bisimulaciona ekvivalencija naN ;
(ii) EϕA′ je forward bisimulaciona ekvivalencija naN
′;
(iii) ϕ̄ je izomorfizam faktor mrežaN/EϕA andN
′/EϕA′ .




Neka jeϕ forward bisimulacija. Prema Teoremi 2.6.1., za svako i ∈ I imamo
da je
α◦Ri ◦α = ϕ◦ϕ−1 ◦Ri ◦ϕ◦ϕ−1 = ϕ◦R′i ◦ϕ
−1 ◦ϕ◦ϕ−1
= ϕ◦R′i ◦ϕ
−1 = Ri ◦ϕ◦ϕ−1 = Ri ◦α,
i takod̄e, α ◦ p j = ϕ ◦ϕ−1 ◦ p j = ϕ ◦ p′j = p j, za j ∈ J. Inkluzija p j ⊆ p j ◦ α je
očigledna, te je α = EϕA forward bisimulaciona ekvivalencija na N . Slično,
α′ = EϕA′ je forward bisimulaciona ekvivalencija naN
′.
Na osnovu teoreme za krisp slučaj koja odgova Teoremi 1.4.1., jednostavno
se pokazuje da je ϕ̄ bijectivna funkcija. Dalje, za sve a1,a2 ∈A, i ∈ I i f ∈ FD(ϕ)
dobijamo




⇔ (∃b1,b2 ∈ A′)
(
(a1,b1) ∈ ϕ∧ (b1,b2) ∈ R′i ∧ (a2,b2) ∈ ϕ
)
⇔ (∃b1,b2 ∈ A′)
(
( f (a1),b1) ∈ α′∧ (b1,b2) ∈ R′i ∧ ( f (a2),b2) ∈ α
′
)
⇔ ( f (a1), f (a2)) ∈ α′ ◦R′i ◦α




⇔ (ϕ̄(αa1 ), ϕ̄(αa2 )) ∈ R̄
′
i .
i za svako a ∈ A i f ∈ FD(ϕ) imamo
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αa ∈ p̄ j ⇔ a ∈ p j ◦α ⇔ (∃a′ ∈ A)
(
a′ ∈ p j∧ (a′,a) ∈ α
)
⇔ (∃a′ ∈ A)
(
a′ ∈ p j∧ (a′, f (a)) ∈ ϕ
)
⇔ f (a) ∈ p j ◦ϕ = p′j ◦ϕ
−1 ◦ϕ = p′j ◦α
′
⇔ α′f (a) ∈ p̄
′
j ⇔ ϕ̄(αa) ∈ p̄
′
j,
αa ∈ p̄ j ⇔ a ∈ α◦p j ⇔ (∃a′ ∈ A)
(
(a,a′) ∈ α∧ a′ ∈ p j
)
⇔ (∃a′ ∈ A)
(
( f (a),a′) ∈ ϕ−1∧ a′ ∈ p j
)
⇔ f (a) ∈ ϕ−1 ◦p j = ϕ−1 ◦ϕ◦p′j = α
′ ◦p′j
⇔ α′f (a) ∈ p̄
′
j ⇔ ϕ̄(αa) ∈ p̄
′
j.
Dakle, ϕ̄ je izomorfizam izmed̄u faktor socijalnih mrežaN/α andN ′/α′.
Obratno, neka važe uslovi (i), (ii) i (iii). Prema (i), za svako i ∈ I imamo
α◦Ri ◦α = Ri ◦α = Ri ◦ϕ◦ϕ−1,
i prema (iii), za proizvoljne a1,a2 ∈ A i f ∈ FD(ϕ) dobijamo
(a1,a2) ∈ Ri ◦ϕ◦ϕ−1 ⇔
⇔ (a1,a2) ∈ α◦Ri ◦α ⇔ (αa1 ,αa2 ) ∈ R̄i





,α′f (a2)) ∈ R̄
′
i
⇔ ( f (a1), f (a2)) ∈ α′ ◦R′i ◦α
′
⇔ (∃b1,b2 ∈ A′)
(
( f (a1),b1) ∈ α′∧ (b1,b2) ∈ Ri∧ ( f (a2),b) ∈ α′
)
⇔ (∃b1,b2 ∈ A′)
(
(a1,b1) ∈ ϕ∧ (b1,b2) ∈ R′i ∧ (a2,b) ∈ ϕ
)
⇔ (a1,a2) ∈ ϕ◦R′i ◦ϕ
−1.
Prema tome, prva jednakost u (2.96) važi. Na sličan način dokazujemo drugu
jednakost u (2.96).
Dalje, za sve a ∈ A i j ∈ J imamo
a ∈ p j ◦ϕ◦ϕ−1 ⇔ a ∈ p j ◦α ⇔ αa ∈ p̄ j ⇔ ϕ̄(αa) ∈ p̄′j ⇔ α
′
f (a) ∈ p̄
′
j
⇔ f (a) ∈ p′j ◦α
′ ⇔ (∃b ∈ A′)
(
b ∈ p′j∧ ( f (a),b) ∈ α
′
)
⇔ (∃b ∈ A′)
(
b ∈ p′j∧ (a,b) ∈ ϕ
)
⇔ a ∈ p′j ◦ϕ
−1,
te je p j ◦ϕ◦ϕ−1 = p′j ◦ϕ
−1 i odatle je p j ◦ϕ = p′j ◦ϕ
−1 ◦ϕ. Takod̄e imamo
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a ∈ p j ⇔ a ∈ α◦p j⇔ αa ∈ p̄ j ⇔ ϕ̄(αa) ∈ p̄′j ⇔ α
′
f (a) ∈ p̄
′
j
⇔ f (a) ∈ α′ ◦p′j⇔ (∃b ∈ A
′)
(
( f (a),b) ∈ α′∧ b ∈ p′j
)
⇔ (∃b ∈ A′)
(
(a,b) ∈ ϕ∧ b ∈ p′j
)
⇔ a ∈ ϕ◦p′j,
odakle zaključujemo da je p j = ϕ ◦ p′j. Slično, p
′
j = ϕ
−1 ◦ p j. Prema tome,
dokazali smo da važe (2.94) i (2.95), što znači da je ϕ forward bisimulacija. ⊓⊔
Teorema 2.6.6. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) jedno-
modalitetne mreže i neka su α and α′ forward bisimulacione ekvivalencije naN and
N ′.
Tada postoji uniformna forward bisimulacija ϕ ⊆ A×A′ takva da je EϕA = α i
EϕB = α
′ ako i samo ako su faktor mrežeA/α and B/α′ izomorfne.
Dokaz: Direktni smer tvrd̄enja je neposredna posledica Teoreme 2.6.5..
Obratno, neka su φ : A/α→A′/α′ izomorfizmi izmed̄u količničkih mreža
N/α iN ′/α′. Definišimo ϕ ⊆ A×A′ na sledeći način:,
(a,b) ∈ ϕ ⇔ φ(αa) = α′b, za sve a ∈ A i b ∈ A
′.
Prema dokazu Teoreme 3.4 u [20], ϕ je uniformna relacija takva da je α = EϕA,
α′ = EϕB i φ = ϕ̄ i prema Teoremi 2.6.5., ϕ je forward bisimulacija. ⊓⊔
2.7. Backward-forward bisimulacije
U ovom odeljku srešćemo se sa heterotipnim bisimulacijama i glavni rezultat
ukazuje na sličnosti i osnovne razlike izmed̄u homotipnih i heterotipnih
bisimulacija.
Za svako tvrd̄enje koje važi za backward-forward bisimulacije može se
dokazati odgovarajuće tvrd̄enje koje se odnosi na forward-backward bisim-
ulacije i zato ćemo u nastavku govoriti samo o backward-forward bisimu-
lacijama.
Primetimo da ako je ϕ forward ili backward bisimulation between fuzzy
mrežaN iN ′, ondaϕ−1 takod̄e ima istu osobinu. Ako jeϕbackward-forward
ili forward-backward bisimulacija, onda ϕ−1 ne mora da ima isto svojstvo.
Važi čak da je ϕ backward-forward bisimulacija izmed̄u N and N ′ ako i
samo ako je ϕ−1 forward-backward bisimulacija izmed̄uN ′ andN .
Jednostavno se pokazuje da analogna tvrd̄enja Lemama 2.5.1. i 2.5.2.
važe i za backward-forward bisimulacije. Drugim rečima, kompozicija dve
backward-forward bisimulacije i supremum proizvoljne familije backward-
forward bisimulacija su takod̄e, backward-forward bisimulacije. Prema
tome, ako postoji najmanje jedna backward-forward bisimulacija izmed̄u
fazi mreža N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) kao u Teoremi
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2.5.3. možemo pokazati da postoji najveća backward-forward bisimulacija ϕ
izmed̄uN iN ′. Ipak, za razliku od forward i backward bisimulacija, u slučaju
backward-forward bisimulacija ne možemo pokazati da je ϕ parcijalna fazi
funkcija, jer ne možemo da pokazemo da je ϕ ◦ϕ−1 ◦ϕ backward-forward
bisimulacija.
Bez obzir na to, pokazaćemo da backward-forward bisimulacije imaju
neka važna svojstva koja forward i backward bisimulacije imaju.
Teorema 2.7.1. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi
mreže i neka je ϕ ∈ F (A×A′) uniformna fazi relacija. Tada je ϕ backward-forward
bisimulacija ako i samo ako važi:
(i) EϕA je forward bisimulacija naA;
(ii) EϕA′ je backward bisimulacija naA
′;
(iii) ϕ̄ je izomorfizam količničkih fazi socijalnih mrežaN/EϕA iN
′/EϕA′ .
Dokaz: Jednostavnosti radi stavimo α = EϕA i α
′ = EϕA′ . Kako je ϕ uniformna
fazi relacija, imamo da je α = ϕ◦ϕ−1 i α′ = ϕ−1 ◦ϕ.
Neka je ϕ backward-forward bisimulacija. Tada je
α◦Ri ◦α = ϕ◦ϕ−1 ◦Ri ◦ϕ◦ϕ−1 = ϕ◦ϕ−1 ◦ϕ◦R′i ◦ϕ
−1 = ϕ◦R′i ◦ϕ
−1
= Ri ◦ϕ◦ϕ−1 = Ri ◦α,
α◦p j = ϕ◦ϕ−1 ◦p j = ϕ◦ϕ−1 ◦ϕ◦p′j = ϕ◦p
′
j = p j,
α′ ◦R′i ◦α
′ = ϕ−1 ◦ϕ◦R′i ◦ϕ
−1 ◦ϕ = ϕ−1 ◦Ri ◦ϕ◦ϕ−1 ◦ϕ = ϕ−1 ◦Ri ◦ϕ
= ϕ−1 ◦ϕ◦R′i = α
′ ◦R′i ,
p′j ◦α
′ = p′j ◦ϕ
−1 ◦ϕ = p j ◦ϕ◦ϕ−1 ◦ϕ = p j ◦ϕ = p′j,
i prema tome, α = EϕA je forward bisimulaciona fazi ekvivalencija na N i
α′ = EϕA′ je backward bisimulaciona fazi ekvivalencija na N
′. Na isti način
kao u dokazu Teoreme 2.6.3. dokazujemo da je ϕ̄ izomorfozam izmed̄u fazi
mrežaN/α andN ′/α′.
Obratno, pretpostavimo da važe uslovi (i), (ii) i (iii). Za svako ψ ∈ CR(ϕ),
ξ ∈ CR(ϕ−1), a1,a2 ∈ A, b1,b2 ∈ A′ i i ∈ I, kao u dokazu Teoreme 2.6.3. pokazu-
jemo da je
(α◦Ri ◦α)(a1,a2) = (α′ ◦R′i ◦α
′)(ψ(a1),ψ(a2)),
(α′ ◦R′i ◦α
′)(b1,b2) = (α◦Ri ◦α)(ξ(b1),ξ(b2))
i iz (i) i (ii) dobijamo
Ri ◦ϕ = Ri ◦ϕ◦ϕ−1 ◦ϕ = Ri ◦α◦ϕ = α◦Ri ◦α◦ϕ = α◦Ri ◦ϕ,
ϕ◦R′i = ϕ◦ϕ
−1 ◦ϕ◦R′i = ϕ◦α
′ ◦R′i = ϕ◦α
′ ◦R′i ◦α
′ = ϕ◦R′i ◦α
′.
Sada, za sve a ∈ A and b ∈ A′ dobijamo
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(α◦Ri)(a,a1)⊗α(a1,ξ(b)) = (α◦Ri ◦α)(a,ξ(b))
= (α′ ◦R′i ◦α












′)(a,b) = (ϕ◦R′i )(a,b),
i odatle je, Ri ◦ϕ = ϕ◦R′i . Prema tome, ϕ je forward-backward bisimulacija.
⊓⊔
Takod̄e važi sledeće:
Teorema 2.7.2. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi
mreže i neka je E forward bisimulacija naN i F backward bisimulacija naN ′.
Tada postoji uniformna backward-forward bisimulacija ϕ ∈ LA×A
′
takva da je




ako i samo ako postoji izomorfizam φ : N/α→ N ′/α′ tako da za sve a1,a2 ∈ A
imamo
ᾱ(αa1 ,αa2 ) = ᾱ
′(φ(αa1),φ(αa2 )). (2.101)
Dokaz ove teoreme ćemo izostaviti pošto je isti kao dokaz Teoreme 2.6.4.
i biće izostavljen.
Za razliku od forward bisimulacija, koje služe da se definiše ekvivalencija
izmed̄u fazi mreža, backward-forward bisimulacije nemaju ovu svrhu, jer
ne obezbed̄uju simetričnost.
2.8. Algoritmi za računanje najvećih bisimulacija
Kozen je u radu [73] dao algoritam koji odlučuje da li postoji bar jedna for-
ward bisimulacija izmed̄u automata i kada forward bisimulacija postoji, isti
algoritam računa najveću takvu bisimulaciju. Druga verzija ovog algoritma
data je u radu [20] u kome je predstavljen i analogni algoritam za backward-
forward bisimulacije. U ovom odeljku ćemo predstaviti slične algoritme
kojima se utvrd̄uje da li postoji forward bisimulacija i backward-forward
bisimulacija izmed̄u dve jedno-modalitetne fazi socijalne mreže i ako one
postoje ovi algoritmi računaju najveće takve bisimulacije.
Pošto samo konačne mreže imaju praktični značaj, u ovom odeljku
ćemo posmatrati dve konačne fazi mreže N = (A, {Ri}i∈I, {p j} j∈J) i N ′ =
(A′, {R′i }i∈I, {p
′
j} j∈J). Naredna teorema predstavlja algoritam kojim se utvrd̄uje
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da li postoji forward bisimulacija izmed̄u ove dve fazi mreže i računa najveća
forward bisimulacija.
Teorema 2.8.1. Neka suN = (A, {Ri}i∈I, {p j} j∈J) iN ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) dve fazi
mreže. Definišimo induktivno niz {ϕk}k∈N fazi relacija izmed̄u A and A′ na sledeći
način:
ϕ1 = (p j\p′j)∧ (p j/p
′













Tada je {ϕk}k∈N neopadajući niz relacija i postoji k ∈N tako da je ϕk = ϕk+1.
Relacija ϕk je najveća fazi relacija izmed̄u A and A′ koja zadovoljava uslove
(2.65), (2.66), (2.71) i (2.72) za forward bisimulacije izmed̄u fazi mreža.
Šta više, ako ϕk zadovoljava uslove (2.64) and (2.70) onda je ϕk najveća forward
bisimulacija izmed̄u N i N ′. Sa druge strane ako ϕk ne zadovoljava ove uslove,
onda ne postoji forward bisimulacija izmed̄uN iN ′.
Dokaz: (a) Jasno je da je ϕk+1 6 ϕk, za svako k ∈N. Kako su skupovi A i A′
konačni, postoji konačan niz relacija izmed̄u A and A′, pa postoje i k,m ∈N
takvi da je ϕk = ϕk+m. Sada, ϕk+1 6 ϕk+m = ϕk 6 ϕk+1, i prema tome važi
ϕk = ϕk+1.
Dalje, neka je ϕ = ϕk. Jasno je da fazi relacija ψ 6 LA×A
′
zadovoljava ne-
jednakosti (2.65) i (2.71) u odnosu na atribute za forward bisimulacije ako i
samo ako je ψ 6 ϕ1, odakle sledi da ϕ zadovoljava (2.65) i (2.71). Šta više, iz













i za svako i ∈ I dobijamo da je ϕ 6 ((R′i ◦ϕ
−1)/Ri)−1 i ϕ6 (Ri ◦ϕ)/R′i , odnosno,
ϕ−1 6 (R′i ◦ϕ
−1)/Ri i ϕ 6 (Ri ◦ϕ)/R′i . Odavde je jasno da ϕ
−1 ◦Ri 6 R′i ◦ϕ
−1 i
ϕ◦Ri 6Ri ◦ϕ, pa ϕ zadovoljava uslove (2.66) i (2.72) za forward bisimulacije
izmed̄u socijalnih fazi mreža.
Neka je ψ ∈ LA×A
′
proizvoljna fazi relacija koja zadovoljava (2.65), (2.66),
(2.71) i (2.72). Kao što smo već rekli, ψ zadovoljava (2.65) i (2.71) ako i
samo ako je ψ 6 ϕ1. Pretpostavimo da je ψ 6 ϕ j, za neko j ∈N. Tada imamo
























−1∧ [(Ri ◦ϕ j)/R′i ])
)
= ϕ j+1.
Sada, indukcijom zaključujemo da je ψ 6 ϕ j, za svako j ∈ N, te je dakle,
ψ 6 ϕ. Ovo znači da je ϕ najveća fazi relacija koja zadovoljava uslove (2.65),
(2.66), (2.71) i (2.72).
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Pored toga, ako ϕ zadovoljava uslove (2.64) i (2.70) za forward bisimu-
lacije med̄u atributima fazi socijalnih mreža, onda je ϕ forward bisimulacija
izmed̄uN iN ′, i to je upravo najveća takva forward bisimulacija.
Sa druge strane, pretpostavimo da ϕ ne zadovoljava (2.64) i (2.70). Ako
je ψ proizvoljna forward bisimulacija izmed̄uN iN ′, onda ona zadovoljava




−1 i p′j 6 p j ◦ψ 6 p j ◦ϕ, što dovodi do kontradikcije. Dakle,
zaključujemo da ako ϕ ne zadovoljava uslove (2.64) i (2.70), onda ne postoji
forward bisimulacija izmed̄uN iN ′. ⊓⊔
Prema prethodnom, da bi utvrdili da li postoji forward bisimulacija
izmed̄u dve fazi mreže i da bi izračunali najveću, treba da konstruišemo
niz {ϕk}k∈N fazi relacija na sledeći način. Prva relacija ϕ1 računa se kao na-
jveća fazi relacija koja zadovoljava uslove (2.65) i (2.71). Zatim počinjemo
iterativnu proceduru koja računa ϕk+1 iz ϕk i proveravamo da li je ϕk+1 = ϕk.
Procedura se završava kada nad̄emo najmanje k∈N za koje jeϕk+1 =ϕk. Posle
toga proveravamo da li ϕk zadovoljava (2.64) i (2.70). Ako ϕk ne zadovoljava
ove nejednakosti, zaključujemo da ne postoji forward bisimulacija izmed̄u
datih fazi mreža, dok ako relacija ϕk zadovoljava (2.64) i (2.70) zaključujemo
da je ona najveća forward bisimulacija izmed̄u datih fazi mreža.
Naredna teorema, koja se može dokazati na sličan način kao Teorema 2.8.1.
predstavlja algoritam koji ispituje da li postoji backward-forward bisimu-
lacija izmed̄u dve fazii mreže i računa najveću backward-forward bisimu-
laciju ako ona postoji.
Teorema 2.8.2. Neka suN = (A, {Ri}i∈I, {p j} j∈J) iN ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) dve fazi
mreže. Definišimo induktivno niz {ϕk}k∈N fazi relacija izmed̄u A and A′ na sledeći
način:














Tada je {ϕk}k∈N neopadajući niz fazi relacija i postoji k ∈N tako da je ϕk = ϕk+1.
Relacija ϕk je najveća fazi relacija izmed̄u A and A′ koja zadovoljava uslove
(2.67), (2.69), (2.71) i (2.72).
Šta više, akoϕk zadovoljava uslove (2.68) and (2.70) onda jeϕk najveća backward-
forward bisimulacija izmed̄u N i N ′. Sa druge strane ako ϕk ne zadovoljava ove
uslove, onda ne postoji backward-forward bisimulacija izmed̄uN iN ′.
U Teoremama 2.8.1. i 2.8.2. predstavili smo procedure koje testiraju da li
postoji najveća forward ili backward-forward fazi bisimulacija izmed̄u dve
jedno-modalitetne fazi mreže, koje takod̄e, računaju najveće ovakve bisimu-
lacije, ako one postoje. Malom modifikacijom niza {ϕk}k∈N relacija možemo
dobiti odgovarajuće procedure i za druge tipove simulacija i bisimulacija:
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najveća forward simulacija:

















ϕ1 = (p j\p′j)∧ (p j/p
′































O ovom odeljku ćemo pažnju pre svega usmeriti na najrestriktivniji tip bisim-
ulacije, na regularne bisimulacije.
Pre svega, dokazujemo sledeću teoremu.
Teorema 2.9.1. Neka su N i N ′ fazi mreže takve da postoji najmanje jedna reg-
ularna bisimulacija izmed̄u N i N ′. Tada postoji najveća regularna bisimulacija
izmed̄uN iN ′.
Pri tome je najveća regularna bisimulacija izmed̄u N i N ′ je parcijalna fazi
funkcija.
Dokaz: Ako je familija svih regularnih bisimulacija izmed̄u N i N ′ je
neprazna, lako je proveriti da unija ove familije je takod̄e regularna bisimu-
lacija, i kao takve je najveća regularna bisimulacija izmed̄uN iN ′.
Dalje, ako je ϕ najveća regularna bisimulacija izmed̄u N i N ′, tada je
ϕ◦ϕ−1◦ϕ takod̄e regularna bisimulacija izmed̄uN iN ′, i možemo zaključiti
da je ϕ◦ϕ−1 ◦ϕ 6 ϕ. Takod̄e, ϕ je parcijalna fazi funkcija. ⊓⊔
Naredna teorema daje metodu za testiranje postojanja regularne bisimu-
lacije izmed̄u dve fazi mreže.




Tada postoji najveća fazi relacija ϕ∈LA×A
′
koja zadovoljava jednakosti (2.84),
(2.85) i nejednakosti
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ϕ◦p′j 6 p j, ϕ
−1 ◦p j 6 p′j, za svako j ∈ J. (2.104)
Ako, pored ovoga, ϕ zadovoljava i
p j 6 ϕ◦p′j, p
′
j 6 ϕ
−1 ◦p j, za svako j ∈ J, (2.105)
tada je ϕ najveća regularna bisimulacija izmed̄uN iN ′.
U suprotnom, akoϕne zadovoljava (2.105), tada ne postoji regularna bisimulacija
izmed̄uN iN ′.
Dokaz: Očigledno, familija svih fazi relacija izmed̄u A i A′ koje zadovol-
javaju (2.84), (2.85) i (2.104) je neprazna, zato što sadrži praznu relaciju
izmed̄u A i A′. Koristeći se istim argumentima kao u dokazu Teoreme 2.9.1.
dobijamao da je unijaϕ svih članova ove familije najveća fazi relacija izmed̄u
A i A′ koja zadovoljava (2.84), (2.85) i (2.104).
Ako ϕ zadovoljava (2.105), tada je ϕ regularna bisimulacija, a kako
proizvoljna regularna bisimulacija izmed̄uN i N ′ mora da zadovolji (2.84),
(2.85) i (2.104), i ϕ je najveća fazi relacija izmed̄u A i A′ koja zadovoljava ove
uslove, možemo zaključiti da je ϕ najveća regularna bisimulacija izmed̄uN
iN ′.
Pretpostavimo da postoji regularna bisimulacija ψ izmed̄uN iN ′. Tadaψ
zadovoljava (2.84), (2.85) i (2.104), pa važiψ 6ϕ, pa kao posledicu dobijamo:





−1 ◦p j 6 ϕ−1 ◦p j,
za svako j ∈ J, što znači daϕ zadovoljava (2.105). Dakle, akoϕne zadovoljava
(2.105), tada ne postoji regularna bisimulacija izmed̄u fazi mrežaN iN ′. ⊓⊔
Primetimo da u opštem slučaju fazi relacija ϕ iz prethodne teoreme
može biti prazna. Med̄utim, ako ϕ zadovoljava (2.105), tada ona mora biti
neprazna.
Za fazi mrežeN = (A, {Ri}i∈I, {p j} j∈J) iN ′ = (A′, {R′i }i∈I, {p
′
j} j∈J), označimo sa
L(N ,N ′) podalgebru od L generisanu svim istinitosnim vrednostima fazi
relacija i fazi skupova iz familija {Ri}i∈I, {R′i }i∈I, {p j} j∈J i {p
′
j} j∈J.
Sada ćemo dokazati teoremu koja daje način za testiranje postojanja reg-
ularne bisimulacija izmed̄u dve fazi mreže, kao i za izračunavanje najveće,
u slučaju da ona postoji.
Teorema 2.9.3. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi
mreže, i neka je {ϕk}k∈N niz fazi relacija izmed̄u A i A′ definisan induktivno na
sledeći način:

























za svako k ∈N. Tada su sledeća tvrd̄enja tačna:
(a) niz {ϕk}k∈N je opadajući;
(b) ako postoji n ∈N takvo da je ϕn+1 = ϕn, tada
(b1) ϕn je najveća regularna fazi relacija izmed̄u A i A′ koja zadovoljava uslove
(2.84), (2.85) i (2.104);
(b2) ako relacija ϕn zadovoljava (2.105), tada ona predstavlja najveću regularnu
bisimulaciju izmed̄uN iN ′;
(b3) ako relacijaϕn ne zadovoljava (2.105), tada ne postoji regularna bisimulacija
izmed̄uN iN ′;
(c) ako su A i A′ konačni skupovi i podalgebra L(N ,N ′) zadovoljava DCC uslov,
tada je {ϕk}k∈N konačan niz i postoji n ∈N takvo da važi ϕn+1 = ϕn.
Dokaz: (a) Jasno je da je niz {ϕk}k∈N opadajući.
(b) Prvo primetimo da za proizvoljnu fazi relaciju ϕ ∈ LA×A
′
imamo da
važi ϕ 6 ϕ1 ako i samo ako
ϕ 6 p j\p′j i ϕ 6 p j/p
′
j
za svako j ∈ J, što je ekvivalentno sa
ϕ−1 ◦p j = p j ◦ϕ 6 p′j i ϕ◦p
′
j 6 p j,
za svako j ∈ J. Ovo znači da ϕ zadovoljava uslov (2.104) ako i samo ako
ϕ 6 ϕ1, i ϕ1 je najveća fazi relacija izmed̄u A i A′ što zadovoljava (2.104). Pa
prema tome ϕk zadovoljava (2.104) za svako k ∈N.
Pretpostavimo sada da je ϕn+1 = ϕn za neko n ∈ N. Za svako i ∈ I, iz
nejednakostiϕn =ϕn+1 6Ri\(ϕn◦R′i ) sledi da važi Ri◦ϕn 6ϕn◦R
′
i , i na sličan
način dobijamo da je ϕn ◦R′i 6 Ri ◦ϕn, ϕ
−1











Pa iz svega ovoga sledi da ϕn zadovoljava (2.84), (2.85) i (2.104).
Neka je ϕ ∈ LA×A
′
proizvoljna fazi relacija koja zadovoljava (2.84), (2.85) i
(2.104). Tada je ϕ 6 ϕ1, jer je ϕ1 najveća fazi relacija koja zadovoljava (2.104).
Pretpostavimo da važi ϕ 6 ϕk, za neko k ∈N. Tada za svako i ∈ I imamo da
važi




ϕ 6 Ri\(ϕk ◦R
′
i ).
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−1, što znači da važi ϕ 6 ϕk+1. Sada, indukcijom zaključujemo
da je ϕ 6 ϕk, za svako k ∈N, pa kao posledicu imamo da važi ϕ 6 ϕn. Dakle,
dokazali smo da je ϕn najveća fazi relacija izmed̄u A i A′ koja zadovoljava
(2.84), (2.85) i (2.104).
Tvrd̄enja (b2) i (b3) slede direktno kao posledica Teoreme 2.9.2.
(c) Neka su dati A i A′ konačni skupovi i podalgebraL(N ,N ′) koja zado-
voljava DCC uslov. Za bilo koji par (a,a′) ∈A×A′, važi da je niz {ϕk(a,a′)}k∈N
opadajući uL(N ,N ′). Prema pretpostavci, ovaj niz postaje konstantan nakon
odred̄enog broja članova, a kako postoji konačno mnogo ovakvih nizova, za-
ključujemo da postoji n ∈N takvo da svi nizovi postaju konstantni nakon n
koraka. Dakle, niz {ϕk}k∈N je konačan i ϕn+1 = ϕn za n ∈N čije je postojanje
ustanovljeno u prethodnom delu.
Ovim je kompletiran dokaz teoreme. ⊓⊔
Prethodna teorema daje proceduru kojom je moguće ustanoviti da li pos-
toji regularna bisimulacija izmed̄u dve fazi mreže, i u slučaju kada postoji,
ista procedura izračunava najveću. U proceduri se pravi opadajući niz fazi
relacija, na način koji je prikazan u Teoremi 2.9.3., i kad god novi član niza
bude izračunat, procedura proverava da li je taj novi čan jednak prethodno
izračunatom članu niza. Procedura se završava čim se pronad̄e prvi par
jednakih susednih članova niza, i u tom slučaju poslednji izračunati član
niza predstavlja najveću fazi relaciju koja zadovoljava uslove (2.84), (2.85) i
(2.104). Tada, procedura proverava da li ova fazi relacija zadovoljava uslov
(2.105). Ukoliko je uslov zadovoljen, tada je ta poslednja izračunata relacija
zapravo najveća regularna bisimulacija izmed̄u datih fazi mreža. S druge
strane, ako ona ne zadovoljava uslov (2.105), tada ne postoji ni jedna regu-
larna bisimulacija izmed̄u ovih fazi mreža.
Med̄utim, predložena procedura se obavezno ne završava u konačnom
broju koraka. Kraj procedure zavisi od pripadajuće strukture istinitosnih
vrednosti, kao i od vrednosti koje uzimaju fazi relacije i fazi skupovi koje
odred̄uju razmatrane fazi mreže. Teorema 2.9.3. daje dovoljne uslove za
prekid precedure u konačnom broju koraka, kada podalgebra L(N ,N ′)
zadovoljava DCC uslov. Na primer, ovaj uslov je zadovoljen ako jeL lokalno
konačna algebra, što zapravo znači ako je svaka konačno generisana po-
dalgebra od L konačna. Najpoznatije lokalno konačne strukture su Boolean
struktura i Gödelova struktura. Više informacija o lokalnoj konačnosti t-
normiranih struktura možemo naći u nedavno objavljenom radu [55].
Pretpostavimo da su I, A i A′ konačni skupovi i podalgebra L(N ,N ′)
zadovoljava DCC. Neka su c⊗, c∨, c→ i c∧ su cene izvršenja operacija ⊗,
∨, → i ∧ u L, i označimo sa |I|, |A| i |A′| broj elemenata skupova I, A i A′.
Može se pokazati da svaki pojedinačni korak može biti realizovan u vremenu
O(|I| · |A| · |A′| · (|A|+ |A′|) · (c⊗+ c∨ + c→+ c∧)). Vrednosti odgovarajućih unosa
od {ϕk}k∈N formiraju |A| · |A′| opadajući lanac elemenata u algebri L(N ,N ′),
pa zato postoji l ∈N, tako da je broj različitih elemenata u svakom od ovih
2.9. Regularne bisimulacije 61
lanaca manji ili jednak od l. Broj koraka u našoj proceduri je O(l · |A| · |A′|), a
ukupno vreme izvršenja cele procedure je
O(l · |I| · |A|2 · |A′|2 · (|A|+ |A′|) · (c⊗+ c∨+ c→+ c∧)).
Primetimo da je broj l karakterističan za niz {ϕk}k∈N a u opštem slučaju
to nije broj koji na bilo koji način karakteriše algebru L(N ,N ′). Med̄utim,
ponekad broj različitih elemenata u svim opadajućim nizovima u L(N ,N ′)
može imati gornju granicu l. Na primer, ako je algebra L(N ,N ′) konačna,
tada mi možemo pretpostaviti da je l broj njenih elemenata. Naročito, ako
je L Gödel-ova struktura, tada jedine vrednosti koje mogu uzeti fazi relacije
{ϕk}k∈N jesu 1 i one vrednosti fazi skupova i relacija koje odred̄uju N i N ′,
pa je broj ovih vrednosti konačan. Ako ovaj broj označimo sa j, tada je
ukupno vreme izračunavanja procedure dato sa O( j · |I| · |A|2 · |A′|2 · (|A|+ |A′|))
(jer operacije ⊗, ∨, → i ∧ mogu biti obavljene u konstantnom vremenu).
Ako je L Boolova struktura, tada je j = 2 i procedura se izvršava u vremenu
O(|I| · |A|2 · |A′|2 · (|A|+ |A′|)).
Prema Teoremi 2.9.1., ako postoji barem jedna regularna bisimulacija
izmed̄u dve fazi mreže, tada postoji najveća, i ona predstavlja parcijalnu
fazi funkciju. Med̄utim, ako želimo da uspostavimo neku vrstu strukturne
sličnosti izmed̄u dve vazi mreže, neophodno je da svaki učesnik iz prve
mreže bude "sličan" nekom učesniku iz druge, i obratno. Drugim rečima,
ove regularne bisimulacije koje su sirjektivne L-funkcije su specijalno in-
teresantne. Lako je proveriti da ako postoji regularna bisimulacija izmed̄u
dve fazi mreže koja je sirjektivna L-funkcija, tada i najveća bisimulacija
ima takod̄e ovu osobinu, tj. ona je uniformna fazi funkcija. Prema ovome,
možemo zaključiti da je veoma interesantno proučavati regularne bisimu-
lacije koje su uniformne fazi relacije.
Sledeća teorema pokazuje da uniformna regularna bisimulacija izmed̄u
dve fazi mreže odred̄uje par regularnih ekvivalencija na ovim mrežama,
kao i jedan izomorfizam izmed̄u odgovarajućih količničkih fazi mreža (tj.
izomorfizam izmed̄u pozicija i uloga u ovim mrežama), i obrnuto.
Teorema 2.9.4. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi
mreže i neka je ϕ ∈ LA×A
′
uniformna fazi relacija. Tada je ϕ regularna bisimulacija
izmed̄uN iN ′ ako i samo ako su zadovoljeni sledeći uslovi:
(i) jezgro relacije ϕ je regularna ekvivalencija naN ;
(ii) kojezgro od ϕ je regularna ekvivalencija naN ′;
(iii) ϕ̄ je izomorfizam količnik mrežaN/EϕA iN
′/EϕA′ .
Dokaz: Označimo sa EϕA = α and E
ϕ
A′ = α
′. Prema Teoremi 4.2 [23] sledi da je
α = ϕ◦ϕ−1 i α′ = ϕ−1 ◦ϕ, i za svako ψ ∈ CR(ϕ), a,b ∈ A i a′ ∈ A′ imamo da je
ϕ(a,ψ(b)) = α(a,b) i ϕ(a,a′) = α′(ψ(a),a′)).
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Pretpostavimo da je ϕ regularna bisimulacija. Tada za svako i ∈ I imamo
da je
α◦Ri = ϕ◦ϕ−1 ◦Ri = ϕ◦R′i ◦ϕ
−1
= Ri ◦ϕ◦ϕ−1 = Ri ◦α,
i za svako j ∈ J imamo da je
p j ◦α = p j ◦ϕ◦ϕ−1 6 p′j ◦ϕ
−1
6 p j 6 p j ◦α,
odakle zaključujemo da je p j ◦α = p j. Dakle, α je regularna ekvivalencija na
N . Na isti način pokazujemo da je α′ regularna bisimulacija naN ′.
Dalje, za proizvoljno i ∈ I, a,b ∈A iψ ∈CR(ϕ) imamo da važi niz jednakosti:







= (α′ ◦R′i ◦α
′)(ψ(a),ψ(b))











Takod̄e, za svako j ∈ J prema (2.64) i (2.65) sledi
ϕ−1 ◦p j 6 ϕ−1 ◦ϕ◦p′j = α




















= (α◦p j)(a) = p̄ j(αa).
Dakle, ϕ̄ je izomorfizam količnik mrežaN/EϕA iN
′/EϕA′ .
Obrnuto, pretpostavimo da važe uslovi (i), (ii) i (iii).
Za svako j ∈ J, a ∈ A i ψ ∈ CR(ϕ) imamo da je
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pa je p j = ϕ◦p′j = p
′
j ◦ϕ
−1. Na isti način, koristeći ϕ−1 umesto ϕ, dobijamo da
je p′j = ϕ
−1 ◦p j = p j ◦ϕ.
S druge strane, koristeći činjenicu da su α i α′ regularne fazi ekvivalencije
naN iN ′, respektivno, ϕ = ϕ◦ϕ−1 ◦ϕ = α◦ϕ = ϕ◦α′, α◦α = α i α′ ◦α′ = α′,
za proizvoljno i ∈ I dobijamo
Ri ◦ϕ = Ri ◦α◦α◦ϕ = α◦Ri ◦α◦ϕ,
i slično,
α′ ◦R′i ◦α
′ = α′ ◦R′i .
Štaviše, za svako a,b ∈ A i ψ ∈ CR(ϕ) dobijamo
(α◦Ri ◦α)(a,b) = R̄i(αa,αb)







= (α′ ◦R′i ◦α
′)(ψ(a),ψ(b)).
Sada, za proizvoljno a ∈ A, a′ ∈ A′ i ψ ∈ CR(ϕ) imamo da važi















= (α′ ◦R′i ◦α
′ ◦α′)(ψ(a),a′)
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pa tako i Ri ◦ϕ 6 ϕ ◦R′i . Na sličan način, koristeći ϕ
−1 i (ϕ̄)−1 umesto ϕ i
ϕ̄, dokazujemo suprotnu nejednakost. Zato je Ri ◦ϕ = ϕ◦R′i . Takod̄e, slično,
dokazujemo da je ϕ−1 ◦Ri = R′i ◦ϕ
−1.
Dakle, dokazali smo da je ϕ regularna bisimulacija izmed̄u mrežaN iN ′.
⊓⊔
U ovom poglavlju smo definisali dva tipa simulacija, kao i pet tipova
bisimulacija na fazi socijalnim mrežama, ali smo razmatrali samo jednu od
njih - regularnu bisimulaciju. U daljem istraživanju nameravamo da obav-
imo šire proučavanje svih tipova simulacija i bisimulacija. Ovo je posebno
važno ako imamo na umu primer dat od strane Brynielsson i ostalih u [16],
koji pokazuje da tzv. simultane ekvivalencije mogu identifikovati socijalne
pozicije koje ne mogu biti identifikovane pomoću regularnih ekvivalencija.
Dakle, tip relacija ekvivalencije ili bisimulacija koji je interesantan za prouča-
vanje zavisi od konkretnog problema, i neophodno je razmotriti nekoliko ra-
zličitih tipova ovih relacija za datu mrežu, kako bismo ih potpuno razumeli.
2.10. Primeri testiranja postojanja i izračunavanja najvećih
bisimulacija
U ovom odeljku dajemo nekoliko konkretnih i jednostavnih primera u kojima
se testira postojanje raznih tipova bisimulacija izmed̄u jedno-modalitetnih
mreža, i u slučaju kada postoji izračunava se najveća bisimulacija.
Primer 2.10.1. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi




3}, I = {1,2}, J = {1}, a relacije
R1,R2,R′1,R
′
2, kao i p1,p
′





















































Na osnovu toga što ϕ4, odnosno ϕ3 ne zadovoljava uslove (2.64) i (2.70)
sledi da ne postoji forward bisimulacija izmed̄uN iN ′. Med̄utim, primenom
algoritma za računanje najveće backward forward bisimulacije dobijamo:











pa kako ψ2, odnosno ψ3 zadovoljava uslov (2.79) i (2.80) sledi da je to





Plavim linijama su označene relacije R1, odnosno R′1, zelenom R2, odnosno
R′2, dok je crvenom prikazana backward-forward bisimulacija.
Primer 2.10.2. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi
mreže, pri čemu je A = {a1, . . . ,a13}, A′ = {a′1, . . . ,a
′
7}, I = {1}, J = {1}, a relacije
R1,R′1, kao i p1,p
′




0 1 1 0 1 0 0 1 1 1 1 1 1
0 1 1 1 1 0 0 0 0 0 1 1 1
0 1 1 1 1 1 1 0 0 0 1 1 1
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0 1 1 0
0 1 1 1 0 0 0 0 0 0 1 1 0
0 1 1 1 0 0 0 0 0 0 1 1 0
0 1 1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 0 1 0 0 1 1 1 1 1 1






1 1 1 1 0 1 1
1 1 1 1 0 0 1
1 1 1 1 1 0 1
0 0 1 1 0 0 0
1 0 0 1 0 0 1
0 1 1 1 0 0 0
0 0 0 0 0 0 0


p1 = [ 1 1 1 1 1 1 1 1 1 1 1 1 1 ] p′1 = [ 1 1 1 1 1 1 1 ]
Korišćenjem algoritma za izračunavanje najveće forward bisimulacije do-
bijamo:




1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1






1 1 1 1 1 1 0
1 1 1 1 1 1 0
1 1 1 1 1 1 0
1 1 1 1 1 1 0
1 1 1 1 1 1 0
1 1 1 1 1 1 0
1 1 1 1 1 1 0
1 1 1 1 1 1 0
1 1 1 1 1 1 0
1 1 1 1 1 1 0
0 0 0 0 0 0 1
1 1 1 1 1 1 0






1 1 1 0 1 0 0
1 1 1 0 1 0 0
1 1 1 0 1 0 0
0 0 0 1 0 1 0
0 0 0 1 0 1 0
0 0 0 1 0 1 0
1 1 1 0 1 0 0
1 1 1 0 1 0 0
1 1 1 0 1 0 0
0 0 0 1 0 1 0
0 0 0 0 0 0 1
1 1 1 0 1 0 0






1 1 1 0 1 0 0
1 1 1 0 1 0 0
1 1 1 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
1 1 1 0 1 0 0
1 1 1 0 1 0 0
1 1 1 0 1 0 0
0 0 0 1 0 1 0
0 0 0 0 0 0 1
1 1 1 0 1 0 0
1 1 1 0 1 0 0


ϕ5 = ϕ6 =


0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0


Na osnovu toga što ϕ5, odnosno ϕ6 ne zadovoljava uslove (2.64) i (2.70)
sledi da ne postoji forward bisimulacija izmed̄uN iN ′.





1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1






0 0 0 0 0 0 0
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1






0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
1 1 1 1 1 1 1
0 0 0 0 0 0 0
1 1 1 1 1 1 1
1 1 1 1 1 1 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0


2.10. Primeri testiranja postojanja i izračunavanja najvećih bisimulacija 67
φ4 = φ5 =


0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0


Na osnovu toga što φ4, odnosno φ5 ne zadovoljava uslove (2.73) i (2.74)
sledi da ne postoji backward bisimulacija izmed̄uN iN ′.





1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1


ψ2 = ψ3 =


1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
0 0 0 0 0 0 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1


pa kakoψ2, odnosno ψ3 zadovoljava uslov (2.79) i (2.80) sledi da je to najveća
backward-forward bisimulacija.
Primer 2.10.3. Neka su N = (A, {Ri}i∈I, {p j} j∈J) i N ′ = (A′, {R′i }i∈I, {p
′
j} j∈J) fazi
mreže, pri čemu je A = {a1, . . . ,a8}, A′ = {a′1, . . . ,a
′
10}, I = {1}, J = {1}, a relacije
R1,R′1, kao i p1,p
′




1 1 0 1 1 1 0 1
0 1 1 0 0 0 0 1
0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 1 1 0 0 0 1
1 0 1 1 1 0 0 1
1 0 0 0 0 0 0 0






1 1 1 0 1 1 1 0 0 1
1 1 1 0 1 1 1 0 0 1
0 0 1 1 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
1 1 0 1 1 0 0 0 0 1
1 1 0 1 1 1 0 0 0 1
1 1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0


p1 = [ 1 1 1 1 1 1 1 1 ] p′1 = [ 1 1 1 1 1 1 1 1 1 ]
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1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1






1 1 1 0 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1
0 0 0 1 0 0 0 0 0 0
1 1 1 0 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1
1 1 1 0 1 1 1 1 1 1






1 1 0 0 1 0 0 1 1 1
0 0 1 0 0 1 1 0 0 0
0 0 0 1 0 0 0 0 0 0
1 1 0 0 1 0 0 1 1 1
0 0 1 0 0 1 1 0 0 0
0 0 1 0 0 1 1 0 0 0
1 1 0 0 1 0 0 1 1 1






1 1 0 0 0 0 0 0 1 1
0 0 1 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
1 1 0 0 0 0 0 0 1 1


ϕ5 = ϕ6 =


1 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 1


Sada, s obzirom da ϕ5, odnosno ϕ6 zadovoljava uslove (2.64) i (2.70) sledi
da je ϕ5 najveća forward bisimulacija izmed̄uN iN ′.





1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1






1 1 1 1 1 1 1 0 0 1
1 1 1 1 1 1 1 0 0 1
1 1 1 1 1 1 1 0 0 1
1 1 1 1 1 1 1 0 0 1
1 1 1 1 1 1 1 0 0 1
1 1 1 1 1 1 1 0 0 1
0 0 0 0 0 0 0 1 1 0






1 1 1 0 0 0 0 0 0 0
0 0 0 1 1 1 1 0 0 1
0 0 0 1 1 1 1 0 0 1
0 0 0 1 1 1 1 0 0 1
0 0 0 1 1 1 1 0 0 1
0 0 0 1 1 1 1 0 0 1
0 0 0 0 0 0 0 1 1 0






1 1 1 0 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 1
0 0 0 0 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 1
0 0 0 1 1 1 0 0 0 1
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 1 0






1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0 1
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 1 0






1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 0 0 0






0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 0 0 0


φ8 = φ9 =


0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 0 0 0


Na osnovu toga što φ8, odnosno φ9 ne zadovoljava uslove (2.73) i (2.74)
sledi da ne postoji backward bisimulacija izmed̄u N i N ′. Med̄utim, pri-





1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1


ψ2 = ψ3 =


1 1 1 1 1 1 1 0 0 1
1 1 1 1 1 1 1 0 0 1
0 0 0 1 0 0 0 0 0 0
1 1 1 1 1 1 1 0 0 1
1 1 1 1 1 1 1 0 0 1
1 1 1 1 1 1 1 0 0 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 0 0 1






Dvo-modalitetni fazi relacijski sistemi i
dvo-modalitetne fazi mreže
U prethodnoj glavi bavili smo se fazi relacijskim sistemima koje čini familija
fazi relacija na jednom istom skupu, koje smo nazivali jedno-modalitetnim.
U ovoj glavi razmatramo drugačiji tip fazi relacijskih sistema, koje nazivamo
dvo-modalitetnim, koje čini familija fazi relacija izmed̄u dva različita skupa.
Takvi fazi relacijski sistemi imaju razne interpretacije i praktične primene, a
mi ćemo ovde uglavnom imati na umu dve posebne interpretacije. Glavna
interpretacija koju ćemo imati u vidu su dvo-modalitetne socijalne mreže,
gde se jedan od modaliteta interpretira kao skup aktera ili učesnika a drugi
kao skup dogad̄aja, dok se relacijama izmed̄u njih odred̄uje učešće aktera u
dogad̄ajima. Više informacija o dvo-modalitenim mrežama se može pronaći
u [9, 39, 41, 46, 56]. Osim toga, prvi modalitet možemo shvatiti i kao skup
izvesnih objekata, drugi kao skup atributa koje ti objekti mogu imati, dok
je relacijama odred̄eno da li dati objekt poseduje dati atribut, čime se dolazi
do koncepta formalnog konteksta, koji se sreće, na primer, u konceptualnoj
analizi podataka i relacionim bazama podataka.
Nakon Odeljka 3.1., u kome uvodimo osnovne definicije i dajemo primere
vezane za dvo-modalitetne fazi i krisp relacijske sisteme i dvo-modalitetne
fazi i krisp mreže, u Odeljku 3.2. se bavimo sistemima fazi relacijskih jed-
načina i nejednačina koji su na prirodan način odred̄eni dvo-modalitetnim
fazi relacijskim sistemima. Ono što je karakteristično za svaki od tih dvo-
modalitetnih sistema je to da sadrži dve promenljive i rešenja su mu parovi
koji se sastoje od fazi relacija na oba modaliteta. Za razliku od jedno-moda-
litetnih sistema fazi relacijskih jednačina i nejednačina, izučavanih u pret-
hodnoj glavi, čija su najveća rešenja izračunavana iterativnim postupkom,
najveća rešenja dvo-modalitetnih sistema fazi relacijskih nejednačina razma-
tranih u Odeljku 3.2. se izračunavaju bez upotrebe iteracije, jednostavnim
operacijama na fazi relacijama. Med̄utim, to ne važi za dvo-modalitetne sis-
teme fazi relacijskih jednačina, čija se najveća rešenja izračunavaju korišćen-
jem iterativnih algoritama koji su bazirani na takozvanom naizmeničnom algo-
ritmu koji su razvili Cuninghame-Green i Zimmermann [28, 27] za rešavanje
jednačina na parcijalno ured̄enim skupovima definisanim pomoću rezidu-
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alnih funkcija. Kako su kriterijumi zaustavljanja naizmeničnog algoritma,
predloženi u [28], karakteristični za parcijalno ured̄ene skupove i nisu pri-
menljivi na fazi relacije, ovde su dati drugačiji kriterijumi koji su specifični
baš za fazi relacije. Analizirano je i vreme izvršenja predloženih algoritama.
U Odeljku 3.3. se razvija koncept količničkog dvo-modalitetnog fazi rela-
cijskog sistema sa osnovnom namenom da se upotrebljava u redukciji poda-
taka koji se mogu modelirati pomoću dvo-modalitetnih fazi relacijskih sis-
tema. Na primer, u slučaju dvo-modalitetnih fazi mreža takvim konceptom
se obezbed̄uje simultana redukcija aktera i dogad̄aja, a u slučaju fazi formal-
nih koncepata simultana redukcija objekata i atributa. Ovde su date karak-
terizacije količničkih dvo-modalitetnih fazi relacijskih sistema u odnosu na
parove fazi kvazi-ured̄enja i fazi ekvivalencija koji su rešenja fazi relacijskih
sistema razmatranih u prethodnom odeljku i prikazane su veoma zanimljive
praktične primene dobijenih rezultata. Dalje, u Odeljku 3.4. se razmatraju
dvo-modalitetni krisp relacijski sistemi i odgovarajući sistemi relacijskih jed-
načina, i daju se algoritmi za izračunavanje njihovih najvećih rešenja koji su
bazirani na čuvenom algoritmu koji su razvili Paige i Tarjan [91] i rade brže
od algoritama prikazanih u Odeljku 3.2.
Konačno, u Odeljku 3.5. su prikazani razni pristupi izučavanju dvo-mo-
dalitetnih mreža i dato je pored̄enje direktnog metoda razvijenog u ovoj dis-
ertaciji sa metodima svod̄enja dvo-modalitetnih mreža na jedno-modalitetne.
3.1. Osnovne definicije i primeri
Neka su A i B neprazni skupovi i neka je R = {Ri}i∈I ⊆ LA×B neprazna familija
nepraznih fazi relacija. Sistem T = (A,B,R) zvaćemo dvo-modalitetni fazi rela-
cijski sistem. U nekim izvorima koristi se i naziv bipartitni fazi relacijski sistem.
Skupove A i B nazivaćemo komponentama ili modalitetima sistema T . Ukoliko
su svi članovi familijeR krisp relacije, onda za sistemT = (A,B,R) kažemo da
je dvo-modalitetni krisp relacijski sistem.
Dvo-modalitetni fazi relacijski sistemi imaju brojne interpretacije, a ovde
ćemo uglavnom imati na umu dve posebne interpretacije. Ako A shvatimo
kao skup aktera (učesnika) a B kao skup nekih dogad̄aja, i ako se R sastoji od
relacije kojom je odred̄eno učešće aktera u dogad̄ajima, onda dolazimo do in-
terpretacije sistemaT kao dvo-modalitetne mreže, kakve se proučavaju u okvi-
ru analize socijalnih mreža. Osim toga, ako A shvatimo kao skup izvesnih ob-
jekata, B kao skup atributa koje ti objekti mogu imati, a R se sastoji od relacije
kojom je odred̄eno da li dati objekat poseduje dati atribut, onda dolazimo
do toga da se sistemT interpretira kao formalni kontekst, kakvi se razmatraju
u okviru konceptualne analize podataka ili relacionih baza podataka.
Glavna interpretacija dvo-modalitetnih fazi relacijskih sistema koju ćemo
ovde razmatrati biće dvo-modalitetne fazi i krisp mreže. Pri tome, iako je u
najvećem broju publikacija u oblasti analize socijalnih mreža rad̄eno sa dvo-
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modalitetnim mrežama koje su odred̄ene jednom relacijom, mi ćemo ovde
prihvatati i više-relacijske mreže, odnosno dozvoljavaćemo da R bude proiz-
voljna familija relacija ili fazi relacija. Koristićemo i dva uobičajena načina
za grafičko predstavljanje dvo-modalitetnih mreža. Oba načina se koriste
uglavnom kod predstavljanja dvo-modalitetnih mreža sa jednom relacijom,
jer se stvari znatno komplikuju ako je prisutan veći broj relacija. Prvi način je
predstavljanje dvo-modalitetne mreže bipartitnim grafom kod koga su jasno
odvojene komponente koje odgovaraju modalitetima A i B, kao na Slici 3.1 a).
Drugi način je predstavljanje grafom kod koga se komponente koje odgo-
varaju modalitetima ne odvajaju, ali su čvorovi iz različitih komponenti
označavaju na drugačiji način, na primer drugačijim bojama i/ili drugačijim
oblikom, kao Slici 3.1 b). Jednostavnosti radi, za ovaj drugi način predstav-
ljanja govorićemo da je predstavljanje objedinjenim grafom. Primetimo da kod
oba načina predstavljanja grane obično nisu orijentisane jer orijentacija grana
















Slika 3.1 Grafičko predstavljanje dvo-modalitetne krisp mreže.
U daljem tekstu dajemo neke karakteristične primere dvo-modalitetnih
mreža.
Primer 3.1.1. (Primeri dvo-modalitetnih mreža) Daćemo nekoliko konkret-
nih primera dvo-modalitetnih mreža, koji su razmatrani u brojnim radovima,
i navesti najpoznatije tipove takvih mreža.
(a) Mreža južnjačkih žena (Southern Woman Network) [30, 53]: Radi se o
mreži koja je proizašla iz podataka koje je grupa američkih etnografa 1930tih
godina prikupila u Načezu, Misisipi, u sklopu proučavanja društvenog raslo-
javanja u okviru bele i crne populacije. Specijalno, prikupljeni su podaci o
društvenim aktivnostima 18 belih žena koje su praćene u periodu od 9 me-
seci, tokom koga su neke od tih žena imale priliku da se sretnu na 14 nefor-
malnih društvenih dogad̄aja. Učešće tih 18 žena na tih 14 dogad̄aja formira
dvo-modalitetnu mrežu koja je kasnije bila predmet izučavanja brojnih au-
tora u okviru analize socijalnih mreža. Ta mreža je prikazana na Slici 3.2.
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Slika 3.2 Mreža južnjačkih žena (Southern Women Network)
(b) The HBO Recycling Program: Ova mreža čudnog naziva je dvo-
modalitetna mreža koju čine najpopularnije serije televizijske mreže HBO
i glumci koji su bili angažovani u najmanje tri epizode neke od tih serija,
dok su veze izmed̄u ta dva modaliteta zadate angažovanjem glumaca u tim
serijama. Mreža je prikazana na Slici 3.3. Podaci koji zadaju ovu mrežu tako-
d̄e su korišćeni u brojnim istraživanjima.
(c) Mreža norveških direktora [105]: Ovo je takod̄e dvo-modalitetna
mreža koju čini 367 javni kompanija u Norveškoj i 1495 direktora – članova
upravnih odbora tih kompanija, dok su veze zadate članstvom direktora u
tim upravnim odborima. Podaci vezani za ovu mrežu javno su dostupni i ko-
rišćeni su u brojnim istraživanjima. Na Slici 3.4 prikazana je jedna od projek-
cija te
mreže – jedno-modalitetna mreža koju čine direktori a veze izmed̄u njih pred-
stavljaju članstvo u istom upravnom odboru. Napominjemo da će pojam pro-
jekcije dvo-modalitetne mreže na jedno-modalitetnu biti objašnjen u posled-
njem odeljku ove glave. Takod̄e ističemo da se različitim načinom označava-
nja čvorova na Slici 3.4 ukazuje na pol direktora. Naime, čvorovi predstavlje-
ni punim kružićima označavaju žene direktore, a oni predstavljeni praznim
kružićima označavaju muškarce. Na taj način, mreža prikazana na Slici 3.4
može se shvatiti i kao primer više-modalitetnih mreža, koje će biti razma-
trane u narednoj glavi.
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Slika 3.3 The HBO Recycling Program
(d) Mreža država i rezolucija: Kao primer konkretne mreže velikih dimen-
zija u radu [41] je izučavana dvo-modalitetna mreža čiji jedan modalitet čine
države, članice Generalne skupštine Ujedinjenih nacija, drugi modalitet čine
rezolucije koje su razmatrane na zasedanjima Generalne skupštine, a veze
predstavljaju glasovi država članica za te rezolucije.
Dijagram i matrica jednog dela mreže prikazani su na Slici 3.5.
(e) Razni tipovi dvo-modalitetnih mreža: Od raznih drugih tipova dvo-
modalitetnih mreža pomenućemo sledeće:
Afiliacione mreže to su mreže koje označavaju pripadnost/članstvo aktera
izvesnim grupama, klubovima, institucijama i slično. One spadaju u dvo-
modalitetne mreže koje su prve proučavane, tako da se naziv afiliacione
mreže ponegde koristi i kao sinonim za dvo-modalitetne mreže.
Autorske mreže to su mreže koje čine naučni radnici, tj. autori, i njihove
publikacije. Naravno, veze su zadate kroz autorstvo na publikaciji.
Biološke mreže osim jedno-modelitetnih mreža pomoću kojih su naučnici
objašnjavali složene biološke procese, postoje i brojne dvo-modalitetne
mreže pomoću kojih je činjeno to isto, kao što su metaboličke mreže, koje
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Slika 3.4 Mreža norveških direktora
čine metaboliti i odgovarajuće hemijske reakcije, genetske mreže, koje čine
geni i njihove funkcije, i druge.
Svojstvene mreže (feature networks) to su dvo-modalitetne mreže pomo-
ću kojih se predstavlja bilo koja vrsta svojstava koja se mogu prudružiti en-
titetima. Jedan od primera takvih mreža su pesme i njihovi žanrovi. Ove
mreže možemo poistovetiti sa formalnim kontekstima, koje smo ranije po-
menuli.
Interakcione mreže to su dvo-modalitetne mreže koje čine ljudi i stavke, a
veze izmed̄u njih su odred̄ene interakcijama izmed̄u njih. Primeri su ljudi
koji pišu na forumima, komentarišu filmove, slušaju pesme i slično.
Fazi relacijski sistemi R= (A,B, {Ri}i∈I) i R′ = (A′,B′, {R′i }i∈I) koji su indeksi-
rani istim skupom (ili skupovima iste kardinalnosti) kaže se da su izomorfni
ako postoje bijektivne funkcije φ : A→ A′ i ψ : B→ B′ takve da važi
Ri(a,b) = R′i (φ(a),ψ(b)),
za sve a ∈ A, b ∈ B i i ∈ I. U tom slučaju za par (φ,ψ) kažemo da je izomorfizam
izmed̄u R i R′.
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Slika 3.5 Prikaz dela mreže država i rezolucija
3.2. Dvo-modalitetni sistemi fazi relacijskih jednačina i
nejednačina
U ovom odeljku bavićemo se sistemima fazi relacijskih jednačina i nejedna-
čina odred̄enim dvo-modalitetnim fazi relacijskim sistemima. Takve sisteme
fazi relacijskih jednačina i nejednačina zvaćemo dvo-modalitetnim sistemima.
Neka je dat dvo-modalitetni fazi relacijski sistem T = (A,B,R), gde je R =
{Ri}i∈I. Razmotrimo sledeće sisteme fazi relacijskih jednačina i nejednačina
α◦Ri = Ri ◦β, i ∈ I, (3.1)
α◦Ri 6 Ri ◦β, i ∈ I, (3.2)
Ri ◦β 6 α◦Ri, i ∈ I. (3.3)
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gde suα i βnepoznate koje uzimaju vrednosti u LA×A i LB×B, tim redom. Jasno,
rešenja ovih sistema su parovi fazi relacija iz LA×A×LB×B, koji su u kompletnoj
mreži (LA×A×LB×B,6) ured̄eni pokoordinatno, tj.
(̺1,θ1) 6 (̺2,θ2) ⇔ ̺1 6 ̺2 i θ1 6 θ2,
za sve ̺1, ̺2 ∈ LA×A i θ1,θ2 ∈ LB×B. Ako važi gornja relacija, govorićemo i da je
par (̺1,θ1) sadržan u paru (̺2,θ2). Koristeći ovo ured̄enje, možemo upored̄i-
vati i rešenja gornjih sistema i govoriti o većim ili manjim rešenjima.
Primetimo i da je sistem (3.1) ekvivalentan konjunkciji sistema (3.2) i (3.3).
Prva teorema koju dokazujemo utvrd̄uje postojanje najvećih rešenja siste-
ma (3.1)–(3.3) sadržanih u datom paru fazi relacija.
Teorema 3.2.1. Neka je (λ0, ̺0) ∈ LA×A×LB×B dati par fazi relacija.
Skupovi svih rešenja sistema (3.1), (3.2) i (3.3) sadržanih u (λ0, ̺0) čine kompletne
mreže, i shodno tome postoje najveća rešenja sistema (3.1), (3.2) i (3.3) sadržana u
(λ0, ̺0).
Ako su λ0 i ̺0 fazi kvazi ured̄enja, tada su obe komponente najvećih rešenja datih
sistema sadržanih u (λ0, ̺0) takod̄e fazi kvazi ured̄enja.
Dokaz: Dokazaćemo da tvrd̄enje važi za sistem (3.1). Da tvrd̄enje važi i za
sisteme (3.2) i (3.3) može se dokazati analogno.
Lako je videti da sistem (3.1) ima bar jedno rešenje koje je sadržano u paru
(λ0, ̺0), a to je ured̄eni par praznih relacija na A i B, tim redom, koji se naziva
trivijalno rešenje.
Neka je {(λ j, ̺ j)} j∈J familija ured̄enih parova fazi relacija na A i B, tim re-
dom, koji su rešenja sistema (3.1) i pri tome su sadržani u (λ0, ̺0). Označimo
sa λ uniju fazi relacija {λ j} j∈J, a sa ̺ uniju fazi relacija {̺ j} j∈J. Jasno je da važi
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što znači da je (λ,γ) takod̄e rešenje sistema (3.1) sadržano u (λ0, ̺0). Dakle,
skup svih rešenja sistema (3.1) sadržanih u (λ0, ̺0) je kompletna mreža, i ako
je {(λ j, ̺ j)} j∈J skup svih rešenja sistema (3.1) sadržanih u (λ0, ̺0), tada je par
(λ,̺) definisan ranije, najveće rešenje.
U nastavku, neka je (λ,̺) najveće rešenje sistema (3.1) sadržano u (λ0, ̺0).
Za svako i ∈ I važi λ◦λ◦Ri = λ◦Ri ◦̺ = Ri ◦̺ ◦̺, i ako su λ0 i ̺0 fazi kvazi
ured̄enja, tada je λ◦λ 6 λ0 ◦λ0 = λ0 i ̺ ◦ ̺ 6 ̺0 ◦ ̺0 = ̺0, pa dobijamo da je
(λ ◦λ,̺ ◦ ̺) rešenje sistema (3.1) sadržano u (λ0, ̺0). Kako je (λ,̺) najveće
rešenje, zaključujemo da važi λ◦λ 6 λ i ̺ ◦̺ 6 ̺. Dakle, λ i ̺ su tranzitivne
relacije. Očigledno, par (∆A,∆B) je rešenje sistema (3.1) sadržano u (λ0, ̺0), pa
važi (∆A,∆B)6 (λ,̺), tj., λ i ̺ su refleksivne fazi relacije, pa samim tim λ i ̺ su
fazi kvazi ured̄enja. ⊓⊔
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Sledeća teorema omogućava da kreiramo algoritam za izračunavanje naj-
većeg rešenja sistema (3.1) koje je sadržano u datom paru fazi relacija.
Teorema 3.2.2. Neka je (λ0, ̺0) ∈ LA×A × LB×B dati par fazi relacija, i neka je
{(λn, ̺n)}n∈N opadajući niz parova fazi relacija iz LA×A×LB×B, definisan na sledeći
način:








za svako n ∈N. Tada važi:
(a) za svako n ∈N, par (λn, ̺n) je rešenje sistema (3.1) ako i samo ako važiλn = λn+1
i ̺n = ̺n+1;
(b) ako postoji k ∈N takvo da važi λk = λk+1 i ̺k = ̺k+1, tada je par (λk, ̺k) najveće
rešenje sistema (3.1) sadržano u (λ0, ̺0);
(c) ako su A i B konačni skupovi i podalgebra L({Ri}i∈I,λ0, ̺0) od L zadovoljava
uslov DCC, tada je niz {(λn, ̺n)}n∈N konačan i postoji k ∈N tako da je λk = λk+1
i ̺k = ̺k+1.
Dokaz: (a) Neka je n ∈N proizvoljan prirodan broj. Ako je (λn, ̺n) rešenje








odakle sledi da je λn+1 = λn and ̺n+1 = ̺n.
Obratno, neka je λn+1 = λn i ̺n+1 = ̺n. Tada za svako i ∈ I imamo da važi
λn 6 (Ri ◦̺n)/Ri i ̺n 6 Ri\(λn ◦Ri) ,
i na osnovu svojstva reziduacije, to je ekvivalentno sa
λn ◦Ri 6 Ri ◦̺n i Ri ◦̺n 6 λn ◦Ri.
Što znači da je, (λn, ̺n) rešenje sistema (3.1).
(b) Pretpostavimo da postoji k ∈N tako da važi λk = λk+1 i ̺k = ̺k+1. Na
osnovu dokaza pod (a), par (λk, ̺k) je rešenje sistema (3.1). Niz {(λn, ̺n)}n∈N
je očigledno opadajući, pa je (λk, ̺k) sadržano u (λ0, ̺0).
Dalje, pretpostavimo da je (λ,̺) rešenje sistema (3.1) sadržano u (λ0, ̺0). Pret-
postavimo da je (λ,̺) 6 (λn, ̺n), za neko n ∈N0. Tada za svako i ∈ I imamo





(Ri ◦̺n)/Ri = λn+1.
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Na sličan način možemo pokazati da važi ̺ 6 ̺n+1, pa matematičkom induk-
cijom zaključujemo da je (λ,̺) 6 (λn, ̺n), za svako n ∈N, odakle sledi da je
(λ,̺) 6 (λk, ̺k). Ovim smo pokazali da je (λk, ̺k) najveće rešenje sistema (3.1)
sadržano u (λ0, ̺0).
(c) Neka su A i B konačni skupovi i neka podalgebra L({Ri}i∈I,λ0, ̺0)
zadovoljava DCC uslov. Za sve ured̄ene parove (a,a′) ∈ A×A i (b,b′) ∈ B×B
imamo da su {λn(a,a′)}n∈N i {̺n(b,b
′)}n∈N opadajući nizovi u L({Ri}i∈I,λ0, ̺0).
Na osnovu pretpostavke, tj. na osnovu činjenice daL({Ri}i∈I,λ0, ̺0) ispunjava
DCC uslov, ovi nizovi se stabilizuju, i kako postoji konačno mnogo ovakvih
nizova (jer su skupovi A i B konačni), zaključujemo da postoji k ∈N tako da
se svi ovi nizovi stabilizuju nakon k koraka. Drugim rečima, niz {(λn, ̺n)}n∈N
je konačan i λk = λk+1 i ̺k = ̺k+1, čime je teorema dokazana. ⊓⊔
Neka su skupovi A, B i I konačni, neka je njihov broj elemenata označen
sa |A|, |B| i |I|, tim redom, i neka podalgebraL({Ri}i∈I,λ0, ̺0) od L generisana
vrednostima koje u L uzimaju λ0, ̺0 i Ri, za sve i ∈ I, zadovoljava uslov
DCC. Posmatraćemo sve razmatrane fazi relacije kao fazi matrice. U tom
slučaju prethodna teorema daje algoritam za izračunavanje najvećeg rešenja
sistema (3.1) sadržanog u (λ0, ̺0) koji se izvršava u konačnom broju koraka.
U prvom koraku ovog algoritma stavljamo (λ1, ̺1) = (λ0, ̺0). Nakon k-tog
koraka, neka je izračunat par (λk, ̺k). U narednom koraku izračunavamo par
(λk+1, ̺k+1) koristeći formulu (3.5). Može se pokazati da je vreme potrebno
za izračunavanje para (λk+1, ̺k+1) jednako
O(|I| · |A| · |B| · (|A|+ |B|) · (c⊗+ c∨+ c→+ c∧)),
gde c⊗, c∨, c→ i c∧ predstavljaju vremena potrebna za izvršavanje operacija⊗,
∨,→ i ∧ u L. Nakon izračunavanja relacija λk+1 i ̺k+1 upored̄ujemo njihove
vrednosti sa odgovarajućim vrednostima relacija λk i ̺k i proveravamo da li
su te vrednosti različite. Algoritam se završava nakon prvog koraka u kome
vrednosti ostanu nepromenjene.
Vrednosti koje uzimaju relacije {λk}k∈N i {̺k}k∈N formiraju |A|2+ |B|2 opada-
jućih lanaca elemenata izL({Ri}i∈I,λ0, ̺0), pa kakoL({Ri}i∈I,λ0, ̺0) zadovolja-
va uslov DCC, postoji l ∈N takvo da je broj različitih elemenata u svakom
od ovih lanaca manji ili jednak l, i shodno tome, u svakom od ovih nizova se
vrednost može promeniti najviše l−1 puta. Samim tim, ukupan broj promena
je manji od ili jednak (l−1)(max(|A|, |B|))2, što znači da se algoritam završava
nakon najviše (l−1)(max(|A|, |B|))2+2 koraka (u prvom i poslednjem koraku
vrednosti se ne menjaju).
Kao posledicu ovoga, imamo da je ukupno vreme izvršenja algoritma jed-
nako:
O(l · |I| · |A| · |B| · (|A|+ |B|) · (max(|A|, |B|))2 · (c⊗+ c∨+ c→+ c∧)).
Ako je m =max(|A|, |B|), onda dobijamo da je vreme izvršenja jednako
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O(l · |I| ·m5 · (c⊗+ c∨+ c→+ c∧)).
Primetimo da broj l zavisi od nizova {λk}k∈N i {̺k}k∈N, i da u opštem slučaju
ne zavisi od algebreL({Ri}i∈I,λ0, ̺0). Med̄utim u nekim slučajevima, broj raz-
ličitih elemenata u svim opadajućim lancima u L({Ri}i∈I,λ0, ̺0) može da ima
gornju granicu jednaku l. Na primer, ako je L({Ri}i∈I,λ0, ̺0) konačna, onda
možemo za l uzeti broj elemenata tog skupa. Specijalno, ako je L Gedelova
struktura, tada jedine vrednosti koje uzimaju fazi relacije {λk}k∈N i {̺k}k∈N jesu
vrednosti koje uzimaju relacije {Ri}i∈I, λ0 i ̺0, plus vrednost 1, pa je očigledno
da je broj ovih vrednosti konačan. U ovom slučaju ukupno vreme izvršenja
algoritma je O( j · |I| ·m5), gde je j broj vrednosti koje uzimaju fazi relacije
{Ri}i∈I, λ0 i ̺0 ( ovde je vreme potrebno da se izvrše operacije ⊗, ∨, → i ∧
konstantno). Primetimo da za vrednost j važi j 6 |I| · |A| · |B|+ |A|2+ |B|2. Na
kraju ako je L Bulova struktura, tada je j = 2 i vreme izvršenja algoritma je
O(|I| ·m5). Brži algoritam za ovaj slučaj biće prikazan u Odeljku 4.
Sledeća teorema pokazuje da za razliku od sistema (3.1), najveća rešenja
sistema nejednačina (3.2) i (3.3), koja su sadržana u datom paru fazi relacija,
mogu biti izračunata direktnim metodom, bez upotrebe bilo kakvog itera-
tivnog postupka.








najveće rešenje sistema (3.2) sadržano u (λ0, ̺0).





Tada za proizvoljno i ∈ I imamo da je λ1 6 (Ri ◦̺0)/Ri, što je ekvivalentno sa
λ1 ◦Ri 6 Ri ◦̺0, pa je par (λ1, ̺0) rešenje sistema (3.2) sadržano u (λ0, ̺0).
Neka je (λ,̺) proizvoljno rešenje sistema (3.2) sadržano u (λ0, ̺0). Tada iz
λ◦Ri 6Ri ◦̺ 6Ri ◦̺0 sledi da je λ6 (Ri ◦̺0)/Ri, za svako i ∈ I, i kao posledicu
ovoga imamo da je λ 6 λ0 ∧
∧
i∈I(Ri ◦ ̺0)/Ri = λ1. Time smo dokazali da je
(λ1, ̺0) najveće rešenje sistema (3.2) sadržano u (λ0, ̺0). ⊓⊔
Na sličan način može se pokazati da važi sledeća teorema:








najveće rešenje sistema (3.3) sadržano u (λ0, ̺0).
82 3 Dvo-modalitetni fazi relacijski sistemi i dvo-modalitetne fazi mreže
U praksi se veoma često javlja potreba da se nad̄e par fazi relacija (λ,̺)
takav da je (λ,̺) je rešenja sistema (3.1), (3.2) ili (3.3) ako i samo ako je njegov
simetrični par (λ−1, ̺−1) rešenje istog sistema jednačina ili nejednačina. Prob-
lemi takvog tipa mogu se rešiti razmatranjem sledećih sistema fazi relacijskih
jednačina i nejednačina.
α◦Ri = Ri ◦β, α−1 ◦Ri = Ri ◦β−1, i ∈ I, (3.8)
α◦Ri 6 Ri ◦β, α−1 ◦Ri 6 Ri ◦β−1, i ∈ I, (3.9)
Ri ◦β 6 α◦Ri, Ri ◦β−1 6 α−1 ◦Ri, i ∈ I, (3.10)
gde su α i β promenljive koje uzimaju vrednosti redom u LA×A i LB×B.
Slično kao za sisteme (3.1)–(3.3), za sisteme (3.8)–(3.10) možemo dokazati
da važi sledeća teorema:
Teorema 3.2.5. Neka je (λ0, ̺0) ∈ LA×A×LB×B dati par fazi relacija.
Skupovi svih rešenja sistema (3.8), (3.9) i (3.10) sadržanih u paru (λ0, ̺0) čine
kompletne mreže, pa shodno tome postoje najveća rešenja sistema (3.8), (3.9) i (3.10)
sadržana u (λ0, ̺0).
Ako su λ0 i ̺0 fazi ekvivalencije, tada obe komponente tih najvećih rešenja takod̄e
jesu fazi ekvivalencije.
Dokaz: Koristeći jednakosti (1.64) i (1.65), na isti način kao u dokazu Teo-
reme 3.2.1. možemo pokazati skupovi svih rešenja sistema (3.8), (3.9) i
(3.10) sadržanih u (λ0, ̺0) čine kompletne mreže.
Neka su λ0 i ̺0 fazi ekvivalencije, i neka je (λ,̺) najveće rešenje sistema
(3.8), (3.9) ili (3.10) sadržano u (λ0, ̺0). Kao u dokazu Teoreme 3.2.1. pokazu-
jemo da suλ i ̺ fazi kvazi ured̄enja, i kako su oba para (λ,̺) i (λ−1, ̺−1) rešenja
razmatranog sistema sadržana u (λ0, ̺0), na osnovu činjenice da je (λ,̺) naj-
veće rešenje zaključujemo da je λ = λ−1 i ̺ = ̺−1, što znači da su λ i ̺ simet-
rične fazi relacije. Ovim smo dokazali da su λ i ̺ fazi ekvivalencije, čime je
dokaz teoreme završen. ⊓⊔
Sledeća teorema daje algoritam za izračunavanje najvećeg rešenja sistema
(3.8), sadržanog u (λ0, ̺0).
Teorema 3.2.6. Neka je (λ0, ̺0) ∈ LA×A×LB×B dati par fazi relacija, i neka je opada-
jući niz {(λn, ̺n)}n∈N fazi relacija iz LA×A×LB×B definisan sa:



















za svako n ∈N. Tada važi:
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(a) ako postoji k ∈N takvo da važi λk = λk+1 i ̺k = ̺k+1, tada je par (λk, ̺k) najveće
rešenje sistema (3.8) sadržano u (λ0, ̺0);
(b) ako su A i B konačni skupovi i podalgebra L({Ri}i∈I,λ0, ̺0) zadovoljava DCC,
tada je niz {(λk, ̺k)}k∈N konačan i postoji k ∈N za koje važi λk = λk+1 i ̺k = ̺k+1.
Dokaz: (a) Ovo tvrd̄enje dokazujemo na sličan način kao odgovarajući deo
Teoreme 3.2.2. Naime, ako jeλk = λk+1 i ̺k = ̺k+1, za neko k ∈N, tada za svako
i ∈ I važi:
λk 6 (Ri ◦̺k)/Ri , λ
−1
k 6 (Ri ◦̺
−1





što je ekvivalentno sa
λk ◦Ri 6 Ri ◦̺k , λ
−1
k ◦Ri 6 Ri ◦̺
−1





Jasno je da je (λk, ̺k) rešenje sistema (3.8), i očigledno je sadržano u (λ0, ̺0). Na
sličan način kao u dokazu Teoreme 3.2.2. možemo pokazati da je (λk, ̺k)
najveće rešenje sistema (3.8) sadržano u (λ0, ̺0).
(b) Dokaz ovog tvrd̄enja može se izvesti na sličan način kao odgovarajući
deo dokaza Teoreme 3.2.2. ⊓⊔
Kao i kod sistema nejednačina (3.2) i (3.3), najveće rešenje sistema nejedna-
čina (3.9) i (3.10) koje je sadržano u (λ0, ̺0), može biti izračunato direktno, bez
upotrebe iterativnog postupka:























Tada za svako i ∈ I imamo λ1 6 (Ri ◦̺0)/Ri i λ−1 6 (Ri ◦̺−10 )/Ri, što je ekviva-
lentno sa λ1 ◦Ri 6Ri ◦̺0 i λ−1 ◦Ri 6 Ri ◦̺−10 . Odatle sledi da je (λ1, ̺0) rešenje
sistema (3.9) sadržano u (λ0, ̺0).
Ako je (λ,̺) proizvoljno rešenje sistema (3.9) sadržano u (λ0, ̺0), tada za
svako i ∈ I, važi
λ◦Ri 6 Ri ◦̺ 6 Ri ◦̺0 i λ−1 ◦Ri 6 Ri ◦̺−1 6 Ri ◦̺−10 ,
tj.λ6 (Ri◦̺0)/Ri iλ−1 6 (Ri◦̺−10 )/Ri, što povlači da je λ6 λ1 odakle dobijamo
da je (λ,̺)6 (λ1, ̺0). Ovim smo pokazali da je (λ1, ̺0) najveće rešenje sistema
(3.9) sadržano u (λ0, ̺0). ⊓⊔
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Na sličan način se može dokazati da važi i sledeća teorema.











najveće rešenje sistema (3.10) sadržano u (λ0, ̺0).
U nastavku razmatramo sledeće sisteme jednačina i nejednačina:
α◦Ri 6 Ri, Ri ◦β 6 Ri, i ∈ I, (3.16)
α◦Ri = Ri, Ri ◦β = Ri, i ∈ I, (3.17)
gde su α i β promenljive koje uzimaju vrednosti redom u LA×A i LB×B.
Možemo primetiti da je sistem (3.17) instanca sistema (3.1), u smislu da je
svako rešenje sistema (3.17) takod̄e i rešenje sistema (3.1).











najveće rešenje sistema nejednačina (3.16) sadržano u (λ0, ̺0).
Ako su λ0 i ̺0 refleksivne fazi relacije, tada je par (3.18) takod̄e najveće rešenje
sistema jednačina (3.17) sadržano u (λ0, ̺0), a ako su λ0 i ̺0 fazi kvazi ured̄enja,
tada su obe komponente para (3.18) takod̄e fazi kvazi ured̄enja.








Tada za svako i ∈ I imamo da važi λ1 6 Ri/Ri i ̺1 6 Ri\Ri, što je ekvivalentno
sa λ1 ◦Ri 6 Ri i Ri ◦̺1 6 Ri, pa je par (λ1, ̺1) rešenje sistema (3.16) sadržano u
(λ0, ̺0).
Jednostavno se pokazuje da važi λ 6 λ1 i ̺ 6 ̺1, za proizvoljan par fazi
relacija (λ,̺) koji je rešenje sistema (3.16) sadržano (λ0, ̺0), t.j. (λ1, ̺1) je
najveće rešenje sistema (3.16) sadržano u (λ0, ̺0).
Ako su λ0 i ̺0 refleksivne fazi relacije, tada su λ1 i ̺1 takod̄e refleksivne,
jer su relacije Ri/Ri i Ri\Ri fazi kvazi ured̄enja, za svako i ∈ I. Kao posledicu
ovoga imamo da za svako i ∈ I važi
Ri = ∆A ◦Ri 6 λ1 ◦Ri i Ri = Ri ◦∆B 6 Ri ◦̺1,
što znači da je (λ1, ̺1) rešenje sistema (3.17) sadržano u (λ0, ̺0). Kako je bilo
koje rešenje sistema (3.17) istovremeno i rešenje sistema (3.16) i (λ1, ̺1) je
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najveće rešenje sistema (3.16) sadržano u (λ0, ̺0), zaključujemo da je (λ1, ̺1)
takod̄e najveće rešenje sistema (3.17) sadržano u (λ0, ̺0).
Na isti način kao u dokazu Teoreme 3.5 [64] dobijamo da su R/R i R\R
fazi kvazi ured̄enja na A i B, za proizvoljnu fazi relaciju R ∈ LA×B, pa ako su
λ0 and ̺0 fazi kvazi ured̄enja, onda su obe komponente para (3.18) takod̄e
fazi kvazi ured̄enja. ⊓⊔
Konačno, ako razmatramo sisteme
α◦Ri 6 Ri, Ri ◦β 6 Ri, α−1 ◦Ri 6 Ri, Ri ◦β−1 6 Ri, i ∈ I, (3.19)
α◦Ri = Ri, Ri ◦β = Ri, α−1 ◦Ri = Ri, Ri ◦β−1 = Ri, i ∈ I, (3.20)
gde su α i β promenljive koje uzimaju vrednosti redom u LA×A i LB×B, tada
na sličan način možemo dokazati sledeću teoremu.












najveće rešenje sistema nejednačina (3.19) sadržano u (λ0, ̺0).
Ako su, osim toga,λ0 i ̺0 refleksivne fazi relacije, tada je par (3.21) takod̄e i najveće
rešenje sistema jednačina (3.20) sadržano u (λ0, ̺0), a ako suλ0 i ̺0 fazi ekvivalencije,
tada su obe komponente para (3.21) takod̄e fazi ekvivalencije.
Primetimo da ako je (λ0, ̺0) par fazi kvazi ured̄enja, tada je najveće rešenje
sistema (3.16) i (3.17) koje je sadržano u (λ0, ̺0) takod̄e par fazi kvazi ured̄enja,
i ako je (λ0, ̺0) par fazi ekvivalencija, tada je rešenje sistema (3.19) i (3.20)
sadržano u (λ0, ̺0) par fazi ekvivalencija.
Teoreme 3.2.2. i 3.2.6. nude postupak za računanje najvećeg rešenja sistema
jednačina (3.1) i (3.8). Ovaj metod je baziran na konstrukciji opadajućeg niza
parova fazi relacija na skupovima A i B, respektivno, i kad god izračunamo
novi član niza, proveravamo da li je jednak sa prethodnim članom. Algoritam
se završava kada pronad̄emo prva dva uzastopna člana niza koja su jednaka,
i u ovom slučaju, poslednji izračunat član niza je najveće rešenje sistema
(3.1) ili (3.8). Med̄utim, predloženi algoritam se ne mora okončati u konač-
nom broju koraka. Da li će se algoritam okončati u konačnom broju koraka
zavisi od odgovarajuće strukture istinitosnih vrednosti, od istinitosnih vred-
nosti koje uzimaju fazi relacije koje formiraju razmatrani sistem fazi relacij-
skih jednačina, kao i od graničnih fazi relacija. Teoreme 3.2.2. i 3.2.6. obezbe-
d̄uju dovoljne uslove za okončanje algoritma u konačnom broju koraka, kada
podalgebraL({Ri}i∈I,λ0, ̺0) odL koja je generisana istinitosnim vrednostima
koje uzimaju fazi relacije λ0, ̺0 i Ri, za svaki i ∈ I, zadovoljava DCC uslov. Na
primer, ovaj uslov je zadovoljen ako je L lokalno konačna algebra, tj. ako
svaka konačno generisana podalgebra odL je konačna. Najpoznatije lokalno
konačne algebre koje se koriste kao strukture istinitosnih vrednosti u teoriji
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fazi skupova su Bulova i Gedelova struktura. Više informacija o strukturama
koje su bazirane na lokalno konačnim t-normama može se naći u [55].
U slučaju da se predložena procedura ne završava u konačnom broju kora-
ka, pa se zbog toga ne može koristiti za efektivno računanje najvećeg rešenja
sistema (3.1) ili (3.8), moguće je prilagoditi ovaj postupak tako da se računa
najveće krisp rešenje posmatranog sistema, pri čemu pod krisp rešenje po-
drazumevamo rešenje sistema (3.1) ili (3.8) koje je krisp relacija. Ovaj modi-
fikovani postupak je dat u sledećoj teoremi.
Teorema 3.2.11. Neka je (λ0, ̺0) ∈ LA×A×LB×B dati par fazi relacija i neka je opada-










(Ri ◦̺n)1Ri, ̺n+1 = ̺n∩
⋂
i∈I
Ri 0 (λn ◦Ri), (3.23)
za svaki n ∈N.
Ako su skupovi A i B konačni, tada je niz {(λn, ̺n)}n∈N konačan i postoji k ∈N
takvo da je λk = λk+1 i ̺k = ̺k+1, i u tom slučaju je par (λk, ̺k) najveće krisp rešenje
sistema (3.1) sadržano u (λ0, ̺0).
Dokaz: Na osnovu pretpostavke, A i B su konačni skupovi, što znači da je i
skup 2A×A×2B×B konačan, a to povlači da je niz {(λn, ̺n)}n∈N takod̄e konačan.
Kako je taj niz opadajući, zaključujemo da postoji k ∈N takvo da je λk = λk+1
i ̺k = ̺k+1, i slično kao u dokazu Teoreme 3.2.2. za svako i ∈ I dobijamo da
važi






̺k 6 Ri 0 (λk ◦Ri) = [Ri\(λk ◦Ri)]
c
6 Ri\(λk ◦Ri),
odakle sledi da je par (λk, ̺k) rešenje sistema (3.1) koje je očigledno krisp i
sadržano je u (λ0, ̺0).
Koristeći činjenicu da je krisp relacija sadržana u nekoj fazi relaciji ako i
samo ako je sadržana u krisp delu te fazi relacije, na isti način kao u dokazu
Teoreme 3.2.2. pokazujemo da svako krisp rešenje sistema (3.1) sadržano u
(λ0, ̺0) je takod̄e sadržano u (λk, ̺k), tj., (λk, ̺k) je najveće krisp rešenje sistema
(3.1) sadržano u (λ0, ̺0), što je i trebalo dokazati. ⊓⊔
Slično se može pokazati i sledeće:
Teorema 3.2.12. Neka je (λ0, ̺0) ∈ LA×A×LB×B dati par fazi relacija, i neka je opada-
jući niz {(λn, ̺n)}n∈N parova krisp relacija iz 2A×A×2B×B definisan na sledeći način:
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λ1 = λ
c















[Ri 0 (λn ◦Ri)]∩
⋂
i∈I
[Ri 0 (λ−1n ◦Ri)]
−1
, (3.26)
za svako n ∈N.
Ako su A i B konačni skupovi, tada je niz {(λn, ̺n)}n∈N konačan i postoji k ∈N
takvo da je λk = λk+1 i ̺k = ̺k+1, i u tom slučaju par (λk, ̺k) je najviće krisp rešenje
sistema (3.8) sadržano u (λ0, ̺0).
3.3. Količnički dvo-modalitetni fazi relacijski sistemi
Neka je R = (A,B, {Ri}i∈I) dvo-modalitetni fazi relacijski sistem i neka su
λ ∈ LA×A i ̺ ∈ LB×B fazi kvazi ured̄enja. Sa λ̃ i ˜̺ ćemo označiti prirodne fazi
ekvivalencije od λ i ̺, a sa A/λ̃ i B/ ˜̺ skupove svih klasa ekvivalencije od λ̃ i
˜̺. Za svako i ∈ I definišemo fazi relaciju R̃i ∈ L(A/λ̃)×(B/ ˜̺) na sledeći način:
R̃i(λ̃a, ˜̺b) = (λ◦Ri ◦̺)(a,b), (3.27)
za svako a ∈ A i b ∈ B. Nije teško proveriti da je (3.27) ekvivalentno sa
R̃i(λ̃a, ˜̺b) = (aλ)◦Ri ◦ (̺b),
pri čemu aλ označava λ-afterset od a a ̺b označava ̺-foreset od b. Stoga
na osnovu Teoreme 1.3.1. imamo da je fazi relacija R̃i dobro definisana,
odnosno ne zavisi od izbora predstavnika klasa prirodnih ekvivalencija od
λ i ̺. Drugim rečima, ako su a,a′ ∈ A i b,b′ ∈ B takve da važi λ̃a = λ̃a′ i
˜̺b = ˜̺b′ , tada prema Teoremi 1.3.1. sledi da je aλ = a′λ i ̺b = ̺b′, pa važi,
R̃i(λ̃a, ˜̺b) = R̃i(λ̃a′ , ˜̺b′ ).
Dvo-modalitetni fazi relacijski sistem R̃ = (A/λ̃,B/ ˜̺, {R̃i}i∈I) nazivaćemo
količnički (ili faktor) fazi relacijski sistem od R u odnosu na par (λ,̺). Prime-
timo da se ništa ne menja ako se skupovi A/λ̃ i B/ ˜̺ zamene odgovarajućim
skupovima aftersetova ili foresetova, definicija (3.27) će ostati da važi, jer
na osnovu Teoreme 1.3.1. sledi da su tako definisani dvo-modalitetni fazi
relacijski sistemi izomorfni sa R̃.
U slučaju kada radimo sa dvo-modalitetnim krisp relacijskim sistemom, re-
lacije koje formiraju odgovarajući količnički relacijski sistem mogu se okarak-
terisati sledećom teoremom:
Teorema 3.3.1. Neka je R = (A,B, {Ri}i∈I) dvo-modalitetni krisp relacijski sistem i
neka su λ ⊆ A×A i ̺ ⊆ B×B kvazi ured̄enja. Tada za proizvoljne i ∈ I, σ ∈ A/λ̃ i
τ ∈ B/ ˜̺ su sledeći uslovi ekvivalentni:
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(i) (σ,τ) ∈ R̃i;
(ii) (∀x ∈ σ)(∀y ∈ τ) (x, y) ∈ λ◦Ri ◦̺.
Ako, pored ovoga važi da su λ i ̺ ekvivalencije, tada su gornji uslovi ekvivalentni sa
(iii) (∃x ∈ σ)(∃y ∈ τ) (x, y) ∈ Ri.
Dokaz: Za proizvoljne x ∈ A i y ∈ B važiće x ∈ σ i y ∈ τ ako i samo ako važi
σ = λ̃x i τ = ˜̺y, pa ekvivalencija (i)⇔(ii) sledi direktno na osnovu (3.27).
Dalje, pretpostavimo da su λ i ̺ ekvivalencije.
(ii)⇒(iii). Neka su a ∈ σ i b ∈ τ proizvoljni elementi. Tada imamo da je
(a,b) ∈ λ◦Ri ◦̺, što znači da postoje x ∈A i y ∈ B takvi da je (a,x) ∈ λ, (x, y) ∈Ri
i (y,b) ∈ ̺. Kako su λ i ̺ ekvivalencije i σ i τ njihove klase ekvivalencija,
zaključujemo da važi λx = λa = σ i ̺y = ̺b = τ, a potom i, x ∈ σ, y ∈ τ i
(x, y) ∈ Ri.
(iii)⇒(ii). Ova implikacija je očigledna. ⊓⊔
U nastavku ćemo razmatrati količničke fazi relacijske sisteme odred̄ene pa-
rom regularnih ili strukturnih fazi kvazi ured̄enja i fazi ekvivalencije. Najpre
ćemo pokazati sledeću teoremu:
Teorema 3.3.2. Neka su λ ∈ LA×A i ̺ ∈ LB×B fazi kvazi ured̄enja i neka je R ∈ LA×B.
Tada su sledeći uslovi ekvivalentni:
(i) λ◦R◦̺ = R◦̺;
(ii) λ◦R◦̺ = λ\(R◦̺);
(iii) λ◦R 6 R◦̺.
Dokaz: (i)⇒(ii). Pretpostavimo da važi λ ◦R ◦ ̺ = R ◦ ̺. Tada na osnovu
λ◦R◦̺ 6 R◦̺ sledi R◦̺ 6 λ\(R◦̺), pa na osnovu Tvrd̄enja 1.1. imamo da
važi λ\(R◦̺) 6 R◦̺. Zapravo, λ◦R◦̺ = R◦̺ = λ\(R◦̺).
(ii)⇒(iii). Na osnovu Tvrd̄enja 1.1. sledi
λ◦R 6 λ◦R◦̺ = λ\(R◦̺) 6 R◦̺,
odakle važi (iii).
(iii)⇒(i). Neka je λ◦R 6 R◦̺, tada λ◦R◦̺ 6 R◦̺ ◦̺ = R◦̺, i na osnovu
refleksivnosti relacije λ imamo da važi R◦ ̺ 6 λ◦R◦ ̺, pa zaključujemo da
je (i) tačno. ⊓⊔
Takod̄e, imamo sledeće:
Teorema 3.3.3. Neka su λ ∈ LA×A i ̺ ∈ LB×B fazi kvazi ured̄enja i neka je R ∈ LA×B.
Tada su sledeći uslovi ekvivalentni:
(i) λ◦R◦̺ = λ◦R;
(ii) λ◦R◦̺ = (λ◦R)/̺;
(iii)R◦̺ 6 λ◦R.
Dokaz: Dokaz je analogan dokazu Teoreme 3.3.2. ⊓⊔
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Kombinujući prethodne dve teoreme, dobijamo teoremu koja daje karak-
terizaciju količničkog fazi relacijskog sistema u odnosu na par regularnih fazi
kvazi ured̄enja.
Teorema 3.3.4. Neka je R = (A,B, {Ri}i∈I) dvo-modalitetni fazi relacijski sistem i
neka je λ ∈ LA×A i ̺ ∈ LB×B fazi kvazi ured̄enje. Tada je (λ,̺) par regularnih fazi





















za svako i ∈ I, a ∈ A i b ∈ B.
Dokaz: Na osnovu Teorema 3.3.2. i 3.3.3., (λ,̺) je par regularnih fazi kvazi
ured̄enja u odnosu na R ako i samo ako važi λ◦R◦̺ = λ\(R◦̺) = (λ◦R)/̺,
i prema definiciji količnika fazi relacionog sistema, definiciji rezidula, kao
i definiciji kompozicije fazi relacija (jednakosti (3.27), (1.78), (1.79) i (1.60))
dobijamo da svaki R̄i može biti predstavljen jednačinom (4.79). ⊓⊔
Na isti način dobijamo sledeću posledicu:
Posledica 3.3.5. Neka je R = (A,B, {Ri}i∈I) dvo-modalitetni fazi relacijski sistem i
neka su λ ∈ LA×A i ̺ ∈ LB×B fazi kvazi ured̄enja. Tada je (λ,̺) par desno regularnih











za svako i ∈ I, a ∈ A i b ∈ B.
Posledica 3.3.6. Neka je R = (A,B, {Ri}i∈I) dvo-modalitetni fazi relacijski sistem i
neka su λ ∈ LA×A i ̺ ∈ LB×B fazi kvazi ured̄enja. Tada je (λ,̺) par levo regularnih











za svako i ∈ I, a ∈ A i b ∈ B.
Zanimljivo je videti kako jednačina (4.79) izgleda u slučaju kada su λ, ̺ i
Ri, i ∈ I krisp relacije. Tada važi sledeća teorema:
Teorema 3.3.7. Neka je R = (A,B, {Ri}i∈I) dvo-modalitetni relacijski sistem i neka
su λ⊆A×A i ̺ ⊆ B×B kvazi ured̄enja. Tada je (λ,̺) par regularnih kvazi-ured̄enja
u odnosu na R ako i samo ako važi
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(λ̃a, ˜̺b) ∈ R̃i ⇔ (∀x ∈ λa)(∃y ∈ ̺b) (x, y) ∈ Ri (3.31)
⇔ (∀y ∈ b̺)(∃x ∈ aλ) (x, y) ∈ Ri,
za svako i ∈ I, a ∈ A i b ∈ B.
Dokaz: Na osnovu teoreme 4.5.3., pravila u označavanju krisp skupova i
relacija pomenutih u uvodu, kao i poznatih pravila za restrikciju kvantifika-
tora, imamo da je
(λ̃a, ˜̺b) ∈ R̃i ⇔ (∀x ∈ A)
(
(x,a) ∈ λ⇒ (∃y ∈ B)
(
(x, y) ∈ Ri & (y,b) ∈ ̺
))
⇔ (∀x ∈ λa)(∃y ∈ ̺b) (x, y) ∈ Ri.
Na isti način dokazujemo i drugu ekvivalenciju u (3.31). ⊓⊔
Konačno, kada radimo sa dvo-modalitetnim krisp relacijskim sistemom i
ekvivalencijama, imamo da važi sledeće:
Posledica 3.3.8. Neka je R = (A,B, {Ri}i∈I) dvo-modalitetni relacijski sistem i neka
su λ ⊆ A×A i ̺ ⊆ B×B ekvivalencije. Tada je (λ,̺) par regularnih ekvivalencija u
odnosu na R ako i samo ako važi
(σ,τ) ∈ R̃i ⇔ (∀x ∈ σ)(∃y ∈ τ) (x, y) ∈Ri ⇔ (∀y ∈ τ)(∃x ∈ σ) (x, y) ∈Ri, (3.32)
za svako i ∈ I, σ ∈ A/λ and τ ∈ B/̺.
Konačno, fazi relacije koje formiraju količnički fazi relacijski sistem u od-
nosu na par strukturnih fazi kvazi ured̄enja, mogu se okarakterisati na sledeći
način:
Teorema 3.3.9. Neka je R = (A,B, {Ri}i∈I) dvo-modalitetni fazi relacijski sistem i
neka su λ ∈ LA×A i ̺ ∈ LB×B fazi kvazi ured̄enja. Tada je (λ,̺) je par strukturnih
fazi kvazi ured̄enja u odnosu na R ako i samo ako važi:
R̃i(λ̃a, ˜̺b) = Ri(a,b), (3.33)
za svako i ∈ I, a ∈ A i b ∈ B.
Dokaz: Neka je (λ,̺) par strukturnih fazi kvazi ured̄enja u odnosu na R.
Tada za proizvoljne i ∈ I, a ∈ A i b ∈ B važi
R̃i(λ̃a, ˜̺b) = (λ◦Ri ◦̺)(a,b) = Ri(a,b).
Obratno, ako (4.88) važi, tada za svako i ∈ I imamo da je λ◦Ri ◦̺ =Ri, odakle
imamo
λ◦Ri = λ◦λ◦Ri ◦̺ = λ◦Ri ◦̺ = Ri i Ri ◦̺ = λ◦Ri ◦̺◦̺ = λ◦Ri ◦̺ = Ri.
Dakle, (λ,̺) je par strukturnih fazi kvazi ured̄enja u osnosu na R. ⊓⊔
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Kada se radi o krisp relacijskom sistemu, dobijamo sledeće:
Posledica 3.3.10. Neka jeR= (A,B, {Ri}i∈I) dvo-modalitetni krisp relacijski sistem
i neka su λ ⊆ A×A i ̺ ⊆ B×B kvazi ured̄enja. Tada je (λ,̺) par strukturnih kvazi
ured̄enja u odnosu na R ako i samo ako važi:
(σ,τ) ∈ R̃i ⇔ (∀x ∈ σ)(∀y ∈ τ) (x, y) ∈ Ri, (3.34)
za sve i ∈ I, σ ∈ A/λ̃ i τ ∈ B/ ˜̺.
U nastavku, dajemo nekoliko primera koji ilustruju primenu parova regu-
larnih fazi kvazi ured̄enja i fazi ekvivalencija. Jednostavnosti radi, prva dva
primera se odnose na krisp slučaj.
Primer 3.3.11. Pretpostavimo da je A skup zaposlenih u nekoj kompaniji, a
B je skup svih poslova koje ova kompanija obavlja za druge kompanije. Neka
je skup drugih kompanija označen sa I i za svako i ∈ I i neka su poslovi za
kompaniju i raspodeljeni zaposlenima pomoću relacije Ri ⊆ A×B, tj., posao
b za kompaniju i je dodeljen zaposlenom a ako i samo ako je (a,b) ∈ Ri. Dalje,
pretpostavimo da u svrhu povećanja efikasnosti i kvaliteta posla, kompanija
namerava da grupiše radnike u timove, a poslove u grupe poslova, tako da
ovi timovi i grupe poslova budu što je moguće veći i da timovima zaposlenih
dodeli grupe poslova tako da budu zadovoljeni sledeći uslovi:
– za svaku kompaniju, grupa poslova γ će biti dodeljena timu θ ako i samo
ako za svakog zaposlenog iz tima θ postoji posao iz γ koji je on već obav-
ljao za tu kompaniju, i
– za svaki posao iz γ postoji zaposleni iz tima θ koji je već obavljao taj posao
za datu kompaniju.
Očigledno, ovakvo grupisanje radnika i poslova može biti izvršeno korišće-
njem najvećeg para regularnih ekvivalencija u odnosu na familiju relacija
{Ri}i∈I.
Neka su pomenuti skupovi A = {a1,a2,a3,a4,a5,a6}, B = {b1,b2,b3,b4,b5,b6},




0 0 1 1 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 1 1
0 0 0 0 0 0






0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0




Primenjujući gore pomenuti algoritam, računamo najveći par (λ,̺) regular-
nih ekvivalencija u odnosu na R1 i R2, pri čemu suλ i ̺ predstavljene sledećim
matricama:




1 1 0 0 0 0
1 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1






1 1 0 0 0 0
1 1 0 0 0 0
0 0 1 1 0 0
0 0 1 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


gde isprekidane linije pokazuju klase ekvivalencije. Dakle, oformljeni timovi
su {a1,a2}, {a3}, {a4} i {a5,a6}, a grupe poslova su {b1,b2}, {b3,b4}, {b5} i {b6}.




0 0 1 1 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 1 1
0 0 0 0 0 0






0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0







0 0 1 1 0 0
0 0 1 1 0 0
0 0 0 0 1 0
0 0 0 0 1 1
0 0 0 0 0 0
0 0 0 0 0 0


, λ◦R2 ◦̺ =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0


gde isprekidane linije pokazuju timove radnika i grupe poslova, dok su re-





0 1 0 0
0 0 1 0
0 0 1 1






0 0 0 0
0 0 0 0
0 0 0 1




U ovom primeru smo razmatrali situaciju kada se timovi i grupe poslova
formiraju korišćenjem para regularnih ekvivalencija, pa su shodno ovome
oni med̄usobno disjunktni. Med̄utim, disjunktnost nije neophodan uslov, i
u sledećem primeru ćemo razmatrati opštiji slučaj kada se timovi i grupe
poslova formiraju korišćenjem para regularnih kvazi ured̄enja.
Primer 3.3.12. U ovom primeru koristeićemo terminologiju i oznake iz
prethodnog primera. Jedina razlika će biti u sledećem: timovi i grupe poslova
će biti formirani na takav način da se sastoje od širih i užih delova. Uži delo-
vi će se zvati jezgra timova, odnosno jezgra grupe poslova. U ovom slučaju
ćemo zahtevati sledeće:
– za svaku kompaniju šira grupa poslova γ će biti dodeljena široj grupi
timova θ ako i samo ako za svakog zaposlenog iz jezgra od θ postoji
posao iz γ koji je on već obavljao za tu kompaniju, i
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– za svaki posao iz jezgra odγpostoji zaposleni izθ koji je taj posao obavljao
za tu kompaniju.
Jasno je da ovakvo grupisanje zaposlenih i poslova može biti izvršeno koriš-
ćenjem para (λ,̺) regularnih kvazi ured̄enja u odnosu na familiju relacija
{Ri}i∈I, i tada su širi timovi i grupe poslova redom aftersetovi od λ i forese-
tovi od ̺, dok uži timovi i grupe poslova odgovaraju klasama ekvivalencije
prirodnih ekvivalencija λ̃ i ˜̺. Jezgro nekog tima možemo shvatiti kao grupu
zaposlenih koji odrad̄uju glavni deo dodeljenog zadatka, dok ostatak tima
pomaže jezgru u obavljanju posla koji oni pre toga nisu obavljali ili im je iz
nekih drugih razloga potrebna pomoć pri obavljanju tog posla. Slično, jezgro
grupe poslova koja je dodeljena timu se može razumeti kao grupa glavnih
poslova koje bi tim trebalo da obavi, dok su ostali poslovi iz ove grupe oni
za koje članovi tima mogu biti angažovani kao savetnici.
Za isti relacijski sistem koji je razmatran u prethodnom primeru, najveći





1 1 1 0 1 1
1 1 1 0 1 1
1 1 1 0 1 1
1 1 1 1 1 1
0 0 0 0 1 1






1 1 1 1 1 1
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0 0 1 1 1 0
0 0 1 1 1 0
0 0 1 1 1 0








1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1






1 1 0 0 0 0
1 1 0 0 0 0
0 0 1 1 1 0
0 0 1 1 1 0
0 0 1 1 1 0




Na osnovu ovoga imamo da su timovi {[a1,a2,a3],a5,a6}, {a1,a2,a3, [a4],a5,a6}
i {[a5,a6]}, dok su grupe poslova {[b1,b2]}, {b1,b2, [b3,b4,b5]} i {[b6]}, pri čemu
su uglaste zagrade korišćene da se označe jezgra.




0 0 1 1 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 1 1
0 0 0 0 0 0






0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0








0 0 1 1 1 0
0 0 1 1 1 0
0 0 1 1 1 0
0 0 1 1 1 1
0 0 0 0 0 0
0 0 0 0 0 0


, λ◦R2 ◦̺ =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0




dok se redukovane relacije R̃1 i R̃2, koje predstavljaju dodelu grupa poslova
















Jasno je da u nekim situacijama ima smisla koristiti desno ili levo regularna
fazi kvazi ured̄enja ili fazi ekvivalencije umesto regularnih.
Takod̄e ć emo dati primer koji razmatra fazi relacioni sistem nad Gedel-
ovom strukturom.
Primer 3.3.13. Neka je L Gedelova struktura, |A| = |B| = 6 i neka je R ∈ LA×B




0.5 0 0 0 1 0.5
0 0 0 1 0 1
0.5 0 0 0 0 1
0 0.5 0 0 0.5 0
0 0 0 0.5 0 0




Najveći par (λq, ̺q) regularnih fazi kvazi ured̄enja i najveći par (λe, ̺e) reg-
ularnih fazi ekvivalencija u odnosu na R sastoji se od fazi kvazi ured̄enja i




1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
0.5 0.5 0.5 1 1 1
0.5 0.5 0.5 1 1 1






1 1 0 1 1 1
1 1 0 1 1 1
1 1 1 1 1 1
0.5 0.5 0 1 1 1
0.5 0.5 0 1 1 1







1 1 1 0.5 0.5 0
1 1 1 0.5 0.5 0
1 1 1 0.5 0.5 0
0.5 0.5 0.5 1 1 0
0.5 0.5 0.5 1 1 0






1 1 0 0.5 0.5 0.5
1 1 0 0.5 0.5 0.5
0 0 1 0 0 0
0.5 0.5 0 1 1 1
0.5 0.5 0 1 1 1




Možemo uočiti da su λe i ̺e prirodne fazi ekvivalencije relacija λq i ̺q, redom.
Dalje, imamo da važi sledeće
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λq ◦R◦̺q = λe ◦R◦̺e =


0.5 0.5 0 1 1 1
0.5 0.5 0 1 1 1
0.5 0.5 0 1 1 1
0.5 0.5 0 0.5 0.5 0.5
0.5 0.5 0 0.5 0.5 0.5













3.4. Dvo-modalitetni krisp relacijski sistemi
U ovom odeljku razmatraćemo dvo-modalitetne krisp relacijske sisteme
R = (A,B, {R}i∈I), odnosno, sisteme kod kojih su članovi familije {Ri}i∈I krisp
relacije. Preciznije, razmatraćemo sistem jednačina (3.1), kod koga su α i β
nepoznate krisp relacije na skupovima A, odnosno B, tj. nepoznate koje uzi-
maju vrednosti u 2A×A i 2B×B, tim redom. Kao što je već navedeno u Odeljku
3.2., postoji najveće rešenja ovog sistema sadržanog u datom paru krisp
relacija. Takod̄e, Teorema 3.2.2. daje algoritam za izračunavanja najvećeg
rešenja gore navedenog sistema sadržanog u datom paru krisp relacija, čije
je vreme izvršenja O(|I| ·m5). Med̄utim, od posebnog je interesa razmatrati
ona rešenja datog sistema koja su relacije ekvivalencije. Razlog za ovo je čin-
jenica da takvi parovi rešenja predstavljaju parove regularnih ekvivalencija,
koje imaju veoma važnu ulogu u teoriji socijalnih mrža. Jedan od glavnih
problema teorije socijalnih mreža je nalaženje sličnosti izmed̄u entiteta koje
bi ukazivale na to da ovi entiteti imaju istu ulogu ili poziciju u mreži. Ovakve
vrste sličnosti su prvi put formalno opisali Lorrain i White [80], Breiger i ostali
[14] i Burt [17] uvod̄enjem koncepta strukturne ekvivalencije. Za dva entiteta
kažemo da su strukturno ekvivalentna ako oni imaju identične veze sa os-
talim entitetima mreže. Strukturne ekvivalencije su proučavane u mnogim
člancima kao na primer [2, 4, 9, 38, 37, 39, 40, 51, 52]. U cilju generalizacije
koncepta strukturne ekvivalencije, White i Reitz [120] su definisali pojam
regularne ekvivalencije. Za dva entiteta se kaže da su regularno ekviva-
lentna ako imaju identične veze sa svim entitetima sa kojima su regularno
ekvivalentni [10, 45]. Regularne ekvivalencije su takod̄e izučavane od strane
mnogih autora [63, 64].
Korišćene regularnih ekvivalencija nam pruža način identifikovanja "uloga"
u mreži na osnovu med̄usobnih veza entiteta u mreži. Umesto oslanjanja na
osobine učesnika u cilju definisanja socijalnih uloga i razumevanja kako one
utiču na interakciju izmed̄u učesnika, korišćenjem regularnih ekvivalen-
cija identifikujemo socijalne uloge prepoznavanjem regularnosti u vezama
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u mreži. Regularne ekvivalencije omogućavaju deljenje skupa učesnika u
odnosu na njihove med̄usobne veze. Cilj ovog odeljka je da se uopšti po-
jam regularnih ekvivalencija, na takav način da se one mogu koristiti za
deljenje skupa učesnika na osnovu veza koje učesnici jedne grupe imaju sa
učesnicima druge grupe (na primer, grupa studenata može biti podeljena na
osnovu njihovih afiniteta prema odred̄enoj grupi predmeta).
Prva teorema koju dokazujemo u ovom poglavlju utvrd̄uje postojanje
sistema jednačina ekvivalentnog sistemu 3.1 u slučaju kada jeR= (A,B, {R}i∈I)
dvo-modalitetni krisp relacijski sistem i α i β krisp relacije ekvivalencije.
Teorema 3.4.1. Neka je R = (A,B, {R}i∈I) dvo-modalitetni krisp relacijski sistem i
λ0 ∈ E(A) i ̺0 ∈ E(B). Tada je, (λ0, ̺0) rešenje sistema jednačina (3.1) ako i samo
ako je (λ0, ̺0) rešenje sledećeg sistema jednačina:
λ◦Ri ◦̺ = λ◦Ri∩Ri ◦̺, i ∈ I. (3.35)
Dokaz: Neka je R= (A,B, {R}i∈I) dvo-modalitetni krisp relacijski sistem, λ0 ∈
E(A), ̺0 ∈ E(B) i (λ0, ̺0) rešenje sistema jednačina (3.1). Tada, za proizvoljno
i ∈ I imamo:
λ0 ◦Ri ◦̺0 = Ri ◦̺0 ◦̺0 = Ri ◦̺0,
λ0 ◦Ri ◦̺0 = λ0 ◦λ0 ◦Ri = λ0 ◦Ri,
dakle (λ0, ̺0) je rešenje sistema (3.35).
Obratno, neka je (λ0, ̺0) je rešenje sistema (3.35). Tada, za proizvoljno i ∈ I
imamo:
λ0 ◦Ri 6 λ0 ◦Ri ◦̺0 = λ0 ◦Ri∩Ri ◦̺0 ⊆ Ri ◦̺0,
Ri ◦̺0 6 λ0 ◦Ri ◦̺0 = λ0 ◦Ri∩Ri ◦̺0 ⊆ λ0 ◦Ri,
čime je dokazano da je (λ0, ̺0) je rešenje sistema 3.1. ⊓⊔
Sledeća teorema daje osnovnu karakterizaciju regularnih ekvivalencija na
dvo-modalitetnim mrežama.
Teorema 3.4.2. Neka je R = (A,B, {R}i∈I) dvo-modalitetni krisp relacijski sistem i
λ0 ∈ E(A) i ̺0 ∈ E(B). Tada je, (λ0, ̺0) rešenje sistema jednačina (3.1) ako i samo
















Dokaz: Neka je R = (A,B, {R}i∈I) dvo-modalitetni krisp relacijski sistem,
λ0 ∈ E(A), ̺0 ∈ E(B) i (λ0, ̺0) rešenje sistema jednačina (3.1). Tada, prema
prethodnoj teoremi, imamo da je (λ0, ̺0) rešenje sistema (3.35). Dakle važi:
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λ0 ◦Ri ◦̺0 ⊆ λ0 ◦Ri, i ∈ I (3.37)
λ0 ◦Ri ◦̺0 ⊆ Ri ◦̺0, i ∈ I
Na osnovu nejednakosti (3.37) dobija se:
λ0 ⊆ (Ri ◦̺b0)/ (Ri ◦̺
b
0), i ∈ I,b ∈ A.









= (Ri ◦̺b0) \ (Ri ◦̺
b
0), i ∈ I,b ∈ A.
Kao posledicu ovoga imamo,
λ0 ⊆
(










= (Ri◦̺b0) | (Ri◦̺
b
0), i∈ I,b∈A.
Na sličan način dokazujemo da važi ̺0 ⊆ (λa0 ◦Ri)|(λ
a
0 ◦Ri), za svako a ∈ A i
i ∈ I.
Obratno, neka važi (3.36). Neka je (a,b) ∈ λ0 ◦Ri ◦ ̺0, tada postoji c ∈ A
takvo da je (a,c) ∈ λ0 i (c,b) ∈ Ri ◦ ̺0, tj. (a,c) ∈ λ0 i c ∈ Ri ◦ ̺b0. Na osnovu
(3.36), iz (a,c) ∈ λ0 sledi da je (a,c) ∈ (Ri ◦̺b0) | (Ri ◦̺
b
0), za svako b ∈ B. Dakle,
a ∈ Ri ◦̺b0, tj. (a,b) ∈ Ri ◦̺0, što znači da je λ0 ◦Ri ◦̺0 ⊆ Ri ◦̺0, pa je zapravo
λ0 ◦Ri ◦̺0 = Ri ◦̺0, jer je λ0 relacija ekvivalencije.
Na sličan način se može pokazati da važi da je λ ◦Ri ◦ ̺0 ⊆ λ0 ◦Ri, tj.
λ◦Ri ◦̺0 = λ0 ◦Ri. Odavde, (λ0, ̺0) je na osnovu prethodne teoreme rešenje
sistema jednačina (3.1). ⊓⊔
Lema 3.1. Neka je R = (A,B, {R}i∈I) dvo-modalitetni krisp relacijski sistem, λ0 ∈
E(A), ̺0 ∈ E(B), (λ0, ̺0) rešenje sistema jednačina (3.1) i (µ,ν) je par ekvivalencija












(µa ◦Ri) | (µa ◦R)
))
, a ∈ A,b ∈ B.
(3.38)
Dokaz: Prema Teoremi 3.4.1. par (λ0, ̺0) je rešenje sistema jednačina (3.1)
ako i samo ako je rešenje sistema (3.35), tj. ako i samo ako zadovoljava
λ0 ◦Ri ◦̺0 ⊆ λ0 ◦Ri, i ∈ I
λ0 ◦Ri ◦̺0 ⊆ Ri ◦̺0, i ∈ I
Kako su λ0, ̺0,µ i ν relacije ekvivalencije za koje važiλ0 ⊆ µ i ̺0 ⊆ ν, zaključu-
jemo da važi µ◦λ0 = µ i ̺0 ◦ν = ν. Dakle, dobijamo sledeće:
λ0 ◦Ri ◦̺0 ◦ν ⊆ Ri ◦̺0 ◦ν, µ◦λ0 ◦Ri ◦̺0 ⊆ µ◦λ0 ◦Ri,
tj.
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λ0 ◦Ri ◦ν ⊆ Ri ◦ν, µ◦Ri ◦̺0 ⊆ µ◦Ri. (3.39)
Na sličan način kao u dokazu Teoreme 3.4.2., možemo dokazati da prva
nejednakost u (3.39) implicira λ0 ⊆ ∩i∈I(Ri ◦ νb) | (Ri ◦ νb), za svako b ∈ B, a
druga ̺0 ⊆ ∩i∈I
(
(µa ◦Ri) | (µa ◦Ri)
)
, za svako a ∈ A, čime je dokaz teoreme
kopletiran. ⊓⊔
Naredna teorema daje proceduru za izračunavanje najvećeg para ekviva-
lencija koji je rešenje sistema jednačina (3.1).
Teorema 3.4.3. Neka je R = (A,B, {R}i∈I) dvo-modalitetni krisp relacijski sistem i
λ0 ∈ E(A) i ̺0 ∈ E(B) relacije ekvivalencije na A i B respektivno.
Definišemo nizove {(λk, ̺k)}k∈N i {(µk,νk)}k∈N na sledeći način: Inicijalno, za
k = 1,


















pri čemu su a ∈ A i b ∈ B proizvoljni elementi.





























(Ri ◦ (νbk∩ (̺
b
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sve dok ne dobijemo da je (µk,νk) = (λk, ̺k). Tada važi:
(a)Nizovi {(λk, ̺k)}k∈N i {(µk,νk)}k∈N su opadajući;
(b)Za svako k ∈N, λk ⊆ µk i ̺k ⊆ νk;


















(d)Postoji n∈N takvo da važi (µn,νn)= (λn, ̺n) i (λn, ̺n) je najveći par ekvivalencija
koji je rešenje sistema jednačina (3.1) sadržan u (λ0, ̺0).
Dokaz: (a) Ovo sledi direktno iz definicije nizova.
Dokazujemo tvrd̄enje (b) indukcijom po k ∈N.
Za k = 1, tvrd̄enje očigledno važi.
Pretpostavimo da je λm ⊆ µm, za k = m, i dokažimo da važi λm+1 ⊆ µm+1.
Kako je {λk}k∈N opadajući niz, imamo da važi λm+1 ⊆ λm, odakle imamo
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da je λm+1 ⊆ λam |λ
a
m za proizvoljno a ∈ A. Prema indukcijskoj hipotezi važi
λm+1 ⊆ λm ⊆ µm, i odatle:
λm+1 ⊆ µm∩ (λam |λ
a
m) = µm+1,
što je i trebalo dokazati. Analogno se može dokazati da je ̺k ⊆ νk.
Dokazujemo tvrd̄enje pod (c) takod̄e indukcijom po k ∈N.
U slučaju k = 1 direktno iz definicije λ1 i činjenice da ∇B ima tačno jednu
klasu ekvivalencije, dobijamo da (3.44) važi.
Za k = 2, µ2 = µ1 ∩ (λa1 |λ
a
1) za neko a ∈ A. Kako ν1 = ∇B ima jednu klasu
ekvivalencije, označićemo je sa νb1. Prema definiciji ν2, zaključujemo da je ν2











(Ri ◦ (νa1∩ (̺
b
1)























, za svako d ∈ B. (3.45)








za svako c ∈A.
Na osnovu toga za k = 2 nejednakost (3.44) važi.










Uočimo relaciju ekvivalencije νm+1 = νm ∩ (̺bm |̺
b
m), za neko b ∈ A tako da
je νbm , ̺
b




m. Ovo znači da, izuzev klase ekvivalencije
νbm, sve klase ekvivalencija relacija ekvivalencije νm i νm+1 su jednake. Pored
ovoga, νm ima klasu ekvivalencije νbm, dok νm+1 umesto ν
b
m ima dve klase





c. Dakle, za proizvoljnu klasu ekvivalencije νdm+1,









c), na osnovu indukcijske
hipoteze imamo da važi:
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Dakle, za k=m+1 prva nejednakost u (3.44) je zadovoljena. Na sličan način se
može pokazati da i druga nejednakost u (3.44) važi, što je i trebalo dokazati.
(d) Na osnovu činjenice da su skupovi A i B konačni, postoji konačno
mnogo relacija na A i B, pa postoji k ∈N tako da važi (µk,νk) = (λk, ̺k). Dalje,
za takvo k, na osnovu tvrd̄enja pod (c) i Teoreme 3.4.2., zaključujemo da je
(λk, ̺k) par ekvivalencija koji je rešenje sistema jednačina (3.1). Da bi dokazali
da je (λk, ̺k) najveći par ekvivalencija koji je rešenje sistema jednačina (3.1)
sadržan u (λ0, ̺0), pokazaćemo da za proizvoljan par ekvivalencija (λ,̺) koji
je rešenje sistema jednačina (3.1) sadržan u (λ0, ̺0) važi sledeće:
(λ,̺) ⊆ (λk, ̺k) k ∈N.
Ovo ćemo takod̄e dokazati indukcijom. Najpre dokazujemo tvrd̄enje za
slučaj kada je k = 1. Kako je (λ,̺) par regularnih ekvivalencija i ∇A,∇B su
ekvivalencije takve da je λ ⊆ ∇A i ̺ ⊆ ∇B, pa su uslovi Leme 3.1 zadovoljeni


















Sada, kako važi da je (λ,̺) ⊆ (λ0, ̺0), dobijamo da je (λ,̺) ⊆ (λ1, ̺1).
Dalje, pretpostavimo da važi (λ,̺) ⊆ (λm, ̺m) i dokažimo da važi (λ,̺) ⊆
(λm+1, ̺m+1).
Na osnovu tvrd̄enja pod (b), (λm, ̺m) ⊆ (µm,νm). Jednostavno se dokazuje
i sledeće, λm ⊆ λam |λ
a




m, za svako a ∈A i b ∈ B. Kao posledica važi
da je λm ⊆ µm+1 i ̺m ⊆ νm+1.
Na osnovu indukcijske pretpostavke (λ,̺)⊆ (λm, ̺m) ⊆ (µm+1,νm+1) uslovi


















za svako a ∈ A, b ∈ B. Ovo direktno povlači da je (λ,̺) ⊆ (λm+1, ̺m+1), što je i
trebalo dokazati. ⊓⊔
U nastavku, na osnovu prethodne teoreme, za dvo-modalitetni krisp
relacijski sistem R = (A,B, {R}i∈I) i par ekvivalencija (λ0, ̺0), dajemo algo-
ritam za izračunavanje najvećeg para ekvivalencija koji je rešenje sistema
jednačina (3.1) sadržan u (λ0, ̺0).
Algoritam 3.4.4. (Konstrukcija najvećeg para regularnih ekvivalencija) Ulaz ovog
algoritma predstavlja dvo-modalitetni krisp relacijski sistemR= (A,B, {R}i∈I)
i ekvivalencije λ0 ∈ E(A) i ̺0 ∈ E(B), dok je izlaz ovog algoritma najveći para
ekvivalencija koji je rešenje sistema jednačina (3.1) sadržan u (λ0, ̺0).
Procedura se sastoji u formiranju dva niza parova ekvivalencija {(µk,νk)}k∈N
i {(λk, ̺k)}k∈N na sledeći način:
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(A1) U prvom koraku je (µ1,ν1)= (∇A,∇B), gde je (∇A,∇B) par univerzalnih
relacija na A i B, i računamo (λ1, ̺1) koristeći formulu (3.41), pri čemu su
a ∈ A i b ∈ B proizvoljni elementi;
(A2) Nakon k-tog koraka, pretpostavimo da su parovi ekvivalencija (µk,νk)
i (λk, ̺k) izračunati;
(A3) U sledećem koraku radimo sledeće: Ako postoji par (a,b) ∈ A× B,
takvih da je par klasa ekvivalencija (µak,ν
b





formulu (3.42) računamo par (µk+1,νk+1) i koristeći formulu (3.43) raču-
namo (λk+1, ̺k+1). Inače, ako takav par elemenata ne postoji, procedura
se završava i poslednji izračunati par (λk, ̺k) je najveći para ekvivalencija
koji je rešenje sistema jednačina (3.1) sadržan u (λ0, ̺0).
Analizirajmo vreme izvršenja algoritma. Najpre, pretpostavljamo da su
skupovi A, B i I konačni i da je njihov broj elemenata označen sa |A|,|B| i
|I|, respektivno. Incijalni par relacija ekvivalencije (µ1,ν1), je par (∇A,∇B),
tj. µ1, kao i ν1 imaju samo jednu klasu ekvivalencije, a u najgorem slučaju
poslednji par relacija ekvivalencije (µk,νk), za neko k ∈ N, je par (△A,△B).
Dakle, u najgorem slučaju, µk ima |A| klasa ekvivalencije i νk ima |B| klasa
ekvivalencije. Na osnovu toga i činjenice da u svakom koraku ovog algoritma
delimo najmanje jednu klasu ekvivalencije na dve klase, dobijamo da se ovaj
algoritam završava nakon najviše |A|+ |B| − 1 koraka.
Analizirajmo vreme izvršenja algoritma. U prvom koraku ovog algoritma
stavljamo (µ1,ν1) = (∇A,∇B) a vreme potrebno za izračunavanje para (λ1, ̺1),
jednako je
O(|I| · (|A|+ |B|) ·max(|A|, |B|)).
Nakon k-tog koraka, neka je izračunat par (λk, ̺k) i par (µk+1,νk+1). U nared-
nom koraku koristeći formulu (3.42) računamo par (µk+1,νk+1) i koristeći
formulu (3.43) računamo (λk+1, ̺k+1). Može se pokazati da je vreme potrebno
za izračunavanje svakog od ovih parova (λk+1, ̺k+1) jednako
O(|I| · (|A|+ |B|) ·max(|A|, |B|)).
Nakon izračunavanja relacija λk+1, ̺k+1,µk+1 i νk+1 upored̄ujemo vrednosti
ovih relacija i proveravamo da li su te vrednosti različite. Algoritam se za-
vršava nakon prvog koraka u kome vrednosti ostanu nepromenjene.
Kao posledicu ovoga i činjenice da se algoritam završava nakon |A|+ |B|−1
koraka, imamo da je ukupno vreme izvršenja algoritma jednako:
O(|I| ·m3)
pri čemu je m =max(|A|, |B|).
Sledeći primer ilustruje rad algoritma.
Example 3.1. Neka je R = (A,B, {R}i∈I) dvo-modalitetni krisp relacijski sistem,
pri čemu je A = {a1,a2, . . . ,a8}, B = {b1,b2, . . . ,b12}, I = {1} i relacija R1 data
sledećom matricom:




1 1 1 1 1 1 1 0 1 0 1 1
0 0 1 1 1 1 1 1 1 0 0 1
0 1 1 1 0 0 0 0 1 1 0 0
1 1 0 1 1 0 0 0 0 1 0 1
0 1 1 1 1 1 1 0 0 0 1 0
1 0 1 1 0 1 0 0 0 0 1 1
0 0 1 1 1 0 1 0 0 0 1 1
1 1 0 0 1 1 1 0 0 1 1 1






1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
0 0 0 0 0 1 1 1
0 0 0 0 0 1 1 1






1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1


Koristeći proceduru iz Teoreme 3.4.3. dobijamo:
(µ1,ν1) = (∇A,∇B) i (λ1, ̺1) = (λ0, ̺0)









1 , a samim tim biramo a1 ∈A i bilo koji








1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
0 0 0 0 0 1 1 1
0 0 0 0 0 1 1 1
0 0 0 0 0 1 1 1










1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 0 1 1 1 1 1





























1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
0 0 0 0 0 1 1 1
0 0 0 0 0 1 1 1
























1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 0 1 1 1


U nastavku, s obzirom na činjenicu da je (µ2,ν2), (λ2, ̺2) biramo elemente

















1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
1 1 1 1 1 0 0 0
0 0 0 0 0 1 1 1
0 0 0 0 0 1 1 1










1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 0 1 1 1




























1 1 1 0 0 0 0 0
1 1 1 0 0 0 0 0
1 1 1 0 0 0 0 0
0 0 0 1 1 0 0 0
0 0 0 1 1 0 0 0
0 0 0 0 0 1 1 1
0 0 0 0 0 1 1 1

















(λa12 ◦R1) | (λ
a1
2 ◦R1)




1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 0 1 1 1










1 1 1 0 0 0 0 0
1 1 1 0 0 0 0 0
1 1 1 0 0 0 0 0
0 0 0 1 1 0 0 0
0 0 0 1 1 0 0 0
0 0 0 0 0 1 1 1
0 0 0 0 0 1 1 1










1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 0 1 1 1





























1 1 1 0 0 0 0 0
1 1 1 0 0 0 0 0
1 1 1 0 0 0 0 0
0 0 0 1 1 0 0 0
0 0 0 1 1 0 0 0
0 0 0 0 0 1 1 1
0 0 0 0 0 1 1 1
























1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 0 1 1 1


U poslednjem koraku dobijamo da je (µ4,ν4) = (λ4, ̺4) pa je shodno tome
par ekvivalencija (λ4, ̺4) par najvećih regularnih ekvivalencija sadržanih u
(λ0, ̺0).
3.5. Pristupi izučavanju dvo-modalitetnih mreža
U ovoj sekciji prikazaćemo glavne pristupe izučavanju dvo-modalitetnih
mreža i uporediti ih sa pristupom koji se koristi u ovoj disertaciji.
U literaturi koja se bavi socijalnim mrežama može se sresti nekoliko pris-
tupa izučavanju dvo-modalitetnih mreža:
(a) zasebna analiza oba modaliteta i upored̄ivanje rezultata;
(b) svod̄enje dvo-modalitetne mreže na jedno-modalitetne mreže;
(c) pravi dvo-modalitetni pristup.
Treba reći da je u mnogim istraživanjima prvi pristup korišćen samo kao
prvi korak u opsežnijoj analizi koja je uključivala i neki od preostala dva
pristupa, pa stoga i ne predstavlja pravu alternativu za te pristupe. Jasno je
da takva zasebna analiza ostavlja po strani mnoge bitne aspekte dvo-moda-
litetnih mreža i da može da dovede do gubitka važnih informacija, ali u
3.5. Pristupi izučavanju dvo-modalitetnih mreža 107
nekim slučajevima može biti veoma korisna u izboru načina na koji će se
vršiti dalja analiza.
Pristup (b), svod̄enje dvo-modalitetne mreže na jedno-modalitetne, ko-
rišćen je uglavnom u situacijama kada je pažnja istraživača usmerena na je-
dan od modaliteta, i u analizi tog modaliteta se koriste veze sa drugim moda-
litetom. Naime, ako je data dvo-modalitetna mrežaT = (A,B,R), pri čemu je
R = {Ri}i∈I familija fazi relacija izmed̄u A i B, i
R′ = {Ri ◦R−1i }i∈I ⊆ L
A×A i R′′ = {R−1i ◦Ri}i∈I ⊆ L
B×B,
onda se za jedno-modalitetnu mrežu O′ = (A,R′) kaže da je prva projek-
cija, a za jedno-modalitetnu mrežu O′′ = (B,R′′) da je druga projekcija dvo-
modalitetne mrežeT . Slika 3.6 prikazuje konstrukciju projekcija na primeru
dvo-modalitetne jedno-relacijske krisp mreže.
A B C D E F

























Slika 3.6 Projekcije dvo-modalitetne mreže.
U literaturi posvećenoj socijalnim mrežama takod̄e se sreću i težinske pro-
jekcije koje predstavljaju jedno-modalitetne mreže kod kojih su vezama pri-
družene celobrojne težine. U tom slučaju, celobrojna težina koja se pridružuje
vezi izmed̄u dva entiteta iz istog modaliteta predstavlja broj entiteta iz suprot-
nog modaliteta preko kojih su ta dva entiteta povezana. Takav slučaj prikazan
je na Slici 3.7.
Drugi način svod̄enja dvo-modalitetnog slučaja na jedno-modalitetan koji
se sreće u literaturi je predstavljanje dvo-modalitetne mrežeT = (A,B,R), gde
je R = {Ri}i∈I familija fazi relacija izmed̄u A i B, jedno-modalitetnom mrežom
O′ = (A∪B,R′) saR′ = {R′i }i∈I, pri čemu za svako i ∈ I stavljamo da je R
′
i relacija
na A∪B zadata blok matricom
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gde R−1i označava transponovanu matricu od Ri a 0m×m i 0n×n su nula-matrice
datih dimenzija (m= |A|, n= |B|). Takav način svod̄enja može se sresti, na pri-
mer, u radu [82].
Metod projekcije takod̄e ima nekoliko ozbiljnih nedostataka. I on najčešće
dovodi do gubitka nekih bitnih informacija pa se originalna dvo-modalitetna
mreža samo u izuzetnim slučajevima može rekonstruisati iz svojih projekcija.
Takvi slučajevi su razmatrani, na primer, u radu [46]. Jedan konkretan slučaj
u kome dolazi do gubitka izvesnih informacija biće prikazan kasnije u ovom
odeljku.
Sa druge strane, broj veza u projekcijama može enormno porasti u odnosu
na broj veza u originalnoj dvo-modalitetnoj mreži. Neki slučajevi u kojima
se to dešava razmatrani su u radu [77]. U tom radu su analizirani podaci koji
se tiču četiri konkretne dvo-modalitetne mreže:
– mreža glumci-filmovi, dobijena 2005. godine iz baze IMDB (Internet Movie
Data Base), sa 127.823 glumaca, 383.640 filmova i 1.470.418 veza;
– autorska mreža, dobijena iz baze preprinta arXiv, sa 19.885 radova, 16.400
autora i 45.904 veza;
– mreža pojavljivanja, koja je dobijena iz jedne vezije Biblije i sadrži 9.264 reči,
13.587 rečenica u kojima se te reči pojavljuju i 183.363 veza;
– peer-to-peer mreža, koja je dobijena registrovanjem svih razmena koje je ve-
liki server procesuirao u toku 48 sati i gde prva komponenta (peers) sadrži
1.986.588 članova, druga komponenta (data) sadrži 5.380.546 članova i
izmed̄u njih je 55.829.392 veza.
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Odnos broja veza u ovim dvo-modalitetnim mrežama i njihovim projekci-
jama, izračunat u [77], prikazan je u sledećoj tabeli:
glumci-filmovi autorska pojavljivanja peer-to-peer
originalna mreža 1.470.418 45.904 183.363 55.829.392
prva projekcija 15.038.083 29.552 392.066 10.142.780.673
druga projekcija 20.490.112 134.492 51.405.275 1.085.217.140
Kao što se iz tabele vidi, broj veza u projekcijama može biti drastično veći
od broja veza u originalnoj dvo-modalitetnoj mreži. To je posebno izraženo
u slučaju mreže pojavljivanja, gde je ukupan broj veza u projekcijama skoro
300 puta veći od broja veza u originalnoj mreži, kao i u slučaju peer-to-peer
mreže, gde je taj broj više od 200 puta veći. Jasno je da takvo enormno pove-
ćanje broja veza ne samo zahteva ogroman memorijski prostor za skladištenje
osnovnih podataka o mreži (u slučaju peer-to-peer mreže neophodan memo-
rijski prostor narasta od manje od 500MB na više of 80GB [77]) već i drastično
uvećava vreme potrebno za realizaciju algoritama koji se koriste u analizi
dvo-modalitetnih mreža, kao što su, na primer, algoritmi za izračunavanje
najvećih regularnih ekvivalencija i kvazi-ured̄enja.
Što se tiče svod̄enja dvo-modalitetne mreže na jedno-modalitetnu mrežu
sa relacijama (matricama) zadatim sa (3.47), u teoremi koju ćemo dokazati
kasnije u ovom odeljku videćemo da, bar što se pozicione analize, prilikom
takvog svod̄enja ne dolazi do gubitka informacija. Med̄utim, ovaj metod
takod̄e ima svojih nedostatka koji se ogledaju u povećanju dimenzije matrica.
To ne samo da zahteva veći memorijski prostor za skladištenje podataka, već
može imati i jak negativni efekat na brzinu izračunavanja.
Konačno, treći pristup izučavanju dvo-modalitetnih mreža je pravi dvo-
modalitetni pristup, koji podrazumeva simultano razmatranje oba modaliteta.
Očigledna prednost ovog pristupa je to što se kod njega sigurno koriste sve
raspoložive informacije o oba modaliteta, pa ne dolazi do gubitka infor-
macija. Više informacija o pravom dvo-modalitetnom pristupu analizi dvo-
modalitetnih mreža, uključujući i pozicionu analizu i blok-modeliranje, može
se naći u radu [9].
Pristup dvo-modalitetnim mrežama korišćen u ovoj disertaciji takod̄e
predstavlja pravi dvo-modalitetni pristup. U daljem tekstu daćemo nekoliko
rezultata i primera koji prikazuju odnos našeg pristupa i pristupa svod̄enjem
na jedno-modalitetne mreže.
Primer 3.5.1. Neka je data dvo-modalitetna mreža T = (A,B,R), gde je |A| =
12, |B| = 13 i R = {R1,R2}, pri čemu su relacije R1 i R2 zadate matricama




0 1 1 1 0 0 0 0 0 0 1 1 0
0 1 1 0 1 0 1 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0 1 0 1
0 1 0 0 0 0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 1 0 0 0 0 0 0 0 0






0 1 1 0 0 0 0 0 0 0 1 1 0
0 1 1 0 1 1 1 0 0 0 1 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 0 0 0 0 1 1 0
0 1 1 0 0 0 0 0 0 0 1 0 1
0 1 1 0 0 0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 1 0 0 0 0 0 0 0 0




Primenom algoritma za izračunavanje najvećeg para regularnih ekvivalen-
cija na dvo-modalitetnoj mreži dobijamo da se najveći par (λ,̺) regularnih




1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 1 1 0 0 0 0 0 0 0
0 0 1 1 1 0 0 0 0 0 0 0
0 0 1 1 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0






1 0 0 0 0 0 0 0 1 1 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0 1 1 0 0 0
1 0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0




Sa druge strane, ako formiramo projekcije O′ = (A,R′) i O′′ = (A,R′′), gde
je R′ = {R1 ◦R−11 ,R2 ◦R
−1
2 } i R
′′ = {R−11 ◦R1,R
−1
2 ◦R2}, i izračunamo najveće
regularne ekvivalencije µ′ i µ′′ na njima, dobićemo da su µ′ i µ′′ relacije
zadate sledećim matricama:




1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0 1 0
0 0 1 1 1 0 0 0 0 0 0 0
0 0 1 1 1 0 0 0 0 0 0 0
0 0 1 1 1 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0 1 0
0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 1 0 0 0 1 0 0 0 0 1 0






1 0 0 0 0 0 0 0 1 1 0 0 0
0 1 1 1 1 1 1 0 0 0 1 1 1
0 1 1 1 1 1 1 0 0 0 1 1 1
0 1 1 1 1 1 1 0 0 0 1 1 1
0 1 1 1 1 1 1 0 0 0 1 1 1
0 1 1 1 1 1 1 0 0 0 1 1 1
0 1 1 1 1 1 1 0 0 0 1 1 1
0 0 0 0 0 0 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0 1 1 0 0 0
1 0 0 0 0 0 0 0 1 1 0 0 0
0 1 1 1 1 1 1 0 0 0 1 1 1
0 1 1 1 1 1 1 0 0 0 1 1 1




Jasno je da je λ < µ′ i ̺ < µ′′, što znači da (µ′,µ′′) ne može biti par regularnih
ekvivalencija na dvo-modalitetnoj mreži T , jer bi u suprotnom moralo biti
(µ′,µ′′) 6 (λ,̺). Prema tome, u opštem slučaju se par regularnih ekvivalen-
cija na dvo-modalitetnoj mreži ne može dobiti formiranjem njenih projek-
cija i izračunavanjem najvećih regularnih ekvivalencija na njima. Doduše, u
nekim slučajevima je to moguće, na primer u slučaju dvo-modalitetne mreže
razmatrane u Primeru 3.3.11.
Sada dokazujemo sledeću teoremu:
Teorema 3.5.2. Neka je data dvo-modalitetna fazi mrežaT = (A,B,R), gde je |A|=
m, |B| = n i R = {Ri}i∈I, i neka je O′ = (A∪B,R′) jedno-modalitetna fazi mreža sa







 , i ∈ I, (3.48)
gde je R−1i transponovana matrica od Ri a 0m×m i 0n×n su nula-matrice.









gde su λ′ i ̺′ matrice tipa m×m i n×n, a U i V matrice tipa m×n i n×m, tada je
(λ′, ̺′) najveći par regularnih ekvivalencija na dvo-modalitetnoj mreži T .
Dokaz: Označimo sa (λ,̺) najveći par regularnih ekvivalencija na dvo-
modalitetnoj mreži T .












































Odavde sleedi da je λ′ ◦Ri = Ri ◦̺′ i ̺′ ◦R−1i = R
−1
i ◦λ
′, odnosno (λ′)−1 ◦Ri =
Ri◦(̺′)−1, što znači da je (λ′, ̺′) par regularnih fazi ekvivalencija naT . Prema
tome, imamo da je (λ′, ̺′) 6 (λ,̺).
Sa druge strane, za proizvoljno i ∈ I imamo da je λ◦Ri = Ri ◦̺ i λ−1 ◦Ri =
Ri ◦̺−1, odnosno R−1i ◦λ = ̺◦R
−1


























































Na taj način smo dobili da je (λ,̺) 6 (λ′, ̺′), i konačno, zaključujemo da je
(λ,̺) = (λ′, ̺′). Ovim je dokaz teoreme kompletiran. ⊓⊔
Prema prethodnoj teoremi, najveći par regularnih fazi ekvivalencija na dvo-
modalitetnoj mreži T može se dobiti iz najveće regularne fazi ekvivalencije
na odgovarajućoj jedno-modalitetnoj mreži O. Med̄utim, jasno je da od toga
nema nikakve praktične koristi, jer zbog povećanja dimenzija matrica izraču-
navanje najveće regularne fazi ekvivalencije na O je memorijski i vremenski
znatno zahtevnije od izračunavanja najvećeg para regularnih fazi ekvivalen-
cija na T algoritmima koje smo ovde uveli.
Glava 4
Više-modalitetni fazi relacijski sistemi i
više-modalitetne fazi mreže
Prethodne dve glave ove disertacije bavile su se jedno-modalitetnim i dvo-
modalitetnim fazi relacijskim sistemima i fazi mrežama. Med̄utim, u realnim
situacijama često se sreću i mnogo kompleksnije mreže koje se sastoje od više
skupova entiteta i veza unutar ili izmed̄u nekih od njih. Zadatak ovog odeljka
je da se formira opšti matematički model i obezbede orud̄a za rad sa takvim
kompleksnim mrežama.
U Odeljku 4.1. dajemo definiciju koncepata više-modalitetnog fazi relacij-
skog sistema i više-modalitetne fazi mreže, koji predstavljaju svojevrsnu sin-
tezu većeg broja dvo-modalitetnih i jedno-modalitetnih fazi relacijskih siste-
ma i mreža, i prikazujemo karakteristične primere više-modalitetnih mreža.
Potom se u Odeljku 4.2. bavimo odgovarajućim sistemima fazi relacijskih jed-
načina i nejednačina i postupcima za izračunavanje njihovih najvećih rešenja.
Metodologija koja se ovde primenjuje slična je metodologiji koja je primenji-
vana u izračunavanju najvećih rešenja jedno-modalitetnih i dvo-modalitetnih
fazi relacijskih sistema, ali je neuporedivo komplikovanija. Za razliku od dvo-
modalitetnih sistema fazi relacijskih nejednačina, kod kojih se, kao što smo
videli, pri izračunavanju najvećeg rešenja može izbeći iteracija, kod više-
modalitetnih sistema fazi relacijskih nejednačina se ona može izbeći samo
u nekim izuzetnim sličajevima, koji su ovde opisani. U narednim odeljcima
razmatrane su neke instance opštih više-modalitetnih sistema, postupci za
izračunavanje najvećih krisp rešenja više-modalitetnih sistema, količnički
više-modalitetni fazi relacijski sistemi i njihove primene i objašnjeni su razni
pristupi izučavanju više-modalitetnih mreža koji se sreću u literaturi.
4.1. Osnovne definicije i primeri
Neka je n ∈N, A1, . . . ,An je kolekcija nepraznih skupova, J ⊆ [1,n]× [1,n] je
neprazan skup i {I j,k}( j,k)∈J je takod̄e kolekcija nepraznih skupova. Zahteva-
ćemo da važi sledeći uslov:
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za svako j ∈ [1,n] postoji k ∈ [1,n] tako da važi ( j,k) ∈ J ili (k, j) ∈ J. (4.1)
Značenje ovog uslova biće objašnjeno nešto kasnije.
Za proizvoljan par ( j,k) ∈ J neka je {R j,ki }i∈I j,k familija nepraznih fazi relacija
izmed̄u A j i Ak i neka je
R = {R j,ki | ( j,k) ∈ J, i ∈ I j,k}.
SistemM = (A1, . . . ,An,R) nazivaćemo više-modalitetni fazi relacijski sistem, ili
preciznije, n-modalitetni fazi relacijski sistem. Skupove A1, . . . ,An nazivaćemo
komponentama ili modalitetima sistemaM. Ukoliko svi članovi familije R jesu
krisp relacije, onda ćemo za sistem M = (A1, . . . ,An,R) govoriti da je više-
modalitetni krisp relacijski sistem.
Primetimo da su gore navedene familije fazi relacija definisane za neke
parove komponenti, ali ne obavezno za sve. Preciznije, te familije su defini-
sane za one i samo one parove komponenti koje odgovaraju parovima iz J.
Upravo to je razlog zbog čega smo nametnuli uslov (4.1). Naime, ukoliko za
neko j ∈ [1,n] ne bi postojalo k ∈ [1,n] tako da je ( j,k) ∈ J ili (k, j) ∈ J, odnosno,
ako bi za svako k ∈ [1,n] imali da ( j,k) < J i (k, j) < J, to bi značilo da je kompo-
nenta A j izolovana, da nije povezana ni sa jednom drugom komponentom
sistemaM. To očigledno nema smisla, jer takva komponenta ne igra nikakvu
ulogu u sistemu i suvišna je. Jasno, uslov (4.1) onemogućava da takve kom-
ponente postoje.
Više-modalitetni fazi relacijski sistemi mogu imati razne interpretacije, a
mi ćemo ovde razmatrati interpretaciju kao fazi socijalnih mreža, i u tom
slučaju ćemo sistemMzvati više-modalitetna fazi mreža, odnosno, n-modalitetna
fazi mreža. U slučaju kadaM interpretiramo kao više-modalitetnu fazi mrežu,
podrazumevaćemo da su svi skupovi A1,A2, . . . ,An konačni.
Uočimo da više-modalitetna fazi mrežaMpredstavlja kompleksan sistem
koji se sastoji iz jedno-modalitetnih fazi mreža
O j = (A j, {R
j, j
i }i∈I j, j),
za one j ∈ [1,n] za koje je ( j, j) ∈ J, i dvo-modalitetnih fazi mreža
T j,k = (A j,Ak, {R
j,k
i }i∈I j,k ),
za one ( j,k) ∈ J za koje je j , k. Prema tome, za n = 1 ova definicija se svodi
na definiciju jedno-modalitetne fazi mreže, dok se za n = 2 i J = {(1,2)} svodi
na definiciju dvo-modalitetne fazi mreže.
Jedno-modalitetne i dvo-modalitetne mreže izučavane su u brojnim rado-
vima ne samo u okviru analize socijalnih mreža, već i u nekim drugim
srodnim oblastima u okviru informacionih nauka, fizike, biologije itd.
Za razliku od njih, više-modalitetne mreže su izučavane znatno manje,
verovatno zbog toga što je rad sa njima znatno složeniji. Ipak, poslednjih go-
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dina pažnja istraživača se sve više usmerava ka više-modalitetnim mrežama,
pa je u skorije vreme publikovan veći broj radova koji se bave upravo takvim
mrežama (videti, na primer, [15, 78, 79, 83, 106, 111, 113, 117, 118, 125]). Treba
napomenuti da se u pojedinim izvorima više-modalitetne mreže (multi-mode
networks) mogu sresti i pod nazivom višenivoovske mreže (multilevel networks).
Primer 4.1.1. (Primeri više-modalitetnih mreža) Daćemo nekoliko konkret-
nih primera više-modalitetnih mreža.
(a) Mreža jednostavne organizacije (kompanije) [113]: To je više-modali-
tetna mreža predstavljena dijagramom koji je prikazan na Slici 4.1. Kao što se
sa slike vidi, ta mreža je sinteza 4 jedno-modalitetne (više-relacijske) mreže





































Slika 4.1 Dijagram koji predstavlja više-modalitetnu mrežu jednostavne organizacije.
nimo definiciju više-modalitetne mreže i sistem oznaka koji u njoj koristimo.
Uvedimo sledeće oznake:
A1 – skup ljudi; A3 – skup resursa;
A2 – skup zadataka; A4 – skup veština;
R1,11 ∈ 2
A1×A1 – relacija rukovodilacOd; R1,21 ∈ 2
A1×A2 – relacija obavlja (zadatak);
R1,12 ∈ 2
A1×A1 – relacija rprijateljSa; R1,31 ∈ 2
A1×A3 – relacija poseduje (resurs);
R2,21 ∈ 2
A2×A2 – relacija podzadatakOd; R1,41 ∈ 2
A1×A4 – relacija poseduje (veštinu);
R3,31 ∈ 2
A3×A3 – relacija dopunaZa; R2,31 ∈ 2
A2×A3 – relacija zahteva (resurs);
R3,32 ∈ 2
A3×A3 – relacija zamenaZa; R2,41 ∈ 2
A2×A4 – relacija zahteva (veštinu);
R4,41 ∈ 2
A4×A4 – relacija pridruženaSa; R3,41 ∈ 2
A3×A4 – relacija zahteva (veštinu).
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Tada ovu mrežu predstavljamo saM = (A1,A2,A3,A4,R), gde je























Jasno je da je
J = {(1,1), (2,2), (3,3), (4,4), (1,2), (1,3), (1,4),(2,3), (2,4), (3,4)}, (4.2)
I1,1 = I3,3 = {1,2}, I j,k = {1}, za ( j,k) ∈ J \ {(1,1), (3,3)}. (4.3)
(b) Mreža akademskih publikacija [111]: To je više-modalitetna mreža
predstavljena dijagramom koji je prikazan na Slici 4.2. Ona se sastoji od 2 jed-




















Slika 4.2 Dijagram koji predstavlja više-modalitetnu mrežu akademskih publikacija.
Treba reći da su razni tipovi socijalnih mreža vezani za naučne publikacije
i njihove autore izučavani u brojnim radovima. Razlog za prilično veliko inte-
resovanje istraživača za ovakve mreže je verovatno postojanje velikog broja
baza sa podacima koji se tiču naučnih publikacija, što istraživačima značajno
olakšava dolazak do podataka koje bi analizirali.
Najintenzivnije su izučavane takozvane kolaboracione mreže (collaboration
networks) ili koautorske mreže (coautorship networks). One su izučavane kao jed-
no-modalitetne mreže istraživača (autora) povezanih koautorstvom pri pub-
likovanju naučnih publikacija, ali se mogu posmatrati i kao projekcije dvo-
modalitetnih mreža "istraživači-radovi" na komponente "istraživači". Pot-
4.1. Osnovne definicije i primeri 117
sećamo da je o projekcijama bilo reči u prethodnoj glavi. Više informacija o
ovim mrežama može se naći u [35, 85, 89] i drugim izvorima.
Drugi intenzivno proučavani tip mreža vezanih za naučne publikacije su
mreže citiranja (citation networks), koje su takod̄e razmatrane kao jedno-moda-
litetne mreže istraživača koji su drugim istraživačima vezani citiranjem nji-
hovih publikacija. Mreže citiranja i koautorske mreže su izučavane uglav-
nom odvojeno jedne od drugih i tek nedavno su počele da se javljaju ideje o
integrisanom pristupu koji će istovremeno uzeti u obzir obe ove mreže i neke
druge aspekte naučnog publikovanja. Više-modalitetni pristup koji ovde pod-
stičemo savršeno se uklapa u te trendove.
Slika 4.3 Mreža istraživanja raka u Francuskoj
(c) Mreža istraživanja raka u Francuskoj [78, 79, 117, 118, 125]: Radi se
o više-modalitetnoj mreži koja je izučavana u većem broju radova novijeg
datuma. Osnovna ideja koja leži iza ove mreže je razmatranje veza izmed̄u
istraživača i laboratorija u Francuskoj koji se bave istraživanjem raka na dva
nivoa. Prvi je inter-organizacioni nivo, gde se razmatraju veze izmed̄u 82
Francuske laboratorije u pomenutoj oblasti, a drugi je inter-individualni,
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gde se razmatraju veze izmed̄u 126 Francuskih istraživača u toj oblasti. Na taj
način su formirane dve jedno-modalitetne mreže koje su prikazane na Slici 4.3
(A) i (B). Osim toga, istraživači i laboratorije su povezani pripadnošću istra-
živača laboratorijama, što čini prostu dvo-modalitetnu mrežu prikazanu na
Slici 4.3 (AB). Konačno, sve ove mreže zajedno formiraju više-modalitetnu
mrežu prikazanu na Slici 4.3 (N).
Drugačija vizualizacija ove više-modalitetne mreže data je na Slici 4.4. Na
slici su laboratorije prikazane zelenim kružićima (dole levo), a istraživači žu-
tim kružićima (gore desno).
Slika 4.4 Drugačija vizualizacija mreže istraživanja raka u Francuskoj
(d) Mreža/graf pećinskog čoveka [115, 116, 117]: Graf pećinskog čoveka
(caveman graph) nastaje modifikacijom kolekcije izolovanih klika ("pećina") na
taj način što se iz svake klike ukloni po jedna grana, koja se potom iskoristi
da tu kliku poveže sa susednom klikom tako da se na kraju dobije (retko)
povezan graf. Takvi grafovi uvedeni su u [115] da bi se upotrebljavali u izuča-
vanju poznatog "fenomena malog sveta" ("small world phenomenon").
Mreža pećinskog čoveka prikazana na Slici 4.5 (N) nastala je povezivanjem
klika iz (A) i (B) na nešto drugačiji način, pomoću dvo-modalitetne mreže
iz (AB). Ta mreža je očigledno istog tipa kao mreža iz dela (c), samo izgleda
znatno jednostavnije, što je i razlog zbog čega je ovde navodimo. Med̄utim,
bez obzira što mreže iz (A), (B) i (AB) imaju prilično jednostavne strukture,
rezultujuća više-modalitetna mreža iz (N) ne izgleda baš tako jednostavno.
(d) Genetska regulatorna (interakciona) mreža je samo jedna od brojnih
vrsta mreža koje se u biologiji koriste da bi se lakše razumeli složeni biološki
procesi. Mreža prikazana na Slici 4.6, uzeta iz rada [112], prikazuje složene
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Slika 4.5 Mreža "pećinskog čoveka"
interakcije izmed̄u gena. Geni (njih 204) su predstavljeni kao čvorovi, pri
čemu su različitim bojama prikazani različiti tipovi gena (odnosno njihove
različite funkcije), a interakcije izmed̄u gena (njih 291) su predstavljene kao
grane grafa. Iz legende se vidi da se razlikuje 9 tipova (funkcija) gena, što
prikazanu mrežu čini više-modalitetnom, sa 9 modaliteta.
Neka suM= (A1,A2, . . . ,An,R) iN = (B1,B2, . . . ,Bn,S) više-modalitetni fazi
relacijski sistemi istog tipa (indeksirani istim skupom J i familijom skupova
{I j,k}( j,k)∈J), odnosno
R = {R j,ki | ( j,k) ∈ J, i ∈ I j,k} i S = {S
j,k
i | ( j,k) ∈ J, i ∈ I j,k}.
Ako za svaki j ∈ [1,n] postoji bijektivna funkcija φ j : A j→ B j takva da je
R j,ki (a j,ak) = S
j,k
i (φ j(a j),φk(ak)),
za sve a j ∈ A j, ak ∈ Ak i i ∈ I j,k, onda zaM i N kažemo da su izomorfni više-
modalitetni fazi relacijski sistemi, pri čemu za n-torku (φ1,φ2, . . . ,φn) kažemo
da je izomorfizam izmed̄uM iN .
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Slika 4.6 Genetska regulatorna (interakciona) mreža
4.2. Više-modalitetni sistemi fazi relacijskih jednačina i
nejednačina
U ovom odeljku bavićemo se sistemima fazi relacijskih jednačina i nejedna-
čina odred̄enim više-modalitetnim fazi relacijskim sistemima (odnosno više-
modalitetnim fazi mrežama). Takve sisteme fazi relacijskih jednačina i nejed-
načina nazivaćemo više-modalitetnim sistemima.
Neka je dat više-modalitetni fazi relacijski sistemM= (A1, . . . ,An,R), gde je
R = {R j,ki | ( j,k) ∈ J, i ∈ I j,k}.
















i ◦αk, ( j,k) ∈ J, i ∈ I j,k, (4.6)
gde su α1, . . . ,αn promenljive takve da α j uzima vrednosti u L
A j×A j , za svako
j ∈ [1,n]. Jasno je da je sistem jednačina (4.4) ekvivalentan konjunkciji sis-
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tema nejednačina (4.5) i (4.6). Rešenja ovih sistema su n-torke fazi relacija
iz LA1×A1 × · · · ×LAn×An , koje su u kompletnoj mreži (LA1×A1 × · · · ×LAn×An ,6)
ured̄ene pokoordinatno, sa
(̺1, ̺2, . . . , ̺n) 6 (θ1,θ2, . . . ,θn) ⇔ ̺ j 6 θ j, za svako j ∈ [1,n].
Ako je (̺1, ̺2, . . . , ̺n)6 (θ1,θ2, . . . ,θn), onda kažemo i da je n-torka (̺1, ̺2, . . . , ̺n)
sadržana u n-torci (θ1,θ2, . . . ,θn). Na ovaj način ured̄ujemo i rešenja sistema
(4.4), (4.5) i (4.6), kao i ostalih sistema fazi relacijskih jednačina i nejednačina
koji će biti razmatrani u nastavku.
U slučaju kada je sistemN interpretiran kao više-modalitetna fazi mreža,






za sve ( j,k) ∈ J i i ∈ I j,k, kažemo da je n-torka regularnih fazi relacija u odnosu na
sistem N , za n-torku koja je rešenje sistema (4.5) kažemo da je n-torka desno
regularnih fazi relacija u odnosu naN , a za n-torku koja je rešenje sistema (4.6)
kažemo da je n-torka levo regularnih fazi relacija u odnosu na sistemN . Ukoliko
sve fazi relacije iz te n-torke jesu fazi kvazi-ured̄enja, odnosno fazi ekviva-
lencije, onda govorimo o n-torci regularnih (desno regularnih, levo regularnih)
fazi kvazi-ured̄enja, odnosno regularnih (desno regularnih, levo regularnih) fazi
ekvivalencija.
Jasno je da je (̺1, . . . , ̺n) n-torka regularnih fazi relacija u odnosu na M
ako i samo ako je ̺ j regularna fazi relacija na jedno-modalitetnoj mreži O j,
za svako j ∈ [1,n] za koje važi ( j, j) ∈ J, i (̺ j, ̺k) je par regularnih fazi relacija
na dvo-modalitetnoj fazi mrežiM j,k za svako ( j,k) ∈ J za koje je j , k.
U radu sa sistemima (4.4), (4.5) i (4.6) važnu ulogu će imati skupovi koj
definišemo u nastavku. Prvo, za svako j ∈ [1,n] definišemo skupove
Λ j = {k ∈ [1,n] | ( j,k) ∈ J}, (4.7)
P j = {k ∈ [1,n] | (k, j) ∈ J}. (4.8)













i ◦αk) pojavljuje u sistemu (4.4)














pojavljuje u sistemu (4.4) (odnosno sistemu (4.5), (4.6)).
Takod̄e definišemo i skupove
Λ = { j ∈ [1,n] | (∃k ∈ [1,n]) ( j,k) ∈ J} = { j ∈ [1,n] |Λ j , ∅}, (4.9)
P = { j ∈ [1,n] | (∃k ∈ [1,n]) (k, j) ∈ J} = { j ∈ [1,n] |P j , ∅}. (4.10)
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Jasno,Λ je skup svih j ∈ [1,n] za koje se napoznataα j pojavljuje na levoj strani
neke od jednačina u sistemu (4.4), odnosno nejednačine u sistemu (4.5) ili
(4.6)), a P je skup svih j ∈ [1,n] za koje se napoznata α j pojavljuje na desnoj
strani neke od jednačina u sistemu (4.4), odnosno nejednačine u sistemu (4.5)
ili (4.6)).
Teorema 4.2.1. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×· · ·×LA2×A2×LAn×An proizvoljna
n-torka fazi relacija.
Skupovi svih rešenja sistema (4.4), (4.5) i (4.6) čine kompletne mreže, pa stoga pos-
toje najveća rešenja tih sistema sadržana u (̺01, ̺
0
2, . . . , ̺
0
n).
Ako su ̺01, ̺
0
2, . . . , ̺
0
n fazi kvazi-ured̄enja, tada sve komponente tih najvećih rešenja
takod̄e jesu fazi kvazi-ured̄enja.
Dokaz. Dokazaćemo tvrd̄enje koje se odnosi na sistem (4.4). Tvrd̄enja koja se
odnose na sisteme (4.5) i (4.6) dokazuju se na potpuno isti način.
Neka je {(θt1,θ
t
2, . . . ,θ
t
n)}t∈T proizvoljna neprazna familija rešenja sistema
(4.4) sadržanih u (̺01, ̺
0
2, . . . , ̺
0
n), i neka je





2, . . . ,θ
t
n)




θtj, za svako j ∈ [1,n].





























= R j,ki ◦θk,
što znači da je n-torka (θ1,θ2, . . . ,θn) takod̄e rešenje sistema (4.4). Prema tome,
skup rešenja sistema (4.4) je zatvoren za proizvoljne supremume, i očigledno
sadrži najmanji element kompletne mreže (LA1×A1 ×LA2×A2 × · · ·×LAn×An ,6),
n-torku koja se sastoji od praznih relacija, i stoga zaključujemo da je taj skup
i sam kompletna mreža, kao i da postoji najveće rešenje (̺1, ̺2, . . . , ̺n) sistema
(4.4) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
Neka su ̺01, ̺
0
2, . . . , ̺
0
n fazi kvazi-ured̄enja. Zbog refleksivnosti tih fazi rela-
cija imamo da je ∆ j 6 ̺ j, za svako j ∈ [1,n], gde je sa ∆ j označena iden-
tička relacija na A j, pa je (∆1,∆2, . . . ,∆n) rešenje sistema (4.4) sadržano u
(̺01, ̺
0
2, . . . , ̺
0
n). Kako je (̺1, ̺2, . . . , ̺n) najveće takvo rešenje, to je (∆1,∆2, . . . ,∆n)6
(̺1, ̺2, . . . , ̺n), odnosno ∆ j 6 ̺ j, za svako j ∈ [1,n], a to znači da su ̺1, ̺2, . . . , ̺n
refleksivne fazi relacije.
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Osim toga, za proizvoljne ( j,k) ∈ J i i ∈ I j,k imamo da je
(̺ j ◦̺ j)◦R
j,k
i = ̺ j ◦ (̺ j ◦R
j,k
i ) = ̺ j ◦ (R
j,k
i ◦̺k)
= (̺ j ◦R
j,k
i )◦̺k = (R
j,k
i ◦̺k)◦̺k = R
j,k
i ◦ (̺k ◦̺k),
čime smo dobili da je (̺1◦̺1, ̺2◦̺2, . . . , ̺n◦̺n) rešenje sistema (4.4). To rešenje
je sadržano u (̺01, ̺
0
2, . . . , ̺
0















za svako j ∈ [1,n]. Koristeći opet činjenicu da je (̺1, ̺2, . . . , ̺n) najveće rešenje
sistema (4.4) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n), dobijamo da je
(̺1 ◦̺1, ̺2 ◦̺2, . . . , ̺n ◦̺n) 6 (̺1, ̺2, . . . , ̺n)
odnosno ̺ j ◦̺ j 6 ̺ j, za svako j ∈ [1,n], što znači da su ̺1, ̺2, . . . , ̺n tranzitivne
fazi relacije.
Prema tome, dokazali smo da su ̺1, ̺2, . . . , ̺n fazi kvazi-ured̄enja, čime je
dokaz teoreme završen. ⊓⊔
U nastavku, za datu familijuF fazi relacija, saL(F ) ćemo označavati pod-
algebru od L generisanu svim vrednostima koje uzimaju fazi relacije iz F .
Sledeća teorema daje postupak za izračunavanje najvećeg rešenja sistema
(4.4) (najveće regularne fazi relacije) sadržanog u datoj n-torci fazi relacija.
Teorema 4.2.2. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je {(̺r1, ̺
r
2, . . . , ̺
r
n)}r∈N opadajući niz n-torki fazi relacija
iz LA1×A1 ×LA2×A2 × · · ·×LAn×An , definisan induktivno na sledeći način:
(̺11, ̺
1




































za svako j ∈ [1,n], r ∈N. Tada važi:
(a) ako postoji s ∈N takvo da važi
(̺s1, ̺
s






2 , . . . , ̺
s+1
n ),
tada je (̺s1, ̺
s
2, . . . , ̺
s




2, . . . , ̺
0
n);
(b) ako su A1,A2, . . . ,An konačni skupovi i podalgebra L(R∪{̺01, ̺
0
2, . . . , ̺
0
n}) zado-
voljava DCC, onda je niz {(̺r1, ̺
r
2, . . . , ̺
r
n)}r∈N konačan i postoji s ∈N takvo da
važi (̺s1, ̺
s






2 , . . . , ̺
s+1
n ).
Dokaz: (a) Pretpostavimo da je (̺s1, ̺
s






2 , . . . , ̺
s+1
n ), za neko
s ∈N. Razmotrimo proizvoljne ( j,k) ∈ J i i ∈ I j,k. Tada je k ∈ Λ j i j ∈ Pk, pa na
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za sve ( j,k) ∈ J i i ∈ I j,k, što znači da je (̺s1, ̺
s
2, . . . , ̺
s
n) rešenje sistema (4.4).
Očigledno je da je ovo rešenje sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
Uzmimo da je (̺1, ̺2, . . . , ̺n) proizvoljno rešenje sistema (4.4) sadržano u
(̺01, ̺
0






2, . . . , ̺
1




2, . . . , ̺
r
n),
za neko r ∈N. Neka je dato proizvoljno j ∈ [1,n]. Ako je skup Λ j neprazan i
































Ako je skup P j neprazan i k ∈ P j i i ∈ I j,k su proizvoljni elementi, onda na isti














Dakle, ukoliko su Λ j i P j neprazni, onda je


























= ̺r+1j . (4.17)
Napomenimo da je, zbog uslova (4.1), bar jedan od skupovaΛ j i P j neprazan.
Kako u proizvoljnom ured̄enom skupu infimum praznog skupa jeste najveći
element, to u slučaju da je jedan od skupovaΛ j i P j prazan imamo da će jedan
od izraza na desnim stranama formula (4.15) i (4.16) biti zamenjen sa ∇A j , a
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u formuli (4.17) će biti izostavljen, pri čemu će formule (4.15), (4.16) i (4.17) i
dalje biti tačne.
Kako (4.17) važi za svako j ∈ [1,n], to zaključujemo da je (̺1, ̺2, . . . , ̺n) 6
(̺r+11 , ̺
r+1
2 , . . . , ̺
r+1
n ), i prema tome, matematičkom indukcijom zaključujemo
da je (̺1, ̺2, . . . , ̺n) 6 (̺r1, ̺
r
2, . . . , ̺
r
n), za svako r ∈N. Odavde dalje sledi da je
(̺1, ̺2, . . . , ̺n) 6 (̺s1, ̺
s
2, . . . , ̺
s




2, . . . , ̺
s
n) najveće rešenje sis-
tema (4.4) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).




Za svako l ∈ [1,n] i sve parove (al,bl) ∈ Al ×Al, imamo da je {̺rl (al,bl)}r∈N
opadajući niz uL(R∪{̺01, . . . , ̺
0
n}). Na osnovu pretpostavke, ovaj niz se stabi-
lizuje, i budući da ima konačno mnogo ovakvih nizova, zaključujemo da
postoji s ∈N takvo da se svi ovi nizovi stabilizuju nakon s koraka. To znači
da je niz {(̺r1, ̺
r
2 . . . , ̺
r










2 , . . . , ̺
s+1
n ).
Ovime je dokaz teoreme završen. ⊓⊔
Teorema 4.2.3. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je {(̺r1, ̺
r
2, . . . , ̺
r
n)}r∈N opadajući niz n-torki fazi relacija
iz LA1×A1 ×LA2×A2 × · · ·×LAn×An , definisan induktivno na sledeći način:
(̺11, ̺
1
























za svako j ∈ [1,n], r ∈N. Tada važi:
(a) ako postoji s ∈N takvo da važi
(̺s1, ̺
s






2 , . . . , ̺
s+1
n ),
tada je (̺s1, ̺
s
2, . . . , ̺
s




2, . . . , ̺
0
n);
(b) ako su A1,A2, . . . ,An konačni skupovi i podalgebra L(R∪{̺01, ̺
0
2, . . . , ̺
0
n}) zado-
voljava DCC, onda je niz {(̺r1, ̺
r
2, . . . , ̺
r
n)}r∈N konačan i postoji s ∈N takvo da
važi (̺s1, ̺
s






2 , . . . , ̺
s+1
n ).
Dokaz: Dokaz je sličan dokazu Teoreme 4.2.2. i biće izostavljen. ⊓⊔
Teorema 4.2.4. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je {(̺r1, ̺
r
2, . . . , ̺
r
n)}r∈N opadajući niz n-torki fazi relacija
iz LA1×A1 ×LA2×A2 × · · ·×LAn×An , definisan induktivno na sledeći način:
(̺11, ̺
1
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za svako j ∈ [1,n], r ∈N. Tada važi:
(a) ako postoji s ∈N takvo da važi
(̺s1, ̺
s






2 , . . . , ̺
s+1
n ),
tada je (̺s1, ̺
s
2, . . . , ̺
s




2, . . . , ̺
0
n);
(b) ako su A1,A2, . . . ,An konačni skupovi i podalgebra L(R∪{̺01, ̺
0
2, . . . , ̺
0
n}) zado-
voljava DCC, onda je niz {(̺r1, ̺
r
2, . . . , ̺
r
n)}r∈N konačan i postoji s ∈N takvo da
važi (̺s1, ̺
s






2 , . . . , ̺
s+1
n ).
Dokaz: Dokaz je sličan dokazu Teoreme 4.2.2. i biće izostavljen. ⊓⊔
Teorema 4.2.5. Pretpostavimo da je Λ∩P = ∅.
Neka je (̺01, ̺
0
2, . . . , ̺
0
n) ∈ L
A1×A1 ×LA2×A2 × · · ·×LAn×An proizvoljna n-torka fazi
relacija, i neka je (̺1, ̺2, . . . , ̺n) ∈ LA1×A1 ×LA2×A2 ×· · ·×LAn×An n-torka fazi relacija
definisana sa















za svako j ∈ [1,n]. Tada je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema nejednačina (4.5)
sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
Dokaz: Neka su dati proizvoljni ( j,k) ∈ J i i ∈ I j,k. Tada je k ∈ P, pa na osnovu















= ̺0k ∧∇Ak = ̺
0
k .




























Time smo dokazali da je n-torka (̺1, ̺2, . . . , ̺n) rešenje sistema (4.5), i jasno je
da je to rešenje sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
Neka je (θ1,θ2, . . . ,θn) proizvoljno rešenje sistema (4.5) sadržano u n-
torci (̺01, ̺
0
2, . . . , ̺
0
n). Razmotrimo proizvoljno j ∈ [1,n]. Ako je Λ j , ∅, onda za
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odakle sledi da je







Kako to važi za proizvoljne k ∈ Λ j i i ∈ I j,k, i kako je, osim toga, θ j 6 ̺0j , to za-
ključujemo da je















Sa druge strane, ako jeΛ j = ∅, onda je ̺ j = ̺0j , odakle dobijamo da jeθ j 6 ̺ j.
Ovim smo dokazali da je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema (4.5) sadržano
u (̺01, ̺
0
2, . . . , ̺
0
n), čime je dokaz teoreme završen. ⊓⊔
Teorema 4.2.6. Pretpostavimo da je Λ∩P = ∅.
Neka je (̺01, ̺
0
2, . . . , ̺
0
n) ∈ L
A1×A1 ×LA2×A2 × · · ·×LAn×An proizvoljna n-torka fazi
relacija, i neka je (̺1, ̺2, . . . , ̺n) ∈ LA1×A1 ×LA2×A2 ×· · ·×LAn×An n-torka fazi relacija
definisana sa















za svako j ∈ [1,n]. Tada je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema nejednačina (4.6)
sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
Dokaz: Dokaz je sličan dokazu Teoreme 4.2.5. i biće izostavljen. ⊓⊔
Kao što smo ranije videli, najveća rešenja sistema (4.4), (4.5) i (4.6) sadržana
u datoj n-torci fazi kvazi-ured̄enja i sama predstavljaju n-torke fazi kvazi-ure-
d̄enja. Kako se u mnogim situacijama javlja potreba za rešenjima ovih sistema
koja se sastoje od fazi ekvivalencija, to se prirodno se nameće pitanje kako
izračunati najveće n-torke fazi ekvivalencija koje su rešenja sistema (4.4), (4.5)
i (4.6) i sadržane su u datoj n-torci fazi relacija (̺01, ̺
0
2, . . . , ̺
0
n). U nastavku ćemo
videti da je najpre potrebno da svi članovi polazne n-torke (̺01, ̺
0
2, . . . , ̺
0
n) budu
fazi ekvivalencije. Med̄utim, to nije dovoljno. Da bi postigli to što želimo
neophodno je izvršiti i izvesne modifikacije sistema (4.4), (4.5) i (4.6). Naime,







































k , ( j,k) ∈ J, i ∈ I j,k, (4.26)
gde su α1, . . . ,αn promenljive takve da α j uzima vrednosti u L
A j×A j , za svako
j ∈ [1,n].
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Teorema 4.2.7. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija.
Skupovi svih rešenja sistema (4.24), (4.25) i (4.26) čine kompletne mreže, pa
stoga postoje najveća rešenja tih sistema sadržana u (̺01, ̺
0
2, . . . , ̺
0
n).
Ako su ̺01, ̺
0
2, . . . , ̺
0
n fazi ekvivalencije, tada sve komponente tih najvećih rešenja
takod̄e jesu fazi ekvivalencije.
Dokaz: Na isti način kao u dokazu Teoreme 4.2.1. dobijamo da su skupovi
rešenja sistema (4.24), (4.25) i (4.26) zatvoreni za proizvoljne supremume i
sadrže najmanji element kompletne mreže (LA1×A1 ×LA2×A2 × · · ·×LAn×An ,6),
pa su ti skupovi i sami kompletne mreže, odakle sledi da postoje najveća
rešenja sistema (4.24), (4.25) i (4.26) sadržana u (̺01, ̺
0
2, . . . , ̺
0
n).
Neka su ̺01, ̺
0
2, . . . , ̺
0
n fazi ekvivalencije, i neka je (̺1, ̺2, . . . , ̺n) najveće reše-
nje bilo kog od sistema (4.24), (4.25) i (4.26). Na isti način kao u dokazu Teore-
me 4.2.1. dobijamo da su ̺1, ̺2, . . . , ̺n fazi kvazi-ured̄enja.
Ako je (̺1, ̺2, . . . , ̺n) rešenje bilo kog od sistema (4.24), (4.25) i (4.26),
onda je i n-torka (̺−11 , ̺
−1
2 , . . . , ̺
−1
n ) rešenje tog istog sistema, i ako je pri tome
(̺1, ̺2, . . . , ̺n) najveće rešenje, onda dobijamo da je
(̺−11 , ̺
−1
2 , . . . , ̺
−1
n ) 6 (̺1, ̺2, . . . , ̺n),
odnosno ̺−1j 6 ̺ j, za svako j ∈ [1,n], što dalje povlači da je ̺ j = ̺
−1
j , za svako
j ∈ [1,n]. To znači da su ̺1, ̺2, . . . , ̺n simetrične fazi relacije, odakle sledi da
su ̺1, ̺2, . . . , ̺n fazi ekvivalencije. ⊓⊔
Teorema 4.2.8. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je {(̺r1, ̺
r
2, . . . , ̺
r
n)}r∈N opadajući niz n-torki fazi relacija
iz LA1×A1 ×LA2×A2 × · · ·×LAn×An , definisan induktivno na sledeći način:
(̺11, ̺
1
















































za sve j ∈ [1,n] i r ∈N. Tada važi:
(a) ako postoji s ∈N takvo da važi
(̺s1, ̺
s






2 , . . . , ̺
s+1
n ),
tada je (̺s1, ̺
s
1, . . . , ̺
s




2, . . . , ̺
0
n);
(b) ako su A1,A2, . . . ,An konačni skupovi i podalgebra L(R∪{̺01, . . . , ̺
0
n}) zadovo-
ljava DCC, onda je niz {(̺r1, ̺
r
2, . . . , ̺
r
n)}r∈N konačan i postoji s ∈N takvo da važi
(̺s1, ̺
s






2 , . . . , ̺
s+1
n ).
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Dokaz: (a) Uzmimo da je (̺s1, ̺
s






2 , . . . , ̺
s+1
n ) za neko s ∈N.
Razmotrimo proizvoljne ( j,k) ∈ J i i ∈ I j,k. Tada je k ∈Λ j i j ∈ Pk, i kao u dokazu
























−1 ◦R j,ki )]
−1,
što je ekvivalentno sa
(̺sj)
−1
6 (R j,ki ◦ (̺
s
k)




6 R j,ki \((̺
s
j)
−1 ◦R j,ki ).
Na osnovu svojstva adjunkcije, to je ekvivalentno sa
(̺sj)










−1 ◦R j,ki ,
čime smo dobili da je
(̺sj)






Dakle, dokazali smo da (4.29) i (4.30) važi za proizvoljne ( j,k) ∈ J i i ∈ I j,k, što
znači da je (̺s1, ̺
s
1, . . . , ̺
s
n) rešenje sistema (4.24), i očigledno je da je to rešenje
sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
Uzmimo da je (̺1, ̺2, . . . , ̺n) proizvoljno rešenje sistema (4.24) sadržano u
(̺01, ̺
0






2, . . . , ̺
1




2, . . . , ̺
r
n),
za neko r ∈N. Neka je dato proizvoljno j ∈ [1,n]. Ako je skup Λ j neprazan i









k i (̺ j)















i i (̺ j)
−1
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Ako je skup P j neprazan i k ∈ P j i i ∈ I j,k su proizvoljni elementi, onda na isti




















Dakle, ukoliko su Λ j i P j neprazni, onda je







































Kao što smo već ranije rekli, bar jedan od skupovaΛ j i P j neprazan, i u slučaju
da je jedan od skupovaΛ j i P j prazan imamo da će jedan od izraza na desnim
stranama formula (4.31) i (4.32) biti zamenjen sa ∇A j , a u formuli (4.33) će
biti izostavljen, pri čemu će formule (4.31), (4.32) i (4.33) i dalje biti tačne.
Kako nejednakost (4.33) važi za proizvoljno j ∈ [1,n], to zaključujemo da je
(̺1, ̺2, . . . , ̺n)6 (̺r+11 , ̺
r+1
2 , . . . , ̺
r+1
n ), odakle matematičkom indukcijom dobija-
mo da je (̺1, ̺2, . . . , ̺n)6 (̺r1, ̺
r
2, . . . , ̺
r
n), za svako r ∈N. Odavde dalje sledi da je
(̺1, ̺2, . . . , ̺n) 6 (̺s1, ̺
s
2, . . . , ̺
s




2, . . . , ̺
s
n) je najveće rešenje
sistema (4.24) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
(b) To dokazujemo na isti način kao odgovarajući deo Teoreme 4.2.2. ⊓⊔
Teorema 4.2.9. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je {(̺r1, ̺
r
2, . . . , ̺
r
n)}r∈N opadajući niz n-torki fazi relacija
iz LA1×A1 ×LA2×A2 × · · ·×LAn×An , definisan induktivno na sledeći način:
(̺11, ̺
1






























za svako j ∈ [1,n], r ∈N. Tada važi:
(a) ako postoji s ∈N takvo da važi
(̺s1, ̺
s






2 , . . . , ̺
s+1
n ),
tada je (̺s1, ̺
s
2, . . . , ̺
s




2, . . . , ̺
0
n);
(b) ako su A1,A2, . . . ,An konačni skupovi i podalgebra L(R∪{̺01, ̺
0
2, . . . , ̺
0
n}) zado-
voljava DCC, onda je niz {(̺r1, ̺
r
2, . . . , ̺
r
n)}r∈N konačan i postoji s ∈N takvo da
važi (̺s1, ̺
s






2 , . . . , ̺
s+1
n ).
Dokaz: Dokaz je sličan dokazu Teoreme 4.2.8. i biće izostavljen. ⊓⊔
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Teorema 4.2.10. Neka je (̺01, ̺
0
2, . . . , ̺
0
n) ∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je {(̺r1, ̺
r
2, . . . , ̺
r
n)}r∈N opadajući niz n-torki fazi relacija
iz LA1×A1 ×LA2×A2 × · · ·×LAn×An , definisan induktivno na sledeći način:
(̺11, ̺
1






























za svako j ∈ [1,n], r ∈N. Tada važi:
(a) ako postoji s ∈N takvo da važi
(̺s1, ̺
s






2 , . . . , ̺
s+1
n ),
tada je (̺s1, ̺
s
2, . . . , ̺
s




2, . . . , ̺
0
n);
(b) ako su A1,A2, . . . ,An konačni skupovi i podalgebra L(R∪{̺01, ̺
0
2, . . . , ̺
0
n}) zado-
voljava DCC, onda je niz {(̺r1, ̺
r
2, . . . , ̺
r
n)}r∈N konačan i postoji s ∈N takvo da
važi (̺s1, ̺
s






2 , . . . , ̺
s+1
n ).
Dokaz: Dokaz je sličan dokazu Teoreme 4.2.8. i biće izostavljen. ⊓⊔
Teorema 4.2.11. Pretpostavimo da je Λ∩P = ∅.
Neka je (̺01, ̺
0
2, . . . , ̺
0
n) ∈ L
A1×A1 ×LA2×A2 × · · ·×LAn×An proizvoljna n-torka fazi
relacija, i neka je (̺1, ̺2, . . . , ̺n) ∈ LA1×A1 ×LA2×A2 ×· · ·×LAn×An n-torka fazi relacija
definisana sa





















za svako j ∈ [1,n]. Tada je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema nejednačina (4.25)
sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
Dokaz: Razmotrimo proizvoljne ( j,k) ∈ J i i ∈ I j,k. Na isti način kao u dokazu









































što znači da je




























Prema tome, (̺1, ̺2, . . . , ̺n) je rešenje sistema nejednačina (4.25), i očigledno je
sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
Neka je (θ1,θ2, . . . ,θn) proizvoljno rešenje sistema (4.25) sadržano u n-torci
(̺01, ̺
0
2, . . . , ̺
0
n). Razmotrimo proizvoljno j ∈ [1,n]. Ako je Λ j , ∅, onda za pro-























odakle dobijamo da je



























Kako to važi za proizvoljne k ∈ Λ j i i ∈ I j,k, i kako je, osim toga, θ j 6 ̺0j , to za-
ključujemo da je





















Sa druge strane, ako je Λ j = ∅, onda je ̺ j = ̺0j , odakle neposredno sledi da
je θ j 6 ̺ j.
Ovim smo dokazali da je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema nejednačina
(4.25) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n), pa je dokaz teoreme završen. ⊓⊔
Teorema 4.2.12. Pretpostavimo da je Λ∩P = ∅.
Neka je (̺01, ̺
0
2, . . . , ̺
0
n) ∈ L
A1×A1 ×LA2×A2 × · · ·×LAn×An proizvoljna n-torka fazi
relacija, i neka je (̺1, ̺2, . . . , ̺n) ∈ LA1×A1 ×LA2×A2 ×· · ·×LAn×An n-torka fazi relacija
definisana sa





















za svako j ∈ [1,n]. Tada je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema nejednačina (4.26)
sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
Dokaz: Dokaz je sličan dokazu Teoreme 4.2.11. i biće izostavljen. ⊓⊔
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4.3. Neke instance opštih više-modalitetnih sistema
U prethodnom odeljku bavili smo se sistemima fazi relacijskih jednačina i ne-
jednačina koje možemo nazvati opštim više-modalitetnim sistemima. U ovom
odeljku bavićemo se nekim “jednostavnijim" sistemima, od kojih svaki pred-
stavlja instancu nekog opšteg više-modalitetnog sistema, u smislu da svako
rešenje tog novog sistema mora biti rešenje i odgovarajućeg opšteg sistema.














i ◦αk, ( j,k) ∈ J, i ∈ I j,k, (4.41)
R j,ki ◦αk 6 R
j,k
i , ( j,k) ∈ J, i ∈ I j,k, (4.42)




i 6 α j ◦R
j,k







i ◦αk 6 R
j,k







i ◦αk = R
j,k
i ( j,k) ∈ J, i ∈ I j,k, (4.45)
gde su α1, . . . ,αn promenljive takve da α j uzima vrednosti u L
A j×A j , za svako
j ∈ [1,n].
Teorema 4.3.1. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija. Tada važi sledeće:
(a) Skupovi svih rešenja sistema (4.40), (4.42), (4.44) i (4.45) čine kompletne mreže,
pa stoga postoje najveća rešenja tih sistema sadržana u (̺01, ̺
0
2, . . . , ̺
0
n).
(b) Ako su ̺01, ̺
0
2, . . . , ̺
0
n fazi kvazi-ured̄enja, tada sve komponente tih najvećih rešenja
takod̄e jesu fazi kvazi-ured̄enja.
(c) Najveće rešenje sistema (4.40) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n) je takod̄e i najveće reše-
nje sistema (4.41) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
(d) Najveće rešenje sistema (4.42) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n) je takod̄e i najveće reše-
nje sistema (4.43) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
(e) Najveće rešenje sistema (4.44) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n) je takod̄e i najveće reše-
nje sistema (4.45) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
Dokaz: (a) Zbog distributivnosti kompozicije u odnosu na proizvoljne unije

















i ◦αk = R
j,k
i
zatvoreni za sve supremume u kompletnoj mreži LA1×A1 ×· · ·×LAn×An , odakle
sledi da to važi i za skupove rešenja sistema (4.40), (4.42), (4.44) i (4.45).
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Kako skupovi rešenja tih sistema sadrže najmanji element kompletne mreže
LA1×A1 × · · · × LAn×An , to i oni sami čine kompletne mreže i postoje najveća
rešenja tih sistema sadržana u (̺01, ̺
0
2, . . . , ̺
0
n).
(b) Neka je (̺1, ̺2, . . . , ̺n) najveće rešenje bilo kog od sistema (4.40), (4.42),
(4.44) i (4.45) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n). Kao u dokazima Teorema 4.2.1. i 4.2.7.,
jednostavno dobijamo da su (∆1,∆2, . . . ,∆n) i (̺1◦̺1, ̺2 ◦̺2, . . . , ̺n◦̺n) rešenja
tog sistema sadržana u (̺01, ̺
0
2, . . . , ̺
0
n), odakle sledi da je ∆ j 6 ̺ j i ̺ j ◦ ̺ j 6 ̺ j,
za svako j ∈ [1,n], što znači da su ̺1, ̺2, . . . , ̺n fazi kvazi-ured̄enja.
(c) Neka je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema (4.40) sadržano u n-torci
(̺01, ̺
0
2, . . . , ̺
0
n). Tada su ̺1, ̺2, . . . , ̺n refleksivne fazi relacije, odakle sledi da je
R j,ki 6 R
j,k
i ◦̺k,
za sve ( j,k) ∈ J i i ∈ I j,k, što znači da je (̺1, ̺2, . . . , ̺n) rešenje i sistema (4.41).
Ako je (θ1,θ2, . . . ,θn) rešenje sistema (4.41) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n), onda
je (θ1,θ2, . . . ,θn) rešenje i sistema (4.40), odakle sledi da je
(θ1,θ2, . . . ,θn) 6 (̺1, ̺2, . . . , ̺n),
čime smo dokazali da je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema (4.41) sadržano
u (̺01, ̺
0
2, . . . , ̺
0
n).
(d) To se dokazuje na potpuno isti način kao i (c).
(e) Neka je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema (4.44) sadržano u n-torci
(̺01, ̺
0
2, . . . , ̺
0
n). Na osnovu (c) i (d) imamo da je (̺1, ̺2, . . . , ̺n) takod̄e rešenje
sistema (4.41) i (4.43), pa je jasno da je i rešenje sistema (4.45).
Na isti način kao u dokazu tvrd̄enja (c) dobijamo da je (̺1, ̺2, . . . , ̺n) najveće
rešenje sistema (4.45) sadržano u n-torci (̺01, ̺
0
2, . . . , ̺
0
n). ⊓⊔
Teorema 4.3.2. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je (̺1, ̺2, . . . , ̺n) ∈ LA1×A1 ×LA2×A2 ×· · ·×LAn×An n-torka
fazi relacija definisana sa























za svako j ∈ [1,n]. Tada je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema (4.44) i (4.45) sa-
držano u (̺01, ̺
0
2, . . . , ̺
0
n).
Dokaz: Razmotrimo proizvoljne ( j,k) ∈ J i i ∈ I j,k. Tada je k ∈Λ j, pa na osnovu
(4.46) imamo da je











Sa druge strane, imamo da je j ∈ Pk, pa opet na osnovu (4.46) dobijamo da je







R j,ki ◦̺k 6 R
j,k
i . (4.48)
Prema tome, za proizvoljne ( j,k) ∈ J i i ∈ I j,k važi (4.47) i (4.48), što znači da je
n-torka (̺1, ̺2, . . . , ̺n) rešenje sistema (4.44).
Dalje, neka je (θ1,θ2, . . . ,θn) proizvoljno rešenje sistema (4.44) sadržano u
(̺01, ̺
0
2, . . . , ̺
0
n). Razmotrimo proizvoljno j ∈ [1,n]. Tada za proizvoljne k ∈ Λ j i






odakle na osnovu svojstva reziduacije sledi da je

















Sa druge strane, za proizvoljne k ∈ P j i i ∈ Ik, j je (k, j) ∈ J, pa prema (4.44) sledi
da je
Rk, ji ◦θ j 6 R
k, j
i ,
odnosno, prema svojstvu reziduacije,

















Sada na osnovu (4.49), (4.50) i pretpostavke da je θ j 6 ̺0j , za svako j ∈ [1,n],
dobijamo da za proizvoljno j ∈ [1,n] važi























Time smo dokazali da je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema (4.44), a na
osnovu Teoreme 4.3.1. i najveće rešenje sistema (4.45). ⊓⊔
Teorema 4.3.3. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je (̺1, ̺2, . . . , ̺n) ∈ LA1×A1 ×LA2×A2 ×· · ·×LAn×An n-torka
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fazi relacija definisana sa













za svako j ∈ [1,n]. Tada je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema (4.40) i (4.41) sa-
držano u (̺01, ̺
0
2, . . . , ̺
0
n).
Dokaz: Dokaz je sličan dokazu Teoreme 4.46 i biće izostavljen. ⊓⊔
Teorema 4.3.4. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je (̺1, ̺2, . . . , ̺n) ∈ LA1×A1 ×LA2×A2 ×· · ·×LAn×An n-torka
fazi relacija definisana sa













za svako j ∈ [1,n]. Tada je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema (4.42) i (4.43) sa-
držano u (̺01, ̺
0
2, . . . , ̺
0
n).
Dokaz: Dokaz je sličan dokazu Teoreme 4.46 i biće izostavljen. ⊓⊔

































( j,k) ∈ J, i ∈ I j,k,








i , ( j,k) ∈ J, i ∈ I j,k, (4.55)































































( j,k) ∈ J, i ∈ I j,k,
gde su α1, . . . ,αn promenljive takve da α j uzima vrednosti u L
A j×A j , za svako
j ∈ [1,n].
Teorema 4.3.5. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija. Tada važi sledeće:
(a) Skupovi svih rešenja sistema (4.53), (4.55), (4.57) i (4.58) čine kompletne mreže,
pa stoga postoje najveća rešenja tih sistema sadržana u (̺01, ̺
0
2, . . . , ̺
0
n).
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(b) Ako su ̺01, ̺
0
2, . . . , ̺
0
n fazi kvazi-ured̄enja, tada sve komponente tih najvećih rešenja
takod̄e jesu fazi kvazi-ured̄enja.
(c) Najveće rešenje sistema (4.53) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n) je takod̄e i najveće reše-
nje sistema (4.54) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
(d) Najveće rešenje sistema (4.55) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n) je takod̄e i najveće reše-
nje sistema (4.56) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
(e) Najveće rešenje sistema (4.57) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n) je takod̄e i najveće reše-
nje sistema (4.58) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
Teorema 4.3.6. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je (̺1, ̺2, . . . , ̺n) ∈ LA1×A1 ×LA2×A2 ×· · ·×LAn×An n-torka
fazi relacija definisana sa
























za svako j ∈ [1,n]. Tada je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema (4.57) i (4.58) sa-
držano u (̺01, ̺
0
2, . . . , ̺
0
n).
Teorema 4.3.7. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je (̺1, ̺2, . . . , ̺n) ∈ LA1×A1 ×LA2×A2 ×· · ·×LAn×An n-torka
fazi relacija definisana sa













za svako j ∈ [1,n]. Tada je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema (4.53) i (4.54) sa-
držano u (̺01, ̺
0
2, . . . , ̺
0
n).
Teorema 4.3.8. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je (̺1, ̺2, . . . , ̺n) ∈ LA1×A1 ×LA2×A2 ×· · ·×LAn×An n-torka
fazi relacija definisana sa














za svako j ∈ [1,n]. Tada je (̺1, ̺2, . . . , ̺n) najveće rešenje sistema (4.55) i (4.56) sa-
držano u (̺01, ̺
0
2, . . . , ̺
0
n).
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4.4. Izračunavanje najvećih krisp rešenja više-modalitetnih
sistema
Kao što smo videli, algoritmi koje smo dali u Odeljku 4.2., za izračunavanje
najvećih rešenja više-modalitetnih sistema (4.4)–(4.6) i (4.24)–(4.26) sadržanih
u datoj n-torci fazi relacija, ne moraju se obavezno završiti u konačnom broju
koraka. Izuzetak su jedino sistemi nejednačina (4.5), (4.6), (4.25) i (4.26), u
slučaju kada je Λ∩P = ∅, čija se najveća rešenja tada izračunavaju direktnim
metodama, bez upotrebe iteracije. Zbog toga se prirodno nameće pitanje: Šta
raditi u slučaju kada ovi algoritmi ne daju rezultate?
U nedostatku drugih algoritama koji bi kao rezultat dali najveća rešenja
više-modalitetnih sistema sadržanih u datoj n-torci fazi relacija, bilo bi razum-
no zadovoljiti se nekim manjim rešenjima tih sistema. Na primer, takva reše-
nja bi dobili izračunavanjem najvećih rešenja instanci više-modalitetnih sis-
tema razmatranih u Odeljku 4.3. Ono što je dobro je da se svi sistemi razma-
trani u tom odeljku rešavaju direktnim metodama, bez upotrebe iteracije.
Med̄utim, ograničenja koja ti sistemi nameću mogu biti suviše jaka, što za
posledicu može imati to da i najveća rešenja tih sistema mogu biti suviše mala
(na primer, mogu biti n-torke identičkih relacija). Stoga nije na odmet imati
još neko alternativno rešenje, poput onog koje dajemo u ovom odeljku.
Naime, u ovom odeljku dajemo algoritme za izračunavanje najvećih krisp
rešenja sistema (4.4)–(4.6) i (4.24)–(4.26) sadržanih u datoj n-torci fazi relacija.
Ti algoritmi se dobijaju modifikacijom algoritama iz Odeljka 4.2., tako da se
svode na konstrukciju opadajućih nizova n-torki krisp relacija. U slučaju kada
se radi sa više-modalitetnim fazi relacijskim sistemima sa modalitetima koji
su konačni skupovi, a takvi su svi oni koji se sreću u praktičnim primenama,
ti nizovi n-torki krisp relacija se obavezno stabilizuju nakon konačno mnogo
iteracija, što kao rezultat daje najveća krisp rešenja sistema (4.4)–(4.6), odnos-
no (4.24)–(4.26), sadržana u datoj n-torci fazi relacija.
Najpre dajemo postupak za izračunavanje najvećih krisp rešenja više-mo-
dalitetnog sistema (4.4).
Teorema 4.4.1. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je {(ξr1,ξ
r
2, . . . ,ξ
r
n)}r∈N opadajući niz n-torki krisp relacija
iz 2A1×A1 × 2A2×A2 × · · ·× 2An×An , definisan induktivno na sledeći način:
(ξ11,ξ
1



































za sve j ∈ [1,n], r ∈N.
Ako su A1,A2, . . . ,An konačni skupovi, onda je {(ξr1,ξ
r
2, . . . ,ξ
r
n)}r∈N konačan niz
i postoji s ∈N tako da važi
(ξs1,ξ
s






2 , . . . ,ξ
s+1
n ), (4.64)
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i u tom slučaju n-torka (ξs1,ξ
s
2, . . . ,ξ
s
n) je najveće krisp rešenje sistema (4.4) sadržano
u (̺01, ̺
0
2, . . . , ̺
0




2, . . . , ̺
0
n fazi kvazi-ured̄enja, onda sve kom-
ponente tog najvećeg krisp rešenja jesu kvazi-ured̄enja.
Dokaz: Prema pretpostavci, A1,A2, . . . ,An su konačni skupovi, pa je jasno da
je i 2A1×A1 ×2A2×A2 × · · ·×2An×An konačan skup. Odavde neposredno sledi da
je i niz {(ξr1,ξ
r
2, . . . ,ξ
r
n)}r∈N konačan, i kako je taj niz opadajući, na jednostavan
način dobijamo da postoji s ∈N tako da važi (4.64). Dalje, na isti način kao u
dokazu Teoreme 4.2.2., korišćenjem Bulovih reziduala umesto običnih rezi-
duala i svojstva reziduacije za Bulove reziduale, dobijamo da je (ξs1,ξ
s
2, . . . ,ξ
s
n)
najveće krisp rešenje sistema (4.4) sadržano u (̺01, ̺
0
2, . . . , ̺
0
n).
Takod̄e, ako su ̺01, ̺
0
2, . . . , ̺
0
n fazi kvazi-ured̄enja, onda na isti način kao u
dokazu Teoreme 4.2.1. dobijamo da su ξs1,ξ
s
2, . . . ,ξ
s
n kvazi-ured̄enja. ⊓⊔
Narednih pet teorema, kojima se daju postupci za izračunavanje najvećih
krisp rešenja sistema (4.5), (4.6) i (4.24)–(4.26) sadržanih u datoj n-torci fazi
relacija, dokazuje se na sličan način kao Teorema 4.4.1., odnosno odgovara-
juće teoreme iz Odeljka 4.2. Stoga će njihovi dokazi biti izostavljeni, a formu-
lacije teorema se navode potpunosti radi, jer će se konstrukcije nizova n-torki
krisp relacija, koje se u njima daju, u daljem tekstu ove disertacije koristiti u
kreiranju algoritama i programa za izračunavanje najvećih krisp rešenja sis-
tema (4.5), (4.6) i (4.24)–(4.26).
Teorema 4.4.2. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je {(ξr1,ξ
r
2, . . . ,ξ
r
n)}r∈N opadajući niz n-torki krisp relacija
iz 2A1×A1 × 2A2×A2 × · · ·× 2An×An , definisan induktivno na sledeći način:
(ξ11,ξ
1























za sve j ∈ [1,n], r ∈N.
Ako su A1,A2, . . . ,An konačni skupovi, onda je {(ξr1,ξ
r
2, . . . ,ξ
r
n)}r∈N konačan niz
i postoji s ∈N tako da važi
(ξs1,ξ
s






2 , . . . ,ξ
s+1
n ),
i u tom slučaju n-torka (ξs1,ξ
s
2, . . . ,ξ
s
n) je najveće krisp rešenje sistema (4.5) sadržano
u (̺01, ̺
0
2, . . . , ̺
0




2, . . . , ̺
0
n fazi kvazi-ured̄enja, onda sve kom-
ponente tog najvećeg krisp rešenja jesu kvazi-ured̄enja.
Teorema 4.4.3. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je {(ξr1,ξ
r
2, . . . ,ξ
r
n)}r∈N opadajući niz n-torki krisp relacija
iz 2A1×A1 × 2A2×A2 × · · ·× 2An×An , definisan induktivno na sledeći način:
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(ξ11,ξ
1























za sve j ∈ [1,n], r ∈N.
Ako su A1,A2, . . . ,An konačni skupovi, onda je {(ξr1,ξ
r
2, . . . ,ξ
r
n)}r∈N konačan niz
i postoji s ∈N tako da važi
(ξs1,ξ
s






2 , . . . ,ξ
s+1
n ),
i u tom slučaju n-torka (ξs1,ξ
s
2, . . . ,ξ
s
n) je najveće krisp rešenje sistema (4.6) sadržano
u (̺01, ̺
0
2, . . . , ̺
0




2, . . . , ̺
0
n fazi kvazi-ured̄enja, onda sve kom-
ponente tog najvećeg krisp rešenja jesu kvazi-ured̄enja.
Teorema 4.4.4. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je {(ξr1,ξ
r
2, . . . ,ξ
r
n)}r∈N opadajući niz n-torki krisp relacija
iz 2A1×A1 × 2A2×A2 × · · ·× 2An×An , definisan induktivno na sledeći način:
(ξ11,ξ
1















































za sve j ∈ [1,n] i r ∈N.
Ako su A1,A2, . . . ,An konačni skupovi, onda je {(ξr1,ξ
r
2, . . . ,ξ
r
n)}r∈N konačan niz
i postoji s ∈N tako da važi
(ξs1,ξ
s






2 , . . . ,ξ
s+1
n ),
i u tom slučaju n-torka (ξs1,ξ
s
2, . . . ,ξ
s
n) je najveće krisp rešenje sistema (4.24) sadržano
u (̺01, ̺
0
2, . . . , ̺
0




2, . . . , ̺
0
n fazi ekvivalencije, onda sve kompo-
nente tog najvećeg krisp rešenja jesu ekvivalencije.
Teorema 4.4.5. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je {(ξr1,ξ
r
2, . . . ,ξ
r
n)}r∈N opadajući niz n-torki krisp relacija
iz 2A1×A1 × 2A2×A2 × · · ·× 2An×An , definisan induktivno na sledeći način:
(ξ11,ξ
1




























za sve j ∈ [1,n] i r ∈N.
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Ako su A1,A2, . . . ,An konačni skupovi, onda je {(ξr1,ξ
r
2, . . . ,ξ
r
n)}r∈N konačan niz
i postoji s ∈N tako da važi
(ξs1,ξ
s






2 , . . . ,ξ
s+1
n ),
i u tom slučaju n-torka (ξs1,ξ
s
2, . . . ,ξ
s
n) je najveće krisp rešenje sistema (4.25) sadržano
u (̺01, ̺
0
2, . . . , ̺
0




2, . . . , ̺
0
n fazi ekvivalencije, onda sve kompo-
nente tog najvećeg krisp rešenja jesu ekvivalencije.
Teorema 4.4.6. Neka je (̺01, ̺
0
2, . . . , ̺
0
n)∈ L
A1×A1×LA2×A2×· · ·×LAn×An proizvoljna
n-torka fazi relacija, i neka je {(ξr1,ξ
r
2, . . . ,ξ
r
n)}r∈N opadajući niz n-torki krisp relacija
iz 2A1×A1 × 2A2×A2 × · · ·× 2An×An , definisan induktivno na sledeći način:
(ξ11,ξ
1





























za sve j ∈ [1,n] i r ∈N.
Ako su A1,A2, . . . ,An konačni skupovi, onda je {(ξr1,ξ
r
2, . . . ,ξ
r
n)}r∈N konačan niz
i postoji s ∈N tako da važi
(ξs1,ξ
s






2 , . . . ,ξ
s+1
n ),
i u tom slučaju n-torka (ξs1,ξ
s
2, . . . ,ξ
s
n) je najveće krisp rešenje sistema (4.26) sadržano
u (̺01, ̺
0
2, . . . , ̺
0




2, . . . , ̺
0
n fazi ekvivalencije, onda sve kompo-
nente tog najvećeg krisp rešenja jesu ekvivalencije.
4.5. Količnički više-modalitetni fazi relacijski sistemi
Neka je dat više-modalitetni fazi relacijski sistemM= (A1,A2, . . . ,An,R), gde je
R = {R j,ki | ( j,k) ∈ J, i ∈ I j,k},
i neka je (̺1, ̺2, . . . , ̺n) ∈ LA1×A1 ×· · ·×LAn×An n-torka fazi kvazi-ured̄enja. Kao
i ranije, za svako j ∈ [1,n] sa ˜̺ j označavamo prirodnu ekvivalenciju od ̺ j, a
sa A/ ˜̺ j odgovarajući količnički skup.
Za proizvoljne ( j,k) ∈ J i i ∈ Ik, j definišemo fazi relaciju R̃
j,k
i ∈ L
(A/ ˜̺j)×(A/ ˜̺k) sa
R̃ j,ki (( ˜̺ j)a j , ( ˜̺k)ak ) = (̺ j ◦R
j,k
i ◦̺k)(a j,ak), (4.75)
za sve a j ∈ A j i ak ∈ Ak.
Najpre dokazujemo sledeće:
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Lema 4.5.1. Za proizvoljne ( j,k) ∈ J i i ∈ Ik, j, fazi relacija R̃
j,k
i je dobro definisana.
Dokaz: Primetimo najpre da je (4.75) ekvivalentno sa
R̃ j,ki (( ˜̺ j)a j , ( ˜̺k)ak ) = (a j̺ j)◦R
j,k
i ◦ (̺kak), (4.76)
za sve a j ∈ A j i ak ∈ Ak, gde a j̺ j označava ̺ j-afterset od a j, dok ̺kak označava
̺k-foreset od ak. Pretpostavimo sada da su a j,b j ∈A j i ak,bk ∈Ak elementi takvi
da je ( ˜̺ j)a j = ( ˜̺ j)b j i ( ˜̺k)ak = ( ˜̺k)bk . Tada na osnovu Teoreme (1.3.1.) sledi da je
a j̺ j = b j̺ j i ̺kak = ̺kbk, odakle, na osnovu (4.76), dobijamo da je
R̃ j,ki (( ˜̺ j)a j , ( ˜̺k)ak) = (a j̺ j)◦R
j,k
i ◦ (̺kak) = (b j̺ j)◦R
j,k
i ◦ (̺kbk) = R̃
j,k
i (( ˜̺ j)b j , ( ˜̺k)bk ),
što znači da je R̃ j,ki je dobro definisana fazi relacija. ⊓⊔
Dakle, M̃ = (A1/ ˜̺1,A2/ ˜̺2, . . . ,An/ ˜̺n, R̃), gde je
R̃ = {R̃ j,ki | ( j,k) ∈ J, i ∈ I j,k},
je više-modalitetni fazi relacijski sistem koji nazivamo količnički ili faktor više-
modalitetni fazi relacijski sistem odM u odnosu na n-torku fazi kvazi-ured̄enja
(̺1, ̺2, . . . , ̺n).
Primetimo da se suštinski ništa neće promeniti ako se količnički skupovi
A1/ ˜̺1,A2/ ˜̺2, . . . ,An/ ˜̺n zamene odgovarajućim skupovima aftersetova ili fore-
setova, a definicija (4.75) ostane da važi, jer u skladu sa Teoremom (1.3.1.) dobi-
jamo da svi tako dobijeni više-modalitetni fazi relacijski sistemi jesu izomorfni.
Teorema 4.5.2. Neka jeM= (A1,A2, . . . ,An,R) više-modalitetni krisp relacijski sis-
tem i neka je (̺1, ̺2, . . . , ̺n) ∈ 2A1×A1 ×2A2×A2 ×· · ·×2An×An n-torka kvazi-ured̄enja.
Tada su za proizvoljne ( j,k) ∈ J, i ∈ I j,k, η j ∈ A/ ˜̺ j i ηk ∈ A/ ˜̺k sledeća dva uslova
ekvivalentna:
(i) (η j,ηk) ∈ R̃
j,k
i ;
(ii) (∀x ∈ η j)(∀y ∈ ηk) (x, y) ∈ ̺ j ◦R
j,k
i ◦̺k.
Ako su, osim toga, ̺1, ̺2, . . . , ̺n relacije ekvivalencije, tada su prethodna dva uslova
ekvivalentna sa
(iii) (∃x ∈ η j)(∃y ∈ ηk) (x, y) ∈ R
j,k
i .
Dokaz: Dokaz ove teoreme sledi neposredno iz dokaza Teoreme 3.3.1. ⊓⊔
Teorema 4.5.3. Neka jeM= (A1,A2, . . . ,An,R) više-modalitetni fazi relacijski sis-
tem i neka je (̺1, ̺2, . . . , ̺n) ∈ LA1×A1 ×· · ·×LAn×An n-torka fazi kvazi-ured̄enja. Tada
važi sledeće:
(a) (̺1, ̺2, . . . , ̺n) je rešenje sistema (4.5) ako i samo ako je
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̺ j(x j,a j)→
( ∨
xk∈Ak
R j,ki (x j,xk)⊗ ̺k(xk,ak)
))
, (4.77)
za proizvoljne ( j,k) ∈ J, i ∈ I j,k, a j ∈ A j i ak ∈ Ak.
(b) (̺1, ̺2, . . . , ̺n) je rešenje sistema (4.6) ako i samo ako je












za proizvoljne ( j,k) ∈ J, i ∈ I j,k, a j ∈ A j i ak ∈ Ak.
(c) (̺1, ̺2, . . . , ̺n) je rešenje sistema (4.4) ako i samo ako je




̺ j(x j,a j)→
( ∨
xk∈Ak















za proizvoljne ( j,k) ∈ J, i ∈ I j,k, a j ∈ A j i ak ∈ Ak.
Dokaz: Dokazaćemo samo tvrd̄enje (a). Tvrd̄enje (b) je dualno tvrd̄enju (a),
dok tvrd̄enje (c) predstavlja konjunkciju tvrd̄enja (a) i (b).


















̺ j(x j,a j)→
( ∨
xk∈Ak
R j,ki (x j,xk)⊗ ̺k(xk,ak)
))
,
pa na osnovu toga i (4.75) dobijamo da je (4.77) ekvivalentno sa
̺ j ◦R
j,k
i ◦̺k = ̺ j\(R
j,k
i ◦̺k), (4.80)







za proizvoljne ( j,k) ∈ J i i ∈ I j,k. Time smo dokazali da (4.77) važi ako i samo
ako (̺1, ̺2, . . . , ̺n) jeste rešenje sistema (4.5). ⊓⊔
U slučaju kada se radi sa krisp relacijskim sistemima prethodna teorema
se pretvara u sledeću teoremu:
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Teorema 4.5.4. Neka jeM= (A1,A2, . . . ,An,R) više-modalitetni krisp relacijski sis-
tem i (̺1, ̺2, . . . , ̺n) ∈ 2A1×A1 ×2A2×A2 ×· · ·×2An×An je n-torka kvazi-ured̄enja. Tada
važi:
(a) (̺1, ̺2, . . . , ̺n) je rešenje sistema (4.5) ako i samo ako je
(( ˜̺ j)a j , ( ˜̺k)ak ) ∈ R̃
j,k
i ⇔ (∀x j ∈ ̺ ja j)(∃xk ∈ ̺kak) (x j,xk) ∈ R
j,k
i , (4.82)
za proizvoljne ( j,k) ∈ J, i ∈ I j,k, a j ∈ A j i ak ∈ Ak.
(b) (̺1, ̺2, . . . , ̺n) je rešenje sistema (4.6) ako i samo ako je
(( ˜̺ j)a j , ( ˜̺k)ak ) ∈ R̃
j,k
i ⇔ (∀xk ∈ ak̺k)(∃x j ∈ a j̺ j) (x j,xk) ∈ R
j,k
i , (4.83)
za proizvoljne ( j,k) ∈ J, i ∈ I j,k, a j ∈ A j i ak ∈ Ak.
(c) (̺1, ̺2, . . . , ̺n) je rešenje sistema (4.4) ako i samo ako je
(( ˜̺ j)a j , ( ˜̺k)ak ) ∈ R̃
j,k
i ⇔ (∀x j ∈ ̺ ja j)(∃xk ∈ ̺kak) (x j,xk) ∈ R
j,k
i , (4.84)
⇔ (∀xk ∈ ak̺k)(∃x j ∈ a j̺ j) (x j,xk) ∈ R
j,k
i ,
za proizvoljne ( j,k) ∈ J, i ∈ I j,k, a j ∈ A j i ak ∈ Ak.
Dokaz: I ovde ćemo dokazati samo tvrd̄enje (a). Tvrd̄enje (b) se dokazuje
dualno, dok je (c) konjunkcija (a) i (b).
(a) Na osnovu prethodne teoreme, (̺1, ̺2, . . . , ̺n) je rešenje sistema (4.5) ako
i samo ako važi (4.77), i kako se u ovom slučaju radi o fazi relacijama koje
uzimaju vrednosti u dvo-elementnoj Bulovoj algebri, to se (4.77) transformiše
u (4.82), na sledeći način:









̺ j(x j,a j)→
( ∨
xk∈Ak
R j,ki (x j,xk)⊗ ̺k(xk,ak)
)))
= 1
⇔ (∀x j ∈ A j)
(
̺ j(x j,a j)→
( ∨
xk∈Ak




⇔ (∀x j ∈ A j)
((









⇔ (∀x j ∈ A j)
((






R j,ki (x j,xk) = 1 & ̺k(xk,ak) = 1
))
⇔ (∀x j ∈ A j)
(




⇔ (∀x j ∈ ̺ ja j)(∃xk ∈ ̺kak) (x j,xk) ∈ R
j,k
i
Time smo dokazali tačnost tvrd̄enja (a). ⊓⊔
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Sledeća teorema bavi se slučajem kada se radi sa više-modalitetnim krisp
relacijskim sistemima i n-torkama ekvivalencija.
Teorema 4.5.5. Neka jeM= (A1,A2, . . . ,An,R) više-modalitetni krisp relacijski sis-
tem i (̺1, ̺2, . . . , ̺n) ∈ 2A1×A1 × 2A2×A2 × · · ·× 2An×An je n-torka ekvivalencija. Tada
važi:
(a) (̺1, ̺2, . . . , ̺n) je rešenje sistema (4.5) (odnosno (4.25)) ako i samo ako je
(η j,ηk) ∈ R̃
j,k
i ⇔ (∀x j ∈ η j)(∃xk ∈ ηk) (x j,xk) ∈ R
j,k
i , (4.85)
za proizvoljne ( j,k) ∈ J, i ∈ I j,k, η j ∈ A j/̺ j i ηk ∈ Ak/̺k.
(b) (̺1, ̺2, . . . , ̺n) je rešenje sistema (4.6) (odnosno (4.26)) ako i samo ako je
(η j,ηk) ∈ R̃
j,k
i ⇔ (∀xk ∈ ηk)(∃x j ∈ η j) (x j,xk) ∈ R
j,k
i , (4.86)
za proizvoljne ( j,k) ∈ J, i ∈ I j,k, η j ∈ A j/̺ j i ηk ∈ Ak/̺k.
(c) (̺1, ̺2, . . . , ̺n) je rešenje sistema (4.4) (odnosno (4.24)) ako i samo ako je
(η j,ηk) ∈ R̃
j,k
i ⇔ (∀x j ∈ η j)(∃xk ∈ ηk) (x j,xk) ∈ R
j,k
i , (4.87)
⇔ (∀xk ∈ ηk)(∃x j ∈ η j) (x j,xk) ∈ R
j,k
i ,
za proizvoljne ( j,k) ∈ J, i ∈ I j,k, η j ∈ A j/̺ j i ηk ∈ Ak/̺k.
Dokaz: Dokaz ove teoreme sledi neposredno iz dokaza Teoreme 4.5.4. ⊓⊔
Teorema 4.5.6. Neka jeM= (A1,A2, . . . ,An,R) više-modalitetni fazi relacijski sis-
tem i neka je (̺1, ̺2, . . . , ̺n) ∈ LA1×A1 ×· · ·×LAn×An n-torka fazi kvazi-ured̄enja. Tada
je (̺1, ̺2, . . . , ̺n) rešenje sistema (4.45) ako i samo ako je
R̃ j,ki (( ˜̺ j)a j , ( ˜̺k)ak)) = R
j,k
i (a j,ak), (4.88)
za proizvoljne ( j,k) ∈ J, i ∈ I j,k, a j ∈ A j i ak ∈ Ak.
Dokaz: Neka je (̺1, ̺2, . . . , ̺n) rešenje sistema (4.45). Tada prema (4.75), za pro-
izvoljne ( j,k) ∈ J, i ∈ I j,k, a j ∈ A j i ak ∈ Ak imamo da je
R̃ j,ki (( ˜̺ j)a j , ( ˜̺k)ak)) = (̺ j ◦R
j,k
i ◦̺k)(a j,ak) = (R
j,k
i ◦̺k)(a j,ak) = R
j,k
i (a j,ak).
Obratno, neka važi (4.88). Tada opet prema (4.75), za proizvoljne ( j,k) ∈ J i
i ∈ I j,k imamo da je
(̺ j ◦R
j,k
i ◦̺k)(a j,ak) = R
j,k
i (a j,ak),
za sve a j ∈ A j i ak ∈ Ak, što znači da je ̺ j ◦R
j,k
i ◦̺k = R
j,k
i . Odavde, zbog idem-
potentnosti fazi kvazi-ured̄enja ̺ j i ̺k, na jednostavan način dobijamo da je







i ◦̺k = R
j,k
i .
Prema tome, dokazali smo da je (̺1, ̺2, . . . , ̺n) rešenje sistema (4.45). ⊓⊔
Teorema 4.5.7. Neka jeM= (A1,A2, . . . ,An,R) više-modalitetni krisp relacijski sis-
tem i neka je (̺1, ̺2, . . . , ̺n) ∈ 2A1×A1 ×2A2×A2 ×· · ·×2An×An n-torka kvazi-ured̄enja.
Tada je (̺1, ̺2, . . . , ̺n) rešenje sistema (4.45) ako i samo ako je
(η j,ηk) ∈ R̃
j,k
i ⇔ (∀x j ∈ η j)(∀xk ∈ ηk) (x j,xk) ∈ R
j,k
i , (4.89)
za proizvoljne ( j,k) ∈ J, i ∈ I j,k, η j ∈ A j/ ˜̺ j i ηk ∈ Ak/ ˜̺k.
Dokaz: Za proizvoljne ( j,k) ∈ J, i ∈ I j,k, η j ∈ A j/ ˜̺ j i ηk ∈ Ak/ ˜̺k, na osnovu
Teoreme 4.5.6. dobijamo da je (̺1, ̺2, . . . , ̺n) rešenje sistema (4.45) ako i samo
ako za proizvoljne x j ∈ η j i xk ∈ ηk važi
R̃ j,ki (η j,ηk) = R
j,k
i (x j,xk),
što se, jasno, može formulisati i kao (4.89). ⊓⊔
4.6. Računski primeri
Primer 4.6.1. Uzmimo da je A skup zaposlenih u nekoj softverskoj kompa-
niji, B je skup svih poslova koje ova kompanija obavlja za druge kompanije, i
neka je sa C označen skup programskih paketa za čije su korišćenje zaposleni
u kompaniji osposobljeni. Neka je skup drugih kompanija označen sa I i za
svako i ∈ I neka su poslovi za kompaniju i raspodeljeni radnicima pomoću
relacije R1,2i ⊆ A×B, odnosno, posao b za kompaniju i je dodeljen radniku a
ako i samo ako je (a,b) ∈R1,2i . Takod̄e, pretpostavimo da su radnici i program-
ski paketi vezani relacijom R1,31 ⊆ A×C, i to tako da je radnik a osposobljen
za korišćenje programskog paketa c ako i samo ako je (a,c) ∈ R1,31 .
Dalje, pretpostavimo da u svrhu povećanja efikasnosti i kvaliteta posla,
kompanija namerava da grupiše radnike u timove, a poslove i programske
pakete u grupe poslova i programskih paketa, tako da su ovi timovi i grupe
poslova i programskih paketa budu što je moguće veći i da dodela grupa
poslova i programskih paketa timovima radnika bude realizovana tako da
budu ispunjeni sledeći uslovi:
1. za svaku kompaniju, grupa poslova γ je dodeljena timu θ ako i samo ako
– za svakog zaposlenog iz tima θ postoji posao iz γ koji je on već obavljao
za tu kompaniju, i
– za svaki posao iz γ postoji zaposleni iz tima θ koji je već obavljao taj
posao za datu kompaniju;
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2. grupa programskih paketa π će biti dodeljena timu θ ako i samo ako
– za svakog zaposlenog iz tima θ postoji programski paket iz π za čije je
korišćenje on osposobljen, i
– za svaki programski paket iz π postoji zaposleni iz tima θ koji je
osposobljen za taj programski paket.
Očigledno, ovakvo grupisanje zaposlenih, poslova i programskih paketa se
može izvršiti korišćenjem najveće trojke regularnih ekvivalencija u odnosu
na familiju relacija {R1,2i }i∈I∪{R
1,3
1 }.
Konkretno, uzmimo da je A = {a1,a2,a3,a4,a5,a6}, B = {b1,b2,b3,b4,b5,b6},











0 0 1 1 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 1 1
0 0 0 0 0 0






0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0






0 0 0 1 0 0
0 0 0 1 0 0
1 1 1 0 0 0
0 0 0 0 1 1
1 1 1 0 0 0




Primenjujući algoritam za više-modalitetne fazi mreže izračunavamo naj-











1 1 0 0 0 0
1 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0






1 1 0 0 0 0
1 1 0 0 0 0
0 0 1 1 0 0
0 0 1 1 0 0
0 0 0 0 1 0






1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
0 0 1 0 1 1


gde isprekidane linije pokazuju klase ekvivalencije. Dakle, oformljeni timovi
su {a1,a2}, {a3}, {a4} , {a5} i {a6}, a grupe poslova su {b1,b2}, {b3,b4}, {b5} i {b6},
dok su veštine podeljene u sledeće grupe {c1,c2,c3} , {c4} i {c5,c6}.
Rešavajući postavljeni problem, razmatramo sledeći više-modalitetni sis-









































3 pune relacije. Nakon
toga se rešenje dobija u 4 iteracije, od kojih je poslednja konačno rešenje, a
med̄urezultati su sledeći:
NAKON 1. ITERACIJE:




1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0






1 1 0 0 0 0
1 1 0 0 0 0
0 0 1 1 1 0
0 0 1 1 1 0
0 0 1 1 1 0






1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1







1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0






1 1 0 0 0 0
1 1 0 0 0 0
0 0 1 1 0 0
0 0 1 1 0 0
0 0 0 0 1 0






1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
0 0 0 0 1 1








1 1 0 0 0 0
1 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1







1 1 0 0 0 0
1 1 0 0 0 0
0 0 1 1 0 0
0 0 1 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1







1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
0 0 0 0 1 1
















1 , ̺1 ◦R
1,2
1 ◦̺2 , ̺1 ◦R
1,2
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0 0 0 0 1 0
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0 0 0 1 0 0
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0 0 1 0 0 1
1 1 0 0 1 0








0 0 1 1 0 0
0 0 1 1 0 0
0 0 0 0 1 0
0 0 0 0 1 1
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0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
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0 0 0 1 0 0
0 0 0 1 0 0
1 1 1 0 0 0
0 0 0 0 1 1
1 1 1 0 0 0
0 0 0 0 0 0


gde isprekidane linije pokazuju timove radnika i grupe poslova, dok su




1 , koje predstavljaju dodelu grupa poslova




0 1 0 0
0 0 1 0
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4.7. Pristupi izučavanju više-modalitetnih mreža
Kao i kod dvo-modalitetnih mreža, i kod više-modalitetnih mreža se mogu
razlikovati tri pristupa njihovom izučavanju:
(a) zasebna analiza svakog od modaliteta i upored̄ivanje rezultata;
(b) svod̄enje više-modalitetne mreže na jedno-modalitetne mreže;
(c) pravi više-modalitetni pristup.
Sve ono što je u prethodnoj glavi rečeno za pristupe izučavanju dvo-moda-
litetnih mreža može se preneti i na pristupe izučavanju više-modalitetnih
mreža. Detaljna analiza prednosti i mana ovih pristupa izvršena je i u radu
[125]. Ovde ćemo dati još neke dodatne napomene.
Neka jeM = (A1, . . . ,An,R) više-modalitetni fazi relacijski sistem, gde je
R = {R j,ki | ( j,k) ∈ J, i ∈ I j,k},
koji ćemo ovde interpretirati kao više-modalitetnu fazi mrežu. Za proizvoljno
j ∈ [1,n], pod j-tom projekcijom mrežeM podrazumevamo jedno-modalitetnu
fazi mrežu O j = (A j,R j), gde je R j familija koja predstavlja uniju sledećih
familija fazi relacija na A j:
– {R j, ji | i ∈ I j, j}, ako je ( j, j) ∈ J;
– {R j,ki ◦ (R
j,k
i )
−1 |k ∈ Λ j \ { j}, i ∈ I j,k}, ako je Λ j , ∅;
– {(Rk, ji )
−1 ◦Rk, ji |k ∈ P j \ { j}, i ∈ Ik, j}, ako je P j , ∅.
Jasno je da ovakav koncept projekcije uopštava koncept projekcije dvo-mo-
dalitetnih mreža, razmatran u poslednjem odeljku prethodne glave. Takod̄e
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je jasno da problem enormnog rasta broja veza prilikom formiranja projekcija
u ovom slučaju postaje još izraženiji nego u slučaju dvo-modalitetnih mreža.
Drugi način svod̄enja dvo-modalitetnih mreža na jedno-modalitetne,
formiranjem familije relacija (matrica) na A1 ∪A2 pomoću formule (3.47),
neće uvek imati smisla ako se prevede na više-modalitetni slučaj. Na primer,
ako imamo više-modalitetnu mrežuM = (A1,A2,A3, {R1,2,R1,3}), onda bi se











Jasno, ukoliko bi bila uključena i relacija R2,3, onda bi i nju i inverznu matricu
(R1,3)−1 mogli uneti na odgovarajuća mesta u (4.90). Tako nešto je rad̄eno, na
primer, u radu [83]. Osim toga, ako bi bila uključena i neka od relacija R1,1, R2,2
ili R3,3 (na A1, A2 i A3), tada bi i ona mogla biti uneta na odgovarajuće mesto
na dijagonali. Med̄utim, nastaće problem ako imamo uključenu, na primer,
i relaciju R2,1 izmed̄u A2 i A1, ili ako, na primer, izmed̄u A1 i A2 postoji
jedna relacija, a izmed̄u A1 i A3 više njih. U takvim slučajevima ne možemo
primeniti analogiju sa dvo-modalitetnim slučajem. Konačno, čak i u sluča-
jevima kada se takva analogija može napraviti, ostaje problem enormnog
rasta dimenzije matrice, koji je u više-modalitenom slučaju još izraženiji.
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Primeri koda programa



















19 # define __CONSTANT_MATRICES__
20 # define IDENTITY -1
21 # define ALLONES -2
22 # define UPPERTRIANGLE -4
23 # define LOWERTRIANGLE -8




28 #define EPS10 1e-10
29 #endif
30
31 static double RANGE = 1.0e-10;
32
33 #ifndef __STRUCTURE_TYPE__
34 # define __STRUCTURE_TYPE__
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35 # define BOOL 1
36 # define LUKASIEWICZ 2
37 # define GOODEL 3

















55 CMatrix(int n, int m);
56 CMatrix(const CMatrix & mat);
57 protected:
58 int alloc(int n, int m);
59 int inbounds(int i, int j);
60 public:
61 void free(void);
62 void error(char * msg);
63 // Overloaded operators
64 CMatrix& operator+(const CMatrix& b);
65 void operator+=(const CMatrix& b);
66 CMatrix& operator -(const CMatrix& b);
67 void operator -=(const CMatrix& b);
68 CMatrix& operator*(const CMatrix& b);
69 double & operator()(int i, int j);
70 void operator*=(const CMatrix& b);
71 void operator*=(double alpha);
72 CMatrix& operator=(const CMatrix& b);
73
74 CMatrix& composition(const CMatrix& b);
75
76 CMatrix& leftResidual(const CMatrix& b);






83 void copyFrom(const CMatrix& b);
84 void print(FILE * out = NULL);
85 void transpose(void);
86 void printint(FILE * out = NULL);
87 int LUfact(void);
88 int loadFromFile(FILE * in, int rectangular = 0);
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89 int loadElementsFromFile(FILE * in);
90 void makeUniversal(int);
91
92 int LUsubst(double * b);
93 CMatrix & inverse(void);
94 int copyTo(CMatrix& b);






101 double getEigenvalue(int i);
102 private:
103 void rotationA(double s, double tau, int i, int j, int k,
104 int l, double * A, int N);
105 void rotationV(double s, double tau, int i, int j, int k,
106 int l);






113 int logicalAnd(int a, int b);
114 double logicalAnd(double a, double b);
115 int logicalOr(int a, int b);
116 double logicalOr(double a, double b);
117 CMatrix& infimum(const CMatrix& b);
118 bool equalsTo(CMatrix *b);
119 double mul(double a, double b);
120 double residuum(double a, double b);
121 double max(double a, double b);
122 int max(int a, int b);
123 double min(double a, double b);
124 int min(int a, int b);
125 friend CMatrix rightResidual(CMatrix *a, CMatrix *b);











7 CMatrix::CMatrix(void) : m_aEigenValues(NULL)
8 {
9 init();








17 m_aMat = NULL;
18 m_iN = m_iM = 0;
19 m_aPerm = NULL;
20 m_aEigenValues = NULL;
21 m_aEigenVectors = NULL;
22 m_bEigenvaluesOK = 0;






29 //memset(m_aMat , 0, sizeof(double) * m_iN * m_iM);
30 }
31 else{




36 CMatrix::CMatrix(const CMatrix & mat){
37 init();
38 if(alloc(mat.m_iN, mat.m_iM)){
39 memcpy(m_aMat, mat.m_aMat, sizeof(double) * m_iN * m_iM);
40 if(mat.m_aPerm != NULL){








49 int CMatrix::alloc(int n, int m){
50 if(n <= 0) return 0;
51 if(m_aMat != NULL) free();
52 if(m <= 0) m = n;
53 m_aMat = new double[n * m];
54 if(m_aMat == NULL) return 0;
55 m_iN = n;





61 if(m_aMat != NULL){
62 delete[] m_aMat;
63 m_aMat = NULL;
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64 m_iN = m_iM = 0;
65 }
66 if(m_aPerm != NULL){
67 delete[] m_aPerm;
68 m_aPerm = NULL;
69 }
70 if(m_aEigenValues != NULL){
71 delete[] m_aEigenValues;
72 m_aEigenValues = NULL;
73 }
74 if(m_aEigenVectors != NULL){
75 delete[] m_aEigenVectors;




80 void CMatrix::error(char * msg){
81 fprintf(stderr, "Error:\t%s\n", msg);
82 }
83
84 CMatrix::CMatrix(int n, int m){
85 int res, i, j;
86 init();
87 if(m > 0) res = alloc(n, m);
88 else res = alloc(n, n);
89 if(!res){





95 for(i = 0; i < m_iN; i++) (*this)(i, i) = 1;
96 break;
97 case ALLONES:
98 for(i = 0; i < m_iN; i++)
99 for(j = 0; j < m_iM; j++)
100 (*this)(i, j) = 1;
101 break;
102 case UPPERTRIANGLE:
103 for(i = 0; i < m_iN; i++)
104 for(j = i; j < m_iN; j++)
105 (*this)(i, j) = 1;
106 break;
107 case LOWERTRIANGLE:
108 for(i = 0; i < m_iN; i++)
109 for(j = 0; j <= i; j++)




114 CMatrix& CMatrix::operator+(const CMatrix& b){
115 CMatrix *c = NULL;
116 static CMatrix refErr;
117 int i, j;
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118 if((m_iN != b.m_iN) || (m_iM != b.m_iM)) return refErr;
119 c = new CMatrix(m_iN, m_iM);
120 if(!c) return refErr;
121 for(i = 0; i < m_iN; i++)
122 for(j = 0; j < m_iM; j++)




127 void CMatrix::operator+=(const CMatrix& b){
128 int i, j;
129 if((m_iN != b.m_iN) || (m_iM != b.m_iM)) return;
130 for(i = 0; i < m_iN; i++)
131 for(j = 0; j < m_iM; j++)
132 (*this)(i, j) += b.m_aMat[i * m_iM + j];
133 }
134 CMatrix& CMatrix::operator -(const CMatrix& b){
135 CMatrix *c = NULL;
136 static CMatrix refErr;
137 int i, j;
138 if((m_iN != b.m_iN) || (m_iM != b.m_iM)) return refErr;
139 c = new CMatrix(m_iN, m_iM);
140 if(!c) return refErr;
141 for(i = 0; i < m_iN; i++)
142 for(j = 0; j < m_iM; j++)




147 void CMatrix::operator -=(const CMatrix& b){
148 int i, j;
149 if((m_iN != b.m_iN) || (m_iM != b.m_iM)) return;
150 for(i = 0; i < m_iN; i++)
151 for(j = 0; j < m_iM; j++)
152 (*this)(i, j) -= b.m_aMat[i * m_iM + j];
153 }
154
155 CMatrix& CMatrix::operator*(const CMatrix& b){
156 CMatrix *c = NULL;
157 static CMatrix refErr;
158 int i, j, k;
159 if(m_iM != b.m_iN) return refErr;
160 c = new CMatrix(m_iN, b.m_iM);
161 if(!c) return refErr;
162 for(i = 0; i < m_iN; i++)
163 for(j = 0; j < b.m_iM; j++){
164 (*c)(i, j) = 0;
165 for(k = 0; k < m_iM; k++)





171 double & CMatrix::operator()(int i, int j){
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172 static double dErr = ERROR;
173 if(!inbounds(i, j)){
174 error("Operator (): index out of bounds!");
175 return dErr;
176 }
177 return m_aMat[i * m_iM + j];
178 }
179
180 int CMatrix::inbounds(int i, int j){










191 void CMatrix::copyFrom(const CMatrix& b){
192 int i, j;
193 if((m_iN != b.m_iN) || (m_iM != b.m_iM)){
194 alloc(b.m_iN, b.m_iM);
195 }
196 for(i = 0; i < m_iN; i++)
197 for(j = 0; j < m_iM; j++)
198 (*this)(i, j) = b.m_aMat[i * m_iM + j];
199 }
200
201 void CMatrix::operator*=(const CMatrix& b){
202 if(m_iM != b.m_iN){




206 int i, j, k;
207 CMatrix c(m_iN, b.m_iM);
208 for(i = 0; i < m_iN; i++)
209 for(j = 0; j < b.m_iM; j++){
210 c(i, j) = 0;
211 for(k = 0; k < m_iM; k++)





217 void CMatrix::print(FILE * out){
218 int i, j;
219 if(out == NULL) out = stdout;
220 fprintf(out, "%d ", m_iN);
221 if(m_iN != m_iM) fprintf(out, "%d ", m_iM);
222 fprintf(out, "\n");
223 for(i = 0; i < m_iN; i++){
224 for(j = 0; j < m_iM; j++)
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231 int i, j;
232 double p;
233 if(m_iN == m_iM){
234 for(i = 0; i < m_iN; i++)
235 for(j = i + 1; j < m_iN; j++){
236 p = (*this)(i, j);
237 (*this)(i, j) = (*this)(j, i);




242 CMatrix aux(m_iM, m_iN);
243 CMatrix &mat = aux;
244 for(i = 0; i < m_iN; i++)





250 void CMatrix::printint(FILE * out){
251 int i, j;
252 if(out == NULL) out = stdout;
253 fprintf(out, "%d ", m_iN);
254 if(m_iN != m_iM) fprintf(out, "%d ", m_iM);
255 fprintf(out, "\n");
256 for(i = 0; i < m_iN; i++){







263 if(m_iN != m_iM) return 0;
264
265 int i, imax, j, k;
266 double big, dum, sum, temp;
267 double * vv;
268 int n = m_iN;
269 vv = new double[n];
270 if(!vv){




275 if(m_aPerm != NULL){
276 delete[] m_aPerm;
277 m_aPerm = NULL;
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278 }
279 m_aPerm = new int[n];
280 for(i = 0; i < n; i++) m_aPerm[i] = i;
281
282 for(i = 0; i < n; i++){
283 big = 0.0;
284 for(j = 0; j < n; j++){
285 if((temp = fabs((*this)(i, j))) > big) big = temp;
286 }
287 if(big == 0.0){




292 vv[i] = 1.0 / big;
293 }
294 for(j = 0; j < n; j++){
295 for(i = 0; i < j; i++){
296 sum = (*this)(i, j); //a[i][j];
297 for(k = 0; k < i; k++) sum -= (*this)(i, k) * (*this)(k, j)
; //a[i][k] * a[k][j];
298 (*this)(i, j) = sum; //a[i][j] = sum;
299 }
300 big = 0.0;
301 for(i = j; i < n; i++){
302 sum = (*this)(i, j); //a[i][j];
303 for(k = 0; k < j; k++) sum -= (*this)(i, k) * (*this)(k, j)
; //a[i][k] * a[k][j];
304 (*this)(i, j) = sum;//a[i][j] = sum;
305 if((dum = vv[i] * fabs(sum)) >= big){
306 big = dum;
307 imax = i;
308 }
309 }
310 if(j != imax){
311 for(k = 0; k < n; k++){
312 dum = (*this)(imax, k);//a[imax][k];
313 (*this)(imax, k) = (*this)(j, k); //a[imax][k] = a[j][k];
314 (*this)(j, k) = dum;//a[j][k] = dum;
315 }
316 //*d = - (*d);
317 vv[imax] = vv[j];
318 }
319 m_aPerm[j] = imax;//indx[j] = imax;
320 //if(a[j][j] == 0.0) a[j][j] = TINY;
321 if((*this)(j, j) == 0.0) (*this)(j, j) = TINY;
322 if(j != n - 1){
323 dum = 1.0 / (*this)(j, j); //a[j][j];










332 int CMatrix::loadFromFile(FILE * in, int rectangular){
333 int i, j, N, M;
334 if(!in) return 0;
335 if(fscanf(in, "%d", &N) <= 0){




340 if(fscanf(in, "%d", &M) <= 0){




345 else M = N;
346 alloc(N, M);
347 for(i = 0; i < N; i++)
348 for(j = 0; j < M; j++)
349 if(fscanf(in, "%lf", &m_aMat[i * M + j]) <= 0){
350 free();






357 int CMatrix::loadElementsFromFile(FILE * in) {
358 int i, j, N, M;
359 if (!in) return 0;
360 N = m_iN;
361 M = m_iM;
362 alloc(N, M);
363 for (i = 0; i < N; i++)
364 for (j = 0; j < M; j++)
365 if (fscanf(in, "%lf", &m_aMat[i * M + j]) <= 0) {
366 free();






373 void CMatrix::makeUniversal(int n) {
374 alloc(n,n);
375 for (int i = 0;i < n;i++)
376 for (int j = 0;j < n;j++)
377 m_aMat[i * n + j] = 1;
378 }
379
380 void CMatrix::setMatrixElemToZero() {
381 for (int i = 0;i < n();i++)
382 for (int j = 0;j < m();j++)
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383 m_aMat[i * n() + j] = 0;
384 }
385
386 void CMatrix::operator*=(double alpha){
387 int i, j;
388 for(i = 0; i < m_iN; i++)
389 for(j = 0; j < m_iM; j++)
390 (*this)(i, j) *= alpha;
391 }
392
393 CMatrix& CMatrix::operator=(const CMatrix& b) {
394 if (this != &b) {
395 free();
396 init();
397 if (alloc(b.m_iN, b.m_iM)) {
398 memcpy(m_aMat, b.m_aMat, sizeof(double) * m_iN * m_iM);
399 if (b.m_aPerm != NULL) {











410 int CMatrix::LUsubst(double * b){
411 if(m_iN != m_iN) return 0;
412 if(!m_aPerm) return 0;
413 int i, ii = -1, ip, j;
414 int n = m_iN;
415 double sum;
416
417 for(i = 0; i < n; i++){
418 ip = m_aPerm[i];
419 sum = b[ip];
420 b[ip] = b[i];
421 if(ii > -1){
422 for(j = ii; j <= i - 1; j++){
423 sum -= (*this)(i, j) * b[j];//a[i][j] * b[j];
424 }
425 }
426 else if (sum){
427 ii = i;
428 }
429 b[i] = sum;
430 }
431 for(i = n - 1; i >= 0; i--){
432 sum = b[i];
433 for(j = i + 1; j < n; j++) sum -= (*this)(i, j) * b[j];//a[i
][j] * b[j];
434 b[i] = sum / (*this)(i, i);//a[i][i];






440 CMatrix & CMatrix::inverse(void){
441 static CMatrix refErr;
442 if(m_iN != m_iM) return refErr;;
443 CMatrix *a, *inv;
444 double *e;
445 int i, j;
446 a = new CMatrix();
447 copyTo(*a);
448 inv = new CMatrix(m_iN);
449 if(!inv) return refErr;











461 for(i = 0; i < m_iN; i++){
462 memset(e, 0, m_iN * sizeof(double));
463 e[i] = 1;
464 if(!a->LUsubst(e)){
465 error("Cannot compute inverse!");
466 return refErr;
467 }








476 int CMatrix::copyTo(CMatrix& b){
477 if(!b.alloc(m_iN, m_iM)) return 0;
478 memcpy(b.m_aMat, m_aMat, sizeof(double) * m_iN * m_iM);
479 if(m_aPerm != NULL){
480 b.m_aPerm = new int[m_iN];





486 int CMatrix::printMathematicaListFormat(FILE * f){
487 if(f == NULL) f = stdout;
488 int i, j;
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489 fprintf(f, "{");
490 for(i = 0; i < m_iN; i++){
491 fprintf(f, "{");
492 for(j = 0; j < m_iM - 1; j++) fprintf(f, "%6.2lf, ", (*this)(
i, j));
493 fprintf(f, "%6.2lf", (*this)(i, m_iM - 1));
494 fprintf(f, "}");








503 int N = m_iN, i, j;
504
505 if(m_aEigenValues != NULL){
506 delete[] m_aEigenValues;
507 m_aEigenValues = NULL;
508 }
509 if(m_aEigenVectors != NULL){
510 delete[] m_aEigenVectors;
511 m_aEigenVectors = NULL;
512 }
513
514 m_aEigenValues = new double[N];
515 m_aEigenVectors = new double[N * N];
516




521 for(i = 0; i < N - 1; i++){
522 for(j = i + 1; j < N; j++){
523 if(m_aEigenValues[i] < m_aEigenValues[j]){
524 tmp = m_aEigenValues[i];
525 m_aEigenValues[i] = m_aEigenValues[j];
526 m_aEigenValues[j] = tmp;
527 for(int k = 0; k < N; k++){
528 tmp = m_aEigenVectors[i * N + k];
529 m_aEigenVectors[i * N + k] = m_aEigenVectors[j * N +
k];










540 double CMatrix::getEigenvalue(int i){
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545 void CMatrix::permute(double * A, int N){
546 int * p = new int[N];




551 for(i = 0; i < N; i++){
552 p[i] = i;
553 }
554
555 for(i = 0; i < N; i++){
556 j = rand() % (N - i) + i;
557 if(i != j){
558 tmp = p[i];
559 p[i] = p[j];




564 for(i = 0; i < N; i ++){
565 for(j = 0; j < N; j++){







573 void CMatrix::rotationA(double s, double tau, int i, int j, int k
, int l, double * A, int N){
574 double g = A[i * N + j];
575 double h = A[k * N + l];
576 A[i * N + j] = g - s * (h + g * tau);
577 A[k * N + l] = h + s * (g - h * tau);
578 }
579
580 void CMatrix::rotationV(double s, double tau, int i, int j, int k
, int l){
581 int N = m_iN;
582 double g = m_aEigenVectors[i * N + j];
583 double h = m_aEigenVectors[k * N + l];
584 m_aEigenVectors[i * N + j] = g - s * (h + g * tau);




589 int i, j, ip, iq, N;
590 int numRotations;
591 double tresh, theta, tau, t, sm, s, h, g, c;
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592 double * b, * z;
593 double * A;
594 N = m_iN;
595 b = new double[N]; z = new double[N];




600 for (i = 0; i < N; i++){
601 for (j = 0; j < N; j++) m_aEigenVectors[i * N + j] = 0.0;
602 m_aEigenVectors[i * N + i] = 1.0;
603 m_aEigenValues[i] = A [i * N + i];
604 b[i] = A [i * N + i];
605 z[i] = 0.0;
606 }
607 numRotations = 0;
608 for (i = 1; i <= 50; i++){
609 sm = 0.0;
610 for (ip = 0; ip < N - 1; ip++){
611 for (iq = ip + 1; iq < N; iq++) sm += fabs(A [ip * N + iq])
;
612 }
613 if (sm == 0.0){
614 delete[] b; delete[] z; delete[] A;
615 return true;
616 }
617 if (i < 4) tresh = (0.2 * sm) / (N * N);
618 else tresh = 0.0;
619
620 for (ip = 0; ip < N - 1; ip++)
621 for (iq = ip + 1; iq < N; iq++){
622 g = 100.0 * fabs (A [ip * N + iq]);
623 if ((i > 4) && (g <= EPS10 * fabs (m_aEigenValues [ip]))
&& (g <= EPS10 * fabs (m_aEigenValues [iq])))
624 A [ip * N + iq] = 0.0;
625 else if (fabs (A [ip * N + iq]) > tresh){
626 h = m_aEigenValues [iq] - m_aEigenValues [ip];
627 if (g <= EPS10 * fabs(h))
628 t = (A [ip * N + iq]) / h;
629 else {
630 theta = 0.5 * h / (A [ip * N + iq]);
631 t = 1.0 / (fabs (theta) + sqrt (1.0 + theta * theta)
);
632 if (theta < 0.0) t = -t;
633 }
634 c = 1.0 / sqrt(1 + t * t);
635 s = t * c;
636 tau = s / (1.0 + c);
637 h = t * A [ip * N + iq];
638 z [ip] -= h;
639 z [iq] += h;
640 m_aEigenValues [ip] -= h;
641 m_aEigenValues [iq] += h;
642 A [ip * N + iq]=0.0;
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643 for (j = 0; j < ip; j++)
644 rotationA (s, tau, j, ip, j, iq, A, N);
645 for (j = ip + 1; j<iq; j++)
646 rotationA (s, tau, ip, j, j, iq, A, N);
647 for (j = iq + 1; j < N; j++)
648 rotationA (s, tau, ip, j, iq, j, A, N);
649 for (j = 0; j < N; j++)




654 for (ip = 0; ip < N; ip++){
655 b [ip] += z [ip];
656 m_aEigenValues [ip] = b [ip];
657 z [ip] = 0.0;
658 }
659 }












672 int CMatrix::logicalOr(int a, int b){







680 double CMatrix::logicalOr(double a, double b) {
681 return max(a, b);
682 }
683
684 CMatrix& CMatrix::composition(const CMatrix& b){
685 CMatrix *c = NULL;
686 static CMatrix refErr;
687 int i, j, k;
688 if(m_iM != b.m_iN) return refErr;
689 c = new CMatrix(m_iN, b.m_iM);
690 if(!c) return refErr;
691 for(i = 0; i < m_iN; i++)
692 for(j = 0; j < b.m_iM; j++){
693 double res = 0;
694 //(*c)(i, j) = 0;
695 for(k = 0; k < m_iM; k++){
696 double p1 = (*c)(i, j);
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697 double p2 = (*this)(i, k);
698 double p3 = b.m_aMat[k * b.m_iM + j];
699 res = (double)this->logicalOr(res, this->mul(p2,p3));
700 }





706 CMatrix& CMatrix::leftResidual(const CMatrix& b){
707 CMatrix *c = new CMatrix(this->m_iN);
708 for(int i=0; i<m_iN; i++){
709 for(int j=0; j<m_iN; j++){
710 int res = 1;
711 for(int k=0; k<m_iM; k++){









721 CMatrix& CMatrix::rightResidual(const CMatrix& b){
722 CMatrix *c = new CMatrix(this->m_iM);
723 for(int i=0; i<m_iM; i++){
724 for(int j=0; j<m_iM; j++){
725 int res = 1;
726 for(int k=0; k<m_iN; k++){









736 CMatrix& CMatrix::infimum(const CMatrix& b){
737 CMatrix *c = new CMatrix(this->n(), this->m());
738 for(int i=0; i<m_iN; i++)
739 for(int j=0; j<m_iM; j++)




744 bool CMatrix::equalsTo(CMatrix *b){




749 if((*this)(i,j) != (*b)(i,j))
750 return false;





























779 return min(1 - a + b, 1.0);
780 break;
781 case GOGUEN:
782 if (a <= b) return 1;
783 else return b / a;
784 break;
785 case GOODEL:
786 if (a <= b) return 1;
787 else return b;
788 break;
789 case BOOL:
790 return max(1-a, b);
791 break;
792 default:





798 double CMatrix::max(double a, double b) {
799 if (a >= b)
800 return a;
801 else return b;
802 }
803
804 double CMatrix::min(double a, double b) {
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805 if (a <= b)
806 return a;
807 else return b;
808 }
809
810 int CMatrix::max(int a, int b) {
811 if (a >= b)
812 return a;
813 else return b;
814 }
815
816 int CMatrix::min(int a, int b) {
817 if (a <= b)
818 return a;




823 CMatrix rightResidual(CMatrix *lambda, CMatrix *ni) {
824 int i, j, k;
825 if ((lambda->n() != ni->n()))
826 return NULL;
827 CMatrix R = CMatrix(lambda->m(), ni->m());
828 for (i = 0; i < R.n();i++)
829 for (j = 0;j < R.m();j++) {
830 R(i, j) = R.residuum((*lambda)(0, i), (*ni)(0, j));
831 for (k = 1; k < ni->n(); k++)






837 CMatrix leftResidual(CMatrix *ni, CMatrix *mi) {
838 int i, j, k;
839 if (mi->m() != ni->m())
840 return NULL;
841 CMatrix R = CMatrix(ni->n(), mi->n());
842 for (i = 0; i < R.n();i++)
843 for (j = 0;j < R.m();j++) {
844 R(i, j) = R.residuum((*mi)(j, 0), (*ni)(i, 0));
845 for (k = 1;k < ni->m();k++)





1.3. Implementacija algoritma za više-modalitetne fazi
relacijske sisteme
1 void main() {
2 int brojSkupova , brElemJ;






8 f = fopen("InputVM.txt", "r");
9 fscanf(f, "%d", &brojSkupova);
10
11 ro = new CMatrix[brojSkupova];
12 for (int i = 0;i < brojSkupova; i++)
13 ro[i].loadFromFile(f);
14
15 //pravimo matrice za izracunavanje
16 ro1 = new CMatrix[brojSkupova];
17
18
19 // for (int i = 0; i < brojSkupova; i++)
20 // ro[i].printint();
21
22 fscanf(f, "%d", &brElemJ);
23 Trojka *JElem = new Trojka[brElemJ];
24 //formiramo matricu koja ce nam oznacavati da li postoje
relacije izmedju skupova (Ai, Aj)
25 CMatrix LAMP = CMatrix(brojSkupova);
26 LAMP.postaviNaNulaMat();
27 for (int i = 0; i < brElemJ; i++) {
28 //ucitavamo par (i,j) iz J i broj relacija R(i,j) - s
29 int l, m, s;
30 fscanf(f, "%d %d %d", &l, &m, &s);
31 JElem[i].i = l;
32 JElem[i].j = m;
33 JElem[i].brR = s;
34 JElem[i].R = new CMatrix[s];
35 for (int j = 0; j < JElem[i].brR; j++) {










45 bool dalje = true;
46 int brIter = 0;
47
48 while (dalje && brIter < MAX_BROJ_ITER) {
49 dalje = false;
50 for (int j = 0; j < brojSkupova; j++) {
51 ro1[j] = ro[j];
52 CMatrix res1, res2;
53 res1.makeUniversal(ro[j].n());
54 res2.makeUniversal(ro[j].n());
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55 for (int k = 0; k < brojSkupova; k++) {
56 if (LAMP(j, k) == 0) continue;
57 int z = 0;
58 while (z < brElemJ && (JElem[z].i != j + 1 || JElem[z].j
!= k + 1))
59 z++;
60 for (int i = 0; i < JElem[z].brR; i++) {
61 res1 = res1.infimum(leftResidual(&(JElem[z].R[i].
composition(ro[k])), &(JElem[z].R[i])));
62 CMatrix pom = ro[k];
63 pom.transpose();
64 pom = leftResidual(&(JElem[z].R[i].composition(pom)),
&(JElem[z].R[i]));
65 pom.transpose();
66 res1 = res1.infimum(pom);
67 }
68 }
69 for (int k = 0; k < brojSkupova; k++) {
70 if (LAMP(k, j) == 0) continue;
71 int z = 0;
72 while (z < brElemJ && (JElem[z].i != k + 1 || JElem[z].j
!= j + 1))
73 z++;
74 for (int i = 0; i < JElem[z].brR; i++) {
75 res2 = res2.infimum(rightResidual(&(JElem[z].R[i]), &(
ro[k].composition(JElem[z].R[i]))));
76 CMatrix pom = ro[k];
77 pom.transpose();
78 pom = rightResidual(&(JElem[z].R[i]), &(pom.composition
(JElem[z].R[i])));
79 pom.transpose();
80 res2 = res2.infimum(pom);
81 }
82 }
83 ro1[j] = ro1[j].infimum(res1.infimum(res2));
84 if (!ro1[j].equalsTo(&ro[j]))





90 for (int j = 0; j < brojSkupova; j++)
91 ro[j] = ro1[j];
92
93 printf("\n\n=========== ITERACIJA %d ===============\n",
brIter);






100 printf("\n\n========== STAMPA KOMPOZICIJA =============\n");
101 Trojka pom;





106 for (int k = 0; k < brElemJ; k++) {
107 pom = JElem[k];
108 for (int l = 0; l < JElem[k].brR; l++) {
109 alphaI = ro[JElem[k].i-1];
110 R = JElem[k].R[l];
111 alphaJ = ro[JElem[k].j-1];












1.4. Implementacija algoritma za izračunavanje najveće
forward bisimulacije
1 void bisimulacijeForward(FILE *inputFile) {
2 int brA, brAp, brR, brP;




7 //f = fopen("VotingForStates.txt", "r");
8 f = inputFile;
9
10 fscanf(f, "%d %d %d %d", &brA, &brAp, &brR, &brP);
11
12 R1 = new CMatrix[brR];
13 R2 = new CMatrix[brR];
14 P1 = new CMatrix[brP];
15 P2 = new CMatrix[brP];
16
17 for (int i = 0; i < brR; i++) {




22 for (int i = 0; i < brR; i++) {




27 for (int i = 0; i < brP; i++) {
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32 for (int i = 0; i < brP; i++) {























56 CMatrix phi0, phi1;
57
58 //Racunamo phi0 inicijalno
59
60 CMatrix pPom1, pPom2;
61 pPom1 = rightResidual(&(P1[0]),&(P2[0]));
62 CMatrix p1T, p2T;
63 p1T = P1[0];
64 p1T.transpose();
65 p2T = P2[0];
66 p2T.transpose();
67 pPom2 = leftResidual(&p1T, &p2T);
68
69
70 phi0 = pPom1.infimum(pPom2);
71
72 for (int i = 1; i < brP; i++) {
73 phi0.printint();
74 pPom1 = rightResidual(&(P1[i]), &(P2[i]));
75 p1T = P1[i];
76 p1T.transpose();
77 p2T = P2[i];
78 p2T.transpose();
79 pPom2 = leftResidual(&p1T, &p2T);
80 pPom2.transpose();
81 phi0 = phi0.infimum(pPom1.infimum(pPom2));





86 bool dalje = true;
87 int brIter = 0;
88
89
90 while (dalje && brIter < MAX_BROJ_ITER) {
91 phi1 = phi0;
92 for (int j = 0; j < brR; j++) {
93 CMatrix res1, res2;
94 //izracunavamo prvi deo u izrazu
95 res1 = phi0;
96 res1.transpose();
97 res1 = R2[j].composition(res1);
98 res1 = leftResidual(&res1, &(R1[j]));
99 res1.transpose();
100
101 //racunamo drugi deo izraza
102 res2 = R1[j].composition(phi0);
103 res2 = leftResidual(&res2, &R2[j]);
104








113 phi0 = phi1;
114









1.5. Implementacija algoritma za izračunavanje najveće
backward bisimulacije
1 void bisimulacijeBackward(FILE *inputFile) {
2 int brA, brAp, brR, brP;
3 CMatrix *R1, *R2, *P1, *P2;
4 FILE *f;
5
6 f = inputFile;
7
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8 fscanf(f, "%d %d %d %d", &brA, &brAp, &brR, &brP);
9
10 R1 = new CMatrix[brR];
11 R2 = new CMatrix[brR];
12 P1 = new CMatrix[brP];
13 P2 = new CMatrix[brP];
14
15 for (int i = 0; i < brR; i++) {




20 for (int i = 0; i < brR; i++) {




25 for (int i = 0; i < brP; i++) {




30 for (int i = 0; i < brP; i++) {























54 CMatrix phi0, phi1;
55
56 //Racunamo phi0 inicijalno
57
58 CMatrix pPom1, pPom2;
59 pPom1 = rightResidual(&(P1[0]), &(P2[0]));
60 CMatrix p1T, p2T;
61 p1T = P1[0];
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62 p1T.transpose();
63 p2T = P2[0];
64 p2T.transpose();
65 pPom2 = leftResidual(&p1T, &p2T);
66
67 phi0 = pPom1.infimum(pPom2);
68
69 for (int i = 1; i < brP; i++) {
70 phi0.printint();
71 pPom1 = rightResidual(&(P1[i]), &(P2[i]));
72 p1T = P1[i];
73 p1T.transpose();
74 p2T = P2[i];
75 p2T.transpose();
76 pPom2 = leftResidual(&p1T, &p2T);
77 pPom2.transpose();





83 bool dalje = true;
84 int brIter = 0;
85
86
87 while (dalje && brIter < MAX_BROJ_ITER) {
88 phi1 = phi0;
89 for (int j = 0; j < brR; j++) {
90 CMatrix res1, res2;
91 //izracunavamo prvi deo u izrazu
92 res1 = phi0.composition(R2[j]);
93 res1 = rightResidual(&R1[j], &res1);
94
95 //racunamo drugi deo izraza
96 res2 = phi0;
97 res2.transpose();
98 res2 = res2.composition(R1[j]);
99 res2 = rightResidual(&R2[j], &res2);
100 res2.transpose();
101








110 phi0 = phi1;
111
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1.6. Algoritam za izračunavanje najveće backward-forward
bisimulacije
1 void bisimulacijeBackwardForward (FILE *inputFile) {
2 int brA, brAp, brR, brP;




7 //f = fopen("VotingForStates.txt", "r");
8 f = inputFile;
9
10 fscanf(f, "%d %d %d %d", &brA, &brAp, &brR, &brP);
11
12 R1 = new CMatrix[brR];
13 R2 = new CMatrix[brR];
14 P1 = new CMatrix[brP];
15 P2 = new CMatrix[brP];
16
17 for (int i = 0; i < brR; i++) {




22 for (int i = 0; i < brR; i++) {




27 for (int i = 0; i < brP; i++) {




32 for (int i = 0; i < brP; i++) {




37 CMatrix phi0, phi1;
38
39 //Racunamo phi0 inicijalno
40
41 CMatrix pPom1, pPom2;
42 pPom1 = rightResidual(&(P1[0]), &(P2[0]));
43 CMatrix p1T, p2T;
44 p1T = P1[0];
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45 p1T.transpose();
46 p2T = P2[0];
47 p2T.transpose();
48 pPom2 = leftResidual(&p1T, &p2T);
49 // pPom2.transpose();
50
51 phi0 = pPom1.infimum(pPom2);
52
53 for (int i = 1; i < brP; i++) {
54 pPom1 = rightResidual(&(P1[i]), &(P2[i]));
55 p1T = P1[i];
56 p1T.transpose();
57 p2T = P2[i];
58 p2T.transpose();
59 pPom2 = leftResidual(&p1T, &p2T);
60 pPom2.transpose();





66 bool dalje = true;
67 int brIter = 0;
68
69
70 while (dalje && brIter < MAX_BROJ_ITER) {
71 phi1 = phi0;
72 for (int j = 0; j < brR; j++) {
73 CMatrix res1, res2;
74 //izracunavamo prvi deo u izrazu
75 res1 = R1[j].composition(phi0);
76 res1 = leftResidual(&res1, &(R2[j]));
77
78
79 //racunamo drugi deo izraza
80 res2 = phi0.composition(R2[j]);
81 res2 = rightResidual(&R1[j],&res2);
82
83 res1 = res1.infimum(res2);
84








93 phi0 = phi1;
94
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