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Abstract
In a broad sense, positivstellensa¨tze are results about representations of polynomials
which are strictly positive on a given set. We give constructive and, to a large extent,
elementary proofs of some known positivstellensa¨tze for compact semialgebraic subsets of
R
d. The presented proofs extend and simplify arguments of Berr, Wo¨rmann (2001) and
Schweighofer (2002, 2005).
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1 Introduction
In what follows F is a subfield of R, d ∈ N and X1, . . . ,Xd are indeterminates. Let X :=
(X1, . . . ,Xd). By F[X] denote the ring of all polynomials in indeterminates X1, . . . ,Xd and with
coefficients in F. A polynomial f ∈ F[X] is called linear if f has degree at most one. For n ∈ N
let [n] := {1, . . . , n} and let [0] = ∅. If n ∈ N, i ∈ [n] and u ∈ Rd, then by ui we denote the i-th
component of u. Given U ⊆ R let U≥0 := {u ∈ U : u ≥ 0} and U>0 := {u ∈ U : u > 0}. For
F ⊆ F[X] we define
coneFF :=
{
n∑
i=1
λifi : n ∈ Z≥0 and fi ∈ F , λi ∈ F≥0 ∀i ∈ [n]
}
.
Throughout the text we consider a1, . . . , am ∈ F[X] with m ∈ N and a := (a1, . . . , am). With
a we associate the so-called basic closed set in Rd given by
{a1 ≥ 0, . . . , am ≥ 0} :=
{
x ∈ Rd : a1(x) ≥ 0, . . . , am(x) ≥ 0
}
.
We study polynomials strictly positive on {a1 ≥ 0, . . . , am ≥ 0}. Results about such polyno-
mials are called positivstellensa¨tze. See [BCR98, Mar08] for background information from real
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algebraic geometry and [PS09, Las10] for various areas of applications. By a we also define the
following subsets of F[X]:
SF(a) := coneF
{
ak11 · · · a
km
m : k1, . . . , km ∈ Z≥0
}
,
PF(a) := coneF
{
p2ak11 · · · a
km
m : p ∈ F[X], k1, . . . , km ∈ {0, 1}
}
,
MF(a) := coneF
{
p2akii : p ∈ F[X], i ∈ [m], ki ∈ {0, 1}
}
,
The set SF(a) is a semiring, PF(a) is a preordering and MF(a) is a quadratic module. We have
SF(a) ⊆ PF(a), MF(a) ⊆ PF(a) and, if m = 1, then PF(a) =MF(a). For the sake of brevity in
what follows we shall omit the subscript F and write S(a),P(a) and M(a).
The main aim of this paper is to give a constructive and (mostly) elementary proof of the
following theorem.
Theorem 1. Let S := {a1 ≥ 0, . . . , am ≥ 0} be nonempty and bounded and let f ∈ F[X] be
strictly positive on S. Then the following statements hold.
(JP) If M(a) contains linear polynomials l1, . . . , lk, with k ∈ N, such that {l1 ≥ 0, . . . , lk ≥ 0}
is bounded, then f ∈M(a).
(H) If a1, . . . , am are all linear, then f ∈ S(a).
(P) If for some g ∈ M(a) the set {g ≥ 0} is bounded, then f ∈ M(a).
(S) One has f ∈ P(a).
If a1, . . . , am are all linear and the polyhedron S = {a1 ≥ 0, . . . , am ≥ 0} is nonempty and
bounded, then (JP) implies that every polynomial strictly positive on S necessarily belongs to
M(a). This was shown for the case F = R by Jacobi and Prestel [JP01] with nonconstructive
arguments (see also [PD01, Theorem 5.3.8, Corollary 6.3.5 and Exercise 6.5.3]). To the best of
author’s knowledge no constructive proof of (JP) has previously been available. Assertions (H),
(P) and (S) are well-known theorems of Handelman [Han88], Putinar [Put93] and Schmu¨dgen
[Sch91], respectively. For further information on Theorem 1 see also [Mar08, Chapters 6, 7].
The original proofs of (H), (P) and (S) are highly nonconstructive. Constructive proofs of (H)
and (S) were given in [Sch02] (see also [PR01, §3] for a related constructive proof of (H)). A
constructive proof of (P) for the case g = ρ−
∑d
i=1X
2
i , where ρ ∈ F>0, was given in [Sch05]. In
this paper we present an elementary and short proof of (H) and show that the arguments from
[BW01, Sch02, Sch05] can be used to give a simple constructive proof of (JP), (P) and (S). Our
proof of Theorem 1 is elementary with one exception: following [BW01, Sch02] in the proof of
(S) we use Stengle’s positivstellensatz. Since we prove (P) with the help of (S), also (P) depends
on Stengle’s positivstellensatz. In contrast to [Sch02] we do not use Hilbert’s basis theorem (see,
for example, [CLO07, Chapter 2,§ 5]). As a consequence, on the algorithmic level one can avoid
construction of Gro¨bner bases (see [CLO07, Chapter 2]), which is computationally expensive in
general. Below we list the results which are used in the proof of Theorem 1.
Theorem 2. (Affine version of Farkas’ lemma [Sch86, Corollary 7.1h]). Let a1, . . . , am ∈ F[X]
be all linear and let the polyhedron S := {a1 ≥ 0, . . . , am ≥ 0} be nonempty. Then every linear
f ∈ F[X] which is strictly positive on S necessarily belongs to coneF{1, a1, . . . , am}.
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Theorem 3. (Po´lya’s theorem [Po´l28], [HLP88, §2.24]). Let f ∈ F[X] be homogeneous and
strictly positive on the simplex
∆ :=
{
x ∈ Rd≥0 : x1 + · · · + xd = 1
}
.
Then there exists N ∈ Z≥0 such that (
∑d
i=1Xi)
Nf(X) ∈ S(X).
Note that the proof of Theorem 3 given in [Po´l28] and [HLP88, §2.24] is based on elementary
arguments. A bound on N can be found in [PR01, Theorem 1].
Theorem 4. (Stengle’s positivstellensatz [Ste74]). Let f ∈ F[X] be strictly positive on S(a).
Then there exist g, h ∈ P(a) such that f = (1 + g)/(1 + h).
2 Proofs
If l ∈ R[X] \ {0} is linear homogeneous and f ∈ R[X] \ {0}, we call the polynomial f0(X) :=
l(X)deg ff
(
X1
l(X) , . . . ,
Xd
l(X)
)
the homogenization of f with respect to l. For f ∈ F[X], writing
f =
∑
α cαX
α :=
∑
α cαX
α1
1 · · ·X
αd
d we assume that the sum extends over α ∈ Z
d
≥0 and the
coefficients cα ∈ F are zero for all but finitely many α’s. For α ∈ Z
d
≥0 we define |α| := α1+· · ·+αd.
We also introduce the notation ‖X‖2 :=
∑d
i=1X
2
i .
The following lemma is used in the proof of (H).
Lemma 5. Let f ∈ F[X] be strictly positive on S := {a1 ≥ 0, . . . , am ≥ 0}. Let l1, . . . , ld ∈ F[X]
be linear and such that F[X] = F[l1, . . . , ld]. Let q := t−
∑d
i=1 li−
∑m
j=1 aj , where t ∈ F>0. Then
f ∈ S(l1, . . . , ld, a1, . . . , am, q).
Proof. Without loss of generality let (l1, . . . , ld) = X. We introduce indeterminates Y1, . . . , Ym
and Z and define Y := (Y1, . . . , Ym). Consider
σ(X,Y,Z) :=
1
t
( d∑
i=1
Xi +
m∑
j=1
Yj + Z
)
,
g(X,Y,Z) := f(X) + C
m∑
j=1
(Yj − aj(X))
2, where C ∈ F>0,
∆ :=
{
(x, y, z) ∈ Rd≥0 × R
m
≥0 × R≥0 : σ(x, y, z) = 1
}
,
A := {(x, y, z) ∈ ∆ : y1 = a1(x), . . . , ym = am(x)} ,
For every C ∈ F>0 the polynomial g(X,Y,Z) is strictly positive on A. Since A and ∆ are
compact, we can fix a sufficiently large C ∈ F>0 for which g becomes strictly positive on
∆. Let g0 be the homogenization of g with respect to σ. Then also g0 is strictly posi-
tive on ∆. By Theorem 3 applied to g0 and the simplex ∆, there exists N ∈ Z≥0 such
that h(X,Y,Z) := σ(X,Y,Z)N g0(X,Y,Z) ∈ S(X,Y,Z). In h(X,Y,Z) we successively sub-
stitute Z with t −
∑d
i=1Xi −
∑m
j=1 Yj and Yj with aj(X) for every j ∈ [m]. We obtain
f(X) = h(X, a, q) ∈ S(X, a, q).
Proof of (H). Assume that a1, . . . , am are all linear. We can choose t1, . . . , td ∈ F such that
li := ti+Xi is nonnegative on S for every i ∈ [d]. Having chosen t1, . . . , td we choose a sufficiently
large t ∈ F>0 such that the polynomial q from Lemma 5 is nonnegative on S. By Lemma 5,
f ∈ S(l1, . . . , ld, a1, . . . , am, q). By the Farkas lemma l1, . . . , ld, q ∈ coneF{1, a1, . . . , am}. Hence
f ∈ S(1, a1, . . . , am) = S(a).
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If n ∈ N and A1, . . . , An, B1, . . . , Bn are indeterminates, then
A1 · · ·An ±B1 · · ·Bn =
1
2n−1
∑
e∈En
±
n∏
i=1
(Ai + eiBi)
∈ S(A1 +B1, · · · , An +Bn, A1 −B1, . . . , An −Bn), (1)
where En+ (resp. E
n
−) is the set of all vectors e ∈ {−1, 1}
n with even (resp. odd) number of
components equal to −1. The latter can be easily proved (e.g., by induction on n).
The following lemmas are (essentially) borrowed from [BW01, Sch02, Sch05]. We somewhat
simplify their formulations and the proofs. Lemma 6 is a somewhat more explicit version of
Lemma 2.1 from [Sch02] (see also [BW01, Lemma 1]).
Lemma 6. Let ρ ∈ F>0 and let f =
∑
α cαX
α ∈ F[X]. We define t(f, ρ) :=
∑
α |cα|(ρ + 1)
|α|.
Then t(f, ρ)± f ∈ P(ρ− ‖X‖2).
Proof. Since t(f, ρ) = t(−f, ρ) it suffices to show t(f, ρ) + f ∈ P(ρ− ‖X‖2). We have
t(f, ρ) + f =
∑
α
(cα(ρ+ 1)
|α| ± cαX
α) =
∑
α
|cα|
(
(ρ+ 1)|α| + sign(cα)X
α
)
.
Let α be an arbitrary multi-index with α 6= (0, . . . , 0). Let us apply (1) for n = |α|. Substituting
A1, . . . , An with ρ and B1, . . . , Bn with appropriate Xi’s, we see that (ρ+ 1)
|α| + sign(cα)X
α ∈
P(ρ+ 1−X1, . . . , ρ+ 1−Xd, ρ+ 1 +X1, . . . , ρ+ 1 +Xd). For i ∈ [d] one has
ρ+ 1±Xi =
1
2
(
(ρ+ 1) + (1±Xi)
2 +
∑
j∈[d]\{i}
X2j + (ρ− ‖X‖
2)
)
∈ P(ρ− ‖X‖2). (2)
Hence t(f, ρ) + f ∈ P(ρ− ‖X‖2).
Lemma 7 is similar to Lemma 8 from [Sch05].
Lemma 7. Let S := {a1 ≥ 0, . . . , am ≥ 0} and let f ∈ F[X] be strictly positive on S. Let B be
a compact subset of Rd. Then there exists g ∈ M(a) such that f − g is strictly positive on B.
Proof. Let T := {x ∈ B : f(x) ≤ 0}. We shall use a as the function x 7→ (a1(x), . . . , am(x)) from
R
d to Rm. The set a(B) is compact. Hence there exists γ ∈ F>0 such that a(B) ⊆ (−∞, 2γ]
m.
By the assumption on f we have a(T )∩ [0, 2γ]m = ∅. Since a(T ) and [0, 2γ]m are compact, there
exists ε ∈ F>0 such that a(T ) ∩ [−2ε, γ]
m = ∅. By the choice of γ and ε we see that if x ∈ B
and aj(x) ≥ −2ε for every j ∈ [m], then f(x) > 0. Consequently,
µ := min
{
f(x) : x ∈ B and aj(x) ≥ −2ε ∀j ∈ [m]
}
> 0.
Consider the univariate polynomial h(t) := t
(
t−γ
γ+ε
)2N
∈ R[t], where N ∈ N is to be fixed below.
One has
0 ≤ h(t) ≤ γ
(
γ
γ + ε
)2N
=:c(N) on [0, 2γ],
−h(t) ≥ 2ε
(
γ + 2ε
γ + ε
)2N
=:C(N) on (−∞,−2ε].
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We define g(X) :=
∑m
j=1 h(aj(X)). Let x ∈ B. If aj(x) ≥ −2ε for every j ∈ [m], we have
f(x)− g(x) ≥ µ−
m∑
j=1
h(aj(x)) ≥ µ−
∑
j∈[m]
aj(x)≥0
h(aj(x)) ≥ µ−mc(N).
If aj(x) ≤ −2ε for some j ∈ [m], we have
f(x)− g(x) ≥ min
y∈B
f(y)−
∑
j∈[m]
aj(x)≥0
h(aj(x))−
∑
j∈[m]
aj(x)<0
h(aj(x)) ≥ min
y∈B
f(y)−mc(N) +C(N).
Since c(N)→ 0 and C(N)→ +∞, as N → +∞, we deduce f(x)− g(x) > 0 for every x ∈ B by
choosing N sufficiently large.
Lemma 8. Let S := {a1 ≥ 0, . . . , am ≥ 0} be bounded. Let ρ ∈ F>0 and let ρ−‖X‖
2 be strictly
positive on S. Let f ∈ F[X] be strictly positive on S. Then f ∈M(a, ρ − ‖X‖2).
Proof. Fix any linear l1, . . . , lk ∈ F[X] with k ∈ N such that the polyhedron {l1 ≥ 0, . . . , lk ≥ 0}
is nonempty and bounded (e.g., one can take l1, . . . , lk with k = 2d and {l1 ≥ 0, . . . , lk ≥
0} = [0, 1]d). By Lemma 6, one has t + l1, . . . , t + lk ∈ P(ρ − ‖X‖
2) for every t ∈ F with
t ≥ maxi∈[k] t(li, ρ). The set B := {t + l1 ≥ 0, . . . , t + lk ≥ 0} is bounded
1. By Lemma 7 there
exists g ∈ M(a) such that f − g is strictly positive on B. By (H), f − g ∈ S(t+ l1, . . . , t+ lk).
By the choice of t we have S(t + l1, . . . , t + lk) ⊆ P(ρ − ‖X‖
2) = M(ρ − ‖X‖2). It follows
f ∈M(a, ρ − ‖X‖2).
The proof of Lemma 8 can be compared with the proof of Theorem 3 from [Sch05, pp. 8–9],
in which the author uses Po´lya’s theorem rather than (H). Lemma 9 is a somewhat more general
form of Theorem 2.2 from [Sch02] (see also [BW01, The proof of Theorem 4]).
Lemma 9. Let h ∈ F[X] and ρ ∈ F>0. Then there exists ρ
′ ∈ F>0 such that ρ
′ − ‖X‖2 ∈
M
(
h, (1 + h)(ρ− ‖X‖2)
)
.
Proof. By Lemma 6 there exists t = t(h, ρ) such that t− h ∈ P(ρ − ‖X‖2). It follows that
M
(
(1 + h)(ρ− ‖X‖2), h
)
∋ (1 + h)(ρ− ‖X‖2) + h‖X‖2 + ρ(1 + h)(t− h) + ρ(t/2− h)2
= ρ(1 + t/2)2 − ‖X‖2.
Thus, one can define ρ′ := ρ(1 + t/2)2.
Proof of (JP), (P) and (S). We start with (JP). Assume that l1, . . . , lk ∈ M(a), where k ∈ N,
are all linear and {l1 ≥ 0, . . . , lk ≥ 0} is bounded. Without loss of generality let {l1 ≥ 0, . . . , lk ≥
0} ⊆ [−1, 1]d. We notice that
d− ‖X‖2 =
1
2
d∑
i=1
(
(1 +Xi)
2(1−Xi) + (1−Xi)
2(1 +Xi)
)
∈ M(1−X1, . . . , 1−Xd, 1 +X1, . . . , 1 +Xd).
1This is easy to verify for various concrete choices of l1, . . . , lk, e.g., in the case k = 2d and {l1 ≥ 0, . . . , lk ≥
0} = [0, 1]d. In the general situation the boundedness of B follows from the fact that B has the same recession
cone as {l1 ≥ 0, . . . , lk ≥ 0}. See, for example, [Sch86, §8.2].
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By the Farkas lemma 1±Xi ∈ coneF(1, l1, . . . , lm) ⊆M(a) for every i ∈ [d]. Hence d− ‖X‖
2 ∈
M(a). The polynomial 1 + d − ‖X‖2 is strictly positive on S and belongs to M(a). Thus, in
view of Lemma 8, we deduce f ∈ M(a, 1 + d− ‖X‖2) ⊆M(a).
For showing (S) we choose ρ ∈ F>0 such that ρ − ‖X‖
2 is strictly positive on S. By
Stengle’s positivstellensatz, applied to the polynomial ρ−‖X‖2 strictly positive on S, there exist
g, h ∈ P(a) such that ρ−‖X‖2 = (1+g)/(1+h) and g, h ∈ P(a). Hence (1+h)(ρ−‖X‖2) ∈ P(a).
Then, in view of Lemma 9, there exists ρ′ ∈ F>0 such that ρ
′ − ‖X‖2 ∈ P(a). By Lemma 8,
f ∈M(a, ρ′ − ‖X‖2). Thus, f ∈ P(a).
Let us show (P). Assume g ∈ M(a) and {g ≥ 0} is bounded. By Lemma 7 there exists
h ∈M(a) such that f−h is strictly positive on {g ≥ 0}. By (S), f−h ∈ P(g) =M(g) ⊆M(a).
Hence f ∈ M(a).
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