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[1] Mid-ocean ridge transform faults (RTFs) vary strongly along strike in their ability
to generate large earthquakes. This general observation suggests that local variations
in material properties along RTFs exert a primary control on earthquake rupture dynamics.
We explore these relationships by examining the seismic structure of two RTFs that have
distinctly different seismic coupling. We determine the seismic velocity structure
at the Gofar and Quebrada faults on the East Pacific Rise (EPR) using P wave traveltime
tomography with data from two active-source wide-angle refraction lines crossing
the faults. We image low-velocity zones (LVZs) at both faults, where P wave velocities are
reduced by as much as 0.5–1.0 km/s (10–20%) within a several kilometer wide region.
At the Gofar fault, the LVZ extends through the entire crust, into the seismogenic zone.
We rule out widespread serpentinization as an explanation for the low velocities, owing to
the lack of a corresponding signal in the locally measured gravity field. The reduced
velocities can be explained if the plate boundary region is composed of fault material with
enhanced fluid-filled porosity (1.5–8%). Local seismic observations indicate that the
high-porosity region lies within a 10 km long portion of the fault that fails in large
swarms of microearthquakes and acts as a barrier to the propagation of large (M  6.0)
earthquakes. Tomographic images of fault structure combined with observed earthquake
behavior suggest that EPR transform segments capable of generating large earthquakes
have relatively intact gabbro within the seismogenic zone, whereas segments that slip
aseismically or via earthquake swarms are composed of highly fractured, ≥2 km wide
damage zones that extend throughout the crust.
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1. Introduction
[2] Heterogeneities in fault zone physical properties
influence the spatial distribution and maximum size of
large earthquakes. Though it has thus far proven difficult to
characterize physical conditions within the seismogenic
zone, diverse modes of fault slip, including large damaging
earthquakes and slow slip or steady creep appear to be con-
trolled by spatial variations in strain rate and rheology linked
to material variability. Mid-ocean ridge transform faults
(RTFs) represent an advantageous tectonic environment
for exploring how material heterogeneity and fault zone
architecture (including fault width and depth extent, fracture
characteristics, porosity and permeability, etc.) influence
earthquake rupture mechanics. Relative to other tectonic
regimes, oceanic transforms are geometrically simple, with
average slip rates that are well characterized by plate spread-
ing velocities, and they occur in young oceanic lithosphere
that is generally less compositionally heterogeneous com-
pared to convergent plate boundaries or continental strike-slip
faults. Based on laboratory experiments and seismicity
observations, the rheology of the oceanic lithosphere is pri-
marily controlled by temperature. Gabbro exhibits velocity-
weakening behavior at temperatures less than 500C [He
et al., 2007] and peridotite is velocity weakening at tem-
peratures less than 600C [Boettcher et al., 2007]. Accordingly,
in studies of oceanic transform fault earthquake behavior, the
seismogenic area is commonly estimated using thermal models
as the area shallower than the 600C isotherm [Wilcock et al.,
1990; Abercrombie and Ekstrom, 2001; Braunmiller and
Nábělek, 2008; Roland et al., 2010]. However, consistently
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low values of seismic coupling inferred for transforms based
on global observations [Bird et al., 2002; Boettcher and
Jordan, 2004] indicate that a purely temperature-dependent
rheology is unable to accurately predict the maximum size of
earthquakes or the total seismic moment release on RTFs.
[3] Recently, the observation that large East Pacific Rise
(EPR) and Juan de Fuca Ridge transform earthquakes occur
quasiperiodically on overlapping fault patches has provided
evidence that seismogenic segments of oceanic transform
faults are separated by stationary, velocity-strengthening
rupture barriers [McGuire, 2008; Boettcher and McGuire,
2009]. Based on centroid locations from surface waves of
large RTF earthquakes throughout the past 20 years,
it appears that discrete fault segments consistently do not
permit propagation of large main shock ruptures, and instead
release stress through aseismic creep transients, swarms of
smaller seismic events or a combination of the two [Roland
and McGuire, 2009; McGuire et al., 2012]. Together, low
seismic coupling and earthquake rupture patterns at oceanic
transforms signify strong spatial variations in fault frictional
properties [Boatwright and Cocco, 1996; Marone, 1998;
Kaneko et al., 2010] that are likely influenced by fault struc-
ture and/or material variability, rather than temperature alone.
[4] The link between fault zone physical properties, struc-
ture, and slip behavior has been recognized in laboratory
experiments as well as in characterizations of fault properties
from field-based and geophysical studies. Laboratory friction
experiments indicate that the critical slip distance (Dc), over
which strength breaks down during earthquake nucleation,
may be larger for faults with thick gouge zones [Marone and
Scholz, 1988; Marone and Kilgore, 1993; Marone et al.,
2009], making it more difficult to generate large earth-
quakes within margins of highly fractured material. This
relationship is roughly consistent with the observation that
unstable slip during earthquakes tends to be restricted
to depths greater than the surficial low-velocity zone associ-
ated with weak unconsolidated sediments [Shearer, 2002;
Lewis et al., 2007; Wei et al., 2009]. A recent study of
deformation within a subduction zone mélange suggests that
some faults exhibit spatially variable rheology and strain rate
and the dominant seismic style may be a function of the
relative role of weak versus competent lithologies, the matrix
geometry within the shear zone, and the overall degree of
material heterogeneity [Fagereng and Sibson, 2010]. Struc-
tural complexity of fault zones that sustain distributed shear
or multimode slip mechanisms should be apparent in macro-
scale investigations of fault structure using seismic imaging
tools. Geophysical observations of fault zone elastic proper-
ties have been linked to observed styles of fault slip behavior
along continental transform faults. Examples of this include
the deficit of coseismic slip identified within the shallow low-
velocity layer, exhibited by many Mw 6–7 strike-slip earth-
quakes [Fialko et al., 2005] and the collocation ofM 6 rupture
zones with patches of high seismic wave speeds at the
Parkfield section of the San Andreas Fault [Michael and
Eberhart-Phillips, 1991; Thurber et al., 2006]. Collectively,
these observations indicate a relationship between the presence
of low seismic velocity material and the mechanisms of strain
accommodation. Targeted geophysical imaging experiments
should thus be capable of illuminating characteristics of fault
zone structure that signify mechanical variability.
[5] Past seismic and petrologic investigations at RTFs in
the Atlantic and Pacific have identified compositional and
material property variations that could be expected to influ-
ence seismic behavior [Bonatti, 1978; Tréhu and Purdy,
1984; Calvert and Potts, 1985; Detrick et al., 1993; Van
Avendonk et al., 1998, 2001]. In the Atlantic, numerous
seismic investigations published in the 1980s identified fault
zone structure at slow slipping transform faults characterized
by a wide zone of reduced seismic velocities. In some cases,
observed low-velocity zones at transforms are accompanied
by evidence for significantly thinned crust, attributed to
alteration of the upper mantle and serpentinite diapirism
[Detrick et al., 1993]. The few seismic refraction studies that
exist for Pacific RTFs [Bonatti, 1978; Tréhu and Purdy,
1984; Van Avendonk et al., 2001] have found fault zone
compressional wave velocities that are reduced compared to
normal oceanic crust. These low-velocity zones have been
interpreted as areas of intense fracturing and hydrothermal
alteration associated with strike-slip motion along the active
fault trace that extends throughout most of the crust. How-
ever, previous seismic imaging studies on EPR transforms
were designed primarily to characterize tectonic processes
that influence the morphology and geometry of the ridge
transform environment and have thus far not focused on
relating structural and material properties of these faults to
earthquake processes.
[6] Here, we present results of tomographic inversions for
the P wave velocity structure across neighboring EPR
transform faults that demonstrate contrasting seismic
behavior. The Quebrada-Discovery-Gofar (QDG) fault sys-
tem (Figure 1), just south of the equator, offsets the EPR in a
series of three, fast slipping transforms (141 mm/yr, based
on NUVEL-1 [DeMets et al., 1990]). Based on teleseismic
and hydroacoustic observations of earthquake behavior over
the past 20 years, segments of the Gofar and Discovery
faults sustain Mw 5.3–6.2 earthquakes on overlapping rup-
ture patches roughly every 5 years, while only one Mw 5.5
earthquake has occurred in the vicinity of Quebrada
[McGuire, 2008]. This behavior signifies a distinct contrast
along strike in the mechanical properties of the seismically
active faults, as well as a variation in the overall degree of
seismic coupling at each of the individual faults within the
QDG system. In 2008, as a part of the QDG Active-Passive
Transform Fault Experiment, two active-source, wide-angle
refraction lines were acquired, one across the westernmost
segment of the Gofar fault (G3) and one across the eastern-
most segment of the Quebrada fault (Q1; Figure 1). We use
2-D P wave traveltime tomography to characterize the seis-
mic velocity structure across these fault segments. We
compare the resulting structural images and estimates of
material properties with the seismogenic behavior of these
faults, including seismicity recorded by the 1 year long
deployment of a 40 station OBS array and the long-term
teleseismic history of large-magnitude events. By combining
results from seismic imaging with fault rupture patterns (i.e.,
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the propensity for large-magnitude earthquake rupture ver-
sus aseismic slip and microseismicity), we correlate the
details of fault slip behavior on Gofar and Quebrada with
insight into the physical conditions at discrete segments of
the RTFs that influence their mechanical behavior.
2. Tectonic Setting and Data Acquisition
[7] The QDG faults offset the EPR by 400 km between
3.5S and 5S. Each fault zone is broken up into multiple
secondary active segments, separated by short intratrans-
form spreading centers (ITSCs) that range in length from 5 to
16 km (Figure 1). The individual active fault segments were
named by Searle [1983] following the first detailed side-scan
sonar reconnaissance study of the QDG system. Quebrada is
composed of four segments, designated Q1–Q4 from east to
west; Discovery has two segments, D1 and D2; and Gofar has
three active segments, G1–G3. At each fault, the active fault
trace (Figure 1, white line), as indicated by pseudo side-scan
backscatter [Langmuir and Forsyth, 2007; Pickle et al.,
2009], is located within a transverse valley that is relatively
narrow at the Gofar and Discovery faults (5 km) and
becomes broader and deeper at Quebrada [Searle, 1983].
[8] As part of a larger experiment to investigate earthquake
rupture behavior at the QDG fault system, in April 2008
two active-source wide-angle refraction lines were collected,
roughly perpendicular to the Gofar and Quebrada faults. The
refraction lines crossed the 100 km long G3 fault 60 km
from its eastern end and the 40 km long Q1 fault 20 km
from its eastern end. Hereafter, the Gofar and Quebrada
seismic lines will be referred to as the G3 and Q1 lines,
respectively. Due to the exceptionally fast spreading rate of
the EPR at this location, these faults occur in relatively young
oceanic crust. Assuming a half slip rate of 7 cm/yr, crust on
the south side of the G3 transect is 0.58 Ma and increases
with distance from the fault on the north side (as crust is
created at progressively more northern spreading centers)
from 0.86 Ma near the transform to 2 Ma at the far
northern end of the seismic line. Crust on the north side of the
Q1 line is 0.28 Ma, while crust south of the transform
ranges in age from 0.28 Ma near the transform to 1.42 Ma
at the far southern end of the transect.
[9] The seismic source for the refraction experiment
was the 36-element, 6600 cubic inch air gun array of the
R/VMarcus G. Langseth (cruise ID MGL0808). The parallel
125 km long G3 and 107 km long Q1 lines were acquired
during 5 days of shooting. At each line, shots were fired
at 100 m spacing along the central 50 km section centered
on the fault and at a wider spacing of 150 m along the outer
25+ km sections. Eight four-channel (three-component
seismometer and hydrophone) short-period ocean bottom
seismographs (OBS) designed byWoods Hole Oceanographic
Institution (WHOI) from the Ocean Bottom Seismometer
Instrument Pool (OBSIP) recorded crustal and upper mantle
Figure 1. Bathymetric map of the Quebrada-Discovery-Gofar (QDG) fault system. Inset map shows the
regional location of the transform offset on the southern East Pacific Rise. White line shows the plate
boundary as indicated by pseudo side-scan backscatter [Pickle et al., 2009], and yellow lines show the
locations of two wide-angle refraction lines, crossing the G3 segment of the Gofar fault and the Q1 segment
of the Quebrada fault. Red circles show the locations of short-period ocean bottom seismographs (OBS) and
red stars and triangle show the locations of four OBS (broadband and short-period, respectively), deployed
as part of the passive-source experiment that also recorded refraction data used in this study. Instrument/
station numbers referred to in the text at both lines are shown in Figure 3.
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refractions and Moho reflections. These OBSs were deployed
at roughly 10 km spacing perpendicular to the active fault
traces. Associated with the QDG Active-Passive Transform
Fault Experiment, the G3 and Q1 surveys occurred during
a yearlong passive deployment of an array of broadband
OBSs (BBOBS) that recorded local seismicity at the QDG
faults. Ten of these BBOBS designed by WHOI also incor-
porated strong motion accelerometers in order to record large-
magnitude local earthquakes and are distinct from the OBSIP.
At Gofar, two BBOBSs associated with the passive experi-
ment were located roughly along the refraction line within
20 km of the fault. At Quebrada one BBOBS and one short-
period passive array instrument were located roughly along
the refraction line. These instruments (Figure 1, red stars and
triangle) also recorded active-source arrivals during the G3
and Q1 shooting, and these data are included in the tomo-
graphic inversions presented here.
[10] High-quality compressional wave seismograms were
recorded on the vertical component seismometer and the
hydrophone at each of the 10 stations on the two lines. The
short-period and broadband instruments sampled at rates of
200 and 50 Hz, respectively. Vertical component seismo-
gram data were used to pick first-arrival times of crustal
refractions, upper mantle refractions and Moho reflections
(Pg, Pn, and PMP, respectively), except at two stations (G3-6
and G3-4) where the seismometers appear to have been
poorly coupled to the seafloor, and where instead data from
the hydrophone channel were used for picking. Data were
band-pass filtered between 3 and 15 Hz using a minimum-
phase Butterworth filter, and predictive deconvolution was
applied to reduce reverberative noise. For phase picking,
record sections were reduced to 7 km/s and refraction and
reflection arrivals were picked by hand. In order to account
for any static offset in picked traveltimes resulting from a
residual instrument response not accounted for in the pre-
liminary processing of the OBS data, water column direct-
arrival times were also picked and compared to the predicted
arrival time at each station assuming the correct station
location and a water velocity of 1.5 km/s. At stations G3-6
and G3-p8 the predicted water column direct arrivals
showed a systematic delay with respect to the observed
arrival times, and a correction was made to refraction and
reflection phase picks of less than +0.2 s to account for
the offset.
[11] High-quality first arrivals were recorded at all stations,
but the substantial bathymetric relief across the Gofar
and Quebrada faults made it difficult in some instances to
distinguish phases associated with particular layering, such
as seismic Layers 2 and 3, as well as the transition from Pg
to Pn at far offsets and, in many cases, a distinct PMP phase.
Pn arrivals were only picked with high confidence at a few
instruments. The few Pg/Pn crossovers in this data set occur
at offsets between 32 and 35 km. The presence of clear PMP
mantle reflections was also variable along both of the lines.
Particularly along the Q1 line, PMP appears to rarely propa-
gate through the fault zone. At both the G3 and Q1 lines,
9 PMP branches were picked and used in the inversions.
Where PMP is present, it was picked at offsets that ranged
between 15 and 35 km and, with a few exceptions, approached
the first arrival at offsets of roughly 23–26 km.
[12] Several measures were taken to verify the Pg, Pn, and
PMP picks. We used reciprocity to confirm the consistency
of picked phases at multiple stations by comparing arrival
times of phases that shared similar raypaths at reversed source/
receiver locations. To guide arrival picking, particularly of
PMP, we also compared the observed data to synthetic wave-
fields calculated using a pseudospectral approach [Kosloff
and Baysal, 1982]. We estimated conservative traveltime
pick uncertainties, guided in part by the dominant period of
the first-arrival phase and in part by a subjective estimation
of our confidence in the phase picks. We assigned uncer-
tainties of 20 ms to all Pg and Pn picks and higher values
of 40 ms for PMP.
[13] The general pattern of first-arrival traveltimes is
diagnostic of deeper crustal structure. This is apparent in
data from OBS G3-3, shown in Figure 5. The arrivals at
positive offsets, shooting to the south (left in Figure 1) away
from the fault, are fairly typical of oceanic crust. First arrivals
between 3 and 10 km source-receiver offset are from oceanic
Layer 2. The transition to Layer 3 refractions is marked by
a clear change in first-arrival slope at 10 km offset, and
the apparent velocity of the Layer 3 phase Pg remains nearly
constant at 7 km/s from 10 to 50 km offset. Neither the
PMP phase nor Pn are obvious on the profile. At negative
offsets, heading toward the fault (and to the right in Figure 1),
note that the seafloor remains more or less flat out to15 km
offset, to the edge of the fault zone. Despite this, first arrivals
for the Layer 2 phase are slower than for shots to the south,
and there is no obvious transition to a higher-velocity phase
typical of oceanic Layer 3 as observed at 10 km offset in the
opposite direction. This indicates a progressive deepening of
slow upper crustal material as the fault is approached from
the south. From 16 to 23 km offset, the first arrivals are
markedly delayed by the bathymetric low of the active fault
zone. Between 23 and 32 km offset (model km 71–80),
however, the seafloor is nearly flat and at approximately the
same depth as the seafloor to the south at the same offset
range. The first-arrival phase between 23 and 32 km
offset is a refraction that has passed through the fault zone
at midcrustal to lower crustal depths. Comparison of the
arrival time of this phase with the Pg phase at 23–30 km
positive offset, to the south, which has not gone through
the fault zone, provides some measure of the amount of
traveltime delay associated with the fault zone in the lower
crust. For example, the arrival time of the Pg phase at29 km
offset is 2.9 s, and the arrival time of the Pg phase at
+29 km offset is2.5 s. This delay in traveltime (in this case
0.4 s) of rays passing through the fault relative to those that
do not is observed in one form or another on all of the
profiles, and it is the primary signal that is reconstructed by
the tomographic inversion to image the velocity structure of
the fault zone.
3. Ray Tracing and Tomographic Inversion
[14] The tomographic method fundamentally involves
three steps: specification of an initial velocity model, ray
tracing (the forward problem), and the tomographic inversion
to update the model as required by the data. In this study we
utilize a seismic tomography code first developed by H. Van
Avendonk and recently updated by A. Harding at Scripps
Institution of Oceanography (SIO) that follows the basic
strategy outlined by Van Avendonk et al. [1998, 2004]. This
code incorporates the graph method ray tracing scheme
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(or shortest path method) [Moser et al., 1992a; Toomey
et al., 1994; Van Avendonk et al., 1998]. The tomographic
inversion is implemented in the form of a damped least
squares minimization of the traveltime residuals with
smoothing constraints to regularize the inverse problem.
[15] Our initial velocity model is parameterized as a two-
dimensional (2-D) grid of regularly spaced nodal points
with assigned slowness values. The location of interfaces
separating subhorizontal model layers are assigned at the
same horizontal nodal points as slowness values but can
have independent depth values. With this parameterization,
both the location of an interface and the amplitude of a
slowness jump across an interface may be changed during
the inversion process, along with the slowness or slowness
gradient within a given layer [Van Avendonk et al., 2004].
3.1. Graph Method of Ray Tracing
[16] We use a ray-tracing scheme that employs the graph
method to solve the forward problem with both a high
degree of accuracy and relatively little computational cost.
The graph method is used to approximate raypaths by con-
necting straight-line segments between neighboring grid
points. In this way, the cumulative traveltime is propagated
from a source location to all other points in space, and the
true path is determined to be the global minimum time path,
in agreement with Fermat’s principal. Here, followingMoser
et al. [1992b], Toomey et al. [1994], and Van Avendonk
et al. [1998], the grid search is limited to the forward prop-
agation direction, termed the forward star. For this study,
we employ a forward star with a minimum angle of 0.5
specified between search directions. We consider 6 nodes
in the x direction and 12 nodes in the z direction during the
graph method search; this preferential search in the downward
direction is effective in environments where the vertical
velocity gradient dominates the horizontal gradient [Korenaga
et al., 2000], as would be expected throughout most of
the oceanic lithosphere.
[17] The graph method is particularly well suited for
marine wide-angle refraction data sets, as it allows ray
tracing to be implemented through models with complex
seafloor topography, like that in the vicinity of the mid-
ocean ridge and transform domain. Adopting the graph
method in this study has also been advantageous due to
its ability to find first-arrival traveltimes of nongeometric
diffracted waves [Van Avendonk et al., 1998], like those that
would be expected to occur within the kilometer-scale relief
of the transform valley. The minimum error of calculated
traveltimes is dependent on the grid spacing. We chose a
grid spacing of 50 m in both the vertical and horizontal
directions, which is sufficiently fine so as to determine an
accurate minimum traveltime. This choice was tested by
comparing traveltimes determined using the graph method
to those calculated using an analytical traveltime equation
through a 1-D vertical velocity gradient [Shearer, 1999].
Using 50 m grid spacing, errors in the graph method calcu-
lations, as compared to the analytical traveltimes were much
less than estimated pick errors.
3.2. Tomographic Inversion
[18] The inversion approach used here follows closely that
outlined by Van Avendonk et al. [1998, 2004]. We again
utilize code for the inversion developed and maintained by
A. Harding at SIO. This approach solves the damped least
squares problem to minimize an objective function for the
preferred model slowness perturbation based on a set of
scaled traveltime residuals. In general, tomographic inver-
sions rely on a linear set of equations derived from Fermat’s
principal, which relate a variation in traveltime to a variation
in model slowness along the stationary raypath, pi. The
traveltime residual, dTi, can thus be expressed as a linear
combination of a slowness perturbation, du, to a predefined
slowness model along pi and a change in the depth of
a layer boundary, drk at each layer k through which the ray




du x; zð Þdsþ
X
k
Gi;k xð Þdrk xð Þ: ð1Þ
Applying equation (1) to the full suite of traveltime picks
leads to a set of linear equations that is solved in the least
squares inversion. First-arrival refraction and reflection
traveltime differences determined for the picked phases
and the forward ray-traced arrival times are scaled by the
pick error and combined in an n  1 vector of scaled tra-
veltime residuals. This data vector is related to the Frechét
derivative matrix and the unknown slowness perturbation
vector, which is normalized by the slowness of the refer-
ence model, to arrive upon a matrix equation:
d ¼ Gm; ð2Þ
in which d is composed of the scaled traveltime residuals,
G is the Frechét derivative matrix and m is the normalized
slowness perturbation vector. In order to calculate accurate
graph method raypaths, we choose a grid spacing that is finer
than expected velocity variations. Consequently, it is likely
that the least squares matrix equation above is over parame-
terized, with many more model grid points than traveltime
picks. Following Van Avendonk [1998], where the model is
unconstrained by data, a smooth model is assumed by
imposing roughness penalties, Fs1 and Fs2 , that are functions
of the first and second derivatives of the model slowness:











The specified length scales of smoothing, LH and LV, and
the smoothing regularizations, P1 and P2 control the smoothing
penalty functions, and we choose values for these parameters
to facilitate a solution that is consistent with the expected
physical environment. In many tomographic problems, it is
reasonable to assume that the length scale of heterogeneity
is greater in the horizontal versus the vertical direction,
and so the aspect ratio LH /LV is large (usually >10). Here,
based on the horizontal dimensions of dramatic seafloor
morphology in the vicinity of the active transform, we have
reason to believe that the aspect ratio of heterogeneity is
much smaller. As such, we assume an LH /LV of 2 for the
inversions on both the G3 and Q1 lines. The strength of
the first and second derivative smoothing penalties, controlled
by P1 and P2, are changed frequently during progressive
inversion iterations. The choice of preferred values for these
first and second derivative regularizations is made in a
ROLAND ET AL.: SEISMIC CONSTRAINTS AT EPR TRANSFORMS B11102B11102
5 of 27
largely subjective manner. At each inversion iteration, P1
and P2 are selected with the goal of reducing the occurrence
of nonphysical artifacts, such as ray streaks and high-
frequency lateral oscillations, while also not oversmoothing
velocity perturbations along the raypaths. Throughout the
tomographic process, we typically specify P2 to be 1.3–
2.0 times greater than P1. Early in the tomographic process,
when the starting model is far from the true velocity structure,
large first and second derivative regularization values are
specified, and the strength of smoothing is reduced as model
error is decreased in progressive inversion iterations.
[19] Especially for problems with large initial traveltime
residuals, applying damping to the least squares inversion
maintains the assumption of linearity expressed in equation (1)
by keeping the raypaths from changing too quickly (i.e.,
requiring that the traveltime is stationary with respect to
pi(u) and pi(u + du)). In our inversion process, the rate at
which slowness perturbations are incorporated into the model
is controlled by damping values, which balance the
improvement of data fit with the norm of the model pertur-
bation. Damping is also applied to changes in the depth of a
specified reflector interface and changes in the slowness jump
across the interface. The damped least squares approach
penalizes the magnitude of these perturbations via a damping
penalty that is a function of the magnitude of the model per-
turbations and specified damping coefficients. These values
together control the strength of the damping applied, and how
slowness perturbations are distributed during the initial stages
of residual traveltime minimization.
[20] During the inversion process, we choose regulariza-
tion values for slowness changes within individual layers that,
similar to the smoothing operators, are high in early inver-
sions, and then are decreased as model predictions improve
with iterative updates. As we discuss in more detail in
section 3.3, we begin our tomographic process by inverting
only for traveltime residuals associated with shallow crustal
phases that do not extend to the lower crust. As such, early in
the inversion process, we insure that theMoho slowness jump
and depth do not change by specifying high slowness jump
and reflector depth damping regularizations. As we incorpo-
rate more traveltime data, these values are also reduced,
allowing some change to the Moho interface as required
by the PMP and Pn traveltime picks.
3.3. Solution Procedure
[21] Raypaths determined during the forward problem
are strongly dependent on the initial velocity model. It is
thus advantageous to choose an initial model that emulates
the real local velocity heterogeneity as closely as possible.
In order to accomplish this without biasing our starting
model with preimposed fault zone structure, we employed
an iterative approach to the tomographic method outlined
above in which we alternate between the forward and
inverse problems, first using a small subset of the traveltime
data within the most well resolved portion of the model
space, then updating the starting model appropriately based
on the inversion results. Subsequent rounds of forward and
inverse calculations are conducted using the new starting
model and more traveltime data. We thus begin by inverting
for the shallow structure within the center of the model space
(where station spacing is slightly finer) using only close
range Pg arrivals, and incrementally incorporate deeper and
more wide-ranging Pg and Pn picks, capable of resolving
the midcrust–lower crust, and eventually PMP arrivals that
constrain the lower crustal velocities and the Moho. We
repeat this multistep approach to the tomographic inversion
process until the starting model is close enough to the true
model that only a few additional iterations of the nonlinear
inversion result in a model with an acceptable level of
Figure 2. Schematic diagram that demonstrates the forward ray tracing and tomographic inversion
approach we perform to arrive upon our preferred velocity models. We use a tomographic inversion code
developed by H. Van Avendonk and A. Harding that uses methodology presented by Van Avendonk et al.
[2001, 2004].
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traveltime fit. In Figure 2, we present a schematic diagram
that demonstrates the strategy we perform to arrive upon
our preferred velocity models.
[22] Following a forward calculation, total misfit between









This number is used to inform the target misfit level for the
following inversion. As an additional strategy for limiting
the amount of change allowed during an inversion, we
decrease the target c2 value gradually, starting with a target
10–20% error reduction, and then increasing the percent
improvement until either unphysical artifacts are incorpo-
rated into the velocity model or we arrive upon our preferred
solution. Ray “streaks,” negative velocity gradients, and
unrealistically high- or low-velocity patches are common
features that arise in inversion results in regions of low ray
coverage due to the extreme traveltime anomalies present in
our starting model. Increasing smoothing constraints can
sometimes mitigate this, but even a significant amount of
model smoothing is insufficient if the initial velocity model
is too far from the model required by the data. We avoid
incorporating unphysical slowness perturbations in our final
velocity model by gradually decreasing the target misfit
during iterations of the forward and inverse problems. If at
some point an undesirable artifact is incorporated into the
model while the total error is still too high, we remove this
by updating the startingmodel manually to remove unphysical
structure from regions with poor ray coverage, and proceed
with the tomographic process until an acceptable c2 value is
achieved. In this way we arrive upon a model that is physically
realistic and fits the data.
4. Inversion Results
[23] Starting models were constructed for both the G3 and
Q1 transects from a 1-D velocity profile similar to those
determined for young Pacific oceanic crust [Harding et al.,
1989; Vera et al., 1990; White et al., 1992]. The 1-D model
was hung from high-resolution bathymetry profiles across
each line, acquired from combined multibeam surveys col-
lected at 200 m resolution from aboard the R/V Knorr
(cruise ID KN182–13) in 2006 [Pickle et al., 2009] and
improved to roughly 100 m resolution during successive
cruises on the R/V Thomas G. Thompson (TN214) and R/V
Marcus G. Langseth (MGL0808) in 2008. Starting models
include a flat Moho reflector specified at a depth of approx-
imately 6 km beneath the seafloor. Models extend from the
sea surface at z = 0 to z = 13 km, leading to a G3 model
parameterization composed of 2953  261 nodes and a Q1
model composed of 2121  261 nodes (124.6 and 106.0
by 13 km respectively, at 0.05 km grid spacing).
[24] In total 4428 first-arrival (Pg and Pn) and 497 PMP
picks were used for the G3 tomographic inversion, and 3678
first-arrival and 528 PMP picks were used for Q1. Negative
average traveltime residuals at several of the off-fault
instruments on both lines indicated that the data required a
faster shallow velocity gradient than what was specified in
the starting model. However, despite the moderately late
prediction of traveltimes in the unfaulted shallow crust, rays
that passed through the fault zone were delayed significantly,
leading to dramatic positive traveltime residuals. Starting
model traveltime residuals for rays passing through the 10–
20 km of crust surrounding the fault were delayed as much
as 0.5 s at both the G3 and Q1 lines. The largest positive
traveltime residuals were recorded by instruments G3-4,
G3-7, Q1-4, Q1-6 and Q1-p13 (instrument labels are shown
in Figure 3), and these would have likely been larger had
the starting model been more appropriate for the unfaulted
crust. The starting c2 value for the G3 line was 55, and this
was reduced to the value in the preferred final model of
c2 = 1.8 after 34 iterations. The starting c2 value at the Q1
line was 27, and it was reduced to the preferred model value
of c2 = 2.0 after 12 iterations. c2 values reflect data fit
relative to the estimated errors, and so by maintaining small
error estimates, the c2 value will be larger. The inversion
process would allow for the data to be fit more completely
(with smaller final c2 values), however we choose to main-
tain a level of smoothing appropriate for the length scale of
heterogeneity we expect to resolve.
[25] Figure 3 displays the preferred P wave velocity models
for the G3 and Q1 lines. The most striking feature apparent
in both of these models is the significant low-velocity zone
(LVZ) within the central fault zones. Substantially reduced
P wave velocities are required to fit the traveltime data at both
the Gofar and Quebrada faults. LVZs at both faults occupy a
10 km wide region within the shallow crust that decreases
in width gradually with depth. Across the G3 fault, the mod-
eled LVZ extends throughout the entire crust, with velocities
that are reduced by more than 12% within the lower crust and
by as much as 25% at shallow depths. Within the shallow
crust, the LVZ at the Q1 line is equally pronounced and wider
laterally as compared to the G3 model. However, no sub-
stantial reduction in velocity is resolved within the lower half
of the crust at Q1. As we discuss in section 5, this may reflect
ray coverage as opposed to differences in the actual depth
extent of the LVZ along the two faults. It is interesting to note
that the broad low-velocity zones we resolve here are centered
on the location of the active fault trace determined from sea-
floor backscatter imaging (black arrow in Figure 3), slightly
offset from the deepest part of both transform valleys.
[26] Away from the central fault zones, the seismic
velocity structure is generally consistent with crustal veloc-
ities determined in past seismic refraction studies of young
EPR crust [Harding et al., 1989; Vera et al., 1990; White
et al., 1992]. Figure 4 shows velocity-depth profiles at dif-
ferent offsets along the two lines compared with velocity
profiles from previous studies. Some differences are appar-
ent in the structure of the crust generated at the “normal”
EPR spreading center (southern side of the G3 line and
northern side of the Q1 line), and that associated with
intratransform spreading (northern side of the G3 line and
southern side of the Q1 line). Additionally, lateral transverse
ridges and fossil fault traces that are apparent in the
bathymetry correspond to velocity heterogeneities where
they intersect the G3 model at approximately 82 and 96 km
offset. The same appears to be the case in the vicinity of the
morphologically complex Quebrada fault, where a transform-
parallel ridge and linear troughs are aligned with a less dra-
matic but discernible secondary low-velocity region to the
south of the active fault.
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[27] Average crustal thickness across the two faults is
comparable, with the Moho discontinuity occurring at a
depth of approximately 6.0–6.6 km beneath the seafloor.
Within the central fault zones at both G3 and Q1 the Moho
shallows somewhat, which combined with the bathymetric
lows within the transform valleys, leads to a thinning of the
crust at the fault zone to approximately 5 km. General features
of crustal thicknesses resolved here are roughly consistent
with those determined in the region based on the residual
mantle Bouguer anomaly derived from regional gravity data
by Pickle et al. [2009].
5. Data Fit and Model Resolution
[28] Tomographic inversions are inherently nonunique.
The capability to resolve structural features depends on the
geometry of the seismic experiment and the quality of the
data acquired. Furthermore, the imposed inversion correla-
tion lengths and the long wavelength of the seismic waves
that sample the subsurface lead to inversion results that are
expected to be a smoothed version of the real structure. To
understand how these factors should be considered in
interpreting our inversion results, we evaluate our resolution
in this section.
[29] In Figures 5–7 we display the observed and modeled
traveltime curves along with ray diagrams for three of the
Gofar stations (G3-3, G3-5, and G3-p7), and in Figures 8–10
we present similar traveltimes and ray coverage for Quebrada
stations (Q1-7, Q1-4, Q1-3). Figures 5–10 illustrate the type
of structure we are capable of fitting using our inversion
process. Large-scale trends in traveltimes are modeled well.
Data at several stations show first-arrival times of rays
passing through the fault zone that are delayed by 0.85 s,
signifying slow material that produces the fault zone
anomaly in our final inversion results. However, some small-
scale features, like the small delay in traveltimes located
at15 km on G3, are difficult to replicate. More importantly,
regions of the model with sparse ray coverage are often
sampled by phases that are difficult to pick accurately. The
lower crustal structure, for example, is primarily constrained
by PMP mantle reflections, which have larger picking
uncertainties and weaker velocity sensitivity than Pg phases.
[30] An indication of the sampling of velocity model nodal
locations can be found by calculating the derivative weight
sum (DWS). The DWS is a qualitative measure of ray
Figure 3. P wave velocity profiles determined from the (top) G3 and (bottom) Q1 wide-angle refraction
data sets. Receivers located on the seafloor are shown as black triangles. All receivers are short-period
OBS deployed for the refraction experiments, except for those with “p” labels, which were deployed for
the yearlong passive-source experiment; p7, p8 and p9 are broadband seismometers, and p13 is a short-
period seismometer. Black line located at7m depth shows the location of shots (at100–150m spacing).
Outlined white lines show the locations of the Moho reflector as determined by our inversions. Velocity
is contoured at 4.2, 5.0, 6.0, 6.6 and 7.0 km/s. Black arrows show the approximate location of the active
fault from pseudo side-scan backscatter [Pickle et al., 2009].
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density and is calculated by summing the influence of a
model parameter on an integrated path length over all ray-
paths [Toomey and Foulger, 1989]. In Figure 11, the DWS
is displayed for the two refraction transects. Higher values of
DWS in these regions indicate more well-sampled regions
of the models space, although the DWS should only be
used as a relative indicator of resolution, and the absolute
value is not physically significant. Within the upper crust,
both models are well sampled with a high density of rays,
and coverage is moderately good throughout most of the
central fault domain. Sections of the lower crust, however,
have significantly lower DWS values, and parts of the lower
crust are completely unresolved. In addition to the density of
rays, coverage with crossing rays from different directions is
also important for localizing the velocity perturbations. At
locations within the lower crust, where there is reasonable
ray coverage, there are rarely abundant crossing rays. Of
particular importance to this study is the paucity of ray
coverage in the lower crust beneath the Quebrada transform
valley. A key difference in the modeled velocity structure of
the two faults is the depth extent of the LVZ imaged within
the central fault zone. The low ray coverage beneath the
Quebrada fault indicates that we may be unable to determine
the true depth extent of reduced velocities in the Quebrada
transform domain with this data set.
[31] In order to further evaluate the tomographic inversion
results, we present a series of resolution tests in Figures 12–15.
These tests utilize synthetic data that is produced by forward
modeling traveltimes through a 1-D model hung from the
bathymetry along each line that has a velocity anomaly
imposed within some portion of the model space. The ability
of the tomographic inversion to reproduce the velocity
anomaly using the same ray configuration and a similar
inversion strategy (iterative process, smoothing and damping
constraints, target error reduction, etc.) provides some insight
into the resolving capabilities of these data sets. As indicated
by the DWS values, our primary concern is with the resolu-
tion of any velocity heterogeneity in the lower crust and
particularly lateral velocity heterogeneity associated with the
fault zone. In Figures 12 and 13, results are displayed from
resolution tests in which we model a 5 km wide LVZ with a
30% velocity reduction that extends throughout the entire
model space. With the ray coverage available for the G3 line,
the imposed velocity anomaly is resolved well throughout the
crust and into the upper mantle (Figure 12). In the shallow
part of the crust, the entire velocity anomaly is accurately
imaged with minor lateral smoothing. At lower crustal depths
(>5 km beneath the seafloor), the velocity anomaly that is
reproduced is narrower and less slow than the input model.
The same velocity anomaly, when modeled using the Q1 ray
configuration, is reproduced well in the shallow crust but by
midcrust depths (greater than 4 km beneath the seafloor)
the resolved anomaly is reduced to only a few percent
(Figure 13). This result shows a lack of resolution in the
lower crust at Q1 and suggests we may not be capable of
imaging deep fault structure at Quebrada.
[32] In Figure 14, we display another resolution test for a
narrower, 2 km wide fault zone anomaly throughout the
crust at G3. Using a starting data set produced from a 30%
velocity reduction in this zone, the relatively narrow low-
Figure 4. One-dimensional velocity-depth profiles from the Gofar and Quebrada velocity models
compared to other velocity models determined for Pacific oceanic crust. (a) A 1-D velocity depth profile
taken beneath the active trace of the Gofar fault (66 km offset, blue line) compared to profiles at
10 and 30 km south (gray lines) and north (black lines) of the fault zone. The gray shaded area shows
a compilation of nine profiles across normal young oceanic crust (0.2–2 Ma) modeled using synthetic
seismograms [White et al., 1992]. (b) Similar comparison of profiles at the Quebrada fault, with the
central fault zone (offset 52 km) shown in red. (c) The Gofar and Quebrada fault zone velocity-depth
profiles compared to the starting model and to several other models for young oceanic crust determined
from expanding spread profiles ESP1 near the EPR at 9N [Vera et al., 1990] and ESP12, 10 km off
axis of the EPR near 12N [Harding et al., 1989].
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velocity anomaly is very well modeled at shallow depths,
and at mid crustal depths there is only minor lateral smearing
of the fault zone anomaly after the inversion. Because the
LVZ is wider in our preferred velocity model at G3 than the
signal produced from the 2 km wide resolution test model,
especially in the shallow crust, this exercise helps to bound
the minimum width and strength of the zone of low-velocity
material present at Gofar. Based on this result, we expect
that the true zone of low-velocity material would have to be
wider than 2 km and/or more than 30% slower to produce
the kind of signal we determine from our inversion.
[33] In order to assess the degree to which velocity anoma-
lies may be smeared downward in the tomographic process,
in Figure 15 we present results from a third G3 resolution test
in which we model a 5 km wide, 30% reduced velocity
anomaly that is confined to the upper 2 km beneath the
seafloor. Results from this test are encouraging, showing that
very little downward smearing occurs. As would be expec-
ted, some small degree of both lateral and vertical smoothing
of the true velocity signal is visible in the resolution tests,
even within the most well resolved portions of the model
space. Together, these resolution tests show that a LVZ
imaged in the midcrust and lower crust at G3 may be slightly
exaggerated in width, but not in depth, and most likely
underestimates the strength of the actual anomaly at depth.
6. Discussion
6.1. Influence of Past and Current QDG Tectonics
[34] The QDG area has experienced a complex tectonic
history, resulting in a system of subparallel transform faults
connected by ITSCs. A first-order feature of the seismic
Figure 5. (a) Data recorded at G3-3, reduced at 7.0 km/s. Pg and Pn phase first-arrival times that were
picked and used in the inversion are labeled here with white and green lines drawn below the actual arrival
so as not to obscure data. (b) Rays traced through preferred Gofar G3 velocity model using the graph
method. Velocity color scale is same as that shown in Figure 3. White line indicates Moho, and black
triangles show receiver locations. (c) Pg and Pn first-arrival traveltime picks for G3-3 (red) compared
to the modeled traveltimes using preferred P wave velocity model (black). Heights of modeled data
points indicate the assumed traveltime pick error.
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velocity profiles across both the Gofar and Quebrada faults
is a difference in the shallow structure of crust created at
“normal” EPR spreading centers, north and south of the
QDG offset, and that generated at ITSCs. Several differences
in the crustal structure can be identified by comparing the
velocity profiles on either side of the Gofar and Quebrada
faults (Figure 4), specifically the thickness of the shallow
crustal extrusive Layer 2a, and lateral velocity heterogeneity
coincident with fossil fracture zones.
[35] ITSC-generated crust on the north side of the G3 fault
exhibits a slower shallow velocity structure as compared to
crust to the south. Seismic Layer 2A is typically identified
by a shallow low-velocity layer over a sharp velocity gradient
down to 5.2 km/s [Christeson et al., 1994]. Using this
definition, the median Layer 2A thickness increases from
500 m on the south side of the Gofar fault to 700 m on
the north side. Previous marine seismic experiments have
noted a decrease in the thickness of Layer 2Awith age [Houtz
and Ewing, 1976; Purdy, 1987], thought to result from
hydrothermal alteration and reduction of the bulk porosity in
pillow basalts, flows, and breccia that compose the shallow
oceanic crust. At the location of the G3 line, the crust north
of the fault is 0.3–1.4 Myr older than crust to the south,
and thus a thicker Layer 2A to the north more likely reflects a
difference in the abundance of volcanic extrusives produced
at the ITSC rather than age evolution of the high-porosity
layer. Average Layer 2A thickness is greater in young
oceanic crust created at the slow spreading Mid-Atlantic
Ridge as compared to at the fast spreading EPR [Houtz and
Ewing, 1976]. The difference in shallow crustal structure
across G3 may thus be evidence for a contrast in emplacement
processes at the short ITSCs, signifying a more magma-
starved ridge environment. The same trend is true for Layers
2B–C, which increase in median thickness from 1.6 km south
of the fault, typical for young EPR crust [Vera et al., 1990],
to 2.3 km to the north, assuming they are bound by the 5.2–
6.8 km/s velocity contours. Combined, we see a significantly
thicker Layer 2 associated with crust created at the spreading
centers north of the Gofar fault than what has been identified
in other refraction studies in normal EPR crust [Harding
et al., 1989; Vera et al., 1990] without necessarily resolving
an equivalent increase in total crustal thickness.
[36] Based on elemental compositions from basalts
dredged at the ITSCs at QDG [Nagle et al., 2009] and other
Figure 6. (a) Data, (b) ray diagram, and (c) traveltimes for station G3-p7 (for more details, see Figure 5
caption). Figure 6a also has picked PMP and Pn phases labeled above and below the actual arrivals,
respectively, so as not to obscure the data. Pg phases were also picked but are not labeled here.
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EPR transforms [Wendt et al., 1999; Saal and Forsyth,
2004], as well as numerical modeling of melt generation
[Gregg et al., 2009], ITSCs appear to demonstrate unique
geochemical compositions and dynamic melting processes.
Variability in crustal thickness linked to differences in
magma production at the spreading segments across the
QDG area was proposed by Pickle et al. [2009] in a detailed
analysis of regional gravity and bathymetry. The fact that
we do not necessarily see an equivalent thickening in
Layer 2 south of the Quebrada transform is consistent with
ITSC emplacement properties varying at different offsets
throughout the region. Pickle et al. observed a correlation
between ITSC segment length, ridge morphology and crustal
thickness that may be related to some of the variability
we observe in crust created at different locations in the
QDG system.
[37] A second feature of the velocity models at both the
Quebrada and Gofar faults is the signature of fossil fracture
zones. In Figure 16 we present the same preferred seismic
velocity models displayed in terms of the velocity anomaly
relative to the 1-D starting model (black lines in Figure 4).
Black arrows on Figure 16 indicate the location of fracture
zones crossed by the refraction lines. Low-velocity anoma-
lies are apparent beneath the bathymetric expression of the
younger fossil shear zones; however, the intensity of the
velocity signature at the inactive shear zones is significantly
diminished relative to the LVZ we resolve at the active
faults. For example, at the location of the G2 fossil fault
trace (82 km offset on the G3 line) a very clear low-
velocity anomaly is apparent within the top 2 km of the
crust. The intensity and depth extent of the velocity anomaly
at the fossil fault are much smaller than at the active G3 fault
zone. At the location of the G1 fossil trace (95 km offset)
there is no definitive fault zone signature. If the G1 and G2
faults had a structure similar to the velocity anomaly we
resolve across G3 when they were active, their current state
would indicate that significant healing occurred with time as
these faults became inactive and the fault zone was advected
off axis. At the location of the refraction line, the G1 fault
trace has had 1.3 Myr to heal since the fracture zone
accommodated opposing plate motion, and G2 has had
0.85 Myr. Thermal contraction and thermal bending
stresses would be expected at inactive oceanic fracture zones
associated with cooling and differential subsidence rates of
adjacent lithosphere [Wessel and Haxby, 1990], but these
effects might be expected to enhance rather than diminish
the low-velocity signature of fractured porous rocks within
the shallow fossil transform domain. The evolution to higher,
more typical Layer 3 seismic wave speeds at older fracture
zones thus tells us something about the compressive stresses
working within the lithosphere that contribute to the healing
of fault-affected lower crustal rocks in a relatively short
amount of time (1 Myr). Alternatively, the G1 and G2
fracture zones may never have had a significant low-velocity
Figure 7. (a) Data, (b) ray diagram, and (c) traveltimes for station G3-5 (for more details, see Figure 5
caption). Figure 7a also has picked PMP phases labeled above the actual arrivals. Pg phases were also
picked but are not labeled here.
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zone in the midcrust to lower crust, as appears to be the
case at the Clipperton fault located at 10N on the EPR
[Van Avendonk et al., 1998, 2001].
[38] Lateral velocity heterogeneity is also apparent on the
Q1 line throughout the entire Quebrada transform domain,
30 km south of the active fault segment (Figure 16).
Although the poor lower crust resolution at Q1 makes
the relative difference in the active and fossil shear zone
signatures less certain, the diminished shallow low-velocity
signature that coincides with the Q2–Q4 fault traces seems
to be consistent with evidence of past faulting and litho-
spheric healing that we observe at Gofar. The continuity of
the low-velocity zone within the upper crust throughout the
entire Quebrada fault domain to the south of Q1 also raises
the question of whether some degree of distributed shear
may occur across the wide Quebrada fault zone valley,
particularly within the shallowest crustal layers.
6.2. Interpretation of Low-Velocity Fault Zone
[39] In order to identify material properties that influence
earthquake behavior at oceanic transforms it is necessary
first to consider what type of material variation may be
causing the significantly reduced seismic velocities (0.5–
1.0 km/s, 10–20%) we image at both fault zones. Typical
oceanic crustal Layer 3 extends from 2 to 3 km beneath the
seafloor to the base of the crust. This plutonic layer tends to
exhibit only a modest increase in velocity with depth due to
temperature, variation in gabbroic composition, and closure
of microfractures with increasing effective pressure [Iturrino
et al., 1991, 1996; Carlson and Miller, 2004]. We are most
interested in interpreting the fault zone velocities within
Figure 8. (a) Data recorded at Q1-7, reduced at 7.0 km/s. (b) Rays traced through preferred Quebrada Q1
velocity model using graph method. Velocity color scale is same as that shown in Figure 3. White line
indicates Moho, and black triangles show receiver locations. (c) First-arrival traveltime picks for Q1-7
(red) compared to the modeled traveltimes using preferred P wave velocity model (black). Heights of
modeled data points indicate the assumed traveltime pick error.
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Layer 3, as this likely corresponds to the seismogenic zone
at the relatively warm Pacific transforms, and thus may pro-
vide information about frictional heterogeneity that affects
earthquake behavior. Based on previous studies of continental
and oceanic strike-slip fault zones, the two most likely can-
didates for the significant reduction in seismic velocities we
image within the central transform zone are intense fracturing
associated with shear strain [Tréhu and Purdy, 1984; Chester
et al., 1993; Eberhart-Phillips et al., 1995; Thurber et al.,
1997; Van Avendonk et al., 1998; Schulz and Evans, 2000;
Van Avendonk et al., 2001; Cochran et al., 2009] and mineral
alteration [Bonatti, 1978; Calvert and Potts, 1985; Cannat
et al., 1990; Detrick and Purdy, 1980; Detrick et al., 1982;
Minshull et al., 1991;White et al., 1984; Detrick et al., 1993;
Faulkner et al., 2003]. It is likely that both of these processes
are at work to some degree within the transform domain.
By evaluating the details of how seismic velocity is affected
by increases in porosity and/or alteration, we gain some
insight into which of these processes is the dominant cause of
the velocity reduction observed in our tomography results.
[40] The degree of fracturing and resulting porosity
required to explain the low velocities we observe is highly
dependent on the geometry assumed for fluid-filled pores.
In Figure 17a, we show the Hashin-Shtrikman (HS) bounds
on the compressional wave seismic velocity for seawater-
saturated gabbro over a range of porosities. The upper and
lower HS bounds encompass the full range of possible pore
geometries [Hashin and Shtrikman, 1963; Avseth et al.,
2005]. This calculation leads to a very wide range of seismic
velocities that are possible for a given porosity, thus making
it advantageous to consider likely fracture geometries associ-
ated with the damage zone surrounding the fault. Several
field studies of continental strike-slip faults have identified
fractures in the damage zone that are crack-like, with large
aspect ratios that are variably oriented with respect to the fault
plane [Chester et al., 1993; Savage and Brodsky, 2011]. Based
on theoretical calculations of scattering phenomena [Kuster
Figure 9. (a) Data, (b) ray diagram, and (c) traveltimes for station Q1-4 (for more details, see Figure 8
caption). Figure 9a also has picked phases labeled below (Pg, Pn) and above (PMP) the actual arrivals
so as not to obscure the data.
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and Toksöz, 1974], the crack aspect ratio (a) can be taken into
account as well as the concentration of pores and elastic
moduli of the constituent phases to estimate seismic velocity.
Porosity associated with crack-like pores has a greater effect
on the elastic properties compared to spherical pores, and
assuming aspect ratios of oblate spheroidal pores that range
from 10 to 1000, the slowest crustal seismic velocities
we determine within the seismogenic zone at the Gofar fault
(>3 km beneath the seafloor [McGuire et al., 2012]) are
consistent with a range of porosity values from roughly 1.5 to
8% depending on pore geometry (Figure 17c). As some
amount of lateral smoothing has likely occurred in the tomo-
graphic inversion process, the real fault zone rocks may
exhibit even slower seismic velocities within a narrower
zone, making these values a lower bound on the range of
possible porosity.
[41] Metamorphic alteration can also lead to significantly
reduced seismic velocities in rocks of mafic composition.
If fluid pathways exist down to lower crust and upper mantle
depths, alteration of clinopyroxene and olivine in gabbroic
rocks to amphibole, serpentine and talc, and serpentinization
of upper mantle peridotite is likely to occur within the
fault zone. Serpentinites have been dredged along Atlantic
fracture zones [Bonatti, 1976, 1978] as well as at a few
transform faults in the Pacific [Anderson and Nishimori, 1979;
Hébert et al., 1983; Cannat et al., 1990; Hekinian et al.,
1992], and serpentine diapirism has been proposed as the
primary cause of transverse ridge formation at Atlantic trans-
form faults [Bonatti, 1978]. The anomalously low strength
of serpentine and reduced density relative to lower crustal
rocks is thought to mobilize altered ultramafic rocks, enabling
them to intrude shallower crustal depths. In support of this,
seismic refraction experiments across Atlantic fracture zones
have imaged low-velocity zones accompanied by reduced
crustal thickness, which are interpreted as resulting from upper
mantle alteration and uplift [Detrick and Purdy, 1980;Detrick
Figure 10. (a) Data, (b) ray diagram, and (c) traveltimes for station Q1-3 (for more details, see Figure 8
caption). Figure 10a also has picked PMP phases labeled above the actual arrivals. Pg and Pn phases were
also picked but are not labeled here.
ROLAND ET AL.: SEISMIC CONSTRAINTS AT EPR TRANSFORMS B11102B11102
15 of 27
et al., 1982; White et al., 1984; Minshull et al., 1991; Detrick
et al., 1993]. Serpentine and talc also outcrop along the
Parkfield section of the San Andreas fault, and their presence
has been proposed as one possible explanation for the pri-
marily aseismic nature of the fault segment, due to their low
strength relative to other crustal crystalline and sedimentary
rocks [Moore et al., 1997].
[42] Although we do not see significant thinning of the
crust within the Gofar and Quebrada transform domains,
fault zone velocities are consistent with elastic properties
of partially serpentinized mantle rocks. In Figure 17a,
HS bounds for the range of seismic velocities associated
with different degrees of lower crust and upper mantle
alteration are displayed as gray envelopes. Due to the unique
elastic properties of serpentine and the high olivine content
of peridotite, alteration of mantle phases have a much larger
influence on seismic velocity than alteration of gabbro that
would be expected in the lower crust. Using the HS mixture
relation and assuming that amphibole is the primary alter-
ation phase in lower crust gabbroic rocks, metamorphism
of clinopyroxene alone cannot have a large enough effect on
the elastic properties to explain the reduction in seismic
velocities we determine within the fault zone (Figure 17a).
If we assume, rather, that altered peridotite is present at
crustal depths within the central fault zone at Gofar, mantle
material that is 50–90% percent altered would exhibit elastic
properties consistent with the slowest crustal seismic veloci-
ties we determine within the seismogenic zone (Figure 17c).
Similarly, olivine-rich lower crust rocks, analogous to troc-
tolites found along slow spreading ridges [Miller and
Christensen, 1997; Dick et al., 2008], could also reduce
seismic velocities at the base of the crust at Gofar if they
were serpentinized >70% (Figure 17c). These rocks are not
commonly found on the EPR, but they could be present in
the QDG region, where intratransform crustal emplacement
processes are likely to be different from more typical EPR
segments. If they are present at Gofar, the influence of
serpentinized troctolites on fault zone mechanics would be
similar to that of altered peridotite.
[43] The question of whether or not serpentine is present
within the fault zone at Gofar or Quebrada has implications
for the frictional properties that control earthquake behavior.
Because the density of partially serpentinized peridotite or
olivine-rich crustal rock is significantly reduced relative to
unaltered mafic rocks (Figure 17c), gravity observations
should provide some evidence for the presence of a low-
density body of serpentinized mantle if one is present within
the fault zone. In Figure 18, we display the free-air anomaly
(FAA) measured over the QDG faults [Pickle et al., 2009], as
well as gravity anomaly profiles parallel to the seismic
refraction lines. Variations in FAA reflect the shallow density
structure; low FAA is associated with bathymetric lows,
zones of thicker crust, hotter upper mantle, and/or less dense
crustal material. Although interpreting gravity data, like
seismic velocity, is nonunique, by making some simple
assumptions about the density structure of the crust, we can
compare the measured gravity anomaly to that expected if
serpentinized mantle material has been emplaced in the crust
within the Gofar and Quebrada fault zones (Figure 19, solid
red lines). Based on this analysis, we find that along the
“normal” EPR crust (south of Gofar or north of Quebrada),
variations in the amplitude of the observed FAA are
Figure 11. The derivative weight sum (DWS) for (a) the G3 and (b) Q1 models. The DWS is a weighted
sum of the elements of each column of the Fréchetmatrix [VanAvendonk et al., 1998] and is a nondimensional
value that indicates the ray density throughout the model.
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consistent with variability due to bathymetric relief. Within
the intratransform region (north of Gofar and south of Queb-
rada), there is an offset between the observed and modeled
gravity signal. This offset indicates that there are differences
between the normal EPR lithosphere and that formed within
the intratransform region, and that these differences are not
resolved in the tomography results and thus not incorporated
into the density model. A shallower Moho or a cooler upper
mantle, perhaps due to distinct crustal accretion or mantle
flow processes, could explain the increased gravity anomaly
within the intratransform region. However, this regional
variability has very little impact on the gravity signal above
the transform faults. The observed gravity anomalies above
the fault zones are moderate gravity lows. Based on the
simple models, these lows can be explained almost entirely
by bathymetric relief alone; no density reduction within the
crust at the transforms is needed to match the observed
gravity (Figure 19, dashed red line). Moreover, the density
variation expected for a fault zone composed of serpentinized
mantle material (for Gofar we assume 40% alteration over a
zone at least 2 km wide) predicts a free-air anomaly low that
is much larger than what is observed. Thus, the moderate
amplitude of the gravity anomalies above the transform faults
provides no evidence for large, low-density bodies within the
fault zones. Instead, the gravity models suggest that the
mechanism reducing seismic velocity in the fault zones is one
that leaves density mostly unchanged. Variation in porosity
provides such a mechanism. An increase in porosity of less
than 10% is enough to account for the imaged low velocities,
and the density contrast due to a porosity change of this
magnitude would produce a gravity signature that is below
the measurement sensitivity. The gravity data thus tend
to favor enhanced porosity over bulk mineral alteration as
the primary mechanism for seismic velocity reduction within
the fault zones.
[44] The crustal velocity signatures of fossil fracture zones
to the north and south of Gofar and Quebrada, respectively,
provide additional evidence in favor of the presence
of enhanced porosity rather than a serpentinized fault zone.
The G3 and Q1 transects cross several previously active
fracture zones associated with the G1–2, and Q2–4 segments.
The low-velocity signature we resolve across these fracture
zones is relatively much diminished or altogether absent
compared to the primary active fault LVZ. This indicates that
either the velocity structure at the other fault segments is
fundamentally different from those at G3 and Q1, or an aging
process has altered the material within the fossil fracture
zones, restoring the elastic properties to more closely
resemble typical Layer 3 velocities. The evolution of high-
porosity oceanic crustal material from slower to faster seismic
velocities with age has been documented previously in the
shallow crust [Houtz and Ewing, 1976; Purdy, 1987].
Because young oceanic lithosphere is in a state of compres-
sion, especially at lower crustal depths where the confining
pressure is high (equal to s1, themaximum compressive stress
in this environment), crack closure in fractured oceanic crust,
Figure 12. (a) Resolution test for a 5 km wide fault zone with P wave velocities reduced by 30% that
extends throughout the crust and upper mantle. Synthetic data were first calculated by forward modeling
traveltimes with the same source-receiver geometry used in the tomographic inversion for the Gofar G3
velocity model and the fault zone anomaly shown in Figure 12a. Synthetic traveltimes were then modeled
using the tomographic strategy outlined in section 3.2. (b) With the exception of some smoothing in the
lower crust, the 5 km wide fault zone signal is reproduced well with the model resolution available here.
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modifications to the geometry of cracks, or infiltration
by precipitation of hydrothermally derived material could
lead to a change in the elastic properties as the fracture zone
becomes inactive and material is advected off axis. Alterna-
tively, if the LVZ anomaly were a result of serpentinized
mantle material, there is little reason to believe that seismic
velocities would be restored with time. Rather, the degree of
hydrothermal alteration would be expected to increase as the
lithosphere ages and cools, and the volume of the crust within
the serpentine stability field increases [Roland et al., 2010].
[45] Ultimately, if enhanced fluid-filled porosity occurs at
depth within the fault zone, some alteration will also occur,
and if hydrated phases are present in the lower crust, some
connected fluid pathways, and likewise, some degree of
enhanced porosity must also be present. Based on the
results of our effective media analyses coupled with obser-
vations of the gravity anomaly and fossil fracture zones,
it appears that the extensive damage zones we image at the
Gofar and Quebrada faults are associated with enhanced
porosity throughout the crust, probably accompanied by
some moderate degree of crustal alteration.
6.3. Relationship Between Fault Zone Structure
and Seismic Coupling
[46] The primary objective of this experiment was to
characterize the macroscale material properties of the Gofar
and Quebrada faults and to relate these properties to their
mechanical behaviors, specifically the ability of these faults
to generate large earthquakes. In this regard, the mechanical
behaviors of these two faults differ. The Gofar fault releases
50% of its plate motion in large earthquakes, routinely
generating M  6 earthquakes, while the Quebrada fault
accommodates almost all of its plate motion without gener-
ating large earthquakes [McGuire, 2008]. Directly relating
the macroscopic seismic coupling properties to the imaged
velocity structure of these two faults is not straightforward
however, based on recent observations that earthquake
generation behavior on Gofar varies substantially along
strike. While we intended the Gofar refraction line to cross
through a portion of the fault that repeatedly ruptures in
M 6 earthquakes, seismic recordings from the yearlong OBS
deployment revealed that the line actually crossed through a
long-lived barrier to seismic rupture propagation, which lies
between two fault patches that repeatedly rupture in M 6
earthquakes [McGuire et al., 2012]. Figure 20a shows
the locations of the foreshocks and aftershocks of the 18
September 2008Mw 6.0 Gofar earthquake and the location of
the G3 seismic refraction transect. The refraction line crosses
through the foreshock zone, which failed in a swarm of
>20,000 microearthquakes (M < 4) in the week before the
Mw 6.0 main shock ruptured the segment to the west (denoted
by the aftershocks in Figure 20). As discussed by McGuire
et al. [2012], the week-long foreshock sequence was likely
triggered by a large, aseismic creep event. Thus, our G3
model may actually represent the best constrained image of
an EPR transform fault zone that is incapable of generating
large earthquakes and fails primarily aseismically.
Figure 13. Resolution test similar to that presented in Figure 12, here for the model and data configuration
from the Quebrada Q1 tomographic inversion. (a) Model configuration used to produce the synthetic
data set. (b) The 30% velocity reduction within a 5 km wide zone is resolved throughout the upper crust;
however with ray coverage available for the Q1 data set, the velocity anomaly is not well resolved in the
lower crust or upper mantle.
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[47] The best images of an EPR transform fault zone that
is capable of rupturing in large (M 6+) earthquakes are from
the Van Avendonk et al. [1998, 2001] studies of the Clip-
perton transform fault. This fault periodically sustains M 
6.6 earthquakes that likely rupture the entire fault segment.
In fact, Clipperton is the most efficient RTF in terms of
generating large earthquakes relative to its thermally esti-
mated seismogenic area [Boettcher and Jordan, 2004].
Based on the velocity structure determined by Van
Avendonk et al. [1998, 2001], the Clipperton fault does
not show a significant low-velocity zone at seismogenic
depths in the region that generates M 6.6 ruptures. P wave
velocities in the midcrust to lower crust within the active
fault zone are >6 km/s, indicating relatively intact gabbro
[Van Avendonk et al., 1998, Plate 1]. The Clipperton model
of Van Avendonk et al. provides a stark contrast to our
G3 model where P wave velocities of <5.5 km/s are clearly
resolved in the seismogenic zone (midcrust to lower crust).
The difference between the seismic velocity structures at
the Clipperton fault as compared to the Gofar fault is also
made apparent by simply comparing the arrival times of
crustal refracted waves that pass through the lower crust
across the fault zone. Pg phases passing >4 km beneath the
seafloor within the fault zone show relative delay times of
<0.2 s at Clipperton as compared to 0.4 s at Gofar. These
differences suggest that the RTF segments that generate large
earthquakes have relatively intact gabbro in the seismogenic
zone while segments that fail aseismically and serve as long-
lived rupture barriers are composed of highly fractured ≥2 km
wide damage zones that extend through the crust all the way
to the Moho (Figure 3).
[48] We would like to understand the mechanistic con-
nection between high porosity at seismogenic depths within
the Gofar foreshock zone and this zone’s persistence as a
rupture barrier. Any such understanding should include an
explanation of the observed structural and seismic properties
of this section of the fault, and so we summarize those here.
The area sampled by the G3 refraction transect has been a
barrier to large seismic rupture throughout the past 4 seismic
cycles [McGuire, 2008]. We thus refer to this region of
the fault as the rupture barrier zone. The rupture barrier zone
apparently has high porosity relative to the surrounding crust
and to other nonbarrier RTFs, and it does not appear to be
composed of a massive body of hydrothermally altered crust
or mantle material. Additionally, based on OBS record-
ings during the 2008 QDG experiment, the depth extent
of microseismicity in the rupture barrier zone (2–9 km;
primarily foreshocks) is greater than the depth of seismicity
within the main shock/aftershock section of the fault (2–
6 km) immediately to the west (Figure 20) [McGuire et al.,
2012]. A mechanism that relates enhanced porosity to rupture
Figure 14. (a) Resolution test for a 2 km wide fault zone with P wave velocities reduced by 30% that
extends throughout the crust on the G3 line. (b) A 2 km wide fault zone signal is reproduced well with
the model resolution available here, though the amplitude of the low-velocity anomaly is reduced in the
lower crust and the signal is smeared somewhat at midcrustal depths.
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barrier behavior should thus include or, at a minimum, allow
a consistent explanation of each of the known properties of
this segment.
[49] Variation in the depth extent of seismicity along strike
at Gofar, and the inferred high porosity within the rupture
barrier zone suggest that fluids and fluid flow play an
important role in determining the physical conditions within
this region. Specifically, the enhanced depth of microseis-
micity indicates that the thermal structure should be generally
cooler here. In Figure 20, we display the thermal structure
calculated for the G3 fault using a model similar to that
developed by Roland et al. [2010]. This model, which
includes hydrothermal cooling decreasing downward to a
maximum depth of 6 km (Nusselt number, Nu = 6) along the
entire length of the Gofar fault, shows the temperature at the
base of the aftershock zone to be very close to the expected
frictional stability transition (500–600C) [Boettcher et al.,
2007; He et al., 2007]. Since foreshock seismicity within
the rupture barrier zone appears to be significantly deeper
than this predicted stability transition, some mechanism of
enhanced cooling is required to explain the depth extent of
seismicity. One possibility is that additional advective heat
transport associated with local, more robust fluid circulation
[McGuire et al., 2012] is facilitated by a moderate amount
of transtension in the vicinity of the rupture barrier zone.
A very mild change in strike (3) of the Gofar G3 fault
segment, apparent in the bathymetric expression of the
fault trace near the rupture barrier, is roughly consistent with
this hypothesis. Deep fluid circulation is also consistent with
the apparent increase in porosity at seismogenic depths,
as interpreted from the lower crust velocity structure within
the G3 rupture barrier.
[50] Enhanced fluid-filled porosity and fluid circulation
offer an explanation for the overall velocity-strengthening
nature of the rupture barrier zone associated with one or both
of two possible processes: (1) porosity and trapped fluids at
great depths lead to heterogeneous stress conditions and (2)
metamorphic alteration lubricates the fault zone with weak
minerals. While these may occur contemporaneously where
fluids are present within the lower crust and upper mantle at
Gofar, either mechanism could potentially account for the
rupture barrier nature of the fault zone surrounding the G3
refraction transect.
[51] Within a fault environment where fluids are distrib-
uted over a wide, variably fractured area, localized zones of
elevated or reduced pore fluid pressure would produce strong
heterogeneity in stress conditions. Dilatancy strengthening,
related to the tendency for pore space to increase and pore
fluid flow to be restricted under shear, may act to suppress
dynamic slip, even within otherwise velocity weakening
frictional conditions [Segall and Rice, 1995; Liu and Rubin,
2010; Segall et al., 2010]. Based on numerical simulations
and observations in the laboratory, it also seems that the
effect of dilatancy increases within wider shear zones [Segall
and Bradley, 2012], consistent with the highly fractured,
low-velocity structure we infer at Gofar. Assuming this
dilatancy strengthening mechanism, seismic rupture that
initiates on segments to the east or west of the rupture barrier
Figure 15. (a) Resolution test for a 5 km wide, 30% reduced P wave velocity fault zone that is confined
to the shallowest 2 km of the upper crust. (b) Using the model and data geometry available for the G3 line,
the shallow velocity anomaly is well resolved, with little or no smearing of the signal laterally or in depth.
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region would terminate where fault zone structure transi-
tions from intact, relatively undisturbed gabbro, to highly
fractured fluid-filled porous material. Inline with our imaged
low velocities along the G3 transect, infiltration of fluids
to great depths could cool the lithosphere and depress the
frictional stability transition, enabling deep microseismicity,
while also promoting potentially widespread stabilizing inter-
actions between pore fluids and slip.
[52] Hydrothermally altered minerals are likely to be
present along RTFs that have been infiltrated with water, and
these minerals can also affect the seismogenic properties of
the fault zone. Numerical models indicate that pressure and
temperature conditions within the lower crust and upper
mantle are favorable for alteration of olivine to serpentine
and/or talc where water is present at these depths [Roland
et al., 2010]. Altered lower crust and upper mantle rocks
including serpentine and talc, are commonly dredged at
transform faults [Tucholke and Lin, 1994], including at least
one example from a fast spreading transform on the EPR, the
Garrett transform, just a few hundred kilometers south of the
QDG system [Cannat et al., 1990; Hekinian et al., 1992].
Given the enhanced porosity throughout the crust, it is likely
that at a minimum, some serpentinization has occurred in
isolated regions that could be unresolvable by gravity and
refraction techniques. Laboratory studies have shown that
under certain stress and temperature conditions, serpentine
minerals demonstrate velocity-strengthening behavior that
would inhibit unstable earthquake nucleation [Moore et al.,
1997; Reinen, 2000; Moore and Lockner, 2007]. It is thus
possible that even a very narrow zone of serpentine at
seismogenic depths could promote stable sliding within an
inner fault core, resulting in the rupture barrier behavior.
[53] The presence of enhanced fluid circulation in the
rupture barrier zone is consistent with our interpretation of a
wide zone of highly fractured porous material based on the
LVZs we image across the Gofar and Quebrada faults. In
particular, the considerable thickness and depth extent of the
region of reduced seismic velocities and increased fracturing
at G3 would likely facilitate deep fluid penetration, and via
dilatancy strengthening and/or the presence of velocity-
strengthening altered phases, provide a mechanism for the
unique mechanical behavior observed on the Gofar fault.
Based on our results, it seems likely that other poorly cou-
pled RTFs in the Pacific may contain similar regions of
highly damaged, porous fault zone structure, which limit the
amount of slip that can occur as unstable shear localization
along narrow, highly competent slip zones during large
earthquakes. Our velocity profiles and seismicity observa-
tions suggest that the presence of thick zones of fractured,
fluid-saturated material on RTF systems promote important
along-strike variation in slip behavior and help to explain the
overall low seismic coupling that has been inferred at oceanic
Figure 16. Preferred velocity models determined for the Gofar G3 line and Quebrada Q1 line (displayed
in Figure 3), plotted in terms of the velocity anomaly relative to the starting model (shown in Figure 4c)
contoured (black lines) every 0.5 km/s. Red arrows show the location of the active fault traces; black
arrows show the locations where the transects cross fossil fracture zones associated with faults (top) G2
(0.88 Myr since active) and G1 (1.29 Myr since active) to the north of G3 and (bottom) Q2–Q4
(<1.1 Myr since active) to the south of Q1.
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transform faults globally [Bird et al., 2002; Boettcher and
Jordan, 2004].
7. Conclusions
[54] Seismic tomography results presented here show a
significant low-velocity zone associated with the active fault
trace at two distinct oceanic transforms on the equatorial
EPR. These LVZs are greater than 5 km wide in the shallow
crust, and where our velocity models are well resolved at the
Gofar fault, as wide as 2 km at the base of the crust. This
variation in elastic properties within the seismogenic zone at
Gofar is likely indicative of important material variation that
may influence seismic behavior. Based on effective media
analyses, we determine that the seismic velocities imaged
within the seismogenic zone (>3 km depth) of the Gofar
fault are consistent with increased porosity in gabbro of
1.5–8% in the form of fluid-filled, high aspect ratio pores
(a = 10–100). The slowest seismic velocities within the
seismogenic zone are also consistent with the presence of
mantle peridotite that has been 50–90% altered, although
free-air anomaly gravity observations and evidence for
“healing” of the velocity anomaly at fossil fracture zones
do not support the presence of serpentine or talc in high
quantities within the fault zone. However, it is likely that
if increased porosity is responsible for the wide LVZs we
image, some degree of alteration has also occurred in the
lower crust and upper mantle. Based on observations of
fault rupture properties from a yearlong deployment of a
40 element OBS array in 2008, fault structure at the G3
Figure 17. Effective media analyses assuming fluid-saturated porosity (blue curves throughout) or
alteration of upper mantle material (black/gray curves). (a) Seismic P wave velocity variation with increased
seawater-saturated porosity in gabbro (top axis) or alteration of upper mantle peridotite (bottom axis) using
Hashin-Shtrikman (HS) mixing relations [Hashin and Shtrikman, 1963] and the two-phase media relations
of Kuster and Toksöz [1974] for cracks with aspect ratios (a) of 10, 100, and 1000. Gabbro composition
used here is 18% olivine, 47% plagioclase, and 35% clinopyroxene. Elastic properties come from
Carlson andMiller [2004] and are corrected for depth. Peridotite composition is 90% olivine, 4% pyroxene,
and 6% hornblende, which we take along with the elastic properties from Iturrino et al. [1996]. HS bounds
are calculated assuming a depth of 4 km below the seafloor. Velocities are also corrected for the effect of
closing microfractures with depth. (b) Change in bulk density associated with increased porosity (top axis)
and alteration of peridotite (bottom), equivalent to material properties shown in Figure 17a. (c) The
predicted porosity (top axis) or percent alteration (bottom axis) based on the seismic velocities determined
for the Gofar fault zone (slowest velocities sampled from G3 model,65 km offset). Porosity and degree of
alteration are calculated assuming the HS upper and lower velocity bounds for peridotite and the Kuster
and Toksöz two-phase media relations for porosity values, as shown in Figure 17a. Troctolite trend shows
the degree of serpentinization required to match our seismic velocity model for olivine-rich crustal rocks (troc-
tolite composition 30% olivine, 69% plagioclase, and 1% clinopyroxene from Miller and Christensen
[1997]). Light red shaded region shows the depth range of the Gofar seismogenic zone within the crust used
to estimate values for porosity and degree of alteration reported in the text. This depth range is based on seis-
micity observations presented in Figure 20.
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Figure 18. Gravity free-air anomaly, contoured at 5 mGal acquired on the R/V Knorr over the QDG fault
system from Pickle et al. [2009]. (top) Regional map view and (bottom) profiles parallel to the G3 and Q1
lines. Light to dark gray lines in map view show location of gravity profiles drawn in the same color on
Figure 18 (bottom), parallel to the tomography line but offset along strike from east to west, to show
variation in gravity signature along the fault.
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Figure 19. Simple models for the gravity anomaly across the (left) Gofar and (right) Quebrada faults.
The predicted gravity anomaly using a reduced density structure is indicated by the solid red lines
in Figures 19 (top left) and 19 (top right). Dashed red lines show the gravity anomaly calculated
assuming no density contrast in the crust. Black solid lines show the observed free air anomaly. Figures 19
(bottom left) and 19 (bottom right) show crustal density profile and Moho depth used for the gravity
anomaly calculations. Fault zone density structure is determined from the seismic velocity structure
and the effective media analysis assuming that reduced seismic velocities in the fault zone are caused
by the presence of altered peridotite.
ROLAND ET AL.: SEISMIC CONSTRAINTS AT EPR TRANSFORMS B11102B11102
24 of 27
Figure 20. Earthquakes observed during the 2008 OBS deployment on the Gofar fault and isotherms
calculated using the numerical model of Roland et al. [2010]. (a) Map view of Gofar seismicity and location
of G3 refraction transect. Gray dots show earthquakes observed during the yearlong deployment, yellow
dots indicate the location of foreshock events that occurred within 1 week before the 2008 Mw 6.0 event,
and red dots show the location of aftershocks that occurred within 1 week after the Mw 6.0 event. Cyan
ellipses show the approximate extent of the 2007 Mw 6.0 rupture (east) and 2008 Mw 6.0 rupture (west).
Plotted focal mechanism is from Global CMT catalog. (b) Depth slice showing same foreshock and after-
shocks plotted over isotherms calculated from the 3-D numerical model, along the fault. Numerical thermal
models use a simplified Gofar fault geometry (including G1–G3 segments), half spreading rate of 7.0 cm/yr,
and simulate hydrothermal cooling with a Nusselt number of 6. (c) Isotherms from the 3-D thermal model
plotted perpendicular to the fault and earthquakes projected onto G3 transect. Cross-fault profile
(Figure 20c) also shows the seismic velocity model for the G3 transect. Black arrow in Figure 20b shows
the approximate location where the refraction transect crosses the fault and the location of cross-fault profile
shown in Figure 20c. Earthquakes were located using a double-difference relocation scheme [McGuire
et al., 2012].
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line is representative of a segment that fails primarily
aseismically. In the context of fault mechanics, these results
imply that a wide, compliant zone of enhanced fracturing and
porosity, and the presence of fluids at seismogenic depths
likely contribute to spatial heterogeneity in frictional condi-
tions that influence earthquake behavior and promote vari-
able mechanisms of fault slip at oceanic transform faults.
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