We examine a selective list of combinatorial optimization problems in NP with respect to inapproximability (Arora and Lund, 1997) given that the ground set of elements N has additional characteristics. For each problem in this paper, the set N is expressed explicitly by subsets of N either as a partition or in the form of a cover. The problems examined are generalizations of well known classical graph problems and include the minimal spanning tree, the assignment problem, a number of elementary machine scheduling problems, bin-packing, and the TSP. We conclude that for all these generalized problems the existence of PTAS (polynomial time approximation scheme) is impossible unless P=NP. This suggests a partial characterization for a family of inapproximable problems. For the generalized Euclidean TSP we prove inapproximability even if the subsets are of cardinality two.
Introduction
When attempting to define combinatorial optimization, the combinatorial optimization community commonly states it as "the mathematical study of the arrangement, grouping, ordering, or selection of discrete objects, usually finite in number." (see Lawler, 1976) . In the majority of the many books about combinatorial optimization topics, there is no attempt (or need) to define it. In the well acknowledged book on Integer and Combinatorial Optimization by Nemhauser and Wolsey (1988) , the authors propose the following generic description of a combinatorial optimization problem:
Let N = {1, 2, . . . , n} be a finite set (referred to as the ground set of elements) and let c = (c 1 , c 2 , . . . , c n ) be an n-vector. For F ⊆ N , define c(F ) = j∈F c j . Given a collection of subsets F of N , the combinatorial optimization problem is (CP) max{c(F ) : F ∈ F}.
With such a generic description of combinatorial optimization problems, a characterization of a problem is primarily determined by the description of the collection F of subsets on N . For instance, in the case of the travelling salesman problem (TSP), the collection of subsets F corresponds to the edges of a given graph (arcs, for the directed TSP), where a walk over each such subset forms a cyclic permutation of the nodes of the given graph. The nodes and the edges of the graph are the elements of the ground set.
This paper focuses on a number of combinatorial optimization problems characterized by a further delineation regarding the ground set of elements. As an example of of what is meant here by a delineation of the ground set we describe a version of the classical TSP known as the generalized TSP (GTSP).
Given a graph G = (V, E), of n > 3 nodes together with distances (weights) for the edges in E. The set of n nodes (the set V ) is partitioned into k (3 < k ≤ n) nonempty subsets and the 'travelling salesman' tour for the GTSP has to visit each subset exactly once. That is, the tour visits one node in each of the subsets. For the GTSP, the optimal solution forms a distance minimizing circuit (if one exists) of k nodes with one node from each subset.
In Dror and Hauari (2000) an attempt was made to respond intuitively to a hypothetical question about the hardness relationship of finding solutions for a problem and its generalized version. In the combinatorial problems discussed in this paper, we either assume an explicit set partition of the set N , or an explicit collection of subsets of N which cover N . We provide the motivation for a number of the problems. However, many problems are of interest because of their respective place in the combinatorial literature. The problems that were proven NP-hard in Dror and Hauouari are (the generalized) versions of the Minimal Spanning Tree (MST) problem, the Assignment Problem (AP), the Chinese Postman Problem (CPP), some machine scheduling problems such as two-machine flow-shop, the Bin-packing (BP) problem, and the TSP. In this paper we show that the above generalizations lead to inapproximability results as defined in Arora and Lund (1997) . We also examine here the generalized version of a number of other problems. It is not clear how one would formally frame this set of generalized problems as a well defined problem class and we will not attempt to do so here. We simply prove an appropriate inapproximability result for the problem listed above. We begin by examining some classical graph problems in Section 2, starting with the Generalized Minimum Spanning Tree (GMST) problem in 2.1. In 2.2 we examine path and circuit problems. In 2.3 we turn to matching problems, including the Generalized Chinese Postman Problem. In 2.3 we continue with acyclic graph problems. In the process of examining the different problems and the complexity of their generalizations it seems appropriate to separate the subset partition generalizations from subset covering generalizations since the hardness of the later class is not surprising. Thus, we group the subset covering generalizations together in Section 3. In Section 3.1 we examine a generalized version of the classical assignment problem, followed by a subset bin-packing problem in 3.2. Section 4 examines a number of machine scheduling problems. In Section 5 we return to the GTSP and prove that even the Euclidean planar GTSP with subsets of cardinality 2 is inapproximable. Short Conclusions follow in Section 6.
Graph Problems

The Generalized Minimum Spanning Tree Problem
Given a connected undirected graph G = (V, E) with a node set V and an edge set E, a tree in G is a connected subgraph T = (V , E ) containing no cycles. If V = V , then T is a spanning tree for the graph G. Given a weight function w : E → Z + , (Z + denotes the set of positive integers), a minimal weight spanning tree is a spanning tree T * for which e∈T * w e ≤ e∈T w e , ∀T : T spanning tree of G (see Magnanti and Wolsey, 1995 , for an in depth overview of combinatorial optimization focused on trees).
Here we examine the Generalized Minimal Spanning Tree (GMST) Problem in which one requires a tree to contain at least one node out of every subset of nodes (node partition) in a graph G. This problem arises in irrigation network design in desert areas where parcels of land share a common water source (see . It is also the problem of designing a backbone (communication, high voltage, sewage, etc.) network at minimum cost where there is flexibility in locating the nodes of the network. The GMST was independently introduced by Myung et al. (1995) and .
. . , K, together with an edge weight w e , e ∈ E, a Generalized Minimal Spanning Tree (GMST) is a connected subgraph of G of minimal weight with no cycles, denoted here by
Note that in the case where
, construction of a minimal weight tree spanning at least one node from each V k can be easily transformed into an equivalent GMST problem with disjoint node subsets by making duplicates of nodes.
Complexity of the GMST
If |V k | = 1, k = 1, . . . , K, then the GMST problem reduces to the classical MST. A "greedy" solution procedure (for instance, Kruskal's algorithm) constructs a minimal weight spanning tree by examining the edges one at a time in nondecreasing order of weight, rejecting an edge if it forms a cycle with those already chosen. Moreover, when K = 1 or 2, the GMST is trivial. In general, the GMST is NP-hard in the strong sense , Myung et al. 1995 . The two papers, Dror et al. and Myung et al. present different proofs for this fact. Myung et al. (1995) provide an inappoximabilty result for the GMST restricted to graphs where the nodes in each of the node subsets (node partition) are not incident to each other, asking for a spanning tree which spans exactly one node from each subset of nodes. Thus, the GMST problem can be stated as an existence decision problem. They prove that for this GMST there is no polynomial time heuristic with a fixed performance guarantee. A more direct prove of the GMST inapproximability result is presented in by a transformation from the Steiner Tree Problem which is known to be APX-complete, proving that the GMST is also APX-complete (see Ausiello, et al. (1995) for complexity concepts).
Generalized Path and Circuit Problems
Generalized Path, Circuit, or Matching problems are fundamental problems in numerous applications. Here we state formally a few of the basic problems and provide their computational hardness.
Generalized Path Problem with Forbidden Pairs
We restate an "old" (1976) classical problem which can be trivially recast in our framework of subset delineation of the ground set.
INSTANCE. A directed graph G = (V, A) and m pairs of arcs (m subsets of A), |V | = n nodes, and two designated nodes s and t.
QUESTION. Is there a path from s to t that includes at most one arc of every pair?
This problem is equivalent to the problem of paths with forbidden pairs and was proved to be NP-complete by transformation from 3SAT in Gabow, et al. (1976) . The optimization version of this problem is NP-hard and inapproximable.
Cycle with at most one node per subset problem -Generalized Circuit Problem 1
QUESTION. Is there a directed cycle that includes at most one node of any subset?
This problem was shown NP-complete by Thompson and Orlin (1989) . We restate below the proof.
Theorem 1 : The Cycle with at most one node per subset problem in NP-complete.
Proof :
The proof is based on transformation from the Hamiltonian path problem. Given a directed graph G = (V, A) with |V | = n nodes. Establishing the existence of a Hamiltonian path on G is NP-complete (see Garey and Johnson, 1979) . Transformation: For each node i ∈ V create a set S i of n labelled copies. That is, S i = {i 1 , . . . , i n }. For every arc (i, j) ∈ A, create a set of n − 1 copies {(i k , j k+1 ) : k = 1, . . . , n − 1}. Observe that any path from i 1 to j n corresponds to a walk of n − 1 arcs in the original graph. If we require that the path has at most one arc from each subset S i , then any feasible path corresponds to a Hamiltonian path. Clearly the other direction holds as well. Thus the equivalence. 2 Again, the optimization version of this the cycle with at most one node per subset problem is NP-hard and inapproximable.
The next problem is similar with the node subsets replaced by arc subsets. Complexity implications directly follow.
Cycle with at most one arc per subset problem -Generalized Circuit Problem 2.
INSTANCE. A directed graph G = (V, A) with node set V , and arc set A is decomposed into disjoint subsets of arcs.
QUESTION. Is there a directed cycle that includes at most one arc from each subset of arcs?
One can transform the Generalized Circuit Problem 1 into this problem by performing node splitting on each node (see Ahuja, et al. 1993) , and then decomposing the node-splitting arcs into subsets.
Generalized Matching
Matching problems play an important role in combinatorial optimization. Below we present two generalized matching problems -one hard and one easy, followed by the generalized Chinese Postman Problem.
Generalized Matching Problem 1
INSTANCE. An undirected graph G = (V, E), where E = ∪ n/2 i=1 E i , and the subsets are disjoint. QUESTION. Is there a complete matching M of |V |/2 edges, such that the matching M has exactly one edge from each subset?
Theorem 2 : The Generalized Matching Problem 1 is NP-complete.
Proof : By reduction from 3-dimensional matching.
In the 3-dimensional matching problem statement we are given 3 disjoint sets X, Y, Z, and a collection of triples T ⊆ X × Y × Z. A matching in T is a set M T ⊂ T such that no element in M T agrees in any coordinate (see Garey and Johnson, 1979) . A maximal cardinality 3-dimensional matching is an NP-hard problem. Our Generalized Matching Problem 1 can be shown to be NPcomplete in the case that V = V 1 ∪ V 2 , and G is a bipartite graph by the following argument: Suppose that |V 1 | = |V 2 | = n (thus, |V | = 2n), and suppose that there are n subsets of edges. Then this problem is equivalents to maximal cardinality 3-dimensional matching. That is, for each arc
We break the routine of inapproximable problems by examining a following subset version of a maximal weight matching problem.
Generalized Matching Problem 2
INSTANCE. An undirected graph G = (V, E), with node partition
Let w i be a real value weight for node i ∈ V , and an integer K > 0.
QUESTION. Is there a matching M in G such that the weight of the nodes in the matching
This problem is solvable in polynomial time as a matroid intersection problem. Let F 1 = {V ⊂ V : the nodes in V are matched in some matching }. Then F 1 is the independent set of a matriod (see Lawler, 1976) 
The feasible region is F 1 ∩ F 2 , and thus the optimal solution can be determined in polynomial time using a matroid intersection algorithm (see Lawler, 1976) .
The Generalized Chinese Postman Problem -(GCPP)
The classical Chinese Postman Problem -(CPP) is a problem which focuses on traversals of the graph's edges. That is, given a connected undirected graph G = (V, E) with a nonnegative bounded weight for each edge, the quest is to construct a minimum weight circuit which traverses each edge in E at least once. Edmonds and Johnson (1973) have shown that the CPP can be solved efficiently (in polynomial time). The most commonly stated time complexity for the CPP is O(|V | 3 ), even though the problem can be solved faster for sparse graphs (for more details see Dror, 2000) . Now suppose that the graph G is partitioned with respect to the edge set E into nonempty connected subgraphs
The Generalized CPP -(GCPP) is defined as the problem of constructing a minimal weight circuit on G which visits at least one edge from each subgraph. To our knowledge, this problem was first introduced in . The proof that the GCPP is NP-hard can be obtained very simply by transformation from a routing problem referred to in the literature as the Rural Postman Problem -(RPP). In fact, a special case of the GCPP with all but one of the subgraphs G i being of one edge, is already equivalent to RPP. An additional fact (see Lenstra and Rinnoy Kan, 1976 ) is that TSP is a special case of the RPP. Taken this sequence of transformations and special cases together with the more recent results by Arora et al. (1998) and Treviasan (2000) that the TSP is inapproximable (even in Euclidean space of dimension log n), the GCPP is also inapproximable.
Generalized Acyclic Graph Problem
In this subsection we examine generalizations of some acyclic graph problems. For more details and applications of acyclic graph problems we refer the reader to Ahuja, et al. 1993 . Proof : By transformation from 3-Satisfiability.
3-Satisfiability (3SAT)
INSTANCE. List of literals
QUESTION. Is there a truth assignment for the literals u 1 , . . . , u n that satisfies all the clauses in
A truth assignment is an n-dimensional vector x * of variables. If x * i = 1, then variable x i is true. If x * i = 0, then variable x i is false. In an instance of 3-satisfiability, we let clause C j = {c j1 , c j2 , c j3 }, where c jr is a literal for r = 1, 2 and 3. For example, if C j = (x 3 ,x 5 ,x 9 ), then c j1 = x 3 , c j2 =x 5 , and c j3 =x 9 . In this case, clause C j is satisfied by truth assignment x * if x * 3 = 1 or x * 5 = 0 or x * 9 = 0. The collection C is satisfied if every clause in C is satisfied. Let C = {C 1 , . . . , C m } be a collection of clauses for 3-SAT defined on a set X = {x 1 , . . . , x n } of variables. We define an instance of generalized acyclic graph problem as follows:
The node set V = {s} ∪ {x 1 , . . . , x n } ∪ {x 1 , . . . ,x n } ∪ {w j1 , w j2 , w j3 : j = 1, . . . , m}. That is, |V | = 2n + 1 + 3m, with one node for each variable, one node for each variable complement, a node s, and 3m additional nodes (w ·,· ) numbered in 1-1 correspondence with the literals in the 3m clauses.
For each clause (c j1 , c j2 , c j3 ), we let (c j1 ,c j2 ,c j3 ) denote the complements of the literals in the clause.
The pairs of arcs are defined as follows:
1. For each variable x j , there is a pair of arcs (s, x j ), and (s,x j ).
2. For each clause C j with literals c j1 , c j2 , c j3 , there are three pairs of arcs {(w j1 , w j2 ), (c j1 , s)}, {(w j2 , w j3 ), (c j2 , s)}, and {(w j3 , w j1 ), (c j3 , s)}.
When we refer to the node c jk orc jk above, we are referring to a node in {x 1 , . . . , x n } ∪ {x 1 , . . . ,x n }. For example, if c j1 =x 5 , then (c j1 , s) denotes the arc (x 5 , s).
We will show that the instance of 3-SAT is satisfiable if and only if there is a subset A of arcs, one from each pair, such that A is acyclic.
We first suppose that there is a truth assignment for the instance of 3-SAT. We assume without loss of generality that the literal c j1 is satisfied for j = 1, . . . , m. We obtain a collection A of arcs, one arc from each pair as follows:
2. For each clause C j , we select arcs (c j1 , s), (w j2 , w j3 ), and (w j3 , w j1 ).
We note that the arc (c j1 , s) does not create a directed cycle. Consider, for example, the case thatc j1 = x 6 , and thus (x 6 , s) ∈ A . In this case, c j1 =x 6 , and by assumption, x 6 is false, and so (s,x 6 ) ∈ A . In particular, (s, x 6 ) ∈ A , and so (x 6 , s) is not part of a directed cycle. Finally, the arcs (w j2 , w j3 ), and (w j3 , w j1 ) do not create a directed cycle.
Conversely, suppose that A is a collection of arcs, one from each pair. And suppose that A is acyclic. We create a truth assignment as follows:
For each clause C j , we cannot select all three of (w j1 , w j2 ), (w j2 , w j3 ), and (w j3 , w j1 ) since it would create a directed cycle. It follows that for each j, A has an arc (c jr , s) for some r ∈ {1, 2, 3}. It follows that (s,c jr ) ∈ A , and so literal c jr is satisfied. We conclude that x is a truth assignment. 2 Corollary. 1 : The problem of identifying the largest acyclic graph with at most one arc from each pair is APX-hard.
Proof : Consider the construction given in the proof of Theorem 3, with one modification. Suppose that there are n(j) clauses that contain either literals x j orx j . Then we create n(j) pairs of arcs
We recall that MAX-3SAT is APX-hard. Suppose that there is a truth assignment with K satisfied clauses. We assume that K ≥ m/2 since it is easy to satisfy m/2 clauses. From this it is possible to create a subset A of 5m + K arcs for the acyclic graph, with at most one from each pair. First, A contains 3m arcs from the three m pairs of arcs of the form {(s, x j ), (s,x j )}, corresponding to the truth assignment. For each satisfied clause C j , we choose one satisfied literal, say c jr , and then (c jr , s) ∈ A . The remaining 2m arcs of A are two of the arcs (w j1 , w j2 ), (w j2 , w j3 ), and (w j3 , w j1 ) from each clause.
Suppose conversely, that A is acyclic, that it contains 5m + K arcs, with at most one arc from each pair. We first assume that K ≥ 5m since it is easy to select 5m arcs. (Just find a truth assignment with at least m/2 satisfied clauses and apply the above.)
We next assume that A contains 3m arcs from the three m pairs of arcs of the form {(s, x j ), (s,x j )}. Otherwise, we can form a sequence of exchanges of arcs and result in a subset of arcs that is still acyclic and has larger cardinality. We may also assume without loss of generality that A contains at most one arc for any clause C j , and at least two arcs of (w j1 , w j2 ), (w j2 , w j3 ), and (w j3 , w j1 ). It follows that K is the number of satisfied clauses.
So, any -approximation algorithm for the problem of finding a generalized maximum acyclic subgraph would yield an -approximation for the MAX-3SAT problem. We conclude that any PTAS for the problem of finding a maximum acyclic subgraph with at most one arc from each pair can be used to determine a PTAS for the MAX-3SAT problem. 2
Remark. In the above proof we permit multiple parallel arcs. We can get rid of the need for parallel arcs as follows:
First of all, we restrict the attention to 3SAT problems in which at least one clause contains x j and at least one clause containsx j . Therefore, n(j) ≥ 2. For each variable x j , we create nodes {x j1 , . . . , x j,n(j) } and {x j1 , . . . ,x j,n(j) }. We also create the following 2n(j) − 1 pairs of arcs.
Note that if arc (s, x j1 ) ∈ A , then there is a path from s to x jk , k = 1, . . . , n(j). If arc (s,x j1 ) is selected, then there is a path from s tox jk , k = 1, . . . , n(j).
If c jr =x j and if it is the k-th occurrence of the variable x j in the clauses, the corresponding arc in the graph would be (x jk , s). If c jr = x j and if it is the k-th occurrence of the variable x j in the clauses, the corresponding arc in the graph would be (x jk , s).
The transformation still carries through, and there are no multiple copies of any arc in the network.
Subset Covering Generalizations
The Generalized-subset Assignment Problem
In the classical assignment problem (AP) one is given a bipartite graph G = (V = V 1 ∪ V 2 , E) with two node sets V 1 , V 2 of equal cardinality, say n, and each edge in E is incident to a pair of nodes, one in each set. Given weights for the edges, a solution to the AP selects n edges (a matching) of minimal total weight. In the corresponding ground set the elements are the 2n nodes in the sets V 1 , V 2 and the edges E (at most n 2 ).
In the Generalized-subset Assignment Problem (GSAP), each of node sets V 1 , V 2 is represented as (covered by) a union of subsets. That is, V 1 = ∪ K k=1 I k and V 2 = ∪ L l=1 J l , with possibly I i ∩ I k = ∅ for some i = k, and J j ∩ J l = ∅ for some j = l. As far as we know, the GSAP was first stated in . For completeness we state below the mathematical formulation of this problem followed by a proof of its NP-hardness by reduction from SATISFIABILITY.
The 0 − 1 integer programming formulation of the GSAP is stated as
Theorem 4 : The Generalized-subset Assignment Problem is NP-hard in the strong sense.
Proof : By reduction from the SATISFIABILITY problem. 
SATISFIABILITY
INSTANCE. List of literals
We can restate the SATISFIABILITY problem as a problem where u i andū i have different literal names (that is,ū i = u n+i ) by increasing the number of literals from n to 2n. The requirement of |U ∩ {u i ,ū i }| = 1, 1 ≤ i ≤ n takes the form of |U ∩ {u i , u n+i }| = 1, 1 ≤ i ≤ n in thus modified SATISFIABILITY problem.
We state a GSAP problem instance which is equivalent to the modified version of the SATIS-FIABILITY problem. This is done as follows:
. . , n} and let the indices of literals in C j correspond to the subset J j . We assume that the number of clauses equals 2n. Otherwise we can artificially pad the number of clauses (or the literals) so that the number of clauses equals that of the literals. The cost c ij = 1, ∀i, j. Now replace the n with 2n in the formulation (1)-(3) above and, without loss of generality, "=" to "≥" in (2). If literal u i ∈ I i is selected, u i is assigned value 1.
If the answer for SATISFIABILITY instance is Yes, then the value (any feasible value) of the above GSAP is at least n, and vice versa. Since SATISFIABILITY is NP-complete, the GSAP is NP-hard. 2
This leads directly to the result below.
Corollary 2 : There is a constant δ > 1 such that obtaining a solution, denoted by Z H (I), by any polynomial time algorithm H for every instance I of the GSAP with the ratio Z h (I)/Z(I) ≤ δ is NP-hard.
The model (1),(2),and (4), is already NP-hard and inapproximable as a version of Set Cover with no further transformation. This problem is not approximable to a factor o(log n) (see Raz and Safra, 1997) .
Subset Bin-packing
Consider as before a set of elements U = {u 1 , . . . , u n } together with m 'covering' subsets
The size of a subset U i is simply measured by cardinality of this subset implying that the different elements in U are of identical volume (the same size). In addition, there are an infinite number of bins of size Q -a positive integer. Following Coffman and Dror (1992) , we ask what is the minimal number of bins sufficient to pack all the subsets U i , 1 ≤ i ≤ m, and call this problem the subset bin-packing (SBP). Packing a subset U i implies that the subset is contained (in its entirety) in at least one bin. Note that the same element can be packed multiple times (present in multiple bins as a member of different subset U k , each packed into a different bin). This problem is motivated by surface mounting technology of electronic circuit boards. It corresponds to the problem of minimizing the number of setups (machine idle time) when producing a large number of different circuit boards using sophisticated computerized component surface mounting machines (see Crama et al. 2002) . Coffman and Dror (1992) (reproduced in examine many well known "good" heuristics for bin-packing and show that they produce results with no bound guarantees when extended to the SBP. This leads to questions about hardness of the SBP which we address below. But first we examine a related problem for the knapsack.
A similar problem was stated by Goldschmidt et al. (1994) for the knapsack version of this problem referred to as the Set-Union Knapsack Problem (SKP). Goldschmidt et al. also described a version for the bin-packing referred to as Set-Union Bin-Packing Problem (SBP). As opposed to the SBP, they had positive integer (≥ 1) valued sizes associated with the elements in U .
A decision version of the Subset Knapsack Problem (SKP) with unit size items can be stated in the form of a graph problem as follows:
INSTANCE: Given a bipartite graph G = (V 1 , V 2 ; E). Denote by v 1 (i) all the nodes in V 1 adjacent to node v i ∈ V 2 . Let 0 < K ≤ |V 1 |, 0 < B ≤ |V 2 | be two given integers.
QUESTION: Is there a subset
Obviously, the optimization version of this problem is asking for maximizing the cardinality of the subset V 2 subject to | ∪ i∈V 2 v 1 (i)| ≤ K.
The unit size items Subset Knapsack Problem has been examined in the literature before. For instance, Khuller, et al. (1999) and later Moss (2001), provide detailed analysis of this and the more general non identical unit size SKP under the heading of the budgeted maximum coverage problem. They first provide a heuristic with constant approximation factor which is later improved to a factor of (1 − 1/e) and prove that no approximation algorithm with performance guarantee of 1 − 1/e + is likely to exist for for any > 0 unless P=NP. This result has been first stated in Feige (1998) . That is, these references establish that the unit size items SKP is also inapproximable. We do not reproduce their proof here. One of the immediate corollaries of this result is that the subset bin packing problem is also inapproximable.
We note that a stronger inapproximability result can be deduced from an appropriate transformation of a the set covering problem to a special case of the Subset Bin-packing problem.
Machine Scheduling
This section contains a number of generalized scheduling problems. We start by considering a single machine problem which also introduces the notation.
Initially consider a set J of n jobs to be scheduled for processing on a single machine. Let J = ∪ m i=1 J i , where each J i is a nonempty subset of the n jobs. Each job j ∈ J has a positive integer processing time requirement denoted by p j , and assume that all the jobs are ready for processing at time zero. The machine can process at most one job at a time and preemption of jobs is not allowed. Given a subset of jobs σ ⊂ J, let C(σ) denote the minimal completion time of the jobs in σ. Given the subset representation or cover {J i } m i=1 for the jobs in J, one would like to process some jobs and complete such a processing as soon as possible while processing at least one job from each subset. In other words, select a subset σ * ⊂ J such that σ * shares at least one job with each of the subsets and its completion time is minimized. That is,
The corresponding scheduling problem which is that of minimizing makespan for the jobs in subset σ can be expressed as: min
In terms of the 3-field notational convention in scheduling, this problem can be denoted as 1|ss|C max ( j C j ) if total flow time is the criteria), where ss stands for subset selection.
Clearly, the interesting case in this scheduling problem is when the subsets J i , 1 ≤ i ≤ m, have pairwise nonempty intersections since when all the subsets are disjoint, the problem is solvable using the greedy algorithm. In , it is proven that 1|ss|C max ( j C j ) are NP-hard in the strong sense by its equivalence with the Hitting Set Problem (see Garey and Johnson, 1979) . Below we restate the 0 − 1 integer programming formulation of the 1|ss|C max problem taken from given that |J| = n:
Clearly, since above formulation also corresponds to the SETCOVER problem which is one of the representative inapproximable problem in Arora and Lund (1997) , the inapproximability (cannot be approximated to within a factor o(log n), Raz and Safra, 1997) for the 1|ss|C max follows.
This inapproximability result for the 1|ss|C max problem implies similar results for a number of other machine scheduling problems. For instance, the two-machine flowshop problem with the subsets J i , 1 ≤ i ≤ m, as a partition of the job set J denoted as F 2|ss ∅ |C max , (the ∅ symbol denotes the fact that the pairwise subset intersections of J i s are empty) is also shown NP-hard in .
Next, we examine two inapproximable generalizations of single machine scheduling problems not mentioned in . 
Generalized Due Date Problem
We create an instance of the Generalized Due Date Problem as follows. The subsets of jobs are labelled J 1 , . . . , J 3n , and each subset has exactly n jobs. Let J ij be the j-th job from subset J i . For each job J ij , let p ij = ja i , and let d ij = bj(j + 1)/2 for j = 1, . . . , n. We refer to the collection {J ij : i = 1, . . . , 3n} of j-th jobs in each subset as the type j jobs. We claim that it is possible to schedule all jobs on time if and only if there is a solution to the 3-Partition problem.
Suppose first that there is a solution for the 3-partition problem. Let the certificate be S 1 , . . . , S n , where each subset S i has three integers summing to b, and ∪ n i=1 S i = {a 1 , . . . , a 3n } We now select jobs in the generalized due date problem as follows: If a i ∈ S j , then we select J ij .
We observe that exactly one job is selected from J i . We also note that the processing times of the selected type j jobs sums to jb, and their due dates are j(j + 1)b/2. If we schedule the jobs in order of their type, then all jobs are scheduled on time. So, if the answer to the 3-partition problem is yes, then so is the answer to the scheduling problem.
Before we prove the converse, we state and prove a lemma. Lemma 1. Consider the following linear program :
The unique optimal solution is q j = j, j = 1, . . . , n, and the optimal objective value is n(n + 1)/2.
Proof : We first note that the solution q j = j for each j is a feasible solution, and that all constraints hold with equality. We also note that it is the unique solution where all inequalities are tight, and the objective value is n(n − 1)/2.
Let q be an optimal solution. We suppose that not all constraints are tight, and we will derive a contradiction. Let k be the minimum index of a constraint that is not tight. That is
and so there must be a first index l > k such that q l > l. But then we can improve the objective function by increasing q k by k and decreasing q l by l for some very small positive . Thus q is not optimal. 2
Returning to the scheduling problem we now consider the converse. Suppose that there is a certificate for the scheduling problem. Let J * be the selected subset of jobs. If J ij ∈ J * , then a i ∈ S j . Let r j be the sum of the processing times of the type j jobs, and let q j = r j /b. Then the q's satisfy constraints (9) and (10), and the time that the type n jobs complete is b n i=1 q i . By Lemma 1, the minimum completion time is bn(n + 1)/2, and for this completion time to occur, it must be true that q j = j for each j, and thus r j = ja j for each j. Thus, there is a feasible schedule if and only if there is a solution to the number partition problem. 2 Theorem 7 : The Generalized Due Date Problem is strongly NP-complete even if each subset of jobs has just two jobs.
Proof : We extend the transformation from 3-Partition given in the proof of Theorem 1. The numbers for 3-Partition are a 1 , . . . , a 3n and b. We assume that a i ≥ a j for i < j.
We create 3n 2 pairs of jobs, one pair for each job in the transformation used in the proof of Theorem 6. The pairs are labelled P ij , i = 1, . . . , 3n; j = 1, . . . , n. Let pair P ij have two jobs, one called the small job and one called the big job. The small job of P ij has a processing time of 1 and a due date of i(n − 1). The big job has a processing time of n 2 ja i , and a due date of M + n 2 bj(j + 1)/2, where M = 3n(n − 1).
We claim that there is a solution to this instance of a generalized due date problem if and only if there is a solution to the instance of the 3-partition problem.
Suppose first that there is a solution for the 3-Partition problem. Let the subsets of numbers be S 1 , . . . , S n . We now select jobs in the generalized due date problem as follows: If a i ∈ S j , then we select the large job from pair P ij of jobs. Otherwise, we take the small job from the pair. For each i = 1, . . . , n, let P i = {P ij : j = 1, . . . , n}. We select n − 1 small jobs from the n pairs in P i . It is easy to verify that the last scheduled small job in P i finishes at time (n − 1)i, and thus the last small job completes at time M = 3n(n − 1). As in the proof of Theorem 1, the last scheduled large jobs in P i completes at time M + n 2 bj(j + 1)/2, and thus all large jobs are completed on time.
We now consider the converse. Without loss of generality, we may assume that there are 3n(n − 1) small jobs selected. (If there were a feasible solution in which fewer small jobs were selected, then one could exchange a large job for a small job and still meet all of the due dates.) We also assume without loss of generality that exactly n − 1 small jobs of P i are selected for each i. (Otherwise, we could let k be the least index such that fewer than n − 1 small jobs of P k are selected, and at least two large jobs, say from P kr and P ks . But then there is an index l > k such that n small jobs of P l are selected. But we could create an alternative solution that meets all of the due dates if we exchange the small job from P kr for the large job, and simultaneously exchange the large job from P lr for the small job.
So, the feasible solution has exactly one large job from each P i . We are now in the same situation considered in the proof of Theorem 6, except that the large jobs start at M , the due dates are all translated by M , and each processing time and due date is multiplied by a factor of n 2 . This completes the proof. 2
Next we prove that another generalized scheduling problem is NP-complete.
Generalized Weighted Sum of Completion Times Problem
INSTANCE. n pairs of jobs J 1 , . . . , J n , and an integer K. The processing times of the j-th job in J i is p ij and its weight w ij , i = 1, . . . , n; j = 1 or 2.
QUESTION. Is it possible to select one job from each subset so that the weighted sum of completion times is at most K ? INSTANCE. Integers a 1 , . . . , a n .
QUESTION. Is there a 0-1 vector
Given a number partition problem, choose n pairs of jobs as follows. The first job of J i has processing time p i1 = a i , and a weight w i1 = 2a i . We refer to the first job in each pair as its short job. The second job J i has a processing time p i2 = 2a i and a weight w i2 = a i . We refer to this job as its long job. We let
We claim that the answer to the number partition problem is yes if and only if the answer to the Generalized Weighted Sum of Completion Times Problem is also yes.
First we establish an elementary fact about this instance of the Generalized Weighted Sum of Completion Times Problem. Let E be the set of indices of the pairs whose short job is selected, and let L be the indices of the pairs of jobs whose long job is selected. Let a(E) = i∈E a i , and let a(L) = i∈L a i .
Lemma 2 : The weighted sum of completion times for this schedule is
Proof : It is well known that the optimum solution to the weighted sum of completion time problem is to schedule jobs in non-decreasing order of the ratio of the processing times to the weights. Thus, the order in which the jobs are scheduled are (1) the short jobs (in any order) followed by (2) the long jobs (in any order).
The weighted sum of completion times for the short jobs is i,j∈E:i≤j a i (2a j ) = ( i∈E (a i ) 2 ) + a(E) 2 . The weighted sum of processing times for the long jobs is i,j∈L:
If we sum the weighted sum of processing times of the early and late jobs we get ( i∈L (a i 
We now consider the case that there is a subset Q such that a(Q) = b. In this case, let E = Q and let L = {1, . . . , n}\Q. By Lemma 2, the weighted sum of processing times is
Thus, whenever the answer is yes for the number partition problem, the answer is also yes for the scheduling problem.
We now consider the case that there is a subset E of pairs of jobs such that scheduling early jobs from S and the late jobs from {1, . . . , n} \ E results in a weighted sum of completion times of at most ( n i=1 (a i ) 2 ) + 3b 2 = K. It follows from Lemma 2 that a(E) = a(L) = b, and thus there is a solution to the Number Partition problem. This completes the proof. 2
Although we were only able to establish ordinary NP-completeness, we conjecture the generalized weighted sum of completion times is strongly NP-complete.
The Generalized TSP
The last problem on the list of is the GTSP. For the classical TSP problem, given triangle inequality, the best heuristic for a very long time was that of Christofides (1976) which assured a worst case bound of no more than 3/2. All other known heuristics yield a bound of at least 2. More recently, Arora (1996) and Mitchell (1996) , developed polynomial time approximation scheme (PTAS) for the planar Euclidean TSP. For the GTSP with triangle inequality, a Christofides type heuristic gives at best a performance guarantee of 2 . For the general GTSP, inapproximability is obtained simply as a consequence of the TSP being MAXSNP-hard (Papadimitriou and Yannakakis, 1993 ). An interesting question: Is the planar Euclidean GTSP inapproximable ? We address this question below.
The GTSP can be stated somewhat differently in the format resembling that of the prize collecting TSP. That is, we want to construct a closed tour (circuit) of minimal cost with K nodes (each node represents a profit of one unit), and one node from each nonempty subset of nodes V i , i = 1, . . . , K. Given a triangle inequality of the cost matrix and relaxing the profit requirement to at least K units does not change the problem. This problem can be viewed as a generalization of a similar problem which requires the construction of a prize collecting tree. This problem is referred to as the K-MST problem. An instance of this problem includes an undirected graph G = (V, E), with edge costs c : E → Q + , a specified root r ∈ V , and a positive integer K. The objective is to find a minimum cost subtree T of G spanning at least K nodes and containing r. For the K-MST problem in the Euclidean plane a polynomial time approximation scheme is presented in Arora, (1996) , and Mitchell, (1996) . However, in our case the requirement is that the K points are selected, one each, from K nonempty subsets of V . We conjecture that this Euclidean plane K-MST does not have a PTAS (polynomial time approximation scheme) unless P=NP.
In the Travelling Salesman Problem (TSP) we are given n (> 3) locations to be visited by a salesman in a cyclic fashion (a TSP tour). In the geometric TSP, the n locations lie in a Euclidean space. Even in the special case of the Euclidean plane, finding the minimal distance TSP tour is NP-hard (Garey et al., 1976 , Papadimitriou. 1977 . If the n locations lie in a Euclidean space of dimension log n, finding the minimal distance TSP tour in any l p norm is Max SNP-hard. That is, it is NP-hard to approximate an optimal TSP tour within some constant r > 1 (Trevisan, 2000) . However, if finding an optimal TSP tour is restricted to the Euclidean plane, then there exists a polynomial time approximation scheme (PTAS) for this problem. Even if it is hard to find an optimal TSP tour, a 1 + approximation of an optimal tour can be constructed in polynomial time for any > 0 (Arora, 1996 , Mitchell, 1996 .
A Generalized TSP (GTSP) is similar to the TSP problem; however the set of locations is partitioned into k > 2 nonempty subsets and the TSP tour has to visit (select) exactly one location from each subset. If each subset contains only one point the problem reverts to the original TSP. (In the literature, versions of this problem are referred to as the Group-TSP, One-of-a-set TSP, or TSP with neighborhoods.) Computational analysis for this problem in the Euclidean plane date back to Arkin and Hassin (1994) who describe a constant approximation ratio algorithm if each group partition (the neighborhoods) in the problem consist of discs, parallel segments of equal length, and translates of convex region. For more about the evolution of results for the different problem variants see de Berg, et al. (2002) , Dumitrescu and Mitchell (2001) , and Safra and Schwartz (2002) . Safra and Schwartz (2002) have proven that the GTSP in the plane is NP-hard to approximate to within any constant factor. However, their proof requires that the subsets' size be ≥ 4. Here, we examine the GTSP in the plane with subsets of size two each.
Theorem 9 : The planar Euclidean GTSP with subsets of cardinality 2 is inapproximable.
Proof : By transformation from Vertex Cover. Berman and Karpinski (1998) , have shown that Vertex Cover is hard to approximate within a factor of 79/78 in polynomial time unless P = N P , even when the degree of each vertex is bounded by four.
Vertex Cover
INSTANCE. An undirected graph G = (V, E), where |V | = n, and a positive integer K. (We assume that √ n ≤ K ≤ n; the vertex cover is inapproximable in this range.)
QUESTION. Is there a subset S ⊆ V such that each edge e ∈ E is incident to a vertex in S and |S| ≤ K ?
Transformation from Vertex Cover to the GTSP in the plane with subsets of cardinality two: For each edge (i, j) ∈ E, we create n + 1 pairs of points. The r-th pair of points for (i, j) is ((r, i), (r, j)), r = 0, 1, . . . , n. We set the first coordinate as the x coordinate and the second coordinate as the y coordinate.
Claim 1 : Let K be the value of some solution for the Vertex Cover Problem. Then there is a solution to the GTSP that has a length at most nK + (1 + √ 2)n.
Proof : Let S be the optimal vertex cover. For each i ∈ S, include in the tour the line segment consisting of all points whose y coordinate is i. Then connect up to K line segments into a tour with additional patching length of at most (1 + √ 2)n. 2 Claim 2 : Suppose there is a solution to the GTSP with value at most nK + n + K. Then there is a solution to the vertex cover problem with solution value at most K.
Proof : Since all lengths are ≥ 1, there must be at most nK + n + K distinct links in the tour. By the pigeon hole principle, there is some value r of the x coordinate (r = 0, 1, . . . , n) with at most K(r ·,i ) of the GTSP. Then V = {i : (r ·,i } ∈ T } is a vertex cover. 2
To complete the proof of the theorem, let K be the optimal value of the vertex cover problem and letK be the optimal value of the GTSP tour. Using the results of Claim 1, and 2, we conclude thatK
By assumption, K > √ n, and soK > .99n 3 2 , and thusK n (1 − .99 √ n ) < K <K n . So, any PTAS for the GTSP in the plane will yield a PTAS for the vertex cover problem. 2
Conclusion
In this paper we have examined generalized versions of a number of classical combinatorial optimization problems. We have focused on generalizations for which the ground set of elements N is explicitly expressed as a partition (N = ∪ m i=1 N i , N i ∩ N j = ∅ for i = j) in some cases and a cover in the other cases (N = ∪ m i=1 N i ). For most of the problems examined (generalized minimal spanning tree, subset assignment, subset scheduling, generalized Chinese problem, subset bin-packing, and the GTSP) we have proven that there is no PTAS for these problems unless P=NP. This suggests that in the field of combinatorial optimization the elementary objects of the ground set over which the combinatorial search is conducted might require some sort of characterization. We have not attempted to do so in this paper and only suggesting it as an interesting research question.
