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Abstract - The paper considers the possible uses of auto-
matic learning for improving power system performance by
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1 INTRODUCTION
In the field of power systems automatic learning was
first proposed by Tom DyLiacco in the late sixties, in the
specific context of on-line security assessment [1]. Since
then, automatic learning has been applied by the academic
community to many other power system problems, in-
cluding load forecasting, equipment monitoring, expan-
sion planning, and automatic control. While electric load
forecasting has become a standard application of auto-
matic learning, in the field of decision making in operation
and control of power systems, real-life applications have
been scarce, in spite of a very significant and successful
research effort since the mid eighties.
Having been involved in research in power system
monitoring and control on the one hand, and automatic
learning and data mining on the other hand, and much
with the application of the latter to the former, our main
objective in this paper is to provide our view on promising
applications of automatic learning in the context of ad-
vanced sensing, monitoring and control of electric power
systems, and to suggest areas for further development, as
well as guidelines to take better advantage of the available
methods in pratice.
To fix ideas, we start the paper with a quick review
of what automatic learning and data mining are all about,
introducing the main learning problems, protocols and ter-
minology and reviewing the main results of research in the
field while providing some pointers to the relevant litera-
ture. The reader already familiar with automatic learning,
be it at an intuitive level, can skip this section.
The body of the paper is composed of several inde-
pendent sections reviewing different types of applications
that we deem relevant for the future, although they are
currently at very different levels of maturation. Each one
of these sections has its own discussion and conclusions.
Currently, this is a working paper without much references
to existing work in the field. At a later stage, we intend to
complete the survey by a more systematic review of the
litterature in the field.
2 AUTOMATIC LEARNING PER SE
Generally speaking, automatic learning aims at ex-
ploiting data gathered from observations (or simulations)
of a system (or an environment), in order to build mod-
els explaining the behavior of the system and/or decision
rules to interact in an appropriate way with it.
In what follows, we first describe the three main auto-
matic learning problems, then we review different proto-
cols, and we provide a short discussion of the relation of
automatic learning to other fields.
2.1 Types of automatic learning problems
To introduce the three main types of automatic learn-
ing problems (supervised, reinforcement, unsupervised),
we will use the probabilistic/statistical formalization and
terminology. We refer the interested reader to more gen-
eral textbooks for further information about automatic
learning theory, its relation to other disciplines, and the
precise description of the algorithms that we only mention
[2, 3, 4, 5, 6].
2.1.1 Supervised learning problem
Given a sample {(xi, yi)}Ni=1 of input-output pairs, a
supervised learning algorithm aims at automatically build-
ing a model yˆ(x) to compute approximations of outputs as
a function of inputs. Belong to this category methods like
decision trees, neural networks, linear regression etc.
The standard probabilistic formalization of supervised
learning considers x ∈ X and y ∈ Y as two random vari-
ables drawn from some probability distribution PX,Y de-
fined over X × Y , a loss function  defined over Y × Y ,
and a hypothesis space H ⊂ Y X of input-output func-
tions, and measures the inaccuracy (or average loss) of a





Denoting by (X × Y )∗ the set⋃∞N=1(X ×Y )N of all
finite size samples, a (deterministic) supervised learning
algorithm A can thus formally be stated as a mapping
A : (X × Y )∗ → H
from (X×Y )∗ into the hypothesis spaceH. For any sam-
ple ls ∈ (X × Y )∗ we will hence denote by A(ls) the
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model returned by the algorithm A. Assuming that sam-
ples lsN = {(xi, yi)}Ni=1 are drawn according to some
sampling distribution P(X,Y )N , the sampling process and
algorithm induce a probability distribution over the hy-
pothesis space and hence a probability distribution over















the lowest possible average loss.
Besides defining general conditions (on X,Y, PX,Y ,
P(X,Y )N , , H, A etc.) under which the above introduced
quantities indeed exist, the objective of statistical learning
theory is essentially to study whether or in what sense LNA
and L(A(lsN )) converge to L∗H [7].1
On the other hand, the design of supervised learning
algorithms essentially aims at constructing sequences of
hypothesis spaces Hn and learning algorithms An with
good convergence properties and such that L ∗Hn → L∗.
In particular, much of the research in supervised learning
has focused on the design of algorithms which scale well
in terms of computational requirements with the sample
size and with the dimensionality of the input and output
spaces X and Y , and which use “large” hypothesis spaces
able to model complex non-linear input-output relations.
From this research two broad classes of algorithms have
emerged during the last fifteen years, based respectively
on kernels [8, 9] and on ensembles of trees [10, 11].
2.1.2 Reinforcement learning problem
Given a sample of trajectories of a system
{(xi0, di0, ri0, xi1, . . . xihi−1, dihi−1, rihi−1, xihi)}Ni=1,
reinforcement learning aims at deriving an approximation
of an optimal decision strategy dˆ∗(x, t) maximizing sys-
tem performance in terms of a cumulated performance in-





where γ ∈ (0, 1] is a discount factor. In this framework,
xt denotes the state of a dynamic system at time t, dt is
the control decision applied at time t, and rt is an instan-
taneous reward signal [12, 13].
From a theoretical point of view, reinforcement learn-
ing can be formalized within the stochastic dynamic pro-
gramming framework. In particular, supposing that the
system obeys to a time invariant dynamics
xt+1 = f(xt, dt, wt),
where wt is a memoryless and time invariant random pro-
cess and obtains a bounded time invariant reward signal
rt = r(xt, dt, wt),
over an infinite horizon (h → ∞), one can show that the
two following equations define an optimal decision strat-
egy
Q(x, d) = E{r(x, d, w) + γmax
d′




Reinforcement learning can thus be tackled by developing
algorithms to solve these equations (or their time-variant
and finite horizon counterparts) approximately when the
sole information available about the system dynamics and
reward function are provided by a sample of system tra-
jectories. The theoretical questions that have been studied
in this context concern the statement of conditions on the
sampling process and on the learning algorithm ensuring
convergence to an optimal policy in asymptotic conditions
(i.e., when N →∞).
Recent work in the field has allowed to take full advan-
tage from state-of-the art supervised learning algorithms
by defining appropriate frameworks to plug these algo-
rithms in the reinforcement learning protocol. In partic-
ular, model based reinforcement learning methods use the
sample to build approximations of the system dynamics
and reward function and dynamic programming methods
to derive from them an approximation of the optimal de-
cision strategy. On the other hand, the Q-learning frame-
work uses supervised learning in order to construct from
the sample an approximation of the Q-function and derive
from it the decision policy. While the first generation of
Q-learning methods used parametric approximation tech-
niques together with on-line gradient descent [14], the re-
cently proposed fitted Q iteration method allows to fully
exploit any parametric or non-parametric batch mode su-
pervised learning algorithm in this context [15].
Notice that even when the system dynamics and re-
ward functions are known (or can be simulated), the re-
inforcement learning framework may still be used as an
alternative to direct optimization (e.g. dynamic program-
ming or model predictive control), by extracting decision
policies from samples generated automatically by Monte-
Carlo simulation. In this context, the advantages of rein-
forcement learning are its capability to exploit efficiently
large samples and cope with high-dimensional non-linear
and stochastic problems.
1Notice that while originally, statistical learning theory was developed in the late seventies and eighties under the classical assumption of i.i.d. sam-
pling according to the distribution PX,Y , i.e. under the assumption that P(X,Y )N = P NX,Y , more recent work aims at weakening the assumptions to
cases where the samples are not independently distributed anymore [3].
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2.1.3 Unsupervised learning problems
Given a sample of observations {y i}Ni=1 obtained from
a certain sampling distribution PY over a space Y , the ob-
jective of unsupervised learning is essentially to determine
an approximation of the sampling distribution. In the most
interesting case, Y is a product space Y1 × · · · × Yn de-
fined by n discrete or continuous random variables, and
the main objective of unsupervised learning is to identify
the relations among these latter (independance relations,
colinearity relations) as well as the parameters of their dis-
tributions.
Earlier work in this field concerned clustering, princi-
pal component analysis and hidden Markov models. More
recent research topics, still very active today, concern in-
dependent component analysis as well as the very rich
field of graphical probabilistic models, such as Bayesian
belief networks.
Independent component analysis aims at explaining




where the xj are independent source variables.
Bayesian networks model the joint distribution of the
random variables as a product of conditional distributions




where Pa(yi) denotes for each variable a subset of so-
called parent variables [16, 17]. The parent-child rela-
tion is encoded in the form of a directed acyclic graph,
which explicitly identifies conditional independence rela-
tionships among subsets of variables. Unsupervised learn-
ing of Bayesian networks aims at identifying from a sam-
ple of observations the structure of the parent-child rela-
tionship and for each variable the parameters defining the
conditional probability distribution P (y i|Pa(yi)) [18]. A
more sophisticated version of this problem, currently sub-
ject of active research, consists of introducing so-called
hidden variables into the model and defining the probabil-
ity model over the observed variables as a marginalization
of the following form [19]
P (y1, . . . , yn) =
∑
x
P (y1, . . . , yn, x1, . . . xm),
where the sum extends over all configurations of the m
hidden variables xi. Notice that a particular case of this
type of model is the so-called hidden Markov model where
the joint distribution P (x, y) = P (y1, . . . , yn, x1, . . . xn)
of observed and hidden variables factorizes as follows




In this particular case, the identification of the structure of
the model reduces to the determination of the number of
states (i.e. the number of possible values of the variables
xi) and efficient learning algorithms for this have already
been developed several decades ago [20].
2.2 Review of different learning protocols
In the above description of the different automatic
learning problems, we have assumed that the learning al-
gorithm uses a whole batch of samples to build its model.
In this subsection we review adaptations of these algo-
rithms needed to cope with practical conditions when it is
not possible (or not desirable) to assume that all the sam-
ples are available (or should be collected) beforehand.
2.2.1 Batch mode vs on-line mode learning
In many practical applications samples are provided
one by one and it is useful to consider so-called on-line
learning algorithms which essentially generate a sequence
of models in the following way
mi = A(mi−1, zi)
where m0 is an initial model, and z i stands for input-
output pairs (xi, yi) in supervised learning, for system
transitions (xit, dit, rit, xit+1) (or longer trajectories) in re-
inforcement learning, and for observation vectors y i in un-
supervised learning.
A typical example of this situation concerns a learn-
ing agent interacting with a system and collecting contin-
uously information about the system behavior subject to
the decisions taken by the agent. Ideally, such an agent
should be able to adapt its decision policy at each time step
in constant time, and with bounded memory requirements,
as soon as a new observation becomes available. Further-
more, if the system is not stationary, the agent should also
be able to forget obsolete information collected in remote
past so as to adapt its learning on the most recently ac-
quired observations.
Typically, the computational constraints of on-line
learning imply the use of simple parametric models by
the learning agent. However, the investigation of appro-
priate tradeoffs between these computational requirements
and the flexibility of the used hypothesis spaces deserves
further research, so as does the formalization of adaptive
learning strategies.
2.2.2 Passive vs active learning
In the above description we have also assumed that the
learning algorithm can not influence the sampling process
and is purely passive. However, in many practical (e.g.
on-line) situations it is possible and interesting to influ-
ence the sampling process so as to speed up learning and
reduce time and cost implied.
Active learning is a quite rich research field aiming at
the design of algorithms which are able to interact with the
sampling mechanism in order to influence the information
gathering process and thereby speed up learning [21]. This
area is strongly related to optimal experiment design [22]
and dual control methods [23].
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2.3 Discussion
As it may be clear from the previous overview, auto-
matic learning tackles essentially classical modeling prob-
lems of statistics. However, while classical statistics has
much more focused on the analytical study of parameter
identification, assuming that the functional forms of distri-
butions are already known, automatic learning has much
more focused on the design of data driven algorithms,
which are generally not exploiting any strong parametric
assumptions and hence can in principle cope with a larger
class of modeling problems [24].
In automatic learning many algorithms have been orig-
inally designed in a heuristic way and were initially stud-
ied only empirically, by applying them to synthetic or
real-life datasets and comparing their results with those of
other methods. The developments in computer hardware,
the availability of large databases and the good empiri-
cal performances of these algorithms made them become
more and more popular in practice. During the last twenty
years, statisticians and theoretical computer scientists be-
came more strongly interested in this field and they drove
significant theoretical research allowing to better under-
stand the behavior of these algorithms, and even improve
their design thanks to this new insight [3, 4, 7, 10].
In practice, many different types of methods exist to-
day which are able to cope with millions of samples and/or
millions of dimensions.
Further work is focusing on developing tailored al-
gorithms well suited to handle specific classes of practi-
cal problems, like time-series forecasting, image and text
classification for instance, where the input (and/or the out-
puts) have specific properties [25, 26].
2.4 A note on automatic learning vs data mining
Data mining aims at extracting relevant and useful in-
formation from large bodies of data [27, 28]. As such, it is
one of the main application fields of all automatic learning
algorithms. Data mining focuses typically on applications
where a field expert uses various algorithms together with
his domain knowledge to extract information from very
large bodies of data. In addition to theoretical accuracy
of automatic learning methods it is thus also concerned
with interpretability, scalability and validation of results
through interaction with the field expert.
In the last years, data mining has been one of the main
drivers for research in automatic learning.
3 SECURITY ASSESSMENT STUDIES
The application of automatic learning to power sys-
tem security assessment aims at extracting decision rules
allowing to identify the main weak points of the system,
to quickly assess its security, and if necessary to choose
appropriate actions in order to reduce the risk of insecu-
rity. In this context, the datasets are generally not obtained
from real-life measurements, rather they are generated au-
tomatically by Monte-Carlo simulations using existing se-
curity assessment tools [29, 30].
3.1 Methodology
The methodolgy consists essentially of three steps:
1. Database generation.
The goal of this step is to screen a representative set
of operating scenarios in order to gather detailed in-
formation about the capability of the studied system to
face disturbances. Each security scenario is specified
by three components: an operating point specification;
a disturbance (or contingency) specification; a descrip-
tion of the static and dynamic modeling assumption.
For a given security study, the database generation con-
sists of two successive steps. The first step aims at
specifying the range of conditions that will be screened
(in the form of a set of independent parameters and the
probability distributions that will be used for sampling
them) and the type of information that will be extracted
from each scenario (in the form of a set of attributes
describing the system pre-fault conditions and its post-
fault dynamic behavior). The second step consists of
sampling a given number of scenarios and carrying out
the time-domain simulations and extracting the selected
variables and storing them into the database. This lat-
ter purely automatic step can take advantage of a grid-
computing infrastructure to speed up the database gen-
eration process.
Typically, the independent parameters that are screened
are composed of two types of parameters: primary pa-
rameters of which the study aims at evaluating the ef-
fect on the security of the system (e.g. load level, gener-
ation dispatch, topological conditions etc.); secondary
parameters which reflect uncertainties with respect to
which the outcomes of the study should be robust (e.g.
external system conditions, detailed load distribution,
uncertain dynamic models of load and protection sys-
tems).
As concerns the range of attributes extracted from each
simulation, they depend also on the particular target of
the study. For example, in a preventive security assess-
ment study, where the goal is to define safe operating
limits expressed in terms of parameters that are mean-
ingful to the operator, the attributes will cover on the
one hand pre-fault variables such as powerflows and in-
jections, topological conditions and voltages, and on
the other hand a security margin measuring how ac-
ceptable the post-fault behavior is. On the other hand,
in the context of emergency control, where the goal
is to determine triggering rules for emergency control
expressed in terms of post-fault measurements, the at-
tributes will also provide detailed information about the
post-fault behavior of the system.
2. Application of automatic learning.
The quality of the information that can be extracted
from a database strongly depends on the number and
representativity of the scenarios it contains. Thus, the
first step of data analysis consists in validating the
database information by analysing the distributions of
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attributes and number of scenarios of different types
found in the database. At this stage, the kind of tools
that are useful are mostly unsupervised methods and
graphical visualization tools such as histograms and
scatter plots. If the database is not sufficiently repre-
sentative this analysis should lead to recommendations
allowing to modify the database specification.
The second step of analysis consists of using supervised
learning methods in order to extract from the database
decision rules allowing to determine the security level
of the system as a function of pre-fault or post-fault at-
tributes. To this end, a subsample of scenarios is chosen
and among the attributes stored in the database a sub-
set is defined as candidate attributes (input variables)
and an output variable is selected among the computed
security indicators (margins, classes as appropriate).
Once these are defined, different supervised learning al-
gorithms may be applied to the corresponding dataset,
and their accuracy is estimated by cross-validation on
an independent test sample. Eventually, this analysis
allows to identify among the candidate attributes those
that really influence the security level of the system and
to build decision rules using them as inputs. It allows
also to assess the learned rules by comparing them with
those rules previously used in operation.
Notice that at this stage, the analysis generally starts
with decision or regression tree induction, since these
latter are able to quickly identify the most salient and
informative attributes among a large number of can-
didate ones, thus allowing one to reduce the dimen-
sionality of the problem and provide more easily inter-
pretable information. However, since tree induction is
often suboptimal from the accuracy point of view, it is
also very useful to apply more sophisticated techniques
such as neural networks, kernel based methods or en-
semble methods, so as to have a more precise idea of
the residual error due to the influence of external sys-
tem conditions, detailed load distribution and dynamic
models which can not be taken into account in the de-
cision rules since they are not available in the context
where the rules are going to be used.
3. Validation, exploitation and maintenance of extracted
information.
At this step the goal is to decide whether the decision
rules extracted during the study should indeed be ex-
ploited in operation (or used to change the settings of
emergency control devices). Beyond the effect on secu-
rity, it is also necessary to evaluate the potential effect
of the new rules in terms of induced costs, and it is often
required to translate the rules into a directly exploitable
form for decision making.
Finally, maintenance of the extracted decision rules is
necessary when the system conditions change signifi-
cantly with respect to the range of conditions screened
during the previous study. Depending on the focus (or
broadness) of the study, maintenance may be necessary
at more or less frequent intervals. Notice however that
while an initial study is generally rather time consum-
ing, the maintenance of the decision rules is typically
much more incremental and fast to carry out.
3.2 Status
This approach was first proposed by Tom DyLiacco
in the late sixties, in order to develop fast enough on-line
methods for preventive dynamic security assessment. Re-
search in this field was carried out mainly during the eight-
ies and early nineties, leading to a mature and wide rang-
ing methodology presently used by several (although not
many) system operators for planning and operational plan-
ning studies.
In particular, a joint project between RTE (French sys-
tem operator) and National Grid (English system operator)
called ASSESS, has led to the development of a software
platform combining scenario specification, sampling and
simulation, with data mining and reporting tools specifi-
cally targeting these kind of studies. This tool is presently
used both for operation planning and system expansion
planning by several European TSOs.
The above described methodology is a sound and
highly scalable approach for carrying out security assess-
ment studies in complex and uncertain environments, such
as electric power systems.
3.3 Further work
Many TSOs have developped in the past Monte-Carlo
simulation tools used for expansion planning under uncer-
tainties. While these tools are typically only extracting
synthetic information (such as estimates of expectations
and variances of costs and reliability indices), they could
be upgraded by combining them with data mining tools in
order to extract more refined information about conditions
leading to high costs or low reliabliity, and thereby help
engineers to take better advantage of their system.
The described approach could allow to assess the ef-
fect of uncertainties due to limited amount of information
available for decision making on the security/economy
tradeoff. It thus would provide a systematic means to as-
sess off-line how to decompose security assessment and
control over a large interconnection into well suited sub-
problems, and to identify which information to exchange
among the corresponding decision making entities so as
to ensure reliable control. More generally, it could pro-
vide a systematic approach to assess the robustness of the
power system dynamic behavior in unusual conditions and
how this robustness is affected by various parameters un-
der control of the designer.
Today, the methodology is used mainly in off-line
planning kind of studies, typically several weeks or
months ahead of time. However, it could as well be used
in day-ahead studies or even on-line to support operator
decision making. Nevertheless, the effective use of the
methodology requires a shift of paradigm with respect to
traditional deterministic tools, and this needs significant
education efforts among power system engineers.
Also, in security assessment studies the application of
batch-mode reinforcement learning could be of value in
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order to design decision policies from Monte-Carlo simu-
lations, when there exists no alternative way to determine
the optimal decisions.
Finally, the systematic use of this methodology is pos-
sible only if significant investment is made in terms of
software tools and computational infrastructure.
4 AUTOMATIC CONTROL SYSTEM DESIGN
Since security assessment studies essentially aim at
providing decision aids to human operators its results
must be interpretable and compatible with the information
available in a control center. Given the large amount of
available inputs and of possible decisions, the main goal
of security assessment studies is to reduce complexity by
identifying a subset of relevant inputs and decisions.
On the other hand, the design of an automatic con-
trol device has typically different requirements, related to
limited (often local) data acquisition and strong time con-
straints. Thus in a typical automatic control system de-
sign application, the number of available measurements is
much smaller, the control signal is already defined, and
the problem to be tackled is already well circumscribed.
4.1 Methodology
Reinforcement learning application to the design of
the control policy of an automatic control device is essen-
tially composed of three steps.
1. Formulation of the optimal control problem.
The problem formulation essentially aims at defining a
pseudo-state and reward signal that can be computed
from available measurements. Typically, these mea-
surements do not provide direct observability of the full
system state, and it is better to use as pseudo-state an in-
formation vector computed from present and past mea-
surements and past control signals.
The reward signal on the other hand should reflect
the control objective and penalyze undesired situations
(e.g. violation of stability or safety constraints).
2. Off-line gathering of data and initial learning.
Generally, when a new device is put in operation, the
first stage of designing the control policy should be
based on simulated scenarios. If an existing controller
is already working on the system, and the objective is to
redesign its control policy, past measurements related to
this controller could also be used at this stage. In either
case, batch-mode reinforcement learning can then be
applied to samples of trajectories in off-line mode, until
the performance of the controller is sufficiently good.
Just like in the security assessment studies this off-line
tuning needs a good experiment design and a careful
validation of the resulting controller, and systematic
comparisons of alternative designs.
3. On-line learning and control.
Once the control agent is plugged in the system, it
uses its policy in order to control the system in closed-
loop fashion. If the system conditions change, the con-
troller becomes suboptimal and eventually needs to be
retuned. This can either be done off-line or on-line de-
pending on the amount of computing power that can be
made available to the control agent. In both cases the
learning agent can exploit real measurements collected
from the system measurements during the time the con-
trol agent has been in operation.
4.2 Status
Up to now, work on reinforcement learning applica-
tion to power system automatic control has been carried
out exclusively in the academic context, based on simula-
tions with small sized systems in well defined conditions.
The applications considered concerned the damping con-
trol by TCSC devices and under-frequency load-shedding
agents [31].
The main progress in the last years came from the re-
search in reinforcement learning itself, with the design of
new algorithms able to extract more efficiently informa-
tion from system trajectories. In power systems, some re-
cent studies aimed at assessing the advantage of reinforce-
ment learning based control with respect to model predic-
tive control and other more classical deterministic control
methods [32, 33].
4.3 Further work
Further significant amount of work is required in or-
der to highlight the intrinsic advantages of reinforcement
learning methods, which stem from their capability to han-
dle stochastic conditions and to adapt automatically their
control policy to changing system conditions, and to con-
vince the power systems engineering community of the
usefulness of this approach to help designing for increased
robustness and optimality the numerous old and new auto-
matic control devices that interact through the power sys-
tem.
Within this context it is important to notice the fact
that the learning controllers will operate in a highly dis-
tributed multi-agent context, and that the theory of multi-
agent reinforcement learning is presently only starting to
be developed.
5 APPLICATION TO FORECASTING
5.1 Methodology
Forecasting essentially aims at predicting the value of
some quantity at some future instant, given present and
past measurements of this quantity and some exogenous
variables which may affect the behavior.
From the viewpoint of automatic learning, forecasting
is thus basically a supervised learning problem, and su-
pervised learning methods may be viewed as alternative
solutions to be compared or combined with classical time-
series forecasting techniques.
5.2 Status
System load forecasting has been one of the most suc-
cessful applications of supervised and unsupervised learn-
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ing to electric power systems. More recently market price
forecasting and wind forecasting have been investigated
along the same lines.
5.3 Further possibilities
Within the context of power system monitoring and
control, short term and local load and wheather forecast-
ing tools could be very useful in order to enhance decision
making.
It would therefore be worth to analyse the potential
usefulness of automatic learning in this context, where it
would not be practical to use a lot of human expertise to
design a forecasting model for each individual load or ge-
ographical area.
6 EXTERNAL EQUIVALENT MODELS
6.1 Suggestion
Dynamic security assessment as well as system design
studies carried out by a system operator, rely on the quality
of the models that are used to represent subsystems which
are not directly under his control and whose internal state
is not monitored by him, such as distribution subsystems
and interconnected neighboring transmission systems.
The operators of the external systems can collect in-
formation about interface variables and they could also en-
rich these measurements by providing measurements cor-
responding to a richer set of simulated conditions. Us-
ing such datasets, it would in principle be possible to con-
struct, by supervised learning, synthetic input-output mod-
els relating the dynamics of input signals to those of out-
puts. The same could be done to improve models used to
represent large industrial plants in system studies.
6.2 Further work
To our knowledge not much, if any, work has been car-
ried out in the direction of designing external equivalent
models by automatic learning. Nevertheless, we believe
that the need for increased quality equivalents is strongly
felt and that their availability would be an interesting alter-
native to the use of centralized (and more and more com-
plex to operate and maintain) wide area data acqusition
systems.
Further research work should allow to assess the pos-
sibility of accurately representing the dynamics of a large
transmission system seen from outside using automati-
cally learned black-box models.
7 DESIGNING SOFT SENSORS
7.1 Principle
A soft sensor is an algorithm computing an estimate
of some internal variable of a system which can not be
directly measured nor computed from available measure-
ments and models because of limited data or computing
ressources.
A soft sensor can be designed from detailed numerical
simulations of a system, by recording the simulated inter-
nal and external variables and applying supervised learn-
ing in order to compute an approximation of the condi-
tional expectation of the internal variable given the exter-
nal measurements. In other circumstances, they can be de-
signed using real system measurements obtained off-line.
Soft sensors can be useful in real-time monitoring and
control applications when full flegded model based state
estimation is not feasible either for computational reasons
or because no good models exist.
7.2 Example application
The idea of soft sensors has been applied to the de-
sign of a rotor angle and speed estimator from synchro-
nized phasor measurements, using neural networks in su-
pervised learning mode [34].
Within this context, it seems plausible that one can de-
sign by automatic learning a soft-sensor using only on lo-
cal measurements in order to predict when a power plant
is in the process of loosing synchronism. Such a device
could then be used in order to determine closed loop local
control devices able to stabilize the power plant.
Similar applications could be imagined for voltage
collapse prediction and control as well as for the identi-
fication and damping of slow inter-area modes.
8 APPLICATION TO MONITORING
8.1 Suggestion
Monitoring applications are multitudinous in power
systems operation and control. Intrinsically, monitoring
aims at combining information from low level real-time
measurements in order to compute a high level indicator
of system health, related to the proximity of the current
state of the system to stability limits, to the direction in
which the current trend is driving the system, or simply
to identify whether the system has entered an abnormal
condition.
These monitoring problems may directly be formu-
lated as automatic learning problems, supervised or un-
supervised ones. We thus believe that automatic learning
methods could be useful in order to synthesize automat-
ically system monitoring algorithms from measurements
or from simulations.
9 CONCLUSION
In the first part of this paper we have reviewed state-of-
the-art automatic learning problems, protocols and algo-
rithms with the objective of highlighting their application
potentials in the context of advanced sensing, monitoring
and control of electric power systems.
In the second part of the paper we have tried to explain
how automatic learning can be applied to various broad
classes of practical problems, related to security assess-
ment, automatic control, forecasting, equivalencing, soft
sensing, and monitoring.
We believe that the potential of application of auto-
matic learning to power systems is huge, and given the
growing difficulties to manage complexity within this con-
7
text, we hope that this paper can contribute to foster fur-
ther research and in particular more serious and wide-
spread attempts for real-life applications.
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