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Abstract 
We explain why information-based complexity uses the real number model. Results in the 
real number model are essentially the same as in floating point arithmetic with fixed precision 
modulo two important assumptions, namely 
l we use only stable algorithms, 
l the approximation error is not too small, compared to the product of the condition number, the 
roundoff unit of floating point arithmetic, and the accumulation constant of a stable algorithm. 
We illustrate this by an example of solving nonlinear equations by bisection. We also indicate 
the possible tradeoffs between complexity and stability, and the need of using multiple or varying 
precision for ill-conditioned problems. @ 1999 Elsevier Science B.V. All rights reserved. 
Keywords: Real number model; Floating point arithmetic; Information-based complexity; 
Nonlinear equations; Bisection 
1. Introduction 
The purpose of this paper is to explain in a rather informal way why information- 
based complexity, for brevity IBC, uses the real number model as its model of com- 
putation. We also explain why the results in the real number model are practically 
important for many, but not for all, computational problems. The reader may find 
basic information on IBC in, for example, [32]. Here, we only mention that IBC deals 
with computational complexity of problems for which available information is partial, 
contaminated and priced. 
First of all, we stress that the real number model is used in many areas of com- 
putations. It is almost universally used in scientific computing and numerical analysis. 
This model has been used in algebraic complexity already in the 1950s in the work of 
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Ostrowski [20] and Pan [21] for polynomial evaluations. It is also used in the work 
of Strassen [31], Pan [22], Coppersmith and Winograd [6], and others for the famous 
problem of matrix multiplication. The real number model is also used in computational 
geometry, in particular it is used in the work of Jaromczyk and Wasilkowski [ 10, 111 
on computation of convex hulls. 
The formal definition of the real number model can be found in the paper of 
Blum et al. [l], which has a great impact on the further study of this model and 
which presented the first NP-complete problem over the reals, For many IBC prob- 
lems (as well as many problems in scientific computing and numerical analysis), we 
need to use the real number model with “oracles.” The oracles are usually defined as 
subroutines (black boxes) which compute function values or function derivatives at a 
given point. The formal extension of the real number model to include oracles can be 
found in the paper of Novak [ 171. 
Before we go on, we pause for a moment and ask why so many people are using 
the real number model, and why there are so few complaints about this model. In fact, 
with a little exaggeration, one can say that only some theoreticians are unhappy with 
the real number model, whereas many practitioners do not experience any problem 
with it. 
To be fair, we admit that today’s computers do not use the real number model. In 
fact, we believe that tomorrow’s computers will not use the real number model no 
matter how much progress we may observe in the future computer technology. Why? 
The reason is simple. In the real number model, we assume that we can store and 
perform arithmetic operations on real numbers, and that each such operation costs one 
unit. Since even one single real number may require an infinite number of bits to store, 
it is really hard to believe that this can be done by a physical device. Take for example 
the number rc. In the real number model, we assume that any number can be a built-in 
parameter; of course, this also includes n as a special case. How can we really do this 
if we do not even know all the bits of rr? In fact, the computation of the first n bits 
of rt for large n is a very challenging problem, and it is studied in the bit model, see 
for instance the work of Brent [4,5] and Salamin [25]. More information can be found 
in [3]. 
It is now natural to ask what is really used by today’s computers. Almost universally 
today’s computers use Pouting point arithmetic for scientific computation. In many 
cases, it is floating point arithmetic with fixed (single) precision. Sometimes double 
precision is used for part of the computation, and in rare cases varying precision is 
recommended. For the remainder of this paper we assume that we are computing with 
fixed precision floating point arithmetic. 
Since most practitioners of scientific computing do not experience much difference 
between the real number model and floating point arithmetic (with fixed precision), 
we expect that they must be somehow closely related. Indeed, they are. Of course, as 
always with mathematical theories, this is true modulo a couple of assumptions. These 
assumptions hold for many, but not for all algorithms used in floating point arithmetic, 
and for many, but not for all practical computational problems, and this explains why 
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the difference between the real number model and floating point arithmetic is rarely 
observed. 
What are these assumptions which make the real number model practically indistin- 
guishable from floating point arithmetic? They are: 
l the stability assumption: stable algorithms exist and we use only stable algorithms, 
l the approximation assumption: the approximation error is not too small, compared to 
the product of the condition number, the roundoff unit of floating point arithmetic, 
and the accumulation constant of a stable algorithm. 
We now discuss these assumptions in turn. Stability of an algorithm means that the 
computed result in floating point arithmetic is the exact solution for a slightly perturbed 
problem. Sometimes this property can be significantly weakened but we do not pursue 
this in the paper, see for instance the work of Kielbasinski [ 121. This is a best possible 
property since, in general, there is no way to know the exact data of the problem. The 
data are usually measured or observed with some deterministic or stochastic errors. 
Furthermore, when we input the data we also perturb them a little. So even assuming 
that we have an idealized computer with no rounding errors, at best we could only 
solve exactly the problem with slightly perturbed data. The essence of stability is that 
we demand this property even in the presence of rounding errors. There is a huge and 
beautiful, though in many cases tedious, theory of stability initiated by the fundamental 
work of Wilkinson [36,37] in the 1960s. The current state-of-art can be found in a 
recent monograph of Higham [S] with over thousand references. As the result of this 
extensive study of many people over many years, we know stable algorithms for many 
computational problems. Still, many open problems need to be solved and stability is 
far from being completely understood. 
Many stable algorithms are careful implementations of algorithms analyzed over the 
reals. Sometimes a few things need to be changed, and a few precautions should be 
taken care of when we want to make the real number algorithm stable. Still, in most 
cases, the cost of the stable algorithm is basically the same in floating point arithmetic 
as in the real number model. 
The cost is basically the same, since in both the real number model and floating 
point arithmetic the cost of a single arithmetic operation and comparison does not 
essentially depend on the size of the operands. 2 We only need to replace the unit cost 
of arithmetic operations and comparisons in the real number model by the actual cost 
of such operations in floating point arithmetic. The cost of an oracle may be similarly 
treated. In the real number model we usually assume that the cost of an oracle call is 
fixed, and in floating point arithmetic this corresponds to the cost of one subroutine 
call which computes, for example, one function value. 
Assume that we know an algorithm which enjoys some optimality properties in the 
real number model. For instance, as it is often the case, we know an algorithm whose 
2 The property of the real number model and floating point arithmetic that the cost of arithmetic operations 
does not depend on the size of operands is probably the most important difference between these models 
and the classical Turing machine model (the bit model). 
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cost in the real number model is close to the complexity of the problem. If we know 
a stable implementation of such an algorithm then we have the same cost also in 
floating point arithmetic. Can we then claim that the complexity is the same in both 
the real number model and floating point arithmetic? Not yet, since the stable algorithm 
will not compute the same result as its real number counterpart. 
This leads us to the approximation assumption. The first lesson in scientific com- 
puting is that there is really no way to compute the exact solution for most practical 
scientific problems. 3 The reason is, as already mentioned, that the data of the problem 
are usually not given exactly. The good thing is, however, that we do not need to 
have the exact solution, and a reasonable approximation to the exact solution is good 
enough for most practical purposes. There is one more reason why a reasonable approx- 
imation is enough, and this reason is related to mathematical modeling. Usually, the 
computational problem is the solution of the mathematical problem which at best can 
only approximate the real problem by some modeling, simplifications and the use of 
mathematical theory. So why should we insist on the exact solution of the computation 
problem when we already accepted the modeling error? 
Hence, let us agree that we want to compute an approximation to the exact solution. 
Let c be the approximation error which we can tolerate as the difference between the 
computed and the exact solution. 4 The actual value of E depends on the particular 
application. We believe that for many problems E needs not be very small and, with 
the proper scaling, E from the interval [lo-*, 1O-2] covers numerous applications. 5 
We assume that we know a stable algorithm for our problem. Since this algorithm 
computes the exact solution of a slightly perturbed problem, we need to estimate the 
error between the solutions of the exact and perturbed problems. This is measured by 
the condition number K(P) of the problem P, see e.g., [12,37] or [38] for the precise 
definition. The condition number tells us about sensitivity of the solution with respect 
to small changes of the data. If the condition number is not too large, the problem is 
well-conditioned, otherwise, the problem is ill-conditioned. There is a deep theory of 
condition numbers which is not restricted to scientific computing and numerical analy- 
sis. This theory is a form of sensitivity analysis. Nevertheless, for typical computational 
problems, the study of condition numbers is often part of stability analysis, and can 
be found in the work of Wilkinson and many others. 
3 Notable exceptions are problems solved by symbolic computations and combinatorial problems. Such 
problems are not solved in floating point arithmetic. 
4 Hence, we consider the absolute error in this paper. Obviously, it is also reasonable to consider the 
relative or normalized error, see [32] where different types of errors are studied. 
5 In many papers, including many IBC papers, results are obtained for the asymptotic case, i.e.. for 
E tending to zero. Such results are not necessarily practical for relatively large E, say once more for 
I: E [lO-8, 10P2]. We believe that more emphasis should be devoted to the non-asymptotic case where i: 
does not have to be sufficiently small, and error and cost bounds are not presented in terms of O(h(t:)) or 
@(h(c)) for some function h, but have an explicit dependence on I:. Obviously, to obtain such an explicit 
dependence on B is much harder and requires much more work. Having being involved in such a study [33] 
I can personally testify to this. 
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We stress that the concepts of stability and conditioning are not related. Stability is 
a property of the algorithm whereas conditioning is a property of the problem. If the 
problem is ill-conditioned all stable algorithms may fail since they will compute, in 
general, results with large errors. On the other hand, if the problem is well-conditioned 
then all stable algorithms will compute results with small errors. 
To address the error of a stable algorithm more precisely, let p be the roundotr 
unit of floating point arithmetic. That is, p=2P, where t is the number of mantissa 
bits in floating point arithmetic. For modem computers, /, E [lo-“, 10P8]. Furthermore, 
there is usually an option to significantly decrease p by the use of double or multiple 
precision. We can now put the approximation assumption in a more technical way. It 
states that 
Cpti(P) de. (1) 
Here, C is the accumulation constant of rounding errors of a stable algorithm. Usu- 
ally, C is a low-degree polynomial in the number of inputs. In the next section we 
show that for the problem of solving nonlinear equations by bisection, C is a linear 
polynomial. 
The essence of (1) is to relate the approximation error to the quality of a stable 
algorithm given by its accumulation constant, to the quality of floating point arithmetic 
given by its roundoff unit and to the measure of sensitivity of the problem given by its 
condition number. We believe that (1) holds for many, but not for all, stable algorithms 
and computational problems. Indeed, if the problem is relatively well-conditioned, i.e., 
K(P) is not too large, then (1) holds in spades, since usually the needed error i: is 
much larger than C&P). On the other hand, for ill-conditioned problems we may 
have troubles with ( 1). There is then the option of switching to double precision, 
which roughly corresponds to replacing p by p2. This significantly extends the domain 
of applications for which the assumption ( 1) holds. In fact, (1) can be regarded as a 
guide how to select an appropriate p when we solve the problem with a given condition 
number by a stable algorithm. 
We briefly comment on well and ill-conditioned problems. Some people believe 
that ill-conditioned problems occur only for artificially generated cases, and that with 
proper modeling, we should always end up with a relatively well-conditioned compu- 
tational problem. We believe that this is not always the case, and that ill-conditioning 
is an inherent part of some practical problems. One notable example is given by 
ill-posed problems. However, a regularized ill-posed problem may be well or ill- 
conditioned. In any case, we prefer not to rule out ill-conditioned problems, and de- 
fer the discussion what to do if (1) does not hold to the concluding section of this 
paper. 
We are ready to discuss the error of a stable algorithm. Since the stable algo- 
rithm computes in floating point arithmetic the exact solution of a slightly perturbed 
problem, its error is bounded by C~K(P). Due to (l), its error does not exceed K, 
and the computed solution is an a-approximation. Hence, we have solved our prob- 
lem, although we use floating point arithmetic instead of the real number model. 
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Furthermore, as indicated earlier, we did so with basically the same cost as in the 
real number model. If the cost of our algorithm in the real number model is close 
to the complexity of the problem, we achieve the same complexity in floating point 
arithmetic. 
This shows equivalence of results in the real number model and floating point arith- 
metic, as well as the practical importance of results from the real number model. 
In the next section, we illustrate this equivalence in a more technical way by a 
simple example of solving nonlinear equations. For simplicity, we choose the scalar 
case and the class of functions for which the classical algorithm of bisection is optimal, 
since its cost is practically equal to the complexity of the nonlinear equations problem. 
The essential part of bisection is the use of comparisons. The comparison operation is 
discontinuous, and one might fear that the use of such an operation in floating point 
arithmetic can cause severe loss of accuracy. We will show that this is not the case and 
that the use of discontinuous operations in floating point arithmetic is not necessarily 
unsafe. 
We add that such an illustration could be done for many other computational 
problems including solving dense or sparse systems of linear equations, or 
multivariate integration. The interested reader may find the relevant results in, e.g., 
[2,8,32,36,37,3941]. 
We stress once more that the equivalence of results in the real number model and 
floating point arithmetic holds modulo the stability and approximation assumptions. In 
the concluding section, we discuss what happens if one of these two assumptions does 
not hold and why in such a case it may be necessary to use and study a different 
model of computation. We believe that then a natural choice is the bit model, where 
we use varying precision and the cost of all arithmetic operations, comparisons and 
oracles depends on the prescribed precision. 
2. Nonlinear equations and bisection 
The solution of nonlinear equations is a typical IBC problem. We briefly review 
the known complexity results for a particular class of functions for which bisection is 
optimal. All these results hold in the real number model. In floating point arithmetic, 
bisection is stable and optimality properties of bisection are preserved provided the 
approximation assumption holds. In this way, we obtain the equivalence of results in 
the real number model and floating point arithmetic for this nonlinear equation problem. 
The class F is chosen as 
F={f: [0, l] + [WI f is continuous and f(O)<O, f(l)>O}. 
Hence, we deal with scalar continuous functions whose values at the endpoints of their 
domain have different signs. Then the nonlinear equation 
f(x)=0 
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has a solution, which need not be unique. Our computational problem is to compute 
x(J’,s) which differs from a zero of f at most by E. That is, 
(2) 
We assume that the approximation error I: is in the interval (0, i ) since for c 3 i the 
obvious solution is x(f, E) = i. 
We now present typical IBC assumptions how x(f,e) can be computed. We use 
the real number model, which means that we can store real numbers and perform the 
four arithmetic operations (+, -, *, and +) over the reals at unit cost. We assume 
that comparison is allowed. That is, we can compare two real numbers at unit cost. 
Our oracles are defined by function values. That is, for any t E [0, l] we can exactly 
compute f(t), and the cost of one oracle call is denoted by c. Usually, c> 1. 
By an algorithm A, we mean any mapping which is composed of a finite number of 
arithmetic, comparison and oracle calls operations. For given f and c, the algorithm 
A computes x(~,E) =A(f,s). Without loss of generality, we restrict our attention only 
to algorithms that compute an c-approximation, i.e., to algorithms for which (2) is 
satisfied for any f from F. 
The cost of A(~,E) is defined as the sum of the costs of all operations needed 
to compute A(~,E). The worst case cost of A is defined as the maximal cost of 
computing A(f,c) for f from F. The worst cake complexity comp(F,s), for brevity 
the complexity, is defined as the minimal worst case cost of algorithms that compute 
an c-approximation. 
It is well-known that 
comp(F,c)=(c+a)[log,l/r:- 11, (3) 
where a E [0,3]. Since usually c > 1, this means that 
comp( F, E) M c log, 1 /E. 
The result was proven by Kung [ 141 in the 1970s. It was later generalized by 
Sikorski [27,28] for many subclasses of F as well as for more general oracles. The 
worst case complexity is achieved by the classical algorithm of bisection. 
Remark. We briefly mention a few more theoretical results for this problem. The 
asymptotic, average case settings as well as the topological complexity in the worst 
case setting of this problem have also been studied. 
For the asymptotic case, Sikorski and Trojan [29] proved essentially the same results 
as for the worst case setting. Hence, bisection is almost optimal in the asymptotic setting 
In the average case setting, we equip the class of functions with a probability mea- 
sure p and the error and cost of an algorithm are defined by its average behavior 
with respect to f. Let us suppose that p is a Brownian bridge placed on second 
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derivatives.(’ Ritter [24] proved that if we consider only algorithms that use the same 
number of oracles for any .f, then the minimal average cost is still roughly clog, l/c. 
Hence, basically we have the same situation as in the worst case setting. If we re- 
move the assumption that algorithms use the same number of oracles for each f, then 
Novak et al. [ 181 proved that the average complexity is roughly clog, log, I/F. Hence, 
the average case complexity is exponentially smaller than the worst case complexity. 
The average case complexity is achieved by a hybrid algorithm which combines bi- 
section with the secant algorithm. This result is in full agreement with computational 
practice, and the use of such hybrid algorithms has been long recommended by both 
practitioners and theoreticians. 
Recently, the topological complexity in the worst case setting of this nonlinear equa- 
tion problem was studied. The topological complexity is defined by assuming that com- 
parison operations have unit cost, whereas arithmetic and oracle calls operations are 
free; see the paper of Smale [30], where the topological complexity was first defined 
as the minimal number of comparison operations in the computational graph. Since 
comparison operations are discontinuous the topological complexity tells us about a 
degree of discontinuity which is necessary to solve approximately the problem. Novak 
and Woiniakowski [ 191 proved that the topological complexity is roughly log, l/c if 
we do not allow division, whereas Hertling [7] proved that the topological complexity 
is exponentially smaller and roughly equal to log, log, l/~ if we allow division and the 
computation of an absolute value. Hence, the topological complexity unlike the (total) 
complexity depends on details of the computational model. 
We now discuss bisection which computes x(f‘,~) as follows. Define aa = 0, ha = 1, 
XI=+ andn=[log,I/c-11. 
Then for i= 1,2 , . . . , n we compute 
yj := f(x;) 
if Y, ~0 then 
a; :=x1 
b, := b;_, 
else 
ai :=uj_j 
hi 1=X, 
endif 
X;:=i(ai-l + bi_1) 
After that. we set 
x(f, E) :=x,. 
h Brownian bridge is obtained from the classical Wiener measure placed on second derivatives by fixing 
the function values and its derivatives at the endpoints of [O. I]. 
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The essence of bisection is that we compute the function values at the midpoints of 
the intervals [ai, bi] containing a zero of f(x) = 0. Each function value allows US to 
halve the length of a zero-containing subinterval, and after n function values the mid- 
point x(f,e) of the last interval [a,,,&] is an s-approximation. The cost’ of bisection 
is cn + 3n which is an upper bound on the complexity in (3). 
We now discuss bisection in floating point arithmetic, see also [36, pp. 49-521. 
First, consider bisection without any modification. That is, we perform exactly the 
same operations as in the real number model. However, in floating point arithmetic, 
these operations are performed on floating point numbers and with roundoff. 
Observe that some of the bisection operations are performed exactly even in floating 
point arithmetic. Indeed, since all ai and bi are dyadic numbers we can add them and 
divide by two without roundoff. This holds as long as the number of iterations is not 
too large and modulo underflow, which can occur if ai and bi are extremely small. 
Once more, for practical values of E (which are not too small), this will not happen. 
This is an unusual situation and is an artifact of taking the initial interval as [0, 11. For 
different intervals [a,b] as the common domain of functions, this property will not be 
present. We choose [0, l] to simplify the roundoff error analysis of bisection. 
Hence, the only source of rounding errors for bisection is the computation of function 
values. Again, we have a favorable situation. Indeed, observe that as long as thr signs 
of the function values f(x,) are correctly computed, bisection works, and we will 
select the proper intervals [ai,bi]. This means that bisection is remarkably robust and 
the computed values f(xi ), . . . , f(x,) can be corrupted by large computational errors. 
In fact, it is enough to compute f(xi) with relative error smaller than one. We stress 
that this is once more a rather unusual situation, and for many other algorithms we 
will need to assume more, namely, that the computed function values are close to the 
exact ones. 
Suppose that the sign of f(xi) is computed wrongly and that the index i is the first 
one with this bad property. Then our decision of selecting the interval to [ai,bi] may 
be wrong, and consequently all the computations from now on may be useless. Still, 
the interval [ai_, , bi-I] contains the true information and there is a zero of J‘ in it. So 
if we could terminate our computation for the index i and if the length of the interval 
[a;_l,bi_l] is small, we would be done. 
We are ready to analyze whether we can detect the wrong sign of the computed 
function value. Such an analysis can be done for a general function f from the class 
F using the approach outlined in [38]. Here, we opt for simplicity and that is why we 
assume that the function f is a polynomial, 
7 It is customary to assign zero cost for assignment operations and that is why we do not charge for any 
operations := The cost of computing n can be ignored since n can be precomputed. We may also ignore 
the cost of the loop operation since n is fixed. 
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and that we know the degree d as well as all real coefficients aj. The true coefficients 
Uj are not, in general, floating point numbers. When we input them as the data for 
our oracle calls, they are perturbed to UT = Uj( 1 - YI/) with IPQ <p, where as before p 
denotes the roundoff unit of floating point arithmetic. 
We use Homer’s algorithm to compute the function value at the point x. We assume 
that (2d + 1)~ ~0.01, which easily holds in most cases. It is well-known, see e.g. 
[36, pp. 501, that the value fl(f(x)) computed by Homer’s algorithm in floating point 
arithmetic satisfies 
fl(f(x)) = i: a,( 1 - 6,)x-j with ISjl< l.O6(2d + 1)~. 
j=O 
This means that Homer’s algorithm is stuble and the computed value of the polynomial 
f at x is the exact value of the polynomial with slightly perturbed coefficients. 
It is easy to check that 
P(f(x))l> 1.06G'd + I)P,~~ I# 
implies that 
(4) 
sign fl( f (x)) = sign f(x). 
Hence, as long as (4) holds for x = xi, bisection works fine and we may accept the 
interval [a;, b,] and proceed to the next step. 
We stress that the inequality in (4) can be checked computationally. This can be 
done by running Homer’s algorithm twice, once for f and the second time for the 
polynomial g, where g(x) = C:=, ]aj]x j. The computation of g(x) can be done with 
very small relative error, since all the coefficients la,/] are of the same sign. In fact, 
we have 
fl(g(x)) = g(x)( 1 - Q> with IyXJ < 1.06(2d + 1)~. 
We use this identity in (4) and observe that 1.06/( 1 - Q) 3 1.06/( 1 - l.O6(2d + 
l)p)31.06/(1 - 0.106)= 1.1856.... We then replace (4) by 
IW-(x))l’ l.l@Wd + l)~flW)) (5) 
which can be easily checked in floating point arithmetic. 
Then (5) implies (4) and the sign of fl(f (xi)) is the same as the sign of f(xi). 
Hence, as long as (5) holds for x =xi, bisection is fine and we can proceed to the next 
step. 
It remains to check what happens if (5) does not hold. Then the sign of f(x;) can 
be incorrectly computed, and bisection may break down. For this index i, we should 
terminate the computational process. 
Suppose then that we terminate bisection at x; for which (5) does not hold. It 
is easy to show then that f(x;) = n C%,, ( jj a xi with (q( <2.26(2d + 1)~. This can be 
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also written as 
with ]vji( <2.26(2d + 1)~. (6) 
Thus, we have proven that xi is the exact zero of a slightly perturbed polynomial. This 
means that we obtain stability of bisection with one easy modification, which requires 
us to check (5) at each step. One can argue that this modification doubles the cost 
of bisection. This is really not the case, since we can run two Homer’s algorithms 
simultaneously with only one use of the index coefficient a,i. Usually, the use of an 
index coefficient costs as much as several arithmetic operations. It is also possible to 
check (5) at every kth step for some fixed k a-2, which will decrease the extra cost of 
the modification. The reader can easily work out details of such a modification. 
Let us summarize the analysis of bisection in floating point arithmetic. Two cases 
can occur. The first case is that (5) holds for XI,. . . ,x,. Then we obtain exactly the 
same result in floating point arithmetic as in the real number model. (The latter is 
extremely rare in scientific computing.) The second case is that (5) does not hold for 
some xi. Then we terminate and the output of bisection is xi. It is then not yet clear 
what is the error of xi. 
It is interesting to ask whether the second case can happen only for very small E. As 
we shall see, this is not necessarily true. In fact, the second case can happen when I: 
is relatively large and when we are lucky enough to have x; very close to a zero of f’. 
Indeed, for the sake of simplicity, assume that xi is a zero of f. Then the exact value 
is f(xi) = 0, and (5) does not hold for x = Xi. Hence, (5) may be false, independently 
of E. 
We now need to discuss the condition number of the polynomial zero problem P. 
This is a classical problem and its solution is well-known, see once more [36]. We now 
regard f not only as a function of x but also as a function of the coefficients aj. Let us 
assume that CI is the zero of f that is nearest to xi, the approximate zero computed by 
bisection. Assume also that the c( is a simple zero off. Then the condition number K(P) 
is given by 
Thus, if 
2.26(2d + 1 )/X(P) < 8 
then the xi computed by bisection is an s-approximation. This means that our discussion 
in the introduction holds with the factor C = 2.26(2d + 1) which in most cases is quite 
modest. 
Hence, we have seen that bisection is optimal in floating point arithmetic, illustrating 
the equivalence of results in the real number model and floating point arithmetic. We 
once again stress that this was shown for a simple problem of scalar equations and for 
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an easy class of functions. This particular problem and function class were specifically 
chosen to simplify the analysis. 
Stability analysis and conditioning for general multivariate nonlinear equations can 
be found in [38], where stability of the multivariate Newton iteration and the scalar 
secant iteration was shown. Stability of multivariate secant iteration was shown by 
Jankowska [9]. From these results, we again conclude the equivalence of results in the 
real number model and floating point arithmetic. 
3. When the assumptions fail 
In this section we assume that at least one of the stability or approximation assump- 
tion does not hold. Then we may lose the equivalence of results in the real number 
model and floating point arithmetics. In this case, the real number model is no longer 
appropriate for computation. We should then use a different model, possibly yielding 
different complexity results and different optimal algorithms. 
Let us first discuss the stability assumption. Imagine the following situation. For a 
given computational problem, we find good complexity bounds and optimal algorithms 
in the real number model. Then we take one of the optimal algorithms and try to find 
a stable implementation. We stress that for most computation problems, such stable 
algorithms have been found; however, sometimes the notion of stability had to be 
relaxed. 
Still, there is always the possibility that for some problem, no optimal algorithm 
has a stable implementation. That is, there is an intrinsic tradeoff between complexity 
in the real number model and stability. Such a tradeoff was shown by Miller [ 151, 
for matrix multiplication. Miller proved that any algorithm that multiplies two n x n 
real matrices with cost of order d for /I< 3 cannot be stable, whereas the classical 
algorithm with cost of order n3 is stable. Hence, the gain in cost must spoil stability. 
A few comments are now in order. We do not want to give too many technical 
details, but let us only mention that the notion of stability used by Miller is quite 
strong. The tradeoff between complexity and stability for matrix multiplication may 
disappear if a more relaxed notion of stability is used. 
In any case, in general, the real number model is potentially risky since we may be 
unable to find a (weakly) stable implementation of an optimal algorithm. In this case, 
the real number model results are useless for practical computations. The existence of 
such a practical problem has yet to be shown, but today we cannot rule it out. 
One could try to resolve the potential lack of stable algorithms by restricting the 
study of complexity to stable algorithms. This is obviously a good idea. However, the 
technical difficulty of finding complexity bounds for the class of stable algorithms is 
significantly higher than for the unrestricted class of algorithms, and we are not aware 
of many results along these lines. 
We now turn to the case when the approximation assumption is not satisfied. Since 
the product Cp is usually very tiny, this means that the condition number K(P) is 
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too large, when compared to the approximation error c. ’ Hence, the approximation 
assumption fails for ill-conditioned problems. As we already mentioned, one easy fix is 
to switch to double or to multiple precision, Indeed, this is often done in computational 
practice. Then the cost of an operation depends logarithmically on the precision. If we 
use only single or double precision, the cost does not change much. 
If the approximation assumption fails and fixed precision floating point arithmetic is 
too weak to solve our problem, we may choose a different model of computation. Then 
a natural choice is the bit model in which all arithmetic and comparison operations are 
performed on numbers having a finite number of (binary) bits, and in which the cost of 
all operations depends on the desired accuracy of the output and on the length of the 
input numbers. Oracles can also be used, but we must now compute the function value 
f(x) to within a given accuracy 6, the cost being an increasing function of l/6. This 
model, usually without oracles, is studied in the work of Ko, Schonhage, Weihrauch 
and others, see for instance [13,26,34,35]. There is also some IBC work relevant to 
the bit model, particularly the work of Plaskota, who studies noisy information with 
the cost depending on the noise level. Plaskota’s recent monograph [23] covers this 
subject in depth. 
In the bit model, we still want to compute an E-approximation at minimal cost. The 
complexity study in the bit model is difficult since, in particular, we must prove what 
kind of precision is needed for all operations used by an algorithm. Although the bit 
model may be used for all problems, we believe that its importance can be only seen 
for ill-conditioned problems, when the relative simplicity of floating point arithmetic is 
not available. A good model problem which should be also studied in the bit model is 
zero finding for polynomials or general functions. Clearly, the precision of computation 
must be increased as we have better approximations to a zero, see for example [ 161. 
We hope to see many efficient algorithms in the bit model for practical computational 
problems in the near future. 
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