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Abstract 
One of the features of smart grid is large-scale power system interconnection of network nodes. When 
emergency happens in power system, a large number of alarm information swarm into the control center. 
There is often a causal relationship between the alarm signals, most of the signals are due to one or a few 
alarm signals which triggered these alarms, and that is called as consequential alarm. This article applies a 
method based on the nearest neighbors of embedded vectors to historical alarm process data for the 
purpose of finding the root alarm signals and improving the dispatchers’ efficiency of processing alarm 
information
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1. Introduction
There are 4 primary alerts in Energy Management System (EMS) in power system: switching variable
alarm, analog limited alarm, communication interruption alarm, and EMS hardware and software fault 
alarm. In addition, with the power grid expansion, the growing range of event types and the number of 
alerts caused by events is dramatically increased. Hydro Quebec Canada, a power grid dispatch centre 
study shows [1] ˖
    (1)When there is a transformer failure in its dispatching region, the number of all kinds alarms will be 
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150 in two seconds; 
    (2) There are about 2 000 of various types of alarms generated in the event of substation failure, of 
which the first five seconds 300 alarms will be produced; 
    (3) When in the thunderstorm weather, it will produce 20 alarms per second  
    (4) When the power system splitting, every control centre will received up to 15000 alarm information 
in the first 5 s. 
When facing of enormous amount of information, it is difficult to make effective judgments in a short 
time even a well trained dispatcher. When dispatchers work in a certain pressure, the reaction rate 
increased with the increasing of pressure; and when the pressure over time, efficiency is greatly reduced. 
Obviously, often facing a large number of alarms, the dispatcher is unable to complete dispatch work 
well, and there is a huge the risk in power grid [2]. 
To help the operator better understand alert messages and take steps quickly, engineers developed the 
alarm processing system [3]. So far, there have been a variety of substation alarm processing methods. 
One of the aims of alarm processing system is selecting alarms and reducing the alerts number. 
Neighbour algorithm, the method raised in this article is used to process large amounts of alarm data, and 
screened on the alarm signal to reduce the number of alarms. 
2. The nearest neighbors methods 
Nearest methods are data-driven and works on the process measurements stored in a data historian [4]. 
The method is used to analyze the causal relationship between the alarm signals data and to find root 
causes of the alarms. This part describes the definition of embedded vectors and shows how the nearest 
neighbors method operates. 
2.1. Embedded Vectors 
For each variable X , measurements ix at time instances  are taken, where 1, 2, ,i =  N N the number 
of samples is. In this article, X refers to the stochastic variable while ix refers to a sample value of that 
stochastic variable. Take two variables X and Y for example, our goal is to determine the relationship 
between X and , the so-called embedded vector is based on the nearest neighbor method phase of a 
time series that can be used to calculate the interaction between two variables relationship. Embedded 
vectors give a generic, high dimensional representation of a dynamic system [5]. At time instance i , the 
embedded vector is defined as , , ( 1)i i i k i m k− where the embedding delays  can be viewed 
as a sub-sampling interval. The embedded vectors of a measurement
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Where ( 1)N N m k= − − is the number of embedded vectors. The Euclidean norm measuring the 
distance between embedded vectors i and is denoted as j , ji j id −= x x .The nearest neighbors of i  are 
defined as the embedded  vectors jx  that have the smallest values of ,i jd ,  nearest neighbors are 
calculated and ,i jr  is the index for the jth nearest neighbor of the ith embedded vector j  .A future value 
named the prediction value is assigned to each embedded vector. For example, in case of self-prediction, 
the vector  is assigned the prediction value 
x
K
x
jx i hx +  where is the prediction range. h
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We define the second variable Y  in the same way, and its embedded vector matrix form can be 
expressed as
 
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2.2. The directional of nearest neighbor method 
Figure 1 shows the concept of a directionally measure [6-8] using cross-prediction based on nearest 
neighbors. Self-predictability assesses whether the time series is predictable from its own past history by 
assigning a prediction value i hx + to each embedded vector .i
The predict value i h
x
y + is now assigned to the embedded vector of the first sequence  instead of 
being assigned to
ix
iy . The prediction value i hy + is then compared to the predicted values ,i j of the 
nearest neighbors
r h+y
,i jr
x . If i hy + and all have similar values, this means that ,i jry + h X is a good predictor 
of .Y
2.3. Algorithm 
The directionality measure as adopted from ref 9 determines the differences between the prediction 
value of each time instance i and the prediction values of the nearest neighbors ,i js and .The algorithm 
incorporates self-predictability and is based on a distance measure: 
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For robustness in the presence of outlier, the measure is summed over nearest neighbors instead of 
choosing just one single nearest neighbor. If 
K
)iD X Y˄ is small, then Y is a good predictor of X , and if 
)iD X Y˄ is large, then is a poor predictor. The distance measure is scaled by a self-predictability factor: Y
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Fig. 1 Illustration of how to find the nearest neighbours of ix and iy to predict future values i hx + and i hy +
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Where i hx + is the prediction value of x assigned to ix and is the prediction value assigned to the 
th nearest neighbor of i
,i jr h
x +
j x .The quantities )iD X Y˄ and i are computed for all embedded vectors 
and averaged to given the following accumulated interdependence measure: 
( )D X
( ) ( )( )1
1 N i
i i
D X Y
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= ¦

                                                                                                                  (5) 
To establish whether X influences Y more than Y influences X , these two measures are compared to 
give a directionality measure X YH → :( ) (H Y )XX Y→
A positive value of 
H H X Y= −                                                                                                          (6)  
X YH → is taken to mean that X influences ; if it is negative, and then 
influences
Y
Y X .
2.4. Parameter setting 
In execution of nearest neighbors method we need to determine the parameter, which are number of 
samples , embedding dimension ,embedding delay ,prediction range ,number of nearest neighbors 
.The selection of parameters will affect the final calculated value. In general, the larger
N m k h
K X Y , the 
higher reliability of the result. For instance, N the bigger the better, but considering the computational 
efficiency, it is better being 500 around, , , capture the dynamics of the time series. The obvious 
choice of K is to set it equal to the number of cycles that are analyzed in the case of an oscillatory 
disturbance. 
H →
m k h
3. Simulation in power system 
For more representatives, we take IEEE 5 nodes for the simulation in power system. 
   The circuit is shown in Figure 2; it is a three-phase circuit diagram. There is an A phase short faults 
between bus 1and bus 2, Figure 3 shows the electrical fault voltage waveform of branch 1-2,1-3,2-
3,which were represented as v1,v2 and v3. 
The short fault happens at 0.4s, and cuts off at 0.5s.For the nearest neighbours analysis, the guideline 
parameters used for the directionality measure are according these[3]: =4, =1, =1, =500.The 
values of the interdependence measures are:  
m k h N
1 2v v
H → =1.0280,  =1.592, =0.01781 3v vH → 2 3v vH →
The directionality measures and are positive, showing directionality from v1 to v2 and 
1 2v v
H → 1 3v vH →
v3 as expected. 
AC AC
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Fig. 2   IEEE 5 nodes circus curve                                                                                               (1) 
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Figure 3: The electrical fault voltage waveform of (1) v1, (2) v2, (3) v3
4. Conclusions 
This paper has shown that the root cause signals in power alarm system could be detected by the 
nearest neighbors method. And the method is simple, the computation time is short, it can be well used in 
the dynamic real-time systems. Thus it could exclude a lot of unnecessary fault information and help the 
dispatcher eliminate redundant alarm signals. 
Acknowledgements 
The Project is supported by Shandong Provincial Natural Science Foundation, China 
(ZR2010EM033). 
References 
[1] KIr Schen DS, Wollen Berg BF. Intelligent alarm processing in power systems. J Proceedings of the IEEE, 1992, 80(5), 
p.663- 672. 
[2] Yu Shaohua, Ma Taotao, Guo Chuangxin. Survey on alarm processing technology in power system, J Electrical 
Engineering, 2010 (06), p. 8-11. 
[3]Zhang Shuhui. Alarm system design methodology Chinese Journal of Nuclear Science and Engineering, 2008, p..273-279 
[4] Margret Bauer,John W.Cox,Michelle H Cavness,James J Downs, Nina F Thornhill ..Nearest neighbor methods for root cause 
analysis of plantwide disturbances. American Chemical Society. 2007, p. 281–304. 
[5]Sauer T, Yorke NA, Casdagli, M Embedology.J.Stat.Phys.1991, 65, p. 579-616. 
[7]Schiff  SJ, So P, Chang T, Burke RE, Sauer T. Detecting dynamical interdependence and generalized synchrony though 
mutual prediction in a neural ensemble. Phys Rev E 1996, 54, p.6078-6724. 
[8]Feldmann U, Bhattacharya J. Predictability improvement as an asymmetrical measure of interdependence in bivariate time 
series, Int J Bifureation Chaos,2004,14,p.505-514. 
[9]Bhattacharya J, Pereda E, Petsche H. Effective detection diction of coupling in short and noisy bivariate data .IEEE Trans 
Syst. Man Cybernetics, Part B: Cybernetics 2003,33,p.85-95. 
