Abstract-Most improvements for Naive Bayes (NB) have a common yet important flaw -these algorithms split the modeling of the classifier into two separate stages -the stage of preprocessing (e.g., feature selection and data expansion) and the stage of building the NB classifier. The first stage does not take the NB's objective function into consideration, so the performance of the classification cannot be guaranteed. Motivated by these facts and aiming to improve NB with accurate classification, we present a new learning algorithm called Evolutionary Local Instance Weighted Naive Bayes or ELWNB, to extend NB for classification. ELWNB combines local NB, instance weighted dataset extension and evolutionary algorithms seamlessly. Experiments on 20 UCI benchmark datasets demonstrate that ELWNB significantly outperforms NB and several other improved NB algorithms.
I. INTRODUCTION
Naive Bayes (NB), which is based on probability theory, is one of the most widely used learning algorithms [1] , [2] . NB is computationally highly efficient and thus is suitable for many learning scenarios such as text classification [3] , web mining [4] , sentiment analysis [5] and image classification [6] , [7] . Indeed, NB is a special case of Bayesian network [8] , which considers the dependence of attributes to obtain the correct classification. The time consumption of the general Bayesian network can be very high, which affects its application in the real world. To address this issue, NB model adopts a simple and straightforward assumption on the general Bayesian network, i.e., the attributes of the training dataset are independent of each other. Under this assumption, the examination of dependence between attributes is no longer needed and building the NB model only needs linear mathematical computation.
In many real world applications, there is a strong dependence between attributes, the performance of the NB classification can drop sharply. Furthermore, NB treats the different instances with the same weight, but training instances that are closer to the test instance may play a more important role than those that are far from the test instance. For this reason, many approaches have attempted to improve the performance of NB [9] , including feature based learning [10] , [11] , [12] , [13] , [14] , structure extension based learning [15] , [16] , [17] , local learning [18] and data expansion based learning [19] , [20] .
The above methods of improving NB have achieved good results, however, after carefully investigation, we find that all these methods have a common disadvantage (i.e., the NB models are separated into two steps). The first stage is the preprocessing, and the second is the creation of the NB model. These two stages are independent of each other and the first stage is carried out without consideration of the NB objective function. As a result, the performance of the NB cannot be guaranteed.
To solve the common disadvantage of the above methods, we propose a new method in this paper called Evolutionary Local Instance Weighted Naive Bayes, namely ELWNB. ELWNB constructs an extended training dataset based on the original training dataset using instances cloning, which will be used to build a NB classifier for further classification. Indeed, how the extended training dataset is constructed is determined by two important parameters: threshold (determines whether this instance should be cloned) and weight (determines the number of times that this instance should be cloned). Here, the Differential Evolution (DE) algorithm [21] is used to automatically search for the optimal parameters. To obtain the best classification result, the NB's objective function is directly used as the fitness function of the DE to evaluate the performance of different combinations of the above two parameters. Experiments and comparisons on 20 UCI benchmark datasets demonstrate the performance of proposed ELWNB.
II. EVOLUTIONARY LAZY LEARNING FOR NB

A. EWLNB Algorithm
First, we define the distance of two instances as Here D a * is the extended training dataset, w t i,1 and w t i,2 are the two dimensions of the parameter vector, in our algorithm, they represent threshold and weight respectively. clonenb is a integer which represents the number of times that should be cloned of the training instance y i .
It is clear that EWLNB algorithm's main procedure is expanding the training instances D a for a test instance x. We call our learning algorithm Evolutionary Local Instance Weighted Naive Bayes, or EWLNB, because it spends no effort during training time, delays all computation until classification time and the evolutionary algorithm is used to achieve the optimal parameter vector. Our learning algorithm deals with NB's shortcomings by cloning some of the training instances to produce an expanded training dataset.
B. Evolution of the Parameter threshold and weight
To obtain the optimal parameters to get the extended dataset D a * , we use DE to learn two important parameters for EWLNB classification. In our solution, the different combinations of the two parameters act as candidates, presented by parameter vector W . The main stages of the evolution are initialization, cloning, mutation, and selection. The evolving optimization will assist the discovery of the optimal W vector with the best classification accuracy. Before introducing details of the algorithm, we define a number of notations.
. W represents the set of candidates, which we call the population. 2
) Evaluation of EWLNB:
The process of Evaluation of EWLNB can be divided into following steps:
Calculation of Fitness Function: the fitness of the i th individual of the t th generation is the classification accuracy that is obtained by EWLNB using the w t i to carry out the probability estimation. The calculation of fitness function can be described as: Individual Mutation: we use the mutate operation to get the mutation individuals in the t th generation through small changes over the best individual of the current generation. For any individual w t i from the t th generation, the new variation individual v t i can be generated as followings.
where w 
← get the new generation through the following Equation. 
where w t j,i is the j th dimension of the i th individual in the t th generation. u t j,i is the j th dimension of the i th mutation vector in the t th generation, v t j,i is the formed j th dimension of the i th crossover vector in the t th generation. CR is a fixed parameter for the whole algorithm within the range [0,1], and in our algorithm, the value of CR is 0.5. rand j,i is a normally distributed random variable within the range [0,1], which is generated for every dimension of the vector, and j rand is a normally distributed random integer within the range [0, n], where n is the dimension of the individual. In our algorithm, the value of n is two, j rand is generated once for every individual. A complete evolutionary process (as shown in Algorithm 2) of the population includes Evaluation and Update, which continuously repeats until the algorithm surpasses the pre-set maximum number MaxGen, or the same result is obtained for a number of consecutive iterations. After obtaining the best individual w c , corresponding to the obtained parameter values of threshold and weight, we use the values to construct the extended Training dataset D * and build a NB classifier over D * to classify the test instances.
III. EXPERIMENT
A. Benchmark data and parameters
We implement the proposed method using the WEKA [22] , [23] data mining tool and validate its performance on 20 benchmark datasets from the UCI data repository [24] . The detailed information of the 20 datasets is shown through table I. Because NB is designed for categorical attributes, we first replace all missing attribute values in our experiment using the unsupervised attribute filter ReplaceMissingValues in WEKA. Then, we apply unsupervised filter Discretize in WEKA to discretize numeric attributes into nominal attributes. The three parameters L, MaxGen and CR in our algorithm are set to 50, 50, and 0.5, respectively. All results are obtained via 10 runs of 10-fold cross validation.
B. Baseline Methods
For comparison purposes, we compare ELWNB with the following baseline methods.
. NB: a standard Naive Bayes classifier with conditional attribute independence assumption. . LNB: a lazy Naive Bayes classifier which calculates the distances of instances through attribute similarity.
C. Evaluation criterion
In our experiments, the selected algorithms are evaluated on the criterion of classification accuracy (measured by ACC), which is calculated by the percentage of successful predictions on domain specific problems [25] , [26] , [27] . The detailed experiment results are shown in Table II and table  III . We compare our algorithm with each other algorithm via a two-tailed t-test with significantly different probability of 0.95, because we speak of two results for a dataset as being "significantly different" only if the difference is statistically [28] , as shown in Table II . Table III shows the results of the two-tailed t-test with a confidence level of 95% between each pair of algorithms in terms of accuracy. Each entry w/t/l in the tables means that the algorithm in the corresponding row wins in w datasets, ties in t datasets, and loses in l datasets, compared to the algorithm in the corresponding column. The results displayed in Tables II  and III show that ELWNB significantly outperforms LNB and NB measured by ACC. We summarize the highlights as 1. It is clear that ELWNB significantly outperforms NB measured by ACC: the w/t/l value on ACC between ELWNB and NB is 8/12/0. The average ACC for ELWNB is 83.11%, which is higher than the average ACC 76.23% of NB. 2. It can also be seen that ELWNB significantly outperforms LNB measured by ACC: the w/t/l value on ACC between ELWNB and LNB is 8/12/0. The average ACC for ELWNB is 83.11%, which is higher than the average ACC 80.25% of LNB.
IV. CONCLUSIONS
In this paper, we first investigated the classification performance of improved NB methods and found that they all have a common disadvantage, that is, the building of the NB classifier is carried out without consideration of the NB's objective function. Motivated by this observation, we presented a new evolutionary lazy learning algorithm called ELWNB. We experimentally tested the proposed algorithm ELWNB, using 20 UCI datasets recommended by WEKA, and compared our algorithm ELWNB with NB and LNB. The experimental results show that our algorithm significantly outperforms NB and LNB in yielding accurate classification. We believe that our work provides an effective •: Statistically significant degradation. data mining classification algorithm. An aspect of ELWNB that could clearly be investigated further is the method of calculating the number of times that a specific instance should be copied. Extending ELWNB to calculate the times that a specific instance should be copied in a more efficient way is our main direction for future research.
