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【高頻度金融データの可能性と問題点】
近年株式の全取引における取引価格や取引高の情報を記録した高頻度金融データが
整備されており, その膨大な情報量から証券市場の解析の発展が期待される. しかし, 
そのデータの膨大さに加え, 特有の複雑な構造を持つため統計解析は容易ではない. 
ここでは高頻度金融データの重要な問題である以下の二点を取り上げる.
1. マーケット・マイクロストラクチャー・ノイズ
高頻度金融データにおける観測ノイズの混入が実証研究より示唆されている
2. 非同期観測
異なる株式に対する観測時刻が異なる → 従来の統計解析手法の適用が困難
【最尤型・ベイズ型推定量の構築】
個々の観測の変動において観測ノイズの影響が支配的であるため、観測ノイズの分散
𝑣1,∗, 𝑣2,∗の推定量  𝑣1,𝑛,  𝑣2,𝑛の構築は容易である. 例えば  𝑣𝑙,𝑛 =  𝑖(𝑌𝑖
𝑙 − 𝑌𝑖−1
𝑙 )2と
すればよい. この時未知パラメータ𝜎∗の最尤型推定量  𝜎𝑛は
 𝜎𝑛 = argmax𝜎𝐻𝑛(𝜎,  𝑣1,𝑛,  𝑣2,𝑛)
と定義される. また, 事前分布𝜋(𝜎)に対するベイズ型推定量  𝜎𝑛は以下で定義される：
 𝜎𝑛 =  ∫ 𝜎exp 𝐻𝑛 𝜎,  𝑣1,𝑛,  𝑣2,𝑛 𝜋(𝑑𝜎) ∫ exp 𝐻𝑛 𝜎,  𝑣1,𝑛,  𝑣2,𝑛 𝜋(𝑑𝜎)
【近似尤度関数の構築】
観測区間[0, 𝑇]を等間隔の分割 𝑢0, 𝑢1 , 𝑢1, 𝑢2 , ⋯ , [𝑢𝑝−1, 𝑢𝑝)に分けて, それぞ
れの部分区間で近似尤度関数を構築する. それぞれの区間[𝑢𝑘−1, 𝑢𝑘)において潜在
株価過程の増分𝑋𝑡
𝑗
− 𝑋𝑠
𝑗
は, 𝑋𝑡
𝑗
− 𝑋𝑠
𝑗
≈ 𝜇𝑘
𝑗
(𝜎∗) 𝑡 − 𝑠 + 𝑏𝑘
𝑗
(𝜎∗)(𝑊𝑡 − 𝑊𝑠)
と近似される. ただし, 𝜇𝑘
𝑗
(𝜎∗), 𝑏𝑘
𝑗
(𝜎∗)は区間 𝑢𝑘−1, 𝑢𝑘 における𝜇
𝑗 𝑡, 𝑋𝑡 , 𝜎∗ , 
𝑏𝑗⋅ 𝑡, 𝑋𝑡 , 𝜎∗ の近似量である. 観測ノイズを正規分布とみなすことにより, 観測の増分
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と定め, 近似対数尤度関数𝐻𝑛(𝜎, 𝑣1, 𝑣2)を
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と定める.  𝜖0, 𝜂0の分散をそれぞれ𝑣1,∗, 𝑣2,∗とすると, 𝑍𝑘の分散共分散行列は
𝑆𝑘 𝜎∗, 𝑣1,∗, 𝑣2,∗ で近似される.
【高頻度金融データのモデリング】
二次元の潜在株価過程 𝑋𝑡 = (𝑋𝑡
1, 𝑋𝑡
2) は確率微分方程式
𝑑𝑋𝑡 = 𝜇 𝑡, 𝑋𝑡 , 𝜎∗ 𝑑𝑡 + 𝑏 𝑡, 𝑋𝑡 , 𝜎∗ 𝑑𝑊𝑡 , 𝑡 ∈ [0, 𝑇]
を満たすとする. ただし, 𝑊𝑡は標準ブラウン運動, 𝜇, 𝑏は既知の関数, 𝜎∗は𝑑次元未知パ
ラメータである. 𝑋𝑡
1, 𝑋𝑡
2 の観測時刻はそれぞれ𝑠01, 𝑠11, … , 𝑠𝑙1と𝑠02, 𝑠12, … , 𝑠𝑚2 で与えられる
とする （非同期観測） . さらに平均0の独立同分布の観測ノイズ(𝜖𝑖)0≤𝑖≤𝑙 , (𝜂𝑗)0≤𝑗≤𝑚
に対して, 観測データは
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で与えられるとする. 観測データから未知パラメータ𝜎∗を推定することで株価過程のボラ
ティリティや共変動などのリスク量を計算することができる.
【推定量の漸近的性質】
観測数のオーダーを𝑏𝑛と書くと, 提案推定量  𝜎𝑛,  𝜎𝑛は一定の条件の下𝑛 → ∞で以下の
ような性質を満たす:
𝑏𝑛
1
4  𝜎𝑛 − 𝜎∗ →
𝑑 Γ−1/2𝜁, 𝑏𝑛
1
4  𝜎𝑛 − 𝜎∗ →
𝑑 Γ−1/2𝜁.
ただし, Γ = P − lim
𝑛→∞
(−𝑏𝑛
−1/2
𝜕𝜎
2𝐻𝑛 𝜎∗, 𝑣1,∗, 𝑣2,∗ ), 𝜁 ∼ 𝑁 0, 𝐼𝑑 ⊥ Γ.
また, 上式においてΓ−1が推定誤差の漸近分散に対応するが, この漸近分散は最小であ
ることも示される. つまり,最尤型・ベイズ型推定量の推定誤差の漸近分散は任意の推定
量の中で最良である.
【シミュレーション分析】
シンプルなモデル
𝑑𝑋𝑡
1 = 𝜎1,∗𝑑𝑊𝑡
1, 𝑑𝑋𝑡
2 = 𝜎3,∗𝑑𝑊𝑡
1 + 𝜎2,∗𝑑𝑊𝑡
2
に対して最尤型推定量のパフォーマンスをシミュレーションする. 観測時刻𝑠𝑖
𝑗はパラメー
タ𝜆𝑗のポアソン過程より生成されるとし, 観測ノイズは(𝜖𝑖) ∼
𝑖.𝑖.𝑑. 𝑁 0, 𝑣1,∗ ,
(𝜂𝑖) ∼
𝑖.𝑖.𝑑. 𝑁 0, 𝑣2,∗ とする. パラメータの値を𝑇 = 1, 𝜆1 = 𝜆2 = 1, 𝜎1 = 1, 𝜎2 =
1 − 0.52, 𝜎3 = 0.5とした時の最尤型推定量(  𝜎1,𝑛,  𝜎2,𝑛,  𝜎3,𝑛)の
パフォーマンスが以下のようになった.
また, 潜在株価過程𝑋𝑡
1, 𝑋𝑡
2の共変動を表す 𝑋1, 𝑋2 𝑇の推定量𝑇  𝜎1,𝑛  𝜎3,𝑛も計算できる
ため, そのパフォーマンスを既存の推定量と比較する. 既存の推定量として, 
Christensen, Kinnebrock, and Podolskij (2010)のpre-averaged HY(PHY), Modulated 
Realized Covariance (MRC), Bibinger (2011)のGeneralized Multiscale Estimator (GME)
を用いた. 
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【日本株式市場における実証分析】
日本株式市場の高頻度金融データ（日経NEEDS）に対し, 上記のシンプルなモデルを適
用し,  2013年4月の日内データのうち, 前場(9:00～11:30)データの各銘柄ペア相関を計
算した. 
銘柄コード 企業名
東証17
業種分類
時価総額
ランキング
2013年4月の
1日当たり取引件数
7201 日産自動車 自動車・輸送機 13 3380
7203 トヨタ自動車 自動車・輸送機 1 5195
7267 本田技研工業 自動車・輸送機 7 3077
