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した方法である．[1]ではHelmholtz方程式のDirichlet型 (3次元), [2]ではHelmholtz方程式のRobin型 (3
次元)において, 欠陥Dを復元する公式を与えている．我々は楕円型偏微分方程式の background potential
に対する高い regularityを仮定して, 空間 2次元の場合も含めて, 観測データから欠陥 D を復元する方法
を示す．囲い込み法は Dirichlet to Neumann map(以下 DN map) から介在物を復元する逆問題であるが,
このような DN mapによる同定問題は境界値逆問題と呼ばれ, Calderón問題に端を発する．Calderónは
1980年にインピーダンスCTの数学的モデルとして, DN mapから導電率を同定する問題を提唱した．その
後, 研究が進み Sylvester J.とUhlmann G.は 1987年に複素幾何光学解を用いてDN mapから background
potentialを同定する一意性定理を示した．我々は, これらの成果をもとに background potentialを既知と
し, さらに高い regularityを仮定して, 未知の欠陥 Dを復元する問題を扱い, 囲い込み法を適用する．
　 Ω ⊂ Rn(n = 2, 3)は境界 ∂Ωが C2級である有界領域とし, DはD ⊂ Ω を満たす開集合で Ω \Dは連結
とする.さらに, Dは閉包が互いに素で境界がリプシッツ連続な有界領域の和集合 (D = D1 ∪ · · · ∪Dn)と
する．
　まず, Ωの中に欠陥Dがない楕円型偏微分方程式の弱解を定義して DN mapを定義する．
定義 1. q ∈ L∞(Ω), q ≥ 0として, 与えられた f ∈ H1/2(∂Ω)に対し u ∈ H1(Ω)が次の楕円型偏微分方程
式における Dirichlet問題 {
(−∆+ q)u = 0 in Ω,
u = f on ∂Ω,
(1)
の弱解であるとは u = f on ∂Ωで, かつ ∀φ ∈ H1(Ω) s.t. φ |∂Ω= 0 に対して∫
Ω
(∇u · ∇φ+ quφ)dx = 0
が成り立つことをいう．
DN map Λq : f ∈ H
1
2 (∂Ω) → ∂u∂ν |∂Ω ∈ H
− 12 (∂Ω) := (H
1
2 (∂Ω))∗ を定義する．
定義 2. (DN mapの弱定式化)
Λq : H
1
2 (∂Ω) → H− 12 (∂Ω)
を次で定義する．
⟨Λqf , g⟩ =
∫
Ω
(∇u · ∇v + quv)dx, f, g ∈ H1/2(∂Ω).
ただし, ここで, u ∈ H1(Ω)は (1)の弱解．v ∈ H1(Ω)は v |∂Ω= gである任意の関数とする．
次に, ∂Dの境界条件が Robin型の場合の弱解を定義する．
定義 3. (Robin型境界値問題)
q ∈ L∞(Ω \D), q ≥ 0, λ ∈ C1(∂D), Reλ ≥ 0, として, ν は Ω \Dに対して外向き単位法線ベクトルとする．
このとき, 与えられた f ∈ H1/2(∂Ω)に対し u ∈ H1(Ω \D)が次の楕円型偏微分方程式におけるRobin問題
(−∆+ q)u = 0 in Ω \D,
∂u
∂ν + λu = 0 on ∂D,
u = f on ∂Ω,
(2)





(∇u · ∇φ+ quφ)dx = 0
が成り立つことをいう．
(2)の Robin型境界値問題に付随する DN map Λ(R)q,D : H
1
2 (∂Ω) → H− 12 (∂Ω) を定義する．
1
定義 4. DN map（Robin型）






(∇u · ∇φ+ quφ)dx, f, g ∈ H1/2(∂Ω).
ただし, ここで, u ∈ H1(Ω \D)は (2)の弱解．φ ∈ H1(Ω \D)は φ |∂Ω= g である任意の関数とする．特
に, λ = 0の場合は, ∂D 上で Neumannゼロ境界条件を課すことになるので, 特に, Neumann型 DN map
を Λ(N)q,D で表すことにする．
注意 1. ∂D上で Dirichletゼロ境界条件を課す Dirichlet型境界値問題の弱解の定義, またそれに付随する
Dirichlet型の DN map Λ(D)q,D も同様に定義することができる．
次に, 囲い込み法において重要な役割をはたす指示関数を導入する．n次元のすべての単位ベクトルか
らなる集合を Sn−1(n = 2, 3) で表す. 与えられた w ∈ Sn−1に対して, 直交する単位ベクトルをひとつとっ
て w⊥ ∈ Sn−1 で表す．また, (−∆+ q)v = 0の解として, パラメータ τ ∈ R に対して, ある rτ ∈ H1(Ω)を
用いて, vτ (x;w) := eτx(w+iw
⊥)(1 + rτ (x;w))と書けるものを用いる．
定義 5. (指示関数)
t, τ ∈ Rとする．このとき指示関数 I(R)w (τ ; t)を以下のように定義する．vτ は vτ の複素共役を表す．
I(R)w (τ ; t) := ⟨(Λ
(R)
q,D − Λq)(e
−τtvτ (x;w)), e−τtvτ (x;w)⟩










x · w, w ∈ Sn−1.
このとき, Dの凸包 conv(D)は次のように求まることに注意する．
conv(D) := ∩w∈Sn−1{x ∈ Rn|x · w < hD(w)}.
よって, DN mapから指示関数が定まるので, 指示関数から支持関数が求まれば介在物 Dの凸包 conv(D)
が復元できることとなる．
ここで, ∂Dの境界条件が Robin型のとき指示関数から支持関数を復元する際, 以下の条件 (D)w を仮定
する.
(D)w: ∂Dは C2級とする．w ∈ Sn−1に対して, T (w) = {x ∈ D | hD(w)− x ·w = 0} は 1点 x0のみから
なるとし, さらに x0 のまわりで ∂Dは, ある ϵ > 0によりグラフ y = f(s), |s| < ϵ, s ∈ Rn−1 とかけて, あ
る定数K0,K1 > 0とmw ≥ 2があって次を満たすものとする．
K0|s|mw ≤ f(s) ≤ K1|s|mw (|s| < ϵ).








log |I(N)w (τ ; 0)|
2τ
= hD(w).




log |I(R)w (τ ; 0)|
2τ
= hD(w).
定理 1および 2は, Ikehata [1], [2]の囲い込み法に関する結果の一般化とみなすことができる．
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はHelmholtz方程式のDirichlet型 (3次元), [9]ではHelmholtz方程式のRobin型 (3
次元)において, 欠陥Dを復元する公式を与えている．我々は楕円型偏微分方程式の
background potentialに対する高い regularityを仮定して,空間２次元の場合も含めて,
観測データから欠陥Dを復元する方法を示す．囲い込み法は Dirichlet to Neumann
map(以下DN map) から介在物を復元する逆問題であるが, このようなDN mapによ
る同定問題は境界値逆問題と呼ばれ, Calderón問題に端を発する．Calderónは 1980
年にインピーダンスCTの数学的モデルとして, DN mapから導電率を同定する問題
を提唱した．その後, 研究が進み Sylvester J.と Uhlmann G.は [14]で複素幾何光学
解を用いてDN mapから background potentialを同定する一意性定理を示した．我々
は, これらの成果をもとに background potentialを既知とし, さらに高い regularityを
仮定して, 未知の欠陥Dを復元する問題を扱い, 囲い込み法を適用する．
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1 楕円型偏微分方程式のDN map
　本章では Ω ⊂ Rn(n = 2, 3)の中に欠陥Dがある場合とない場合の楕円型偏微分方程
式のDN mapΛq, Λq,D を定義し, Λqと Λq,Dから導かれる結果を紹介する．∂Dの境界条
件はDirichlet型, Neumann型, Robin型について紹介する．Neumann型はRobin型の境
界条件が λ = 0の場合であるが, 介在物Dを復元する公式を与える際, ∂Dへの仮定が異
なるのでDirichlet型, Neumann型, Robin型それぞれについて結果を紹介する．ここで,
Ω ⊂ Rn(n = 2, 3)は境界 ∂ΩがC2級である有界領域とし, DはD ⊂ Ωを満たす開集合で
Ω \Dは連結とする.さらに, Dは閉包が互いに素で境界がリプシッツ連続な有界領域の和
集合 (D = D1 ∪ · · · ∪Dn)とする．
　まず, Ωの中に欠陥Dがない楕円型偏微分方程式の弱解を定義してDN mapを定義する．
Definition 1.1. q ∈ L∞(Ω), q ≥ 0として, 与えられた f ∈ H1/2(∂Ω)に対し u ∈ H1(Ω)
が次の楕円型偏微分方程式におけるDirichlet問題{
(−∆+ q)u = 0 in Ω,
u = f on ∂Ω,
(1)
の弱解であるとは u = f on ∂Ωで, かつ ∀φ ∈ H1(Ω) s.t. φ |∂Ω= 0 に対して∫
Ω
(∇u · ∇φ+ quφ)dx = 0
が成り立つことをいう．
ここで, (1)がwell − posedであるとは以下が成り立つことである．
1. (existence) ∀f ∈ H1/2(∂Ω)に対して ∃弱解 u ∈ H1(Ω)
2. (uniqueness) uが unique
3. (stability) 解写像 f → uがH1/2(∂Ω) → H1(Ω)で連続で,
∥u∥H1(Ω) ≤ C∥f∥H1/2(∂Ω).
q ≥ 0なので, (1)でwell − posedが成り立つ．すなわち, DN map Λqが形式的に定義
できる．
Λq : f ∈ H
1








Definition 1.2. (DN map の弱定式化)
Λq : H
1




⟨Λqf , g⟩ =
∫
Ω
(∇u · ∇v + quv)dx, f, g ∈ H1/2(∂Ω).




q ∈ L∞(Ω \D), q ≥ 0として, 与えられた f ∈ H1/2(∂Ω)に対し u ∈ H1(Ω \D)が次の楕
円型偏微分方程式におけるDirichlet問題
(−∆+ q)u = 0 in Ω \D,
u = 0 on ∂D,
u = f on ∂Ω,
(2)
の弱解であるとは u = f on ∂Ωで, かつ ∀φ ∈ H1(Ω \D) s.t. φ |∂Ω= 0, φ |∂D= 0 に対
して ∫
Ω\D
(∇u · ∇φ+ quφ)dx = 0
が成り立つことをいう．
ここで q ≥ 0から, (2)のDirichlet問題は 0を固有値にもたないのでwell− posedが成




q,D : f ∈ H
1






Definition 1.4. DN map (Dirichlet型)
⟨Λ(D)q,Df , g⟩ =
∫
Ω\D
(∇u · ∇φ+ quφ)dx, f, g ∈ H1/2(∂Ω).




q ∈ L∞(Ω \D), q ≥ 0として, νはΩ \Dに対して外向き単位法線ベクトルとする．与えら
れた f ∈ H1/2(∂Ω)に対し u ∈ H1(Ω \D)が次の楕円型偏微分方程式におけるNeumann
問題 
(−△+q)u = 0 in Ω \D,
∂u
∂ν
= 0 on ∂D,
u = f on ∂Ω,
(3)
の弱解であるとは u = f on ∂Ωで, かつ ∀φ ∈ H1(Ω \D) s.t. φ |∂Ω= 0 に対して∫
Ω\D
(∇u · ∇φ+ quφ)dx = 0
が成り立つことをいう．
3
ここで q ≥ 0から, (3)のNeumann問題は 0を固有値にもたないので well − posedが




q,D : f ∈ H
1






Definition 1.6. DN map (Neumann型)
⟨Λ(N)q,Df , g⟩ =
∫
Ω\D
(∇u · ∇φ+ quφ)dx, f, g ∈ H1/2(∂Ω).




q ∈ L∞(Ω \D), q ≥ 0, λ ∈ C1(∂D), Reλ ≥ 0, として, νはΩ \Dに対して外向き単位法線
ベクトルとする．このとき, 与えられた f ∈ H1/2(∂Ω)に対し u ∈ H1(Ω \D)が次の楕円
型偏微分方程式におけるRobin問題
(−∆+ q)u = 0 in Ω \D,
∂u
∂ν
+ λu = 0 on ∂D,
u = f on ∂Ω,
(4)













ここで q ≥ 0, Reλ ≥ 0から, (4)のRobin問題は 0を固有値にもたないのでwell−posed




q,D : f ∈ H
1






Definition 1.8. DN map（Robin型）






(∇u · ∇φ+ quφ)dx, f, g ∈ H1/2(∂Ω).
ただし, ここで, u ∈ H1(Ω \D)は (4)の弱解．φ ∈ H1(Ω \D)は φ |∂Ω= gである任意の
関数とする．Neumann型はRobin型の λ = 0の場合であることに注意する．
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囲い込み法において重要な役割をはたす指示関数を導入する．n次元のすべての単位
ベクトルからなる集合を Sn−1(n = 2, 3) で表す. 与えられた w ∈ Sn−1に対して, 直交す
る単位ベクトルをひとつとってw⊥ ∈ Sn−1で表す．また, (−∆+ q)v = 0の解としてパラ
メータ τ ∈ Rに対して, ある rτ ∈ H1(Ω)を用いて, vτ (x;w) := eτx(w+iw
⊥)(1 + rτ (x;w)) と
書けるものを用いる．この解は複素幾何光学解とよばれ, 詳細は予備知識の章で紹介する．
Definition 1.9. (指示関数)
t, τ ∈ Rとする．このとき指示関数 Iw(τ ; t)を以下のように定義する．vτ は vτ の複素共役
を表す．
(Dirichlet)
I(D)w (τ ; t) := ⟨(Λq − Λ
(D)
q,D)(e
−τtvτ (x;w)), e−τtvτ (x;w)⟩
(Neumann)
I(N)w (τ ; t) := ⟨(Λ
(N)
q,D − Λq)(e
−τtvτ (x;w)), e−τtvτ (x;w)⟩
(Robin)
I(R)w (τ ; t) := ⟨(Λ
(R)
q,D − Λq)(e




x · w, w ∈ Sn−1.
このとき, Dの凸包 conv(D)は次のように求まることに注意する．
conv(D) := ∩w∈Sn−1{x ∈ Rn|x · w < hD(w)}.




(D)w: ∂Dは C2級とする．w ∈ Sn−1に対して, T (w) = {x ∈ D | hD(w) − x · w = 0}
は 1点 x0のみからなるとし, さらに x0のまわりで ∂Dは, ある ϵ > 0によりグラフ y =
f(s), |s| < ϵ, s ∈ Rn−1とかけて, ある定数K0, K1 > 0とmw ≥ 2があって次を満たすもの
とする．
K0|s|mw ≤ f(s) ≤ K1|s|mw (|s| < ϵ).
ここで, 本論文のMain Theorem 1.1を述べる．
Theorem 1.1. 　
（１） （Dirichlet型）∂Dはリプシッツ連続とし, n = 2, 3, q ∈ H3(Ω)とする．このとき,
任意のw ∈ Sn−1に対して, 次が成り立つ．
lim
τ→∞







log |I(N)w (τ ; 0)|
2τ
= hD(w).




log |I(R)w (τ ; 0)|
2τ
= hD(w).
ここで, Theorem 1.1を証明する鍵となるのはDN mapに対する次の評価である．Neu-
mann型はRobin型の λ = 0の場合なので, Proposition 1.2の証明はProposition 1.3の証
明の中で行う．
Proposition 1.1. （Dirichlet型）与えられた f ∈ H 12 (∂Ω)に対し, v ∈ H1(Ω)を（1）の
弱解とする．このとき, Dのみに依存する正の定数Cが存在する．∫
D
|∇v|2dx ≤ ⟨(Λq − Λ(D)q,D)f , f⟩ ≤ C(∥∇v∥
2
L2(D) + ∥v∥2L2(D)).
Proposition 1.2. （Neumann型） 与えられた f ∈ H 12 (∂Ω)に対し, v ∈ H1(Ω)を（1）
の弱解とする．このとき, Dのみに依存する正の定数Cが存在する．∫
D
|∇v|2dx ≤ ⟨(Λ(N)q,D − Λq)f , f⟩ ≤ C(∥∇v∥
2
L2(D) + ∥v∥2L2(D)).
Proposition 1.3. （Robin型） λ ̸= 0とする．このとき, さらに ∂DはC2級と仮定する．
与えられた f ∈ H 12 (∂Ω)に対し, v ∈ H1(Ω)を（1）の弱解とする．このとき, Dのみに
依存する正の定数C1(D)とLに依存するC2(L), (C2(0) = 0)が存在して次を満たす．ここ
















≤ ⟨(Λ(R)q,D − Λq)f , f⟩










ここで, qはn = 3のとき q = 1
2





2.1 Partial Neumann map
Partial Neumann mapについての基本的な命題をまとめておく．
Definition 2.1. G ⊂ Rnは有界領域で ∂Gはリプシッツ連続とする.
H(∆, G) := {u ∈ H1(G)|∆u ∈ L2(G)}.
内積とノルムは




とする．H(∆, G) := {u ∈ H1(G)|∆u ∈ L2(G)} については, Dret[3]を参考にした．
Proposition 2.1. H(∆, G)は内積（・,・）でヒルベルト空間となる．
Proof. 完備性のみ証明する．
|||u|||2 = ∥u∥2H1 + ∥∆u∥2L2 .
H(∆, G)のコーシー列を {fn} ⊂ H(∆, G)とする．{fn} は H1(G)のコーシー列となるの
で, H1(G)の完備性からH1(G)の部分列 {fn} ⊂ H1(G)に対して ∃f ∈ H1(G) s.t.
lim
n→∞
∥fn − f∥H1(G) = 0.
さらに, {∆fn}は L2(G)のコーシー列となるので L2(G)の完備性から ∃g ∈ L2(G) s.t.
lim
n→∞
∥∆fn − g∥L2(G) = 0.
次に, H(∆, G)の定義から ∫
fn∆ϕ =
∫
∆fnϕ, ϕ ∈ C∞c .
よって, n → ∞として ∫
f∆ϕ =
∫
gϕ, ϕ ∈ C∞c
を得るので,
g = ∆f.
よって, H(∆, G)のコーシー列を {fn} ⊂ H(∆, G)とすると, ∃f ∈ H(∆, G)s.t.
lim
n→∞
|||fn − f ||| = 0.
Λ(u) ∈ H− 12 (∂G)を定義する．








v ∈ H1(G)は v = g on ∂Gとなる任意のH1(G)関数である．
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ここで, D ⊂ ΩとしてG := Ω \Dとする．このとき, u ∈ H(∆, G) = H(∆,Ω \D)に














Definition 2.3. u ∈ H1(∆,Ω \D)とする．








ここで, v ∈ H1(Ω \D)は v = g on ∂Ω, v = 0 on ∂D なる任意の関数である．








ここで, w ∈ H1(Ω \D)はw = 0 on ∂Ω, w = h on ∂D なる任意の関数である．






q,Dである．Λq,Dの u ∈ H1(Ω \D)は∆u = quから,
∥∆u∥2L2 ≤ ∥q∥2L∞∥u∥2L2 < ∞.
∆u ∈ L2(Ω \D)となり, u ∈ H(∆,Ω \D) である．さらに, Partial Neumann mapには次
のような関係がある．
Proposition 2.2. ∀u ∈ H(∆,Ω \D),∀v ∈ H1(Ω \D) に対して,
⟨Λ1(u), v |∂Ω⟩+ ⟨Λ2(u), v |∂D⟩ =
∫
Ω\D




Proof. v ∈ H1(Ω \D)に対して,
v1 := v on ∂Ω, v1 := 0 on ∂D,
となるような v1 ∈ H1(Ω \D)をとる．ここで, v2 := v − v1 ∈ H1(Ω \D)とおくと,
v2 := 0 on ∂Ω, v2 := v on ∂D,
となる．G = Ω \Dとすると,∫
Ω\D
∇u · ∇v +
∫
Ω\D





















= ⟨Λ1(u), v1⟩+ ⟨Λ2(u), v2⟩




Lemma 2.1. （1）の弱解 v ∈ H1(Ω)に対して, v ∈ H2loc(Ω)であって, ϕ = 0 on ∂Ωなる











Proof. 弱解の内部正則性からで, v ∈ H2loc(Ω)で
(−∆+ q)v = 0 a.e. x ∈ Ω.





が存在する．ϕn ∈ C∞(Ω \D)については∫
Ω\D









が成り立つ．よって, n → ∞とすればよい．


















|∇v|2 + q|v|2 =
∫
Ω\D
(∇u · ∇v + quv).
Proof. 1. Lemma 2.1で, ϕ = u− vとすれば,∫
Ω\D






























|∇v|2 + q|v|2 =
∫




















































u(x)e−2πi(x·ξ), for ξ ∈ T n.
Lemma 2.3. Ωは有界なリプシッツ領域とし, Ω ⊂ T nとする. このとき, m ≥ 1に対し
て, 拡張作用素E : Hm(Ω) → Hm(T n) が存在して、次が成り立つ：
∥Ef∥Hm(Tn) ≤ C∥f∥Hm(Ω).
T n := Rn/2πZn.
Lemma 2.3の証明については Stein [13]を参照．





Theorem 2.1. s > n
2
で, u, v ∈ Hs(T n)する.このとき
∥uv∥Hs(Tn) ≤ C∥u∥Hs(Tn)∥v∥Hs(Tn)
となる．つまり
(u, v) ∈ Hs(T n)×Hs(T n) → uv ∈ Hs(T n).
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Theorem 2.1は有名な結果である (cf : Adams[1]). しかし, Fourier 級数に基づいた証
明の記載がある図書が見当たらなかっので, ここでは Fourier 級数に基づいた証明をつけ
る．Theorem 2.1の証明のために次の補題を準備する．








































⟨ζ⟩s = (1 + |ζ − η + η|2)
s
2
≤ {1 + (|ζ − η + η|2)}
s









2{1 + |ζ − η|2 + 1 + |η|2}
s
2
≤ 2s{(1 + |ζ − η|2)
s
2 + (1 + |η|2)
s
2}





































{((|f | ∗ |v̂|)(ζ))2 + ((|û| ∗ |h|)(ζ))2}.
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第 1項を評価する．ここで, ∥û∥ℓ1(Tn) :=
∑








































　 vτ = eτx·(w+iw
⊥)(1 + r)は (−△+q)vτ = 0 の解であり, 複素幾何光学解と呼ばれる．ま
ず,一般的に知られている結果を紹介したのちに q ∈ Hm(Ω)としたときの rの評価を示す．
Theorem 2.2. （Complex Geometric optics）
q ∈ L∞(Ω), ζ ∈ Cnは ζ · ζ = 0, |ζ| ≥ max(C∥q∥L∞(Ω), 1)とする. さらに, a ∈ H2(Ω)と
して ζ · ∇a = 0 in Ωとする.このとき
(−△+q)u = 0 inΩ
において, つぎの評価 r ∈ H2(Ω)を持つような解 u = eiζ·x(a+ r)が存在する．
∥r∥Hk(Ω) ≤ C|ζ|k−1∥(−△+q)a∥L2(Ω), k = 0, 1, 2.
Theorem 2.2が複素幾何光学解とその評価である．証明は Salo[12]を参照．







ここで, background potentialに対する高い regularityを仮定したときの評価を示す．
つまり, q ∈ Hm(Ω)としたときの rの評価を示す．
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Theorem 2.3. m ≥ 1とし, q ∈ Hm(Ω), a = 1, ζ = τ(w⊥− iw) を仮定する以外, Theorem







まず, Theorem2.3を証明する準備として, (−△ +q)u = 0を証明しやすい形に変形す
る．(−△+q)u = 0が複素幾何光学解 u = eiζ·x(1 + r)を解にもつとすれば










∇, D2 = −△
として, まとめると
(D2 + 2ζ ·D + q)r = −q.
つまり, このような rが存在することを言えばよい．まずは, (D2 + 2ζ ·D)r = f の形で証
明する．
Theorem 2.4. m ≥ 1, f ∈ Hm(Ω), ζ ∈ Cnは ζ · ζ = 0, |ζ| ≥ 1とする. このとき
(D2 + 2ζ ·D)r = f in Ω









位ベクトルを e1, w2方向の単位ベクトルを e2とし, e1, e2に付随して, 座標をとることと
する.このとき, 次が成り立つ．
(D2 + 2ζ ·D)r = (D2 + 2s(D1 + iD2))r = f in Ω.
簡単のため, Ω ⊂ Q = [−π, π]nとし, f ∈ Hm(Ω)を f ∈ Hm(T n)に拡張し,
(D2 + 2s(D1 + iD2))r = f in Q
なる解 r ∈ Hm+2(T n)を構成する．ここで, wk(x) = ei(k+
1
2
e2)·x, x ∈ Znとする．内積を
⟨u, v⟩ = (2π)−n
∫
Q




0, k ̸= l
1, k = l
となる．さらに任意の k ∈ Znに対して ⟨v, wk⟩ = 0, ∈ L2(Q)のとき ⟨ve−
1
2
ix2 , eik·x⟩ = 0か




fkwk, fk = ⟨f, wk⟩
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とできる．f ∈ Hm(T n)を仮定しているので
f ∈ Hm ⇐⇒ ⟨k⟩mfk ∈ ℓ2(Zn)




rkwk, rk = ⟨r, wk⟩
とできる．ここで,




となるので, (D2 + 2s(D1 + iD2)r) = f は,
pkrk = fk, k ∈ Zn,
ただし, pk := |k + 12e2|































さらに, Lemma 2.3から, 求める解 rが存在して, 次の評価を満たすことがわかる．







次に, (D2 + 2ζ ·D + q)r = f の形で rの存在を証明する．
Theorem 2.5. n = 2, 3とし, m ≥ 2, f, q ∈ Hm(Ω)に対して, ζ ∈ Cnは ζ · ζ = 0, |ζ| ≥
max(C∥q∥Hm(Ω), 1)とする. このとき
(D2 + 2ζ ·D + q)r = f in Ω






Proof. 簡単のため, Ω ⊂ T nとして, T n上で解の構成と評価をすれば十分である．そこで,
Gζ : H
m(T n) → Hm(T n)として, (D2 + 2ζ ·D)r = f̃ の解をGζ f̃ = rで表す．このように
表せることはTheorem 2.4からわかる．
(D2 + 2ζ ·D)r = f̃ .
すなわち, Hm上で次が成り立つことになる.
(D2 + 2ζ ·D)Gζ = I.
よって,
(D2 + 2ζD + q)r = f
の解 rを r = Gζ f̃ の形でもとめることにすると, f̃ は次を満たせばよいことになる.




















f̃ = (I + qGζ)
−1f
と表せる．さらに





∥f̃∥Hm ≤ 2∥f∥Hm .
結局, この f̃ を用いて, r = Gζ f̃ と定めれば, rが求める解であり,









Theorem 2.5から (−△+q)u = 0で u = eiζ·x(1 + r)が解ならば


















Proposition 1.1を証明するために Lemma 3.1, Lemma 3.2を準備する．
Lemma 3.1.













v ∈ H1(Ω)は (1)の弱解, u ∈ H1(Ω \D)は (2)の弱解.
Proof. v ∈ H1(Ω)と u ∈ H1(Ω \D)をそれぞれ（1）,（2）の弱解としてw := u− vとす
る．Proposition 2.2から,
⟨Λ1(u), v |∂Ω⟩+ ⟨Λ2(u), v |∂D⟩ =
∫
Ω\D
∇u · ∇v + quv
である．Λ1(u) = Λ(D)q,D(f)と Lemma 2.2から,





|∇v|2 + q|v|2 = ⟨Λqf, f⟩.
よって,
⟨(Λ(D)q,D − Λq)f, f⟩ = −⟨Λ
2(u), v |∂D⟩.
一方, w := u− vは 
(−∆+ q)w = 0 in Ω \D,
w = −v on ∂D,
w = 0 on ∂Ω,
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の弱解である．さらに, ∆w ∈ L2からw ∈ H(∆,Ω \D) なので,











∇w · ∇v + qwv = −⟨Λ2(w), v |∂D⟩.
弱解の定義から
∫
Ω\D ∇w ·∇u+qwu = 0である．また, Lemma 2.2とProposition 2.2から∫
D
|∇v|2 + q|w|2 =
∫
Ω\D
∇(u− v) · ∇v + q(u− v)v
= ⟨Λ1(v), (u− v) |∂Ω⟩+ ⟨Λ2(v), (u− v) |∂D⟩
= −⟨Λ2(v), v |∂D⟩.
よって, ∫
Ω\D




= −⟨Λ2(w), v |∂D⟩ − ⟨Λ2(v), v |∂D⟩
= −⟨Λ2(u), v |∂D⟩.
よって,
⟨(Λq − Λ(D)q,D)f, f⟩ =
∫
Ω\D











q|u− v|2 ≤ C(∥∇v∥2L2(D) + ∥v∥2L2(D))
が存在する．v ∈ H1(Ω)は f に対する（1）の弱解である．
Proof. u ∈ H1(Ω \D)は (2)の弱解, v ∈ H1(Ω)は (1)の弱解とする．ここで, w = u − v
とすれば, w ∈ H1(Ω \D)は (6)の弱解である．
(−∆+ q)w = 0 in Ω \D,
w = −v on ∂D,
w = 0 on ∂Ω.
(6)
wの解の評価から








⇒ ∥w∥H1(Ω\D) ≤ C∥v∥H1(D).
Prposition 1.1を証明する．
Proof. Lemma 3.1から













右辺は仮定から q ≥ 0で全ての項が 0以上なので,∫
D
|∇v|2 ≤ ⟨(Λq − Λ(D)q,D)f , f⟩.





q|v|2 ≤ C(∥∇v∥2L2(D) + ∥v∥2L2(D)).
よって, Lemma 3.2から
⟨(Λq − Λ(D)q,D)f , f⟩ ≤ C(∥∇v∥
2
L2(D) + ∥v∥2L2(D)).
4 Proposition 1.2及び 1.3の証明
Proposition 1.3を証明するために Lemma 4.1, Lemma 4.2を準備する．
Lemma 4.1.
















λuv + λuv − λ|u|2).
Proof. v ∈ H1(Ω)と u ∈ H1(Ω \D)をそれぞれ（1）,（2）の弱解としてw := u− vとす
る．w ∈ H1(Ω \D)でw |∂Ω= 0 なので uの弱解の定義から∫
∂D
λ(v + w)w +
∫
Ω\D
(∇(v + w) · ∇w + q(v + w)w) = 0
なので, ∫
∂D
λ|w|2 + λvw ++
∫
Ω\D
|∇w|2 + q|w|2 +∇v · ∇w + qvw = 0.
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Lemma 2.1, Lemma 2.2から∫
Ω\D











































q|u− v|2 − (
∫
∂D









⟨(Λ(R)q,D − Λq)f , f⟩ =
∫
Ω
























(∇v · ∇u+ qvu).
よって,
⟨(Λ(R)q,D − Λq)f , f⟩ =
∫
Ω
































































q|u− v|2 − (
∫
∂D
λuv + λuv − λ|u|2).
次に, λ ̸= 0の場合のRobin型の評価には, 次の評価が必要になる．(n = 3のときの [9]
の議論にもとづく．)
Lemma 4.2. ∂Dは C2級と仮定する．与えられた f ∈ H 12 (∂Ω)に対して, （4）の弱解
∃!u ∈ H1(Ω \D). さらに, f に独立な正の定数C s.t.∫
∂D













が存在する．ただし, qは n = 3のときは q = 1
2
であり, n = 2のときは任意の 0 < ϵ < 1
に対して q = 1− ϵとする．また, y0 ∈ ∂Dは任意の点. v ∈ H1(Ω)は f に対する（1）の
弱解である．ここで, L ≥ 0は以下を満たすようにとる．
∥Reλ∥L∞(∂D) + ∥Imλ∥L∞(∂D) ≤ L.
また, w := u− v ∈ H1(Ω \D)は次の弱解となる．
(−∆+ q)w = 0 in Ω \D,
∂w
∂ν
+ λw = −(∂v
∂ν
+ λv) on ∂D,













∀φ ∈ H1(Ω \D), φ |∂Ω= 0.
Lemma 4.2を証明するために, 次の補題を準備する．
Lemma 4.3. Ω \D ⊂ Rn(n = 2, 3)は有界領域で, 境界は C2級とし, p ∈ H2(Ω \D)と
する．このとき次が成り立つ．
（１） n = 3とする．このとき, ある定数C > 0が存在して次が成り立つ．
|p(x)− p(y)| ≤ C|x− y|
1
2∥p∥H2(Ω\D) (x, y ∈ G).
（２）n = 2とする．このとき, 任意の 0 < ϵ < 1に対して, ある定数C(ϵ) > 0が存在して
次が成り立つ．
|p(x)− p(y)| ≤ C(ϵ)|x− y|1−ϵ∥p∥H2(Ω\D) (x, y ∈ G).
証明については Evans [4]を参照．Lemma 4.2を証明する．
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Proof. p ∈ H1(Ω \D)を以下の弱解とする．
(−∆+ q)p = 0 in Ω \D,
∂p
∂ν
+ λp = −w on ∂D,
p = 0 on ∂Ω.
解の評価から
∥p∥H1(Ω\D) ≤ ∥w∥L2(∂D).
ここで, λ ∈ C1(∂D)ならば ∂p
∂ν
∈ H 12 (∂D)となり, 正則性から p ∈ H2(Ω \D)となるので
∥p∥H2(Ω\D) ≤ C∥w∥H1(Ω\D).






































|p(y)− p(y0)| ≤ C|y − y0|q∥p∥H2(Ω\D)
|p(y)| ≤ C∥p∥H2(Ω\D).
qは n = 3のときは q = 1
2

















































Proof. u ∈ H1(Ω \D)は (4)の弱解, v ∈ H1(Ω)は (1)の弱解とする．ここで, w = u − v










|∇w|2 + q|w|2 = −(
∫
Ω\D
∇v · ∇w + qvw).
Trace定理から w̃ ∈ H1(D) s.t. w̃ = w on ∂D となるものがとれる．さらに
∥w̃∥H1(D) ≤ CD∥w |∂D ∥H 12 (∂D).
一方、トレース定理とポアンカレの不等式から
∥w |∂D ∥H 12 (∂D) ≤ C
′






w(x), x ∈ Ω \D,
w̃, x ∈ D
とおく．w∗ ∈ H1(Ω), w∗ |∂Ω= 0 vの弱解の定義から∫
Ω
∇v · ∇w∗ + qvw∗ = 0∫
Ω\D
∇v · ∇w + qvw +
∫
D






|∇w|2 + q|w|2 dx =
∫
D
∇v · ∇w̃ + qvw̃ dx. (9)
(Step 1) これより, 特に λ = 0の場合のNeumann問題の場合は∫
Ω\D
|∇w|2 + q|w|2 dx ≤ max(1, ∥q∥L∞(Ω))(∥∇v∥L2(D) + ∥v∥L2(D))∥w̃∥H1(D)









|∇w|2 + q|w|2 dx ≤ C(∥∇v∥2L2(D) + ∥v∥2L2(D))
となる．以上により, Neumann 問題に対しては∫
D














(|∇v|2 + q|v|2) dx+
∫
Ω\D
(|∇w|2 + q|w|2) dx− J(u, v)
と書ける．よって下からの評価には, |J(u, v)|を評価すればよく, 上からの評価には, さ
らに ∫
Ω\D




|Reλ|2 + |Imλ|2 ≤ |Reλ|+ |Imλ| ≤ L
に注意して, また u = w + vなので |u| ≤ |w|+ |v|より





































































































|∇w|2 + q|w|2 dx ≤ L
∫
∂D
|u||w|+ C(∥∇v∥L2(D) + ∥v∥L2(D))∥∇w∥L2(Ω\D)
が成り立つ．ここでまた
|u||w| ≤ (|v|+ |w|)|w| ≤ 2(|v|2 + |w|2)
と Lemma 4.2より∫
Ω\D


















+ C(∥∇v∥L2(D) + ∥v∥L2(D))∥∇w∥L2(Ω\D)
が成り立つ．よって, |J(u, v)|の評価 (10)と合わせて, コーシーの不等式を用いた Step 2
と同様の議論により, 求める上からの評価
⟨(Λ(R)q,Df, f⟩ ≤ C(∥∇v∥
2














Lemma 5.1. ∂Dがリプシッツ連続という仮定の下で, w ∈ Sn−1に対して, ある Cw >




e−2τ(hD(w)−x·w) dx ≥ Cwτ 1−pw (τ ≥ τw).
ただし, pw =
{
2 (n = 3)
1 (n = 2).
特に, x0 ∈ T (w)の近くで, ∂Dを表すグラフ y = f(s)が f(s) ≤ g(s) = L|s|mw を満たす








mw (n = 3)
Cwτ
1− 1
mw (n = 2).
Proof. ∂Dがリプシッツ連続ならば, pw = n − 1として, w ∈ Sn−1に対して, あるMw >
0, ϵw > 0 が存在して, 次が成り立つ．ただし, µn−1は n− 1次元ルベーグ測度を表す．
µn−1
(
{x ∈ D | hD(w)− x · w = s}
)































tpwe−2t dt > 0




e−2τ(hD(w)−x·w) dx ≥ MwKwτ 1−pw (τ ≥ τw)
を得る．一方, 1点 x0 ∈ T (w)の近傍で, 十分小さい ϵ > 0に対して, Dは, あるmw ≥ 1と
定数 L > 0があって
g(0) = x0, g(s) = L|s|mw (|s| < ϵ, s ∈ Rn−1)
を満たすグラフ y = g(s)の上側部分を含むので
µn−1
(

























mw (n = 3)
MwKwτ
1− 1
mw (n = 2).
Robin型でTheorem 1.1を証明するために, さらに, 次の補題を準備する．
Lemma 5.2. (D)wなる仮定の下で, 次が成り立つ．











mw (τ ≥ τw).
（２）n = 2とする．w ∈ S1に対して, x0 ∈ T (w)とする．任意の 0 < ϵ < 1に対して, あ








mw (τ ≥ τw).
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Proof. (1) ある δ > 0があって {x ∈ ∂D | hD(w) − δ ≤ x · w ≤ hD(w)} では, x =
x0 + s1θ + s2η − f(s)w, s = (s1, s2) とかけることになるので
x · w − hD(w) = x0 · w − hD(w)− f(s) = −f(s)


























1 + |∇f(s)|2 ds


































2 eτ(x·w−hD(w)) dS ≤ C3τ 1−
5
2mw (τ ≥ τw)
が成り立つ．両辺を２乗することで求める評価を得る．






































e2τx·w + 2τ 2
∫





e2τx·wr + 2τ 2
∫
e2τx·w|r|2 + τ(w + iw⊥)
∫
e2τx·wr∇r
+ τ(w − iw⊥)
∫








































































































I(D)w (τ ; t) =< (Λq − Λ
(D)
q,D)(e
−τtvτ (x;w)), e−τtvτ (x;w) >
= e2τ(hD(w)−t)Iw(τ ;hD(w)).
Neumann型の指示関数は
I(N)w (τ ; t) =< (Λ
(N)
q,D − Λq)(e















I1(τ) ≤ I(D)w (τ ;hD) ≤ CDI2(τ),

































なので, hD(w) = supx∈D x · w から hD − x · w, x ∈ DにおいてDのmeasure |D| で




















I1(τ) ≥ 2τ 2
∫
D
e−2τ(hD(w)−x·w) dx(1 + o(1)) ≥ Cw
2
τ 1−pw > 0 (τ ≥ τw)
が得られる．ここで
Iw(τ ; 0) = e
2τhD(w)Iw(τ ;hD(w))
なので
Iw(τ ;hD(w)) = e
−2τ(hD(w)Iw(τ ; 0)
とできる．よって,
I1(τ) ≤ e−2τ(hD(w)Iw(τ ; 0) ≤ CDI2(τ).
全体に logをとると






















































≤ ⟨(Λ(R)q,D − Λq)f , f⟩










qは n = 3のとき q = 1
2
であり, n = 2のときは任意の 0 < ϵ < 1に対して q = 1− ϵ.
同様に指示関数を変形する．
I(R)w (τ ; t) = ⟨(Λ
(R)
q,D − Λq)(e










|e−τ(hD(w))vτ |2 + (
∫
∂D











|x− x0|q|∇e−τ(hD(w))vτ |)2 + |e−τ(hD(w))vτ |2}
とおけば,













































































D 上の積分の項は hD(w) = supx∈D x · w から hD − x · w, x ∈ D において D の
measure |D| で抑えられる．∂D上の積分の項は Dの境界が Lipschitz連続なので























































































ここで, Lemma 5.1から x0 ∈ T (w)の近くで, ∂Dを表すグラフ y = f(s)が f(s) ≤







mw (n = 3)
Cwτ
1− 1









mw (τ ≥ τw) (n = 3)
Kτ 2−
4−2ϵ
mw (τ ≥ τw) (n = 2).






n = 2,mw < 3− 2ϵのとき,
1− 1
mw
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