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ABSTRACT— The purpose of this work is to analyze the 
illusion of movement that appears when seeing certain static 
images. This analysis is accomplished by using a biologically 
plausible neural network that learned (in a unsupervised 
manner) to identify the movement direction of shifting training 
patterns. Some of the biological features that characterizes this 
neural network are: intrinsic plasticity to adapt firing 
probability, metaplasticity to regulate synaptic weights and 
firing adaptation of simulated pyramidal networks. After 
analyzing the results, we hypothesize that the illusion is due to 
cinematographic perception mechanisms in the brain due to 
which each visual frame is renewed approximately each 100 
msec. Blurring of moving object in visual frames might be 
interpreted by the brain as movement, the same as if we present 
a static blurred object. 
Key Words: movement illusion, plasticity, metaplasticity,
cinematographical perception, Kitaoka’s designs. 
1.  INTRODUCTION 
Perception of illusory movement in static images is 
commonplace in Kitaoka’s famous designs [ 1], such as his 
“rotating snakes” shown in Fig.1. Although the explanation 
of this effect is not known, Kitaoka and Ashida (2003) [2] 
describe the characteristics in the figure that intensify the 
effect. An example of these characteristics is the transition 
from black to light gray and then to white in each of the 
elements of Fig.1. We have focused on this characteristic to 
design Fig. 2, in which each triangle is colored with a 
smooth transition from white to gray. This type of transition 
occurs, for example, when shooting a photo of an object, and 
either the camera or the object moves, thereby producing a 
blurred image with a meteor-like vanishing tail. If the object 
is moving to the right there is a vanishing tail at the left and 
vice versa. This effect is also related to the concept of 
“cinematographic perception“ [3], [4] according to which 
the brain is able to capture reality as in cinematography, 
frame by frame, one frame each 100 ms, approximately. If 
our brain shoots a “photo” each 100 ms, our “cerebral 
photograph” would be also moved or blurred when the 
perceived object is moving quickly. We propose that, as 
these blurred photographs appears associated with 
movement, movement detectors in our brain would be 
activated by these static images as actually happens in the 
experiments of Conway and collaborators [5] .Conway and 
collaborators discovered  that the neural circuits involved in 
recognizing movement, i.e. the movement detectors of the 
middle temporal area (MT area), are also active when 
Kitaoka’s-like images are presented. Although the neural 
circuits in the MT area still are not unraveled, we have tried 
to understand their function with a biologically plausible 
neural network. Being trained with several moving patterns, 
our un-supervised network learns to detect the direction of 
movement of moving patterns [6] . When the pattern moves 
in a certain direction one of the output neurons fires. When 
the object moves in the opposite direction the neuron stops 
firing and another neuron fires instead, thus codifying that 
the direction of movement is reversed. 
In this paper we re-examine this network and apply it to 
a static pattern with a vanishing tail. As will be shown, the 
network interprets the static pattern as a moving pattern. The 
network also interprets the direction of the apparent 
movement according to the direction of the vanishing tail, 
activating the correct neuron in its output layer. 
This paper is organized as follows: in section two we 
analyze how neural plasticity was implemented in each 
Fig.  1. Detail of “Rotating snakes”, by Akiyoshi Kitaoka Fig.  2. “Rotating triangles”. We have simplified Figure 1 
and considered only the essential elements responsible for 
the illusion of movement.
neuron, in section three we study the network topology and 
its implementation in Matlab. Results are shown in section 
four and are commented in section five. 
2.  MECHANISMS OF NEURONAL 
PLASTICITY. 
Neurons display complex adaptable responses for 
regulating input stimuli in synapses and the output generated 
in their soma.  
In our network two relevant regulatory or homeostatic 
mechanisms of neuronal activity were used: metaplasticity 
and intrinsic plasticity [7]. For a correct understanding of 
these two mechanisms we will present each in turn. 
2.1. Synaptic Plasticity 
The transmission of information between neurons is 
mediated by neurotransmitters that act on synapses, and 
interact with receptors residing in the synaptic membrane, 
thereby allowing the inflow or outflow of positive or 
negative ions such as potassium, sodium, chlorine and 
calcium. Synaptic plasticity, refers to the modulation of the 
efficacy of information transmission between neurons, being 
related to the regulation of the number of ionic channels in 
synapses. 
The first model of synaptic plasticity was postulated by 
Hebb and is known as the Hebb rule [8], that may be stated 
as follows: when two neurons fire together they wire 
together or, in other words, the synaptic strength between 
neurons with correlated firing tends to increase. 
Mathematically the change in the synaptic strength (synaptic 
weight) between neurons i and j is calculated by the product 
of the output of neuron I, Oi, and the input Ij (which 
corresponds to the output of neuron j) multiplied by a 
learning constant.  
jiij IOw H '                             (1) 
Some authors proposed revised versions of Hebb's rule 
[9], taking into account more recent biological studies. The 
formulation that was adopted for our simulation of synaptic 
plasticity, due to its biological plausibility, is Grossberg's 
presynaptic learning rule [10] either in its incremental or in 
its probabilistic version . 
The incremental version of the pre-synaptic rule is as 
follows:   ijijij wOIw  ' H                (2) 
According to Minai [11], this incremental version of the 
pre-synaptic rule is asymptotically equivalent to the 
following probabilistic version, where the synaptic weight 
between two neurons is the conditional probability of the 
output neuron’s firing, given that the input neuron has fired:  jiij IOPw /                    (3) 
2.2. Synaptic Metaplasticity 
One of the important biological characteristics of the 
presynaptic rule is that it exhibits metaplasticity, which is an 
important homeostatic mechanism of neurons [7] [12]. 
Metaplasticity slows down the process of weight increment 
or decrement, making it more difficult for the neuron to 
become either saturated or inactive. 
The property of metaplasticity is shown in Fig. 3, in 
which each curve shows the variation of weight as a function 
of the neuron’s activation. The parameter that defines which 
curve must be used is the value of the synaptic weight. 
According to Fig.3, for higher values of the synaptic weight 
the curves are more elongated to the right. 
This means that in synapses with higher weights, the 
interval in which the variation of weight is negative is 
broader, thereby favoring synaptic depression. The opposite 
holds in the lower weight curves.  
Synaptic metaplasticity is a homeostatic mechanism 
because it regulates weight variation, down-regulating 
weight increment in synapses with high initial weights and 
up-regulating weight increment in synapses with low initial 
weights.  
Metaplasticity is usually associated with the BCM 
model of Bienenstock, Cooper and Munro [13]. In the BCM 
model, the parameter that defines the curve to be used is the 
average activation of the neuron, and this value is the same 
for all of the neuron’s synapses. Instead of this, 
metaplasticity depends on the current synaptic weight in 
each synapse, so that each different synapse is governed by a 
different curve. The plasticity curves obtained with the 
presynaptic rule, either in its incremental or in its 
probabilistic version, captures well this fact as demonstrated 
elsewhere [14]. Regarding to this, Mockett and colleagues 
[15] emphasize that metaplasticity is a homosynaptic 
phenomenon (restricted to the synapse under study) in 
contrast to the heterosynaptic nature of the BCM rule, in 
which even non active synapses are modified according to 
the average activation of the neuron. 
2.3. Intrinsic Plasticity 
Although synaptic metaplasticity makes it difficult for 
synaptic weights to become either null or saturated, it does 
not totally preclude either of these two extreme situations. 
To eliminate the possibility of either weight annihilation or 
saturation, another important homeostatic property of real 
neurons should be taken into account: the so-called intrinsic 
plasticity [16]. Intrinsic plasticity regulates the position 
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Fig.  3. This family of plasticity curves represents both synaptic 
plasticity and metaplasticity. They show the increment in weight, 
w' , in terms of the neuron´s activation. For higher initial 
synaptic weights, w i , plasticity curves are more elongated to the 
right.
(shift) of the neuron’s activation function according to the 
past average level of activity in the neuron. The neuron’s 
activation function is usually modeled as a sigmoidal 
function: 
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In which P(O) is the output probability of the neuron 
and a is the activation given by the sum of synaptic 
contributions. Intrinsic plasticity was modeled according to 
the following equation, that yields the position of the 
sigmoid in terms of the previous position shiftt-1 and the 
previous sigmoid output Ot-1.
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Parameter [  is a small arbitrary factor ranging in our 
case from 0.1 to 0.0001. This equation means that the more 
the neuron keeps firing, the higher will be the rightward shift 
of the activation function, leading to a moderation of the 
neurons’ firing probability in the future. Conversely, if the 
firing probability is low, the sigmoid will move leftwards, 
thereby increasing the probability of the neuron’s firing in 
the future. Parameter [  works as a learning factor. If we 
want quick convergence of the shifts with little interest in 
accuracy, we select a higher [ . However if we are not 
worried about the duration of learning and we are mainly 
interested in accuracy, [  must be set to a very small value. 
3. COMPUTATIONAL SIMULATIONS 
In this section we study the neural network architecture 
that allows movement direction recognition. Matlab (a 
commercial software for simulation purposes) was used for 
the development of the aforementioned architecture and the 
whole simulation was done on a simple Pentium 4 home 
desktop computer. 
3.1 Network Topology 
Figure 5 represents the architecture of the neural 
network developed in this paper. It is composed by one input 
layer with 4 neurons, which maps input data into a memory 
layer. The memory layer’s main function is to store past 
states by a fading mechanism similar to that of pyramidal 
neurons in the cerebral cortex. Pyramidal neurons fire in a 
“comet tail” manner: when triggering a burst of action 
potentials, the initial action potentials are close-together but, 
at the end of the burst, the action potentials are wide apart 
[17]. We simulate this behavior by connecting each neuron 
of the memory layer to itself with a fixed weight value (less 
than one). At the right of the memory layer, there is a third 
layer with 3 neurons. This layer performs dimensionality 
reduction through a competitive process. Therefore, we have 
two memory layers and two competitive layers, the latter 
with only 2 neurons. The first competitive layer is intended 
to encode the trajectories presented in the first layer so they 
can help in the categorization tasks of the second 
competitive layer. In each competitive layer only one neuron 
wins: the one whose output probability is the highest. 
According to the presynaptic rule, in either the probabilistic 
or incremental version, the neuron that wins increases its 
synaptic weights in its active synapses. However non-
winning neurons reduce the weights in their active synapses. 
This process of favoring winning neurons at expense of non-
winning ones would lead winning neurons to saturation and 
non-winning neurons to weight annihilation. The two 
homeostatic properties for regulating neuron activity, i.e. 
metaplasticity and intrinsic plasticity collaborate to avoid 
this deleterious process: metaplasticity, by favoring 
potentiation of the low synaptic weights and favoring 
depression of high weights, and intrinsic plasticity by 
allowing non-winning neuron to win the competition in the 
future. With this architecture we expect that when the 
movement of input patterns is in one direction, neuron 15 
will fire, whereas when the movement is in the opposite 
direction, neuron 16 will fire. The architecture of the ANN 
presented in figure 2 can be represented in matrix notation as 
shown below. The matrix M is a topological representation 
where each line corresponds to a neuron (so we have 16 
lines) and each column represents whether the neuron A 
(defined by the line number) receives input from another 
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Fig. 4. According to intrinsic plasticity, low neuron’s activation 
(cases a,b,c) contrinutes to a leftward shift of the sigmoidal 
activaton function. On the contrary high neuron activation (cases 
d,e and f) contributes to a rightward shift of this sigmoidal function. 
Figure. 5. Movement direction identification – Architecture 
of artificial neural network with Hebbian pre-synaptic 
learning.
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neuron, B. The diagonal line of this square matrix 
corresponds to self-input of each neuron. 
M = [0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0; 
         0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0; 
         0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0; 
         0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0; 
         1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0; 
         0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0; 
         0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0; 
         0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0; 
         0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0; 
         0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0; 
         0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0; 
         0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0; 
         0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0; 
         0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0; 
         0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0; 
         0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0];
  (6) 
Let us focus on the fifth row, 1 0 0 0 1 0 0 0 0 0 0 0 0 0 
0 0, to show how the fifth neuron is connected: the value 1 in 
the first and fifth position mean that neuron 5 receives its 
inputs exclusively from neuron 1 and from itself. 
Only weights arriving to competitive layers undergo 
synaptic plasticity. Or, in other words, only the synaptic 
weights of neurons 9, 10, 11, 15 and 16 are modified. The 
lack of synaptic weights in some neurons of the model is not 
incompatible with biology: in the nervous system there are 
also neurons that lack modifiable synaptic weights. 
As an example, the network input layer, do not have 
modifiable weights, their weights are always set to one. 
Another type of connections lacking modifiable weights is 
the feedback connection of memory layers. Arbitrarily we 
have set the weights of these connections to 0.4 
For dealing with modifiable and not modifiable weights 
we split the connectivity matrix M into three connectivity 
matrices MA, MP and MF . 
Therefore, the weight matrix M can be expressed as 
follows: 
MFMPMA
den
num
M *4.0* ¹¸
·
©¨
§        (7) 
Where num is a numerator matrix randomly initialized 
at the beginning with dimension equals to M and den is a 
denominator matrix of dimension M with all values equal to 
one. Numerator and denominator are modified along the 
iterations according to equation 3. 
MA is a matrix with the same dimensions as M, in 
which the rows corresponding to neurons 9, 10, 11, 15 and 
16 are equal to the corresponding rows of matrix M, and the 
remaining rows are full of zeros. MA is a connectivity 
matrix in which only neurons with modifiable weights 
participate. 
MF is a diagonal matrix with dimension M. Only the 
elements in the diagonal corresponding to rows 5, 6, 7, 8, 12, 
13 and 14 are set to one, and represent “self-feedback” 
connections. We have set an arbitrary decay factor of 0.4 to 
model pyramidal neurons’ firing adaptation. 
MP is a matrix with the same dimensions as M, whose 
rows 5, 6, 7, 8, 12, 13 and 14 are filled with the elements in 
the corresponding rows of M that are not in the 
diagonal. It represents the one to one connections from 
memory to competitive layers. 
Equation 8 shows how the shifting rate used in the 
activation function (eq. 4) is decreased over iterations. 
n
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Where ȟ is a variable that controls the sigmoid 
displacement used in equation 5. ȟi is an initial value, ȟf is 
the final value, It is the current iteration and n the total 
number of iterations. 
This equation represents an annealing process to 
stabilize weights. Only neurons in competitive layers (layers 
3 and 5) undergo synaptic plasticity, metaplasticity and 
intrinsic plasticity.
3.2 Network Simulation 
A sequence of input patterns represents the direction of 
movement. For representing a rightward movement, an 
ordered sequence of four patterns was presented, one pattern 
for each program iteration, as shown in the table. The same 
was analogously done for a leftward movement. These two 
type of sequence were randomly presented to the network. 
Movement from left to right: 
1 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 1
Movement from right to left: 
0 0 0 1
0 0 1 0 
0 1 0 0 
1 0 0 0 
On every iteration we refresh the weight matrix, M, 
using equation 7. The activation of each neuron is computed 
as follows: 
owa
&&                                    (9) 
Where w is a matrix and  is a vector composed by the 
outputs of all neurons in the previous iteration 
A new output value is obtained using equation 4. 
Equation 5 is used to adjust the shifting rate. 
The stopping criterion is based on the number of 
iterations. See this pseudo-code: 
Initialize Ot, with zeros 
While condition is true 
Adjust Ot 
update epsilon, according to equation 8 
initialize W, according to equation 3 
calculate the net input, according to equation 9  
update shifting, according to equation 5 
calculate and adjust Ot+1, according to equation 4 
End while 
The initial weights of the competitive neurons were 
initialized by setting the numerators of the conditional 
probabilities (see Equation 3) to a random number between 0 
and 1 and all the denominators to one. The shifts of the 
activation functions of all the neurons in the network were 
initialized to 0.5. Only competitive neurons change their 
shifts according to Equation 8 in which ȟi was set to 0.3 is 
and ȟf to 0.001. The number of iterations was set to 
n=10000. Similar simulations were done by using the 
incremental version of the presynaptic rule (with a learning 
constant set to 0.01). Both formulations yielded consistent 
results that were almost indistinguishable after a higher 
number of iterations (above n=2000). 
Once the neural network is trained with the input 
patterns described above, we present two types of static 
patterns for studying the response of the network. The two 
static patterns are: 
First static pattern:  [1 0.6 0.3 0]. This pattern 
represents a fading static pattern with a vanishing tail at the 
right as if a “photo” of a leftward moving pattern were taken.  
Second static pattern: [0 0.3 0.6 1]. This pattern 
represents an static pattern with a vanishing tail at the left as 
if a “photo” of a rightward moving pattern were taken. 
The network also worked well varying the speed of the 
input dot used for training although for the slowest dots we 
needed more iterations for the network to converge.  
4.  RESULTS 
The results of the simulation confirmed the expected 
behavior, either with shifting or with static patterns. The case 
of shifting patterns is depicted in Figure 6. In this figure each 
ribbon represents the evolution of the outputs of each neuron 
when either a sequence from right to left or from left to right 
is presented to the first layer. We can see that the outputs of 
the neurons in the second and fourth layers have a slower 
decay because they are self-connected. These neurons mimic 
the firing adaptation property of pyramidal neurons[17]. 
The third and fifth layers are competitive, and only one 
neuron in each layer fires at any one time.  
It is important to notice that the response to a certain 
pattern in the first layer is delayed in the following layers. In 
this way the response of the neurons in the fifth layer to the 
sequences presented in the first layer is delayed by four 
iterations. Taking this into account, neuron 15 is the one 
that, after learning, fires every time in the fifth layer when 
the leftward sequence (the first sequence) is presented. 
Conversely, neuron 16 fires every time when the rightward 
sequence is presented. This occurs after an unsupervised 
learning process that takes place in the network along 10.000 
iterations, so that, at the end, leftward and rightward 
sequences are clearly separated in the last layer. 
If a static pattern with a vanishing tail is presented, the 
network reacts as if a sequence were input to the network. In 
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Fig.  6. Each ribbon represents the evolution over time of each of  the 
16 neurons of the network when neurons in the first layer are activated 
from right to left (first sequence) and from left to right (second 
sequence). There is a delay in the transmission of information through 
the network so that the response to the first sequence appears in the 
5th layer 4 iterations later. In this case each time the first sequence is 
input to the network, the output of neuron 15 is activated. 
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Fig.  7. When the static pattern [1 0.6 0.3 0] is input to the 
network in the first layer, neuron 15 that served to recognize the 
first sequence is also activated. 
0
2
4
6
8
10
12
14
16
18
051015202530
0
0.5
1 1st layer (4 neurons)
5th layer (2 neurons)
4th layer (3 neurons)
3rd layer (3 neurons)
2nd layer (4 neurons)
2nd static pattern
4 to 1
Fig.  8 When the  static pattern [0 0.3 0.6 1] is input to the 
network, neuron 16 that served to recognize the rightward  
sequence was also activated. 
Figure 7, the static pattern with a “vanishing tail” [1 0.6 0.3 
0] was presented. In this case, neuron 15 that was activated 
for a leftward sequence was also activated each time the 
pattern [1 0.6 0.3 0] was presented. Figure 8 corresponds to 
the case in which the pattern [0 0.3 0.6 1] is presented to the 
network.
Notice that the orientation of the vanishing tail indicates 
an apparent rightward movement, and that the neuron that 
was activated for a rightward movement, neuron 16, is also 
activated every time this static pattern is presented to the 
network.
5.  CONCLUSIONS 
In this work we have implemented a neural network 
architecture that was able to auto-organize in order to 
capture the information of a rightward or leftward movement 
presented as an input to the network. Instead of using a 
conventional auto-organizing neural network, our network 
learns by using recently discovered properties of neurons 
like metaplasticity and intrinsic plasticity. Without these 
properties, no learning at all would take place in this 
network. Once the network is trained with moving patterns, 
the network is deceived by a static pattern with a vanishing 
tail, the same that occurs with humans when seeing such 
type of pattern. We hypothesized that this type of illusion 
takes place due to cinematographic perception by which 
perception is produced at a sampling rate of around 10 Hz. 
According to this paradigm, quickly moving objects would 
be blurred or moved in each perceptual frame, and these 
blurred patterns could be correlated with moving patterns 
through learning. We expect that our network would help 
future studies to elucidate the dynamic of the networks of the 
middle temporal area (MT area) that, not only are capable of 
recognizing the direction of movement but are also deceived 
by static patterns like Kitaoka’s famous designs. 
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