Abstract. We prove necessary optimality conditions for problems of the calculus of variations on time scales with a Lagrangian depending on the free end-point.
Theorem 3.5). A number of important corollaries are obtained, and several examples illustrating the new results discussed in detail. Corollary 1 (see also Corollary 4) give answer to a question posed to the second author by A. Zinober in May 2008 during a visit to the University of Aveiro, and again presented as an open question during the conference "Calculus of Variations and Applications-from Engineering to Economy", held from 8th to 10th September 2008 in the New University of Lisbon, Monte de Caparica, Portugal: "What are the necessary optimality conditions for the problem of the calculus of variations with a free end-point x(T ) but whose Lagrangian depends explicitly on x(T )?" The new transversality condition (37) (or the equivalent natural boundary condition (10)) seems to have important implications in Economics. This question is under study by Alan Zinober, Kim Kaivanto, and Pedro Cruz and will appear elsewhere.
2.
Preliminaries. In this section we introduce basic definitions and results that will be needed for the rest of the paper. For a more general presentation of the theory of time scales, we refer the reader to [12] .
A nonempty closed subset of R is called a time scale and it is denoted by T. Thus, R, Z, and N, are trivial examples of times scales. Other examples of times scales are: [−2, 4] N, hZ := {hz|z ∈ Z} for some h > 0, q N0 := {q k |k ∈ N 0 } for some q > 1, and the Cantor set. We assume that a time scale T has the topology that it inherits from the real numbers with the standard topology.
The forward jump operator σ : T → T is defined by
while the backward jump operator ρ : T → T is defined by ρ(t) = sup {s ∈ T : s < t}, for all t ∈ T, with inf ∅ = sup T (i.e., σ(M ) = M if T has a maximum M ) and sup ∅ = inf T (i.e., ρ(m) = m if T has a minimum m). A point t ∈ T is called right-dense, right-scattered, left-dense and left-scattered if σ(t) = t, σ(t) > t, ρ(t) = t and ρ(t) < t, respectively.
The graininess function µ :
Example 1. If T = R, then σ(t) = ρ(t) = t and µ(t) = 0. If T = Z, then σ(t) = t + 1, ρ(t) = t − 1, and µ(t) = 1. On the other hand, if T = q N0 , where q > 1 is a fixed real number, then we have σ(t) = qt, ρ(t) = q −1 t, and µ(t) = (q − 1)t.
Definition 2.1. [12] A time scale T is called regular if the following two conditions are satisfied simultaneously:
(ii) ρ(σ((t)) = t, for all t ∈ T.
Following [12] , let us define
Definition 2.2. We say that a function f : T → R is delta differentiable at t ∈ T κ if there exists a number f ∆ (t) such that for all ε > 0 there is a neighborhood U of t (i.e., U = (t − δ, t + δ) ∩ T for some δ > 0) such that
We call f ∆ (t) the delta derivative of f at t and say that f is delta differentiable on
is not uniquely defined, since for such a point t, small neighborhoods U of t consist only of t and, besides, we have σ(t) = t. For this reason, maximal left-scattered points are omitted in Definition 2.2.
Note that in right-dense points f ∆ (t) = lim s→t = over all x ∈ C 1 rd satisfying the boundary condition
where the function (t, x, v, z) → f (t, x, v, z) from [a, T ] × R × R × R to R has partial continuous derivatives with respect to x, v, z for all t ∈ [a, T ], and f (t, ·, ·, ·) and its partial derivatives are rd-continuous for all t. A function x ∈ C 1 rd is said to be admissible if it is satisfies condition (2) .
Let us consider the following norm in C 1 rd :
Definition 3.
1. An admissible functionx is said to be a weak local minimum
for all admissible x with x −x 1 < δ.
3.1. Lagrangian approach. Next theorem gives necessary optimality conditions for problem (1)- (2).
Proof. Suppose that L[·] has a weak local minimum atx(·). We can proceed as Lagrange did, by considering the value of L at a nearby function x =x + εh, where ε ∈ R is a small parameter, h(·) ∈ C 1 rd , and h(a) = 0. Because x(T ) is free, we do not require h(·) to vanish at T . Let
A necessary condition forx(·) to be a minimum is given by
where
x(T ) . Integration by parts gives
Because h(a) = 0, the necessary condition (5) can be written as
rd such that h(a) = 0. In particular, equation (6) holds for the subclass of functions h(·) ∈ C 1 rd that do vanish at h(T ). Thus, by the DuboisReymond Lemma 2.3, we have
for some c ∈ R and all t ∈ [a, T ]. Equation (6) must be satisfied for all h(·) ∈ C 1 rd with h(a) = 0, which includes functions h(·) that do not vanish at T . Consequently, equations (6) and (7) imply that
From the properties of the delta integral and from (7), it follows that
Hence, we can rewrite (8) as (4).
Theorem 3.3. Let T be a regular time scale. Ifx(·) is a solution of the problem
Proof. By Theorem 3.2 we need only to show that on a regular time scale equation (4) can be written in the form (9) . Indeed, from the properties of the delta integral it follows that
Choosing T = R in Theorem 3.3 we immediately obtain the corresponding result in the classical context of the calculus of variations. We were not able to find a reference, in the vast and rich literature of the calculus of variations, to the result given by Corollary 1.
where a, T ∈ R, a < T , x(·) ∈ C 1 , then the Euler-Lagrange equation
holds for all t ∈ [a, T ]. Moreover,
Remark 2. In the classical setting f does not depend on x(T ), i.e., f z = 0. Then, (10) reduces to the well known natural boundary condition f x ′ (T,x(T ),x ′ (T )) = 0.
Similarly, we can obtain other corollaries by choosing different time scales. Corollary 2 is obtained from Theorem 3.3 letting T = Z.
Corollary 2. Ifx(·) is a solution of the discrete-time problem
where a, T ∈ Z, a < T , then
Remark 3. In the case f does not depend on x(T ), (11) reduces to the natural boundary condition for the discrete variational problem (see [23, Theorem 8.3] ).
Let now T = q N0 , q > 1. We then obtain the analogous result for the q-calculus of variations. In what follows we use the standard notation D q for the q-derivative:
(cf. Example 2). The q-derivative (12) is also known in the literature as the Jackson derivative [21] .
Corollary 3. Ifx(·) is a solution of the problem
where a, T ∈ T, a < T , then
for all t ∈ a, T q −1 . Moreover,
We illustrate the application of our Theorem 3.2 with an example.
where β ∈ R + , subject to the boundary condition
Since
we have
Ifx(·) is a local minimizer of (13)- (14), then conditions (3)-(4) must hold, i.e.,
Equation (15) implies that there exists a constant d ∈ R such that
Solving the latter equation with initial conditionx(0) = 0 we obtainx(t) = αt, where α ∈ R. In order to determine α we use the natural boundary condition (16) , which can be rewritten as
The real solution of equation (17) is Hence,x(t) = α(β)t is a candidate to be a minimizer with
The extremalx(t) = α(β)t is represented in Figure 4 for different values of β. We note that lim β→∞ α(β) = 1, and in the limit, when β = ∞, the solution of (13)- (14) coincides with the solution of the following problem with fixed initial and terminal points (cf. [10] ):
Hamiltonian approach.
Hamiltonian systems on time scales were introduced in [2] and have a central role in the study of optimal control problems on time scales [20] . Let us consider now the more general problem
subject to
have partial continuous derivatives with respect to x, v, z for all t ∈ [a, T ], and f (t, ·, ·, ·), g(t, ·, ·, ·) and their partial derivatives are rd-continuous for all t. In the particular case g(t, x, v, z) = v problem (18)- (20) reduces to (1)- (2). 
(ii) the stationary condition
for all t ∈ [a, T ] κ ; and (iii) the transversality condition
where the Hamiltonian
Remark 4. In Theorem 3.4 we are assuming to have a time scale T for which λ σ (t) is delta-differentiable on [a, T ] κ . Examples of time scales for which σ is not delta-differentiable are easily found [12] .
Proof. Using the Lagrange multiplier rule we can form an expression λ σ (g − x ∆ ) for each value of t. The replacement of f by f + λ σ (g − x ∆ ) in the objective functional give us the following new problem:
Suppose that (x(·),ũ(·)) is a weak local minimizer for the problem (18)- (20) . Then the triple (x(·),ũ(·),λ(·)) should be a weak local minimizer for the problem (26)-(27). Using (25) in (26) we write the functional in the form
Applying Theorem 3.2 to the problem (26)- (27), in view of (28), gives conditions (21)- (24).
Remark 5. If T is a regular time scale, then by Theorem 3.3 the transversality condition (24) can be written in the form
x(0) = 0, (x(3) free).
(30) To find candidate solutions for the problem, we start by forming the Hamiltonian function
Candidate solutions (x(·),ũ(·)) are those satisfying the following conditions:
From (31)-(33) we conclude thatx(t) = ct. In order to determine c we use the transversality condition (34) which we can write as
The value of the delta integral in (35) depends on the time scale. Let us compute, for example, this delta integral on T = Z and on T = q N0 for q = 2. For T = Z When T = R we immediately obtain from Theorem 3.4 the following corollary.
where α, a, T ∈ R, a < T , then there exists a functionλ(·) such that the triple (x(·),ũ(·),λ(·)) satisfies the Hamiltonian system
the stationary condition
for all t ∈ [a, T ], and the transversality condition
where the Hamiltonian H is defined by H(t, x, u, λ, z) = f (t, x, u, z) + λg(t, x, u, z).
Remark 6. In the classical context f and g do not depend on x(T ). In that case the transversality condition (37) coincides with the standard one (λ(T ) = 0) and Corollary 4 coincides with the Hestenes theorem [18] (a weak form of the Pontryagin maximum principle [26] ). We were not able to find a single reference to the transversality condition (37) in the literature of optimal control.
We illustrate the use of Corollary 4 with an example: 
x(−1) = 1 (x(1) free).
We begin by writing the Hamiltonian function H(t, x, u, λ, x(1)) = u 2 + λ(u + x(1)t).
x ′ (t) = u(t) + x(1)t, x(−1) = 1,
2u(t) + λ(t) = 0,
λ(1) = 
The equation (40) has solutionλ(t) = c, −1 ≤ t ≤ 1, which upon substitution into (43) yields
From the stationary condition (42) we getũ(t) = 0. Finally, substituting the optimal control candidate back into (41) yields x ′ (t) =x(1)t.
Integrating the latter equation with the initial conditionx(−1) = 1, we obtaiñ
Substituting t = 1 into (44) we getx(1) = 1. Therefore, the candidate to solution for the problem (38)-(39) isx(t) = 
