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1. Introduction
Recently, stochastic Lotka–Volterra (or LV for short) delay systems have received more and more attentions and have had
lots of nice results, for example, Mao and his coauthors [2,3,19], Rudnicki [12,13] and many other authors [6,8–10,23]. Here
[3] and [19] reveal that the environmental noise may suppress the potential population explosion and guarantee the global
positive solution to stochastic delay LV system, and moreover, also show that the stochastic LV model produces many desired
properties for population dynamics, for instance, stochastically ultimate boundedness and the moment average boundedness
in time and so on.
Among various types of LV models, we should specially mention the following stochastic delay model,
dxi(t) = diag
(
x(t)
){
ai +
n∑
j=1
[
aijx j(t)+ bijx j(t − τ )
]}
dt + xi
[
ζi +
n∑
j=1
dijx j(t)
]
dw(t), (1.1)
where τ > 0 and w(t) (t  0) is a one-dimensional Brownian motion. Eq. (1.1) is one of the most attractive stochastic
differential models, because of its special value in the theory of population dynamics systems. By previous works (see, e.g.,
Gard [14–16]), we know that each parameter of Eq. (1.1) has its own ecological signiﬁcance. For example, aij shows the
interaction between species i and j, that is, aij > 0 describes the facultative mutualism of two species (see [18]), in which
each one enhances the average growth of the other, while aij < 0 means that they are competitive (see [5]). In Bahar and
Mao [3] and Mao et al. [20,21], authors detailedly discussed the nonexplosion, boundedness and pathwise estimation of
Eq. (1.1) and revealed that the stochastic LV system behaves similarly to the corresponding deterministic system.
Eq. (1.1) with a constant delay τ can be regarded as a simpliﬁcation of real LV systems. However, in reality, the delay
is neither constant nor single, so it is necessary and reasonable to replace the constant delay τ by multiple time-varying
delays. Motivated by these ideas, this paper considers the more general LV model
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[
ai +
n∑
j=1
aijx j(t)+
n∑
j=1
K∑
k=1
bijkx j
(
t − δ jk(t)
)]
dt
+ xi(t)
[
ζi +
n∑
j=1
dijx j(t)+
n∑
j=1
K∑
k=1
eijkx j
(
t − δ jk(t)
)]
dw(t), 1 i  n, (1.2)
where δ jk(t) (1  j  n, 1  k  K ) represent n × K variable delays. By the following notations: a = (a1, . . . ,an)T, ζ =
(ζ1, ζ2, . . . , ζn)
T, A = [aij], Bk = [bijk], D = [dij], Ek = [ei jk], yik(t) = xi(t − δik(t)), yk(t) = (y1k(t), . . . , ynk(t))T, diag(x(t)) =
diag(x1(t), . . . , xn(t)), Eq. (1.2) can be rewritten as the following matrix form:
dx(t) = diag(x(t))
{[
a+ Ax(t)+
K∑
k=1
Bk yk(t)
]
dt +
[
ζ + Dx(t)+
K∑
k=1
Ek yk(t)
]
dw(t)
}
. (1.3)
The main aim of this paper is to show that Eq. (1.2) has the following properties:
• Nonexplosion. For certain initial data ξ , Eq. (1.2) has a unique global positive solution x(t, ξ).
• Boundedness. x(t, ξ) is ultimate bounded, namely,
limsup
t→∞
E
∣∣x(t, ξ)∣∣p  Kp (1.4)
and
limsup
t→∞
t−1
t∫
0
E
∣∣x(s, ξ)∣∣q ds Lq. (1.5)
• Pathwise estimation. x(t, ξ) satisﬁes
limsup
t→∞
ln
∣∣x(t, ξ)∣∣/ ln t  1/p, a.s. (1.6)
In (1.4)–(1.6), p, q, Kp and Lq are positive constants independent of ξ . In biological theory, (1.4) and (1.5) indicate that in
a sense of statistical average and time average, population numbers of any species with certain initial state will return to
a limited range ﬁnally. (1.6) shows that the population size will keep growing slowly at polynomial speed. Moreover, (1.6)
implies two speciﬁc pathwise estimations as below:
limsup
t→∞
ln
∣∣x(t, ξ)∣∣/ ln t  0, a.s. (1.7)
or
limsup
t→∞
ln
∣∣x(t, ξ)∣∣/ ln t  1, a.s. (1.8)
The matrix theory is frequently used to investigate LV models in many papers, for example, Pao [4], E. Tornatore et al. [5],
Fayolle and Furtlehner [7], Qiu and Cao [9], Fariaa and Oliveirab [17], Muroya [22] and so on. In above mentioned literature,
the M-matrix technique is employed in [17,22]. In this paper, we also use this effective tool so that the conditions are easy
to be checked because no unknown parameters are included. It is obvious that Eq. (1.2) includes Eq. (1.1) and the following
three special cases:
dx(t) = diag(x(t))
{[
a+ Ax(t)+
K∑
k=1
Bk yk(t)
]
dt + [ζ + Dx(t)]dw(t)
}
, (1.9)
dx(t) = diag(x(t)){[a+ Ax(t)]dt + ζ dw(t)}, (1.10)
x′(t) = diag(x(t))
[
a+ Ax(t)+
K∑
k=1
Bk yk(t)
]
. (1.11)
Our results also contain some well-known results given by [3,11,20,21].
This paper is organized as follows: In the next section, some notations and preliminary lemmas are given. In Section 3,
we will show that Eq. (1.2) admits a unique global solution for any given initial data. From the biological point of view, the
asymptotic boundedness properties are more desired than nonexplosion property. We consider them in Section 4. Section 5
discusses the solution of Eq. (1.2) how to vary pathwisely. In the last section, two examples are provided to illustrate our
results clearly.
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In this paper, for any given x ∈ Rn and Rn-valued function f , denote
x = (x1, x2, . . . , xn)T, f = ( f1, f2, . . . , fn)T,
diag(x) = diag(xi) = diag(x1, x2, . . . , xn),
x 0 ⇐⇒ xi  0 (1 i  n), x 	 0 ⇐⇒ xi > 0 (1 i  n).
Assume that Rn+ = {x ∈ Rn: x 0}, Rn++ = {x ∈ Rn: x 	 0}, Rn×K++ = {Y = [yik] ∈ Rn×K : yik > 0, 1 i  n, 1 k  K }. For
any given Y ∈ Rn×K++ , we always assume that Y = (y1, y2, . . . , yK ), yk = (y1k, y2k, . . . , ynk)T ∈ Rn++ . In addition, | · | denotes
the Euclidean norm of vectors or the trace norm of matrices. For any x ∈ Rn and A ∈ Rn×n , let ‖x‖∞ = max1in |xi | and
‖A‖∞ = maxx∈Rn,‖x‖∞1 ‖Ax‖∞ . For any symmetric matrix Q ∈ Rn×n , we assume λ+max(Q ) = sup{xTQ x: x ∈ Rn+, |x| 1},
which was introduced by Bahar and Mao [2]. Let us emphasize that this is different from the largest eigenvalue λmax(Q )
of Q .
Let (Ω,F ,P) be a given complete probability space with a ﬁltration {Ft}t0 satisfying the usual conditions, that is, it
is right continuous and increasing while F0 contains all P-null sets. Let w(t) be a scalar Brownian motion deﬁned on this
probability space.
Let ik(t) = t − δik(t) (1 i  n, 1 k K ). Assume that δik(t) ∈ C1(R+,R+) and
ηik  inf
t0
′ik(t) > 0, τik  sup
t0
δik(t) < ∞ (1 i  n, 1 k K ). (2.1)
(2.1) implies that ik(t) is a strictly increasing function on [0,∞), and its inverse function −1ik (s) deﬁned on [−δik(0),∞)
is also strictly increasing and[
−1ik (s)
]′ = 1/′ik(t) η−1ik (s = ik(t), 1 i  n, 1 k K ). (2.2)
Assume that ηi =min1kK ηik . If δik(t) ≡ τik , then ηik = 1. It is easy to prove that:
Lemma 2.1. Let ηik be deﬁned by (2.1), then ηik  1 (1 i  n, 1 k K ).
Let τ = max1in,1kK τik(0). For the sake of simplicity, denote by C++ = C([−τ ,0],Rn++) the family of Rn++-valued
continuous functions deﬁned on [−τ ,0]. For any given ξ ∈ C++ , denote by x(t, ξ) the solution of Eq. (1.2) with initial
data ξ (if it exists). If x(t, ξ) ∈ Rn++ a.s. for any t , we call it as a positive solution. When this positive solution is deﬁned on[−τ ,∞), it is called as a global positive solution.
For any given x ∈ Rn++ and Y ∈ Rn×K++ , deﬁne⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
f (x, Y ) = a + Ax+
K∑
k=1
Bk yk, f¯ (x, Y ) = diag(x) f (x, Y );
g(x, Y ) = ζ + Dx+
K∑
k=1
Ek yk, g¯(x, Y ) = diag(x)g(x, Y ).
(2.3)
For the sake of simplicity, we write f = f (x, Y ), f i = f i(x, Y ).
For any given V (x) ∈ C2(Rn++,R+), deﬁne
LV (x, Y ) = Vx(x) f¯ (x, Y ) + 1
2
tr
[
g¯T(x, Y )Vxx(x)g¯(x, Y )
] (
x ∈ Rn++, Y ∈ Rn×K++
)
. (2.4)
If x(t) is a positive solution to Eq. (1.2), then by the Itô formula and (2.4) we have
dV
(
x(t)
)= LV(x(t))dt + Vx(x(t))g¯(x(t), Y (t))dw(t), (2.5)
where LV(x(t)) = LV (x(t), Y (t)) with
Y (t) = [yik(t)]n×K , yik(t) = xi(ik(t)) (1 i  n, 1 k K ). (2.6)
The following function plays an important role in this paper:
Φε = Φε(x, Y ) =
n∑
i=1
K∑
k=1
L∑
l=1
Likl
(
yαlik − η−1ik eετik xαli
) (
x ∈ Rn++, Y ∈ Rn×K++
)
(2.7)
where ηik , τik are deﬁned by (2.1). ε,αl > 0, Likl  0 are constants with 1 i  n, 1 k K , 1 l L.
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given by (2.6). Then
I 
t∫
0
eqsΦε
(
x(s), Y (s)
)
ds const (0 t < σ).
In this paper, “const” always represents some positive constant whose precise value is not important.
Proof of Lemma 2.2. Without loss of generality, we assume that Φε = yαik − η−1ik eετik xαi with α > 0. Then by (2.2), applying
the Fubini theorem and a substitution technique yields
I =
t∫
0
eqs yαik(s)ds − η−1ik eετik
t∫
0
eqsxαi (s)ds
=
t∫
0
eqδik(s)eqik(s)xαi
(
ik(s)
)
ds − η−1ik eετik
t∫
0
eqsxαi (s)ds
 η−1ik e
ετik
[ t∫
−τ
eqsxαi (s)ds −
t∫
0
eqsxαi (s)ds
]
 η−1ik e
ετik
0∫
−τ
ξαi (s)ds < ∞,
as required. 
If Q = [qij] ∈ Rn×n with qij  0< qii for i, j = 1,2, . . . ,n, i = j and all eigenvalues of Q have positive real parts, then Q
is called an M-matrix. M-matrices have the following good properties (see [1]):
Lemma 2.3. Let Q = [qij] ∈ Rn×n satisfy qij  0< qii (i = j, i, j = 1,2, . . . ,n). Then the following conditions are equivalent:
(i) Q is an M-matrix.
(ii) There exists c ∈ Rn++ such that Q c 	 0.
(iii) All of the leading principal minors of Q are positive.
Obviously, Q is an M-matrix ⇔ Q T is an M-matrix.
In this paper, the notation o(|x|α) always represents function ϕ(x) ∈ C(Rn+), which satisﬁes limx∈Rn+, |x|→∞ |x|−αϕ(x) = 0.
It is easy to see that for any given ε,α > 0,
−ε|x|α + o(|x|α) const (x ∈ Rn+). (2.8)
The following inequality
aαbβ  αa
α+β + βbα+β
α + β (a,b 0, α,β > 0) (2.9)
will be used frequently in this paper, which implies
|x|α  ε|x|β + const (x ∈ Rn+, ε > 0, β > α > 0). (2.10)
For the aim of simplicity, we also give the following notations:
a+i• =
n∑
j=1
a+i j , b
+
i j• =
K∑
k=1
b+i jk, b
+
i•• =
n∑
j=1
K∑
k=1
b+i jk;
e¯i jk = |eijk|, e¯i•• =
n∑
j=1
K∑
k=1
e¯i jk, si jk = e¯i••e¯i jk, si j• =
K∑
k=1
si jk;
A+ = [a+i j ], B+• = [b+i j•], Bk = [bijk], Ek = [eijk], S• = [si j•].
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In this section, we will examine the ﬁrst basic question: presenting some conditions under which for any given ξ ∈ C++ ,
Eq. (1.2) has a unique global positive solution x(t, ξ), namely, the system (1.2) will not explode in any ﬁnite time.
Lemma 3.1. Assume that there exist positive constants ε, p, K , ci (1  i  n) such that U (x) = ∑ni=1 ci(xpi − p ln xi) (x ∈ Rn++)
satisﬁes the following condition
LU (x, Y )Φε + K
(
x ∈ Rn++, Y ∈ Rn×K++
)
(3.1)
where Φε is deﬁned by (2.7). Then for any given ξ ∈ C++ , Eq. (1.2) has a unique global positive solution x(t, ξ).
Proof. Fix ξ ∈ C++ . The standing truncation technique gives that there exists a unique maximal local positive solution
x(t) = x(t, ξ) (−τ  t < σ ) to Eq. (1.2), where σ is the explosion time. Now we prove that x(t) is in fact a global solution,
namely, σ = ∞, a.s. Let Dk = (k−1,k)n . Deﬁne the stopping time
σk = inf
{−τ  t < σ : x(t) /∈ Dk} (k ∈ N).
It is easy to see that we only need to show P(σk  t) → 0 as k → ∞ for any t  0. Write U (x) = ∑ni=1 ciϕ(xi) with
ϕ(t) = t p − p ln t . It can be seen directly that ϕ(t) ϕ(1) = 1 for any t > 0, ϕ(0+) = ϕ(∞) = ∞. For any t  0, let tk = t∧σk .
If σk  t , then by the continuity we have x(tk) ∈ ∂Dk . So
U
(
x(tk)
)

(
min
1in
{ci}
)[
ϕ
(
k−1
)∧ ϕ(k)] Q (k).
Hence,
Q (k)P(σk  t) E
[
I{σkt}U
(
x(tk)
)]
 EU
(
x(tk)
)
. (3.2)
By condition (3.1) and Lemma 2.2, we have
EU
(
x(tk)
)= U(x(0))+E
tk∫
0
LU
(
x(s)
)
ds
 const+ E
tk∫
0
[
Φε
(
x(s), Y (s)
)+ K ]ds
 const+ Kt.
So by (3.2), P(σk  t) (const+ Kt)/Q (k) for any k ∈ N. Obviously, Q (k) → ∞ as k → ∞. This implies that P(σk  t) → 0
as k → ∞, as required. This completes the proof. 
Now we apply Lemma 3.1 to establish the ﬁrst main result of our paper.
Theorem 3.2. For any given ξ ∈ C++ , there exists a unique global positive solution x(t, ξ) to Eq. (1.2) if one of the following two cases
holds:
Case (i). D = Ek = 0 (1 k K ) and there exist constants ci , dik , ρi , ρ¯ik (1 i  n, 1 k K ) such that ci > 0 and
ηiρi >
K∑
k=1
(dik − ρ¯ik)+ (1 i  n), (3.3)
(
xT yT1 · · · yTK
)
H
⎛
⎜⎜⎝
x
y1
...
yK
⎞
⎟⎟⎠−
n∑
i=1
(
ρi x
2
i +
K∑
k=1
ρ¯ik y
2
ik
)
, (3.4)
where x ∈ R++ , Y ∈ Rn×K++ , ηi =min1kK {ηik}, ηik is deﬁned by (2.1) and
H =
⎛
⎜⎜⎝
C¯ A + ATC¯ C¯ B1 · · · C¯ BK
BT1C¯ −diag(di1)
...
. . .
T ¯
⎞
⎟⎟⎠ , C¯ = diag(ci). (3.5)BK C −diag(diK )
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N  diag
(
ηid
2
ii
)− S• is an M-matrix, (3.6)
Proof. Let p, ci > 0, U (x) =∑ni=1 ci(xpi − p ln xi) (x ∈ Rn++). Computing by (2.4) yields
LU (x, Y ) = p
n∑
i=1
cix
p
i
(
f i + p − 12 g
2
i
)
+ p
n∑
i=1
ci
(
− f i + 12 g
2
i
) (
x ∈ Rn++, Y ∈ Rn×K++
)
(3.7)
where f and g are deﬁned by (2.3). In the following, we will verify condition (3.1) for cases (i) and (ii) respectively.
(i) Let p = 1 and ci be given as in case (i). Then by (3.7) we have
LU (x, Y ) =
n∑
i=1
cixi f i +
n∑
i=1
ci
(
− f i + 12ζ
2
i
)
= xTC¯ Ax+
K∑
k=1
xTC¯ Bk yk −
n∑
i, j=1
K∑
k=1
cibi jk y jk + o
(|x|2)
= 1
2
(
xT yT1 · · · yTK
)
H
⎛
⎜⎜⎝
x
y1
...
yK
⎞
⎟⎟⎠+ 12
n∑
i=1
K∑
k=1
(
dik y
2
ik + const yik
)+ o(|x|2)
 1
2
n∑
i=1
{
−ρi x2i +
K∑
k=1
[
(dik − ρ¯ik)+ y2ik + const yik
]}+ o(|x|2)
= Φε − 1
2
n∑
i=1
bix
2
i + o
(|x|2), (3.8)
where we have used the condition (3.4) and
Φε = 1
2
n∑
i=1
K∑
k=1
[
(dik − ρ¯ik)+
(
y2ik − η−1ik eετik x2i
)+ const(yik − η−1ik eετik xi)]
is a function in the form of (2.7), ε > 0 is suﬃciently small,
bi = ρi −
K∑
k=1
(dik − ρ¯ik)+η−1ik eετik
 η−1i
[
ηiρi −
K∑
k=1
(dik − ρ¯ik)+eετik
]
> 0,
where we have used the condition (3.3) and ε is suﬃciently small. By (2.8) we have
−1
2
n∑
i=1
bix
2
i + o
(|x|2) const.
So (3.8) gives that the condition (3.1) holds.
(ii) Let p > 0 be suﬃciently small and c = (c1, c2, . . . , cn)T ∈ Rn++ so that NTc 	 0, where N is deﬁned by (3.6) (see
Lemma 2.3). Rewrite (3.7) as
LU (x, Y ) = p
n∑
i=1
ci
(
xpi f i − f i +
1
2
g2i
)
− p(1− p)
2
n∑
i=1
cix
p
i g
2
i
 I1 − p(1− p) I2
(
x ∈ Rn++, Y ∈ Rn×K++
)
. (3.9)2
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I1  const
[| f |(1+ |x|p)+ |g|2]
 const
n∑
i=1
K∑
k=1
(
yik + yp+1ik + y2ik
)+ o(|x|q). (3.10)
Let 0< r < 1<ρ . Recall the elementary inequalities
u2
ρ
− v
2
ρ − 1  (u + v)
2  u
2
r
+ v
2
1− r (u, v ∈ R),(
n∑
i=1
λi xi
)2

n∑
i=1
λi
n∑
i=1
λi x
2
i (λi  0, xi ∈ R). (3.11)
It therefore follows that
g2i =
(
ζi +
n∑
j=1
dijx j +
n∑
j=1
K∑
k=1
eijk y jk
)2
 1
ρ
(
n∑
j=1
dijx j
)2
− 1
ρ − 1
(
ζi +
n∑
j=1
K∑
k=1
eijk y jk
)2

d2ii x
2
i
ρ
− 1
r(ρ − 1)
(
n∑
j=1
K∑
k=1
eijk y jk
)2
− ζ
2
i
(1− r)(ρ − 1)

d2ii x
2
i
ρ
− 1
r(ρ − 1)
n∑
j=1
K∑
k=1
si jk y
2
jk − o
(|x|2).
So
I2 
1
ρ
n∑
i=1
cid
2
ii x
q
i −
1
r(ρ − 1)
n∑
i, j=1
K∑
k=1
cisi jkx
p
i y
2
jk − o
(|x|q)
 1
ρ
n∑
i=1
cid
2
ii x
q
i −
1
qr(ρ − 1)
n∑
i, j=1
K∑
k=1
ci si jk
(
pxqi + 2yqjk
)− o(|x|)q. (3.12)
Combining (3.9), (3.11) and (3.12) yields
LU (x,ϕ)Φε − p(1− p)
2
n∑
i=1
bix
q
i + o
(|x|q), (3.13)
where
Φε = p(1− p)
qr(ρ − 1)
n∑
i, j=1
K∑
k=1
ci si jk
(
yqjk − η−1jk eετ jk xqj
)
+ const
n∑
i=1
K∑
k=1
[
yik + yp+1ik + y2ik − η−1ik eετik
(
xi + xp+1i + x2i
)]
is a function in the form of (2.7), ε > 0 is suﬃciently small and⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
bi = cid
2
ii
ρ
− pcie¯
2
i••
qr(ρ − 1) −
2
qr(ρ − 1)
n∑
j=1
K∑
k=1
c js jikη
−1
ik e
ετik  bi(ε, p, r),
bi(0,0,1) = cid
2
ii
ρ
− 1
ρ − 1
n∑ K∑
c js jikη
−1
ik .
(3.14)j=1 k=1
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∑n
j=1
∑K
k=1 c j s jik (1 i  n), we can choose ρ > 1 such that
1
ρ
< 1− 1
ciηid2ii
n∑
j=1
K∑
k=1
c js jik (1 i  n).
This implies bi(0,0,1) > 0 (1  i  n). Since ε, p is suﬃciently small and we may take r suﬃciently near to 1, by the
continuity we get bi = bi(ε, p, γ ) > 0 (1 i  n). So by (2.8),
− p(1− p)
2
n∑
i=1
bix
q
i + o
(|x|q) const (x ∈ Rn++).
Then the condition (3.1) follows from (3.13). This completes this proof. 
Note that the conditions of case (i) depend only on matrices A and Bk , thus, case (i) is also suitable for Eq. (1.11). If
Bk = 0 (1 k K ), −ρ = λ+max(C¯ A+ ATC) < 0, we can choose ρi = ρ¯ik = dik = ρ (1 i  n, 1 k K ) such that conditions
(3.3) and (3.4) are satisﬁed. So by Theorem 3.2 we obtain the following result.
Corollary 3.3. Assume that there exists c ∈ Rn++ such that λ+max(C¯ A + ATC¯) < 0 with C¯ = diag(ci). Then for any given x0 ∈ Rn++ ,
Eq. (1.10) has a unique global positive solution x(t, x0).
In Theorem 3.2, the conditions of case (ii) depend only on matrices D and Ek . If ei jk ≡ 0, which means that stochas-
tic disturbance does not involve delays, then S• = 0. Thus, the condition (3.6) holds automatically. So we obtain another
corollary as below.
Corollary 3.4. Let dii > 0 and dij  0 for i, j = 1,2, . . . ,n. Then for Eqs. (1.1) and (1.9), the conclusion of Theorem 3.2 still holds.
For Eq. (1.1), the above result can be seen in Mao et al. [21] (Theorem 2.3) and Bahar and Mao [3] (Theorem 2.1).
Although case (i) of Theorem 3.2 is more general than the existing results, it is not convenient to applying this result since
its parameters, such as ci , dik , ρik , ρ¯ik , are not determined. In the following, we give a corollary to eliminate this defect. Let
H be deﬁned by (3.5). Then
(
xT yT1 · · · yTK
)
H
⎛
⎜⎜⎝
x
y1
...
yK
⎞
⎟⎟⎠
= 2xTC¯ Ax+ 2
K∑
k=1
xTC¯ Bk yk −
n∑
i=1
K∑
k=1
dik y
2
ik
 2
n∑
i=1
ciaiix
2
i + 2
n∑
i, j=1
cia
+
i j xix j + 2
n∑
i, j=1
K∑
k=1
cib
+
i jkxi y jk −
n∑
i=1
K∑
k=1
dik y
2
ik
 2
n∑
i=1
ciaiix
2
i +
n∑
i, j=1
cia
+
i j
(
x2i + x2j
)+ n∑
i, j=1
K∑
k=1
cib
+
i jk
(
x2i + y2jk
)− n∑
i=1
K∑
k=1
dik y
2
ik
= −
n∑
i=1
(
ρi x
2
i +
K∑
k=1
ρ¯ik y
2
ik
) (
x, yk ∈ Rn++, 1 k K
)
, (3.15)
where
ρi = −2ciaii − ci
(
a+i• + b+i••
)− n∑
j=1
c ja
+
ji, ρ¯ik = dik −
n∑
j=1
c jb
+
jik;
ηiρi −
K∑
k=1
(dik − ρ¯ik)+ −ci
(
2ηiaii + a+i• + b+i••
)− n∑
j=1
c j
(
a+ji + b+ji•
)
.
Applying Theorem 3.2 and Lemma 2.3 therefore gives the following result:
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N −diag(2ηiaii + a+i• + b+i••)− A+ − B+• is an M-matrix, (3.16)
then the conclusion of Theorem 3.2 holds.
4. Boundedness
Similar to Section 3, we ﬁrst establish a general lemma, which will be used to derive the main result – Theorem 4.2.
Lemma 4.1. Assume that there exist positive constants ε, bi , ci (1  i  n) and q > p > 0 such that V (x) =∑ni=1 cixpi (x ∈ Rn++)
satisﬁes
LV (x, Y )Φε −
n∑
i=1
bix
q
i + o
(|x|q) (x ∈ Rn++, Y ∈ Rn×k++ ), (4.1)
whereΦε is deﬁned by (2.7). Let x(t) = x(t, ξ) be a global positive solution to Eq. (1.2)with ξ ∈ C++ . Then x(t) satisﬁes (1.4) and (1.5).
Proof. Choose K > 0 suﬃciently large and ρ > 0 suﬃciently small. By (2.8) we have
−
n∑
i=1
bix
q
i + εV (x)+ o
(|x|q) K ;
−
n∑
i=1
bix
q
i + o
(|x|q) K − ρ|x|q.
So (4.1) implies that
LV (x, Y ) + εV (x)Φε + K ; (4.2)
LV (x, Y )Φε + K − ρ|x|q
(
x ∈ Rn++, Y ∈ Rn×K++
)
. (4.3)
Letting h(t) = eεt V (x(t)) (t  0), we have
h(t) = h(0)+
t∫
0
eεs
[
LV
(
x(s)
)+ εV (x(s))]ds +
t∫
0
eεsV x
(
x(s)
)
g¯
(
x(s), Y (s)
)
dw(s)
 h(0)+ I + M(t), (4.4)
where g¯ is deﬁned by (2.3) and M(t) is a continuous local martingale with M(0) = 0. By (4.2) and Lemma 2.2 we have
I  const + ε−1Keεt . Substituting it into (4.4) yields h(t) const + ε−1Keεt + M(t) (t  0). Thus Eh(t) const + ε−1Keεt ,
which gives
limsup
t→∞
EV
(
x(t)
)
 ε−1K .
Obviously, the above inequality implies (1.4). Similarly, by (4.3) and Lemma 2.2 we have
V
(
x(t)
)
 V
(
x(0)
)+
t∫
0
[
Φε
(
x(s), Y (s)
)+ K − ρ∣∣x(s)∣∣q]ds + M¯(t)
 const+ Kt − ρ
t∫
0
∣∣x(s)∣∣q ds + M¯(t) (t  0),
where M¯(t) also represents a continuous local martingale with M¯(0) = 0. So
ρ
t∫
0
∣∣x(s)∣∣q ds const+ Kt + M¯(t),
which implies (1.5) obviously. This completes the proof of Lemma 4.1. 
The following theorem is our key result of this section.
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cases:
Case (i). p,q > 0, D = Ek = 0 (1 k K ) and
aii + a+i• + b+i•• < 0 (1 i  n). (4.5)
Case (ii). p ∈ (0,1), q ∈ (0,3) and dii > 0, di j  0 for i, j = 1,2, . . . ,n and the following condition is satisﬁed:
Q  diag
(
3ηid
2
ii − e¯2i••
)− 2S• is an M-matrix. (4.6)
Proof. Case (i). Take p > 0 suﬃciently large. Let q = p + 1, V (x) =∑ni=1 xpi , U (x) =∑ni=1(xpi − p ln xi) (x ∈ Rn++). For any
x ∈ Rn++ and Y ∈ Rn×K++ we have
LV (x, Y )
p
=
n∑
i=1
xpi
(
f i + p − 12 g
2
i
)
=
n∑
i, j=1
(
aijx
p
i x j +
K∑
k=1
bijkx
p
i y jk
)
+ o(|x|q)

n∑
i=1
aiix
q
i +
n∑
i, j=1
a+i j x
p
i x j +
n∑
i, j=1
K∑
k=1
b+i jkx
p
i y jk + o
(|x|q)

n∑
i=1
aiix
q
i +
n∑
i, j=1
a+i j
pxqi + xqj
q
+
n∑
i, j=1
K∑
k=1
b+i jk
pxqi + yqjk
q
+ o(|x|q)
= Φε −
n∑
i=1
bix
q
i + o
(|x|q), (4.7)
where Φε = 1q
∑n
i, j=1
∑K
k=1 b
+
i jk(y
q
jk − η−1jk eετ jk xqj) is a function in the form of (2.7) and ε > 0 is suﬃciently small,
−bi = aii + p
q
(
a+i• + b+i••
)+ 1
q
n∑
j=1
(
a+ji +
K∑
k=1
b+jikη
−1
ik e
ετik
)
−bi(p).
By (4.5) we have
lim
p→∞bi(p) = −aii − a
+
i• − b+i•• > 0,
so when p is suﬃciently large, we get bi = bi(p) > 0 (1 i  n). Thus, (4.7) gives that the condition (4.1) holds.
Secondly, it is easy to see that LU (x, Y ) = LV (x, Y )+ I , where
I = p
n∑
i=1
(
− f i + 12 g
2
i
)
 const
(
1+ |x| + |Y |)
 const
n∑
i=1
K∑
k=1
yik + o
(|x|q)
= const
n∑
i=1
K∑
k=1
(
yik − η−1ik eετik xi
)+ o(|x|q).
This together with (4.7) yields
LU (x, Y )Φ ′ε − p
n∑
i=1
bix
q
i + o
(|x|q)Φ ′ε + const,
where Φ ′ε is a function in the form of (2.7). Then the condition (3.1) has been veriﬁed. So by Lemmas 3.1 and 4.1, for any
given ξ ∈ C++ , Eq. (1.2) has a unique global positive solution x(t, ξ) which satisﬁes (1.4) and (1.5). Moreover, the well-known
Lyapunov inequality
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E|X |p)1/p  (E|X |p′)1/p′ (0< p < p′)
implies that (1.4) and (1.5) hold for any p,q > 0.
Case (ii). The condition (4.6) and Lemma 2.3 show that there must be c ∈ Rn++ such that Q Tc 	 0. Choose p ∈ (0,1)
suﬃciently near to 1. Let V (x) =∑ni=1 cixpi (x ∈ Rn++) and q = 2+ p, then
LV (x, Y ) = p
n∑
i=1
cix
p
i f i −
p(1− p)
2
n∑
i=1
cix
p
i g
2
i  I1 −
p(1− p)
2
I2. (4.8)
Clearly,
I1  const| f ||x|p  const
n∑
i=1
K∑
k=1
y1+pik + o
(|x|q). (4.9)
We have shown that I2 satisﬁes (3.12). By (4.8), (4.9) and (3.12) we have
LV (x, Y )Φε − p(1− p)
2
n∑
i=1
bix
q
i + o
(|x|q) (x ∈ Rn++, Y ∈ Rn×K++ ), (4.10)
where
Φε = p(1− p)
qr(ρ − 1)
n∑
i, j=1
K∑
k=1
ci si jk
(
yqjk − η−1jk eετ jk xqj
)+ const n∑
i=1
K∑
i=1
(
y1+pik − η−1ik eετik x1+pi
)
is a function in the form of (2.7), ε > 0 is suﬃciently small, bi = bi(ε, p, r) is deﬁned by (3.14) with 0< r < 1< ρ . Note that
bi(0,1,1) = cid
2
ii
ρ
− ci e¯
2
i••
3(ρ − 1) −
2
3(ρ − 1)
n∑
j=1
K∑
k=1
c js jikη
−1
ik
 1
ηi
[
ciηid2ii
ρ
− ci e¯
2
i••
3(ρ − 1) −
2
3(ρ − 1)
n∑
j=1
c js ji•
]
,
where we have used ηi  ηik  1 (see Lemma 2.1). Note that Q Tc 	 0, namely, ci(3ηid2ii − e¯2i••) − 2
∑n
j=1 c j s ji• > 0. Hence,
we can choose ρ > 1 such that
1
ρ
< 1− 1
3ciηid2ii
(
ci e¯
2
i•• + 2
n∑
j=1
c js ji•
)
(1 i  n),
which implies bi(0,1,1) > 0 (1 i  n). Since ε is suﬃciently small and we may take ρ and r suﬃciently near to 1, by the
continuity, there must be bi = bi(ε, p, r) > 0 (1 i  n). Thus, (4.10) shows that the condition (4.1) holds. Similarly to the
proof process of case (i), we can also show that U (x) =∑ni=1 ci(xpi − p ln xi)(xRn++) satisﬁes
LU (x, Y )Φ ′ε −
p(1− p)
2
n∑
i=1
bix
q
i + o
(|x|q) (x ∈ Rn++, Y ∈ R++n× K ),
where Φ ′ε is a function in the form of (2.7). This tests the condition (3.1). So it follows from Lemmas 3.1 and 4.1 that
Eq. (1.2) has a unique global positive solution x(t, ξ) and it satisﬁes (1.4) and (1.5). Let p ∈ (0,1) be suﬃciently near to 1
and q = 2+ p. Then the Lyapunov inequality gives that (1.4) and (1.5) hold for any p ∈ (0,1) and q ∈ (0,3). This completes
the proof. 
Remark 4.3. It is worth noting that p and q can be arbitrary positive numbers in case (i) of Theorem 4.2. Also, condition
(4.5) implies aii < 0; a
+
i j and b
+
i jk are smaller than |aii|. In the biological theory, this feature means that each species is
self-limited (namely, aii < 0). However, the relationships among the populations are competitive (namely, aij,bijk < 0), or
else, they are weak-mutualism (namely, aij,bij  0 are suﬃciently small). So under case (i), biological population will not
grow excessively.
Conditions of case (ii) in Theorem 4.2 depend only on matrices D and Ek . If Ek = 0 (1  k  K ), condition (4.6) holds
automatically. So it follows from Theorem 4.2 that:
Corollary 4.4. Let dii > 0, di j  0 for i, j = 1,2, . . . ,n. Then conclusions of Theorem 4.2 can be used to Eqs. (1.1) and (1.9).
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and Mao et al. [21] (Theorem 5.2).
5. Pathwise estimation
Lemma 5.1. Assume that there exist positive constants p, q, ε, bi (1 i  n) such that
J  x
T f
eTx
+ p − 1
2
(
xTg
eTx
)2
Φε −
n∑
i=1
bix
q
i + o
(|x|q) (x ∈ Rn++, Y ∈ Rn×K++ ), (5.1)
where e = (1,1, . . . ,1)T , f , g are deﬁned by (2.3) andΦε is deﬁned by (2.7). Let x(t) = x(t, ξ) be a global positive solution to Eq. (1.2)
with ξ ∈ C++ . Then x(t, ξ) satisﬁes (1.6).
Proof. Let V (x) = eTx (x ∈ Rn++). For any given t  0, by the Itô formula we have
eεt ln V
(
x(t)
)= ln V (x(0))+
t∫
0
eεs
[
LV(x(s))
V (x(s))
− 1
2
∣∣Z(s)∣∣2 + ε ln V (x(s))]ds + M(t), (5.2)
where
M(t) =
t∫
0
eεs Z(s)dw(s), Z(t) = x
T(t)g(x(t), Y (t))
eTx(t)
(t  0)
and Y (t) is deﬁned by (2.6). For any given k ∈ N and θ > 1, by the exponential martingale inequality we have
P
{
sup
0tk+1
[
M(t)− p
2eε(k+1)
t∫
0
e2εs
∣∣Z(s)∣∣2 ds
]
 e
ε(k+1) lnkθ
p
}
 1
kθ
.
Since
∑∞
k=1 k−θ < ∞, by the Borel–Cantelli lemma we know that for almost all ω ∈ Ω , when k is suﬃciently large and
k t  k + 1, we have
M(t) e
ε(k+1) lnkθ
p
+ p
2eε(k+1)
t∫
0
e2εs
∣∣Z(s)∣∣2 ds
 θe
εeεt ln t
p
+ p
2
t∫
0
eεs
∣∣Z(s)∣∣2 ds.
Substituting this into (5.2) yields
eεt ln V
(
x(t)
)
 const+ p−1θeεeεt ln t + I,
where
I =
t∫
0
eεs
[
J
(
x(s), Y (s)
)+ ε ln V (x(s))]ds, (5.3)
where J is deﬁned by (5.1). Clearly, (5.1) implies that J +ε ln(eTx)Φε +const. Substituting it into (5.3) yields I  const eεt .
So for almost all ω ∈ Ω , when t is suﬃciently large, we have ln V (x(t)) const+ p−1θeεt ln t , which implies that
limsup
t→∞
ln V
(
x(t)
)
/ ln t  θeε/p, a.s.
Letting θ → 1 and ε → 0, we get
limsup
t→∞
ln V
(
x(t)
)
/ ln t  1/p, a.s.
This implies (1.6) obviously. So the proof is completed. 
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ηiq > n
(∥∥A+∥∥∞ +
K∑
k=1
∥∥B+k ∥∥∞
)
(1 i  n). (5.4)
Then for any given ξ ∈ C++ , Eq. (1.2) has a unique global positive solution x(t, ξ), which satisﬁes (1.7).
Case (ii). Let dmin1in dii > 0, di j  0 for i, j = 1,2, . . . ,n and
√
ηid > n
K∑
k=1
‖Ek‖∞ (1 i  n). (5.5)
Then for any given ξ ∈ C++ , Eq. (1.2) has a unique global positive solution x(t, ξ), which satisﬁes (1.8).
Proof. Case (i). By (5.4) we have
−ηiaii >
∥∥A+∥∥∞ +
K∑
k=1
∥∥B+k ∥∥∞  a+i• + b+i•• (1 i  n),
which implies Ne 	 0 with N being deﬁned by (3.15). So Lemma 2.3 gives that N is an M-matrix, namely, the condition
(3.15) is satisﬁed. Thus it follows from Corollary 3.5 that for any ξ ∈ C++ , Eq. (1.2) has a unique global positive solution
x(t, ξ).
In order to test the condition (5.1), the following elementary inequalities will be used:
xTz
eTx
max
i
zi  ‖z‖∞
(
x ∈ Rn++, z ∈ Rn
)
, (5.6)
1
eTx
n∑
i=1
xα+1i 
1
n
n∑
i=1
xαi
(
x ∈ Rn++, α > 0
)
. (5.7)
Let J be deﬁned by (5.1) and x ∈ Rn++, Y ∈ Rn×K++ , p > 1. Then by (5.6) and (5.7) we get
J = 1
eTx
xT
(
a+ Ax+
K∑
k=1
Bk yk
)
+ p − 1
2
(
xTζ
eTx
)2
 1
eTx
n∑
i=1
aiix
2
i +
∥∥∥∥∥a+ A+x+
K∑
k=1
B+k yk
∥∥∥∥∥∞ + const
− q
eTx
n∑
i=1
x2i +
∥∥A+∥∥∞‖x‖∞ +
K∑
k=1
∥∥B+k ∥∥∞‖yk‖∞ + o(|x|)
−q
n
n∑
i=1
xi +
∥∥A+∞∥∥∞
n∑
i=1
xi +
n∑
i=1
K∑
k=1
∥∥B+k ∥∥∞ yik + o(|x|)
= Φε −
n∑
i=1
bixi + o
(|x|), (5.8)
where
Φε =
n∑
i=1
K∑
k=1
∥∥B+k ∥∥∞(yik − η−1ik eετik xi)
is a function in the form of (2.7) with ε > 0 being suﬃciently small and
bi = q
n
− ∥∥A+∥∥∞ −
K∑
k=1
∥∥B+k ∥∥∞η−1ik eετik
 1
ηin
[
ηiq − n
(∥∥A+∥∥∞ +
K∑∥∥B+k ∥∥∞eετik
)]
> 0.k=1
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p is arbitrarily large, x(t, ξ) also satisﬁes (1.7).
Case (ii). By the condition (5.5) we have
ηid
2
ii >
(
K∑
k=1
‖Ek‖∞
)2

(
K∑
k=1
e¯i•k
)2
= e¯i•• = si•• (1 i  n).
This implies Ne 	 0 with N being deﬁned by (3.6), which shows that the condition (3.6) is satisﬁed. Hence, Theorem 3.2
gives that for any ξ ∈ C++ , Eq. (1.2) has a unique global positive solution x(t, ξ).
For any given p ∈ (0,1), let J be deﬁned by (5.1), ρ > 1. Then by (3.11), (5.6) and (5.7) we have
J = 1
eTx
xT
(
a+ Ax+
K∑
k=1
Bk yk
)
− 1− p
2
[
1
eTx
xT
(
ζ + Dx+
K∑
k=1
Ek yk
)]2

∥∥∥∥∥a+ Ax+
K∑
k=1
Bk yk
∥∥∥∥∥∞ −
1− p
2ρ
(
xTDx
eTx
)2
+ 1− p
2(ρ − 1)
[
1
eTx
xT
(
ζ +
K∑
k=1
Ek yk
)]2

K∑
k=1
‖Bk‖∞‖yk‖∞ − 1− p2ρ(eTx)2
n∑
i=1
d2ii x
4
i +
1− p
2(ρ − 1)
∥∥∥∥∥ζ +
K∑
k=1
Ek yk
∥∥∥∥∥
2
∞
+ o(|x|2)
 const
n∑
i=1
K∑
k=1
yik − d
2(1− p)
2ρn2
n∑
i=1
x2i +
1− p
2r(ρ − 1)
(
K∑
k=1
‖Ek‖∞‖yk‖∞
)2
+ o(|x|2)
 const
n∑
i=1
K∑
k=1
yik − d
2(1− p)
2ρn2
n∑
i=1
x2i +
1− ρ
2r(ρ − 1)
K∑
k=1
βk|yk|2 + o
(|x|2)
= Φε − 1− p
2
n∑
i=1
bix
2
i + o
(|x|2), (5.9)
where ηk = ‖Ek‖∞∑Kl=1 ‖El‖∞ and
Φε = 1− p
2r(ρ − 1)
n∑
i=1
K∑
k=1
βk
(
y2ik − η−1ik eετik x2i
)+ const n∑
i=1
K∑
k=1
(
yik − η−1ik eετik xi
)
is a function in the form of (2.7) with ε > 0 being suﬃciently small and
bi = d
2
ρn2
− 1
r(ρ − 1)
K∑
k=1
βkη
−1
ik e
ετik  bi(ε, r).
Let β• =∑Kk=1 βk . The condition (5.5) implies n2β•/ηid2 < 1. So we may choose ρ > 1 such that
1
ρ
< 1− n
2β•
ηid2
(1 i  n).
This implies that
bi(0,1) = d
2
ρn2
− 1
ρ − 1
K∑
k=1
βkη
−1
ik 
1
n2ηi
(
ηid2
ρ
− n
2β•
ρ − 1
)
> 0 (1 i  n).
Since ε is suﬃciently small and we may take r suﬃciently near to 1, so bi = bi(ε, r) > 0. Hence, the condition (5.1) follows
from (5.9). So by Lemma 5.1, any positive solution x(t, ξ) with ξ ∈ C++ to Eq. (1.2) satisﬁes (1.6). Since p may be suﬃciently
near to 1, x(t, ξ) also satisﬁes (1.8). This completes the proof. 
Let Ek = 0 (1 k K ). It follows from Theorem 5.2 that:
Corollary 5.3. Let dii > 0, di j  0 for i, j = 1,2, . . . ,n. Then for any given ξ ∈ C++ , Eq. (1.9) has a unique global positive solution
x(t, ξ) which satisﬁes (1.8).
The above conclusion is more general than Theorem 5.1 of Bahar and Mao [3] and Theorem 2.4 of Du and Sam [11].
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Example 6.1. Consider the following two-dimensional LV model
dx(t) = diag x(t){[a + Ax(t)+ B1 y1(t)+ B2 y2(t)]dt + ζ dw(t)}, (6.1)
where yk(t) = (x1(t − τ1k), x2(t − τ2k))T, τik > 0 (i,k = 1,2), a, ζ ∈ R2 and
A =
(−6 1
−1 −5
)
, B1 =
(−2 1
0 −1
)
, B2 =
(−1 b
0 0.2
)
, b 0.
(a) Apply Theorem 3.2. Let H be deﬁned by (3.5). Take c1 = 5, c2 = 6, dik = 60. Then for any x ∈ R2++ , Y ∈ R2×2++ we have
(
xT yT1 y
T
2
)
H
( x
y1
y2
)
= 2xT
(−30 5
−6 −30
)
x+ 2xT
(−10 5
0 −6
)
y1 + 2xT
(−5 5b
0 1.2
)
y2 − 60|Y |2
−60(|x|2 + |Y |2)+ 5(x21 + y221)+ 5b(x21 + y222)+ 1.2(x22 + y222)
= −
2∑
i=1
ρi x
2
i −
2∑
i,k=1
ρ¯ik y
2
ik,
where ρ1 = 55− 5b, ρ2 = 58.8, ρ¯11 = 60, ρ¯21 = 55, ρ¯12 = 60, ρ¯22 = 58.8 − 5b. This tests the condition (3.4). Note that the
condition (3.3) is equivalent to b < 10.52. Hence, when b ∈ [0,10.52), Eq. (6.1) will not explode in a ﬁnite time.
(b) Apply Corollary 3.5. Obviously,
A+ =
(
0 1
0 0
)
, B+1 =
(
0 1
0 0
)
, B+2 =
(
0 b
0 0.2
)
, A+ + B+• =
(
0 b + 2
0 0.2
)
,
a+1• + b+1•• = b + 2, a+2• + b+2•• = 0.2. So by (3.15) we have
N =
(
10− 2b −b − 2
0 9.6
)
.
N is an M-matrix if and only if b < 10. This result is slightly weaker than (a).
(c) Apply Theorem 4.2. The condition (4.5) is equivalent to b < 4. Thus, when b ∈ [0,4), for any ξ ∈ C([−τ ,0],R2++), the
unique global positive solution x(t, ξ) of Eq. (6.1) satisﬁes (1.4) and (1.5), where p and q are arbitrary positive constants.
(d) Apply Theorem 5.2. It can be seen directly that ‖A+‖∞ = 1, ‖B+1 ‖∞ = 1 and ‖B+2 ‖∞ = b ∨ 0.2. Then the condition
(5.4) is equivalent to 5> 2[2+ (b ∨ 0.2)], namely, b < 0.5. Hence, when b ∈ [0,0.5), any global positive solution of Eq. (6.1)
satisﬁes (1.7).
Example 6.2. Consider the following two-dimensional LV model
dx(t) = diag(x(t)){[a+ Ax(t)+ B1 y1(t)+ B2 y2(t)]dt
+ [ζ + Dx(t)+ E1 y1(t)+ E2 y2(t)]dw(t)}, (6.2)
where yk(t) (k = 1,2) is deﬁned as in Eq. (6.1), a, ζ ∈ R2, A, B1, B2 ∈ R2×2,
D =
(
8 4
3 7
)
, E1 =
(
1 −1
0 1
)
, E2 =
(−1 0
b 1
)
, b 0.
(a) Apply Theorem 3.2. It is easily compute that e¯1•• = 3, e¯2•• = b + 2,
S• =
(
6 3
b(b + 2) 2b + 4
)
.
Let N be deﬁned by (3.6). Then,
N =
(
58 −3
−b(b + 2) 45− 2b
)
.
So the condition (3.6) is equivalent to 58(45 − 2b) > 3b(b + 2). From this we get b < 15.49. Hence, when b ∈ [0,15.49),
Eq. (6.2) will not explode in a ﬁnite time.
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Q =
(
171 −6
−2b(b + 2) 135− b2 − 8b
)
.
So the condition (4.6) is equivalent to 171(135−b2−8b) > 12b(b+2), which implies b < 8.0547. Thus, when b ∈ [0,8.0547),
for any p ∈ (0,1) and q ∈ (0,3), the global positive solutions of Eq. (6.2) satisfy (1.4) and (1.5).
(c) Apply Theorem 5.2. It is easy to see that ‖E1‖∞ = 2, ‖E2‖∞ = b+1. So the condition (5.5) is equivalent to 7> 2(3+b),
which implies b < 0.5. Hence, when b ∈ [0,0.5), any global positive solution x(t, ξ) of Eq. (6.2) satisﬁes (1.8).
7. Conclusions
Although the LV model (1.2) is more general than some existing models, the main results, namely, Theorems 3.2, 4.2
and 5.2 show that under some suitable conditions, (1.2) still retains those well-known properties, that is, nonexplosion,
uniformly ultimate boundedness and polynomial growth of solutions. These show that the above properties to LV models
are very stable. They are not effected by delays and the forms of delays. However, Theorems 3.2, 4.2 and 5.2 also show that
when delays and the general form of delays of the LV model are considered, the conditions which are used to guarantee the
nonexplosion, uniform ultimately boundedness and polynomial growth of systems are changed. This paper examined these
conditions in detailed and showed that it is easy to test these conditions by the two examples in Section 6.
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