Abstract
4. all sites share a common vector of stationary frequencies and evolved via a common mutation 141 process.
142
The elements q ij of a substitution rate matrix Q are typically defined for codons i = j as follows 143 :
if i and j differ by more than one nucleotide π j for synonymous transversions κπ j for synonymous transitions ωπ j for nonsynonymous transversions ωκπ j for nonsynonymous transitions (1) where κ is the transition bias and π i is the stationary frequency of the i th codon, both assumed 145 to be the same for all codon sites. The ratio ω = dN/dS of the nonsynonymous substitution rate 146 dN to the synonymous substitution rate dS (both adjusted for "opportunity" 2 ) quantifies the Figure 1 : It can be useful to think of the substitution process at a site as movement on a site-specific fitness landscape. The horizontal axis in each figure shows the amino acids at a hypothetical site in order of their stationary frequencies indicated by the height of the bars. Frequency is a function of mutation and selection, but can be construed as a proxy for fitness. The site-specific dN/dS ratio (Jones et al., 2017 ) is a function of the amino acid that occupies the site, and can be < 1 (left of the red dashed line) or > 1 (right of the dashed red line). (A) Suppose phenylalanine (F, TTT) is the fittest amino acid. The site-specific dN/dS ratio is much less than one when occupied by F because any nonsynonymous mutation will always be to an amino acid that is less fit. Nevertheless, it is possible for an amino acid such as valine (V, GTT) to be fixed on occasion, provided that selection is not too stringent. When this happens, dN/dS at the site is temporarily elevated to a value greater than one as positive selection moves the site back to F by a series of replacement substitutions e.g., V (GTT) → G (GGT) → C (TGT) → F (TTT). We call the episodic recurrence of this process shifting balance on a static fitness landscape. Shifting balance on a landscape for which all frequencies are approximately equal corresponds to nearly-neutral evolution (not depicted), when dN/dS is always ≈ 1. (B) Now consider what happens following a change in one or more external factors that impact the functional significance of the site. The relative fitnesses of the amino acids might change from that depicted in A to that in B for instance, where glutamine (G) is fittest. If at the time of the change the site is occupied by F (as is most likely), then dN/dS would be temporarily elevated as positive selection moves the site toward its new peak at Q e.g., F (TTT) → Y (TAT) → H (CAT) → Q (CAA). This process of adaptive evolution is followed by a return to shifting balance once the site is occupied by F.
The way we think about the substitution process should not be limited to unrealistic assump-162 tions used to formulate a tractable CSM. It is more informative to conceptualize evolution at a 163 codon site using the traditional metaphor of a fitness landscape upon which greater height rep-164 resents greater fitness as depicted in Figure 1 . If sites are assumed to evolve independently, a 165 site-specific fitness landscape can be defined for the h th site by a vector of fitness coefficients 166 f h and its implied vector of equilibrium codon frequencies π h . Combined with a model for the 167 mutation process, π h determines the evolutionary dynamics at the site, or the way it "moves" 168 over its landscape (more formally, the way mutation and fixation events occur at a codon site in 169 a population over time). This provides a way to think about evolution at a codon site in terms 170 of three possible dynamic regimes: shifting balance, under which the site moves episodically 171 away from the peak of its fitness landscape (i.e., the fittest amino acid) via drift and back again regimes will be presented in Case Study C.
179
What is the objective of model-building? 
} that is the family of distributions that can be specified using M0, the simplest of CSMs. This is nested in the family of distributions that can be specified using M1 (blue ellipse), a hypothetical model that has the same parameters as M0 plus some extra parameters. Similarly, M1 is nested in M2 (red ellipse). Whereas models are represented by subspaces of distributions, the true generating process is represented by a single point P GP , the location of which is unknown. The empirical sitepattern distribution P S (θ S ) correponds to the saturated model fitted to the alignment; with large samples P S (θ S ) ≈ P GP . For any other model M, the member
with X is the one that minimizes deviance, which is twice the difference between the maximum log-likelihood of the data under the saturated model and the maximum log-likelihood of the data under M.
CSMs have become increasingly complex with the addition of more free parameters since the 181 introduction of the M-series models in . The prima facie objective of this trend 182 is to produce models that provide better mechanistic explanations of the data. The assumption 183 is that this will lead to more accurate inferences about evolutionary processes, particularly as 
189
Given any CSM with parameters θ M , it is possible to compute a vector P that assigns a 190 probability to each of the 61 N possible site patterns for an N-taxon alignment (i.e., a multinomial 
family of distributions that can be specified using M0, the simplest CSM that assumes a common 196 substitution rate matrix Q for all sites and branches. This is nested inside
where M1 is a hypothetical model that is the same as M0 but for a few extra parameters. Likewise,
198
M1 is nested in M2. words, the fitted saturated model is the empirical site-pattern distribution for a given alignment.
207
Because it takes none of the mechanisms of mutation or selection into account, ignores the phylo-
208
genetic relationships between sequences, and excludes the possibility of site patterns that were not 209 actually observed (i.e., y i /n = 0 for site patterns i not observed in X), P S (θ S ) can be construed as 210 the maximally phenomenological explanation of the observed alignment. An alignment is always 211 more likely under the saturated model than it is under any other CSM. P S (θ S ) therefore provides 212 a natural benchmark for model improvement.
213
For any alignment, the MLE over the family of distributions
is the distribution that minimizes the 215 statistical deviance between P M (θ M ) and P S (θ S ). Deviance is defined as twice the difference be-
216
tween the maximum log-likelihood (LL) of the data under the saturated model and the maximum 217 log-likelihood of the data under M:
A key feature of deviance is that it always decreases as more parameters are added to the model,
219
corresponding to an increase in the probability of the data under that model. For example,
for the inclusion of one additional parameter ψ, so that θ M2 = (θ M1 , ψ). The improvement in the 222 probability of the data under P M2 (θ M2 ) over its probability under P M1 (θ M1 ) is assessed by the size 223 of the reduction in deviance induced by ψ:
Equation (3) is just the familiar log-likelihood ratio (LLR) used to compare nested models under 225 the maximum likelihood framework.
226
Given this measure of model improvement, the de facto objective of model building is not to 227 provide a mechanistic explanation of the data that more accurately represents the true generating process, but only to move closer to the site-pattern distribution of the fitted saturated model. Real
229
alignments are limited in size, so there will always be some distance between P S (θ S ) and P GP due E that did not actually occur when the data was generated, and if E is confounded with another 235 process that did occur, the LLR in equation (3) partitioned into two rate-ratio categories, 0 < ω 0 < 1 and ω 1 = 1 in proportions p 0 and p 1 = 1−p 0 . category, respectively. Applying Bayes' rule:
Sites with a sufficiently high posterior probability (e.g., Pr(c 2 | x,θ M2a ) > 0.95) are inferred to have 282 undergone positive selection. Equation (4) is representative of the naive empirical Bayes (NEB)
283
approach under which MLEs (θ M2a ) are used to compute posterior probabilities.
284
The NEB approach ignores potential errors in parameter estimates that can lead to false 
321
The problem of low information content was fairly obvious in the case of the tax gene, as 322 158 of the 181 codon sites within that dataset were invariant. However, it can sometimes be 323 unclear whether there is enough variation in an alignment to ensure reliable inferences. It would 324 be useful to have a method to determine whether a given data set might be problematic. An
325
MLEθ will always converge to a normal distribution centered at the true parameter value θ 326 with variance proportional to 1/n as the sample size n (a proxy for information content) gets 327 larger, provided the CSM satisfies certain "regularity" conditions (a set of technical conditions 328 that must hold to guarentee that MLEs will converge in distribution to a normal, and that the 329 LLR for any pair of nested models will converge to its expected chi-squared distribution). This 330 expectation makes it possible to assess whether an alignment is sufficiently informative to obtain 331 the benefits of regularity. The first step is to generate a set of bootstrap alignments {X 1 , ..., X m }.
332
The CSM can then be fitted to these to produce a sample distribution {θ i } The mechanisms that give rise to the diversity of site patterns in a set of homologous genes are 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 were generated using site-specific rate matrices, as in Equation (1), with rate ratios ω specified
403
by pre-determined selection regimes, two of which are shown in Table 1 . In one simulation, 200 404 alignments were generated using regime Z on a single foreground branch and regime X on all of the itives was attributed to the mismatch between the process used to generated the data compared 411 to the process assumed by the null model M1 (Zhang, 2004 ).
412
The branch-site model was subsequently modified to allow 0 < ω 0 < 1 instead of ω 0 = 0 evolutionary dynamics to the pathology we refer to as confounding.
506
Under MutSel, the dynamic regime at the h th codon site (e.g., shifting balance, neutral, 507 nearly neutral, or adaptive evolution) is uniquely specified by a vector of fitness coefficients , 2017) . Given f h , the elements of a site-specific instantaneous rate matrix A h can be defined as follows for all i = j (cf. equation 1):
where µ ij is the rate at which codon i mutates to codon j and s 
530
Figure 3: Fitness coefficients for the 20 amino acids were drawn from a normal distribution centered at zero and with standard deviation σ = 0.001. Bars show the resulting stationary frequencies (a proxy for fitness) sorted from largest to smallest. They compose a metaphorical site-specific landscape over which the site is imagined to move. The solid red line shows the codon-specific rate ratio dN h i /dS h i for the sorted codons. This varies depending on the codon currently occupying the site, and can be greater than one following a chance substitution into the tail (to the right) of the landscape. In this case, the codon-specific rate ratio for the site ranged from 0.21 to 4.94 with a temporally averaged site-specific rate ratio of dN h /dS h = 0.52.
For example, BUSTED (Murrell et al., 2015) was developed as an omnibus test for episodic 531 adaptive evolution. The underlying CSM was formulated to account for variations in the intensity 532 of selection over both sites and time modeled as a random effect. This is in contrast to the YN-
533
BSM, which treats temporal changes in rate ratio as a fixed effect that occurs on a pre-specified 534 foreground branch (although the sites under positive selection are still a random effect). We 535 therefore refer to the CSM underlying BUSTED as the Random Effects Branch-Site Model (RE-536 BSM) to serve as a reminder of this important distinction. Under RE-BSM, the rate ratio at 537 each site and branch combination is assumed to be an independent draw from the distribution 538 {(ω 0 , p 0 ), (ω 1 , p 1 ), (ω 2 , p 2 )}. In this way, the model accounts for variations in selection effects both 539 across sites and over time. BUSTED contrasts the null hypothesis that ω 0 ≤ ω 1 ≤ ω 2 = 1 with the 540 alternative that ω 0 ≤ ω 1 ≤ 1 ≤ ω 2 . When applied to real data, rejection of the null is interpreted 541 as evidence of episodic adaptive evolution.
542
Unlike the YN-BSM that aims to detect a subset of sites that underwent adaptive evolution 543 together on the same foreground branches (i.e., coherently), BUSTED was designed to detect het-544 erotachy similar to the type predicted by the mutation-selection framework: shifting balance on between the simplest CSM (M0) and the saturated model P S (θ S ). We call this the percent reduction 592 in deviance (PRD) attributed toψ:
Suppose M1 and M2 were fitted to an alignment and that the LLR = ∆D(θ M1 ,θ M2 ) was found to lead to a false conclusion about the data generating process.
We illustrate PL by contrasting the model RaMoSS with a companion model RaMoSSwDT Although DT mutations were not fixed when the data was generated, shifting balance on a static landscape can produce similar site patterns as a process that includes rare fixation of DT illustrated by our analysis of the history of CSM development, which we divided into two phases.
636
Phase I was characterized by the formulation of models to account for differences in selection 637 effects across sites and over time that comprise the major component of variation in an alignment.
638
Starting with M0, such models represent large steps toward the fitted saturated model in Figure   639 2, and also provide a better representation of the true generating process. The main criticism of
640
Phase I models was the possibility of falsely inferring positive selection in a gene or at an individual 641 codon site (Suzuki and Nei, 2002, 2004; Zhang, 2004) . But the most compelling empirical case of false positives was shown to be the result of inappropriate application of a complex model to a sparse alignment (Suzuki and Nei, 2004 invalidated the intended interpretation of (α,β). This result underlines that a better fit does not 671 imply a better mechanistic representation of the true generating process.
672
It is natural to assume that a better mechanistic representation of the true generating process can be achieved by adding parameters to our models to account for more of the processes believed 674 to occur. The problem with this assumption is that the metric of model improvement under ML
675
(reduction in deviance) is independent of mechanism. A parameter assigned a specific mechanist 676 interpretation is consequently vulnerable to confounding with other processes that can produce 677 the same distribution of site patterns. As CSMs become more complex, its seems likely that 678 the opportunity for confounding will only increase. It would therefore be desirable to assess 679 each new model parameter for this possibility using something like the method shown in Figure   680 4 whenever possible. The idea is to generate alignments using MutSel or some other plausible 
