A polynomial time computable function ¦ £ ¦ £ whose range is a set Ä is called a proof system for Ä. In this setting, an -proof for Ü ¾ Ä is just a string Û with ´Ûµ Ü. Cook and Reckhow defined this concept in [13] , and in order to compare the relative strength of different proof systems for the set TAUT of tautologies in propositional logic, they considered the notion of p-simulation.
INTRODUCTION
A systematic study of the (proof length) complexity of different proof systems for Propositional Logic was started some time ago by Cook and Reckhow in [13] . There they defined the abstract notion of a proof system in the following way.
½ Results included in this paper have appeared in the conference proceedings of STACS'98 [21] and CCC'98 [16] .
Ò Ø ÓÒ ½º½º Let Ä ¦ £ . A proof system for Ä is a (possibly partial) polynomial time computable function ¦ £ ¦ £ whose range is Ä 2 . A string Û with ´Ûµ Ü is called an -proof for Ü.
Observe that a proof system for a set Ä is just a polynomial time enumeration of Ä. Also, a proof system need not be polynomially honest since the shortest proof for Ü ¾ Ä might be much longer than Ü.
Ü ÑÔÐ ½º½º The function defined as ´Ûµ ³ if Û ³ Ú and Ú is a resolution refutation of ³ undef. otherwise is a proof system for the co-AE È complete set TAUT of all propositional tautologies in disjunctive normal form.
Following [13] , a polynomially bounded proof system for TAUT is a proof system in which every tautology has a short proof. More formally, there is a polynomial Õ such that for every ³ ¾ Ì ÍÌ, there is a string Û of length bounded by Õ´ ³ µ with ´Ûµ ³. Many concrete proof systems for TAUT, like the one given in Example 1.1, have been shown not to be polynomially bounded (see for example [27] ). Besides the interest that concrete proof systems like, for example, resolution or Frege systems have in their own, a main motivation for the study of proof systems comes in fact from the following relation between the AEÈ versus co-AE È question and the existence of polynomially bounded systems.
Ì ÓÖ Ñ ½º½º [13] AEÈ co-AE È if and only if a polynomially bounded proof system for TAUT exists.
This result was the motivation for the so called Cook-Reckhow Program: a way to prove that AEÈ is different from co-AE È might be to study more and more powerful proof systems, showing that they are not polynomially bounded, until hopefully we have gained enough knowledge to be able to separate AEÈ from co-AE È (see [9] ).
In order to compare the relative power of different proof systems, the notion of p-simulation was introduced in [13] . We also consider the presumably weaker notion of simulation mentioned in [12] .
An important open problem (posed in [20, 9] ) is whether an optimal or even p-optimal proof system for TAUT exists. Observe that if this were the case, then in order to separate AEÈ from co-AE È it would suffice to prove that some specific proof system is not polynomially bounded.
We show that the assumption that there is a (p-)optimal proof system for certain languages is closely related to the existence of complete problems for certain promise classes. The connection between the existence of (p-)optimal proof systems and the existence of manyone complete sets is formalized by introducing the concept of test sets. Roughly speaking, a test set allows us to verify that a given nondeterministic polynomial-time machine behaves well (i. e., in accordance with the promise) on a given input Ü. Hence, in some sense, the complexity of a promise is represented by the complexity of its test sets. We then obtain in a master theorem that a promise class has a many-one complete set if and only if has a test set with a p-optimal proof system.
As the classes ÍÈ, ÛÈ, Û, and AEÈ Sparse have test sets in co-AE È this in turn implies that a p-optimal proof system for TAUT suffices to obtain many-one complete sets for these classes. We also show that the probabilistic classes ÈÈ, ÊÈ, ÈÈ, and Å have test sets in ¥ Ô ¾ as well as in ¦ Ô ¾ , and that Å has test sets in ¥ Ô ¿ and in ¦ Ô ¿ . Hence, a many-one complete set for ÈÈ, ÊÈ, ÈÈ, and Å (resp. Å) is implied by a p-optimal proof system for Ì ÍÌ ¾ or for Ë Ì ¾ (resp. for Ì ÍÌ ¿ or for Ë Ì ¿ ). We also show that AEÈ co-AE È has a test set reducible to Ë Ì¢Ì ÍÌ which allows us to improve the main result of [24] by showing that already the existence of p-optimal proof systems for Ì ÍÌ and for Ë Ì suffices to obtain a complete problem for AEÈ co-AE È. If in addition the machines defining a promise class have a certain ability to guess proofs (see the notion of AEÈ-assertions in Definition 4.3), then it suffices to assume that has a test set with an optimal proof system. Under the mentioned classes this holds for AEÈ Sparse, for Å , and for Å.
These results strengthen the intuitive connection between the notions of optimal proof systems and complete sets. At the same time, they give some evidence that (p-)optimal proof systems might not exist for the considered logical languages since many-one complete problems for these classes have been searched for without success.
In [23] it was observed that the class of disjoint AEÈ-pairs has a complete pair if Ì ÍÌ has an optimal proof system. A pair´ µ of languages in AEÈ belongs to this class when . However, in [23] a somewhat weak form of many-one reducibility is used which is only concerned with inputs from . Formally, in [23] a pair´ µ is said to many-one reduce to a pair´ µ if for some ¾ È, ´ µ and ´ µ . By generalizing our approach to function classes we can use the assumption that Ì ÍÌ has an optimal proof system to conclude that the class of disjoint AEÈ-pairs has a complete pair with respect to the following stronger notion of many-one reducibility:´ µ strongly many-one reduces to´
The before-mentioned results provide necessary conditions for the existence of (p-)optimal proof systems. In Section 7 we improve the following sufficient conditions proved by Krajíček and Pudlák [20] .
Ì ÓÖ Ñ ½º¾º [20] If AE co-AE then optimal proof systems for TAUT exist.
If
AE then p-optimal proof systems for TAUT exist.
We improve this result by weakening the conditions that are sufficient for the existence of optimal and p-optimal proof systems for TAUT. We show that if the deterministic and nondeterministic double exponential time complexity classes coincide ( AE ) then p-optimal proof systems for TAUT exist, and that AE co-AE is sufficient for the existence of optimal proof systems for TAUT. In fact we give a probably weaker sufficient condition showing that a collapse of the class of tally sets in nondeterministic double exponential time to the deterministic counterpart suffices for the existence of optimal proof systems for TAUT.
By the relationships between optimal proof systems and complete sets, one would expect that optimal proof systems for sets like TAUT do not exist. The sufficient conditions show however that it would be very hard to prove that optimal proof systems do not exist, since this would imply a separation of complexity classes.
The rest of this article is structured as follows. In the next section we give some preliminaries and study some closure properties of the class of languages that have a (p-)optimal proof system. These results are interesting on their own but mainly serve as a technical tool for the following sections. We give in Section 3 a direct proof of the fact that the existence of optimal proof systems for TAUT implies a complete set for the class of sparse sets in AEÈ. The proof of this result can be adapted ad hoc to work for many other promise classes. In order to provide a general method for these results we give in Section 4 the setting needed to formalize the informal notion of a promise class. Further, we present two master theorems that are applied in Section 5 to obtain the completeness consequences mentioned above. These results provide a tool to generalize the completeness result from Section 3 to other promise classes. In Section 6 we briefly discuss how these ideas can be adjusted for the case of promise function classes. As an application, we obtain the already mentioned completeness consequence for the class of disjoint AEÈ-pairs. Finally, in Section 7 we consider sufficient conditions for the existence of (p)-optimal proof systems.
PRELIMINARIES
Let É be the set of all valid quantified Boolean formulaś
where ´Ü ½ Ü Ò µ is a Boolean formula over the variables Ü ½ Ü Ò and each É is either or . By Ì ÍÌ we denote the set of all É formulas with at most ½ quantifier alternations ( followed by , or followed by ) starting with . Similarly, Ë Ì denotes the set of all É formulas with at most ½ quantifier alternations starting with . As usual, in the case of ½ we omit the index and simply write Ë Ì for Ë Ì ½ and Ì ÍÌ for Ì ÍÌ ½ .
We assume some familiarity with complexity theory and refer the reader to [2, 3] for standard notions and for the definition of complexity classes. A language many-one reduces to a language (in symbols: We use Turing machines as our basic computational model. In particular, we consider clocked deterministic and nondeterministic polynomial-time Turing machines (PTM and NPTM for short). To represent these machines we use an encoding which allows us to obtain from the machine code AE easily a polynomial Ô AE that bounds the running time of the machine (in Section 4 we will consider some further restrictions on the encodings of NPTMs and PTMs). In the sequel, we will not distinguish between a machine and its code.
We consider only languages over the alphabet ¦ ¼ ½ (this means that problem instances as, e.g., Boolean formulas have to be suitably encoded). By ¦ £ we denote the set of all binary strings, and by ¦ Ò the set of strings of length at most Ò. In the rest of this section we investigate closure properties of the class of all languages which have a (p-)optimal proof system. All these observations refer to the notions of optimality and p-optimality interchangeably. We only give the proofs for the p-optimal case since they can easily be adapted to the case of optimality.
Ä ÑÑ ¾º½º
If has a (p-)optimal proof system and if
, then has a (p-)optimal proof system, too.
Proof. Let be a p-optimal proof system for and let many-one reduce to via
is certainly a proof system for . To show that ¼ is p-optimal, let ¼ be a proof system for . By setting ´¼Ûµ ´Ûµ and ´½Ûµ ´ ¼´Û µµ we obtain a proof system for . Since is p-optimal, there is a function Ø ¾ È translating -proofs to -proofs implying Proof. As observed above it suffices to consider . Let ½ and ¾ be p-optimal proof systems for and , respectively. A p-optimal proof system for is given by
Clearly, is a proof system for . To show that is p-optimal, let be some proof system for . By setting ´½Ûµ ´Ûµ and ´¼Ûµ ´Ûµ ( ½ ¾), can be extended to proof systems ½ and ¾ for and , respectively. Let Ø ¾ È be a function translating -proofs to -proofs. Then the function Ø´Ûµ Ø ½´½ Ûµ Ø ¾´½ Ûµ translates -proofs to -proofs, i. e., ´Ø´Ûµµ ´Ûµ, as ´Ûµ ´½Ûµ ´Ø ´½Ûµµ, for ½ ¾.
The proof of the next lemma is straightforward and is therefore omitted.
Ä ÑÑ ¾º¿º
Any set in È has a p-optimal proof system. Any set in AEÈ has an optimal proof system.
It is an open question whether sets with a (p-)optimal proof system exist outside of AEÈ (respectively È).
COMPLETE SETS FOR AEÈ Sparse
We give in this section a direct proof of the fact that the existence of an optimal proof system for TAUT would imply the existence of a many-one complete set for the class of sparse sets in AEÈ.
Let us define the set SP containing descriptions of nondeterministic machines that do not accept too many strings up to a given length:
AE is a nondeterministic Turing machine and there are at most Ð pairś Ü Ý µ Ü Ò Ý Ð, such that Ü Ü for , and Ý is an accepting path of AE on input Ü .
It is not hard to see that SP ¾ co-AE È, and therefore SP is many-one reducible to TAUT. Let Å be a fixed (but arbitrary) nondeterministic Turing machine with running time bounded by a polynomial Õ, that for every length Ò accepts at most Õ´Òµ words of length up to Ò. The subset of SP
Hence, we can construct a proof system Å for SP such that for any Ü ¾ SP Å we have Å´½ Üµ Ü.
Using this fact we now prove that an optimal proof system for Ì ÍÌ implies the existence of a complete set for AEÈ Sparse. Ì ÓÖ Ñ ¿º½º If Ì ÍÌ has an optimal proof system then AEÈ Sparse has a manyone complete set.
Proof. Assume that Ì ÍÌ has an optimal proof system. Then by Lemma 2.1 we may also assume that SP has an optimal proof system, say . Let Ë be the set Ë belongs clearly to AEÈ. Also, the number of strings
some Ð that is at most polynomial in . Therefore for every Ò there is at most a polynomial number of words of length Ò or less in Ë. This shows that Ë is sparse.
In order to see that Ë is hard for the class, let Ë ¼ be a set in AEÈ Sparse, accepted by a nondeterministic Turing machine Å with time bounded by a polynomial Õ, and with density also bounded by Õ. Since the proof system Å is simulated by , there is a polynomial Ö such that for every ¾ IN, there is a string Û with Û Ö´ µ and ´Ûµ Å ¼ Õ´ µ ¼ .
Observe that this function is computable in polynomial time, one-to-one, length increasing and also invertible in polynomial time.
We mention at this point that in [8] a relativization is given under which no complete problems in the class AEÈ Sparse exist. A relativized construction implying the nonexistence of optimal proof systems for TAUT was obtained previously in [20] .
THE GENERALIZED APPROACH
The technique from Section 3 can be applied with small modifications to show that the existence of optimal proof systems for other sets imply the existence of complete sets in other complexity classes. We give in this section a generalization of the previous technique providing a tool to extend automatically this completeness result. This generalization is based on the structure of promise classes. In the classical leaf-language or tree-structure approach [7, 29, 6] , promises are restricted to be predicates on computation trees (respectively leaf strings) of nondeterministic polynomial-time Turing machines. We consider a more general approach that is more suited for our purposes, and in some cases allows a more direct characterization of a promise class. In this paper, a promise Ê is described by a predicate on the set of all pairs consisting of an NPTM AE and an input string Ü, i. e., Ê´AE Üµ means that AE obeys promise Ê on input Ü. We call AE an Ê-machine if AE obeys Ê on any input Ü ¾ ¦ £ . In the sequel, we will only allow promises Ê for which at least one Ê-machine exists. The acceptance criterion is also a binary predicate É on NPTMs and strings. The language accepted by the NPTM AE (when applying the acceptance criterion É) is given by We will see in Section 5 how other promise classes like AEÈ co-AE È, Û, ÛÈ, ÈÈ, ÊÈ, ÈÈ, Å and Å can be characterized in a natural way by defining corresponding pairs´É Êµ which fulfill A1 and A2. We will also show how to characterize AEÈ Sparse by a defining pair that fulfills A1.
Next we introduce the concept of a test set which is central to our approach. The complexity of a test set serves to some extend as a measure for the complexity inherent to a defining pair.
Ò Ø ÓÒ º¾º
Let be a promise class, and let´É Êµ be a defining pair for . for a defining pair´É Êµ. Notice that in some sense the complexity of this generic test set is a direct measure for the complexity of the promise Ê whereas in the definition of a test set we allow more freedom by taking the acceptance criterion É into account. This may lower the complexity of a test set significiantly.
To decide the generic test set for ÍÈ one just has to verify that there is at most one accepting path; a simple task in co-AE È.
Ä ÑÑ º¾º ÍÈ has a test set in co-AE È.
Very informally, the intuitive idea behind the notion of a test set Ì is that we can obtain a complete language for É Ê , provided that we can enable an Ê-machine to decide Ì (see the proofs of Theorems 4.1 and 4.3 for details). In order to make this intuition precise we need the following notion. We notice that if a promise class fulfills A1 and A2 and has a complete set under polynomial time many-one reducibility, then it also has complete sets under less complex many-one reductions (like e. g. logspace-reductions). To see this, consider a direct proof of Hence, the complexity of the reduction is basically that of computing the tupling function.
But the latter can be chosen to be very simple: if A1 holds with a universal machine Í and a certain tupling function then we can use a polynomial time machine Å that translates a very simple tuple-representation into this one and obtain a machine Í ¼ Í AEÅ that (using A2) fulfills the conditions of A1 with respect to the simple tuple-representation. In fact, all completeness consequences in this article carry over to many-one reducibilities that are simple to compute as, e.g., logspace-reducibility.
Next we derive completeness consequences from the assumption that the promise class under consideration has a test set with an optimal proof system. We obtain similar implications if the promise class can even use AEÈ-assertions (see Theorem 4.3). However, the following equivalence holds without this assumption. Notice that conditions 1 and 2 of Theorem 4.3 are equivalent if we additionally require that´É Êµ fulfills A2. This follows from the fact stated in Theorem 4.1 that the existence of a complete language implies the existence of a test set in È.
Even if the promise class under consideration cannot use AEÈ-assertions we can still derive completeness consequences with respect to nonuniform reducibilities. In order to do so we define the concept of a length-only dependent test set.
It is clear that from any test set Ì for´É Êµ we can generically obtain a length-only
for´É Êµ. Actually, in [24, 21] length-only dependent test sets were (implicitly) used to derive completeness consequences. Also the set SP in Section 3 takes the role of a length-only dependent test set for AEÈ Sparse. However notice that in order to obtain a length-only dependent test set an additional -quantifier may be needed. However, if we apply this construction to a test set Ì ¾ co-AE È, then also Ì ¼ belongs to this class.
Ä ÑÑ º º ÍÈ has a length-only dependent test set in co-AE È.
A function ¾ È ÔÓÐÝ with ´Üµ ¾ ´µ Ü ¾ is called a nonuniform many-one reduction from to . Ì ÓÖ Ñ º º Let be a promise class and let´É Êµ be a defining pair for that fulfills A1 and A2. Then 1 implies 2.
1. has a length-only dependent´É Êµ-test set with an optimal proof system.
has a complete set under nonuniform many-one reducibility.
Proof. The proof follows the lines of the proof of 1 µ 2 of Theorem 4.1. Let Ì be a length dependent´É Êµ-test set for that has an optimal proof system . Then for every fixed NPTM AE that passes test Ì , there is a polynomial Ô such that the language
is a subset of Ì . Hence, as Ì AE is easy to recognize, it follows that -proofs for AE ¼ Ò ¼ Ô´Òµ are short (i.e., their length is polynomially bounded in Ò). Thus, Ä É´AE µ is easily seen to reduce to the set 
APPLICATIONS
Whereas in the last section ÍÈ served as our standard example for a promise class, we use in this section the assumption that certain languages have (p-)optimal proof systems to derive further completeness consequences for various other promise classes. We start by sketching how defining pairs´É Êµ (i. e. machine models) for promise classes like The next two lemmas make use of Stockmeyer's refinement of the hashing technique [26] . Their proofs are straightforward (see, e. g., [17] follows that Å has a many-one complete set, if Ì ÍÌ ¾ or Ë Ì ¾ has an optimal proof system, whereas Å has a many-one complete set, if Ì ÍÌ ¿ or Ë Ì ¿ has an optimal proof system. Using Theorems 4.1, and 4.3 we obtain the following corollary as an immediate consequence.
ÓÖÓÐÐ ÖÝ º¿ō
If Ë Ì ¾ or Ì ÍÌ ¾ has a p-optimal proof system then ÈÈ, ÊÈ, and ÈÈ have a many-one complete set.
If Ë Ì ¾ or Ì ÍÌ ¾ has an optimal proof system then Å , has a many-one complete set.
If Ë Ì ¿ or Ì ÍÌ ¿ has an optimal proof system then Å has a many-one complete set.
COMPLETENESS RESULTS FOR FUNCTION CLASSES
The results in Section 4 can be translated in a straightforward way to promise function classes. We just give a brief sketch. The definition of a promise Ê for function classes is the same as for languages, whereas the acceptance criterion É is replaced by a function Ë mapping each pair´AE Üµ consisting of an NPTM AE and a string Ü to the string Ë´AE Üµ. if there is a function ¾ È such that ´ ´Üµµ ´Üµ for any Ü in the domain of .
Notice that this notion is closely related to the notion of p-simulation (although and need not belong to È).
It is also straightforward to translate the definition of a test set. 
