Abstract. We give a formula for computing the characteristic polynomial for certain hyperplane arrangements in terms of the number of bipartite graphs of given rank and cardinality.
Introduction
In this paper, we continue our study of the hyperplane arrangements J n introduced in [6] which consists of the type I walls H αβ := {x ∈ R n | x α + x β = 1} = H βα , 1 ≤ a, b ≤ n and the type II walls 0 i := {x ∈ R n | x i = 0}, and 1 i := {x ∈ R n | x i = 1}, 1 ≤ i ≤ n.
This has a strong resemblance to the Shi arrangements [5] . The eventual goal of the project is to give a complete formula for the number of chambers i.e. the connected components of the complement of the hyperplanes. In the previous work, we associated a colored graph to each hyperplane sub-arrangement of J n , and then gave an interpretation of the centrality condition of the arrangements in terms of graph properties [6, Theorem 1] . Due to [9] , to compute the number of chambers, one has to enumerate the central sub-arrangements of a given rank: the characteristic polynomial of J n is defined and the number of chambers (resp. relatively bounded chambers) equals (−1) n χ Jn (−1) (resp. (−1) rank Jn χ Jn (+1)). Let γ k,s be the number of central sub-arrangements of rank k and cardinality s. Then we have ( †) χ Jn (t) = k,s (−1) s γ k,s t n−k .
Due to [6, Theorem 1], we may equivalently enumerate the central graphs of given rank and cardinality. The rank of a 3-colored graph equals, by definition, the rank of its c-incidence matrix (Definition 1). As the first step, we give the following general formula for the rank of 3-colored graphs:
Theorem. Let G be a 3-colored graph on n vertices, and let G ′ be the maximal subgraph none of whose vertices are connected to a colored vertex. Then the rank of G equals n − (number of bipartite components of G ′ ).
This will be proved in Sections 2 and 3 (Theorem 1). One nice byproduct is a proof of that the rank of a color-less graph is full if and only if it has an odd cycle. Most standard textbooks in graph theory treat the rank of incidence matrix for the signed case only 1 , where the matrix is considered modulo 2 and the analysis is considerably simpler. Although this certainly has been known to experts (see [8] , e.g.), our method has its merit in that it clearly explains how odd cycles force the rank to be full and how even cycles may be cut without altering the rank. Hence a bipartite graph and its spanning trees have the same rank (Proposition 2).
We also fulfill our promise we made in [6] of utilizing more graph theory: in Section 3.1, we give a formula for computing the number of central hyperplane subarrangements of J n in terms of the number of bipartite graphs of given rank and cardinality (Definition 3). Counting the number of bipartite and various types of graphs has been extensively researched by many authors [1, 2, 3, 4, 7] . We shall utilize some of these results in a forthcoming work to give a more comprehensive formula.
The strategy for obtaining our formula is to decompose 3-colored graphs into colored and colorless parts, and then find a relation between the number of the colored central graphs and that of the color-less central graphs. We make this more precise in the rest of the introduction. As in the proof of [6, Theorem 1], we decompose a 3-colored graph G into three subgraphs G ′ , G ′′ , G ′′′ :
(1) (graph of the first kind) G ′ is the union of colorless connected components; (2) (graph of the second kind) G ′′ is the union of isolated colored vertices; (3) (graph of the third kind) G ′′′ = G \ (G ′ ∪ G ′′ ) is the union of the connected components with at least one colored vertex and at least one edge.
The most intersting part is the enumeration of the central graphs of the third kind, and it is really the key result of this article. Let E ′ m,k,s be the set of the connected, bipartite (colorless) graphs on [m] whose rank is k and cardinality is s ≥ 1, and let E ′′′ m,k,s be the set of the connected, central graphs of the third kind on [m] whose rank is k and cardinality (Definition 3) is s.
Theorem. We have
From this, we can readily obtain the following formula for counting the number of central graphs of given rank and cardinality in terms of the number of bipartite graphs. Let ν ′ m,n (resp. ν b m,n ) be the number of connected graphs (resp. connected bipartite graphs) of order m and size n.
Theorem. The number of central graphs on [n] of rank k and cardinality s equals
where the sum runs over all partitions
j=1 s 3j such that the rank condition k = n − ℓ is satisfied (see Theorem 1).
The above theorems are proved in Section 3.1 (Theorem 3 and Theorem 1). The reduced multinomial a a 1 ,a 2 ,...,ar ′ is defined in Definition 5. This formula provides a mean to compute the characteristic polynomial purely in terms of the (bipartite) colorless graphs of given rank and size. In a forthcoming paper, we shall prove a characteristic polynomial formula using the graph enumeration results mentioned above as well as implementing the formula with a computer algebra system.
The rank of the c-incidence matrices
We let e j denote the row vector with 1 at the jth place and zero elsewhere. By a 3-colored graph, we shall mean a graph G = (V, E) with a color function γ : V → {±1, 0}, with the convention that a vertex v with γ(v) = 0 is colorless 2 .
For a colored graph G = (V, E), let G mono denote the colorless graph obtained by forgetting the colors on V . Definition 1. Let G = (V, E) be a colored graph on n ordered vertices {1, 2, . . . , n} and ordered edges. Let γ be the color function on V . The c-incidence matrix J G is the (|E| + n) × n-matrix whose top |E| × n submatrix is the transpose of the incidence matrix of G mono and whose bottom n × n submatrix has ith row equal to γ(i)e i . We define the rank of the graph G to be the rank of its c-incidence matrix.
Since changing the ordering of vertices in V (resp. edges in E) is equivalent to multiplying the corresponding permutation matrix on the right (resp. left) of the cincidence matrix, the rank of J G is independent of the choice of orderings on V and E. Note that J G equals (the transpose of) the regular incidence matrix with n zero rows attached in the bottom if G is not colored. In particular, the rank of J G is equal to the rank of the incidence matrix.
We begin by recording some basic, immediate observations about incidence matrix of colorless graphs.
Example 1.
(1) It is immediately seen that a linear graph T on n vertices has rank (J T ) = n − 1 since J T is an upper-triangular matrix.
(2) Let G be an odd cycle (1, 2, 3, . . . , 2k − 1, 1) on n = 2k − 1 vertices. Order the edges naturally: {1, 2}, {2, 3}, . . . , {n − 1, n} followed by {n, 1}, and consider the incidence matrix. Adding n−1 i=1 (−1) i row i to row n makes row n equal to 2e n . Then it is plain that the resulting matrix has rank n. (3) Let G be an even cycle (1, 2, 3, . . . , 2k, 1) on n = 2k vertices. Order E naturally as before then
If G is a tree with n vertices, rank J G = n − 1.
Proof. We use induction on n, with the assertion trivially holding for the n = 2 case. Any tree has at least two leaves. Rename vertices 1, . . . , n so that 1 is a leaf and {1, 2} is the first edge. Then the incidence matrix is of the form
where G ′ is the tree obtained by deleting 1 and {1, 2}. By induction hypothesis, rank (J G ′ ) = n − 2. Plainly, rank (J G ) = rank (J G ′ ) + 1.
Note that a connected 3-colored graph has a colored vertex if and only if its cincidence matrix has a row that is a nonzero constant multiple of e j for some j. Since the graph is connected, one can start with e j and run the Gaussian elimination and obtain the reduced row echelon form which should be of full rank. Hence: Lemma 2. Let G be a connected, 3-colored graph. If it has a colored vertex, then its incidence matrix is of full rank. If a connected (3-colored) graph G has an odd cycle, rank (J G ) = n.
Proposition 1.
Proof. If G has an odd cycle Γ say, (1, 2, . . . , 2k − 1, 1) , we order the edges so that {1, 2}, {2, 3}, . . . , {2k − 1, 1} are the first 2k − 1 edges. Define the distance d(j, Γ) from a vertex j to the cycle Γ to be length of the shortest path to any vertex of Γ. Let G s be the subgraph of G such that V (G s ) consists of vertices of distance ≤ s from Γ and E(G s ) consists of edges of G incident only on the members of V (G s ).
We shall prove that J Gs can be reduced to the identity for every s, by using induction on s. The assertion is true for the s = 0 case as we have observed in Example 1. Suppose that J Gs has been reduced to the identity and consider J G s+1 . We may order the vertices and the edges so that those of G s precede the others that do not belong to G s . Then by the induction hypothesis, the primary block of J G s+1 corresponding to J Gs can be reduced to the identity matrix. Denote by A the resulting matrix of this reduction. For every i ∈ V (G s ), A has e i as a row. Now, consider a vertex j with distance s + 1 from Γ. There exists i ∈ V (G s ) that is adjacent to j, so that A has both e i and e i + e j as rows. Subtracting the former from the latter gives e j . Proposition 2. Suppose G has only even cycles. Then the rank of G is equal to the rank of a spanning tree. In particular, rank (J G ) = n − 1.
Proof. Assume by reordering the vertices so that (1, 2, . . . , 2k, 1) is a cycle in G. By reordering the edges, J G is of the form
where the last row means a submatrix of appropriate size. The penultimate row is row 2k , and we have observed before that row 2k + 2k−1 i=1 (−1) i row i = 0. This means that one can delete the edge {1, 2k} without altering the rank of J G . Hence once can cut all (even) cycles to obtain a spanning tree T without altering the rank of the incidence matrix. Hence rank (J G ) = rank (J T ) = n − 1.
Summing up our findings so far, we conclude that: Theorem 1. Let G be a connected 3-colored graph. The rank of J G equals n if and only if G contains an odd cycle or a colored vertex. Otherwise, the rank is n − 1.
Characteristic polynomial of J n
We turn our attention back to the hyperplane arrangement J n from [6] , recalled in the introduction. As in the proof of Theorem 1, we decompose a 3-colored graph G into three subgraphs G ′ , G ′′ , G ′′′ :
(1) (graph of the first kind) G ′ is the union of colorless connected components; (2) (graph of the second kind) G ′′ is the union of isolated colored vertices; (3) (graph of the third kind) 
Corollary 1.
(1) G ′ is always central and its rank is |V (G ′ )| − δ where δ is the number of bipartite components of G ′ ; (2) G ′′ and G ′′′ are always of full rank.
3.1.
A formula in terms of the number of graphs.
Definition 3.
(1) The cardinality of a colored graph is the sum of the number of edges and the number of colored vertices; (2) E ′ m,k,s is the set of the connected, bipartite (colorless) graphs on [m] whose rank is k and cardinality is s ≥ 1; (3) E ′′′ m,k,s is the set of the connected, central graphs of the third kind on [m] whose rank is k and cardinality is s.
We gather several basic properties that will be used frequently. First, note that E ′ m,k,s is empty unless s ≥ k − 1 (connectedness) and k = m − 1 (bipartite). Proof. Recall that the c-incidence matrix of a colored vertex is an s × m matrix. Since any connected graph has ≥ m − 1 edges and any graph of the third kind has at least one colored vertex, s ≥ m. If E ′′′ m,k,s is nonempty, then a member of it has full rank, so k = m.
Definition 4.
(1) Let ν ′ k,s denote the number of connected non-colored graphs on [k], whose rank is necessarily k and size is s; (2) Let ν b k,s denote the number of connected bipartite non-colored graphs on [k], whose rank is necessarily k − 1 and size is s; (3) Let ν ′′′ k,s denote the number of connected central graphs of the third kind on [k], whose rank is necessarily k and cardinality is s; (4) Let ν ′′ k,s denote the number of graphs of the second kind on [k] whose cardinality is s. Note that any such graph is of rank k and the cardinality also equals k since there is no edge and every vertex is colored i.e. ν ′′ k,s = 0 unless k = s.
There is nothing much to do when it comes to counting the number of central graphs of the second kind: The following lemma is self-evident.
Now we can state the main result of this paper:
Theorem 3. The number of central graphs on [n] of rank k and cardinality s is
Proof. Since the order, the rank and the cardinality are all additive on the connected components, we shall enumerate the number of connected components satisfying suitable conditions. That is
has non-bipartite (resp. bipartite) components.
nb , G ′′ and G ′′′ into connected components. Note that, necessarily, n nbi = k nbi and n 3i = k 3i (full rank).
(Step I) Let's first enumerate the possible G ′ b on n b given vertices (among [n] ). G ′ b can be decomposed into bipartite connected components G ′ bi on n bi vertices. We assume that n bi ≥ n b i+1 . We enumerate the possible decompositions. First we choose from n b vertices the n bi vertices on which connected components are built: the number of ways to do this is
Since the connected components are not ordered, if some n bi 's are equal, say n b1 = n b2 = · · · = n bk , we divide the multinomial coefficient by k!. So we define
Then we enumerate how many G ′ bi there are: this is precisely ν ′ n bi ,s bi
. Hence the number of all possible G ′ b is
where the sums run over all possible partitions of n b and s b such that
The non-bipartite case is similar, except that the rank is full i.e. k nb = n nb .
(Step II) When n 2 vertices are given, there are 2 n 2 ways to color them. ( Step III) Given n 3 vertices, we enumerate possible G ′′′ as we did G ′ s. That is, we partition the vertices and the ranks, and enumerate the possible connected central graphs of the third kind and of the given rank and the cardinality. So, we have
where the sum runs over all partitions of n 3 and s 3 . We shall prove the equality ν ′′′ n 3i ,s 3i = s 3i −n 3i t i =1 2ν b n 3i −1,s 3i −t i n 3i t i separately in Theorem 1 below.
Now we put these all together. We partition n = n b + n nb + n 2 + n 3 and choose vertices accordingly, for which we have n n b , n nb , n 2 , n 3 choices. Once we have chosen the vertices, then we just need to enumerate the possible G ′ , G ′′ , G ′′′ which we have done above. Now we prove the important formula relating the number of colored graphs with the number of non-colored graphs: Proof. For a graph G ∈ E ′′′ k,k,s , let f G denote the graph obtained by forgetting all colors of vertices. We shall prove that f G is a member of E ′ k,k−1,s−t for some 1 ≤ t ≤ s−k +1, and that for each G ′ ∈ E ′ k,k−1,s−t , there are precisely 2 k t graphs G ∈ E ′ k,k−1,s−t such that f G = G ′ .
Let G ∈ E ′′′ k,k,s and suppose that G has t colored vertices and s − t edges. First, note that since G is connected, s − t ≤ k − 1 or equivalently, t ≤ s − k + 1. Since G is central, connected and has a colored vertex, G has no odd cycle. Thus f G is bipartite and of rank k − 1. Now, given G ′ ∈ E ′ k,k−1,s−t , there exist precisely k t · 2 ways to color t vertices so that the resulting colored graph is in E ′′′ k,s : Choose a set of t vertices from G ′ . For the colored graph to be central, the coloring choice of any one of the t vertices determines the colors of the rest of the chosen vertices since the graph is connected. The asserted formula follows immediately.
