Abstract-Preliminary results are reported of an investigation into the potential application of SLR images (by which we mean both SAR and SLAR images) for crop-inventory purposes employing temporal dependency to obtain multi-dimensional observations. To evaluate this potential, SLR-image data are simulated, and subsequently classified. The results, which are restricted to W-polarized X-band data, "taken" at a typical SLAR angle of 200 (grazing), indicate that an overall average error fraction of less than 20 percent can be reached for the region involved, with less than 5-percent error for some crops.
I. INTRODUCTION
IN RECENT YEARS several studies have been carried out with respect to the classification potential, using mainly optical sensors, of satellite and airborne imagery.
Due to its all-weather capability, however, the interest in radar imagery has grown. Several investigators have reported on the potential of radar imagery for crop-type inventory [1]- [4] . One of the most comprehensive studies was carried out by Bush and Ulaby [5] . They used the time dimension to obtain multidimensional observations, an approach which had been followed earlier in the optical field by Steiner [6] . For the evaluation of the classification potential they apply a simulation technique that uses the results of ground-based measurements to generate simulated image data. Our approach, although based on the same principles, is developed in a somewhat different way; we start from idealized descriptions of the differential scattering coefficient y (by which we mean the radar cross section per unit projected area) as a function of the growth stage for the different crops, and we account not only for amplitude fluctuations of the scattering coefficients, but also for time fluctuations in the individual crop growth pattems. Furthermore, our analysis applies to a different region, namely the southwestern Netherlands.
Firstly, we simulate a set of SLR-images (numerically), in accordance with the crop occurrence frequencies in the "surveyed" region. We do this by adding the two types of noise, mentioned above, to the idealized description. Next, we offer these "images" to a classifier, which has been trained using the same statistics that we have used for simulating the data. This type of analysis provides the possibility of evaluating the influences of several degrading factors, such as deviations of the Manuscript received January 9, 1979; revised July 5, 1979. The author is with the Department of Electrical Engineering, Micro The results, of course, only apply to a combination of region and sensor parameters, as used in the analysis. Due to the great number of factors which, when combined, determine the results, it is impossible to infer general conclusions from analyses such as these;1 each case requires individual analysis.
II. THE SIMULATION PROCEDURE Our procedure consists of first simulating radar image data, in accordance with the statistics of the classes which are relevant in the "surveyed" region, and then classifying them, recording how many pixels are correctly classified, and how the incorrectly classified pixels are distributed among the different classes.
The potential results of crop classification are highly dependent on the types of crops grown in the surveyed region and their relative occurrence. For example, given a region where the major crop types grown can be easily distinguished by the classifier, the results will be better than for a region lacking this feature.
In this study we have restricted ourselves to the region of the southwestern Netherlands. Table I presents the percentages of area covered in 1976 with the different crop types; these may be interpreted as the class frequencies for the pixels.
A. Crop Characterization
In order to obtain a base for data simulation it is necessary to have a description of the scattering coefficient as a function of the growing stage for the relevant crops. One possibility is to use the measurement recordings themselves as a description. The simulation can then be done by adding artificial noise to these recordings. This approach would cause, however, the inherent measurement errors to be interpreted as characteristic 'Another limitation of this analysis results from the fact that for some (less relevant) crop types we did not have measurement recordings over the whole growing season. Our need for a complete base for the data generation necessitated "estimation" of the reflection levels for those crops for which we did not have ground-measured data. This was done by considering the structural analogy with respect to known crop types and by using available SLAR-image data. Naturally, these "estimations" are artificial; we feel, however, that the overall results are not very sensitive to Having constructed a standard growth pattern, we can obtain an idealized description by assigning to each growing stage the average of the scattering coefficients that we have measured for the relevant crop during that specific growing stage. This averaging, of course, is performed in an approximating manner because the different growing stages cannot be sharply separated. Fig. 1 gives an example of ground-measured data that we used to obtain the idealized descriptions. A more extensive description of the relevant data, which were collected during the growing seasons of 1975, 1976, and 1977 , and the construction of the standard growth patterns, can be found in [7] .
The development from one growth stage to another is assumed to be exponential.2 The growing season has been discretized into 20 dates (which will be denoted further on as dl-d20), lying 10 days apart, and ranging from April 1 up to October 8. Fig. 2 presents a graph of some curves obtained in this way, a detailed description being given in [7] .
Having arrived at a description of the deterministic part, we next proceed to the stochastic part. Because a very large data base is required for estimating the distribution type of the stochastic part, we will assume this distribution to be normal3 and to be the same for all crop types throughout the whole growing season. When we further assume that the scattering coefficients of crops such as potatoes, beets, corn, etc. are stationary after maturation [9] , we can estimate that the spread of the distribution is equal to the remaining spread found in that period. In doing this, we find values between 1-2 dB. Analysis of the interfield variations on SLAR images, as done by Bush and Ulaby [10] , points in the same direction. In the analysis program the statistical component is potentially variable, so that we can analyze the influence of the inaccuracy of the available crop description on the results.
2Because of the large dynamic range of the fluctuation it is common to use a logarithmic scale. The assumption of linear development in this scale, which seems to be the best approximation in the absence of more detailed information, corresponds to the assumption of an exponential development in the original scale.
3Deviations of this distribution can cause considerable changes in the results, especially in the smaller percentages, resulting from the tails of the distributions. The influence of the shape of these tails, however, is mainly restricted to the cross-classification results, so that in the correct-classification results the effect probably will be small. The second stochastical fluctuation which we will have to account for is the fluctuation of the dates at which the different growing stages are reached. This fluctuation has been accounted for by taking 50 percent of the simulated pixels to be synchronous with the idealized description, 25 percent shifted 10 days (one interval) in the future, and 25 percent shifted 10 days in the past. All curves have been shifted as a whole, for which reason we can denote this fluctuation as "jitter." Introducing it into the simulation gives us a means to estimate the influence of fluctuations of this type, which will surely occur in practice.
B. Data Generation
Having obtained a description of both the deterministic and the stochastic components, the data generation is simple.
First, we select n measurement dates (for n-dimensional analysis) to obtain the components of the measurement vectors. These dates can be interpreted as the times at which a SLAR flight is carried out. We will denote them as the time vector T, in which the components are the sequence numbers (according to the division of the growing season into 20 dates) of the selected dates. From this vector we derive the stochastical time vector:
T= T+ s I
(1) in which I is a vector having unit components, and s is a discrete stochastical scalar with P(s = -1) = 0.25 P(s= 0)= 0.50 P(S= 1) = 0.25.
(2)
The stochastical vector T accounts for the time jitter that we mentioned in the preceding section. The measurement vector X(T) will have to be generated as a random sample from a population with density p{X/T, wn}, with cOn denoting the event X being drawn from the nth class. The deterministic and the stochastic part being separated, X can be written as Formula (3) has been implemented in the simulation program, by using a normal random generator for N and the sequenceO0, 1, 0, -1,0, 1, 0, -1,0, * for s-.
C Classification
Having simulated the measurement vectors, based on the stochastical crop descriptions, the next step in the analysis is the classification of these vectors.
We have implemented the "Bayes test for minimum error," which can be proved to yield the minimum number of erroneous classifications [11] . With this procedure each vector is assigned to the class for which the conditional probability p {cunlX} is maximal. Since this probability is unknown, we use Bayes' theorem, which states P {/n IX}= p {X/cu P(wn p (X) (4) in which P(wo,) denotes the frequency of class n; in our case this is the frequency tabulated in p{X/wn} =P{X/wi)n s = 0} (6) resulting in a slight decrease in the classification efficiency.
Optionally, in the simulation program p{X/w,3} may be used alone as a classifier. In our case, using Gaussian distributions with rotational symmetry, this method degenerates into using the Euclidian distance to the distribution center as a classifier. Although not optimal, the advantage of this method is that the class frequencies need not be known.
III. SOME RESULTS By using the simulation program that was developed according to the aforementioned principles, we have investigated the classification results for a variety of input parameter combinations. In the analysis we programmed the classifier in accordance with the first 10 classes given in Table I . The other classes are used to generate unknown fields in a realistic way; the percentage of unknown fields is 3.5 percent; thus the maximum percentage of correctly classified fields that can be attained in our simulation is 96.5 percent.4 Fig. 3 gives a graphic impression of the overall results. For the stochastic component of the reflection description a spread of 1 dB is assumed. Curve 1 denotes the overall percentage of correctly classified pixels, when using one image, as 4In agricultural regions like the one investigated it is nearly impossible to incorporate all the classes that occur in that region into the classification. Although the number of crops we have assumed to be known is somewhat arbitrary, we included "unknown" crop types in the simulation to avoid unrealistically low error fractions. Consequently, the very good results (less than 5-percent errors) need not be indicative of the ultimate values that can be achieved. a function of the time at which it is taken. The highest score is reached at date 12 (mid-July) and amounts to about 60 percent. The second curve denotes the results for twodimensional classification. For the first image the optimal date for the one-dimensional case has been taken; the curve gives the results as a function of the date at which the second image is taken. It gives us an indication for the additional information in the second image. The optimal date for this image seems to be date 4 (early May); it causes an increase of the results to about 80 percent. The third curve denotes in the same way the results for three-dimensional classification, when the first two images are taken at the dates which were found to be optimal for the two-dimensional case. From the figure we see that an increase of about 5 percent can be reached, compared to two-dimensional classification. Adding a fourth image (curve 4) barely improves the results.
Comparing Fig. 3 with Fig. 2 it may be seen that during periods with rapid fluctuations of the deterministic component of the reflection, the results are degrading. This is apparently due to the time jitter. From Fig. 3 we note that addition of a fourth "image" at harvesting time (date 15) leads to decreased accuracy due to the uncertainty in the harvesting date, indicating that adding poorly chosen flights can even degrade the results. From these results it can be seen that, when applying the usual classification procedures, periods in which the reflection fluctuates rapidly are not suitable for classification purposes, although, at a first glance, these periods might seem very attractive for crop recognition. Fig. 4(a)-(d) give an indication of the influences of several parameters on the results for the one-dimensional up to the four-dimensional case. The median curve is the same as the corresponding curve from Fig. 3 ; the other curves give the results when one of the parameters is changed. From the figures we see that the amplitude fluctuations as well as the time fluctuations have considerable impact on the results, so that a better description of the scattering properties of the crops will surely increase the results. Finally, we note that the classification results for the individual crops may deviate considerably from the average results. For example, even with one-dimensional analysis, it seems to be possible to classify beets with an accuracy which is better than 95 percent. With multidimensional analysis, various crops yield very interesting percentages.
An important point in analyses like these is the accuracy of the results. Under the normal assumption confidence intervals for the computed results can be calculated, based on the relative fraction size and the number of samples in the fraction. When this is done, 95-percent confidence intervals in the order of 1 percent are found for fractions close to 100 percent, whereas for the fractions close to 50-percent intervals of a few percent are found. A table is given in [7] . Although it is difficult to estimate the influence of all the assumptions that have been made, the results can at least be taken as indicative for what we may expect and for the effects that various parameters will have. From Fig. 3 , for example, we see, by comparison with Fig. 2 that the first two optimal dates (d4 and dl2) fall within the two relatively stable periods just However, there was an opportunity for an additional smallscale program, with a requirement for several hours of continous data every day from a limited number of the TWERLE balloons. This program, called the gravity wave program, was executed at the end of the TWERLE. The impetus for the gravity wave experiment was provided by data from test flights of the TWERLE balloon system, carried out from Ascension Island in September 1974. This test data revealed low-frequency (2-to 3-hour period) vertical balloon oscillations which could be ascribed to atmospheric buoyancy waves similar to ocean surface waves. In atmospheric science these waves are often called gravity waves.
To investigate these motions longer data samples were necessary than available with the TWERLE. A delay in the launch of the Nimbus-6 satellite by almost a year provided the time for this program. Consequently, a data averaging storage unit was added to the balloon to allow up to 7 h of averaged data samples to be collected. Transmission of the increased volume of data through the low-capacity data channel to the satellite was handled by assigning 16 identification codes to a single balloon. To the satellite data processing system, each of the specially equipped balloons is indistinguishable from 16 separate balloons which occupy the identical geographical location and transmit data in sequence. The special balloons transfer 16 times the normal volume of data to the satellite by cycling through the assigned identification codes.
Eight balloons were launched from Christchurch, New Zealand, over a period of three months, starting in late 1975. Gravity waves were observed in more than one-third of the data reports. One unit remained aloft for ten months, or three times the expected mean float life. Another unit was recovered from the ocean off Sri Lanka and returned to our laboratory.
Since we were interested in gravity waves, the averaging procedure and data storage capacity were determined accordingly, 0018-9413/79/1000-0308$00.75 X 1979 IEEE
