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Abstract
In the paper we generalize the main results presented in Bentkus and Paulauskas (2004) [2] by giving
rates of approximation of some semigroups of operators of the order n−α , 0 < α  1. Also two classes
of operators, generalizing sectorial and quasi-sectorial operators, are introduced and their properties are
studied.
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1. Introduction and formulation of results
It is well known that the famous Chernoff “
√
n-lemma” and its extensions play a rather im-
portant role in the semigroup theory of operators, particulary in approximation problems for
semigroups of operators. We recall this result. Let A be a linear contraction of a Banach space X.
Then et(A−I ), t  0, is a contraction semigroup, and
∥∥Anx − en(A−I )x∥∥ n1/2‖Ax − Ix‖, for all x ∈ X,
(see [5], Lemma 2).
Recently in the paper [2] (see Theorem 1.1 there) the following extension of this result was
proved. Let A be an operator on a Banach space X and let B = I −A. We consider the condition
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with some constant K independent of t and n.
Theorem A. Assume that A is a contraction of a Banach space X and satisfies condition (1).
Then we have
n,s :=
∥∥(I − sB/n)n − e−sB∥∥ 4K2/n, (2)
for all 0 s  n and n = 1,2, . . . . In particular, with s = n, we have
n :=
∥∥An − en(A−I )∥∥ 4K2/n, (3)
for all n = 1,2, . . . .
This result is optimal, since it is not difficult to show that for a real x and f (x) = |xn −
exp(n(x − 1))| we have max0x1 f (x) > c/n, with some positive constant c > 0.
In the case t = 1 condition (1) becomes
(n+ 1)∥∥An −An+1∥∥K. (4)
For a Banach space operator A consider the condition
∥∥(A − λI)−1∥∥ c|λ− 1|−1, for |λ| > 1, λ ∈ C, (5)
where c is a constant and C, as usual, denote the complex plane. Condition (5) is called the Ritt
condition. Some authors (see, for example, [21]) call this condition as the Tadmor–Ritt condition,
for the reason that this condition in the above written form was introduced in [20], while the
Ritt original condition [19] seemed a little bit weaker. But in [3] it was shown that these two
conditions are equivalent. It is known (see [13] and [16]), that the Ritt condition is equivalent to
(4) combined with the power boundedness condition supn ‖An‖ < ∞. Also it is worth to mention
that the Ritt condition is connected with some other problems of the operator theory, for example,
with the Gelfand–Hille theorem, see the survey paper [23].
It was noted in [2] that the conditions of Theorem A are equivalent to the Ritt condition. The
result of Theorem A generalizes and strengthens some previously known results from [4,17].
Also in [2] there was proved the following theorem giving an optimal error bound for the
Euler approximations of semigroups of operators in Banach spaces.
Theorem B. Let e−tA, t  0, be a semigroup of operators in a Banach space. Assume that there
exists a constant K independent of n and t such that
n
∥∥tA(I + tA)−n∥∥K, (6)
and
∥∥e−tA∥∥K, ∥∥tAe−tA∥∥K, (7)
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∥∥(I + tA/n)−n − e−tA∥∥ 4K3n−1. (8)
It turns out that it is possible to generalize the results of Theorems A and B to get estimates
of the type
∥∥An − en(A−I )∥∥ Cn−α,
and
∥∥(I + tA/n)−n − e−tA∥∥ Cn−α,
with some 0 < α  1. Using the same notation B = I −A, for an operator A in a Banach space X,
and for some 1/2 β  1 consider the condition
(n+ 1)β∥∥tB(I − tB)n∥∥K, for all 0 t  1, n = 0,1,2, . . . (9)
with some constant K independent of t and n. Also we introduce the condition
nβ
∥∥tA(I + tA)−n∥∥K, for all 0 t, n = 0,1,2, . . . . (10)
Then we have the following generalizations of Theorems A and B.
Theorem 1. Assume that A is a contraction of a Banach space X and satisfies condition (9).
Then we have
n,s =
∥∥(I − sB/n)n − e−sB∥∥ C(K,β)n1−2β, (11)
for all 0 s  n and n = 1,2, . . . . In particular, with s = n, we have
n =
∥∥An − en(A−I )∥∥ C(K,β)n1−2β, for all n = 1,2, . . . . (12)
Theorem 2. Let e−tA, t  0, be a semigroup of operators in a Banach space. Assume that con-
ditions (10) and (7) hold. Then there exists an absolute constant C such that
∥∥(I + tA/n)−n − e−tA∥∥ CK3n1−2β. (13)
It is easy to see that Theorems A and B are special cases of Theorems 1 and 2, respectively,
when β = 1. In case β = 1/2 we do not get any rate of convergence, although we suspect that in
this case in both theorems there should be the logarithmic rate.
There are known results on fractional rates of convergence in the Trotter–Kato product for-
mula for self-adjoint operators in a Hilbert space, see, for example, [7] and references therein.
Unfortunately, at present we cannot say how these results are related to our Theorem 2, since the
conditions in these papers are expressed in terms of the domains of the operators under consid-
eration.
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(n+ 1)β∥∥An −An+1∥∥K. (14)
There are two important questions. The first one is what operators satisfy condition (14). The sec-
ond one is what analog of Ritt condition (5) should be equivalent to the conditions of Theorem 1.
It is known that the property
∥∥An −An+1∥∥→ 0 as n → ∞ (15)
is connected with some other problems in operator theory (see [9,23,13,16,11] and references
therein). Let us denote by σ(A) ⊂ C the spectrum of A. It was shown in [9] (see also Theo-
rem 4.2.2 in [14]) that for a power bounded operator A in a Banach space, assuming that the
spectral radius ρ(A) := maxλ∈σ(A) |λ| = 1, the property (15) is equivalent to the condition
πσ(A) = {1}. (16)
Here the peripheral spectrum of a bounded operator A is the set
πσ(A) := {λ: λ ∈ σ(A), |λ| = ρ(A)},
see Definition 4.2.1 in [14]. As it was mentioned above, in the case β = 1 we have the complete
answer, the Ritt condition is equivalent to power boundedness of A and (4). Not so much is known
about the case 0 < β < 1. For an operator A in a Banach space let us denote Ab = (1−b)I +bA,
0 < b < 1. In [15] (see Theorem 2.3 there) the following result is formulated: if A is power
bounded then for any 0 < b < 1 the operator Ab is power bounded and
lim sup
n→∞
(n+ 1)1/2∥∥Anb −An+1b ∥∥< ∞.
Later, when discussing the second question, we shall mention one more result of Nevanlinna
from [16] concerning (14) with β < 1.
Now, as a partial answer to the first question, we introduce some class of contractions in a
Hilbert space, which can be considered as generalization of quasi-sectorial contractions. Quasi-
sectorial contractions present examples of operators satisfying (4), that is, they satisfy (14) with
β = 1.
Let H be a separable Hilbert space with a scalar product 〈·,·〉 and the norm ‖x‖ = 〈x, x〉1/2,
and let T be a linear operator in H. Consider the so-called numerical range of T (see [4])
Θ(T ) = {〈T x,x〉, x ∈ D(T ), ‖x‖ = 1},
where D(T ) is the domain of T . Denote
Sϕ =
{
z ∈ C \ {0}: | arg z| < ϕ}, 0 < ϕ  π,
and, for 0 ϕ  π/2,
Dϕ =
{
z ∈ C: |z| sinϕ}∪ {z ∈ C: ∣∣arg(1 − z)∣∣ ϕ, |z − 1| cosϕ}.
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An operator T is called sectorial with the semi-angle ϕ ∈ (0,π/2) and the vertex at 0 if
Θ(T ) ⊆ Sϕ . If, in addition, T is closed and there exists z /∈ Sϕ belonging to the resolvent set
of T , then T is said to be m-sectorial.
Let A be a contraction on H. An operator A is called quasi-sectorial operator with a semi-
angle ϕ ∈ [0,π/2) with respect to the vertex at 1 if Θ(A) ⊂ Dϕ . Quasi-sectorial operators were
introduced in [4], where, among other results, it was shown (see Lemma 3.1 in [4]) that quasi-
sectorial operators satisfy (4) with a constant K depending on α.
Now we introduce the following subsets on C, considering for convenience it as (x, y) plane.
D(α,b) is the set of points lying inside a circle of some radius r < 1 with the center at origin
and the arc of a curve x = 1 − b|y|α. Here 1  α  2 and b > 0 if 1  α < 2 and b > 1/2 if
α = 2 (pairs (α, b), satisfying these requirements we shall call admissible). See Fig. 1, where
two examples of D(α,b) with α = 1.5 and different b are shown. The value of r is chosen in
a such way, that the arcs of the circle and the arc of parabola (we use this word for the curve
x = 1 − b|y|α for all values of α ∈ (1,2], while usually this word is attributed only to the case
α = 2) are connected smoothly in the sense that the derivatives of both curves at the joint point
are equal. The details of the construction of the set D(α,b) will be given in Lemma 10. Let us
note that in the case α = 1 we get the region from the definition of quasi-sectorial operators,
defined in [4], that is, D(1, b) = Dϕ with ϕ = tan(1/b). It is easy to see that
D(α,b) ⊂ D(α,b′)
for 0 < b′ < b, if 1 α < 2, and 1/2 < b′ < b, if α = 2. We also introduce the following sets:
S(α, b, γ ) = {(x, y): x  b|y|α + γ }, 0 < α < ∞, b > 0, γ ∈ R,
S(α, b) = S(α, b,0).
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parameters b > 0, α > 0, if Θ(A) ⊂ S(α, b, γ ). A contraction operator A is generalized quasi-
sectorial if Θ(A) ⊂ D(α,b), for some 1 < α  2.
We have the following result.
Theorem 4. If A is a generalized quasi-sectorial operator on a Hilbert space H with 1 < α < 2
and b > 0, then it satisfies (14) with β = (2−α)α−1, that is, there exists a constant K depending
on α,b, such that
∥∥An −An+1∥∥Kn−β. (17)
The case α = 2 is excluded in the formulation, since in this case we have no convergence
to zero of the quantity ‖An − An+1‖ and this fact fits well with a result of Nevanlinna from
[16] which will be formulated and discussed a little bit later. Here it is appropriate to recall
Example 4 from the same paper which provides an operator A in some Banach space with the
spectrum σ(A) = {λ ∈ C: |λ − 1/2|  1/2} and for which c−1  ‖An − An+1‖  c, for some
c > 0. Although this operator is not in a Hilbert space and the circle {λ ∈ C: |λ − 1/2| = 1/2}
does not coincide exactly with the boundary of ∂D(2, b) (but the behavior of both curves in the
neighborhood of the point λ = 1 is the same), one can believe that even in Hilbert space, in the
case α = 2, in general there will be no convergence to zero of ‖An − An+1‖. On the other hand,
we can get better estimates if we have additional information about spectrum.
Let ek , k  1 be some orthonormal basis in a separable Hilbert space H and let A be a linear
operator acting in H.
Definition 5. We say that A is a diagonal operator if it is defined by the relation
Aek = λkek,
for some system {λk, k  1} ⊂ C, that is, it has at most countable spectrum. If a diagonal operator
A is bounded then ‖A‖ = sup |λk|.
Proposition 6. Let A be a diagonal operator acting in H with eigenvalues λk ∈ D(α,b) for some
1  α  2 and b > 0, if 1  α < 2, and b > 1/2, if α = 2. Then A satisfies (14) with β = α−1
and the constant K depending on α and b.
We see that for all 1 < α  2 the rate of decay of ‖An − An+1‖ is bigger than that obtained
in Theorem 4 (only in the case α = 1 the rate is the same, namely, n−1). It looks a little bit
strange that for all range of α ∈ [1,2] we get the rates in the interval [1/2,1], suggesting that for
the diagonal operators the rates in the interval (0,1/2] are impossible. We cannot take spectrum
lying on the curve x = 1 − b|y|α with α > 2, since this curve will be outside the unit disc (at
least for small values of y), and it is difficult to think what other properties of discrete spectrum
can give more slow rates than n−1/2.
Diagonal operators can be defined in a separable Banach space with the Schauder basis in the
same way, taking the Schauder basis as a system {ek, k  1} and requiring that ‖A‖ = sup |λk|.
As an example one can provide the spaces p , p  1. Although we formulate results for diagonal
operators only in H, these results remain valid for such operators in a Banach space setting, too.
2080 V. Paulauskas / Journal of Functional Analysis 262 (2012) 2074–2099It is easy to see that a generalized sectorial operator generalize the notion of a sectorial opera-
tor, since S(1, b) = Sϕ with ϕ = tan(1/b). Sectorial operators are important in many problems of
functional analysis and differential equations (see, for example, [8]), in particular, they generate
families of quasi-sectorial contractions. Namely, it was shown in [4] that if A is an m-sectorial
operator in a Hilbert space with semi-angle ϕ ∈ (0,π/2) and vertex at 0, then the resolvent of
this operator F(t,A) = (I + tA)−1 is quasi-sectorial, that is, Θ(F(t,A)) ⊂ Dϕ , for all t  0
(see also [22], where the flaw in the proof of this statement in [4] was noticed and requirement
on α was given, and [1], where the correct proof was given). Using this fact, in the same pa-
per [4], it was proved that Θ(exp(−tA)) ⊂ Dϕ , for all t  0. Therefore it seemed quite natural
to try to prove that if an operator A is generalized sectorial with some parameters b > 0, α > 0,
then F(t,A) is generalized quasi-sectorial for all t  0 (with some other parameters b˜ > 0,
1 < α˜  2). Then, using this result and the scheme of the proof in [4] one can try to prove the
same property for exp(−tA). Unfortunately, the situation now is much more complicated, and
there are principal difficulties in performing the above formulated program. We are able to prove
only the following statement about the resolvent of a generalized sectorial operator. Before the
formulation of this result let us note that the property that Θ(F(t,A)) ⊂ D(α,b) strongly de-
pends on the shape of the set S(α, b) (containing Θ(A)) in the neighborhood of zero, therefore
we are interested mainly in generalized sectorial operators with 1 < α  2.
Theorem 7. Let A be a generalized sectorial operator with parameters 1 < α  2, b > 0
and b > 1/2, if α = 2. There exists a set Ψ (α,b) ⊂ R+ and t1 > 0 defined in (45) such that
[0,min(1, t1)] ⊂ Ψ (α,b) and Θ(F(t,A)) ⊂ D(α,b), for all t ∈ Ψ (α,b).
At present we know very little about the set Ψ (α,b), but diagonal operators show that the
case Ψ (α,b) = R+ is impossible for 1 < α < 2. The case α = 2 is the exception, but this case is
not interesting, since from Proposition 6 we see that in this case we have no rate of convergence
nor in Theorem 1, neither in Theorem 2. For diagonal operators we can consider a little bit more
general problem: one can take eigenvalues of a diagonal operator A in S(α1, b1) with arbitrary
α1 > 0, b1 > 0, then one can try to find admissible values of 1 < α  2 and b such that the
eigenvalues μk(t) of F(t,A) would be in D(α,b). We have the following result.
Proposition 8. Let A be a diagonal operator in H with eigenvalues satisfying λk ∈ S(α1, b1),
k  1, α1 > 0, b1 > 0. There is no such 1 < α < 2 and b > 0 that μk(t) ∈ D(α,b), for all k
and t  0. Taking 1 < α1  2 we have μk(t) ∈ D(α1, b) for all k and 0  t  T with some
b = b(b1, α1) and T = T (α1, b, b1) < ∞, 1 < α1 < 2, and T (2,1, b1) = ∞, for any b1 > 0.
Some remarks about examples of these introduced operators are appropriate. It is clear that
the most easy way to construct examples of sectorial or generalized sectorial operators is to
take diagonal operators. Looking for more complicated examples of sectorial operators, in the
monograph [8] one can find an example of differential operator (see Chapter 5.3, Example 3.34).
In the last section of the paper we provide this example, which gives a hint that among these
differential operators it is possible to look for generalized sectorial operators.
At the end of the Introduction we discussed the second question – which is the analog of the
Ritt condition (5) equivalent to the conditions of Theorem 1? One possible way to answer this
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and C3 > 0 such that
∥∥(A− λI)−1∥∥ C3|λ− 1|−(1+α), for 1 < |λ| < 2. (18)
Also we need the Kreiss resolvent condition
∥∥(A− λI)−1∥∥ C4(|λ| − 1)−1, for 1 < |λ|, (19)
see, for example, [16]. From Theorem 9 in [16] it follows that (18) and (19) imply (14) with
β = (1 − α)(1 + α)−1, thus 0 β  1 if 0 α  1. Rewriting (18) in the form
∥∥(A− λI)−1∥∥ C3|λ− 1|−α, for 1 < |λ| < 2, (20)
with 1  α  2, we see that (20) and (19) imply (14) with β = (2 − α)α−1, that is, the same
result as in Theorem 4 for generalized quasi-sectorial operators in H. But these two conditions
are only sufficient conditions for (14).
One can try another possibility, and a hint is given in the paper [13] (see also [14] and [10]),
where it was shown that condition (5) can be extended to some sector, namely, that (5) implies
∥∥(A− λI)−1∥∥ C1|λ− 1|−1, for λ ∈ Kδ, (21)
with some strictly positive constants C1 and δ, and where
Kδ =
{
λ = 1 + reiϕ : r > 0, |ϕ| < π
2
+ δ
}
.
From this result it follows that if a bounded operator A satisfies (4) then its spectrum σ(A)
is inside of the sector C \ Kδ and, of course, σ(A) ⊂ {|λ| < 1 ∪ {1}} (which is the necessary
condition for ‖An −An+1‖ → 0). This observation fits well with the definition of quasi-sectorial
operators (see the definition of a set Dϕ). Therefore one can think that a natural condition for (14)
to hold would be extension of condition (20) to a set defined by parabolas, like in construction
of a set D(α,b). Namely, a good candidate for such condition would be the following one: there
exist a constant C2 > 0 and a pair (α, b) with α = 2/(1 + β), such that
∥∥(A− λI)−1∥∥ C2|λ− 1|−α, for λ ∈ K(α,b) ∩ {|λ| < 2}, (22)
where K(α,b) = C \ (−S(α, b) + 1). Unfortunately, it turns out that nor the condition (18)
combined with (19), neither (22) are necessary for (14) for the following reason. Let us consider
the classical integral Volterra operator defined on the spaces Lp[0,1], 1 p ∞, by formula
(Vf )(t) =
t∫
0
f (s) ds.
Let us denote A = I −V . The following facts are important for the problem under consideration:
the operator A has a very simple (the smallest possible) spectrum σ(A) = {1}, on the other hand,
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n|1/4−1/(2p)| (here and in several lines below the notation ‖ · ‖p stands for a norm of operator in
Lp[0,1]), and
C1n
−1/2+|1/4−1/(2p)| 
∥∥An+1 −An∥∥
p
 C2n−1/2+|1/4−1/(2p)|.
Thus, the operator A satisfies (14) with β depending on p, has the spectrum inside unit disc of
complex plane and is even power-bounded in the case of p = 2. On the other hand there is an
explicit expression of the resolvent of this operator (see [14]): for 0 t  1 and λ = 1,
(
(A− λI)−1f )(t) = − f (t)
λ− 1 +
1
(λ− 1)2
x∫
0
exp
(
−x − s
λ− 1
)
f (s) ds.
Calculations show (they will appear elsewhere) that the behavior of the norm ‖(A − λI)−1‖p is
completely different on the sets {λ ∈ C: Reλ < 1}, {λ ∈ C: Reλ = 1}, and {λ ∈ C: Reλ > 1};
moreover, it exponentially grows, as |λ − 1| → 0, on {λ ∈ C: Reλ < 1}. Therefore, conditions
(18), (19), and (22) cannot hold.
These considerations show that the problem of characterizing operators A which satisfy (14)
with some 0 < β  1 is quite different in cases 0 < β < 1 and β = 1. In the latter case, as it
was mentioned above, the following answer is known: power boundedness and (14) with β = 1
are equivalent to (5). But the question which was asked in [13] remains unanswered: may be
(14) imply the power boundedness. In the first case at present it is not clear how in terms of the
resolvent to characterize the decay of ‖An+1 −An‖.
It is an interesting question what relation is between condition (22) and (18) combined
with (19). Conditions (22) and (18) are very close, only (22) holds in some part of unit disc,
and it is not clear if such strengthening allows to get (14) without the Kreiss condition (19).
The last remark is that in the construction of the set D(α,b) only the shape of the set in the
neighborhood of the point λ = 1 is important, while smooth connection of the arc of parabola
with a circle of a radius r < 1 (as it is done in Lemma 10) is unimportant. We need only that the
distance from the boundary of D(α,b) outside parabola arc to the unit circle would be bounded
from below by some positive constant.
2. Proofs
Proof of Theorem 1. The proof is very similar to the proof of Theorem 1.1 from [2], and,
as in this paper, we shall prove only estimation (12), since the proof of (11) differs only by
some technical details. In the proof we use an approach which was used in [2]. Taking the same
function as in [2],
γ (τ) = un(τ), u(τ ) = (I − τB)e−(1−τ)B
and, repeating several steps of the proof there, we get
n =
∥∥∥∥∥
1∫ ∥∥γ ′(τ )∥∥dτ
∥∥∥∥∥ θ1 + θ2, (23)0
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∫ 1/2
0 ‖γ ′(τ )‖dτ , θ2 =
∫ 1
1/2 ‖γ ′(τ )‖dτ , and
γ ′(τ ) = −n(I − τB)n−1τB2e−(1−τ)nB. (24)
The following estimation of quantities θi , i = 1,2, differs from corresponding estimates in [2]
only in different conditions used: instead of condition (1) now we use (9). Estimating θ1 we have
∥∥γ ′(τ )∥∥ 12, with 1 = n∥∥τB(I − τB)n−1∥∥, 2 = ∥∥Be−(1−τ)nB∥∥.
From (9) we get 1 Kn1−β . To estimate 2 we use the following analog of Lemma 2.1 in [2].
Lemma 9. Assume that a bounded operator A satisfies (14) for some 0  β  1 and all n =
0,1,2, . . . . Then the operator B = I −A satisfies inequality
∥∥tβBe−tB∥∥ CK, (25)
for t  0 with some absolute constant C.
Proof of Lemma 9. Since the case β = 1 was considered in [2] and the case β = 0 is trivial, we
assume that 0 < β < 1. Expanding etA into the Taylor series and applying the condition of the
lemma, we get
∥∥tβBe−tB∥∥Ke−t
∞∑
n=0
tn+β
n!(n+ 1)β = Ke
−t
∞∑
n=0
tn+β
Γ (n+ 1 + β)
Γ (n+ 1 + β)
n!(n+ 1)β .
Now we use the following formula from the tables of integrals (see [18], 5.2.7.20)
∞∑
n=0
tn+β
Γ (n+ 1 + β) =
et
Γ (1 + β)
tβ∫
0
exp
(−t1/β)dt.
Taking into account that
∞∫
0
exp
(−t1/β)dt = βΓ (β) = Γ (1 + β)
and that the quantity
Γ (n+ 1 + β)
n!(n+ 1)β
is bounded by an absolute constant for all n 1 and 0 < β < 1 (for this one can apply Stirling
asymptotic expansion of Γ (x)), we easily complete the proof of the lemma. 
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[0,1/2], we derive
θ1  CK2n1−2β. (26)
To estimate θ2, as in [2], we consider only the case of an even n = 2m. From (24) we get
∥∥γ ′(τ )∥∥ 34 with 3 = n∥∥τB(I − τB)m∥∥, 4 = ∥∥B(I − τB)m−1∥∥.
Condition (9) yields
3 
Kn
(m+ 1)β , 4 
K
τmβ
, and
∥∥γ ′(τ )∥∥ K2n
τ(m(m+ 1))β .
Integrating over [1/2,1], we easily get
θ2  CK2n1−2β. (27)
From (23), (26), and (27) we get (12), and the theorem is proved. 
We skip the proof of Theorem 2 since it repeats the proof of Theorem B, only instead of (6)
now we use (10).
Proof of Theorem 4. The proof of the theorem follows the scheme of the proof of Lemma 3.1
in [4], where the case of quasi-sectorial operators (that is the case α = 1) was considered. For
a set D(α,b) with 1 < α < 2, we choose 0 < b1 < b. Then take D(α,b) ⊂ D(α,b1) ⊂ {z ∈ C:
‖z‖  1} and by Γ denote the boundary of the set D(α,b1) (EA1F1B1E in Fig. 1). Using the
Dunford–Taylor formula (see (11) in [4] or [6], p. 166) one can write
An(I −A) = 1
2πi
∫
Γ
zn(1 − z)
z −A dz.
Estimating ‖(z −A)−1‖ (dist(z,D(α,b)))−1, we get
∥∥An(I −A)∥∥ 1
2π
∫
Γ
|z|n|1 − z|
dist(z,D(α,b))
dz.
Due to the symmetry of Γ and the integrand with respect to x-axis, it is sufficient to consider only
upper part EA1F1 of the contour Γ . Integration over arc A1F1 will give exponential decay due to
|z|n = rn1 , dist(z,D(α,b)) = r1 − r , |1 − z| 2, where 1 > r1 > r are radii of corresponding cir-
cles in the sets D(α,b1) and D(α,b), respectively. Note that r1 depends on b1 and α. Also there
is no need to integrate over all arc EA1, as the main part of the integral is given by small neigh-
borhood of the point E since in this neighborhood z → 1, 1 − z → 0 and dist(z,D(α,b)) → 0.
Therefore, we can take a point A2 on the arc EA1 with coordinates (x2, y2), x2 = 1 − b1yα and2
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A2A1 again will be exponentially small. Thus, it remains to estimate the integral
J =
∫
EA2
|z|n|1 − z|
dist(z,D(α,b))
dz. (28)
If we parameterize the arc EA2 by parameter 0  y  y2 and consider this arc as points z =
(x(y), y) with x(y) = 1 − b1yα then it is easy to see that
J =
y2∫
0
h(y)
√
1 + α2b21y2 dy, (29)
where h(y) is obtained from integrand in (28) substituting z = (x(y), y). We have
|z|n = (1 − (2b1 − y2−α − b21yα)yα)n/2, |1 − z| = y
√
1 + b21y2(α−1) (30)
and main difficulty presents the term dist(z,D(α,b)), which we denote by g(y) (having in mind
that z = (x(y), y)). To find the exact value of g(y) is a difficult problem, since
g(y) = min
v<y
(
g1(y, v)
)1/2
, g1(y, v) =
(
b1y
α − bvα)2 + (y − v)2.
To find the above written minimum we can only numerically, since by the usual procedure of
finding extremal values, namely, equating to zero the derivative of g1 with respect to v, we get
the equation, which we cannot solve analytically, since 1 < α < 2. But for us it is sufficient to
know the behavior of the function g as y → 0, and it is not difficult to see that g(y) tends to zero
as yα (for this one needs to consider several points on arc EA, namely (u1, v1) with u1 = x and
(u2, v2) with v2 = y). From (29) and (30), trivially estimating bounded terms under the square
root sign we easily get
J  C
y2∫
0
(
1 − (2b1 − y2−α − b21yα)yα)n/2 dyyα−1 . (31)
Now we specify the choice of the earlier introduced parameters b1 and y2. We take b1 = 2b/3
and
y2 = min
((
b
2
)1/(2−α)
,
(
9
16b
)1/α
,
1
10
)
.
Then it is not difficult to verify that, for 0 < y  y2,
2b1 − y2−α − b2yα  2b1 − y2−α − b2yα  b/3.1 2 1 2
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that the integral
∞∫
0
exp
(−btα/3)t1−α dt
is finite for 1 < α < 2, we get the estimate
J  Cn−β, β = (2 − α)α−1.
As we argued above, integration over the part A2A1F1 of the contour Γ gives exponentially
small terms, with constants depending on b1, r1, y2. According to our choice of b1, y2, the final
constant K in (17) will be dependent on b and α only. The theorem is proved. 
Proof of Proposition 6. It is clear that it is sufficient to consider a sequence λk , k  1, belonging
to ∂D(α,b) and such that λk → 1 as k → ∞. Here and in what follows ∂D stands for the bound-
ary of a set D. Let us denote λk = xk + iyk = ρkeiϕk , where ρk =
√
x2k + y2k , ϕk = arctan(yk/xk).
Due to the symmetry of ∂D(α,b) we assume that
xk = 1 − byαk , yk > 0 and yk → 0, as k → ∞. (32)
Then it is easy to see that
∥∥An −An+1∥∥= sup
k
∣∣λnk − λn+1k ∣∣= sup
k
J (k,n),
where
J (k,n) = ρnk
(
1 − 2ρk cosϕk + ρ2k
)1/2
.
Assuming 1 α  2 and taking into account the relation (32), we express J (k,n) as a function
of n and yk . Using the elementary formula
cos
(
arctan(x)
)= (1 + x2)−1/2,
we can write J (k,n) = J1(k, n)J2(k) with
J1(k, n) =
(
1 − 2byαk + y2k
(
1 + b2y2α−2k
))n/2
, J2(k) =
(
b2y2αk + y2k
)1/2
.
Since J1(k, n) tends to 1 and J2(k) tends to 0 when yk → 0, it is clear that maximal value of
J (k,n) will be achieved for such yk (depending on n) that J1(k, n) is bounded from below (say,
J1(k, n) > 1/2), then this maximum value will be given by J2(k) for this particular value of yk .
If we choose yk such that
yk = yk(n) = (bn)−1/α
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simple calculations show that
sup
k
J (k,n) (bn)−1/α
√
1 + b2/αn(2/α)−2. (33)
Using rough estimates we get that for n n0 = max(b1/(α+1),2α/(2−α)b−(2−α/2))
∥∥An −An+1∥∥ 2(2+α)/2α
(b(n+ 1))1/α . (34)
Finally, for the small values of n, taking the trivial estimate ‖An − An+1‖ 1, we get that, for
all n 1, estimate (14) holds with β = 1/α and
K = max((n0 + 1)1/α,2(2+α)/2αb−1/α).
Here it is worth to note that for large values of b (comparing with n, that is for b > nα−1) from
(33) we see that for 2 < n< b1/(α−1) we can get
∥∥An −An+1∥∥
√
2
n
,
that is, the exponent α becomes irrelevant and this fits well the fact that for big values of b the
arc of the curve x = 1 − byα becomes close to straight line.
The proposition is proved. 
Lemma 10. The contour of the set D(α,b) is a smooth curve, that is, there are points A =
(x0,±y0) at which arcs of the curve x = 1 − b|y|α , 1 α  2 are smoothly connected with the
arc of a circle. For any given admissible pair α,b there exists b1 = b1(α, b) such that S(α, b2)∩
(1 − S(α, b)) ⊂ D(b,α) for all b2  b1.
Proof of Lemma 10. The first part of the lemma is simply an explanation of the construction
of the set D(b,α). Both curves x = 1 − b|y|α and x2 + y2 = r2 are symmetric with respect to
x-axis, therefore we can consider only positive values of x and y. Thus, we consider the curves
x = f1(y,α) := 1 − byα , x = f2(y, r) :=
√
r2 − y2, x > 0, y > 0, 0 < r  1. We start with the
simple case α = 2. In order that the set D(2, b) would be inside the unit circle with the center at
origin, we must require condition b > 1/2 (to see this consider Taylor expansion for the function
f2(y,1) = 1 − y2/2 + O(y4) for small values of y). Then we solve for y and r the system of
two equations:
f1(y,2) = f2(y, r), (35)
f ′1(y,2) = f ′2(y, r). (36)
Solving this system, we get that the coordinates of the point A are (x0, y0),
(x0, y0) =
(
1
,
√
2(2b − 1))
,
2b 2b
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r0 < 1, 0 < x0 < 1, 0 < y0 < 1.
Now we consider the case 1 < α < 2 (the case α = 1 was considered in [4]). For all b > 0 and
for small values of y, the arc of the curve x = f1(y,α) is inside the unit circle, so we look for
the solution of the system
f1(y,α) = f2(y, r), (37)
f ′1(y,α) = f ′2(y, r). (38)
Eliminating r from this system we have the following equation for y:
yα−1
(
αb2yα + y2−α − αb)= 0. (39)
One trivial solution is y = 0 which gives a point C = (1,0) and r = 1. Examining the function
g(y) = αb2yα + y2−α − αb, we easily see that g(0) = −αb < 0 and g(1) = αb(b − 1) + 1 > 0
for all b > 0 and 1 < α < 2. Therefore, there exists a solution y0 = y0(α, b) ∈ (0,1), and we get
the coordinates of the point A (x0, y0) with x0 = 1 − byα0 and r0 =
√
(1 − byα0 )2 + y20 < 1.
To prove the second part of the lemma, we must show that it is possible to find b1 such, that
the curve x = b1|y|α goes through the point (x0, y0) which was obtained in the first part of the
lemma. Thus, we have that
b1 = b1(α, b) = x0
yα0
. (40)
In the case α = 2 we can write explicitly the expression for b1, namely,
b1(2, b) = b2b − 1
and b1 ∈ (1/2,∞), for b ∈ (1/2,∞). In the case 1 < α < 2, we have no explicit expression for
(x0, y0), therefore, (40) is not very useful, but there is another way to find b1. The point (x0, y0)
is an intersection of curves x = 1−byα and x = b1yα , therefore y0 = (b+b1)−1/α . On the other
hand, we know that y0 is a solution of the equation g(y) = 0, therefore we get that b1 is a solution
of the equation
(b + b1)2(α−1)/α − αbb1 = 0. (41)
From this equation one can see that if b → 0 (this means that the curve x = 1 − byα becomes
close to the straight line x = 1), then b1 = O(b−γ ) → ∞ where γ = α/(2 −α) (the case b1 → 0
is not possible since 2(α − 1)α−1 < 1, for 1 α < 2). Contrary, if b → ∞, then b1 = O(b−γ1)
with γ1 = 1/γ . The lemma is proved. 
Proof of Theorem 7. From Lemma 10 we know that for a given admissible pair (α, b) there
exists b1 = b1(α, b) such that S(α, b2) ∩ (1 − S(α, b)) ⊂ D(α,b) for all b2  b1. Therefore,
taking into account the relation S(α, b2) ⊂ S(α, b1), to prove the theorem we must find those
values of t for which the following two relations hold:
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(
F(t,A)
)⊂ S(α, b1), (42)
Θ
(
I − F(t,A))⊂ S(α, b). (43)
We start with the inclusion (42). For ‖u‖ = 1 let us denote w = 〈F(t,A)u,u〉 and v = F(t,A)u,
then u = v + tAv. Therefore, we have that
w = 〈v, v + tAv〉 = ‖v‖2(1 + t〈v˜,Av˜〉),
where v˜ = v‖v‖−1. We note, that, using the Proposition 1.3 from [4] (or Theorem 3.2 from
Chapter V [8]), we have
‖v‖ = ∥∥F(t,A)u∥∥ ∥∥F(t,A)∥∥= t−1∥∥(t−1I +A)−1∥∥
 1
t
1
dist(−t−1,Θ(A)) = 1. (44)
Since ‖v‖ 1 and the set S(α, b1) is convex and symmetric with respect to the real axis, we must
find the set Ψ1(α, b) of those t for which 1+ tz ∈ S(α, b1), if z = 〈Au,u〉 ∈ S(α, b). If z = (x, y)
then z ∈ S(α, b) means that x  b|y|α , and we must find which t for any y ∈ R satisfies
t |y|α(b1tα−1 − b) 1.
As y can be arbitrary big, we get that 0 t  t1, where
t1 =
(
bb−11
)1/(α−1)
. (45)
Since b1, as a solution of Eq. (41), is a function of b and α, we have t1 = t1(α, b) and Ψ1(α, b) =
[0, t1]. In the special case α = 2, where we have an explicit expression for b1, we have t1 = 2b−1
(we recall that in this case b > 1/2).
Now let us consider (43). Using the same notations as in the consideration of (42), we get
w1 =
〈(
I − F(t,A))u,u〉= ‖v‖2(t〈Av˜, v˜〉 + t2‖Av˜‖2).
Denoting z = (Av˜, v˜), we must find the set Ψ2(α, b) of those t for which tz + t2d ∈ S(α, b),
where d = ‖Av˜‖2 and z ∈ S(α, b). Clearly, [0,1] ⊂ Ψ2(α, b), but, without knowing additional
information about operator A (recall, that A can be unbounded, therefore the term t2d can be
arbitrary big), it is difficult to obtain more information about the set Ψ2(α, b), formal definition
of which can be given as follows:
Ψ2(α, b) =
{
t  0: ‖v‖2(tz + t2‖Av˜‖2) ∈ S(α, b),
for all z ∈ S(α, b), v = F(t,A)u, ‖u‖ = 1}. (46)
We are not able even to prove that this set is an interval. To finish the proof of the theorem we
simply set
Ψ (α,b) = Ψ1(α, b)∩Ψ2(α, b). 
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the eigenvalues of an operator A are denoted by λk = xk + iyk , then it is easy to see that μk =
uk + ivk , where
uk = uk(t) = 1 + txk
ρk
, vk = vk(t) = −tyk
ρk
,
ρk = ρk(t) = (1 + txk)2 + t2y2k .
Without loss of generality we may assume that for all k, λk ∈ ∂S(α1, b1), that is,
xk = b1|yk|α1 .
We must find those values of α,b, and t > 0 for which μk(t) ∈ D(α,b), for all k. In Theorem 7
we considered the case α = α1 only, since we had the only one relation between the sets D(α,b)
and S(α, b1), stated in Lemma 10. Now, we may consider all positive values of α1, although
as it was mentioned in the introduction, the main interest is in the interval 1 < α1  2. Since
|μk|2 = ρ−1k  1 we must concentrate on the behavior of μk in the neighborhood of the point
(1,0), that is, we must look if it is possible for a given pair (α1, b1) to find an admissible pair
(α, b) such that μk(t) ∈ D(α,b), for all t > 0. Recalling the definition of D(α,b), we can write
uk + b|vk|α  1,
or, substituting the values of uk and vk and using the relation λk ∈ ∂S(α1, b1), written in the form
|yk| = b−α21 xα2k , with α2 = α−11 ,
we can write
1 + txk
ρk
+ bb
−αα2
1 t
αx
αα2
k
ραk
 1, (47)
only now ρk = (1 + txk)2 + (tb−α21 xα2k )2. Instead of using the sequence {xk}, we can pass to the
continuous argument x > 0 (remember that operator A can be unbounded) and to consider the
cases where x → 0 and t → 0, or x → ∞, t → 0, or t → ∞, x → 0, in both two last cases in
such a way that μ(t, x) → (1,0) (where, evidently, μ(t, x) is obtained from μk(t) by changing
xk by x). Rather simple calculations show that the problem can be reformulated in the following
way. The inequality (47) can be written as follows:
bb
−αα2
1 
A(t, x)B(t, x)
C(t, x)
, (48)
where
A(t, x) = ρα−1(t, x) = ((1 + tx)2 + (tb−α21 xα2)2)α−1,
B(t, x) = (1 + tx)tx + (tb−α21 xα2)2,
C(t, x) = tαxαα2 .
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[1,2] such that
inf
t>0,x>0
A(t, x)B(t, x)
C(t, x)
= g(α,α2, b1) > 0. (49)
If we fix t > 0 and consider only quantities
lim
x→0
A(t, x)B(t, x)
C(t, x)
, lim
x→∞
A(t, x)B(t, x)
C(t, x)
,
then it is not difficult to see that it is possible to choose α in a such way (not necessarily unique)
that the above written quantities are equal infinity. Therefore,
inf
x>0
A(t, x)B(t, x)
C(t, x)
= g1(t, α,α2, b1) > 0,
and we can define in an appropriate way b. But this allow us only to state that for any fixed t > 0
and for any pair (α1, b1) we can find a set D(α,b) such that all eigenvalues of the resolvent
F(t,A) belong to D(α,b), but this set can be different for different values of t . If we want to
show (49), at first we must consider the limits of the fraction AB/C in four cases:
(i) t → 0, x → 0; (ii) t → 0, x → ∞;
(iii) t → ∞, x → 0; (iv) t → ∞, x → ∞.
Let us consider x → 0, and let t = x−γ , γ ∈ R (this will correspond to the cases (i) and (iii)).
We shall denote A(x) = A(x−γ , x), B(x) = B(x−γ , x), C(x) = C(x−γ , x). We have
A(x) = ((1 + x1−γ )2 + (b−α21 xα2−γ )2)α−1,
B(x) = (1 + x1−γ )x1−γ + (b−α21 xα2−γ )2,
C(x) = xα(α2−γ ).
We want to show that
lim
x→0D(x) > 0,
where D(x) = A(x)B(x)(C(x))−1. In most cases (depending on values of γ ) we shall show that
this limit is infinite. To simplify writing we use the symbol ∼ in the following sense: B(x) ∼
x1−γ + x2(α2−γ ) means that B(x) for small x behaves like these two terms.
The case γ  0 is easy, since in this case A(x) → 1, as x → 0, for any α2 > 0 and α  1.
Therefore,
D(x) ∼ x1−αα2−γ (1−α) + x(2−α)(α2−γ ).
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and
lim
x→0D(x) = ∞.
If γ = 0, then
lim
x→0D(x) = 1.
If α2  1/2, then we take α = 2 and if α2  1, then we take α = 1 and in both cases we easily
get that limD(x) is infinite or a constant.
The case γ > 0 is more complicated. Let us consider the case 1/2 < α2 < 1 (the most impor-
tant interval for us) and three intervals for γ : 0 < γ < α2; α2  γ  1; 1 < γ . In each of them
we would like to show that limD(x) is infinite or a constant. But it turns out that even in the first
interval of values of γ we encounter a problem. Namely, in the interval 0 < γ < α2, we have
D(x) ∼ x1−αα2−γ (1−α) + x(2−α)(α2−γ ). (50)
If we choose 1 α < 2 we have (2 − α)(α2 − γ ) > 0, and, since α2 − γ can be arbitrary small,
we shall get 1−αα2 −γ (1−α) = 1−γ −α(α2 −γ ) > 0. This means that for any 1/2 < α2 < 1
choosing any 1 α < 2 we get
lim
x→0D(x) = 0,
for some 0 < γ < α2. It remains the case α = 2, and in this case it is easy to see that, depending
on the exponent of the first term in (50), limx→0 D(x) is a constant or ∞. This means that only
taking α = 2 we can get that μk(t) ∈ D(2, b) for all 0 t < ∞, but for this we must also check
cases (ii) and (iv). It is easy to show (we omit this) that taking α = 2 we get
lim
x→∞D(x) > 0
for any 1/2 < α2 < 1 and all γ ∈ R (in fact, this limit is ∞). Here one remark is appropriate.
Recalling that in the construction of the set D(2, b) there is the restriction b > 1/2, we may get
some restriction on b1, but since the statement that the resolvent F(t,A) is generalized quasi-
sectorial with α = 2 is very weak and, due to Proposition 6, is not interesting, we shall not go
into details. Another remark concerns the values α2  1/2 and α2  1. In the first case it is easy
to see that we have the same situation as in the case α2 < 1, namely, if we do not want to restrict
values of t we can take only α = 2. It is a little bit surprising that the same situation is in the case
α2  1. It seemed that main factor is the behavior of ∂S(α1, b1) in the neighborhood of (0,0),
and in the case α1 = α−12  1 the curve ∂S(α1, b1) in the neighborhood of (0,0) lies in a sector
with some semi-angle ϕ. Therefore, one would expect that it is possible to take α = 1 and to
show that the resolvent is a quasi-sectorial operator for all t > 0. Unfortunately, this is not true,
and this can be explained by the fact that even when x → ∞, but t → 0 in such way that xt → 0,
then μ(t, x) again is in the neighborhood of (1,0) and is not contained in the sector.
Having proved the negative part of the proposition, now we prove the second part. The
problem is as follows. Taking 1 < α1  2, we set α = α1 and look for admissible b and
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sible to take different α (not equal to α1) and to look for T dependent also on α, we think that
the choice α = α1 is the most natural, D(α,b) in the neighborhood of (1,0) has the same form
as S(α1, b1) in the neighborhood of (0,0). We exclude the case α1 = α = 1, since this is the case
of sectorial and quasi-sectorial operators. We shall use the same notations introduced in the first
part of the proof, only now we take into account that α1 = α and αα2 = 1. Rewriting (48) we
have our main inequality
bb−11 
A(t, x)B(t, x)
C(t, x)
:= D(t, x), (51)
where A(t, x) and B(t, x) have the same expression as in (48) (only α2 = α−1), and C(t, x) =
tαx. First, we find limx→0 D(t, x). Let us note that limx→0 A(t, x) = 1 and
lim
x→0
B(t, x)
C(t, x)
= t−α lim
x→0
(
(1 + tx)t + t2b−2α21 x2α2−1
)= t1−α,
if 1 < α < 2, and limx→0 B(t,x)C(t,x) = b−11 + t−1, if α = 2. Therefore, we get
lim
x→0D(t, x) =
{
t1−α, α < 2,
b−11 + t−1, α = 2.
(52)
Next, we show that
∂
∂x
D(t, x) 0, (53)
for all x > 0, t > 0. Simple calculations allow to write
∂
∂x
D(t, x) = E(t, x)
tαx2
,
where
E(t, x) = E1(t, x)+E2(t, x),
E1(t, x) = x
(
(α − 1)ρ(t, x)α−2(t + h(t, x))B(t, x)),
E2(t, x) = ρ(t, x)α−2E3(t, x),
E3(t, x) =
(
xh(t, x)+ 1 + tx − ρ(t, x)),
h(t, x) = t + 2t2x + (β + 1)t2b−(β+1)1 xβ, β = 2α−1 − 1 0.
Clearly, E1(t, x)  0 and ρ(t, x)  0, therefore, it remains to show that E3(t, x)  0. This is
easy, since E3(t, x) = t2x2 + βt2b−(β+1)1 x(β+1). Thus, we have proved (53). Together with (52)
it gives us
inf D(t, x) =
{
t1−α, α < 2,
b−1 + t−1, α = 2. (54)x0 1
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bb−11  T
1−α.
This relation means that, for a given 1 < α1 = α < 2, b > 0 and b1 > 0, we can take
T = (b1b−1)1/(α−1).
Also this relation can be interpreted as follows: for a given 1 < α1 = α < 2, T > 0 and b1 > 0,
we can take
b = b1T 1−α.
If α = 2, from (54), we see that we can take T = ∞ and for any b1 > 0 we can take b = 1. This
result is in accordance with the first part of the proof of the proposition: we showed that, trying
to get T = ∞ for any α1, we must set α = 2. 
3. Example
As it was mentioned in the Introduction, here we provide an example from [8] (see Chap-
ter 5.3, Example 3.34). Let us consider a formal differential operator
Lu = p0(x)u′′ + p1(x)u′ + p2(x)u, (55)
defined on some finite interval a  x  b. We assume that functions pk , k = 0,1,2 are real, p′′0 ,
p′1, p2 are continuous on [a, b], and p0(x) < 0, for all x ∈ [a, b] (such differential operator is
called regular). From these assumptions it follows that there exist positive constants m0, M1, M2
such that
−p0(x)m0 > 0,
∣∣p1(x)− p′0(x)∣∣M1, ∣∣p2(x)∣∣M2. (56)
By means of this operator one can define an operator T1 on a Hilbert space L2(a, b) with a
boundary conditions u(a) = u(b) = 0 and the appropriate domain D(T1). In [8], using integration
by part and the bounds (56), the following estimates are derived:
〈T1u,u〉m0
b∫
a
∣∣u′(x)∣∣2 dx −M1
b∫
a
∣∣u′(x)∣∣∣∣u(x)∣∣dx −M2
b∫
a
∣∣u(x)∣∣2 dx, (57)
∣∣〈T1u,u〉∣∣=
∣∣∣∣∣
b∫
a
(
p1(x)− p′0(x)
)
u′(x)u¯(x) dx
∣∣∣∣∣M1
b∫
a
∣∣u′(x)∣∣∣∣u(x)∣∣dx. (58)
Here, as usual, for z = x + iy ∈ C, z = x and z = y. Then, applying elementary inequality
b∫ ∣∣u′(x)∣∣∣∣u(x)∣∣dx  ε
b∫ ∣∣u′(x)∣∣2 dx + 1
4ε
b∫ ∣∣u(x)∣∣2 dx,
a a a
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〈T1u,u〉 − k
∣∣〈T1u,u〉∣∣

(
m0 − ε(1 + k)M1
) b∫
a
∣∣u′(x)∣∣2 dx −
(
(1 + k)M1
4ε
+M2
) b∫
a
∣∣u(x)∣∣2 dx. (59)
It remains to choose a free parameter ε in such a way that
m0 − ε(1 + k)M1  0, (60)
then we can omit the first term in (59) and we get that for any k > 0 and for some γ < 0 the
following inequality holds
∣∣〈T1u,u〉∣∣ 1
k
〈(T1 − γ )u,u〉. (61)
This means that Θ(T1) is inside of a sector with a vertex at γ and semi-angle ϕ = arctan(1/k).
Then in [8] it is concluded: “Therefore, T1 is a sectorial operator with an arbitrary small semi-
angle.”
The last statement is not completely correct. Firstly, since k > 0 can be arbitrary, the semi-
angle can be arbitrary small (if k is arbitrary big), but also can be arbitrary close to π/2, if k is
close to 0. Secondly, the vertex γ on the real axis of the complex plane depends not only on k
but also on the choice of an arbitrary parameter ε, satisfying (60). It is rather natural to choose ε
from the equality m0 − ε(1 + k)M1 = 0, then we get the following expression for the vertex
γ = γ (k) = −
(
(1 + k)2M21
4m0
+M2
)
. (62)
This means that in reality Θ(T1) is inside of a family of sectors, parameterized by the
parameter 0 < k < ∞ and with vertexes γ (k) in the range (−∞, γ0], where γ0 := γ (0) =
−(M2 +M21 (4m0)−1). Let us denote by K the family of lines which cross the real axis at points
γ (k),0 < k < ∞, and with the angle between a line and the real axis ϕ = ± arctan(1/k). Thus,
saying that “T1 is a sectorial operator with an arbitrary small semi-angle,” but without mention-
ing that at the same time vertex of the sector is arbitrary close to −∞ on real axis, gives the
wrong impression that T1 is almost symmetric operator with the spectrum concentrated in small
neighborhood of the real axis. It is not difficult to show that the lines of the family K, defining
sectors, cross the imaginary axis at points in the range R \ (−a0, a0) where
a0 = M12m0
(√
M21 + 4m0M2 +M1
)
. (63)
Namely, let us consider the fixed line from the family K, which goes through the point (γ (k),0)
and has an angle ϕ with the real (or x) axis. This line crosses the imaginary axis at the point
(0, a(k)) where
a(k) = ∣∣γ (k)∣∣ tanϕ = (1 + k)2M21
4m0k
+ M2
k
.
Minimizing this function with respect to k we get the minimal value a0 given in (63).
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x = f (|y|)+ γ0, with f (0) = 0, f (x) > 0, for x > 0, f differentiable,
such that family of tangent lines for this curve would coincide with a given family K parameter-
ized by k (the vertex for the curve must be γ0 since when k = 0 we have a line parallel to the
imaginary axis).
Let us find a family of tangent lines for the curve x = byα +γ0, y > 0, present in the definition
of a generalized sectorial operator. For this we rewrite the equation of the curve in the form
y = y(x) =
(
x − γ0
b
)1/α
, x  γ0.
Then the equation of the tangent line at a point (x0, y0) is
y − y0 = y′(x0)(x − x0). (64)
Introducing the same parameter 0 < k < ∞ and setting tanϕ = y′(x0) = 1/k, we find that the
line (64) intersects the real axis at the point (γ1,0) where γ1 = x0 − ky0. Calculating derivative
y′(x) and from the equation y′(x0) = 1/k expressing at first x0 and then y0 as a functions of k
(we omit these elementary calculations), we get
γ1 := γ1(k,α) = γ0 + (1 − α)α1/(1−α)b1/(1−α)kα/(α−1).
The function γ (k), which describes the family K, can be written in the form
γ (k) = γ0 − M
2
1
2m0
k − M
2
1
4m0
k2. (65)
Taking into account that 2 α/(α − 1) < ∞ for 1 < α  2, we see that γ1(k,α) is the closest to
γ (k) when α = 2, namely,
γ1(k,2) = γ0 − k
2
2b
. (66)
Although the asymptotic behavior (with k → ∞ or k → 0) of γ1(k,2) is the same as for γ (k),
but these functions differ for any choice of b. Since the difference is rather small, this suggest
that, changing a little bit initial curve, we can get the family K as tangent lines for this changed
curve. Consider the curve x = by2 + dy + γ0, y > 0, or, expressing y as a function of x,
y(x) = 1
2b
(√
d2 + 4b(x − γ0)− d
)
.
Repeating the same procedures as earlier, namely, writing the equation of the tangent line for this
curve at a point (x0, y0), introducing the same parameter k, and setting y′(x0) = 1/k, we get that
now the point of intersection of this tangent line with the real axis is (γ2(k),0) with
γ2(k) = γ0 + d k + (1 − 2b)k2. (67)2b 4b2
V. Paulauskas / Journal of Functional Analysis 262 (2012) 2074–2099 2097Comparing (67) with (65) we see that both expressions coincide if we take parameters b and d
as a solution to the system of equations
d
2b
= − M
2
1
2m0
,
(1 − 2b)
4b2
= − M
2
1
4m0
.
Let us denote M3 = M21m−10 . The second equation is quadratic with respect to b, it has real
solutions if M3  1, namely,
b1,2 = 1 ±
√
1 −M3
M3
.
Then d1,2 = −(1±√1 −M3). It is easy to see that bi  1, di < 0, and |di | = M3bi  bi , i = 1,2.
If M3 = 1 then b1 = b2 = 1, d1 = d2 = −1 and
γ (k) = γ2(k,2) = γ0 − 12k −
1
4
k2.
We obtained the same family of lines K, but due to the fact that coefficient d is negative, the
region {x  by2 + dy + γ0} is not inside of the half-plane {x  γ0} (since for the small values
of y we have by2 + dy < 0), so it is different from the region in the definition of generalized
sectorial operators. On the other hand, the region
{
x  by2 + dy + γ0
}=
{
x  b
(
y + d
2b
)2
+ γ0 − d
2
4b
}
differs from S(2, b, γ0) only by small perturbation in the neighborhood of the vertex. Although
this small perturbation does not allow us to claim that T1 is generalized sectorial, we are getting
more precise localization of the numerical range of T1, comparing with any sector obtained by
the lines in K.
Since the difference between (65) and (66) is rather small, one can try to modify estimations
leading to the family K in order to get the family of lines K1, coinciding with tangent lines for
the curve x = by2 + γ0, y > 0. One possibility is to choose ε in a different way. As we saw,
the only one requirement for the choice of this parameter was (60), and ε was chosen from the
equality m0 − ε(1 + k)M1 = 0. This choice gave us the family K. One can try to choose ε from
the equality
m0 − ε(1 + k)M1 = R, (68)
with some R = R(k,m0,M1,M2) 0. With this choice of ε, we get a new family of lines K1,
parameterized with the same parameter k, but with a different expression of the vertex:
γ3(k) = −
(
(1 + k)2M21 +M2
)
. (69)4(m0 −R)
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this can be achieved by taking
R = R(k,m0,M1,M2) = m0
(
1 − (1 + k)
2M21b
M21b +m0k2
)
with the additional requirement
1
2
< b <
m0
M21
.
It seems that such a choice gives us the required result, since
lim
k→0R(k,m0,M1,M2) = 0
and
lim
k→∞ = R(k,m0,M1,M2) = m0
(
1 − M
2
1b
m0
)
> 0.
Unfortunately, we cannot ensure that R is positive for all k, namely, for small values of k,
1 − (1 + k)
2M21b
M21b +m0k2
< 0.
Although we did not succeed to show that T1 is a generalized sectorial operator, but our
calculations show that description of the numerical range of T1 by sectors is not precise and
localization of this range (and spectrum, too) by parabolic sector would be more precise. Most
probably the estimates for 〈T1u,u〉 and 〈T1u,u〉, leading to the family K are too rough, and
it is necessary to investigate the relation between 〈T1u,u〉 and |〈T1u,u〉|α using more sub-
tle estimates. We hope that it would be an interesting problem for specialists in the theory of
differential operators.
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