It is possible to construct distinct polyfolds which model a given moduli space problem in subtly different ways. These distinct polyfolds yield invariants which, a priori, we cannot assume are equivalent. We provide a general framework for proving that polyfold invariants are natural, in the sense that under a mild hypothesis (the existence of an "intermediary subbundle" of a strong polyfold bundle) the polyfold invariants for such different models will be equal. As an application, we show that the polyfold Gromov-Witten invariants are independent of all choices made in the construction of the Gromov-Witten polyfolds. Furthermore, we show that the polyfold Gromov-Witten invariants are independent of the choice of exponential decay at the marked points.
Consider a compactified moduli space arising from the study of J-holomorphic curves in symplectic geometry. A foundational problem is finding some way to give this moduli space enough structure to define invariants. Polyfold theory, as developed by Hofer, Wysocki, and Zehnder, has been successful in providing a general abstract framework in which it is possible to "regularize" such a moduli space, yielding a perturbed moduli space which has sufficient additional structure. . In some established cases, we can construct a polyfold Z such that the compactified moduli space M is equal to the zero set of a sc-smooth Fredholm section ∂ of a strong polyfold bundle W → Z, i.e., M = ∂ −1 (0) ⊂ Z. We may then "regularize" the moduli space M by means of an "abstract perturbation." The perturbed moduli space M(p) := (∂ + p) −1 (0) then has the structure of a compact oriented "weighted branched orbifold."
In the boundaryless case, such an approach has been successful in regularizing the Gromov-Witten moduli spaces (see [12] ). A specialized approach has yielded a proof of the Arnold conjecture (see [4] ). This approach is also being used in the pursuit of a well-defined symplectic field theory (see [5] ).
For a suitably constructed abstract perturbation, the perturbed moduli space M(p) has the structure of a compact oriented weighted branched orbifold, and therefore possesses sufficient structure to define the "branched integration" of differential forms.
In particular, this is precisely the form for the polyfold Gromov-Witten invariants defined in [13, Thm. 1.12].
1.2. Naturality of polyfold invariants. Given a compactified moduli space M, it is possible to model M in subtly different ways. That is, it is possible to construct distinct polyfolds Z and Z ′ which contain M as a compact subset, M ⊂ Z and M ⊂ Z ′ . After regularization of the moduli space M we obtain perturbed moduli spaces M(p) ⊂ Z and M(p ′ ) ⊂ Z ′ which have the structure of compact oriented weighted branched suborbifolds. We obtain distinct polyfold invariants by taking the branched integral over these perturbed moduli spaces. Thus, we find ourselves in the following situation: given a moduli space M we can define polyfold invariants associated to the distinct polyfolds Z and Z ′ and which, a priori, we cannot assume are equivalent. Therefore the polyfold invariants, which aspire to be agnostic of all possible choices, may depend on the subtle choices made in modeling a given moduli space.
In this paper, we provide a general framework for studying and resolving this problem. The first step is to find a third polyfold Y which models M and which refines the different structures or choices made, in the sense that there are inclusion maps X ′ ←֓ Y ֒→ X .
The problem then reduces to showing that the polyfold invariants for Y and X are equal. We consider a commutative diagram of inclusion maps between polyfolds and between strong polyfold bundles of the form: As outlined at the start of § 3.3, we assume that these inclusion maps satisfy a number of properties. Although these hypothesis are somewhat lengthy at a glance, they will be natural from the point of view of our applications, and moreover reflect some commonalities of the practical construction of distinct polyfolds which model the same moduli space. In these application, we furthermore note that the bundle V is not the same as the pullback bundle of W, hence we may not use the methods of pulling back abstract perturbations of Theorem 1.7. The most substantial hypothesis is the existence of an "intermediary subbundle," a subset of the target strong polyfold bundle R ⊂ W whose object space is fiberwise a (not necessarily complete) vector space and which satisfies some additional properties (see Definition 3.15 ). Suppose there exists an intermediary subbundle R ⊂ W. Then the polyfold invariants for Y and Z defined via the branched integral are equal. This means that, given a de Rahm cohomology class ω ∈ H * dR (O) the branched integrals over the perturbed moduli spaces are equal,
for any regular abstract perturbations.
The proof ends up being somewhat involved as we encounter some substantial technical difficulties, which we sketch briefly. Roughly, the existence of an intermediary subbundle allows the construction of abstract perturbations p ′ of the strong polyfold bundle W → Z whose restrictions induce a well-defined abstract perturbation p of the strong polyfold bundle V → Y. This allows us to consider a well-defined restriction between perturbed moduli spaces,
On the level of topological spaces, this restriction is a continuous bijection. While we can achieve transversality for both perturbations, the abstract polyfold machinery is only able to "control the compactness" of the target perturbed moduli space, hence via usual methods we can only assume that M(p ′ ) is a compact topological space.
Using only knowledge of the underlying topologies of both of these spaces, it is impossible to say anything more. The key to resolving this problem is understanding the additional structure that these spaces possess-the branched orbifold structure-and using this structure to prove an invariance of domain result for weighted branched orbifolds (see Lemma 3.4) . This result will allow us to assert that the above map is a homeomorphism-and therefore, M(p) is also compact.
The second major difficulty comes from the fact that the restricted perturbation p on the source space is not a "regular" perturbation (see Definition 2.41 ). This is problematic due to the fact that the present theory only guarantees the existence of a compact cobordism between abstract perturbations which are both assumed to be "regular" (see Theorem 2.43) . In order to resolve this problem, we must generalize the abstract perturbation theory to allow for perturbation of sc-smooth proper "Fredholm multisections" (see § 3.2) . This generalization enables us to construct a compact cobordism from the restricted perturbation p to a regular perturbation (see Proposition 3.14).
Application: Naturality of the polyfold Gromov-Witten invariants.
The construction of a Gromov-Witten polyfold structure requires choices, such as the choice of a cut-off function in the gluing constructions, choices of good uniformizing families of stable maps, choice of a locally finite refinement of a cover of M-polyfold charts, as well as the exponential gluing profile.
In addition to these choices, one must also choose a strictly increasing sequence (δ i ) i≥0 ⊂ (0, 2π), i.e., 0 < δ 0 < δ 1 < · · · < 2π. This sequence is used to define sc-Banach spaces which are then used to define the M-polyfold models of the Gromov-Witten polyfold Z 3,δ0
A,g,k (see [12, § 2.4] ). The following theorem states that, having fixed the exponential gluing profile and a strictly increasing sequence (δ i ) i≥0 ⊂ (0, 2π), different choices lead to Morita equivalent polyfold structures. Hence the Gromov-Witten polyfold invariants are independent of such choices. Theorem 1.4 ([12, Thm. 3.37] ). Having fixed the exponential gluing profile and a strictly increasing sequence (δ i ) i≥0 ⊂ (0, 2π), the underlying topological space Z 3,δ0
A,g,k possesses a natural equivalence class of polyfold structures.
We can use Theorem 1.3 to show that the polyfold Gromov-Witten invariants are also independent of the choice of increasing sequence, and hence are natural in the sense that they do not depend on any choice made in the construction of the Gromov-Witten polyfolds. Corollary 1.5 (Naturality of the polyfold Gromov-Witten invariants). The polyfold Gromov-Witten invariants do not depend on the choice of an increasing sequence (δ i ) i≥0 ⊂ (0, 2π).
We now consider the choice of puncture at the marked points The underlying set of the Gromov-Witten polyfolds consist of stables curves. As constructed in [13] , these stable curves are required to satisfy exponential decay estimates on punctured neighborhoods of the nodal pairs. In contrast, for these Gromov-Witten polyfolds no such decay is required at the marked points.
However, in some situations we would like to treat the marked points in the same way as the nodal points. For example, this is true in the context of the splitting and genus reduction axioms, where we will wish to identify a pair of marked points with the same image with a nodal pair. Allowing a puncture with exponential decay at a specified marked point is a global condition on a Gromov-Witten polyfold, and hence different choices of puncture at the marked points yield distinct Gromov-Witten polyfolds.
We again use Theorem 1.3 to show that the polyfold Gromov-Witten invariants are independent of such choice of puncture at the marked points. Corollary 1.6. The polyfold Gromov-Witten invariants do not depend on the choice of puncture at the marked points.
1.4. Pulling back abstract perturbations in polyfold theory. Consider distinct moduli spaces M and M ′ which are modeled by polyfolds Y and Z, respectively. Consider a naturally defined sc-smooth map between polyfolds f : Y → Z which restricts to a map between moduli spaces f | M : M → M ′ . In many situations we would like to study the geometry of this map and in order to establish algebraic relationships between the respective polyfold invariants. However, without work, we cannot assume that this map will persist after abstract perturbation. Abstract perturbations are constructed using bump functions and choices of vectors in a strong polyfold bundle, which in general we cannot assume will be preserved by the sc-smooth map f .
To solve this problem, consider a pullback diagram of strong polyfold bundles as follows:
The natural approach for obtaining a well-defined map between the perturbed moduli spaces is to take the pullback an abstract perturbation. The main technical point is ensuring that we can control the compactness of the pullback perturbation. This is achieved by a mild topological hypothesis on the map f , called the "topological pullback condition" (see Definition 4.3).
Theorem 1.7. Consider a sc-smooth map between polyfolds, f : Y → Z, and consider a pullback diagram of strong polyfold bundles as above. If f satisfies the topological pullback condition then there exists a regular perturbation p which pulls back to a regular perturbation f * p.
It follows that we can consider a well-defined restriction between perturbed moduli spaces,
This theorem follows from the more technically stated Theorem 4.5. 
Application: Permutation maps between perturbed Gromov-Witten
For a fixed compatible almost complex structure J, this map has a well-defined restriction to the unperturbed Gromov-Witten moduli spaces
As we have mentioned, abstract perturbations are constructed using bump functions and choices of vectors in a strong polyfold bundle, which in general will not exhibit symmetry with regards to the labelings of the marked points. As a result, given a stable curve x ∈ Z A,g,k which satisfies a perturbed equation (∂ J + p)(x) = 0 we cannot expect that (∂ J + p)(σ(x)) = 0, as the perturbations are not symmetric with regards to the permutation σ. Therefore, naively there does not exist a permutation map between perturbed Gromov-Witten moduli spaces.
However, since σ : Z A,g,k → Z A,g,k is a homeomorphism on the level of the underlying topological spaces, it is immediate that it satisfies the topological pullback condition, hence we immediately obtain the following corollary. Corollary 1.8. There exists a regular perturbation which pulls back to a regular perturbation via the permutation map σ : Z A,g,k → Z A,g,k . Therefore, we can consider a well-defined permutation map between the perturbed Gromov-Witten moduli spaces,
1.6. Organization of the paper. We give a self contained introduction to the basic abstract perturbation machinery of polyfold theory in § 2. In § 2.1 we review scale calculus, the definition of a polyfold as an ep-groupoid, and discuss the induced topology on subgroupoids and on branched suborbifolds. In § 2.2 we discuss strong polyfold bundles, sc-smooth Fredholm sections and sc + -multisection perturbations. In addition, we also discuss transverse perturbations, how to control the compactness of a perturbation, and questions of orientation. In § 2.3 we consider sc-smooth differential forms, the definition of the branched integral on a weighted branched suborbifold, and how to define the polyfold invariants.
We provide a general framework for proving that the polyfold invariants are natural, and do not depend on the construction of a polyfold model for a given moduli space in § 3. In § 3.1 we prove an invariance of domain result for branched suborbifolds, Lemma 3.4. In § 3.2 we generalize the polyfold abstract perturbation theory to the case of a sc-smooth proper Fredholm multisection. In § 3.3 we provide the general framework, introduce the definition of an intermediary subbundle, and prove that the equality of polyfolds invariants in Theorem 1.3. In § 3.4 we apply Theorem 1.3 to show that the polyfold Gromov-Witten invariants are independent of the choice of increasing sequence. In § 3.5 we apply Theorem 1.3 to show that the polyfold Gromov-Witten invariants are independent of the choice of puncture at the marked points.
We discuss how to pull back regular perturbations in § 4. In § 4.1 we define the pullback of a strong polyfold bundle and of a sc + -multisection. In § 4.2 we introduce the topological pullback condition and show how it allows us to pullback a pair which controls compactness. In § 4.3 we construct regular perturbations which pullback to regular perturbations, proving Theorem 4.5. In § 4.4 we apply Theorem 4.5 to obtain a well-defined permutation map between the perturbed Gromov-Witten moduli spaces.
In Appendix A we consider some basic properties of the linearized Cauchy-Riemann operator, which allow us to assert the simple fact that cokernel vectors can be chosen so that they vanish on small neighborhoods of the marked or nodal points.
Abstract perturbations in polyfold theory
In this section we recall and summarize the construction of abstract perturbations in polyfold theory, as developed by Hofer, Wysocki, and Zehnder.
Polyfolds and ep-groupoids.
We use the modern language of étale proper Lie groupoids to define polyfolds. The notion of orbifold was first introduced by Satake [18] , with further descriptions in terms of groupoids and categories by Haefliger [6] [7] [8] , and Moerdijk [16, 17] . With this perspective, a polyfold may be viewed as a generalization of a (usually infinite-dimensional) orbifold, with additional structure. This generalization of the étale proper Lie groupoid language to the polyfold context is due to Hofer, Wysocki, and Zehnder [10] . For full details in the present context, we will refer the reader to [13] for the abstract definitions of ep-groupoids in the polyfold context.
sc-Structures, M-polyfolds, and polyfold structures.
We begin by discussing the basic definitions of "scale calculus" in polyfold theory. Scale calculus is a generalization of classical functional analytic concepts, designed to address the classical failure of reparametrization actions to be differentiable (see [ 
such that the following two conditions are satisfied.
i are continuous. Furthermore, f is called a sc 1 -map, or of class sc 1 , if the following conditions are satisfied.
• For every x ∈ U 1 there exists a bounded linear map
is a sc 0 -map between the tangent spaces.
A map which is of class sc k for every k is called sc-smooth or of class sc ∞ . The basic building block which allows us to check the sc-differentiability of maps is the chain rule. These definitions of sc-differentiability extend to local M-polyfolds models in the following way. In the absence of isotropy, we may consider the following definition of an "Mpolyfold," short for a "polyfold of manifold type." However, in almost all situations that arise isotropy is inevitable, and must be dealt with. In this sense, polyfold behave like infinite-dimensional orbifolds, and so we introduce the language of ep-groupoids. Definition 2.7 ([13, Defs. 7.1, 7.3]). A groupoid (Z, Z) is a small category consisting of a set of objects Z, a set of morphisms Z which are all invertible, and the five structure maps (s, t, m, u, i) (the source, target, multiplication, unit, and inverse maps). An ep-groupoid is a groupoid (Z, Z) such that the object set Z and the morphism set Z are both M-polyfolds, and such that all the structure maps are sc-smooth maps which satisfy the following properties.
• For a fixed object z ∈ Z we denote the isotropy group of z by Defining an ep-groupoid involves making a choice of local structures. Taking an equivalence class of ep-groupoids makes our differentiable structure choice independent. The appropriate notion of equivalence in this category-theoretic context is a "Morita equivalence class" (see [10, Def. 3.2] ). Taking a Morita equivalence class of a given polyfold structure (in the case of polyfolds) is analogous to taking a maximal atlas for a given atlas (in the usual definition of manifolds). Given distinct polyfold structures which define an orbifold or a polyfold, the method of proving they define the same Morita equivalence class is by demonstrating that both polyfold structures possess a common refinement.
The scales of a sc-Banach space induce a filtration on the local M-polyfold models, which is moreover preserved by the structure maps s, t. Consequently, there is a well-defined filtration on the orbit space which hence induces a filtration
on the underlying topological space Z. Notation 2.10. It is common to denote both the ep-groupoid "(Z, Z)," and its object set "Z," by the same letter "Z." We will refer to the underlying set, the underlying topological space, or the polyfold by the letter "Z." We will always assume that a topological space Z with a polyfold structure is necessarily second countable, paracompact, and Hausdorff. Furthermore, we will write objects as "x ∈ Z," morphisms as "φ ∈ Z," and points as "[x] ∈ Z" (due to the identification |Z| ≃ Z). We will write "φ : x → y" for a morphism φ ∈ Z with s(φ) = x and t(φ) = y.
The local topology of a polyfold is related to the local isotropy groups, as demonstrated by the following proposition. (1) Γ(g, x) = g.
(2) s(Γ(g, y)) = y and t(Γ(g, y)) = Φ(g)(y) for all y ∈ U and g ∈ G(x).
(3) If h : y → z is a morphism between points in U , then there exists a unique element g ∈ G(x) satisfying Γ(g, y) = h, i.e.,
The data (Φ, Γ) is called the natural representation of G(x). Moreover, consider the following topological spaces:
• G(x)\U , equipped with quotient topology defined by the projection U → G(x)\U , Then these spaces are all naturally homeomorphic.
Maps between polyfolds.
Using category-theoretic language, we discuss the definition of map between polyfolds.
Definition 2.12.
A sc k functor between two polyfold structureŝ
is a functor on groupoidal categories which moreover is a sc k map when considered on the object and morphism sets.
A sc k functor between two polyfold structures (Z 1 , Z 1 ), (Z 2 , Z 2 ) with underlying topological spaces Z 1 , Z 2 induces a continuous map on the orbit spaces |f | : |Z 1 | → |Z 2 |, and hence also induces a continuous map f : Z 1 → Z 2 , as illustrated in the following commutative diagram.
Definition 2.13. Consider two topological spaces Z 1 , Z 2 with orbifold structures (Z 1 , Z 1 ), (Z 2 , Z 2 ). We define a sc k map between polyfolds as a continuous map
between the underlying topological spaces of the polyfolds, for which there exists an associated sc k functorf
such that |f | induces f .
Remark 2.14. From an abstract point of view a stronger notion of map is needed. This leads to the definition of generalized maps between orbifold structures, following a category-theoretic localization procedure [10, § 2.3] . Following this, a precise notion of map between two polyfolds is defined using an appropriate equivalence class of a given generalized map between two given polyfold structures [13, Def. 16.5] . With this in mind, taking an appropriate equivalence class of a given sc k -functor between two given polyfold structures is sufficient for giving a well-defined map between two polyfolds.
2.1.3. Subgroupoids. We state some essential facts about the topology of subgroupoids.
Definition 2.15. Let (Z, Z) be an ep-groupoid. We say that a subset of the object set, S ⊂ Z, is saturated if S = π −1 (π(S)), where π is the quotient map (2.1). We define a subgroupoid as the full subcategory (S, S) associated to a saturated subset of the object set.
A subgroupoid (S, S) comes equipped with the subspace topology induced from the ep-groupoid (Z, Z), in addition to the induced grading. It does not come with a sc-smooth structure in general, so the étale condition no longer makes sense. However, one may observe it inherits the following directly analogous properties.
• The source and target maps are surjective local homeomorphisms which moreover respect the induced grading. We say that the source and target maps are sc 0 -homeomorphisms and the subgroupoid (S, S) is automatically sc 0 -étale. 
Thus, a subgroupoid is automatically sc 0 -étale in the above sense, as well as proper.
Remark 2.16. Let U be an open subset of S. We may consider two topologies on U :
• (U, τ S ), where τ S is the subspace topology induced from the inclusion ∪ i∈I M i ֒→ S,
where τ Z is the subspace topology induced from the inclusion ∪ i∈I M i ֒→ Z. Then these two topologies are identical. Moreover, U ֒→ S is a local homeomorphism. Proposition 2.17. Consider the orbit space of a subgroupoid, |S|. There are two topologies on this space we may consider:
• the subspace topology τ s , induced from the inclusion |S| ⊂ |Z|,
• the quotient topology τ q , induced from the projection S → |S|. These two topologies are identical.
It follows from the definition of the quotient topology that U ∈ τ q .
• τ q ⊂ τ s Suppose U ⊂ |S| and U ∈ τ q . We will show for every [x] ∈ U there exists a subset B ⊂ |S| such that B ∈ τ s and [x] ∈ B ⊂ U . It will then follow that U ∈ τ s , as desired.
Let The following proposition is an analog of Proposition 2.11 for subgroupoids.
Proposition 2.18 (Induced representation of G(x) for a subgroupoid). Let (S, S) be a subgroupoid of an ep-groupoid (Z, Z). Let x ∈ S with isotropy group G(x).
Then for every open neighborhood V of x there exists an open neighborhood U ⊂ V of x, a group homomorphism Φ : G(x) → Homeo sc 0 (U ), g → Φ(g), and a sc 0 -map Γ : G(x) × U → S such that the following holds.
(
is a bijection. Moreover, consider the following topological spaces:
• G(x)\U , equipped with quotient topology via the projection U → G(x)\U ,
equipped with the quotient topology via the projection U → U/ ∼, • |U |, the image of U under the map S → |S|, equipped with the subspace topology,
• |U |, the image of U under the map Z → |Z|, equipped with the subspace topology. Then these spaces are all naturally homeomorphic. 
Moreover, (S, S) is a full subcategory of (Z, Z) whose object set is saturated, i.e.,
Definition 2.19 ([13, Def. 9.1]). A weighted branched suborbifold structure consists of a subgroupoid (S, S) ⊂ (Z, Z) defined by a functorθ : (Z, Z) → Q + as above which satisfies the following properties.
We require that the inclusion maps φ i : M i ֒→ U are proper and are topological embeddings, and in addition we require that the submanifolds M i all have the same dimension. The submanifolds M i are called local branches in U .
We call (M i ) i∈I and (w i ) i∈I a local branching structure.
By shrinking the open set U we may assume that the local branches M i (equipped with the subspace topology induced from U ) are homeomorphic to open subsets of R n . Hence we may assume that a local branch is given by a subset M i ⊂ R n and an inclusion map φ i : M i ֒→ U where φ i is proper and a homeomorphism onto its image. Definition 2.20. Let (S, S) be a weighted branched suborbifold structure. Consider an object x ∈ S and a local branching structure (M i ) i∈I , (w i ) i∈I at x. Suppose moreover that each local branch has an orientation, denoted as (
We define a local orientation at x with respect to the local branching structure (M i ) i∈I , (w i ) i∈I as the following finite formal sum of weighted oriented tangent planes:
Definition 2.21. Let (S, S) be a weighted branched suborbifold structure. We define an orientation on (S, S) as a local orientation at every object x ∈ S and local branching structure (M i ) i∈I , (w i ) i∈I at x such that the following holds.
(1) We require that the local orientation is well-defined and does not depend on choice of local branching structure. Given an object x ∈ S, suppose we have:
• a local orientation at x with respect to a local branching structure (M i ) i∈I , (w i ) i∈I , • a local orientation at x with respect to a local branching structure
We require the finite formal sums of weighted oriented tangent planes to be identical, i.e.,
We require morphism invariance of the local orientations. Given a mor-
Suppose we have:
• a local orientation at x with respect to a local branching structure (M i ) i∈I , (w i ) i∈I , • a local orientation at y with respect to a local branching structure
The image of a finite formal sum of weighted oriented tangent planes under this map is again a finite formal sum of weighted oriented tangent planes. We require invariance of the local orientations under this map, i.e.,
A weighted branched suborbifold structure with boundary consists of a subgroupoid (S, S) ⊂ (Z, Z) defined identically to Definition 2.19 except we allow the possibility that the local branches are manifolds with boundary. A local orientation at an object x ∈ S is again defined as in Definition 2.20 as a finite formal sum determined by orientations of the local branches, and again an orientation is also defined similarly to Definition 2.21.
Abstract perturbations in polyfold theory.
Abstract perturbations in polyfold theory are a mixture of two different technologies:
(1) scale calculus generalizations of classical Fredholm theory, involving the development of analogs of Fredholm maps, compact perturbations, and the implicit function theorem for surjective Fredholm operators (originally developed in [9] ); (2) equivariant transversality through the use of "multisections;" due to the presence of nontrivial isotropy, it is generally impossible to obtain transversality through the use of single valued sections, and thus it is necessary to work with multisections (developed in [2] and generalized to polyfold theory in [10] ).
Strong polyfold bundles and sc + -multisections.
In order to develop a Fredholm theory for polyfolds, it is necessary to formulate the notion of a "strong polyfold bundle" over a polyfold. Let P : W → Z be a strong M-polyfold bundle (see [13, Def. 2.26]). Recall that a fiber p −1 (y) = W y over an object y ∈ O x carries the structure of a sc-Banach space. Furthermore W is equipped with a double filtration W m,k for 0 ≤ k ≤ m + 1, and the filtered spaces
are both M-polyfolds in their own rights. With respect to these filtrations, the maps P 
Let (Z, Z) be a polyfold structure, and consider a strong M-polyfold bundle over the object space, P : W → Z. The source map s : Z → Z is a local scdiffeomorphism, and hence we may consider the fiber product
Via the above proposition, we can also view as Z s × P W as the pullback bundle via s over the morphism space Z, 
commutes. Furthermore we require the following:
(1) µ is a surjective local diffeomorphism and linear on fibers,
A strong polyfold bundle structure (W, W ) has polyfold structures in its own right: we may take W as the object set with the grading W i,i or W i,i+1 , and define the morphism set by W := Z s × P W . Moreover, we have source and target maps s, t : W → W defined as follows:
We have a natural smooth projection functorP : (W, W ) → (Z, Z).
Definition 2.24.
A strong polyfold bundle consists of a topological space W together with a Morita equivalence class of strong polyfold bundle structures (W, W ).
The double filtration of the fibers is preserved by the structure maps, and hence the orbit space |W | is equipped with a double filtration |W | m,k , for 0 ≤ m and 0 ≤ k ≤ m + 1.
We moreover obtain polyfolds W[0] and W [1] with the filtrations W[0] i := W i,i and W[1] i := W i,i+1 . Unless specified, "W" refers to the first filtration, i.e., W[0] and "P " refers to the projection map with respect to this filtration. Definition 2.25 ([13, Def. 12.1]). We define a sc-smooth Fredholm section of the strong polyfold bundle P : W → Z as a sc-smooth map between polyfolds
Definition 2.26. We define the unperturbed solution space of ∂ as the set
with topology given by the subspace topology induced from Z. The space S(∂) has an associated subgroupoid structure (S(∂), S(∂)) defined as follows:
Both the object and morphism sets carry the subspace topology induced from the topologies on the object space Z and morphism space Z.
We say that the Fredholm section ∂ is proper if the unperturbed solution space S(∂) is a compact topological space.
The significance of this definition is captured in the fact that if (∂, x) is a Fredholm germ and s is a germ of a sc + -section around y, then (∂ + s, x) remains a Fredholm germ. This follows tautologically from the definition of a Fredholm germ (see the comment following [12, Def. 2.44]). We may view the relationship of Fredholm sections and sc + -sections in the current theory as the analogs of Fredholm and compact operators in classical functional analysis.
One can view a "multisection" as the rationally weighted characteristic function of an equivariant collection of locally defined single valued sections. This is made precise in the following definition. Definition 2.28. We view Q + := Q ∩ [0, ∞) as an ep-groupoid, having only the identities as morphisms. A sc + -multisection of a strong polyfold bundle P : W → Z consists of the following:
• a function Λ : 
The restrictionΛ| W |U : W U → Q + is related to the local sections and weights via the equation
where the empty sum has by definition the value 0.
We define the domain support of Λ as the subset of Z given by
Definition 2.29. Associated to a sc-smooth Fredholm section ∂ and a sc +multisection Λ, we define the perturbed solution space as the set Note that the space S(∂,Λ) or the subgroupoid (S(∂,Λ), S(∂,Λ)) can be respectively encoded entirely via the weight function or the weight functor; such a description is closer to the language used in [10] and [13].
Transverse perturbations.
At a local level, it is easy to adapt the functional analytic construction of compact perturbations of Fredholm operators to M-polyfolds; the implicit function theorem for M-polyfolds [13, Thm. 3.13] then guarantees that the zero set of a transversal sc-Fredholm section has the structure of a finite-dimensional manifold. It is somewhat more involved to adapt these constructions to the global level, as this requires using multisections to obtain equivariance. 
Given a sc-Fredholm section it is relatively easy to construct a transversal multisection (see the general position argument of [13, Thm. 15.4]); a key ingredient is [13, Lem. 5.3] which guarantees the existence of locally defined sc + -sections which take on a prescribed value at a point. 
define finite dimensional submanifolds which together with the weights w i give a local branching structure in U .
2.2.3.
Pairs which control compactness. Given a proper sc-smooth Fredholm section ∂ and a sc + -multisection Λ, we need some way to control the compactness of the resulting perturbed solution space S(∂, Λ). This can be achieved by requiring that the perturbation Λ is "small" in a suitable sense. We define an auxiliary norm as a sc 0 -map
where we regard [0, ∞) as a smooth manifold with the trivial ep-groupoid structure (i.e., a polyfold with finite-dimensional local models and trivial isotropy). It has an associated sc 0 -functorN :
We require thatN satisfies the following conditions.
Given a point [x] ∈ Z we define the pointwise norm of Λ at [x] with respect to the auxiliary norm N by
The original statement of this theorem carries the additional requirement that the perturbed solution set S(∂, Λ) is a compact set. This requirement is unnecessary, and is not used in the proof. and moreover define the norm of Λ with respect to N by Consider a sc + -multisection Λ and suppose it satisfies the following:
Then the perturbed solution set S(∂, Λ) is compact. We call such a sc + -multisection (N, U)-admissible (compare with [13, Def. 15.5]).
Determinant line bundles and orientations.
We do not try to give a full account of the polyfold theory on orientations (for that, we refer to [13, § 6]). However, to talk precisely about orientations in our main theorems it is necessary to give a brief summary of the main ideas and definitions. 
An orientation of T is a choice of orientation of the real line det T .
Let P : W → Z be a strong M-polyfold bundle, and let∂ : Z → W be a scsmooth Fredholm section. In general, there is no intrinsic notion a linearization of the section∂ at smooth points x ∈ Z ∞ if∂(x) = 0. To deal with this, one chooses a locally defined sc + -section s such that s(x) =∂(x); one may then consider the
The space of linearizations of∂ at x is then defined as the following subset of linear Fredholm operators from
It may be observed that Lin(∂, x) is a convex subset, and hence is contractible.
To each linearization we may associate its determinant; in doing so, we may consider the disjoint union
A priori, this set does not have much structure, as although each determinant is a real line, locally the kernel and cokernel of the linearizations may vary in dimension. However, with some work it is possible to prove the following proposition. We may therefore define an orientation of∂ at a smooth point x ∈ Z ∞ as a choice of one of the two possible orientations for DET(∂, x). We denote such an orientation by o (∂,x) .
As we vary the smooth points, we need some way to compare the orientations at each point. Intuitively, the choice of an orientation at a point should automatically determine an orientation at all nearby points. This intuition is made precise in the theory as a sort of "local orientation propagation." We may therefore define an orientation of a Fredholm section as a fixed choice of orientation at all smooth points which is consistent with the local orientation propagation. We then say Λ is a regular perturbation of ∂ with respect to the pair (N, U). Compact weighted branched suborbifolds are suitable geometric spaces for defining invariants. However, it remains to show that such invariants are independent of the choices used to define such a compact weighted branched orbifold, in particular, are independent of:
• the choice of regular perturbation, • the choice of pair which controls compactness. In addition, there exists a regular perturbationΛ of∂ with respect to the pair (N, U), such thatΛ| {0}×W can be identified with Λ 0 and likewiseΛ| {1}×W can be identified with Λ 1 .
It follows that the perturbed solution set S(∂,Λ) has the structure of a compact weighted branched suborbifold, and is a cobordism between perturbed solution sets, in the sense that ∂S(∂,Λ) = −S(∂, Λ 0 ) ⊔ S(∂, Λ 1 ).
The branched integral and polyfold invariants.
We now describe how to define the polyfold invariants through the use of the branched integral. The definition of the branched integral theory on compact oriented weighted branched suborbifolds was originally developed in [11] . T Z → R defined on the Whitney sum of the tangent of the object space, which are linear in each argument and skew-symmetric. Moreover, we require that the maps ω are morphism invariant in the following sense: for every morphism φ :
Recall the definition of Z i as the shifted polyfold with shifted polyfold structure (Z i , Z i ). Via the inclusion maps Z i ֒→ Z we may pullback a sc-differential k-form ω in Ω k (Z) to Ω k (Z i ), obtaining a directed system
we denote by Ω k ∞ (Z) the direct limit of this system. As defined in [13, p. 149] there exists an exterior derivative
such that the composition d • d = 0. The exterior derivative commutes with the inclusion maps Z i ֒→ Z i+1 and hence induces a map
Theorem 2.45 ([13, Thm. 9.2]). Let Z be a polyfold with polyfold structure (Z, Z) which admits sc-smooth partitions of unity. Given a sc-smooth differential form ω ∈ Ω n ∞ (Z) and an n-dimensional compact oriented weighted branched suborbifold S ⊂ Z.
Then there exists a well-defined branched integral, denoted as 
Consider a sc-smooth differential form ω ∈ Ω n ∞ (Z) and suppose that |supp ω| ⊂ |U |. Then
is the order of the effective isotropy group and (Mi,oi) ω is the usual integration of the differential n-form ω on the oriented n-dimensional manifold M i . 
Let g : Z 1 → Z 2 be a sc-smooth map between polyfolds, which has a well-defined restriction g| S1 : S 1 → S 2 between the branched suborbifolds. In addition, assume the following:
• g : S 1 → S 2 is a homeomorphism between the underlying topological spaces, •ĝ : S 1 → S 2 is injective and an orientation preserving local homeomorphism, • g is weight preserving, i.e., ϑ 2 • g = ϑ 1 andθ 2 •ĝ =θ 1 . Then given a sc-smooth differential form ω ∈ Ω n ∞ (Z 2 ), S2 ω = S1 g * ω. 
By Theorem 2.43 and by Stokes' theorem 2.46, this homomorphism does not depend on the choice of abstract perturbation used to obtain the compact oriented weighted branched suborbifold S(p).
Naturality of polyfold invariants
In this section we establish the necessary theory for proving the naturality of polyfold invariants, culminating in Theorem 1.3 and in Corollaries 1.5 and 1.6.
Invariance of domain and branched suborbifolds.
In the process of considering the naturality of the polyfold invariants, we will encounter a smooth bijection between weighted branched suborbifolds,
where dim S 1 = dim S 2 and S 2 is a compact topological space. We would like to show that this map is a homeomorphism.
However using only knowledge of the topologies of these spaces, it is impossible to show this. The key to resolving this problem is understanding the branched suborbifold structure and how to use this additional structure to prove an invariance of domain result. This result will allow us to assert that the above map is a homeomorphism.
Invariance of domain is a classical theorem of algebraic topology due to Brouwer, and was originally published in 1911. This result can immediately be generalized to manifolds; let M and N be an n-dimensional manifolds and let f : M → N be an injective continuous map. Then f is a homeomorphism onto its image. Moreover, if f is bijective, it is a homeomorphism. We seek to generalize this result to the branched suborbifolds of our current situation. Consider the set defined by the image of the inclusions, ∪ i∈I φ i (M i ). There are two topologies we may consider on this set:
These two topologies are identical.
Proof. We show that τ s = τ q .
• τ s ⊂ τ q
Consider the following commutative diagram where q is the quotient map, φ i are the continuous inclusion maps φ i : M i → U , and i is inclusion map.
Then by the characteristic property of the quotient topology, ⊔ i∈I φ i continuous implies i : (∪ i∈I φ i (M i ), τ q ) ֒→ U continuous. By the definition of the subspace topology, i : (∪ i∈I φ i (M i ), τ q ) ֒→ U is continuous. By the characteristic property of the subspace topology, i :
By assumption U is a metrizable space; hence it is also a regular topological space.
The assumption that each φ i is a topological embedding and is proper implies moreover that the images φ i (M i ) ⊂ U are closed in the subspace topology; to see this note that in metric spaces, sequential compactness is equivalent to compactness, and then use properness.
By the definition of the quotient topology, the set
Let B ǫ (x) ⊂ U be an ǫ-ball at x. Since φ i l is a topological embedding it follows that the sets φ −1 i l (B ǫ (x)) give a neighborhood basis for M i l at the point x i l . Therefore, we may take ǫ small enough that φ −1 i l (B ǫ (x)) ⊂ q −1 (V ) ∩ M i l for all i l ∈ {i 1 , . . . , i k }. Since U is a regular topological space, and since x and φ j (M j ) are disjoint closed subsets of U for j ∈ I \ {i 1 , . . . , i k }, we can find disjoint open neighborhoods that separate x and φ j (M j ). This moreover implies that we may take ǫ small enough that φ −1 j (B ǫ (x)) = ∅ for all j ∈ I \ {i 1 , . . . , i k }. For such an ǫ, it follows that φ −1 i (B ε (x)) ⊂ q −1 (V ) ∩ M i for all i ∈ I. The desired set is then given by
it is an open set in the subspace topology on ∪ i∈I φ i (M i ). By construction,
An open subset of an M-polyfold with the subspace topology is a metrizable topological space, and hence the above lemma applies to the branched suborbifolds of Definition 2.19 Lemma 3.3. Let S i be n-dimensional branched submanifolds of M-polyfolds Z i for i = 1, 2. Consider an injective continuous map between these two M-polyfolds, f : Z 1 ֒→ Z 2 , and suppose that there is a well-defined restriction to the branched submanifolds,f | S1 : S 1 ֒→ S 2 .
For every x ∈ S 1 with y :=f (x) ∈ S 2 , suppose that there exist local branching structures (M i ) i∈I at x and (M ′ j ) j∈I at y which have the same index set I. Moreover, assume thatf has a well-defined restriction to the individual local branches for each index i ∈ I as follows:f
Thenf | S1 is a local homeomorphism between S 1 and S 2 . Since we have assumed thatf is injective, it follows thatf | S1 is also a homeomorphism onto its image.
Proof. Let x ∈ S 1 which maps tof (x) ∈ S 2 . By assumption, there exists a local branching structure (M i ) i∈I in a neighborhood O x of x, and there exists a local branching structure (M ′ j ) j∈J in a neighborhood Of (x) off (x) such that the index sets are the same, I = J, andf restricts to a injective continuous map between each branch, i.e.,f
We may invoke invariance of domain 3.1 to see that the restricted mapsf | Mi are homeomorphisms onto their images. Observe that the open balls B ǫ (f (x)) ⊂ Of (x) give a neighborhood basis for M ′ i atf (x) for all i ∈ I. It follows that f −1 (B ǫ (f (x))) ⊂ O x give a neighborhood basis for M i at x for all i ∈ I. For ǫ small enough, the restricted maps
Define a neighborhood of x by U x =f −1 (B ǫ (f (x))); then N i := M i ∩ f −1 (B ǫ (f (x))) give local branches in U x . Define a neighborhood off (x) by Uf (x) := B ǫ (f (x)); then N ′ i := M ′ i ∩ B ǫ (f (x)) give local branches in Uf (x) . We can now rewrite (3.1) more simply aŝ f | Ni : N i → N ′ i . and note again that the mapsf | Ni are homeomorphisms for all i ∈ I. Hence the map ⊔ i∈I (f | Ni ) : ⊔ i∈I N i → ⊔ i∈I N ′ i is also a homeomorphism. Consider the following commutative diagram of maps.
We assert that the mapf | ∪Ni :
is a homeomorphism. Indeed, by assumptionf | ∪Ni is injective. We can use the fact that ⊔(f | Ni ) is a bijection to see thatf | ∪Ni must also be surjective. It is easy to check thatf | ∪Ni is continuous with respect to the quotient topologies τ q and τ q ′ . Furthermore, f | ∪Ni is an open map. To see this, let U ⊂ (∪ i∈I N i , τ q ) be an open set. Then q −1 (U ) ⊂ ⊔ i∈I N i is open by the definition of the quotient topology. Since ⊔(f | Ni ) is a homeomorphism, (⊔(f | Ni ))(q −1 (U )) is open. Commutativity of the diagram and the fact that both ⊔(f | Ni ) andf | ∪Ni are bijections implies that (⊔f | Ni )(q −1 (U )) = q ′−1 (f | ∪Ni (U )). It therefore follows thatf | ∪NI (U ) is open by the definition of the quotient topology.
By Lemma 3.2, the fact thatf | ∪Ni :
are both open subsets. By Remark 2.16, the inclusion maps (∪ i∈I N i , τ s ) ֒→ S 1 and (∪ i∈I N ′ i , τ s ) ֒→ S 2 are both local homeomorphisms. We now see that the mapf : S 1 → S 2 is a local homeomorphism on an open neighborhood of the point x ∈ S 1 . Since x ∈ S 1 was arbitrary, and sincef is injective, we can concludef , considered on the object sets, is a local homeomorphism. It then follows from the étale property thatf , considered on the morphism sets, is a local homeomorphism. This proves the claim. Lemma 3.4. Let S i be an n-dimensional branched suborbifold of a polyfold Z i for i = 1, 2. Consider an injective continuous map between these two polyfolds, f : Z 1 ֒→ Z 2 , and which has an associated functorf : (Z 1 , Z 1 ) ֒→ (Z 2 , Z 2 ), which is injective and continuous with respect to the object and morphism sets. In addition, assume that the functorf is fully faithful. Suppose that f has a welldefined restriction to the branched suborbifolds f | S1 : S 1 ֒→ S 2 ; it follows that f restricts to a well-defined functor between the subgroupoidsf | S1 : (S 1 , S 1 ) → (S 2 , S 2 ).
Assume that for every x ∈ S 1 with y :=f (x) ∈ S 2 , there exist local branching structures M i , i ∈ I at x and M ′ j , j ∈ I at y which have the same index set I. Moreover, assume thatf has a well-defined restriction to the individual local branches for each index i ∈ I as follows:
Then the restriction f | S1 : S 1 ֒→ S 2 is a local homeomorphism. In particular, if f | S1 is a bijection, then it is a homeomorphism.
). From the proof of Lemma 3.3, we have seen that there exists a local branching structure (N i ) i∈I at x and a local branching structure (N ′ i ) i∈I atf (x) such thatf | ∪Ni : (∪ i∈I N i , τ s ) ֒→ (∪ i∈I N ′ i , τ s ) is a homeomorphism. The proof now follows the same reasoning as Lemma 3.3. Consider the following commutative diagram of maps.
We assert that the map f | |∪Ni| is a homeomorphism. Indeed, by assumption f | |∪Ni| is injective. We can use the fact thatf | ∪Ni is a bijection to see that f | |∪Ni| must also be surjective. 
is open by the definition of the quotient topology. Proposition 2.18 implies that the inclusion maps |∪ i∈I N i | ֒→ S 1 and |∪ i∈I N ′ i | ֒→ S 2 are local homeomorphisms. We now see that the map f | S1 : S 1 → S 2 is a local homeomorphism on an open neighborhood of the point [x] ∈ S 1 . Since [x] ∈ S 1 was arbitrary it follows that f | S1 is a local homeomorphism. It moreover follows that if f | S1 is bijective, it is a homeomorphism. This proves the claim.
Fredholm multisections and abstract perturbations.
In this subsection we generalize the polyfold abstract perturbation theory from Fredholm sections to Fredholm multisections. This involves minor modifications to the definitions and theorems originally developed in [10] and which we recalled in § 2.2. This generalization is developed with a specific goal in mind, which is the proof of Theorem 3.16. Then the local Fredholm section structure is given by f i :=∂ − s i with associated weight σ i . It follows from [13, Thm. 3.2] that such an f i is in fact a sc-smooth Fredholm section. We may then define the functorF locally via the equation
where the empty sum has by definition the value 0. It is evident this extends to a well-defined functorF : (W, W ) → Q + . Finally, observe the perturbed solution set S(∂, Λ) associated to the pair (∂, Λ) is the same as the unperturbed solution set S(F ) associated to the Fredholm multisection F , i.e.,
Transverse perturbations of Fredholm multisections.
We can immediately adapt the main definitions and results of § 2.2; there is no difficulty in generalizing the construction of transverse perturbations to Fredholm multisections. Definition 3.7. Associated to a sc-smooth Fredholm multisection ∂ and a sc +multisection Γ, we define the perturbed solution space as the set
with topology given by the subspace topology induced from Z. It is equipped with the weight function S(F,
Along the same lines as Definition 2.30, we can formulate what it means for a Fredholm multisection and a sc + -multisection to be transversal. 
is surjective for all i ∈ I, j ∈ J with f i (x) = s j (x). We say that (F, Γ) is transversal if it is transversal at every [x] ∈ S(F, Γ).
Consider our example of a Fredholm multisection (∂, Λ) consisting of a Fredholm section and a sc + -multisection Λ, and let Γ be an additional sc + -multisection. Then the sum Λ ⊕ Γ : W → Q + is a sc + -multisection, with local section structure given by s i + r j where (s i ) i∈I is a local section structure for Λ and (r j ) j∈J is a local section structure for Γ. We may now observe that the pair (∂, Λ ⊕ Γ) consisting of the Fredholm section ∂ and the sc + -multisection Λ ⊕ Γ is transversal in the sense of Definition 2.30 if an only if the pair ((∂, Λ), Γ) consisting of the Fredholm multisection (∂, Λ) and the sc + -multisection Γ is transversal in the sense of the above Definition 3.8.
We have an analog of Theorem 2.31. Proposition 3.9. Let P : W → Z be a strong polyfold bundle, F a sc-smooth Fredholm multisection, and Γ a sc + -multisection. If the pair (F, Λ) is transversal, then the perturbed solution set S(F, Γ) carries in a natural way the structure of a weighted branched suborbifold.
Controlling compactness of Fredholm multisections.
In contrast to construction of transverse perturbations of Fredholm multisections, where no modification of the underlying definitions or ideas was required, it is somewhat more involved to show how to control the compactness of Fredholm multisections. It is necessary to refer to the earlier work contained in [10, § 4.2] in order to obtain complete results in our current situation. Consider an open neighborhood U of the unperturbed solution set S(F ) ⊂ Z. We say that the pair (N, U) controls the compactness of F provided the set Moreover, let us assume that the Fredholm multisection (∂,Λ) is proper, i.e., the solution set S(∂,Λ) is compact.
Observe that the topological boundary of S(∂,Λ) is given by the following set:
∂S(∂,Λ) = S(∂) ⊔ S(∂, Λ).
By the assumption that (∂, Λ) is a transversal pair S(∂, Λ) is a weighted branched orbifold; moreover it is a closed subset of S(∂,Λ) and is therefore compact. We emphasize that since Λ is not admissible to a pair which controls compactness, it is not a regular perturbation (see Definition 2.41) and hence cannot be used to define polyfold invariants. We can almost consider S(∂,Λ) as a compact cobordism, except ∂ is not assumed to be transverse and hence S(∂) is not assumed to have the structure of a weighted branched suborbifold.
The following proposition demonstrates how to perturb the solution space S(∂,Λ) in order to obtain a compact cobordism between S(∂, Λ) and a perturbed solution space S(∂, Γ 0 ) where Γ 0 is a regular perturbation. Moreover, there exists a regular perturbation Γ of (∂,Λ) with respect to the pair (N, U) such that Γ| W×{0} can be identified with Γ 0 and such that Γ| W×{1} ≡ 0.
The proof of this proposition follows the same reasoning used to prove Theorem 2.43, noting in addition that we do not need to perturb in a neighborhood of Z × {1}, as by assumption (∂, Λ) is a transversal pair.
Intermediary subbundles and naturality of polyfold invariants.
Consider a commutative diagram as follows,
where:
• W i → Z i are strong polyfold bundles for i = 1, 2.
• ∂ i are sc-smooth proper oriented Fredholm sections of the same index for i = 1, 2. • ι Z : Z 1 ֒→ Z 2 is a sc-smooth injective map, and the associated functor between polyfold structuresι Z : (Z 1 , Z 1 ) ֒→ (Z 2 , Z 2 ) is fully faithful and is also an injection on both the object and the morphism sets. • ι W : W 1 ֒→ W 2 is a sc-smooth injective map, and the associated functor between polyfold strong bundle structuresι W : (W 1 , W 1 ) ֒→ (W 2 , W 2 ) is fully faithful, and is also an injection on both the object and the morphism sets. Moreover,ι is a bundle map (i.e., restricts to a linear map on the fibers). • S(∂ 2 ) ⊂ Im(ι Z ). In order to deal with orientations, consider the following. Consider a smooth object x ∈ (Z 1 ) ∞ which maps to y :=ι Z ∈ (Z 2 ) ∞ . Consider a locally defined sc + -section s : ′ U → W 2 defined on an open neighborhood U ⊂ Z 2 of y, which satisfies s ′ (y) =∂ 2 (y). Assume that this sc + -section has a well-defined restriction s ′ | U∩ιZ (Z1) : U ∩ι Z (Z 1 ) →ι W (W 1 ), which induces a sc + -section s :ι −1 Z (U ) → W 1 which moreover satisfies s(x) =∂ 1 (x). We therefore have a commutative diagram.
Consider the following maps: Dι Z : ker(D(∂ 1 − s)(x))) → ker(D(∂ 2 − s ′ )(y)), and Dι W : Im(D(∂ 1 − s)(x))) → Im(D(∂ 2 − s ′ )(y)), which therefore induces a map coker(D(∂ 1 − s)(x))) → coker(D(∂ 2 − s ′ )(y)). These maps induce a map between the determinant real lines
• Assume that the induced map between the determinantŝ
is an isomorphism. Moreover, assume that this isomorphism is orientation preserving, with respect to the chosen orientations of∂ 1 at the point x and ∂ 2 at the point y (see Definition 2.40). Returning to the main discussion, it follows from commutativity of (3.2) that ι Z restricts to a continuous bijection between the unperturbed solution sets,
In fact, this map is a homeomorphism as can be shown via point-set topology, noting that S(∂ 1 ) is compact and S(∂ 2 ) is Hausdorff (see [15, Rmk. 3.1.15] ).
In order to compare the polyfold invariants, suppose we also have a commutative diagram
• O is a finite-dimensional orbifold.
• f i are sc-smooth maps for i = 1, 2.
Definition 3.15. We define an intermediary subbundle as a subset R ⊂ W 2 which satisfies the following properties.
(1) Let (R, R) be the associated subgroupoid of R. Then for every object x ∈ Z 2 we require that the fiber R x := R ∩ (W 2 ) x is a vector subspace of (W 2 ) x . (Note that we do not require that R x is complete.)
We require that there exist sc + -sections
. These restrictions induce sections s i :ι −1 Z (U ) → W 1 which we require to be sc + with respect to the M-polyfold structures on Z 1 and W 1 . We require that:
(4) In addition, given a pair (N 2 , U 2 ) which controls the compactness of ∂ 2 , we require that these sc + -sections satisfy the following:
Despite the lengthy properties that a intermediary subbundle must satisfy, in practice such subbundles are easy to construct, as we demonstrate in § 3.4 and § 3.5.
We may now prove Theorem 1.3, which we restate in order to be consistent with our current notation. Proof. We prove the theorem in six steps.
Step 1: We use property 3 of the intermediary subbundle to construct a transversal sc + -multisection with a well-defined transversal restriction.
At the outset, fix pairs (N i , U i ) which control the compactness of ∂ i for i = 1, 2. Consider a point [x 0 ] ∈ S(∂ 1 ) ≃ S(∂ 2 ) and let x 0 ∈ Z 1 be a representative with isotropy group G(x 0 ). Via the inclusion mapι Z , we may identify x 0 with its image in Z 2 and note that we may also identify the isotropy groups.
We may use property 3 of the intermediary subbundle to construct an sc +multisection functorΛ ′ 0 : W 2 × B k ε → Q + with local section structure given by g *
which satisfies the following. There exists a G(x 0 )invariant open neighborhood x 0 ⊂ U ′ 0 ⊂ Z 2 such that at any object x ∈ U ′ 0 and for any g ∈ G(x 0 ) the linearization of the function
projected to the fiber (W 2 ) x is surjective. Furthermore, property 3 ensures that the functorΛ 0 :
where the sc + -sections s i are induced by the welldefined restrictions of the sections s ′ i . Likewise, there exists a G(x 0 )-invariant open neighborhood x 0 ⊂ U 0 ⊂ Z 1 such that at any object x ∈ U 0 and for any g ∈ G(x 0 ) the linearization of the function∂ 1 (x) − g * k i=1 t i · s i (x) projected to the fiber (W 1 ) x is surjective.
We may cover the compact topological space S(∂ 2 ) by a finite collection of such neighborhoods |U ′ i | of points [x i ] ∈ S(∂ 2 ); we may also cover S(∂ 1 ) by a finite collection of such neighborhoods |U i | of points [x i ] ∈ S(∂ 1 ). It follows that the finite sum of sc + -multisections
has the property that: for any point [x] ∈ Z 2 with Λ 2 • ∂ 2 ([x]) > 0, and for any parametrized local section structure {s ′ i } i∈I at a representative x, the linearization of the function∂ 2 (x) − s ′ i (x, t) projected to the fiber (W 2 ) x is surjective. Likewise, the finite sum of sc + -multisections
has the property that for any point [x] ∈ Z 1 which satisfies Λ 1 • ∂ 1 ([x]) > 0 and for any parametrized local section structure {s i } i∈I at a representative x, the linearization of the function∂ 1 (x)−s i (x, t) projected to the fiber (W 1 ) x is surjective. Observe moreover that the multisection sum commutes with composition and thus Λ 1 (·, ·) = Λ 2 (ι W (·), ·).
Furthermore for ε sufficiently small, for any fixed t 0 ∈ B N ε the sc + -multisection Λ 2 (·, t 0 ) is controlled by the pair (N 2 , U 2 ), i.e.,
• N 2 [Λ 2 (·, t 0 )] ≤ 1,
• dom-supp(Λ 2 (·, t 0 )) ⊂ U 2 . In contrast, Λ 1 (·, t 0 ) will generally not be controlled by the pair (N 1 , U 1 ) , as in general, dom-supp(Λ 1 (·, t 0 )) = ι −1 Z (dom-supp(Λ 2 (·, t 0 ))) U 1 .
Step 2: We show the thickened solution sets satisfy the hypotheses of Lemma 3.4, and are therefore homeomorphic.
Consider the strong polyfold bundle 
have the structure of weighted branched orbifolds. We now claim that these thickened solution sets satisfy the hypotheses of Lemma 3.4. Indeed, commutativity of the diagram (3.2) together with the equation Λ 1 (·, ·) = Λ 2 (ι W (·), ·) imply that the injective continuous mapι Z :
, t) has a well-defined restriction to the thickened solution sets,
Moreover, at any (x, t) ∈ S 1 (∂ 1 ,Λ 1 ) which maps to (y, t) ∈ S 2 (∂ 2 ,Λ 2 ), the local section structure (s i ) forΛ 1 at (x, t) is induced by the restrictions of the local section structure (s ′ i ) forΛ 2 at (y, t). In particular, we have the following commutative diagram.
As noted in Remark 2.32, the local section structures and the local branching structures are related via the equations
. Thus it follow from commutativity that we have the required well-defined restriction to the individual local branches. And now Lemma 3.4 implies that the map (3.4) is a local homeomorphism.
Furthermore, we may observe that by our orientation assumptions the natural induced mapι * : det(D(∂ 1 −s i )(x))) → det(D(∂ 2 −s ′ i )(y)) is an orientation preserving isomorphism; hence the restrictionι Z | Mi : M i → M ′ i is orientation preserving. We now show that (3.4) is a bijection. Let ([y], t) ∈ S(∂ 2 , Λ 2 ), let (y, t) be a representative of ([y], t), and consider a local section structure (s ′ i ) for Λ 2 at (y, t). It follows that∂ 2 (y) − s ′ i (y, t) = 0 for some index i. Observe by construction, s ′ i is a finite sum of sc + -sections with image contained in the intermediate subbundle R, and hence s ′ i (y, t) ∈ R. It follows that∂ 2 (y) ∈ R, hence property 2 of the intermediate subbundle implies that y ∈ι Z (Z 1 ). Therefore, there exists a point [x] ∈ Z 1 such thatι Z ([x], t) = ([y], t). Commutativity of (3.2) implies that
, t)) > 0, and therefore ([x], t) ∈ S 1 (∂ 1 , Λ 1 ). Thus, (3.4) is a homeomorphism.
Step 3: For a common regular value t 0 the branched integrals of the perturbed solution spaces of ∂ 1 and ∂ 2 are equal.
By Sard's theorem, we can find a common regular value t 0 ∈ B N ε of the projections S(∂ 1 , Λ 1 ) → B N ε and S(∂ 2 , Λ 2 ) → B N ε . For this common regular value, the perturbed solution sets
have the structure of weighted branched suborbifolds.
As we have already noted, Λ 2 (·, t 0 ) is controlled by the pair (N 2 , U 2 ) and hence S(∂ 2 , Λ 2 (·, t 0 )) is a compact topological space. For such a common regular value, the homeomorphism (3.4) has a well-defined restriction to these perturbed solution sets. This restriction is a homeomorphism, and hence S(∂ 1 , Λ 1 (·, t 0 )) is also a compact topological space (even though in general Λ 1 (·, t 0 ) will not be controlled by the pair (N 1 , U 1 ) ).
The restrictionι Z | S(∂1,Λ1(·,t0)) satisfies the necessary hypotheses for the change of variables theorem 2.47. Therefore for a given sc-smooth differential form ω ∈ Ω * ∞ (Z 2 ) we have
However, since in general Λ 1 (·, t 0 ) is not controlled by a pair, we cannot assume that it is a regular perturbation in the sense of Definition 2.41. This is problematic since Theorem 2.43 only implies the existence of a compact cobordism between the perturbed solution spaces of two perturbations which are both assumed to be regular perturbations (see Figure 1 ). Step 4: We show that the set
together with the open setŨ 2 := U 2 × B N δ together control the compactness of the extended sc-smooth Fredholm section∂ 2 . By construction, Λ 2 is controlled by this pair and hence by Theorem 2.36 the thickened solution set S(∂ 2 , Λ 2 (·, t); t ∈ B N δ ) is a compact topological space. Therefore, the closed subset S(∂ 2 , Λ 2 (·, t); t = s · t 0 , s ∈ [0, 1]) is also compact.
The restriction of (3.4) yields a homeomorphism
From this it is now clear that
is a compact topological space.
Step 5: We interpret the pair (∂ 1 , Λ 1 (·, t 0 )) as a transversal Fredholm multisection, and use Proposition 3.14 to obtain a compact cobordism to a regular perturbation. We claim that the hypotheses described in § 3.2.4 are satisfied. In particular, we must show that the extended Fredholm multisection (∂ 1 ,Λ 1 (·, t 0 )) is proper. This can be seen using step 4; indeed, the solution set S(∂ 1 ,Λ 1 (·, t 0 )) described in § 3.2.4 can be identified with the compact set S(∂ 1 , Λ 1 (·, st 0 )).
We may therefore use Proposition 3.14 to obtain a cobordism from (∂ 1 , Λ 1 (·, t 0 )) to a regular perturbation Γ 0 : W 1 → Q + of ∂ 1 . Given a closed sc-smooth differential form ω ∈ Ω * ∞ (Z 1 ), Stokes' theorem 2.46 then implies ω.
Step 6: We show that the polyfold invariants are equal.
Let ω ∈ H * dR (O) be the de Rahm cohomology class fixed in the statement of the theorem, and used to define the polyfold invariants. We can now compute relate the branched integrals as follows:
where the first equality follows from equation (3.5), the second equality follows from the commutativity of (3.3), and the third equality follows from equation (3.6). By construction, Λ 2 (·, t 0 ) is a regular perturbation of ∂ 2 , while Γ 0 is a regular perturbation of ∂ 1 . This proves the theorem.
3.4. Gromov-Witten invariants are independent of choice of sequence δ i . We now use Theorem 3.16 to show that the Gromov-Witten polyfold invariants are independent of the choice of increasing sequence (δ i ) i≥0 ⊂ (0, 2π). Given two sequences (δ i ) ⊂ (0, 2π) and (δ ′ i ) ⊂ (0, 2π) we can always find a third sequence (δ ′′ i ) ⊂ (0, 2π) which satisfies
for all i. The GW-polyfold associated to the sequence (δ ′′ i ) give a refinement of the GW-polyfolds associated to (δ i ) and (δ ′ i ), in the sense that there are inclusion maps
It is therefore sufficient to consider inclusion maps of the form Z 3,δ0
with δ ′ i ≤ δ i for all i and demonstrate that the associated GW-invariants are equal. To this end, consider the commutative diagram:
and observe that it satisfies the same properties as (3.2) . In addition, consider the commutative diagram:
which satisfies the same properties as (3.3) . Note that if δ ′ 0 < δ 0 the inclusion map ι Z is not proper. To see this, exploit the difference in exponential weights to produce a sequence which converges in a local M-polyfold model for Z 3,δ0 A,g,k but diverges in a local M-polyfold model for Z 3,δ ′ 0 A,g,k . Note also that the pullback strong polyfold bundle is not the same as the standard strong polyfold bundle on Z 3,δ0
A,g,k . Let K → O α be a local strong bundle model, with sc-coordinates given by (a, v, η, ξ) where ξ ∈ H 2,δ ′ 0 (Σ, Λ 0,1 ⊗ J u * T Q). Use Corollary A.4 to choose vectors v 1 , . . . , v k which vanish on disk-like regions of the nodal points and such that
Let β : U α → [0, 1] be an sc-smooth cutoff function which satisfies β ≡ 1 near (0, 0, 0), and β ≡ 0 on U α \V α . In these local sc-coordinates, the desired sc + -sections are defined as follows:
where ρ a is the strong bundle projection defined using the hat gluings, see [13, p. 117] and [12, pp. 65-67] Let (N, U) be a pair which controls the compactness of ∂ ′ J . By construction, these sc + -sections satisfy N [s ′ i ] ≤ C for some constant C ≤ ∞, and hence by rescaling the vectors v i we may assume that N [s ′ i ] ≤ 1. Moreover, by shrinking the support of the cutoff function we may assume that |supp s ′ i | = |supp β| ⊂ U. By construction, the sc + -section s ′ i induces a well-defined restriction s i |ι−1 Z (Uα) . Locally this restriction is given by multiplying the sc-smooth cutoff β •ι Z and the locally constant vector v i , hence it is sc + .
Having shown the previous proposition, we may immediately apply Theorem 3.16 to see that the polyfold Gromov-Witten invariants do not depend on the choice of an increasing sequence (δ i ) i≥0 ⊂ (0, 2π). This proves Corollary 1.5.
3.5. Gromov-Witten invariants are independent of punctures at marked points. We now recall the regularity estimates that the stable curves of the Gromov-Witten polyfolds as constructed in [12] are required to satisfy. Let u : Σ → Q be a continuous map, and fix a point z ∈ Σ. We consider a local expression for u as follows. Choose a small disk-like neighborhood D z ⊂ Σ of z such that there exists a biholomorphism σ : [0, ∞)×S 1 → D z \{z}. Let ϕ : U → R 2n be a smooth chart on a neighborhood U ⊂ Q of u(z) such that to ϕ(u(z)) = 0. The local expressionũ
is defined for s 0 large. Let m ≥ 3 be an integer, and let δ > 0. We say that u is of class H m,δ around the point z ∈ Σ if e δsũ belongs to the space L 2 ([s 0 , ∞) × S 1 , R 2n ). We say that u is of class H m loc around the point z ∈ Σ if u belongs to the space H m loc (D z ). If u is of class H m,δ at a point z ∈ Σ we will refer to that point as a puncture.
By definition, any stable map representative (Σ, j, M, D, u) of a stable curve in the Gromov-Witten polyfold Z A,g,k is required to be of class H 3,δ0 at all nodal points. This is required in order to carry out the gluing construction at the nodes of [12, § 2.4] .
However, in some situations we would like to treat the marked points in the same way as the nodal points. Note that allowing a puncture with exponential decay at a specified marked point is a global condition on a Gromov-Witten polyfold. Hence, we will need to require that the map u is of class H 3,δ0 at a fixed subset of the marked points (in addition to the nodal points).
Given a subset I ⊂ {1, . . . , k} we can define a GW-polyfold Z I A,g,k where we require that all stable map representatives are of class H 3,δ0 at the marked points z i for all i ∈ I and of class H 3 loc at the remaining marked points. Given another subset J ⊂ {1, . . . , k} we can define a GW-polyfold Z J A,g,k in the same manner. On the other hand, we can consider a GW-polyfold Y A,g,k where we require that all stable map representatives are of class H 3,δ0 and also of class H 3 loc at all the marked points.
Such a GW-polyfold with strict regularity at all marked points gives a refinement of the GW-polyfolds with different choices of punctures I, J ⊂ {1, . . . , k} at the marked points, in the sense that there are inclusion maps
It is sufficient to consider inclusion maps of the form Y A,g,k ֒→ Z I A,g,k and demonstrate that the associated GW-invariants are equal.
To this end, consider the commutative diagram:
∂J ∂J ιZ and observe that it satisfies the same properties as (3.2). In addition, consider the commutative diagram:
which satisfies the same properties as (3.3). There exist sequences of maps which converge in H 3 loc but do not converge in H 3,δ0 . Consequently, in general the above inclusion map is not proper. Furthermore, the pullback strong polyfold bundle is not the same as the standard strong polyfold bundle on Y A,g,k . Again, combining the previous proposition and Theorem 3.16 we see that the polyfold Gromov-Witten invariants do not depend on the choice of puncture at the marked points. This proves Corollary 1.6.
Pulling back abstract perturbations
In this section we show how to construct a regular perturbation which pulls back to a regular perturbation, culminating in Theorem 4.5 and in Corollary 1.8.
4.1.
Pullbacks of strong polyfold bundles. Let P : W → Z be a strong polyfold bundle, and let f : Y → Z be a sc-smooth map between polyfolds. Consider the topological pullback
equipped with the subspace topology. Since Y and W are second countable, paracompact, Hausdorff topological spaces, so too is the product Y × W and hence f * W is also a second countable, paracompact, Hausdorff topological spaces.
We can take the pullbackf * W of the object strong M-polyfold bundle; by Proposition 2.22 this has the structure of a strong M-polyfold bundle over the object space Y . The fiber product
may be viewed as the strong M-polyfold bundle via the source map s over the morphism space Y ,
We may define a pullback strong polyfold bundle structure over the polyfold structure (Y, Y ) as the strong M-polyfold bundle proj 1 :f * W → Y together with the bundle map defined as follows:
It is straightforward to check that this map satisfies the requirements of Definition 2.23. Given a sc-smooth section ∂ : Z → W there exists a well-defined pullback section f * ∂ : Y → f * W. Between the underlying sets, it is defined by
It is automatically regularizing if ∂ is regularizing. We may define the pullback of a sc + -multisection as follows. 
(2) the local expression proj * 2Λ :f * W | Ux → Q + is related to the local sections and weights via the equation 
Assume that the sc-smooth section f * ∂ is a proper Fredholm section; such an assumption is not automatic from the above setup, however it is natural in the context of polyfold maps one might encounter. 2 Given a pair (N, U) which controls the compactness of ∂ we show in this subsection how to obtain a pullback of this pair, which will control the compactness of f * ∂. Proof. This is immediate from the definitions. In particular, property 2 of Definition 2.33 can be checked as follows. Let (x k , w k ) be a sequence inf * W [1] , such that x k converges to x in Y , and suppose proj * 2N (x k , w k ) → 0. Then w k is a sequence in W [1] such thatf (x k ) converges tof (x) in Z, andN (w k ) = proj * 2N (x k , w k ) → 0, and hence w k → 0f (x) . Thus (x k , w k ) → (x, 0f (x) ), as required. 2 An alternative to outright assuming that f * ∂ is a Fredholm section would be to formulate a precise notion of a "Fredholm map" for a map between polyfolds, and then require that f is such a map. This would also be natural in the context of polyfold maps one might encounter.
Proof. Let (N, V) be a pair which controls the compactness of ∂. By the previous proposition we know that the pullback proj * 2 N : f * W[1] → [0, ∞) is an auxiliary norm. We may then apply [10, Prop. 4.5] Observe that S(f * ∂) = f −1 (S(∂)) ⊂ f −1 (U). By the construction of U we have f −1 (U) ⊂ U ′ . Hence we have S(f * ∂) ⊂ f −1 (U) ⊂ U ′ therefore it follows from Remark 2.35 that (proj * 2 N, f −1 (U)) controls the compactness of f * ∂. Finally, the claim regarding the pullback of a sc + -multisection is immediate from the construction.
Construction of regular perturbations which pullback to regular perturbations.
With the same assumptions and setup as in the previous subsection (i.e., our map satisfies the topological pullback condition), we show in this subsection how to construct regular perturbations which will pullback to regular perturbations Theorem 4.5. We can construct a regular perturbation Λ : W → Q + which pulls back to a regular perturbation proj * 2 Λ. This means that the perturbations satisfy the following conditions.
( For each smooth vector v 1 , . . . , v k we can use [13, Lem. 5.3] to define sc + -sections s i : U (y 0 ) → W such that
• s i = 0 on U (y 0 ) \ V (y 0 ), • s i (y 0 ) = v i . Furthermore, to ensure that the resulting multisection will be controlled by the pair (N, U) we require that
We may use these locally constructed sc + -sections to define a sc + -multisection functorΛ Furthermore, to ensure that the resulting multisection will be controlled by the pair (N, U) we require that • N [s i ] ≤ 1,
• supp(s i ) ⊂ U.
We may use these locally defined sc + -sections to define a sc + -multisection functor Λ 0 : W × B k ε → Q + with local section structure given as follows.
By construction, the pullback sc + -multisection functor proj * 2Λ 0 :f * W × B k ε → Q + has local section structure given as follows.
The significance of this theorem is the following. Both perturbed solution sets S(f * ∂, proj * 2 Λ) and S(∂, Λ) have the structure of compact oriented weighted branched suborbifolds. Moreover, the restriction of f gives a well-defined continuous function between these perturbed solution spaces, i.e., where M = {z 1 , . . . , z k } and where M σ := {z ′ 1 , . . . , z ′ k }, z ′ i := z σ(i) . Consider the pullback via σ of the strong bundle W A,g,k → Z A,g,k and the Cauchy-Riemann section ∂ J , as illustrated in the below commutative diagram.
The map σ is a homeomorphism when considered on the underlying topological spaces, and hence satisfies the topological pullback condition. By applying Theorem 4.5 we immediately obtain Corollary 1.8. It follows that the permutation map restricts to a well-defined map between the perturbed Gromov-Witten moduli spaces, σ| S A,g,k (∂J ,proj * 2 Λ) : S A,g,k (∂ J , proj * 2 Λ) → S A,g,k (∂ J , Λ). Considered on the underlying topological spaces, this map is a homeomorphism. Considered on the branched ep-subgroupoid structures, the associated functor σ| S A,g,k (∂J ,proj * 2Λ ) : S A,g,k (∂ J , proj * 2Λ ) → S A,g,k (∂ J ,Λ) is a local diffeomorphism, and moreover is injective. The restricted permutation map σ and its associated functorσ are both weight preserving, i.e., ( Proof. We prove the existence of the first neighborhood, assuming u is of class H 3 loc . Consider the operator D u∂ : H 3 loc (D, R 2n ) → H 2 loc (D, R 2n ) which is defined by the local expression we have just discussed, i.e.,
Moreover, assume we have identified a neighborhood of Q with a neighborhood of R 2n such that u(0) = 0. For every ǫ > 0 there exists a δ > 0 such that we have the following estimates for the ball B δ (0) ⊂ D: From Proposition A.2 the first term on the right is surjective, while we can bound the other two terms on the right in the operator norm by ǫ. From classical functional analysis the space of surjective operators is open. Hence there exists some δ such that
We prove the existence of first neighborhood, assuming u is of class H 3,δ0 . By symmetry, this will also show the existence of the second neighborhood. Consider the operator
which is defined by the same expression as before. Moreover, assume we have identified a neighborhood of Q with a neighborhood of R 2n such that lim s→∞ u(s) =
