Purpose In the case of multispecimen study to locate cancer regions, such as in thyroidectomy and prostatectomy, a significant labor-intensive processing is required at a high cost. Pathology diagnosis is usually done by a pathologist observing tissuestained glass slide under a microscope. Method Multispectral photoacoustic (MPA) specimen imaging has proven successful in differentiating photoacoustic (PA) signal characteristics between a histopathology-defined cancer region and normal tissue. This is mainly due to its ability to efficiently map oxyhemoglobin and deoxyhemoglobin contents from MPA images and key features for cancer detection. A fully automated deep learning algorithm is purposed, which learns to detect the presence of malignant tissue in freshly excised ex vivo human thyroid and prostate tissue specimens using the three-dimensional MPA dataset. The proposed automated deep learning model consisted of the convolutional neural network architecture, which extracts spatially colocated features, and a softmax function, which detects thyroid and prostate cancer tissue at once. This is one of the first deep learning models, to the best of our knowledge, to detect the presence of cancer in excised thyroid and prostate tissue of humans at once based on PA imaging. Result The area under the curve (AUC) was used as a metric to evaluate the predictive performance of the classifier. The proposed model detected the cancer tissue with the AUC of 0.96, which is very promising. Conclusion This model is an improvement over the previous work using machine learning and deep learning algorithms. This model may have immediate application in cancer screening of the numerous sliced specimens that result from thyroidectomy and prostatectomy. Since the instrument that was used to capture the ex vivo PA images is now being developed for in vivo use, this model may also prove to be a starting point for in vivo PA image analysis for cancer diagnosis.
Introduction
Authors [1] reported 595,690 deaths out of 1,685,210 new cases of cancer in the USA in the year of 2016. In total, 1980 deaths out of 64,300 reported new cases of thyroid cancer, and 26,120 deaths out of 180,890 reported new cases of prostate cancer in the same year. Early detection plays a significant role in the successful treatments to improve the survival rate of patients. Ultrasound (US) imaging is widely used in cancer tissue screening [2] because of its relative safety [3] , low B Kamal Jnawali kj5500@rit.edu 1 Rochester Institute of Technology, Rochester, NY, USA 2 University of Rochester, Rochester, NY, USA cost [4] , noninvasive and non-ionization nature [5] , and realtime imaging [6] . Transrectal ultrasound (TRUS) is a very common US imaging modality for prostate cancer detection; however, there are cancers not visible to TRUS [3] . The authors [7] reported that the sensitivity and accuracy of TRUS in detecting prostate cancers are 41.1% and 67.3%, respectively. This is because the US has a relatively low contrast, which is based on the detection of mechanical properties of the tissue [4] .
Photoacoustic imaging (PAI) is a new medical imaging technique [4] that is currently making a transition from bench to bedside, both in terms of technology [4] and in terms of clinical applications [3] . PAI is based on the photoacoustic (PA) effect, which is a phenomenon of generating acoustic waves from an object illuminated by pulsed laser light [4] .
PAI is an emerging noninvasive soft tissue medical imaging modality that exploits the PA effect to combine the strength of optical imaging-capable of producing high-contrast imaging, and ultrasound imaging-capable of producing high resolution in deep tissue imaging [8, 9] . PAI at multiple wavelengths is capable of extracting chromophore signature of a tissue specimen, and hence, the authors [3] reported that PAI has the potential to detect cancer in the early stage. Current imaging modality such as magnetic resonance imaging (MRI) or Xray computed tomography (CT) is not capable of detecting cancer tissue in the early stage and is capable of detecting cancer tissue when the diameter grows to 1 cm in size [10] . Furthermore, PA imaging is also safe due to its non-ionizing radiation properties which make it very promising imaging technology for cancer detection in the near future [4] . Currently, the primary medical imaging modalities used for cancer diagnosis are US, CT, and MRI [11] . Although most of these technologies are well established and widely used in practice, there are problems related to low sensitivity and specificity for cancer diagnosis [12] .
The PAI modality is capable of extracting rich details of the tissue architecture, optical contrast, and molecular distribution as the different optical energy wavelength excites the different tissue chromophores (oxyhemoglobin, deoxyhemoglobin, lipid, water) [14] . The PA imaging at the given wavelength is capable of generating high-contrast optically active corresponding chromophore images as the chromophore has different absorption properties at a different wavelength. Five wavelengths can generate high-contrast PA images of the optically active chromophores such as oxyhemoglobin (high in oxygen content), deoxyhemoglobin (low in oxygen content: presence of cancer), lipid, and water at 850 nm, 760 nm, 930 nm, and 970 nm, respectively, and the fifth wavelength was chosen at 800 nm where the absorption coefficient of oxyhemoglobin and deoxyhemoglobin is equal [3, 13] . In Fig. 1 , the encircled region corresponds to the cancerous region, hence producing brighter pixel distribution at 760 nm due to a higher concentration of deoxyhemoglobin and less bright pixel distribution at 850 nm due to lower concentration of oxyhemoglobin. Cancer's region consists of higher deoxy content and lower oxy content [3] . These chromophores make the PA imaging system to image optical biomarkers for cancer tissue detection [3, 15] . In multispectral photoacoustic (MPA) imaging, the large difference in light absorption coefficient between blood and other tissue constituents enables the detection of tissue angiogenesis associated with rapid tumor growth in the early stages [16] . That makes the PA imaging capable of functional imaging. The PA image acquisition with a US transducer produces robust and less error-prone co-registered images capable of both structural and functional imagings compared to current imaging techniques such as MRI with the US [17] . The functional and structural information such as spatial distribution, Fig. 1 Schematic of C-scan of PA imaging taken at two wavelengths [3] . The white encircled region corresponds to cancer. The region is brighter in the 760 nm because the deoxyhemoglobin, a key feature of cancer, corresponds to a higher abortion coefficient at the given wavelength [3] volumetric distribution, and the spectral signature of the chromophores can be encoded in a multispectral 3D PA imaging cube [14] .
Machine learning algorithms are very popular in cancer tissue detection [3] . The machine learning algorithms used in the previous works required feature engineering [3, 5] . In the previous studies, the authors [3, 5] trained and evaluated the logistic function with a ground truth consisted of the encircled malignant and normal region (Fig. 2 ). The region of interest in each sample was extracted by spatially co-registering, tissue image ( Fig. 2a ) and histopathology slide ( Fig. 2b ) with the two-dimensional C-scan PA image ( Fig. 2c ) based on histopathological marking ( Fig. 2b) , where the histopathology marking was annotated by the pathologist. The discriminant analysis was performed on PA image data that fell within the encircled regions, not on the entire image. The authors took one C-scan image out of 200 PA C-scan slices at each wavelength and later concatenated Cscan at five wavelengths (Fig. 5 ). The five-C-scan image at five wavelengths was converted to 4 chromophore images (oxy, deoxy, lipid, and water). The set of pixels from the encircled normal and malignant region were collected to generate the 4-channel chromophore image and averaged to generate one pixel with four-channel corresponding to oxy, deoxy, water, and fat. Thus, the pixel-based amplitude feature was only used, thus ignoring any possible (2D and 3D) spatially discriminant features. In the previous studies, the region outside the encircled malignant tissue region was labeled as the normal tissue. However, in this paper, the MPA dataset was labeled as cancer if there is any cancer marking in the tissue MPA dataset. This reduces the labor-intensive co-registration to extract malignant and normal regions from the datasets. [3] . The encircled region taken at the deoxyhemoglobin channel of the PA image (e) shows the presence of malignant region because deoxyhemoglobin absorbs more light to generate a higher pixel intensity region. The presence of deoxyhemoglobin is a strong indicator of the presence of cancer [3] . The encircled region with the malignant tissue in the PA image at 760 nm wavelength corresponds to the higher pixel intensity [3] . Previous works required humans to extract the encircled region of interest corresponding to cancer and non-cancer regions by the co-registration of the histopathological slide, photograph-based image, and PA-based image. This manual process was very labor-intensive and time-consuming The previous methods of using machine learning algorithms [3, 5] ignored the spatial 2D and 3D volumetric distribution of the chromophores. The authors [9] reported that the 2D and 3D volumetric distributions of chromophores are capable of describing the structural distribution of the malignant and normal tissues. Beard [18] reported that the MPA imaging helps to extract the spectral signature and spatial and volumetric distribution of the chromophores in normal and cancer tissues. The authors [19] reported that PA imaging modality has been used for measuring the oxygen content of chromophores, the key feature to detect cancer, in the blood. The authors [19] also reported that the high density of the blood vessel in the malignant region compared to the normal region enhances the contrast of the PA imaging, mak- 4 Schematic of the chromophore distribution. The first 2D data structure was able to extract spatial information only inside the white circle (left image, [21] ), and the second 3D data structure was able to extract spatial and volumetric information inside the white cylinder (right image, [22] ) at once ing it a suitable cancer detector. Since the malignant tissue is generally richer in blood volume [20] , 2D spatial and 3D volumetric distribution along with spectral signatures of the chromophores in the blood could be the additional predictive features for cancer tissue detection.
The authors [21] implemented the 2D transfer learning network with Inception-Resnet-v2 for cancer tissue detection with AUC of 0.72 on the thyroid MPA dataset. The model was implemented on the 2D C-scan PA images with the spatial distribution of the chromophores only. The method fails to extract the volumetric distribution of cancer tissue ( Fig. 4) . 3D volumetric PA signal information in the image dataset is useful for cancer detection because the cancer region most likely exists three-dimensionally in any given specimen. The cancer region, if present, most likely extends in three dimensions in a 3-5-mm-thick tissue specimen ( Fig. 2a ), even though it is seen in the thin histopathology slide ( Fig. 2b) in two dimensions only. The PA data that are subject to the CNN analysis are volumetric because it is taken from the entire three-dimensional specimen ( Fig. 3 , PA image cube). As the cancer tissue spreads in all directions (X -, Y -, and Zdirections), it is useful to implement the deep 3D CNN [23] which can extract all the spatial and volumetric features at once [23] . The authors [22] implemented the deep 3D CNN with the seven layers to detect cancer with the AUC of 0.85 on the thyroid MPA dataset. The performance improvement to the network was due to the addition of the 3D distribution of the chromophores (Fig. 4 ).
The authors [22] implemented the deep 3D CNN with seven layers on the prostate MPA image with the AUC of 0.72, given the AUC of 0.85 on the thyroid test dataset. The authors [22] reported that there is a similar trend in classifying cancer from normal with prostate and thyroid tissues. With this assumption, we created the train, validation, and test datasets by mixing the thyroid and prostate MPA image datasets with more balanced samples to train with deeper 3D CNN than the previous work [22] . A deep learning network generally improves with more samples [23] and the depth of the network (more number of CNN filters extract more number of features [24] ).
The PA imaging instrument that we used (whose setup is shown in Fig. 5 ) was particularly designed for in vivo imaging of cancer at 2-3 cm depth from the skin surface. As such, the resolution of 1-2 mm was a compromise between achieving high penetration and high resolution. The CNN model was purposely trained on images that have this level of resolution, one that we expect from any future in vivo thyroid and prostate datasets. Had we obtained high-resolution PA microscopy images of the ex vivo samples and then trained the CNN on those images, it might have worked better for high-resolution ex vivo work but most likely not that well on low-resolution in vivo data.
In this paper, the deep 3D CNN with 11 layers is introduced to detect cancer in a given specimen with the improved result compared to the previous works using machine learning [3] and deep learning [22] algorithms. The same dataset was used in this paper; to the best of our knowledge, this is the currently available large-scale ex vivo human specimen study of PA images.
Ex vivo PA dataset
It is important to describe briefly the method and the resulting data structure in this section because we used a unique setup to acquire PA signal dataset from tissue specimens. The method, the details of which can be found in [8] , is illustrated in Fig. 5 . An expanded beam of 10 ns pulse of NIR laser light with the delivered pulse energy below 20 mJ/cm 2 and pulse repetition rate of 10 Hz was used to expose the tissue specimen immersed in a water-filled medium [9] . PA signals in the form of a short pulse of ultrasound (US) generated from absorbers everywhere in the exposed 3D tissue volume propagate toward a specially designed acoustic lens of focal length F. The lens enables simultaneous focusing of all the waves on the other side of the lens. If the center of the tissue is kept at a distance 2F from the lens, then a 32-element linear array of US transducers can be placed at 2F distance on the other side to detect the focused PA signals at 32 different pixel locations in the image plane for each laser firing. These US time signals, referred to as A-line signals, were amplified and then digitized at 30 MHz on 32 independent channels simultaneously. A-line signals were envelope-detected to keep only the slowly varying nonzero signal values. The linear array was scanned in the image plane with repeated laser firing to collect PA signals over the entire image plane. The spatial resolution achieved by this system was around 1.3 mm [8] . PA signals from different depth planes along the lens axis arrive at the image plane at different arrival times due to the finite propagation speed of the US in water. By taking time slices on all the A-line signals, one can generate 2D C-scan PA images that correspond to different depth planes in the tissue. We were able to pick a time gate of 200 sample width, indicated by t 1 and t 2 in Fig. 5 , that included all PA signals coming from the entire 3 mm thickness of every tissue specimen. The scanning in the image plane was typically done over 40 × 40 pixels with a pixel size of 1 mm by 1 mm. The typical size of the 3D data for CNN study was 40 × 40 × 200 pixels.
Every tissue specimen was imaged at five different NIR wavelengths, 760 nm, 800 nm, 850 nm, 930 nm, and 970 nm, generating 3D dataset of typical size 40 × 40 × 200 pixels for each. Informed consent was obtained from all individual participants included in the study, and this article does not contain patient data. The human ex vivo thyroid and prostate tissue studies were in compliance with Health Insurance Portability and Accountability Act and were approved by the institutional review board at University of Rochester. For the thyroid human ex vivo tissue study, written informed consent was obtained from 50 consecutively registered patients-41 women (mean age 47±17 [SD] years; range 15-86 years) and nine men (mean age 53±14 [SD] years; range 23-72 years)who underwent total thyroidectomy or thyroid lobectomy from November 2011 to June 2012 [5] . No patient with a normal thyroid underwent thyroidectomy. For the prostate human ex vivo tissue study, 30 male patients (mean age 62±8 years; range 46-74 years) with biopsy-confirmed prostate cancer who underwent prostatectomy were consented for this study between June 2011 and February 2012 [3] . One slice from the freshly excised gland was photoacoustically imaged with our set up within 15-30 min of surgery and then returned to the pathology department for further processing. Histology slide image and interpretation of that particular specimen were given to us later to be used as ground truth.
Method
This section describes the step involving data preparation and the details of the algorithm for cancer tissue detection. This paper introduced the deep 3D CNN with 11 layers and proved to be the best model to date, to the best of our knowledge, compared to previous models [3, 5, 21, 22] .
Data preparation
Due to variability in data acquisition, the size of the data cube was not constant, and it ranged from 20 × 64 × 200 pixels to 64 × 64 × 200 pixels. The first two dimensions correspond to the spatial sampling along X -and Y -directions in Fig. 6 , and the third dimension corresponds to time samples along with the A-line signal that represents approximately 10 mm depth gating centered around the specimen thickness. Equalization in the X -and Y -directions was done by increasing the dimension to 64 × 64 pixels with a bilinear interpolation as shown in Fig. 6 . The sampling along the time (depth) direction was Samples were prepared with the concatenation of five PA cubes corresponding to five wavelengths, where each PA cube consisted of 21-slices of C-scans along the X -direction and Y -direction at 21 tissue depths (temporal PA signal) along the Z -direction. Each PA cube was responsible to extract 3D information of the cancer tissue at the given wavelength. A 105-channel (5 wavelengths × 21-slice of C-scans PA image) of MPA dataset was prepared by stacking five 21-slice of C-scan PA image cube corresponding to five wavelengths, namely 760 nm, 800 nm, 850 nm, 930 nm, and 970 nm, respectively. The 3D PA image cube at each wavelength is responsible for extracting the volumetric distribution of the chromophores (oxyhemoglobin, deoxyhemoglobin, lipid, and fat), and the 3D PA image cube at five wavelengths is responsible for imaging optically activated chromophores. For example, the deoxyhemoglobin is optically active at 760 nm and is responsible for a brighter pixel distribution in the PA image ( Fig. 2c)  Fig. 7 Type of ground truth and samples used in the previous work [3] and current work. In the previous work, the sample with the encircled region was labeled as a cancer region and the remaining region was labeled as a normal region in the same MPA image. In this work, the entire MPA dataset with any presence of cancer was labeled as cancer, and the dataset without cancer was labeled as normal. In the left figure, the entire MPA dataset was used to extract a normal-and cancer-labeled pixel-based samples corresponding to the cancer and normal region of interest [3] . In the right figure, the entire MPA image was labeled as cancer because this sample was affected by cancer and used as a cancer sample in this current work Fig. 8 Network used for the cancer tissue detection using multispectral photoacoustic (MPA) dataset further reduced to 21 contiguous slices, referred to as 21 Cscan 2D planar images. The complete MPA dataset for each specimen was then prepared by concatenating the five image cubes corresponding to wavelengths; 760 nm, 800 nm, 850 nm, 930 nm, and 970 nm, respectively, in that precise order (Fig. 6 ). The reason for choosing these wavelengths was that oxyhemoglobin, deoxyhemoglobin, fat, and water, the major endogenous chromophores to show peak absorption coefficient at 850 nm, 760 nm, 930 nm, and 970 nm, respectively, and both oxyhemoglobin and deoxyhemoglobin correspond to the same absorption coefficient at 800 nm [3] .
The ground truth for this dataset was provided in the form of encircled region of interest corresponding to the cancer region if any (Fig. 7) , and the rest as the normal region. The authors [3] implemented the logistic function on the averaged pixel-based samples extracted from the encircled region of interests corresponding to cancer and normal region provided by the histopathologist. That involves the extraction of the cancer region and normal region using co-registration of the PA image, photograph, and histopathology slide (Fig. 2 ).
The authors [3] also extracted a handcrafted feature to train the classifier. The process is very labor-intensive and timeconsuming. In this paper, the entire sample was labeled as cancer if there was any encircled region of interest was corresponding to the cancer region and the sample without cancer region was labeled as normal. This helps to avoid very laborintensive co-registration work. The paper also implemented the deep 3D CNN for an automatic cancer feature extraction and detection. This helps to avoid any work related to the extraction of handcrafted features.
Algorithm
The proposed architecture consisted of four 3D convolutional layers, four 3D max-pooling layers, two fully connected layers, and a classifier as in Fig. 8 . The network was trained up to 10 epochs with a batch size of 80 while saving the model corresponding to the lowest classification error using TensorFlow [25] . The network was initialized with the He initialization parameter that makes backpropagation more [24] . The backpropagation algorithm was used to minimize the loss function (Eq. 1). The batch normalization [26] was applied after each convolutional layer and fully connected layer for faster training. The batch normalization also acts as a regularizer to prevent over-fitting [26] . Dropout of 0.9 was applied after each fully connected layer, and dropout of value 0.5 was applied to each 3D convolutional layer. The batch normalization was applied after each convolutional and fully connected layer that also acts as a regularizer [27] to prevent over-fitting. Rectified linear unit (ReLu) function was applied after each convolutional layer and fully connected layer for efficient backpropagation by reducing the gradient vanishing problem [28] . The network's model parameters were updated with the stochastic gradient descent [29] during the backpropagation. The network was trained with a learning rate initialized at 0.01 and decayed exponentially in each epoch by 0.1 as in Fig. 9 . The hyperparameter set {number of convolutional layers, size of convolutional filters, stride size, max-pooling layers, number of fully connected layers, number of nodes in the fully connected layer, activation function, dropout, and learning rate} were chosen using a random search started from the proposed model 1 in CT hemorrhage classification [23] . The first, second, third, and fourth convolutional layers (colored in black) consisted of 8, 16, 24, 32 filters, respectively, with kernel size 3 × 3 × 3. The max-pooling layer (colored in gray) was used to reduce the number of features from the convolutional layer that helps to keep the deep learning network invariant to translation and rotation [30] . The pooling size of the max-pooling layer was set at 2 × 2 × 2. The two fully connected layers with 512 and 128 nodes, respectively, were added to the network after the max-pooling layer. The detail architecture is shown in Fig. 8 with its hyperparameters in Table 1 . Finally, a softmax function was applied to the network for the binary cancer tissue detection.
Multiclass cross-entropy error function is given by the equation ([30] )
where y k (φ) represents a softmax function, K is the number of class, t k is the class target vector of 1-of-K coding scheme, a k is given by W T k φ, y nk is given by y k (φ n ) [30] . The dataset for this paper was prepared by mixing the thyroid and prostate datasets with the assumption that the dominant discriminant features extracted by a PAI for cancer detection are common in both cases [22] . The thyroid and prostate datasets were combined to make 136 datasets.
The 136 MPA combined dataset was used to train the deep 3D CNN model with 11 layers, and the model was tested on the 16 test MPA datasets (combined thyroid and prostate MPA datasets). The dataset was randomly divided into the train (120 specimens) and test data (16 specimens) in the ratio of 0.9:0.1, respectively. The train data was further randomly divided into the 0.9:0.1 for the train (110 specimens) and validation (10 specimens) datasets, respectively. The network was trained with fivefold cross-validation [30] . The cross-validation method while training a classifier is useful for minimizing the variance in the model [31] . The number of samples was increased using image augmentation [28] before training the network. This increases the sample count and is useful when a dataset is small. The train (110 specimens) MPA dataset was augmented by a random pixel shift with range (1, 10), random pixel rotation with range (− 40, 40), random noise with range (5, 15) , random cropping, random warping, vertical flipping, and horizontal flipping. After the augmentation such as random cropping, the size of MPA datacube was expanded to 64 × 64 × 105 before passing to the network using bilinear interpolation [32] . The cancer MPA dataset was augmented almost five times more than the normal MPA dataset to make total sample count 6200 for training the network. The 110 training samples were augmented to 6200 samples during training. The distribution of data was remained imbalanced after augmentation. In addition to augmentation, a class-weight parameter was introduced while training the network [33] . The class-weight function looks at the distribution of positive and negative samples and produces weights to equally penalize under-or over-represented classes to minimize the problem due to imbalance class distribution [34] . A random search method was used to optimize the hyperparameter for the proposed model. The set of hyper- parameters used for the model is tabulated in Table 1 . Finally, the network for the cancer tissue detection was evaluated by generating an AUC of ROC curve, a metric of choice when the dataset becomes imbalance, which also provides more degree of freedom for threshold choice [35] .
Results
The confusion matrix and precision, recall, f 1 score are shown in Tables 2 and 3 , respectively. The model was able to detect 3 cancer out of 3 prostate and 1 cancer out of 2 thyroid cancer samples. The model was able to detect 3 normal out of 3 prostate and 8 normal out of 8 thyroid normal cases. The confusion matrix Table 2 is very promising to depict that the model is capable of detecting both cancer types at the same time. The accurate prediction of the prostate cancer tissue compared to the thyroid tissue may be due to the more balanced distribution of the prostate normal and cancer tissues ( Table 4 ). The deep 3D CNN with 11 layers generated the AUC of 0.96 (Fig. 10) is higher than the AUCs generated by the transfer learning network [21] and the deep 3D CNN network with 7 layers [22] . When the AUC is 0.5, shown in the dotted blue line, it means the model cannot detect cancer and is shown to give a reference (Fig. 10 ). This model shows the improvement over the earlier models [21, 22] because of deeper architecture [36] and more balanced training MPA dataset [23] . In addition to this, the paper also introduced several augmentation methods to augment datasets in nonlinear fashion such Table 5 Proposed models are compared the model developed by [3, 5, 21, 22] 
Algorithms
Feature used Dataset Metric Scalar value Authors Logistic function Amplitude pixel-based handcrafted Prostate Accuracy 0.9 [3] Logistic function Amplitude pixel-based handcrafted Thyroid Accuracy 0.83 [5] 2D Transfer learning (inception-resnet-v2) 2D image-based automated Thyroid AUC 0.72 [21] Deep 3D CNN with 7 layers 3D image-based automated Thyroid/prostate AUC 0.85/0.72 [22] Deep 3D CNN with 11 layers 3D image-based automated Thyroid and prostate AUC 0.96 This paper
Bold denotes the following: the method proposed in this paper reduces the effort to train a network for thyroid and prostate separately. Though previous works were trained only on one set of tissue specimens (thyroid), their classifiers are unable to detect cancer in another set of tissue specimens (prostate) with a higher confidence and vice versa. To the best of our knowledge, this is one of the first applications of deep 3D CNN with mixing of the two types of tissue specimens to detect cancer at once with very promising results
Fig. 11
Activation map generated by the deep 3D CNN on the normal and cancer MPA test images. Authors [14] reported that the malignant tissue is more likely to be in irregular shape and normal tissue is more likely to be in a rounded shape as random cropping and random warping. Table 5 compares the current work with the previous works [3, 5, 21, 22] . The activation map (visualization of the weights on the first convolutional layer which looks directly at the raw pixel data of the input image) generated by the proposed deep 3D CNN is shown in Fig. 11 . The activation map for the cancer tissue shows broader lumpy distribution than that for the normal tissue, which may be a key feature to detect cancer. This could be due to a higher blood distribution around the malignant tissue [18, 19] .
Discussion and conclusion
PA imaging is a new medical imaging modality; a sufficient number of the clinical dataset containing single tissue information, such as thyroid or prostate only, are not yet available to train a deep learning algorithm. This is because the deep learning model requires a significant number of samples to develop a robust classifier [23] . However, the MPA dataset used in this work is, to the best of our knowledge, the largest available human ex vivo thyroid or prostate MPA datasets; the thyroid or prostate dataset is still not sufficient. Hence, we mixed the thyroid and prostate MPA datasets to increase the sample size to train our network based on the pro-posed hypothesis by [22] . The authors [22] reported that PA imaging is capable of extracting similar cancer discriminant features from multiple tissues such as prostate and thyroid. Since the number of samples to train the network (after mixing prostate and thyroid datasets) for this paper was more, we decided to develop a deeper 3D CNN with 11 layers compared to the previous work [22] . A deeper CNN is more robust and accurate compared to a shallower one [24, 37] . The result, AUC of 0.96, is very promising compared to the previous works [3, 5, 21, 22] . There could be multiple reasons for this improvement. One of the reasons is the larger number of datasets (prostate and thyroid), with similar deterministic features, and another reason is the samples becoming large and more balanced between cancer and normal ( Table 4 ). This suggests that in situations where the prostate cancer dataset is small, this type of approach to mix thyroid cancer dataset is reasonable to adequately train CNNs for cancer detection. This type of method can be implemented in other medical imaging domains such as ultrasound, CT, and MRI to address the problem related to a limited dataset to train a network to detect problem at hand, in this case, cancer. This is because, a CNN is capable of extracting features related to the corresponding target (problem) at hand even in weakly supervised learning [34] . To the best of our knowledge, this is one of the first implementation of deep 3D CNN on the mixture of prostate and thyroid MPA datasets for the cancer tissue detection using deep learning.
The current model overcomes some of the limitations in our previous machine learning works [3, 5] and is an improvement over our previous deep learning algorithms [21, 22] . Furthermore, our results provide a strong indication that this model has been trained to detect cancer effectively, both in thyroid and in prostate. This is because the model was trained and evaluated using the mixture of thyroid and prostate MPA datasets. This model may have immediate application in cancer screening of the numerous sliced specimens that result from thyroidectomy and prostatectomy. The instrument that was used to capture ex vivo PA images is now being developed for in vivo use; this model may also prove to be a starting point for in vivo PA image analysis for cancer diagnosis.
This paper introduced more choices of data augmentation techniques compared to the previous work [22] such as random cropping and warping to reduce over-fitting and improve predictive performance [38] to develop a state-ofthe-art deep neural network for cancer tissue detection. This paper also implemented a random search algorithm to optimize the hyperparameter set to improve the performance of the current model [39] . This paper introduced, to the best of our knowledge, a novel idea to mix two tissue specimens: prostate and thyroid for cancer detection using a deep learning method to increase the sample size where the dataset is small. Hence the proposed model can be implemented to detect cancer on both thyroid and prostate MPA datasets with higher accuracy; in contrast, the previous models [3, 5, 21, 22] were trained only either on thyroid or on prostate tissue specimen and hence unable to detect cancer in both tissue specimens at once with higher accuracy.
