In previous work, we examined how the apparent roughness of a textured surface changed with direction of illumination. We found that observers exhibited systematic failures of roughness constancy across illumination conditions for triangular-faceted surfaces where physical roughness was defined as the variance of facet heights. These failures could be due, in part, to cues in the scene that confound changes in surface roughness with changes in illumination. These cues include the following: (1) the proportion of the surface in shadow, (2) mean luminance of the nonshadowed portion, (3) the standard deviation of the luminance of the nonshadowed portion, and (4) texture contrast. If the visual system relied on such ''pseudocues'' to roughness, then it would systematically misestimate surface roughness with changes in illumination much as our observers did despite the availability of depth cues such as binocular disparity. Here, we investigate observers' judgments of roughness when illumination direction and surface orientation are fixed and the observers' viewpoint with respect to the surface changes. We find a similar pattern of results. Observers exhibited patterned failures of roughness constancy with change in viewpoint, and an appreciable part of their failures could be accounted for by the same pseudocues. While the human visual system exhibits some degree of roughness constancy, our results lead to the conclusion that it does not always select the correct cues for a given visual task.
Introduction
Consider the lemon in Figure 1 , photographed under different illuminants ( Figure 1a ) and from different viewpoints (Figure 1b) . The image of the lemon changes markedly as we move the light in the scene and also as we change the camera position. Part of the latter change is due to the threedimensional (3D) structure of the lemon's skin, its 3D texture. The image of a 3D texture is affected by the interaction of the illuminant and local height variations in the texture. The result is a complex image texture generated by orientation differences between local surface regions, occlusions of one region by a second, and interreflections between regions. The projected image of a small patch of the lemon's surface can vary dramatically with changes in illumination and viewpoint. Yet, our perception of surface material typically remains fairly constant: Despite vast changes in the image of the lemon skin, we do not attribute these changes to physical changes of the lemon itself.
In a previous study (Ho, Landy, & Maloney, 2006) , we tested roughness constancy across illumination conditions for surfaces composed of many similar elements. We chose to use 3D surfaces whose elements were large enough to resolve. As a consequence, the observer could estimate aggregate or statistical measures of the 3D shape, size, and distribution of elements on such ''mesoscale'' surfaces directly from cues such as binocular disparity and could also make use of texture cues available from the 2D images available to the two retinas. We varied the variance of the heights of the facets that comprised the simulated surface and asked observers to match roughness across illumination conditions.
We found large systematic failures of constancy with changes in the direction of illumination (Ho et al., 2006) . In these experiments, observers compared the perceived roughness of computer-rendered 3D textured surfaces illuminated by a distant punctate light source. The light source could be at one of three different elevations above the surface (50-, 60-, and 70-; azimuth was fixed). A surface was displayed frontoparallel either in isolation or with other objects present in the scene (e.g., glossy spheres) that provided more cues to the illuminant position. Observers consistently judged a surface to be rougher as it was illuminated from a more grazing angle even when more cues to the illuminant position were provided. This was particularly striking because observers should have been able to make the judgment correctly using binocular disparity and other shape cues.
Others (e.g., Knill, 1990) have proposed computations one might use to determine surface relief of a 3D texture independently of the elevation of the illuminant. However, our psychophysical data suggested that the human visual system sometimes confounds these two variables.
We also found that when illuminant elevation was varied, observers' roughness judgments correlated well with changes in four illuminant-variant measures based on 2D texture: the proportion of shadows, the mean luminance of nonshadowed facets, the standard deviation of the luminance of nonshadowed facets, and a ''texture contrast'' measure described by Pont and Koenderink (2005) that we will define below. These measures varied systematically with changes in both physical roughness and illuminant position. Thus, these measures confounded differences in physical roughness with changes in illuminant position. Under conditions of fixed illumination, these measures are valid visual cues to surface roughness, but under the conditions of our experiment, they were not. The failure of roughness constancy we found suggests that observers, in judging mesoscale textures, made use of these ''pseudocues'' rather than relying solely on whatever illuminant-invariant cues (e.g., binocular disparity) were present in the stimuli, and as a result, they systematically misestimated roughness. Belhumeur, Kriegman, and Yuille (1999) showed that the image of a 3D object with Lambertian reflectance is ambiguous: The same image would result from a general class of linear distortions of object shape (including stretches along the line of sight, i.e., increases in depth) when paired with appropriate changes in surface albedo and light source positions. The failures of roughness constancy found by Ho et al. (2006) may be due, in part, to this bas-relief ambiguity. However, we emphasize that these subjects viewed stimuli binocularly, and thus, the availability of binocular disparity cues should have decreased or eliminated bas-relief ambiguity.
In this study, we used the same mesoscale textures but varied viewing angle while keeping the illuminant position fixed relative to the surface, as if the observer moved to different viewpoints within a static scene. As the observer moved away from a position directly in front of a surface, the image changed due to the introduction of self-occlusions and foreshortening. We might expect failures of roughness constancy if observers continued to rely on the pseudocues identified in the previous study as these cues also changed with viewpoint.
A number of computational methods have been developed to classify real-world materials photographed under different conditions. These methods, unlike methods from earlier studies, consider the 3D effects of surfaces that are not flat. Cula and Dana (2001) and Leung and Malik (2001) were among the first to use linear filters and a machine learning algorithm to train a system to classify a set of textures under a variety of different illumination and viewing conditions. Schmid (2001) described a similar model using rotationinvariant filters that can account for anisotropic textures. Varma and Zisserman (2002) compared the performance of these three models and a rotation-invariant model based on the maximum filter response across all orientations for each filter type. Again, the intent was to develop a textureclassification algorithm invariant to changes in illumination and viewing conditions. All four models achieved classification rates above 90% over a set of images of 61 grayscale textures from the Columbia-Utrecht (CURet) database, which includes images with variation in 3D texture as well as albedo (Dana, van Ginneken, Nayar, & Koenderink, 1999) . Other linear classifiers have been applied to a smaller set of real 3D textures with uniform albedo under known illuminant position varying in azimuth (e.g., Chantler, 1995; Chantler & McGunnigle, 1995) and under unknown illuminant position, resulting in 98% classification accuracy (Penirschke, Chantler, & Petrou, 2002) . Unlike the rotation-invariant texture-classification models discussed earlier, these models consider the effect of the rotation of the illuminant direction itself. However, classification rates are reported for changes in illuminant azimuth. More recently, a 60-80% success rate for classification of textures varying in elevation was reported (Geusebroek, Burghouts, & Smeulders, 2005) . for a computational model applied to 20 PhoTex database textures (http://www.macs.hw.ac.uk/texturelab/database/ Photex/) of uniform albedo and shallow relief (Drbohlav & Chantler, 2005) .
It is clear that these machine learning algorithms do a good job of classifying textures. However, it is unknown how well human observers perform at such a classification task under similar conditions. Furthermore, these algorithms were intended for material classification (Is this a wool sweater or a plaster wall?), potentially a very different task from roughness estimation (Is this rough or matted-down wool?).
Recently, there has been a growing number of studies concerning human perception of surface material properties, in particular the perception of surface gloss. Nishida and Shinya (1998) suggested that the perception of gloss depends on the ability to recover surface reflectance properties from image-based information like the luminance distribution (cf. Fleming, Dror, & Adelson, 2003) . The perceptual scaling of gloss has been examined under fixed (Pellacini, Ferwerda, & Greenberg, 2000) and varying illumination conditions (Obein, Knoblauch, & Viénot, 2004) . Perception of surface glossiness, unlike roughness, appears to be independent of the direction of illumination (Obein et al., 2004) . To our knowledge, there have been no studies that have investigated the effect of viewpoint change on perceived glossiness or perceived roughness. Here, we investigate the effect of viewpoint on perceived roughness for mesoscale, 3D textures.
Methods

Stimuli
Coordinate systems
We used a Cartesian coordinate system (x, y, z) to define our 3D surfaces (Figure 2 ). The origin was in the center of the plane on which the stimulus was presented (the stimulus plane). The z-axis was normal to the stimulus plane. It was identical to the viewing direction when the surface was viewed frontoparallel. The x-axis was horizontal and the y-axis was vertical in the stimulus plane. We described the position of the observer and the illuminant as vectors from the origin using a spherical coordinate system (=, 8, d). The punctate illuminant was located at position (= p , 8 p , d p ), and the observer's viewpoint position was (= v , 8 v , d v ) . Both the viewpoint and illuminant were always in the xzplane. We used a slightly nonstandard coordinate system by fixing the azimuth = at 180-, thus defining elevation 8 as the angle between the vector and the negative x-axis. Thus, elevation ranged from 0-to 180-. Figure 3 shows how the 3D textured surface patches were constructed. First, an N Â N grid of base points was generated in the stimulus plane with width w. The base point coordinates were denoted (X ij , Y ij , Z ij ), 0 e i, j e N j 1. Let (U ij x , U ij y , U ij z ) be independent, uniformly distributed random variables on the interval [j1,1]. The base point coordinates were defined as
Surface patch
where w = 20 cm, % ¼ w Nj1 , and the grid had N = 20 points on a side. Setting n xy = 0.49 ensured that no facets would overlap or intersect one another in the jittered base grid. The amount of jitter in depth could take on one of eight distinct values r = k 2 /16 cm depending on the roughness level k = {1, 2, I, 8}. Thus, the Z ij coordinates were always 4 cm or less in absolute value. The standard deviation of the Z ij coordinates in a surface with roughness level r was 4 ffiffi ffi 3 p r=3 cm. For a flat surface, r = 0, and all Z ij = 0. Note that the spacing of the standard deviation of successive roughness levels is not linear in r. In initial testing, we found that linear spacing led to stimuli that were difficult to discriminate at high roughness levels, and we consequently adopted the spacing used here. The 3D surface was constructed from triangular facets. Each set of four neighboring grid points (i, j), (i + 1, j), (i, j + 1), and (i + 1, Figure 2 . Coordinate systems. A Cartesian coordinate system was used to define surface patches. The origin of the coordinate system was the center of the surface patch. The z-axis was normal to the stimulus plane. The x-axis was horizontal, and the y-axis was vertical. For the positions of the observer and light source, spherical coordinates (=, 8, d) were used (where = was azimuth, 8 was elevation, and d was distance in centimeters). Because observers and light sources always lie on the horizontal midline, = was fixed at 180-, and 8 ranged from 0-(the negative x-axis) to 180-(the positive x-axis). The observer was at location (= v , 8 v , 70) , and the light source was at location (= p , 8 p , 80). j + 1) was split into two triangular facets by randomly selecting one of the two diagonals to be connected by an edge. For each value of roughness and viewing angle, four random surfaces were generated to minimize the possibility of observers using intrinsic patterns in the distribution of facets as cues to roughness. The surface patch was then centrally embedded in a smooth 30 Â 30 cm surface. To preclude cues that may have resulted from an abrupt change in depths of the edges of the surface patch and the wall, we multiplied a 5-cm border around the surface patch by a raised cosine function to smooth the edges of the surface in depth.
Light source and viewing angles
Each surface patch was rendered under a diffuse and a punctate illuminant using the RADIANCE software package (Larson & Shakespeare, 1996; Ward, 1994 ; http://radsite. lbl.gov/radiance/HOME.html). Surfaces were uniform gray and rendered with Lambertian reflectance. Seven viewpoints represented in spherical coordinates as (= v , 8 v , 70 cm) were tested in this study (Figure 4 ), where the possible values of 8 v included the surface normal (90-), three viewing angles to the left (30-, 50-, and 70-), and their reflections about the surface normal (110-, 130-, and 150-). The punctate illuminant position was fixed with respect to the test surface at position (180-, 60-, 80 cm). Each scene was rendered twice from slightly different viewpoints (T3 cm, corresponding to an interpupillary distance of 6 cm) for each tested viewing angle corresponding to the positions of the observer's eyes. The scenes were viewed binocularly in the experiment. The punctate-total ratio was 0.62. This is the (8 v = 30-, 50-, 70-, 90-, 110-, 130-, and 150-) . The punctate illuminant was always fixed at (180-, 60-, 80 cm), whereas viewpoint was varied.
ratio of the intensity of light absorbed by an infinitesimal Lambertian test patch facing the punctate light source to the intensity of all light absorbed by the patch (Boyaci, Maloney, & Hersh, 2003) . It is a measure of the relative intensities of punctate and diffuse sources. A stereo pair of a typical scene is shown in Figure 5 , and a representative set of stimuli is shown in Figure 6 .
Apparatus
The left and right images were presented to the corresponding eye of the observer on two 21-in. Sony Trinitron Multiscan GDM-F500 monitors placed to the observer's left and right ( Figure 7 ). The screens on these monitors are close to physically flat, with less than 1 mm of deviation across the surface of each monitor. Two small mirrors were placed directly in front of the observer's eyes. These mirrors reflected the images displayed on the left and right monitors to the corresponding eye of the observer. Lookup tables were used to correct the nonlinearities in the gun responses and to equalize the display values on the two monitors. The lookup tables were prepared after direct measurements of the luminance values on each monitor with a Photo Research PR-650 spectrometer. The maximum luminance achievable on either screen was 114 cd/m 2 . The stereoscope was contained in a box whose side measures 124 cm. The front face of the box was missing and that is where the observer sat in a chin/head rest. The interior of the box was coated with black flocked paper (Edmund Scientific, Tonawanda, NY) to absorb stray light. Only the stimuli on the screens of the monitors were visible to the observer. The casings of the monitors and any other features of the room were hidden behind the nonreflective walls of the enclosing box.
Additional light baffles were placed near the observer's face to prevent light from the screens reaching the observer's eyes directly. The optical distance from each of the observer's eyes to the corresponding computer screen was 70 cm. The stimuli were rendered to be 70 cm in front of the observer to minimize any conflict between binocular disparity and accommodation. The monocular fields of view were 55-Â 55-each. The observer's eyes were approximately in line with the center of the scene being viewed.
Software
The experimental software was written in the C programming language. We used the X Window System, Version 11R6 (Scheifler & Gettys, 1996) , running under Red Hat Linux 6.1 for graphical display. The computer was a Dell 410 Workstation with a Matrox G450 dual-head graphics card and a special-purpose graphics driver from Xi Graphics that permitted a single computer to control both monitors. The rendered stereo image pair was represented by floating point RGB triplets for each pixel of the image. These triplets were the relative luminance values of each pixel. We translated the output relative luminance values to 24-bit graphics codes, correcting for nonlinearities in the monitors' responses by means of measured lookup tables for each monitor.
Procedure
We used a two-interval forced-choice procedure in which a test surface presented at viewing angle 8 v test and a match surface viewed from 8 v match were presented sequentially. The observer's task was to indicate which patch appeared to be rougher. The match surface was always presented at a viewing angle different from the test. We note that the observer did not know which surface in any given trial was match and which was test. We use the distinction only in describing how the sequence of trials presented to the observers was affected by their judgments, which will be described next, as well as in analyzing the data as we describe below. Figure 8 illustrates the sequence of displays in a trial. A surface was displayed for 1,000 ms in the first interval of each trial. This was followed by an interstimulus interval (500 ms) containing a central black fixation point and four flanking dots on a gray surface at the same depth the surface patch would appear. The flanking dots were included to help observers maintain vergence. Another surface was presented in the second interval for 1,000 ms, and the observers then made a response by pressing either the right or the left mouse button to signal their choice of the interval containing the patch that was perceived to be rougher. The next trial was presented immediately after a response was Figure 7 . Experimental apparatus. Stimuli were displayed using a computer-controlled stereoscope. The left and right images of a stereo pair were displayed on the left and right monitors. Observers viewed them via small mirrors placed in front of their eyes. In the fused image, the surface patch appeared approximately 70 cm in front of the observer. The distance was also the optical distance to the screens of the two computer monitors, minimizing any mismatch between accommodation and other distance cues.
made. The test stimulus was randomly assigned to the first or second interval, and the match was displayed in the other.
For each test surface, that is, values of 8 v test and r test , where the roughness level of the surface (r test ) was chosen from the intermediate range of roughness levels (0.25 e r test e 3.06; see Figure 6 ), two interleaved staircases (2-up/1-down and 1-up/2-down) varied the roughness r match of the match stimulus (with viewpoint position 8 v match and r match chosen from the entire range of roughness levels in the stimulus set) to determine the point of subjective equality (PSE). The PSE is the point at which the match surface was perceived rougher than the test 50% of the time. We tested viewing angles that were spaced sufficiently far apart to be easily discriminated from each other. Left and right viewing angles were supplementary to each other (angles reflected about surface the normal) to account for any left/right viewing biases. Comparisons of viewing angles 8 v e 90-and 8 v Q 90-were separated into two sets. In each set, there were four values of 8 v , resulting in six possible pairs of test and match viewpoint. For each such pair, the viewpoint closer or equal to 90-was the test and the other member of the pair was the match viewpoint. This resulted in a total of 72 test staircases (6 test roughness levels Â 6 viewing angle comparisons Â 2 staircase types) for each of the two sets of viewing angle comparisons. Staircases for one set of viewing angle comparisons were continued across a total of four sessions. For one of the sets, a control condition was interleaved throughout the four sessions wherein three punctate illuminant elevations (50-, 60-, and 70-) were compared with each other for a fixed viewpoint in the frontoparallel position, resulting in an additional 36 staircases (6 test roughness levels Â 3 illuminant comparisons Â 2 staircase types; for details, see Ho et al., 2006) . Each observer completed a total of eight sessions (four sessions per viewing angle comparison set) with 20 trials per staircase.
Observers
Four observers participated in this study. All observers, except for YXH (one of the authors), were unaware of the purpose of the experiment. All observers had normal or corrected-to-normal vision.
Results
We estimated points of subjectively equal roughness (PSEs) by fitting the data with a Weibull distribution and estimating the point at which there was a 50% probability of Figure 8 . Trial sequence. The observer performed a two-interval forced-choice task in which a test surface appeared in one interval and a match surface appeared in the other interval. When no stimulus was displayed, observers viewed a central fixation point flanked by four dots positioned on a surface displayed at the same disparity as the stimulus surface so that observers could maintain vergence at the appropriate distance. Observers indicated which patch appeared rougher. The next trial was presented after a response was made. Observers were permitted as much time as necessary to make a response. and Group IV, oblique viewing angles 8 v 9 90-compared with oblique viewing angles 8 v 9 90-. The 95% confidence intervals for each PSE were obtained by a bootstrap method (Efron & Tibshirani, 1993) whereby each human observer's performance in the corresponding condition was simulated 1,000 times and the 5th and 95th percentiles were calculated.
If observers were roughness constant across changes in viewing angle, then we would have expected their true PSEs to lie along the line of roughness constancy (i.e., the identity line) and the measured PSEs should show no patterned deviation from the line. However, this was not the case for comparisons between different illuminant positions in the control experiment and certain comparisons between viewpoints.
We found that observers were generally roughness constant in comparisons between oblique viewing angles greater than 90-. However, roughness constancy failed in most other comparisons. In general, surfaces viewed obliquely with 8 v 9 90-were perceived to be rougher than the same surface viewed frontoparallel (8 v = 90-), and the opposite pattern was observed for surfaces with 8 v e 90-. In other words, surfaces generally appeared rougher with an increase in the amount of visible cast shadow. Results from our control experiment in which viewpoint was fixed and illuminant angle was varied were consistent with the latter observation, suggesting that observers in this study were susceptible to the same roughness judgment biases as observers in our previous study (see Figure S1 and Supplementary Tables S1 and S2 in the online supplement).
A model of roughness discrimination
For many conditions, PSEs fell significantly above or below the line of roughness constancy. To determine whether there was a clear pattern in these failures of roughness constancy, we fit a model we call the roughness transfer function to the data. In this model, for each viewpoint, perceived roughness was assumed to be proportional to physical roughness perturbed by Gaussian noise. Suppose that the observer compares two surfaces; one surface has roughness level r a and is viewed from viewpoint A (first interval) and the other surface has roughness level r b and is viewed from viewpoint B (second interval). We assume that the observer's roughness estimate is a transformation of actual roughness that depends on viewpoint,
On each trial, these estimates are perturbed by normally distributed error with zero mean,
We allow for the possibility that the variance of the error depends on the magnitude of perceived roughness, in a manner analogous to Weber's law. Because our choice of a roughness scale was arbitrary, we formulate a generalization of Weber's law. We assume that the standard deviation of the error is proportional to a power function of the perceived roughness level:
Here, A 2 is the variance when > aA = 1, and + yields the power transformation. If + is 1, then Weber's law holds for the arbitrary roughness scale that we use. If + is 0, then the error is invariant with roughness level.
We next assume that the observer forms a decision variable $ on each trial to decide whether the rougher patch appeared in the first or second interval,
where ( is normal with a mean of 0 and a variance of A 2 (V B (r b ) 2y + V A (r a ) 2y ). The observer responds ''second interval'' if $ 9 0; otherwise, the observer responds ''first interval.' ' We next assume that the roughness transformation functions are linear,
We define the contour of indifference to be the (r a , r b ) pairs such that V B (r b ) = V A (r a ). These pairs are predicted to appear equally rough to the observer under the corresponding viewing conditions. We refer to this contour as the transfer function connecting the two viewing conditions A and B, where c A,B is as defined above. Note that if c A,B = 1, the observer's judgments of roughness are unaffected by a change of viewpoint. That is, the observer is roughness constant, at least for this pair of viewpoints. We cannot directly observe V A (r) for any viewpoint condition A or estimate the constant c A in the form of V A (r) we have assumed. We can, however, estimate the transfer function parameter c A,B from our data (see the appendix in Ho et al., 2006, for details) . If roughness constancy holds, then c A = c B for any two viewing angles A and B and the value of c A,B should equal 1. For each group of viewpoint comparisons (i.e., Groups I-IV), we fit a total of three roughness transfer parameters for each tested pair of viewpoints plus A and + for a total of 14 model parameters (4 groups Â 3 roughness transfer parameters + 2 noise-scaling parameters). We estimated these parameters by maximum likelihood methods. Figure 10 shows a plot of the fit value of the estimated roughness transfer parameterĉ for each viewpoint comparison and observer. The average difference between the estimated values ofĉ and 1 was as follows: Group I, j0.267 T 0.150; Group II, j0.238 T 0.188; Group III, 0.211 T 0.131; and Group IV, 0.022 T 0.126. The significance of the deviations of each estimate from 1 was estimated by using a bootstrap method to obtain a confidence interval around the value ofĉ and by using a z test to test whether the value of 1 could be obtained from the bootstrapped distribution. Across conditions and observers, slightly more than two thirds ofĉ values were significantly different from 1 (Table 1) . Almost all observers failed to achieve roughness constancy in conditions in which a frontoparallel surface was compared with an oblique surface (Groups I and III). Examples of these failures of roughness constancy are shown in Figure 11 . Observers also failed to achieve roughness constancy in comparisons between surfaces viewed from angles smaller than 90-(Group II). In Group IV, we found no patterned failures of roughness constancy (Table 1) . Values ofĉ were found to be very close to 1 for nearly all observers, indicating that noise increases proportionately with stimulus magnitude.
Discussion
A cue combination model
Our results suggest that roughness constancy is not always maintained across varying viewpoints. It appears that the orientation of the observer relative to the illuminant in the scene also matters. Although the illuminant position was fixed with respect to the scene, this was not enough to allow observers to maintain roughness constancy when viewpoint was changed. In our previous study (Ho et al., 2006) , we found that failures of roughness constancy with changes in illumination direction could be predicted by a model in which observers used illuminant-variant pseudocues in their -, 70-ĉ90-, 50-ĉ90-, 30-ĉ70-, 50-ĉ50-, 30-ĉ70-, 30-ĉ90-, 110-ĉ90-, 130-ĉ90-, 150-ĉ110-, 130-ĉ130-, 150-ĉ110-, estimation of perceived roughness. Was the improper use of these same pseudocues also responsible for the failures of roughness constancy with changes in viewpoint? We used the same cue combination model developed in our previous study (Ho et al., 2006) to model the current data. Let R d denote the visual estimate of roughness based on all unbiased (i.e., viewpoint-invariant) cues to physical roughness. We define r d = E[R d ] and assume that r d = r: The viewpoint-invariant cues (e.g., binocular disparity) signal, on average, the physical roughness of the surface. If the observers used only these viewpoint-invariant cues, then they would exhibit no systematic deviation from roughness constancy with changes in viewpoint, unlike our observers.
In Ho et al. (2006) , we described four pseudocues whose values vary not only with roughness, r, but also with illumination direction: (1) r p , the proportion of the image that is not directly lit by the punctate illuminant (the proportion of the image in shadow); (2) r m , the mean luminance of nonshadowed regions (nonzero pixels); (3) r s , the standard deviation of the luminance of nonshadowed regions (nonzero pixels) of the image due to differential illumination by the punctate illuminant; and (4) r c , the texture contrast. Texture contrast (Pont & Koenderink, 2005 ) is a modified version of Michelson contrast. It is computed as the difference between the 95th and 5th percentiles of luminance divided by the median luminance and is intended to be a robust statistic for characterizing materials across lighting conditions. We denote these measures as r p (r, 8 v ), r m (r, 8 v ), r s (r, 8 v ), and r c (r, 8 v ) to emphasize this dependence on both roughness r and viewpoint 8 v .
To estimate r p , r m , and r s , we needed to determine which pixels in each image were not directly illuminated by the punctate source. To do this, we employed a computational trick. We rerendered our scenes with the diffuse lighting term set to 0 and surface albedo set to 1 and no interreflections among facets. We refer to these rerendered images as punctate-only images. Pixels with a value of 0 in a punctateonly image corresponded to surfaces that were not directly illuminated by the punctate source (i.e., in shadow). The proportion of the image in shadow (r p ) and the other terms based on nonshadowed regions (r m and r s ) were easily computed once we knew which regions in the image were not directly illuminated by the punctate source. We determined this set of zero pixels using the left-eye images only. To distinguish our numerical estimates from the true underlying values, we write, for example, r p for the former, r p , for the latter, and so forth.
As it turns out, these measures change systematically with viewpoint as well as with illuminant position. Figure 12 shows the values of the four pseudocues as a function of viewpoint for three different values of roughness. The data plotted are the means of the measures across 10 stimuli generated for each roughness level as seen from viewing angles in the range of 10-to 170-, with error bars indicating T2 SD. Measures were obtained from trapezoidal regions located centrally on the 2D image projection of the surface from each viewpoint. For any fixed viewpoint, the pseudocue r p increases monotonically whereas r m decreases monotonically with increases in roughness. The other two pseudocues are nonmonotonic functions of roughness. All of these pseudocues are markedly affected by changes in viewpoint (monotonically for r p and r m but nonmonotonically for the other two pseudocues). The pseudocues evidently confound viewpoint and surface roughness.
We assume that the visual system has error-perturbed estimates of each of these pseudocues to roughness, R p , R m , R s , and R c , corresponding to the four physical measures just defined. Each is an unbiased estimate of the corresponding physical measure: E[R p ] = r p (r, 8 v ) , and so forth.
We wish to test whether the visual system errs in using these pseudocues across changes in viewpoint, resulting in the failures of roughness constancy observed in the data. We assume that cues and pseudocues are scaled and combined by a weighted average (Landy, Maloney, Johnston, & Young, 1995) . In viewing a surface of roughness r from a given viewpoint 8 v , the observer forms the roughness estimate
where the values w i combine the scale factors and weights and thus need not sum to 1 as weights usually do. In this study, observers compared this roughness estimate with that for a second surface patch with roughness r ¶ viewed from a different viewpoint,
to decide which one was rougher. Consider the situation in which two surfaces were perceived to be equally rough; that is, R = R ¶. Subtracting Equations 8 and 9 yields
where $R i = R i ¶ j R i . We assume that w d was nonzero; therefore, we can rearrange Equation 10 as
where a p = jw p /w d , and so forth. We define 
This equation expresses the relationships between the systematic errors in viewpoint-invariant and viewpoint-dependent cues. If an observer were roughness constant across viewpoint, $r d should be 0, as r d = r d ¶ = r, the physical roughness of the surface. Otherwise, $r d is the observer's systematic error in matching surfaces in roughness across viewpoints:
The systematic deviations from the identity line for each condition and observer in Figure 9 are estimates of $r d for that observer and condition. Consequently, we can treat Equation 12 as a regression equation,
where $r d is the systematic error that the observer makes in a condition, taken from Figure 9 , and the remaining values are the estimates of the pseudocue values that we computed for each stimulus condition, plotted in Figure 12 . For each observer, we regressed all of the failures across conditions versus the pseudocue values for that condition to determine which pseudocues could account for the observer's systematic failures in roughness constancy across all comparisons.
In the linear regression that we computed, we also included a constant term a 0 , yielding the regression equation
We expect this term to be 0 because we assume that the observer will judge two perfectly smooth surfaces r = r ¶ = 0 to be equally rough even if they are at different orientations. By including the term in the regression, we can test whether it is 0 as expected. In using the variation in the cues from trial to trial to estimate the weight assigned to each cue, we were, in effect, applying the technique used by Ahumada and Lovell (1971) that is the basis of image classification methods.
Although the values ofâ 0 were significantly different from 0 for some observers, they were small and not patterned across observers. We recomputed the regression, forcingâ 0 to be 0 and report these values.
We found that the combination of the four predictors of roughness judgments explained an average of 53% of the variance in the viewpoint variation data, ranging from 41% to 74%, depending on the observer (Table 2) . Only coefficients a p and a m were found to be significantly different from 0. However, this does not necessarily indicate that the other two cues were not used in each pairwise roughness discrimination; it only shows that they had so little effect that we could not detect it. the regression estimates of the coefficients for the four pseudocues for each observer. Most values fall close to the identity line; however, some comparisons are closer than others. Particularly, for observer SS, all PSE differences fall close to zero, and not surprisingly, a relatively lower proportion of the variance in the data of SS is explained by the pseudocues, suggesting that SS may have used more reliable cues to roughness than the other observers did.
The effects of shadow hiding
For ease of discussion, we have separated our data into groups of comparisons of viewing angles closer to the illuminant (Groups I and II) and further from the illuminant (Groups III and IV). Each individual comparison consisted of a pair of viewing angles, one closer in angle to frontoparallel and the other further from frontoparallel. If the observer's position with respect to the illuminant and surface did not matter, we should have seen no effect at all of changing viewpoint. If, instead, the determining factor was the observer's position with respect to frontoparallel (independent of illuminant position), we would have expected all roughness transfer parameters to be greater than 1 (indicating that surfaces viewed from positions near frontoparallel are perceived as rougher) or all less than 1 (indicating the opposite). For example, a surface viewed from 50-compared with that viewed from 70-should produce the same roughness judgments as a surface viewed from their supplementary angles 130-compared with 110-, respectively; one angle is just the reflection of the other across surface normal. This is not what we found. Rather, for Groups I and II, we found that almost all roughness transfer parameters were greater than 1, whereas in Groups III and IV, most were less than or at least closer to 1, suggesting that the viewing angle and illuminant direction interact in determining perceived roughness. Specifically, in some cases, viewing a surface more obliquely results in a surface appearing rougher, whereas in other cases, viewing a surface more obliquely results in the surface appearing less rough.
The shadow-hiding opposition effect provides a possible explanation for the asymmetry that was observed in our data. Studies in atmospheric optics show that rough surfaces like those of the moon and fir tree bark exhibit a phenomenon known as the shadow-hiding opposition effect in which surface textural elements act as occluders to their own shadows when a surface is viewed from the same or nearly the same direction as the sun when it is located obliquely in the scene (Iaquinta & Lukianowicz, 2006) . This results in the surface being brightest when most shadows are occluded. As the angle between the sun and the viewer increases, shadows become more and more visible (i.e., represented here as increasing viewpoint elevation). Viewpoint-induced changes consistent with shadow hiding are evident in our measurements of r p and r m with increasing viewing angle (Figures 12a and  12b ). For example, two surfaces of the same roughness viewed from 30-and 150-contain very different proportions of shadows, although these two angles are identical with respect to the surface normal; specifically, the surface viewed from a larger angle of elevation contains more shadows. Correspondingly, our data show that when two surfaces viewed obliquely from these angles were compared with a surface of equal physical roughness viewed frontoparallel, for example, observers perceived the surface containing a greater proportion of visible shadows to be rougher (i.e., in the latter comparison, the oblique surface was perceived to be rougher, whereas in the former comparison, the oblique surface was perceived to be less rough). All of our data could be explained by shadow hiding. In Groups I, II, and III, the proportion of shadows r p increases with viewpoint angle and would lead to the failures of roughness constancy we observed. For the viewpoint angles used in Group IV, the same measure becomes noisier and less dependent on viewpoint (Figure 12a ) and, hence, acts as a nearly viewpoint-invariant cue to roughness, consistent with the nearly roughness-constant results for Group IV. Although it was not the intent of this study to examine in detail the effects of shadow hiding on surface roughness judgments, our results are generally consistent with the idea that roughness judgments for obliquely illuminated surfaces depend on the visibility of shadows in the texture.
Other possible pseudocues to roughness?
As we noted in Ho et al. (2006) , we do not claim that the four cues we advance are precisely the cues that the visual system uses. Any invertible linear transformation of the four cues used here results in four alternative cues that would explain our results equally well, and there may be invertible nonlinear transformation that would lead to cues that better account for our data. Additionally, we do not claim that these cues or transformations thereof are the only cues that may be used by the visual system to make roughness judgments.
The acquisition of pseudocues to roughness
We have suggested (Ho et al., 2006 ) that the visual system may learn cues to roughness by means of associative learning. That is, a new perceptual cue may be trained to elicit a reliable perceptual response if repeatedly paired with another cue that elicits that particular response. The effect of associative learning on perceptual appearance has been examined in a variety of studies (e.g., Adams, Graf, & Ernst, 2004; Haijiang, Saunders, Stone, & Backus, 2006; Jacobs & Fine, 1999; Sinha & Poggio, 1996; Wallach & Austin, 1954) . One particular type of associative learning referred to as cue recruitment was recently described by Haijiang et al. (2006) who trained observers to disambiguate a perceptually bistable display (i.e., a rotating Necker cube) by pairing depth cues (e.g., occlusion) with an otherwise new cue. When depth cues were removed from the scene after training, the new cue presented alone with the Necker cube stimulus caused trainees to perceive rotation in the previously signaled direction.
Thus, it is possible that failures in roughness constancy may be a result of having associated pseudocues such as the proportion of shadows with the perception of roughness. Indeed, for a surface illuminated obliquely, the rougher the surface is, the more shadows the surface contains (Figure 12a ). The pseudocues are valid cues to roughness when viewpoint and direction of illumination are held constant. The stimulus design that we have chosen provides a particularly compelling example of a case in which roughness judgments could have been made solely based on depth information clearly available for these mesoscale textures. However, observers failed to use this information and, instead, opted to use image cues that confound physical roughness with changes in viewpoint, that is, pseudocues. The systematic errors in roughness judgments observed here for surfaces that vary only in depth information show that pseudocues play a critical role in roughness judgments.
Judgments of roughness may be based on haptic and visual input, and it is easy to imagine that the ideal conditions for calibrating visual and haptic cues to roughness would be when a number of surfaces, varying in roughness, are presented simultaneously within arm's reach. If visual cues to roughness are ''recruited'' through active exploration of the surfaces under the same lighting and from the same viewpoint, then it is not surprising that we recruit cues that will not be all that useful in purely visual comparisons across changes in viewpoint or lighting. Indeed, the calibration of visual cues with cues from other modalities when interacting with such surfaces under a variety of illuminant and viewing conditions may be critical to maintaining visual constancy across changes in our visual environment.
