Abstract-In this paper, we use a cell transmission model based switching state-space model to estimate vehicle densities and congestion modes at unmeasured locations on a highway section. The mixture Kalman filler algorithm, which is based on sequential Monte Carlo method, is employed to approximately solve the difficult problem of inference on a snitching statespace model with an unobserved discrete state. We propose a scheme to prevent the risk of weight underflow and to introduce forgetting. The estimation results show that comparable accuracies can he achieved using either a small or a large number of sampling sequences, thus make it possible to carry out efficient online filtering. Underflow prevention and forgetting improves estimation accuracy in our examples. On average, a mean percentage error of approximately 10% is achieved for the vehicle density estimation. The estimation performance is consistent with data sets from various days.
I. INTRODUCTION
Congestion on urban highway networks in metropolitan areas occurs regularly and causes inefficient operation of highways, waste of resources, and increased air pollution.
A widely used method to prevent and/or relieve highway congestion is to control the demand by means of onramp metering. Many ramp metering strategies, such as time-of-day (TOD) tables, static local occupancy response, ALINEA [I], etc., have been proposed, tested and deployed on highway networks at various locations.
In order to effectively control the on-ramp flows, traffic state information, such as vehicle density and the presence or absence of nearby congestion, has to be made available to the ramp metering controller. However, cost and other limitations prevent sensory devices being installed and maintained at all desired locations. Therefore, these traffic states must be estimated using the available data.
In this paper, we design and implement a traffic state estimator based on an improved version of the so-called mixture Kalman filter 11. HIGHWAY TRAFFTC MODELS Highway traffic is an interesting yet complex phenomenon to model. Many efforts have been made to establish and validate both microscopic, e.g., car-following, and macroscopic, e.g., hydrodynamics-based, models. However, many of these models are computationally tm expensive to be used for online estimation of the traffic state in a large-scale highway network. where for a cell i, pi(t) is the average vehicle density between times f and f + 1, p,.; is the jam density, i.e., the maximum vehicle density allowed in cell i, v,.j is the freeflow speed, w,~ the backward congestion wave propagation speed, and QM.i is the flow capacity, i.e., the maximum possible flow. This relationship is derived fmm a simplified flow-density relation, which in traffic engineering is often called afundaniental diagram in, as shown in Fig. 2 flows, respectively, I; is the length of cell i, and T, is the ; PI., ; Pi : Among these modes, two are of greatest importance: pure free-flow and full congestion. In this paper, we further simplify this model by considering only these two modes and neglecting all other mixed cases, such as the mode wherein half the cells in a section are in free-flow and half are in congestion. This is partially justified by the fact that the highway sections are short and the mixed cases are often transient. We write down this simplified switching state-space model with two discrete states: free-flow and congestion, as follows.
When the entire highway section is in free-flow mode, the first term in (1) dominates, and the difference equations' are
where qml and qmZ are the mainline entering and exiting flows, respectively, r and f are the on-ramp and off-ramp sampling time.
When the entire hiehwav section is in congestion mode.
the second term in ( fi dominates, and the diiference equations are
where p,; is the jam density (maximum allowable density) in cell i.
SWITCHING STATE-SPACE MODELS
A switching state-space model can be thought of as a combination of two popular statistical models: the hidden We define the switching state-space model as follows. where f = 0,1,2 ,.._ is the discrete time, s, E S is the unobserved discrete, finite-state random variable, x, E IW", is the unobserved continuous random variable, y, E W", is the continuous observation, uI E W'" is the known exogenous input, v, -N (0, I",) and wI -N (0, I ,,,, ) are the unobserved Gaussian white noise, and A($,), B(s,), C(s,), D(s,), F(s,) , and G(s,) are the time-varying real matrices, with proper dimensions, that are functions of the finite-state variable si?
Unlike HMM and SSM, there is no known exact inference algorithm for the switching state-space model, due to the exponentially increasing sample space S' as time grows.
However, many approximate inference algorithms have been proposed. In this paper, we use a sequential Monte Carlo approach, called mixture Kalman filtering [Z] , which we describe briefly in the next section for completeness.
IV. THE MIXTURE KALMAN FILTER ALGORITHM
For the switching state-space model as defined in (6) and 
FORGETTING
In the implementation of the mixture Kalman filter algorithm, we find that after a certain period of time, most of the weights @" approach 0, while only a few are of modest magnitudes. This phenomenon is a direct result of the weight update scheme (13)- (17) and may have several undesirable effects:
1) The conuibutions of those sample sequences with tiny weights to the mixture estimate are negligible. Therefore, the effective number of sample sequences is reduced and computation time and memory are wasted to maintain these sample sequences. 2) There exists an undertlow risk for these tiny weights due to limited floating point precision. If underflow does happen to some of the weights, their corresponding sample sequences become permanently inactive.
3) The influence of the early history persists. It is difficult for the tiny weights to grow back to within a modest range of magnitudes, even if the current likelihoods (12) favor these sample sequences.
We propose to introduce a lower bound to the weights 6"') to address these potential problems. We choose a small positive number E Q: 1 and set the weight lower bound
where M is the number of the sample sequences. Therefore, we consider the two boundary flows qml and qm?, and the densities in cells 1, 5, and 8 are measured.
In addition, the ramp flows rl, rz, fi, and fi are also measured. However we do not make the measured density ps available to the model. This provides us a way to compare the estimated and measured densities and enable us to evaluate the performance of the mixture Kalman filter.
With the above configuration, we have A(l),A(2) E RaX8, with similar structure as the " A matrices in (2) and (4), and
We also let B = [Bq B,] and set B,(1) = 0. In addition, we define
and where u J s ) and u,,,(s) are the standard deviations of the white noise v and w in the two modes, respectively, and s E S = {1,2) (1 is the free-flow mode and 2 the congestion mode).
In order to sample the sequences and update the weights, the predictive sampling probabilities as defined in (14) have to be computed. We simplify this expression as follows.
This simple procedure prevents the undedlow phenomenon. It also acts as a forgetting factor for the weights update in the sense that it stops the influence of the early history once the effect of the history reduces the weight to the minimum level. It makes the weights recover more quickly once their corresponding sample sequences are favored by the current measurements. On the other hand, it introduces only minimal estimation error because its total effect on the weights is hounded by the small number E. 
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Pasadena, CA, from Mynle to Santa Anita, with postmiles In this step, we also use the fact that x, and ut+1 are conditionally independent. The step from (28) to (29) I x,, si"') is the a priori transition probability.
For simplicity, we neglect the conditional dependence between sICl and x,. i.e., the dashed arrow shown in Fig. 3 . Therefore, the discrete state transition probability in (30) is simply given by a table This transition probability makes the discrete state jump less often. It corresponds to a mean transition time of 380T,, which is roughly 31 minutes.
We are also able to obtain an approximate maximum a posteriori (MAP) estimation of the discrete state s, using the following approximation of the a posreriori distribution Once we have the MAP discrete state estimation, we are able to estimate the continuous state by a non-stationary Kalman filter conditioned on $.MAP. We denote this estimate by 2:;;;"" and informally call it the "MAP' estimation of the continuous state.
VII. RESULTS
The traffic flow and vehicle density data were obtained We are currently working on designing a ramp metering algorithm to relieve highway congestion and to improve capacity utilization. Analogous to the mixture Kalman filter, we are looking into a so-called niixture controller. Given a sample discrete state sequence SI"''. a stabilizing controller can be designed under the framework of Markovian jump linear systems (MJLS) [lo] . The mixture control command will be the weighted sum of the sample sequence conditioned control commands. Findings and results will be reported in future publications.
