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Despite bold steps taken worldwide for the replacement or the reduc-
tion of the world’s dependence on fossil fuels, economic and societal realities
suggest that a transition to alternative energy forms will be, at best, gradual.
It also appears that exploration for new reserves is becoming increasingly more
difficult both from a technical and an economic point of view, despite the ad-
vent of new technologies. These trends place renewed emphasis on maximizing
oil recovery from known fields. In this sense, low-cost and reliable enhanced
oil recovery (EOR) methods have a strong role to play.
The goal of this dissertation is to explore, using computational simu-
lations, the feasibility of the, so-called, seismic or elastic-wave EOR method,
and to provide the mathematical/computational framework under which the
method can be systematically assessed, and its feasibility evaluated, on a
vii
reservoir-specific basis. A central question is whether elastic waves can gener-
ate sufficient motion to increase oil mobility in previously bypassed reservoir
zones, and thus lead to increased production rates, and to the recovery of
otherwise unexploited oil.
To address the many questions surrounding the feasibility of the elastic-
wave EOR method, we formulate an inverse source problem, whereby we seek
to determine the excitations (wave sources) one needs to prescribe in order
to induce an a priori selected maximization mobility outcome to a previously
well-characterized reservoir. In the industry’s parlance, we attempt to ad-
dress questions of the form: how does one shake a reservoir?, or what is the
“resonance” frequency of a reservoir?.
We discuss first the case of wellbore wave sources, but conclude that
surface sources have a better chance of focusing energy to a given reservoir. We,
then, discuss a partial-differential-equation-constrained optimization approach
for resolving the inverse source problem associated with surface sources, and
present a numerical algorithm that robustly provides the necessary excitations
that maximize a mobility metric in the reservoir. To this end, we form a
Lagrangian encompassing the maximization goal and the underlying physics
of the problem, expressed through the side imposition of the governing partial
differential equations. We seek to satisfy the first-order optimality conditions,
whose vanishing gives rise to a systematic process that, in turn, leads to the
prescription of the wave source signals.
We explore different (indirect) mobility metrics (kinetic energy or accel-
viii
eration field maximization), and report numerical experiments under three dif-
ferent settings: (a) targeted formations within one-dimensional multi-layered
elastic solids system of semi-infinite extent; (b) targeted formations embedded
in a two-dimensional semi-infinite heterogeneous elastic solid medium; and (c)
targeted poroelastic formations embedded within elastic heterogeneous sur-
roundings in one dimension.
The numerical experiments, employing hypothetical subsurface forma-
tion models subjected to, initially unknown, ground surface wave sources,
demonstrate that the numerical optimizer leads robustly to optimal loading
signals and the illumination of the target formations. Thus, we demonstrate
that the theoretical framework for the elastic wave EOR method developed in
this dissertation can systematically address the application of the method on
a reservoir-specific basis. From an application point of view and based on the
numerical experiments reported herein, for shallow reservoirs there is strong
promise for increased production. The case of deeper reservoirs can only be
addressed with further research that builds on the findings of this work, as we
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While the total global demand for hydrocarbon energy resources is
projected to either remain the same or grow in the upcoming decades, the
exploration for new hydrocarbon reserves, most of which are located offshore,
would likely become even more onerous than it currently is [35, 51]. This
persistent demand for hydrocarbon energy sources, coupled with the difficulties
associated with the exploration and exploitation of new fields, has renewed
emphasis on improving the efficiency of oil recovery from existing reservoirs
by using enhanced oil recovery (EOR) methods [51].
Due to the strong capillarity that exists in oil and rock systems, and the
highly variable permeability of an oil reservoir, only 30–50% of the original-oil-
in-place (OOIP) can be produced either by a reservoir’s primary oil recovery
mode (natural pressure), or by a combination of water-flooding and natural
pressure. Thus, in order to recover any oil still remaining in an existing reser-
voir, EOR methods, such as gas- and polymer-flooding, are usually employed
[52, 53]. By and large, and beyond site-specific technical reasons that are also
of importance, the choice of a specific EOR method is chiefly driven by eco-
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nomic considerations. Hence, any low-cost EOR method that is also reliable
becomes a strong contender for the exploitation of the remaining reservoir
capacity.
The wave-based EOR method has been proposed as one such cost-
effective EOR method. The key idea behind the wave-based EOR method is
that traveling waves, however they may be generated, could “shake” a reser-
voir sufficiently to mobilize the remaining oil, which could then be recovered
by conventional means. Wave sources typically used in wave-based EOR in-
clude Vibroseis equipment atop the ground surface, and/or wellbore hydraulic
pumps [15], or wellbore seismic vibrators [63, 82]. All sources are capable
of generating, directly or indirectly, elastic waves. In general, it has been
observed and reported that the rate of oil production increased after such ap-
plications of vibratory excitations. It also appears that such wave-based EOR
methods are at least as competitive as conventional EOR methods. Firstly,
because the wave-based EOR is less costly than other EOR methods [33, 79],
and, secondly, because an elastic wave can indiscriminately illuminate the en-
tire volume of an oil reservoir, whereas, due to the heterogeneity of a typical
reservoir, gas- or chemical-flooding can hardly sweep it in its entirety.
The feasibility of the wave-based EOR is supported by a set of field
observations showing that elastic waves induce increased production of the
remaining oil. For example, it has been observed that the rate of oil production
and/or the oil-water-cut ratio improve for several days following a seismic event
in the broader region of an existing oil reservoir [60, 75, 77, 81]. Increased oil
2
production has also been reported during field experiments employing wave
sources at low frequencies, up to 200Hz, located atop the ground surface or
within a wellbore, in active or in seemingly-depleted oil fields [5, 27, 42, 43,
44, 49, 50, 76, 83, 85].
Pore scale (~mm)
(a) Oil droplets are captured in
the pore space before a  wave
-based EOR is applied.
(b) Reservoir shaking mobilizes
the oil droplets.
Figure 1.1: The mobilization of trapped oil droplets in pore space by the
vibration of the pore wall surface.
In addition to the field evidence, there have also been investigations on
the underlying mechanisms of the wave-based EOR method. The suggested
predominant mechanism postulates that the movement of the pore walls can
mobilize oil droplets trapped in pore spaces [3, 8, 11, 31]. That is, the vibration
of pore walls can dislodge the trapped droplets and coalesce them into larger
ones, allowing them to be mobilized and flow (see the illustration in Fig. 1.1).
A set of experimental studies, employing ultrasound waves, have sup-
ported the dislodging mechanism of oil droplets by means of shaking of the
rock matrix. Laboratory experiments using ultrasonic waves at frequencies
larger than 20kHz [2, 28, 29, 30] targeting the mobilization of oil droplets in
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oil-saturated sandstone core samples showed that such ultrasound waves in-
creased the recovery rate up to 25% of OOIP. However, using ultrasound waves
will not lead to the mobilization of oil droplets at the reservoir scale, because
waves at such high frequencies attenuate rapidly with distance [66, 68].
On the other hand, there are laboratory tests that have demonstrated
dislodging of oil droplets by using elastic, or acoustic, or fluid-pressure wave
sources at a low frequency range. Roberts et al.[8, 66, 67, 68] showed that
dynamic stress exerted upon a solid rock matrix of a sandstone core at a
low frequency (10 to 100Hz) can release trapped oil droplets. Vogler and
Constantinos [80] also showed that acoustic waves of frequencies up to 300Hz
can remove the nonaqueous phase liquid (NAPL) from porous permeable core
samples. Spanos et al.[76] conducted experiments that showed that fluid-
pressure pulsing at a frequency ranging from 30 to 60Hz can increase the oil
recovery rate from confined sand packs.
In addition, Beresnev and Iassonov [34] developed a threshold capillary-
trapping model: an inertial force, induced by the elastic wave on a trapped oil
droplet, should exceed a threshold level in order for the trapped oil droplet to
overcome the capillary force. From subsequent experiments [55] and numerical
simulations [9, 10], they concluded that the acceleration of the rock matrix
should be in the order of 0.1 to 10m/s2 or more to induce oil mobilization.
They further showed that such a threshold acceleration level varies depending
on the average size of the pore space, the background pressure-gradient, the












Effect of wave-based EOR
Bypassed oil moves to high zonek
:
Injection fluid bypasses the oil
in the low-permeability zone
Problem before wave-based EOR
Figure 1.2: Elastic wave induces cross-flow oscillation at the interfaces between
different permeability areas.
It has also been argued that reservoir shaking can lead to cross-flow
at the interfaces between low- and high-permeability areas in a highly het-
erogeneous reservoir or in a fractured reservoir [4, 26, 33, 61, 78, 79]. In a
heterogeneous reservoir, the elastic waves induce pore-pressure oscillation be-
tween layers of different permeability [4, 33]. Such pressure oscillation between
areas of different permeability can effectively coax out the bypassed oil from
the low- to the high-permeability area (see the illustration in Fig. 1.2). In
a fractured reservoir, the direct application of hydraulic wave sources to a
fracture can induce a periodic pressure gradient between a fracture and its
surrounding rock matrix such that the transport of bypassed oil from the rock








A fluid-pressure wave source
Cross flow between fractures
and the rock matrix improves
fluid transport
A fracture space
Figure 1.3: Wellbore hydraulic pumps induce cross-flow at the interface be-
tween a fracture space and surrounding rock matrix.
1.2 Research issues
The review of field observations and laboratory experiments discussed
in the preceding section suggests that exposure of a reservoir to wave-induced
motion may lead to increased oil mobility, and therefore facilitate increased
recovery rates. To date, there have been no theoretical studies that examine
the feasibility of a wave-based EOR method. This dissertation seeks to address
questions that arise when a wave-based EOR method is considered. These
questions include:
• Could wellbore-originating excitations generate sufficient energy to mo-
bilize oil?
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• Could surface sources generate sufficient energy to, again, increase oil
mobility?
• At which frequency(ies) should the sources be operating?
• Are there conditions that could induce near-resonance conditions to an
existing reservoir?
• Should the excitation signals be monochromatic, or could they be tran-
sient? (Narrowband? or Broadband?)
• Does the placement of the sources influence the induced motion?
• Can, in general, wave energy be directed and focused to a target forma-
tion by the judicious deployment and timing of sources?
Formally, to answer most of the above questions, there is a need to
formulate the associated mathematical problem as an inverse-source problem.
That is, for a known geostructure, containing a target formation (reservoir),
and with an a priori selected maximization outcome in mind (e.g., maximum
kinetic energy at the reservoir), one seeks to determine the input excitations
that will realize the desired outcome.
The geostructure is first considered elastic, and in later developments
poroelastic, yet arbitrarily heterogeneous in both cases. Sources are deployed
on the ground surface. Due to the semi-infinite extent of the physical domain,
Perfectly-Matched-Layers are used to truncate the physical domain in order
to render it finite and, thus, computationally feasible.
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In mathematical terms, the problem of finding the excitation signals
in the time-domain, is cast as an inverse-source problem. We define a La-
grangian comprising a functional describing the metric we seek to maximize,
augmented by the side-imposition of the problem’s PDEs. We use the ap-
paratus of partial-differential-constrained-optimization to resolve the ensuing
minimization problem (we seek to maximize a desired metric by casting the
problem as the minimization of the metric’s reciprocal). Satisfaction of the
first-order optimality conditions leads to a triad of state, adjoint, and control
problems. We use finite elements to resolve the state and adjoint problems,
and use the control problem to update the excitation signals until convergence.
We report numerical experiments for each of the physical problems
considered in this research.
1.3 Dissertation outline
This dissertation is organized in a manner that attempts to incremen-
tally address the research questions posed in section 1.2. Specifically:
In chapter 2, we discuss the feasibility of mobilizing remaining oil by
means of time-harmonic fluid action at the wellbore. To this end, we examine
both the closed-form solutions of rock stress waves in a homogeneous reservoir,
as well as fluid-pressure waves within a fractured reservoir, induced by a well-
bore hydraulic pump wave source [36]. Firstly, we investigate whether waves,
induced by fluid-pressure oscillations at frequencies 0.1–200Hz at the well site,
and propagating radially and away from the source in a homogeneous reservoir,
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can lead to the mobilization of trapped oil droplets in pore space. The nu-
merical results show that neither a rock-stress wave nor a pore-pressure wave
is likely to result in any significant remaining oil mobilization at the reservoir
scale, unless the amplitude of the wave response is significantly large, as also
noted in [65]. Secondly, we consider a simple one-dimensional fracture with a
time-harmonic fluid injection at low frequencies (0.1-10Hz) into the fracture
space. A sufficient rate of cross-flow has been observed between a fracture and
the surrounding rock matrix to allow an enhanced imbibition of the injecting
fluid into the rock matrix, as well as the coaxing-out of the bypassed oil from
the rock matrix.
Although the modeling studies reported in chapter 2 demonstrate a
desired outcome, they are based on the assumption that there will be wave
sources of sufficient strength and other conditions favorable to impart oil mo-
bilization at the reservoir scale. For instance, certain wave sources, operating
within a particular frequency spectrum, could generate a resonance-like be-
havior of an oil reservoir. The resonance-like behavior would give rise to large
rock motion within the reservoir such that the dislodging of the trapped oil
droplets or the generating cross-flow could be feasible. Employing fleets of
surface wave sources, for example, could impart wave-induced oil mobilization
at the reservoir scale. In chapter 3, we discuss the inverse-source approach
that can inversely compute the optimal loading time signal of such ground
surface wave sources, leading to the maximization of desired metrics, such as,
the kinetic energy or acceleration of the solid rock matrix in a selected reservoir
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formation [37]; for simplicity, we consider first one-dimensional compressional
wave physics for semi-infinite layered media.
The numerical results of the one-dimensional modeling show that there
is a set of amplification frequencies that lead to amplification of the wave mo-
tion in the targeted formation; loading signals operating, at a different set of
amplification frequencies can also selectively maximize the wave energy within
the target layer, while the adjacent formations stay relatively dormant. We
should point out that our numerical optimizer successfully identifies optimal
loading time signals with strong dominant frequency components that coin-
cide with the exact or analytically computed amplification frequencies. The
inverted excitations are well within the capability range of present-day equip-
ment, and induce significant acceleration fields, which, in turn, appear to be
capable of mobilizing oil in existing reservoirs in this one-dimensional setting.
We note that the one-dimensional setting is overly simplistic in at least
two ways: first, one-dimensional excitation conditions are impossible to repli-
cate in practice; second, the undamped one-dimensional model we adopted
ignores all of the three attenuation mechanisms that are typically associated
with the passage of waves in the Earth, i.e., radiation attenuation due to an
expanding wave-front, intrinsic attenuation due to wave energy conversion to
heat, and apparent attenuation due to scattering effects. As a result, the
energy demand that is needed to attain, in practice, what one-dimensional
analysis would predict is, in general, underestimated.
In chapter 4, we discuss the extension of the one-dimensional modeling
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to the more realistic two-dimensional setting. In this setting, we use the gov-
erning elastic wave equations endowed by Perfectly-Matched-Layers (PMLs)
[46, 45, 47]. Such a two-dimensional setting is subject to the following two
assumptions: first, the strip loading is stretched infinitely in a direction that
is perpendicular to the cross-sectional plane (see Fig. 4.1), and second, the
undamped two-dimensional model also ignores intrinsic and apparent atten-
uation, but captures radiation damping. We should point out that such a
two-dimensional wave response can be replicated, in practice, using a fleet
of Vibroseis equipments under the assumption of lateral homogeneity. Thus,
based on Beresnev’s threshold-acceleration criteria [9], the ensuing feasibility
studies with the two-dimensional problem could reveal whether or not oil mo-
bilization is possible by using ground surface wave sources. In general, and
within the constraints of the two-dimensional setting, the numerical results
show that our methodology can successfully obtain the signals necessary for
inducing oil mobility in target reservoirs.
In chapter 5, we switch from elastic to poroelastic assumptions, and dis-
cuss the mathematical and numerical modeling for the identification of source
time signals that can maximize the relative wave motion of the pore fluid with
respect to the solid rock matrix within a porous heterogeneous permeable
rock formation that is surrounded by non-permeable elastic rock formations
of semi-infinite extent. We also describe the mixed finite element formulation
and numerical implementation used to compute the forward wave responses
of the rock matrix, as well as the pore fluid within the poroelastic formations.
11
The numerical results show that the optimization procedure leads to loading
time signals that include the correct amplification frequencies.
Lastly, in chapter 6, we summarize the conclusions we draw from the
research reported in this dissertation, and discuss future directions. We note
that parts of the research reported in this dissertation have already been pub-
lished [36, 37, 38].
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Chapter 2
Oil mobilization via wellbore sources
It is of interest to examine whether wave sources can sufficiently stim-
ulate a hydrocarbon formation to overcome the mobility threshold of the re-
maining oil. Of particular interest here is whether the waves traveling through
the matrix are better energy-delivery agents than the fluid pore-pressure wave,
or vice-versa. In this chapter, we study numerically the potential for oil mobil-
ity stimulation at the reservoir-scale that is due to the vibrations induced by
means of a wellbore hydraulic pressure wave source (Fig. 2.1). We do so using
simplified models, in an attempt to quantify the potential for increasing oil
mobility. The situation where the sources are located on the ground surface
is discussed in subsequent chapters.
In the first part of this chapter, we report on the wave motion solution
in a homogeneous oil reservoir. Here, we study two scenarios, depending on
whether the fluid or the matrix is excited (but we do not consider the coupled
poroelastic case). To assess the feasibility of oil mobilization at the pore-space,
we use a recently developed correlation between the oil mobilization index [33]
and the wave-induced displacement field. In the second part of this chapter,
we investigate whether vibrational energy can induce cross-flow in a fractured
13
reservoir. We then examine whether a sufficient rate of cross-leakage flow could
arise to displace oil from the rock formation into the reservoir fractures.
Figure 2.1: Schematic of wellbore wave source.
2.1 Wellbore-generated wave in a homogeneous reser-
voir
To assess the feasibility of mobilizing typically bypassed oil by vibra-
tional means, we examine the closed-form solutions of the time-harmonic wave
motion in a homogeneous reservoir induced by a wellbore-pressure wave source.
For simplicity, we treat the axisymmetric problem, whereby the source is as-
sumed to act on the walls of a well of infinite depth (Fig. 2.2).
We obtain solutions for two limiting cases: (i) the pore-pressure wave
arising when the fluid alone is excited; and (ii) the stress wave of the reservoir
rock arising when the matrix alone is excited. By comparing the wave behavior












Figure 2.2: Wave propagation in a permeable elastic medium induced by a
wellbore hydraulic pump wave source.
vibrational energy at a distance from the wellbore source.
2.1.1 The fluid-pressure wave in a homogeneous reservoir
To estimate how the pressure waves propagate into the reservoir, we
adopt the following transient pressure diffusion equation that is commonly
employed to interpret pressure test results [56, 57]:





where p(r, t) is the fluid pressure; r denotes radial coordinate; t is time; η is
viscosity; kr is permeability; φ is porosity; and ct = cw + cr denotes total com-
pressibility with cw being the fluid, and cr the rock compressibility. Implicit
in this approach is the assumption that the pressure oscillation generated at
the well wall propagates only through the pore space, while the reservoir rock
remains dormant. Assuming further that the pore-pressure wave propagates
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The boundary condition at the well wall (r = rw) is:
p(rw, t) = p̂we
iωt, (2.3)
where p̂w is the input pressure amplitude (this pressure is in addition to the
static reservoir pressure). At the far field, there also holds:
lim
r→∞
p(r, t) = 0. (2.4)









− β2p̂ = 0, with β2 = iωφηct
kr
. (2.5)
The general solution to the above equation is [1]:
p̂(r) = a1I0(βr) + a2K0(βr), (2.6)
where I0 and K0 are the zeroth-order modified Bessel functions of the first and
second kind, respectively. To satisfy the radiation condition, (2.4), a1 should






Pore-pressure wave amplitude decay in a homogeneous reservoir
Because the pressure propagation in the reservoir is of a diffusive na-
ture, the pressure oscillation amplitude decreases with distance from the well-
bore, largely depending on the pressure diffusivity parameter β2 = iωφηct/kr.
Fig. 2.3 shows the effects of the oscillation frequency (ω) on the pressure ampli-
tude (normalized with respect to the source amplitude p̂w), as a function of the
radial distance r from the wellbore (the curves are shown on a semilog scale;
the ordinate represents the modulus of the pressure amplitude p̂(r), which is,
in general, complex). For the curves shown, we used η = 1cp (=0.001Pa·s),
kr = 100md (= 9.87×10−14m2), φ = 0.3, rw = 0.06m, and ct = 1.5×10−9Pa−1.
We observe that the pressure amplitude decreases very rapidly with
distance, unless the frequency is extremely low. This is expected since, due to
the tortuosity of the pore space, the pressure wave attenuates fairly fast. In
general, the pressure wave propagation is governed by the pressure diffusiv-
ity: as the fluid viscosity or the compressibility increases, or the permeability
decreases, the diffusivity β increases, and the pressure amplitude attenuates
more sharply. We discuss next the elastic (rock) wave.
2.1.2 The elastic wave in a homogeneous reservoir
Whereas, owing to the tortuosity of the pore space, the propagation
of fluid pressure oscillations through the pore space is highly attenuated, the
propagation of elastic deformation in the reservoir rock could be more effec-
tive. When a pressure oscillation is applied at the well wall by injecting (or
17























 ω = 0.1 Hz
 ω = 1 Hz
 ω = 5 Hz
Figure 2.3: Modulus of normalized pressure wave p̂(r)/p̂w in a homogeneous
reservoir – pore pressure solution only as a function of distance from the well-
bore source; various excitation frequencies.
producing) a fluid, the rock face at the wellbore will be deformed, and the
deformation will propagate through the reservoir’s matrix, engaging both the
matrix and the fluid. In the interest of an approximate assessment, we will
assume that the reservoir is a homogeneous elastic medium, and will not con-
sider the coupled poroelastic case. While highly simplistic, the model allows
for the study of the vibrational energy propagation through the reservoir rock.
In a cylindrical coordinate system, the elastic wave motion is governed





















































where (r, θ, z) denote coordinates; t is time; ρ is the composite density of the
matrix and the fluid; u denotes displacement; and σ denotes the stress tensor.
Here, we consider the axisymmetric problem, for which there holds: ur 6= 0,





= 0, and ∂·
∂θ










We assume further the presence of material damping, which we express in
terms of a Voigt model [84]. Then, the constitutive law becomes:






, i, j = r, θ, (2.10)
where λ, µ are the Lamé constants with λ = 2µν/(1 − 2ν), and ν denoting
Poisson’s ratio; δij is the Kronecker delta; λ
′ and ν ′ are viscous loss parameters;
ε is the strain tensor, and repeated indices imply summation. Due to the








































where c denotes the dilatational wave velocity c =
√
(λ+ 2µ)/ρ, and α =
(λ′ + 2µ′)/(λ + 2µ) is the attenuation factor. Assuming a harmonic solution
of the form ur(r, t) = ûr(r)e










+ k2ûr = 0, (2.13)
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+ (z2 − 1)ûr = 0. (2.14)









1 (z) and H
(2)
1 (z) are the first-order Hankel functions of the first and
second kind, respectively. To obtain the constants in (2.15), we first look at
the asymptotic behavior of Hankel functions, H
(1)
1 (z) and H
(2)
1 (z) [1] :
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When the time-dependent term (eiωt) is taken into account, (2.16) and (2.17)
represent incoming and outgoing propagating waves, respectively. Since the
generated waves ought to be outgoing, c1 in (2.15) vanishes, and the general




To resolve the last remaining constant c2, we use the boundary condition at
the well wall:
σrr(rw, t) = −p̂weiωt. (2.19)
In the frequency domain, the radial stress component can be cast as:
σ̂rr = (λ+ 2µ)(1 + αiω)ε̂rr, (2.20)
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where we assumed that σrr = σ̂rre
iωt and εrr = ε̂rre

























Inserting (2.21) into (2.20), while taking into account the boundary condition
(2.19), yields the constant c2 as:
c2 = −
p̂w






















Rock wave amplitude decay in a homogeneous reservoir
Figures 2.4 and 2.5 show the radial deformation amplitude of the ma-
trix rock ûr(r), when there is damping, as a function of distance. We used
a wellbore pressure oscillation amplitude pw = 2 × 106Pa, a wave source fre-
quency ω = 1Hz, shear modulus µ = 6× 108Pa, Poisson’s ratio ν = 0.3, mass
density ρ = 2100kg/m3, and wave velocity c = 1000m/s. Fig. 2.4 shows the
real and imaginary parts of ûr(r). As the rock deformation propagates, some
phase shift also occurs, and with frequency 1Hz, the wavelengths are fairly
large, and the resulting motion is quite small. Fig. 2.5 depicts the modulus
of ûr(r) plotted in semi-log scale as a function of distance and for several ex-
citation frequencies; all curves clearly exhibit the expected exponential decay.
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However, a comparison of the pressure wave decay performance shown earlier
in Fig. 2.3 for the purely diffusive propagation of the pore fluid, and those
of Figures 2.4 and 2.5 for the rock wave case, show much more rapid decay
associated with the former case than the latter. In short, it appears that
the elastic wave is a more effective vibrational energy delivery agent than the
pore-pressure waves, as also mentioned in [65].



















Figure 2.4: Real and imaginary parts of the wave amplitude displacement field
ûr(r) as a function of distance (rock velocity c = 1000m/s, attenuation factor
α = 0.03s, source frequency 1Hz).
Fig. 2.6 shows the dependence of the amplitude of the stress wave on
the attenuation factor. As expected, the rock deformation wave attenuates







































Figure 2.5: Modulus of the displacement field of the rock stress wave ûr(r)
as a function of distance for several frequencies (wave velocity c = 1000m/s,



























 α =0.0 sec
 α =0.1 sec
 α =0.2 sec
Figure 2.6: Modulus of the displacement field of the rock stress wave ûr(r) as a
function of distance for several attenuation factors (wave velocity c = 1000m/s,
frequency 1Hz).
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2.1.3 Oil mobility estimation in a homogeneous reservoir
To obtain a qualitative estimate on the effectiveness of the mobilization
of oil remaining in a homogeneous reservoir, we adopt the approach proposed
in [33] (the Huh model). Figures 2.7 and 2.8 (originally depicted in [33]) show
remaining oil displacement efficiency curves in terms of the rock displacement
amplitude and the excitation frequency for two different pore radii of 100µm
and 200µm, respectively. The underlying approximate model is based on the
calculation of the average fluid velocity in a pore in response to rock oscillation,
and then estimation of the remaining oil mobilization efficiency by using the
well-known Capillary Number Correlation [64]. In Figures 2.7 and 2.8, So
denotes the post-vibration remaining oil, whereas Sori denotes the remaining
oil originally contained in the rock formation. Therefore, So/Sori = 1 implies
that no remaining oil is mobilized, while So/Sori = 0 means that all remaining
oil is mobilized. Figures 2.7 and 2.8 suggest that oil mobilizes more easily:
(i) when the rock displacement is larger; (ii) when the excitation frequency is
higher, and; (iii) when the pore is wider.
We use the previously obtained rock displacement amplitudes due to the
wellbore source as input to the Huh model (for various excitation frequencies),
in order to estimate the oil mobilization index So/Sori. To this end, Table 2.1
lists the mobilization index in the neighborhood of the wellbore source, i.e., for
distances ranging between 0.07 and 5m. We assumed a pore radius of 200µm,
attenuation factor α = 0.01s, and amplitude of the wellbore pressure oscillation
pw of 2×106Pa. As it can be seen from Table 2.1, some oil mobilization occurs
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at higher frequencies, whereas there is, effectively, no oil mobilization for lower
frequencies. For a pore radius of 100µm, which represents lower-permeability
rock, the remaining oil mobilization efficiency decreases even further.
In addition to Huh’s model for estimating the remaining oil mobilization
index, we also use Beresnev’s threshold-acceleration level model [9] to examine
the mobilization of trapped oil droplets. As discussed in chapter 1, Beresnev
suggests that, in general, rock wave motion of which the acceleration amplitude
is as large as 0.1 to 10m/s2, is needed for dislodging such oil droplets trapped
in constricted pore space. To employ the Beresnev’s model, we compute the















Fig. 2.9 shows the amplitudes of the acceleration fields of the rock wave mo-
tions for wave velocity c = 1000m/s and attenuation factor α = 0.01s at
different frequencies. Fig. 2.9 demonstrates that the acceleration amplitudes
of wave response exceeds 0.1 to 10m/s2 – the Beresnev’s suggested threshold-
acceleration level – only at the area close to the wellbore (r < 1m) and only
at frequencies higher than 100Hz.
By employing the aforementioned two oil mobilization-estimation mod-
els, we have thus far observed that the mobilization of trapped oil droplets is
feasible only in the area close to a wellbore, and only at high frequencies.
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Figure 2.7: Remaining oil displacement efficiency with respect to the rock
displacement and the frequency for a pore radius of 100µm [33] (So/Sori = 1
implies that no remaining oil is mobilized, and So/Sori = 0 means that all
remaining oil is mobilized).
200Hz 100Hz 50Hz 20Hz
r(m) |ûr|(µm) So/Sori |ûr|(µm) So/Sori |ûr |(µm) So/Sori |ûr|(µm) So/Sori
0.07 3.88 0.82 7.70 0.95 14.9 0.99 30.5 1
0.1 2.72 0.89 5.39 0.97 10.4 1 21.4 1
1 0.263 1 0.531 1 1.04 1 2.14 1
5 0.0313 1 0.0808 1 0.186 1 0.435 1
Table 2.1: Mobilization index So/Sori at locations proximal to the source;
various frequencies (So/Sori = 1 implies that no remaining oil is mobilized,
and So/Sori = 0 means that all remaining oil is mobilized).
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Figure 2.8: Remaining oil displacement efficiency with respect to the rock
displacement and the frequency for a pore radius of 200µm [33] (So/Sori = 1
implies that no remaining oil is mobilized, and So/Sori = 0 means that all
remaining oil is mobilized).
2.2 Time-harmonic water flooding into a fractured re-
servoir
As discussed in section 2.1, the fluid pore-pressure wave attenuates
fairly rapidly with distance because its propagation through the tortuous pore
pathways is highly impeded. On the other hand, if the reservoir has a network
of fractures which have medium to high permeability, the pressure wave could
propagate rapidly through that network, with amplitude that still maintains
reasonable magnitude away from the wellbore. The pressure oscillation in a
fracture could bring about an exchange of fluids between the fractures and
the matrix, thereby potentially enhancing the imbibition of injected water















































Figure 2.9: Modulus of acceleration of rock stress wave (wave velocity c =
1000m/s and attenuation factor α = 0.01s).
matrix.
2.2.1 The fluid-pressure wave in a fractured reservoir
In this section, we estimate the pressure distribution in the fracture
when fluid oscillations are initiated at the wellbore, and study whether the
propagation of pressure waves through a fracture network can effectively in-
duce exchange of fluids between the fracture and the matrix. For simplicity,
the propagation of pressure wave is considered in a one-dimensional fracture
(Fig. 2.10). We assume that the vertical fracture has a uniform gap width w,
length xf , height h, and constant permeability kf . We denote by qf the rate






















Figure 2.10: Propagation of pressure wave in a fractured reservoir. Fluid is
injected into the fracture at a rate of qw(t), with fluid leaking through the
fracture wall at a rate qf (x, t).
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At the wellbore (x = 0), a periodic injection/production of fluid is
applied with a frequency of ω:
qw(t) = q̂we
iωt, (2.25)
where q̂w is the rate amplitude (qw, q̂w denote fluid volume rates). The pressure
distribution in such a one-dimensional fracture can be calculated from the













where pf(x, t) is the fluid pressure distribution; η is the viscosity; kf is perme-
ability; φf is porosity; ctf = cw + cf , where cw is fluid compressibility, and cf
is fracture compressibility, and ctf is the total compressibility; and qf (x, t) is
the fluid leakage rate (measured in volume rate per unit length) into the rock





, at x = 0, (2.27)
∂pf
∂x
= 0, at x = xf . (2.28)
The pressure distribution in the surrounding rock matrix formation can be














where pr(x, y, t) denotes the pressure in the formation, φr, kr, and ctr are
porosity, permeability, and total compressibility, respectively, for the rock for-
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mation. The interface conditions are:





, at y = 0 and 0 ≤ x ≤ xf , (2.31)
and the radiation condition is:
lim
x,y→∞
pr = 0. (2.32)
We assume time-harmonic solution of the form:
pf(x, t) = p̂f(x)e
iωt,
qf (x, t) = q̂f (x)e
iωt,
pr(x, t) = p̂r(x)e
iωt. (2.33)
We discuss two cases: first, if the leakage effect is assumed to be negli-
gible, (2.26) reduces to the pressure diffusion equation in the fracture:
∂2p̂f(x)
∂x2








Using the boundary conditions (2.27) and (2.28), we obtain the amplitude of













On the other hand, if there is a significant leakage of fluids from the
fracture to the formation, (2.26) and (2.29) must be solved simultaneously.
Accordingly, we seek solutions of the pressure-wave in the surrounding rock
matrix propagating away from the fracture, of the form:





where e−Dry represents the outgoing wave motion associated with the time-
harmonic term eiωt. We remark that (2.38) is an approximated form of the
pressure-wave in the rock formation1. By virtue of the interface conditions
(2.30) and (2.31):













































Combining either (2.36) or (2.43) with (2.38), the resulting amplitude of the
pressure distribution within the rock formation becomes:
p̂r(x, y) = p̂f(x)e
−Dry. (2.44)
Pressure wave decay in a fractured reservoir
Figures 2.11 and 2.12 show the effects of the oscillation frequency ω,
(a) on the pressure modulus, and (b) on the leakage rate, both of which are
given as a function of distance from the wellbore. In Fig. 2.11, the distribution
of the pressure modulus is shown for the two cases that depend on whether
the leakage effect is ignored or not. The pressure modulus is also shown for
different frequencies ranging from 0.1 to 10Hz in Fig. 2.13 (where the leakage
effect is taken into account). For all plots we used η = 1cp (= 0.001Pa·s),
kf = 5 × 105md (= 4.935 × 10−10m2), kr = 100md (= 9.870 × 10−14m2), q̂w
= 10Barrel/Day (= 1.84 × 10−5m3/s), φf= 0.4, φr= 0.2, and w= 0.01m, h=
0.3m, xf=20m, ctr = 1.5× 10−10Pa−1, and ctf = 1.5× 10−9Pa−1.
Comparing the pressure amplitude distributions of Figures 2.11 and
2.13 with those for the radial cases of Fig. 2.3, we see that the pressure wave
can propagate in the fracture much more effectively, even though the amplitude
decreases with distance. As with the radial pressure diffusion cases of Fig. 2.3,
and the elastic (rock deformation) cases of Figures 2.4 to 2.6, the pressure
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wave propagation efficiency decreases with increase in oscillation frequency.
We remark that, with leakage into the matrix zone, the modulus of pressure
wave in the fracture decreases even further.
Fig. 2.12 shows that the amplitude of the flow rate in and out of the
formation neighboring a fracture could be sizeable enough to force the oil out
from the rock formation, suggesting that the vibration application to fractured
reservoirs could indeed enhance oil recovery from tight matrix zones. We also
conjecture that harmonic water injection into a fracture of a lower frequency
leads to greater sweep efficiency in a fractured reservoir, as mentioned in [26].




















1 Hz (w/o Leakage)
1 Hz (w/ Leakage)
2 Hz (w/o Leakage)
2 Hz (w/ Leakage)
Figure 2.11: Pressure oscillation amplitude versus distance in fracture for two
frequencies 1Hz and 2Hz (shown are two cases depending on whether the wall
leakage effect is ignored or not)
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Figure 2.12: Leakage rate amplitude versus distance in fracture for wave fre-
quencies 0.1Hz to 10Hz























Figure 2.13: Pressure oscillation amplitude versus distance in fracture for wave
frequencies 0.1Hz to 10Hz with leakage flow on the fracture wall surface
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2.3 Summary
To study the feasibility of vibration-based EOR via wellbore action, in
this chapter we used simple prototype problems of homogeneous and fractured
reservoirs subjected to wellbore oscillating fluids. We discussed closed-form
solutions of time-harmonic wave motions in homogeneous and fractured reser-
voirs induced by fluid-pressure oscillation imposed at the wellbore. It appears
that generating pressure waves in a fractured reservoir can induce cross-flow,
which can then displace oil from the rock matrix. In the case of a homogeneous
reservoir, it is feasible to stimulate the mobilization of trapped oil droplets in
the pore space only if the wave motion is strong enough, which is unlikely with
wellbore sources only.
Thus, wellbore action alone does not appear sufficient for inducing oil
mobility in non-fractured reservoirs. However, the fact that in non-fractured
reservoirs waves traveling through the matrix are better energy-delivery agents
suggests that if sufficient energy is imparted to the rock matrix, then, perhaps,
oil mobility would be induced. We turn next to surface sources in an attempt




Oil mobilization via ground sources – The
elastic inverse-source problem in 1D
When ground sources are used to induce oil mobility, the questions
are multifold: which frequencies must the sources operated at? or, which
transient signals must be used to drive the sources so that the motion be
maximized within the reservoir? To answer these questions, we adopt an
inverse-source approach: in this chapter, we discuss an optimization problem
for the identification of an optimal time signal that can maximize a desired
motion metric (kinetic energy or acceleration) of a rock matrix in a targeted
formation within a one-dimensional layered medium of semi-infinite extent.
To this end, we cast the problem into a minimization problem by employing
the reciprocal of a functional expressing the spatial and temporal integral of
the desired metric within the target zone.
The objective functional is then augmented by the side imposition of the
governing partial differential equation, and associated conditions, via Lagrange
multipliers. The satisfaction of the first-order optimality conditions of the
augmented functional gives rise to state, adjoint, and control problems; we
numerically solve these problems using the finite element method. Numerical
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experiments show that such an optimization scheme successfully leads to the
following sought-after objectives: (a) the maximization of the kinetic energy or
acceleration of the target layer with all layers active; and (b) the maximization
of the kinetic energy or acceleration of the target layer while the adjacent















Using an optimal wave source,
maximum kinetic energy in
f(t)
→ Ω0
Using a non-optimal wave source, f(t)








Figure 3.1: Schematic of inverse-source problem: a layered semi-infinite
medium truncated at depth x = L, subjected to an unknown surface exci-
tation. Ω0 denotes the target layer. The right graph is the sought outcome:
the maximization of Ω0’s kinetic energy.
3.1.1 Governing wave physics
A semi-infinite heterogeneous (layered) medium is subjected to an exci-
tation on the surface (x = 0), whose temporal variability f(t) is unknown. We
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seek to identify f(t), such that the kinetic energy within a target region (layer)
Ω0 is maximized (Fig. 3.1). The semi-infinite extent of the original domain is
truncated through the introduction of a truncation boundary at some depth
x = L. The propagation of compressional elastic waves within the truncated
layered medium (Ω = (0, L)) can be described by the following initial and
boundary value problem (IBVP): find the one-dimensional displacement field























(L, t) = 0, t ∈ (0, T ], (3.1c)
u(x, 0) = 0, x ∈ (0, L), (3.1d)
∂u
∂t
(x, 0) = 0, x ∈ (0, L), (3.1e)
where x denotes location, and t denotes time; T denotes the total observation
time, E represents modulus1, ρ represents density, and c =
√
E/ρ is the wave
propagation speed. Condition (3.1b) is the surface excitation condition; (3.1c)
is the truncation interface condition, which is exact for homogeneous domains,
but only approximate for heterogeneous domains, and; (3.1d) and (3.1e) indi-
cate that the system is initially at rest. Equation (3.1a) accounts, in general,
for arbitrary heterogeneity (i.e., E ≡ E(x)); though the approach we follow
applies to arbitrarily heterogeneous domains, we restrict the presentation, and
1For example, for compressional wavesE = λ+2µ, where λ and µ are the Lamé constants.
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the numerical results, to layered domains, comprising Nls layers. In such a
case, (3.1a) holds within each layer, and Ei refers to the resident i-th layer
























, i = 1 . . . (Nls − 1), (3.3)
where (3.2) and (3.3) are the traction and displacement interface continuity
conditions, respectively.
3.1.2 Objective functional
If the excitation f(t) were known, the IBVP (1) can be solved to ob-
tain the medium’s response u(x, t). The excitation, however, is unknown: to











which involves the reciprocal of the target layer’s kinetic energy2, evaluated
over the entire observation time. We remark that (3.4) is only one of vari-
ous candidate functionals that could be cast with the goal of maximizing oil
droplet mobility in a targeted zone (e.g., maximizing the acceleration field).
Numerically, we have experimented with (3.4), as well as with the following
2We omit the usual 12 term implicated in the kinetic energy’s definition from the denom-



















which aims at maximizing the target’s kinetic energy (Ω0), while keeping the
neighboring layers (Ω\Ω0) as dormant as possible. The minimization of either
(3.4) or (3.5) is tantamount to a constrained optimization problem owing to
its subjugation to the governing IBVP. From a wave propagation point of
view, we note that the IBVP (1) models compressional waves only: this is a
consequence of our considering the one-dimensional prototype, but is in no
way a limitation of the described approach.
3.2 Mathematical modeling
3.2.1 Augmented functional
To tackle the optimization problem constrained by the governing wave
physics, we side-impose via Lagrange multipliers (or adjoint variables) the
governing IBVP to either of the two minimization functionals (3.4) or (3.5).
The governing IBVP involves the unknown excitation, parameterized using
a finite set of parameters. The process must yield the optimal excitation
parameters.
There arises a Lagrangian functional, for which we seek a stationary
point by enforcing the vanishing of the first-order optimality conditions. Three
optimality conditions are necessary: the first results from the variation of the
augmented functional with respect to the Lagrange multipliers. As it will
41
be shown, the resulting form is simply the original IBVP or state problem.
The variation with respect to the state variable u, will lead to an adjoint
problem for the Lagrange multipliers, which is a final value boundary value
problem (FBVP). Lastly, it is the third problem – the control problem – arising
from variations with respect to the excitation parameters, that will allow the
iterative update of the excitation parameters until convergence.
The side imposition of the governing partial differential equation (3.1a),
and the associated boundary and initial conditions, (3.1b) to (3.1e), to the
objective functional (3.4) via Lagrange multipliers λ, λ0, λL, λu, and λv yields














































































where the notation of Lagrange multiplier differs depending on the side-const-
raint: λ(x, t), λ0(t), λL(t), λu(x), and λv(x) denote the Lagrange multipliers for
imposing the governing PDE (3.1a), the Neumann boundary condition (3.1b),
the truncation boundary condition (3.1c), and the initial conditions (3.1d)
and (3.1e), respectively, in the augmented functional (3.6). Nevertheless, the
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dimensions of the Lagrange multipliers are identical to each other; and, as it
will be shown, λ(x, t) can absorb the other Lagrange multipliers such that the
ensuing adjoint problem is constructed solely in terms of λ(x, t).
3.2.2 The first-order optimality conditions
Next, we enforce the vanishing of the first variations of the augmented
functional A with respect to the state variable (u), the adjoint variables (λ,
λ0, λL, λu, and λv), and a metric ξ expressing the parameterization of the




























: yields the state IBV problem,
δuA = 0 : yields the adjoint FBV problem,
δξA = 0 : yields the control problem.
3.2.2.1 The first optimality condition
The variation of A with respect to λ, λ0, λL, λu, and λv should vanish
for arbitrary δλ, δλ0, δλL, δλu, and δλv (henceforth, we drop the functional






























































































For (3.7) to vanish for arbitrary δλ, δλ0, δλL, δλu, and δλv, the following state























(L, t) = 0, t ∈ (0, T ], (3.8c)
u(x, 0) = 0, x ∈ (0, L), (3.8d)
∂u
∂t
(x, 0) = 0, x ∈ (0, L). (3.8e)
As it can be seen, the resulting state problem is identical to the IBVP (1). We
remark that, in the layered case, (3.8a) is written for every layer, and that the
interface continuity conditions are formally recoverable; we will illustrate the
layered case with the adjoint problem.
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3.2.2.2 The second optimality condition
The variation of the augmented functional A with respect to the state







































































































Equation (3.9) can be rearranged as (the variational procedure, used for de-





























































































































































































































)2 , x ∈ Ω0,
0, x ∈ Ω \ Ω0
. (3.11)
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, x ∈ (0, L), t ∈ [0, T ), (3.12a)
∂λ
∂x







(L, t) = 0, t ∈ [0, T ), (3.12c)
λ(x, T ) = 0, x ∈ (0, L), (3.12d)
∂λ
∂t
(x, T ) = E(x)
∂u
∂t
(x, T ), x ∈ (0, L), (3.12e)
























λL(t) = −λ(L, t), (3.15)
λ0(t) = λ(0, t). (3.16)
The adjoint problem has structure identical to the state problem, except for
the following differences: whereas the state problem is driven by the excitation
term in the surface condition (3.1b), the adjoint problem is driven by body
forces localized to the target layer, and expressed in terms of the accelerations
of the state problem (per (3.12a)). Secondly, as it can be seen from (3.12d)
and (3.12e), the adjoint problem is a final value BVP; and thirdly, the sign of
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the time derivative in the truncation condition (3.12c) has been changed when
compared with the truncation condition of the state problem (3.1c), owing to
the reversal of the time line in the adjoint problem.
The preceding development was based upon using (3.4) as the objective
functional. If, to force the neighboring layers to be silent, we choose (3.5),
the resulting state and adjoint problems remain the same as derived above,



































) , x ∈ Ω \ Ω0
. (3.17)
3.2.2.3 The third optimality condition
We consider the variation of the augmented functional A with respect
to a scalar variable ξ, tantamount to parameter fi – a nodal force of the dis-







































































































= 0 . (3.18)
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After some manipulation (the explicit derivation of the control problem is















where λ, again, denotes the solution of the adjoint problem. We remark that
δξA is equivalent to the gradient of the objective functional∇ξL, since the side-
imposed constraints to the augmented functional A vanish at the stationary
point owing to the satisfaction of the state problem. To obtain the excitation










in the control equation (3.19), as the reduced gradient. The details are given in
the next section; if (3.5) were to be used instead of (3.4), the control problem
remains unaltered.
3.3 Numerical implementation
Satisfaction of the first-order optimality conditions, upon discretization,
gives rise to a Karush-Kuhn-Tucker (KKT) system [41, 48]. Stationarity can
be achieved by solving the state, adjoint, and control problems either as a
fully coupled problem (a full-space solution approach), or via a reduced-space
approach. Since the computational cost associated with a full-space approach
is rather significant, we solve the KKT system by projecting the state and
adjoint variables into the space of the control variables. Such a reduced-space
solution approach entails the following steps: (a) first the state problem is
solved for a trial form of the excitation; (b) the adjoint problem is then solved
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using, as driver, the acceleration field of the state problem (per (3.12a)); (c)
finally, updates to the parameters defining the trial form of the excitation are
obtained via a gradient-based scheme that uses the control equation (3.19)
as the reduced gradient: at each iteration of the gradient-based scheme the
control equation provides the search-direction for the parameter updates.
3.3.1 State and adjoint problems semi-discrete forms
The first two steps entail the solution of both an IBVP (the state prob-
lem), and a FBVP (the adjoint problem). We use a classic Galerkin finite
element approach to resolve the discrete state and adjoint problems. To this
end, we multiply (3.1a) and (3.12a) by test functions, w(x) and v(x), respec-














































We introduce the following approximations:
w(x) = wTφ(x), u(x) = φ(x)Tu(t), (3.22)
v(x) = vTφ(x), λ(x) = φ(x)Tλ(t), (3.23)
where u(t) and λ(t) denote the vectors of the nodal solutions of u(x, t) and
λ(x, t), respectively; w and v denote the vectors of the nodal quantities of
the test functions, w(x) and v(x), respectively; and φ(x) represents a vector


















































We solve (3.24) and (3.25) by using a Newmark time-integration scheme such
that the state and adjoint solutions at each time step are obtained from the
































































where ∆t denotes time step, and subscripts (n) and (n+1) denote evaluation of
the nodal vectors at the n-th and (n+1)-th time step. Note that the traversal of
the time line in (3.32) is reversed with respect to (3.31). Moreover, reflecting
the presence of similar operators in both the state and adjoint continuous
problems, notice that matrices K, C, and M are shared by both discrete
forms, requiring their formation only once per inversion iteration. We remark
that there is only one system matrix inversion needed per (excitation) inversion
iteration, owing to the fact that the left-hand-sides of (3.31) and (3.32) are
identical.
3.3.2 Wave source parameterization
We consider an, as yet, unknown loading time signal f(t), for which ar-
bitrary temporal variability is allowed. To compute such an unknown arbitrary






T (t) , (3.33)
where ϕi(t) and fi denote the i-th shape function and discretized excitation
parameter, respectively; f is the vector of force parameters fi, and ϕ is the
vector of shape functions ϕi(t); and nf is the total number of parameters; we
use quadratic shape functions for ϕi(t) (Fig. 3.2).






























Figure 3.2: Schematic of parameterization of the unknown excitation f(t)
using quadratic shape functions













which forms the basis for the parameter updates. The procedure is outlined
next.
3.3.3 The gradient-based minimization process
We perform a minimization process to arrive at a solution satisfying
the first-order optimality conditions starting from f(0) – the set of the initially
guessed excitation parameters. At each iteration, we first solve the state prob-
lem using the excitation parameters obtained from the previous iteration; then,
we solve the adjoint problem using the state solution; finally, using the adjoint
solutions, we compute the value of the gradient (3.35). Then, we update the
excitation parameters as:
f(k+1) = f(k) + gθ(k), (3.36)
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where f(k) denotes the parameter vector at the k-th iteration; θ(k) denotes
the step-length for the k-th iteration; g denotes the search-direction, which
is obtained using the reduced gradient (3.35) and a conjugate-gradient (CG)
scheme [19, 59]. We use the optimal value of θ(k) such that sufficient decrease
of the minimization functional is ensured at each iteration. That is, (a) if the
sufficient decrease is not met, we use a backtracking method [59] – reducing the
step-length by a factor of α until the sufficient decrease condition is satisfied;
(b) after the excitation parameters are updated, we increase the step-length at
the next iteration by multiplying it by β to improve the rate of convergence.
In the applications we used α = 0.9 and β = 1.1. The entire algorithm is
summarized in Algorithm 1.
Algorithm 1 Optimization Algorithm
1: Set TOL=10−8, α = 0.9 and β = 1.1
2: Set k = 0 and Initial Force Parameters f(0)
3: Compute L(k)
4: while (e > TOL) do
5: Solve State Problem, (3.24), and Save State Variables
6: Solve Adjoint Problem, (3.25), and Save Adjoint Variables
7: Compute the Search-Direction g Using CG
8: while (L(f(k) + θ(k)g) > L(f(k) − 12θ(k)∇L(f(k))) do
9: θ(k) ← αθ(k)
10: end while
11: Update Excitation Parameters, f(k+1) Using (3.36), and Compute L(k+1)
12: Compute the Iterative Norm, e =
|L(k+1)−L(k)|
|L(k)| :
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c= /2500m s, = 2000 kg/mρ 3
c= /3000m s, = 2000 kg/mρ 3





c= /4000m s, = 2000 kg/mρ 3
Figure 3.3: A four-layer heterogeneous domain.
3.4 Numerical results
We report on numerical experiments to highlight the application of the
outlined procedure. We consider a layered-medium with 4 layers as depicted
in Fig. 3.3. The loading is located on the surface (x=0m), and the truncation
interface boundary is imposed at x=1800m. The layers are increasingly stiffer
with depth, but are intercepted by a soft layer at 1000m, which becomes the
target layer. We use linear isoparametric elements for the finite element solu-
tion of the state and adjoint problems. We use an unknown force function f(t)
within the T observation duration; such a time signal f(t) is discretized using
quadratic (or, cubic) shape functions and a number of discretized excitation
parameters. We require that the discretized excitation parameters not exceed
50kN/m2. Even though excitation parameters do not exceed 50kN/m2, the
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interpolated loading time signal can reach up to 60kN/m2 (see Figures 3.5 and
3.6)3.
The reduced gradient components are then evaluated as in (3.35): we
validated the derivation and implementation of the state, adjoint, and control
equations by comparing the values of the components of the gradient obtained
using (3.35) to those of a numerically-computed gradient obtained via a finite













3.4.1 Wave source optimal time signal – maximum kinetic energy
– unconstrained neighbors
By minimizing the objective functional (3.4), we attempt to identify an
unknown optimal time signal that can maximize the kinetic energy within the
targeted layer of the 4-layered system depicted in Fig. 3.3. To this end, we use
the perturbation loading, shown in Fig. 3.4(a), as the initial guess. Such a time
signal is temporally discretized by using the quadratic shape functions and
100 discretized force parameters (50 quadratic elements). We remark that the
block symbols in Fig. 3.4(a) represent the discretized force parameters utilized
for the temporal approximation of a loading time signal (we use these symbols
3A modern Vibroseis can deliver dynamic pressure up to 60kN/m2 to the ground surface:
the dimension of the loading plate of a modern Vibroseis is 2.5m by 1.2m, and the peak
force amplitude is 180kN [40].
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in all similar plots). The total observation time is T = 10s, and the time step
is 0.004s. We use linear isoparametric elements for the finite element solution
of the state and adjoint problems with an element size of 4m.
The optimization process converges after 126 iterations to the near-
periodic rectangular excitation shown in Fig. 3.6(a); the dominant frequency
of the converged loading is 1.3Hz (see the frequency spectrum of the converged
loading shown in Fig. 3.6(b)). As seen in Fig. 3.7, the value of the objective
functional (3.4) decreases as the iteration number increases: (3.4) decreases
rapidly between the first and the 50-th iterations, and then its rate slows down.
Fig. 3.5 shows that the optimizer already identify a near-sinusoidal-like time
signal with the dominant frequency of 1.3Hz before the 50-th iteration. The
optimizer then further changes the amplitude information while the dominant
frequency component 1.3Hz remains unaltered during the ensuing iterations.
We note that the optimization process results in the rendering of a
complete time signal, including frequency content and amplitudes that differ
significantly from those of the initial guess. For example, Fig. 3.4(b) depicts
the frequency spectrum of the initial guess, and displays a drastically different
frequency content than that of Fig. 3.6(b).
Fig. 3.8 shows that the total kinetic energy in the target layer Ω0, for
the converged optimized excitation, is much larger than the kinetic energy
for a non-optimized loading f(t) = 50 sin (6.28t)kN/m2 that uses a frequency
f of 1Hz. The amplitude of this non-optimized monochromatic loading is
set approximately close to the dominant amplitude of the optimized loading.
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The total kinetic energy in Ω0 is defined as
∫
Ω0
K(x, t)dΩ, whereas the kinetic









, in J/m3 (3.38)
Next, we are concerned with kinetic energy measures both in the target
layer Ω0 and within its neighbors. It is important to notice here that, as
shown in Fig. 3.9(c), the kinetic energy distribution using the non-optimized
source results in fairly low activity, when compared to the energy distribution
shown in Fig. 3.9(a) that corresponds to the optimized source or that shown
in Fig. 3.9(b) that corresponds to the sinusoidal loading f(t) = 50 sin(8.17t)
kN/m2 [1.3Hz]. Note further that, in this case, it is not only the target layer’s
energy that was affected but also that of the layers lying above the target.
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(a) The initially guessed loading time signal (the blocks symbolize the discretized ex-
citation parameters)































(b) The frequency spectrum of the initially guessed loading time
signal
Figure 3.4: The initially guessed loading time signal for the maximization of
the kinetic energy in a targeted formation.
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(a) The guessed loading time signal at the 50-th iteration































(b) The frequency spectrum of the guessed loading time signal
at the 50-th iteration
Figure 3.5: The loading time signal at the 50-th iteration in the course of the
maximization of the kinetic energy in a targeted formation.
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(a) The optimized loading time signal




























(b) The frequency spectrum of the optimized loading time signal
Figure 3.6: The optimized loading time signal, obtained after 126 iterations,
for the maximization of the kinetic energy in a targeted layer.
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Figure 3.7: Convergence of the objective functional (3.4) with respect to the
iteration number.



























KE in Ω0 for f (t) = 50 sin(6.28t)kN/m
2 [ 1 Hz]
KE in Ω0 for the converged loading
Figure 3.8: The kinetic energy in the target layer Ω0, for the converged loading
shown in Fig. 3.6, is much larger than that corresponding to a non-optimized
loading.
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(a) Kinetic energy for the converged excitation
shown in Fig. 3.6
(b) Kinetic energy corresponding to f(t)=50
sin (8.17t) kN/m
2
operating at the dominant
frequency of the converged excitation (1.3Hz)
shown in Fig. 3.6
(c) Kinetic energy for a non-optimized source
f(t) = 50 sin (6.28t)kN/m
2
operating at 1Hz
Figure 3.9: Temporal and spatial distribution of kinetic energy for different
loading time signals.
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3.4.2 Wave source optimal time signal – maximum kinetic energy
– silent neighbors
We next seek to identify the loading time signal f(t) that maximizes
the kinetic energy in the target layer Ω0 by minimizing the objective functional
(3.5). This attempts to keep the rest of the domain relatively inert. The initial
guess is shown in Fig. 3.10.
Figure 3.13 illustrates that the objective functional (3.5) drops quickly
during the first 50 iterations while the optimizer identifies a sinusoidal-like time
signal with a dominant frequency of 2.2Hz (see Fig. 3.11). After discovering
such dominant frequency information, the optimizer adjusts the amplitude
to further minimize the objective functional and yields the optimal loading
time signal (Fig. 3.12). As it can be seen in Fig. 3.12, the finally converged
loading, obtained after 314 iterations, appears to be a near-sinusoidal loading
of non-uniform amplitudes with a dominant frequency of 2.2Hz.
Figure 3.14 shows that the lastly-converged excitation selectively max-
imizes the distribution of kinetic energy in the target layer Ω0. By contrast,
the kinetic energy distribution for a non-optimized loading time signal, e.g. for
f(t) = 50 sin (6.28t)kN/m2, which uses 6.28rad/s or 1Hz, does not show the
selective wave energy focusing behavior4. However, a monochromatic loading,
f(t) = 50 sin (14.11t)kN/m2, which uses 14.11rad/s or 2.2Hz – the dominant
frequency of the lastly-converged loading – also leads to the selective wave-
4We use peak amplitude of the optimized loading (approximately 50kN/m2) as the am-
plitude for the non-optimized monochromatic loading.
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energy focusing in the target layer, while exhibiting stronger energy levels than
the original lastly converged excitation.


















(a) The initially guessed loading time signal































(b) The frequency spectrum of the initially guessed loading time sig-
nal
Figure 3.10: The initially guessed loading time signal for the selective maxi-
mization of the kinetic energy in a targeted formation (silent neighbors).
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(a) The guessed loading time signal at the 50-th iteration





























(b) The frequency spectrum of the guessed loading time signal at the
50-th iteration
Figure 3.11: The guessed loading time signal, at the 50-th iteration, in the
course of the selective maximization of the kinetic energy in a targeted forma-
tion (silent neighbors).
66


















(a) The optimized loading time signal




























(b) The frequency spectrum of the optimized loading time signal
Figure 3.12: The optimized loading time signal, obtained after 314 iterations,
for the selective maximization of the kinetic energy in a targeted formation
(silent neighbors).
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Figure 3.13: Convergence of the objective functional (3.5) with respect to the
iteration number.
3.4.3 Verification of the optimization results
Thus far, we have shown that the outlined optimization process can lead
to arbitrary excitation signals, which contain strong single-frequency compo-
nents. It is of interest to study the relation of the optimized signal’s frequencies
to the exact frequencies necessary for maximizing the kinetic energy in the tar-
get layer, in order to assess the optimizer’s performance. The one-dimensional
nature of the prototype problem lends itself easily to the exact solution. We re-
mark that, since the problem involves a domain of semi-infinite extent, there
are no resonant frequencies in the classic sense. However, there is a set of
frequencies for which the response is amplified compared to others: for the
remainder, we term these frequencies, amplification frequencies. To obtain
them, we study the frequency dependence of the wave response in the pro-
totype 4-layered system shown in Fig. 3.3 by considering the time-harmonic
68
(a) Kinetic energy for the converged excitation
shown in Fig. 3.12
(b) Kinetic energy corresponding to f(t)=50
sin (14.11t) kN/m2 operating at the dominant
frequency of the converged excitation (2.19Hz)
shown in Fig. 3.12




Figure 3.14: Temporal and spatial distribution of kinetic energy for different
loading time signals.
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response within each layer:
u1(x, t) = [A11 exp (−ik1x) + A12 exp (ik1x)] exp (iωt), 0 = x1 ≤ x < x2,
u2(x, t) = [A21 exp (−ik2x) + A22 exp (ik2x)] exp (iωt), x2 ≤ x < x3,
u3(x, t) = [A31 exp (−ik3x) + A32 exp (ik3x)] exp (iωt), x3 ≤ x < x4,
u4(x, t) = [A41 exp (−ik4x)] exp (iωt), x4 ≤ x, (3.39)
where ω denotes the radial frequency of the wave motions; kn = ω/cn de-
notes the wavenumber in the n-th layer, and cn denotes the wave speed in
the n-th layer. With the time harmonic factor exp (iωt), An1 exp (−iknx) and
An2 exp (iknx) represent the outgoing and reflected waves in the n-th layer





= P exp (iωt). (3.40)
The following continuity conditions also hold:

































−E1ik1, E1ik1, 0, 0, 0, 0, 0
e−ik1x2, eik1x2, −e−ik2x2 , −eik2x2 , 0, 0, 0
−E1ik1e−ik1x2 , E1ik1eik1x2 , E2ik2e−ik2x2 , −E2ik2eik2x2, 0, 0, 0
0, 0, e−ik2x3 , eik2x3 , −e−ik3x3 , −eik3x3, 0
0, 0, −E2ik2e−ik2x3, E2ik2eik2x3, E3ik3e−ik3x3, −E3ik3eik3x3 , 0
0, 0, 0, 0, e−ik3x4, eik3x4 , −e−ik4x4




































































Solving for the coefficients A11, ..., A41 in (3.42) leads to the solution for the
total wave-fields in (3.39) (there are no real roots to the determinant). For
example: for the given stratification shown in Fig. 3.3 and for a force amplitude
















iω − 5e− 730 iω − 11e 730 iω − 22e iω6 + 363e 1730 iω − 106e− iω6
) . (3.43)
Clearly, (3.43) has no resonant frequencies for ω 6= 0. The same applies to the
motion within the other layers. However, there are frequencies for which the
motion is amplified. Figure 3.15 depicts the distribution of the amplitude of the
particle velocity |∂u
∂t
| of the time-harmonic motion with respect to space, and
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for a frequency sweep between 0 and 20Hz. Notice that, at discrete frequencies
close to 1.34Hz, 4.01Hz, 6.67Hz, etc, there is strong motion amplification in
all layers, not just the target. By contrast, at frequencies close to 2.26, 4.89,
7.50, ..., 19.9Hz, etc, motion amplification is only observed in the target layer.
The first of these frequencies (2.26Hz) is precisely the frequency our optimizer
converged to in the last numerical experiment.
3.4.4 Optimal time signal with higher dominant frequency content
As shown earlier, the optimization process that we described success-
fully recovers the loading time signals exhibiting strong components at the
amplification frequencies shown in Fig. 3.15. For example, Fig. 3.6(b) shows
motion amplification at 1.3Hz (compare with 1.34Hz of Fig. 3.15), whereas
Fig. 3.12(b) shows 2.2Hz (compare with 2.26Hz of Fig. 3.15; silent neighbors).
As seen in Fig. 3.16, such recovered frequencies 1.3 and 2.2Hz account for the
global minima of the objective functionals, respectively, (3.4) and (3.5), with
respect to the excitation frequency.
In addition to such amplification frequencies as 1.3 and 2.2Hz, we sug-
gest that the optimizer can reconstruct loading time signals exhibiting strong
components at other amplification frequencies, such as 4.0Hz and 6.7Hz of
Fig. 3.16(a), or 4.9Hz and 7.4Hz of Fig. 3.16(b). To this end, we employ a
periodic unknown force function that has np periods within an observation
duration T ; each period here is temporally discretized using quadratic shape
functions and nf discretized force parameters. The unknown force time signal
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(a) Frequencies f = 0.1− 10.0Hz




























(b) Frequencies f = 10.1− 20.0Hz







frequency f = ω
2π
, within the truncated semi-infinite layered system, shown in
Fig. 3.3.
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4.0 Hz 6.7 Hz 
1.3 Hz (the global minimum)
(a) L in (3.4)











2.2 Hz (the global minimum)
4.9 Hz 7.4 Hz 
(b) L in (3.5)
Figure 3.16: The values of the objective functionals (3.4) and (3.5) for a sinu-
soidal loading time signal f(t) = 50 sin (2πft)kN/m2 for frequencies f =0.1–
10Hz.
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By using the gradient (3.45), we identify such periodic optimal loading
time signals. The numerical results are reported in Figures 3.17 and 3.18. For
these experiments, we used the observation duration of T = 10s and a time
step 0.002s. Each period is temporally discretized by using 40 discretized force
parameters (20 quadratic elements). As seen in Fig. 3.17, the minimization
of (3.4), employing periodic loading time signals with the period 1s and 0.3s,
leads to the near-rectangular signals with dominant frequencies, 4 and 6.7Hz,
respectively. Figure 3.18 shows that the minimization of (3.5) with periodic
loading time signals with the period 2s and 1.5s leads to the sinusoidal-like
signals with dominant frequencies, 5 and 7.35Hz, respectively.
Although there is no clear correlation between the period of an initially
guessed loading time signal and the dominant frequency of its ensuing con-
verged signal, it is evident that employing an initially guessed loading time
signal of a shorter period yields an optimal loading time signal of a higher
dominant frequency.
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Final solution (200−th iteration)
(a) The optimized excitation signal of a load-
ing period of 1s














































Final solution (131−th iteration)
(b) The optimized excitation signal of a load-
ing period of 0.3s
Figure 3.17: Inverted-for periodic loading time signals, obtained via the min-
imization of (3.4) (all layers active), show strong components at theoretical
amplification frequencies 4.0 and 6.7Hz.
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Initial guess Final solution (200−th iteration)
(a) The optimized excitation signal of a load-
ing period of 2s














































Initial guess Final solution (200−th iteration)
(b) The optimized excitation signal of a load-
ing period of 1.5s
Figure 3.18: Inverted-for periodic loading time signals, obtained via the min-
imization of (3.5) (silent neighbors), show strong components at theoretical
amplification frequencies 5.0 and 7.35Hz.
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] Di scontinui ty
(a) The optimized loading time signal shown in Fig. 3.6(a) (obtained via the
minimization of (3.4) – all layers active)



















(b) The optimized loading time signal shown in Fig. 3.12(a) (obtained via the mini-
mization of (3.5) – silent neighbors)
Figure 3.19: Close-up views of the optimized loading time signals, temporally
approximated by quadratic shape functions (derivatives are not smooth).
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3.4.5 Time signal smoothing
As seen in Fig. 3.19, the optimized time signals, which are temporally
approximated via quadratic shape functions, are likely to be non-smooth (they
are only C0 continuous, and could then introduce very high frequency compo-
nents). To alleviate such non-smoothness of the optimized force time signals,
we employ Hermite cubic basis functions, which automatically ensure the C1
continuity for the temporal approximation of f(t). Hence, we approximate












whereby nf denotes the number of the discretized force parameters; fi denotes
the discretized force parameters; f ′i denotes the slope parameters. The global
basis function ϕi(t) denotes the i-th basis function that accounts for the ap-
proximation of the amplitude of f(t) with vanishing slopes, i.e., ∂f(t)
∂t
= 0, at
all discretized force points; the basis function ϕ′i(t) is the i-th basis function
that accounts for the determination of the slope at the discretized force points
while the continuity of such slopes is ensured. The basis functions ϕi(t) and
ϕ′i(t) have the following properties:
ϕi(tj) =
{
1 if i = j









1 if i = j
0 if i 6= j , (3.48)
where ti denotes the time for the i-th discretized force points for the temporal
approximation. Here, we use Hermite polynomial shape functions [7] to con-
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struct such global basis functions ϕi(t) and ϕ
′
























We perform numerical experiments to seek smooth optimal time signals
by employing the reduced gradients (3.49) and (3.50). We solve state and
adjoint problems by using a time interval of 0.004s for the total observation
duration T of 10s. A guessed non-periodic excitation signal is discretized by
using 100 discretized force parameters fi and 100 slope parameters f
′
i .
First, we identify the smooth optimal time signal that can maximize the
kinetic energy in Ω0 with all layers active by minimizing (3.4). To this end, the
optimization process starts with the initial guess seen in Fig. 3.20(a), while all
the slope parameters are initially set to be zero as shown in Fig. 3.20(b). Af-
ter 151 iterations, the optimizer arrives at the smooth near-rectangular-shaped
time signal shown in Fig. 3.21(a). The close-up view in Fig. 3.21(b) demon-
strates that this optimized time signal is quite smooth as opposed to the non-
smooth signal of the quadratic temporal approximation shown in Fig. 3.6(a).
We remark that the dominant frequency of the smooth optimal loading time
signal, 1.3Hz, remains unaltered from that of the quadratically approximated
non-smooth optimized time signal.
In addition, we also identify a smooth optimal time signal that can
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selectively maximize the kinetic energy in Ω0 with silent neighbors by mini-
mizing (3.5) with the same initial guess, as shown in Fig. 3.20. We obtain the
smooth optimized time signal shown in Fig. 3.22. The dominant frequency
2.2Hz of this smooth optimal time signal is, again, unaltered from that of the
non-smooth optimized time signal shown in Fig. 3.12(a).
These experiments show that our numerical optimizer, employing the
Hermite cubic approximation of a guessed loading time signal, successfully
leads to smooth optimized time signals that still maintain the theoretical am-
plification frequencies.
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(a) The initially guessed loading time signal


















(b) Close-up view of the initially guessed loading time signal




























1.4 Hz 2.2 Hz
2.5 Hz
(c) The frequency spectrum of the initially
guessed loading time signal
Figure 3.20: The initially guessed loading time signal, temporally approxi-
mated by using Hermite shape functions, for the maximization of the kinetic
energy in Ω0.
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(a) The optimized loading time signal


















(b) Close-up view of the optimized loading time signal































(c) The frequency spectrum of the optimized
loading time signal
Figure 3.21: The smooth optimal loading time signal is recovered after 151 iter-
ations (unconstrained neighbors, Hermite approximation of a guessed loading
time signal).
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(a) The optimized loading time signal


















(b) Close-up view of the optimized loading time signal




























(c) The frequency spectrum of the optimized
loading time signal
Figure 3.22: The smooth optimal loading time signal is recovered after 761
iterations (silent neighbors, Hermite approximation of a guessed loading time
signal).
84
3.4.6 Wave source optimal time signals – maximum acceleration –
unconstrained or silent neighbors
As discussed earlier in chapters 1 and 2, Beresnev [9] argued that,
if the acceleration field of a rock matrix within an oil reservoir exceeds a
threshold value (0.1–10m/s2), the inertial forces on the trapped oil droplets
could overcome the capillary forces between the droplets and the pore-wall.
Thus, we investigate the possibility of inducing higher acceleration fields
while keeping the force amplitudes within the range of force that can be deliv-
ered by present-day equipment. To this end, one could modify the objective
functional in order to seek to maximize the acceleration field within the target
































replacing (3.5). There result the following changes to the adjoint problem:
















)2 , x ∈ Ω0,
0, x ∈ Ω \ Ω0,
, (3.53)
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, x ∈ Ω \ Ω0,
, (3.54)














, x ∈ (0, L), t ∈ [0, T ), (3.55)
∂λ
∂x







(L, t) = 0, t ∈ [0, T ), (3.57)




(x, T ), x ∈ (0, L), (3.58)
∂λ
∂t









δ(x− l), x ∈ (0, L), (3.59)
whereby δ(x− l) denotes Dirac delta5, and











Here, we remark that the above adjoint problem is driven by (a) the body force
term in (3.55), which uses the fourth derivative of the displacement u(x, t) with
respect to time t; (b) the final value terms in (3.58) and (3.59), which employ
the second and third derivative of u(x, t) with respect to time t. We compute





Nevertheless, the optimizer computes the search direction correctly.
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the third and fourth derivatives of the discrete solution of u(x, t) with respect














































where ∆t denotes the time step used for computing the discrete solution of
the state and adjoint problems.
We then identify non-periodic unknown optimal loading time signals
that minimize the acceleration-based objective functional (3.51). To this end,
we use initially guessed loading signals that are temporally discretized by em-
ploying the quadratic shape functions with 200, 400, and 500 discretized force
parameters, respectively. The total observation time is 10s, and the time step
is 0.001s. Fig. 3.23 shows that the optimization procedures, using 200, 400,
and 500 discretized force points, lead to optimal loading time signals, of which
the dominant frequencies are, 8.3, 11.0, and 13.7Hz, respectively. We should
point out that, when (3.51) is minimized, the temporal discretization of a
guessed loading time signal controls the dominant frequency of a converged
loading time signal. That is, increasing the number of force parameters recov-
ers an optimal loading signal of a higher dominant frequency. We explain this
behavior as follows.
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Recalling (3.43), the amplitude of the acceleration field of the time-
harmonic response at a particular point within a targeted inclusion is nearly

















iω − 5e− 730 iω − 11e 730 iω − 22e iω6 + 363e 1730 iω − 106e− iω6
) ,
(3.65)
whereas the amplitude of the velocity field of the time-harmonic response at a


















iω − 5e− 730 iω − 11e 730 iω − 22e iω6 + 363e 1730 iω − 106e− iω6
) . (3.66)
Accordingly, as seen in Fig. 3.26, the value of the acceleration-based objec-
tive functional (3.51) for a sinusoidal loading f(t) = 50 sin (2πft)kN/m2 with
respect to frequencies f tends to decrease as the frequency increases. Thus,
the minimizer of (3.51) recovers the highest frequency that the temporal dis-
cretization of a guessed loading time signal can allow.
Fig. 3.24 shows that the amplitude of the acceleration field within the
targeted inclusion for the optimized loading time signal, shown in Fig. 3.23(c),
is up to 6m/s2. Such amplitudes are much larger than those, shown in Fig. 3.25,
for the optimal loading time signal obtained for the maximization of the kinetic
energy.
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On the other hand, as seen in Fig. 3.23(d), the minimization of the
other acceleration-based objective functional (3.52) (silent acceleration in the
neighbors) gives rise to the time signal of the dominant frequency of 2.2Hz.
This frequency is identical to that of the optimal loading time signal, shown in
Fig. 3.12, that is obtained by minimizing (3.5) (the maximization of the kinetic
energy in the target with silent adjacent layers). Fig. 3.26(b) also shows that
the frequency sweep of the objective functional (3.52) has the global minimum
at 2.2Hz. That is, as opposed to (3.51), (3.52) does not tend to decrease with
respect to the increasing frequency because the near-proportional frequency
dependency of the denominator of (3.52) is eliminated by that of the numerator
of (3.52).
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Final solution (146−th iteration)
(a) The optimal f(t) obtained via the min-
imization of (3.51) (all layers active) with
200 discretized force parameters
















































Final solution (201−th iteration)
(b) The optimal f(t) obtained via the min-
imization of (3.51) (all layers active) with
400 discretized force parameters
















































Final solution (186−th iteration)
(c) The optimal f(t) obtained via the min-
imization of (3.51) (all layers active) with
500 discretized force parameters
















































(d) The optimal f(t) obtained via the mini-
mization of (3.52) (silent acceleration in neigh-
bors) with 100 discretized force parameters
Figure 3.23: The optimized loading time signals for the maximization of the
acceleration in Ω0.
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(a) The acceleration at x = 1100m


























(b) The acceleration at x = 1200m
Figure 3.24: The acceleration in the target formation Ω0, for the converged
loading in Fig. 3.23(c).
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(a) The acceleration at x = 1100m


























(b) The acceleration at x = 1200m
Figure 3.25: The acceleration in the targeted formation Ω0 for the optimized
loading signal in Fig. 3.6 (maximization of kinetic energy in Ω0 with all layers
active).
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8.3 Hz 11.0 Hz 13.7 Hz
(a) The objective functional (3.51): all layers active











2.2 Hz (the global minimum)
(b) The objective functional (3.52): silent neighbors
Figure 3.26: Distribution of acceleration-based objective functionals (3.51)




• We described a systematic process that allows for the determination of
an unknown excitation that can maximize mobility in a targeted forma-
tion embedded within a heterogeneous domain. We cast the problem as
an inverse-source problem, and used the PDE-constrained optimization
scheme to arrive at the trio of state, adjoint, and control problems. Solv-
ing the problem triplet yields an unknown optimal excitation, which over
many others, resulted in large kinetic energy or acceleration distribution
within the target formation.
• Numerical results showed that our numerical optimizer nicely recovers
nearly-monochromatic optimal wave source loading signals with domi-
nant frequency that coincides with one of the theoretical amplification
frequencies. The kinetic energy in the target layer for the optimized wave
source signals, employing one of a set of the amplification frequencies,
is several times larger than that for a non-optimized wave source signal.
The optimizer also identified a wave source loading signal, containing one
of the other set of amplification frequencies, that can selectively maxi-
mize the kinetic energy in the target layer, while the kinetic energy in
the neighboring layers is minimized.
• We also demonstrated that a smooth optimal loading time signal can be
obtained by employing Hermite cubic shape functions for the temporal
approximation of such a loading time signal. Thus, using Hermite cubic
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shape functions could reduce high frequency components, associated with
the non-smoothness of a loading signal approximated by using quadratic
shape functions.
• The optimization process, employing the acceleration-based objective
functional, produced excitations that can induce significant acceleration
fields (up to 6m/s2), which appear capable of mobilizing oil in existing
reservoirs in this one-dimensional setting.
• The procedure, nearly unaltered, could be extended to the all-important
three dimensional elastic wave case with fluid-saturated solid inclusion.
In the next chapter, we will discuss the extension of this approach to a
more realistic two-dimensional setting, and examine if the maximization
of wave energy or acceleration within a targeted inclusion is possible.




Oil mobilization via ground sources – The
elastic inverse-source problem in 2D
In this chapter, we extend the one-dimensional development of chapter
3 to the more realistic two-dimensional case. The goal is to identify opti-
mal loading signals of ground surface wave sources that can maximize desired
metrics (the wave energy or the amplitude of an acceleration field) within a
targeted elastic solid inclusion embedded in a two-dimensional semi-infinite
heterogeneous elastic solid medium. We consider the two-dimensional elastic
wave physics equations, endowed by Perfectly-Matched-Layers (PMLs) as the
wave-absorbing conditions at the truncation boundary. We again use the PDE-
constrained optimization approach to arrive at optimized source signals. In
order to satisfy the first-order optimality conditions, we numerically solve the
state and adjoint problems by using now a mixed finite element method. We
report numerical results of inverting the optimal time signals that maximize





















Figure 4.1: The problem definition: the target inclusion Ω0 embedded within
a semi-infinite heterogeneous host.
4.1 Problem definition
4.1.1 Governing wave physics
We consider a targeted inclusion Ω0 that is embedded in a semi-infinite
elastic solid medium subjected to multiple dynamic strip loadings located on
the free surface (Fig. 4.1). For simplicity, we adopt plane-strain assumptions:
spatially, the wave motion depends on x1 and x2.
Referring to Fig. 4.1, the targeted elastic inclusion Ω0, as well as the
exterior domain Ω\Ω0 are occupied by a linear elastic solid. Hereby, Perfectly-
Matched-Layers (PMLs), denoted by ΩPML, are adopted to implement wave-
absorbing conditions at the truncation interfaces [45, 46, 47]. In Fig. 4.1, Ωreg
denotes the regular domain, i.e., the entire domain except for ΩPML. The
elastic wave response is governed by the following wave equations (for brevity,
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x ∈ Ω \ Ω0, t ∈ (0, T ], (4.2b)
where x = (x1, x2) denotes location, t denotes time; T denotes the total obser-
vation time. (4.1a) and (4.1b) denote, respectively, the equation of motion and
the combined constitutive and kinematic equation in the targeted elastic solid
medium Ω0; (4.2a) and (4.2b) denote, respectively, the equation of motion and
the combined constitutive and kinematic equation in the surrounding elastic









and S(x, t) denotes the stress history tensor, which is defined as the following:
S(x, t) =
[
S11(x, t) S12(x, t)






In (4.4), σ(x, t) denotes the second-order stress tensor. Thus, ∂S
∂t
(x, t) is equal
to the stress tensor σ(x, t). We remark that (4.1) and (4.2) are differential
equations in terms of both the displacement and the stress-history tensor; the
equations of u(x, t) and S(x, t) with the subscript ‘a’ and ‘b’ are satisfied in,
Ω0 and Ω \Ω0, respectively. D(x) denotes the fourth-order compliance tensor
and square brackets following D denote tensor operation. The strain tensor
can be obtained as:













































In (4.1) and (4.2), ρ(x) is the mass density of the elastic solid medium; Λ̃e(x),
Λ̃p(x), Λe(x), and Λp(x) are coordinate stretching tensors, and a(x), b(x),
and c(x) are attenuation coefficients [45, 46, 47]. The system is also subjected
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to the following boundary conditions:
ub(x, t) = 0, x ∈ Γfixed, (4.7a)
∂STb (x, t)
∂t








n(x) = 0, x ∈ Γfree \ Γload, (4.7c)
where n denotes the outward normal unit vector on a boundary Γ; the vec-
tor force function f(x, t) is decomposed into the x1-directional force function
f1(x, t) and the x2-directional force function f2(x, t); we consider a vibrational
force only in the vertical-direction, i.e., f1(x, t) = 0. In addition to the bound-
ary conditions, the governing equations (4.1) and (4.2) are coupled via the
interface conditions on Γint:






n(x), x ∈ Γint, (4.8b)
where (4.8a) and (4.8b) denote the continuity of, respectively, displacements
and tractions on Γint. The governing equations (4.1) and (4.2) are also accom-
panied by zero initial conditions:
u(x, 0) = 0,
∂u
∂t
(x, 0) = 0, x ∈ Ω, (4.9a)
S(x, 0) = 0,
∂S
∂t
(x, 0) = 0, x ∈ Ω. (4.9b)
4.1.2 Objective functional
Considering the governing physics, we seek to identify the loading time
signals of the wave sources that can maximize the kinetic energy in a tar-
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get inclusion Ω0. To this end, we inversely compute the loading time signal






















Alternatively, we also try to maximize the kinetic energy in the target inclusion
Ω0 while the kinetic energy in the neighboring formations Ωreg\Ω0 is minimized.
To this end, we inversely compute the time signal of wave sources that can





































The denominators of (4.10) and (4.11) include the temporal integral of the
kinetic energy that is spatially integrated over Ω0; the numerator of (4.11) is
the temporal integral of the kinetic energy that is spatially integrated over the
formations surrounding the reservoir (Ωreg \ Ω0). We remark that the form of
an objective functional could be altered depending on a metric to be minimized
or maximized. For instance, an alternative objective functional could be cast




















Equation (4.12) is the reciprocal of the temporal integral of the square of
the amplitude of the acceleration field that is integrated within the targeted
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inclusion Ω0, such that the minimization of (4.12) can lead to optimal loading
time signals that can maximize acceleration within Ω0.
4.2 Mathematical modeling
4.2.1 Augmented functional
To minimize the objective functional L (4.10) (or (4.11), (4.12)), sub-
jected to the governing wave physics (4.1)–(4.9), we build an augmented func-
tional A by the side-imposition of the PDEs (4.1) and (4.2), as well as the
Neumann boundary condition (4.7b) to the objective functional by using La-


























































































































































whereas the other associated conditions in (4.7a), (4.7c), (4.8), and (4.9) are
implicitly imposed to the augmented functional. In (4.13), the vector Lagrange
multipliers λua, λub , and λF are used for the side-imposition of the vector
equations, (4.1a), (4.2a), and (4.7b), respectively, via the dot product (·);
the second-order tensor Lagrange multipliers λSa and λSb are used for the
imposition of the tensor equations, (4.1b) and (4.2b), respectively, via the
tensor inner product (:). We remark that the dimensions of λua, λub , and λF
differ from those of λSa and λSb .
4.2.2 The first-order optimality conditions
We solve for the stationarity of the augmented functional A in (4.13)
by seeking to satisfy the first-order optimality conditions of A. That is, the
variations of A with respect to the arbitrary variations of the state variables
(ua, ub, Sa, and Sb), the adjoint (Lagrange) variables (λua , λub , λSa , λSb , and
λF), as well as the control variable (ξ) should vanish as follows.
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4.2.2.1 The first optimality condition
The first optimality condition requires that the variation of A with
respect to the adjoint variables (λua, λub , λSa , λSb , and λF) should vanish,
i.e., δλA = 0, for arbitrary variations δλua, δλub , δλSa , δλSb , and δλF. Such a
vanishing variational condition recovers the state problem, which is identical
to the governing wave physics described in (4.1)–(4.9).
4.2.2.2 The second optimality condition
The second optimality condition requires that the variation of A with
respect to the state variables (ua, ub, Sa, and Sb) should vanish, i.e., δu,SA = 0,
for arbitrary variations δua, δub, δSa, and δSb. Such a vanishing variation
condition recovers the following adjoint problem (the explicit derivation of the
























































































x ∈ Ω \ Ω0, t ∈ [0, T ), (4.15b)
whereby λsymSa and λ
sym
Sb
denote the symmetric part of, respectively, λSa and
































)2 , x ∈ Ω0,
0 , x ∈ Ω \ Ω0
. (4.16)







n = 0, x ∈ Γfree, (4.17a)
λub = 0, x ∈ Γfixed, (4.17b)
λF = −λub, x ∈ Γload, (4.17c)
with the interface conditions:
λua = λub , λSan = λSbn, x ∈ Γint, (4.18)
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, λsymSa = 0,
∂λsymSa
∂t








, λsymSb = 0,
∂λsymSb
∂t
= 0, x ∈ Ω \ Ω0, t = T.
(4.19b)
We remark that the adjoint PDEs (4.14) and (4.15) include governing opera-








in the adjoint problem implicate the solution of the
state problem. We also remark that, as opposed to the state IBVP, the adjoint
problem is a FBVP, of which the final values, in (4.19), are provided by the
coefficient E(x) and the state solution.
If the objective functional (4.11) – the silent neighboring formations –
is minimized, the adjoint problem remains unaltered except that the coefficient





















































) , x ∈ Ωreg \ Ω0,
0 , x ∈ Ω \ Ωreg
. (4.20)
If the acceleration-based objective functional (4.12) is employed, the
adjoint equations change. First, the adjoint PDEs (4.14a) and (4.15a), respec-
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x ∈ Ω \ Ω0, t ∈ [0, T ), (4.22)
whereas the other adjoint PDEs (4.14b) and (4.15b) remain unaltered. We
remark that, in (4.21) and (4.22), the right-hand-side body force terms include
the fourth derivative of the state solutions with respect to time t, as well as a






















)2 , x ∈ Ω0,
0 , x ∈ Ω \ Ω0
. (4.23)












































= 0, x ∈ Ω \ Ω0, t = T. (4.24b)
4.2.2.3 The third optimality condition
The third optimality condition requires δξA = 0, i.e., the vanishing
variation of A with respect to the control parameter ξ = f2i – the value of a
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where ϕi(t) denotes the i-th shape function that is used for approximating
the time signal f2(t) with respect to time t. Then, such a vanishing variation,
δf2iA = 0, leads to the following control problem (the explicit derivation of












dtdΓ = 0. (4.26)
We remark that the control equation (4.26) provides∇f2iL – the gradient of the
objective functional L – since the side-imposed constraints of the augmented
functional A vanish owing to the satisfaction of the state problem. Thus, with
the aid of this gradient ∇f2iL, we can employ a gradient-based minimization
to find a stationary point of the objective functional L. In the next section, we
discuss the numerical implementation required to solve the state, adjoint, and
control problems for the satisfaction of the first-order optimality conditions.
4.3 Numerical implementation
As already discussed in the previous chapter, in this non-linear min-
imization problem, we iteratively identify a stationary point by using a gra-
dient-based minimization approach until satisfaction of the first-order optimal-
ity conditions – the triplet of the state, adjoint, and control equations. The
108
iterative procedure undergoes the following steps: (a) we solve the state prob-
lem by using an initially guessed loading time signal; (b) the adjoint problem
is then, in turn, solved by using the state solution; and (c) the ensuing com-
putation of the control problem results in the gradient ∇f2iL, and the control
parameters f2i are updated by virtue of a conjugate-gradient (CG) scheme
[19, 59] with an inexact line-search method [59]. The numerical optimizer
repeats steps (a) to (c) until the control parameters converge (the detailed
algorithm of such parameter updates is described in Algorithm 1 in chapter
3). In the following subsections, we describe the classic Galerkin finite element
method utilized for solving the state and adjoint problems, appropriately ad-
justed to account for the mixed form of the two-dimensional problem.
4.3.1 State problem semi-discrete form
To derive the weak form of the state problem, we firstly take the inner
product between a vector test function wa(x) and the PDE (4.1a) and inte-
grate over Ω0; similarly, we integrate the inner product between a test function
wb(x) and the PDE (4.2a) over Ω\Ω0. Then, by virtue of the divergence theo-
rem and the continuity of displacements and tractions on Γint, the summation
of the two integrals leads to the following weak form of the equations of motion
109













































































where the variables with the subscripts ‘a’ and ‘b’ are merged into the variables
without the subscripts as the following:
w(x) = wa(x), u(x, t) = ua(x, t), S(x, t) = Sa(x, t), x ∈ Ω0,
w(x) = wb(x), u(x, t) = ub(x, t), S(x, t) = Sb(x, t), x ∈ Ω \ Ω0.
(4.29)
Next, after taking the tensor inner product between a test function Ta(x) and
the state PDE (4.1b), we integrate the tensor inner product over Ω0. Then,
we integrate another tensor inner product between a test function Tb(x) and
(4.2b) over Ω \ Ω0. The summation of the two integrals, via the continuity
conditions in (4.8), gives rise to the weak form of the combined kinematic and
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with another merged variable T(x):
T(x) = Ta(x), x ∈ Ω0,
T(x) = Tb(x), x ∈ Ω \ Ω0. (4.31)
Then, we introduce the approximation of the test functions w(x) and T(x)







ui(x, t) = Φ(x)
Tui(t),
Sij(x, t) = Ψ(x)
TSij(t), i, j = 1, 2, (4.32)
where ui(t) and Sij(t) denote the vectors of nodal solutions of the state solu-
tions ui(x, t) and Sij(x, t); wi and Tij denote the vectors of nodal quantities of
the test functions wi(x) and Tij(x); Φ(x) and Ψ(x) denote the vectors of the
shape functions (we use a quadratic shape function pair for Φ(x) and Ψ(x)
to ensure stable solutions [45, 46, 47]). Then, (4.28) and (4.30), in turn, result
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+KstST(t) = Fst, (4.33)





















The specific forms of the matrices Mst, Cst, and Kst, as well as the force vector








M st11 0 0 0 0
0 M st22 0 0 0
0 0 M st33 M
st
34 0
0 0 M st43 M
st
44 0












































































































4.3.2 Adjoint problem semi-discrete form
Similarly to the weak forms of the state problem, we derive the weak
forms of the adjoint problem. First, the summation of weak forms of the PDEs










































































In (4.39) and (4.40), the adjoint variables are merged (w(x) and T(x) are
already merged per (4.29) and (4.31)) as in:
λu(x, t) = λua(x, t), λ
sym
S (x, t) = λ
sym
Sa
(x, t), x ∈ Ω0,
λu(x, t) = λub(x, t), λ
sym
S (x, t) = λ
sym
Sb
(x, t), x ∈ Ω \ Ω0. (4.41)
Next, along with the approximation of the test functions w(x) and T(x) as
shown in (4.32), we introduce the approximation of the adjoint solutions as:
λui(x, t) = Φ(x)
Tλui(t),




(t), i, j = 1, 2, (4.42)
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where λui(t) and λ
sym
Sij
(t) denote the vectors of nodal solutions of the adjoint








+Kadjλ(t) = Fadj. (4.43)






























and the specific forms of the matrices Madj, Cadj, Kadj, and Fadj are as follows









Madj11 0 0 0 0
0 Madj22 0 0 0
0 0 Madj33 M
adj
34 0
0 0 Madj43 M
adj
44 0

























































































































If the acceleration-based objective functional (4.12) is employed, we
address (4.43) by using the same Madj, Cadj, and Kadj shown in (4.45)–(4.47)
































We then resolve the time-dependent discrete forms (4.33) and (4.43) by
using the Newmark time integration scheme: the state and adjoint solutions
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where ∆t is the time step; the subscripts (n) and (n+1) denote the evaluation
of the nodal vectors at the n-th and (n + 1)-th time steps; the time-line of
the evaluation of the solution in (4.51) is reversed with respect to that of
(4.50). By using the discrete solution of the adjoint problem, the gradient of
the objective functional, i.e., ∇f2iL, is computed based on the control equation

































We have thus far discussed the numerical implementation for solving
the state and adjoint problems, as well as for evaluating the reduced gradient
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of the objective functional. We validated the derivation and implementation
of the state, adjoint, and control problems by comparing the values of the
components of the gradient computed by (4.52) with those of the numerical
gradient obtained by the finite difference scheme (per (3.37)); the values of the
components of both gradients are in excellent agreement. Using the numerical
optimizer, implemented as per the above discussion, we conduct numerical
experiments as follows.
4.4 Numerical results
We present numerical experiments conducted for a hypothetical sub-
surface formation model (Fig. 4.2), which comprises 4 layers and a targeted oil
reservoir inclusion embedded between the third and fourth layers. The width
and height of the targeted oil reservoir inclusion are 160m and 32m, respec-
tively; the distance from the ground surface to the bottom of the inclusion is
200m. This dome-shaped inclusion exemplifies a typical shallow oil reservoir
structure underneath an impermeable curved cap stratum. Figures 4.2(a,b,c)
differ from each other only with respect to the location of the wave sources.
In this example, we postulate that the elastic modulus E for each
layer becomes larger as the depth increases, whereas E for the inclusion is
smaller than those of the surrounding layers1. We consider a mass density
ρ = 2200kg/m3, and Poisson’s ratio ν = 0.2. Then, utilizing known values of
1The poroelastic medium partially saturated with fluid or gas phases is generally softer
than the surrounding media [23].
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f(t)
2.5 m 2.5 m
Loaded area f(t)























(a) Two symmetric wave sources
f (t)
2.5 m 2.5 m
Loaded area
f(t)

























































(c) Five aymmetric wave sources
Figure 4.2: Subsurface formation model: a targeted hydrocarbon reservoir in-
clusion Ω0 buried in a semi-infinite heterogeneous medium subjected to various
ground wave sources; wave velocity values are shown in Table 4.1.
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E, ρ, and ν, a compressional wave velocity vp and a shear wave velocity vs of


















where λ without any subscript denotes Lamé’s first parameter, and µ denotes
shear modulus. Such elastic moduli and wave velocities of this subsurface for-
mation model are shown in Table 4.1. For this formation model, we seek the
source time signals that can maximize the wave motion in the targeted inclu-
sion. To tackle this optimization problem, we approximate the solutions of the
state and adjoint problems by using isoparametric quadrilateral (or triangular)
quadratic elements. Here, the sizes of the elements are approximately 4.0m or
less in order to accommodate at least 12 nodes (6 elements) per wavelength:
the minimum wavelength in this model is 27.5m corresponding to a frequency
f up to 50Hz.
E [N/m2] vp [m/s] vs [m/s]
Target 1.0× 1010 2247 1376
Layer 1 2.0× 1010 3178 1946
Layer 2 2.4× 1010 3482 2132
Layer 3 3.0× 1010 3892 2384
Layer 4 3.6× 1010 4264 2611
Table 4.1: Elastic moduli and wave velocities of the layers of the subsurface
formation model shown in Fig. 4.2.
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4.4.1 Forward solution
We compute the forward solution of the wave response within the sub-
surface formation model (Fig. 4.2(a)) that is subjected to the two symmetric
wave sources, each described by a modified Ricker pulse loading signal as shown
in Fig. 4.3. The time signal of this Ricker pulse is:
f2(t) = −50×
(0.25η2 − 0.5)e(−0.25η2) − 13.0e−13.5
0.5 + 13.0e−13.5
[kN/m2], t ≤ t̄,








where ωr = 2πf denotes the central frequency of the pulse signal; we employ
f = 20Hz as the central frequency (Fig. 4.3(b)). For the solution, we use a
time step of ∆t =0.001s. Fig. 4.4 shows the amplitudes of the displacement of
the wave response for the Ricker pulse. No discernible reflection of the wave
is generated from the fixed boundary attached to ΩPML, as well as from the
interface between Ωreg and ΩPML [45, 46, 47]. In addition, we note that the
wave motion is much larger along the ground surface than in the reservoir
inclusion. Below, we attempt to identify the optimal loading signals that can
lead to strong focusing of the wave energy on the reservoir inclusion.
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(a) The Ricker pulse time signal



























(b) The frequency spectrum of the Ricker pulse signal

































(a) Time t = 0.05s





























(b) Time t = 0.10s





























(c) Time t = 0.15s





























(d) Time t = 0.20s





























(e) Time t = 0.25s





























(f) Time t = 0.30s




2 [m], of the
wave response of the formation model (Fig. 4.2(a)) subjected to the two sym-
metric wave sources that use the Ricker pulse loading signal shown in Fig. 4.3.
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4.4.2 Numerical experiments – case numbering
We conducted numerical optimization experiments for three different
configurations of the wave sources: 1. two symmetric wave sources (Fig.
4.2(a)); 2. two independent asymmetric wave sources (Fig. 4.2(b)); and 3.
five independent asymmetric wave sources (Fig. 4.2(c)). We also considered
three different functionals, that is, maximization of the kinetic energy in Ω0
with all layers active (A); maximization of the kinetic energy in Ω0 with silent
neighbors (B); and maximization of the acceleration in Ω0 with all layers ac-
tive (C). The complete summary of all results are shown in Table 4.4 (section
4.5) using the corresponding case number2. Below describe the details of only
a subset of the numerical experiments, namely cases 1A, 1B, 1C, 2B, and 3B.
4.4.2.1 Wave sources optimal signals (case 1A)
We identify the optimal loading time signals for two symmetric wave
sources that can maximize the kinetic energy within the target inclusion Ω0
shown in Fig. 4.2(a), without forcing the neighboring formations to be silent.
To this end, we seek to minimize (4.10) by using the initial time signal, tempo-
rally discretized by 200 quadratic elements (400 discretized force parameters),
shown in Fig. 4.5(a). We require that the amplitude of the load does not ex-
ceed 50kN/m2. The block symbols of the close-up view of the initially guessed
signal in Fig. 4.5(b) represent the discretized force parameters utilized for the
2For instance, the case number 1A refers to the optimization conducted for the identifica-
tion of loading time signals of two symmetric wave sources (1) that can lead to maximization
of the kinetic energy of rock matrix in Ω0 with all layers active (A).
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temporal approximation of the loading time signal: we use such symbols in all
similar plots. The frequency spectrum of the initially guessed loading is shown
in Fig. 4.5(c). The initially guessed signal has a broad frequency spectrum,
which, as it will be seen, differs significantly from that of the finally converged
time signal: the optimization process is unbiased with respect to the initial
guess. The total observation time is 2s, and the time step is 0.001s.
Fig. 4.6 shows that our numerical optimizer converges, after 66 iter-
ations, to a time signal with a dominant frequency of 29Hz. Fig. 4.7 shows
that the frequency of 29Hz corresponds to the global minimum of the distri-
bution of the objective functional (4.10) with respect to the frequency f for a
sinusoidal loading f2(t) = 50 sin(2πf)kN/m
2 for the formation model subject
to the two symmetric wave sources shown in Fig. 4.2(a). That is, the opti-
mizer successfully recovered a monochromatic signal corresponding to one of
the formation’s amplification frequencies.
As in our one-dimensional work, the maximization of the kinetic en-
ergy within a target inclusion with all layers active is likely to recover a rect-
angularly shaped time signal (see the close-up view in Fig. 4.6(b)). Such a
rectangularly shaped time signal contains a few high frequency components.
Thus, the kinetic energy within Ω0 for such a rectangularly shaped optimized
loading time signal is larger than that for the monochromatic time signal
f2(t) = 50 sin(2π × 29t)kN/m2 that uses the dominant frequency of the rect-
angularly shaped signal (Fig. 4.8(a) vs Fig. 4.8(b)). Notice that the kinetic
energy distribution within Ω0 for the converged time signal is much larger
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than that of the non-optimal sinusoidal loading f2(t) = 50 sin(2πft)kN/m
2
using non-optimal frequencies, such as f = 25Hz and 35Hz (Fig. 4.8(a) vs
Figures 4.9(a,b)).
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(a) The initially guessed loading time signal



















(b) Close-up view of the initially guessed loading time signal (0–0.5s); the
blocks symbolize the discretized excitation parameters

























(c) The frequency spectrum of the initially
guessed loading time signal
Figure 4.5: The initially guessed loading time signal for the maximization
of the kinetic energy in Ω0 of the formation model (Fig. 4.2(a)) (minimizing
(4.10)).
126



















(a) The converged loading time signal



















(b) Close-up view of converged loading time signal (0–0.5s)





























(c) The frequency spectrum of the converged loading
time signal
Figure 4.6: The loading time signal that converged after 66 iterations by min-
imizing (4.10): the maximization of the kinetic energy in Ω0 of the formation
model (Fig. 4.2(a)).
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29 Hz (the global minimum)
Figure 4.7: Frequency sweep of the objective functional (4.10) using a har-
monic load f2(t) = 50 sin(2πft)kN/m
2 for the formation model shown in
Fig. 4.2(a).
4.4.2.2 Wave sources optimal signals (case 1B)
Next, we explore the possibility of maximizing the kinetic energy within
Ω0 while the kinetic energy within the surrounding areas Ω \ Ω0 is minimized
by considering again the two symmetric wave sources (Fig. 4.2(a)). In partic-
ular, we aim to reduce the strong wave energy along the free surface via our
optimization scheme by minimizing the objective functional (4.11).
The optimization process begins again with the initially guessed per-
turbation loading time signal that is temporally discretized by 200 quadratic
elements (400 discretized force parameters) as shown in Fig. 4.5; the total
observation time is 2s, and the time step is 0.001s. After 71 iterations, the op-
timizer results in a sinusoidally shaped time signal with a dominant frequency
of 29.5Hz (Fig. 4.10). This frequency corresponds to the global minimum of
the objective functional (4.11), as shown in Fig. 4.12. That is, the optimizer
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(a) Kinetic energy for the converged optimal loading
time signal in Fig. 4.6








































(b) Kinetic energy for a loading time signal f2(t) =
50 sin(2πft)kN/m2, f = 29Hz (the dominant fre-
quency of the converged loading in Fig. 4.6)
Figure 4.8: The time-averaged kinetic energy (K. E.) distributions in Ωreg of
the formation model shown in Fig. 4.2(a) for the converged optimal loading
time signal shown in Fig. 4.6, and the monocromatic loading that uses the
dominant frequency of the optimal time signal.
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(a) Kinetic energy for a non-optimal time signal
f2(t) = 50 sin(2πft)kN/m
2, f = 25Hz








































(b) Kinetic energy for a non-optimal time signal
f2(t) = 50 sin(2πft)kN/m
2, f = 35Hz
Figure 4.9: The time-averaged kinetic energy distributions in Ωreg of the for-
mation model shown in Fig. 4.2(a) for sinusoidal loadings that use non-optimal
frequencies f = 25 and 35Hz.
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successfully identifies the minimum of the objective functional (4.11).
We point out that the recovered frequency of 29.5Hz is quite close to
the amplification frequency of 29Hz, recovered in the previous experiment (all
layers active). That is, the optimizer arrives at a stationary point for (4.11)
largely due to maximizing the kinetic energy in the inclusion, rather than by
minimizing the wave energy in the neighboring formations. Fig. 4.11 illustrates
that, despite enforcing silent neighbors, a large portion of the wave energy still
remains along the ground surface for the optimized time signals, and reducing
such a strong ground surface wave seems challenging. In the remaining ex-
periments (case numbers 2B and 3B), we will discuss again the possibility of
inducing a relatively small ground surface motion by using independent wave
sources in asymmetric locations.
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(a) The converged loading time signal



















(b) Close-up view of converged loading time signal (0–0.5s)






























(c) The frequency spectrum of the converged
loading time signal
Figure 4.10: The loading time signal that converged after 71 iterations by
minimizing (4.11): the maximization of the kinetic energy in Ω0 with silent
neighbors of the formation model (Fig. 4.2(a)).
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Figure 4.11: The time-averaged kinetic energy distribution in Ωreg of the for-
mation model shown in Fig. 4.2(a) for the converged loading time signal shown
in Fig. 4.10.










29.4 Hz (the global minimum)
Figure 4.12: Frequency sweep of the objective functional (4.11) using a har-
monic load f2(t) = 50 sin(2πft)kN/m
2 for the formation model shown in
Fig. 4.2(a).
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4.4.2.3 Wave sources optimal signals (case 1C)
Next, we test the optimization approach by seeking to maximize the
acceleration field within a targeted inclusion Ω0, by using the acceleration-
based objective functional (4.12) for the formation model subjected the two
symmetric ground wave sources, as shown in Fig. 4.2(a). This time, we use
100 and 200 discretized force parameters for each numerical experiment. The
total observation time is 2s, and the time step is 0.001s.
Figures 4.13(a) and 4.13(b) show that the optimization procedures,
using 100 and 200 discretized force parameters, yield signals with frequencies
21 and 49Hz, respectively (a higher frequency is recovered when more force
parameters are used). We remark that the amplitude of the acceleration field
within the targeted inclusion Ω0 tends to be greater for a higher frequency
(the frequency sweep of (4.12), shown in Fig. 4.14, demonstrates that the
value of (4.12) is smaller for a higher frequency). Thus, the optimizer leads
to an optimal loading time signal showing a dominant frequency equal to the
highest frequency the temporal discretization will support.




















shown in Fig. 4.15, induced either by the converged optimized excitation time
signal that is shown in Fig. 4.6(a) or by the other optimized time signal shown
in Fig. 4.13(b), is as large as the threshold acceleration value (0.1–10m/s2) for
the mobilization of the trapped oil droplets that Beresnev[9] suggested. Over-
all, in this two-dimensional setting again, if one is interested in maximizing
the acceleration field, the higher the frequency, the stronger the acceleration
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Final solution (57−th iteration)
Initial guess
(a) The optimal loading time signal discretized
by using 100 force parameters













































Final solution (169−th iteration)
Initial guess
49 Hz
(b) The optimal loading time signal discretized
by using 200 force parameters
Figure 4.13: Optimal time signals converged via the minimization of (4.12).
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Figure 4.14: Frequency sweep of the objective functional (4.12) using a har-
monic load f2(t) = 50 sin(2πft)kN/m
2 for the formation model shown in
Fig. 4.2(a).
4.4.2.4 Wave sources optimal signals (case 2B)
We considered next two strip surface loading wave sources situated in
asymmetric locations – the centroids of the strip loading areas are respectively
located at (-30m, 0m) and (70m, 0m) – shown in Fig. 4.2(b). The total
observation time is 2s, and the time step is 0.001s; we temporally discretize
an initial perturbation-like loading time signal for each wave source f(t) only
for the initial duration of 0.3s (f(t) = 0 for t > 0.3s). While inverting time
signals of such a short duration (0.3s vs 2s in Fig. 4.10), we investigated the
possibility of recovering pulse-shaped time signals in lieu of the previously
recovered sinusoidally shaped time signals.
We start with two identical initially guessed time signals (Fig. 4.16)
at the two loading locations, x1 = −30m and x1 = 70m. The time signal
for each wave source changes its amplitude independently during the iteration
136

























(a) Acceleration field for the converged loading signal
shown in Fig. 4.6 (maximization of kinetic energy in
Ω0 with all layers active)

























(b) Acceleration field for the converged loading signal
shown in Fig. 4.13(b) (maximization of acceleration
in Ω0 with all layers active)










the wave responses in Ωreg for the converged excitations shown in Fig. 4.6 and












. After the first 36 iterations,
the optimizer arrives at the time signals for which the dominant frequencies
are 10.3Hz and 28.3Hz (Fig. 4.17). However, after the 80-th iteration, the
time signals converge into pulses for which the dominant frequencies are 8.8Hz
(Fig. 4.18). That is, the optimizer first converges into a local minimum basin
associated with dominant frequencies 10.3 and 28.3Hz. It then converges to
another local minimum basin pertaining to a dominant frequency of 8.8Hz after
about 80 iterations (see the distribution of the objective functional (4.11) in
Fig. 4.20). Fig. 4.18 shows that the converged signals are nearly identical.
Fig. 4.19 shows that, even though the dominant frequency of the final
converged loading time signals corresponds to the global minimum, the kinetic
energy within the targeted inclusion for the final converged loading is smaller
than the one that corresponds to the signals shown in Fig. 4.17 (36 iterations).
However, the surface wave motion is much weaker for the final converged
loading time signals than for the loading signals recovered after 36 iterations.
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(a) The initially guessed loading time signals

















































(b) The frequency spectra of the initially guessed loading time signals
Figure 4.16: The initially guessed loading time signals of the two independent
wave sources at x1 = −30m and x1 = 70m for the maximization of the kinetic
energy in Ω0 with silent neighbors via the minimization of (4.11) for formation
model shown in Fig. 4.2(b).
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(a) The guessed loading time signals at the 36-th iteration



















































(b) The frequency spectra of the guessed loading time signals at the
36-th iteration
Figure 4.17: Optimized loading time signals at the 36-th iteration of the opti-
mization process (minimizing (4.11)) for the two independent wave sources of
asymmetric locations shown in Fig. 4.2(b).
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(a) The finally converged loading time signals

















































(b) The frequency spectra of the finally converged loading time signals
Figure 4.18: Optimized loading time signals (final) after 80 iterations of the
optimization process (minimizing (4.11)) for the two independent wave sources
of asymmetric locations shown in Fig. 4.2(b).
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(a) Kinetic energy for the guessed loading time signals at
the 36-th iteration (Fig. 4.17)
















































(b) Kinetic energy for the loading time signals, converged
after 80 iterations (Fig. 4.18)
Figure 4.19: The time-averaged kinetic energy distributions in Ωreg of the
formation model shown in Fig. 4.2(b) for the loading time signals shown in
Figures 4.17 and 4.18.
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8.8 Hz (the global minimum)
10.3 Hz
Figure 4.20: Frequency sweep of the objective functional (4.11) using a har-
monic load f2(t) = 50 sin(2πft)kN/m
2 for the formation model shown in
Fig. 4.2(b): the frequency accountable for the global minimum for the two
asymmetric wave sources differs from that for the two symmetric wave sources
(8.8Hz vs 29.5Hz).
4.4.2.5 Wave sources optimal signals (case 3B)
We considered next five independent wave sources located at asymmet-











2 (t) denote independent loading time signals of the strip loading wave
sources whose centroids are located at x1 = −96, -38, 0, 48, and 81m on the
ground surface (x2 = 0m) respectively.
The total observation time is 2s, and the time step is 0.001s; we dis-
cretize the loading time signals by using 40 quadratic elements (80 discretized
force parameters) for a duration of 0.4s. The optimization process starts
with five different initially guessed perturbation-like time signals, as shown in
Fig. 4.21; the frequency spectra of the initial signals are shown in Fig. 4.22. Af-
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ter 140 iterations, the optimizer arrives at the time signals shown in Fig. 4.23
with the frequency spectra shown in Fig. 4.24. We remark that the finally
converged time signals are nearly sinusoidal with a strong dominant frequency
of 29Hz (the frequency accounting for the global minimum of the objective
functional (4.11) for a harmonic excitation f2(t) = 50 sin(2πft)kN/m
2 for the
formation model shown in Fig. 4.2(c), as shown in Fig. 4.26).
Fig. 4.25 shows that employing five asymmetric wave sources leads to
quite a clear focusing of the wave energy in the targeted inclusion, with an
even more effective minimization of the surface wave energy than in previous
experiments (Fig. 4.25 vs. Fig. 4.11 and Fig. 4.19).
Similar to experiment 2B, the optimization process that employs in-
dependent loading signals for five wave sources in asymmetric locations also
resulted in signals exhibiting the same dominant frequency. We thus conjecture
that the kinetic energy within a targeted inclusion is likely to be maximized
when the wave sources have spectra with dominant frequencies coinciding with
one (or more) of the formation’s amplification frequencies. The described pro-
cedure successfully recovers the amplification frequencies under a variety of
loading conditions.
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Figure 4.21: The initially guessed loading time signals of the five wave sources
at asymmetric locations for the formation model shown in Fig. 4.2(c) for the
maximization of the kinetic energy in Ω0 with silent neighbors (minimizing
(4.11)).
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Figure 4.22: The frequency spectra of the initially guessed loading time signals
shown in Fig. 4.21.
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Figure 4.23: The finally converged loading time signals of the five wave sour-
ces at asymmetric locations for the formation model shown in Fig. 4.2(c) after
140 iterations of the optimization process for the maximization of the kinetic
energy in Ω0 with silent neighbors (minimizing (4.11)).
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Figure 4.24: The frequency spectra of the finally converged loading time signals
shown in Fig. 4.23.
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Figure 4.25: The time-averaged kinetic energy distribution in Ωreg for the
optimized loading time signals of the five wave sources, shown in Fig. 4.23, for
the formation model shown in Fig. 4.2(c).









29 Hz (the global minimum)
Figure 4.26: Frequency sweep of the objective functional (4.11) using a har-
monic load f2(t) = 50 sin(2πft)kN/m
2 for the formation model shown in Fig.
4.2(c).
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4.5 Feasibility of dislodging trapped oil droplets in 2D
In order to investigate the feasibility of dislodging trapped oil droplets
within the target inclusion in the two-dimensional setting, we utilized the
values of threshold-acceleration for different frequencies, shown in Table 4.2,
computed by using Beresnev’s threshold model suggested in [10] (the model is
taking into account the viscosity of pore fluid), as well as realistic values for
the fluid-saturated porous permeable rock properties (Table 4.3).
In Table 4.3, (a) rmax and rmin denote the maximum and minimum radii,
respectively, of the cross-section of pore space in an axisymmetric sinusoidally
constricted pore channel; (b) the background pressure gradient 35185Pa/m
corresponds to a Darcy flow-rate of 1ft/day of fluid of viscosity 1cp within a




, of 800Pa corresponds to interface tension σ of 0.04N/m, a
radius of curvature r of 100micron, and an oil/water contact angle θ of 0◦.
The threshold values shown in Table 4.2 are up to 1.6m/s2, for fre-
quencies up to 50Hz. Summary table 4.4 shows that the optimized loadings
in the optimization cases 1A, 3A, and 3C produced acceleration field whose
amplitude is as large as the threshold values. Thus, the optimized loads could
initiate the dislodging-based mobilization of the trapped oil droplets in a fluid-
saturated porous permeable rock in the target reservoir of the shallow forma-
tion model shown in Fig. 4.2. We suggest that the mobilization of trapped oil
droplets could be further facilitated if sources are optimally placed, in addition
to be optimally operated at the optimized signals for this subsurface formation
150
model (or even for deeper reservoir formation models).






Table 4.2: Threshold-acceleration levels evaluated by using Beresnev’s latest
threshold-acceleration model [10], as well as the fluid-saturated porous perme-
able rock properties shown in Table 4.3.
Maximum pore radius rmax 200micron
Minimum pore radius rmin 100micron




Interface tension σ 40dyne/cm = 0.04N/m
Table 4.3: Fluid-saturated porous permeable rock properties used for evaluat-
ing the threshold-acceleration value for the mobilization of trapped oil droplets.
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4.6 Summary
A brief summary of the results of the optimization experiments is shown
in Table 4.4. We also show the spatial distributions of the time-averaged
kinetic energy and the maximum acceleration amplitude for the optimized
loading time signals, as well as the monochromatic loadings corresponding to
the dominant frequencies of the optimized loading signals in Figures 4.27–
4.35.3
Optimization Locations of Maximized Dominant Time-average Maximum
Case wave sources metric in the frequency kinetic energy amplitude






Two symmetric Kinetic energy
29 3× 10−4 1.0
sources (all layers active)
1B
located at Kinetic energy
29.5 8× 10−5 0.1
x1 =-70, 70m (silent neighbors)
1C
(Fig. 4.2(a)) Acceleration
49 1× 10−4 0.6
(all layers active)
2A
Two asymmetric Kinetic energy
28.5 1× 10−4 0.5
sources (all layers active)
2B
located at Kinetic energy
8.8 (a pulse) 2× 10−5 0.02
x1 = -30, 70m (silent neighbors)
2C
(Fig. 4.2(b)) Acceleration
50 1× 10−4 0.6
(all layers active)
3A
Five asymmetric Kinetic energy
29 1.4× 10−3 1.2
sources (all layers active)
3B
located at Kinetic energy
29 3× 10−4 0.2
x1 = -96, -38, 0, (silent neighbors)
3C
48, 81m Acceleration
45 3× 10−4 1.2
(Fig. 4.2(c)) (all layers active)
Table 4.4: Summary of our numerical experiments.
Our observations from the numerical experiments are the following.
3In Figures 4.27–4.35, we employ uniform values of the upper limits of the side color scale
bars: 3 × 10−4J/m3 for the time-averaged K. E. distribution and 1m/s2 for the maximum
amplitude of acceleration field.
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• Table 4.4 shows that there is a dominant amplification frequency at 29Hz
that leads to the maximization of the kinetic energy within the reservoir
Ω0 in almost all the cases, and under a variety of loading conditions. The
particular frequency, as shown by the frequency sweep, corresponds to
one of the discrete amplification frequencies of the formation. It is not
a resonant frequency in the classical sense (i.e., a frequency for which
the motion becomes unbounded under undamped conditions), since the
medium is semi-infinite in extent, but, rather, a frequency that will gen-
erate a large response. The frequency depends on the formation’s char-
acteristics (geometry, properties, etc). This amplification frequency can
be obtained either by the optimization procedure described herein, or by
conducting a frequency sweep (objective functional versus frequency).
• It also appears that the location of the wave sources is critical in ar-
riving at motion maximization. As was seen in the case of two wave
sources, there is a significant shift of the dominant frequency of the opti-
mized signals from 29Hz (two symmetric sources), to 8.8Hz (two asym-
metric sources). In other words, we conjecture that optimally located
sources could produce a stronger motion amplification effect (the case
with the two asymmetric sources), than the amplification effect due to
non-optimally located sources operating at the reservoir’s amplification
frequency. Though not explored in this work, it is possible to enhance
the presented optimization process to include a search for the optimal
placement of the wave sources as well.
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Moreover, as was seen in the case of the five asymmetric wave sources,
it is also possible to reduce the concentration of the energy near the
surface, thus leading to better focusing and illumination of the target
reservoir.
• Even with multiple independent wave sources at non-optimal asymmetric
locations, our optimizer generally leads to optimal excitation signals of
a single dominant frequency – the dominant reservoir’s amplification
frequency. Thus, we conjecture that multiple monochromatic sources
operating at one of the reservoir’s amplification frequencies, even if not
optimally placed, will still result in significant motion within the target
reservoir.
• We also observed that the optimizer will not only result in monochro-
matic signals, which could have been obtained by a frequency sweep,
but also in transient pulse-like loadings, depending on the maximization
outcome and the source and reservoir characteristics.
• The temporal discretization of the initially-guessed loading time signal
controls the frequency content of the optimal loading signal that can
maximize the acceleration within the reservoir. In short, a greater num-
ber of force parameters leads to a higher dominant frequency. In gen-
eral, when it comes to maximizing the acceleration field, there is a linear
relation between the acceleration and the optimal frequency: higher fre-
quencies will result in stronger acceleration fields.
154








































(a) K.E. for the optimized f(t)








































(b) K.E. for the sinusoidal loading




























































Figure 4.27: The distributions of the time-averaged kinetic energy [J/m3] and
the maximum amplitude of ∂
2u
∂t2
[m/s2] in Ωreg for the optimized loading signals
or the sinusoidal loading signal f2(t) = 50 sin(2π × 29t)kN/m2 that employs
the dominant frequencies of the optimized signals (the case 1A in Table 4.4).
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(a) K.E. for the optimized f(t)








































(b) K.E. for the sinusoidal loading




























































Figure 4.28: The distributions of the time-averaged kinetic energy [J/m3] and
the maximum amplitude of ∂
2u
∂t2
[m/s2] in Ωreg for the optimized loading signals
or the sinusoidal loading signal f2(t) = 50 sin(2π × 29.5t)kN/m2 that employs
the dominant frequencies of the optimized signals (the case 1B in Table 4.4).
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(a) K.E. for the optimized f(t)








































(b) K.E. for the sinusoidal loading




























































Figure 4.29: The distributions of the time-averaged kinetic energy [J/m3] and
the maximum amplitude of ∂
2u
∂t2
[m/s2] in Ωreg for the optimized loading signals
or the sinusoidal loading signal f2(t) = 50 sin(2π × 49t)kN/m2 that employs
the dominant frequencies of the optimized signals (the case 1C in Table 4.4).
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(a) K.E. for the optimized f(t)








































(b) K.E. for the sinusoidal loading




























































Figure 4.30: The distributions of the time-averaged kinetic energy [J/m3] and
the maximum amplitude of ∂
2u
∂t2
[m/s2] in Ωreg for the optimized loading signals
or the sinusoidal loading signal f2(t) = 50 sin(2π × 28.5t)kN/m2 that employs
the dominant frequencies of the optimized signals (the case 2A in Table 4.4).
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(a) K.E. for the optimized f(t)








































(b) K.E. for the sinusoidal loading




























































Figure 4.31: The distributions of the time-averaged kinetic energy [J/m3] and
the maximum amplitude of ∂
2u
∂t2
[m/s2] in Ωreg for the optimized loading signals
or the sinusoidal loading signal f2(t) = 50 sin(2π × 8.8t)kN/m2 that employs
the dominant frequencies of the optimized signals (the case 2B in Table 4.4).
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(a) K.E. for the optimized f(t)








































(b) K.E. for the sinusoidal loading




























































Figure 4.32: The distributions of the time-averaged kinetic energy [J/m3] and
the maximum amplitude of ∂
2u
∂t2
[m/s2] in Ωreg for the optimized loading signals
or the sinusoidal loading signal f2(t) = 50 sin(2π × 50t)kN/m2 that employs
the dominant frequencies of the optimized signals (the case 2C in Table 4.4).
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(a) K.E. for the optimized f(t)








































(b) K.E. for the sinusoidal loading




























































Figure 4.33: The distributions of the time-averaged kinetic energy [J/m3] and
the maximum amplitude of ∂
2u
∂t2
[m/s2] in Ωreg for the optimized loading signals
or the sinusoidal loading signal f2(t) = 50 sin(2π × 29t)kN/m2 that employs
the dominant frequencies of the optimized signals (the case 3A in Table 4.4).
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(a) K.E. for the optimized f(t)








































(b) K.E. for the sinusoidal loading




























































Figure 4.34: The distributions of the time-averaged kinetic energy [J/m3] and
the maximum amplitude of ∂
2u
∂t2
[m/s2] in Ωreg for the optimized loading signals
or the sinusoidal loading signal f2(t) = 50 sin(2π × 29t)kN/m2 that employs
the dominant frequencies of the optimized signals (the case 3B in Table 4.4).
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(a) K.E. for the optimized f(t)








































(b) K.E. for the sinusoidal loading




























































Figure 4.35: The distributions of the time-averaged kinetic energy [J/m3] and
the maximum amplitude of ∂
2u
∂t2
[m/s2] in Ωreg for the optimized loading signals
or the sinusoidal loading signal f2(t) = 50 sin(2π × 45t)kN/m2 that employs
the dominant frequencies of the optimized signals (the case 3C in Table 4.4).
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Chapter 5
Oil mobilization via ground sources – The
poroelastic inverse-source problem in 1D
In this chapter, we discuss the mathematical and numerical modeling
of inverting for the loading time signal of a wave source that can maximize
the wave motion of the pore fluid within fluid-saturated porous permeable
rock formations, surrounded by non-permeable semi-infinite elastic solid rock
formations, in a one-dimensional setting. To this end, we use the finite element
method to tackle the governing wave physics of a multi-layered system where
Biot’s poroelastic equations for the target layer and elastic wave equations
for the surrounding layers are coupled. The numerical results show that our
numerical optimizer recovers nicely the theoretical amplification frequencies
corresponding to pore-fluid motion within hydrocarbon formations.
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5.1 Problem definition
5.1.1 Governing wave physics
x
Target poroelastic formations















Nonpermeable elastic solid formations
Nonpermeable elastic solid formations
Figure 5.1: Targeted fluid-saturated porous permeable rock formations wi-
thin a one-dimensional semi-infinite non-permeable elastic solid media system;
truncated at depth x = L, subjected to a surface excitation.
We consider target fluid-saturated porous permeable (poroelastic) lay-
ers that are surrounded by non-permeable elastic solid layers. The semi-infinite
extent of the original domain is truncated through the introduction of an ab-
sorbing boundary at some depth x = L. The propagation of waves within the
coupled system (Ω = (0, L)) is governed by the following PDEs (for brevity,























































x ∈ (xp, xp+Npls), t ∈ (0, T ]. (5.3)
Equation (5.1) is the equation of motion for a compressional wave in elastic
solid layers (x ∈ (0, xp) and (xp+Npls, L)) in a one-dimensional setting. Equa-
tions (5.2) and (5.3) are the generalized Biot’s coupled wave equations of
fluid-saturated poroelastic layers (x ∈ (xp, xp+Npls)) also in a one-dimensional
setting1. (5.2) is the equation of motion for the solid-fluid mixture [73]; (5.3)
is the generalized Darcy’s law for the dynamic equilibrium of the fluid [73].
In (5.1)–(5.3), x denotes location, and t denotes time; xi denotes a
boundary or an interface atop the i-th layer where xp and xp+Npls denote the
locations of the two interfaces between the elastic solid layers and the poroe-
lastic layers; the subscript p denotes the layer index of the top poroelastic for-
mation; and the other subscript Npls denotes the total number of poroelastic
layers. T denotes the total observation time. ua(x, t) denotes the displace-
ment of the elastic solid formations; ub(x, t) denotes the displacement of a
1The generalized equations of Biot’s coupled wave equations [12, 13] in three-dimensional
and one-dimensional settings are shown in, respectively, [72, 74] and [73]. The dimensional
reduction from the three-dimensional equations to the one-dimensional equations is straight-
forward.
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solid rock matrix of the poroelastic formations; and w(x, t) denotes the rela-
tive displacement of pore-fluid motion with respect to the rock matrix. The
material parameters, used in (5.1)–(5.3), are defined as follows:
Elastic wave equation (5.1)
• λ: Lamé’s first parameter of elastic solid, λ = νE
(1+ν)(1−2ν)
,
• µ: Shear modulus of elastic solid, µ = E
2(1+ν)
,
• E: Elastic modulus of elastic solid,
• ν: Poisson’s ratio of elastic solid,
• ρ: Mass density of elastic solid,
Biot’s equations (5.2) and (5.3)
• λ: Lamé’s first parameter of solid rock matrix, λ = νE
(1+ν)(1−2ν)
,
• µ: Shear modulus of solid rock matrix, µ = E
2(1+ν)
,
• E: Elastic modulus of solid rock matrix,
• ν: Poisson’s ratio of solid rock matrix,
• ρ: Mass density of fluid-solid mixture, i.e., ρ = (1− n)ρs + nρf ,
• ρs: Mass density of solid rock matrix,
• ρf : Mass density of pore fluid,
• k: Fluid mobility, i.e., k = k̄/η [14],
• k̄: Permeability,
• η: Viscosity of pore fluid,
• n: Porosity,
• α: Biot’s material parameter, i.e., α = 1− KD
KS
, where n ≤ α ≤ 1,






, where 0 < Q ≤ ∞,
• KS: Bulk modulus of undrained solid rock matrix,
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• KD: Bulk modulus of drained solid rock matrix, i.e., KD = E3(1−2ν) ,
• Kf : Bulk modulus of pore fluid.
In a fluid-saturated poroelastic medium, the following equation holds:
σ(x, t) = σ′(x, t)− P (x, t), (5.4)
where σ(x, t) denotes total stress; σ′(x, t) denotes effective stress; and P (x, t)
denotes pore pressure, where P (x, t) is positive for compression. σ(x, t) and


































(L, t) = 0, t ∈ (0, T ]. (5.7)
Equation (5.6) is the surface excitation boundary condition; (5.7) is the trun-




. The governing wave physics also
include the following zero initial conditions:
ua(x, 0) = 0, ub(x, 0) = 0, w(x, 0) = 0,
∂ua
∂t
(x, 0) = 0,
∂ub
∂t
(x, 0) = 0,
∂w
∂t
(x, 0) = 0, x ∈ (0, L). (5.8)
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We remark that the elastic wave equation (5.1), as well as Biot’s wave
equations (5.2) and (5.3) are coupled via the following conditions at the inter-



































































= 0, i = p and (p+Npls). (5.9c)
Equations (5.9a) and (5.9b) are the rock matrix displacement and the total
stress interface continuity conditions, respectively. Equation (5.9c) denotes
the zero relative displacement of the pore fluid at the interfaces – (5.9c) is
tantamount to the zero flux condition, i.e., ∂P
∂x
= 0.
Although the aforementioned governing PDEs can accommodate arbi-
trary heterogeneity of the material parameters, we explicitly consider a multi-
layered system. For multi-layered elastic solid media, the following conti-
nuity conditions of displacements and tractions at the interfaces between the
mutually-adjacent elastic solid layers (i.e., interface indices: i = (2, . . . , (p−1))
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where Nls denotes the total number of all layers in the system. In addition, the
following continuity conditions hold at the interfaces within poroelastic layers





































































where (5.11a) and (5.11b) denote the continuity of rock matrix displacement
and relative displacement of pore fluid, respectively; (5.11c) denotes the con-
tinuity of total stress; and (5.11d) denotes the continuity of pore pressure.
5.1.2 Objective functional
We attempt to identify the optimal loading time signal information
that maximizes the kinetic energy only2 in terms of w(x, t) – the relative


















which is the kinetic energy only in terms of w(x, t), the relative
fluid displacement.
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displacement of pore fluid with respect to solid rock matrix within poroelastic















Equation (5.12) is the reciprocal form, of which the denominator is the tempo-
ral integral of the kinetic energy in terms of w(x, t) that is spatially integrated
over the poroelastic layers (x ∈ (xp, xp+Npls)).
5.2 Mathematical modeling
We discuss a mathematical approach for identifying the discretized force
parameters fi of a loading time signal that minimizes the objective functional
(5.12) subjected to the governing wave physics described in (5.1)–(5.11). To
tackle such a constrained minimization problem, we construct an augmented
functional via the side-imposition of the governing wave physics into the ob-
jective functional. The first-order optimality conditions of the augmented
functional lead to a triplet of state, adjoint, and control problems.
5.2.1 Augmented functional
We build an augmented functional by side-imposing the governing P-
DEs (5.1), (5.2), and (5.3), as well as the associated conditions (5.6) and
(5.7) into the objective functional (5.12), by means of Lagrange multipliers3
3In this chapter, λ without any subscript denotes Lamé’s first parameter, whereas λ with
a subscript denotes a Lagrange multiplier.
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In (5.13), the initial value conditions (5.8) and the interface conditions (5.9)–
(5.11) are implicitly imposed. The dimensions of λua, λub , λw, λ0, and λL are
all identical to each other.
5.2.2 The first-order optimality conditions
To arrive at the minimum of A, the variations of A with respect to the
state variables (ua, ub, and w), the adjoint variables (or, Lagrange multipliers)
(λua, λub , λw, λ0, and λL), and the control variable ξ = fi – the value of a
force parameter used for the temporal approximation of a loading signal as in
(3.33) – should vanish.
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5.2.2.1 The first optimality condition
As the first optimality condition, the variation of A with respect to λua ,
λub , λw, λ0, and λL should vanish for arbitrary variations δλua, δλub, δλw, δλ0,






































































































(0, t) + f(t)
]















dt = 0. (5.14e)
For (5.14a)–(5.14e) to vanish for arbitrary variations δλua, δλub , δλw, δλ0, and
δλL, we must satisfy the state problem, which is identical to the governing
wave physics described in (5.1)–(5.11).
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5.2.2.2 The second optimality condition
The second optimality condition requires the variation ofA with respect
to the state variables (ua, ub, and w) to vanish, i.e., δuaA + δubA + δwA = 0,
for arbitrary variations δua, δub, and δw. Such a vanishing variation recovers



























































x ∈ (xp, xp+Npls), t ∈ [0, T ), (5.17)


























(L, t) = 0, t ∈ [0, T ). (5.20)
Here, we remark that λ0(t) and λL(t) are absorbed into λua(x, t), i.e., λ0(t) =
λua(0, t) and λL(t) = −λua(L, t). Similarly to the state problem, the adjoint
PDE (5.15) is coupled with the other adjoint PDEs (5.16) and (5.17) via the





























































= 0, i = p and p+Npls. (5.21c)
Equations (5.21a), (5.21b), and (5.21c) replicate, respectively, the rock displ-
acement-continuity ((5.9a)), the total stress-continuity ((5.9b)), and the zero
relative-fluid-displacement ((5.9c)) conditions in the state problem; the adjoint
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problem is also subjected to the following final-value conditions:
λua(x, T ) = 0,
∂λua
∂t
(x, T ) = 0, x ∈ (0, xp) and (xp+Npls, L), (5.22a)
∂λub
∂t





(x, T ), x ∈ (xp, xp+Npls), (5.22b)
∂λw
∂t








(x, T ), x ∈ (xp, xp+Npls). (5.22c)
In addition, for a multi-layered system, the adjoint problem is subjected to
the following continuity conditions at the interfaces between the mutually-
neighboring elastic solid layers (i.e, the interface indices: i = 2, . . . , (p−1) and

























as well as the following continuity conditions at the interfaces between the
mutually-adjacent poroelastic layers (i.e., the interface indices: i = (p +









































































We remark that the adjoint PDEs include the governing differential operators
that are identical to those of the state PDEs while the adjoint problem differs




in (5.17), as well as the final value conditions (5.22) drives
the adjoint problem while the state problem is driven by the surface excitation;
second, the adjoint problem is a final BVP such that the sign of the time
derivative in the truncation condition (5.19) of the adjoint problem is reversed
compared with that of the truncation condition (5.7) of the state problem (an
initial BVP).
5.2.2.3 The third optimality condition
The variation of A with respect to the control variable (ξ = fi) should
vanish. This leads to the following control equation (the explicit derivation of








dt = 0. (5.25)
We remark that ∇ξA is tantamount to the gradient of the objective functional




To arrive at a stationary point of the augmented functional A, we tackle
solution of the triplet of the state, adjoint, and control problems by employing
a reduced space approach. That is, (a) we first numerically resolve the state
problem by using an initially guessed wave source loading time signal; (b) we
then numerically solve the adjoint problem by using the state solution; (c) the
reduced gradient is, in turn, computed by using the adjoint solution; and (d) we
update the control parameters by employing conjugate-gradient(CG) scheme
[19, 59] with an inexact line-search method. The numerical optimizer repeats
the above procedure, (a)–(d), to iteratively solve for the control parameters
that satisfy the vanishing control equation (the detailed procedure is described
in Algorithm 1 in chapter 3). In this section, we describe the classic Galerkin
finite element approach utilized for addressing the state and adjoint problems.
5.3.1 State problem semi-discrete form
We multiply the elastic wave equation (5.1) by a test function s(x) and
integrate over the elastic solid media (x ∈ (x1, xp)) that is situated atop the




























Similarly, for the elastic solid media (x ∈ (xp+Npls, L)) that is located below


































Similarly, by using the test function s(x), we obtain the weak form of
























































We, in turn, obtain the weak form of the Biot’s second equation (5.3) by using



































dx = 0. (5.29)
We then introduce the spatial approximation of the test functions s(x)
and v(x), as well as the trial functions u(x, t) and w(x, t) as:
s(x) = sTΦ(x), v(x) = vTΨ(x),
u(x, t) = ΦT (x)u(t), w(x, t) = ΨT (x)w(t), (5.30)
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where s and v denote the vectors of nodal solutions of, s(x) and v(x), re-
spectively; u(t) and w(t) denote the vectors of nodal solutions of, u(x, t) and
w(x, t) at time t, respectively. Here, we remark that, by virtue of the con-
tinuity conditions (5.9a), ua(x, t) and ub(x, t) are merged into u(x, t). Φ(x)
and Ψ(x) are the vectors of shape functions for the spatial approximation of
the trial and test functions. Owing to the finite element approximation, the





























































Fu = Φ(0)f(t). (5.32)
























































































5.3.2 Adjoint problem semi-discrete form
Similarly to the state problem, by using the test functions s(x) and
v(x), we build the weak forms of the adjoint PDEs as follows. First, the weak
181




























































Second, the weak form of the PDE (5.16) within the poroelastic formations



























































































dx = 0. (5.39)
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We then introduce the approximation of the test functions s(x) and v(x), as
well as trial functions λu(x, t) and λw(x, t) as:
s(x) = sTΦ(x), v(x) = vTΨ(x),
λu(x, t) = Φ
T (x)λu(t), λw(x, t) = Ψ
T (x)λw(t), (5.40)
where, owing to the continuity condition (5.21a), λua(x, t) and λub(x, t) are
merged into λu(x, t). λu(t) and λw(t) denotes the vector of the nodal solutions
of λu(x, t) and λw(x, t), respectively. Then, similarly to the state problem, the
weak forms of the adjoint problem change to the following time-dependent






+K λ(t) = Fadj, (5.41)







The specific forms of the matrices M, C, and K are already shown in (5.36);















We resolve the semi-discrete forms (5.35) and (5.41) by using the New-
mark time integration scheme. Accordingly, the discrete solutions of state and
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where ∆t is the time step; (s) and (s+1) denote evaluation of the nodal vectors
at the s-th and (s + 1)-th time steps; and the time-line of the evaluation of
solution in (5.45) is reversed with respect to that of (5.44). We remark that the
system matrix in (5.44) is identical to that in (5.45) such that only one system
matrix inversion is required for addressing both state and adjoint problems per
each iteration of updating control parameters. By using the discrete adjoint












Equation (5.46) provides the search-direction information to the numerical
optimizer for updating control parameters.
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We have thus far discussed the numerical implementation for solving
the state and adjoint problems, as well as evaluating the gradient of the ob-
jective functional. We validated the derivation and implementation of the
state, adjoint, and control problems by comparing the values of the compo-
nents of the gradient computed by (5.46) with those of the numerical gradient
obtained by the finite difference scheme (per (3.37)); the comparison shows
excellent agreement. By using the numerical optimizer, implemented per the
above discussion, we conduct the following numerical experiments.
5.4 Numerical results
In this section, we discuss the numerical solution of the forward problem
for a multi-layered system in which Biot’s wave equations and the elastic wave
equation are coupled to each other. We will then show that our numerical
optimizer leads to the optimal loading time signal of a wave source that can
maximize the kinetic energy in terms of the relative displacement of pore fluid,
i.e., w(x, t). Such optimized time signals recover the amplification frequencies
in regard to the wave motion of pore fluid.
5.4.1 Forward solution
In this section, we attempt to verify our forward numerical solution of
the wave response within a multi-layered system in which Biot’s wave equations
are coupled with the elastic wave equation (henceforth, a coupled-poroelastic-
elastic-layers system).
185
5.4.1.1 Poroelastic validation study
As the theoretical basis of the validation, we note that, Biot’s equations
(5.2) and (5.3) reduce to the equation of motion for an elastic solid (5.1),
provided that the Biot’s material parameter α and porosity n are equal to
each other and approach zero together, i.e., (α = n)→ 0.
Thus, in order to verify the numerical solution of the coupled-poroel-
astic-elastic-layers system, we compare (a) the solution of the coupled-poroe-
lastic-elastic-layers system that employs the case of ((α = n)→ 0) with (b) the
solution of a multi-layered system in which all layers are occupied by elastic
solids (henceforth, the all-elastic-solid-layers system). The two systems use
the same elastic moduli E, Poisson’s ratios ν, and the mass densities ρs of all
layers for this comparison.
First, we obtain the numerical solution of the truncated four-layered
coupled-poroelastic-elastic-layers system, of which the third layer is a poroelas-
tic layer (Fig. 5.2). We use very small values of n and α, i.e., n = α = 1×10−10,
for the poroelastic layer. We use realistic values – corresponding to a typ-
ical hydrocarbon reservoir rock formation – of the other parameters of the
poroelastic layer, such as the permeability k̄, pore-fluid viscosity η, pore-fluid
density ρf , and the bulk modulus of pore fluid Kf (see Table 5.1). We use a
linear-linear element pair for the approximation of u(x, t) and w(x, t), with an
element size of 4m; the total observation time is T = 10s, and the time step
is ∆t = 0.001s. The modified Ricker pulse loading described in (4.54) is used
with a central frequency of f = 15Hz.
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Next, we obtain the finite element solution of elastic wave response
of the all-elastic-solid-layers system of semi-infinite extent, again shown in
Fig. 5.2 except that the third layer is replaced by an elastic solid layer. To
this end, we use the forward numerical solver implemented per the description
in chapter 3. For this elastic wave solution, we use again the same values of
E, ν, and ρs for each layer shown in Table 5.1. We use isoparametric linear
elements with element size 4m; T is 10s, and ∆t is 0.001s.
As seen in Figures 5.3 and 5.4, the comparison of the numerical solu-
tion of the coupled-poroelastic-elastic-layers system with that of the all-elastic-
solid-layers system shows excellent agreement. The truncation interface con-










f t( ) [N/m ]
2
Poroelastic formation
Nonpermeable elastic solid formations
Nonpermeable elastic solid formations
Figure 5.2: Four layered semi-infinite coupled-poroelastic-elastic-layers system
truncated at depth x = 1800m.
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t = 0.10 s
Coupled−poroelastic−elastic−layers system
All−elastic−solid−layers system









] t = 0.20 s









] t = 0.30 s









] t = 0.40 s









] t = 0.50 s
Figure 5.3: Comparison of the numerical solution of u(x, t) of the coupled-
poroelastic-elastic-layers system employing ((α = n) → 0) with that of all-
elastic-solid-layers system, 0.1s ≤ t ≤ 0.5s.
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t = 0.60 s
Coupled−poroelastic−elastic−layers system
All−elastic−solid−layers system









] t = 0.70 s









] t = 0.80 s









] t = 0.90 s









] t = 1.00 s
Figure 5.4: Comparison of the numerical solution of u(x, t) of the coupled-
poroelastic-elastic-layers system employing ((α = n) → 0) with that of all-
elastic-solid-layers system, 0.6s ≤ t ≤ 1.0s.
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Layer 1 Layer 2 Layer 3 Layer 4
(poroelastic)
Length [m] 500 500 300 500
E [N/m2] 1.25× 1010 1.8× 1010 4.5× 109 3.2× 1010
ν 0.0 0.0 0.0 0.0
ρs [kg/m













Table 5.1: Rock properties of the 4-layered coupled-poroelastic-elastic-layers
system: we employ quite small values of α = n in order to replicate the
numerical solution of the all-elastic-solid-layers system.
5.4.1.2 Wave response within a fluid-saturated poroelastic layer
Next, we study the wave motion of the rock matrix and the pore fluid
within a fluid-saturated poroelastic layer when the values of n and α are re-
alistic. To this end, we solve for the numerical solution of the wave response
of the coupled-poroelastic-elastic-layers system, shown in Fig. 5.2, for which
the material parameters are described in Table 5.1, except for α =0.667 and
n = 0.3. We then again compare it with the solution of the all-elastic-solid-
layers system to see any distinction between the wave responses of the two
different systems.
As seen in Fig. 5.5, the wave speed, corresponding to u(x, t), within the
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poroelastic third layer of the coupled-poroelastic-elastic-layers system appears
to be greater than that of the elastic third layer of the all-elastic-solid-layers
system. We argue that this wave behavior is physically correct, as follows.
The theoretical wave speed4 of the wave motion u(x, t) in the third layer
of this coupled-poroelastic-elastic-layers system is v
(theoretical)
p(poroelastic) = 1683.7m/s,
while that5 in the third layer of the all-elastic-solid-layers system is v
(theoretical)
p(elastic)
=1500m/s. Such theoretical evaluation of the wave speed is nearly consistent
with our observation from the numerical solution: the finite element solu-
tion, as illustrated in Fig. 5.5, yields v
(numerical)
p(poroelastic) = 1666.6m/s, which is only
0.97% smaller than the theoretical value (1683.7m/s), as well as v
(numerical)
p(elastic) =
1500m/s, which is identical to the theoretical value.
Figure 5.6 shows the relative displacement field of the pore-fluid motion
w(x, t). We note that the amplitude of w(x, t) is nearly seven orders of magni-
tude smaller than that of u(x, t). Given such a low fluid mobility (k̄ = 100md
and η=5cp), the absolute fluid displacement, i.e., u(x, t) + w(x, t), is almost
identical to the rock matrix displacement u(x, t), such that w(x, t) is quite
small compared with u(x, t). In addition, Fig. 5.7 shows that the order of







: if there is a high viscosity-coupling (the fluid
mobility k → 0) between the solid rock matrix and the pore fluid within a fully-saturated















the total stress field σ(x, t) within the poroelastic layer in this example.












t = 0.48 s
Coupled−poroelastic−elastic−layers system
All−elastic−solid−layers system









] t = 0.52 s









] t = 0.56 s









] t = 0.60 s









] t = 0.64 s
Figure 5.5: Comparison of the numerical solution of u(x, t) of the coupled-
poroelastic-elastic-layers system (using α = 0.667 and n = 0.3) with that of
all-elastic-solid-layers system, 0.48s ≤ t ≤ 0.64s.
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] t = 0.48 s
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] t = 0.56 s










] t = 0.56 s









] t = 0.60 s










] t = 0.60 s









] t = 0.64 s










] t = 0.64 s
Figure 5.6: The numerical solution of u(x, t) and w(x, t) of the coupled-
poroelastic-elastic-layers system employing α = 0.667 and n = 0.3, 0.48s≤ t ≤
0.64s.
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t = 0.64 s












t = 0.64 s
Figure 5.7: The numerical solution of σ(x, t) and P (x, t) of the coupled-
poroelastic-elastic-layers system employing α = 0.667 and n = 0.3; P (x, t)
is positive for compression.
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5.4.2 Wave source optimal signals
In this section, we discuss a numerical example of the identification of
the optimal loading time signals of wave sources that maximize the kinetic
energy in terms of the relative displacement w(x, t) of pore fluid within target
poroelastic formations that are embedded within elastic solid layered system.
To this end, we employ a five-layered subsurface formation model shown
in Fig. 5.8: the third layer is the targeted oil-saturated poroelastic formation
while the surrounding layers are non-permeable elastic solid formations. The
material parameters of the formations are described in Table 5.2.
We minimize (5.12) by using four initially guessed perturbation-like
time signals of duration 5s, temporally discretized by using, respectively, 100,
125, 200, and 250 quadratic elements for each numerical experiment. We
require that the amplitude of the force parameters does not exceed 50kN/m2.
The total observation time is T = 5s, and the time step for resolving the state
and adjoint problems is ∆t = 0.001s.
Figure 5.9 demonstrates that the optimization procedures using 100,
125, 200, and 250 elements converge in time signals with dominant frequen-
cies, 11.8, 19.0, 27.2, and 42.6Hz, respectively. The recovered frequencies
correspond to the strong local minima of the objective functional (5.12) with
respect to a frequency f of a harmonic excitation f(t) = 50 sin(2πft)kN/m2
(Fig. 5.10). Hence, these optimization experiments display that our numerical
optimizer successfully recovers the amplification frequencies of the pore fluid
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wave motion within targeted poroelastic formations.
Figure 5.11 shows the wave response ∂w
∂t
, within the targeted poroelastic
formation, induced by the optimized loading shown in Fig. 5.9(d) and a non-
optimal sinusoidal loading f(t) = 50 sin(2πft)kN/m2 with the frequency of
f = 15Hz. The amplitude of ∂w
∂t
induced by the optimized loading seems to
be 2–3 times greater than that induced by the non-optimal loading.
However, an increased oil recovery rate due to such an oscillatory fluid
motion solely induced by the reservoir shaking is difficult to evaluate and yet
unknown.
Target poroelastic formation











Nonpermeable elastic solid formations
Nonpermeable elastic solid formations
Figure 5.8: A five-layered system of a semi-infinite extent truncated at depth
x = 600m, with a poroelastic layer surrounded by non-permeable elastic solid
layers.
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(a) The optimized f(t) discretized by us-
ing 100 elements












































(b) The optimized f(t) discretized by us-
ing 125 elements












































(c) The optimized f(t) discretized by us-
ing 200 elements












































(d) The optimized f(t) discretized by
using 250 elements
Figure 5.9: Close-up views of optimal loading signals that are finally converged
via the minimization of (5.12) and the frequency spectra of the optimized
loadings.
197
Layer 1 Layer 2 Layer 3 Layer 4 Layer 5
(poroelastic)
Length [m] 100 100 200 100 100
E [N/m2] 4.0× 109 4.8× 109 1.0× 109 5.5× 109 6.0× 109
ν 0.2 0.2 0.2 0.2 0.2
ρs [kg/m












Table 5.2: Rock properties of the 5-layered subsurface formation system shown
in Fig. 5.8.






































11.8 Hz 19 Hz 27.2 Hz 42.6 Hz
Figure 5.10: The distribution of the objective functional (5.12) with respect to
frequencies f = 0.1–50Hz for a sinusoidal excitation f(t) = 50 sin(2πft)kN/m2
for the 5-layered subsurface formation model in Fig. 5.8; the optimization
experiments recover 11.8, 19.0, 27.2, and 42.6Hz.
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t = 1.04 s

















t = 1.08 s

















t = 1.12 s

















t = 1.16 s

















t = 1.20 s
Figure 5.11: The wave responses within the poroelastic formation of the for-
mation model in Fig. 5.8, induced by the optimized load shown in Fig. 5.9(d)
and a non-optimal harmonic load f(t) = 50 sin(2π × 15t)kN/m2.
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5.5 Summary
• In this chapter we describe the mathematical and numerical modeling for
maximizing pore-fluid wave motion within target poroelastic formations
surrounded by non-permeable elastic solid formations of semi-infinite
extent. In this setting, Biot’s equations coupled with the elastic wave
equations govern the wave physics. The Lagrangian functional was built
via the side-imposition of the governing wave PDEs system into the re-
ciprocal of the spatial and temporal integral functional of kinetic energy
in terms of relative fluid wave motion.
• We solved Biot’s equations coupled with the elastic wave equations by
means of the classic Galerkin finite element method in order to address
the state and adjoint problems as the satisfaction of the first-order opti-
mality conditions. Numerical results showed that our numerical forward
solver leads to physically-consistent wave response, and our numerical
optimizer results in wave source optimal loading signals with the ampli-
fication frequencies corresponding to the relative pore-fluid wave motion.
• We remark that reservoir shaking induces oscillatory pore-fluid motion,
such that there is no wave-induced net flow of total pore-fluid in or out of
the poroelastic formations. Therefore, the correlation between a wave-
induced increased oil recovery rate and the motion of oscillatory fluid is
difficult to quantify at this point.
To connect this missing link, we suggest to consider hysteresis behavior
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(path dependency of the flow of oil within an oil reservoir, for which
permeability varies spatially) to evaluate the amount of remaining oil
mobilized from low- to high-permeability areas. That is, in general, the
oil/water ratio of the pore fluid moving from low- to high-permeability
areas is greater than that of the fluid moving in the opposite direc-
tion. Thus, we may approximate the volume of mobilized oil through
the cross-flow at the interface between two different areas by temporally
and spatially integrating, over the observation time and the area of in-






The purpose of this dissertation was to explore, via computational
modeling, the feasibility of focusing elastic wave energy to target reservoirs
to increase oil mobility, and therefore, allow for recovery, where none could
previously be possible, and/or increased production rates. To this end, we
presented a systematic framework, based on casting the associated mathemat-
ical problem as an inverse-source optimization problem. In particular, we were
able to demonstrate via numerical experiments that the developed algorithm
will robustly find optimal wave source signals that would maximize the kinetic
energy, or another desired mobility metric, at the targeted formation.
We have already discussed the conclusions at the end of each of the
preceding chapters. In short:
• Wellbore wave sources, by themselves, will not be capable of generat-
ing sufficient oil mobility in homogeneous or heterogeneous reservoirs,
but stand a better chance in fractured reservoirs, especially if the fluid
pumping action is directed at the fractured space.
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• Surface wave sources are better suited for increasing oil mobility, un-
der certain conditions and despite the loss of energy due to attenuation
(radiation or other) and/or energy concentration at the surface.
• If the wave sources are deployed without regard to optimally placing
them, i.e., by a dense grid-based deployment, then it is suggested that
the equipment operate at one of the formation’s amplification frequen-
cies. As discussed, there is no resonance frequency, in the classic sense.
The amplification frequencies of the formation can be found either by a
frequency sweep of the forward solution of the associated wave propa-
gation problem, or through the described inverse-source problem. The
former is likely to be less expensive computationally, but is limited in
other ways (explained earlier and below).
• Though the numerical optimizer arrived in most cases at monochromatic
source signals whose frequency was one of the formation’s amplification
frequencies, the location of the sources is also of importance. We have
seen that it is possible to deploy the sources such that transient sig-
nals, whose frequency content is not monochromatic, or whose domi-
nant frequency is not one of the formation’s amplification frequencies,
would result in maximization of the mobility metric. This suggests that
optimizing over both location and frequency content is necessary. It
is conceivable that constructive wave interference may have a motion
amplification effect stronger than that the blind deployment of sources
operating at the amplification frequencies.
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• We have used the results of previously published research on oil mobility
to evaluate whether the motion resulting from the solution of the inverse-
source problem could indeed result in oil mobilization. Specifically, we
used previously published acceleration threshold values. For most of our
simulations we used the kinetic energy as the metric to be maximized, but
also produced results where we sought to maximize the acceleration field
at the target formation. Under certain conditions (shallow reservoirs),
the induced motion meets the acceleration threshold.
6.2 Future research directions
To bridge the gap between the optimal wave source conditions recovered
in our numerical problem settings and those for a realistic EOR application,
we suggest extending our presented work as follows:
• The procedure, nearly unaltered, could be extended to the all-important
three-dimensional case of a deeper reservoir, where a poroelastic targeted
inclusion is surrounded by non-permeable rock formations. Various max-
imization metrics could be equally well accommodated.
• In the presented work, we used the kinetic energy and the acceleration
field as maximization metrics, i.e., as indirect mobility metrics. Other
metrics should be explored. For example, pressure gradients across the
interfaces between low and high permeability areas are also possible, in
order to explore the possibility of inducing cross-flow.
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• We conjectured that, in addition to the amplitude and frequency content
of the loading signals, the location of the wave sources plays a critical role
in maximizing the desired metrics within a target reservoir. Thus, study-
ing a new optimization problem that includes the spatial distribution of
the wave sources as additional control parameters is of importance.
• Along the same line of thinking, regarding the optimal placement of the
wave sources, it would be of interest to explore whether the combination
of wellbore, in-reservoir, and surface sources, judiciously triggered, could
further illuminate the target formation, and enhance oil mobility.
• The research discussed herein was exclusively focused at the reservoir
scale. In fact, the mobility threshold values were obtained from previous
research that focused at the ganglion scale. We believe that more studies
are necessary at the pore, single ganglion, and ganglion-colony scales to
better quantify the mobility thresholds. Once this is accomplished, the
process described herein can be used with either the same or improved
metrics, and the new mobility thresholds.
Lastly, we remark that the inverse-source problem discussed herein can
be used to model other problems where wave focusing is of interest, most






On the first-order optimality conditions in the
1D elastic case
We show the details of the derivation of the first-order optimality condi-
tions shown in chapter 3. The vanishing variation conditions of the augmented
functional (3.6) with respect to the state variables (u(x, t)), and the control
variable (ξ = fi), respectively, lead to the adjoint and control problems as
follows.
A.1 The second condition
By applying the variation, taking into account that δu and ∂δu
∂t
vanish










































































































































































































































































































































Next, the second component of the second term in (A.1), after integration by
















































































































































































































































































The variation condition (A.6) vanishes for arbitrary variations δu if the adjoint
problem (3.12) is satisfied.
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A.2 The third condition


































































where (˙) denotes the derivative of the subtended function with respect to ξ.
To further simplify (A.7), we introduce a weak form of the state problem using


















dtdx = 0. (A.8)
























Similarly, we introduce a weak form of the adjoint problem with u̇ as the





















dtdx = 0, (A.10)


























































































































































and thus, (A.12) reduces finally to the control equation (3.19).
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Appendix B
On the first-order optimality conditions in the
2D elastic case
In chapter 4, the vanishing variation conditions of the augmented func-
tional (4.13) with respect to the state variables (ua, ub, Sa, and Sb), and
the control variable (ξ = f2i), respectively, lead to the adjoint and control
problems in the following manner.
B.1 The second condition
The variation of the augmented functional A with respect to state vari-
ables (ua, ub, Sa, and Sb) should vanish. Such a variation with respect to the
multiple state variables, can be derived as:
δu,SA = δuaA+ δubA+ δSaA+ δSbA. (B.1)
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We derive δuaA, δubA, δSaA, and δSbA separately. We first derive δuaA. Here,
























































where the Einstein summation convention is used. From (B.2), integration by
































































































































Similarly, we derive δua2A. Then, the summation of δua1A and δua2A yields:

















































































































































































































and we derive δSaA:




















































: (D [δSa])dtdΩ, (B.6)
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as well as δSbA:



































































































































































Then, the summation of (B.4), (B.5), (B.6), and (B.7) leads to the following:








































































































































































































































































































































































































































Here, (B.8) can be split into two parts as: δu,SA = δu,SA










) denotes the terms that include the temporal integration for (0,
T]. Due to the tensor identities (B.35a), (B.35c), and (B.35d), δu,SA
(T ) then








































































































































































e (D [δSb]) Λp














































































































































































































where div(·) denotes the divergence operator of a vector. Due to the divergence



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(B.16) vanishes for arbitrary variations δua, δub, δSa, and δSb, provided that
we satisfy the adjoint problem (4.14)–(4.19).
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B.2 The third condition
We take the variation of the augmented functional with respect to a
control variable ξ, which is tantamount to the discretized force parameters f2i ,







































































































































































































































where (˙) denotes the derivative of the subtended function with respect to ξ.











































































































































































































































































































































































































































































































































































By using the tensor identities (B.35a) and (B.35b), as well as the divergence































































Similarly, owing to the tensor identities (B.35b) and (B.36a), as well as the



































Likewise, due to the tensor identities (B.35b), (B.35c), and (B.35d), as well as














































Again, because of (B.15), (B.35b), (B.35c), (B.36b), and the divergence theo-
















































































































































































































λub · ḟdtdΓ. (B.33)






λub · ḟdtdΓ. (B.34)
The vanishing condition of (B.34) leads to the control equation (4.26).
B.3 Auxiliary tensor identities
In the course of the derivation of the adjoint problem (4.14)–(4.19), we
use the following tensor identities:
A : BT = AT : B, (B.35a)
div(A) · v = div(ATv)−∇v : A, (B.35b)
A : BC = CAT : BT , (B.35c)
A : BC = BTA : C, (B.35d)
where A, B, and C denote second-order tensors; v denotes a vector. In
addition, we employ the following tensor relations:

























where D denotes the 4-th order compliance tensor as shown in (4.6). (B.36a)































































































=(D[A]) : S, (B.37)
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On the 2D semi-discrete forms (4.33) and
(4.43)
We show the specific forms of the matrices of the time-dependent dis-
crete forms (4.33) and (4.43) used for solving the state and adjoint problems
in chapter 4, respectively. First, the components of the matrices in (4.33) –














































































































































































































































Second, the components of the matrices in (4.43) – the semi-discrete form of














































































































































































































































On the first-order optimality conditions in the
1D poroelastic case
The vanishing variational conditions of the augmented functional A
shown in (5.13) with respect to the state variables (u(x, t) and w(x, t)) and
the control variable (ξ = fi), respectively, lead to the adjoint and control
problems in chapter 5 as follows.
D.1 The second condition
The variation of the augmented functional (5.13) with respect to the
state variables (u(x, t) and w(x, t)) should vanish, i.e., δu,wA = 0. The varia-
tion δu,wA can be obtained as:
δu,wA = δuA+ δwA. (D.1)
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T , where δu,wA
∫ ∫
denotes the terms associated with
the spatial and temporal integrals of the adjoint PDEs; δu,wA
etc denotes the
temporal integral terms at specific locations; δu,wA
T denotes the spatial inte-



















































































































The vanishing of (D.7) recovers the adjoint PDEs shown in (5.15)–(5.17). Sec-
ond, δu,wA







































































































































































































































































































































































































































































































































The vanishing of (D.8) recovers the boundary and interface conditions of the


















































































































































































The vanishing of (D.9) recovers the final value conditions of the adjoint prob-
lem shown in (5.22a)–(5.22c).
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D.2 The third condition
As the third optimality condition, we obtain the variation of A with









































































































































































































































































where (˙) denotes the derivative of the subtended variable with respect to ξ.
















































































































































Next, we take integration by parts of (D.11) with respect to space and time.







denotes the terms that include the spatial and temporal integrals of the
adjoint PDEs; δξA
T denotes the spatial integral terms temporally associated
with time t = T only; δξA
etc denotes the temporal integrals associated with
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Because of the final-value condition, in the adjoint problem, shown in (5.22a),











































Then, due to the satisfaction of the other adjoint final value conditions, shown
in (5.22b) and (5.22c), (D.14) vanishes, i.e., δξA






































































































































































Due to the boundary and interface conditions in the adjoint problem, as well
as the zero relative displacement of pore fluid at x = xp and x = x
−
p+Npls in













which is the final form of the variation δξA. Hence, the vanishing of δξA
recovers the control equation (5.25).
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