The aim of this paper is to give a description of the Poisson-Furstenberg boundary of random walks on non-amenable Baumslag-Solitar groups. After a short introduction to Baumslag-Solitar groups and their geometry, we change our focus to random walks on these groups. The Poisson-Furstenberg boundary is a probabilistic model for the long-time behaviour of random walks. For random walks on non-amenable Baumslag-Solitar groups we identify the Poisson-Furstenberg boundary in terms of the boundary of the hyperbolic plane and the space of ends of the associated Bass-Serre tree using Kaimanovich's strip criterion. The precise statement can be found in Theorem 5.11 on page 25.
Introduction
For any two non-zero integers p and q the Baumslag-Solitar group BS(p, q) is given by the presentation BS(p, q) = 〈 a, b | ab p a −1 = b q 〉. These groups were introduced by Baumslag and Solitar in [BS62] , who identified BS (2, 3) as the first example of a two-generator one-relator non-Hopfian group and thus answered a question by B. H. Neumann, see [Neu54] . Later on, it was shown that BS(p, q) is Hopfian if and only if |p| = 1 or |q| = 1 or P (p) = P (q), where P (x) denotes the set of prime divisors of x, see [BS62] and [Mes72] .
After reviewing some fundamental properties of Baumslag-Solitar groups, we shall consider random walks on these groups. Such a random walk is constructed as follows. First, we choose a probability measure µ on BS(p, q) such that the support of µ generates BS(p, q) as a semigroup. Then, the random walk starts at the identity element and proceeds with independent µ-distributed increments each of which is multiplied from the right to the current state.
us to use the respective machinery, such as Britton's Lemma, see [Bri63] , which implies that a freely reduced non-empty word w over the letters a and b and their formal inverses can only represent the identity element 1 ∈ BS(p, generate a non-abelian free subgroup. So, BS(p, q) is non-amenable. On the other hand, if |p| = 1 or |q| = 1, a simple calculation shows that the normal subgroup 〈〈 b 〉〉 BS(p, q) is abelian with quotient isomorphic to Z. In this case, BS(p, q) is solvable and therefore amenable.
As we will discuss in Section 4.3, the distinction between the two cases is of importance when working with random walks.
Projection to the Bass-Serre tree
Assume first that 1 ≤ p < q. The Cayley graph G of the group G := BS(p, q) with respect to the standard generators a and b is the directed multigraph with vertex set G, edge set G × { a, b }, source function s : G × { a, b } → G given by s(g, x) := g, and target function t : G × { a, b } → G given by t(g, x) := gx. Recall that a graph is just a pair consisting of a vertex set and an edge set with the property that every edge is a two-element subset of the vertex set. Every directed multigraph can be converted into a graph by ignoring the direction and the multiplicity of the edges and deleting the loops. For the purpose of this paper it is sufficient to think of G as a graph, and we shall tacitly do so.
Consider the illustration of G in Figure 1 . Intuitively speaking, we may look at it from the side to see the associated Bass-Serre tree. Formally, let B := 〈 b 〉 ≤ G and let T be the graph with vertex set G/B = { gB | g ∈ G } and edge set { { gB, gaB } | g ∈ G }. This graph is actually a tree; it is obviously connected and, by Britton's Lemma, it does not contain any cycle. Note that the canonical projection π T : G → G/B given by π T (g) := gB is a weak graph homomorphism from G to T, i. e. whenever the vertices g and h are adjacent in G, their images gB and hB either agree or they are adjacent in T. 
Remark 2.1 ("levels
"
Projection to the hyperbolic plane
The second projection captures the information that is obtained by looking at G from the front. In order to construct it, we introduce another group. Let Aff Now, we are ready to construct the second projection π H : G → H. Pick an element g ∈ G, map it via π Aff + (R) to Aff + (R), think of the latter as an isometry of H, and evaluate it at i ∈ H. The following lemma illustrates this construction.
Lemma 2.3
For every g ∈ G the point π H (ga) ∈ H is above the point π H (g) ∈ H; the two points have the same real part and their distance is ℓ a := ln . So, in some way, we are actually looking at G from the front. 1 To be more precise, the elements of Aff + (R) correspond to the orientation-preserving isometries of H that fix ∞ ∈ ∂H, which is defined in Section 2.5. The orientation-reversing isometries of H that fix ∞ ∈ ∂H will be crucial for the investigation of Baumslag-Solitar groups BS(p, q) with 1 < p < −q in the Appendix. Proof. This is clear for g = 1. Now, pick an arbitrary element g ∈ G.
The points π H (ga) ∈ H and π H (g) ∈ H are obtained by applying π Aff + (R) (g) to the points π H (a) ∈ H and π H (1) ∈ H.
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But since π Aff + (R) (g) is the composition of a dilation z → αz and a translation z → z + β, the relative position of the two points is preserved. The same argument works for the second assertion, which completes the proof.
Discrete hyperbolic plane
Here and throughout the paper, we use the symbol N 0 to denote the non-negative integers and the symbol N to denote the strictly positive integers. Fix an ascending doubly infinite path v : Z → G/B in the tree T. Ascending refers to the level function defined in Remark 2.1, and it means that for every k ∈ Z the vertex v(k) is located above the preceding Figure 2 , is obviously connected so that the graph distance d G v becomes a metric. This subgraph is sometimes referred to as discrete hyperbolic plane or plane of bricks, which makes particular sense in light of Proposition 2.5. Variations of the latter have already been used in the literature, e. g. in [Anc88] , [FM98] , and [CFM04] . Concerning [Anc88] , see also the remark in [CW92, p. 382]. Proof. We realise the edges of the graph G v geometrically. Whenever two vertices g, h ∈ G v are adjacent, we connect their images π H (g) ∈ H and π H (h) ∈ H by a geodesic in H. In order to avoid confusion, we refer to these images as H-vertices and to the geodesics between them as H-edges. By the proof of Lemma 2.2 and by Lemma 2.3, the H-vertices and H-edges yield a tessellation of the hyperbolic plane with isometric bricks of the following shape. The H-vertices of each brick are located on two distinct horizontal lines; on the upper one there are p +1 and on the lower one there are q+1. In either case, the H-vertices are connected by H-edges of length ℓ b to form a chain (= piecewise geodesic curve). Due to the curvature, both the two leftmost and the two rightmost H-vertices are located precisely above each other and connected by vertical H-edges of length ℓ a , see 2 in Figure 2 and Figure 3 . Since the bricks are uniformly bounded and cover the hyperbolic plane H, the restriction
Proposition 2.5 The restriction
Pick any two vertices g, h ∈ G v . We aim to estimate the distances
multiples of each other. First, choose a path of minimal length from g to h in G v . It corresponds to a chain of H-edges from π H (g) to π H (h), see 3 in Figure 2 . This chain consists of d G v (g, h) many H-edges, each of which has length at most max{ ℓ a , ℓ b }. Hence,
For the converse estimate, let us make the following auxiliary definition. Every point x ∈ H that is not in the interior of a brick is either an H-vertex, in which case we define x ′ to be x, or it is in the interior of an H-edge, in which case we define x ′ to be one of the endpoints of the H-edge, whichever is closer. In the case that x is precisely in the middle of the H-edge, we choose the left endpoint rather than the right one and the lower endpoint rather than the upper one. With this notion in mind, consider the geodesic γ from π H (g) to π H (h), see Figure 3 . Whenever γ traverses the interior of a brick B, it enters the interior at some point x ∈ ∂B and leaves it at some other point y ∈ ∂B. In this situation, approximate the part of γ from x to y by a chain of H-edges from x ′ to y ′ . We may choose this chain such that, whenever x ′ = y ′ , the chain has no H-edge at all and, otherwise, the number of H-edges in the chain is at most 
Remark 2.7
The level of a vertex g ∈ G can be recovered both from π T (g) ∈ G/B and from π H (g) ∈ H. In fact, the image of π T × π H : G → G/B × H is contained in the horocyclic product of the tree T and the hyperbolic plane H, which is sometimes referred to as treebolic space, see [BSSW15] for details.
Compactifications
Both the tree T and the hyperbolic plane H have a natural compactification. In case of T, it is the end compactification, which can be constructed as follows. Fix a base point, say B ∈ G/B, and consider the set T of all reduced paths that start in B, be they finite or infinite. The endpoint map yields a one-to-one correspondence between the finite paths and the vertices G/B. We may therefore think of G/B as a subset of T. The set T can be endowed with the metric
Here, the symbol |x ∧ y| denotes the number of edges the two paths run together until they separate, i. e. |x ∧ y| = max{ k ∈ N 0 | x(k) and y(k) are both defined and x(k) = y(k) }, see 1 in Figure 4 . Hence, the later the paths separate the closer they are. The set T endowed with the metric d T is a compact metric space that contains G/B as a discrete and dense subset. The complement of G/B is the set of infinite paths, it is usually denoted by ∂T and called the space of ends.
In case of H, we temporarily switch to the Poincaré disc model. More precisely, instead of working in the half-plane
z+i is one possibility to convert between the two models. Since we are currently interested in the topological structure, let us highlight that the hyperbolic topology on D is the one induced by the Cayley transform, i. e. the one that turns the Cayley transform into a homeomorphism. It happens to agree with the standard topology on D. So, topologically speaking, the hyperbolic plane in the Poincaré disc model is just a subspace of the complex plane C. We may therefore compactify it by taking the closed unit disc D := { z ∈ C | |z| ≤ 1 }, see Figure 4 . In order to translate this compactification back to the Poincaré half-plane model, we first extend both the domain and the codomain of the Cayley transform so that we obtain a bijection W : H ∪ R ∪ { ∞ } ։ D, and then apply its inverse. The resulting space H := H ∪ R ∪ { ∞ } is our compactification. It is, once again, endowed with the induced topology, and thus a compact space that contains H as a dense subset. The complement of H is the union R∪{ ∞ }, it is usually denoted by ∂H and called the hyperbolic boundary. Having introduced the hyperbolic boundary this way, the following lemma gives us a helpful criterion for convergence. Its proof is elementary and we leave it to the reader. 
Random walks on groups

Basic notions
The aim of the current work is to study random walks on Baumslag-Solitar groups. Before doing so, we fix the notation. Given a countable state space X , an initial probability measure ϑ : X → [0, 1], and transition probabilities p : X × X → [0, 1], we are interested in the Markov chain Z = (Z 0 , Z 1 , . . .) that starts according to ϑ and proceeds according to p. Formally, we construct the probability space (Ω, A , P), where Ω := { (x 0 , x 1 , . . .) | ∀ n ∈ N 0 : x n ∈ X } is the set of trajectories, A is the product σ-algebra, and P is the probability measure induced by ϑ and p. The projections Z n : Ω → X given by Z n (x 0 , x 1 , . . .) := x n become random variables that constitute the Markov chain. For details on the terminology used above, see e. g. [Kle14, §1] , and for a gentle introduction to discrete Markov chains, see e. g. [Woe09, §1] . We will use the term random walk instead of Markov chain.
Next, let us assume that X is a countable group G, in which case we may study random walks whose transition probabilities are adapted to the group structure. In order to do so, we first pick a probability measure µ : G → [0, 1] whose support supp(µ) = { g ∈ G | µ(g) > 0 } generates G as a semigroup, see also Remark 3.1 below. Then, we consider the random walk given by the following data. The initial probability measure ϑ : G → [0, 1] puts all mass on the identity element 1 ∈ G and the transition probabilities p :
We could also have said p(g, gx) := µ(x), which leads to a handy interpretation. The random walk starts at the identity element and has independent µ-distributed increments each of which is multiplied 
Finite moments
We need to assume that the probability of huge jumps is sufficiently small. The notion of moments helps us to make this assumption rigorous. Given a probability space, e. g. (Ω, A , P) introduced in Section 3.1, and a real valued random variable X : Ω → R, the latter has finite first moment if |X | dP < ∞. In this case, both X + dP < ∞ and X − dP < ∞, and we can define the expectation E(X ) := X + dP − X − dP. Of course, the difference would still make sense if only one of the two integrals was finite. But this is not of relevance for us and when writing E(X ) we implicitly mean that −∞ < E(X ) < ∞. More generally, given any non-negative k ∈ R, a real valued random variable X : Ω → R has finite k-th moment if |X | k dP < ∞. In our setting, the increments X 1 , X 2 , . . . are not real valued random variables but take values in G, whence we need to specify the hugeness of a jump before talking about finite moments. [Mei08, Lemma 11.37 ].
Definition 3.2 ("word metric", "finite k-th moment") If G is a finitely generated group and S ⊆ G is a finite generating set, then the word metric d S on G is given by
d S (g, h) := min{ n ∈ N 0 | ∃ s 1 , . . ., s n ∈ S : ∃ ε 1 , . . ., ε n ∈ { 1, −1 } : g −1 h = s 1 ε 1 · . . . · s n ε n } .
Note that the word metric coincides with the distance in the respective Cayley graph. A random variable X : Ω → G has finite k-th moment if the image d S (1, X ) : Ω → R has finite k-th moment in the classical
sense, i. e. if d S (1, X ) k dP < ∞.
Remark 3.3 We leave it to the reader to verify that this property does not depend on the choice of the finite generating set S ⊆ G, see also
Real parts, imaginary parts, and vertical drift
Let us now return to the situation we are interested in, namely that G = BS(p, q) with 1 ≤ p < q. When working with the projection π H : G → H, we often consider the imaginary parts Im(π H (g)) and the real parts Re(π H (g)) separately, and it is convenient to abbreviate the former by A g and the latter by B g . Occasionally, we do not need to assume that X 1 has some finite moment but impose this assumption on the images ln(A X 1 ) and ln(1 + |B X 1 |). The following lemma relates the two situations. 
So, instead of thinking of ln(A g ) we may think of a multiple of λ(g).
Proof of Lemma 3.4. Let S := { a, b } ⊆ G be the standard generating set. Then
Concerning the second assertion, observe that d
, which can be shown by the same argument as in the proof of Proposition 2.5. This observation allows us to estimate
Therefore,
which proves the claim.
It is easy to construct examples showing that the converse of Lemma 3.4 does not hold. In addition to the moments of ln(A X 1 ) and ln(1 + |B X 1 |), we will use the notion of vertical drift. Consider a random walk Z = (Z 0 , Z 1 , . . .) on G and its pointwise projection λ(Z) = (λ(Z 0 ), λ(Z 1 ), . . .) to the levels. Since 
Poisson-Furstenberg boundary
Lebesgue-Rohlin spaces
The Poisson-Furstenberg boundary is a probabilistic model for the long-time behaviour of a random walk. In order to define it, we need to ensure that we are working with Lebesgue-Rohlin spaces, which are also known as standard probability spaces. For definitions and basic examples we refer to [Roh52] , [Hae73] , and [Rud90] . Moreover, let us mention the collection of facts in [KKR04, Appendix] and the more informal introduction in [CK12] .
The most prominent examples of Lebesgue-Rohlin spaces are discrete probability spaces and the unit interval 
Poisson-Furstenberg boundary and some of its properties
In light of Remark 4.1, we may observe that the space of trajectories Ω introduced in Section 3.1 is the product X N 0 and can therefore be endowed with the product topology. One can show that the latter is actually a Polish space, see e. g. [Wil70, Theorem 24.11]. Since its Borel σ-algebra agrees with the product σ-algebra A , the completion of (Ω, A , P) is a Lebesgue-Rohlin space. From now on, let us assume that, as soon as a measurable space is endowed with a probability measure, we are working with its completion. We may therefore say that (Ω, A , P) is a Lebesgue-Rohlin space.
Since we are interested in the long-time behaviour of the trajectories x = (x 0 , x 1 , . . .) ∈ Ω, we identify those pairs of trajectories whose tails sooner or later behave identically. More precisely, we define an equivalence relation ∼ on Ω by
Note that we allow the times t 1 and t 2 to be different. If we did not, we would end up with the tail boundary instead of the Poisson-Furstenberg boundary. Consider the partition ζ of Ω into equivalence classes mod ∼, see 1 in Figure 5 . This partition induces a sub-σ-algebra A ζ of A , consisting of all A ∈ A which are compatible with the partition ζ, i. e. which are unions of equivalence classes mod ∼, see 2 in Figure 5 . The Poisson-Furstenberg boundary (B, B, ν) is the quotient of (Ω, A , P) with respect to the induced sub-σ-algebra A ζ . More precisely, it is the Lebesgue-Rohlin space (ζ 1 , A ζ 1 , P| A ζ 1 ) that consists of the measurable hull ζ 1 of ζ, the induced sub-σ-algebra A ζ 1 , and the restriction P| A ζ 1 of the probability measure P to A ζ 1 . Concerning the measurable hull, see [Roh52, §3.3] The map from the trajectory space Ω to the Poisson-Furstenberg boundary B that assigns to every trajectory x ∈ Ω the respective element of the partition ζ 1 is called the boundary map bnd : Ω → B.
Note that the above is not the only possible definition of the Poisson-Furstenberg boundary, further equivalent ones are given in [KV83] . One important feature of the Poisson-Furstenberg boundary is that it can be used to describe all bounded harmonic functions on the state space X . The initial probability measure of a random walk is denoted by ϑ : X → [0, 1]. First, we pick some reference measure ϑ with supp(ϑ) = X . Then, we consider the random walk Z = (Z 0 , Z 1 , . . .) that starts according to ϑ, has probability measure P ϑ and Poisson-Furstenberg boundary (B, B, ν ϑ ).
All other initial probability measures, in particular the Dirac measures δ x at points x ∈ X , are absolutely continuous with respect to ϑ. Therefore, the measures P x := P δ x are absolutely continuous with respect to P ϑ , which implies that we may endow (B, B) with measures ν x := ν δ x in order to obtain the respective Poisson-Furstenberg boundaries.
From this point of view, it would have made sense to define the Poisson-Furstenberg boundary as a measurable space (B, B) endowed with a family of measures. A first step decomposition shows that for every two points x, y ∈ X the equation ν x = y∈X p(x, y) · ν y holds. Hence, given an essentially bounded function f mapping from the Poisson-Furstenberg boundary (B, B, ν ϑ ) to the real numbers R, we can construct a bounded harmonic function ϕ : X → R given by the Poisson integral representation formula
There is also a way back from ϕ to f using martingale convergence so that, in the end, one obtains a one-to-one correspondence, even an isometry of Banach spaces, between the space L 
Classical results about triviality and geometric identification
Given a random walk, be it on a generic state space or on a group, a challenging problem is to decide whether the Poisson-Furstenberg boundary is trivial or not. In the latter case, one may wonder how to identify it geometrically. We shall only outline a few results about the Poisson-Furstenberg boundary of random walks on countable groups. A recent survey has been given by Erschler in [Ers10] .
As before, let Z = (Z 0 , Z 1 , . . .) be a random walk on a countable group G driven by the probability measure µ. We assume that the support supp(µ) generates G as a semigroup, see Section 3.1. If G is abelian, then the Poisson-Furstenberg boundary is always trivial, see [Bla55] and [CD60] . The same holds true for all groups of polynomial growth, and for groups of subexponential growth endowed with a probability measure µ with finite first moment. For the special case of probability measures with finite support, see [Ave74] , and for the general case, see e. g. [KW02, Theorem 5.3] and [Ers04, §4]. Moreover, it was shown in [Ers04] , that the assumption of finite first moment cannot be dropped. If G is amenable, then one can show that there is at least one symmetric probability measure µ such that the Poisson-Furstenberg boundary is trivial, see the conjecture in [Fur73, §9] . The proof of the conjecture has been announced in [VK79, Theorem 4] and given in [Ros81] and [KV83] . In case of the Baumslag-Solitar group G = BS(1, 2), the Poisson-Furstenberg boundary may or may not be trivial depending on the vertical drift, see Definition 3.6. More precisely, for random walks on G = BS(1, 2) with finite first moment the Poisson-Furstenberg boundary is isomorphic to R for δ < 0 and trivial for δ = 0 and isomorphic to Q 2 for δ > 0, see [Kai91, Theorem 5.1]. We may think of Q 2 as the space of upper ends of the corresponding Bass-Serre tree T. Further results about random walks on rational affinities are given in [Bro06] . For the Poisson-Furstenberg boundary of lamplighter random walks, see [VK79] , [KV83] , [LP15] , and also [Sav10] .
If G is non-amenable, then the Poisson-Furstenberg boundary is always non-trivial, see [Fur73, §9] . In particular, this implies that the Poisson-Furstenberg boundary of random walks on non-amenable Baumslag-Solitar groups can never be trivial, also when δ = 0.
Kaimanovich's strip criterion
Kaimanovich's strip criterion is a tool for identifying the Poisson-Furstenberg boundary geometrically. The strategy is to choose a suitable µ-boundary as a candidate. Our one will be given in terms of the boundaries ∂H and ∂T. The strip criterion then enables us to prove that our candidate is indeed isomorphic to the Poisson-Furstenberg boundary. Let us first recall the strip criterion. For a proof we refer to [Kai00, §6.4]. 
Remark 4.4 The proof shows that it is not even necessary to verify the convergence for every g ∈ G.
It suffices to consider the special case g = 1 as long as we can ensure that a random strip contains the identity element 1 ∈ G with positive probability, i. e. that
The following four notions have not yet been introduced.
(a) "entropy" -The entropy of the probability measure µ is the expected amount of information contained in the outcome of a random variable that is distributed according to µ. More precisely, it is the real number given by H(µ) := g∈G − log 2 (µ(g)) · µ(g). Here, as usual, one defines − log 2 (0) · 0 := 0. For us, the assumption of finite entropy will be no issue because Baumslag-Solitar groups are finitely generated and the increments under investigation have finite first moment. This implies that their probability measures µ have finite entropy, as shown by the following well-known lemma.
Lemma 4.5 Let G be a finitely generated group Proof. Let S ⊆ G be a non-empty finite generating set. Moreover, let b := 2 · |S| + 1, whence b ≥ 3. In this proof, we shall use the shorthand notation d instead of d S to denote the word metric on G. We have to show that the entropy H(µ) = g∈G − log 2 (µ(g))·µ(g) is finite. First, we change the base of the logarithm
and split the summands appropriately
Then, we recall that the function x → − log b (x) · x is increasing on the interval 0, 1 e , and conclude that g∈G {1} with
On the other hand, since X has finite first moment, g∈G {1} with
So, both sums are finite, whence H(µ) must be finite, too. (c) "μ-boundary" -While µ is the probability measure driving the random walk, the symbolμ denotes the reflected probability measure given byμ(g) :
). Accordingly, aμ-boundary is a space that satisfies the requirements of a µ-boundary when replacing µ byμ. gauge" -A gauge G is an exhaustion G = (G 1 , G 2 , . . .) of the group G, i. e. a sequence of subsets G k ⊆ G which is increasing G 1 ⊆ G 2 ⊆ . . . and whose union G 1 ∪ G 2 ∪ . . . is the whole group G. Given a gauge G and an element g ∈ G, we may ask for the minimal index k ∈ N with the property that g ∈ G k . This index is the value of the associated gauge function | · | = | · | G at g. (Ω, A , P) 
(d) "
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Identification of the Poisson-Furstenberg boundary
We still assume that 1 ≤ p < q and consider a random walk Z = (Z 0 , Z 1 , . . .) on G = BS(p, q). Moreover, recall the abbreviations A g := Im(π H (g)) and B g := Re(π H (g)) introduced in Section 3.3.
Convergence to the boundary of the hyperbolic plane
The following lemmas concern the behaviour of the projections π H (Z n ). They seem to be well-known and we do not claim originality. But, for the sake of completeness, we give rigorous proofs. Proof. We can use the strong law of large numbers to obtain Proof. Note that the argument given in the proof of Lemma 5.1 can be adapted to show that the imaginary parts A Z n converge a. s. to 0, whence we only need to understand the behaviour of the real parts
, and in light of the multiplication in Aff
Hence, the real parts B Z n are partial sums of the infinite series
In order to verify a. s. convergence of the latter, we apply Cauchy's root test,
For the convergence claimed in the first factor we can use the strong law of large numbers, for the one claimed in the second factor the Borel-Cantelli Lemma. Indeed, let us write Q k for the quotient 1 k · ln(1 + |B X k |). In order to show that Q k → 0 a. s., recall that ln(1 + |B X 1 |) has finite first moment. So, for every ε > 0 we may estimate
Therefore, the Borel-Cantelli Lemma yields
Replacing ε by 1, The natural question that remains is the one asking for the driftless case. An answer has been given by Brofferio in [Bro03, Theorem 1]. It says that under the same mild assumptions, namely that ln(A X 1 ) and ln(1 + |B X 1 |) have finite first moment, the projections π H (Z n ) converge a. s. to ∞ ∈ ∂H. But, for us, a result of slightly different flavour will be of relevance. 
the n-th ladder time, see Figure 6 for an illustration of the first ladder times τ(0) and τ(1). The following lemma concerns the random variable ln(1 + τ k=1 . Since ln(A X 1 ) has finite second moment, we know that also λ(X 1 ) has finite second moment and
Lemma 5.4 Under the same assumptions as in Lemma 5.3, namely that ln(A X 1 ) has finite second moment, there is an
.44] referring to [Fel71, p. 415] . Using this asymptotics, we obtain
.
In particular, there is a k 0 ∈ N such that for all k ≥ k 0 the summands , and the strong law of large numbers yield
Now, we are prepared for the main argument. Recall that we aim to show that ln(1 + τ k=1 |B X k |) has finite first moment. The sums 
It thus suffices to verify the right-hand side. In order to do so, we would like to estimate
A priori, it might be the case that L = ∞ and the second factor in the rightmost term is 0, in which case the product would not make sense. We claim that L is a. s. finite, which does not only legitimate the above estimate but also completes the proof. Indeed, observe that
So, by the strong law of large numbers,
This implies that L ≤ lim sup n→∞ M n β < ∞ a. s., and completes the proof.
Proof of Lemma 5.3. Recall from [Éli82, §5.44] and [Fel71, p. 415] that P({
with a strictly positive constant. In particular, there is a k 0 ∈ N such that for all k ≥ k 0 the summands
and we obtain
As we have mentioned in the proof of Lemma 5.4, the differences τ(1) − τ(0), τ (2) − τ(1), . . . are i. i. d., and they are non-negative. So, we may deduce 6 from the strong law of large numbers that
∞ and n τ(n)
n→∞ − −−−− → a. s.
.
This can be used to estimate the distance between π H (Z 0 ) and π H (Z n ) from above. First, for every n ∈ N 0 let m = m(n) ∈ N 0 be the unique element with τ(m) ≤ n < τ(m + 1). This element exists a. s. because the ladder times 0 = τ(0) < τ(1) < . . . do. Now, we may estimate
The numbers refer to Figure 7 . We will consider the three summands separately and show that each of them converges a. s. to 0. For 1 and 3 this is straightforward. Indeed,
0 . 
Hence, using that
and n < τ(m + 1), we obtain
which allows us to apply ( * ) and finally conclude
Figure 7: Estimate of the distance between π H (Z 0 ) and π H (Z n ).
Convergence to the space of ends of the Bass-Serre tree
Unlike the ones considered in Section 5.1, the projections π T (Z n ) do not need to satisfy the Markov property. Consider, for example, the random walk Z = (Z 0 , Z 1 , . . .) driven by the uniform measure on the standard generators and their formal inverses. Then, given
B, the projection π T (Z k ) comes back to B with probability By Lemma 3.4, the assumption that X 1 has finite first moment implies that ln(A X 1 ) has also finite first moment. For the proof of the Lemma 5.5, we give an argument using the notion of regular sequences, see [CKW94, §2.C]. One difference to [CKW94] is that we do not fix any particular end ω ∈ ∂T. Therefore, we replace the Busemann function h, which depends on the choice of ω ∈ ∂T, by the graph distance to the basepoint B. The other difference is that we work with the limit inferior instead of the limit in order to be prepared to deal with the driftless case, too. In order to prove Lemma 5.5, we pursue a two-step strategy. First, we show that every regular sequence converges to an end and, second, that the projections π T (Z n ) constitute a. s. a regular sequence.
Concerning the first part, we pick an arbitrary regular sequence (x 0 , x 1 , . . .) and claim that there is an
Assume there was no such end. Then, we know that for every ξ ∈ ∂T there is an ε 1 = ε 1 (ξ) > 0 such that Next, we pick such an end ξ ∈ ∂T and claim that the sequence (x 0 , x 1 , . . .) converges to ξ. Let ε > 0. We
n . By 1 , the constant α is strictly positive. Moreover, all but finitely many |x n | T are strictly greater than 2αn. The elements in B ε (ξ) are characterised by the property that the paths starting in B and representing them must have a certain finite initial piece. Let m be the length of this piece, i. e. m := max{ 0, ⌊1 − log 2 (ε)⌋ }, see Figure 8 . By the above and by 2 , there is an n 0 ∈ N such that for all n ≥ n 0 the inequalities |x n | T > αn + m and d T (x n , x n+1 ) < αn hold. Since B ε (ξ) contains infinitely many x k , we can even find an n 1 ≥ n 0 such that x n 1 ∈ B ε (ξ). It turns out that not just for n 1 but for all n ≥ n 1 we have x n ∈ B ε (ξ). Indeed, if there was an n ≥ n 1 such that x n ∈ B ε (ξ) and x n+1 ∈ B ε (ξ), we would know that
The latter, of course, contradicts d T (x n , x n+1 ) < αn, see Figure 8 . So, the two claims show that every regular sequence converges to an end. Concerning the second part, we aim to prove that
.
Recall from Remark 3.5 that not just X 1 and ln(A X 1 ) have finite first moment but also λ(X 1 ) has. So, the strong law of large numbers yields
Next, let S := { a, b } ⊆ G be the standard generating set. The numerators d(π T (Z n ), π T (Z n+1 )) of the fraction considered in 2 are i. i. d., and the first one satisfies
So, again, by the strong law of large numbers
from where a simple calculation yields 2 .
For the driftless case, the situation is not as easy and in order to show almost sure convergence of the projections π T (Z n ) to a random end, we restrict ourselves to the non-amenable subcase 1 < p < q.
Lemma 5.6 Let 1 < p < q. Assume that X 1 has finite first moment, ln(A X 1 ) has finite second moment, and there is an ε > 0 such that ln(1 + |B X 1 |) has finite (2 + ε)-th moment. If there is no vertical drift, i. e. δ = 0, then the projections π T (Z n ) converge a. s. to a random end ξ ∈ ∂T.
Proof. Again, we claim that the projections π T (Z n ) constitute a. s. a regular sequence. But since δ = 0, we need to modify the argument from the proof of Lemma 5.5 that showed 1 . By assumption, G is non-amenable and, in particular, the spectral radius ̺(µ) of the random walk Z = (Z 0 , Z 1 , . . .) is strictly 
holds. Let us postpone the proof and record that, using this auxiliary result and Lemma 5.3, we obtain lim inf
This is 1 . Concerning 2 , note that the respective argument from the proof of Lemma 5.5 did not use the assumption that δ = 0, and therefore does also works for δ = 0. So, we know that the projections π T (Z n ) constitute a. s. a regular sequence, which converges to a random end by the proof of Lemma 5.5.
It remains to show the auxiliary result. In order to do so, we construct a path from 1 to g in the Cayley or geometrically using the properties of the Cayley graph G, we can find a path from 1 to the coset gB with at most q 2 + 1 · |π T (g)| T many edges. Let h ∈ gB be the endpoint of such a path. Next, recall the notion of discrete hyperbolic plane from Section 2.4. We pick an arbitrary ascending doubly infinite path v : Z → G/B in the tree T that traverses the vertex gB, consider the discrete hyperbolic plane G v , and take a shortest path from h to g in G v .
By the proof of Proposition 2.5, its length
We may continue this estimate and finally obtain
So, the concatenation of the two paths considered above has at most α·|π T (g)|+β·d H (π H (1), π H (g)) many edges with α := (1
Construction of the Poisson-Furstenberg boundary
Resuming Sections 5.1 and 5.2, we may formulate the following theorem.
Theorem 5.7 ("convergence theorem") Let Z = (Z 0 , Z 1 , . . .) be a random walk on a non-amenable Baumslag-Solitar group G = BS(p, q) with 1 < p < q. Suppose that the increment X 1 has finite first moment. The boundaries ∂H and ∂T are endowed with their Borel σ-algebras B ∂H and B ∂T . Under suitable assumptions on the moments, the projections π H (Z n ) and π T (Z n ) converge a. s. to a random element in the respective boundary and we may consider the boundary maps bnd ∂H : Ω → ∂H and bnd ∂T : Ω → ∂T, defined almost everywhere, assigning to a trajectory ω = (x 0 , x 1 , . . .) ∈ Ω the limits
If the vertical drift is
Even though the boundary maps are only defined almost everywhere, they are measurable in the sense that the preimages of measurable sets are measurable. Given bnd ∂H and bnd ∂T , we may construct their product map bnd ∂H×∂T : Ω → ∂H×∂T. It is measurable with respect to the product σ-algebra B ∂H ⊗B ∂T . Since both ∂H and ∂T are metrisable and separable topological spaces, it is not hard to see that the product σ-algebra B ∂H ⊗ B ∂T agrees with the Borel σ-algebra B ∂H×∂T , see e. g. [Bil99, Appendix M.10].
In the following, one should keep in mind that bnd ∂H , bnd ∂T , and bnd ∂H×∂T are only defined if the respective projections π H (Z n ) and π T (Z n ) converge a. s. to a random element in the boundary. For the latter, recall that ends are infinite reduced paths that start in B. The coordinatewise action on the ends maps every such path ξ ∈ ∂T to some other path that need not start in B any more. The end gξ ∈ ∂T is obtained by connecting B with the initial vertex of this path and reduce the concatenation. This way, it is not hard to see that we can map every ξ ∈ ∂T to an end with an arbitrarily chosen finite initial piece.
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In particular, every orbit { gξ | g ∈ G } is infinite and dense in ∂T.
By changing the initial probability measure of the random walk Z = (Z 0 , Z 1 , . . .) as in Section 4.2, we obtain stationarity of the measure ν ∂T . More precisely, for every measurable set A ⊆ ∂T
The same result holds true for ∂H and the product ∂H × ∂T, which is endowed with the componentwise left G-action. These observations will be helpful in a moment, when we show that the hitting measures are either Dirac measures or non-atomic. Our proof is based on [Woe89, Lemma 3.4], which is much more general. The original idea for our special case might be older. Proof. Let us first consider the hitting measure ν ∂T . Suppose, there were elements of positive measure. Then, we may choose such an element ξ ∈ ∂T with maximal measure a. In particular, for every element
We claim that for every η ∈ { gξ | g ∈ G } the equality ν ∂T (η) = a holds. Indeed, let us first suppose that there was an element h ∈ supp(µ) ⊆ G with ν ∂T (h
This is a contradiction. Due to the irreducibility of the random walk, ν ∂T (h −1 ξ) = a does not only hold for all h ∈ supp(µ) ⊆ G but inductively for all h ∈ G, which proves our claim. But the orbit { gξ | g ∈ G } is infinite, so 1 = ν ∂T (∂T) ≥ |{ gξ | g ∈ G }| · a = ∞. And this is, again, a contradiction. If δ > 0, the result that the hitting measure ν ∂H is the Dirac measure at ∞ ∈ ∂H is an immediate consequence of Lemma 5.1. On the other hand, if δ < 0, then ν ∂H (∞) = 0 by Lemma 5.2. Now, we can repeat the above argument. Suppose, there was an element of positive measure. Then, we may choose such an element r ∈ ∂H { ∞ } of maximal measure. Again, all elements in its orbit { gr | g ∈ G } must have the same measure and, since the orbit is infinite, this yields a contradiction. Now, let A ⊆ ∂T be an arbitrary non-empty open subset. In particular, there is a vertex gB, such that all ends traversing gB belong to A. Similarly to the argument given in Footnote 7, either gP or gbP is contained in A, see Figure 9 . We may assume w. l. o. g. that gP ⊆ A. Moreover, due to the irreducibility 7 Consider such a finite initial piece, i. e. a finite reduced path from B to some vertex gB. Given the end ξ ∈ ∂T, we construct its image gξ ∈ ∂T. It will have the correct finite initial piece unless cancellation takes place. But then, consider the image gbξ ∈ ∂T instead. Since |p| = 1 and |q| = 1, cancellation will take place in at most one of the two cases. of the random walk, there is an n ∈ N such that µ (n) (g) > 0, i. e. the probability to reach g in exactly n steps is positive. Hence,
The proof of the second assertion is similar. Since we have to keep track of two components, it is slightly more technical so that we give only a proof sketch. Recall from above the set P ⊆ ∂T. Given the random variable bnd ∂T takes a value in P, at least one open interval (k, k + 1) ⊆ ∂H with k ∈ Z will be hit by the random variable bnd ∂H with positive probability, call it Q ⊆ ∂H. So, we know that ν ∂H×∂T (Q × P) > 0. 
Finally, there is an integer k ∈ Z such that both images
Q ⊆ ∂H are contained in the interval (r, r + ε) and therefore both belong to A ∂H . The exponent k 3 will be either k or k + 1. Let us return to the tree and choose it in such a way that all ends in the image gb
Then, by construction, they also traverse the vertex gB and belong to A ∂T . Theorem 5.11 ("identification theorem") Let Z = (Z 0 , Z 1 , . . .) be a random walk on a non-amenable Baumslag-Solitar group G = BS(p, q) with 1 < p < q and suppose that the increment X 1 has finite first moment. If the vertical drift is negative, i. e. δ < 0, let us take the µ-boundary (∂H × ∂T, B ∂H×∂T , ν ∂H×∂T ) and theμ-boundary (∂T, B ∂T ,ν ∂T ). Here,ν ∂T denotes the hitting measure of the pointwise projection of the random walkŽ = (Ž 0 ,Ž 1 , . . .) driven by the reflected probability measureμ to the Bass-Serre tree T.
If the vertical drift is
Next, we need to define gauges and strips. Let S := { a, b } ⊆ G be the standard generating set and define gauges
In other words, the gauges exhaust the group G with balls centred at the identity 1 ∈ G, and the gauge function | · | = | · | G is nothing but the distance to 1 with respect to the word metric d S .
By Lemma 5.9, we know thatν ∂T ⊗ ν ∂H×∂T -almost every pair of points (ξ − , (r + , ξ + )) ∈ ∂T × (∂H × ∂T) has distinct ends ξ − , ξ + ∈ ∂T and a boundary value r + ∈ R. In this situation, we may connect ξ − and ξ + by a unique doubly infinite reduced path v : Z → T and define the strip S (ξ − , (r + , ξ + )) as follows. It consists of all g ∈ G that are contained in the full π T -preimage of v(Z), i. e. their image π T (g) is traversed by v, and have the property that the real part Re(π H (g)) has minimal distance to r + ∈ R among all real parts
Re(π H (h)) with h ∈ gB, see the left-hand side of Figure 10 . To all remaining pairs we assign the whole of G as a strip. This way, the map S becomes measurable and G-equivariant. By Lemma 5.10, a random strip contains the identity element 1 ∈ G with positive probability, i. e. the map S satisfies the inequality of Remark 4.4. So, it suffices to verify the following convergence for an arbitrary pair
.
But the strip S (ξ − , (r + , ξ + )) intersects the gauge G |Z n | in at most 2·|Z n |+1 many cosets of the form G/B, and each of them contains at most two elements of the strip. Therefore,
0 .
In the final step of the above calculation, we use again that the increments X 1 have finite first moment. Indeed, 1 It remains to consider the driftless case, i. e. δ = 0. Then, both µ andμ are driftless and there is no natural candidate for a real number that determines the horizontal position of the strip. But the fact that the projections π H (Z n ) have sublinear speed allows us to solve this issue. More precisely, take the µ-boundary (∂T, B ∂T , ν ∂T ) and theμ-boundary (∂T, B ∂T ,ν ∂T ). Now, define gauges
Again, we know thatν ∂T ⊗ν ∂T -almost every pair of points (ξ − , ξ + ) ∈ ∂T×∂T has distinct ends ξ − , ξ + ∈ ∂T, which we may connect by a unique doubly infinite reduced path v : Z → T. Let S (ξ − , ξ + ) be the full π T -preimage of v(Z), i. e. the set of all group elements g ∈ G such that the image π T (g) is traversed by v, see the right-hand side of Figure 10 . Again, to all remaining pairs we assign the whole of G as a strip. This way, the map S becomes measurable, G-equivariant, and satisfies the inequality of Remark 4.4. Now, pick an arbitrary pair (ξ − , ξ + ) ∈ ∂T × ∂T with distinct ends ξ − , ξ + ∈ ∂T. We claim that
Indeed, the inequality holds for a similar reason as above; the strip S (ξ − , ξ + ) intersects the gauge G |Z n | in at most 2·|Z n | 2 +1 many cosets of the form G/B. Slightly more involved is the observation that each of them contains at most exp(|Z n | + 2) many elements of the gauge. Fix a coset gB. The projections π H (h) of the elements h ∈ gB are located on the horizontal line L ⊆ H with imaginary part y := Im(π H (g)). One necessary condition for such an element h ∈ gB to be contained in the gauge G |Z n | is that the projection So, the coset gB contains strictly fewer than exp(|Z n | + 2) elements of the gauge. We will now show that both summands 1 and 2 converge a. s. to 0, which will complete the proof. Let us first observe that
Concerning 1 , we deduce from ( * ) and the proof of Proposition 2.5 that |Z n | ≤ max{ ℓ a , ℓ b , 1 }·d S (1, Z n )+1, and finally obtain by the same argument as above 
Appendix: The remaining non-amenable cases
Recall from Section 2.1 that a Baumslag-Solitar group BS(p, q) is non-amenable if and only if neither |p| = 1 nor |q| = 1. Until now, we have only identified the Poisson-Furstenberg boundary for random walks on non-amenable Baumslag-Solitar groups BS(p, q) with 1 < p < q. Replacing one of the two generators by its inverse, it is easy to see that BS(p, q) ∼ = BS(q, p) and BS(p, q) ∼ = BS(−p, −q) .
A.2 Action by isometries on the Euclidean plane
Let us now assume that G = BS(p, q) with 1 < p = |q|. This situation differs fundamentally from the ones discussed so far because the bricks introduced in the proof of Proposition 2.5 would now have equally many H-vertices on their upper and lower level. Therefore, we use the Euclidean plane R 1, y) ) .
In both cases, i. e. q > 0 and q < 0, it is possible to apply von Dyck's theorem and to extend the map uniquely to a group homomorphism π R 2 : G → M. Now, we may consider the projection π R 2 : G → R We aim to show that, as soon as the projections converge to a random element in ∂T, independently of the vertical drift, the Poisson-Furstenberg boundary is isomorphic to (∂T, B ∂T , ν ∂T ). In particular, we do not need to introduce any boundary to capture the behaviour of the projections π R 2 (Z n ). Concerning the projections π T (Z n ), we distinguish between two cases. If the vertical drift is different from 0, i. e. δ = 0, then the proof of Lemma 5.5 can be adapted and we obtain that the projections π T (Z n ) converge a. s. to a random end ξ ∈ ∂T. But if there is no vertical drift, i. e. δ = 0, then the proof of Lemma 5.6 cannot be adapted because it was based on the fact that the projections π H (Z n ) had sublinear speed; and the projections π R 2 (Z n ) do not need to have sublinear speed any more. In this situation, the following lemma may be used instead of Lemma 5.6. Proof sketch. Recall from the beginning of Section 5.2 that the projections π T (Z n ) do not need to satisfy the Markov property. Despite of this, we first show that they leave a. s. every finite ball with centre B, i. e. every set of vertices of the form { x ∈ G/B | d T (B, x) < r }. Suppose they did not. Then, there is a ball such that the probability to visit this ball infinitely often is strictly positive. Now, it is not hard to see that the probability to visit the centre of this ball infinitely often is also strictly positive. In other words, P({ ω ∈ Ω | ∃ infinitely many n ∈ N such that π T (Z n (ω)) = B }) > 0 .
But for every ω ∈ Ω we obtain π T (Z n (ω)) = B ⇐⇒ Z n (ω) · B = B ⇐⇒ Z n (ω) ∈ B ⇐⇒ Z n (ω) −1 ∈ B ⇐⇒ Z n (ω) −1 · B = B ⇐⇒ X n (ω) −1 · . . . · X 1 (ω) −1 · B = B .
