Abstract. This paper will introduce a new version of the commonly used "Pythagorean wins" statistic, which improves on the traditional method by means of a mathematical adjustment. The new statistic is called "pairwise" Pythagorean wins, and it is demonstrated, over a 30-year data set, to have a smaller overall root mean square error than the original Pythagorean formula.
Introduction
For decades, baseball statisticians have accepted and made use of the idea, first introduced by Bill James, that a team's ratio of runs scored to runs allowed, used in the proper formula, is a better predictor of a team's future performance than its winloss record. The idea as originally formulated (and explained in (Pythagorean Theorem of Baseball n.d.), among many other places) is roughly as follows: to generate a prediction of a team's winning percentage, all we have to know is the number of runs the team has scored (call that R) and allowed (call that r). Then the predicted winning percentage can be computed using the formula
This formula is usually called the Pythagorean formula; the output P is called the Pythagorean winning percentage; and often P is multiplied by the number of games a team has played to obtain a number analogous to wins, called Pythagorean wins.
A team's Pythagorean winning percentage is supposed to represent the "true" probability that the team will win a random game it plays. As a consequence, Pythagorean wins are treated as the expected value of the number of wins a team should have. Indeed, Pythagorean win-loss totals are often referred to as "Expected W-L" for this exact reason. (Pythagorean Theorem of Baseball n.d.) expressly claims that "a team's actual W-L record will approach the Pythagorean Expected W-L record over time, not the other way around". This clearly follows from assuming that Pythagorean wins are in fact the expected values of teams' win totals. Years of use have shown that this basic concept is a very useful notion to analyze teams' performances.
In the literature on this statistic-including (Pythagorean Theorem of Baseball n.d.) itself, and discussed more fully in (Davenport & Woolner 1999) -it is often pointed out that the original Pythagorean formula admits room for improvement. The most common claim is that, as a statistic, it is an inaccurate predictor, frequently subject to error, and it can be made more accurate by changing the exponent in the formula from 2 to a different number. If the exponent is kept constant, the "best" one is alleged to be 1.83; in (Davenport & Woolner 1999) , any number between 1.8 and 1.9 is considered about the same as any other, and sources such as (Major League Baseball n.d.) use the exponent 1.83. In addition, there are other purported fixes that utilize a variable exponent (we will not discuss those here).
The purpose of this paper is to point out an entirely different way to improve the Pythagorean wins statistic, one that applies to (at least) all versions of this formula that have a fixed exponent. It is not, at its heart, a statistical change, but instead a mathematical change. As it is usually computed, it is mathematically impossible for the Pythagorean wins statistic to represent what it claims to represent: namely, the expected value of teams' win-loss records. It is quite simple to show the mathematics behind this assertion; however, it would appear from the current state of the literature that this has never been remarked upon.
It is generally well-known among sports statisticians that the Pythagorean formula is not meant to be an exact expectation, but instead an approximation of an expectation, and one might think, in light of the fact that this is already known, that the above observation is redundant. However, the "correctness" of the Pythagorean formula does at times seem to be entrenched in the literature in a way that seems bizarre for a formula known not to be entirely correct. There have been efforts to expand the formula to sports other than baseball-for only a few examples, see (Cochran & Blackstock 2009 ) and (Hamilton 2011) . Another effort to enshrine the formula in the literature can be found in (Miller 2007) , where the author attempts to mathematically prove the correctness of the Pythagorean formula given certain assumptions. (This paper does not attempt to contradict Miller's theorem; in fact, the ideas in that paper are easily reconcilable with the ideas in this one.)
Using a revised formula that is more in line with the mathematical notion of an expectation should have less overall error than the original Pythagorean formula. This paper offers such a formula, called the pairwise Pythagorean formula for reasons that will be made clear below. It is extremely similar to the traditional Pythagorean formula but does not fail the basic expectation property that the traditional formula does. This fact alone does not guarantee greater overall accuracy than the original-that claim can only be evaluated using data. We will do exactly this below; over a sample of 60 seasons, switching to a pairwise method does in fact show less error (measured by root mean square) than the original formula.
The organization of this paper is as follows. In Section 2, we discuss the mathematics behind the change in the formula. In Section 3, we introduce the pairwise Pythagorean formula. In Section 4, we use the new formula, with two different fixed exponents, to generate new "expected" win totals for a sample of teams throughout history (grouped by league and season)-first with one specific case to demonstrate the formula's use, then summary results from all 60 seasons in the data set. In Section 5, we conclude by briefly discussing a possible future synthesis of the pairwise method introduced here with other previous attempts to improve the Pythagorean formula; the two are not mutually exclusive! Finally, the Appendix contains team-by-team data for five specific seasons within the total data set, including comparisons with the traditional Pythagorean formulae.
Before continuing, let us fix some notation. The variable R will always represent runs scored; the variable r will represent runs allowed. The variable P will represent the percentage that is the output of a traditional Pythagorean formula. Variables i, j, and k will always be indices-for example, R i will mean the total runs scored by team i. The variable a will always refer to the exponent used in the Pythagorean formula; in this paper, we will only consider versions of the formula where all percentages are computed using the same exponent. We will define more notation below as needed, but all of the above are used frequently throughout, and always in the same way. Finally, throughout this paper, all random variables are discrete.
Basic properties of expectations
Before going into the specifics of the Pythagorean wins statistic, we first present some of the basic properties of an expectation. We will then see below that the Pythagorean formula does not adhere to these properties.
The definition of an expectation for a (discrete) random variable X is
where the sum is over all values y that X may take. One of the properties that follows from this definition if that if X and Y are any two random variables, then
and it also follows immediately from this that the expectation of any finite sum of random variables must necessarily be the sum of their expectations.
The Pythagorean wins statistic is assumed to be an expectation by the very nature of the formula. It makes the assumption that the percentage produced by the formula is the probability that a team will win any one game it plays. (This is obviously just a simplification for estimation purposes.) Once we assume this, the next step is treating each game as a random variable. Then, by the above property, the expectation of total wins over an entire season is the sum of the expectations of each game-which, since each game can only end in a win (1) or loss (0), are all equal to the constant percentage produced by the formula. This is why we multiply the percentage by the total number of games to produce the number of Pythagorean wins.
One key observation, and one very relevant to the discussion of the Pythagorean formula, is that the random variables being summed need not be independent for the above property to hold. For example, if we have three random variables X, Y , Z whose sum is a fixed constant C, then we must have
where obviously the last equality holds because every constant is equal to its own expectation.
The Pythagorean formula fails to adhere to this property. In particular, it fails when we consider the Pythagorean win totals of all teams in a given league. The expectation of the sum of their win totals must be a constant (the number of total games played in the entire league); but the sum of the Pythagorean win totals need not be equal to that same constant. A "toy" example is shown below.
An example using pythagorean wins
Suppose we have three teams, which for simplicity we will just call 1, 2, and 3. They play a round-robin of one game apiece against each other team, so each team plays 2 games total. Suppose that the results are as follows: Team 1 beats Team 2 by a score of 1-0; Team 1 beats Team 3 by a score of 2-1; and Team 3 beats Team 2 by a score of 3-1. That means we have:
We can use these numbers to compute the Pythagorean winning percentage of each team:
Since each game results in one win and one loss for each team playing, the average winning percentage is supposed to be one-half, or .500. That means that we should expect the three fractions above to add up to 3/2. However, the actual sum is 1359 850 . If we want to consider Pythagorean wins instead of percentages, all we would do is multiply each of those fractions by 2 before adding them. Since we are multiplying by the same constant, this is the same as if we multiplied the final answer by 2, which clearly shows that the total number of Pythagorean wins for the three teams is equal to 1359 425 . Since this fraction is greater than 3, the Pythagorean wins statistic has claimed that the three teams "should have won" more games than were actually played between all of them. Remark 1. This was a simplified example to illustrate the math, but does it carry over into real-life computations for large samples? The data in the Appendix confirm very clearly that it does. In three out of five cases, the Pythagorean formula claims that the teams "should have won" more games than were played, and in the other two, it claims that they "should have won" fewer. It never actually recovers the exact total number of games played.
The mathematics behind the example
The example illustrates the following mathematical dilemma: suppose we are given any amount of ordered pairs
and we are told that they are related in the following way:
This is clearly the case if these ordered pairs represent the runs scored and runs allowed totals of baseball teams playing in the same league, because whenever one team scores a run it must be allowed by someone else, though it may be uncertain which other team allowed the run.
The problem, clearly shown in the example, is that when we fix an exponent a / = 0 and take a sum of the form
we have no idea, a priori, what that sum will be-but for the Pythagorean wins statistic to make sense, it should be N/2. We of course have no assurance that this will ever be the case, and this is why the Pythagorean wins statistic runs afoul of the basic expectation property. The equal relationship between total runs scored and total runs allowed cannot be used to prove anything about what the sum must be equal to, because the individual denominators can vary so much.
The improvement

A special case
There is one time, however, when there is no problem at all, and we actually can prove that the sum equals N/2, as we hope it does. That is when there are exactly two teams, that only play each other, and four pieces of data: R 1 , r 1 , R 2 , and r 2 . In this case, it is obviously true that R 1 + R 2 = r 1 + r 2 , and the reason it is so obvious is because in this case, we can say something even stronger: namely, that R 1 = r 2 and R 2 = r 1 . This is clear because when there are only two teams, one team must allow all the runs that the other team has scored, and vice versa.
With this stronger assumption, we can now show that for any exponent a,
Since the sum is 1, this clearly implies that in this exceptional case, the sum of the two teams' Pythagorean win totals will equal the number of games played between the two teams.
The pairwise formula
The special case above suggests a simple improvement to the formula: all we have to do is split our runs-scored data so that we are considering Pythagorean wins on a team-by-team basis, and not a cumulative basis over all teams. To be more specific: instead of using a list of ordered pairs of the form (R j , r j ), where R j is the total runs scored by team j and r j is the total runs allowed, we would instead use an entire matrix
where each entry R ij is the number of runs scored by team i against team j. This matrix includes the cumulative data: for any team k,
In other words, the sum of any row is the total number of runs scored by a team, and the sum of any column is the total number of runs allowed by a team. (This is not an original idea; matrices of this form have already been computed for most, if not all, baseball seasons in history. For example, the seasons in (Major League Baseball n.d.) contain such matrices, which is how the data in Section 4 and the Appendix were computed.)
The traditional Pythagorean wins formula is, for any team k, to take the percentage ⎛
and multiply that by the total number of games played against all teams. Presenting the formula in this way shows that this formula features taking sums first, then raising those sums to a power. The proposed improvement would do essentially the opposite: for each team k, it would take each percentage
multiply that by the number of games team k played against team j, and then add up all those numbers for all other teams j to get the projected win total for team k. As a formula, if we set G kj to be the number of games team k played against team j, the pairwise Pythagorean projection of team k's win total is
In other words, instead of the sum over all teams being done first, this method takes individual teams' Pythagorean win totals against other individual teams, and does the sum over all teams last. That explains the "pairwise" part of the name of the formula.
As shown earlier, since R jk is exactly the number of runs allowed by team k against team j, and since G kj = G jk , it is necessarily the case that two teams' pairwise Pythagorean win projections against each other will add up to the total number of games played between the two teams:
It then follows that the total number of pairwise Pythagorean wins for all teams will sum to the total number of games played between all teams. This is the property that the original formula was lacking.
Remark 2. As pointed out earlier, a key property of an expectation is that the sum of individual components is supposed to equal the total expectation. Earlier we showed that the Pythagorean formula fails this criterion for entire leagues as a whole when broken up by team; but this section implies that it also fails the same criterion for individual teams when broken up by opponent. (For examples, see every computation in the Appendix.) Viewed in this light, the pairwise formula simply replaces the "total" with the sums of the individual components.
Remark 3. We have just proved the fact that the sum of all teams' pairwise Pythagorean win totals in a single league must equal the total number of games played. This is equivalent to stating that if we look at the differences between pairwise Pythagorean wins and actual wins over all teams in a league, those differences must sum to 0. The examples in the Appendix show the sums of differences for five leagues. When we showed earlier that the traditional Pythagorean formula does not necessarily keep the sum of Pythagorean wins equal to the total number of games played, we were also showing-as is confirmed in the Appendix-that the sum of differences is not necessarily 0, while here we have shown that it is for the pairwise method.
The pairwise formula in action
Pairwise computation: An example
Before delving into the entire data set, it may be illuminating to look at an example of the pairwise computations compared to the traditional formula in a specific case. In this section we will consider one specific team from the Appendix: the 1978 California Angels.
The Angels' real record was 87-75. A look at the Appendix shows that the traditional formula with exponent 2 projected them to win approximately 84 games, meaning they finished about 3 games above their projection. When this happens, it implies the a = 2 formula will automatically be more accurate than the traditional a = 1.83 formula in this case (proving this assertion is a calculus exercise that we will omit), so for this example we will only examine the pairwise formula with a = 2. Another look at the Appendix shows that this formula projected the Angels to win approximately 85.4 games, a higher total than the traditional formula and, because the Angels outperformed both projections, a more accurate prediction. But why exactly is the pairwise formula more accurate for this team?
The answer can be found in the following breakdown of the Angels' row and column of the 1978 AL run matrix (which can be found in (Major League Baseball n.d.)). For each opponent, the 4 decimal places), and their Pythagorean win total (to 4 decimal places), all against that opponent. The last two entries are left out because computing using the total run data and adding up the pairwise win totals are not equal (so we do not choose only one of them to fill the table in). Of interest to us in this case is why the pairwise projection is more accurate, and to help see this, let us focus on two particular lines of the table: the Chicago White Sox and the Oakland Athletics.
The Angels played 15 games each against both of these teams-30 games total. We can see from the table that the Angels finished 17-13 combined against these two teams. It is also easy to read off from the table that the Angels projected to win (approximately) 6.5661 games against the White Sox and 11.5760 games against the A's, for a pairwise total of 18.1421 pairwise Pythagorean wins. This suggests that against these two teams only, the Angels were 1.1421 games below their projection.
What happens when, instead of projecting and then adding first, we combine run totals first? The Angels scored a total of 75 + 57 = 132 runs against these two teams, and allowed 85 + 31 = 116. Therefore they would be projected to win 30 · 132 2 132 2 + 116 2 = 16.9275 games against these two teams.
Although it appears the traditional Pythagorean formula is far more accurate, this is a red herring. (Remember, overall, the pairwise formula is going to be more accurate over all teams. This is why it is a red herring.) The important fact is that the traditional formula projects the Angels to be more than a game below where the pairwise formula projects them. Why is this?
The reason can be explained as follows: the Angels showed more dominance in games that were lowerscoring. Against the A's, their ratio of runs scored to runs allowed is very high-almost 2. Against the White Sox, that ratio is slightly less than 1. However, the number of runs scored overall is different. In the 15 games in which the Angels were not as dominant-against the White Sox-160 total runs were scored. But against the A's, only 88 total runs were scored! It is now clear why the traditional Pythagorean winning percentage is relatively low-we have "softened" the effect of the games against the A's, in a way claiming that they should matter less because fewer total runs were scored in those games.
To see this clearly, let us imagine that instead of 57-31, the runs scored and allowed totals against the A's were 114-62. The ratio is the same; the pairwise Pythagorean projections would not be affected by this. But the traditional projection clearly will be; now the modified win projection will be 30 · 189 2 189 2 + 147 2 = 18.6923
Notice that now, when the totals of runs scored are 160 and 176 instead of 160 and 88, the traditional formula is closer to, though still not equal to, the pairwise formula.
This leads to the following question: which of these should we consider as being more "correct"? Is it more correct to say that we should in fact tilt our projection towards the results in which more total runs were scored? Perhaps we might argue that the distribution of 88 runs can be more subject to "luck" than the distribution of 160 runs, and therefore it should matter less.
However, standing against this argument is the fact that both sets of run totals were amassed in sets of 15 games, the same amount of time. Therefore we might argue instead that there is something about the games between the two different pairs of teams that makes the distribution of runs-and therefore wins-different, and we should only be combining the data at the latest stage possible. If we believe this argument, this is a feature of the pairwise Pythagorean formula that is advantageous over the traditional formula. The evidence that the pairwise formula seems to have a tendency to be more accurate overall (see below) lends support to this line of argument as well.
Pairwise computation: Results
The previous sections attempted to make a theoretical argument that the pairwise formula should have less error than the traditional formula. However, we also have the ability to test the formula with real data. So how does the pairwise method compare to the conventional method at generating predicted win totals? This section will provide evidence towards answering this question.
The table below shows summary data for every Major League season from 1960-1990, excluding 1981 (which had fewer games than other seasons due to a player strike). Next to each league is listed the number of teams in that league, followed by four different numbers. Each of these is the root mean square of the deviations between the teams' actual wins and their projected wins using one of four formulae. The leftmost column is the root mean square for the traditional Pythagorean formula with exponent 2; next is the root mean square for the traditional Pythagorean formula with exponent 1.83; next is the root mean square for the pairwise Pythagorean formula with exponent 2; and finally, the rightmost column is the root mean square for the pairwise Pythagorean formula with exponent 1.83. The last line contains the total number of teams and all four root mean squares when the teams are considered as a single data set. All figures are rounded to three decimal places.
A few potentially useful observations about the So in the first 10 years of the data set, the pairwise Pythagorean formula with exponent 2 has less overall error than the other three methods. However, once divisional play begins, the traditional methods show more error while there is now little to choose from between the two pairwise methods, except that they show less error than the traditional methods do. In both parts of the data set, however, the pattern of both pairwise methods showing less error than either traditional method still holds.
• Out of the sample of 60 seasons, there were 22 seasons in which both pairwise methods showed less error than either traditional method. To contrast, there were only 12 seasons in which both traditional methods showed less error than either pairwise method. (Out of the other 26 seasons, one of the pairwise methods showed the least error in 15 of those.)
In the Appendix, five of these 60 seasons are broken down team-by-team to give the reader a sense of how the formulae compare for individual teams, and also to numerically demonstrate some of the assertions made in the previous sections.
Conclusion
The above has been meant to introduce and show the potential advantages of using a pairwise method to project wins based on run totals as opposed to the traditional cumulative method. Not only is it a mathematical improvement, since the traditional method cannot output a mathematical expectation for a reason that does not apply to the pairwise method, but it also seems (at least over our 30-year sample) to reduce the error in the results. However, the treatment it has received in this paper is by no means comprehensive. Many questions remain to be answered.
One such question is: if we were to use a pairwise Pythagorean formula with a fixed exponent, what exponent is most accurate? In this paper we compare the fixed exponents 2 and 1.83, and our sample seems to show that there is very little difference between the two. However, clearly there is no reason to believe the best exponent must be one of these. Since we are changing our method of projection, it may be the case that an entirely different exponent is best to use. It may in fact even be larger than 2; there is simply not enough data yet to conclude anything in this regard. This is a question that, with enough data analysis, can easily be settled in the future.
Another remaining question concerns the variations on the Pythagorean formula that do not use fixed exponents. There are some methods in which the exponent is a function of the other variables, and not constant over all teams-even all teams in the same league. In this paper we have not considered any of those, but this is another topic that is ripe for future analysis. Are they subject to the same mathematical flaw as fixed-exponent formulae? We have not answered that question here, but regardless of the answer, such formulae can also be mixed with the pairwise method introduced here. The formula
can be combined with any formula for computing the winning percentages p kj . The pairwise method is meant to be a mathematical adjustment, as highlighted in this paper, and could be so for an extremely wide variety of formulae (namely any in which p kj + p jk = 1 for all indices j and k), but it is obviously still unclear whether switching to a pairwise method always reduces the error in any formula.
Those questions are beyond the scope of this paper, whose purpose was simply to highlight that Pythagorean wins cannot be a true expectation and introduce the pairwise method as a way of improving that. Now that it has been introduced, there is a great deal of future research that can possibly be done to analyze it.
A. Pythagorean projection data
Below are data from five different seasons (one league apiece) in baseball history. All five seasons predate interleague play (meaning that every team played all of its regular-season games against some other team listed). Above we gave summary data for 60 seasons; here we have chosen five of those seasons and given more complete data.
For each team, five different data points are given. The first is the team's actual win-loss record. The last four are differences between actual wins and projected wins, where each column uses a different method of projection. We first consider actual wins minus projected wins using the Pythagorean formula with exponent 2; then the Pythagorean formula with exponent 1.83; then the pairwise Pythagorean formula with exponent 2; and finally the pairwise Pythagorean formula with exponent 1.83.
In each case the differentials are shown rounded off to four decimal places. This sometimes creates a situation where the sum of the differentials of the pairwise Pythagorean projections in a single season appears to be very close to, but not exactly equal to, zero. This is caused by rounding error-we proved above that the sum must actually be 0. Rounding error is not the cause of the fact that the sums of the differentials of the traditional Pythagorean projections are nonzero.
All tables were computed using data from (Major League Baseball n.d.). 
National League
