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I. INTRODUCTION
T HE Prony method provides information on the amplitude, frequency, damping factor and phase of the modes contained in complex exponential time-domain signals. The ability to provide damping information with good frequency resolution makes it a valuable tool for the analysis of time-series data, especially in the study of power system dynamics and stability where the frequencies and damping factors of the modes in oscillatory signals are of interest. Its effectiveness in studying the transient response in power systems was initially explored by Hauer et al. [1] , [2] . The signals are inevitably contaminated by measurement noise in real applications and the accuracy of the frequency and damping factor estimates can be greatly improved by using a prediction order that is considerably larger than the actual number of signal modes [3] . This leads to the problem of identifying the actual modes in oscillatory signals because a number of extraneous modes are introduced by the overestimated order. Many ideas were proposed to separate the true modes from the extraneous ones. For example, modes with negligible energy can be removed [4] , similarly an amplitude constraint can be imposed so that the modes with amplitudes above a threshold are kept. In a well-known method, Trudnowski's order-reduction algorithm [5] , the Akaike Information Criterion (AIC) of each mode given by the Extended Prony method is evaluated and the mode with the minimum AIC is selected at each step. The algorithm terminates when the AIC stops decreasing and the modes that have been selected constitute the "optimal set" for this approach. However, the results of this iterative algorithm may still contain extraneous modes due to the conservative nature of AIC [5] . Another method referred to as the SVD-TLS Extended Prony method [6] , [7] is able to obtain the true modes directly using the SVD-TLS method [8] , [9] proposed by Cadzow. SVD-TLS is used to solve the equations with overestimated prediction order in the first step of the Extended Prony method as long as the signal-to-noise ratio (SNR) is high. Zhou et al. applied the stepwise-regression method to determine the dominant modes from Prony analysis results of power system ringdown signals [10] . The modes given by the Extended Prony method are converted to explanatory terms and evaluated for their significance to the regression model using the t-test. For modes that are currently not in the model, the one that has the smallest p-value less than a preset threshold is added to the model. For modes that are in the model, the one with the largest p-value above a preset threshold is removed from the model. The iteration continues until no mode is to be added to or removed from the model. We refer to this method as the Prony-SR method.
We have proposed the Forward and Backward Extended Prony (FBEP) method that uses a new strategy to collect true poles based on properties of the roots of both the forward and backward characteristic polynomials [11] . The FBEP method gives accurate parameter estimation of modes with arbitrary damping factors in white Gaussian noise under moderately low SNRs with small computational time, making it wellsuited to be used in various fields. In this paper, we explore the performance of the FBEP method for power system stability studies. The mathematical model of system dynamics and a description of the FBEP method are given in Section II. The effectiveness of the FBEP method in studying power system stability is discussed in Section III and the performance of the method for analyzing low-frequency oscillations in power system is studied in Section IV, Section V provides conclusions.
II. PRELIMINARIES
The system dynamics for a homogeneous linear system of differential equations is given in (1)
The solution to (1) is
where p i , q T i , λ i are the right eigenvectors, left eigenvectors, and eigenvalues respectively of the p × p system matrix A and x 0 is the initial condition [1] .
Suppose the output signal y(t) is uniformly sampled with time interval Δt to form a discrete-time data sequence of length N, i.e.,
where
are the residues and poles respectively. Comparing (3) with (2), the residues that contain the amplitudes A i and phases θ i are the coefficients (q T i x 0 )cp i in polar form and the damping factors d i are the real parts of the eigenvalues with the frequencies f i corresponding to the imaginary parts normalized by 2π. The output y(n) is a linear combination of exponential terms (modes) and the system eigenvalues that determine system stability and dynamics can be readily obtained from the FBEP method applied to the output data sequence.
The first step of the FBEP method is to construct the data matrix
with linear prediction order M satisfying p ≤ M ≤ N − p. Let h f and h r be the two minimum norm solution vectors in the null space of the data matrix Y, where
The forward and backward characteristic polynomials, H f (z) and H r (z) respectively, are
and
The zeros of H f (z) and H r (z) can be categorized into two types: signal zeros and extraneous zeros. The signal zeros are related to the true poles and the extraneous zeros are introduced if an overestimated prediction order is used, i.e., M > p (M ≤ N − p should also be satisfied as indicated above). It can be shown that H f (z) and H r (z) have the same signal zeros at z i (the true poles), and the extraneous zeros of H f (z) are inside the unit circle whereas the extraneous zeros of H r (z) are outside the unit circle [11] . Hence the boundary of the unit circle can be used to distinguish the signal zeros from the extraneous zeros. Based on the above property the FBEP method obtains the true poles using the following strategy: collect the zeros of H r (z) inside the unit circle (these zeros are the poles of decaying modes) and the zeros of H f (z) outside the unit circle (these zeros are the poles of growing modes). If there are zeros on the unit circle (these zeros are the poles of undamped modes), they can be collected from either the forward or backward characteristic polynomials. By combining these two sets of zeros, all true poles z i are obtained.
The obtained true poles are then used to calculate the residues b i by solving (8) in the least squares sense.
Finally the parameters can be obtained from (10)
A prediction order M much higher than the actual number of modes is usually used to improve the estimation accuracy for the noise-present cases. When the output signal y(n) is contaminated by moderate white Gaussian noise, the above property still holds if we perform a low rank approximation of the relevant matrix when solving for the minimum norm solution vectors using the pseudoinverse or TLS method [12] . The formulae of the pseudoinverse and TLS method are given in the appendix for convenience. Because the TLS method minimizes the error in both the observation vector and the data matrix simultaneously, it provides better results than the pseudoinverse method under low SNR conditions. Moreover when using the TLS method, both the forward and backward characteristic polynomial coefficients can be obtained by applying the SVD on the data matrix only once. If the number of modes contained in the signal is unknown, the low rank approximation can be obtained by using the effective rank [9] that is defined as follows.
Suppose a matrix A has m singular values σ 1 ≥σ 2 ≥· · ·≥σ m , the smallest index k that satisfies the inequality in (11) is the effective rank of A, and the threshold value η is close to 1.
Alternatively the effective rank can also be defined as the largest index k that satisfies the inequality in (12) and the threshold value τ is close to zero.
III. FBEP AND EIGENVALUE IDENTIFICATION
The structure of a test system model used in [2] is shown in Fig. 1 . The system has two pairs of complex conjugate eigenvalues λ 1,2 = −0.0314 ± j2π · 0.7143 and λ 3,4 = 0.1257 ± j2π · 0.6667. The system is unstable since the real parts of λ 3,4 are positive.
A square-wave pulse disturbance x(t) which starts at t = 1 s with width 0.25 s and amplitude of 1 is injected to the system. The simulation step size is 0.025 s. The output y(t) is resampled at 10 Hz and the FBEP method is performed on an 81-sample time-series between 1.5 s and 9.5 s with the prediction order set to 36. The estimated parameters of the two modes with positive frequency are shown in Table I , whereas the negative frequency modes have exactly the same parameter estimates as those shown except that the frequency and phase estimates have the opposite sign. The FBEP method accurately identifies the system eigenvalues and the signal rebuilt from the FBEP results fits the original system response very well as shown in Fig. 2 .
IV. FBEP ON POWER SYSTEM LOW-FREQUENCY OSCILLATIONS
A four-machine-two-area power system is modeled in PowerWorld with the data provided in [13] . The system has symmetric structure consisting of two areas connected by two inter-tie lines and each area has two generators, as shown in Fig. 3 . The GEN-ROE machine model is used modeling for the four generators, equipped with high transient gain exciters represented by the SEXS-GE model, because it can approximate the dynamic behavior of a synchronous machine up to 10 Hz [14] . The active and reactive components of loads have constant current characteristics and constant impedance characteristics, respectively. A disturbance in the system is created by opening the second line connecting Bus 8 to Bus 9 near the end of Bus 8 at t = 1 s and reclosing it 0.05 s later. The step size of the simulation is 0.005 s.
A. Noise-Free Case
The time-series between 1.5 s and 9.5 s of the accelerating power signal of each of the four generators is resampled at 10 Hz and analyzed using the FBEP method, the SVD-TLS method, the Extended Prony method with Trudnowski's algorithm to select the dominant modes (referred to as Trudnowski's algorithm) and the Extended Prony method with stepwise regression to select the dominant modes (referred to as Prony-SR). The dominant modes given by the FBEP method are listed in Table II and The accelerating power of Generator 1 with the signal rebuilt from the FBEP results is given in Fig. 4 . The rebuilt signal has excellent agreement with the original signal, indicating that accurate estimation is provided by the FBEP method. The rebuilt accelerating power signals of the other three generators have similar estimation accuracy.
B. Additive White Gaussian Noise Case
To simulate the situation in real applications where measurement noise is unavoidable, 50 independent trials are created by adding white noise to the time-series data of the accelerating power of each of the four generators between 1.5 s and 9.5 s. The experiment is performed at three SNR levels: 30 dB, 25 dB, and 20 dB. The interference of the noise is seen in Fig. 5 , where a noisy time series of the accelerating power of Generator 1 with 20 dB SNR is shown in contrast to the noiseless signal.
The time series are resampled at 10 Hz resulting in an 81-point data sequence for each trial to be analyzed by the FBEP method, the SVD-TLS method, Trudnowski's algorithm and the Prony-SR method. Because of the two-area structure of the system, one would expect that there are two dominant modes in each signal, one inter-area mode and one local mode, so the order of the low rank approximation used in the FBEP and the SVD-TLS method is 4. For comparison purposes, the linear prediction order used in all four methods is set to 36, near one half of the data length.
The number of modes given by Trudnowski's algorithm varies throughout the trials, because extraneous modes often exist in the results due to the conservative nature of AIC used in the algorithm. Therefore further selection of dominant modes from the results given by Trudnowski's algorithm is necessary. In each loop the mode that minimizes the AIC is selected and the ordering of the modes given by the algorithm indicates their significance as a signal component from the most to the least important. Thus we propose that the first mode with frequency between 0.1 Hz to 0.7 Hz is identified as the inter-area mode, similarly the first mode with frequency above 0.7 Hz and not greater than 2 Hz is identified as the local mode in the list of the results given by Trudnowski's algorithm. The threshold p-values for adding and removing a term in the Prony-SR method are both set to 0.05, a commonly used threshold value in stepwise regression. The number of modes contained in the model given by the Prony-SR method also changes from trial to trial. As is proposed in [10] , the two dominant modes are acquired by selecting the two modes that have the smallest p-values in the final model.
It turns out that the inter-area mode is found in every trial of all experiments by all four methods, however the identification of the local mode is not guaranteed. When calculating the sample mean and variance of the two estimated modes, we only include the trials in which the corresponding mode is identified. For example, if 3 trials fail to identify the local mode, the mean and variance of the local mode is calculated based on the other 47 trials where the mode is identified.
The sample mean and variance of the frequency and damping factor estimates of the inter-area mode and the local mode in the oscillatory accelerating power signals of four generators at three SNR levels are tabulated in Tables III and IV respectively, where "f" stands for "frequency" and "d" represents "damping factor" and the number of trials that fail to identify the local mode is shown in Table V .
It is clear that the FBEP method gives better performance than the other three methods in the sense that it not only gives the smallest sample variances of parameter estimates of both the inter-area and the local modes with sample means close to the actual values but also successfully identifies the two modes simultaneously in all trials. Especially the sample variances of the parameter estimates of the local mode given by the FBEP method are generally less by at least one order of magnitude, and sometimes by two orders of magnitude, than those of Trudnowski's algorithm and the Prony-SR method. This is a great advantage of the FBEP method because it is very difficult to estimate a decaying mode when a growing mode is present.
Trudnowski's algorithm fails to identify the local mode in some cases and requires additional trimming of extraneous modes in most cases. The Prony-SR method gives less number of trials that fail to identify the local mode than Trudnowski's algorithm. The SVD-TLS method is very sensitive to noise and gives poor estimation results. The sample means deviate from the actual values with large sample variances. Its performance deteriorates significantly with decreasing SNR, especially in terms of the damping factor estimates of the local mode. It also fails the most frequently in identifying the local mode among the four methods, and in particular the local mode is not identified in most of the trials at SNR level of 20 dB. The signal reconstructed from the FBEP analysis results of the noisy signal shown in Fig. 5(b) is plotted in Fig. 6 in comparison to the noisy signal itself, indicating that the authentic signal is successfully extracted from the noisy measurement by the FBEP method.
The computational time for analyzing 50 trials for each generator at SNR levels of 20 dB, 25 dB, and 30 dB using the FBEP method, the Prony-SR method and Trudnowski's algorithm respectively is displayed in Fig. 7 . The experiments are made in Matlab R2015a running on Mac OSX with 2.4 GHz dual-core processor and 8 GB memory. The non-iterative way adopted by the FBEP method in identifying the true modes makes it simpler and more efficient than the other two methods that obtain the dominant modes through iterations. The time cost of FBEP is about 60% of that of Trudnowski's algorithm on average. The Prony-SR method takes the longest time because its algorithm is the most complicated among these three methods.
C. Multi-Signal Analysis by FBEP
Signals that have a common set of modes can be analyzed simultaneously to improve the estimation accuracy because more information is provided by the addition of more linear prediction equations [15] . Table VI shows the sample mean and variance of the frequency and damping factor estimates of the inter-area and the local modes in each area when the signals of generators in one area are analyzed simultaneously by the FBEP method. The variances of the frequency and damping factor estimates become smaller than the corresponding ones when each signal is analyzed individually.
D. Sliding Window Analysis by FBEP
The computational simplicity of the FBEP method gives it advantage in on-line tracking of low-frequency oscillations using a sliding window approach. 50 independent trials are created by adding white noise to the time series of the accelerating power of Generator 1 between 1.5 s and 17.5 s with 20 dB SNR and resampled at 10 Hz. The FBEP method is performed on the data sequence within an eight-second sliding window that moves at one-second step size along the whole time-series for each trial. The constraint in (12) is used to determine the effective rank for the low rank approximation with the threshold value 0.06. The sample mean and variance of the estimates of the four parameters of the dominant modes are given in Tables VII and VIII respectively, where "A", "f", "d", "phase" stand for amplitude, frequency, damping factor and phase respectively. Likewise only the modes with positive frequencies are shown. In Window 0, both the inter-area mode and the local mode are identified in each of the 50 trials. The decaying local mode becomes weaker and weaker as time goes by in addition to the effect of considerable noise so that it fails to be detected in more and more trials as the window moves along the time series. The number of trials in which the local mode is not detected is 34 and 49 in Windows 1 and 2 respectively hence it is not surprising to see that the sample mean of the amplitude estimate of the local mode in Window 2 is higher than that in Window 1 as they are obtained by averaging the results of only 16 trials in Window 1 and merely 1 trial in Window 2. Starting from Window 3 the local mode dies out leaving only the inter-area mode. The interarea mode is accurately identified with consistent sample mean as well as very small sample variance for the frequency and damping factor estimates throughout the windows, which coincides with the fact that it is a growing mode with increasing energy.
We reconstruct the signal in each window using the corresponding sample means as the values of the four parameters and compare it to the noiseless accelerating power signal of Generator 1 in Fig. 8 . The reconstructed signal is good approximation of the noiseless signal illustrating that the FBEP method performs well for on-line tracking of the low-frequency oscillatory modes.
V. CONCLUSIONS
The FBEP method gives excellent identification of system eigenvalues and estimation of oscillatory modes directly from power system measurements. Its accuracy and robustness when substantial noise corrupts the signal measurements along with the capability for on-line tracking makes it an effective and reliable means for power system stability analysis. The FBEP method should find wide applications in small-signal stability analysis of large-scale power systems because it scales linearly with the number of measurements and parallel processing of multi-dimensional signal data makes applications for real-time analysis feasible.
