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Abstract: Microorganisms are the principal biotic driver of life on Earth. They shape virtually every
aspect of the planet’s biosphere, through both the maintenance of global biogeochemical cycles and via
essential symbiotic relationships with multi-cellular organisms. Questions related to how individual mi-
crobial species form interacting communities (ecosystems)—with a drastic impact on their hosts and
environments— are being studied with rapidly accelerating intensity by the Microbial Ecology field. En-
abled through recent innovations in sequencing technologies, staggering amounts of knowledge are lately
being generated, which already yielded fascinating insights: microorganisms have now been identified
in even the most extreme environments, all across the globe, and intriguing connections between hosts
and their microbiota are continuously being discovered, including for instance links to disease develop-
ment and host behavior. So far, insights have mainly been gained through comparatively straightfor-
ward, descriptive analyses of static microbial community snapshots. Such workflows employ for instance
diversity-based comparisons of community profiles or the identification of community members that are
strongly associated with a condition of interest (e.g. a disease or lifestyle factor). Less research has how-
ever focused on disentangling the underlying interaction structures, which dictate ecosystem dynamics
and thus ultimately mold the observed community patterns. Elucidating these complex relationships
would allow a system-level understanding of microbial communities and inform experiments aimed at
mechanistic understanding. Unfortunately, experimental validation of ecological interactions is currently
impossible for all but the smallest communities and is furthermore restricted to microbes culturable under
laboratory conditions, which constitute only a tiny fraction of the known diversity. Nonetheless, modern
quantities of culture-independent microbial sequencing data offer a wealth of information to fuel compu-
tational prediction approaches and alleviate these shortcomings. In particular, such data can be mined
for statistical co-occurrence or co-avoidance patterns—indicative of positive (mutualist, commensal) or
negative (competitive, parasitic, predatory or amensal) ecological interactions—to enable the prediction
of microbial interaction network models. Applying this approach to globally distributed sequencing data,
covering diverse habitats and conditions, would result in a model of the microbial web of Earth that
could allow a first glimpse at global microbial interaction patterns. Throughout the last decade, many
methods have been proposed for the statistical prediction of ecological interactions. However, these ap-
proaches typically do not account for a variety of artifacts, including for instance shared ecological and
environmental dependencies. Such artifacts are particularly widespread in global, heterogeneous data
sets and thus severely hamper the ecological interpretation of networks inferred from such data. More-
over, current methods generally do not scale to modern (cross-study) sequencing data quantities, which
seriously limits the comprehensiveness of predicted models. In this thesis, I present a new approach to
address these shortcomings: FlashWeave. The method uses a flexible Probabilistic Graphical Modeling
(PGM) framework to infer direct associations. These predictions are depleted of indirect (i.e. spuri-
ous) associations and thus enable sparser and more interpretable ecosystem models. In contrast to the
majority of current methods, FlashWeave furthermore scales to data sets with hundreds of thousands
of samples and can explicitly integrate environmental and technical factors into model inference. We
found that FlashWeave outperformed other approaches in recovering the structure of simulated micro-
bial ecosystems and, additionally, surpassed them in detecting verified interactions within a real-world
data set of marine sequencing samples. We furthermore used FlashWeave to predict the to date largest
microbial interaction network of the human gastrointestinal tract, which revealed striking signals of po-
tential biological relevance. These include for instance unusually pronounced phylogenetic assortativity,
extensive interactions within the rare biosphere and novel mutualist hub species. Moreover, FlashWeave
allowed us to infer a global cross-biome interaction network, based on more than half a million sequencing
samples that cover highly diverse habitats. In-depth analysis of this network in future studies promises
interesting ecological insights. In the second part of this thesis, I present a parallel line of work that
demonstrates how biomarker discovery can also strongly benefit from the removal of indirect associa-
tions. In this context, spurious associations may appear between microbes and non-microbial variables of
interest (driven, for instance, by ecological microbe-microbe interactions) and can result in numerous re-
dundant biomarkers, which negatively impact prediction quality and complicate biological interpretation.
We found that FlashWeave, applied to the exemplary task of identifying microbes directly association to
a selection of human body sites, generated highly parsimonious and interpretable biomarker sets. The
resulting biomarkers furthermore yielded outstanding predictive performance on both pure and mixed
body site microbiota. The work presented in this thesis is a major step towards a better understanding
of global microbial interaction trends, with potential applications for instance in probiotics development,
next-generation culturing efforts and ecosystem engineering. It furthermore highlights approaches for
more parsimonious and interpretable biomarker discovery, which can be crucial for instance in clinical or
forensic applications.
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Abstract
Microorganisms are the principal biotic driver of life on Earth. They shape virtually
every aspect of the planet’s biosphere, through both the maintenance of global
biogeochemical cycles and via essential symbiotic relationships with multi-cellular
organisms. Questions related to how individual microbial species form interacting
communities (ecosystems)—with a drastic impact on their hosts and environments—
are being studied with rapidly accelerating intensity by the Microbial Ecology field.
Enabled through recent innovations in sequencing technologies, staggering amounts
of knowledge are lately being generated, which already yielded fascinating insights:
microorganisms have now been identified in even the most extreme environments, all
across the globe, and intriguing connections between hosts and their microbiota are
continuously being discovered, including for instance links to disease development and
host behavior.
So far, insights have mainly been gained through comparatively straightforward,
descriptive analyses of static microbial community snapshots. Such workflows employ
for instance diversity-based comparisons of community profiles or the identification of
community members that are strongly associated with a condition of interest (e.g. a
disease or lifestyle factor). Less research has however focused on disentangling the
underlying interaction structures, which dictate ecosystem dynamics and thus ultimately
mold the observed community patterns. Elucidating these complex relationships would
allow a system-level understanding of microbial communities and inform experiments
aimed at mechanistic understanding.
Unfortunately, experimental validation of ecological interactions is currently
impossible for all but the smallest communities and is furthermore restricted to
microbes culturable under laboratory conditions, which constitute only a tiny fraction
of the known diversity. Nonetheless, modern quantities of culture-independent
microbial sequencing data offer a wealth of information to fuel computational
prediction approaches and alleviate these shortcomings. In particular, such data can
be mined for statistical co-occurrence or co-avoidance patterns—indicative of positive
(mutualist, commensal) or negative (competitive, parasitic, predatory or amensal)
ecological interactions—to enable the prediction of microbial interaction network
models. Applying this approach to globally distributed sequencing data, covering
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diverse habitats and conditions, would result in a model of the microbial web of Earth
that could allow a first glimpse at global microbial interaction patterns.
Throughout the last decade, many methods have been proposed for the statistical
prediction of ecological interactions. However, these approaches typically do not
account for a variety of artifacts, including for instance shared ecological and
environmental dependencies. Such artifacts are particularly widespread in global,
heterogeneous data sets and thus severely hamper the ecological interpretation of
networks inferred from such data. Moreover, current methods generally do not
scale to modern (cross-study) sequencing data quantities, which seriously limits the
comprehensiveness of predicted models.
In this thesis, I present a new approach to address these shortcomings: FlashWeave.
The method uses a flexible Probabilistic Graphical Modeling (PGM) framework to
infer direct associations. These predictions are depleted of indirect (i.e. spurious)
associations and thus enable sparser and more interpretable ecosystem models. In
contrast to the majority of current methods, FlashWeave furthermore scales to data
sets with hundreds of thousands of samples and can explicitly integrate environmental
and technical factors into model inference. We found that FlashWeave outperformed
other approaches in recovering the structure of simulated microbial ecosystems and,
additionally, surpassed them in detecting verified interactions within a real-world data
set of marine sequencing samples. We furthermore used FlashWeave to predict the to
date largest microbial interaction network of the human gastrointestinal tract, which
revealed striking signals of potential biological relevance. These include for instance
unusually pronounced phylogenetic assortativity, extensive interactions within the rare
biosphere and novel mutualist hub species. Moreover, FlashWeave allowed us to infer a
global cross-biome interaction network, based on more than half a million sequencing
samples that cover highly diverse habitats. In-depth analysis of this network in future
studies promises interesting ecological insights.
In the second part of this thesis, I present a parallel line of work that demonstrates
how biomarker discovery can also strongly benefit from the removal of indirect
associations. In this context, spurious associations may appear between microbes and
non-microbial variables of interest (driven, for instance, by ecological microbe-microbe
interactions) and can result in numerous redundant biomarkers, which negatively
impact prediction quality and complicate biological interpretation. We found that
FlashWeave, applied to the exemplary task of identifying microbes directly association
to a selection of human body sites, generated highly parsimonious and interpretable
biomarker sets. The resulting biomarkers furthermore yielded outstanding predictive
performance on both pure and mixed body site microbiota.
The work presented in this thesis is a major step towards a better understanding
of global microbial interaction trends, with potential applications for instance in
ii
probiotics development, next-generation culturing efforts and ecosystem engineering. It
furthermore highlights approaches for more parsimonious and interpretable biomarker
discovery, which can be crucial for instance in clinical or forensic applications.
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Zusammenfassung
Mikroorganismen sind die wichtigste biotische Voraussetzung für das Leben auf der
Erde. Nahezu alle Aspekte der planetaren Biosphäre werden maßgeblich von Einzellern
beeinflusst – sowohl durch die Aufrechterhaltung globaler biogeochemischer Kreisläufe
als auch durch essenzielle symbiotische Beziehungen mit mehrzelligen Organismen.
Wie sich individuelle mikrobielle Spezies zu interagierenden Gemeinschaften (Ökosyste-
men) zusammenschliessen – mit beträchtlicher Wirkung auf von diesen Gemeinschaften
abhängige Wirte und Lebensräume – ist Gegenstand intensiver Forschung im Feld der
mikrobiellen Ökologie. Jüngste Durchbrüche im Bereich der Sequenziertechnologie
führten zu einem sprunghaften Anstieg neuer Erkenntnisse in diesem Gebiet, mit
faszinierenden Einsichten: Mikroorganismen wurden mittlerweile weltweit in den
extremsten Umgebungen identifiziert und verblüffende Verbindungen zwischen Wirten
und ihren Mikrobiomen werden zunehmend aufgedeckt, beispielsweise im Zusammen-
hang mit Krankenheiten oder veränderten Verhaltensmustern der Wirte.
Allerdings wurden diese Erkenntnisse in erster Linie anhand vergleichsweise ein-
facher, deskriptiver Analysen von statischen Momentaufnahmen mikrobieller Gemein-
schaften gewonnen. Solche Untersuchungen umfassen zum Beispiel diversitätsbasierte
Vergleiche unterschiedlicher Mikrobiome oder die Identifikation von Spezies mit starker
Assoziation zu wichtigen nicht-mikrobiellen Faktoren (z.B. mit Bezug auf Krankheiten
oder den Lebensstil ihrer Wirte). In weitaus geringerem Maße hat sich die Forschung
bisher hingegen mit zugrunde liegenden Interaktionsstrukturen befasst, welche die
Dynamik der Ökosysteme diktieren und damit letztendlich auch die beobachteten
Mikrobiomprofile formen. Ein tieferer Einblick in diese komplexen Beziehungen würde
das Verständnis von mikrobiellen Gemeinschaften auf der Systemebene ermöglichen,
um beispielsweise die Entwicklung zielgerichteter Experimente zum besseren Verständ-
nis grundlegender Mechanismen zu erlauben.
Derzeit ist die genaue experimentelle Prüfung ökologischer Beziehungen zwischen
Mikroorganismen aber auf kleine Systeme mit wenigen Spezies beschränkt, welche
zusätzlich im Labor kultivierbar sein müssen und damit nur einen Bruchteil der bekan-
nten Diversität umfassen. Die heute verfügbaren Massen an kultur-unabhängigen
Sequenzdaten bilden allerdings eine ausgezeichnete Grundlage für computerbasierte
Vorhersageverfahren, welche diese Probleme umgehen. Solche Methoden umfassen
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insbesondere Verfahren zur Erkennung von statistischen Kookkurrenz- und Vermei-
dungsmustern, welche Indizien für positive (mutualistische oder kommensale) oder
negative (kompetitive, parasitäre, räuberische oder amensale) ökologische Interaktio-
nen liefern. Aufgrund dieser computergestützten Vorhersagen können anschliessend
Modelle von mikrobiellen Interaktionsnetzwerken entwickelt werden. Anwendung
dieses Ansatzes auf global verteilte Sequenzdaten, welche hoch diverse Habitate und
Bedingungen abdecken, würde die Vorhersage eines mikrobiellen Netzwerkes der
Erde ermöglichen und damit erste Einblicke in globale mikrobielle Interaktionsmuster
gewähren.
Viele Methoden zur Vorhersage von ökologischen Interaktionen aus Sequenzdaten
sind im vergangenen Jahrzehnt entwickelt worden. Diese sind diese im Allgemeinen
jedoch anfällig für eine Vielzahl methodischer Artefakte, bedingt unter anderem
durch geteilte ökologische und umweltbezogene Abhängigkeiten. Genau diese
sind in globalen, heterogenen Sequenzdaten aber allgegenwärtig und erschweren
dadurch die ökologische Interpretation vorhergesagter Netzwerkmodelle erheblich.
Desweiteren sind derzeitige Methoden zumeist nicht in der Lage, moderne Massen
an studienübergreifenden Sequenzdaten zu verarbeiten, wodurch der Umfang der
vorhergesagten Modelle maßgeblich eingeschränkt wird.
In dieser Dissertation präsentiere ich einen neuen Ansatz, welcher Lösungsstrate-
gien für diese Probleme bietet: FlashWeave. Die Methode verwendet ein flexibles,
auf Probabilistischen Graphischen Modellen (PGMs) basierendes Softwaresystem,
welches die Vorhersage von direkten Assoziationen erlaubt. Diese sind weitgehend
frei von indirekten (störenden) Assoziationen, wodurch die Vorhersage von besser
überschaubaren und interpretierbaren Ökosystemmodellen möglich wird. Anders
als die meisten derzeitigen Methoden, ist FlashWeave in der Lage, umfangreiche Se-
quenzdatensätze mit hunderten von tausenden Proben zu verarbeiten und erlaubt
zusätzlich die Integration von umweltbezogenen oder technologischen Faktoren in
Modellvorhersagen. Unsere Ergebnisse zeigen, dass FlashWeave bekannte ökologische
Interaktionsstrukturen aus simulierten Datensätzen genauer vorhersagen kann als
alternative Ansätze und desweiteren verbesserte Resultate für verifizierte Interaktionen
in echten marinen Sequenzproben liefert. Durch FlashWeave konnten wir das bisher
größte mikrobielle Interaktionsnetzwerk für den menschlichen Magen-Darm-Trakt
entwickeln, welches auffällige, biologisch interessante Signale offenbart. Diese um-
fassen unter anderem eine ungewöhnlich ausgeprägte phylogenetische Assortativität,
eine ausgedehnte Interaktionslandschaft innerhalb der raren Biosphäre und neuartige
mutualistische Hub-Spezies. FlashWeave erlaubte uns ausserdem die Vorhersage eines
globalen, mikrobiomübergreifenden Interaktionsnetzwerkes, basierend auf mehr als
eine halben million Sequenzproben aus den unterschiedlichsten Habitaten. Tiefere
Analyse dieses Netzwerkes in zukünftigen Studien könnte interessante ökologische
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Einblicke offenbaren.
Im zweiten Teil dieser Dissertation präsentiere ich einen weiteren Arbeitszweig, in
welchem wir zeigen konnten, dass auch die Identifikation von Biomarkern entschei-
dend von der drastischen Reduktion indirekter Assoziationen profitieren kann. Solche
indirekten Assoziationen können hier zum Beispiel zwischen mikrobiellen Spezies
und wichtigen nicht-mikrobiellen Faktoren entstehen (als Beiprodukt ökologischer
Interaktionen zwischen mikrobiellen Spezies) und zu einer Großzahl an redundanten
Biomarkern führen. Letztere können negative Folgen für die Vorhersagegenauigkeit
haben und biologische Schlussfolgerungen erheblich erschweren. Wir haben dieses
Phänomen anhand des exemplarischen Problems der Identifikation von mikrobiellen
Spezies mit direkter Assoziation zu spezifischen menschlichen Körperstellen untersucht.
Unsere Ergebnisse zeigen, dass FlashWeave klar interpretierbare, parsimone Biomarker-
sets identifiziert, welche ausserdem herausragende Klassifizierungsqualität für Proben
mit sowohl reinen als auch vermischten menschlichen Mikrobiomen erreichen.
Diese Arbeit stellt einen wichtigen Schritt hin zu einem besseren Verständnis globaler
mikrobieller Interaktionstrends dar, mit potenziellen Anwendungen unter anderem
in der Entwicklung von Probiotika, neuartigen Kulturmethoden und Ansätzen im
Ecosystem Engineering. Desweiteren zeigt sie neue Möglichkeiten für die Identifikation
von besser interpretierbaren, parsimoneren Biomarker auf, welche unter anderem
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1.1.1 Natural microbial communities
The role of the infinitely small in nature is infinitely great.
—Louis Pasteur
Earth is, as far as we currently know, the only planet to have spawned the most
peculiar phenomenon in the known universe: life. It’s atmosphere, surface and deep
layers are teeming with organisms of astounding variety, spanning a multitude of scales.
From the largest known life forms, the fungus Armillaria ostoyae (9 km2 in area, Schmitt
and Tatum (2008)) and the superorganism Pando (a colony of Populus tremuloides,
0.5 km2 in area, 6600 t in weight (Mitton and Grant, 1996)), multicellular life reaches
its current lower boundary in the tiny Myxobolus shekeli (about 8 µm in length, Kaur
and Singh (2011)). From there, characterized diversity continues further into the
unicellular domain, where species range from meters (Caulerpa taxifolia, with stolons
reaching up to several meters in length (Meinesz et al., 1995)) all the way down to a
few hundred nanometers (Mycoplasma genitalium, 200-300 nm in diameter (Moore,
1999)). Life as we know it thus spans a staggering scale of ten orders of magnitude.
Despite their size, unicellular organisms (microorganisms or microbes in short) are
estimated to make up a major fraction of biomass on Earth (77 Gt C), vastly surpassing
that of animals (2 Gt C) and being only second to plants (450 Gt C) (Bar-On et al.,
2018). An extraordinary example is the alphaproteobacterial clade SAR11, which,
at an estimated population size of 2.4× 1028 cells (up to 50% of all cells in marine
surface waters), is considered the most successful organism on Earth (Morris et al.,
2002). Indeed, the number of extant microbial species is projected to be in the millions
(Schloss et al., 2016) or possibly even in the trillions (Locey and Lennon, 2016),
making them (potentially by far) the most diverse class of life forms on Earth. Microbes
are found across all niches of our planet, including even exotic habitats—previously
1
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thought to be devoid of life—such as deep-sea sediments (Zobell and Morita, 1959),
hot acidic springs (Brierley and Brierley, 1973), the arctic permafrost (Wilhelm et al.,
2012), human-made constructions in space (Vaishampayan et al., 2012), the deep
terrestrial subsurface (Szewzyk et al., 1994) and many other extreme environments
(Diels and Mergeay, 1990; Mormile et al., 2009; Rampelotto, 2013; Tirumalai et al.,
2018). Remarkably, extremophiles are not only tolerant to multiple types of extreme
environmental stresses (polyextremophiles), but indeed require them for proper growth
(Rampelotto, 2013).
Another intrinsic trait of many microbial species is an unparalleled capacity for
dispersal. For instance, microbial cultures of strict anaerobes can be obtained from
aerobic samples (Bianchi et al., 1992) and thermophilic organisms can be grown from
low-temperature marine samples (Isaksen et al., 1994), which shows the considerable
spread of microbial cells and spores across diverse environments1. The high population
size, variety of habitats, resilience to environmental stressors and potential of dispersal
thus make microbes the most successful class of organisms on the planet.
This dominance in Earth’s biosphere is reflected by the importance of microorgan-
isms for other life forms: every organism is in some way dependent on them (see
Figure 1.1). This becomes most evident through the planet’s globally operating bio-
geochemical cycles (Williams, 1997), which provide storage, conversion and flow of
the elements crucial for nutrition, homeostasis and maintenance of environmental
conditions for Earth’s species. Importantly, biogeochemical cycles are driven by the ex-
ceptional metabolic diversity found in microbial life: the carbon, nitrogen, phosphorus,
sulfur and oxygen cycles all have major microbial steps contributing to their flow and
balance (Falkowski et al., 2008; Madigan et al., 2014). Indeed, the loss of essential
microbial drivers would cause these cycles to collapse, leading to the destruction of
whole ecosystems (Doney et al., 2012; Treseder et al., 2012).
Not only were photosynthetic microbes the principal driver of the oxygenation
of Earth (early cyanobacteria initiated the "Great Oxygenation Event" ca. 2090
and 2450 Ma ago, Farquhar et al. (2000)), they remain important O2 contributors,
responsible for approximately half of all global atmospheric oxygen production (Field
et al., 1998; Walker, 1980). Similarly, bioavailable nitrogen is generated exclusively
by microorganisms through the fixation of atmospheric nitrogen and conversion to
NH +4 (Dixon and Kahn, 2004), which can subsequently be used by other organisms to
construct complex nitrogen-containing organic compounds, such as nucleic acids and
amino acids (see Figure 1.1 B).
Microbes are among the most important primary producers, i.e. initial converters of
inorganic compounds into biologically available and energy-rich molecules at the lowest
trophic level. An example of this is Prochlorococcus, a genus of marine cyanobacteria
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Figure 1.1: The role of microorganisms in global biogeochemical cycles and as primary producers. A Microbial
phytoplankton absorbs CO2 from the atmosphere to create complex organic compounds, which are in turn consumed
by heterotrophic or mixotrophic microbes. The CO2 produced by these species, as well as by higher-order heterotrophic
organisms that feed on them, subsequently gets recycled into the atmosphere, thus completing the carbon cycle. Adapted
with permission from Worden et al. (2015). B Nitrogen-fixing microbes perform essential steps in the global nitrogen cycle
by converting molecular nitrogen (N2) into bio-available Ammonium (NH
+
4 ), which is either consumed directly by plants
(via root nodules) or further oxidized to nitrate (NO –3 ) by nitrifying microbes. Nitrate is subsequently assimilated by plants
(and, through plant consumption, also by animals) or converted to N2 by denitrifying microbes, re-entering the atmosphere.
Adapted with permission from Wikimedia Commons (2009). C Global distribution of the most important marine primary
producers, Prochlorococcus and Synechococcus, which are among the most abundant and successful microbial groups on
Earth. Adapted from a graphic kindly provided by Prof. Dr. Michael Follows (The Darwin Project, Massachusetts Institute
of Technology).
estimated to be the most numerous group of photosynthetic organisms on the planet
and constituting the most important primary producer in Earth’s oceans (Flombaum
et al. (2013); see Figure 1.1 C). More exotically, extremophile chemosynthetic microbes
are essential primary producers in the deep-sea, associated with hydrothermal vents,
seeps or whale and wood falls, where whole (and surprisingly diverse) ecosystems
rely on their ability to generate energy-rich organic molecules from minerals and other
inorganic chemical compounds, provided for instance by vents, without the use of
sunlight (Dubilier et al. (2008); see Figure 1.2 B).
The extraordinary metabolic potential of microbes is also helpful in degrading a wide
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array of potentially toxic compounds in the environment, which re-inserts elements
into their corresponding biogeochemical cycles and thus makes them available to other
organisms. A prime example is the removal of surplus NH3 through the process of
nitrification (Madigan et al., 2014), now known to be predominantly mediated by
archaea (Hatzenpichler, 2012), which is a pivotal step in the nitrogen cycle (see Figure
1.1 B). Other examples include the degradation of contaminating hydrocarbons from
oil spills (Das and Chandran, 2011), xenobiotics such as polyethylene (Nowak et al.,
2011), pesticides (Kumar et al., 1996) and pharmaceuticals (Benotti and Brownawell,
2009).
Apart from these broad effects on life on Earth, countless well-described specific
symbiotic relationships between multicellular and unicellular organisms exist (see
Figure 1.2), covering all branches of the tree of life McFall-Ngai (2008). One of the
most impactful ones is the tight mutualistic symbiosis between nodulated plants, most
notably legumes such as Glycine max (soybean) and Medicago sativa (alfalfa), and
microbial species from the Alpha- and Betaproteobacteria, collectively called rhizobia
(Madigan et al., 2014). Rhizobial strains infect specific host species and initiate
the well-studied formation of root nodules, structures in the root where these strains
accumulate to perform nitrogen fixation under favorable nutrient and oxygen conditions
(Desbrosses and Stougaard (2011); see Figure 1.2 C).
In addition to rhizobial bacteria, an estimated 80% of land plants also harbor
essential mycorrhizal fungal symbionts, which provide the host plant with water
and nutrients, such as phosphate, in exchange for carbon (Deacon, 2013; Parniske,
2008). These fungal symbionts can have profound effects on plant diversity, community
structure and productivity, with some combinations of fungal species increasing biomass
yields by several folds in certain agricultural host plant species (Heijden et al., 1998).
Intricate signaling pathways have been described in plants to sense and recruit suitable
bacterial and fungal symbionts (Desbrosses and Stougaard, 2011).
A widespread class of mutualistic relationships with animals is conveyed by
bioluminescence, which provides distinct advantages to host animals in low-light
environments, most notably marine habitats, with regards to mating, detection and
attraction of prey, and camouflage (Widder, 2010). A remarkable example of the
latter is the squid Euprymna scolopes, which begins life symbiont-free and then picks
up specimen of the specific co-evolved gammaproteobacterium Vibrio fisheri (see
Figure 1.2 A). These microorganisms subsequently become enriched in a specialized
symbiotic light organ and provide the squid with counter-illumination, mimicking
the moon and starlight coming from the upper water columns to impede detection
by predators (McFall-Ngai and Ruby, 1998). In exchange, V. fisheri is provided with
oxygen, nutrients, and a safe habitat by its host. Strikingly, V. fisheri possesses sensor
genes for host specificity and furthermore strongly outcompetes non-bioluminescent
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mutants, as well as other microbial groups from closely related squid species, within
the host (Mandel et al., 2009; McFall-Ngai and Ruby, 1998). This relationship is
thus a remarkable example for an intimate co-evolutionary history between microbial
symbiont and host.
A
Terebellid polychaetes with ectosymbionts
(for example, Alvinella pompejana)
Gastropods with bacteria in gills
(for example, Alviniconcha hessleri)
Gutless oligochaetes with extracellular
endosymbionts










Figure 1.2: Important symbioses between microbial symbionts and animal or plant hosts. A The squid Euprymna
scolopes developed a tight symbiotic relationship with Vibrio fisheri, which aggregate in a specific light organ within the
squid’s mantle and provide it with bioluminescence. Credit due to Mattias Ormestad. B Chemosynthetic microbes are
essential primary producers in the deep-sea. In this environment, they are partners in numerous symbiotic relationships, for
instance as ectosymbionts on the surface and gills of diverse animals, or as endosymbionts within gutless worms. Graphic
adapted with permission from Dubilier et al. (2008). C Microbes have various interactions with plant hosts, for instance
mediated by the production of important nutrients and hormones, or through defense against pathogens. Colonization is
driven by multiple factors, such as chemotaxis and adherence factors which promote biofilm formation. Graphic adapted
with permission from Levy et al. (2018).
A more complex example of animal-microbe mutualism are corals, which are depen-
dent on single-celled eukaryotic dinoflagellates (Zooxanthellae) for their survival. These
symbionts perform photosynthesis to generate energy and nutrients for themselves and
their host and are in turn provided with ammonia and phosphate in an environment
starved for these essential inorganic nutrients (Hoegh-Guldberg, 1999; Stat et al.,
2008). Both the animal host and the zooxanthellae symbionts furthermore depend on
nitrogen-fixing bacterial symbionts—mostly cyanobacteria, but also alphaproteobacte-
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ria from the order Rhizobiales2—to obtain bioavailable nitrogen (Lema et al., 2012;
Lesser et al., 2004). Triggered by stress, most prominently global warming-related heat
stress, catastrophic events called coral bleaches can occur, in which the animal hosts
eject their zooxanthellae symbionts and transition into a vulnerable state with high
mortality rates, resulting in the destruction of whole ecosystems (Hoegh-Guldberg,
1999).
Other marine examples of animal-microbe mutualism include the previously
mentioned symbiotic relationships between animals and chemosynthetic microbes
in the deep-sea. To current knowledge, these interactions stretch across seven animal
phyla (Dubilier et al., 2008) and include curious hosts, such as gutless worms, which
are obligately reliant on their symbionts (Kleiner et al. (2012); see Figure 1.2 B). Up to
40% of the biomass of some sponge species furthermore consists of microbial symbionts
(Friedrich et al., 2001).
Intriguingly, the possibility of microbial endosymbiont exchange promoting the
evolution of certain types of animal behavior, for instance coprophagy and sociality,
has been proposed (Lombardo, 2008), extending earlier work on herbivore evolution
(Troyer, 1984). Microbes can furthermore confer distinct advantages to biological
pests invading a new habitat, as was shown for instance in invading insects (Lu et al.,
2016; Vilcinskas et al., 2013). Additionally, there is evidence for the tight control of
endosymbionts in insects via a controlled administration of antimicrobial peptides by
the host (Login et al., 2011).
Especially the close relationships between vertebrate hosts and their microbial
symbionts have been studied in remarkable detail in recent years, unveiling for instance
a number of intricate connections between symbionts and organ homeostasis (see
Figure 1.3). Studies have focussed in particular on the body habitat typically harboring
the vast majority of microorganisms: the gastrointestinal tract. Close co-diversification
between a wide variety of vertebrate hosts and their gut microbiota has been observed
(Ley et al., 2008; Sharpton, 2018) and gut communities have furthermore been found
to generally cluster by host phylogeny, albeit the picture is complicated by digestive
tract physiology (hindgut vs. foregut fermenters) and environmental factors, such
as host diet (carnivorous, omnivorous, herbivorous) (Muegge et al., 2011; Sharpton,
2018). Some hosts, for instance ruminant species, harbor specialized organs which
accommodate highly diverse microbiomes and are specialized on the digestion of
complex carbohydrates, normally inaccessible for mammal nutrition. This intimate
relationship between host and microbiome enabled the extraordinary success story of
herbivory, which emerged from within carnivorous mammals3 and is now estimated to
cover up to 80% of known mammals (Chapman, 1997; Ley et al., 2008). This example
2similar to many terrestrial plants, see above
3Curious parallels furthermore exist between gut microbiomes of modern terrestrial herbivorous
mammals and carnivorous cetaceans (whales and dolphins), which both evolved from herbivorous
ancestors (Sanders et al., 2015).
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highlights the immense fitness advantages that host-microbe interactions can confer
and underlines the important role of coevolution in supporting an efficient exploration
of the fitness landscape (Hutzil et al., 2018; Solé and Sardanyés, 2014).
Competition experiments, in which Lactobacillus reuteri strains isolated from several
non-murine vertebrate host species were transplanted into mouse hosts, showed high
specificity and distinct competitive advantages of rodent-derived strains over strains
from non-murine host species (Oh et al., 2010). Similarly, in reciprocal transplant
experiments between germ-free zebrafish and mice, transplanted communities shifted
abundance profiles to mirror those of closely related native species, indicating
strong selective pressures by the host environment (Rawls et al., 2006). Notably,
transcriptional host responses to microbiome transplants were still highly conserved
between host species in these experiments, indicating evolutionarily relevant host-
microbe interactions. But also for more closely related hosts, specific microbiome
requirements are becoming apparent: for instance, reduced survival rates and overall
fitness of hosts from a particular murine species were observed following transplantation
of microbiota from other murine species (Brooks et al., 2016). Host genetics may partly
explain this pattern, as specific quantitative trait loci in host genomes were found to
modulate single microbial taxa, but also groups of closely and even distantly related
taxa (Benson et al., 2010).
Gut-residing microbes were traditionally regarded as commensals, which benefit
from the nutrient-rich and relatively predation-free environment but have no effect
on their host ("eating at the same table", McFall-Ngai (2008)). However, modern
microbiome research is now uncovering the mutualistic nature of host-microbiome
relationships from various angles. A prime example is the importance of diverse
microbial clades for the digestion of complex compounds. Important representatives
of these endosymbionts are species from the genera Bacteroides (including the well-
studied Bacteroides thetaiotaomicron) and Bifidobacterium (Belenguer et al., 2006;
Martens et al., 2009), which process dietary polysaccharides and proteins to produce
compounds that nourish the host and other beneficial members of the microbiome (the
latter via cross-feeding) (Flint et al., 2008; Hooper et al., 2002). Even single microbial
species have been observed to noticeably modulate host inflammatory responses, as for
example Faecalibacterium prausnitzii (Lopez-Siles et al., 2017), and microbial activity
has been linked to the modulation of energy storage and harvest within the host (Martin
et al., 2007).
Many health-associated metabolites appear to be of microbial origin and are for
instance related to the body mass index (BMI) and coronary heart disease, which
further emphasizes the importance of the microbiome for host health (Holmes et al.,
2008). Vital microbial products include for instance essential vitamins and amino
acids, but also short-chain fatty acids (SCFAs), which are recently being studied in
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particular depth. The most important SCFAs are butyrate, acetate and propionate,
typically produced in complex food chains of cross-feeding microbial species (Belenguer
et al., 2006; Falony et al., 2006). SCFAs are important energy providers for the colonic
epithelium that promote energy homeostasis and result in various health benefits (Byrne
et al., 2015). Similar to other microbial metabolites, SCFAs can be sensed by the host
via specific sensory receptors, which triggers specific host responses (Bäckhed, 2012;
Samuel et al., 2008). This intricate mechanism constitutes another prime example for
the concerted interplay between microbial endosymbionts and their host.
Figure 1.3: The diverse roles of microbial endosymbionts in animal hosts. Microorganisms can affect every major
organ of the host body, with pronounced implications for homeostasis. While effects on the digestive tract and immune
systems have been extensively studied, interactions with the nervous system and the impact on host behavior have more
recently become a focal point. Credit due to McFall-Ngai et al. (2013).
Another important class of host-microbe relationships are close interactions between
intestinal microbiome and the host immune system (see Figure 1.3). While microbial
mutualists confer immense advantages to their host (as described in the previous
paragraphs), sophisticated control mechanisms are necessary to allow for the specific
selection of beneficial and exclusion of harmful species. Colonic antimicrobial
defenses and modulatory mechanisms are therefore regulated by a complex machinery4
(Mukherjee et al., 2008). Indeed, immune defenses have to balance a careful trade-off
between a tolerant state and tighter control. While a more tolerant immune system
is more open to beneficial microbes and maximally secures their benefits (while also
avoiding autoimmunity), more strictness helps to keep pathogens out and to prevent
harmful invasions of colonic tissues by commensal microbes, which can turn rogue in
the wrong place (Abbeele et al., 2011).
An important separation within the intestinal microbiome lies between luminal and
4This realization lead to the proposal that increased endosymbiont control may even be one of




mucosal communities. Luminal communities reside inside the gut lumen and mainly
play a nutritional role, only indirectly interacting with the colonic epithelium (via
diffusing metabolic products) and having limited to no access to the immune-molecule-
rich mucosal layers of the colon. Mucosal mutualists, on the other hand, inhabit
the mucosal layers and show a markedly different community structure compared to
luminal microbes (Zoetendal et al., 2002). Mucosal microbes furthermore are tolerated
by the abundant mucosal defense molecules produced by the host and can survive
the increasing oxygen gradient within the mucus, while feeding on host-provided
mucins (Abbeele et al., 2011; Meyer-Hoffert et al., 2008). Mucosal communities
play important roles in protecting the colonic epithelial tissue from pathogens: they
decrease the mucosal pH, produce specific antimicrobials, and compete with pathogens
for nutrients and cohesion spots on the epithelial surface, while also activating and
modulating the host defenses for pathogen recognition and tolerance of commensals
(Abbeele et al., 2011; Hooper et al., 2003; Mazmanian et al., 2005; Vaishnava et al.,
2008; Willing et al., 2009).
Recently, specific microbiome patterns have been associated with human diseases
not traditionally perceived as microbe-related disorders, including but not limited to
obesity, inflammatory bowel disease, Crohn’s disease, colorectal cancer and autism
(Adams et al., 2011; Beaumont et al., 2016; Nishida et al., 2018; Willing et al., 2009;
Zeller et al., 2014). The modern sterile western lifestyle has furthermore been implied in
an increased risk for autoimmune diseases, allergies and inflammatory gastrointestinal
diseases due to lack of exposure to important microbial pathogens and commensals,
resulting in the incomplete tuning of the immune system during development (the
"hygiene hypothesis", Filippo et al. (2010) and Rook (2007)). Moreover, specific pre-
and probiotics have been proposed to provide various health benefits, for instance by
combating specific diseases (Cani and Vos, 2017; Hemarajata and Versalovic, 2013;
Slavin and Slavin, 2013; Tankou et al., 2018).
However, pinpointing single causative species has not been successful (yet) in many
cases5 and causality, mechanisms and generality of disease induction and probiotic
health improvement require more research (Ma et al., 2018; McKenney and Pamer,
2015; Schmidt et al., 2018). Alarmingly, newer results suggest that effects of probiotic
treatment may be highly host-dependent and can even include increased disease
susceptibility (Quin et al., 2018; Suez et al., 2018; Zmora et al., 2018). Similarly, care
is advised when interpreting observed disease-microbiome associations, as illustrated
strikingly in the case of type 2 diabetes, for which pronounced microbiome shifts were
initially reported to be directly associated to the disease (Karlsson et al., 2013; Qin
et al., 2012), but later shown to be confounded by the anti-diabetic drug metformin
(Forslund et al., 2015).
5possibly due to a polymicrobial nature of diseases (Peters et al., 2012)
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A more recent line of research suggests an intense bilateral interplay between the
brain and intestinal microbes, conveyed by the so-called "gut-brain-axis", through which
intestinal microbes impact neuronal activity and behavior of the host and vice-versa
(Carabotti et al., 2015; Johnson and Foster, 2018; see Figure 1.3). One mediator
of this relationship are microbe-derived neuroactive compounds (Lyte, 2013), which
may influence cognitive patterns, such as affect and motivation, and potentially play a
role in neurological diseases (Mayer, 2011). Some effects have been traced to single
microbial species: Lactobacillus and Bifidobacterium species have for instance been
observed to reduce anxiety and depression-like symptoms in both mice and humans
(Johnson and Foster, 2018).
Apart from microbe-host interactions, biological interactions between different
microbial species play a fundamental role in nature. All important interaction classes
used to describe the ecology of multicellular organisms are also observed between
microbes, including cooperative relationships (mutualism and commensalism), as well
as antagonistic relationships (competition, predation, parasitism and amensalism)
(Lidicker (1979); see Figure 1.4 A). As I detail below, all of these can have profound














Figure 1.4: Ecological interactions between microbes. A All types of known ecological relationships have been
observed between microbes. These interaction types are defined based on patterns of benefit, harm and neutrality between
interaction partners. Credit due to Faust and Raes (2012). B One example of interactions are cross-feeding relationships,
for instance commensalism and complex mutualistic feedback loops. Credit due to Tang (2019).
Mutualism, a cooperative relationship in which both partners benefit, can lead to
tight and typically long-term interactions (Wingreen and Levin, 2006). This ecological
interaction type can for instance be mediated through intricate metabolic dependencies,
an example of which is the concerted interplay of diverse metabolically interdependent
microbial partners driving the global carbon and nitrogen cycles in a spatially and
temporally separated manner (Falkowski et al., 2008). Similarly, complex food chains of
mutualistic microbes exist in the vertebrate gut (see Figure 1.4 B), featuring extensive
metabolic complementarity and cross-feeding, where primary fermenters such as
Bacteroides can be viewed as gateway metabolizers through which carbohydrates enter
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the food web (Clavel et al., 2006; Fischbach and Sonnenburg, 2011). This also includes
the degradation of waste products, as for instance in the production of SCFAs, where
H2 consuming microbes (e.g. methanogens) metabolize the H2 produced by primary
fermenting microbes, leading to a reduction of the environmental H2. This in turn
helps their fermenting partners to maintain metabolic efficiency6 (Macfarlane and
Macfarlane, 2003).
Intriguingly, mutualism in the human gut appears to be so important that the
majority of antibiotic-related disturbance effects may be attributable to their impact
on cross-feeding (Dethlefsen et al., 2008). It is in fact such a fundamental trait
that it can even be evolved under laboratory conditions: an experimental evolution
study performed by William Harcombe resulted in a mutualistic relationship between
Escherichia coli and Salmonella enterica strains, where the S. enterica strain, which
started out metabolizing waste products of the E. coli strain, subsequently evolved to also
provide an essential amino acid in return, completing the cooperative loop (Harcombe,
2010). Similarly, an intimate mutualistic interaction between two strains from the
soil-dwelling species Pseudomonas putida and Acinetobacter sp. was experimentally
evolved within a biofilm flow chamber (Hansen et al., 2007).
Apart from metabolic dependencies, mutualistic relationships can also occur for
defensive purposes. A textbook example of this are biofilms, i.e. microbial communities
dwelling on surfaces and surrounded by extracellular polymeric substances. These
surrounding compounds are typically produced by specific members as a shared
resource, protecting the community as a whole from toxic substances (antibiotics) and
antagonists, while also allowing more efficient and localized communication, nutrient
sharing and division of labour. Biofilms may in fact be the typical mode of existence
in many bacteria (Kolter and Greenberg, 2006) and show intriguing similarities to
multicellular organisms, in some cases displaying behavior resembling that of a single
entity (Kaiser and Losick, 1993; Shapiro, 1998). Essential for the accumulation and
maintenance of biofilms is inter-microbial communication (Scherlach and Hertweck,
2018), as realized for instance through the well-studied phenomenon of quorum
sensing (Mashburn and Whiteley, 2005; Whiteley et al., 1999). This mechanism
leads to concerted interspecific and community-wide reactions, such as swarming or
the production of defense molecules, in response to population density and external
signals (Waters and Bassler, 2005). An interesting variation of biofilm formation was
recently observed for an uncultured Euryarchaeon, which uses physical extrusions to
simultaneously "grapple" and hold onto multiple other archaea or bacteria, forming a
regular multi-species matrix (Perras et al., 2014).
Microbial mutualism may be the main driver for the emergence of complexity, in
6Computational predictions furthermore suggest that these metabolic complementarity-driven
mutualistic relationships may be widespread across diverse habitats (Zelezniak et al., 2015).
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particular the evolution of the eukaryotic cell and multicellularity. It was for instance
proposed that energetic advantages provided by an alphaproteobacterial endosymbiont
(the protomitochondrion) to its putative primordial archaeal host reduced energetic
constraints of the host. This subsequently may have triggered genome expansion and
the evolution of increasingly complex features, eventually resulting in the first bonafide
eukaryotic cell (Lane and Martin, 2010; Martijn and Ettema, 2013). Similarly, certain
modes of beneficial coexistence, as for instance biofilms, may have facilitated the
cooperation of multiple cell types (species) in close proximity over extended periods of
time, leading to an increasing interdependence and thus providing a stepping stone
towards true multicellularity (Lyons and Kolter, 2015; West et al., 2006).
In the second cooperative interaction type, commensalism, one interaction partner
benefits while the other neither benefits nor is harmed (i.e. it experiences no net effect).
Albeit more typical for scenarios in which the host is orders of magnitude larger than
the symbiont (e.g. commensal microbes of plant or animal hosts), commensalism
can also be found between microbial species (Bertrand et al., 2015). For instance,
previously discussed primary producers, such as photosynthetic and chemosynthetic
microbes, can be partners in commensal relationships if they provide side products not
used by themselves, which can then be metabolized by partner microbes. More subtle
but nonetheless important forms of commensalism include also the sequestration of
molecules that make environmental resources available for metabolization by other
microbes, for instance siderophores in iron sequestration (Griffin et al., 2004). However,
this relationship may turn into antagonism if the activated resource is limited or
mutualism if the non-producers provide reciprocal benefits (as typical in biofilms).
Another well-studied example are fermenting microbes utilizing lactate during the
ripening process of dairy products, which increases the pH in the product and paves
the ground for less acid-tolerant successional microbes (Irlinger and Mounier, 2009;
Mounier et al., 2008). Similarly, aerobic microbes can create anoxic environments in
the human oral cavity, preparing a habitat for oxygen-sensitive colonizers (Mark Welch
et al., 2016). Commensalism is also commonly found in biodegradation, for instance
cellulose degradation, where cross-feeding relationships abound (Leschine, 1995).
The second broad class of ecological interactions—antagonistic relationships,
in which at least one interaction partner is harmed—is also commonly observed
between microbes (Feichtmayer et al., 2017). One widespread and important class of
antagonistic interactions is the competition for shared resources in overlapping niches,
which leads to disadvantages for both competitors (Hibbing et al., 2010). Typically,
competitive advantages such as a more efficient metabolism and higher growth rates
will give one species the edge, allowing it to outgrow its competitor and ultimately
eliminate it from the niche (competitive exclusion, Bauer et al. (2018)). To circumvent
this, the disadvantaged species usually attempts to reduce the competitive pressure
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by slightly changing strategies, which results in niche partitioning. This may involve
switches in metabolic requirements (i.e. the metabolization of compounds not usable
by the other species), the employment of defense strategies, such as the production of
toxins and antimicrobials, or the change of its general survival strategy, for instance
by putting more emphasis on motility and dispersal to colonize newly opening niches
more quickly than it’s metabolically more efficient competitor (Bauer et al., 2018;
Hibbing et al., 2010).
However, such evasion strategies can be exploited, as is displayed by Eubacterium
rectale in the mouse gut. E. rectale competes with B. thetaiotaomicron for CO2 (provided
primarily by the host) and can sense the presence of its competitor. After detecting
B. thetaiotaomicron, E. rectale upregulates PEP carboxykinase which allows it to more
efficiently deplete CO2 than its antagonist. B. thetaiotaomicron is forced to respond by
switching from propionate to the less CO2-intense production of acetate, which in turn
can be metabolized by E. rectale, thereby effectively killing two birds with one stone
(Fischbach and Sonnenburg, 2011; Mahowald et al., 2009).
Of particular importance for host health is colonization resistance, a competitive
phenomenon in which beneficial microbial species block available intestinal niches
from pathogens, thereby preventing invasion by these harmful groups. This protective
effect was for instance observed as a defense against Clostridium difficile, Salmonella
enterica and Shigella (Buffie et al., 2015; Lawley et al., 2008; Pérez-Cobas et al., 2015;
Stecher et al., 2010), and can be weakened or lost in the presence of intestinal dysbiosis
(Buffie and Pamer, 2013).
Another type of antagonistic relationships is predation, in which one interaction
partner (the predator) benefits from harming the other (the prey) through consumption.
This interaction is prominently observed between predatory unicellular eukaryotes,
classically protozoa or different amoebae species, and bacterial prey. When grazing on
bacteria, the predators utilize their size and advanced, flexible cytoskeleton to engulf
their prey, followed by digestion (Madigan et al., 2014). However, also bacteriovorus
bacteria have been identified, which employ a variety of feeding strategies, from
invasion of the prey’s periplasm (Bdellovibrio bacteriovorus), with some parallels to
parasitic behavior, to extracellular attachment followed by introduction of hydrolytic
enzymes into the prey cell (Vampirococcus sp.) (Feichtmayer et al., 2017; Guerrero
et al., 1986).
Parasitism is another common antagonistic relationship, in which one partner
benefits, while the other is harmed without acute risk of death. A large diversity of
microbes have been described as parasites of other microbes: for instance cyanobacteria,
which often form massive blooms and are therefore prime targets for predators, but
also parasites, host a wide variety of unicellular fungal, protist and bacterial parasites
(Haraldsson et al., 2018). Further examples include parasites of microbial parasites
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(so-called "hyperparasites"), which appear to be common in nature (Parratt and Laine,
2016), and microbial "cheaters", which benefit from and deplete commodity goods
provided by other microbes without providing benefits in return, as observed for
instance for iron sequestration (West and Buckling, 2003) (previously mentioned also
in the context of commensalism). An exotic candidate for parasitism is the archaeon
Nanoarchaeum equitans, which has been suggested to use other archaea from the genus
Ignococcus as host (Waters et al., 2003), possibly making this species the first described
archaeal parasite.
The final class of antagonistic relationships is amensalism, in which one partner
is harmed without any effect on the other partner. Well-known examples are the
production of antibiotics, for instance the classic case of penicillin produced by
several species from the fungal genus Penicillium, which are secreted to weaken or
kill competitors and predators, but usually also induce collateral damage to non-
threatening microbes (Lemos et al., 1991; Long et al., 2013). Another example was
observed in mixed cultures between Lactobacillus casei and Pseudomonas taetrolens,
in which P. taetrolens showed highly unstable growth and viability profiles, linked to
the lactobionic acid produced by L. casei, while L. casei appeared unaffected in the
co-culture (García et al., 2017).
Interestingly, the previously described interaction types can be highly dependent on
both biotic and abiotic factors, and may thereby change from one type to another when
conditions are altered (Buffie et al., 2015; Liu et al., 2017). For instance, mutualistic
interactions can transition to competition or parasitism in benign environments where
mutual cooperation is not required (Hoek et al., 2016). A health-related example
is the observed protective effect of Clostridium scindens against Clostridium difficile
overgrowth, which importantly is only realized in the presence of primary bile acids,
which C. scindens metabolizes into protective secondary bile acids (Buffie et al., 2015).
Similarly, the inclusion of new species in a community can shift the metabolic behavior
and active pathways of resident members, for instance through niche partitioning.
An example of this are metabolic switches in B. thetaiotaomicron, triggered by the
addition of Bifidobacerium longum or E. rectale7 (Mahowald et al., 2009; Sonnenburg
et al., 2006), which in turn changes interactions with other members of the intestinal
microbiome. A similar example is the increased production of bile acids by intestinal
commensals in response to prebiotic food intake, which can render the intestinal
environment unfavorable for pathogens like Shigella (Alvarez-Acosta et al., 2009;
Rabbani et al., 2009).
The situation is further complicated by multiple interaction types potentially being
active in parallel. An example is lateral gene transfer (LGT), in which the comprehensive




frequent between closely related strains and species (Soucy et al., 2015), making
it a possible mechanism of kinship selection and more common between mutualists
(Strassmann et al., 2011). Nonetheless, shared genes may also confer advantages to
competitors and predators, blurring the picture of cooperation and antagonism.
1.1.2 Fundamental ecosystem properties
When one tugs at a single thing in nature, he finds it attached to the
rest of the world.
—John Muir
Ecosystems and their properties have been studied theoretically and empirically for
a long time—for instance, the first analysis of a food web was presented as early as 1912
(Pierce et al. (1912); see Figure 1.5 A). Even earlier, Charles Darwin acknowledged the
importance of the complex intertwined relationships between all organisms through
his "tangled bank" metaphor (Darwin, 1859). Traditionally, ecological network analysis
focussed mainly on ecological systems of animals and plants, including for instance
food-webs (Pimm et al., 1991), mutualistic networks of plants and pollinators or
seed dispersers (Bascompte and Jordano, 2007; Nilsson, 1988) and host-parasite
networks (Askew, 1961) (see Figure 1.5 B). Furthermore, classic network ecology
studies were mainly concerned with the analysis of simple pairwise interactions, with
little consideration of emergent network properties (Bascompte, 2009).
Recently, graph- and network-theoretical approaches have become a major driving
force for fundamental insights into many types of complex networks, including
engineered networks, such as power grids or the internet, but also social networks,
systems in statistical physics, and biological networks. The latter cover for instance
nervous systems and metabolic networks (Albert and Barabasi, 2002; Newman, 2003;
Strogatz, 2001). Mirroring this trend in other fields, a more holistic, network-
centric perspective with focus on emerging large-scale patterns is also gaining traction
in ecology. In consequence, network-theoretic approaches are being successfully
applied to a growing number of ecosystem models (Bascompte, 2009; Montoya et
al., 2006). These studies typically investigate and interpret general graph properties,
such as measurements of community structure (including modules, nestedness and
compartmentalization), transitivity, connectance, average shortest paths, betweenness
and specific network motifs8 (Bascompte, 2009; Delmas et al., 2019; Montoya et al.,
2006; Proulx et al., 2005; see Figure 1.6 B for selected examples). General graph
characteristics have enabled the study of a number of higher-order properties, such
as network robustness, stability and resilience (Albert et al., 2000; May, 2001; Oliver




Figure 1.5: Ecological networks of plants and animals. A Possibly the first depiction of an ecological food web, described
by Pierce, Cushan and Hood in 1912 (Pierce et al., 1912). B Example of an ecological network with complex interactions
between plants and various mutualistic (pollinators, seed dispersers) or parasitic animal partners. Credit due to Bohan
et al. (2013).
et al., 2015; Pimm, 1984), as well as the classification of networks into fundamental
graph-theoretical classes, most notably small-world and scale-free networks (Albert
and Barabasi, 2002; Newman, 2003; Strogatz, 2001; see Figure 1.6 A).
In order to obtain networks to which these methods can be applied, pairwise
interactions have to be identified for all species within the network (optimally including
signs and strengths, which may be difficult to quantify in practice). For animal-plant
systems, interactions are typically inferred through empirical observations (aided by
technical equipment, such as camera traps), for instance on the types and frequencies
of pollinating animals visiting different plant species, prey species being caught by
particular predators, or different seed types being found in feces of specific animal
species (Pellissier et al., 2018).
Ecological studies with a graph-theoretical perspective have yielded insights into
a number of interesting ecosystem properties (see Figure 1.6). For instance, many
ecological networks across geography, habitat types and network classes (e.g. food
webs, mutualistic networks), have been shown to be densely connected and complex
(Montoya et al., 2006), with properties of both random and regular networks (Newman,
2003). This has implications for species diversity, which tends to increase with higher
numbers of direct and indirect interactions between species (Montoya et al., 2006).
In addition, most ecological networks exhibit the small-world property, which means
that average shortest distances (i.e. the "diameter" of the network) between species
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are small9 (Amaral et al. (2000); see Figure 1.6 A). Small-world networks furthermore
have high clustering coefficients compared to random networks, which implies that one
species can be reached from others within a small number of steps and that neighbors
of a species are typically also connected (Montoya and Solé, 2002; Williams et al.,
2002). While the small-world property may enable quicker responses to perturbations,
increasing system homeostasis (Montoya and Solé, 2002), it paradoxically also implies
that negative effects can more quickly propagate through the whole network (May,
1972), making it less robust to perturbations. However, empirical ecosystems generally
display robustness and resilience, which is why non-random properties of ecological
networks have been suggested to explain this conundrum (dissected in the "diversity-
stability debate", Jacquet et al. (2016) and McCann (2000)).
A
Small-World Network Network with Scale-Free Node Degree Random Network
(i) (ii) (iii) (iv) (v)
B
Figure 1.6: A selection of general properties found in complex networks. A Different network classes are distinguished
depending on node degree distributions and connectivity patterns, such as the network diameter. Adapted with permission
from Huang et al. (2005). B Important nodes within ecological networks include hubs (i) and nodes with high betweenness
centrality (ii). Networks can furthermore contain specific motifs (with potential functional relevance) (iii), be assortative
(iv) and show fragility to the removal of specific nodes (v). Adapted with permission from Röttjers and Faust (2018),
where further details and explanations can be found.
Another widespread property of ecological networks is their right-tail heavy degree
distribution, which means that most species have a low number of interaction partners,
while a few have disproportionately many. This property is in sharp contrast to random
networks, where node degrees follow a Poisson distribution (Erdos and Rényi, 1960).
The right-tail heavy property is reminiscent of networks with a scale-free node degree
distribution (see Figure 1.6 A), in which the degree distribution follows a power-law,
explainable for instance by a "the rich-get-richer" (or preferential attachment) effect
(Barabási and Albert, 1999). Examples of such networks include the World Wide Web,




networks of scientific collaborations and citations, protein interaction networks and a
social network of sexual contacts (Newman, 2003)10.
In contrast, ecological networks usually do not fit a power law model most closely.
Instead, they are typically better explained by a truncated power law model, in which
the maximum neighborhood size is bounded (Amaral et al., 2000; Jordano et al., 2003).
This property is related to fundamental ecological limitations: additional interaction
partners of a species, for instance frugivores eating the fruits of a specific plant species,
will lead to increased competition for eating (i.e. interacting with) that same plant
species, disincentivizing additional interactions with it (Montoya et al., 2006). The
fact that hub species are nonetheless present, albeit with smaller neighborhoods than
in the scale-free model, may be explained by species abundance as for instance a more
common prey species may have more predators specializing on it (Montoya et al.,
2006).
The right-tail heavy degree distribution of ecological networks appears to play a
role in the remarkable robustness to perturbation observed in ecological networks. For
instance, the random removal of species typically does not strongly affect the average
path length in these networks, indicating their resilience and robustness to random
perturbations. This implies reduced second-order extinctions, i.e. species becoming
extinct due to the removal of a partner species, to which random networks are noticeably
less robust (Montoya and Solé, 2002; Solé and Montoya, 2001). Similarly, complex
ecological models can often be parameterized to yield a single stable equilibrium state
(McCann, 2000), while many complex differential equation models across domains
do not have that property (May, 2001). However, in contrast to random removal, the
targeted removal of highly connected species tends to have a high impact on ecological
networks and can effectively disrupt their structure (Pimm, 1982). Studies also suggest
that indirect interactions, self effects and non-random patterns of weak and strong
interactions can be important promoters of stability (Barabás et al., 2017; Kokkoris
et al., 2002; Menge, 1995).
Certain network motifs (see Figure 1.6 B), for instance tri-trophic food chains and
omnivory, have furthermore been found over- or underrepresented in many ecological
networks (Bascompte, 2009), and theoretical evidence suggests that the prevalence
of network motifs, as well as the higher-order composition of networks with different
motif types, may affect network stability (May, 1972). Architectural properties of
networks like these may indeed influence the biodiversity that can be supported by an
ecosystem (Bastolla et al., 2009).
Ecological networks tend to be hierarchical and nested, which implies that specialist
species typically interact with a subset of the interaction partners of the next more
10However, the widely-reported scale-free property of various types of biological networks has been
challenged on statistical terms (Lima-Mendez and Helden, 2009)
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general species (Bascompte et al., 2003; Clauset et al., 2008; Woodward et al., 2005).
For instance, a generalist predator tends to also prey on all species that more specialized
predators target, which in turn target a superset of the next more specialized predators,
and so forth. This property results in highly asymmetric and cohesive networks, with a
stable core of interactions around which all others are organized (Bascompte et al.,
2003). Such architectures may confer improved perturbation responses, for instance
by reducing the chance of a species becoming isolated upon removal of other species,
and thus increase the survival of in particular rare species (Bascompte et al., 2003).
Interestingly, many properties of ecological networks can furthermore be reproduced by
only accounting for hierarchy in a comparatively simple model (Clauset et al., 2008).
Ecosystems consisting of multiple habitats tend to be compartmentalized, where
compartments (or modules) correspond to distinct habitats. There is evidence
that mutualistic networks tend to be more nested than compartmentalized, while
antagonistic networks have a tendency towards more compartmentalization (Fortuna
et al., 2010). The situation is however complicated by a number of confounders, as
well as the lack of suitable methods for consistently defining habitats, thus the overall
importance and prevalence of compartments remains unclear (Montoya et al., 2006).
Strong phylogenetic signals exist in ecological networks with evidence suggesting
more pronounced patterns within compartmentalized than in nested topologies, and in
consequence also increased phylogenetic effects in antagonistic compared to mutualistic
networks (Rohr and Bascompte, 2014). Furthermore, higher phylogenetic constraints
seem to be placed on prey compared to predators in antagonistic networks, and on
animals compared to plants in mutualistic networks (Rohr and Bascompte, 2014).
These pronounced phylogenetic signals within ecological networks are in line with
the proposal that species interactions strongly affected and shaped the expansion of
biodiversity, with considerable impact on coevolution (Thompson, 1994; Thompson,
2005). Indeed, indirect and asymmetric species interactions appear to have a profound
catalyzing effect on coevolution, for instance by facilitating long-term coexistence
(Bascompte et al., 2006; Guimarães Jr et al., 2017).
Another important factor in ecosystems are keystone species, i.e. taxa with a
critical effect on ecosystem function relative to their abundance (Power et al., 1996),
a concept first introduced in 1966 by Robert T. Paine in the context of the predatory
starfish Pisaster ochraceus (Paine, 1966). While commonly regarded as species with
positive ecosystem effects, wider keystone definitions also incorporate species that
fundamentally alter their ecosystem through a disruptive negative impact. Classic
examples of positive keystone species include apex predators, such as wolves (Canis
lupus), because the removal of these predators—despite their comparatively small
numbers—has a transformative effect on ecosystems (Power et al., 1996). This impact
is mainly mediated by prey being left unchecked and free to multiply, with devastating
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effects on other wildlife. The exceptional importance makes keystone species prime
targets for land use, conservation and biodiversity restoration efforts (Mills et al.,
1993). In ecological networks, keystone species are typically central nodes with many
interactions, or nodes occupying key positions whose removal would disrupt the
network (Jordán, 2009).
While historically, community assembly is expected to be guided by species-specific
traits, niche-adaptations and species-species interactions, Stephen Hubbell’s "unified
neutral theory of biodiversity and biogeography" (Hubbell, 2001) (or "neutral theory of
ecology" in short, not to be confused with the "neutral theory of molecular evolution" by
Motoo Kimura, (Kimura, 1983)) has been proposed as a controversial alternative model.
It assumes that species differences and species-species interactions are inconsequential
for the reproductive success of individuals and instead postulates that simple birth and
death patterns, in conjunction with migration from a regional metapopulation, can
alone explain observed local species abundances. While some communities show a
good fit with this model (Hubbell, 2001; Woodcock et al., 2007), the overall evidence
suggests that neutrally assembled communities are rather rare (McGill et al., 2006;
Wootton, 2005). However, the neutral theory has nonetheless been established as a
valuable null model to test the relative importance of niche-adaptation and species-
species interactions (Gotelli, 2000; Leigh, 2007; Rosindell et al., 2011).
As explained in subsection 1.1.1, microorganisms also form complex interaction
networks, driven by various mutualist and antagonist interaction types and in many
cases dwarfing ecological systems of plants and animals in terms of size and complexity.
However, the study of both general and specific properties of these systems is still
in its infancy (Röttjers and Faust, 2018), and the main underlying reason is the
difficulty of generating network models of these systems in the first place. While
identifying all pairwise species interactions is already a daunting task for plant-animals
networks (Morales-Castilla et al., 2015), the drastically increased species diversity
(Locey and Lennon, 2016; Schloss et al., 2016), as well as complex environmental
requirements (Overmann et al., 2017), make this problem even more formidable
for microbial ecosystems. Further complications include the spatial and temporal
scales that microbes operate on, as well as their morphological homogeneity and the
notorious difficulty of distinguishing microbial species (see subsection 1.1.3), all of
which necessitate specialized experimental methods and/or theoretical considerations.
Statistical associations and mathematical modeling techniques, which can utilize the
wealth of currently available metagenomic and genomic data, may however be used to
complement initial experimental efforts and allow first glimpses into the structure and
functioning of microbial ecosystems (Faust and Raes, 2012; Layeghifard et al., 2017;
Röttjers and Faust, 2018).
Networks predicted by such statistical approaches typically share important
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properties with ecological networks of plants and animals, such as right-tail heavy
degree distributions and the small-world property (Faust and Raes, 2012). Many
studies on such inferred network models have furthermore focused on identifying
microbial keystone taxa, for instance in human body sites, soil communities and marine
environments (Banerjee et al., 2018). Just as their macroscopic counterparts, these
species exert their transformative impact on microbial communities independently of
their abundance, in contrast to dominant taxa that affect ecosystems solely through their
abundance (Banerjee et al., 2018). Many studies in pursuit of microbial keystone taxa
so far narrowly focussed on highly connected hubs within co-occurrence networks (see
Figure 1.6 B), whose predictivity of keystone status is unclear (Berry and Widder, 2014;
Freilich et al., 2018). Nonetheless, results were in some cases replicated in multiple
contexts and with different methods (Banerjee et al., 2018). Furthermore, empirical
evidence exists for the keystone status for certain microbial groups, for instance several
keystone-pathogens (see the "keystone-pathogen hypothesis", Hajishengallis et al.
(2012)) involved in oral inflammation, disease-related colonization of the human gut
and plant root dysbiosis (Agler et al., 2016; Curtis et al., 2014; Hajishengallis et al.,
2011). Other experimentally verified keystone taxa include nitrogen-fixing bacteria in
plant root nodules (Heijden et al., 2006).
Considerable research has been conducted on the stability and resilience of microbial
ecosystems (Moya and Ferrer, 2016; Shade et al., 2012). In longitudinal studies, gut
communities showed pronounced long-term stability and the tendency to relapse into
their initial structure after perturbation (for instance antibiotic or dietary interventions),
furthermore indicating marked resilience (Claesson et al., 2011; David et al., 2014a;
Dethlefsen and Relman, 2011; Zoetendal et al., 1998). Nonetheless, also permanent
and sometimes drastic shifts in community composition have been observed following
perturbation (Allison and Martiny, 2008; Hernández et al., 2013; McFarland, 2008).
Studies furthermore found community function to be highly conserved in various
ecosystems, for instance marine, human- and plant-associated environments, despite
pronounced species differences between habitats (Huttenhower et al., 2012; Louca
et al., 2018; Moya and Ferrer, 2016; Sunagawa et al., 2015; Turnbaugh et al.,
2009). This suggests that pronounced functional redundancy across taxa may be
a widespread property in microbial communities, with important implications for
ecosystem resilience.
Recent results furthermore indicate that community assembly may follow repeatable
patterns of emergence and self-assembly on a coarse-grained taxonomic scale (Goldford
et al., 2018). These patterns appear to be driven and stabilized by higher-order cross-
feeding interactions between microbes, suggesting the presence of stable equilibria
in microbial ecosystems. In contrast, several theoretical and data-driven models
suggest that widespread competition may be necessary for stability in microbial
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ecosystems in the murine gut (Coyte et al., 2015; Stein et al., 2013). Evidence for
multi-stability, i.e. the existence of multiple stable community states within the same
habitat, is furthermore discussed for the human gut microbiome (termed "enterotypes";
Arumugam et al., 2011; Gonze et al., 2017; Knights et al., 2014).
A repeatedly observed phylogenetic pattern in microbial co-occurrence analyses
is phylogenetic assortativity, i.e. the increased probability of associations between
phylogenetically more closely related groups (also see Figure 1.6 B, albeit for a different
type of assortativity), which was replicated across a variety of data sets and methods
(Chaffron et al., 2010; Faust et al., 2012; Kurtz et al., 2015). While widespread
competition was suggested as a possible explanation (based on additional genomic
evidence, Chaffron et al. (2010)), the lack of experimentally verified interactions has
so far precluded robust validation of this pattern.
Hubbell’s neutral theory has also been applied to microbial communities, with
good fits in some studies (Woodcock et al., 2007) and mixed results11 or negligible
explanatory power (Cregger et al., 2018) in others. Both neutral and non-neutral
processes may thereby contribute to microbial community assembly (Faust and Raes,
2012).
Strong modularization is also often observed in co-occurrence networks, which
was attributed to niches or abiotic factors in some studies, but the nature of such
compartments is not always clear (Röttjers and Faust, 2018). Similarly, the prevalence
and importance of network motifs (see Figure 1.6 B)—studied to some extent in
animal and plant networks (Bascompte, 2009)—remains underexplored in microbial
interaction networks, and the potential biological meaning of previously reported
motifs remains to be elucidated (Röttjers and Faust, 2018).
1.1.3 Microbial systematics and the species problem
Imagine walking out in the countryside and not being able to tell a
snake from a cow from a mouse from a blade of grass, that’s been
the level of our ignorance.
—Carl Woese
Describing and categorizing the enormous diversity of microbial life is a gargantuan
task. Through recent improvements in molecular sequencing approaches (see
subsection 1.2.2), the true extent of undescribed microbial biodiversity became
dramatically apparent. While in 1987 only 12 phyla were known (Madigan et al.,
2014), 2017 already saw a total of 80 named bacterial and 26 named archaeal
phyla, out of which only 30 and 3, respectively, had cultured representatives
11for instance applying only to generalist but not specialist species or being restricted to one
environment (Liao et al., 2016; Sloan et al., 2006)
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(Overmann et al., 2017). Furthermore, the majority of genes identified through
culture-independent sequencing approaches, in particular in environmental samples,
are currently undescribed (Overmann et al., 2017). While numbers of described species
steadily increase (currently at around 12’000 characterized species), new additions
mostly fall within higher taxonomic groups that already have cultured representatives,
and thereby only increase the depth but not the breadth of available cultures (Overmann
et al., 2017). These observations clearly highlight the importance of time-consuming
yet unavoidable isolation, cultivation and description work to systematically approach
this staggering wealth of diversity. While culturing and description still plays a catch-up
game, and the gap indeed seems to be increasing (Overmann et al., 2017), high-
throughput culturing approaches may help address this problem (see subsection 1.2.1).
Reasons for this gap include the high burdens for naming a new species: tellingly,
the overall costs of validly describing a single bacterial isolate have been estimated
at 9’836 € (Overmann, 2015). To validly assign a binomial Linnean name to a newly
discovered species, a number of prerequisites must be met (Madigan et al., 2014).
Firstly, a detailed description of characteristics and, importantly, distinguishing traits
compared to other species, must be published in an adequate journal (traditionally
the Journal of Systematic and Evolutionary Microbiology (IJSEM)). Secondly, viable
pure cultures of the new organism (i.e. type strains) must be sent to at least two
culture collections in different countries. The new species will then be included in
central taxonomic reference resources, for instance the "List of Prokaryotic names with
Standing in Nomenclature", completing the naming process.
However, through the advent of molecular methods, additional sequence-based
information is nowadays also used (and required) for species delineation. DNA-DNA
hybridization experiments, in which the nucleotide similarity between two genomes
is measured experimentally, showed that average nucleotide identity (ANI) scores of
more than 70% (given standardized conditions) corresponded well to species described
at the time (Wayne et al., 1987). However, shortcomings of DNA-DNA hybridization
include several technical difficulties, for instance that results can change depending
on which genome is used as the probe and which as the target, that the method
is intransitive (genome A can have ANI >=70% to genome B and genome C, but
genome B can have ANI <70% to genome C) and that the 70% cutoff was based on
pre-existing species assignments that lacked a theoretical foundation (Achtman and
Wagner, 2008). Nonetheless, this method provided a much-needed molecular basis
for distinguishing species as opposed to depending on less reliable (and often hard to
measure) phenotypical traits.
Because DNA-DNA hybridization is expensive and laborious, alternative thresholds
based on nucleotide identity of the 16S rRNA gene were proposed and became the
de-facto standard for approximate species assignment. Already proposed and used
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by Woese and colleagues in the earliest days of molecular phylogenetics (Fox et al.,
1977; Woese and Fox, 1977), the 16S gene has a number of beneficial traits for
taxonomic classification (Hugerth and Andersson, 2017; Madigan et al., 2014): (i) it is
ubiquitously found across all known organisms, (ii) it features both highly conserved
and highly variable ("hypervariable") regions, thus conserved regions can be used
as reliable targets for primer binding, while hypervariable regions provide enough
variation to inform taxonomic distinction, (iii) it is rarely transferred horizontally
and (iv) it can easily be handled experimentally due to its small size, which was an
advantage especially in the early Woesian days.
Comparison of 16S rRNA identity with DNA-DNA hybridization experiments
showed a good correspondence between the two, with a threshold of 97% typically
corresponding to a hybridization ANI of 70%, leading to the suggestion of the 97%
16S identity threshold to classify organisms as distinct species. Conversely, a 16S rRNA
identity above 97% would be an indication for both organisms coming from the same
species, albeit this required further confirmation through whole-genome hybridization
because some distinct species showed 16S rRNA identity above 97%. A more recent re-
evaluation of the 97% threshold, based on more recent experimental data that included
more species, however found that the threshold for species distinction should be more
appropriately set at 98.7% (Stackebrandt, 2006). These thresholds are furthermore
used to assign sequences, for which no additional information is available and which
do not match any described reference species, into sequence-based phylotypes (for
instance operational taxonomic units (OTUs), see subsection 1.2.3).
The 16S rRNA gene is additionally sometimes used to assign a provisional
"Candidatus" name to uncultured microbes with largely unknown phenotypes. Given
sufficient 16S rRNA difference to known species, as well as a basic description of
species traits as far as available (e.g. based on genomic information) and an in situ
hybridization protocol for specific detection, such preliminary names can be validly
assigned (Murray and Stackebrandt, 1995) and are becoming increasingly popular due
to the mass of novel groups and the painstaking work that can be required for culturing
(see subsection 1.2.1). Similar to 16S rRNA, the internal transcribed spacer (ITS)
region, located between the 16S rRNA and 23S rRNA genes in archaea and bacteria
and between the 18S and the 5.8S rRNA genes in eukaryotes (ITS1), has been found
to improve distinction between certain taxa, for instance in fungi and plants (Baldwin
et al., 1995; Peay et al., 2008). It has furthermore been used to increase resolution in
particular bacterial groups, such as cyanobacteria and SAR11 (Sullivan et al., 2003;
Zhao et al., 2013).
Through more advanced sequencing methods, which provide information on
multiple genes at once, it became clear that the 16S rRNA gene or ITS region alone
can be limited in their taxonomic resolution. For instance, distinct Bacillus species with
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different pathogenicity patterns and ecology have nearly identical 16S rRNA genes
(Sacchi et al., 2002) and thus require particular care for proper species delineation. But
also within the same species, different strains with almost identical 16S rRNA sequence
can differ drastically: for instance, the K-12 strain of E. coli is generally harmless, while
the O157:H7 strain can cause fatal infections (Perna et al., 2001). Some organisms
furthermore carry more than one 16S rRNA gene, which additionally complicates
comparison and species distinction (Sun et al., 2013; Větrovskỳ and Baldrian, 2013).
To improve upon this situation, information from additional genes can be used, in
particular protein-coding housekeeping genes may provide better resolution since they
tend to evolve faster. An approach that combines a number of such genes (typically
6-8) is multilocus sequence typing (MLST), which is used especially in medical contexts
where rapid identification of pathogenic strains is essential (Madigan et al., 2014).
With the availability of more and more microbial genomes, genome-wide comparisons
of orthologous genes via gANI (genomic ANI) is also increasingly used to distinguish
species. A gANI threshold of 95% was found to best correspond to 70% DNA-DNA
hybridization ANI by an initial analysis (Goris et al., 2007), while a more recent study
based on more than 10’000 genomes found a threshold of 96.5% to be most compatible
with previous hybridization-based species assignments (Varghese et al., 2015).
The advantage of genomic data also became apparent in the context of phylogenetic
reconstruction, which aims at elucidating taxonomic affiliations deeper than species
level. For instance, an important breakthrough in our understanding of early evolution
came through the use of large numbers of protein-coding housekeeping genes for
phylogenetic reconstruction. While the original three-domain tree of life, as presented
by Woese and colleagues based on 16S rRNA gene information (Woese et al., 1990),
featured Bacteria, Archaea and Eukaryota are separate branches, with Archaea and
Eukaryota being sister clades12, modern revisions of the tree of life draw a different
picture. Based on substantially increased numbers and diversity of genomes, as well as
information from a large number of conserved housekeeping genes, these trees show
Archaea to be paraphyletic, with Eukaryota evolving from within Archaea rather than
being a sister group (Cox et al., 2008; Guy and Ettema, 2011). The implications are
profound: according to this model, higher organisms don’t only share an undefined
ancestor with modern Archaea, but may have evolved from bonafide archaeal cells.
The previously discussed thresholds, despite their usefulness in operationally
describing microbial diversity and providing an essential common language for scientific
discourse (Godfray, 2002), are yet merely working definitions that lack a theoretical
evolutionary underpinning. To improve on this, ample discussion has focussed on
12Through this finding, it furthermore became evident that the term "prokaryotes" cannot be
evolutionarily justified since organisms without a nucleus do not form a monophyletic group (Pace,
2006) and this insight remains valid to this day.
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the development of evolutionarily sound and consistent species concepts (Lawrence
and Retchless, 2009). While a sound species concept, underpinning a consistent
species definition, could allow a more accurate description of biodiversity and improve
inference of shared traits and evolutionary trajectories, desirable properties of a unifying
concept are hotly debated (Achtman and Wagner, 2008; Doolittle and Papke, 2006;
Rosselló-Mora and Amann, 2001). Though concepts based on reproductive isolation,
such as the classic "biological species concept" proposed by Ernst Mayr (Mayr, 1942),
describe the majority of eukaryotic species well, they do not easily extend to bacteria
and archaea due to abounding lateral gene transfer (LGT) within (and between)
these groups, conveyed through the mechanisms of transduction, conjugation or
transformation (Soucy et al., 2015).
The true extent of LGT started being appreciated only more recently through
the advent of massive environmental sequencing of whole genomes, in tandem with
improved bioinformatic methods for LGT detection (Soucy et al., 2015). Such transfer
events can cross species boundaries and even bridge higher-level taxa (see Figure 1.7
A), in many cases leading to drastic switches in phenotype, ecology and consequently
evolutionary pressures. This effect blurs species boundaries and makes the archaeal
and bacterial tree of life more reticular, in fact putting the concept of a hierarchically
organized taxonomy in these groups into question altogether (the "species problem";
Doolittle and Papke, 2006; Ereshefsky, 2010; Hey, 2001). As a result, phylogenies
constructed for different genes tell different stories, depending on whether and where
such LGT events took place, and evolutionary units defined on these grounds are
thereby arbitrary (Doolittle and Bapteste, 2007).
Nonetheless, various concepts have been proposed in hope of addressing this
conundrum, for instance based on phenotypic traits, phylogenetic characteristics (such
as monophyly), the frequency of lateral gene transfer, ecotypes, metapopulation
lineages and others (Achtman and Wagner (2008); see Figure 1.7 C). It is now
widely accepted that strong cohesive forces affect many microbial groups, and that
talking about "species" of microbes in the context of these groups may be appropriate,
while other groups devoid of this property cannot be adequately described as species
(Achtman and Wagner, 2008; Doolittle and Zhaxybayeva, 2009; Lawrence and
Retchless, 2009; Shapiro et al., 2016). These forces include for instance shared
selective pressures, i.e. similar ecological requirements across group members, and
intrinsic mechanisms, such as homologous recombination (Shapiro and Polz (2014);
see Figure 1.7 B). The latter favors genetic exchange between closely related organisms
and thus represents a process that homogenizes groups within species boundaries,
separating them from more distantly related groups (Lawrence and Retchless, 2009).
Nonetheless, methodological challenges must still be overcome to convert theoretical
concepts of cohesive forces into workable species definitions. For instance, consistent
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Figure 1.7: Challenges and concepts for species delineation in microbiology. A Taxon delineation is generally difficult
since the choice of distinguishing traits and thresholds is inherently subjective. For microbial taxa, widespread lateral
gene transfer can additionally reduce the resolution of evolutionary inference and blur taxon boundaries. Adapted with
permission from Doolittle and Zhaxybayeva (2009). B The strongest forces for evolutionary coherence of microbial groups
are periodic selective sweeps and homologous recombination, the latter being particularly pronounced between closely
related groups and able to create discrete lineages. Adapted with permission from Lawrence and Retchless (2009). C
An overview of different ecotype models suggested as underpinnings for microbial species definitions. Adapted with
permission from Achtman and Wagner (2008), where further details and explanations can be found.
approaches to meaningfully distinguish ecological niches and predict evolutionary
trajectories, which may furthermore depend on the group of microbes under study, are
not yet available (Achtman and Wagner, 2008; Lawrence and Retchless, 2009).
Apart from accurately defining and classifying microbial species, accurate and
consistent systematics of higher-order taxonomic groups are also crucial for many
scientific questions. While names are assigned to these groups according to the
International Code of Nomenclature of Prokaryotes (Parker et al., 2015), theoretical
concepts for deeper taxa are still lacking, as no unambiguous biological mechanisms to
maintain group coherence are evident at these higher levels (Lawrence and Retchless,
2009). Historically, phenotypes have been used for classification of higher-order
taxa, which lead to increased numbers of splits within more extensively studied
groups, independent of actual evolutionary group divergence. To remedy this, genetic
consistency and phylogenetic relatedness between organisms started being used
more recently to distinguish higher-order taxonomic groups through a data-driven
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working definition—in particular, through evidence from phylogenetic trees based
on concatenated housekeeping proteins, sometimes complemented by the estimated
overlap of orthologous gene content (Brown et al., 2015; Guy and Ettema, 2011; Rinke
et al., 2013; Zaremba-Niedzwiedzka et al., 2017).
These sequence-based methods, applied to the staggering amounts of novel genomes
from undescribed organisms, made the ambiguity of traditional higher-order groups
strikingly apparent. For instance, the highly studied family Enterobacteriaceae shows
similar evolutionary divergence as many genera (for instance Bacillus), while taxa in
understudied groups (for instance the family Synergistaceae) show substantially higher
divergence than more deeply studied taxa of the same rank (Parks et al., 2018). Lately,
studies have been conducted towards creating a more consistent, sequence-based
taxonomy that encompasses both cultured and uncultured organisms, for instance
based on 16S rRNA (Yarza et al., 2014) or, more robustly, on phylogenies inferred from
concatenated proteins (Parks et al., 2018).
The latter effort by Parks et al was based on 21’943 dereplicated bacterial genomes,
40% of which constituted metagenome-assembled genomes (MAGs) and single-cell
genomes from uncultured organisms, leading to a drastic increase of the diversity
informing their taxonomy. By also applying an approach for robust calibration of
evolutionary divergence between inferred groups, the authors equalized evolutionary
divergence rates within ranks and thus provided a major step towards a more consistent
genome-based taxonomy (Garrity, 2016; Hugenholtz et al., 2016), compiled into the
Genome Taxonomy Database (GTDB, Parks et al. (2018)).
This taxonomy led to the re-assignment of taxonomic groups for 58% of all
genomes, including many deeply-branching changes. Striking examples include the
reorganization of the genera Clostridium and Bacillus into 121/29 and 81/25 genera
and families, respectively, as well as the reclassification of the class Betaproteobacteria
as an order within the class Gammaproteobacteria, and reclassification of the candidate
phyla radiation (CPR, including 65 proposed candidate phyla) into a single phylum.
Albeit the genomes used for this approach still only capture a fraction of the expected
microbial diversity, and revisions based on new data are thereby expected, such data-
driven approaches provide a consistent way forward to tame the juggernaut of microbial
diversity.
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The first observation of a microorganism was reported by Robert Hooke already in 1664,
followed by the discovery of bacteria by Antoni van Leeuwenhoek (1676), enabled
through his fundamental improvements of early microscopes (Madigan et al., 2014).
Much research at the time was conducted via observation of natural samples under
light microscopes, until the first microbial culturing techniques were developed in
the middle to late 18th century, pioneered by Robert Koch and Louis Pasteur (among
others) and motivated by clinical applications (Madigan et al., 2014). Soon after, Sergei
Winogradsky and Martinus Beijerinck championed culturing techniques for the study
of environmental microbes from soils and aquatic habitats, which lead to a number of
breakthroughs, such as the first description and culture of nitrogen-fixing bacteria. This
milestone of environmental microbiology was enabled through innovative enrichment
culture devices, such as the Winogradsky column (Madigan et al., 2014). Beijerinck
furthermore created the first pure (or axenic) cultures of various terrestrial and aquatic
species through enrichment culture, most prominently Azotobacter chroococcum via a
selective N2 medium. This concept of growing environmental microbes in a medium
that is selective for the target species and counter-selective for others remains the
standard strategy for enrichment culture to this day (Madigan et al., 2014).
Ever since, thousands of specialized protocols detailing specific growth media and
conditions have been developed, allowing the laboratory culture of tens of thousands of
microbial strains from a variety of microbial phyla (Overmann et al., 2017). Nowadays,
cultured strains can be ordered from central culture repositories, such as the German
Collection of Microorganisms and Cell Cultures (DSMZ13), and culture protocols
are available within associated databases, like for instance the KOMODO resource
provided by the DSMZ. To facilitate finding the right conditions for an uncultured
strain, KOMODO can furthermore suggest media and conditions based on phylogenetic
relationships to cultured strains within a recommender system, fed with the wealth of
available culturing data (Oberhardt et al., 2015). Protocols include for instance nutrient
composition (rich vs. poor), oxygen content, salinity, pH and ionic concentrations, as
well as temperature and incubation times, with the aim of providing conditions closely
13Deutsche Sammlung von Mikroorganismen und Zellkulturen
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mimicking the natural environment (in situ cultivation, Kaeberlein et al. (2002)).
A remarkable success of in situ cultivation is the isolation and pure culture of the
first obligate piezophilic and hyperthermophilic archaeon (Pyrococcus CH1). This
strain was isolated from deep-sea hydrothermal vent samples at 4100 m depth and
subsequently grown under in situ conditions of 42 MPa pressure and 95 °C temperature
within specialized bioreactors (Zeng et al., 2009).
Species of interest can be isolated from samples (possibly following enrichment
culture) by either simple techniques, such as the streak plate method (see Figure 1.8 A),
which is restricted to species growing on agar, or more advanced approaches, such as
the Laser tweezer and Flow cytometry-based methods (Madigan et al., 2014). The latter
sort cells according to morphological characteristics or molecular fluorescent markers
and thus allow for the more specific isolation of target organisms. In all cases, the purity
of a culture may subsequently be verified through growth on other media (selective
for contaminants) and microscopic observation of community characteristics (e.g.
morphology or stainings patterns). This coarse method can, however, be unreliable due
to the morphological similarity of even distantly related species. In addition, stochastic
expression patterns may lead to phenotypic heterogeneity even in clonal populations,
necessitating more specific methods (Madigan et al., 2014). One such approach are
fluorescence in situ hybridization (FISH) probes that target the 16S component of the
small 30S ribosomal RNA subunit (or 16S rRNA in short, see subsection 1.1.3) and can
thus differentiate phenotypically similar species.
Other typical requirements include the distinction of live and dead cells, which
can be achieved through viability staining with special dyes that penetrate cells only
when membrane integrity is lost, and the monitoring of specifically engineered strains
within a natural community, addressable by introducing genes for autofluorescence
(for instance with green fluorescent protein (GFP) reporters) into the strain of interest
(Madigan et al., 2014). Specific subpopulations in mixed communities can further be
followed with modern fluorescence methods (e.g. FISH), which additionally enable
multiparametric analysis of such communities by measuring many variables of interest
in parallel (Madigan et al., 2014).
Similarly, the metabolic activity of both cultured and natural communities can
be studied through a range of methods, for instance by community-wide approaches
like chemical assays, radioisotope methods, electrochemical (as well as more recently
"living") microsensors and isotope fractionation. Also more modern methods with
single-cell resolution, which couple activity to phylogenetic diversity, are now
available. These include nanoscale secondary ion mass spectrometry (NanoSIMS),
microautoradiography-FISH (MAR-FISH) and stable isotope probing (SIP), and allow
for dedicated studies on the metabolic potential of single strains within a community
of interest (Madigan et al., 2014).
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A B
Figure 1.8: Examples of culture and monitoring techniques. A The streak plate method is a classic technique for
isolating and culturing microbes. Credit due to Wikimedia Commons (2005). B CLASI-FISH is an advanced monitoring
approach for combinatorial fluorescent labeling and the simultaneous tracking of many distinct microbial groups within
complex communities. Adapted with permission from Valm et al. (2011).
Pure cultures serve multiple purposes. First and foremost, they are an invaluable
tool for the detailed study of specific organisms under controlled laboratory conditions,
which can be suitably altered depending on the scientific question. In addition, pure
cultures deposited in a central culture collection are currently obligatory for validly
describing a species with a binomial Linnaean name (Lapage et al., 1992). Such
strain cultures are furthermore needed to fulfill Koch’s postulates and thus identify
causative agents of infectious diseases, as well as for the detailed study of pathogenicity
mechanisms (Overmann et al., 2017). Cultured strains with well-annotated genomes
are also an important resource for functional predictions in metagenomic and single-cell
genomics analysis since novel and complex traits (for instance autotrophic growth on
unusual compounds) or atypical enzyme kinetics typically cannot be inferred from
genomic information alone (Overmann et al., 2017). Indeed, culturing coupled with
biochemical analysis has disproved genomic predictions in several cases (Overmann
et al., 2017).
For consistent coverage of microbial diversity, both breadth and depth are important
in cultivation: ideally, one wants to get at least one member for each group (breadth),
but in addition also multiple members per group to characterize it more fully (depth)
(Madigan et al., 2014). A profound obstacle to cultivation efforts, in particular
concerning the breadth of coverage, is what has become known as the "great plate
count anomaly" (Staley and Konopka, 1985). This term describes the concerning
mismatch between the diversity observable in natural samples under the microscope
vs. the diversity present in laboratory cultures derived from the same samples. In
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many cases, species that grow well in cultures on artificial media are only present in
low numbers within the original samples, and are thus likely of negligible ecological
relevance, while other more relevant species do not grow at all (Madigan et al., 2014).
This phenomenon induces a profound enrichment bias and in consequence, knowledge
is at present largely missing about the vast majority of known phylotypes (i.e. known
high-identity sequence clusters of microbial marker genes (e.g. the 16S rRNA gene),
see subsections 1.1.3 and 1.2.3).
Reasons for this bias are manifold. For instance, microbes growing fast only in
culture ("weed" species) may be less fastidious than other community members, for
example with regards to physicochemical conditions or microbial interactions partners.
Furthermore, many weed species are copiotrophs (i.e. prefer nutrient-rich conditions)
that disproportionately benefit from artificially nutrient-rich media and thus outcompete
oligorophic microbes (i.e. which prefer nutrient-poor conditions). Indeed, oligotrophic
organisms are so adapted to nutrient-poor conditions, as typical for many habitats (e.g.
soils and marine environments), that they are in fact inhibited by rich growth media.
Consequently, most cultivated marine microbes are copiotrophs, despite nutrients being
scarce in marine environments, indicating a concerningly poor fit between culturing
media and natural conditions (Overmann et al., 2017). The effect of media-dependent
competitive advantages can be clearly observed in dilution cultures, where successive
dilutions of an inoculum yield different species, induced by the removal of weed species
during the dilution step (Madigan et al., 2014).
Other problematic factors include the slow growth rates of many uncultured
microbes, which make trial and error approaches in cultivation experiments particularly
time intense. Another challenge is posed by the small size of certain uncultured
groups, such as the ultramicrobacteria, which necessitates filters with very small
pore sizes for isolation. Use of such filters for instance lead to the first isolation
and pure culture of a representative from the phylum Endomicrobia (Geissinger et
al., 2009). Stochastic fluctuations of gene expression may pose another obstacle:
even clonal laboratory populations can display phenotypic heterogeneity, where only a
subpopulation expresses the genes or pathways essential for growth in a given culturing
setup, a phenomenon caused by transcriptional stochasticity (Ackermann, 2015). If
gene activity profiles do not match the culture conditions, strains may thus arbitrarily fail
to grow. Other problems include specific adherence characteristics of some uncultured
species, which thus require particular surfaces for successful cultivation (Gich et al.,
2012), and the temporal variability of nutrient concentrations in natural habitats,
which need to be reproduced for certain species to grow (Overmann, 2005).
Since enrichment bias has been recognized more widely, an array of methods
has been developed to cultivate groups that are more representative of natural
variety. As previously mentioned, dilution culture can for instance help separate
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target organisms from highly competitive weed species (Madigan et al., 2014). More
recent developments include special culture chips that detect bacteria even at low
concentrations (Bouguelia et al., 2013) and traps that specifically capture particular
hard-to-culture groups, such as filamentous bacteria (Gavrish et al., 2008).
Emphasis in modern methods is often placed on scale: high-throughput culturing
approaches now allow for massively parallel cultivation experiments, including
thousands or millions of combinations of individual species, media and physicochemical
conditions (Overmann et al., 2017). Cells from an inoculum can for instance be sorted
into separate wells with different media, followed by incubation and parallel screening
for groups of interest (possibly aided by fluorescence or sequencing approaches, see
earlier paragraphs and subsection 1.2.2; Madigan et al. (2014)). This provides distinct
advantages for culturing slow-growing species, with doubling times of several months
or more, as many different conditions can be tested in parallel (Madigan et al., 2014).
A high-throughput dilution culture approach for instance allowed the first pure culture
of the ubiquitous, but notoriously fastidious, marine clade SAR11 (Rappé et al., 2002).
Other high-throughput methods include the isolation chip (ichip, Nichols et al. (2010)),
optimized for highly parallel in situ culture, the micro-Petri dish with up to a million
miniature wells for separate cultivation (Ingham et al., 2007), as well as so-called
culturomics approaches specialized on isolation and culture of novel microbial groups
in human and mouse guts (Lagier et al., 2018).
Another class of culture methods are efficient microfluidic devices, such as a
cultivation platform with highly sensitive tuning of conditions and flows for single
cells (Grünberger et al., 2015), a microdispenser system optimized for the culture of
planktonic bacteria at scale (Bruns et al., 2003) and the Microbiome-on-a-Chip for the
culture of complex communities, which additionally facilitates study of their impact on
host systems (Stanley and Heijden, 2017). To reliably identify (possibly rare) target
organisms in these high-throughput systems, matrix-assisted laser desorption with
time-of-flight (MALDI-TOF) approaches can be used to detect known species (Seng
et al., 2013), while combinatorial barcoding of 16S rRNA amplicons also allows the
identification of unknown phylotypes (Camarinha-Silva et al., 2014).
Other breakthroughs came from methods that allow the prediction of necessary
culture conditions. For instance, omics approaches (in particular (meta-)genomics,
-transcriptomics and -proteomics) may help estimate the metabolic potential and
requirements of target species and thus inform the choice of culture media and
conditions. As an example, genomic analyses predicted specific metabolic requirements
and a dependency on low-oxygen for the intracellular pathogen Coxiella, which
informed its first successful cultivation under laboratory conditions (Omsland et
al., 2009). Similarly, genomic predictions identified the requirement for reduced
environmental sulfur by SAR11 (Tripp et al., 2008). Modern tools for activity
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measurement (NanoSIMS, MAR-FISH, SIP) may also be used to identify metabolic
requirements, for instance by tracing, which substrates from the medium are
incorporated into target cells (Eichorst et al., 2015; Könneke et al., 2005; Madigan
et al., 2014). Chemotaxis assays are an alternative for motile species, which tend to
accumulate in the proximity of preferred compounds within the experimental setup
(Overmann, 2005). Novel phylogenetic groups may also be directly targeted through
ecologically-motivated statistical methods, which computationally identify promising
biotic and abiotic factors by associating these factors with target species in culture-
independent environmental data sets (Foesel et al., 2014).
Another important aspect considering the improvement of cultivation efforts is the
identification of obligate interaction partners of target species. Colonies in cultures
obtained directly from environmental samples were found to be significantly more
heterogeneous than expected by chance (Kenters et al., 2011), indicating intimate
ecological relationships that translate all the way through to culture. In line with
this observation, several studies found that many newly cultured microbes could only
be grown on artificial media when in co-culture with interaction partners, but not in
isolation (Hahn, 2009; Kaeberlein et al., 2002). D’Onofrio et al frequently observed
large colonies on Petri dishes that had smaller and phenotypically diverse colonies in
close proximity ("satellites"), which lead them to hypothesize a metabolic dependency
of the satellite species on the central colony (D' Onofrio et al., 2010). Subsequently, the
authors identified the siderophore Enterobactin as the growth factor responsible for
these successful co-cultures, and incorporation of this compound into media allowed
the pure culture of several novel groups, for instance the Verrucomicrobia. Another
currently underexplored but promising candidate for growth factors are autoinducers,
which play an important role in quorum sensing (Overmann et al., 2017).
Despite these successes, however, targeted optimization of media for pure culture
with specific shared compounds often is unsuccessful, in which case co-culture remains
necessary (Dedysh, 2011; Hahn, 2009; Kaeberlein et al., 2002; Lage and Bondoso,
2012). An example for this is the cultivation of certain endosymbionts and parasites
with complex host dependencies (Fröstl and Overmann, 1998; Pagnier et al., 2015).
Methods that allow the spatial separation of partners, while still permitting the flow of
exchanged metabolites, may be useful to mitigate some of the practical difficulties that
come with obligate co-culture dependencies (Zengler et al., 2002). Importantly, some of
the previously mentioned high-throughput techniques can also be used in a co-culture
setup to systematically attempt culture for large numbers of species combinations
(Overmann et al., 2017), for instance via specifically optimized microfluidic devices
(Park et al., 2011).
Apart from enabling culture of fastidious microbes, co-culture also allows the study
of ecological interactions under controlled conditions, which was pioneered by George
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Francis Gause in the first competition experiments during the 1930s (Gause, 1936).
To obtain direct evidence for metabolite flows between interaction partners in such
experiments, isotope-labeling methods such as NanoSIMS and MAR-FISH can again be
used for high-resolution monitoring of the cells (Madigan et al., 2014).
Culturing methods furthermore allowed the creation of synthetic communities
with conveniently reduced complexity. Albeit these are simplified approximations to
real microbiota, they can nonetheless be informative for studying the effect of host
factors (e.g. genetics) on the microbiome, as was for instance done successfully in
plants and the mouse gut (Agler et al., 2016; Bodenhausen et al., 2014; Desai et al.,
2016). Synthetic communities have furthermore been used to validate computationally
predicted interaction networks, again in the context of plant and mouse gut-associated
microbiota (Agler et al., 2016; Faith et al., 2010; Vorholt et al., 2017). If species
of interest can be cultured in vitro, high-throughput systems, such as the synthetic
community system proposed by Chodkowski and Shade, can be used to measure large
numbers of microbial interactions via exometabolite profiling (Chodkowski and Shade,
2017). Monitoring species in complex interacting communities is furthermore possible
through combinatorial fluorescence labeling approaches, for instance combinatorial
labeling and spectral imaging - FISH (CLASI-FISH, Valm et al. (2011)), which allows
the simultaneous tracking of hundreds of species and can detect complex, temporally
resolved interaction patterns (see Figure 1.8 B). Culturing approaches may furthermore
help validate general network features, for instance keystone species, by systematically
removing these species from in situ cultured communities and measuring the subsequent
ecosystem impact.
1.2.2 Sequencing technologies
With the description of the molecular structure of DNA by Watson and Crick (Watson,
Crick, et al., 1953), building on crucial results from Rosalind Franklin and co-
workers (Klug, 1968), a new era of sequence-based biology was born. Decades later,
groundbreaking work lead by Carl Woese resulted in the very first application of an
early version of Sanger sequencing to the 16S rRNA of unusual methane-producing
microbes, which constituted a pioneering use of sequence information for phylogenetic
classification. Through subsequent comparison to bacterial 16S rRNA sequences, it
became soon apparent that Woese and coworkers had discovered the third domain
of life: the Archaea (Woese and Fox, 1977). Around the same time, Frederick Sanger
and colleagues further developed their sequencing approach into what is known today
as the Sanger sequencing method (Sanger et al., 1977). In combination with the
polymerase chain reaction technique (PCR), first firmly established by Kary Mullis
in 1983 (Bartlett and Stirling, 2003), this technology quickly became the foundation
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for a revolutionary, sequence-based microbiology, enabling investigators to routinely
measure microbial diversity directly within samples in a culture-independent fashion
(Pace et al., 1986; Stahl et al., 1985; Ward et al., 1990). Tellingly, both methods were
awarded Nobel Prizes in Chemistry in 1980 and 1993, respectively. Typical steps of
this amplicon-based workflow still prevail to this day and include the extraction of
microbial DNA, PCR amplification, cloning and Sanger sequencing.
However, this methodology depended traditionally on time and money intensive
cloning and was furthermore reliant on slow, sequential PCR and sequencing. This
strongly limited the number of samples and depth per sample, restricting analysis
to carefully picked environments and conditions, and leading to the omission of
rare taxonomic groups (Madigan et al., 2014). Mitigation of this problem came
from yet another sequencing technology revolution, termed "second-generation" or
"high-throughput" sequencing, at the beginning of the 21st century. This new class of
sequencing approaches allowed the massively parallel amplification and sequencing of
microbial samples, cutting the cost and time needed per sequenced read drastically
compared to traditional sequential approaches14. Modern high-throughput methods
allow the sequencing of up to hundreds of billions of sequences within days, for prices
below 100 USD per Gbp (giga base pair) (Goodwin et al., 2016). The most prominent
technologies from this generation are 454 Pyrosequencing (now discontinued), SOLiD
and Illumina, with Illumina MiSeq (typically used for amplicon sequencing) and HiSeq
(shorter reads and higher throughput than MiSeq, typically used for metagenomic
sequencing) currently dominating the market (Goodwin et al., 2016).
Cheaper alternatives to high-throughput sequencing, albeit less comprehensive and
resolved, include the DNA Microarray-based phylochip and GeoChip, which allow the
profiling of phylotypes and functional genes, respectively (Madigan et al., 2014). Apart
from taxonomic profiling, high-throughput sequencing also enabled routine assemblies
of new genomes, which unveiled a surprising amount of genomic plasticity within
genomes of the same species and lead for instance to the insight that pan-genomes
(the full gene repertoire utilized by any member of a species) dwarf the core genomes
(genes present in all genomes of a species) for many species (Medini et al., 2008).
A problem for taxonomic profiling via amplicon sequencing, which affects both
Sanger sequencing and high-throughput sequencing, are widely recognized biases
introduced by the PCR amplification step (Klindworth et al., 2013; Tremblay et al.,
2015). These systematic errors can lead to overestimation of the relative abundance
of correctly amplified groups while underestimating relative abundances of (or even
missing) groups with suboptimal matches. A concerning example are Nanoarchaeota
and certain nitrifiers, which are not properly amplified by popular primers (Diwan et al.,
2018; Huber et al., 2002). Even supposedly universal primers, designed to capture
14costs per base dropped 10’000 fold between 2001 and 2011 (Madigan et al., 2014)
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Figure 1.9: Sequencing approaches for microbial community analysis. Principal classes of sequencing techniques are
targeted amplicon sequencing and untargeted Whole Genome Shotgun (or metagenomic) sequencing. While the former
can cheaply sequence a single marker gene across a whole community, with the downside of potential amplification biases,
the latter allows largely bias-free sequencing of the complete genomic content of all species (not restricted to a single
marker gene). However, metagenomic sequencing provides less coverage per gene and is substantially more expensive
than amplicon sequencing. Adapted with permission from Houldcroft et al. (2017).
16S sequences from all domains of life, were observed to not detect certain groups, for
instance environmental isolates classified as Actinobacteria (Farris and Olson, 2007).
This problem also affects large cooperative efforts, the Earth Microbiome Project (EMP)
for instance switched its primer recommendation after initial results showed that the
ubiquitous marine SAR11 clade, as well as environmentally significant Crenarchaeota
and Thaumarchaeota, failed to be correctly amplified (Walters et al., 2016). Besides
primer mismatches, biases of 16S amplicon sequencing also include polymerase errors,
chimera formation and multi-template amplification biases (Tremblay et al., 2015), as
well as the number of PCR cycles and amplicon size (Bonnet et al., 2002; Walker et al.,
2015).
To circumvent amplification biases, investigators started applying Whole Genome
Shotgun (WGS) sequencing methods directly to microbial samples (see Figure 1.9).
While considerably more expensive than amplicon sequencing, WGS approaches
measure not only a single genomic region (e.g. within the 16S rRNA gene) but instead
yield sequence information on the full genetic content of a sample. This includes
information of all community members, which inspired the term "metagenomics"
(Handelsman, 2004). As a testament to its advantages, the first large metagenomic
expedition, studying marine communities in the Sargasso Sea through WGS high-
throughput sequencing, detected a total of 1800 bacterial and archaeal species (Venter
et al., 2004). Findings included 148 previously unknown phylotypes, partially missed
because of primer biases, and a wealth of novel functional genes.
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Parallel innovations in computational assembly methods now also allow the
routine reconstruction of functional genes, pathways and even whole genomes
(metagenome-assembled genomes or MAGs) from metagenomic sequence data (Olson
et al., 2017). Assembly of distinct genomes from the same sample became possible
through the introduction of diverse binning techniques, for instance based on GC
content. The usefulness of metagenomic assembly was recently highlighted through
the reconstruction of over 800 bacterial draft genomes, assigned to 35 phyla newly
proposed phyla, which constitute the candidate phyla radiation (CPR, Brown et al.
(2015)).
Metagenomic approaches can furthermore increase the resolution of taxonomic
classification through the use of multiple conserved marker genes (Sunagawa et al.,
2013; Truong et al., 2015; see subsection 1.2.3) and additionally allow insights
into the functional repertoire of a sample, which enables for instance functional
comparisons between different communities (Mitra et al. (2011); see Figure 1.10).
A highly similar protocol can be adapted for gene expression analysis, coining the
term metatranscriptomics. In contrast to metagenomics, this variant measures
the comprehensive activity (rather than abundance) of genes and thus provides a
complementary view on microbial communities (Bashiardes et al. (2016); see Figure
1.10). However, unbiased metagenomic and metatranscriptomic sequencing comes at
the price of overall reduced coverage of the 16S rRNA gene, preventing the detection
of less abundant taxonomic groups (Gohl et al., 2016). These taxa can thus still only
be economically recovered through amplicon sequencing (given appropriate primers).
Recently, a class of methods known under the umbrella of "third-generation" (or
long-read) sequencing started reaching maturity (Bleidorn, 2016). In contrast to high-
throughput approaches, which are restricted to read lengths of typically a few hundred
base pairs, long-read sequencing methods produce reads with tens to hundreds of Kbp
(kilo base pairs), albeit at much lower overall read numbers and with noticeably higher
error rates (Goodwin et al., 2016). Examples of long-read technologies include Pacific
Biosciences SMRT, Oxford Nanopore MinION and Illumina 10x Genomics (Goodwin et
al., 2016). The drastically increased read length can strongly benefit genome assembly,
in particular for rare species or in the presence of low-complexity regions (Sharon et al.,
2015). It may furthermore substantially improve the recovery of whole operons and
metabolic pathways (Tracanna et al., 2017)—even the sequencing of whole plasmids
and small microbial genomes in one go is within reach.
Another major innovation in microbial sequencing was the advent of single-cell
sequencing (Stepanauskas, 2012). While traditional primer-based amplification is
restricted to specific genomic regions, novel polymerases isolated from phages allow the
randomly distributed amplification of whole genomes (through multiple displacement
amplification or MDA, Dean et al. (2002)). A typical workflow involves the use of cell
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sorting technologies to isolate single cells of interest, whose genomes are subsequently
amplified with MDA and sequenced through WGS sequencing. Since cells are sequenced
individually, this methodology allows the cell-specific assembly of genomes, eliminating
the need for complex and potentially error-prone computational binning. Single-
cell technologies lead to the discovery and genome assembly of many novel and
deeply branching taxonomic groups, including the DPANN (Rinke et al., 2013) and the
Asgardarchaeota (Zaremba-Niedzwiedzka et al., 2017) superphyla.
A more recent sequencing approach is based on a combination of poly(A)-tailing
and long-read sequencing, which allowed the recovery of a million full-length 16S
rRNA with comparatively low error rates from a single study with only 19 samples
(Karst et al., 2018). This approach can also reduce or avoid certain amplicon biases,
including primer mismatches and chimeras, and may substantially expand reference
databases of representative 16S rRNA sequences.
Prominent sequencing methods face the major problem that the achieved sequencing
depth (within certain limits) is inherently arbitrary, depending solely on technical
factors, such as the amount of DNA extracted or sequenced, as well as fluctuations in
read quality (Faust and Raes, 2012). The counts generated by sequencing are thereby
compositions, which cannot be treated as absolute abundances, thereby precluding the
direct comparison of samples and complicating many analyses (see subsection 1.3.2).
Approaches utilizing flow cytometry, DNA spike-in, FISH or quantitative PCR (qPCR)
have been proposed for calibrating read counts and reporting values closer to absolute
abundances, with promising initial results (Gifford et al., 2011; Nakatsuji et al., 2013;
Props et al., 2017; Vandeputte et al., 2017a).
As previously mentioned, an important step in microbial sequence analysis is the
DNA extraction step. With the analysis of more exotic habitats and communities, it
is increasingly recognized that standard extraction protocols may systematically miss
important groups that fail to be lysed, caused for instance by differences in cell wall
chemistry (Kennedy et al., 2014; Salonen et al., 2010). Similarly, sample storage
conditions may impact downstream analyses (Cardona et al., 2012; Vandeputte et al.,
2017b) and contaminants from extraction kits (the so-called "kitome") or PCR reagents
may strongly confound analyses of low-biomass samples (Salter et al., 2014).
1.2.3 Bioinformatic preprocessing and phylotypes
After sample collection and sequencing, categorization of reads into phylotypes, in
order to obtain relative abundance profiles, is the first step of every computational
microbiome analysis (Caporaso et al., 2010; Schloss et al., 2009). This necessitates the
preprocessing and cleaning of raw sequencing data, which includes demultiplexing,
removal of adaptor and barcode sequences, trimming or removal of low-quality reads,
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joining of paired-end reads, denoising and chimera removal.
After this data cleaning process, abundances for taxa and/or phylotypes can be
computed, followed by further downstream analyses such as diversity computation
and visualization. All-in-one bioinformatic software pipelines, such as mothur (Schloss
et al., 2009) and QIIME (Caporaso et al., 2010), have been developed to facilitate this
complex workflow. These highly successful frameworks aim to provide reproducible and
flexible solutions for typical microbiome analysis workflows, unlocking many options
for sample analysis to microbiologists with more limited bioinformatic expertise. If
metagenomic data is available, specialized pipelines such as ngless (Coelho et al.,
2018), HUMAnN2 (Franzosa et al., 2018) and bioBakery (McIver et al., 2017) can be
used to additionally infer abundances for functional gene categories and pathways, for
instance by mapping metagenomic reads against the KEGG database (Kanehisa et al.,
2017).
To obtain the abundance profile of a sample, the simplest method is taxonomic
classification, in which sample reads are mapped to large 16S rRNA reference databases,
such as the RDP database (Cole et al., 2014), Greengenes (DeSantis et al., 2006), SILVA
(Yilmaz et al., 2013) or MAPref (Matias Rodrigues et al., 2017), which include up
to millions of full-length 16S rRNA sequences of cultured and uncultured organisms.
These reference sequences are annotated with taxonomic lineages from various sources
(Balvočiūtė and Huson, 2017), commonly the NCBI taxonomy database (Federhen,
2011), and linked by the mapping process to sample reads, which results in taxon
abundance profiles.
For the mapping step, either general-purpose tools, such as BLASTN (Camacho
et al., 2009) and USEARCH (Edgar, 2010), or software optimized for 16S rRNA, such
as the RDP Classifier (Wang et al., 2007) and MAPseq (Matias Rodrigues et al., 2017),
are commonly used. The latter two utilize additional rank-specific confidences to
increase accuracy and allow for partial lineage mapping. For metagenomic samples,
which include sequences across all genes, approaches that map metagenomic reads
to reference genomes can result in increased taxonomic resolution and avoid the
previously mentioned shortcomings of marker genes and amplicon sequencing (see
subsections 1.1.3 and 1.2.2). Methods for metagenomic classification include for
instance the mOTU tool (Sunagawa et al., 2013) and MetaPhlAn2 (Truong et al.,
2015).
While taxonomic mapping has the advantage of generating abundances for
commonly used names, facilitating comparisons between studies, this approach only
classifies reads that are sufficiently similar to previously observed 16S rRNA reference
sequences and thus leads to the omission of sequences from new taxa (Schloss and
Westcott, 2011). Since the vast majority of microbial diversity known from sequence-
based approaches is thus far uncharacterized, taxonomic mapping of any form thereby
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Figure 1.10: Bioinformatic workflows for microbial community analysis. Marker gene-based profiling (typically
utilizing the 16S rRNA gene) allows the generation and comparison of abundance profiles for either taxa or phylotypes
(OTUs, ESVs), which results in a coarse-grained overview of the community (here a human microbiome). Metagenomic
and -transcriptomic approaches help to improve the resolution of taxa and phylotypes by providing information on more
genes, while additionally enabling assembly of pathways and whole genomes. Metatranscriptomics furthermore provides
insights into not only the presence but also the activity of particular pathways within a community. Credit due to Bikel
et al. (2015).
typically results in large fractions of unmapped reads15, even in samples from highly-
studied environments, such as the human gut. Important insights on undescribed taxa,
which may impact study conclusions and are often the most interesting targets in a
study (particularly in environmental microbiology), can thereby be missed.
One way to address this issue is the use of operational taxonomic units (OTUs),
which are clusters of 16S rRNA sequences with sufficiently high sequence identity to
be operationally called the same unit of biodiversity. As previously described (see
subsection 1.1.3), DNA-DNA hybridization methods lead to the suggestion of 16S rRNA
identity thresholds that roughly correspond to species level delineations, for instance
the still commonly used 97% cutoff or the more recently proposed 98.7% threshold
(Stackebrandt, 2006). These cutoffs additionally ensure that the effect of sequencing
errors are mitigated, which may otherwise strongly inflate the observed biodiversity
(Kunin et al., 2010).
Commonly used software tools for OTU clustering include heuristic methods, such
as UCLUST (Edgar, 2010), CD-HIT (Fu et al., 2012), UPARSE (Edgar, 2013) and
Swarm (Mahé et al., 2014), or exact hierarchical clustering methods, such as HPC-
CLUST (Matias Rodrigues and Mering, 2014). While generally more computationally
expensive, exact methods tend to produce more robust and ecologically consistent
clusters (Schmidt et al., 2014; Schmidt et al., 2015), while furthermore generating
an ultrametric hierarchy of OTUs that can be treated as an unsupervised hierarchical
15unless specifically dealt with (Sunagawa et al., 2013)
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taxonomy of OTUs (Matias Rodrigues et al., 2017), complementing classic taxonomies.
To infer OTUs abundances from samples (see Figure 1.10), several methods can
be used. The de novo clustering approach involves clustering of all reads in one
or more samples from scratch, thus utilizing full read information, which results in
a comprehensive set of OTUs (Schmidt et al., 2015; Westcott and Schloss, 2015).
However, this method is computationally demanding, as it scales quadratically in
the number of input sequences, restricting it typically to small sets of samples or
necessitating the use of cheaper heuristics, which can introduce inconsistencies
(Schmidt et al., 2015). Alternatively, de novo clustering can be performed on a per-
sample basis, which allows each sample to be efficiently analysed in a parallel fashion,
but precludes direct comparisons between samples. For the same reason, different data
sets whose OTUs were clustered independently also cannot be compared.
An alternative approach that aims at mitigating these problems is the closed-
reference approach: sequences in a reference 16S rRNA database are clustered into
OTUs, and reads from samples can subsequently be mapped against this database
(Westcott and Schloss, 2015). This method mirrors taxonomic classification, but results
in OTU abundances rather than taxon abundances. The computational advantage
of the closed-reference approach is that clustering needs to be done only once (or
infrequently, during database updates), after which mapping can be done efficiently
for large numbers of samples and reads. Another crucial advantage compared to de
novo clustering is that inter-sample comparability is ensured, since all samples are
mapped against the same reference database. This also extends to samples from
different studies, even if these used different hypervariable regions for sequencing,
since reference databases consist of full-length 16S rRNA sequences covering all regions.
However, samples mapped to different databases cannot be compared, since they are
based on different references.
Despite all advantages, the closed-reference approach shares the defining disadvan-
tage of taxonomic mapping: new sequences with insufficient similarity to reference
OTUs cannot be mapped and these reads are thereby lost for analysis. Unmapped reads
can make up a substantial fraction of any given sample, in particular when analyzing
more exotic habitats, and may thus lead to an incomplete picture of the underlying
community. Furthermore, accurate identity thresholds cannot be guaranteed when
mapping reads to a database, which can be illustrated as follows: it is possible that two
reads match the same database sequence with identity higher than the OTU cutoff (for
instance 97%), classifying them as the same OTU, while the identity between these
reads may be much lower (down to 94% in this case), which would more correctly put
them into different OTUs (Westcott and Schloss, 2015). As another caveat, confident
assignments may be impossible if multiple reference sequences, assigned to different
OTUs, are identical within the hypervariable region used to sequence the input sample
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(Westcott and Schloss, 2015).
To reduce the problem of unassigned reads, the open-reference approach has been
proposed, a hybrid algorithm that combines the advantages of closed-reference mapping
and de novo clustering (Westcott and Schloss, 2015). This method starts by performing
the full closed-reference workflow, resulting in abundances for all OTUs found in the
used reference database, as well as a set of reads that could not be confidently assigned.
Next, these unmapped reads are clustered de novo to obtain abundances for OTUs
not present in the reference database, leading to a more complete characterization
of the sample community. The open-reference approach thus represents a tractable
middle-ground between closed-reference and full de novo clustering, producing more
comprehensive profiles than the former, while reducing the computational cost of the
latter.
However, the method retains central disadvantages of de novo clustering: the second
step may still be prohibitively expensive when facing large numbers of unassigned
reads, data sets with independently clustered OTUs remain incomparable, and samples
sequenced using different hypervariable regions cannot be consistently clustered,
because reads from the same organism may cluster into different OTUs (depending on
the region). Another disadvantage of the open-reference approach is that it combines
two distinct OTU definitions, which effectively correspond to different thresholds and
can thereby make interpretation more difficult (Westcott and Schloss, 2015).
An issue affecting all OTU assignment methods is that popular 16S rRNA iden-
tity cutoffs, such as the previously mentioned 97% or 98.7% thresholds for species
distinction, have been calibrated using full-length sequences, while amplicon sequenc-
ing targets only a restricted region of the 16S rRNA gene. Different regions of this
gene have been shown to evolve at different speeds and appropriate region-specific
thresholds should therefore be used, which however are yet to be determined (Schloss,
2010).
Independent of which method is used for OTU assignment, considerable discrepan-
cies between tools have been reported, regarding stability, cluster quality, consistency
and sensitivity to parameter choice (Schloss and Westcott, 2011; Schmidt et al., 2014;
Schmidt et al., 2015; Westcott and Schloss, 2015). While average-linkage cluster-
ing typically ranked amongst the best-performing OTU clustering methods in these
benchmarks, and thus appears to be a solid default choice, care is therefore advised.
OTU-based approaches have a successful history in microbial ecology (Arumugam et
al., 2011; Chaffron et al., 2010; Fierer et al., 2010; Huttenhower et al., 2012; Sunagawa
et al., 2015) and remain widely used, but more recently, methods aiming at detecting
finer-scale ecological structure have been developed. Examples of these tools include
MED (Eren et al., 2015), DADA2 (Callahan et al., 2016), Deblur (Amir et al., 2017) and
UNOISE (Edgar and Flyvbjerg, 2015), which use information theoretical approaches
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or statistical sequencing error models to remove likely erroneous sequence variants.
Otherwise, these tools retain full sequence information and thus allow the distinction
of phylotypes down to single nucleotide differences (Callahan et al., 2017). Depending
on the method, these phylotypes have been termed exact/amplicon sequencing variants
(ESVs/ASVs), tag sequences, sOTUs, oligotypes or 100% OTUs, but will for simplicity
be referred to as ESVs in this thesis.
The increase in resolution provided by ESVs has in some cases uncovered distinct
ecological patterns not detectable (or less pronounced) at the OTU level, such as
season-specific variations of SAR11 ESVs and increased temporal correlation between
these ESVs and specific bacteriophages (Needham et al., 2017). ESVs have furthermore
been used in a high-level analysis of the Earth Microbiome Project data set, which
allowed the detection of marked habitat specificity at the ESV level, a signal that was
considerably weaker in 97% OTUs and higher taxa (Thompson et al., 2017). Further
advantages include, that these approaches use the full read information of a sample,
are independent of reference databases and can computationally scale to large numbers
of samples (Callahan et al., 2017).
However, while samples using the same hypervariable region can be compared via
ESVs, combining different regions in the same data set still requires a closed-reference
approach. This problem may be alleviated in the future by the previously mentioned
sequencing method proposed by Karst et al (Karst et al. (2018); see subsection 1.2.2),
which could effectively allow the assignment of full-length ESVs to circumvent the issue
of hypervariable regions (apart from other advantages, such as primer bias mitigation).
Another disadvantage of ESV-based approaches is that they may provide a too fine scale
for certain scientific questions. For instance, ecologically meaningful patterns may be
strongest at higher granularity, and could thus be significantly weakened or even lost
when pattern-specific OTUs are split into smaller ESVs, each carrying only part of the
signal. The strong increase in data set dimensionality induced by ESVs may furthermore
pose a considerable challenge to studies that are hard-pressed for statistical power,
such as metagenome-wide association studies (MGWAS, Wang and Jia (2016)), due to
substantially increased numbers of significance tests and thus stricter multiple testing
correction. Additional shortcomings include, that higher dimensionality can increase
the likelihood of overfitting statistical models16 and that it may prevent the use of
methods that require full-rank input matrices (with higher numbers of samples than
variables).
Both traditional OTUs and ESVs are also limited by fundamental evolutionary
constraints of the sequenced marker gene (e.g. 16S rRNA), which may lead to
insufficient resolution for distinguishing ecologically meaningful units. The effect
of this was recently observed in Microcystis, for which certain ESVs were shown to
16the so-called "curse of dimensionality" (Bellman, 1961)
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correlate with toxicity in a freshwater environment, but follow-up analysis with culture
strains assigned to the same ESVs revealed poor correspondence in terms of toxicity
phenotype (Berry et al., 2017).
If multiple genes were sequenced, or metagenomic data is available, other
approaches for the detection of fine-scale patterns can thus be applied to increase
resolution beyond a single marker gene. As previously discussed, MLST approaches
(based typically on 6-8 marker genes) have been used to distinguish even highly related
strains, which may—despite their phylogenetic similarity—display important phenotype
differences, for instance in the case of pathogenic vs non-pathogenic strains (Madigan
et al., 2014). Recently, a number of more resolved strain detection approaches have
been developed, such as metaSNV (Costea et al., 2017), StrainPhlAn (Truong et al.,
2017) and DESMAN (Quince et al., 2017), which use information from metagenomic
samples to identify fine-scale biodiversity units at the strain level via single nucleotide
variations (SNVs) (Segata, 2018). These tools either map input sequences to reference
genomes, an approach taken by metaSNV and StrainPhlAn, or work with de novo-
assembled contigs in a reference-free approach (DESMAN). The increased resolution
compared to single-gene methods was for instance shown to improve distinction of
pathogenic and commensal E. coli strains (Ward et al., 2016), uncovered subject-specific
temporally stable strain patterns in human gut and oral microbiomes (Donati et al.,
2016; Truong et al., 2017), and allowed the tracking of specific engrafted strains after
fecal transplantation (Li et al., 2016).
Field-wide challenges are becoming popular in an increasing number of scientific
disciplines, as for instance in protein structure prediction (CASP, Moult et al. (2016))
and gene regulatory network inference (DREAM, Stolovitzky et al. (2007)), with the
aim of consistently benchmarking state-of-the-art computational prediction methods.
Following this trend, The Critical Assessment of Metagenome Interpretation (CAMI,
Sczyrba et al. (2017)) challenge is a recent concerted effort to foster robustness and
reliability in metagenomics software. The CAMI challenge recently completed its
first round with 19 participating teams, competing in benchmarks for taxonomic
classification, binning and genome assembly. Results showed generally robust
performance for taxonomic classification of higher ranks (family and above) across tools,
but considerable drops in accuracy at the genus, species and strain levels. Furthermore,
this evaluation highlighted widespread difficulties in assembling and binning closely
related genomes (Sczyrba et al., 2017).
1.2.4 Databases for microbial ecology
Billions of sequences from metagenomic and amplicon sequencing samples have been
deposited at dedicated nucleotide databases, such as the EBI European Nucleotide
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Archive (ENA, Harrison et al. (2018)) and the NCBI Sequence Read Archive (SRA,
Leinonen et al. (2010)). These resources now provide raw reads for more than a
million sequencing analyses of microbial samples (1’214’604 in the SRA, accessed
December 2018), which cover highly diverse environments across all continents and
oceans, ranging from clinically or agriculturally relevant animal-associated microbiota
to a variety of extreme and exotic habitats (see subsection 1.1.1). In conjunction with
rapidly growing reference databases, raw sequence collections provide an exceptional
foundation for recent efforts to provide detailed phylotype abundance and metadata
information within comprehensive, integrated resources. These microbial ecology-
oriented databases aim at making the wealth of raw sequence data amenable to end
users for ecological analysis, for instance in the context of cross-biome analyses or for
the investigation of specific questions and hypotheses.
Current resources include EBI Metagenomics (now MGnify, Mitchell et al. (2018)),
QIITA (Gonzalez et al., 2018), MG-RAST (Keegan et al., 2016), IMNGS (Lagkouvardos
et al., 2016) and curatedMetagenomicData (Pasolli et al., 2017), which cover a
wide variety of data types and analysis workflows. While all of these databases
allow users to track biodiversity units (either phylotypes or recognized taxa) across
studies and environments, considerable differences in scope exist between them.
For instance, there is substantial variation in terms of numbers of publicly available
(and consistently processed) samples, the extent and type of on-page analyses and
webpage interactivity, and to what level functional analysis of metagenomic data is
possible. MGnify, QIITA and IMNGS all aim at providing large numbers of comparable
samples, processed for the 16S-based tracking of phylotypes or taxa across studies, and
encourage (MGnify), enforce (QIITA) or don’t explicitly consider (IMNGS) standardized
MIxS sample checklists (Yilmaz et al., 2011) for metadata annotations. In contrast,
curatedMetagenomicData features a considerably smaller quantity of samples but
employs higher levels of human curation and metadata standardization. MG-RAST
also features smaller numbers of publicly available data sets and is less focused on
taxa or phylotype tracing, but instead provides extensive capabilities for functional
mapping and analysis, with a more reference genome-centric perspective17.
The Microbe Atlas Project database (MAPdb, Rodrigues et al. (manuscript in
preparation)) is a new resource, currently in development, that focuses on extensive
interactivity and exploration. It provides a substantially more comprehensive collection
of comparable microbial sequencing samples than the previously mentioned databases:
1’018’489 consistently processed samples are currently available in the pre-release
version of MAPdb, compared to 83’646 in MGnify (processed with the latest pipeline,
version 4.1) and 79’568 in QIITA (processed in closed-reference mode) (all databases
accessed December 2018). Its main strengths lie in environmental exploratory
17MGnify also features increasing capabilities for functional analysis
46
1.2. Methods for studying microbial ecology
discovery and hypothesis generation, for instance through facilitated investigation of
environmental niches (via unsupervised sample clusters) and an array of options for
users to compare their own samples to a global background.
Phylotype abundance databases are complemented by genome resources, such
as IMG/M (Chen et al., 2017), which provide access to assembled genomes from a
variety of sources, for instance culture strains, environmental MAGs or single cell
genomes (which vary in completeness and quality). Through these genome collections,
it becomes possible to link phylotypes of interest (identified in the previously mentioned
databases) with additional information, albeit this requires that the corresponding
organism was previously sequenced and that the genome includes the phylotype-specific
marker gene. Another important resource for valuable complementary information are
phenotypic traits, such as oxygen requirements and antibiotic resistance, which may be
inferred by genomic or taxonomic mapping, or alternatively via increasingly available
genome-scale metabolic mathematical models (Cuevas et al., 2016). Mappings of
phenotypic traits and metabolic models are provided by database resources such as
PATRIC (Wattam et al., 2017) and ModelSEED (DeJongh et al., 2007) and can be
linked to phylotypes, in order to inform more detailed follow-up analysis of ecologically
interesting patterns detected in exploratory databases.
While several community-driven resources exist for ecological interactions (for
instance DRYAD18 and IWDB19), these mostly include interactions between multicellular
organisms, while dedicated databases for curated microbial interactions are currently
lacking.
1.2.5 Standard methods for microbiome analysis
With the advent of sequence-based sampling of microbial communities—and the
consequent increase in sampling comprehensiveness—diversity-based methods from
classic ecology (Whittaker, 1972) became heavily used tools in microbiome research
(Goodrich et al., 2014; Lozupone and Knight, 2008). These methods allowed for
instance the better quantification of community-level differences between health- and
disease-associated microbiota (Pascal et al., 2017; Zhang et al., 2018b), different hosts
(Ley et al., 2008) and environments (Thompson et al., 2017) (including environmental
gradients (Sunagawa et al., 2015)).
Ecological theory broadly distinguishes diversity into alpha, beta and gamma
diversity (Whittaker, 1972), with the former two being the prime focus in microbial
ecology research (Lozupone and Knight, 2008). Alpha diversity describes the local





a sequencing sample (see Figure 1.11 A). The simplest alpha diversity index is species
richness, i.e. the number of observed species in a sample, which assumes that species
delineations are meaningful and furthermore disregards abundances. In order to also
incorporate relative species abundances and measure for instance whether a community
is dominated by a few taxa, species evenness can be used (commonly measured through
the Shannon index (Vajda et al., 1950)). Species evenness can be informative if
disturbances have a stronger impact on abundance than on presence/absence, for
example in contaminated environments (Forster et al., 2018).
Since microbial species delineations are largely arbitrary (see subsection 1.1.3),
phylogenetic indices for species richness (Faith’s Phylogenetic Diversity, Faith (1992))
and evenness (θ , Martin (2002)) have been developed, which use the leaf-leaf distance
between species in a phylogenetic tree to weight diversity according to evolutionary
divergence. For instance, if two samples have the same species richness, but one
includes very divergent species, while the other features species close to the operational
microbial species cutoff, the former would be assigned a higher diversity by these
indices.
A problem that any ecological diversity study faces are sampling biases. Usually,
only a limited number of patches can be sampled within any given environment, due
to lack of resources, which can hinder detection of less abundant species. Importantly,
this problem also precludes the accurate comparison of alpha diversities between
different environments with different sampling coverages, even if the absolute number
of observed specimen is the same (or has been post-processed to account for sampling
effort) (Chao and Jost, 2012).
A large theoretical body on estimating total sample diversity has been developed
to tackle this problem, yielding diverse parametric and nonparametric methods. The
nonparametric Chao estimator (Chao, 1984), for instance, uses the fraction of singleton
and doubleton species to estimate the number of unobserved species and is currently
the most widely used index for approximating total species richness. This concept has
recently been generalized via Hill numbers to phylogenetic and functional diversity
definitions, from which also indices for evenness and other abundance weightings can
be derived (Chao et al., 2014). The framework can furthermore be used for diversity
interpolation and extrapolation, which allows the equalization of coverage between
samples and thus enables valid comparisons of diversity (Chao et al., 2014).
Alpha diversity analysis has for instance revealed reduced diversity in various
disease conditions associated with dysbiosis (DeGruttola et al., 2016; Mosca et al.,
2016) or in connection with host lifestyle factors, such as smoking (Feigelman et al.,
2017). Reduced alpha diversity was furthermore found in contaminated environments
(Forster et al., 2018), possibly indicative of reduced ecosystem status and functioning.
While alpha diversity is concerned with the diversity of a single sample, beta
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Figure 1.11: Standard types of analyses for microbial abundance data. A General classes of alpha-diversity indices:
while richness quantifies the overall number of species in a community, evenness also takes abundances into account
and results in lower diversity estimates for communities that are numerically dominated by one or few species. Adapted
with permission from Laforest-Lapointe and Arrieta (2018). B Beta diversity indices allow the quantification of similarity
between different communities, which can subsequently be visualized via ordination plots or cluster dendrograms.
Statistical tests should furthermore be applied to test the significance of systematic community differences between groups
(e.g. healthy vs. diseased). Adapted with permission from Goodrich et al. (2014). C Differential abundance analysis allows
the detection of species that are significantly differentially abundant between conditions (i.e. microbial biomarkers). These
may for instance play a role in disease progression or show specific habitat preferences. Adapted with permission from
Segata et al. (2011).
diversity quantifies community variation across different samples (Whittaker (1972);
see Figure 1.11 B). A classic species-based beta diversity index is the unweighted
Jaccard index, which measures the fraction of overlapping species over the union
of all species between two samples (Jaccard, 1901). The weighted Jaccard (Chao
et al., 2004) and Bray-Curtis dissimilarity (Bray and Curtis, 1957) indices additionally
account for abundance differences between overlapping species.
Similar to species-based alpha diversity indices, these beta diversity indices however
face the problem of arbitrary species delineations. This problem is typically addressed
through the use of phylogenetically informed indices, such as the weighted and
unweighted Unifrac indices (Lozupone and Knight, 2005; Lozupone et al., 2007).
Furthermore, the weighted and unweighted Taxa INteraction-Adjusted indices (TINA)
were recently proposed, which consider the ecological structure of communities in
order to achieve a more fine-scale detection of community differences (Schmidt et al.,
2017).
After computation of pairwise sample distances or dissimilarities, results are
typically visualized via clustering or ordination approaches, the latter including for
instance Principal Coordinates Analysis (PCoA) or non-metric multidimensional scaling
(NMDS) (Goodrich et al., 2014; Paliy and Shankar, 2016; see Figure 1.11 B). Differences
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between groups (e.g. conditions) within the distance matrix can furthermore be tested
for statistical significance, using for example the permutational analysis of variance
(PERMANOVA, Anderson (2001)) test.
Beta diversity analyses have been used to answer a variety of questions, for instance
to identify community-level differences between human body sites (Huttenhower et al.,
2012) and diets of animal hosts (Ley et al., 2008), or to match the skin microbiota of
human subjects to touched objects (Fierer et al., 2010).
Apart from community-level differences between conditions, investigators are in
many cases also interested in single taxa that are differentially abundant (microbial
biomarkers), for instance in the context of MGWAS studies (Wang and Jia, 2016) (see
Figure 1.11 C). While simple statistical hypothesis tests, such as the two sample t-test
or the Mann-Whitney U test, have been used to this end, several potential shortcomings
of these straightforward approaches have led to the development of new methods for
differential abundance detection.
For instance, methods from the differential gene expression field have been proposed
to also be effective for microbial abundances (McMurdie and Holmes, 2014). Tools
such as edgeR (Robinson et al., 2010), DESeq2 (Love et al., 2014) and Voom (Law et al.,
2014) employ parametric approaches that use specific distributional assumptions to
increase sensitivity compared to non-parametric tests, which makes them more suited
for smaller data sets (given that assumptions are met). These methods furthermore
employ optimized normalization procedures, which aim at ensuring comparability
between samples.
Apart from differential expression methods, microbiome-specific methods have
also been developed, such as LEfSe (Segata et al., 2011) and metagenomeSeq
(Paulson et al., 2013). While LEfSe uses subgroup consistency information to increase
sensitivity, metagenomeSeq employs a custom normalization technique, combined with
an undersampling-aware statistical model, to address microbiome-specific issues. Other
approaches motivated by considerations from the field of compositional mathematics,
such as ANCOM (Mandal et al., 2015) and ALDEx2 (Fernandes et al., 2014), provide
theoretically sound ways of tackling the compositionality problem, which is expected to
be severe in microbial sequencing samples (Gloor et al. (2017); see subsection 1.3.2).
ANCOM-II additionally accounts for the effects of excess zeros in compositional data
sets (Kaul et al., 2017).
Evaluation studies comparing a variety of differential abundance methods in a
range of simulated data sets generally found noticeable differences between tools,
depending on data characteristics and simulation setup. While parametric approaches
developed for differential gene expression showed promising performance in some
studies (McMurdie and Holmes, 2014; Weiss et al., 2017), typical assumptions of
these methods may be regularly violated in microbiome data, with varying effects on
50
1.2. Methods for studying microbial ecology
sensitivity and false discovery rate (FDR) (Hawinkel et al., 2017; Weiss et al., 2017).
While a recent benchmark study found that correlations between OTUs can drastically
increase false positive predictions across methods (Hawinkel et al., 2017), differential
abundance approaches that account for inter-species correlations are still rare (notable
exceptions are GLL (Aliferis et al., 2010a) and DAA (Menon et al., 2018); see also
Figure 1.15 C). Albeit no interaction-aware methods were tested by Hawinkel et al,
GLL was successfully applied in other microbiome settings (Statnikov et al., 2013a;
Tackmann et al., 2018). Some of the mentioned tools, such as LEfSe, can also detect
differentially abundant functional genes or pathways (Segata et al., 2011).
After initial promising benchmarks on a variety of tasks (Knights et al., 2011a;
Statnikov et al., 2013b), machine learning methods are now being increasingly used for
microbiome analyses. The distinguishing property of these algorithms is their ability to
detect complex patterns in multi-dimensional data and their potential to continually
increase performance as data grows (Kodratoff and Michalski, 2014). Applications of
supervised classification methods cover diverse applied areas in need of high accuracy,
such as disease prediction (Pasolli et al., 2016; Zeller et al., 2014), source tracking
(Knights et al., 2011b), detection of organic contamination (Cordier et al., 2018) and
correction of mislabeling errors (Knights et al., 2011c). But these methods have also
been used to investigate study-specific questions more deeply, such as temperature
impact (Sunagawa et al., 2015), the importance of OTUs vs. environmental factors
in predicting OTU abundances (Lima-Mendez et al., 2015), and the validation of
enterotypes (Arumugam et al., 2011).
Apart from making accurate predictions, supervised classification methods can
furthermore be used for feature selection, which allows the identification of highly
predictive OTUs, environmental variables and functional genetic markers (Knights
et al., 2011a; Pasolli et al., 2016; Zeller et al., 2014). Feature selection may for instance
improve classification performance, but most importantly can provide further insights
into important relationships between discovered markers and the phenomenon of study
("knowledge discovery", Heckerman (1997)).
A widely-used machine learning method in microbiome studies, with excellent
robustness to overfitting and intrinsic feature selection capabilities, are Random
Forests (Breiman, 2001). This supervised classification and regression framework
trains large numbers of decision trees on random subsets of features and observations,
and subsequent predictions are based on combined votes across trees. Classifiers of this
class were constantly among the best-performing methods in a variety of microbiome-
related classification tasks, including disease prediction, human body site identification
and the forensic matching of the skin microbiome of subjects to computer mice or
keyboards they used (Knights et al., 2011a; Pasolli et al., 2016; Statnikov et al., 2013b).
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1.3 Computational inference of microbial ecosystem
structure
“Wie alles sich zum Ganzen webt,
Eins in dem andern wirkt und lebt!” 20
—Dr. Heinrich Faust (Faust, Part One21)
1.3.1 Current tools for microbial interaction prediction
The previously discussed methods (see subsection 1.2.5) are mainly descriptive in
nature and thus limited to comparatively modest (albeit important) questions, for
instance regarding the species content and diversity of a community or whether
whole communities and single taxa differ across conditions. However, microbiota
are more than mere sets of species to count and compare: they represent complex
ecosystems of interacting biotic and abiotic components (see subsection 1.1.1) and
these interactions ultimately create the patterns we observe in sequencing snapshots
or under the microscope. In order to truly understand how microbial communities are
shaped by their members and extrinsic factors, and how they impact their environment
(e.g. their host), a structural and mechanistic understanding of interactions is thus
pivotal. Only then can detailed models be proposed, validated and studied to gain
deeper insights into emergent system properties (see subsection 1.1.2), to accurately
predict the impact of perturbations and to generate richer hypotheses that fuel the
scientific process.
As mentioned in subsection 1.1.2, the sheer amount of microbial species, as well as
the plenitude of modulating environmental conditions and the technical difficulties
of accurately measuring interactions, make the experimental validation of microbial
interactions only possible for trivial numbers of species pairs and conditions. While
high-throughput co-culturing approaches may reduce this problem in the future (see
subsection 1.2.1), computational methods thus remain the only means for predicting
interactions within realistically-sized microbial ecosystems.
Several different classes of computational methods have been developed, each
of which exploits different types of data and signals to infer ecological relationships,
and thus exhibits different strengths and limitations. The first type of tools uses
temporal information from longitudinal microbial abundance measurements to predict
interactions, based on time-lagged shifts in the abundance of a species in response
20“How all things interweave as one
and work and live each in the other!”’
21Written by Johann Wolfgang von Goethe
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to earlier abundance shifts in others (see Figure 1.12 A). Generalized Lotka-Volterra
(gLV) models are a popular framework in this context, for instance used by MDSINE
(Bucci et al., 2016), MetaMIS (Shaw et al., 2016), LIMITS (Fisher and Mehta, 2014)
and the approach used in (Stein et al., 2013). These ordinary differential equation
models are typically fitted to temporal data via autoregressive techniques and predict
signed, weighted and asymmetric interactions. In addition to structural predictions,
gLV models furthermore allow the simulation of temporal ecosystem dynamics. Other
methods employ the autoregressive integrated moving average (ARIMA) process
(Ridenhour et al., 2017) or Granger causality (Gibbons et al., 2017) to infer directed
interactions between microbes from longitudinal data. eLSA (Xia et al., 2011) uses
local similarity search to match temporal windows and thus detect time-delayed linear
interactions between microbes, while also accounting for information provided by
technical replicates. Dynamic Bayesian Networks (DBNs), a probabilistic approach
that excels at handling uncertainty and noisy data, have also been used successfully to
infer structure and dynamics from microbial time-series data, for instance within the
infant gut microbiome (McGeachie et al., 2016). Temporal methods have furthermore
detected substantial competition within mouse gut communities (Stein et al., 2013),
revealed multiple dynamic regimes in the human gut22 (Gibbons et al., 2017), and
showed the importance of Flavobacteria for seasonal succession dynamics in coastal
microbial ecosystems (Pollet et al., 2018).
A noteworthy challenge of temporal methods is the correct setting of sampling
intervals, as some patterns may only be detectable at certain time resolutions (which
can furthermore be tool-dependent) (Cao et al., 2017). Additionally, perturbations
may be needed to make temporal data sufficiently informative and, furthermore, the
identification of correct structures may generally be impossible in certain scenarios
(Angulo et al., 2017; Cao et al., 2017). The distinction of interaction-conveyed
effects from stochastic effects also requires particular care (Faust et al., 2018).
In addition, though longitudinal data is becoming increasingly available for some
heavily studied ecosystems, such as mammal gut or aquatic environments (Caporaso
et al., 2011; Dam et al., 2016; David et al., 2014b; Gilbert et al., 2012), data
quantities are still considerably lacking behind cross-sectional data. This includes
both number and heterogeneity (e.g. subjects, conditions, environments) of studies,
which prevents the longitudinal analysis of many interesting, more exotic environments.
Comprehensive comparative benchmarks of temporal methods are currently lacking,
and in consequence, method-specific biases remain largely unknown, which impedes
informed tool choice.
Inspired by the availability of increasing numbers of genomes and MAGs, methods
utilizing metabolic complementarity and redundancy between different species have
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Figure 1.12: Classes of methods for the prediction of microbial interaction networks. A Temporal methods use
longitudinal data to infer ecological relationships based on time-lagged abundance shifts. They can for instance yield
insights into community dynamics such as stable states. Credit due to Faust et al. (2015). B Inference methods based on
metabolic complementarity and redundancy compare resource requirements, inferred from genomes and metabolic models,
to predict ecological dependencies. Compared to abundance-based predictions, this evidence can be more direct. Adapted
with permission from Levy and Borenstein (2013). C Co-occurrence methods compute association scores between species
based on cross-sectional data (employing a variety of strategies) and report statistically significant positive or negative
associations, which can be indicators of ecological interactions. Because they only require readily available cross-sectional
data, these methods are a popular choice for ecosystem analyses. Adapted with permission from Faust and Raes (2012).
also been developed (see Figure 1.12 B). The key idea of these approaches is that
many microbial interactions are expected to be driven by metabolite exchange, where
one species produces compounds that can be used by another (complementarity),
or by similar metabolic requirements, which may lead to competition (redundancy)
(Levy and Borenstein, 2012). Powered by the growing numbers of known metabolic
pathways (many from novel environmental genomes, Tracanna et al. (2017)), these
metabolic complementarities and redundancies can be detected across more and more
species. Some of these approaches additionally allow the incorporation of extrinsic
environmental factors, such as nutrients in surrounding culture media, which enables
the prediction of environment-specific interactions (Levy and Borenstein, 2012).
Examples of current tools of this class are RevEcoR (Cao et al., 2016), which
computes complementarity indices based on a metabolite secretion and consumption
model, MMinte (Mendes-Soares et al., 2016), which utilizes flux balance analysis (FBA)
to model growth effects conveyed by metabolic complementarity and redundancy, and
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the previously mentioned MetaMIS method, which combines generalized Lotka-Volterra
models with a metabolic complementarity index. Ecology studies employing metabolic
models have for instance detected widespread metabolic complementarity across
various microbial environments, which appears to provide particular advantages under
oligotrophic conditions and strongly matches species co-occurrence patterns (Zelezniak
et al., 2015). Metabolic methods furthermore revealed a strong role of habitat filtering
relative to competition in the human gut microbiome (Levy and Borenstein, 2013).
However, despite recent advances, sufficiently complete genomes are not available for
the majority of microbial species and furthermore, metabolic maps are still notoriously
hard to construct and thus generally incomplete (Caspi et al., 2013). Additionally,
large numbers of predicted genes, in particular in novel genomes from more exotic
environments, cannot be assigned any known function (Overmann et al., 2017),
which precludes the application of genome-informed methods to such organisms
and environments. Finally, while metabolic dependencies are important mediators
for ecological interactions, other relevant factors, such as antibiotic production and
mutual protection, are missed by these approaches. Similar to tools for longitudinal
data, no comprehensive comparative benchmark studies have been conducted so far.
The third class of methods statistically infers microbial interactions from cross-
sectional data, based on co-occurrence and co-avoidance patterns (see Figure 1.12
C), and currently constitutes the most diverse and utilized group of tools. In fact,
checkerboard (presence-absence) patterns—a variant of co-occurrence—have already
been used in the 1970s to infer ecological interactions between bird species across
different islands (Diamond, 1975). The key assumption of co-occurrence methods
is that statistically significant positive (co-occurrence) and negative (co-avoidance)
relationships across large numbers of cross-sectional samples (typically sequencing
samples in the context of microbial ecology) are indicative of species-species interactions
(Faust and Raes, 2012). Since cross-sectional samples currently constitute by far the
most abundant and heterogeneous type of data, these approaches allow predictions
for a vast variety of habitats and conditions. Furthermore, they can be used infer
interactions between novel and rare microbes (given proper care, see subsection 3.1.3),
which may for instance lack complete genomes or informative time-series data.
While a number of earlier studies used unadjusted association measures, such
as Pearson or Spearman correlation (Arumugam et al., 2011; Barberán et al., 2012;
Chaffron et al., 2010), it has now been recognized that the compositional nature of
microbial abundances necessitates more careful methods for association prediction
(Gloor et al. (2017); see subsection 1.3.2). Examples of more compositionally-robust
measures include for example the Bray-Curtis dissimilarity and the Aitchison distance
(Röttjers and Faust, 2018). Alternatively, methods that try to address compositionality
issues through log-ratios have been developed, such as SparCC (Friedman and Alm
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(2012); or its more scalable reimplementation, fastspar (Holt et al., 2018)), SPIEC-EASI
(Kurtz et al., 2015), CCLasso (Fang et al., 2015) and a recent method proposed in
(Egozcue, 2018). Yet other approaches try to address sparsity and compositionality
issues directly through their statistical model—a strategy employed for instance by
mLDM (Yang et al., 2017), gCoda (Fang et al., 2017) and BAnOCC (Schwager et al.,
2017)—or use a permutation-based re-normalization scheme (CoNet, Faust and Raes
(2016)).
Further distinguishing properties between methods exist: while CoNet uses
an ensemble method to exploit complementary advantages of multiple association
measures, BAnOCC utilizes a Bayesian approach to provide uncertainty estimates for
predicted interactions. MENA (Deng et al., 2012), a method based on Random Matrix
Theory, aims at reducing arbitrary threshold requirements to increase robustness to
noise. MPLasso (Lo and Marculescu, 2017), on the other hand, complements the
traditional graphical Lasso approach with prior information gained from text mining
of scientific literature to improve network recovery. eLSA, mentioned in the discussion
of temporal methods, can also be applied to cross-sectional data and makes efficient
use of technical replicates. mLDM, CoNet and a method proposed in Wadsworth
et al. (2017) have been developed with non-microbial factors (e.g. physicochemical
variables) in mind and allow the inclusion of these variables into predicted networks.
A more recent method, BDMMA (Dai et al., 2018), additionally accounts for batch
effects. Previously mentioned methods based on graphical models, i.e. SPIEC-EASI,
mLDM, BAnOCC, gCoda, BDMMA and the method from Wadsworth et al. (2017),
as well as another approach based on comparative steady-state analysis (Xiao et al.,
2017), furthermore aim at reducing spurious associations, caused for instance by shared
ecological dependencies (Röttjers and Faust (2018); see subsection 1.3.2).
Co-occurrence methods have yielded a number of intriguing insights, including for
instance the detection of putative keystone species in a large number of environments
(Banerjee et al., 2018), phylogenetic assortativity patterns across habitats (Chaffron
et al., 2010; Faust et al., 2012; Kurtz et al., 2015), interactions associated with niche
creation and succession patterns in the oral cavity (Faust et al., 2012), and structural
changes in association networks of soil communities in response to shifts in carbon
dioxide levels (Zhou et al., 2010).
A disadvantage of cross-sectional methods is that statistical co-occurrence and co-
avoidance signals are more indirect than longitudinal or genomic information, leading
to less certain edges and making the prediction of candidates for causal relationships
generally harder (Faust and Raes, 2012). Furthermore, the decreased information
value of cross-sectional data allows these methods to typically only predict symmetric,
undirected edges. This property neglects the possibility of asymmetric ecological
relationships, which are known to play important roles in plant-animal networks
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(Bascompte et al., 2003; Bascompte et al., 2006). In addition, most co-occurrence
methods are restricted to structural predictions, while temporal approaches also allow
the inference of dynamics (Faust et al., 2015).
Several broad comparative benchmarks of cross-sectional approaches have been
reported, which highlighted discrepancies between methods in terms of prediction
accuracy, false discovery rate, robustness to compositionality and the prediction of
general graph properties, such as hub species (Röttjers and Faust, 2018; Weiss et
al., 2016). These observations emphasize the need for experimental gold-standard
interactions to more properly distinguish accurate from less reliable tools (Faust and
Raes, 2012).
1.3.2 Spurious associations and their sources
A problem faced by co-occurrence methods is that not all statistical associations between
microbes are necessarily driven by ecological interactions, but may rather be caused by
shared ecological dependencies, abiotic factors and technical artifacts. Such spurious
associations can drastically inflate the density of a network, blurring it’s true interaction-
based topology and making ecological interpretation hard or impossible (Layeghifard
et al., 2017; Röttjers and Faust, 2018).
A major reason for spurious associations is the compositionality of microbial
abundance data, which pervades all types of microbial ecology analyses (Gloor et
al., 2017), but in particular affects co-occurrence methods (Egozcue, 2018; Friedman
and Alm, 2012). The underlying reason is that a variety of largely arbitrary technical
factors, including for instance differences in extracted amounts of DNA or variations
in sequencing quality, affect the total number of reads sequenced for a sample. Due
to these sequencing depth-related fluctuations, counts are not directly comparable
between sequencing samples (Faust and Raes, 2012). Total sample sum (TSS)
normalization is commonly used to convert read counts into relative abundances
(Goodrich et al., 2014; Knight et al., 2018), which explicitly reflect the compositional
nature of the data (i.e. account for differences in sequencing depth). However, even
after TSS normalization, the arbitrary sum constraint introduced by sequencing forces
abundances into a simplex in Euclidean space (see Figure 1.13 A). Thus, changes in
the count of one species will induce changes in others, even if its real absolute cell
count stayed the same across samples (Gloor et al., 2017). Similar to TSS, this also
affects the use of rarefaction normalization: while library size per sample is equalized,
the sum constraint is still in effect (albeit normalized) (Gloor et al., 2017).
As has been noted by Karl Pearson already in 1897, traditional correlation measures
are destined to produce incorrect results on such compositional data sets (Pearson,
1897). While some studies tackle this problem experimentally by estimating total cell
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counts or biomass to properly calibrate read numbers (Gifford et al., 2011; Nakatsuji
et al., 2013; Props et al., 2017; Vandeputte et al., 2017a), such approaches are still
rarely used. The main reasons for this are likely the requirement of specific equipment,
not available to all research labs, and increased expenses compared to only performing
sequencing.
Sample group 2
















Figure 1.13: Sources of spurious associations in co-occurrence networks. A Microbial abundances are compositions
and thereby constrained to the simplex. Valid statistical analysis, such as association calculations and hypothesis tests,
requires transformation of the data into Euclidean space or the usage of operations defined by compositional geometry.
Adapted from Vermeesch (2006). B Heterogeneous data is composed of systematically different groups of samples, for
instance from different habitats, collected under different conditions or generated using different experimental protocols.
This leads to group-dependent changes in abundances and, notably, the introduction of potentially extensive structural
absences. Both have the potential to introduce substantial numbers of spurious positive and negative associations.
To facilitate the handling of compositional data, a vast body of literature has been
produced in the field of compositional mathematics to make this type of data amenable
to traditional Euclidean multivariate analysis, including correlation, regression and
ordination techniques (Aitchison, 1982; Pawlowsky-Glahn et al., 2015). A typical
approach, first introduced and championed by Aitchison in the context of Geology
(Aitchison, 1981), is the use of log-ratios instead of relative abundances. Log-ratio-
based techniques exploit the fact that, while relative abundances may change in
58
1.3. Computational inference of microbial ecosystem structure
response to shifts in other compositional abundances, log-ratios will remain unaffected
(Aitchison et al., 2000). This is for instance reflected in the Aitchison distance, which
measures the distance between two variables in terms of variation in their log-ratio
(Aitchison, 1982). In general, logarithmic transformations, such as the additive log-
ratio transformation (alr), the centered log-ratio transformation (clr) and the more
recently proposed isometric log-ratio transformation (ilr), can be used to transform
compositional data back into Euclidean space and thus enable Euclidean multivariate
analysis (Aitchison, 1982; Egozcue et al., 2003; see Figure 1.13 A).
While this transformation frees the data from the simplex, there are potential
difficulties in interpreting these transformed values (Egozcue et al., 2003). Though in
practice more challenging, specialized compositional geometry thus defines a number
of operations that allow the sound analysis of data directly within the simplex space
(Aitchison, 1982). Another potential problem of log-based approaches is that they are
not directly applicable to data with zeros, because they rely on logarithmic calculations
(Egozcue et al., 2003). This can create considerable problems for microbial abundance
data sets since these typically feature large fractions of absences (Kaul et al., 2017).
To make such data amenable to log-ratio approaches, various schemes of data
imputation have therefore been devised (Martín-Fernández and Thió-Henestrosa, 2006;
Martín-Fernández et al., 2003; Tsilimigras and Fodor, 2016), most prominently different
types of pseudo-counts with individual advantages and disadvantages. While this
comparatively simple class of methods provides reasonable performance in practice
(Friedman and Alm, 2012; Mandal et al., 2015), the choice of pseudo-counts can
nonetheless affect results in microbiome studies (Costea et al., 2014; Kaul et al., 2017).
Alternatively, other approaches explicitly model compositionality within the statistical
frameworks they employ, but in consequence rely on various assumptions (Fang et al.,
2017; Kaul et al., 2017; Schwager et al., 2017; Yang et al., 2017).
While approaches based on log-ratios have generally produced good results in
simulation studies testing normalization effects on differential abundance detection and
co-occurrence network inference (Friedman and Alm, 2012; Kurtz et al., 2015; Mandal
et al., 2015; Weiss et al., 2016; Weiss et al., 2017), comparisons to compositionality-
mitigating experimental approaches are so far lacking. For instance, Vandeputte et
al. found striking differences between networks based on compositionally-calibrated
and uncalibrated sequencing data but did not consider networks based on log-ratio
transformed data (Vandeputte et al., 2017a).
Apart from compositionality, a variety of biological and technical factors can induce
spurious associations (see Figure 1.13 B; Figure 1.15 A). The first type of confounders
are shared ecological dependencies, which emerge when two microbes (A and B) do
not directly interact ecologically, but are dependent on the same partner (C). C may for
instance produce secondary metabolites consumed by A and B or provide extracellular
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enzymes that make important elements, such as iron or nitrogen, bioavailable to
both A and B (Falkowski et al., 2008; Fischbach and Sonnenburg, 2011; Griffin et al.,
2004; Röttjers and Faust, 2018). Co-occurrence approaches naive to shared ecological
dependencies may report the detected association signal between A and B as a possible
interaction, even though it is indirect. Similarly, if C generates environmental conditions
unsuitable for A and B, for instance by dropping the environmental pH through waste
products (García et al., 2017) or by producing substances (e.g. antimicrobials) toxic
to both A and B (Lemos et al., 1991; Long et al., 2013), this will induce a spurious
positive association between A and B (in addition to the negative associations A-C and
B-C, which represent genuine interactions). Similarly, if A and B are being preyed upon
by the same predator C, this also induces a linked fluctuation of abundances in A and B.
Independent of the actual interaction type, shared ecological dependence effects may
induce particularly numerous associations between neighbors of ecological hub species,
because these hubs have large numbers of interaction partners that consequently all
share the same ecological dependency (i.e. the hub; Berry and Widder (2014)).
Another source of spurious interactions are shared environmental dependencies,
which can—similar to shared ecological dependencies—induce indirect co-occurrence
and co-avoidance patterns between microbes (Röttjers and Faust, 2018). For instance,
similar requirements with regards to temperature, pH, light conditions, phosphate
and iron levels may result in spurious positive associations between species, while
differences in environmental preference can result in spurious co-avoidance patterns.
Consequently, ecological interactions can be hard to distinguish from environmental
conditions using co-occurrence alone (Pascual-García et al., 2014; Röttjers and Faust,
2018). Similarly, the presence of different habitats (or niches) within the same data set
can generate positive associations between microbes specific to the same niche, and
negative associations between microbes from different niches, even in the absence of
any ecological interactions. The severity of spurious associations in environmentally
heterogeneous data sets even lead to the suggestion that clusters in co-occurrence
networks inferred from such data (using common co-occurrence-based tools) should
be generally considered more as environmental niches, rather than groups of tightly
interacting species, and that specific sampling strategies are necessary to circumvent
niche-effects (Röttjers and Faust, 2018).
Apart from ecological and environmental confounders, experimental conditions can
also induce both positive and negative spurious associations. This includes systematic
differences in studied groups, for instance variations in diet or antibiotics usage in
human and animal subjects (Debelius et al., 2016), but importantly also technical
factors and batch effects (Dai et al., 2018; Leek et al., 2010; Salter et al., 2014;
Tremblay et al., 2015). For instance, if two microbes are preferentially amplified by
the same primer (i.e. are affected by the same primer bias) in a data set generated
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with multiple primers, they will be indirectly positively associated. Similarly, if one
species is preferentially amplified by one primer type and the second species by another
(or even unaffected by primer bias), they will show a spurious co-avoidance pattern.
The same principle applies to mixes of amplicon and WGS samples within the same
data set: species that can only be detected with WGS will be indirectly positively
associated to each other and negatively associated to correctly amplified species. Other
technical factors, such as extraction methods, can result in similar problems, i.e. species
preferentially extracted by one method will have positive spurious associations with
each other and negative spurious associations with species showing different extraction
specificity.
Sources of heterogeneity, whether due to different habitats, physicochemical factors,
treatments or technical factors, are becoming more important as the number of globally
distributed sequencing studies grows (see subsection 1.2.4). As described earlier in
this subsection, large quantities of spurious associations introduced by heterogeneity
make the detection of genuine ecological interactions hard and inflate the density of
inferred co-occurrence networks, hampering interpretation of the resulting models (see
Figure 1.13 B). One way to tackle this problem is a split-and-merge approach, in which
separate networks per known group (typically habitats or conditions) are computed and
subsequently merged into one global model (Faust and Raes, 2012; Lima-Mendez et al.,
2015). While this method rigorously prevents spurious associations induced by known
stratified groups, it lacks sensitivity for more subtle patterns, such as interactions
of cosmopolitan species, which may only be appreciated across multiple habitats
(Pascual-García et al., 2014), or rare species, which require higher statistical power for
detection (Banerjee et al., 2018; Lynch and Neufeld, 2015). Additionally, despite efforts
to standardize metadata in microbiome research (Yilmaz et al., 2011), annotations
in public databases are still notoriously incomplete and inconsistent across studies
(Lagkouvardos et al., 2016; Mitchell et al., 2018; Pasolli et al., 2017). This makes the
split-and-merge approach largely inapplicable to the wealth of public sequencing data
since group-membership cannot be reliably inferred. Notably, even within a single study
that is carefully stratified by known habitats and conditions, unmeasured confounders
(latent variables) can introduce heterogeneity in the form of unlabeled sub-niches,
not obvious to the investigator and thereby not accounted for in the merge-and-split
approach. Finally, shared ecological dependencies are not addressed by this method,
because these are genuine biological phenomena and thus create spurious associations
also within homogeneous data sets.
Nonetheless, combining diverse studies into aggregated data sets promises the
opportunity to detect emergent large-scale, cross-environmental trends (e.g. global
topological motifs) that would not be noticeable within single studies and may reveal
subtle patterns involving cosmopolitan and rare species. Hence, the development of
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principled methods for tackling spurious associations within large-scale, cross-study
data sets is paramount.
1.3.3 Probabilistic Graphical Models as a framework for
ecological network inference
In the network structure learning community, it has long been appreciated that
univariate association networks include both direct and indirect associations: the
former driven by direct, mechanistic relationships between variables, while the latter
are induced by indirect effects, i.e. shared dependencies on the same variable. Deeper
characterization of this insight led to the mathematical formalization of the classic
statistical mantra that correlation does not necessarily imply causation (Buntine, 1996;
Heckerman, 1990; Pearl, 1988; Spirtes et al., 2000). This process has sparked the
development of a vast variety of dedicated methods to specifically distinguish direct
from indirect associations. These methods thus aim to predict more sparse and
interpretable network models that are closer approximations to the real mechanistic
relationships of the underlying systems.
Currently, the most widely used class of such methods are structure learning
techniques for Probabilistic Graphical Models (PGMs, see Koller et al. (2009) for
a detailed discussion). Methods of this type have been highly successful at tackling
data mining and network prediction problems across diverse domains, such as image
and speech recognition, medical diagnosis, natural language processing and fault
diagnosis (see Koller et al. (2009) and citations therein). Notably, PGM approaches
were furthermore effectively used to predict the structure of biological networks, such
as gene regulatory networks (Friedman et al., 2000; Narendra et al., 2011), and
were more recently highlighted for their potential in microbial interaction network
reconstruction (Layeghifard et al., 2017).
PGM methods exploit the concept of conditional independence, which holds if
two univariately associated variables are rendered statistically independent given a
set of other variables with explanatory power for this relationship (Bühlmann et al.,
2014; Pearl, 2010). For instance, if two species (A and B) are indirectly associated due
to a shared ecological dependence on a third species (C), the univariate association
between A and B will disappear when conditioned on C (in statistical terms: species A
and B are conditionally independent given C). In contrast, if the association between
A and B persists after conditioning on C, the relationship is considered to be direct.
This concept also applies to mixes of species and abiotic variables: if two species are
indirectly associated, for instance due to their shared environmental preference for
high temperature or a specific habitat, but are not ecologically interacting, conditioning
on the relevant abiotic variables can identify the observed association as indirect.
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Also, technical factors and treatment conditions can be accounted for in this way—as
long as the variables are measured and included into conditional independence tests,
indirect associations can generally be explained away. A limitation for these methods
is, however, that they generally necessitate higher data quantities to reliably determine
whether conditional dependence holds (Schlüter, 2012; Spirtes et al., 2000). While
this may hamper their applicability to single studies, the staggering size of modern
cross-study microbiome data sets (see section 1.2.4) makes statistical power less of an
issue.
The most prominent classes of PGMs are Markov Random Fields (MRFs) and
Bayesian Networks (BNs), which are undirected and directed graphs, respectively.
Either class features a number of dedicated structure learning algorithms and the
choice of PGM type depends on the nature of the problem (Koller et al., 2009),
i.e. whether it can reasonably be modeled using a directed graph, implying causal
relationships between variables (see Figure 1.14 A), or not. While both MRFs and BNs
have been used in a variety of different fields, including the modeling of ecological
communities (Clark et al., 2018; Milns et al., 2010), the directionality implied by
BNs is arguably preferable for ecological networks since asymmetry is an important
property of ecological relationships23 (Bascompte et al., 2003; Bascompte et al., 2006).
Furthermore, BN learning methods excel at the prediction of causal links (Heckerman,
1997; Spirtes et al., 2000), which are of key interest in research settings (e.g. ecology),
but are typically not a focus in engineering applications, where MRFs shine (Koller
et al., 2009).
While causal structure can be predicted through interventions or randomization
trials, obtaining experimental data at scales sufficient for reliable causation analysis
in large systems can be prohibitively laborious or ethically questionable (e.g. forcing
randomly selected people to smoke, Spirtes et al. (2000)). Fortunately, given several
assumptions, BN structure learning algorithms can allow the inference of causal
relationships from observational data alone, in the sense of an operational definition
of causality that nonetheless closely matches the idea of Randomized Controlled
Experiments (Aliferis et al., 2010a; Spirtes et al., 2000). In particular, these methods
require i) the variables in the network to be causally sufficient, i.e. the absence of
unmeasured variables that directly causally influence more than one variable in the
system, and ii) the faithfulness assumption, i.e. the conditional independence structure
of the joint probability distribution of the variables must be perfectly representable by
a DAG (Spirtes, 2010).
Given these sufficient conditions, a variety of methods can be employed to learn
23However, in order to allow for reliable and efficient causal inference, BNs require the underlying
graph to be acyclic (i.e. a directed acyclic graph or DAG). Thus, only causal asymmetries can be modeled




causal graph structure directly from observational data (described in detail in Koller
et al. (2009) and Spirtes et al. (2000)). A widely-used class are search-and-score
approaches, which scan the space of feasible DAGs for graphs that optimize a scoring
criterion, typically high marginal or penalized likelihoods for generating the input
data. Popular scores are the Minimum Description Length (MDL), Akaike Information
Criterion (AIC) and Bayesian Information Criterion (BIC), which all penalize complex
models and thus implement an Occam’s razor approach: make the model as complex as
necessary, but not more complex. For the search step, various optimization algorithms
can be used, such as greedy hill climbing, tabu search or basin flooding, which may
start from either a random or informative initial structure. As an alternative to search-
and-score algorithms, methods based on Markov chain Monte Carlo (MCMC) can be
utilized, which draw samples from the posterior joint distribution of all possible graph
structures (conditioned on the training data) to approximate the true network.
Advantages of search-and-score and MCMC methods include that they result in fully
directed graphs and learn the parameters of the underlying joint probability distribution
in conjunction with graph structure. They thus result in fully specified models that
can be used to make predictions (Figure 1.14 A). However, the data can typically be
described similarly well by a large number of structures (or even equally well, i.e. if the
models belong to the same equivalence class, Koller et al. (2009)). In order to avoid
biased or imprecise structure predictions and to furthermore estimate uncertainties
given the data, large amounts of search space exploration or MCMC sampling are thus
necessary (Koller et al., 2009). Furthermore, finding accurate structures with these
methods has in general a runtime complexity that is super-polynomial in the number
of variables (is NP-Hard), rendering it feasible only for comparatively small systems
(Chickering et al., 2004; Spirtes, 2010).
In order to reduce computational complexity, another class of structure learning
methods has been proposed: the constraint-based approaches. These algorithms aim
at iteratively detecting local conditional independence relationships between variables,
i.e. the set of directly associated neighbors or Markov blanket (MB) of each variable
(see Figure 1.14 B), which via the Markov condition24 correspond to the structure of
the underlying graph (Spirtes et al., 2000). Conditional independencies are detected
through the sequential application of statistical tests, commonly based on partial
correlations with the Fisher z-transformation (for continuous variables) and three-way
χ2 or mutual information tests (for discrete variables) (Aliferis et al., 2010a).
The PC algorithm, a prototypical constraint-based method, proceeds by starting
with the fully connected graph and subsequently testing for each edge, whether the
connecting nodes can be rendered conditionally independent by conditioning on any
24In brief, the Markov condition states that variables must be independent of all other non-parent
and non-descendant variables within the graph, conditioned on the set of parents and descendants.
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combination of local neighbors (Spirtes et al., 2000). After this step, only edges that
could not be rendered conditionally independent remain, which thus represent the set
of predicted direct associations (called the undirected "skeleton" of the BN). In order
to infer partial directionality of the edges (i.e. a partial DAG or PDAG, corresponding
to an equivalence class of BNs), a set edge-directing rules can subsequently be applied
to these undirected links (Spirtes et al., 2000).
The advantage of constraint-based algorithms is that, because they solve the con-
ceptually simpler problem of partially directed structure prediction (also disregarding
distribution parameters), they can learn the structure more reliably and computation-
ally efficiently than search-and-score or MCMC algorithms. In order to convert the
PDAG predicted by constraint-based approaches into a full DAG, and also learn the full
parameters of the BN, the PDAG structure can subsequently be used to constrain the
parameter space for search-and-score algorithms, as realized for instance in Greedy
Equivalence Search (GES, Chickering (2002)). Such combined approaches ("hybrid"
algorithms) can make model inference much more tractable, while also increasing
the quality of the learned network compared to vanilla search-and-score methods
(Tsamardinos et al., 2006). Alternatively, parameters of the full joint probability distri-
bution can be learned for complete DAGs through efficient factorization approaches,
which exploit the local graph structure to simplify marginalization computations (Koller
et al., 2009).
While the PC algorithm is conceptually simple, it requires excessive amounts of
statistical tests, since all edges have to be tested conditioned on all combinations of
neighbors to produce the final network. However, under broad assumptions (Aliferis
et al., 2010a), many tests are likely to be redundant and may safely be skipped, a
realization that lead to the development of a multitude of heuristics, such as the
GS, IAMB, K2MB, MMPC and (si-)HITON-PC algorithms (summarized in Aliferis et
al. (2010a)). Some of these heuristics, for instance MMPC and si-HITON-PC, can
infer direct edges within very large systems consisting of many thousands of variables
(assuming sparseness and bounded maximum node degree), while providing guarantees
with respect to correctness and soundness in the sample limit. In particular, just as the
PC algorithm, they guarantee the asymptotic correctness of the learned structure (i.e.,
that it is statistically indistinguishable from the true structure) under causal sufficiency
and faithfulness assumptions (see above), as well as given reliable statistical tests25
(Aliferis et al., 2010a).
Successful applications of these algorithms include the prediction of large networks
from diverse domains, such as drug-drug interactions (Duda et al., 2005), cancer
diagnosis (Sboner and Aliferis, 2005) and gene regulation (Narendra et al., 2011).
25Notably, some heuristics (for instance algorithms based on GLL) tend to predict largely correct
structures even if these assumptions are not perfectly met (Aliferis et al., 2010a; Aliferis et al., 2010b).
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Furthermore, in a variety of benchmarks, they were found to predict structures of
similar or better quality compared to non-heuristic approaches, at substantially reduced
runtimes (Aliferis et al., 2003; Tsamardinos et al., 2003a; Tsamardinos et al., 2003b;
Tsamardinos et al., 2006).
Generalized Local Learning (GLL, Aliferis et al. (2010a) and Aliferis et al. (2010b))
has been proposed as a principled, general framework for the systematic construction
of such heuristic MB induction algorithms. GLL instantiations for particular choices of
inclusion heuristic, elimination strategy and interleaving strategy yield for instance
the previously mentioned MMPC or si-HITON-PC algorithms. Important in the context
of this thesis, GLL yields local, causal feature selection algorithms: under previously
mentioned assumptions, the identified MB of a variable corresponds to its causally
interpretable neighborhood of predictive variables (see Figure 1.14 B). This principled
strategy for feature selection showed advantages in diverse prediction tasks, where
feature sets predicted by GLL methods achieved the highest causal interpretability and
parsimony (i.e. the best trade-off between predictiveness and number of features)
on synthetic data across a variety of systems and variables (Aliferis et al., 2010a;
Aliferis et al., 2010b). In contrast, feature sets predicted by non-causal algorithms,
such as univariate filtering methods and feature selection wrappers (e.g. Recursive
Feature Elimination (RFE)), the latter utilizing widely-used machine learning classifiers
such as SVMs (Support Vector Machines) and Decision Trees for feature selection,
showed increased feature redundancy, leading increased numbers of weakly relevant
or irrelevant features (in the causal sense, Aliferis et al. (2010a) and Aliferis et al.
(2010b); see Figure 1.14 B).
BA
Figure 1.14: Bayesian networks and the GLL-LGL framework. A A simple example of a Bayesian network. Observing
that the grass is wet allows inferring the probability that it rained recently, also accounting for the chance of the sprinkler
causing the wetness instead of rain. Notably, the sprinkler’s activation probability depends on whether it rained or not.
Individual conditional probabilities of the joint probability distribution underlying the graphical model (i.e. its parameters)
are provided through factor tables as shown here. Credit due to Wikimedia Commons (2006). B Important concepts for
the GLL-LGL framework by Aliferis et al (Aliferis et al., 2010a; Aliferis et al., 2010b). For a target variable T (yellow), GLL
aims to identify its set of directly associated, relevant predictors (i.e. its causally optimal feature set (or MB), displayed
in blue). Weakly relevant predictors (grey) are only indirectly associated with T and redundant since they carry less
direct information than the Markov Blanket. Irrelevant predictors (white) provide no information on the state of T. In LGL
algorithms, local MBs are computed for all variables by independent application of a GLL algorithm of choice, followed by
combining individual neighborhoods into a global network. Credit due to Aliferis et al. (2010a).
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1.3. Computational inference of microbial ecosystem structure
Local neighborhoods predicted by GLL can subsequently be combined using a global
rule, such as the OR or AND rule, to connect two nodes if i) either or ii) both are found
within each other’s neighborhoods, which extends GLL to local-to-global learning (LGL,
Aliferis et al. (2010b)). The GLL-LGL framework thus yields both local feature selection
and global network prediction algorithms, making it useful for the detection of locally
optimal predictive features, but also for the inference of sparse and resolved global
network structure. The framework is furthermore highly flexible, allowing a number
of computational extensions and optimizations, such as improved heuristics (adjusting
the trade-off between correctness and computational tractability), optimized statistical
tests, efficient caching schemes and parallelization (Aliferis et al., 2010b).
Recently, several PGM methods have been proposed for predicting direct associations
in microbial co-occurrence networks (see subsection 1.3.1). Typically, these tools learn
the precision matrix of interactions in a MRF model either through different Lasso-based
approaches (such as the graphical Lasso or the Meinhausen and Bühlmann algorithm
(Kurtz et al., 2015)), which employ sparse regularization to account for deficient rank
in the input OTU matrix, or alternatively by MCMC sampling. While MCMC-based
approaches are notoriously expensive (Andrieu et al., 2003; Sharma, 2017), Lasso-
based methods require either optimization-based search through a potentially extensive
parameter space (quadratic in the number of OTUs) or rely on solving high numbers
of regularized regression problems (equal to the number of OTUs). In addition, Lasso-
based strategies have to be repeatedly applied in a cross-validation setup to identify
optimal regularization terms, and in some approaches (e.g. SPIEC-EASI), furthermore
across many sub-samplings of the input data (bootstrapping).
In contrast, GLL-derived algorithms only consider a subset of heuristically deter-
mined candidates for incorporation into a neighborhood and, through incremental
inclusion decisions based on lower-order statistical tests26, identify directly associated
neighbors only among those candidates. While the number of required tests can still be
substantial (exponential in the number of direct neighbors of a variable), general spar-
sity assumptions—also made by SPIEC-EASI and SparCC, but for other reasons—allow
these heuristic algorithms to infer graph structure at substantially increased speeds.
As mentioned previously, MRF-based approaches furthermore do not incorporate the
concept of directionality and hence do not attempt to predict causal relationships, in
contrast to BN-based methods (such as GLL-LGL instantiations). For further discus-
sion of differences between MRF- and constraint-based BN methods in the context of
microbial co-occurrence networks, see Layeghifard et al. (2017).




“All we have to decide is what to do with the time that is given us.”
—Gandalf (Lord of the Rings27)
1.4.1 General aims
The primary research goal of this thesis is the development of a new, co-occurrence-
based method to predict interpretable and comprehensive microbial interaction
networks, across environments and conditions, with explicit inclusion of non-microbial
factors. Here, interpretability means that predicted networks should be largely free of
spurious associations, as caused for instance by shared ecological and environmental
dependencies or technical confounders (see subsection 1.3.2 for a detailed discussion).
Comprehensiveness, on the other hand, describes the notion that networks should not
be restricted to interactions of highly abundant and prevalent species within a single
homogeneous environment, but instead also integrate rare and cosmopolitan species
across heterogeneous studies. Rare species may play important roles in ecosystem
function, but are usually removed in network prediction analyses due to issues related
to statistical power and detection limits, while interactions of cosmopolitan groups (i.e.
generalist species) may only become detectable in their entirety within cross-habitat
data sets. Being comprehensive furthermore implies the inclusion of more subtle
interactions between abundant specialist species, which may only become apparent
under certain experimental conditions (e.g. specific host diets and medications), as well
as interactions that may only be detected by particular technologies, such as specific
primers or WGS sequencing. Finally, comprehensiveness also involves the explicit
inclusion of important non-microbial factors, for instance physicochemical variables
(e.g. pH, temperature), habitat types (e.g. marine, soil, human gut) and experimental
conditions, to enable a more complete interpretation of underlying ecosystems.
If interpretable associations (in the above sense) between individual microbial
species and interesting non-microbial factors (e.g. disease status) can be predicted,
this naturally yields a promising method for parsimonious, i.e. non-redundant and
predictive, microbial biomarker discovery. A complementary, secondary research goal of
this thesis is thereby to explore a method for ecologically informed biomarker discovery,
taking advantage of the improved interpretability achieved within the scope of goal
one.




A first problem for the prediction of comprehensive and interpretable networks (goal
one) is the computational burden associated with the consistent processing large
numbers of sequencing studies, crucial in particular for the "comprehensiveness"
requirement in the previously discussed sense. Since different studies utilize a range
of different sequencing protocols, in particular amplicon primers targeting different
hypervariable regions, the use of closed-reference OTU mapping approaches is a
necessary precondition for making samples comparable28. However, current closed-
reference OTU mapping tools are not able to efficiently process samples at modern
scales (> 1 million publicly available sequencing samples, see subsection 1.2.4) with
reasonable time and resource investment.
Secondly, as outlined in subsection 1.3.3, interpretability issues brought about by
indirect associations can be tackled in a principled way through PGM structure learning
approaches. This idea is increasingly realized by the microbial ecology community and
led to the recent development of PGM-based tools for co-occurrence network prediction
to improve the interpretability of inferred networks. However, current methods were
primarily developed for small-scale microbial ecosystems and thus do not scale to
the cross-study data sets required for the prediction of comprehensive networks.
Furthermore, these tools generally do not account for abiotic and experimental
factors, thereby leaving spurious associations introduced by these confounders largely
unchecked. Abiotic and experimental factors are of particular importance in cross-
sectional studies, which can therefore not be coherently analyzed by current methods.
Additionally, incomplete or inconsistent metadata annotations of publicly available
microbial sequencing samples29 can result in large numbers of false positive associations
for current PGM approaches, further hampering their applicability to cross-study data
sets.
With regard to microbial biomarker discovery (goal two), the main challenge is
that current methods also report spurious associations between microbial species and
variables of interest, driven for instance by ecological dependencies between microbes.
Ideally, these indirect associations should be removed if parsimonious biomarkers
with a more mechanistic interpretation are desired, as for instance when investigating
candidates for disease-causing microbial species.
28other phylotypes, such as ESVs and de novo OTUs, do not satisfy this comparability requirement
(see subsection 1.2.3)




Mapping OTUs in a scalable and consistent way is a currently difficult, but nonetheless
critical step towards obtaining data sets from which comprehensive networks can
be predicted. To tackle this challenge, I assisted in developing and testing a novel
OTU mapping tool: MAPseq (see Appendix A). It utilizes an optimized pre-clustering
approach in conjunction with efficient k-mer hashing, followed by exhaustive within-
cluster search for optimal hits, to achieve markedly improved runtimes. Combined
with a highly optimized implementation, this workflow allows the rapid mapping of
sequences to databases with a high degree of redundancy, as typical for full-length
16S rRNA reference databases. MAPseq allowed us to analyze more than a million
sequencing samples, mapped to a comprehensive full-length 16S rRNA reference
database, which resulted in comparable abundance profiles for more than ten thousand
highly heterogeneous microbial ecology studies (compiled into the MAPdb database).
An earlier version of this database, featuring more than five hundred thousand samples,
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Figure 1.15: Proposed methods for inferring interpretable ecological networks and biomarkers from heterogeneous
data sets. A Spurious associations introduced by shared ecological, environmental or technical dependencies can be
tackled by a conditional independence approach, as implemented in FlashWeave. In this framework, only links that are
still significant after conditioning on potentially confounding variables (e.g. physicochemical or technical factors) are
reported as candidates for ecological interactions. B In order to also mitigate the effect of unmeasured confounders in
heterogeneous data sets, FlashWeaveHE furthermore discards absence information in its statistical tests and thus removes
the substantial effect of structural and sampling zeros. C Ecologically informed biomarkers, which can also be learned
with FlashWeave, are directly associated to a variable of interest (here a human body site) and are thus more parsimonious
compared to widely reported univariate biomarkers. In particular, they are depleted of indirect associations that may arise
for instance through microbe-microbe interactions.
In order to tackle the remaining challenges, we developed a novel software
framework for the inference of highly-resolved microbial co-occurrence networks,
as well as parsimonious and interpretable biomarker discovery, from large-scale
sequencing data sets: FlashWeave (see Manuscript 2.1). FlashWeave is a thoroughly
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1.4. Research goals
optimized implementation of the scalable GLL-LGL framework for causal inference,
as proposed by Aliferis et al. (see Aliferis et al. (2010a) and Aliferis et al. (2010b);
subsection 1.3.3), complemented by several critical extensions. FlashWeave allows the
prediction of direct association networks, depleted for spurious associations, from data
sets with hundreds of thousands of samples and tens of thousands of OTUs.
This computational efficiency was achieved through multiple innovations. Firstly,
in addition to the careful and optimized implementation of a comprehensive set of
heuristics and shortcuts proposed in the literature, we devised multiple novel heuristics.
These computational shortcuts can profoundly speed up inference for networks with
ecosystem-typical properties, such as right-tail heavy node degree distributions (see
subsection 1.1.2). Secondly, we devised a novel pseudo-count scheme (adaptive pseudo-
counts), which drastically reduces spurious associations that may arise during log-ratio
transformation if conventional pseudo-counts are applied to rare species. Thirdly,
FlashWeave introduces novel methods for handling data heterogeneity, both due to
measured and unmeasured confounders, which further reduce spurious edges and
enable tremendous speed-ups compared to vanilla GLL-LGL approaches.
Additionally, the flexibility of the GLL-LGL framework allows FlashWeave to
seamlessly incorporate non-microbial meta variables. On the one hand, this enables
the removal of spurious associations driven by these factors, but on the other
hand, it also allows insights into which microbial taxa are directly affected by these
variables. While this explicit modeling of abiotic factors can be tremendously helpful
in microbial ecosystem interpretation, the reverse view, i.e. which microbial species
are direct biomarkers for non-microbial variables of interest (modulo microbe-microbe
interactions), can also reveal important patterns. This alternative, biomarker-centric
view benefits from a number of desirable properties of GLL-based local learning
algorithms (see subsection 1.3.3) and has been explored in detail by us in the context




2.1 Rapid inference of direct interactions in
large-scale ecological networks from
heterogeneous microbial sequencing data
Contribution: Janko Tackmann (JT) conceptualized the idea for this project, aided by
all co-authors. JT furthermore developed and tested the proposed software method
(FlashWeave), suggested the majority of algorithmic innovations for this method and
made major contributions to the interpretation of results. In addition, JT created the
visualizations found in the manuscript, wrote the initial manuscript and contributed to
reviewing and editing of the final manuscript.
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The recent explosion of metagenomic sequencing data opens the door towards modeling of 
microbial ecosystems in unprecedented detail. Statistical prediction of ecological interactions in 
particular could strongly benefit from this development, however current methods are hampered 
by insufficient statistical resolution, limited computational scalability or by not accounting for 
metadata. Here we present FlashWeave, a new approach based on a flexible Probabilistic 
Graphical Model framework that infers highly resolved direct microbial interactions from massive 
heterogeneous microbial abundance data sets, with seamless integration of metadata. On a 
variety of benchmarks, FlashWeave outperforms state-of-the-art methods by several orders of 
magnitude in terms of runtime, with overall increased accuracy. We use FlashWeave to rapidly 
analyze a cross-study data set of 69'818 publicly available human gut samples, resulting in the 
largest and most diverse network of gastrointestinal microbial interactions to date. By discarding 
96% of edges as indirect, FlashWeave reveals distinct patterns of biological interest, highlighting 




Microorganisms shape virtually every aspect of Earth's biosphere. Besides their critical role in 
global geochemical cycles (Falkowski et al. 2008) and widespread symbiosis with all major 
branches of life (Oh et al. 2009; McFall-Ngai 2014; Kawaguchi & Minamisawa 2010), the tight 
coupling between the microbiome and human health is rapidly gaining appreciation (Carabotti et 
al. 2015; Thaiss et al. 2016). While the structure of microbial ecosystems is influenced by 
environmental factors and hosts (Bonder et al. 2016; Dyhrman et al. 2007; Krause et al. 2012), 
another important driving force are ecological interactions between microbes (Faust & Raes 2012; 
Xavier 2011), such as competition, symbiosis, commensalism, and antagonism. 
The inability to (co-)culture the majority of microorganisms in the lab (Solden et al. 2016; Goers 
et al. 2014) makes computational tools instrumental for the prediction of ecological dependencies 
between microbes. Common to these approaches is the utilization of cross-sectional (co-
occurrence and co-abundance (Chaffron et al. 2010; Friedman & Alm 2012; Kurtz et al. 2015)) 
and temporal (Stein et al. 2013; Xia et al. 2011) statistical patterns, or alternatively metabolic 
complementarity (Zelezniak et al. 2015; Levy et al. 2015), to infer ecological associations and 
construct interaction networks. Currently widespread methods are restricted to predicting pairwise 
interactions through univariate statistical associations (Friedman & Alm 2012; Faust & Raes 2016; 
Xia et al. 2011), but more recent approaches based on Probabilistic Graphical Models (PGMs) 
consider the conditional dependency structure between microbes to distinguish between direct 
and indirect interactions (Kurtz et al. 2015; Yang et al. 2017; Röttjers & Faust 2018). While PGM 
approaches can result in more sparse and interpretable networks, typical drawbacks include the 
requirement of larger data sets with sufficient statistical power and increased computational 
complexity. Hundreds of thousands of microbial sequencing samples from various environments 
around the globe are now available (Mitchell et al. 2018), alleviating the lack of statistical power, 
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yet this wealth of data can currently not be utilized by state-of-the-art PGM methods due to 
insufficient computational scalability. Furthermore, sample heterogeneity of these cross-study 
data sets, such as variation in habitats, measurement conditions and sequencing technology, can 
lead to pronounced confounding associations, typically not addressed by current methods 
(Röttjers & Faust 2018). 
Here, we present FlashWeave, a novel approach for inferring high-resolution interaction networks 
from large and heterogeneous collections of microbial sequencing samples based on co-
occurrence or co-abundance. FlashWeave is highly optimized for computational speed and 
mitigates a number of known artifacts common in cross-study sequencing data analysis, such as 
compositionality effects, bystander effects, shared-niche biases and sequencing biases. It 
furthermore allows the seamless integration of environmental factors, such as temperature and 
pH, to estimate their influence on studied ecosystems and to remove indirect interactions driven 
by them. 
We compared FlashWeave to a variety of state-of-the-art methods on a wide collection of 
synthetic and biological benchmarks and showed that it markedly outperforms other methods in 
terms of speed. In addition, it achieved overall increased accuracy, in particular on heterogeneous 
cross-habitat data sets with large fractions of structural zeros (non-random absences driven by 
environmental or technical factors). We furthermore illustrated the usefulness of integrating non-
microbial factors into network analysis by including habitat and primer variables into the inference 
of an interaction network based on the Human Microbiome Project. Finally, we applied 
FlashWeave to a global collection of 69'818 publicly available microbial sequencing samples of 
the human gastrointestinal tract, covering 488 projects. The resulting interaction network 
represents the most comprehensive model of ecological dependencies of the human gut to date 
and was inferred using minimal computational resources and time. We analyzed this network in-
depth to demonstrate its consistency with previously described ecological patterns. The network 
furthermore unveiled candidates for uncharacterized hub OTUs and yielded a striking signal for 




A fast and compositionally robust method for ecological network inference, 
capable of handling heterogeneous data 
FlashWeave is based on the local-to-global learning (LGL) approach proposed by Aliferis et al. 
(Aliferis et al. 2010a), a constraint-based causal inference framework for the prediction of direct 
relationships between variables in large systems. Algorithms of this family infer the Markov 
blanket of each target variable 𝑇, which constitutes the directly associated neighborhood 𝑀𝐵(𝑇) 
that renders all remaining variables 𝑆 probabilistically independent of 𝑇. It thus removes indirect, 
i.e. purely correlational, associations commonly reported by wide-spread univariate methods. 
Related algorithms have been successfully applied in a wide range of fields, including cancer 
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diagnosis (Sboner & Aliferis 2005), drug-drug interactions (Duda et al. 2005) and gene regulatory 
network inference (Narendra et al. 2011). 
FlashWeave is a highly optimized implementation of the semi-interleaved HITON-PC (Aliferis et 
al. 2010a) instantiation of LGL (Fig. 1 A), critically extended with several high-performance 
heuristics, as well as novel methods addressing data heterogeneity and state-of-the-art 
compositionality correction (see Text S1). The latter is essential since abundances from 
sequencing data constitute compositions, constrained to the simplex, which has long been known 
to induce artificial correlations (Pearson 1896; Aitchison 1981; Vandeputte et al. 2017). 
In contrast to most other methods, FlashWeave can furthermore utilize meta variable (MV) 
information (Fig. 1 B), such as subject lifestyle factors, physicochemical measurements or 
sequencing protocol information, to further reduce spurious associations and additionally report 
direct relationships between Operational Taxonomic Units (OTUs) and MVs. 
 
Increased prediction performance on a variety of synthetic data sets 
Since experimentally verified biological interactions between microbes are scarcely available, we 
initially employed previously published frameworks that generate synthetic data with ecological 
structure. We compared the quality of networks inferred by two different operating modes of 
FlashWeave - "sensitive" (-S) and "fast" (-F) (Fig. 1 C) - to three widely used univariate inference 
methods (SparCC (Friedman & Alm 2012), eLSA (Xia et al. 2011) and CoNet (Faust & Raes 
2016)) and three conditional methods (mLDM (Yang et al. 2017) and SpiecEasi (Kurtz et al. 2015) 
with neighborhood selection (MB) and inverse covariance selection (GL)). 
The first group of benchmark data sets was generated with a method based on the Normal to 
Anything (NorTA) approach (Kurtz et al. 2015), which uses real abundance data from sequencing 
experiments and a custom interaction network as inputs. Synthetic OTU abundances are drawn 
from a target distribution fitted to the experimental data, while respecting the partial correlations 
provided by the input network. 
The prediction quality of all methods was evaluated on such synthetic data sets with increasing 
numbers of samples, fitted to data from the American Gut Project (McDonald et al. 2018). Overall, 
FlashWeave most accurately reconstructed the input networks as measured by F1 scores of 
predicted edges (Fig. 2 C): across topologies, FlashWeave-S achieved a mean F1 score of 0.68, 
while non-FlashWeave methods ranged from 0.07 (eLSA) to 0.65 (SpiecEasi-MB), resulting in 
fractions between 10% and 96% compared to FlashWeave-S (mean 56%). FlashWeave-F was 
generally less predictive than FlashWeave-S (mean F1 score 0.62, mean fraction 62%). 
In a second accuracy benchmark ("Ecological Models") we used methods presented in (Weiss et 
al. 2016) to generate abundance tables with a wide range of linear ecological relationships 
between OTUs, featuring varying degrees of sparsity and compositionality. Across all data set 
sizes, eLSA achieved the highest F1 scores (mean 0.76), followed by FlashWeave-S (mean 0.68, 
90% of eLSA; Fig. 2 C). Notably, FlashWeave-S scores were almost identical to eLSA at the 
highest number of samples (mean F1 score difference < 1%). FlashWeave-S and FlashWeave-F 
showed comparable results (difference < 3%), while all other methods achieved mean F1 scores 
of 2% (SparCC) to 74% (SpiecEasi-MB) relative to FlashWeave-S (mean 62%). In both the NorTA 
and the Ecological Models benchmarks, FlashWeave predictions generally improved noticeably 
with higher sample numbers (up to 141%), indicating efficient usage of additional data. 
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FlashWeaveHE, which specializes on the analysis of heterogeneous data (Fig. 1 C), was 
compared to other methods on simulated benchmark data with increased habitat heterogeneity. 
To this end, we treated the three differently-sized data sets for each ecological scenario from the 
Ecological Models benchmark as disjoint habitats with no OTU overlaps and aggregated them 
into a single data set per ecological scenario (see Methods). 
FlashWeaveHE-S achieved the highest F1 scores on this benchmark (mean 0.78; Fig. 3 D), 
followed by FlashWeaveHE-F with 0.6 and FlashWeave-F with 0.43. The best non-FlashWeave 
method, SpiecEasi-GL, achieved a mean of 0.25, 68% less than FlashWeaveHE-S. Notably, 
FlashWeaveHE modes displayed almost perfect precision (0.99) while non-FlashWeave methods 
ranged from 0.0007 (SparCC) to 0.2 (SpiecEasi-GL). 
 
Improved reconstruction of literature interactions in TARA Oceans 
In a study of planktonic associations in the TARA Oceans project, the authors presented a list of 
genus-level interactions described in the literature (Lima-Mendez et al. 2015). This set provides 
a gold-standard on which network inference tools can be tested, but is limited to a small fraction 
of the total marine micro-eukaryotic diversity and likely incomplete. It thus can only be used to 
benchmark recall on a restricted subset of true positive interactions, but yields no information 
about false positives. Consequently, less precise methods that tend to predict more edges will 
have an advantage when only raw numbers of true positives are compared, since higher false-
positive rates of these tools are not considered. 
To circumvent this issue and to perform a meaningful benchmark, we therefore compared 
methods in terms of how highly they ranked literature interactions amongst their 2000 strongest 
reported associations (Fig. 2 B). The underlying assumption was that methods which rank known 
interactions more highly will generally report more reliable relationships. To make computation 
feasible for all methods, we reduced the TARA Oceans data set to only OTUs that participate in 
at least one literature interaction. FlashWeave-S found on average 24% more literature 
interactions among high-ranking edges than the closest follow-up method (SpiecEasi-MB), 38% 
more than FlashWeave-F and on average 80% more than other methods. While the TARA 
Oceans data set shows considerable heterogeneity, FlashWeaveHE was not applicable due to 
insufficient statistical power (only 22 - 335 predicted edges total).  
 
Pronounced runtime decreases in the Human Microbiome Project and TARA 
Oceans data sets 
We benchmarked the computational speed of all methods on the Human Microbiome Project 
(HMP (The Human Microbiome Project Consortium 2012)) and TARA Oceans (Lima-Mendez et 
al. 2015) data sets in two settings: homogeneous and heterogeneous. For the homogeneous test, 
we used 2500 oral samples from the HMP data set and measured runtime on sets of 500, 750 
and 1000 randomly selected OTUs (Fig. 2 A). FlashWeave outperformed other methods by 
factors of 8 to 158 on this benchmark (mean: 67), excluding multiple methods (SpiecEasi-GL, 
CoNet, mLDM) that did not finish after two days of computation (factor > 339). FlashWeave-S had 
on average 33% increased runtime than FlashWeave-F. 
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On the TARA Oceans data set (289 samples, 3762 OTUs), FlashWeave-F was on average 29 
times faster than the closest non-FlashWeave method (SpiecEasi-MB), while all remaining 
methods did not finish computation (factor > 106; Fig. 2 A). FlashWeave-S required 53% more 
runtime than FlashWeave-F on this benchmark. 
For the heterogeneous test, we measured the computational speed of FlashWeaveHE and all 
previous methods on the five body sites from the HMP data set (5514 samples, 1521 OTUs). 
FlashWeaveHE-F was 51 times faster than the closest non-FlashWeave method (SpiecEasi-MB) 
in this test and on average 371 times faster than standard FlashWeave (other methods did not 
finish; factor > 518; Fig. 3 C). FlashWeaveHE-S required 116% more runtime than 
FlashWeaveHE-F in this benchmark. 
To test computational scalability in a more demanding setting, we used FlashWeaveHE-F to infer 
a large-scale ecological network based on 504'647 sequencing samples spanning various 
habitats and conditions, mapped to 75'516 OTUs at 98% 16S rRNA identity. Inference of the full 
interaction network completed after 1d10h46min on a High Performance Computing cluster with 
200 CPU cores. 
 
Meta variables are central hubs in the Human Microbiome Project network 
with high explanatory power 
Meta variables (MVs), such as habitats, conditions (e.g. antibiotic usage) and technical factors 
(e.g. amplicon or whole-genome-shotgun sequencing) can lead to spurious associations between 
OTUs associated with the same MV. In addition, direct associations between MVs and OTUs can 
be interesting when investigating which OTUs are for instance directly associated to a particular 
habitat (independent of microbial interaction partners), prefer certain temperatures or are affected 
by specific sequencing biases. 
We investigated the importance of MVs in the HMP data set by explicitly providing all five body 
sites and the two used primer sets (V13 vs. V35) as MVs to all FlashWeave modes. MVs formed 
central hubs in the resulting interaction network with on average 7.4 times larger neighborhoods 
than OTUs (Fig. S1 C) and 27.6 times higher betweenness centrality, a measure of node 
importance in the network, across all modes.  
Furthermore, MVs participated in excluding up to 41.7% indirect OTU-OTU interactions (Fig. S1 
B) while constituting only 0.4% of all variables. When MVs were omitted, overall numbers of OTU-
OTU interactions however increased only moderately (up to 12%), suggesting that FlashWeave 
was generally able to use OTUs highly associated to the omitted MVs to exclude the same indirect 
associations. Nonetheless, when only comparing associations in direct neighborhoods of MVs, 
we detected 13% - 294% additional OTU-OTU associations when MVs were not provided (Fig. 
S1 D), indicating that MV omission may still lead to increased local biases. In addition, we found 
a weak association between shared primer bias and interaction probability (mean Pearson's r < 
0.003, P < 0.01), suggesting only limited influence of primer preference on reported interactions. 
This correlation increased marginally when omitting primer information (mean r < 0.007, P < 0.01). 
In contrast, the univariate network showed a noticeably stronger association (mean r < 0.057, P 
< 0.01), suggesting less robustness to primer biases than observed for direct interaction networks. 
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FlashWeaveHE shows robustness to hidden meta variables and structural 
zeroes 
While the usage of MVs can reduce the number of predicted false-positive associations, 
information on these variables is frequently not available because not all important latent factors 
are known, measured or made available in standardized annotation formats. This particularly 
affects inherently more heterogeneous cross-study data sets, which can feature diverse 
experimental, physicochemical or geographical variables, and tend to have less consistent 
metadata annotations. 
One type of artificial associations arises from structural zeroes (Fig. 3 A), i.e. non-random 
absences due to unmeasured MVs. Structural zeroes can for instance occur when a data set 
includes multiple habitats with partially exclusive microbial content or multiple sequencing 
protocols biased towards disjoint OTU sets. 
To compare the robustness of different methods to such absences, we computed interaction 
networks separately for each method and body site in the HMP data set. We then quantified the 
overlap of inferred interactions with a network computed on the aggregated data set of all body 
sites, restricted to site-specific OTUs (Fig. 3 B). We found that FlashWeaveHE showed optimal 
robustness to increased structural zeroes in the cross-site network, with a mean Jaccard overlap 
between site-specific and cross-site networks of 1.0. In contrast, homogeneous FlashWeave 
(0.39) and other methods (0.18 - 0.24) were markedly less robust. 
Dependent sample groups constitute another type of hidden MVs, for instance re-sequencings of 
the same sample material with different protocols. While such groups can provide important 
information for network inference, for instance if certain associations can only be detected in 
specific experimental setups, they also break the independence assumption of common statistical 
association tests. We tested the impact of dependent sample groups on false positive predictions 
with FlashWeave through a set of simulated OTU tables with varying degrees of dependence 
between samples. As expected, we found that univariate networks produced by FlashWeave 
result in high numbers of false positive predictions when dependent samples are highly similar 
and constitute large fractions of a data set (Fig. S2 A). However, when computing conditional 
networks with FlashWeave, numbers of false positives were reduced by a median of 80% for 
identical samples (zero distance), with particularly strong reductions for FlashWeave-F and 
FlashWeaveHE-F (95%). Similarly, when increasing inter-sample distance, numbers of false 
positive edges in all networks dropped by medians between 89% (distance 0.25) and 99% 
(distance 0.75). 
 
A large-scale interaction network from globally distributed human gut 
samples recovers previously described patterns and provides novel insights 
We applied FlashWeaveHE to a data set of 69'818 globally distributed human gut samples 
("Global Gut", GG) obtained from the NCBI Sequence Read Archive database (SRA (Leinonen 
et al. 2011)). The data set spanned 488 studies, the majority of which where smaller studies with 
less than 1000 samples (61% of all samples, 98% of all studies; Fig. S3 A). We processed 
samples uniformly (see Methods) and extracted sequencing protocol information and metadata 
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keywords from SRA annotations, resulting in a final data set of 10'624 OTUs (98% identity) and 
96 MVs. 
We used FlashWeaveHE to infer an interaction network (GGNcond) from GG in 3h53min using 
20 CPU cores on an Intel Xeon E7-4870 machine (2.4 GHz). The method identified 30'342 
significant direct interactions between OTUs and 13'151 between OTUs and MVs (30%). In 
contrast, when restricting FlashWeaveHE to compute a univariate network (GGNuni) we observed 
strongly increased edge density at 1'056'262 edges overall, 95.9% of which were excluded as 
indirect in GGNcond. When breaking associations in GG via shuffling (Lima-Mendez et al. 2015), 
FlashWeaveHE furthermore reported no false positive direct interactions. In addition, we found 
no evidence of dependent sample groups negatively impacting GGNcond (see Text S1). 
Analyzing the American Gut Project (AGP (McDonald et al. 2018)) subset of GG (8897 samples 
out of 69'818) yielded a 94% decrease in predicted interactions (Fig. 4 D). For 81% of these, at 
least one interaction partner was absent in the AGP data set and these missing partners tended 
to be rare in GGNcond, with 87% decreased mean prevalence in GG compared to OTUs found 
in both data sets. 
We found the OTU-OTU sub-network of GGNcond to be strongly structured (modularity 0.25), 
indicating the presence of distinct communities. The 20 largest clusters had on average 45 
members (up to 89) and featured almost exclusively positive interactions between members 
(mean 99.6%), but only 37.1% - 79.8% (mean 63.3%) positive edges to non-member OTUs. 
Similarly, we found the majority of positive interactions per phylum to be within-phylum 
interactions (50% in Actinobacteria and up to 87% in Firmicutes, mean 68%), while negative 
interactions frequently featured partners from other phyla (35% in Firmicutes up to 95% in 
Actinobacteria, mean 73%). For Actinobacteria, which had the highest fraction of negative edges 
to other phyla, the majority targeted Firmicutes (48%) and Bacteroides (35%). 
Many negative interactions in GGNcond were mediated by a few dominant OTUs (Fig. 4 A, C), 
which constituted negative hubs not explainable by our set of MVs (see Methods). These include 
several species implied in inflammation and disease (Dorea formicigenerans (Guinane & Cotter 
2013), Bilophila wadsworthia (Feng et al. 2017), Odoribacter splanchnicus (Werner et al. 1975), 
Bacteroides vulgatus (Ó Cuív et al. 2017)). Additionally, we found negative associations between 
multiple Blautia OTUs and a Clostridium difficile OTU, consistent with previous reports (Daquigan 
et al. 2017; Stein et al. 2013). 
Phylogenetic assortativity (PA), i.e. the increased probability of interaction between evolutionarily 
less diverged partners, is a frequently observed ecological pattern of potential biological interest 
(Chaffron et al. 2010; Faust et al. 2012; Kurtz et al. 2015). We found pronounced PA in GGNcond 
for positive edges, while negative edges were closer to the empirical null distribution (Fig. 4 B, 
lower row). Though differences were significant in both cases (two-sample Kolmogorov-Smirnov 
test, P < 0.01), effect size was increased by 10x for positive edges. In contrast, positive edges in 
GGNuni showed a noticeably smaller effect size increase over negative edges (3.7x increase, 
Fig. 4 B, upper row). 
Among OTUs with the highest numbers of positive neighbors (Fig. S3 D), constituting potential 
candidates for keystone species (Berry & Widder 2014), we observed several OTUs from 
Bacteroides (genus) and numerous Clostridiales (order) OTUs, both taxa known to harbor 
important mutualist species in the human gut (Fischbach & Sonnenburg 2011; Lopetuso et al. 
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2013). Intriguingly, 75% of the top 20 positive hubs were taxonomically uncharacterized at the 
genus level. 
Consistent with known dependencies between H2 producing and consuming microbes which have 
been described in the human gut (Carbonero et al. 2012), we found significantly more positive 
interactions between H2 producers and consumers in GGNcond than in random networks, 
accounting for PA as a possible confounder (3.6x increase, empirical P < 0.01). This effect was 
noticeably weaker for GGNuni (1.8x increase, empirical P < 0.01). 
 
Discussion 
FlashWeave is the first ecological network inference approach that combines i) the estimation of 
direct interactions, ii) the ability to scale to large-scale data sets with tens of thousands of OTUs 
and hundreds of thousands of samples and iii) the incorporation of meta variable (MV) 
information. 
We showed that FlashWeave typically outperforms state-of-the-art methods by several orders of 
magnitude in terms of runtime, compares favourably at recovering gold-standard literature 
interactions in the TARA Oceans data set and generally surpasses other methods in terms of 
edge accuracy on a wide selection of synthetic benchmarks. Notably, network recovery typically 
continued improving for FlashWeave with additional samples, indicating effective utilization of 
additional power provided by larger data sets, which are becoming increasingly available. 
Sequenced samples do not only increase in number, but also in heterogeneity, as more habitats 
are being sampled under a plethora of different conditions and experimental protocols. These 
factors may confound association signals, resulting in biased interaction networks. FlashWeave 
tackles this challenge in two ways: firstly, it features a specialized heterogeneous data mode 
(FlashWeaveHE) which, as we show, achieves strongly improved consistency, edge accuracy 
and runtime compared to other methods in the presence of structural zeros, which can be 
problematic in data sets with high sample heterogeneity (Röttjers & Faust 2018). Secondly, 
FlashWeave can use MV information to exclude spurious OTU-OTU associations driven by these 
MVs. Exemplified by primers and body sites in the HMP data set, we observed that omission of 
MVs resulted in noticeable increases of edge density between OTUs directly associated with 
these variables, analogous to spurious edges induced between neighbors of keystone taxa (Berry 
& Widder 2014). Interestingly, we found FlashWeave predictions to still be remarkably robust to 
the omission of MV information when considering the HMP network as a whole, indicating that 
relatively accurate interaction networks may be inferrable even in the absence of MV information. 
This finding is further supported by FlashWeave's robustness to dependent sample groups which 
we observed both in simulations and in the Global Gut data set. However, a more comprehensive 
analysis would be required in the future to investigate the prospects and limits of this effect in 
more detail.  
Besides supporting exclusion of spurious OTU-OTU associations, direct relationships between 
OTUs and MVs reported by FlashWeave furthermore yield insights into non-microbial factors 
influencing microbial ecosystems. Exemplified by the HMP analysis, we found MVs to be central 
nodes in the association network with many directly associated OTUs, in line with the expected 
high dependence of many microbes on specific habitats (The Human Microbiome Project 
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Consortium 2012) and the known existence of primer biases (Tremblay et al. 2015). Consistent 
with our results, closely related approaches have previously been used to identify parsimonious 
sets of highly predictive microbial biomarkers for human body sites and a skin disease (Tackmann 
et al. 2018; Statnikov et al. 2013). 
We demonstrated that FlashWeave scales to modern data sets by computing networks for two 
aggregated cross-study data sets with 69 818 human gut samples ("Global Gut", GG) and 504 
647 multi-habitat samples, which finished computation in less than 4h and 1.5d, respectively. We 
found that using GG for network construction strongly improved the number of predicted 
interactions compared to a network based on the GG subset corresponding to the American Gut 
Project (AGP). This result indicates that predictions based on single-study data sets may miss 
large fractions of associations. The majority of missing edges are likely due to lack of statistical 
power, since networks for random size-matched subsets of GG also displayed markedly reduced 
edge numbers. However, these networks were still noticeably larger than the AGP network, 
indicating that increased data heterogeneity also benefits edge detection. The vast majority of 
missed interactions involved low-prevalence OTUs, highlighting that more comprehensive data 
sets such as GG may allow first glimpses at ecological interactions of the hitherto underexplored 
rare microbial biosphere (Yang et al. 2017; Jousset et al. 2017). This is a crucial advancement, 
as most analyses to date are restricted to highly prevalent OTUs, due to lack of statistical power 
or computational limitations. 
Encouragingly, the FlashWeave network inferred for the GG data set (GGNcond) furthermore 
revealed consistency with several expected biological patterns, such as a known dependency 
between H2 producers and consumers (Carbonero et al. 2012), mutualist hubs mapping to taxa 
associated with cross-feeding (Fischbach & Sonnenburg 2011; Lopetuso et al. 2013), a previously 
reported negative interaction partner of Clostridium difficile (Daquigan et al. 2017; Stein et al. 
2013), and phylogenetic assortativity of interacting microbes (Chaffron et al. 2010; Faust et al. 
2012; Kurtz et al. 2015). 
GGNcond featured several hub OTUs with mainly negative interactions, a number of which map 
to disease or dysbiosis-associated species. While we cannot fully rule out potential indirect 
influences of host-related factors - albeit we made every effort to avoid this possibility - these hubs 
nonetheless provide a valuable list of candidates for further experimental validation. In particular, 
elucidating potential ecological mechanisms (e.g. wide-spread competitive repression or 
antagonism) driving the negative impact that these OTUs may have on the gut ecosystem would 
be intriguing. 
Furthermore, we found that the vast majority of the most distinct positive hub OTUs in GGNcond 
were not confidently classifiable at the genus level, indicating a crucial lack of information on 
potentially important mutualists in the human gut. A remarkable number of these were assigned 
to the families Lachnospiraceae and Ruminococcaceae (order Clostridiales), providing evidence 
that the positive role of unclassified OTUs from these families on ecosystem maintenance may 
be more pronounced than currently appreciated (Lopetuso et al. 2013). 
The importance of excluding indirect associations has been pointed out previously (Kurtz et al. 
2015; Yang et al. 2017; Röttjers & Faust 2018) and we found clear advantages of doing so in 
GGNcond: both phylogenetic assortativity (PA) and H2 producer/consumer signals were 
noticeably more pronounced in GGNcond compared to a univariate network with both direct and 
indirect associations (GGNuni). Strikingly, GGNcond featured 96% fewer associations than 
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GGNuni, mirroring results from our synthetic benchmarks and suggesting substantial increases 
in false positives in methods that don't account for indirect associations. However, we note that 
more data is typically needed to fully support the removal of indirect associations. Furthermore, 
niche-driven indirect interactions may still increase resolution in community structure indices that 
explicitly incorporate co-occurrence information (Schmidt et al. 2017). PA signals can be 
confounded by shared niche preference, because phylogenetically more closely related 
organisms tend to have similar niches, and this may explain part of the PA signal we observed in 
GGNuni. However, GGNcond is specifically depleted for such indirect associations, yet shows a 
stronger PA signal than GGNuni. This suggests that the observed PA is driven by niche-
independent factors. A possible explanation would be that kin selection (Strassmann et al. 2011), 
as previously observed for instance in biofilms (Xavier & Foster 2007) or iron acquisition (Griffin 
et al. 2004), is more pronounced in the human gut than currently appreciated. However, we could 
not entirely rule out shared-niche contributions in GGNcond and therefore deem future 
confirmatory investigation of this finding necessary. 
Current limitations of FlashWeave include the handling structural zeros in the FlashWeaveHE 
modes, which currently conservatively discard any absences. While we found the resulting power 
reduction to be noticeable for data sets with fewer samples (TARA Oceans), this effect was 
mitigated for larger sample sizes in our synthetic benchmarks. Since globally distributed cross-
study data sets include even more samples, and additional samples are continuously being 
sequenced, power issues should therefore not be a strong limitation in typical use cases. Since 
insufficient power may nonetheless affect recovery of interactions between rare taxa, more refined 
models assigning confidences to absences would be interesting additions in future versions of 
FlashWeaveHE. Another interesting aspect that remains to be explored in more detail is the 
impact of MVs on a broader range of studies and variables, such as marine physiological factors 
or human disease conditions.  
The LGL framework, which FlashWeave builds upon, is highly flexible and permits several 
straightforward extensions, such as more powerful tests (Xu et al. 2015; Lovell et al. 2015) and 
more importantly the prediction of edge directionality (Aliferis et al. 2010a). The latter is an exciting 
prospect that would enable a more causal interpretation of predicted ecological interactions, 
paving the path towards efficiently learning fully predictive models. In the future, such data-driven 
models may allow us to forecast the ecological impact of perturbations and catalyze emerging 
ecological engineering applications. 
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FlashWeave is implemented in the Julia Programming Language (Bezanson et al. 2017) and 
based on the local-to-global learning framework (LGL (Aliferis et al. 2010a)). Causal inference 
algorithms of this class start by performing a locally optimal Markov blanket search in order to 
infer all directly associated neighbors of a target variable 𝑇 (OTU or MV in the case of 
FlashWeave), representing the set of estimated direct causes and effects of 𝑇. Then, individual 
neighborhoods are connected through a combinator rule (by default the OR rule in FlashWeave) 
to form a global association graph. In the final step, currently not implemented in FlashWeave, 
this undirected skeleton of conditional dependence relationships can be used as a scaffold to 
efficiently infer edge directionality and provide further insights into the system of study. In line with 
results in (Aliferis et al. 2010b), FlashWeave employs a False Discovery Rate (FDR) adjustment 
step and omits the costly steps of spouse identification and symmetry correction. 
LGL can be instantiated with a wide range of algorithms and conditional independence tests. 
FlashWeave currently defaults to the efficient semi-interleaved HITON-PC algorithm (Aliferis et 
al. 2010a) and provides the choice of either discretized mutual information tests (more coarse 
grained and usually quicker; "fast" mode) or partial correlation tests (more sensitive and usually 
slower; "sensitive" mode) (Fig. 1 C, Fig. S1 A).  
FlashWeaveHE further specializes these tests to exclude zero elements from association 
computations (Fig. 1 C, Fig. S1 A). It makes the assumption that zeroes in large, heterogeneous 
data sets are mostly structural (for instance due to primer or sequencing depth biases, as well as 
habitat or condition-specific effects) and thereby only considers samples in which both OTUs have 
a non-zero abundance as reliable for association prediction. Notably, this restriction is only 
applied to the prospective interaction partners being tested: OTUs found in the conditioning set 
retain their absences. This procedure is chosen i) to not discard too much information concerning 
the tested partners, which would otherwise result in drastic loss of power as conditioning sets 
grow, and ii) because structural absences of OTUs within conditioning sets, despite marginally 
decreasing power, otherwise have minimal impact on exclusion decisions. While the 
84
FlashWeaveHE approach potentially discards some valid absence information and can thereby 
be less sensitive than the vanilla mode of FlashWeave, we found this loss in sensitivity to be small 
in heterogeneous data sets with larger sample sizes. Indeed, FlashWeaveHE resulted in strongly 
increased precision (Fig. 3 B, D) and much improved runtimes (Fig. 3 C) on such data. 
Normalization in FlashWeave accounts for compositionality effects and differs depending on the 
test type. Details on normalization schemes and a discussion of novel heuristics can be found in 
Text S1. 
 
Accuracy and robustness benchmarks 
For the NorTA (American Gut) benchmark, synthetic data was generated as described in (Kurtz 
et al. 2015) using the "amgut.filt" data set, "cluster" and "scale free" topologies and default settings 
for all other parameters. In order to increase the compositionality signal, we downsampled each 
sample to depths randomly picked from "amgut.filt".  
For the Ecological Models benchmark, data sets were generated as described in (Weiss et al. 
2016), restricted to linear ecological relationships. Three independent data sets (500, 1000 and 
2000 samples) were generated per table. To create data sets with multiple disjoint habitats (Fig. 
3 D), the three differently sized data sets per table were aggregated with OTUs and interactions 
assumed as distinct, i.e. with each OTU and interaction only present in one habitat. 
For the structural zero robustness benchmark, we reduced all body sites in the HMP data set via 
random subsampling to a fixed number of 312 samples per site. For each body site, we then 
picked all OTUs found in at least 10 samples of that site (175 - 619 OTUs) and removed their 
non-zero counts from all samples belonging to other body sites. The resulting body site-specific 
data sets were then aggregated into a single table. Inference tools were applied to i) each 
individual body site table separately, ii) the aggregated data set of all body sites. Finally, the edge 
overlaps between all sub-networks and the aggregated network were compared using the Jaccard 
similarity index. 
Dependent sample groups were simulated in the following fashion: First, a dependence-free data 
set was simulated using a zero-inflated multivariate log-normal distribution, constructed with the 
Distributions.jl package (JuliaStats 2018a). OTUs were simulated as ecologically independent 
(covariance matrix = identity matrix), a vector of log-means for the log-normal component was 
sampled uniformly from range 2 to 10 and parameters for the zero-inflated multinomial component 
were sampled from a Beta distribution with ⍺ = 1 and 𝛽 = 3. This model 𝑀 was used to simulate 
abundances for 200 OTUs in 10'000 samples, resulting in OTU table 𝐴-./ . In addition to this 
dependence-free data set, sets 𝑆.
0  of dependent sample groups 𝑔-,.
0  were generated, where  𝑛 ∈
{5, 50, 100} was the number of dependent sample groups per set, 𝑖	 ∈ {1	. . 𝑛} was the group index 
and 𝑓 ∈ {0.1, 0.2, 0.3, 0.4, 0.5} was the fraction of samples in 𝐴-./  to be replaced with 𝑆.
0
	 (i.e. the 
dependence fraction). Additionally, we simulated different within-group distances 𝑑 ∈
{0.0, 0.25, 0.5, 0.75} for each 𝑔-,.
0  through constrained iterative sampling, where new samples 
were generated from 𝑀until the desired 𝑓 was reached and new samples were only accepted 
when the mean Bray-Curtis distance to all previously accepted samples was within 0.01 from 𝑑. 
In the special case of 𝑑	 = 	0.0, random samples from 𝐴-./  were picked and repeated within 𝑔-,.
0  
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until 𝑓 was reached. Empirical distances in the simulated sample groups closely matched target 




Parameters and software versions used for each inference method. All other parameters were 
kept at default values. 
Method Version Parameters 
FlashWeave 0.9.0 max-k: 3, conv: 0.01, feed-forward & fast-elimination 
enabled 
SpiecEasi 0.1.3 lambda.min.ratio: 1e-2, nlambda: 15, nrep: 20 
eLSA  81a2ee0 p: theo, n: percentileZ, f: zero, q-value < 0.05 
SparCC See 
SpiecEasi 
q-value < 0.05, FDR correction via p.adjust (option "BH") 
in R (R Core Team 2017) 
CoNet 1.1.1 methods: 
correl_spearman/dist_kullbackleibler/dist_bray, 
multitestcorr: benjaminihochberg, 
q-value < 0.05 
mLDM 1.0 Z_mean: 1 
 
 
Literature interaction predictions 
To reduce computation time, we filtered the TARA Oceans data set down to only OTUs 
participating in at least one genus-level literature interaction reported in (Lima-Mendez et al. 
2015). After removing samples with no reads, the final data set consisted of 234 samples and 702 
OTUs. Edges predicted by each tool were sorted according to their reported weights (merged q-
value in the case of CoNet, which uses multiple weight measures; Pearson's r for SparCC) and 
this ranking was plotted as cumulative curves (Fig. 2 B). 
 
Computational speed benchmarks 
The HMP data set consisted of 5514 samples from the body sites oral, gastrointestinal tract, 
urogenital tract, skin and airways. Samples were mapped to OTUs at 96% 16S rRNA identity 
using MAPseq (version v1.0 (Matias Rodrigues et al. 2017), confidence > 0.5) and the full-length 
16S reference provided with MAPseq. The data set was further filtered for OTUs present in more 
than 20 samples. 
For the TARA Ocean, we aggregated the preprocessed OTU counts tables provided by (Lima-
Mendez et al. 2015) into a single data set. After filtering for OTUs present in more than 50 samples 
and samples with at least one read, the data set contained 289 samples and 3762 OTUs. 
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Parameters for each network inference tool were as reported in Table S1. Since not all tools 
readily supported parallelism, benchmarks were conducted on a single core on an AMD Opteron 
2347 HE machine (1 GHz). 
 
Meta variable analysis in the HMP 
An indirect association was counted as explained by a MV if at least one MV was present in the 
set of conditional variables leading to the association's  exclusion (Fig. S1 B). The correlation 
between shared primer influence and interaction probability was estimated by computing, for each 
pair of OTUs (𝑂- , 𝑂B), the absolute difference of association strengths in the HMP network 
between 𝑂- and the primer MV and 𝑂B and the primer MV, leading to small values for OTU pairs 
with similar primer influence and larger values for differences in influence. These values were 
then correlated with the interaction strengths between each 𝑂- and 𝑂B using Pearson's r. 
 
Global Gut network analysis 
Data set creation and network computation 
Studies from the NCBI Sequence Read Archive database (SRA (Leinonen et al. 2011)) were 
filtered for human samples through the automated parsing of metadata annotation fields, 
matching at least one of the following rules: 1) "Human" or "Homo sapiens" is found in the host 
name field, 2) "9606" is found in either the host taxon ID or sample taxon ID field, or 3) "human 
(gut|gastrointestinal) metagenome" is found in the organism field, where "(gut|gastrointestinal)" is 
a regular expression match for either "gut" or "gastrointestinal". For matching samples, a list of 
keywords was parsed from all main annotation fields and further curated to remove uninformative 
terms, resulting in a set of keywords assigned to each sample. Samples were then further filtered 
for gut association by only retaining samples matching at least one of the following keywords: 
"intestinal", "intestine", "alimentary", "bowel", "cecum", "crohn", "gut", "colon", "commensal-gut", 
"diarrhoea", "digestive-tract", "digestive tract", "duodenum", "enteric", "enteritis", "enterocolitis", 
"enteropathogenic", "enterohemorrhagic", "equol", "feces", "gastroenteritis", "gastrointestinal", 
"ileum", "ileostomy", "jejunum", "meconium", "mesentery", "mid-gut", "probiotic", "rectum", "stec", 
"vibriosis". Keywords of these samples were additionally checked for terms not related to gut, 
followed by manual review of such samples via the SRA web service and removal in case of likely 
non-gut origin. 
The final set of samples was downloaded and mapped to OTUs at 98% 16S rRNA identity using 
MAPseq (version v1.0 (Matias Rodrigues et al. 2017), confidence > 0.5) and the full-length 16S 
rRNA reference database provided with MAPseq (hierarchically clustered with HPC-CLUST 
(Matias Rodrigues & von Mering 2014) using average linkage). We removed samples with less 
than 100 mapped reads and OTUs found in less than 200 samples (see Table S2 for SRA 
accessions of the final sample set). Taxonomy was assigned to OTUs based on a 90% consensus 
over the full taxonomic lineages of all OTU member sequences. A trusted set of taxonomic 
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classifications was generated using the annotated taxonomy provided by NCBI (updated on 
February 2018) including only sequences belonging to RefSeq (O’Leary et al. 2016) genomes 
and sequences from culture collection strains. The remaining sequences were taxonomically 
classified using a version of MAPseq modified to compute global alignments and the trusted set 
of sequences with their associated taxonomies (confidence cutoff >= 0.5). Applied identity cutoff 
and scaling parameters (delimited by colons) were 0.00:0.08 (Kingdom), 0.75:0.035 (Phylum), 
0.785:0.035 (Class), 0.82:0.045 (Order), 0.865:0.06 (Family), 0.92:0.06 (Genus), 0.95:0.05 
(Species), with identity cutoffs as suggested in (Yarza et al. 2014). 
In addition, we retrieved sequencing method information from the SRA ("WGS", "AMPLICON" 
"RNA-SEQ" or "OTHER") and filtered the previously extracted metadata keywords for a set of 128 
potentially interesting terms such as "fibre", "antibiotics" and "cancer". This metadata information 
was used to create a MV information table which was further hierarchically clustered into 96 MV 
groups (average linkage, unweighted Jaccard similarity > 0.9). See Table S3 for representatives 
picked for each group. 
The OTU table and the MV group table were finally used as input to FlashWeaveHE-F with 
parameters reported in Table S1 to compute the GGNcond and AGP networks and with max-k = 
0 to compute GGNuni. 
FDR estimation and modularity 
To estimate the false positive rate, we generated a null model by breaking associations between 
taxa through sequencing depth-conserving shuffling of the GG data set (Lima-Mendez et al. 
2015). Modularity (Newman 2006) was computed based on cluster assignments from Markov 
Chain Clustering (MCL (Van Dongen 2008) version 14-137, inflation parameter 1.5). 
Influence of dependent sample groups on GGNcond 
For computational efficiency, the GG data set was clustered using an iterative greedy approach, 
in which samples were initially sorted by number of mapped reads (descending order). Iterating 
through that order, the clustering algorithm checked in each step if any subsequent samples were 
within the desired distance threshold 𝑑 and added these samples to the current cluster, removing 
them from future consideration. The procedure was repeated for 𝑑 ∈ {0.1, 0.2, 0.3, 0.4, 0.5} and for 
each clustering, a random downsampling of the GG data set with number of samples equal to the 
corresponding number of clusters was performed to create separate background data sets. 
Univariate and conditional networks for each clustering and background data set were computed 
using the same parameters as used for GGNcond and GGNuni, respectively. 
Impact of meta variables on negative hubs 
In order to estimate whether negative associations of the top 20 negative hub OTUs could be 
explained by MVs, we collected all negative associations of these OTUs and computed for each 
MV, how often samples assigned with this MV contributed to a positive or negative association 
signal within the negative edges. We then compared MV frequencies of negative contributions to 
those of positive contributions and found no significant difference (paired T-test, P > 0.99), 
88
indicating that positive and negative association signals were overall driven by samples with 
highly similar MV distributions. 
Phylogenetic assortativity 
For phylogenetic tree construction, the alignment of representatives for all 98% 16S rRNA identity 
OTUs in the MAPseq reference database (92'659 full-length 16S rRNA sequences) was 
computed with INFERNAL (version 1.1.2 (Nawrocki & Eddy 2013)) using the microbial secondary 
structure model SSU-ALIGN (Nawrocki & Eddy 2013). The phylogenetic tree was then 
reconstructed using fasttree (version 2.1.3 (Price et al. 2010)) with the GTR substitution model 
and otherwise default options. For the phylogenetic assortativity analysis, the GGNcond network 
was reduced into two separate networks restricted to edges and vertices participating in only 
positive and negative associations, respectively. To generate a random background, vertices in 
each network were randomly connected to create a network with vertex and edge numbers 
matching the original network. Phylogenetic distance between interaction partners was calculated 
as total branch length between the leaves corresponding to these OTUs. The same procedure 
was repeated for GGNuni to estimate phylogenetic assortativity of univariate edges. 
Associations between H2 producers and consumers 
OTU that mapped to H2 producing and consuming taxa (taken from (Carbonero et al. 2012)) were 
identified in GGNcond. The number of positive interactions between these groups was compared 
to interactions between the same groups in 100 randomly generated networks. To assure 
comparability, random networks were generated such that the expected positive degree for each 
OTU was conserved and the interaction probabilities respected the phylogenetic assortativity 
signal detected in GGNcond. The latter was done to assure that non-random interaction patterns 
were not explainable by phylogenetic assortativity alone. This step was implemented by using the 
package KernelDensity.jl (JuliaStats 2018b) to fit a Kernel Density Estimate (Gaussian Kernel 
with 𝜇	 = 	0.0 and 𝜎 = 0.25) per OTU 𝑂- to the phylogenetic distances 𝐷-B between 𝑂- of all of its 
positive interaction partners 𝑂B
-, which yielded distribution 𝑃-. When sampling neighbors of 𝑂-, the 
probability 𝜋-B of OTUs 𝑂- and 𝑂B interacting was then computed as the reciprocal product 𝑃-(𝐷-B) 	 ⋅
𝑃B(𝐷-B), followed by re-normalization of 𝜋- = {𝜋-B	, 𝑗	 ≠ 𝑖} to a proper probability density. Degree 
conservation was achieved by only considering OTUs 𝑂B for interaction if their current degree was 
still smaller than in GGNcond. 
Normalization comparison 
The subset of Gastrointestinal tract samples from the HMP data set was filtered along sequencing 
depth and OTU prevalence gradients, followed by applying clr (pseudo-count 1) and clr-adapt 
normalization schemes (Text S1). Associations were inferred using FlashWeave-S with max-k 0 
(univariate) and max-k 3 (conditional) and all other options as in Table S1. For the oral 
comparison, the oral subset of the HMP data set (1000 OTUs) was used and networks were 
computed with 20 CPU cores. 
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Data and Software Availability 
FlashWeave is open source software implemented in Julia (Bezanson et al. 2017) and freely 
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B Direct vs. indirect associations
Homogeneous data
- single or few protocols, 
habitats or conditions, ideally
with explicit meta information
- moderate numbers of samples
(hundreds to thousands)
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- many protocols, 
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Figure 1: Overview of FlashWeave. A Main steps in the network inference pipeline.
B Examples of how indirect associations may create false positive results in various
ecological scenarios or for different experimental protocols. C Use cases of the different




C Inference of synthetic ecosystems
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Figure 2: Comparison of FlashWeave to state-of-the-art network inference meth-
ods. Method abbreviations are Flashw-S: FlashWeave-S, Flashw-F: FlashWeave-F,
SpiecE-MB: SpiecEasi-MB, SpiecE-GL: SpiecEasi-GL. A Runtime comparison on the
TARA Oceans and Human Microbiome Project (oral body site only) data sets. B Number
of gold-standard planktonic interactions in the TARA Oceans data set among the 2000
edges ranked most highly by each tool. mLDM did not finish computation after two
weeks. C Prediction performance on data sets with synthetically engineered edges.
Data was generated based on (Kurtz et al. 2015) and (Weiss et al. 2016) and per-
formance measured as F1 score (harmonic mean of precision and recall). Error bars










A Impact of structural zeroes B Robustness to structural zeroes
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Figure 3: Network inference performance on heterogeneous data sets with
increased fractions of structural zeros. Method abbreviations (in addition to those
from Fig. 2) are FlashwHE-S: FlashWeaveHE-S, FlashwHE-F: FlashWeaveHE-F. A
Overview of how structural zeros can lead to false positive edges. B Overlap between
HMP sub-networks computed on i) OTUs from a single body site (no structural zeros)
or ii) body-site specific OTUs from all sites combined (structural zeros). SpiecEasi-GL,
CoNet and mLDM did not finish computation after two weeks. C Runtime comparison
on the HMP data set (all body sites) as a representative heterogeneous data set. D
Prediction performance on aggregated disjoint habitats generated by the Ecological
Models approach (Weiss et al. 2016), measured using F1 score, Recall and Precision.
CoNet and mLDM did not finish computation after two weeks. Error bars depict 95%
confidence intervals of the mean, based on 1000 bootstrap replicates.
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A The Global Gut interaction network B Phylogenetic distance between
interaction partners






























































































































































































































































































































































































































































Figure 4: Inference of a large-scale, globally distributed human gut interaction
network. A High-level overview of positive and negative interactions in the Global
Gut network (GGNcond) with OTUs grouped by phylum. Interactions within the
same phylum bear that phylum’s color, between-phylum edges are shown in grey. B
Phylogenetic assortativity patterns for positive interactions and negative interactions.
Phylogenetic distance is the summed branch length between interaction partners on a
tree of 92’659 OTU representatives (98% 16S rRNA identity). The top panel depicts
distributions from the univariate (GGNuni) and the lower panel from the conditional
Global Gut network (GGNcond). C Top 20 OTUs with the highest number of direct
interaction partners. OTUs labelled “Unclass.” were not confidently classifiable at
species level. D Comparison of the number of edges between GGNcond, networks of 5
random sample subsets of the GG data set with size equal to the American Gut Project
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A Differences in statistical information used by each FlashWeave mode
C Neighborhood size comparison between OTUs and MVs
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Figure S1: Differences in association information used for each FlashWeave mode
and importance of meta variables (MVs) for network inference. A Sensitive modes
(-S) of FlashWeave use full abundance information ("continuous"), while fast modes (-F)
work on discretized abundances. In contrast to FlashWeave, FlashWeaveHE excludes
samples in which one partner is absent (colored grey). However, it still includes
absences of OTUs within the conditioning sets. B Fractions of indirect OTU-OTU
associations excluded through at least one MV (orange) or exclusively OTUs (blue) in
the HMP network. C Number of direct neighbors of OTUs and MVs in he HMP network.
D Exclusion of indirect edges (red) in the direct neighborhoods of the MVs "Primer" and
"Oral" (orange edges) in the HMP network when explicit MV information is provided
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B Pairwise Bray-Curtis distance within simulated dependent sample groups
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Figure S2: Influence of sample dependencies on network inference. A Simulations
of 10’000 samples and 200 OTUs with increasing fractions of dependent samples,
increasing numbers of dependent sample groups and increasing Bray-Curtis dissimilarity
between dependent samples within the same group. "# Edges" is the number of
predicted edges (false positives) for each FlashWeave mode and simulated data set.
B Pairwise Bray-Curtis dissimilarities between dependent samples in the same group












































































































































































































































































































































































































D Top 20 positive hub OTUs
Association type
conditional univariate
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Data subsampling
C Impact of sample clustering on the number of network edges
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Figure S3: Additional descriptive statistics of the Global Gut data set (GG) and
networks (GGNcond, GGNuni). A Increase in the cumulative number of samples in
GG when including increasing numbers of projects (ranked by number samples per
project, starting with the largest project). B For each group of independent sequencing
runs of the same sample, depicts the mean distance (Bray-Curtis dissimilarity) between
runs within the same group vs. the mean distance to other groups. C For successive
sample clusterings with increasing Bray-Curtis dissimilarity thresholds, shows the
number of edges of inferred networks at each threshold, compared to networks
computed from random subsampling of the GG data set with identical sample numbers.
D Top 20 OTUs with the highest number of direct positive interaction partners. OTUs
labelled "Unclass." were not confidently classifiable at species level.
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A Impact of filtering and pseudo-counts on spurious edges


































































































B Univariate associations in HMP (oral) by
normalization type





















Figure S4: Impact of normalization on network inference. A Network sizes
along gradients of increasingly strict OTU prevalence (rows) and sequencing depth
(columns) filtering of the Gastrointestinal tract subset of the HMP data set, stratified
by normalization type (clr with pseudo-count 1 vs. clr-adapt). B Univariate association
patterns in the HMP oral network (1000 OTUs) stratified by normalization type (no
additional filtering). C Runtime comparison between normalization types on HMP (GI
tract) and HMP (oral).
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Supplemental Text S1 
Novel heuristics 
Learning the direct neighborhood of target variable with the si-HITON-PC algorithm has a run       T        
time complexity of ​(Aliferis et al. 2010) ​, where are variables in the system and   ( V )O | | 2 PC(T )| |       V       
is the Parent-Children set of , i.e. the set of its directly associated neighbors (or theC(T )P       T            
Markov blanket minus spouses ​(Aliferis et al. 2010)​). Runtime thus depends linearly on  B(T )M             
the number of variables and exponentially on the size of the direct neighborhood. 
FlashWeave implements all options and algorithmic shortcuts suggested by Aliferis et al.            
(Aliferis et al. 2010) (max-k heuristic, h-ps reliability criterion, FDR correction, optimal variable             
ordering). In order to achieve the speed reported in this study, we furthermore extended the               
original algorithm through a number of additional high-performance heuristics, explained in more            
detail below. 
The first novel algorithmic shortcut we term ​feed-forward heuristic, which is a parallel variation of               
traditional backtracking ​(Scutari 2017) ​. The key observation utilized by this heuristic is that the              
size of individual neighborhoods can vary substantially in networks with scale-free node degree             
distributions, such as microbial co-occurrence networks ( ​(Faust & Raes 2012) and citations            
therein), with exponential impact on runtime (see above). From the scale-free property follows             
that keystone species (with many dependent neighbors) will typically have a large number of   A             
neighbors that themselves are not keystone species (few neighbors) and whose B            
neighborhoods are thus exponentially quicker to compute. Now, for the edge to be           A → B    
included in the final, global network through the OR combinator rule, it is sufficient if the                
considerably cheaper reverse link is proven. ​feed-forward exploits this property by    B → A         
prioritizing computation of variables expected to have smaller neighborhoods (as approximated           
by their univariate neighborhood size) and relaying the information of detected direct links to              
computationally more intensive variables (larger neighborhoods). If during the computation of           
the neighborhood of the next variable to be tested was already shown to be a neighbor, it   A     B             
automatically enters the set of neighbor candidates of without formally performing all tests.        A       
feed-forward is applied in a parallel computation setting, where candidate lists of all nodes are               
periodically updated with the latest information from other neighborhoods as it becomes            
available, allowing the most expensive nodes to leverage a maximum amount of information to              
cut down runtime. 
The second computational shortcut introduced in FlashWeave we term ​fast-elimination heuristic.           
A large amount of time can be spend in the final elimination phase of si-HITON-PC, in which all                  
previously skipped tests between candidates passing the interleaving phase are performed. In            
the original algorithm, even if a variable is discarded during the elimination phase, it will still       S           
be included in future conditioning sets, thereby inflating the number of conducted conditional             
independence tests. If many variables are discarded during earlier parts of the elimination             
phase, but still included in subsequent conditioning sets, the result can be an exponential              
increase in necessary tests, making the elimination phase particularly costly. ​fast-elimination           
addresses this computational hurdle by not considering a removed variable for any          S    
subsequent conditioning sets during elimination phase. An intuitive motivation for this approach            
is that, if a variable was shown earlier to not be part of the neighborhood of , it should also     S             T     
not be required to render further candidates independent of as it's not part of its         T       
Parent-Children set. 
As another shortcut, we implemented a convergence criterion that periodically checks whether            
links in the network still show substantial change over time. If the network has reached               
convergence, all remaining candidates are assumed to be conditionally independent of their            
target variables. This criterion is based on our observation that the naive algorithm can stall on                
single nodes with large neighborhoods due to the exponential runtime dependency of            
si-HITON-PC on neighborhood size. However, candidates still to be checked at this point tend              
to be weak, since they i) appear late in the relevance-sorted candidate list and ii) have been                 
proven to not be neighbors in the reverse direction (otherwise the ​feed-forward heuristic would              
have applied). The majority of these late links are typically discarded after substantial             
computational effort, with minimal effect on network structure. While using this type of             
convergence threshold may in theory lead to biased edge omissions since it selectively             
bypasses computation of candidates in large neighborhoods, we didn't detect meaningful biases            
of this kind in the networks we tested. 
As a final option to improve runtime, FlashWeave can be instructed to run only up to a certain                  
(by default large) number of tests per node, assuming that performing such a high number of                
tests provides reasonable safety that the current candidate will not be discarded by additional              
tests. This effectively puts an upper bound on the exponential behaviour of si-HITON-PC and              
helps to prevent extensive run times on single variables with large neighborhoods, with             
empirically minimal effect on network structure. However, FlashWeave will flag these           
interactions and warn the user in case the boundary is breached. 
 
Normalization 
Sequencing data is subject to mainly technically determined and thus arbitrary variations in             
sequencing depth, making it compositional in nature ​(Papageorgiou & Aitchison 1989;           
Pawlowsky-Glahn & Buccianti 2011) ​. Compositionality impedes naive correlation analysis         
without adequate correction ​(Aitchison 1981; Friedman & Alm 2012) ​. Common approaches to            
properly analyze compositional data include various log-ratio based methods, such as log-ratio            
transformations ​(Aitchison 1981)​. 
Similar to SpiecEasi ​(Kurtz et al. 2015)​, FlashWeave uses the centered log-ratio ( ​clr ​(Aitchison              
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An inherent shortcoming of logarithm-based methods is the handling of absences (zeroes) in             
the input data. This is usually circumvented by applying a fixed pseudocount (for example 1) to                
the input data which then allows proper logarithmic computations. Our analyses revealed that             
this approach can work for strongly filtered and depth-homogeneous data sets, but introduces             
noticeable biases when applied to data sets including rare OTUs and samples with particularly              
low sequencing depths (Fig. S4 A, left column). In such data, we observed extensive increases               
in univariate network density, which rendered the subsequent conditioning search in           
FlashWeave unusually slow (Fig. S4 C). Importantly, most of these additional univariate            
associations are finally removed during conditioning search (Fig. S4 A, left column), indicating             
their spurious nature. 
More precisely, absences of comparatively rare OTUs in low-depth samples can, after            lrc
transformation, become values higher than the OTU's mean -transformed abundance across        lrc    
all samples, while absences in high-depth samples result in transformed values below these             
OTU's means. This depth-based deviation from the mean results in the observed artificial             
association signal and notably is driven solely by applying the same fixed pseudo-count both to               
low-depth and high-depth samples. While homogenizing sequencing depth through sample          
removal and filtering of rare OTUs reduces this signal (Fig. S4 A, left column), large amounts of                 
valuable data are potentially removed by this approach. 
As an alternative method to reduce the pseudo-count driven association signal, we suggest a              
modification to classic fixed pseudo-counts, which we term "adaptive pseudo-counts", resulting           
in the normalization scheme ​clr-adapt​. In this approach, initially a fixed pseudo-count is            πmax   
applied to the sample with the highest sequencing depth ( ). Then solvingsmax  
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where is the geometric mean of all non-zero abundances in sample , is the number (s)gnz             s  k     
of absences in sample and is the number of OTUs. Formula 3 is applied to all samples    smax   p              
excluding in order to determine sample-specific adaptive pseudo-counts. These are then smax            
applied to their respective samples, followed by usual transformation (formula 1). This        lrc      
results in the same transformed absence counts in all samples and ensures that absences are               
below each OTU's mean -abundance, which avoids bi-directional pseudo-count driven    lrc       
deviations from the mean. Using this approach, we observe strongly reduced univariate network             
densities, discard fractions and run times (Fig. S4). 
FlashWeaveHE also utilizes transformation for compositionality correction, albeit slightly   lrc        
modified. Since FlashWeaveHE does not consider absences for its association calculations (see            
Methods), it requires no (adaptive) pseudo-counts. Instead, only non-zero compositional          
abundances are used to compute the compositional center (geometric mean, formula 1) used             
for the transformation, resulting in the normalization scheme ​clr-nonzero​. 
FlashWeave-F and FlashWeaveHE-F differ from the FlashWeave-S and FlashWeaveHE-S by          
applying mutual information tests which necessitate data discretization. FlashWeave-F uses a           
straight-forward discretization scheme: all non-zero abundance values become one, while          
absences remain zero. This approach makes normalization and pseudo-counts unnecessary      lrc     
and is inherently robust to compositional artifacts. It is furthermore less affected by sequencing              
depth differences than raw numbers of reads, since depth only affects OTU-presence and             
absence but not abundance. FlashWeaveHE-F on the other hand discretizes all ​clr-nonzero            
transformed values into two bins per OTU ("high" abundance vs "low" abundance), with bins              
separated by the median. 
Meta variables (MVs) are by default not normalized for FlashWeave-S and FlashWeaveHE-S            
and should thus, if necessary, be provided in a sensible pre-normalized format by the user. For                
FlashWeave-F and FlashWeaveHE-F, continuous MVs are by default discretized into two bins            
separated by their median. 
 
Estimation of dependent sample group influence on       
the Global Gut network 
In order to estimate the impact of dependent sample groups on network inference of the Global                
Gut data set (GG), we first identified samples that were sequenced more than once. This               
resulted in 4700 samples (9% of all samples), independent re-sequencings of which covered             
31% of the data set in total. When analyzing sample distances (measured as Bray-Curtis              
dissimilarity) within vs. between these sample groups, we found that within-group distances,            
while generally smaller than between-group distances, still covered a wide range of values (Fig.              
S3 B). This indicated substantial variation within sample groups, potentially providing important            
information for network inference. Additionally, our simulation benchmarks predicted negligible          
numbers of false positives for the mean within-group distance (0.37), dependent sample fraction             
(31%), number of groups (> 100) and mode (FlashWeaveHE-F) used to compute the Global Gut               
network (GGNcond) (Fig. S2 A). As expected from our simulations, we furthermore detected a              
steep increase in predicted edges ( ​43'493 to 82'552, an increase of 89%) when replacing each               
group with identical copies of one group-specific representative, and thus shifting the data set              
towards the distance region with high expected numbers of false positives. 
Despite shared sample material, other sources of sample dependence, such as samples taken             
from the same individual in a time series, could also influence GGNcond. To account for these                
types of dependence, we systematically clustered samples in GG with increasing sample            
distance thresholds. For each clustering, we then computed networks based on only cluster             
representatives and compared these to a background of networks computed from random            
subsets of GG with matching numbers of samples. In the presence of substantial false positives               
due to sample dependence, we expected the cluster-based networks to show steeper initial             
drops in edge numbers compared to the background networks, because clustering specifically            
removes spurious dependence signals and hence false positives, while random subsampling           
retains them. In addition, univariate networks produced markedly increased numbers of false            
positives under strong sample dependence conditions than conditional networks in our           
simulations (Fig. S2 A), suggesting that initial drops in edge numbers should be even more               
distinct for univariate networks. In our tests, we however did not observe any of these clear                
indicators of sample dependence, since edge reductions in cluster-based networks were always            
similar to or smaller than for background networks, both in the conditional and univariate case               
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The identification of microbial biomarkers and their use
for classification provide valuable information for predic-
tions in a wide range of applications. For example, dis-
ease states can be associated with complex microbial
patterns, making suitable biomarker detection and clas-
sification methods crucial for accurate disease identifica-
tion and prediction [1–4]. Another important
application is the identification of the source of origin
for a sample, for example in forensic cases [5] or envir-
onmental monitoring [6]. In the former, reliably deter-
mining the bodily source of a stain at a crime scene (e.g.,
saliva, semen, vaginal fluid, blood) can critically aid the
reconstruction of crime events. In the latter, distinguish-
ing microbial communities of human origin from those
of environmental provenance can be of great value, for
example in studies of human sewage pollution [7]. Es-
tablishing the source of microbial communities has an
added complexity when dealing with mixtures, such as
in contaminated samples, as these require the distinction
of two or more different sources.
In the last decade, advances in high-throughput se-
quencing have led to a marked increase in both the
number and sequencing depth of human microbiome
studies, encompassing a wide range of experimental pro-
tocols and conditions (e.g., sex, geography, medication)
[8, 9]. This increase in data volume and diversity has
opened the door for human microbiome studies to apply
more advanced statistical and machine learning tools
[10, 11].
Pioneering studies have explored the potential of super-
vised machine learning approaches on a number of
microbiome-based classification tasks, such as identifica-
tion of individual subjects, disease prediction, and body
site identification [10–12], mostly focusing on compara-
tively small-scale datasets from individual studies [13, 14].
In these evaluations, the best-performing methods gener-
ally achieved high predictive power, with Random Forest
Classifiers (RFCs, [15]) ranking consistently among the
top performing models. Further studies have successfully
applied classification methods to varying sample types
such as human, soil, and sediments [16–18] and also in
the context of multi-source mixtures [19, 20].
While the success of supervised learning methods has
been demonstrated in individual studies, it is largely un-
clear whether these results generalize to a meta-study
setting. For instance, a large fraction of publicly available
data consists of amplicon sequencing runs, where primer
specificity can result in amplification biases [21, 22].
This can affect taxonomic inferences and classification
accuracy, potentially leading to classifiers with top per-
formance for some primer types and mediocre perform-
ance for others. While metagenomic shotgun sequencing
tends to produce less biased estimates of community
composition, this approach is more expensive and typic-
ally results in a lower coverage of the 16S rRNA gene,
potentially compromising the resolution of abundances
for rare taxa [23]. Apart from protocol-specific effects,
subject-specific factors such as geographic location and
medication may introduce further biases. Recent work in
disease prediction also suggests that individual studies
may report unspecific signals only properly appreciated
when aggregating studies [24].
The aggregation of sequencing data from different
studies into large meta-datasets and their utilization for
classifier training could thus lead to more general and
predictive models that can reliably classify samples pro-
duced under a variety of experimental protocols and
from a wide range of subjects. It further may allow iden-
tification of biomarkers that overcome biases of individ-
ual studies. Recent work by Pasolli et al. [25] showed
promising results for the predictive power of cross-study
models for classification of diseased versus healthy sub-
jects, as well as classification of body sites. However,
their body site classification analysis was based on 642
sequencing samples from only two studies and further-
more restricted to whole genome shotgun sequencing.
Therefore, it is yet unclear whether these results
generalize across larger and experimentally more hetero-
geneous datasets.
Such datasets are of particular relevance for the identi-
fication of microbes endemic to human body sites.
Site-specific microbes have been extensively studied in
large cooperative efforts, such as the Human Micro-
biome Project (HMP, [26]), and in smaller studies by in-
dividual groups. However, single-study biases and
insufficient sample size could significantly influence pre-
viously reported associations. For instance, the original
HMP was restricted to 242 healthy adults situated in the
USA and limited to two primer sets, raising questions
about whether reported site-specific taxa generalize
across geography, subject-specific conditions, and
experimental protocols.
While some microbes are endemic to a body site,
others are only indirectly associated with a site due to
their ecological dependency on endemic microbes. These
indirectly associated microbes could in principle also
thrive in other habitats, where the same requirements
may be fulfilled by other partners. Common biomarker
identification approaches may misinterpret this eco-
logical signal and specify such indirectly associated
microbes as body site biomarkers. More refined
methods, on the other hand, can separate directly and
indirectly associated markers by testing whether an
association signal can be explained by other variables
[27, 28]. Generalized Local Learning (GLL, [27]), a
method that excludes indirectly associated biomarkers,
was previously shown to achieve the best balance
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between number of identified biomarkers and accuracy
in psoriasis prediction [12]. Importantly, such ecological
interaction effects were usually not considered by previ-
ous studies on biomarkers for human body sites, poten-
tially inflating numbers of reported markers.
In this study, we had two aims: (i) to train a super-
vised classification model on a heterogeneous,
large-scale dataset and evaluate its performance com-
pared to a single-study classifier in body site predic-
tion, both for single-source samples and mixtures, and
(ii) to obtain a high-quality set of microbial bio-
markers directly associated with human body sites, ex-
cluding microbe-microbe-driven associations. To this
end, we retrieved 50,273 publicly available sequenced
samples from five human body sites (skin, saliva, va-
gina, nostril, and feces), further filtered down to
15,082 classification-ready samples spanning 57 stud-
ies. We additionally retrieved sequencing data for
1329 soil samples as representatives of a typical envir-
onmental contaminant. We used the body site dataset
for classifier training and evaluated its performance on
single-source samples, as well as in silico mixtures of
samples from two body sites or from a body site and
soil. We compared this performance to a classifier
trained on a single study, subject to previous machine
learning benchmarks, and demonstrated that the
cross-study classifier makes strongly improved predic-
tions. Finally, we identified a parsimonious core set of
microbial biomarkers for the investigated body sites,
which included previously unreported biomarkers and,
mostly due to our bias-mitigating cross-study ap-
proach and the exclusion of indirect associations,
rejected previously reported study-specific associa-
tions. We analyzed this set of biomarkers in depth in
terms of taxonomy, phylogeny, and physiological
traits.
Results
A large and heterogeneous collection of microbial
sequencing samples from human body sites
Publicly available metagenomic sequence read data were
retrieved from the NCBI Sequence Read Archive [29]
for studies investigating microbial communities in five
human body sites: nostril, saliva, skin, vagina, and feces.
The initial dataset consisted of 50,273 samples, se-
quenced mainly through targeted amplicon sequencing
and whole genome shotgun sequencing technology.
After extensive filtering (see the “Methods” section), this
dataset was reduced to a condensed set of 15,082 sam-
ples (see Additional file 1: Table S4 for accession num-
bers) from 57 studies, where the number of samples per
body site ranged between 1354 (nostril) and 5296 (skin).
In total, 60,892 operational taxonomic units (OTUs)
were identified after mapping to a database of 16S rRNA
reference sequences provided by MAPseq [30],
pre-clustered at 96% sequence similarity (Fig. 1). We
refer to this dataset as GlobalBodysites.
Cross-study classifier outperforms single-study model in
predictive accuracy
We trained an optimized Random Forest Classifier
(RFC-global) on the GlobalBodysites dataset and
assessed its performance on labelling samples with their
correct body sites in a fivefold cross-validation frame-
work (see the “Methods” section). Performance was
measured through F1 scores, which take into account
both precision and recall and are less affected by imbal-
anced numbers of samples per body site than other met-
rics. The classifier was able to accurately identify body
site labels in the cross-validated test sets (Fig. 2a), with
mean F1 scores between 0.73 (nostril) and 0.95 (feces).
Training and testing the classifier on sample sets with
biased body site proportions yielded comparable results
(Additional file 2: Figure S10b).
We next investigated which pairs of body sites were
most challenging to distinguish for RFC-global. To this
end, we generated a confusion matrix, capturing the
misclassifications across all pairs of body sites (Fig. 2b).
We observed a relatively small number (5 to 11%) of
misclassifications for all site pairs except one: nostril
samples were more prone to misclassification (36%),
with a majority of mislabellings as skin (33%). This
pattern is in line with nostril-skin misclassifications ob-
served in previous work [25].
Next, we compared the predictive performance of
RFC-global to a classifier trained only on the samples
from a single study. To this end, we trained a RFC on
the subset of GlobalBodysites comprising 372 samples
from Costello et al. [13] (RFC-single), a dataset used ex-
tensively for body site prediction benchmarks in previ-
ous research [10, 11]. We found the prediction
performance for RFC-global (trained across studies) to
be considerably higher than that for RFC-single (mean
F1 of 0.89 compared to 0.66, an increase of 35%)
(Fig. 2c).
In order to further elucidate this difference in pre-
dictive performance, we looked at the intrinsic feature
importance assignments of the RFCs in detail. Briefly,
RFCs assign a weight (feature importance) to each
OTU depending on its estimated predictive import-
ance. We found that 91.4% of the 1397 predictive
OTUs (feature importance > 0) reported by RFC-single
were also supported by RFC-global. However,
RFC-global reported 15,863 additional predictive
OTUs (Additional file 3: Figure S1a,b), an increase by
a factor of more than 12. Additionally, 8.6% of the
OTUs predictive for RFC-single were dismissed as un-
informative by RFC-global. We further observed that
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feature importances of overlapping predictive OTUs
were only moderately correlated (Spearman’s rho of
0.68, p value < 0.05, Additional file 3: Figure S1c).
In order to estimate whether increased prediction per-
formance extends to other single studies, we further
trained a classifier on all 5433 samples belonging to the
Human Microbiome Project (HMP, RFC-single-hmp),
which constitutes the largest single study in GlobalBody-
sites (36% of all samples). While performance of
RFC-global was closer to RFC-single-hmp (12% F1 score
increase, Additional file 2: Figure S10a, “unweighted”),
we found this greater similarity to be driven by the
a b c
Fig. 2 a Prediction performance of RFC-global was estimated on five cross-validation sets of unseen samples, measured as F1 score. b Distribution of true
positive and false positive classifications across all pairs of body sites. c Comparison of RFC-global to a RFC trained on only samples from the Costello et
al. dataset (RFC-single) and a random guesser, measured as F1 score
Fig. 1 Fifteen thousand eighty-two samples from five body sites and 57 studies were queried from the NCBI Sequence Read Archive and
uniformly processed, yielding the GlobalBodysites dataset. A Random Forest Classifier (RFC-global) was trained and evaluated on this dataset,
followed by identification and analysis of ecologically informed microbial biomarkers
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dominant fraction of HMP samples in our validation
sets. When weighting studies by the inverse of their sam-
ple numbers in F1 score calculation, effectively increasing
the reward for correctly predicting samples from smaller
studies, we found the performance increase of RFC-global
to be noticeably more pronounced (41% F1 score increase,
Additional file 2: Figure S10a, “weighted”).
We next investigated whether the performance of
RFC-global could benefit from additional data. To this
end, we tested classification performance for increasing
numbers of studies and samples, starting with only the
HMP project (Additional file 4: Figure S11). For the “un-
weighted” scenario (see previous paragraph), we found
that performance plateaued around 30 studies (~ 8000
samples), indicating small benefits from additional stud-
ies for classifier performance. However, when increasing
the reward of predicting samples from smaller studies
(“weighted”), we found that performance did not reach a
plateau but instead consistently increased with more
studies.
Even trace amounts of body site microbiomes can be
reliably identified in mixtures between body sites or body
site and environment
Next, we evaluated detection limits and prediction per-
formance of RFC-global on in silico mixtures of different
body sites (see the “Methods” section). The task was to
identify a microbial community from a target body site
in mixtures of communities from the target body site
and a background body site, along a gradient of increas-
ing mixture fractions, for all pairs of body sites. Classifi-
cation performance was measured through the area
under the ROC curve (AUC) metric, which similarly to
F1 scores is robust to label imbalances, but quantifies
predictive performance independent of a decision
threshold.
At 15% mixture fraction, RFC-global achieved more
than 75% of the AUC obtained for unmixed samples in
15 out of 20 body site combinations (Fig. 3). For six of
these combinations, these AUC scores were achieved
even at trace amounts as low as 1 to 2% mixture frac-
tion. Highest performance was reached when the source
body site was vagina or feces, with an average AUC of
0.81 at 2% mixture fraction. In agreement with the con-
fusion matrix of single-source samples (Fig. 2b), distin-
guishing skin and nostril samples was challenging:
mixtures containing these two body sites required at
least 70% skin for the AUC to reach 0.8 when skin was
the target body site (Additional file 5: Figure S2). Inter-
estingly, the identification of nostril in mixtures contain-
ing skin required a mixture fraction of only 30% to
achieve the same AUC.
Compared to RFC-global, RFC-single was considerably
less robust to mixed sources: predictions resulted in
lower AUC values irrespective of which body sites were
mixed, in some cases down to little more than random
guessing (AUC < 0.6), even when the target body site
comprised up to 80% of the mixture (Additional file 6:
Figure S4).
Since AUC measures general discriminative power with-
out setting a specific classification threshold, we also de-
termined thresholds above which the presence of a body
site fraction in a mixture was likely. To this end, we esti-
mated optimal prediction thresholds for all body site com-
binations based on the training data and computed F1
scores for each pair of body sites (Additional file 7: Figure
S3). For most pairs, F1 results were comparable to the
AUC analyses, but some combinations required higher
fractions of the target body site when imposing a fixed
threshold.
We next investigated the predictive performance and
robustness of our classifier in mixtures comprising bac-
terial communities from a human body site and an
environmental component. We prepared in silico mix-
tures between body site samples from the GlobalBody-
sites data and 1329 additional microbial soil samples
from the NCBI SRA database. For all non-fecal mix-
tures, we obtained AUC values greater than 0.9 even in
samples that consisted mostly of soil (body site mixture
fractions below 10%) (Additional file 8: Figure S5). For
feces, performance was slightly decreased to between 0.8
and 0.9 AUC for mixture fractions below 50%.
In order to also test the robustness of the classifier to
contamination in training samples, we randomly mixed
50% of all training samples with 30% soil, followed by
classifier training (RFC-global-contaminated). Validation
of RFC-global-contaminated on unmixed body site sam-
ples resulted in F1 scores similar to RFC-global (mean
decrease 1.3%).
A parsimonious core set of directly associated microbial
biomarkers for human body sites
Having assessed the predictive power of RFC-global,
we were next interested in biological patterns driving
its performance and whether new or unusual associa-
tions between microbes and environment could be
detected in GlobalBodysites. We thus sought to iden-
tify a core set of microbial biomarkers for each inves-
tigated body site.
We used Generalized Local Learning (GLL, [27])
(Fig. 4a), an approach that has advantages over feature
importances reported by Random Forests and decision
trees ([31], see Methods).
Briefly, GLL only reports OTUs as biomarkers whose
association with a habitat cannot be statistically ex-
plained by ecological dependencies on other OTUs in
that habitat. This effectively makes the identified
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biomarker sets more parsimonious, as OTUs found to
be only indirectly associated with a habitat are excluded.
In our study, GLL reduced the number of OTUs from an
initial 60,982 to 635 directly associated biomarkers,
between 92 (nostril) and 326 (skin) (Fig. 4b, Additional file 9:
Table S5). When evaluating single-source samples, the pre-
dictive performance (F1 score) of a RFC trained only on
biomarkers (RFC-global-GLL) was slightly increased (1 to
Fig. 3 Discrimination performance of RFC-global on mixed samples with varying levels of mixture fractions (up to 15%). Mixtures of all pairs of
body sites were prepared using an in silico procedure (see the “Methods” section) and then predicted by RFC-global. Prediction performance was
quantified in terms of AUC. Dotted lines indicate performance evaluated on unmixed samples
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5%) compared to RFC-global (Fig. 4d). In contrast, a ran-
dom subset of all OTUs with size equal to the biomarker
set resulted in strongly reduced F1 scores that ranged from
a 20% reduction in feces up to an 80% reduction in vaginal
sites (Fig. 4d).
We further evaluated the performance differences be-
tween RFC-global versus RFC-global-GLL in simulated
mixtures of body site and soil samples and found that
biomarker-only RFC models performed worse on such
mixtures, with decreases that ranged between 50% AUC
for feces and 5% for vaginal sites (Additional file 8:
Figure S5).
In order to test how GLL biomarker discovery was
affected by dataset size, we further applied it to the
Costello et al. dataset. This test yielded 12 biomarkers
(98% less than GlobalBodysites) which achieved an
average F1 score of 0.39 (compared to 0.89 in
RFC-global-GLL, Additional file 10: Figure S6a).
Negatively associated microbes are numerous and
contribute strongly to sample prediction accuracy
Among the directly associated biomarkers selected by
GLL, we found both positively associated and negatively
associated OTUs (PA-OTUs and NA-OTUs, Fig. 4a, b).
The presence of PA-OTUs associated with a body site in
a sample increased the likelihood of classification as that
body site, while their absence decreased it (vice versa for
NA-OTUs). We observed a large fraction of PA-OTUs
for feces (92%), while for nostril, skin, and vagina sam-
ples, mostly NA-OTUs were identified (74 to 88%). For
saliva, fractions of positively and negatively associated
OTUs were balanced (57% PA-OTUs). Average preva-
lence—the number of samples a biomarker OTU is
found in across all body sites—was slightly elevated for
NA-OTUs (Additional file 11: Figure S9).
All pairs of body sites showed a varying amount of over-
lap among identified biomarker OTUs (Additional file 12:
Figure S7). Notably, this overlap was in most cases oppos-
itional (positive for one body site, negative for the other).
An exception to this pattern was the combination
nostril-skin, for which 98% of shared biomarker OTUs
had the same association type.
We compared the importance of the PA-OTUs and
NA-OTUs in classification accuracy by training RFC
classifiers separately on only positively or negatively
associated biomarkers. When using PA-OTUs only, we
a b
c d
Fig. 4 Identified ecologically informed biomarker OTUs. a Comparison of traditional univariate and ecologically informed biomarker identification.
Ecological association information can be used to discard biomarkers indirectly associated with body sites. b Between 92 and 326 positively and
negatively associated biomarkers were identified per body site. c Phylum-level distribution of positive and negative biomarkers per body site.
d Predictive performance of classifiers for each body site, trained on different sets of OTUs: all OTUs, all biomarkers, only PA-OTUs (positive biomarkers),
only NA-OTUs (negative biomarkers), and a random set of OTUs of size equal to the all biomarkers
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observed 25–55% lower F1 scores (for skin and nostril,
respectively). In contrast, using only NA-OTUs resulted
in smaller decreases in F1 score ranging between 4% for
saliva to 11% for skin for all sites except nostril which
showed a reduction of 35% (Fig. 4d).
Previously unreported associations between microbes
and body sites
We next examined the taxonomic profiles of detected
biomarker OTUs. These OTUs stemmed almost exclu-
sively from the domain Bacteria, with a small number of
Archaea and Eukaryota (0.3% and 0.5% respectively). As
shown in Fig. 4c, four phyla were dominant in the se-
lected biomarkers across all body sites: Bacteroidetes,
Firmicutes, Proteobacteria, and Actinobacteria. With few
exceptions, both PA-OTUs and NA-OTUs from these
phyla were found across all body sites. We found high
fractions of positive Firmicutes and Bacteroidetes bio-
markers in feces and Proteobacteria biomarkers in skin.
Furthermore, Tenericutes included predominantly
PA-OTUs for vagina and NA-OTUs for skin and nostril.
We identified 107 distinct genera among all 635 bio-
marker OTUs. Numerous associations found in our au-
tomated analysis were in line with previously reported
associations (e.g., Corynebacterium and Cutibacterium
for skin, Lactobacillus for vagina, Bacteroides for feces,
and Prevotella for saliva; see Additional file 13: Table S1
and Additional file 14: Table S2). Nonetheless, we also
detected novel specific genus-body site associations that,
to our knowledge, have not been discussed elsewhere
(Table 1): Ralstonia and Caulobacter were found to be
directly associated with skin, Delftia to nostril, and an
archaeal OTU mapping to the genus Halovenus to feces.
It is furthermore noteworthy that GLL marked a number
of previously reported genera as only indirectly associ-
ated in our study, for instance Megasphaera in saliva
[32], Veillonella in skin [26], Mobiluncus in vagina [33],
and Bacillus in feces [34].
Across all genera that comprised the 635 identified
biomarker OTUs, 14 included PA-OTUs for multiple
body sites. For instance, Actinomyces contained
PA-OTUs for saliva, skin, and vagina. Moreover, five
genera included both PA-OTUs and NA-OTUs for the
same body site (mostly vagina, Additional file 15: Table
S3). For example, Prevotella contained three PA-OTUs
and six NA-OTUs for vagina.
To gain an understanding of the taxonomic relation-
ships among selected biomarkers, we reconstructed a
phylogenetic tree for a set of 50 OTUs categorized as
the most informative for classification by the Random
Forest models (Fig. 5). While most clades at varying tree
depths displayed a strong positive association to a single
body site, many also included members with shifted
habitat preference. For instance, nearly all OTUs in the
Bacteriodetes clade (phylum level) were positively associ-
ated exclusively with saliva. However, one Prevotella
OTU from this clade was instead positively associated
with vaginal sites, and one Bacteroides OTU with feces.
Similarly, one OTU in the Atopobium clade (genus level)
was a positive biomarker for saliva while the second one
was positively associated with vaginal sites. Overall, asso-
ciation patterns were particularly pronounced for the
Actinobacteria clade (phylum level): 29% of its members
were directly positively or negatively associated to four
or more body sites (average associations per OTU, 2.8).
In contrast, the Firmicutes clade had only 10% OTUs
with four or more direct associations (average, 2.1).
Critically, 58% of all biomarker OTUs could not be
mapped to any known genus and many of these microbes
were among the most important biomarkers (Fig. 5,
Additional file 16: Figure S8). Out of this set, 21% could
only be confidently classified at the domain or phylum
level, with two members surpassing the 90th percentile of
feature importance (mean, 40th) (Additional file 16: Figure
S8). Furthermore, many of these largely unclassified bio-
markers were common: on average, they were found in
1012 samples (up to 4542). In order to characterize the
taxonomic neighborhood of biomarkers not confidently
mapping to any phylum, we further analyzed their closest
16S rRNA matches and found that most of these OTUs
hit Firmicutes (55%), Proteobacteria (17%), Bacteroidetes
(11%), and Tenericutes (10%), albeit at low sequence iden-
tity. Among these phyla, we observed an overrepresenta-
tion of unclassified OTUs for Proteobacteria (17%
unclassified compared to 8% classified) and Tenericutes
(10% compared to 0.6%).
Aerobicity is the most defining characteristic of microbial
biomarkers found in body sites
To further characterize the selected microbial bio-
markers, we collected information on oxygen depend-
ency, shape, gram stain, spore formation, and motility in
a literature search and tested which of these microbial
traits were enriched among the selected biomarkers at
Table 1 Novel positively associated biomarker genera for each
body site. Weight of each biomarker is measured by the
percentile of feature importance in RFC-global amongst
biomarker OTUs of the same body site. Prevalence is the
average number of samples that biomarker OTUs of a genus
were found in across all body sites
Body
site
Genus Prevalence Percentile of Random Forest feature
importance
Nostril Delftia 2480 83.0
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each body site compared to the background of all other
biomarkers with the same association type (Table 2). We
found the most specific enrichment pattern for
PA-OTUs in feces: these microbes were significantly
enriched for anaerobes and tended to be rod shaped,
spore forming, and motile. In contrast, NA-OTUs for
feces tended to be facultative anaerobes or gram
positive.
Across body sites, we found a clear separation by oxy-
gen dependency, where oxygenated body sites (nostril,
skin) were enriched for aerobic or facultative anaerobic
biomarkers, while feces were enriched for anaerobes.
Vagina, being a less oxygenated environment, showed an
enrichment of facultative anaerobes only, while the
well-oxygenated saliva environment had no significant
signal for oxygen dependency.
Discussion
This study is, to our knowledge, the most comprehen-
sive cross-study evaluation of human body site classifica-
tion and the first analysis of ecologically informed
biomarkers for human body sites. Our results show that
aggregating a large number of microbial sequences from
diverse studies on human body sites leads to (i) strongly
improved classification of body sites and (ii) the identifi-
cation of parsimonious and likely less biased sets of
microbial biomarkers for body sites. In our evaluation of
body site classification, we highlight the prediction per-
formance achieved for the detection of mixture compo-
nents. This characteristic of our classification model is
particularly valuable for accuracy-demanding applica-
tions as for instance in forensics. Limitations of our
study include the observation that the classification of
very similar sample types, such as nostril and skin,
remains challenging. Moreover, the directly associated
microbial biomarkers we report here require further
experimental validation.
Improved classification accuracy in large cross-study
datasets
We analyzed a large-scale dataset composed of over
15,000 samples from five human body sites and showed
that a RFC model trained on this data (RFC-global) is
considerably more accurate for body site prediction than
multiple models trained on data from single studies
(RFC-single, RFC-single-hmp) used in previous body site
Fig. 5 Phylogenetic distribution of the top 50 biomarkers. Biomarker
OTUs were chosen based on feature importance (gini impurity) as
estimated by RFC-global. Colored blocks represent biomarker association
type and strength, measured as normalized mutual information, where
green indicates positive and red negative association. OTUs unclassified
at the genus level are denoted by “*”. The shortened phylum name
stands for Fusobacteria
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classification benchmarks [10, 11, 25]. We found that
prediction performance continued improving when in-
cluding additional studies (after correction for study
size), indicating that even more data from undersampled
geographic regions or conditions could be useful to fur-
ther improve the performance of RFC-global. Moreover,
we demonstrated that in mixtures comprising microbial
communities from two human body sites or a human
body site and a soil sample, RFC-global is capable of de-
tecting trace amounts (down to 1% mixture fraction) of
a target sample type in many tested cases—this sensitiv-
ity was not achieved with RFC-single.
The discrimination power demonstrated here is useful
for a number of applications. In a forensic case involving
sexual assault, for example discerning whether a stain at
a crime scene contains a mixture of vaginal fluid and
skin (from different individuals) or whether it contains
vaginal fluid and saliva can affect the reconstruction of
the crime event. Similarly, the power to discriminate hu-
man body site components from soil could help trace
body site samples in forensic stains that have been ex-
posed to environmental bacteria for prolonged periods
of time, for example in forest environments. Of particu-
lar interest is that the high classification performance in
mixtures with soil samples was achieved without prior
training on soil communities. This inherent robustness
of RFC-global to soil-based noise may thus potentially
extend to other environments. Since many potential
source environments for microbial transfer may still be
unknown or undersampled, generic robustness to noise
sources would be an important feature. Albeit further
confirmation is needed, this also indicates promise for
similar classification tasks, like identification of human
sewage pollution in water and indoor contamination (or
microbial transfer) on hospital surfaces.
As a cautionary note, we observed that classification
accuracy and the detection limit in mixtures depended
strongly on sample type. For example, sample types har-
boring relatively similar microbial communities, such as
nostril and skin or, to a lesser extent, feces and soil, were
harder to distinguish and resulted in more misclassifica-
tions and higher detection limits than more distinct
sample types, such as nostril and feces. Only
high-confidence mixture classifications for similar sam-
ple types should thereby be trusted.
A core set of ecologically informed biomarkers
Applying Generalized Local Learning (GLL) enabled re-
moval of redundant biomarkers whose association was
statistically explainable by microbe-microbe associations.
This selection step led to a strongly reduced core set of
microbial markers that are directly associated with human
body sites. We showed that this set precisely captured
body site differences, achieving classification accuracy
similar to or surpassing the full set of OTUs in unmixed
samples. Applying GLL on the Costello et al. dataset [13]
identified a reduced set of 12 biomarker OTUs (compared
to 635 in the global dataset), resulting in a sharp drop in
classification performance (Additional file 10: Figure S6).
This drop likely stems from the smaller size and reduced
diversity of the Costello et al. dataset, which emphasizes
the need for heterogeneous large-scale datasets to fully
take advantage of GLL.
We examined two types of biomarkers for each body
site: positively associated (PA-OTUs) and negatively asso-
ciated (NA-OTUs) (Fig. 4b). In contrast to most other
body sites, feces were characterized by a larger number of
PA-OTUs and few NA-OTUs. This trend was likely a con-
sequence of the distinctness of gut communities from
other body sites, as most of these positive, feces-specific
biomarkers were identified as negative for at least one
other body site (Additional file 12: Figure S7).
Although NA-OTUs are commonly reported by LEfSe
[35]—a standard tool for microbial biomarker discovery
that does not distinguish between direct and indirect in-
teractions—negative association patterns between micro-
bial taxa and human body sites have to our knowledge
not been comprehensively discussed in previous litera-
ture. We showed that NA-OTUs are numerous, can
achieve levels of accuracy comparable to the use of both
OTU types, and result in consistently higher predictive
performance than using PA-OTUs alone (Fig. 4d). While
NA-OTUs are generally more numerous than PA-OTUs,
in particular in nostril, skin, and vagina, this cannot ex-
plain observed performance differences, as NA-OTUs
also outperform PA-OTUs in body sites with lower
NA-OTU proportions. The predictive superiority of
NA-OTUs is striking because it indicates that the ab-
sence of specific microbial taxa is generally more
Table 2 Enriched physiological traits among biomarker OTUs by




Nostril + Aerobic, facultative anaerobic, gram
positive
– No enriched traits
Saliva + Spherical shape
– Gram positive
Skin + Aerobic, facultative anaerobic
– Anaerobic
Vagina + Facultative anaerobic
– No enriched traits
Feces + Anaerobic, rod shaped, spore forming,
motile
– No enriched traits
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informative than the presence of usual microbial taxa in
an environment. We expect ecological factors driving
this strong negative association signal to be mostly
non-microbial (e.g., pH, oxygen content, medication),
since our GLL analysis reduced the influence of inhibit-
ing ecological microbial associations, such as competi-
tion and amensalism. Similarly, positive associations
have been corrected for symbiosis and commensalism,
leaving unmeasured non-microbial variables as the most
likely explanation for observed positive biomarkers.
Identifying factors driving the direct associations we re-
port and pinpointing them to particular microbes and
body sites would provide important insights into the
forces shaping microbial diversity across the human
body.
Taxonomic and phylogenetic patterns of detected
biomarkers
The importance of using large aggregated datasets and
selecting ecologically informed biomarkers is highlighted
in the taxonomic analyses of identified markers. While
many biomarker OTUs identified here belonged to pre-
viously reported site-specific genera, we also found novel
associations. Furthermore, we found that some associa-
tions previously reported in single studies were not con-
firmed in our study. It is worth noting that the
conditioning step of GLL can only exclude (but never
add) biomarkers; thus, any novel biomarkers found in
this study result from the increased size and diversity of
the analyzed dataset. Notable examples of novel markers
are Ralstonia and Caulobacter OTUs for skin (Table 1)
and an OTU mapping to the archaeal genus Halovenus
as a biomarker for feces. The latter is surprising because
mostly water-dwelling, halophile species of this genus
have been described thus far. Since archaeal diversity is
underrepresented in current taxonomic databases, it is
thus possible that this weakly predictive and
low-prevalence OTU belongs to a to-date unidentified
archaeal genus able to persist in the human gut.
A number of commonly reported genus associations
were not found as direct associations in our analysis. For
example, while Methanobrevibacter [36] is one of the
few archaeal genera consistently identified in the human
gut, its known ecological dependence on fermenting
bacteria [37] lead to its exclusion as direct biomarker in
our study. Similarly, Veillonella has been excluded as a
biomarker for skin because of its statistical association
with a Streptococcus OTU, and indeed, symbiosis be-
tween Veillonella and Streptococcus has been previously
described [38].
We observed that most major human-associated phyla
included both positive and negative biomarkers for all
body sites, making high-level taxonomic affiliation only
weakly indicative of body site presence. Even at the
genus level, we find frequent cases of genera that include
biomarker OTUs of the same association type for differ-
ent body sites. For example, while most Prevotella
markers were positively associated with saliva, one
sub-clade in the phylogenetic tree was associated with
vagina (Fig. 5). Furthermore, some genera included
PA-OTUs for as many as three distinct body sites, and
5% of all biomarker genera include both PA- and
NA-OTUs for the same body site, making these genera
highly unreliable for body site classification. We there-
fore generally recommend analysis at 96% OTU-level
resolution or higher to identify predictive biomarkers. A
caveat to this approach is that association patterns spe-
cific to more general taxonomic levels can be missed.
For instance, Staphylococcus as a biomarker for skin was
not recovered in our analysis because many reads map-
ping to this genus could not be confidently assigned to
one single 96% OTU (see Additional file 17: Text S1). A
hybrid approach of unsupervised OTU clusters and su-
pervised taxon assignments may alleviate this problem
in future studies. Furthermore, a number of body
site-specific strains have recently been described [39],
indicating that a strain-level analysis may lead to add-
itional biomarkers and increased classification accuracy
in future studies.
Additionally, we note that many microbial biomarkers,
some of which are among the most predictive OTUs,
could not be precisely taxonomically classified, constitut-
ing “microbial dark matter” [40, 41]. For instance, we
identified a bacterial OTU distantly related to Firmicutes
(81% 16S rRNA sequence identity) among the 10% most
important biomarkers. It is a strong PA-OTU for saliva
and a NA-OTU for nostril, skin, and vagina. Moreover,
we observed an overrepresentation of uncharacterized
OTUs distantly related to Proteobacteria and Teneri-
cutes, indicating insufficient coverage of the phylogenetic
tree around these phyla in current taxonomic reference
databases. We deem it crucial to intensify research on
describing uncharacterized human-associated microbes
detected in this study in order to elucidate their poten-
tial roles in human health and disease.
Microbial trait enrichment in particular body sites
In terms of physiological traits identified for the mi-
crobial biomarkers, we find oxygen dependency to be
the most pronounced physiological characteristic
among PA and NA biomarkers: aerobic microbes
tended to be positively associated with exposed body
sites, while (facultative) anaerobic microbes preferred
lowly oxygenated sites. Apart from this expected ob-
servation, only PA feces biomarkers showed a detailed
enrichment pattern for multiple other traits, namely
rod shape, motility, and spore formation. Compared
to coccoid cells, rod-shaped cells have a higher
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surface to volume ratio and are therefore more effi-
cient at uptaking substrate [42, 43]. Along the same
lines, motility has been found to be an important feature
in competitive environments [44, 45]. The enrichment in
microbial species with these traits thus indicates that
despite being a nutrient-rich environment, the gut se-
lects for microbial traits providing a benefit in com-
petitive habitats. Furthermore, spore-forming lactic
acid bacterial species of the Lactobacillus genus have
been shown to be sensitive or weakly tolerant when
exposed to acidic environments and bile acid [46].
However, in endospore form, these bacteria survive
the passage through the human stomach and germin-
ate successfully in the gut [47]. The ability to survive
the acidic stomach environment that presents a bar-
rier to the gut would therefore confer a clear advan-
tage to microbial species frequently exposed to such
environments and suggests that many of these species
could be acquired with food, rather than reside per-
manently in the gut.
Limitations
Limitations of our study include the use of in silico
simulations for mixture analysis. While our protocol
uses real samples to create mixtures, it remains to be
investigated how mixtures created in a wet lab envir-
onment would affect classifier performance. Addition-
ally, we only estimated robustness to environmental
noise through soil samples as a typical environmental
source. Whether the robustness we observe generalizes to
other likely noise sources, such as dust from indoor envi-
ronments, requires further testing. Importantly, a classifier
trained only on GLL-selected biomarkers was markedly
less robust to environmental noise, likely because no
markers were selected to discriminate this signal. It is
therefore crucial to use the classifier trained on all OTUs
if environmental mixtures are expected. Finally, the direct
microbe-environment associations we report here are
based on statistical relationships and whether these reflect
real direct environmental dependencies requires experi-
mental validation.
Conclusions
The present study is part of a recent development,
where the ongoing growth and diversification of mi-
crobial sequencing studies of human body sites,
coupled with adequate statistical techniques to mine
emerging patterns from this data, catalyzes discovery.
We are confident that this data-intense approach will
continue to expand our understanding of the human




We first selected a set of representative body sites: saliva,
skin, vagina, and feces. We further included the body
site nostril due to its known similarity with skin, in order
to also test classification accuracy on the more difficult
distinction between skin and nostril in later analysis
steps.
Studies from the NCBI Sequence Read Archive data-
base (SRA, [29]) were filtered for human samples
through automated parsing of annotation keywords,
matching at least one of the following rules: (1) “Hu-
man” or “Homo sapiens” is found in the host name field,
(2) “9606” is found in either the host taxon ID or sample
taxon ID field, or (3) the pattern “human <*> metagen-
ome” is found in the organism field, where “<*>” is a
wildcard for a single word (e.g., “gut”) or empty. On
these filtered human samples, we then conducted a sec-
ond body site-targeted search with the keywords “saliva,”
“tongue,” “nostril,” “nares,” “vagina,” “fornix,” “retroauri-
cular crease,” “antecubital fossa,” “skin,” and “feces.”
Random subsets of samples for each body site were
manually checked via the SRA web service to verify that
the filtered samples were of human origin and belonged
to the habitats assigned by the automated pipeline. In
case of mismatches, samples were removed from the
pool. Similarly, soil samples were retrieved from the
SRA through the keyword “soil” and subsequently fil-
tered for samples with no body site-related keyword
annotations.
OTU mapping, taxonomic classification, and filtering
Raw sequence data for 50,273 sequenced samples (inde-
pendent sequencing runs of biological samples) from the
keyword-filtered studies was downloaded from the NCBI
SRA database. Reads were quality filtered using custom
programs that trimmed reads to the first two consecu-
tive low-quality bases (≤ 10) and discarded reads smaller
than 75 bp or having a fraction of low-quality reads lar-
ger than 5%. MAPseq v1.0 [30] was used to map the fil-
tered reads to the reference of full-length 16S/18S rRNA
sequences provided with MAPseq which includes repre-
sentatives for 61,899 OTUs at the 96% identity cutoff.
The results of MAPseq were parsed and an OTU count
table was created using the assignments to OTUs at 96%
sequence identity with a minimum confidence of 0.5.
Taxonomy was assigned to OTUs based on a 90% con-
sensus over the full taxonomic lineages of all OTU
member sequences. For sequences belonging to RefSeq
[48] genomes or culture collection strains, the annotated
taxonomy as provided by NCBI in December 2017 was
used. Other sequences were taxonomically classified
through mapping onto the RefSeq set using MAPseq
and a confidence threshold of 0.5.
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An initial analysis (see Additional file 17: Text S1)
showed that samples with fewer than 20 unique OTUs
tended to be noisy; we therefore excluded these from
the analysis. We then computed the normalized mutual
information between OTUs and performed hierarchical
clustering (complete linkage, Euclidean distance) to
group highly similar OTUs with normalized mutual in-
formation higher than 0.9 together, as these OTUs were
hard to distinguish from each other by GLL, the bio-
marker discovery algorithm we applied. For each group,
a random representative was chosen. After all filtering
steps, a subset of 15,082 samples remained for analysis.
Classification of body sites
Counts in the OTU table were normalized by the total
number of mapped reads per sample, resulting in rela-
tive abundances. Next, the dataset was split into five dis-
tinct training and validation sets, retaining the
proportions of samples across body sites constant for
each subset (stratified k-fold split). For each subset, a
Random Forest Classifier (RFC, [15]) was trained with
the python package scikit-learn [49]. Hyper parameters
were optimized based on a grid search across a stratified
inner fourfold cross-validation on each respective train-
ing set. Possible parameter values were as follows: num-














weights were automatically adjusted to cope with class
imbalance, and the optimization objective for the inner
cross-validation loop was the F1 score. Classifier output
probabilities were additionally calibrated through a
non-parametric procedure based on isotonic regression
[50] implemented in scikit-learn. All five classifiers were
evaluated on their respective validation sets to estimate
the generalization error of the final classifier trained on
the whole dataset (RFC-global).
For RFC-single and RFC-single-hmp, the same proced-
ure was slightly adapted to use only samples from the
study by Costello et al. [13] or the Human Microbiome
Project [26] for training. Furthermore, vaginal samples
were excluded from the validation sets for the compari-
son between RFC-global and RFC-single since samples
of this type were not collected in [13].
For “weighted” F1 score analyses, we weighted each
sample by the inverse of the number of samples belong-
ing to its associated study. These weights were then
passed as “sample_weight” parameter in the scikit-learn
F1 score function.
Biased validation and training sets were created by
keeping all samples from one body site (Bbias) and then
randomly down-sampling all other body sites until each
had 10% of the sample count of Bbias.
Mixture simulations
Artificial sample mixtures from two body sites Btarget and
Bbackground were created through the following proced-
ure: (i) randomly choose one sample taken from Btarget
and Bbackground respectively; (ii) compute relative fre-
quencies of each OTU in these samples and use the fre-
quencies as base probabilities of OTU-drawing; (iii)
weight the probabilities according to the desired mixture
fraction Fbackground, which determines how similar the
mixed sample should be to the sample from Bbackground;
(iv) randomly choose OTU sequences based on these
weighted probabilities until n sequences were chosen,
where n is the weighted average of sequences in the two
samples, with weights Fbackground and 1 − Fbackground. The
procedure was repeated for each pair of body sites along
a gradient of increasing mixture fractions.
To estimate performance, the data was split into the
same training and validation sets as described previously
for the classification of unmixed samples. For each of
these splits, the classifiers previously trained on the re-
spective training sets were used, while validation sets
were further processed, separately for each body site pair
Btarget and Bbackground. For this processing, samples in the
validation sets were first reduced to only samples from
Btarget and Bbackground, followed by in silico mixture of all
Btarget validation samples with randomly picked Bback-
ground validation samples, using increasing mixture frac-
tions Fbackground. AUC scores were finally computed for
each mixed validation set and pre-trained classifier.
We also determined thresholds for the correct identifi-
cation of a target body site in a mixture. To do so, we
first prepared in silico mixtures as described above for
all training samples. Then we computed a
precision-recall curve for these mixed training samples
and picked the threshold that yielded the optimal F1
score on that curve. Subsequently, F1 scores were used
to quantify the threshold-adjusted prediction perform-
ance of our Random Forest models on mixed test sets
(see previous paragraph). This procedure was repeated
for each combination of body sites and mixture frac-
tions, leading to a threshold table with 5 × 4 × 10 = 200
entries. For this analysis, only thresholds were adjusted;
the classifier decision trees and calibrator were not
trained on mixed samples.
Identification of microbial biomarkers
While Random Forest Classifiers perform intrinsic fea-
ture selection which can yield insights into which OTUs
the classifier estimates to be most predictive [11, 12, 15],
this approach has a number of shortcomings. Firstly, if
features are highly correlated, the classifier tends to arbi-
trarily pick one of them and discard the others, leading
to the removal of potentially biologically interesting
OTUs. Since microbes interact with each other and live
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in complex ecological networks of mutual dependencies,
such correlations are inevitable. Furthermore, deciding
on a cutoff for how many OTUs to label as biomarkers
based on feature importance (gini impurity in our case)
can be difficult.
To identify the core set of microbial markers directly
associated with a body site, we applied Generalized
Local Learning (GLL, [27]) to address these shortcom-
ings. The approach detects OTUs whose association
with a habitat cannot be statistically explained by their
relationship with other microbes, effectively exploiting
ecological dependencies among OTUs to make bio-
marker discovery more parsimonious. Furthermore, it
internally uses statistical tests of independence, which
apply well-studied significance cutoffs, and avoids
classifier-specific inductive biases [31].
GLL was instantiated with semi-interleavedHITON-PC
as edge-finding algorithm and mutual information as test
metric (proportional to the classic G-test, [51]). We ran
the algorithm with the following parameters: max-k = 3,
h-ps = 5, and alpha = 0.05. Prior to biomarker discovery,
OTU abundances in the OTU table were binarized, where
an OTU was assigned the value 1 if at least one sample
read mapped to the OTU and 0 if not, in order to allow
discretized mutual information tests and reduce sequen-
cing depth biases. We ran GLL separately for each body
site, using a custom implementation in the python [52]
and cython [53] programming languages. False discovery
rate adjustment of p values [54] was applied prior to the
GLL conditioning step. Whether an OTU was positively
or negatively associated with a body site was estimated by
the sign of the Spearman correlation coefficient between
binarized OTU and body site. We found identical associ-
ation type assignments for odds ratios and linear discrim-
inant analysis effect sizes.
Phylogenetic analysis of biomarkers
The biomarkers identified by GLL were weighted based on
feature importance (gini impurity) inferred by RFC-global,
and the top 50 most important biomarkers as estimated by
feature importance (gini impurity) were chosen for phylo-
genetic analysis. A multiple sequence alignment for the se-
lected biomarkers was extracted as a subset of the publicly
available alignment of all OTUs in the reference database,
created with INFERNAL version 1.1.2 [55] and microbial
secondary structure model SSU-ALIGN [56]. Based on this
alignment, a phylogenetic tree was reconstructed using fas-
ttree version 2.1.3 [57] using the GTR substitution model
and otherwise default options.
Collection of microbial trait information
Across all PA and NA biomarker OTUs, we created a list
of genera and reviewed primary literature and the public
database MicrobeWiki [58] to assign a list of phenotypic
characteristics to them. Major categories were aerobicity
(subcategories: aerobe, anaerobe, facultative anaerobe),
gram stain (gram positive, gram negative), cell shape (rod,
spherical, helical), spore formation (forms spores, does not
form spores), and motility (motile, non-motile). When no
information was found, the trait was labeled as missing,
while if more than one sub category was described by dif-
ferent sources, all alternatives were kept and used later for
the statistical analysis. This trait information was then ex-
trapolated to all OTUs with mapped genus information.
Statistical analysis of microbial traits
For each marker OTU subset S from each combination of
body site and association type, as well as each trait
sub-category (e.g., anaerobic), we tested whether the
sub-category was significantly enriched within S compared
to the background of marker OTUs with the same associ-
ation as S, but associated to a different body site. To this
end, we conducted Fisher’s exact test (alpha 0.05,
one-tailed), followed by false discovery rate adjustment of
p values [54].
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 Corynebacterium 6 100.0 
 Cutibacterium 2 99.8 
Nostril Dolosigranulum 1 93.2 
 Acinetobacter 1 90.1 
 Micrococcus 1 85.0 
 Veillonella 2 99.3 
 Prevotella 8 99.2 
Saliva Neisseria 1 98.9 
 Actinomyces 1 98.1 
 Gemella 2 98.0 
 Corynebacterium 2 100.0 
 Cutibacterium 2 99.8 
Skin Streptococcus 3 99.1 
 Neisseria 1 98.9 
 Gemella 1 98.0 
 Lactobacillus 6 98.3 
 Prevotella 3 95.7 
Vagina Finegoldia 1 94.6 
 Gardnerella 1 94.5 
 Atopobium 2 93.1 
 Bacteroides 21 93.9 
 Enterococcus 2 88.8 
Feces Parabacteroides 3 88.3 
 Eubacterium 4 86.5 





Body site Genus Number of positively 
associated OTUs 
Reference 
Nostril Corynebacterium 6 [1] 
 Cutibacterium 2 [2] 
 Acinetobacter 1 [3] 
 Delftia 1 not described in nostril 
 Dolosigranulum 1 [4] 
 Micrococcus 1 [4] 
Saliva Prevotella 8 [5] 
 Selenomonas 2 [5] 
 Capnocytophaga 4 [5] 
 Actinomyces 1 [5] 
 Gemella 2 [5] 
 Leptotrichia 2 [5] 
 Veillonella 2 [5] 
 Fusobacterium 1 [5] 
 Haemophilus 1 [5] 
 Streptococcus 1 [5] 
 Atopobium 1 [6] 
 Rothia 1 [5] 
 Peptostreptococcus 1 [6] 
 Campylobacter 1 [5] 
 Lautropia 1 [7] 
 Catonella 1 [8] 
 Granulicatella 1 [5] 
 Porphyromonas 1 [5] 
 Neisseria 1 [5] 
 [Eubacterium] sulci 1 [8] 
 Mogibacterium 1 [6] 
 Lachnoanaerobaculum 1 [9] 
Skin Streptococcus 3 [11] 
 Corynebacterium 2 [10] 
 Paracoccus 1 [11] 
 Gemella 1 [12] 
 Sphingomonas 1 [11] 
 Ralstonia 1 not described in skin 
 Pseudomonas 1 [13] 
 Moraxella 2 [12] 
 Micrococcus 1 [13] 
 Acinetobacter 1 [14] 
 Actinomyces 1 [15] 
 Delftia 1 [13] 
 Acidovorax 1 [11] 
 Cutibacterium 2 [2] 
 Neisseria 1 [11] 
 Caulobacter 1 not described in skin 
 Fusobacterium 1 [12] 
Vagina Lactobacillus 6 [16] 
 Anaerococcus 3 [17] 
 Prevotella 3 [16] 
 Atopobium 2 [16] 
 Aerococcus 1 [16] 
 Finegoldia 1 [16] 
 Sneathia 1 [16] 
 Mycoplasma 1 [18] 
 Mycobacterium 1 [19] 
 Actinomyces 1 [19] 
 Gardnerella 1 [16] 
 Ureaplasma 1 [18] 
 Veillonella 1 [20] 
Feces Bacteroides 22 [21] 
 Ruminiclostridium 1 [22] 
 Clostridium 5 [21] 
 Oscillibacter 1 [23] 
 Eubacterium 4 [22] 
 Alistipes 3 [24] 
 Tyzzerella 2 [25] 
Table S2
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 Lachnoclostridium 5 [22] 
 Ruminococcus 3 [21] 
 Bifidobacterium 4 [21] 
 Faecalibacterium 1 [21] 
 Roseburia 1 [23] 
 Parabacteroides 3 [24] 
 Acidaminococcus 2 [22] 
 Collinsella 2 [25] 
 Anaerotruncus 1 [26] 
 Weissella 1 [27] 
 Anaerostipes 1 [28] 
 Bilophila 1 [29] 
 Blautia 5 [30] 
 Parasutterella 1 [24] 
 Odoribacter 1 [28] 
 Dorea 2 [23] 
 Lactococcus 1 [31] 
 Coprococcus 1 [22] 
 Akkermansia 1 [26] 
 Erysipelatoclostridium 3 [22] 
 Enterococcus 2 [21] 
 putative Halovenus 1 not described in gut 
 Holdemanella 2 [32] 
 Oxalobacter 1 [33] 
 Salmonella 1 [34] 
 Lactococcus 1 [31] 
 Lactobacillus 1 [21] 
 Microvirgula 1 [35] 
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 2 
Optimal threshold estimation for the minimum number of OTUs per sample 3 
We computed the pairwise unweighted Jaccard similarity between all samples to determine the 4 
closest neighbors of each sample in terms of OTU composition. Next, we calculated the entropy 5 
of body site labels amongst the top 100 closest neighbors of each sample in order to identify 6 
cases in which samples from multiple body sites show high similarity and are thereby hard to 7 
distinguish. We found a strong negative correlation between the body site entropy of closest 8 
neighbors and the number of unique OTUs per sample, which indicates that samples with low 9 
numbers of unique OTUs (usually due to low sequencing depth) from different body sites look 10 
similar in terms of OTU content. We identified the optimal threshold of unique OTUs at which 11 
this correlation disappeared (approximately 20 unique OTUs per sample) and applied this 12 
threshold to exclude noisy samples from our analysis. 13 
 14 
Impact of unassignable reads on biomarker detection 15 
OTUs assigned to Staphylococcus, a genus commonly reported as abundant skin inhabitant, 16 
could only be identified at comparatively low relative abundance and prevalence among skin 17 
samples in GlobalBodysites (5e-5 to 7e-5 abundance in 47 to 197 samples, calculated across 18 
all Staphylococcus OTUs univariately associated to skin). Upon further investigation, we found 19 
this to be caused by many reads confidently hitting this genus in the taxonomy database, but 20 
not mapping to a single 96% OTU in the reference database, but rather multiple OTUs with 21 
comparable alignment scores, making exact an OTU assignment impossible. 22 
To evaluate the impact of these missing reads on biomarker detection, we created an 23 
abundance profile with reads that directly map to the Staphylococcus genus (0.24 average 24 





association pattern between the Staphylococcus genus and skin, showing that despite the 26 
advantages of the 96% OTU definition (see discussion in the main text), it can lead to missing 27 
some biomarkers at more general taxonomic levels. 28 
We also observed low relative abundance and prevalence for Methanobrevibacter in feces: 29 
OTUs assigned to this genus where found with lower abundance and prevalence than expected. 30 
Contrary to Staphylococcus however, the genus abundance profile analysis with GLL discarded 31 
Methanobrevibacter as direct biomarker, matching results from the OTU level analysis and 32 
showing that unassignable reads do not always confound biomarker detection.  33 
As an additional note, we generally expect the usage of presence-absence normalization for 34 
biomarker detection as done in this study to reduce the effect of unassignable reads due to 35 




3.1 Inference of microbial interaction networks
3.1.1 Improved network quality
In the first line of work, we developed and thoroughly evaluated FlashWeave, a new
software framework for the inference of ecological microbial interaction networks based
on statistical co-occurrence or co-avoidance in cross-sectional microbial abundance
data (see Manuscript 2.1). In contrast to most other methods, FlashWeave aims at
inferring highly interpretable and comprehensive networks, therefore its development
necessitated special considerations in terms of direct ecological interactions, data
heterogeneity, environmental and technical factors, as well as scalability. In this section,
I will discuss the advances we made towards solving these issues in detail.
First of all, FlashWeave out-performed univariate co-occurrence methods in
prediction performance benchmarks across diverse synthetic data sets, featuring both
explicitly and implicitly modeled indirect associations. This reduced performance was
due to consistently high numbers of false positive predictions for univariate methods,
in line with extensive results from the PGM field (see subsection 1.3.3). Perhaps
more interestingly, however: while alternative PGM approaches surpassed univariate
methods, they nonetheless achieved generally lower prediction scores than FlashWeave
in our benchmarks. A possible reason for this observation is that all PGM methods we
tested infer direct edges by conditioning on all OTUs simultaneously, employing the L1
norm regularization objective (Lasso) to deal with high data dimensionality. In contrast,
the incremental approach applied by FlashWeave includes only a subset of heuristically
determined candidates into conditioning sets and furthermore imposes an upper bound
on the conditioning set size. This more local approach to conditional independence
search appears to have advantages over the Lasso on typical microbiome data sets,
possibly because large sets of weakly relevant or irrelevant variables (Aliferis et al.,
2010a) may result in power issues and more noisy estimates, both of which could be
more effectively controlled through the strategy utilized by FlashWeave. Furthermore,
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FlashWeave differs in its approach of handling compositional data (i.e. using adaptive
instead of conventional pseudo-counts), and since some of the tested data sets show
considerable compositionality, this adjustment may account in part for the observed
improvements. However, these explanations are speculative and would require detailed
validation.
Advantages for network reconstruction with FlashWeave also became apparent
when inferring planktonic interaction networks from the TARA Oceans sequencing data
set. When comparing the resulting networks to gold-standard planktonic interactions
obtained from the literature, FlashWeave tended to rank these known interactions more
highly within its inferred network than other tools. This effect was again particularly
pronounced when comparing to univariate methods: these tools predicted substantially
larger networks than PGM approaches, an observation that mirrored the results from
our synthetic benchmarks and thus indicated large numbers of false positive predictions
for univariate tools. As illustrated by Aliferis et al. (2010b), a phenomenon called
"information synthesis" can result in indirect associations with higher weights than
direct associations, which could possibly have lead to strong indirect associations with
higher ranks than obtained for genuine interactions in univariate networks. However,
in all likelihood, only a minority of true planktonic interactions has been described in
the literature—definite conclusions on false positive predictions are thereby currently
not possible.
The reduced performance of alternative PGM methods compared to FlashWeave on
this real-world benchmark may again potentially be explained by the Lasso approach
employed by these methods. Since in the Lasso workflow, edge weights are estimated
based on conditioning on all other variables, weight predictions may be less optimal
in the high-dimensional and sparse TARA Oceans data set than FlashWeave’s local
search. However, since not all true interactions are known, the possibility remains that
some of these tools identified strong genuine interactions that were i) not described in
the literature (or missed by the literature review) and ii) not detected by FlashWeave.
It is noteworthy that all tested PGM-based approaches, including FlashWeave, share
the conceptual similarity of approximating the true precision matrix of OTU-OTU
interactions1, making this scenario perhaps less likely. Nonetheless, more validated
knowledge of planktonic ecosystems is required to rule out this possibility.
Particularly striking differences in network quality were observed for heterogeneous
synthetic data sets composed of different disjoint habitats, which simulated a typical
use case for cross-study analysis. In these benchmarks, all previously tested methods
(including vanilla FlashWeave) reported greatly increased numbers of false positives
compared to single-habitat benchmarks. However, the heterogeneity-aware mode of




FlashWeave (termed FlashWeaveHE) achieved substantially improved performance
over all other methods, predicting close to zero false positive edges at the cost of
some reduction in sensitivity. The high precision was achieved through the specifically
adjusted statistical tests employed by FlashWeaveHE, which account for excessive (i.e.
structural or sampling) zeros, an important signature for niches and batches (Kaul
et al., 2017). FlashWeaveHE also showed high consistency of inferred edges between
single-habitat and multi-habitat data sets2, for which we observed noticeable disparities
in other approaches, further highlighting the robustness of FlashWeaveHE in scenarios
featuring high sample heterogeneity.
The effective handling of such heterogeneous data sets is of utmost importance
if the whole range of microbial community patterns (and consequently of inferred
ecological interactions) is to be captured within sequencing data sets. Despite large-
scale consortium efforts utilizing standardized and optimized experimental pipelines
(Huttenhower et al., 2012; Thompson et al., 2017), no single protocol is ideal in all
aspects. Ideally, a combination of approaches should be used to fully describe microbial
communities (Sinha et al., 2017)—integrating information from several protocols into
a single analysis is thereby enticing. Many confounders are furthermore known to be
important microbiome modulators, with more being discovered constantly (Knight
et al., 2018). Methods for handling unmeasured confounding effects could therefore
be beneficial for any study, not just aggregated cross-study analyses. Nonetheless, the
problem of unaccounted confounders is considerably aggravated in cross-study data
sets, since these may span multiple habitats and be analyzed by different labs, which
results in notoriously inconsistent and unreliable metadata annotations (Lagkouvardos
et al., 2016; Mitchell et al., 2018; Pasolli et al., 2017). While standardized meta-
annotation frameworks (Yilmaz et al., 2011) are not yet consistently used throughout
all studies, methods accounting for unknown confounders are thus particularly crucial.
3.1.2 Scalability achievements
We found FlashWeave to be up to three orders of magnitude faster than other
approaches—possibly more since some tools did not finish computation within our
predetermined time frame. Interestingly, we also observed speed-advantages of
FlashWeave compared to univariate methods, which tend to be conceptually more
simple and typically incur smaller computational complexity. However, since the
implementations of these tools could be less optimized than FlashWeave and may thus
have a larger constant overhead, we expect differences to in principle vanish for larger
data sets3.
2the latter consisting of the same environments as the individual single-habitat data sets
3albeit we did not yet detect indications of this in our tests with increasing numbers of samples
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As expected, Lasso-based PGM approaches were also much slower than FlashWeave,
even though they typically rely on highly optimized solver software for linear systems.
The most important explanation for this effect are algorithmic differences: the si-HITON-
PC algorithm used by FlashWeave, in particular in conjunction with FlashWeave-specific
heuristics, is highly efficient for sparse networks with large numbers of nodes, which
is typical for microbial co-occurrence networks (Layeghifard et al., 2017; Röttjers
and Faust, 2018). While hub nodes with many neighbors, also commonly observed
in microbial co-occurrence networks (Banerjee et al., 2018; Faust and Raes, 2012),
can pose problems to the si-HITON-PC algorithm (due to its exponential runtime
dependence on neighborhood size), we found that the newly introduced heuristics in
FlashWeave address this problem well in practice. In addition, edges involving at least
one partner with few interactions, which make up the vast majority of all networks
we tested, could be found very quickly in the networks we tested. As an option, an
investigator may thus decide to start using this near-complete network structure for
preliminary downstream analysis while FlashWeave is validating the final edges around
large hubs, after which the initial results may be validated using the final structure.
Apart from algorithmic differences, another performance-critical distinction is
FlashWeave’s implementation with a heavy focus on large-scale input data. Our
software is highly parallelized and runs seamlessly on High Performance Computing
clusters, while also employing efficient data structures, such as sparse matrices (in
tandem with specific algorithms to exploit their special properties), to minimize runtime
and memory footprints. Furthermore, the newly introduced adaptive pseudo-counts
used by FlashWeave resulted in large speed-ups compared to conventional pseudo-
counts in our benchmarks4. This was achieved by reducing spurious edges involving
rare OTUs, which can result in considerably decreased runtimes for the conditional
independence search step performed by FlashWeave.
In addition, the ability of FlashWeaveHE to discard large numbers of spurious
associations in highly heterogeneous data sets resulted in marked speed-ups on such
data compared to all other methods, including vanilla FlashWeave. We demonstrated
FlashWeaveHE’s scalability on a heterogeneous real-world data set by learning a global,
cross-habitat network based on more than half a million sequencing samples and more
than seventy thousand OTUs. FlashWeaveHE fully inferred this network in less than
two days with moderate computational resources, demonstrating its ability to readily
analyze even the largest modern data sets.
As a finishing note, FlashWeave’s performance is highly tunable: many parameters
and options can be used to further alter the tradeoff between speed and network quality.
For instance, FlashWeave can be asked to not use the full quantitative association




information, but instead discretize data prior to analysis. This option (termed the
"fast" mode, as opposed to the "sensitive" mode) yields a more coarse-grained view on
microbial co-occurrence patterns and generally results in less sensitivity, but in exchange
may improve runtime. This is due to the typically increased sparsity of these coarse-
grained networks, which leads to fewer conditional independence tests. Similarly,
other parameters related to specific heuristics, for instance the maximum conditioning
set size and several reliability thresholds for statistical tests, can be adjusted—with
potentially drastic impact on network inference speed.
3.1.3 Biological insights
We analyzed an aggregated cross-study data set of almost seventy thousand publicly
available human gut samples (which we refer to as the "Global Gut" data set) and
found a number of previously described biological patterns which, albeit detectable in
both the univariate and the conditional networks, were more striking in the latter.
For instance, the phylogenetic assortativity signal of positive edges was considerably
more pronounced in the conditional network, a fact not easily explainable by niche
effects, since these are expected to be stronger in the univariate network (see subsection
1.3.3). While we suggest kin selection as a possible mechanism to create this pattern,
this hypothesis is speculative and more in-depth investigation is required to further
elucidate this point. This may for instance be pursued through comparative genomic
analyses of interaction partners in combination with predicted physiological traits,
which could allow to pinpoint possible mechanisms and to devise evolutionarily
plausible scenarios.
We furthermore found that positive interaction patterns between H2 producers
and consumers were more pronounced when removing indirect edges, even when
accounting for confounding phylogenetic relatedness (see the previous paragraph).
Since these groups of organisms are known to form intimate syntrophic relationships in
the human gastrointestinal tract and have been subject to extensive research (Carbonero
et al., 2012), the observed signal is potentially biologically meaningful. Furthermore,
marked advantages of removing indirect edges are plausible and even expected in
this sub-system, since it is rich in shared ecological dependencies, which are explicitly
targeted by our approach. This finding thus clearly illustrates how PGM approaches
that remove such indirect associations can improve the interpretability of predicted
networks.
Underlying these observed differences in biological interpretability is the fact that
the vast majority of univariate edges (96%) were discarded as indirect by FlashWeave’s
conditional independence search. While the set of true interactions in this data set
is unknown, this result nonetheless is consistent with our previous results based on
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synthetic data sets and thus demonstrates the impact of our PGM approach on model
sparsity and, in consequence, interpretability.
Further patterns of biological interest in the Global Gut network include positive
and negative hub OTUs, which have particularly high numbers of directly positively and
negatively associated neighbors, respectively. While negative hubs featured a number
of species associated with gastrointestinal inflammation and dysbiosis in the literature,
many positive hubs were classified as taxa known to harbor important mutualist species
that benefit gut health. Strikingly, the most dominant positive hubs also included several
OTUs that were only classifiable at the family level and thereby constitute candidates for
novel keystone taxa in the human gastrointestinal tract. Further confirmatory research
on these candidates, for instance through closer examination of the studies they were
found in and detailed taxonomic and genomic investigation of positive interaction
partners, has the potential to provide valuable insights into gut ecosystem homeostasis,
defense mechanisms and integrity.
Rare species are typically removed in co-occurrence network analysis, typically
justified by considerations regarding the detection limit of utilized sequencing
technologies, which may induce significant numbers of sampling zeros in less abundant
species (Banerjee et al., 2018; Röttjers and Faust, 2018). This results in overall
lower count information for these species, making the detection of genuine interaction
patterns less likely, while also inducing spurious positive associations between rare
species (and negative associations between rare and abundant species). Nonetheless,
less abundant species are known to play important auxiliary roles in microbial
ecosystems and even constitute keystone taxa (Banerjee et al., 2018; Jousset et al.,
2017; Lynch and Neufeld, 2015; Sogin et al., 2006). We thus aim to be more inclusive,
now that modern cross-study data sets provide sufficient statistical power to support
analyses of rare taxa, and furthermore aided by specific optimizations in FlashWeaveHE
to account for sampling zeros.
The effect of this more inclusive approach was clearly visible in the Global Gut data
set: a network based on only the single largest study (the American Gut Project) within
this data set missed the majority of overall edges compared to the full network. Notably,
the majority of undetected edges featured at least one rare OTU with insufficient
prevalence in the American Gut Project. This initial glimpse at massive, previously
underappreciated association patterns in the rare ecosphere highlights the need for




3.1.4 Limitations and outlook
While heterogeneity alters presence-absence patterns of OTUs, as captured by structural
zeros and thus mitigated by FlashWeaveHE, it may also affect relative abundances.
So far, no FlashWeaveHE-specific optimizations have been introduced to handle this
effect. The first reasoning behind this choice is that we expect structural zeros to be
the dominant source of spurious associations in highly heterogeneous data sets, since
microbial species are known to stratify considerably according to habitats and conditions
(Knight et al., 2018; Röttjers and Faust, 2018; Thompson et al., 2017). In this setting,
every additional study is expected to add rapidly increasing numbers of structural
zeros to the OTU table, partly due previously observed OTUs not being present in the
new study, but mostly due to newly introduced OTUs generating structural zeros in all
previously added data sets. This quickly results in the majority of entries in the OTU
table constituting structural zeros, a pattern we empirically find in most heterogeneous
data sets we tested. We thus expect that accounting for these zeros addresses the most
critical source of spurious edges.
The second reason for not specifically considering heterogeneity-induced abundance
changes is that we empirically observe unmeasured confounders to introduce concerted
abundance shifts in many OTUs at once. FlashWeave is often able to detect this shared
signal in our tests—even if the confounding variable was not explicitly provided as an
input—and thus tends to remove the corresponding spurious associations. For instance,
when analyzing the Human Microbiome Project (HMP) data set, we observed that most
associations discarded through primer or body site meta variables were also discarded
when these variables were not available to FlashWeave. Similarly, when simulating
dependent sample groups, representing for instance samples from the same subject in a
time series or multiple sequencing runs of the same sample (generated using different
experimental protocols), the conditional independence search discarded large fractions
of spurious associations introduced through these confounders, even though explicit
information on group membership was not provided to FlashWeave.
These observations can be explained by OTUs strongly associated with unmeasured
confounders taking their place in conditioning sets. Albeit the OTUs are only an
approximation to the underlying latent variable, they nonetheless enable the removal
of many spurious edges normally discarded by directly conditioning on this confounder.
However, as clearly demonstrated in our benchmarks on synthetic heterogeneous data,
this effect has limits and thus other means, such as the handling of structural zeros
in FlashWeaveHE, are necessary for accurate network recovery. Similarly, while the
global structure in the HMP network was only marginally affected when omitting
meta variable information, hotspots of spurious associations within the neighborhoods
fo these variables still were apparent. This observation highlights that explicit meta
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information should still be provided to FlashWeave whenever available. A possible
avenue for future improvements is the more direct handling of unknown confounders
through ideas from the fast causal inference (FCI, Spirtes et al. (2000)) algorithm,
which explicitly handles latent variables, but has a higher computational complexity.
Another limitation in the context of heterogeneity is that the handling of structural
and sampling zeros by FlashWeaveHE is currently done conservatively by discarding
all absences, which potentially also includes ecologically informative zeros. While
we found the reduction in sensitivity introduced by this choice to be modest in our
benchmarks, especially for the large data sets that FlashWeaveHE was designed for, it
may still be worthwhile to explore more complex statistical approaches in the future to
probabilistically distinguish excess zeros from informative zeros and thereby increase
statistical power. A variety of methods, including zero-inflated statistical models and
other approaches, have recently been proposed to this end (Chen and Li, 2016; Kaul
et al., 2017) and may inspire future versions of FlashWeave. However, these approaches
incur increased computational costs and whether they can handle the size of modern
cross-study data sets is yet to be determined.
A critical aspect of the GLL-LGL framework used by FlashWeave is that it yields
causal inference algorithms. While FlashWeave currently only implements the skeleton
learning step of this framework, and thus predicts undirected networks, follow-up
procedures to infer (partial) edge directionality are an integral part of GLL-LGL
algorithms and could be added seamlessly (see subsection 1.3.3). However, these steps
can be computationally expensive and would likely require careful implementations,
as well as possibly the invention of additional heuristics similar to those needed for
FlashWeave’s skeleton learning algorithm. Since the predicted graphs would only
be partially directed, Functional Causal Models (FCMs), which can predict edge
directionality more reliably through additional assumptions, may also be considered
in the future (Zhang et al., 2018a). Furthermore, Structural Equation Models (SEMs)
could be used to allow for directed cycles in predicted networks, which are not allowed
in Bayesian Networks (Spirtes, 2010). Interestingly, causal inference has recently been
suggested as a particularly suited framework for analyzing heterogeneous data sets
in a principled fashion5 (Zhang et al., 2017; Zhang et al., 2018a), which makes the
inclusion of causal inference steps into future versions of FlashWeave also important in
the context of improved data heterogeneity handling.
Another interesting implication of directionality inference is the learning of full
predictive models: as soon as all edges are directed, the full parameters of the model’s
joint probability distribution can be efficiently learned, which allows predictions of
individual abundances and may for instance be interesting to forecast the effect of




perturbations on the system. If a fully directed network is not available, the partially
directed graph produced by simple edge-directing rules can nonetheless be used as
an input to search-and-score or MCMC sampling algorithms. However, while this may
allow for more tractable learning of the full model, such approaches for learning full
Bayesian Networks remain notoriously expensive (NP-Hard).
Nonetheless, rapid advances in variational inference and MCMC sampling tech-
niques (Blei et al., 2017; Robert et al., 2018), such as Hamiltonian Monte Carlo methods
(Neal et al., 2011), are already enabling new types of sampling software that provide
substantial leaps in computational efficiency for broad applications (Hoffman and
Gelman, 2014). This idea was recently pushed to its extreme by Regier et al. (2018),
who inferred a full generational model of the visible universe, with parameters for
188 million stars, from 55 terabytes of telescope image data. This model was learned
using a thoroughly optimized Julia implementation of a variational inference algorithm
(called Celeste), run on a high-end petascale supercomputer, and represents one of
the largest graphical models available in any domain to date. While invested effort
and resources were immense, this milestone of graphical model inference nonetheless
provides exciting prospects for the next generation of ecological modeling efforts, which
could benefit from the currently undergoing data accumulation in the microbiome
field6.
Another emerging topic are specialized hardware architectures, such as graphics
processing units (GPUs) or, more recently, tensor processing units (TPUs) and field-
programmable gate arrays (FGPAs) (HajiRassouliha et al., 2018). While these
specialized processors are already extensively used to boost numerical computation, in
particular machine learning applications in other research fields and industry (Abadi
et al., 2016), they are so far underutilized in microbial ecology. Fortunately, the Julia
programming language (Bezanson et al., 2017), in which FlashWeave is implemented,
readily embraces new types of hardware and thus provides for instance generic and
maintainable ways to compile Julia programs to run directly on GPUs (Besard et al.,
2018). Similar principles have furthermore lead lately to tremendous speed-ups of Julia
programs through direct cross-compilation to TPUs (Fischer and Saba, 2018). While
FlashWeave currently faces no discernable computational limits7, sequence databases
are still growing exponentially and computational burden thus keeps increasing. Ready
integration of modern hardware types is thereby a crucial property of any software to
ensure its future-proofness.
Many recent microbiome data sets, in particular those covering nation-scale human
cohorts in the scope of health-related studies (Falony et al., 2016; McDonald et al., 2018;
6in terms of raw sequencing data, quantities are indeed of an even larger scale than the data fueling
Celeste (see subsection 1.2.4 and citations therein)
7as previously mentioned, it learned a network from more than half a million samples and tens of
thousands of OTUs in less than two days using moderate resources
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Zhernakova et al., 2016), feature detailed metadata information on various factors, for
instance variables related to lifestyle and health status. But also environmental data sets
are becoming more metadata rich and now cover increasingly broad physicochemical
variables, such as pH, temperature or salinity (Sunagawa et al., 2015; Thompson et al.,
2017). These detailed data sets create a unique opportunity for integrative ecosystem
analysis that combines microbial and non-microbial variables. Explicit inclusion of
meta variables into ecosystem models can reveal direct associations between these
variables and individual microbial species. These associations could, for instance, shed
light on how environmental conditions influence important ecosystem members and
how this influence may radiate throughout the whole system. We thus far quantified the
importance of meta variables only within the HMP network, but more detailed analysis
of other metadata rich microbiome data sets would be an intriguing endeavor. This may
help disentangle complex relationships within these intricate systems and potentially
allow the discovery of new direct links between microbes and meta variables, such as
diseases or lifestyle variables.
Another important aspect of FlashWeave is that its integral statistical tests and
algorithms are generic and thus in principle applicable to other data types. Indeed,
related algorithms have been used in a wide variety of fields (see subsection 1.3.3)
and not all novelties introduced in FlashWeave are necessarily specific to microbial
abundance data. For instance, the heuristics to accelerate computations on hubs are
likely to be relevant in gene or protein interaction networks, which are also known for
scale-free node degree distributions and the presence of hubs (Luscombe et al., 2004;
Tsai et al., 2009). Similarly, co-occurrence network analysis of traditional animal-plant
ecosystems is generally possible in FlashWeave (albeit so far untested) and may become
an interesting prospect in the face of increasingly available cross-sectional data on these
ecosystems. Furthermore, the adaptive pseudo-count scheme devised for FlashWeave
may have applications in other areas of compositional data analysis, which could be
explored in the future.
An interesting alternative use-case for FlashWeave would be integrative multi-omics
data analysis, in which diverse types of data are combined into a single data set and
correlation structures tend to be complex, making interpretation challenging (Hasin
et al., 2017; Heintz-Buschart and Wilmes, 2018). Since FlashWeave distinguishes direct
and indirect effects between all variable types (not restricted to OTUs or genes, for
instance), it could potentially be used to draw a more comprehensive and interpretable
picture of how different variables, such as OTUs, functional genes and metabolites, are
related to each other and target variables of interest.
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3.2 Ecologically informed biomarker discovery
3.2.1 Conceptual advantages
As mentioned previously, the detection of interpretable biomarkers is a key goal of
modern microbiome research (see subsection 1.2.5). Advances in biomarker detection
from microbiome data have recently been made to account for compositionality and
excess zeros (Kaul et al., 2017; Mandal et al., 2015), or to discover more complex,
nonlinear association patterns via supervised learning algorithms (Knights et al., 2011a;
Pasolli et al., 2016; Statnikov et al., 2013b). Yet, the confounding effect of ecological
interactions between microbial species in driving associations between species and
variables of interest is typically not considered.
Causal inference approaches are prime candidates for principled, ecologically
informed biomarker discovery, because they are "optimal" in the sense of discovering
directly associated links and removing spurious (i.e. purely correlational) associations
that are typically reported by other classes of methods (Aliferis et al., 2010a; Aliferis
et al., 2010b). As I illustrated in this thesis, ecologically informed biomarker discovery
and ecological network construction with meta variables can be seen as two sides of
the same coin: while meta variables can drive spurious association patterns between
microbial species and should therefore be accounted for in network construction,
interactions between microbial species can similarly introduce spurious associations
between microbial species and variables of interest in the context of biomarker discovery.
Thus, the same set of algorithms used by FlashWeave for network learning can be used
for detecting ecologically informed biomarkers when restricted to the local learning
step, which yields a theoretically sound feature selection method (Aliferis et al., 2010a).
The prime advantage of this approach is that it only reports associations that
are independent of any other variable in the system and thus represent particularly
interesting relationships. For instance, biomarkers directly associated with certain
habitats (such as human body sites) would be expected to be intimately tied to their
preferred habitat by fundamental physiological constraints, rather than ecological
dependencies on other species. Such physiological constraints, as predicted by direct
associations, could subsequently be unraveled in targeted analyses. Similarly, direct
disease associations present more promising candidates for causative agents, since
species indirectly associated with these diseases are more likely to be part of a dysbiotic
response to the altered environment (induced by the disease state) rather than being
causally involved. While unmeasured variables may still turn out to be more ultimate
causes for a disease than directly associated species in such cases, the biomarkers
detected by this approach nonetheless provide a closer approximation to these unknown
factors and may thus effectively guide further investigation towards them.
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3.2.2 Application to human body site microbiota
The framework on which FlashWeave’s local learning step is based (GLL) was shown
to provide a variety of advantages for feature selection across different types of data
(Aliferis et al., 2010a; Aliferis et al., 2010b) and also displayed superior parsimony
for detected microbial biomarkers of a skin disease (Statnikov et al., 2013a). We
thus decided to test its capabilities on the problem of biomarker detection for
five human body sites, based on a heterogeneous, large-scale data set with more
than fifteen thousand samples from over fifty studies. This prediction problem is
particularly interesting in the context of accurate forensic body fluid identification
and environmental contamination monitoring, but also more generally to gain a more
precise understanding of direct body site-specific association patterns for individual
microbial species. Notably, no ecologically informed biomarker selection method had
previously been applied to human body sites to our knowledge, in particular not at
the level of heterogeneity and scale employed in our study. This provided us with the
unique opportunity to infer and report a more general and compact core set of body
site-specific microbial biomarkers, the properties of which we could investigate in detail,
and to furthermore test the predictive power of this biomarker set in a challenging
evaluation across highly heterogeneous studies.
Our biomarker selection approach reduced the data set from tens of thousands of
input OTUs to a condensed set of several hundred biomarker OTUs, which were directly
positively or negatively associated with at least one body site. In line with Statnikov et
al. (2013a), we found the selected biomarkers to be highly predictive when used to train
a supervised classifier, achieving strongly improved performance compared to classifiers
based on biomarkers and samples from single studies. Crucially, this performance also
extended to mixtures of different body sites, where even small fractions of microbial
communities from one body site could be accurately detected within large fractions of
microbial communities from other body sites. This remarkable predictive performance
on both mixed and unmixed communities across highly heterogeneous human samples
showcases the relevance and generality of the discovered biomarkers. Interestingly,
negative biomarkers showed higher predictive performance than positive biomarkers
for this classification problem, indicating that absence information can be crucial
for accurate predictions, a fact that appears to be rarely considered in the current
microbiome literature.
When delving deeper into positive and negative association patterns between
biomarker OTUs and body sites, we found that a number of associations reported in
the literature were labeled as indirect in our analysis. We explored selected cases
in more detail and indeed found known ecological dependencies of these discarded
OTUs to other, directly associated taxa in the literature, indicating the relevance of
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our ecologically informed approach. We furthermore detected several genus-body site
associations that to our knowledge have not been previously described in the literature
and additionally identified a noticeable fraction of so-called microbial dark matter
among the most predictive biomarkers. The latter is intriguing because it indicates that
there could still be considerable uncertainty in terms of body site-specific microbes,
despite the extensive research that has been conducted on human-associated microbiota
in recent years. It thus seems, that large, heterogeneous data sets in combination with
novel biomarker prediction methods can enable fresh insights, even into widely studied
ecosystems.
3.2.3 Limitations and outlook
While the GLL approach has been thoroughly validated in prior studies (Aliferis et al.,
2010a; Aliferis et al., 2010b), evaluations on microbiome data are to our knowledge
currently restricted to a study conducted by Statnikov et al. (2013a) on a human skin
disease and our application of FlashWeave to the problem of biomarker discovery
for human body sites. While these studies yielded promising results, more detailed
biomarker detection benchmarks for microbiome data would thereby be desirable.
Ideally, these would be performed on a variety of different microbial communities
in a synthetic setup with known associations between species and target variables,
with explicitly modeled ecological associations between microbes, but also featuring
different types of target variables and data set sizes. Such a setup would allow the more
proper assessment of advantages and limitations of FlashWeave (and other methods)
in the context of biomarker discovery under confounding ecological interactions.
In particular, it is known that sensitivity can be decreased in tests for conditional
independence, necessitating generally larger data sets than would be required for
univariate methods (Aliferis et al., 2010a), but exact limits are so far unclear in
the context of microbiome data. Should power issues be detected in the suggested
benchmarks, it would be interesting to explore alternative parametric tests with higher
sensitivity, for instance based on zero-inflated negative binomial regression (Xu et
al., 2015), which could be plugged into FlashWeave instead of the currently used
partial correlation or mutual information tests. However, as in the case of ecological
network inference, we expect the scale of currently available microbiome data to
provide sufficient statistical power for ecologically informed biomarker discovery in
cross-study settings.
While we found indications of improved biomarker quality through our ecologically
informed approach, the scarcity of experimentally observed interactions still hampers
full verification of the direct associations we report. While we performed an initial
exploratory analysis of genus-level physiological traits associated with our predicted
158
3.2. Ecologically informed biomarker discovery
biomarker OTUs (based on literature), which shed some light on traits potentially
driving the observed direct association patterns between microbes and body sites,
this analysis could be extended to a comparative genomics level. This may allow
the detection of more numerous and detailed traits, such as pathways and important
functional gene categories, which may unveil more subtle body site-specific adaptations
within the selected biomarkers.
Furthermore, many OTUs were not taxonomically classified at sufficient depth for
detailed follow-up analysis, thus assembling genomes for some of these highly predictive
OTUs in order to enable detailed study of their body site preferences would be an
intriguing prospect. Future adoption of the employed workflow to other microbiome-
related problems, such as disease prediction and other demanding biomarker and
classification tasks, would be another interesting way forward.
Finally, the outstanding prediction performance and robustness of the classifier
trained in this study indicate the potential of such methods for eventual utilization in
court cases involving body fluid evidence. However, in-depth validation studies, as
well as a detailed understanding of the employed classifiers (which are typically "black




We now live in an age of bountiful, globally distributed sequencing data, covering a
plethora of environments, sampled under various conditions and analyzed with diverse
protocols. This wealth of information allows unprecedented insights into the smallest,
yet most important, inhabitants of our planet: microbes. In these times of rich and
complex data, also the importance of heterogeneity-aware and scalable data analysis
is increasingly recognized—not only in microbial ecology (Dai et al., 2018; Röttjers
and Faust, 2018), but also other fields of study (Leek and Storey, 2007; Zhang et al.,
2018a). While many components constituting biological systems, including microbial
ecosystems, have now been identified and described in increasing detail, a new wave
of holistic thinking, with the aim to integrate these parts into comprehensive models
of reality, is rapidly gaining traction ("Systems biology", Chuang et al. (2010)).
As a contribution to these emergent developments, we here presented FlashWeave:
a highly optimized framework, inspired by causal inference, for learning comprehensive
and interpretable ecological networks and biomarkers from modern, large-scale
cross-study data sets. The strong performance we see in a variety of benchmarks,
complemented by an encouraging consistency with prior ecological knowledge, as well
as novel patterns we detected in one of the largest reconstructed gut ecosystem models
to date, make us confident that FlashWeave can be an important factor in pushing
interpretable microbial ecosystem modeling to the next level. It has the potential to
substantially improve our understanding of emergent properties of microbial ecosystems
and to catalyze diverse applications, such as pro- and antibiotic development, next-
generation culturing efforts and, in the future, ecosystem engineering. Much is yet to
be learned about the immense, interconnected ecosystems spanning our planet, but
the lense of network science may guide the way.
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Appendix A
MAPseq: highly efficient k-mer search
with confidence estimates, for rRNA
sequence analysis
Contribution: Janko Tackmann (JT) contributed to testing the software and performed
the analysis and visualization for the HMP primer consistency benchmark (Fig 1 g,h
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Abstract
Motivation: Ribosomal RNA profiling has become crucial to studying microbial communities, but
meaningful taxonomic analysis and inter-comparison of such data are still hampered by technical
limitations, between-study design variability and inconsistencies between taxonomies used.
Results: Here we present MAPseq, a framework for reference-based rRNA sequence analysis that
is up to 30% more accurate (F1=2 score) and up to one hundred times faster than existing solutions,
providing in a single run multiple taxonomy classifications and hierarchical operational taxonomic
unit mappings, for rRNA sequences in both amplicon and shotgun sequencing strategies, and for
datasets of virtually any size.
Availability and implementation: Source code and binaries are freely available at https://github.
com/jfmrod/mapseq
Contact:mering@imls.uzh.ch
Supplementary information: Supplementary data are available at Bioinformatics online.
1 Introduction
Sequencing the DNA of microbial communities, either wholesale or
after amplification of selected marker genes, has greatly advanced
our understanding in many fields, including ecology, evolution and
medical microbiology. However, the sheer amount of data and the
conceptual and technical variability introduced by the wide variety
of sequencing and analysis approaches pose difficult challenges for
the consolidation and inter-comparability of findings, within and
across studies.
The most widely used common denominator for inter-
comparisons is taxonomy classification based on ribosomal RNA
(rRNA), implemented in a number of software packages including
RDP Classifier (Wang et al., 2007), USEARCH (Edgar, 2010),
VSEARCH (Rognes et al., 2016) and NINJA-OPS (Al-Ghalith et al.,
2016), which are often bundled in broader pipelines such as
MOTHUR (Schloss et al., 2009) and QIIME (Caporaso et al.,
2010). However, these packages are either restricted to previously
known taxa only, are suffering from computational limitations, or
cannot be applied in a reference-mapping mode at the scales cur-
rently needed. Furthermore, approaches that are restricted to exist-
ing taxonomically classified reference sequences may not fully cover
microbial diversity. This can be solved by including also unclassified
reference sequences, pre-clustered into operational taxonomic units
(OTUs)—and, ideally, these OTUs should be created at various dif-
ferent identity cutoffs and related to each other hierarchically. Such
hierarchical OTUs (hOTUs) constitute an operational taxonomy in
themselves and enable the assessment of taxa (even uncharacterized
taxa) across different studies, at adjustable levels of granularity.
MAPseq enables both, by providing a fast and accurate sequence
read mapping against hierarchically clustered and annotated refer-
ence sequences. In addition to the software itself, we provide a large,
curated reference of full-length rRNA genes, pre-clustered into
VC The Author 2017. Published by Oxford University Press. 3808
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hOTUs at different identity thresholds, and pre-classified to taxo-
nomic categories based on the NCBI taxonomy and the All-species
Living Tree Project dataset (Yilmaz et al., 2014).
2 Results
MAPseq is ten times faster than its closest competitor NINJA-OPS,
and a hundred times faster than VSEARCH, on amplicon data
(Fig. 1a ). Its memory requirements are lower than those of all other
tools tested here (Fig. 1b). It can be used also on metagenomic shot-
gun sequence data, which it automatically searches for suitable
rRNA sequences. Accuracy was benchmarked based on placements
of reads of known identity, against hOTUs clustered at 98% identity
(Fig. 1d and f) as well as against taxonomic categories at genus level
(Fig. 1c and e). We also tested MAPseq‘s performance on reads of
different lengths (Fig. 1e and f), as well as different hyper-variable
regions of the rRNA gene (Fig. 1c and d).
With few exceptions, MAPseq outperformed all other tools,
achieving a maximum F1=2-score (weighted harmonic mean of pre-
cision and recall) of 0.86 in genus mapping and 0.96 in OTU map-
ping. The accuracy increase over existing tools is most notable in
genus classification, with 30% better F1=2-score at 500 bp long
reads (Fig. 1e). For all methods, accuracy tends to increase with
increasing read lengths, and hyper-variable regions within the
rRNA gene yield better placement accuracy than reads originating
within random positions within the gene. The increased computa-
tional efficiency and higher accuracy of MAPseq are due to several
algorithmic innovations, including improved k-mer counting
based on a pre-clustering step, full Needleman-Wunsch alignment
of high scoring segment pairs, and a sensitive algorithm to
compute classification confidence; see Supplementary Methods
for details.
Strikingly, we find that even small reductions in the comprehen-
siveness of the reference dataset, by removal of near-identical
sequences, can affect the accuracy for all methods tested (Fig. 1g
and h; Supplementary Fig. S2). This shows that making reference
datasets less redundant for runtime reasons has a significant trade-
off cost in terms of mapping accuracy.
For an independent test of classification accuracy, we took ad-
vantage of a large data collection for which the very same samples
had been subjected to two independent sequencing runs, using dif-
ferent regions of the rRNA gene (2194 samples from the Human
Microbiome Project). Here, any good analysis framework should re-
port strongly correlated results. As shown in Figure 1g, the correl-
ations of abundances of mapped OTUs between sequencing runs
were found to be fairly high for most methods; however, MAPseq
achieved by far the best trade-off in terms of speed versus accuracy.
We observed a similar trend in terms of the fraction of shared OTU
identifications (Jaccard overlap, Fig. 1h): MAPseq resulted in the
highest overlap (median ¼ 0.52), followed by VSEARCH, NINJA-
OPS, and USEARCH. Finally, we investigated the effect of using a
different method for the ab initio clustering of reference sequences
into OTUs. Using reference OTUs obtained with UCLUST (a widely
adopted method) resulted in lower overall abundance correl-
ations (median ¼ 0.62) and Jaccard overlaps (median ¼ 0.33)
(Supplementary Fig. S3), independent of the software subsequently
used for the mapping.
As a final validation, we have processed artificial ‘mock’ com-
munity data (Supplementary Fig. S4). We observe that MAPseq re-
covers their expected abundances better than other tools, at the
species, genus and family levels.
In summary, MAPseq outperforms state-of-the-art methods dra-
matically in terms of speed, while also providing a more accurate
and consistent approach. It can be used with the reference data pro-
vided, but also with custom references and/or taxonomies. MAPseq
is open-source software implemented in multi-threaded Cþþ. Both
the software and its reference data are available at: http://www.mer
inglab.org/software/mapseq/.
Fig. 1. Benchmarking results on rRNA classification tasks. (a) Runtime complexity with increasing database size (using up to 8 CPU threads if supported).
(b)Maximummemory usage during benchmarking. (c–f) F1=2-scores for OTU (98%) or taxonomy (genus) classification, for fragments varying in length or rRNA re-
gion. Concordance tests on 2, 194 Human Microbiome Project samples, sequenced twice for both the V1V3 and V3V5 regions; (g) Pearson correlation of OTU
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A dataset of publicly available full-length small subunit ribosomal RNA sequences was compiled 
from the databases RefSeq and NCBI Genbank. Sequences were selected by parsing the 
Genbank and RefSeq files and extracting any sequences annotated as ribosomal RNA (rRNA 
keyword) and having 16S or 18S in their annotation information. Sequences smaller than 
1000bp, larger than 3500bp, with more than 2% of unknown nucleotides (N) or two such 
nucleotides in a row (NN) were discarded. Next, sequences were aligned using INFERNAL 
v1.1.2 with three rRNA models for Bacteria, Archaea and Eukarya, respectively, as available in 
the ssu-align package (Nawrocki, et al., 2009). The alignment of every sequence against all 
three models was compared and each sequence was classified as Bacteria, Archaea or 
Eukarya on the basis of its best alignment score against each of the models. Sequences with a 
zero or negative alignment score to all models were discarded. Only nucleotides aligned to the 
models were considered (insertions were removed), and sequences were trimmed between two 
well-conserved alignment columns found to cover a large fraction of the aligned sequences for 
each class. Sequences not covering the full length to within 10bp between the trimmed positions 
were filtered out, as were sequences with more than 30% gaps in the whole aligned region. 
Chimeric sequences were removed by running UCHIME against a reference set of sequences 
confirmed by at least three independent studies and falling within the same OTUs (defined at 
98%). The final reference set consists of 918’803 sequences. The reference set used for the 
actual MAPseq mapping process is composed of the unaligned sequences, including the 
insertions that had been removed during alignment. During the revision of the present 
manuscript, the reference set was updated (MAPref 2.0) to include 1’585’280 sequences. It had 
been observerd that many mitochondrial sequences annotated on RefSeq as 16S/18S rRNA 
sequences did not align to the INFERNAL models used. These are now included in the final 
reference, nevertheless. Although they could not be assigned OTU labels, they still provide a 





Figure S1 – MAPseq algorithm and reference. Together with the MAPseq software, a large full-length ribosomal RNA 
reference dataset is provided along with pre-computed hierarchical OTUs and taxonomic assignments from NCBI and 
SILVA. The algorithm requires a k-mer pre-clustering of the reference dataset which is provided for the MAPseq 
reference and can be built for custom, user-provided references. The classification of a query sequence begins with a 
2-stage k-mer search; first, the representatives of k-mer clusters are searched, and then the members of the top 




NCBI taxonomies for the reference dataset were assembled either by referring to the annotated 
taxonomy for sequences extracted from the RefSeq database, or by scanning for GenBank 
entries annotated to be culture collection strains. This taxonomy reference set comprised 
89,315 sequences, covering 15,810 species, 3,637 genera, 1,493 families, 800 orders, 404 
classes, and 185 phyla. Another, independent taxonomy annotation was obtained from SILVA 
Living Tree Project (LTP) (Yilmaz, et al., 2014) by mapping the sequences annotated in the 
SILVA LTP database to the MAPseq reference set. The set of sequences with a trusted 
taxonomy was defined as the gold set and was used to predict the taxonomy of the remaining, 
un-annotated sequences. The updated reference (MAPref 2.0) covers in the NCBI taxonomy: 
16’323 species, 6’981 genera, 2’654 families, 1’091 orders, 412 classes, and 175 phyla. 
 
Hierarchical OTUs 
The set of aligned sequences in the Archaea, Bacteria and Eukarya reference datasets were 
separately clustered using an average-linkage hierarchical clustering algorithm implemented in 
HPC-CLUST (Matias Rodrigues and von Mering, 2014) down to 90% sequence identity. Each 
sequence was then assigned to an OTU at five different identity cutoffs: 99%, 98%, 96% and 
90%, yielding 144’596, 92’862, 51’904, and 19’957 OTUs, respectively. The updated reference 
(MAPref 2.0) includes one additionally level at the 97% identity cutoff, for a total of 6 levels. 
 
MAPseq algorithm 
MAPseq achieves a big advance in efficiency and accuracy at searching databases of highly 
similar sequences, by improving upon the k-mer counting approach used in many other 
sequence search tools such as BLAST or USEARCH. To achieve this efficiency, the reference 
dataset is pre-clustered into clusters of sequences. This pre-clustering is made available to 
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MAPseq together with the actual sequence data and the taxonomic information. At runtime, 
MAPseq uses a 2-stage k-mer search – first to the k-mer cluster representatives, and second to 
the cluster members – to effectively reduce the number of sequences to be searched 
exponentially and to significantly improve the memory requirements of the program. 
 
K-mer pre-clustering  
Sequences in the datasets to be used with MAPseq are pre-clustered on the basis of the 
number of shared k-mers, in two phases. The first sequence in the dataset is used as the seed 
for the first cluster, afterwards, every sequence in the dataset is iteratively compared on the 
basis of shared k-mers to the existing cluster representatives and are either assigned to one of 
the existing clusters or used as the representative for a new cluster. Sequences are added to 
existing clusters when the sequence being considered shares at least 80% of its k-mers with a 
cluster representative. The first phase of pre-clustering is complete once all sequences are 
assigned to a cluster or used as representatives for new clusters. In the second phase, all 
cluster representatives are kept from the first phase, but the membership assignment for the 
other sequences is recalculated, this ensures that sequences assigned to a cluster at some 
stage can be assigned to another cluster representative to which they are more similar. This 
situation can occur because cluster representatives can be created at any point after sequences 
have already been earlier assigned to other clusters in the first phase. 
Pre-clustering of our dataset consisting of 918’803 sequences results in 56’169 k-mer clusters 
which implies a 16 times reduction in number of sequences that need to be searched in the first 
stage of the k-mer search step. In the updated reference (MAPref 2.0), the clustering of 
1’585’280 sequences yielded 91’181 clusters. 
 
Mapping of sequence reads to the reference dataset 
When a query is first searched against the database, the number of shared k-mers between the 
query and one representative for each cluster is computed. In a second step, the number of 
shared k-mers is computed between the query and all of the members belonging to the clusters 
that ranked highest in the previous step. Finally, the top hits are aligned to the query sequence. 
Dynamic programming is used to identify the set of identical segments yielding the largest 
alignment score, followed by alignment of the regions between these segments using the 
banded Needleman-Wunsch algorithm. The ends of the alignment are determined using the 
banded Smith-Waterman algorithm with drop-off such that the alignment is not extended if the 
alignment score drops to more than 20 below best score found to that point. The best match is 
taken as the best guess for taxonomy or OTU assignment, and the remaining hits are used to 
estimate the confidence in the assignment at each level. 
 
 
Estimating assignment confidence 
MAPseq achieves higher accuracy by assigning a mapping confidence to better control false 
classifications. There are two different types of false classifications: i) misclassifications due to 
missing sequences in the reference dataset, and ii) incorrect assignments among the existing 
sequences in the database. These two types of errors are controlled for independently. The first 
case is controlled by computing a confidence on the basis of identity cutoffs previously 
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optimized for each level for a given taxonomy and reference dataset. The identity confidence is 







Where idi is the identity of the query compared to the reference sequence i, idcutoff is the identity 
cutoff, and Δcutoff is a parameter that controls the strength of the effect of identity differences on 
the confidence; these two parameters were optimized previously for each taxonomic level. The 
additional 0.02 was added so that the idcutoff term matches the OTU cutoffs in OTU mapping.  
The second case is controlled using the formula described below that weighs the score of the 
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Where Si is the alignment score of reference sequence i in the top hit list, T is the score of the 
best aligned sequence, wi is the weight of sequence i, W is the sum over all weights, α is a 
parameter controlling the influence of lower scoring hits. In essence, the higher the difference in 
scores between the top hit and the closest second-best hits to any conflicting taxonomy/OTU, 
the better the confidence placed in the assignment. This automatically solves the problem of 
sequence reads originating in highly conserved parts of the 16S rRNA sequence, because top 
hits will tend to have similar scores even when belonging to conflicting taxonomies. The final 
confidence is calculated as the minimum between the two confidences: 
 
𝑐𝑓(𝑖) = 𝑚𝑖𝑛(𝑐𝑓6789:(𝑖), 𝑐𝑓#$(𝑖)). 
 
Another advantage of this approach is that higher confidences are automatically computed for 
lower taxonomic levels, since second-best hits will necessarily have higher score differences at 
lower taxonomic levels. 
 
Validation of sequence read mapping 
Benchmarking of the taxonomic classification and OTU mapping performance was done using 
as a starting point a set of nearly full-length 16S/18S ribosomal subunit sequences compiled 
from the Genbank database. The taxonomy from the All-Species Living Tree Project (LTP) 
(Yarza, et al., 2010) which comprises a set of manually curated sequence and taxonomies was 
used as the gold standard in our benchmarks. For the OTU mapping, sequences were clustered 
using HPC-CLUST (Matias Rodrigues and von Mering, 2014) after alignment with the 
INFERNAL aligner (Nawrocki, et al., 2009), or with UCLUST. 
 
To benchmark the accuracy of MAPseq and other classification tools commonly used in 
metagenomic data analysis (RDP Classifier 2.6, NINJA-OPS 1.5, VSEARCH 2.4.0 and 
USEARCH 9.2.64) we generated a benchmark query and reference dataset from our full-length 
rRNA gene dataset in which the true OTU assignments or taxonomies were known. We avoided 
benchmarking trivial cases when the query and database sequence were nearly identical, by 
excluding from the benchmark reference any sequences originating from the same species or 
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OTU (at 99% identity cutoff) as any of the query sequences. In addition, we evaluated the ability 
of different methods to correctly ignore sequences that had no representative in the reference 
database by generating the reference set such that in the best case only 50% of the query 
sequences actually had a representative of their genus or OTU (at 98% identity cutoff). This test 
set was generated by randomly selecting one sequence for each genus from the full set while 
respecting the previous conditions. 
 
Confidence thresholds per method were chosen as the thresholds yielding maximum F1/2-scores 
averaged over the scores obtained for different read lengths and different rRNA hypervariable 
regions. For USEARCH and VSEARCH, which output no confidences, we used the difference 
above the identity cutoff for each level as a measure of confidence, for example when a query 
had 98.1% identity to a reference sequence then it had 0.1 confidence when mapping to an 
OTU at 98% identity cutoff. 
 
The query sets were generated by segmenting the selected sequences into different lengths 
(50bp, 100bp, 250bp, 500bp, and 1500bp) and at different positions incrementally in steps of 
half the segment length. For example, 50bp segments were generated starting at positions (1, 
25, 50, 75, …) and 100bp were generated starting at positions (1, 50, 100, …). For the 
hypervariable regions, the sequences were trimmed at positions matching the Escherichia coli 
16S rRNA after alignment with INFERNAL. The hypervariable regions were selected according 
to (Schloss, 2010) as follows: V2 (100bp to 337bp), V3 (357bp to 514bp), V4 (578bp to 784bp), 
V5 (784bp to 986bp), V6 (986bp to 1045bp), V1V2 (28bp to 337bp), V1V3 (28bp to 514bp), 
V3V5 (357bp to 906bp) and V6V9 (986bp to 1491bp). 
 
The same test reference dataset and queries were used with all methods tested. 
 
Computation speed and memory benchmarks 
The computation speed and memory benchmarks were performed by running each tool with 8 
threads (except RDP classifier which does not support multithreading) on the same dedicated 
Dell Blade M605 computer with 2 quad-core Opteron 2.33 GHz processors and 24 GB of 
random access memory. For the benchmark (Figure 1a), the input data used was the Human 
Microbiome Project sequencing run (700016012) consisting of amplicon raw data targeting the 
V3V5 region of the 16S rRNA gene. This sample was mapped to different subsamples of the 
MAPseq reference database consisting of 918 803 sequences, and in (Figure 1g,h) the input 
data used was a 10% subsampled set of all raw reads found in 2,194 HMP samples for which 
both V1-V3 and V3-V5 sequencing runs existed. 
USEARCH could not be run on reference datasets larger than 650’000 sequences, due to 
memory usage limitations of the 32bit version (the only freely available version). The following 
commands were used for running the benchmarks: 
 
USEARCH: 
usearch9.2.64 -usearch_local input.fa -db mapseqref.udb9.2 -threads 8 -id 0.90 -strand 
both -blast6out usearch.output 
 
VSEARCH: 
vsearch -usearch_global input.fa -db mapseqref.fa -threads 8 -id 0.90 -strand 




python NINJA-OPS/bin/ninja.py -d 0 -p 8 -z -i input.fa -b mapseqref 
 
MAPseq: 
mapseq -nthreads 8 input.fa mapseqref.fasta 
 
RDP Classifier: 
java -Xmx10g -jar rdp_classifier_2.6/dist/classifier.jar classify -t 
mapseqref.rdpdb/rRNAClassifier.properties -o rdpclass.output input.fa 
 
Concordance analysis of independent V1V3 and V3V5 sequence data of the 
Human Microbiome Project 
Raw 16S rRNA V1V3 and V3V5 amplicon sequencing data and sample metadata of the Human 
Microbiome Project (HMP) were downloaded from the NCBI Sequence Read Archive and the 
HMP data depository (hmpdacc.org). Chimeric reads were detected using UCHIME (Edgar, et 
al., 2011) in both de novo mode and with a custom in-house reference database of non-chimeric 
sequences; reads labeled as chimeric by both approaches were removed from further analyses. 
Filtered reads were then aligned to a 16S rRNA model using INFERNAL (Nawrocki, et al., 2009) 
and pruned to the respective alignment flanking positions for the V1V3 and V3V5 primer sets, 
as described above. Reads that did not align to these regions, that had too many gaps within 
flanking positions or that were not observed in at least two samples independently at a 5bp error 
tolerance were removed from further analyses. Moreover, all biological samples were removed 
that did not contain at least 1,000 sequences of both V1V3 and V3V5. After these filtering steps, 
there remained 2,194 samples containing a total of 17,890,946 (V1V3) and 26,627,383 (V3V5) 
sequences. 
Sequences were assigned to OTUs by reference mapping. Consistency between V1V3 and 
V3V5 data from the same biological samples was assessed as direct per-sample Jaccard 
similarity (i.e., the overlap of reference OTUs at 97% called in both V1V3 and V3V5 sequencing 
of the same sample) and as the Pearson correlation of abundances of OTUs shared between 
both sequencing sets per sample. Reference mapping was performed on three different 
reference databases: One including all full-length sequences for each OTU (full reference, 
Figure 1g,h), one with 30% randomly picked representatives per OTU (reduced reference) and 
one including a single random representative for each OTU (representatives only). Speed 
estimates are based on reduced input files (random 10% of the sequences for each sample) 
and tool parameters as in the previous section, while consistency (Jaccard similarity, Pearson 






Accuracy reduction when using representative reference datasets 
A common practice used in ribosomal RNA marker gene analysis is to make the reference 
database non-redundant or use only representatives of each OTU. In Fig. S2 we show that this 
practice leads up to 0.1 less F-score than using the full reference set (Fig. 1f). This reduction in 
F1/2-score was not limited to MAPseq but was also observed for all other tools tested.  
 
 
Figure S2 – F1/2 scores for sequence reads of different lengths, mapped to OTUs at 98% cutoff using: a) non-
redundant/representative reference dataset and b) the full reference, identical to Fig. 1f and included here for direct 
comparison. 
 
HPC-CLUST based OTUs outperform UCLUST OTUs in mapping 
consistency 
We chose a subset of HMP metagenomic data in which the same samples had been sequenced 
twice, targeting two different regions of the rRNA gene (V1 to V3 and V3 to V5); these were in 
total 2,194 samples. Abundance correlations for mapped OTUs at 97% identity between 
sequenced subregions per sample were very high (median=0.83, mean=0.73; Figure S2a) when 
using MAPseq and our reference OTU clustering. When using MAPseq to map to the same 
reference (but pre-clustered by UCLUST, the tool used in the GreenGenes and SILVA 
databases) the correlation was lower (median=0.62, mean=0.59), and when using UCLUST 
(v1.2.22q) to map the sequences the correlations were yet significantly lower both when 
mapping to our reference (median=0.39, mean=0.41) as well as to the UCLUST-clustered 
reference (median=0.22, mean=0.29; this latter approach corresponds to the default for “closed-
reference OTU picking” in the widely used QIIME pipeline). We observed a similar trend in the 
fraction of identified OTUs common to both pairs of sequencing runs for the same sample 
(Figure S3b): MAPseq mapping to the MAPseq reference resulted in the highest overlap 
(median=0.46, mean=0.43), followed by MAPseq mapping to the UCLUST-clustered reference 
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(median=0.33, mean=0.31). Using UCLUST resulted in a much-reduced overlap between OTUs 
common to pairs of sequencing runs when mapping to OTUs (median=0.30, mean=0.29) and 
when mapping to UCLUST representatives (median=0.23, mean=0.22). 
 
 
Figure S3 – Abundance correlations and Jaccard overlaps for OTUs identified in pairs of sequencing runs of identical 
HMP samples targeting two different ribosomal RNA regions (V1-V3 and V3-V5). The same reference dataset was 
used with two different clustering approaches: hierarchical clustering using average-linkage computed with HPC-
CLUST, and a UCLUST clustering. 
 
Finally, we compared these two OTU clustering methods to de novo clustering of the 
metagenomic samples. OTU set compositional consistency between reference-mapped 
partitions and their respective de novo counterparts was checked by calculating the Adjusted 
Mutual Information (AMI, (Vinh, et al., 2009)) between the respective OTU sets (e.g., comparing 
MAPseq against an average linkage pre-clustered reference with an average linkage de novo 
clustered partition). Ideally, the results of de novo clustering and reference-mapping strategies 
should correspond to each other – if consistent sequence processing and clustering algorithms 
are applied. However, this correspondence has recently been called into question for UCLUST 
(Westcott and Schloss, 2015). To test this, we quantified partition similarity in terms of OTU 
composition (per-sequence cluster membership) as Adjusted Mutual Information (AMI); AMI 
values of 1 indicate perfect partition identity, and AMI values of zero indicate random 
compositional agreement as expected by chance. For the HMP dataset, we observed that 
MAPseq against an average linkage (AL) OTU reference provided a good correspondence with 
AL de novo clustering (AMI=0.83). This indicates that MAPseq reference mapping, although 
computationally much more efficient, may indeed approximate hierarchical AL de novo 
clustering, which is arguably still a gold standard in marker gene processing. In contrast, 
UCLUST mapping against a UCLUST-clustered non-redundant reference (the default method in 
QIIME, see above) showed much lower agreement with de novo UCLUST clustering 
(AMI=0.66). UCLUST performed better against our AL OTU reference (AMI=0.75), but was 
outperformed by MAPseq against a UCLUST reference (AMI=0.79). Thus, both reference pre-
clustering and choice of mapping tool have a strong effect on consistency, and UCLUST was 
clearly outperformed on both, by MAPseq mapping and by AL clustering. 
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Figure S4 – Analysis of ten mock communities. Top panels, box plots of sum of squared errors between predicted 
and expected taxa abundance. Bottom panels, number of times each tool ranked first over the ten mock 
communities. *) RDP classifier does not report species classifications and therefore no result could be computed at 
the species level. 
 
MAPseq outperforms NINJA-OPS, VSEARCH, and RDP Classifier in the 
analysis of mock communities. 
We downloaded ten mock communities available in the Mockrobiota dataset (Bokulich, et al., 
2016), specifically: (Gohl, et al., 2016; Kozich, et al., 2013; Tourlousse, et al., 2017). After 
downloading, we mapped the forward reads to our full reference using MAPseq, NINJA-OPS, 
VSEARCH, and RDP Classifier. As a measure of performance, we computed the sum of 
squared errors (SSE) between predicted and expected abundances. Fig. S4 shows the box 
plots of the SSE obtained for each tool over all the sequence runs and how often each tool 
ranked first over all samples for the species, genus, and family taxonomic levels. MAPseq 
outperformed the other tools, obtaining an overall smaller median of the SSE and consistently 



























































































































Figure S5 – Analysis of MAPseq runtime complexity with increasing input size.  
 
MAPseq exhibits linear complexity with input size. 
We benchmarked the time it took to analyse several downsamplings of the HMP dataset used in 
the concordance analysis of the V13 and V35 sequencing runs. The downsampled queries 
ranged between a thousand reads and a million reads. Fig. S5 shows that the MAPseq runtime 
is practically linear when using 8 cores over a large range of input sizes. The full MAPseq 
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