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Abstract
In a recent paper, Aubin and Coulouvrat (1998) dealt with equations of motion in the fluid in
relaxation – mathematically: Burgers’ equations, physically: continuity equations, Navier–Stokes
equations, energy bilance, and equations of relaxation. A related equation of Ginzburg–Landau type
(1965) extended for the kinetic depinning transitions takes its form
∂m
∂t
= J ∂
2m
∂z2
− V ∂m
∂z
−Am−Cm3. (0)
The present authors are interested in an analogue of (0) for (x, t, τ ) ∈R5,R9 orR13 with x ∈R3,R7
or R11, respectively, with space or temporal character of τ [Ławrynowicz and Suzuki (2000)]:
ds2 =−dx21 − · · · − dx2p − λdτ2 + c2 dt2 with λ= 1 or −1; p= 3,7 or 11.
Hence, they investigate the equations of the form
∂u
∂t
= b
(
p + λ ∂
2
∂τ2
)
u+ η with λ= 1 or −1;
p = ∂
2
∂x21
+ · · · + ∂
2
∂x2p
, p = 2,3, . . . ,
(1)
and their generalizations related to the generalized d’Alembertian ✷λp =p + λ∂2/∂τ2.
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Dans un article récent, Aubin et Coulouvrat (1998) ont étudié des équations décrivant le
mouvement d’un fluide avec relaxation ; mathématiquement : l’équation de Burgers, physiquement :
les équations de continuité et de Navier–Stokes, le bilan énergétique et les équations de relaxation.
Une équation apparentée du type Ginzburg–Landau (1965) étendue aux transitions sans blocage
cinétique, prend la forme :
∂m
∂t
= J ∂
2m
∂z2
− V ∂m
∂z
−Am−Cm3. (0)
Les présents auteurs s’intéressent à un analogue de (0) pour (x, t, τ ) ∈ R5,R9 ou R13 avec x ∈
R3,R7 ou R11, respectivement, avec τ une variable d’espace ou de temps [Ławrynowicz et Suzuki
(2000)] :
ds2 =−dx21 − · · · − dx2p − λdτ2 + c2 dt2 avec λ= 1 ou −1; p = 3,7 ou 11.
D’où ils considèrent les équations de la forme
∂u
∂t
= b
(
p + λ ∂
2
∂τ2
)
u+ η avec λ= 1 ou −1;
p = ∂
2
∂x21
+ · · · + ∂
2
∂x2p
, p = 2,3, . . . ,
(2)
et leurs généralisations relativement d’Alembertien ✷λp =p + λ∂2/∂τ2.
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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0. Introduction
When thinking on proper candidates of nonlinear parabolic equations describing
relaxation or roughness, first of all we start with the proposals by Aubin and Colouvrat [1],
Ginzburg and Landau [12,27], and Ławrynowicz and Suzuki [22]. Here we remark that a
more general form of Eq. (0) reads
∂m
∂t
= J ∂
2m
∂z2
− V ∂m
∂z
− ∂f (m)
∂m
,
where f (m) stands for the potential describing the order parameter m in the homogeneous
model. It is connected with the Ginzburg–Landau free energy F by the relation
F(m)=
∞∫
0
[
1
2
(
∂m
∂z
)2
+ f (m)
]
dz.
In the particular case discussed in [27] the potential is of the form
f (m)=
{
±(m2 −m20), mm0,
(m− 1)2 − (m − 1)2, mm ,0 0
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classical form of Ginzburg–Landau free energy with
f (m)= 1
2
AM2 + 1
4
Cm4,
where the temperature dependence is given by A = A0(T − T0). The latter form of the
potential f (m) leads to the nonlinear equation (0) describing the dissipative kinetics for
the nonconserved order parametr m (cf. [27]).
In connection with special non-homogeneous processes it is wirth-while to mention
results by Miškinis [28] on the equations of the types
∂u
∂t
=−u∂u
∂x
+ b ∂
2u
∂x2
+ aη(x, t),
∂u
∂t
=−(ugrad)u+ b div(gradu)+ aη(x1, x2, x3, t),
where, in the second case, u = u(x1, x2, x3, t). In connection with temporal behaviour of
the roughness it is worth-while to mention the Langevin equation [2,5–7,10] which, in
standard notation, reads
∂u
∂t
= b3u+ 12c(grad u)
2 + η or ∂u
∂t
= b3u+ 12cu(grad u)+ η
with
u ∈R3 and 〈η(x, t)η′(x ′, t ′)〉= 2Dδ(t − t ′)δ(x − x ′).
In this paper we concentrate our attention on Eq. (1) or, more generally,
∂u
∂t
= b ✷λpu+ 12c
(
Gradλp u
)2 + η with λ= 1 or −1; p = 2,3, . . . , (3)
or
∂u
∂t
= b ✷λpu+ 12cu
λp
(
Gradλp u
)+ η with λ= 1 or −1; p = 2,3, . . . , (4)
where
u(x, τ, t)= u1e1 + · · · + un(λ,p)en(λ,p), n(λ,p)= 2[ 12 (p+λ+3)].
Here 
λp are multiplications generated by the coresponding Clifford–Grassmann alge-
bras [29]:
Cl00,p  Cl 0p−1,1 for λ= 1, Cl01,p−1  Cl0p−2,2 for λ=−1;
Gradλp =
∂
∂x1
· ελ1 + · · · +
∂
∂xp
· ελp +
∂
∂τ
· ελτ ,
[·] denotes the function “entier”, while(
ελ1 , . . . , ε
λ
p, ε
λ
τ , ε
λ
t
)
and (e1, . . . , en(λ,p))
stand for the bases of versors chosen in the corresponding (p + 2)- and n(λ,p)-
dimensional vector spaces:
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ελα
)2 =−ελp, α = 1, . . . , p− 1; (ελp)2 = ελp, (ελτ )2 =−λελp, (ελt )2 = 0;
ελαε
λ
β + ελβελα = 0, α = β, α,β = 1, . . . , p− 1, τ, t;
ελα 
λp ej =
n(λ,p)∑
k=1
(
ek, ελα 
λp ej
)
n(λ,p)
ek, e
k :=
n(λ,p)∑
k=1
(ej , ek)n(λ,p)ej ,
[(
ej , ek
)
n(λ,p)
]= [(ej , ek)n(λ,p)]−1,
and [ajk] resp. [ajk] denotes the matrix with elements ajk resp. ajk .
In each case the pair of spaces S, X in question has the property S ⊂ Ŝ and X ⊂ X̂,
where (X̂, Ŝ) is a pseudo-Euclidean Hurwitz pair [15,30]. The pair (X,S) with the
structure inherited from (X̂, Ŝ) will be called Grassmannian Hurwitz pair.
The mathematical importance of studing (x, t, τ ) ∈ R5,R9 or R13 with x ∈ R3,R7 or
R11 will be outlined in Section 4. The physical importance is related, e.g., to the following
problems:
1. Interaction of a particle representing, for instance, the tip of the scanning tunnelling
microscope, sliding on a crystal surface, with the initial atom of a chain of atoms,
taking into account the order parameter – a 5-dimensional model [8,23].
2. Interaction with the initial atom of a chain of atoms and a hole (antiparticle) related
to the previous position of an atom in the crystallographic lattice, taking into account
the near and long range order parameters; binary alloys as chaotic dynamical systems
– 9-dimentional models [3,19,22].
3. Interaction with a system of atoms A and B in positions α and β , taking into account
entropy and two order parameters; ternary alloys as chaotic dynamical systems –
13-dimensional models [3,19,23].
1. Particular cases of Eqs. (1)–(3)
Following [1,29] we have three lemmas.
Lemma 1. The fundamental solution of the equation
∂
∂t
u=pu+ λ ∂
2
∂τ 2
u with λ= 1 or −1; p= 2,3, . . . , (5)
has the form
u0(x, τ, t)= t− 12p− 12 exp
[
− 1
4t
(
x21 + · · · + x2p + λτ 2
)]
, t = 0,
everywhere for λ= 1 and in
U0 :=
{
(x, τ ) ∈Rp+1: x21 + · · · + x2p > τ 2
}
for λ=−1. It has a singularity at (0,0,0) for λ= 1, and at any (x, τ,0) such that
(x, τ ) ∈ frU0 =
{
(x, τ ) ∈Rp+1: x21 + · · · + x2p = τ 2
}
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Eqs. (1)–(3) can be approximated locally by
∂u˜
∂t
= b
(
p + λ ∂
2
∂τ 2
)
u˜− |h|2u˜+ η, where h is a constant vector in Rp+1. (6)
Indeed, we have
Lemma 2. The substitution u˜(x, τ, t)= u(x, τ, t) exp(−|h|2t) transforms Eqs. (5) into (1).
Moreover, we obtain
Lemma 3. The fundamental solutions of Eq. (1) have the form
uλ(x, τ, t)=
t∫
0
+∞∫
−∞
· · ·
+∞∫
−∞
1
[2√πb(t − t ′)]p−1
× exp
[
− (x1 − x
′
1)
2 + · · · + (xp − x ′p)2 + λ(τ − τ ′)2
4b(t − t ′)
]
× η(x − x ′, τ − τ ′, t − t ′) dx ′1 · · ·dx ′p dτ ′ dt ′, t = 0,
everywhere for λ= 1 and in U0 for λ=−1. It has a singularity at (0,0,0) for λ= 1, and
at any (x, τ,0) such that (x, τ ) ∈ frU0 for λ=−1.
Lemma 3 gives various possibilities of performing investigations of parabolic differen-
tial equations including nonlinear terms [1].
2. General method of linearization
We concentrate on linearizing Eqs. (1)–(3) with help of the Clifford–Grassmann
algebras involved in our considerations. Let
∂¯λp :=
∂
∂t
· ελt +Gradλp, ∂λp :=
∂
∂t
· ελt −Gradλp .
Since the Clifford–Grassmann algebras involved are noncommutative, we have to
remember that, in general, (∂u/∂t)ελt = ελt (∂u/∂t) etc.
We replace Eqs. (1) by the Dirac-like equations
∂¯λpu= Pλpu− vλp with λ= 1 or −1; p = 2,3, . . . , (7)
where each operator Pλp is defined by the condition
b∂λp
(
Pλp u
)= ∂ u, (8)
∂t
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b∂λpv
λ
p = η. (9)
In the case of Eqs. (2), each vλp is determined by
b∂λpv
λ
p =
1
2
c
(
wλp
)2 + η, (10)
where
wλp =Gradλp u. (11)
This concerns also Eq. (0). Finally, for Eqs. (3), each vλp is determined by
b∂λpv
λ
p =
1
2
cu
λp wλp + η, (12)
where wλp is given in (10). In analogy to [29], we obtain
Theorem 1. Let u = u(x, τ, t) of Cl0p−1,1 or Cl01,p−1 be a solution of the Dirac-like
equation (6), where
b∂λp
(
Pλp u
)= ∂λp(Qλpu) with λ= 1 or −1; p = 2,3, . . . , (13)
Qλpu=
p+1∑
k=1
∑
(α1,...,αk)
u(α1,...,αk),p+2ελα1 · · ·ελαk ,1 α1 < · · ·< αk  p+ 1 (14)
and
ελp+1 := ελτ , ελp+2 := ελt ,
i.e., the components u(k),p+2, (k) = (α1, . . . , αk), are determined by the decomposition
with respect to (k):
u=
p+1∑
k=1
∑
(α1,...,αk)
[
u(α1,...,αk)ε
λ
α1 · · ·ελαk + u(α1,...,αk),p+2ελα1 · · ·ελαkελp+2
]
. (15)
Suppose that vλp in Eq. (6) is determined by (8), (9) or (11) correspondingly to the cases of
Eqs. (1)–(3) with C1 vector functions b, c and η of Cl0p−1,1 or Cl01,p−1, and that wλp in the
Eqs. (9) and (11) is defined by the formula (10). Then the condition (7) holds true.
Proof. By (14), we have
∂¯λpu=
p+1∑
k=1
∑
(α ,...,α )
{[
∂¯λpu(α1,...,αk)
]
ελα1 · · ·ελαk +
[
∂¯λpu(α1,...,αk),p+2
]
ελα1 · · ·ελαkεp+2
}
.1 k
T. Aubin et al. / Bull. Sci. math. 127 (2003) 689–703 695Yet, Qλpu depends on no basic with ελp+2. Thus, by (6) and (12), in ∂¯λpu the addends with
ελp+2 have to vanish, and, by the definition of (ελ1 , . . . , ελp+2), we get
p+1∑
k=1
∑
(α1,...,αk)
{[
∂
∂t
u(α1,...,αk) + (−1)k
∂
∂xp
u(α1,...,αk),p+2
]
ελp+2
−
p−1∑
j=1
(−1)k
[
∂
∂xj
u(α1,...,αk),p+2
]
ελp+2ελj
− (−1)k
[
∂
∂τ
u(α1,...,αk),p+2
]
ελp+2ελp+1
}
ελα1 · · ·ελαp = 0.
Now, taking into account relations (12) and (13), we arrive at
b∂λp
(
Pλp u
)=− p+1∑
k=1
∑
(α1,...,αk)
{
(−1)k ∂
∂xp
u(α1,...,αk),p+2
+
p−1∑
j=1
(−1)k
[
∂
∂xj
u(α1,...,αk),p+2
]
ελj ε
λ
α1 · · ·ελαp
+ (−1)k
[
∂
∂τ
u(α1,...,αk),p+2
]
ελp+1ελα1 · · ·ελαk
+
[
∂
∂t
u(α1,...,αk),p+2
]
ελα1 · · ·ελαkελp+2
}
.
By the formulae for u and b ∂λp(Pλp u), we obtain (7). Therefore, if u satisfies Eq. (6), it
also satisfies Eqs. (1), (2) or (3) correspondingly to the cases of Eqs. (8), (9) or (11) with
wλp defined by the formula (10). This completes the proof. ✷
3. Choosing indenpendent fundamental solutions of the Dirac-like equations (6)
It is important to be able to choose independent fundamental solutions of Eq. (6).
Similarly as in [29], by Lemma 3, Theorem 1, we arrive at
Theorem 2. The 2p+1 linearly independent fundamental solutions of Eq. (6) can be chosen
as
u
(α1,...,αk)
λ =
(
∂λpuλ
)
ελα1 · · ·ελαk with λ= 1 or −1; p = 2,3, . . . , (16)
where u1 and u−1 are given in Lemma 3; the other 2p+1 ones can be given as
u
(α1,...,αk),p+2
λ = (−1)k+1uλελα1 · · ·ελαk +
(
∂λpuλ
)
ελα1 · · ·ελαpελp+2. (17)
Proof. For any C1 scalar functions u2λ of x, τ, t , we have, by (12) and (13),
bPλp
(
∂λpu2λ
)= [ ∂
∂t
u2λ
]
ελp.
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∂¯λpu
(α1,...,αk),p+2
λ − Pλp u(α1,...,αk),p+2λ + vλp
= (b ✷λpuλ)εαα1 · · ·ελαkελp+2 + (∂¯λpuλ)(−1)k+1ελα1 · · ·ελαk
− Pλp
(
∂uλε
λ
α1 · · ·ελαkελp+2
)+ vλp.
Yet, (
b ✷λpuλ)ελα1 · · ·ελαkελp+2 + ∂uλ∂t (−1)k+1ελp+2ελα1 · · ·ελαk
=
(
b ✷λpuλ − ∂uλ∂t
)
ελα1 · · ·ελαk = 0,
and then, by (12), (13) and Theorem 1, the functions (16) satisfy Eq. (6) as well. This
concludes the proof. ✷
In order to solve various initial value problems we have two useful corollaries.
Corallary 1. Suppose that u= u(x, τ, t) of Cl0p−1,1 or Cl01,p−1 satisfies the equation
p+1∑
k=1
∑
(α1,...,αk)
{
p+1∑
j=1
[
∂
∂xj
u(α1,...,αk)
]
ελj + (−1)ku(α1,...,αk),p+2
}
ελα1 · · ·ελαk = 0 (18)
and each of the functions u(k), (k)= (α1, . . . , αk), is a solution of Eqs. (1), (2) or (3). Then
u is also a solution of the equation
p+1∑
k=1
∑
(α1,...,αk)
{
∂
∂t
u(α1,...,αk) + (−1)k
∂
∂xp
u(α1,...,αk),p+2
−
p−1∑
j=1
(−1)k
[
∂
∂xj
u(α1,...,αk),p+2
]
ελj
− (−1)k
[
∂
∂τ
u(α1,...,αk),p+2
]
ελp+1
}
ελα1 · · ·ελαk = 0. (19)
Proof. We differentiate (17) with respect to xp and xj :
p+1∑
k=1
∑
(α1,...,αk)
{
p∑
j=1
[
∂
∂xp∂xj
u(α1,...,αk)
]
ελj +
∂2
∂xp∂τ
u(α1,...,αk)
+ (−1)k ∂
∂xp
u(α1,...,αk),p+2
}
ελα1 · · ·ελαk = 0, (20)
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k=1
∑
(α1,...,αk)
(
p∑
5=1
{
p+1∑
j=1
[
∂2
∂x5∂xj
u(α1,...,αk)
]
ελ5ε
λ
j ε
λ
α1 · · ·ελαk
+
[
∂2
∂xj∂τ
u(α1,...,αk)
]
ελj ε
λ
p+1ελα1 · · ·ελαk
+ (−1)k
p−1∑
5=1
[
∂
∂x5
u(α1,...,αk),p+2
]
ελ5ε
λ
α1 · · ·ελαk
}
+ (−1)k
[
∂
∂τ
u(α1,...,αk),p+2
]
ελp+1ελα1 · · ·ελαk
)
= 0. (21)
Moreover, by (1)–(3) and (8)–(11), we get
p+1∑
j=1
[
∂2
∂xp∂xj
u(α1,...,αk)
]
ελj −
p−1∑
5=1
p+1∑
j=1
[
∂2
∂x5∂xj
u(α1,...,αk)
]
ελ5
−
p+1∑
j=1
[
∂2
∂x5∂xj
u(α1,...,αk)
]
ελp+1ελj = b ✷λpu(α1,...,αk) + b ∂λpνλp = ∂∂t u(α1,...,αk).
The difference of Eqs. (19) and (20) gives (18), as desired. ✷
Corallary 2. Under the assumptions of Corollary 1 the function u is also a solution of
Eq. (6).
Proof. It is an immediate consequence of Corollary 1. ✷
4. The mathematical importance of studing (x, t, τ ) ∈R5, R9 or R13 with
x ∈R3, R7 or R11
Starting with real structure, the Cayley–Dickson process gives three algebraic struc-
tures, each of which involving three quadratic forms of the same dimension, related to
the Adolf Hurwitz composition formula: complex, quaternionic, and octonionic (Cayley)
structures corresponding to p = 2,4, and 8, respectively. The procedure works no more
for p = 16 and, in order to succeed with certain approximation problems related to fractals
of flower type, of the corresponding algebraic structures, we are jumping over the difficult
dimension 16 with help of the critical dimension 13 and the auxiliary dimension 9 [11].
It is natural to ask for the smallest n such that, for any (x1, . . . , xp) ∈ Rp and
(y1, . . . , yn) ∈Rn, we have(
x21 + · · · + x2p
)(
y21 + · · · + y2n
)≡ (x ◦ y)21 + · · · + (x ◦ y)2n
with (x ◦ y)j =
p∑ n∑
Cαkj xαyk, (22)α=1 k=1
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n= 2[ 12p+ 12 ] for p ≡ 2,3,4,5,6 (mod 8),
n= 2[ 12p] for p ≡ 7,0,1 (mod 8),
(23)
where [·] denotes the function “entier”. The next question is to find, given r = 1,2, . . . , p−
1, the smallest n such that, for any (x1, . . . , xp) ∈Rp and (y1, . . . , yn), (z1, . . . , zn) ∈ Rn,
we have(
x21 + · · · + x2r − x2r+1 − · · · − x2p
)(
yAzT
)≡ (x ◦ y)A(y ◦ z)T
with (x ◦ y)j =
p∑
α=1
n∑
k=1
Cαkj xαyk, (24)
where
Cαkj ∈R, j = 1, . . . , n; x = (x1, . . . , xp), y = (y1, . . . , yn), z= (z1, . . . , zn);
A= (ajk), aj,k ∈R,detA = 0; j, k = 1,2, . . . , n.
The solution to the problem, due to Ławrynowicz and Rembielin´ski [16–18], reads:
n= 2[ 12p+ 12 ] for |2r − p| ≡ 2,3,4,5,6 (mod 8),
n= 2[ 12p] for |2r −p| ≡ 7,0,1 (mod 8).
(25)
Clearly, the result remains true for r = 0 and r = p.
Since the n-dimensional space in question is, for p > 1, even-dimensional, it can be
complexified. If we suppose that ajk ∈ C; j, k = 1,2, . . . , n, and A is Hermitian, then in
the identity (23) we have to replace n by 12n, and suppose that y, z ∈C
1
2n. It appears [4,13]
that the relations (24) remain true but, of course, n has to be interpreted there as twice
complex dimension of the space.
In order to decide on a procedure of jumping over the difficult dimension p = 16,
let us study the set of points determined by the formulae (24) in the logarithmic plane
{(p,2 log2 n)}. Points corresponding to 2[ 12p + 12 ] are denoted by •; those corresponding
to 2[ 12p] – by ◦ (Fig. 1). The thick half-open horizontal segments include all the points
determined by the formulae (22). In the cases of a double solution ◦•, the proper choice for
(22) is indicated by an arrow. In relation to the difficult dimension 16, we have to find a
substitute for the nonaccessible dimension n= 16 (we are not satisfied with the solutions
n= 128 and n= 256).
In the notation related to our plane, we are looking for a satisfactory replacement of the
nonaccessible point N = (16,8). For this, we observe the 8-periodicity of the structure of
points • and ◦, as well as the horizontal segments determined by (22), with respect to
the dimension p. Precisely, for ({•}, {◦}, { }) we have
Proposition. The triple ({•}, {◦}, { }) can be expressed as (B0 ∪B1 ∪B2 ∪ B3) ∪ (D1 ∪
D2 ∪ · · ·), where:
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B0 = (◦0; 0); ◦0 = (1,0); 0 =
[
(1,0); (1,2));
B1 = (•11,•12; ◦11,◦12,◦13; 1); •11 = (1,2),
•12 = (2,2) corresponding to formula (1);
◦11 = (2,2),◦12 = (3,2),◦13 = (4,2); 1 =
[
(2,2); (3,2));
B2 = (•21,•22; ◦2; 2); •21 = (3,4),•22 = (4,4) corresponding to formula (2);
◦2 = (5,4); 2 =
[
(4,4); (5,4));
B3 = (•31,•32; ◦31,◦32,◦33; 3); •31 = (5,6),•32 = (6,6),◦32 = (7,6),
◦33 = (8,6) corresponding to formula (3); 3 =
[
(5,6); (9,6));
Dj =
({•jk : k = 1, . . . ,8}, {◦jk: k = k = 1, . . . ,8}; { jk: k = 1, . . . ,4});
•j1 = (8j − 1,8j),•j2 = (8j,8j),
•j3 = (8j + 1,8j + 2),•j4(8j + 2,8j + 2),
•j5 = (8j + 3,8j + 4),•j6 = (8j + 4,8j + 4),
•j7 = (8j + 5,8j + 6),•j8 = (8j + 6,8j + 6);
◦j1 = (8j + 1,8j),◦j2 = (8j + 2,8j + 2),
◦j3 = (8j + 3,8j + 2); ◦j4 = (8j + 4,8j + 2),
◦j5 = (8j + 5,8j + 4),◦j6 = (8j + 6,8j + 6),
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j1 =
[
(8j + 1,8j); (8j + 2,8j)),
j2 =
[
(8j + 2,8j + 2); (8j + 3,8j + 2)),
j3 =
[
(8j + 3,8j + 4); (8j + 5,8j + 4)),
j4 =
[
(8j + 5,8j + 6); (8j + 9;8j + 6)).
In this sense the structure of D1 is repeated periodically in the triple in question, and the
triple itself is periodical of period 8 with respect to the dimension p.
Proof. The assertion follows directly from the formulae (22) and (24), and the definition
of the triple.
If we replace, within D1, the nonaccessible point N = (16,8) by ◦1,8 = (16,14), we
observe that, within the set{•1,k = (k + 6,14): k = 7,8}∪ {◦1,k = (k + 4,14): k = 6,7,8},
the point
C = •1,7 = (13,14) corresponding to p = 13 and n= 27 = 128 (26)
is the most unlucky one in the sense that the dimension p = 13 is the smallest with respect
to n within that set. We choose (25) as the critical point basic for our further construction.
Now it seems that there are at least four reasons to regard the point
A= ◦1,1 = (9,8) corresponding to p = 9 and n= 24 = 16 (27)
the corresponding anti-point:
(1) Within the set{•1,k = (k + 6,8): k = 1,2}∪ {◦1,1 = (9,8)},
the point (26) is the most lucky one in the sense that the dimension p = 9 is the biggest
with respect to n within that set.
(2) n|D1 attains at A its minimum, while at C it attains its maximum.
(3) A ∈ {◦} while C ∈ {•}.
(4) The triangle A˜NC˜ is the closest to the regular triangle, for A˜ and C˜ ranging over D1,
when A˜= A and C˜ = C. Indeed, |AN | = √49= 7, |NC| = √45, |CA| = √52, and
the sum∣∣∣∣C − 13π
∣∣∣∣+ ∣∣∣∣A− 13π
∣∣∣∣+ ∣∣∣∣N − 13π
∣∣∣∣
attains its minimum for A˜=A and C˜ = C.
In relation to (23) we can find, in the square{
(σ, s): σ, s ∈
(
1
1
2
;8 1
2
)}
, σ = r − 1, s = p− r,
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K1 = (1,4), k1 = (7,2), E11 = (5,8)
and
P 1 = (3,2), P1 = (1,8), P 11 = (7,6).
The corresponding triangle are almost equilateral; the correction shifting needed for each
vertex is
ε′ = ε√2= (3√3− 5)√2≈ 0.20√2.
The sides of the right triangles obtained amount at
5= 6(√3− 1)√2≈ 6.21.
In the order to make from the right triangles the right star hexagon, the further correction
shifting of
δ′ = δ√2= (2−√3)√2≈ 0.27√2
is needed.
In analogy to Penrose twistors we arrive [21] at three types of analogous structures:
– Hurwitz twistors, related to P 1 and p = 5,
– pseudotwistors, related to P1 and p = 9,
Fig. 2. Double Cartan-like triality of Hermitian Hurwitz pairs.
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and three dual structures, related to K1, K1 and E11 , respectively. It appears that:
– Hurwitz twistors are determined by a system of
( 5
4
)= 5 algebraic equations,
– pseudotwistors – by a system of
(9
4
)= 126 algebraic equations,
– bitwistors – by a system of
(13
4
)= 715 algebraic equations.
The situation may be precised as the so-called double Cartan-like triality of Hermitian
Hurwitz pairs [13,14,21,25] (Fig. 2). The configuration appears to be (8,8)-periodic with
respect to (σ, s).
Finally, growth processes of rough surfaces are closely related to construction of
fractals [26]. Therefore, when considering an iterative process of constructing the Clifford-
algebraic structures Cl5(C)→ Cl 9(C) leading to a graded fractal bundle, it is important to
determine fractal preserving biholomorphic invariants, which is done in [24]. ✷
References
[1] T. Aubin, F. Coulouvrat, Ondes acoustiques non linéaires dans un fluide avec relaxation, J. Math. Pures
Appl. 77 (1998) 387–413.
[2] A.-L. Barabasi, A model for temporal fluctuations of a surface width: a stochastic one-dimensional map,
J. Phys. A: Math. Gen. 24 (1991) 1013–1019.
[3] F.L. Castillo Alvarado, A. Kazibudzka, J. Ławrynowicz, Trade turnover and binary alloys as chaotic
dynamical systems, Bull. Soc. Sci. Lettr. Łódz´ Sér. Rech. Déform. 52 (2002) 67–84.
[4] I. Furuoya, S. Kanemaki, J. Ławrynowicz, O. Suzuki, Hermitian Hurwitz pairs, in: J. Ławrynowicz (Ed.),
Deformations of Mathematical Structures II. Hurwitz-Type Structures and Applications to Surface Physics,
Kluwer Academic, Dordrecht, 1994, pp. 135–154.
[5] B. Gaveau, J. Ławrynowicz, L. Wojtczak, Équations de Langevin generalisées dans les milieux inho-
mogènes, C. R. Acad. Sci. Paris, Sér. I 296 (1983) 411–413.
[6] B. Gaveau, J. Ławrynowicz, L. Wojtczak, Stochastical mechanics of anharmonic crystals, Phys. Status
Solidi B 121 (1984) 47–58.
[7] B. Gaveau, J. Ławrynowicz, L. Wojtczak, Statistical mechanics of a crystal surface, in: J. Ławrynowicz
(Ed.), Deformations of Mathematical Structures II. Hurwitz-Type Structures and Applications to Surface
Physics, Kluwer Academic, Dordrecht, 1994, pp. 265–288.
[8] B. Gaveau, J. Ławrynowicz, L. Wojtczak, Statistical mechanics of sliding crystal surfaces, in preparation.
[9] A. Hurwitz, Über die Komposition der quadratischen Formen, Math. Ann. 88 (1923) 1–25;
Reprinted in: A. Hurwitz, Mathematische Werke II, Birkhäuser, Basel, 1933, pp. 641–666.
[10] M. Kortla, Growth of rough surfaces, Czechoslovak J. Phys. 42 (1992) 449–544.
[11] R.K. Kovacheva, J. Ławrynowicz, M. Nowak-Ke¸pczyk, Critical dimension 13 in approximation related to
fractals of algebraic structure, Bull. Soc. Sci. Lettr. Łódz´ Sér. Rech. Déform. 52 (2002) 77–102.
[12] L.D. Landau, On the Theory of Phase Transitions, in: Collected Works of L.D. Landau, Gordon and Breach,
New York, 1965. Russian edition: Nauka, Moscow, 1969.
[13] J. Ławrynowicz, Type-changing transformations of pseudo-Euclidean Hurwitz pairs, Clifford analysis, and
particle lifetimes, in: V. Dietrich, K. Habetha, C. Jank (Eds.), Clifford Algebras and Their Applications in
Mathematical Physics, Kluwer Academic, Dordrecht, 1998, pp. 217–226.
[14] J. Ławrynowicz, P. Lounestd, O. Suzuki, An approach to the 5-, 9-, and 13-dimensional complex dynamics
III. Triality aspects, Bull. Soc. Sci. Lettr. Łódz´ Sér. Rech. Déform. 51 (2001) 91–118.
T. Aubin et al. / Bull. Sci. math. 127 (2003) 689–703 703[15] J. Ławrynowicz, J. Rembielin´ski, Pseudo-Euclidean Hurwitz pairs and generalized Fueter equations, in:
J.S.R. Chisholm, A.K. Common (Eds.), Clifford Algebras and Their Applicatiopns in Mathematical Physics,
in: NATO Adv. Sci. Inst. Series C: Math. Phys. Sci., Vol. 183, Reidel, Dordrecht, 1986, pp. 39–48.
[16] J. Ławrynowicz, J. Rembielin´ski, Complete classification for pseudoeuclidean Hurwitz pairs including the
symmetry operations, Bull. Soc. Sci. Lettr. Łódz´ Sér. Rech. Déform. 36 (1986) 13, Volume 50 years’
anniversary of scientific work of Zygmunt Charzyn´ski.
[17] J. Ławrynowicz, J. Rembielin´ski, Pseudo-Euclidean Hurwitz pairs and the Kałuz˙a–Klein, J. Phys. A 20
(1987) 5831–5848.
[18] J. Ławrynowicz, J. Rembielin´ski, On the composition of nondegenerate quadratic forms with an arbitrary
index, Ann. Fac. Sci. Toulouse Math. (5) 10 (1989) 141–168. [Due to a printing error in Vol. 10 the whole
article was reprinted 11 (1) (1990) 141–168, of the same journal].
[19] J. Ławrynowicz, J. Rembielin´ski, O. Suzuki, An approach to the 5-, 9-, and 13-dimensional complex
dynamics I. Dynamical aspects, Bull. Soc. Sci. Lettr. Łódz´ Sér. Rech. Déform. 48 (1998) 7–39.
[20] J. Ławrynowicz, J. Rembielin´ski, O. Suzuki, Ditto II. Twistor aspects, Bull. Soc. Sci. Lettr. Łódz´ Sér. Rech.
Déform. 48 (1998) 23–48.
[21] J. Ławrynowicz, J. Rembielin´ski, O. Suzuki, An introduction to pseudotwistors: Spinor slotutions vs.
harmonic forms and cohomology groups, in: Progr. Phys., Vol. 18, 2000, pp. 393–423.
[22] J. Ławrynowicz, J. Rembielin´ski, O. Suzuki, Pseudotwistors, Internat. J. Theor. Phys. 40 (2001) 387–397.
[23] J. Ławrynowicz, J. Rembielin´ski, O. Suzuki, From order-disorder surface phenomena to graded fractal
budles related to complex and Pauli structures, Bull. Soc. Sci. Lettr. Łódz´ Sér. Rech. Déform. 51 (2001)
67–98.
[24] J. Ławrynowicz, J. Rembielin´ski, O. Suzuki, Superluminal signals and new biholomorphic invariants for
Riemann spheres with fractal boundaries, Bull. Soc. Sci. Lettr. Łódz´ Sér. Rech. Déform. 52 (2002) 79–92.
[25] P. Lounesto, Clifford Algebras and Spinors, in: London Math. Soc. Lecture Note Series, Vol. 239, Cambridge
University Press, Cambridge, 1977; 2nd edition, in: London Math. Soc. Lecture Note Series, Vol. 286,
Cambridge University Press, Cambridge, 2001.
[26] B.B. Mandelbrot, Fractal Geometry of Nature, Freeman, New York, 1982.
[27] T. Meister, H. Müller-Krumbhaar, Kinetic depinning transitions, Phys. Rev. Lett. 51 (1983) 1780–1782.
[28] P. Miškinis, New exact solution series of non-homogeneous Burgers equation, Nordita Preprint 2000, 8 p.
[29] E. Obolashvili, Partial Differential Equations in Clifford Analysis, in: Pitman Monographs Surveys Pure
Appl. Math., Vol. 96, Addison-Wesley, Longman, Harlow, 1998.
[30] I.R. Porteous, Clifford Algebras and the Classical Groups, in: Cambridge Stud. Adv. Math., Vol. 50,
Cambridge University Press, Cambridge, 1995.
