Simulating sample correlation matrices is important in many areas of statistics. Approaches such as generating normal data and finding their sample correlation matrix or generating random uniform [−1, 1] deviates as pairwise correlations both have drawbacks. We develop an algorithm for adding noise, in a highly controlled manner, to general correlation matrices. In many instances, our method yields results which are superior to those obtained by simply simulating normal data. Moreover, we demonstrate how our general algorithm can be tailored to a number of different correlation models. Finally, using our results with an existing clustering algorithm, we show that simulating correlation matrices can help assess statistical methodology.
distributions [20, 24, 25, 38] . However, unconstrained randomly simulated correlation matrices are typically not positive semidefinite. Although we provide motivation and 23 a detailed example using clustering, our method is applicable to any context where 24 simulating realistic correlation matrices is important. 25 There is an enormous literature devoted to methods designed for unsupervised 26 clustering. In particular, the clustering of microarray data has generated much recent 27 interest. Clustering techniques can be quite powerful because they provide models 28 or novel groupings in a setting where class labels are unknown. However, the lack 29 of knowledge of underlying structure makes assessing clustering algorithms difficult 30 in realistic settings. Indeed, there has been a call for work that seeks to determine 31 the reproducibility of clustering methods instead of continued work on developing new 32 clustering algorithms [1, 37] .
33
Suppose that we are given a N × N correlation matrix Σ = (Σ ij ) N i,j=1 . Generating a 34 noisy correlation matrix S = (S ij ) N i,j=1 based upon the template Σ can be difficult since 35 noise must be added to Σ in such a way that S is positive semidefinite, and satisfies
36
S ii = 1 and −1 ≤ S ij ≤ 1 for 1 ≤ i, j ≤ N . Moreover, for numerical purposes (e.g.,
37
generating data from S) one might also require an explicit upper bound on the condition 38 number of S to ensure its numerical stability (e.g., for matrix inversion). Unfortunately,
39
naively adding random noise to a correlation matrix can result in matrices which violate 40 any or all of the above constraints. 
Simulating Data for Evaluating Algorithms
ture. However, we believe that using normal deviates often adds an additional unnec-essary layer of assumptions. In Section 4.1 we demonstrate that our method produces 66 matrices that are more general than the class of matrices produced by finding the sam-
67
ple correlation of normally distributed data. Indeed, we do not believe that microarray 68 data are normally distributed [13] . Instead of simulating normal data from a known 69 correlation structure, we argue in favor of simulating correlation matrices directly based 70 on a known correlation structure. The random correlation matrices can then be used 71 to assess the algorithm at hand.
72
Typically, the ijth entry S ij of a N × N correlation matrix S = (S ij ) N i,j=1 is the paper offers a flexible way to generate correlation structures given any reasonable model of what we would expect across observational units. 107
Constant correlation model

108
A standard clustering structure is one with fixed correlations within a cluster and 109 between clusters (often with correlation equal to zero between clusters). Hu et al. [19] 110 simulate observations correlated at the same level with off diagonal noise also specified. 
Toeplitz model
113
Another structure is one that models high correlation for observations which are close 114 together in the correlation matrix and such that correlation values decrease for observa-
115
tions which are increasingly far away. In building a classification model, Guo et al. [9] 116 describe a Toeplitz structure (sometimes referred to as an auto-regressive structure) to 117 the correlation matrix, where adjacent pairs of observations are highly correlated, and 118 those further away are less correlated. Let
be the correlation matrix for kth cluster, given by the correlation value ρ k . In this 120 model, the between group correlations are set to zero. The last model is one that is hierarchical in nature based on a single hub-observation 127 and the relationship of each observation to that original hub. Horvath et al. [26, 27, 43] 128 define a correlation structure with respect to a particular profile (or hub-observation).
129
Each observation in the cluster is correlated with the hub-observation with decreasing 130 strength (from a user supplied maximum correlation to a given minimum correlation).
131
Additionally, clusters are generated independently (that is, with correlation zero be-132 tween clusters). For the ith observation (i = 2, 3, . . . n), the correlation between it and the hub-observation is given by, Σ = (Σ ij ) N i,j=1 :
Note that the correlation between the ith observation and the hub will range from ρ max 135 to ρ min ; the rate at which the correlations decay is controlled by the power, γ.
136
Motivated by the three existing models above, we provide an algorithm for adding 137 noise to correlation matrices. Section 2 contains the theoretical details behind our pro-138 cedure, while Section 3 concerns several specific applications in the contexts discussed 139 above. In Section 4, we give an example of how simulated correlation matrices with 140 realistic structure can be used to assess a statistical method. 
Preliminaries
143
Recall that if A is a N × N symmetric matrix, then each of its eigenvalues is real and hence we may list them in descending order
where each eigenvalue is repeated according to its multiplicity. According to this 
146
The norm of a N × N matrix A is defined to be
which equals λ 1 (A) if A is positive semi-definite. To be more specific, the expression (2) is often called the operator norm to distinguish it from other frequently used matrix norms (e.g., the Frobenius norm). The condition number [18, p. 336] of a symmetric matrix A is defined to be
In particular, if A is positive semi-definite, then we have
In the following, we let I n denote the n × n identity matrix and 1 n denote the n × n 148 matrix whose entries are all equal to 1. 
An algorithm
Given a prototype correlation matrix Σ = (Σ ij ) N i,j=1 , we might wish to add noise to Σ 151 in a computationally efficient way such that the resulting matrix S is also a correlation 152 matrix. Furthermore, we might also require effective bounds on the condition number 153 κ(S) of S to ensure that S is a suitable candidate for certain numerical procedures (e.g.,
154
matrix inversion). For example, in the statistical software R, the default tolerance for 155 detecting linear dependencies in the columns of a matrix is a condition number ≤ 10 15 .
156
The following simple procedure, which we shall apply in more specialized settings
3. M be a positive integer (the dimension of the noise space).
162
Select N unit vectors u 1 , u 2 , . . . , u N from R M and form the M × N matrix U =
163
(u 1 |u 2 | · · · |u n ) whose columns are the u i . The N × N matrix
is a correlation matrix whose entries satisfy |S ij − Σ ij | ≤ ε for 1 ≤ i, j ≤ N and whose
Before justifying the procedure above, let us make a few remarks concerning the 167 condition number of S. It might be the case that a certain numerical procedure (e.g.,
168
matrix inversion in R) cannot handle a matrix which is poorly conditioned (i.e., with a 169 large condition number). Therefore we might desire that κ(S) ≤ κ max for some fixed 170 κ max , which depends upon the particular requirements of the software being employed.
171
From (4), it is easy to see that any ε > 0 satisfying the additional constraint
yields an S such that κ(S) ≤ κ max .
173
Justification of Algorithm 1.
and note that E is symmetric and positive-semidefinite (i.e., λ N (E) ≥ 0). Moreover, 
By Geršgorin's theorem and Cauchy-Schwarz, it follows that every eigenvalue λ of E satisfies
176
We next define S by (3) and observe that S is of the form
In particular, S is our original matrix Σ with "noise" terms εu t i u j of magnitude at 
for j = 1, 2, . . . , N . Applying the lower inequality in (7) with j = N , A = Σ − εI N , and B = εE, we obtain
from which we conclude that S is positive definite. Next, we apply the upper inequality in (7) with j = 1 which yields
Putting this all together, we obtain the estimates
The inequality (4) follows since κ(S) = λ 1 (S)/λ N (S).
182
There are a few arguments that can be made in favor of adding noise in this manner.
183
First of all, the procedure described above is easy to implement numerically, and it can 184 be rapidly executed. Moreover, it offers a great deal of flexibility since the dimension
185
M of the ambient space that the vectors u 1 , u 2 , . . . , u N are drawn from and the manner 186 in which these vectors are selected is arbitrary and can be tailored to the particular 187 application at hand. Finally, our method is completely general in the sense that any positive-definite N × N matrix E having constant diagonal 1 can be factored as E =
189
U T U where U is some matrix whose columns are unit vectors (e.g., let U be the positive-
190
definite square root of E). In other words, regardless of the method one employs to 191 produce a positive-semidefinite matrix E = U T U for use in (3), the same E can in 192 principle be generated using our approach.
193
Let us now say a few words about the manner in which the vectors u i are selected.
194
If M is very small (e.g., 2 ≤ M ≤ 5), then many of the dot products u T i u j will be 
In effect, one is replacing the u i ∈ R M with the unit vectors (
207
These vectors tend to be highly correlated (but linearly independent) since the numbers has a significant amount of noise on the off-diagonal blocks. We argue that this is 224 more realistic than simply assuming that all of these entries are zero.
225
Algorithm 2. Let
226
• K denote a positive integer (the number of clusters) and k = 1, 2 . . . , K,
227
• n k be a positive integer (the size of the kth cluster),
228
• N = K k=1 n k (size of the desired matrix),
229
• ρ k such that 0 ≤ ρ k < 1 (baseline correlation in the kth cluster),
230
• ρ min = min{ρ 1 , ρ 2 , . . . , ρ K } (minimum correlation in any cluster),
231
• ρ max = max{ρ 1 , ρ 2 , . . . , ρ K } (maximum correlation in any cluster),
232
• δ such that 0 ≤ δ < ρ min (baseline noise between clusters),
(correlation matrix for kth cluster),
235
• Σ = (Σ ij ) N i,j=1 be the N × N matrix having the blocks Σ k along the diagonal and 236 0s elsewhere,
237
• ε such that 0 ≤ ε < 1 − ρ max (maximum entry-wise random noise),
238
• M be a positive integer (the dimension of the noise space).
239
Select
is a correlation matrix whose condition number satisfies
Justification of Algorithm 2. In order to introduce a significant amount of noise to the 243 off-diagonal blocks, we work instead with the modified correlation matrix
where 1 n denotes the n × n matrix whose entries are all 1. Since
and that the eigenspace corresponding to the largest eigenvalue of Σ k −δ1 n k is spanned 246 by the vector 1 n k = (1, 1, . . . , 1) ∈ R n k . In particular, the eigenspace corresponding to
belonging to this eigenspace is orthogonal to 1 n k (i.e., satisfies
If we augment v by placing N − n k zeros appropriately, we obtain a vector
which is an eigenvector of Σ corresponding to the eigenvalue 1 − ρ k since Av =
(1 − ρ k )v and 1 N v = 0. It follows that the lowest N − K eigenvalues of Σ are the numbers 1 − ρ k , each repeated n k − 1 times. In particular,
An upper bound on the eigenvalues of Σ follows from (7) and (13):
Plugging the matrix Σ into Algorithm 1 and using the preceding estimates for λ 1 (Σ )
250
and λ N (Σ ) into (4) we obtain the desired estimate (11) for κ(S). to |i − j|.
258
Let 0 ≤ ρ < 1 and consider the n × n Toeplitz matrix
whose ijth entry is ρ |i−j| . Using the spectral theory of self-adjoint Toeplitz operators, it is possible to show that T n is positive-definite and that its eigenvalues satisfy
for j = 1, 2, . . . , n (see Appendix A for details). We also remark that the preceding 262 bounds are quite sharp in the sense that
as the size n of the matrix tends to infinity. In light of the explicit bounds (15), a 264 straightforward application of Algorithm 1 yields the following procedure.
265
Algorithm 3. Let
266
267
• n k be a positive integer (the size of the ith cluster),
268
269
• ρ k be such that 0 ≤ ρ k < 1 (correlation factor in the kth cluster),
270
• ρ max = max{ρ 1 , ρ 2 , . . . , ρ K } (maximum correlation factor),
271
• Σ k be the n k × n k Toeplitz correlation matrix
273
• Σ = (Σ ij ) N i,j=1 be the N × N matrix having blocks Σ k along the diagonal,
274
• 0 < ε < 1 − ρ max 1 + ρ max (maximum entry-wise random noise),
275
276
277
is a correlation matrix whose entries satisfy |S ij −Σ ij | ≤ ε and whose condition number The hub correlation structure assumes a known correlation between a hub observation
290
(typically the first observation) and each of the other observations. Moreover, one 291 typically assumes that the correlation between the 1st and the ith observation decays 292 as i increases.
293
Let us describe a typical example that has been considered frequently in the literature. Suppose that the first row (and hence column) of a n × n correlation matrix A is to consist of the prescribed values
which decreases (linearly if γ = 1) from A 12 = ρ max to A 1n = ρ min for 2 ≤ i ≤ n.
294
For instance, this model is considered in Horvath et al. [26, 27, 43] . For the sake of 295 simplicity, we consider the linear case γ = 1 and adopt a more convenient notation.
296
Rather than specifying ρ max and ρ min , we specify only ρ max and work instead with the 297 step size τ = (ρ max − ρ min )/(n − 2).
298
There are a variety of ways to generate the remainder of such a correlation matrix.
299
Using any hub structure correlation matrix, we can find the smallest eigenvalue which • K denote a positive integer (the number of clusters) and k = 1, 2 . . . , K,
306
307
308
• ρ k (maximum correlation in the first row of kth cluster),
309
• δ k (step size in first row/column of kth cluster),
310
• α k,1 = 1 and α k,i = ρ k − τ k (i − 2) (correlations between hub and observations),
311
• Σ k be the n k × n k hub-Toeplitz correlation matrix
313
is the maximum noise level),
315
316
317
is a correlation matrix whose entries satisfy |S ij −Σ ij | ≤ ε and whose condition number satisfies the bound (4) where
Justification of Algorithm 4. By Geršgorin's Disk Theorem [18, Thm. 6.1.1], the largest eigenvalue
This immediately yields (22). On the other hand, it is possible to show that the smallest
To be brief, one regards the original n k × n k across different sample sizes. In particular, the majority of the entries in a given sample 341 correlation matrix generated from normal data are quite close to the template matrix.
342
Only a handful of observations deviate from the template substantially. Additionally,
343
the sample size needed in order to get a large amount of variability could be smaller than 344 the dimension of the correlation matrix (thus producing sample correlation matrices 345 that are not positive definite).
346
To demonstrate the restriction associated with simulating normal data as a way to 347 find sample correlation matrices, we generate multiple correlation matrices using both 356 Figure 1 shows the spread of entry-wise differences between the sample correlation 357 matrices and the template for the six simulation scenarios. We see that the Garcia-
358
Hardin (GH) scenarios are able to add larger noise terms than the normal simulation. To demonstrate the effectiveness of our method, we simulate data from three mod-364 els to show that noise added to a known structure can help to evaluate a clustering indicates perfect concordance; an adjusted Rand of zero indicates a random partition.
371
For each of the models we tested, we created the correlation matrix (including 
Constant Correlation
378
To assess simulating the constant correlation using the parameter settings below we use Algorithm 2. All simulations were done in the 3 cluster setting with sample sizes of (n 1 = 100, n 2 = 50, n 3 = 80).
Clustering Results
379
For each of the scenarios, we simulated 1000 correlation matrices. We then clustered 380 the data using PAM; the clustering results were assessed by determining the number Our results show that adding noise can create scenarios about which the algorithm 384 is unable to determine the true structure (CC2 and CC3) and scenarios where the noise
385
is not sufficient to decrease the performance of the algorithm (CC1 and CC4). CC1
386
and CC2 had reasonably low between cluster correlation but a high bound on the noise.
387
CC3 and CC4 had high between cluster correlation and a low bound on the noise. In 
Toeplitz Correlation
393
The rapid off-diagonal decrease of the correlation values in the Toeplitz structure makes 394 clustering difficult. Even with a base correlation of 0.9, observations 20 places away 395 will be correlated at only 0.9 20 = 0.12. Our experience is that the PAM algorithm is 396 only able to cluster Toeplitz structure data with quite small sample sizes or quite high 397 correlations. However, we do recognize some structure to the results. Each final cluster
398
has observations which are all correlated by at least 0.5. That is, the cluster sizes are 399 determined by the base ρ value and not the original sample size.
400
To assess simulating the Toeplitz correlation structure, we simulated three equal 401 sized clusters with a given baseline ρ; all noise vectors were chosen randomly from R 2 .
402
As before, for each scenario listed below, we simulate 1000 correlation matrices and 
hub-Toeplitz Correlation
424
To assess simulating the hub-Toeplitz correlation structure using the parameter settings 425 below we use Algorithm 4. All simulations were done in the three cluster setting with 426 sample sizes of (n 1 = 100, n 2 = 50, n 3 = 80). Recall that with the hub-Toeplitz 427 correlation, the correlation values descend according to some power (here linearly)
428 from a specified maximum to a specified minimum correlation.
430
For each of the scenarios, we simulated 1000 correlation matrices. We then clustered 431 the data using PAM; the clustering results were assessed by determining the number of 432 clusters the algorithm produced (truth was three clusters) as well as the concordance 433 between the clustering results and the truth (1 gives perfect concordance).
434
As with the constant correlation, using the hub-Toeplitz structure, we can add 435 noise that keeps clustering structure intact or that obscures enough of the structure to We have developed an algorithm for adding noise, in a highly controlled manner, to 445 a template correlation matrix in order to obtain a more realistic correlation matrix.
446
Moreover, we have demonstrated how our general procedure can be tailored to a number 447 of different correlation models (e.g., constant correlation, Toeplitz structure).
448
Our method allows for noisy correlation matrices which differ more from the initial 449 template than the estimated correlation matrix based on simulated normal data. Toeplitz matrix 
470
A short calculus exercise reveals that P ρ (θ) achieves its maximum value − , the graphs spike sharply at θ = 0 while tending rapidly to zero for θ away from 0. Intuitively, the functions P ρ (θ) approximate a point mass (i.e., Dirac δ-function) at θ = 0 as ρ → 1 − .
472 that the spectrum of T is precisely the closed interval [ 
