This article discusses the meta-analysis of raw mean differences. It presents a rationale for cumulating psychological effects in a raw metric and compares raw mean differences to standardized mean differences. Some limitations of standardization are noted, and statistical techniques for raw meta-analysis are described. These include a graphical device for decomposing effect sizes. Several illustrative data sets are analyzed.
With the rise of meta-analysis has come an appreciation for the size of psychological effects. Several metrics have been developed for quantifying effect sizes (Cohen, 1988) , along with methods for cumulating research results that can be expressed in those metrics. Existing techniques permit the meta-analysis of correlational data, multiple-choice data, and contingency table data (Rosenthal, 1994; Rosenthal, Rosnow, & Rubin, 2000) . Of special interest to experimental psychologists are the techniques discussed in the present article-techniques for the meta-analysis of means. Smith and Glass (1977) pioneered the metaanalysis of means in summarizing results from 375 studies of the impact of psychotherapy on mental health. Smith and Glass prefaced their meta-analysis with a statistical rescaling. They measured each effect of psychotherapy as the difference between the mean outcome of a group that received psychotherapy and the mean outcome of a group that did not receive psychotherapy divided by a within-group standard deviation. Inspired by Smith and Glass, Hedges (1981) developed statistical methods for the meta-analysis of standardized mean differences. These were extended by Becker (1988) , Raudenbush (1994) , Gillett (2003) , and others. Alongside several indices of proportion of variance (Olejnik & Algina, 2003) , the standardized mean difference is an important meta-analytic metric.
In this article, we consider an alternative effect size for means. Our goal is to facilitate the cumulation of psychological effects for which the best metric is not the standardized mean difference. Here we are advocating the meta-analysis of mean differences in their raw metric. We begin by considering the rationale for the usual effect size and the motivation for an alternative. We develop a graphical device for displaying research results, present statistical methods for the meta-analysis of raw mean differences, and apply these techniques to illustrative data sets.
Effect-Size Rationale
Many psychological variables are measured in different ways by different researchers. To cumulate knowledge about such variables, meta-analysts must somehow standardize research results. They have done so by adopting an effect-size measure that divides a result by an observed standard deviation.
Other variables are measured on standard scales. Safety experts have a standard way to measure driver reaction time: seconds. Health psychologists have a standard way to measure cholesterol: milligrams per deciliter (mg/dl). Although it would be possible to express psychological effects on reaction time and cholesterol in standard-deviation units, this rescaling might be unwise. Safety experts would reach a wider audience if they described effects on driver reaction time in seconds, rather than in standard deviations of seconds. Health psychologists would influence more physicians if they expressed effects on cholesterol level in mg/dl, rather than in standard deviations of mg/dl. As these examples suggest, some psychological research results may be expressed in measurement units that are better understood than the units that would result from a statistical rescaling. For such cases, a raw meta-analytic metric would be useful.
Research literatures that could be cumulated in raw units have often been summarized in standarddeviation units. Prior to conducting meta-analyses, psychologists have converted effects on birth weight from pounds to standard deviations (Sacker, Done, & Crow, 1996) , effects on height from inches to standard deviations (Pierce, 1988) ; and effects on sleep time from hours to standard deviations (Pallesen, Nordhus, & Kvale, 1998 ). Other such meta-analytic rescalings can easily be found.
When meta-analysts apply standard-deviation scaling to effects that would otherwise be noncomparable, the rescaling serves an important purpose. When meta-analysts apply standard-deviation scaling to effects that are already commensurable, the rescaling can have unwanted consequences, as we now explain.
The standardized mean difference has been called a scale-free metric, but in a sense, it is not scale-free. It scales a mean difference by a sample standard deviation. If the standard deviations in a research literature vary from study to study while the mean difference remains constant, meta-analytic standardization functions to destabilize the effects of interest. For this reason, analysts have long preferred to make crossstudy comparisons in a raw, rather than a standardized metric (Blalock, 1964; Pedhauzer, 1997) . Tukey (1969) for instance, regarded the standardization of effect sizes as "an enemy of generalization" (p. 89) and was "very sure" that a standardized effect size could not "remain the same over a wide range of situations" (Tukey, 1954, p. 39) .
Consider an example. A community psychologist finds two studies of the impact of job-skills training on the working poor. In each study, 50 poor workers were randomly assigned to receive job-skills training (Condition 1), and 50 were assigned to receive no training (Condition 2). Of interest in each study was the participant's hourly wage (in dollars) a year after the training.
Data from two hypothetical studies appear in Table  1 . In this hypothetical research literature, standard deviations differ from study to study. In Study 1, the standard deviation in workers' wages is $0.50 per hour; in Study 2, it is $2.00 per hour. Despite this difference, training raises mean hourly wage by the same amount in each study: $0.50. To us, this pattern is impressive. The large difference in standard deviations underscores the stability of the mean $0.50 training effect.
We can think of the research findings in Table 1 as raw mean differences or as standardized mean differences. Let us denote a raw mean difference by G and a standardized mean difference by g. Thus, G ‫ס‬ Y 1 − Y 2 and g ‫ס‬ (Y 1 − Y 2 )/s, where s is the square root of the usual pooled within-group estimate of population variance.
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The raw mean differences in Table 1 can be metaanalyzed with techniques described later in the article: A raw meta-analysis would reveal that the effect of training is to increase mean hourly wage by $0.50 and that this effect is identical in the two studies. The dollar metric of this meta-analysis would be useful for policy makers, as they weighed the costs of job training against wage benefits. The stability of the mean effect would give us confidence in its generality.
The mean differences in Table 1 could also, of 1 Although most meta-analysts divide the mean difference between two groups by a pooled within-group standard deviation, others divide by the standard deviation of one of the two groups (e.g., the control group). Division by a single group standard deviation may be preferable if the metaanalyst suspects that the two groups have different variances. 
Decomposition Plots
We have developed a method for plotting such research findings. Figure 1 plots the findings from our two hypothetical studies of job training. Figure 1A displays each training effect as a point in a twodimensional space. On the horizontal axis of this space are values of the standard deviation in a study; on the vertical axis are values of the difference between two means in that study. Thus the first training effect in Table 1 is plotted as the point (s ‫ס‬ $0.50, G ‫ס‬ $0.50), and the second is plotted as (s ‫ס‬ $2.00, G ‫ס‬ $0.50).
This decomposition plot breaks each research finding into two components: a raw mean difference (G) and a standard deviation (s). In the usual research literature, the raw mean difference between two groups varies from study to study, as does the standard deviation. Decomposition plots allow us to visu- alize the cross-study relationship between these two variables and to fit meta-analytic data, as we now explain.
Because raw mean differences appear on the vertical axis of a decomposition plot, all of the points directly to the right of a particular value on that axis designate the same difference between two means. In Figure 1 , any research finding in which there is a $0.50 mean wage difference between two groups is plotted along a horizontal line that extends rightward from the point (s ‫ס‬ 0, G ‫ס‬ $0.50). The research finding (s ‫ס‬ $0.50, G ‫ס‬ $0.50) lies on that line, as does the finding (s ‫ס‬ $2.00, G ‫ס‬ $0.50). Figure 1B is illustrative. There we fit a horizontal line to the results of our two hypothetical studies, and it provides a perfect fit to both mean differences. This pattern is unusual. In most research literatures, there is a large number of research findings, not just two, and data points are scattered higher and lower in the decomposition plot. Then no horizontal line fits every single point, and we can think of the best-fitting raw mean difference as the horizontal line that is closest to the data points.
Standardized mean differences can also be represented in decomposition plots. The representation of a standardized mean difference follows from its algebraic definition: g ‫ס‬ G/s. Multiplying both sides of this equation by the standard deviation, one obtains the expression G ‫ס‬ g × s, or G ‫ס‬ 0 + g (s). This final expression is an equation for the relationship between two cross-study variables: s and G. As students of regression will recognize, g represents the slope of a line relating the standard deviation in a study to the mean difference in that study. Thus, a standardized mean difference is not a point in a decomposition plot; it is a data line: the line G ‫ס‬ 0 + g (s). Figure 1C is illustrative. It depicts the first training effect of Table 1 by the data line labeled g 1 . Note that this line has a slope of 1 and that any point along the line would yield a standardized mean difference of 1.00. Our g of 1.00 happened to come from a study that found (s ‫ס‬ $0.50, G ‫ס‬ $0.50). However, we would have computed the same g if we had observed the research result (s ‫ס‬ $1.25, G ‫ס‬ $1.25) or the result (s ‫ס‬ $0.03, G ‫ס‬ $0.03). Any one of these findings (indeed any finding in which s ‫ס‬ G) would have produced a g equal to 1.00. Hence, we depict this standardized mean difference by a data line of slope 1 that begins at the point (0, 0). Figure 1C also plots the standardized mean difference observed in our second hypothetical study: g ‫ס‬ 0.25. We computed this standardized mean difference from a study that found (s ‫ס‬ $2.00, G ‫ס‬ $0.50), but any study result that lay along the data line labeled g 2 would have given us the same standardized mean difference.
Let us now generalize this graphical representation. In general, a standardized mean difference equal to a particular value (say, g*) can be represented in a decomposition plot by a data line that begins at the origin of the plot and has a slope equal to the value (equal, i.e., to g*). Any study that found a mean difference and standard deviation whose ratio was g* would lie along that line and produce the same standardized mean difference. We depict positive gs by data lines of positive slope and negative gs by lines of negative slope-lines that tilt toward the lower right of the plot.
Meta-analysts are concerned about study-to-study differences in standard deviations. In a decomposition plot, these differences produce a left-to-right scattering of data points. To adjust for the differences, metaanalysts divide mean differences by standard deviations. Graphically, we can represent this adjustment by moving each data point along its data line, until the point is positioned over the value s ‫ס‬ 1. Figure 1D is illustrative. There, we standardize data points by sliding along data lines. We slide the standardized mean difference g 1 , formerly (s ‫ס‬ $0.50, G ‫ס‬ $0.50), upward and to the right-to the point (s ‫ס‬ $1.00, G ‫ס‬ $1.00) marked by an open circle. We slide the standardized mean difference g 2 , formerly (s ‫ס‬ $2.00, G ‫ס‬ $0.50), downward and to the left-to the point (s ‫ס‬ $1.00, G ‫ס‬ $0.25). Having aligned the points over this standardizing value, we can read the value of each g from the vertical axis, because at s ‫ס‬ 1 the slope of the data line (G/s) is the raw mean difference (G/1).
We are now ready to fit the two standardized mean differences in Figure 1 . We seek a fitted line that begins at the origin and is as close to the standardized data points as possible, in a weighted least squares sense. Here the fitted line passes through the point (s ‫ס‬ 1.00, G ‫ס‬ 0.625) and has the equation G ‫ס‬ 0 + 0.625s. This gives a new interpretation to g (the weighted mean g): It is the slope of a best-fitting line anchored at the origin.
Decomposition plots may help meta-analysts select a cumulation metric. If all of the points in a decomposition plot lie near a line parallel to the horizontal axis, a raw mean difference fits the data nicely. If all of the points lie near a nonhorizontal line that begins at the origin of the plot, a standardized mean difference fits better. Other patterns of meta-analytic results are possible. The points in a decomposition plot might lie near a line of the form G ‫ס‬ a + b × s for nonzero a and b, or they might suggest a curvilinear relationship between raw mean differences and standard deviations. Although it is possible to model these latter patterns with weighted regression methods (Carroll & Ruppert, 1988) , we would advocate this strategy only if the resulting model parameters could be clearly interpreted. In any case, meta-analysts would be wise to recognize that their choice of an effect size implies a certain model for the cross-study relationship between standard deviations and raw mean differences and that the adequacy of this model influences the amount of heterogeneity they observe.
Because standard deviations are vulnerable to sampling error, they are sometimes erroneously low (Mosteller & Tukey, 1982) . Decomposition plots may help highlight this problem. Most problematic is a standard deviation that is orders of magnitude smaller than the corresponding mean difference. This (s, G) data point appears either very high or low along the left edge of a decomposition plot. Its standardized data line is nearly vertical and exerts a strong pull on the g line. Meta-Analysis of Raw Mean Differences For fitting two mean differences, graphical tools are sufficient. For larger data sets, raw meta-analysis requires statistical techniques that have not been accessible to the psychological research community. Let us now present some methods that statisticians have been using for decades to analyze raw mean differences.
Having observed the mean difference in a study (G), we may think of study participants as having been sampled from two populations. Let us symbolize the difference between the means of those two populations as ⌬ ‫ס‬ 1 − 2 . If our goal is to estimate ⌬ from a single study, the best estimator is G. Singlestudy inferential techniques for ⌬ appear in statistics texts and are not reviewed here.
To meta-analyze raw mean differences, we must make some assumptions. We assume that k independent studies have been conducted and that each study measured a mean difference on the same scale. If a given study were replicated a large number of times, many different Gs would be observed. We assume that these effect sizes would be normally distributed around a population mean difference (i.e., a ⌬). Let the raw effect size observed in the jth study be symbolized G j and the number of research participants in the two conditions of that study be symbolized n 1j and n 2j . Let us denote the mean of the effect-size distribution for study j by ⌬ j . This is the population mean difference for study j-the mean that would be observed if study j were repeated a large number of times. We assume (for the moment) that the population mean differences in all k studies are the same (i.e., ⌬ 1 ‫ס‬ ⌬ 2 ‫ס‬ . . . ‫ס‬ ⌬ k ) and denote this common value ⌬*.
Fixed-Effects Meta-Analysis
In standardized effect-size analysis, psychologists weight each effect size by the inverse of its variance. Inverse-variance weighting is possible because the variance of a standardized mean difference can be treated as known. Raw effect-size analysis is more complicated because the variances of raw sample mean differences are unknown. Hence, each raw mean difference is weighted by the inverse of an estimate of its variance. In particular, we advise metaanalysts to weight the jth sample mean difference by
where s 2 j is an unbiased estimate of the population variance in study j. From textbook presentations of the two-sample t test, psychologists will recognize that the denominator of Equation 1 estimates the variance of a mean difference (cf. Graybill & Deal, 1959) .
For estimation of ⌬*, the meta-analyst should compute the weighted mean
Having estimated the population raw mean difference, the meta-analyst would want information about the stability of the estimate over different samples. To gauge the variance of ⌬ , the meta-analyst can compute 2
where df L is the number of degrees of freedom in s 2 L . If the variance of each mean difference were known, the term inside the brackets of this equation would not be necessary, and the variance of the weighted mean effect size would be the reciprocal of the sum of the weights. Here, though, where we estimated the variance of each effect size, uncertainty in our estimates requires an upward adjustment to the variance of the weighted mean, which is effected with the second term inside the brackets of Equation 3. See Cochran and Carroll (1953) , as well as Meier (1953) .
To test H 0 :⌬* ‫ס‬ 0 and set confidence intervals about ⌬*, one can form the ratio of ⌬ to the square root of Equation 3 and refer the resulting statistic to the t distribution with degrees of freedom
Confidence intervals can be constructed in a similar fashion. For alternative inferential techniques, see Yu, Sun, and Sinha (1999) . Often, meta-analysts wonder whether differences in the effect sizes in a research literature could reflect sampling variability alone. When the meta-analytic metric is the raw mean difference, this hypothesis can be expressed as H 0 :⌬ 1 ‫ס‬ ⌬ 2 ‫ס‬ . . . ‫ס‬ ⌬ k ‫ס‬ ⌬* and assessed with the following statistic
where
df j = the degrees of freedom in s 2 j , and ⌬ was defined above.
Readers may recognize the numerator of Equation 4. If the variances of the G j were known, this weighted sum of squares would be symbolized as Q and could be referred to the chi-square distribution as a test for homogeneity of effect sizes. Here, though, where variances are unknown, the appropriate test statistic is the F w ratio developed by Welch (1951) . Under the hypothesis of homogeneous population effect sizes, F w follows the F distribution, with degrees of freedom equal to k − 1 and (k 2 − 1)/(3u). High values of the test statistic suggest that the effect sizes are heterogeneous. For alternative significance tests, see Alexander and Govern (1994) .
The meta-analyst may suspect a priori that mean differences will be larger in one set of studies than a second set. To test this suspicion, the analyst must begin by framing a null hypothesis that involves population mean differences-in particular, a hypothesis of the form H 0 :
. . , and b k are contrast coefficients that sum to 0. To test this hypothesis, the meta-analyst can refer the statistic
to a t distribution with degrees of freedom
For a justification, see Welch (1947) . We illustrate this equation in an example below.
The methods that we have discussed in Equations 1-5 can be used to meta-analyze a research literature of any size. The validity of the methods does not depend on the number of studies in the literature but on the size of each study. Validity improves with study size and should be adequate if each variance estimate has at least eight degrees of freedom (Halvorsen, 1984; Rao & Subrahmanian, 1971 ). For cumulating very small studies, Cochran (1982) recommends alternative techniques.
Random-Effects Meta-Analysis
Many meta-analysts restrict their inferences to the studies they observe in a research literature. In the SPECIAL SECTION: RAW MEAN DIFFERENCES previous section, we presented some fixed-effect methods for making those inferences. If the population effect sizes are the same in all studies in the literature, these methods are the most powerful (Hedges & Vevea, 1998) . Other meta-analysts regard the studies in their review as a random sample from a universe of studies. Equations 1-5 should not be used for making inferences to this putative universe. Such inferences require random-effects methods like the ones we now describe.
In a random-effects model, the mean difference that a researcher would obtain from a population of research participants is regarded as a random variable. It is modeled as having been obtained from a universe of population differences, and the variability of population differences in the universe is of meta-analytic interest. Let us symbolize the variance of mean differences in a universe of studies by 2 . This so-called between-studies variance component can be estimated without bias from the following formula:
which we derive in the Appendix to this article. The accuracy of this estimate depends on the number of studies (k).
Assuming that the studies under review are a random sample from a universe of studies, ⌬ is interpreted as the mean of the distribution of true effects. This mean can be estimated by a weighted average of the mean differences with representative weight
Plugging these weights into an expression analogous to Equation 2 above, meta-analysts will obtain a random-effects estimate of the raw mean difference, which we denote ⌬ . The variability of ⌬ can be estimated with
For random-effects inferences about ⌬, the ratio of ⌬ to the square root of Equation 8 can be referred to as a t distribution with k − 1 degrees of freedom (Hartung & Knapp, 2001 ). Random-effects confidence intervals can be formed in a similar way, as we illustrate below. For fitting regression equations to betweenstudy variation in raw mean differences, see the approach advocated by Bryk and Raudenbush (1992) . Having modeled the difference between two population means, a meta-analyst may also wish to model within-study variances or grand study means. For the meta-analysis of grand means, the present equations can be adapted. For variances, other techniques are appropriate (Raudenbush & Bryk, 1987) . Withinstudy variances and grand means may be useful as benchmarks for interpreting a difference between means. With a suitable revision to the weights in Equation 1, the current methods can also be adapted to model raw mean differences from repeated measures designs.
Existing Methods
Having proposed methods for the meta-analysis of raw mean differences, let us review some alternative methods: (a) a back-transformation technique, (b) a known-variance technique, and (c) homogeneousvariance techniques.
Back-transformation. Lipsey and Wilson (2000) described a procedure for meta-analyzing commensurable mean differences. The procedure involves three steps: (a) converting the mean differences in a research literature to standard-deviation units, (b) cumulating the effects as gs, and (c) back-transforming standardized meta-analytic results to the original scale. Back-transformation can be effected by multiplying the weighted mean g by the square root of a weighted variance estimate (Lipsey & Wilson, 2000, p. 149) .
In Table 1 we presented results from two hypothetical studies. Let us apply the back-transformation method to those data. With standardized metaanalytic methods, we compute a weighted mean g of 0.625 and estimate that the variance in income is 2.125 (i.e., the mean of $0.50 2 and $2.00 2 ). Using Lipsey and Wilson's (2000) back-transformation formula, we infer that job training increases mean hourly wage by $0.91 (or 0.625 × √2.125). Backtransformation performs poorly in this case. The effect of training is to increase mean hourly wage by 50¢ (not 91¢), as a glance back at Table 1 shows. In any case, the meta-analyst who cumulated this research in standard-deviation units would be left with the impression that the effect of job-skills training differs from study to study when (in fact) job training has a constant half-dollar mean effect. Backtransformation of standardized meta-analytic results is not comparable to raw meta-analysis.
Known-variance techniques. In principle, psychologists could analyze raw mean differences with the same equations they use for standardized mean difference analysis (Shadish & Haddock, 1994) . We cannot endorse this practice. Meta-analytic methods for standardized mean differences assume that effectsize variances are known. Because raw mean differences have unknown variance, inferences to those differences drawn from the usual techniques would be overly liberal in failing to incorporate uncertainty associated with variance estimation. Our methods incorporate that uncertainty and can yield different results than known-variance methods, as we show in an example below.
Homogeneous-variance techniques. It might be tempting to preface a research synthesis with an assumption: Every data point in every study in a research literature has the same variance. Given this assumption, raw mean differences can be analyzed with familiar methods. Each G j can be weighted by the value (n 1j n 2j )/(n 1j + n 2j ), and hypotheses can be tested against a pooled within-study variance estimate. For details, see Raudenbush (1994) and the National Research Council (1992).
We discourage meta-analysts from assuming crossstudy homogeneity of variance. Cross-study differences in treatment implementation may render the assumption false, and robust tests of the assumption would require an access to primary data that metaanalysts lack (Conover, Johnson, & Johnson, 1981) . In the many psychological research literatures where studies differ radically in size, cross-study heterogeneity of variance can compromise inferences that assume homogeneity of variance. Our methods require no such assumption.
Examples
Having discussed the rationale for raw metaanalysis and presented relevant techniques, we are now in a position to consider some examples. Here we reanalyze two published meta-analytic data sets to illustrate use of our equations.
Weight Loss
Does hypnosis enhance weight loss? If so, how large is the effect? Table 2 (using data from Kirsch, 1996) displays weight loss data from five randomized experiments. The participants in each experiment were being treated for obesity. Some received a cognitive-behavioral therapy (CBT); others received CBT in conjunction with hypnosis. The table displays an identification number for each experiment, the mean weight loss in each group (in pounds), sample sizes, and a pooled within-group standard deviation. Figure 2 offers a decomposition plot for these five effects. The data show low study-to-study variation in standard deviations and much higher study-to-study variation in mean differences. In such cases, the raw mean difference in a study would be strongly correlated with the standardized mean difference in that study, and standardization would do little to alter any cross-study effect-size comparisons.
Geometrically, the best-fitting line to the points in Figure 2 would not be parallel to the horizontal axis, nor would it begin at the origin. Thus, there would be large deviations from the mean effect size whether we fit a raw or a standardized mean difference. To Note. s ‫ס‬ the square root of the usual pooled within-group estimate of population variance; G ‫ס‬ the raw mean difference; W ‫ס‬ the weight of mean differences. Values were calculated from data in Table  1 of Kirsch (1996) .
complement an earlier analysis of standardized mean differences (Kirsch, 1996) , we conducted a raw metaanalysis of these data. Our effect size is the mean difference (in pounds) between the weight loss produced by hypnosis plus CBT versus CBT alone. This raw mean difference appears as G to the right of Table 2 . Note there, for example, that in the first study people who received hypnosis plus CBT lost 7.83 lbs. more (on average) than those who received CBT alone. Also appearing in the table are weights to be used for a fixed-effects raw meta-analysis. Each weight is obtained from Different cognitive-behavioral therapies were used in the studies listed in Table 2 . Self-monitoring therapy was provided in the first two studies listed in the table, and an imagery-based therapy was provided in the other three studies. Weight-loss researchers have wondered whether hypnosis confers differential benefit when added to different types of therapy (Kirsch, 1996) . To address this question, we conducted a cross-study comparison, weighting the effect sizes in the first two lines of Table 2 by b ‫ס‬ 3 and those in the last three lines by b ‫ס‬ −2. Inserting these contrast coefficients into Equation 5, we find that the comparison is statistically significant, t(98) ‫ס‬ 51.50/√201.56 ‫ס‬ 3.63, p < .001. When added to self-monitoring therapy, hypnosis increases weight loss by ⌬ ‫ס‬ 8.85 lbs; when added to imagery-based therapy, it may decrease weight loss (⌬ ‫ס‬ −0.72 lbs.).
Having inferred that the effects of hypnosis are heterogeneous, the meta-analyst may wish to make inferences to a universe of population mean differences. Any random-effects analysis of these data must be approached with caution because the number of studies is so small. Hence we report the following computations for illustrative purposes only. With Equation 6, we can estimate the true between-study variance in population mean differences. We begin by computing G ‫ס‬ 3.47. We estimate the variance of the G j about this mean (25.45) and find that the mean of the five values of 1/Ŵ j equals 7.58. We then compute 2 ‫ס‬ 25.45 − 7.58 ‫ס‬ 17.87. According to these computations, study-to-study variation in population mean differences accounts for 70.22% of the observed variance in those differences (17.87 being 70.22% of 25.45) , and the remainder of the between-study variation reflects research participant sampling error. We can then use Equation 7 to compute the random effects weights to the right of 
Length of Hospitalization
In The Handbook of Research Synthesis, Shadish and Haddock (1994) presented data from eight studies Figure 2 . Effects of hypnosis on pounds of weight loss. Standard deviations are plotted on the horizontal axis, mean differences on the vertical axis. G ‫ס‬ the raw mean difference; s ‫ס‬ the square root of the usual pooled within-group estimate of population variance.
BOND, WIITALA, AND RICHARD of the impact of psychotherapy on length of hospital stay. Each study compared the mean number of days of hospitalization of two groups of patients: a group that received psychotherapy and a group that did not. Shadish and Haddock meta-analyzed the eight raw mean differences by substituting variance estimates for mean differences into the usual formulas for gs. Because of small study sizes, the analysts were forced to estimate several variances from fewer than 20 research participants.
We have reservations about this meta-analysis. The analysis does not accommodate uncertainty associated with variance estimation, and given small study sizes, variance estimates can be highly uncertain. Here we reanalyze these data. Our analysis does not assume that population variances are known and illustrates the impact of that assumption on Shadish and Haddock's results. Figure 3 offers a decomposition plot of the eight effects of psychotherapy on length of hospitalization in Shadish and Haddock's Table 18.4 (1994, p. 273) . Here a negative mean difference implies that psychotherapy reduces days of hospitalization. The plot suggests that there is strong cross-study variability in standard deviations and weaker cross-study variability in mean differences. Like Shadish and Haddock (1994) , we choose to analyze these data in days.
To cumulate the raw mean differences in Figure 3 , we begin by computing an estimate of ⌬, using the weights in Equation 1. We find that ⌬ ‫ס‬ −0.54, the same value Shadish and Haddock (1994) In summary, our interval estimate of the psychotherapy effect is nearly 20% wider than Shadish and Haddock's (1994) because it incorporates the uncertainty associated with estimating variances. The uncertainty is nontrivial because these studies are small.
The Two Meta-Analytic Metrics
Here we have considered two metrics for the metaanalysis of means: a standard-deviation metric and a raw metric. Let us conclude with some comments about the role of each metric in psychological research synthesis.
Many psychological effects should be cumulated in the standard-deviation metric. This metric should be used whenever the effect of interest has been measured on a diverse array of idiosyncratic scales. The standardized effect-size metric is not only broadly applicable, it is well known. It provides useful information for power computations and allows effect sizes to be compared across research literatures.
Despite its virtues, the standard-deviation metric can create interpretational ambiguities that metaanalysts should try to minimize. Meta-analysts should be wary when primary researchers report very low standard deviations or standard deviations that are based on small samples. We advise meta-analysts to construct decomposition plots and to explore alternative methods of standardization (Carroll & Ruppert, 1988) . Meta-analysts should avoid any rescaling that would obscure interpretable patterns in the data.
Certain psychological effects would be amenable to cumulation in a raw metric. A raw metric can, of course, be used to cumulate effects that are always Figure 3 . Effects of psychotherapy on days of hospitalization. Standard deviations are plotted on the horizontal axis, mean differences on the vertical axis. G ‫ס‬ the raw mean difference; s ‫ס‬ the square root of the usual pooled withingroup estimate of population variance. SPECIAL SECTION: RAW MEAN DIFFERENCES measured on the same scale (e.g., priming effects, in milliseconds). A raw metric can also be developed for effects that are measured on several scales-if the scales are reexpressions of one another. In studies of lie detection, for example, detection accuracy is sometimes measured as percentage correct and sometimes measured as proportion correct. Because the percentage is equal to the proportion multiplied by 100, effects on lie detection accuracy could be cumulated in either of those metrics. No study-specific rescaling is needed.
Any psychological effect that can be expressed in a raw metric can also be expressed in a standarddeviation metric. When a choice between metaanalytic metrics is needed, we would usually favor the raw metric. Perhaps a standard-deviation metric may be psychologically informative if research participants are sensitive to variability in the phenomenon of interest. Perhaps the standard-deviation metric may be justified if a decomposition plot indicates that it would provide a superior fit. Even then, the interpretability of the two metrics should be compared. If the measurement units in a research literature have psychological meaning, a raw meta-analysis is attractive. If the measurement units in a literature are completely arbitrary, standard-deviation units may appear more palatable. We doubt, however, that standardization can confer meaning on meaningless scales and fear that the deficiencies of some measurement scales may be "swept under the rug" by standardization (Tukey, 1969, p. 89) . We hope that raw meta-analysis will spur psychologists to focus on the quality of their measures.
Typically, a psychological effect is studied with several scales. Some of the scales are widely used and others are not. To cumulate such effects, a mixture of standardized and raw meta-analytic methods may be best. A standardized effect-size analysis may be needed for the literature as a whole. The meta-analyst could then identify each widely used scale and conduct raw within-scale cumulations. Raw subanalyses may help clarify the literature-wide standardized results. Subanalyses might reveal, for example, that a cross-study difference in gs reflects a difference in standard deviations, not in means.
The American Psychological Association's Task Force on Statistical Inference (Wilkinson & the Task Force on Statistical Inference, 1999) made a number of recommendations to researchers. The Task Force asked researchers to report effect sizes and noted advantages of unstandardized effect sizes, like the mean difference. The mean difference can be a useful effect size for meta-analysts too. It is easily interpreted and can avoid complications that are introduced by standard-deviation scaling. We hope that readers are prompted to reflect on traditional meta-analytic practices and find use for the methods outlined here.
