Numerical simulation of industrial crystal growth is di¯cult due to its multidisciplinary nature and the complex geometry of the real-life growth equipment. An attempt is made to itemize physical phenomena dominant in the di¬erent methods for growth of bulk crystals from the melt and the vapor phase as well as to review corresponding numerical approaches. Academic research and industrial applications are compared. Development of a computational engine and a graphic user interface of the industry-oriented codes is discussed. A simulator for the entire growth process of bulk crystals by sublimation method is described.
Introduction
The aims of numerical simulation are to explain and to predict. Computational Fluid Dynamics (CFD) is certainly one of the most advanced computational technologies evolved from academic research into widespread industrial application. However, it is recognized that a non-expert is rarely able to apply CFD successfully to industrial problems [24] . CFD is considered as a relatively new and uncertain discipline, and a knowledge-based activity. To remedy the situation, EU has launched a huge project QNET-CFD [24] , involving over 40 organizations from 11 states, with the aim not to perform actual research, but to assemble and arrange existing knowledge encapsulating use of CFD in di®erent industrial sectors (external aerodynamics, combustion, chemical and civil engineering, environment, turbo-machinery°ows) and to establish the best practice guidelines. Being based on CFD, numerical simulation of crystal growth inherits all its concerns and adds a number of other problems such as unknown phase boundary, facetting of crystal surface, anisotropic crystal properties, radiative heat transfer in the presence of both di®use and specular re°ecting surfaces and semi-transparent bodies, thermal stress, formation and evolution of point and extended defects during the growth as well as during the post-process cooling.
Numerical simulation is not a substitute for experiment, but provides a complement to it. Numerical models can provide detailed information on the°ow, temperature and concentration¯elds, strain in the crystals etc. which can be measured experimentally only partly or not at all. On the other hand, numerical models depend on experimental data (materials properties, boundary conditions and so on). Moreover, numerical predictions are unreliable unless models are validated using experimental data in the widest possible range of macroscopic parameters.
"Modelling" and "Simulation" are frequently used synonymously. In CFD community, however, the former usually refers to the development or modi¯cation of a model while the latter is reserved for the application of the model [23] . A model should relate the process speci¯cation (equipment geometry, materials properties and transport coefcients, technological parameters such as the heating power and heater position, crystal and crucible rotation rates, external electromagnetic¯elds, orientation of the growth facility etc.) to its outputs: crystals yield, quality, and production costs (see Table 1 ). The straightforward use of the model is referred to as a direct problem.
( (Optimization) Production costs From a practical point of view the inverse formulation is more useful: how one should change the equipment design or the process parameters to improve the crystal quality or to reduce production costs, for example. The simplest way is a "trial-and-error" approach: to use one's intuition to introduce changes in the process speci¯cation, perform simulation and evaluate results. A more systematic way is to state an inverse problem by indicating 1) which geometry characteristics or operating conditions (control parameters) could be varied and 2) what criteria should be used to measure the success of optimization. The di±culty of the solution of inverse problems is their ill-posed nature [56] .
In the present paper an attempt is made to review the problems of numerical simulation of industrial crystal growth and approaches to their solution.
Mathematical Models
A simulation of the crystal growth requires solving a number of sub-problems. The key one is the computation of the melt and/or gas°ow coupled to the global heat transfer in the growth facility.
Melt Flow
The great variety of the melt°ow patterns observed in the crystal growth systems results from the highly di®erent scales of crystals and dimensions of the growth equipment, variation of the melt properties (for example, the Prandtl number of silicon is three orders of magnitude smaller that that of some oxides) and numerous driving forces [26] .
The horizontal Bridgman (directional solidi¯cation) method is probably the simplest one to simulate. The°ow is driven by natural thermal and concentration (double diffusive) convection. The melt°ow is more complex in the case of the vertical Bridgman growth with centrifugation [63] , being determined by the interaction of buoyancy with the Coriolis force. Rotational Bridgman method [43] adds forced convection and the free melt/gas interface (and thus the Marangoni e®ect). The forced°ow in Czochraski (Cz) growth is caused by the crucible and the crystal rotation. An important phenomena to account for is a dynamic gas/melt interaction (the shear stress due to the gas°ow can greatly exceed the Marangoni stress [27] ). In Liquid Encapsulated Czochraski (LEC) method a presence of a third°uid -encapsulant -does not essentially increase the di±-culty of the°ow computations (the encapsulant°ow is usually laminar), but could greatly complicate the mass transfer problem due to the numerous physical-chemical processes occurring in the three media and at the interfaces with poorly known rate constants and transport coe±cients. In all the methods mentioned so far the melt/gas interface can be considered°at while in the°oating zone (FZ) method it is usually highly curved [40] .
One can judge whether the melt°ow in the growth system should be laminar or turbulent by the Grashof and (rotational) Reynolds numbers. A winner is surely silicon Cz growth due to the large size of the crystal and the crucible and the low melt viscosity. The turbulent melt°ow in the crucible is non-steady and essentially three-dimensional [60] . An approach based on the Reynolds-averaged Navier-Stokes equations (RANS) could not predict with a su±cient accuracy required for engineering purposes such growth characteristics as the melt/crystal phase boundary shape or the oxygen concentration in the crystal that are critical for the crystal quality [28] , [34] .
On the other hand, Direct Numerical Simulation (DNS) of the melt°ow (except highly viscous melts such as oxides) in the large-scale industrial equipment is hardly possible in the near future. For example, for Czochralski growth of 300 mm Si crystals the typical Reynolds numbers based on the crystal and crucible rotation rates are about Re crys º 10 5 and Re cru º 3 ¢ 10 5 , respectively. These values correspond to the Taylor-scale Reynolds numbers Re¸about 400 -600 [48] . The highest value of Re¸= 1200 reported so far has been achieved for homogeneous turbulence in a periodic box using a spectral method with 4096 3 (º 69 ¢ 10 9 ) grid points; for the indicated Re¸interval the size of the grid for this simple problem should be about 1024 3 (º 1 ¢ 10 9 ) -2048 3 (º 8:6 ¢ 10 9 ) [30, 64] . Simulation of the oxygen transport in Cz silicon growth will require the use of even¯ner computational grids due to the high value of the Schmidt number [14, 17] . Evidently, one should consider the results of the so called "coarse DNS" or "quasi-DNS" computations with caution. These approaches do not provide the necessary spatial resolution, but, as their advocates claim, reproduce the°ow structures observed experimentally. Indeed, coherent structures in the developed turbulent°ow is known to depend weakly on the Reynolds number. However, in the crystal growth problems one is interested¯rst of all in the°ow behavior near the crystal, the crucible and the free surface. This situation resembles numerous attempts made about twenty yeas ago to simulate separated viscous°o ws using Euler equations: such computations could reproduce the overall°ow structure if a separation point/line is de¯ned by the geometrical singularity, but could not give the skin friction and heat°uxes.
Thus, at present, the most adequate methods for the modelling of the turbulent°ow in industrial growth systems are Large Eddy Simulation (LES) and a hybrid method mixing the best features of LES and RANS approaches [18, 29] .
Gas Flow
Gas°ow in crystal growth governed by the low-Mach number Navier{Stokes equations [35] is laminar in most cases, except in the high pressure LEC of A 3 B 5 crystals. In case of non-dilute mixtures, a CFD problem is coupled to the mass transfer one [15] . Generally both homogeneous and heterogeneous chemical reactions should be taken into account, the latter resulting in the highly nonlinear boundary conditions.
Radiative Heat Transfer
Due to the high temperatures radiation is, as a rule, an important heat transfer mechanism and frequently a dominant one. It can be even used as a heating method as in FZ growth with a double-ellipsoid mirror furnace [33] . The complexity of an adequate radiative transfer model varies greatly. If only opaque solid bodies with di®use surfaces are present in the growth system, computation of grey radiation using con¯guration (view) factors (a so-called "surface-to-surface" model) [12] is su±cient. Simulation of the growth of semi-transparent crystals is more di±cult. One has to account for the spectrally dependent absorption in the crystal, the specular re°ection from the surfaces and di®erent values of the refraction index. Peculiarities of the radiation propagation can signi¯canly change the shape of the melt/crystal interface in semi-transparent oxides [65] . Thus ad-vanced models, such as characteristics method [50] or extension of Ray Tracing method [37] to multi-band radiative heat transfer [31] , are needed.
Phase Boundaries
The simulation of crystal growth from the melt includes a self-consistent determination of at least one unknown boundary. In Cz methods the interface melt/gas (melt/encapsulant, encapsulant/gas in LEC) can usually be assumed°at except for a small meniscus region. To¯nd this phase boundary in FZ method one has to solve a coupled thermalelectromagnetic-hydrodynamic problem [40] .
The boundary melt/crystal is common for all growth methods. One can either track it explicitly or use one of the 'uniform' methods such as the enthalpy model [35] , the level set approach [56] , the phase-¯eld model [5, 66] . In the latter, for example, solid phase is considered as a°uid with a very large viscosity [1] . This approach could be optimal for the growth of crystals with complex boundaries, such as dendritic solidi¯cation [4] . In simulation of the industrial growth of single crystal, the treatment of the melt/crystal boundary as a sharp phase interface is preferred. For solidi¯cation of a "pure" substance (i.e. when mass di®usion e®ects can be neglected), the process is driven by the temperature gradient alone and is described by a classical Stefan problem. In the quasi-stationary formulation the interface should be¯tted in such a way that the growth rate projection on the crystal pulling direction is constant.
The interface description is more di±cult when alloy segregation or facetting of the crystal surface occur. Alloy segregation is a critical issue in the growth of bulk ternary III-V crystals [2] . These materials could provide lattice-matched substrates for epitaxial growth that eliminate the need for a graded bu®er layer and thus reduce the production costs and increase the life-time of semiconductor devices due to the lower density of the mis¯t dislocations. The di±culty of growth of such ternary compounds as GaInAs and GaInSb stems from the large solidus-liquidus separation of the phase diagram and thus a small value of the In segregation coe±cient. The rejected solute accumulates at the interface and is transported by di®usion and convection, the latter having a major e®ect on the quality and the composition uniformity of the grown crystals [2, 13] . Various defects such as striations or cellular structure in ternary In-containing crystals leading to poly-crystallinity when the solute concentration exceeds a critical value [47] are often observed. A predictive description of the phase boundary should account for a number of local coupled phenomena (heat and mass transfer, melt°ow, interfacial kinetics, constitutional undercooling, morphological instability of the crystal/melt interface).
In the case of facetting of the crystal surface, the melt/crystal boundary does not follow the melting point isotherm, but coincides with a crystallographic plane. An interface undercooling could be large (for example, up to 20 K in bismuth germanate growth [22] ). It is usually claimed that the facetting is harmful for crystal quality [41] and thus should be avoided by keeping thermal gradient above a critical value. However, recently large nearly perfect crystals of bismuth germanate have been grown with the fully facetted solidi¯cation front [6] . A numerical treatment of the partially facetted interface has been discussed recently in [59] .
Electromagnetics
The degree of coupling of the electromagnetic problem to other phenomena varies greatly. Magnetic¯eld used to damp the turbulence°uctuations in Cz method or to provide a controlled action on the melt°ow should be computed self-consistently with the°ow or considered given, depending on the value of the magnetic Reynolds number. Radio frequency (RF) heating is only weakly coupled to the thermal problem via temperaturedependent material properties in the sublimation crystal growth. On the other hand, in FZ method it is coupled to the°ow that determine the free surface shape and even to the dopant segregation at the growth interface via local electric resistivity [40] .
Assessment of Crystal Quality
CFD-like simulations themselves could only provide the growth rate and the composition distributions. The ultimate aim being the crystal quality, one has also to analyze the thermal stress, formation of point defects and dislocations in the crystal and their evolution during the growth and the post-growth processing.
When the crystal deformation is purely elastic, the stress can be computed for any growth stage independently. The thermo-elasticity problem is a three-dimensional one even for an axisymmetric crystal, except the case of a special orientation of the principal crystal axes [39, 68] . Stress caused by the temperature gradients (as well as by the compositional inhomogeneity in ternary compounds induced by segregation) could result in the formation of cracks in brittle crystals. Compositional strain in ternary crystals containing Ga and In could greatly exceed a thermo-elastic one since the tetrahedral radii of the two substituting atoms Ga and In di®er by 12 per cent [13] . When the stress level exceeds a critical value, a plastic creep occurs in the ductile crystals. Models of the dislocation evolution usually exploit the plastic strain rate dependence on the deviatory stress and dislocations parameters ( the density, the velocity, the Burgers vector, etc.) [58] and an equation for the evolution of the dislocation density [36, 41, 55] .
Dislocations are universal in the sense of being present in practically all kinds of crystals. Other defects are speci¯c for some crystals only: for example, the formation of twins and low angle boundaries is really important in binary A 3 B 5 compounds such as GaAs and InP while polytype inclusions are observed in SiC, incorporation of bubbles is deleterious to the growth of oxides, halides and other optical crystals. The incorporation of the intrinsic point defects into a growing crystal and their evolution, including the formation of voids and oxygen precipitates, are of paramount importance for the silicon crystals. These processes essentially depend on the melt/crystal interface shape, the ratio of the growth rate to the axial temperature gradient and the presence of impurities, i.e. on the peculiarities of the heat and mass transfer. Simulation of defects in Si crystals has been reviewed recently in ref. [61] .
The degree of coupling of the crystal quality assessment procedure to the simulation of the growth process itself varies greatly ( Table 2) .
Degree of coupling Examples
Growth-time assessment Composition uniformity Bubbles Post-processing Thermal and compositional stress (Uncoupled) evolution Dislocations
Voids and oxygen precipitates
Fully coupled Impurity segregation in FZ method with inductive heating Table 2 Coupling of the quality assessment to the process simulation.
Concluding remarks
Mathematical models, as well as numerical methods, used for simulation of crystal growth are essentially the same as in other Computational Continuum Mechanics (CCM) applications (°uid dynamics, electromagnetics, elasticity). The main di®erence between simulation of the thin¯lm growth and the bulk crystal growth is that in the former case the computational domain can be considered¯xed due to the small thickness of the epitaxial layer. Numerical study of the bulk crystal growth requires the use of either moving grids or a regeneration of the grid. The latter approach is attractive when one can exploit a quasi-stationary approximation of the growth processes (the characteristic time of the crystal shape changes is large compared to the hydrodynamic/thermal time). Evidently, one has to search for a compromise between the model completeness and tractability. Re-phrasing the well-known quotation, the development of a model is¯nished not when there are no more relevant phenomena to incorporate, but when one can not exclude an e®ect without compromising the model.
Software

Requirements
The focus of numerical simulation of crystal growth is moving now from universities and academia to industry. There are several reasons for that: a great number of available commercial and public-domain generic CFD codes [9] ; inexpensive high power hardware; industry's reluctance to reveal the proprietary information to the outside consulting partners; in-house operation permits use of simulation routinely in everyday work. Still, "it is certainly not the case that commercial products can be used in general engineering de-sign without support from°uid mechanics specialists" [24] , to say nothing of numerous "non-CFD" complications. Thus industry needs customized multidisciplinary simulators that hide intricacies of the numerical issues from the user and allow the engineer to concentrate on the problem to be solved. There are two approaches to the development of such growth simulators. One can either "wrap" general purpose code(s) or design a "dedicated" simulator. It is interesting to note that, as far as the authors know, only codes for epitaxial growth can be found in the¯rst group (PHOENICS-CVD [11] , CVD-Module [52] ) while all the bulk growth simulators (FEMAG [19] [45] ) are developed from a scratch.
The necessary stages of the code development are veri¯cation (an assessment of the correctness of the model implementation) and validation (an assessment of the adequacy of the model to the real world) [49] . Sometimes it is stated that the nature of the code (research, pilot, production) is determined by its maturity with respect to the validation level [21] . This seems to be oversimpli¯cation. Somewhat exaggerated di®erences in requirements for software used in academia and industry are given in Table 3 . Table 3 Comparison of numerical simulation in academia and industry.
If one needs a single criteria (ideally, quanti¯able) to estimate the practical usefulness of simulation, the best choice is probably the reliability of a computer prediction [42] . It should be stressed, however, that this parameter characterizes not the code itself, but the simulation, depending on the adequacy of the model and the accuracy of the computations as well as on the particular aim of the simulations. Evidently, the same results could be considered successful if one is interested in unveiling some trend, and unsatisfactory if the goal is to¯nd, for example, the optimal size of some speci¯c element of the growth facility.
Optimization of the Growth Process and Equipment
The aims of optimization usually are to increase the crystal size and the uniformity of crystal properties, decrease the number of defects and production costs. A straightforward scaling of the growth equipment according the crystal dimension does not work due to the nonlinearity of the underlying physical phenomena. Optimization of the operating conditions of bulk crystals and thin¯lms growth is now in its infancy while that of growth equipment is still in the prenatal state. A few known examples of the optimization process use a small number of the control parameters (such as the heater(s) power/position in Cz growth [41] or mass°ow rates and susceptor rotation rate in CVD [16] ) and thus probably do not su®er from the ill-posed nature of the inverse problems to be solved. When the number of control parameters is large, one is forced to use a regularization of some kind [56] as, for example, in the optimization of the crucible design for SiC bulk crystal growth [5] . Probably the most advanced example of the crystal growth optimization is an application of the adjoint method to the solution of the inverse problem for the optimal boundary heat°ux distribution in the directional solidi¯cation and Bridgman method [66] .
High¯delity direct problem solvers being not fast enough, one is often forced to use, at least at early optimization stages, some "surrogate" models [44] . Such low¯delity models could be either physically motivated (a reduced spatial dimension of the problem) or derived as black-box models via multivariable approximation (regression methods, neural networks, kriging etc. [20] ). Note that in the latter case numerical and experimental data could easily be combined in the optimization process. The parametric geometric modelling, being essentially morphing of a few curves/surfaces, severely restricts the search space. To increase the power of the optimization, topological changes in the system con¯guration should be allowed. To summarize, there is still a long way to go before the development of software for optimal design of the entire crystal growth system. Obviously, experience in multidisciplinary optimization should be borrowed from more (computationally) mature industry sectors such as aerospace engineering [3, 20] .
Could Software be User-Friendly?
It has been claimed that terms such as "user-friendly" or "easy-to-learn" are ambiguous because they are subjective and thus unveri¯able [25] . On the other hand, they can be measured in the relative units: one can easily compare two codes using the time needed to master the code operation by an uninitiated user or the time required for the speci¯cation of the geometry and the problem parameters. To make the code attractive to the industry user, developers should:
(1) Use robust algorithms that does not require run-time monitoring and tuning, (2) Minimize the user actions required for the problem speci¯cation, (3) Use units, variables and control parameters speci¯c for the growth method in question. Ideally, the code should be a black-box one that requires no intervention by the user. The price of the robustness is e±ciency. To¯nd a compromise, di®erent forms of adaptivity should be exploited. Grid adaptation to the solution can easily be automated, using as stopping criteria (in steady problems) either the speci¯cation of the¯nest grid size [67] or, which is more properly (but more tediously), an error estimation [46] . For the most time consuming part -iterative solution of large sparse systems of equations -one can use an adaptive poly-algorithm (an ordered set of iterative methods from the fast, but the least robust to the most robust slow one) with an automatic method switching [51] .
Examples of item 2 are automatic block detection in the geometry entered by the user and automatic updating geometry and grid regeneration during the growth process (caused by the crystal shape evolution, the heater, the inductor or the boat movement).
Complete automation could be extremely di±cult. Probably the most time (and expense [54] ) consuming part of the problem statement is a geometry speci¯cation. Unfortunately, geometry import of a CAD model usually requires a number of user actions generically referred to as CAD data repair [7] . For example, many wide-spread formats for CAD models do not provide the neighborhood relations for model entities. Thus, the topology of the model must be reconstructed and this procedure is non-trivial due to the erroneous gaps between the neighbor elements [62] . Often the primary reason for numerous geometry and topology inconsistencies in CAD data (such as, for example, an edge whose path intersects itself or a face with edges that do not form a closed loop) is a di®erence between tolerances used by a CAD designer and tolerances needed for grid generation [54] . Thus at present a manual repair of imported CAD data (probably assisted by interactive repair and defeaturing tools [57] ) seems to be inevitable for complex geometry.
To conform to item 3, only the developers' goodwill is needed.
An Example: a Simulator for Bulk SiC Crystal Growth by Sublimation Method
In the sublimation method a single crystal is grown from the vapor phase in a closed crucible, the transport being provided by a suitable temperature gradient between the powder charge and the seed. The code "Virtual Reactor" (VR) [5] for crystal growth by sublimation has been developed as a tool for industry engineers. It provides an accurate solution of all major physical-chemical phenomena relevant to this method such as resistive or RF heating; conductive, convective and radiative heat transfer; mass transfer in gas and porous media; heterogeneous chemical reaction at catalytic walls and on the surface of powder granules; deposit formation at the crucible walls; formation of elastic strain and dislocations in the growing crystal; evolution of the crystal and deposit shape, including partial facetting of the crystal surface. The problem is solved using a quasi-stationary formulation.
Unstructured grid is generated block-wise using Delaune algorithm, an advancing front method or their combination. Non-matched grids in the neighbor blocks are allowed. At each step a number of subproblems is solved subsequently. The Joule heat source distribution is determined by a solution of the Maxwell equations in the frequency domain. Global heat transfer analysis includes radiative transfer modelled using the con¯guration factors. The Darcy law is used to relate the velocity and the pressure distribution in the powder. Conjugate mass transfer in the gas and the powder using Hertz-Knudsen°uxes in the formulation of the boundary conditions for the species concentrations gives the growth rate at the catalytic surfaces. The kind of growing crystal is determined by the type of the surface and local concentration of gas phase components. Computation of the thermal stress and dislocation density is implemented as a post-processing procedure.
Transfer to the next step includes the propagation of the crystal and deposit boundaries, identi¯cation of new blocks and boundaries (if needed), the movement of the inductor (if speci¯ed by the user) and unstructured grid generation in the new and altered blocks. A special optimization procedure for the growing front advancement has been developed that eliminate the e®ect of the numerical noise in the growth rate distribution and allows a stable evolution of the crystal and deposit shape and a monitoring of the topological changes in the computational domain.
VR has an easy-to-learn interface that allows the user either to describe the geometry manually or to import a CAD¯le. All geometric and process parameters entered by the user are checked automatically to belong to the corresponding interval of admissible values. The code has a number of features aimed at minimizing the user's e®orts such as°a utomatic initial identi¯cation of the blocks from the wireframe geometry°a utomatic identi¯cation of the types of the inner boundaries°o ne-time speci¯cation of the whole growth process°a utomatic updating of the boundaries of the crystal and deposit blocks°( almost) automatic processing of the topological changes of the computational domain (formation of new blocks and boundaries)°a utomatic (re)generation of the unstructured grid in the the modi¯ed and new blocks The code has a vast extendable data base of material properties and built-in visualization module. VR can be used for the optimization of both crystal growth process and equipment [32] .
Figs. 1-2 illustrate the evolution of the geometry during bulk SiC growth accompanied by poly-SiC deposit formation. It can bee seen that after the initial stage, new block(s) representing the formed deposits are formed. The number of boundaries and/or their types (solid/gas interface to solid/solid interface, etc) changes due to contacts of the crystal and deposits with each other or with the crucible walls. Fig.3 illustrates the evolution of the powder charge during bulk SiC growth. It has been found that the powder extensively sublimes in the hot zone near the crucible wall, whereas recrystallization occurs at the powder bottom and near the interface between the powder and growth cavity. Fig.3 illustrates the evolution of the powder charge during bulk SiC growth. It has been found that the powder extensively sublimes in the hot zone near the crucible wall, whereas recrystallization occurs at the powder bottom and near the interface between the powder and growth cavity.
Figs. 4-5 illustrate how the temperature uniformity in a SiC powder charge, necessary for its stable operation, can be improved by varying the crucible wall thickness. The goal of the optimization was to provide uniform temperature distributions along the powder central axis and across its top surface. The optimal pro¯le of the crucible wall has been obtained by the inverse-problem approach. 
