Abstract -visual tracking and measurement is one of the most
a binocular vision system is used to achieve the visual servoing, mimicking the movements of human eyes. First, a robust scheme, predict object motion. Allen et al. [4] proposed an approach which combines adaptive background subtraction and Camshift that uses image difference techniques to track and grab a algorithms, is proposed to detect and track a moving object. moving object. In [5] , Capellades et al. described a system for Then, we discuss the problems of camera parameter calibration tracking humans and detecting human-object interaction in a and position measurement of moving objects. A new approach is v introduced to realize the extrinsic parameter calibration of a pan-tilt camera, providing successful tracking and accurate color distributions, and detected with an appearance based measurement of a moving target, even as it is outside the view of approach while maintaining continuous labeling.
camera. Numerous experiments have been done on the binocular
Popular methods of detecting and tracking an object include vision system of a humanoid mobile platform, and the results variations on the theme of background subtraction algorithm show that the proposed approaches work very well. [6] . It requires a relatively small computation time and shows I.
INTRODUCTION robust detection in good illumination conditions, while suffers from the problems of occlusion, the presence of shadow, and Autonomous mobile robots drew much passion in the past sudden illumination change, and so on. When a camera moves decades. Even now, the interest is still growing in the and the scene changes instantly, the algorithm is unsuitable to communities of robotics and artificial intelligence. Of all sorts detect and track moving objects in robot vision. Therefore, of reasons, one is that there exist various potential applications many efforts have been made to improve the background for mobile robots, such as home or office service, industrial subtraction algorithm. It is integrated in [2] with feature surveillance and inspection, intelligent transportation, planet tracking and multi-level grouping algorithms, to directly group exploration and military reconnaissance, where tasks to be corner features into objects using proximity and motion carried out are tiring, dangerous, or inaccessible for people. A history. Alsaqre and Yuan [7] used a shadow detection method mobile robot is coupled with its moving environment to improve object detection, and two similarity functions are dynamically, and its capabilities totally depend on equipped used to realize accurate matching of object features. sensors. It is very important for the mobile robot to understand In recent years, mean shift is regarded as one of the its surrounding from the exteroceptive sensing information effective tracking algorithms. It is a statistical method for and to move safely with no failure. Dead reckoning sensors finding the mode of a probability distribution, initially (optical encoder and odometer) are widely used to derive the introduced by Fukunaga and Hostetler [8] . The mode of the location of a mobile robot, and the tactile, infrared, ultrasonic probability distribution is used to track an object in video sensors for collision avoidance. As we know, for human being, sequences. But, the distribution of a moving object changes visual perception plays a privileged role in analysis and from frame to frame, and it is very challenging to track identification of the real world around us, while it is difficult moving objects robustly. In [9] , mean shift was employed to for a mobile robot to have the visual capabilities that humans determine the target candidate that is the most similar to a have.
given target model, and the prediction of the next target Nowadays, visual devices are more powerful and cheaper, location is computed with a Kalman filter. As it is a colorand image processing algorithms are not time-consuming as based tracking method, searching is computationally intensive before. Visual applications can be found in robot vision [1, 4] and probably fails due to color variation in irregular and intersection surveillance [2] , etc. In the past years, major illumination conditions. Therefore, a combined color and attention has been paid to object detecting and tracking, and color gradient histogram is used in [10] , to represent the many papers were published in this area. Asada et al. [3] tracked target appearance model in feature space. But if an utilized a binocular stereo vision to realize unknown object occlusion occurs, the color distribution of a target changes vision, it is very difficult to determine the position of an object represents the background of the kth image in the sequence, in a 3-dimensional (3D) space, if no knowledge of reference and a denotes the background updating ratio. scale is provided a priori. Juengel et al. [14] introduced a Then it is comparatively easy to obtain the target model by bearing-based distance measurement for objects with subtracting the background from the current image, Fk(x,y), unknown size. Reference objects are used to determine the that is, position and orientation of a Sony AIBO's camera to the Ik (xky)= Fk(x,y)-Ek(x,y) (2) ground. However, reference information is not always where Iko(x, y) is the model of the target. accurate enough in practice. Instead, binocular vision is able
Additionally, this target model can be rewritten to be a to realize accurate 3D measurement and does not need any binary image, where non-zero pixel values represent the target reference. The position of an object is directly computed from to be tracked. The binary image is given by the projected pixel positions of the object in the cameras. Here, B (x, y) > T a binocular vision system is then employed to measure the If (x,y) = k (3) position of a moving object in a 3D space, and as the tracked LO else object is going to be out of view, both cameras are allowed to where IkB(x,y) is the binary model, namely, the segmentation pan and tilt on the horizontal and vertical planes to secure the of the object, and T is the threshold value specified.
tracking.
As can be seen, the target model is updated with time in the In this paper, our aim is to detect and track a moving object o find the mode of a target probability distribution, the (4) Update the size of the search window. problem turns to find the maximum value of the density (5) Repeat (3) and (4), until the centroid converges to some estimation of (4), namely, the location of a target candidate. point specified.
Differentiating (4) (4), we search the mode of is controlled to rotate horizontally and vertically and search the probability distribution of a target candidate in the current for the walking person when he is out of view of the camera.
image with (6) . The MS algorithm is computationally fast and Figure 1(a) gives the tracked target model, and (b), (c), (d) and performs satisfactorily for various sequences. But, if the target (e) are the images taken from a video sequence. As can be model is extracted from colour histogram without spatial seen, the background of the scene is changing with the camera information, a drift is often observed when the target motion, and the size of the search window is various as the undergoes partial occlusion. Several improvements to the tracked target walks in front of the camera. Hence, the algorithm have been suggested. Of them, one is Camshift, combined algorithms are quite robust, and work very well to which is often adopted to track moving objects in a complex track a moving target even as the camera is panned and tilted. x y~~~~~~~~~In visual-guided applications, a mobile robot is often 2Il step: find the first moment for x andy controlled to follow a moving object, as discussed above. So, a safe distance should meet to avoid collisions while the Combining (7) and (8) where ax1, ay1, u01, and vo, are the intrinsic parameters of the ith Therefore, these cameras' intrinsic and extrinsic parameters camera, and Mi1 is called intrinsic parameter matrix.
should be determined to compute the position of a point in a At the same time a point in the world coordinate system can 3D space from the images of the binocular vision system. be transformed into the camera coordinate system, that is There have been extensive papers on the parameter calibration xXci l FX1 FX1 of stereo cameras. Generally, camera calibration may be ycl | rR, t,llyl MexlYI~~~~classified under two techniques: photogrammetric calibration XYci[R°l;{Yex (8) and self-calibration. The former usually employs specially z | | z~~~~~devised objects whose dimensions are known exactly in advance, and the calibration can be done very efficient. When we establish the camera coordinate system, generally approach based on Zhang's method [15] will be studied in the the optical axis is defined to be z,i, shown in Figure 3 , and the following subsection.
horizontal direction x,i and the vertical direction Yci. Since
Once the intrinsic and extrinsic parameters are known, we camera motion causes the variation of the rotational matrix, it can compute the position of any object with its corresponding is necessary to investigate their relationship. If the camera is pixel positions in the two camera image planes. As can be controlled to rotate with the x,i axis, that is to say, the camera seen in (9), there are four linear equations to find three moves on the horizontal plane X1OZ1, O'pi is varying, and R, can position parameters. To solve the equations, a nonlinear be given by minimum method is used here. F 0 1 As discussed above, the point position computed from (9) is obtained in the world coordinate system. However, for certain R1 (Opl) = cos(Op1) -sin(Op1) (12) robot vision applications, e.g., target track, the position of a 0 sin(O'P) cos(Opi) target relative to robot is more helpful to achieve a successful Similarly, as the camera is tilted with the Yci axis, the operation. Therefore, the position of an object in the world rotational matrix is coordinate system should be transformed into the robot cos(011) 0 sin (011 1 coordinate system 2R. Assuming that the homogeneous Ro((Ot 1 0i (13) transformation from 2R to X is T, we have Ri (it()) 0 0 01
In (12) and (13), the pan and tilt angles can be measured = (11) directly with the shaft encoders. Now, a generic rotational Zr Z matrix for the pan-tilt camera is thus obtained as
where [Xr, Yr, Zr]T is the position vector of the target in 2R, and
As the camera is in motion, the translational vector t, varies the transformation matrix T is varying as the mobile platform as well, and this vector reflects the position variation of the is moving, and can be determined from the sensing data of the camera's optical center. In the pinhole camera model, the platform, such as odometer, GPS, etc.
optical centre is essentially an imaginary point on the optical The intrinsic and extrinsic parameters are calibrated as
Using the experimental date, xi0, zio and ri can be determined camera is located at the initial pan and tilt angles, using with the following objective function, Then, as the camera starts moving, the intrinsic parameter In the same way, from the data set of the optical centre and Figure 5 gives the C Experimental Results experimental results as the left camera is controlled to tilt on The binocular vision system has two pan-tilt SONY CCD the vertical plane, and the constants of the optical centre cameras attached on the head of the humanoid mobile expression are k'=-10.08, b'=25.69, yo'=-14.70, z0'=129.92, platform. The range of the camera's pan angle is from -1000 to r'=681.13. 1000, and the tilt angle of each camera is in [-250, 250] . The intrinsic and extrinsic parameters at different camera poses are 2200 calibrated with Zhang's method. As we know, the intrinsic In our experiments, we place an object at different points X(nm) Pnie) whose positions are known a priori in a 3D space, and then (a) z-x. -1000 -600 a 500 1000
In this paper, new approaches to track and measure a pan (angle) :W(mm) moving object in a 3D space are proposed with a binocular (c) z-Ot.
(d) the fitted curve.
vision system. The adaptive BS algorithm is used here to Figure 4 . The experimental results as camera rotating segment and update the object model in real time, and is horizontally, integrated with a Camshift searching algorithm to track the moving object successfully in a video sequence. To precisely measure the object distance with the binocular vision system,
