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Abstract
We propose a novel method for multi-phase segmentation
of images based on high-dimensional local feature vectors.
While the method was developed for the segmentation of
extremely noisy crystal images based on localized Fourier
transforms, the resulting framework is not tied to specific
feature descriptors. For instance, using local spectral his-
tograms as features, it allows for robust texture segmenta-
tion. The segmentation itself is based on the multi-phase
Mumford-Shah model. Initializing the high-dimensional
mean features directly is computationally too demanding
and ill-posed in practice. This is resolved by projecting the
features onto a low-dimensional space using principle com-
ponent analysis. The resulting objective functional is min-
imized using a convexification and the Chambolle-Pock al-
gorithm. Numerical results are presented, illustrating that
the algorithm is very competitive in texture segmentation
with state-of-the-art performance on the Prague benchmark
and provides new possibilities in crystal segmentation, be-
ing robust to extreme noise and requiring no prior knowl-
edge of the crystal structure.
1. Introduction
Image segmentation, i.e. the task of decomposing an im-
age into disjoint regions that are roughly homogeneous in a
suitable sense, is one of the fundamental image processing
problems. If three or more regions are sought, one speaks
of multi-phase segmentation. This problem has been stud-
ied thoroughly in the literature and entirely different con-
cepts have been put forward as the basis for image segmen-
tation, such as fuzzy region competition [21], contour de-
tection [2], random walks [9], markov random fields [22],
just to name a few. Due to the variety of proposed methods,
providing a comprehensive list is beyond the scope of this
article, but we refer the interested reader to [31]. Then there
is, of course, the class of variational approaches based on
the famous Mumford-Shah energy [25].
The most straight-forward application in multi-phase
segmentation is to divide images into regions based on their
gray or color intensities [8]. A more complex task is to seg-
ment images based on their local structure. This has appli-
cations in texture segmentation [28], as well as many med-
ical applications, such as the segmentation of blood vessels
[14]. Algorithms for structure classification and segmenta-
tion usually extract local features from the image, which an-
alyze important properties of the structures of interest, such
as the image intensity, position and orientation of edges,
or the local frequency spectrum [29]. In the case of tex-
ture segmentation, Gabor filters are arguably the most pop-
ular source of feature discrimination [32], often combined
with other filters in so-called local spectral histograms [23].
Other methods rely on linear transforms, such as the short-
time Fourier transform [3], wavelet transforms [7], or, more
recently, the Stockwell transform [11]. While the part of
this paper on texture segmentation uses well-proven spectral
histograms to recognize regions, it differs from established
methods by their integration into a variational framework,
allowing to control the regions’ connectedness.
Dealing with complex structures, such as textures, of-
ten implies high-dimensionality of the parameters describ-
ing the problem. However, in image segmentation, one is
mostly interested in classifying structure into a few cat-
egories, potentially allowing for lower-dimensional repre-
sentations. Dimension reduction of high-dimensional data
is an immensely broad topic [30] and finds applications in
many different areas of research. There exist different ap-
proaches, but the most widely used techniques are arguably
clustering [27] and principal component analysis (PCA)
[19]. The latter two are connected in the sense that the re-
laxed solution of k-means, one of the most popular clus-
tering algorithms, is given by principal components [10].
PCA has been investigated in the context of variational im-
age segmentation before, both as a means for dimension re-
duction [26] and to increase the contrast of color-texture
indicators in natural images [17].
In materials science, an important application of
structure-based segmentation is the analysis of crystals.
Available methods are based on variational minimization of
Mumford-Shah energies that require the local stencil of a
reference crystal as prior knowledge [4, 5, 12].
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1.1. Key contributions
• a widely applicable framework for image segmentation
by structure is discussed, including a novel combina-
tion of PCA of high-dimensional features, Mumford-
Shah and a robust initialization strategy, which allows
for a broad choice of feature descriptors
• the framework is shown to work very well, even for
extremely noisy data, in crystal segmentation, where
it generalizes existing methods in the sense that no a-
priori information about the crystals is required
2. Variational multi-phase segmentation
In this section, we briefly recall the Mumford-Shah
model [25] for multi-phase segmentation based on suitable
indicator functions. Furthermore, we recall a convexifica-
tion approach that enables an efficient numerical minimiza-
tion of the model. Let Ω = [0, 1]2. The task is to divide
Ω into pairwise disjoint regions Ωl, l = 1, . . . , k based on
given indicator functions f1, . . . , fk : Ω→ R≥0. fl(x) can
be interpreted as the cost of putting a point x ∈ Ω into the
set Ωl. For instance, if an image g : Ω → R is supposed
to be segmented based on its gray values, possible indicator
functions are fl(x) = (g(x) − cl)2. Here, cl is the average
gray value of g in the l-th region.
A segmentation of Ω based on the indicator functions
that guarantees a certain regularity of the segments can be
achieved by minimizing the Mumford-Shah energy [25]:
min
(Ωl)kl=1
k∑
l=1
{∫
Ωl
fl dx+ λPer(Ωl,Ω)
}
. (1)
Here, Per(Ωl,Ω) denotes the perimeter of the set Ωl in
Ω [1]. Roughly speaking, the perimeter is the length of the
boundary of Ωl, not counting the parts of the boundary that
are also on the boundary of Ω. This problem is hard to ad-
dress numerically since the unknown variables are sets. In
particular, its discrete counterpart, known as Pott’s model, is
NP-hard. Thus, various convex relaxation approaches have
been proposed in the past. For the sake of simplicity, we
use one of the most straightforward approaches, given in
[34]. Let us stress that our framework does not rely on this
particular choice, but can also be combined with more so-
phisticated convexification approaches. Let
E[u] :=
k∑
l=1
{∫
Ω
flul dx+ λ|ul|TV(Ω)
}
(2)
where u ∈ U is a vector valued labeling function and
U :=
{
u ∈ BV(Ω)k : u ≥ 0 ∧
k∑
l=1
ul = 1 a.e. in Ω
}
(3)
is the admissible set. Here,
|u|TV(Ω) := sup
p∈C1c (Ω,R2)
‖p‖∞≤1
∫
Ω
udiv p (4)
denotes the total variation and BV(Ω) is the space of func-
tions of bounded variation, i.e. the space of Lebesgue in-
tegrable functions with finite total variation. Then, the
convex relaxation of (1) is to minimize E over the set U .
The minimizer u∗ can be interpreted as a soft segmentation
and can be converted into a hard segmentation by setting
Ωl := {x ∈ Ω : u∗l (x) ≥ u∗j (x)∀j 6= l}.
In order to address this minimization numerically, a dis-
cretization of the energy (2) and the admissible set (3) is
required. Let X = (xi)ni=1 ∈ R2×n be a regular 2D
pixel grid. We use piecewise constant approximations fli =
fl(xi) and uli = ul(xi) for i = 1, . . . , n. The correspond-
ing column vectors and matrices of all pixel values are de-
noted by a boldface letter, e.g. u = (u1, . . . ,uk) ∈ Rn×k.
Furthermore, we denote with K : Rn → R2×n the discrete
gradient operator corresponding to the grid X and forward
differences. Using this operator to discretize the total varia-
tion (4), the minimization of the discretized energy (2) can
be posed as the following discrete saddle point problem:
min
u∈Uh
max
pˆli
‖pˆli‖≤1
k∑
l=1
n∑
i=1
{fliuli + λ〈(Kul)i, pˆli〉} , (5)
where Uh is the discrete counterpart of U and pˆli =
(pli1, pli2) discretizes p from (4) for ul at node xi. Prob-
lems of this form can be solved with the Chambolle-Pock
algorithm [6], summarized in Algorithm 1. The required
resolvent operators are given by
R1(p) = (plij/max{‖pˆli‖, 1})lij , (6)
R2(u) = piUh
(
u− τλf
)
. (7)
Here, f = (f1, . . . ,fk) and piUh(u) denotes the orthog-
onal projection of u onto the set Uh. This projection can
Algorithm 1 Chambolle-Pock Type 1
pˆ
(0)
lij = 0, l = 1, . . . , k, i = 1, . . . , n, j = 1, 2
u
(0)
li =
1
k , l = 1, . . . , k, i = 1, . . . , n
uˆ(0) = u(0)
repeat
pˆ(t+1) = R1(pˆ
(t) + σKu(t))
uˆ(t+1) = R2(uˆ
(t) − τK∗pˆ(t+1))
u(t+1) = uˆ(t+1) + θ(uˆ(t+1) − uˆ(t))
t← t+ 1
until ‖u(t+1) − u(t)‖ <  or t > tmax
be calculated with O(k) operations using an iterative al-
gorithm described in [24]. In this work, all numerical ex-
periments use the parameters σ = τ = 18 , θ = 0.7,  =
0.001, tmax = 10000. The regularization parameter is cho-
sen as λ = 0.01 (Table 2), λ = 0.005 (Table 1, Figure 1)
and λ = 25 (Figure 2).
3. Local features for structure characterization
3.1. Description and relation to Mumford-Shah
Our aim is to provide a method to segment images into
regions of different structure based on the information from
local features. In the discrete setting, local features corre-
sponding to a pixel xi are encoded in the values of an input
image g in a (2s+1)×(2s+1) windowWs(xi) centered at
xi. Here, s ∈ N determines the scale that is still considered
to be local. From these values, features are extracted by an
operator of the formF : R(2s+1)2 → Rm, that should fulfill
certain properties, which we will detail later. Applying F
to the (2s+ 1)× (2s+ 1) matrix g(Ws(xi)) containing the
image pixel values in the window Ws(xi) gives the feature
vector corresponding to the pixel xi:
F [g](xi) := F(g(Ws(xi))). (8)
Let Ω∗l ⊂ X , l = 1, . . . , k denote the sought discrete re-
gions, i.e. the true sets of pixels belonging to the different
structure regions. Then, a suitable feature extractor (as de-
fined in (8)) for discriminating regions of different struc-
tures can be characterized by the following two properties:
max
l=1,...,k
max
x,x′∈Ω∗l
‖F [g](x)−F [g](x′)‖ is small, (9)
min
l,l′=1,...,k
l 6=l′
min
x∈Ω∗l ,x′∈Ω∗l′
‖F [g](x)−F [g](x′)‖ is large, (10)
i.e. local features should vary as little as possible within
each region and offer as much contrast as possible between
different regions. Examples for robust feature extractors for
texture and crystal segmentation will be discussed in Sec-
tion 4.
Given a suitable feature extractor and the true mean fea-
tures within the different structure regions
c =
(
1
|Ω∗l |
∑
x∈Ω∗l
F [g](x)
)k
l=1
∈ Rm×k, (11)
the following indicator can be used for segmentation in (5):
fli := ‖F [g](xi)− cl‖2. (12)
In practice, the mean values c are of course unknown. How-
ever, given some approximate guess c{t} for the mean val-
ues, Algorithm 1 can be applied, resulting in a segmentation
u{t}. Then, the following update rule can be applied to re-
fine the mean features
c
{t+1}
l =
n∑
i=1
F [g](xi)u{t}li
/
n∑
i=1
u
{t}
li . (13)
This way, given some initial guess c{0}, both the segmenta-
tion and the mean features can be refined in an alternating
fashion. Note that we use curly brackets instead of round
ones for the index here, to differentiate between the itera-
tions within Algorithm 1 and these outer iterations. Unfor-
tunately, the result of this alternating minimization strategy
depends heavily on the initial guess c{0}. In the literature, it
is often suggested to approximate c{0} via clustering, which
is equivalent to minimizing (1) for λ = 0 with (12) as in-
dicator and with respect to both the regions Ωl and c. This
clustering problem is NP-hard itself, but efficient iterative
solvers, such as k-means, are available and have proven to
work well in the case of low-dimensional indicator func-
tions (e.g. in color segmentation) [8]. However, robust fea-
ture extractors suitable for structure discrimination tend to
be high-dimensional (m greater than 100 or even 1000). In
this case, clustering becomes unfeasible in practice, because
the available solvers are likely to get stuck in undesired lo-
cal minima when applied in such high dimensions.
3.2. Dimension reduction and decorrelation
Clustering of high-dimensional data is a well studied
problem in the literature [27]. It has been noted that of-
ten many of the dimensions are irrelevant for the core in-
formation expressed by a given data set and that they might
mask the essential clusters due to noise. Therefore, several
approaches for subspace clustering have been proposed to
address this problem [20]. In our context, dimension re-
duction and decorrelation via principal component analysis
(PCA) should work well: given a feature extractor F fulfill-
ing (9) & (10), (F [g](xi))x∈Ω∗l is of low variance for any
l ∈ {1, . . . , k} and, compared to this, for l 6= l′ the set
(F [g](x),F [g](x′))x∈Ω∗l ,x′∈Ω∗l′ is of high variance.
Performing PCA on the matrix of mean-centralized fea-
tures A = (F [g](x1) − µ[g], . . . ,F [g](xn) − µ[g]) ∈
Rm×n with µ[g] = 1n
∑n
i=1 F [g](xi), results in a lower-
dimensional coefficient representation α(r) = (U (r))TA ∈
Rr×n, where U (r) ∈ Rm×r is the matrix of eigenvectors
belonging to the largest r eigenvalues of AAT . Clustering
the coefficients α(r) into k clusters gives a coefficient rep-
resentation γ(r) ∈ Rr×k, which results in the initial guess
c{0} = U (r)γ(r) + µ[g]. Since we need c ∈ Rm×k, r = k
is a natural choice for dimension reduction.
In [33], it was noted that the clustering can get stuck in
local minima due to effects caused by the inhomogeneity
of the features across the boundary between two regions.
Unlike purely point-wise indicators (s = 0), local feature
extractors cause points within about half the window size
of a region boundary (in 2D space) to spread between the
two mean features corresponding to the regions adjacent
to the boundary (in coefficient space). In order to prevent
the k−means minimizer from getting stuck in-between such
two clusters, Yuan et al. proposed to disregard such bound-
ary points when clustering by thresholding an edgeness in-
dicator, given by finite differences of the features on the
scale of the window size [33]. As this approach is only
based on the assumption of homogeneity of the features
within each structure region, it can be used for general fea-
ture extractors and allows us to adopt this technique for the
initial clustering.
While the above resembles a robust method to retrieve
an initial value for c in the full dimensional feature space,
the dimension reduction we now have at hand also suggests
itself to reduce the noise of the high dimensional feature
vectors and to increase their inter-region contrast within the
subsequent variational segmentation framework. First of
all, let us point out that as U (m) forms an orthonormal ba-
sis of Rm, we can express the indicator (12) and thus the
fidelity term in (5) in terms of γ(m) and α(m):
‖F [g](xi)− cl‖2 = ‖α(m)i − γ(m)l ‖2 (14)
Furthermore, definition (13) can be rewritten as
U (m)γ
(m)
l = cl − µ[g] = U (m)
∑n
i=1α
(m)
i uil∑n
i=1 uil
(15)
i.e. the mean values γ can be updated using the coeffi-
cients α instead of the feature vectors F [g](xi). Reducing
the dimension to r < m introduces an error, which can be
bounded by the eigenvalues λ1 ≥ · · · ≥ λm of AAT :∣∣fli − ‖α(r)i − γ(r)l ‖2∣∣ ≤ 2∑mj=r+1 λj (16)
This inequality can be deduced by applying the triangle in-
equality to the difference of the left- and right-hand side
in (14), splitting α(m)i ,γ
(m)
l into α
(r)
i ,γ
(r)
l and remaining
parts α¯i, γ¯l, as well as representing α¯i, γ¯l as convex com-
binations of the columns of (U (m))TA with non-zero coef-
ficients in columns corresponding to λr+1, . . . , λm.
Note that the error in (16) can be estimated without cal-
culating all m eigenvalues, which may become computa-
tionally expensive when the dimension m becomes large:∑m
j=r+1 λj = ‖A‖2F −
∑r
j=1 λj . (17)
Here, ‖A‖F =
√∑m
i=1
∑n
j=1 |Aij |2 denotes the Frobe-
nius norm. This way, the error in the fidelity term can still
be monitored, when the eigenvectors ofAAT are calculated
iteratively, e.g. using a deflation type of strategy. We use
r = k within the entire framework. Algorithm 2 summa-
rizes the proposed method. All numerical experiments use
tˆmax = 3. The edgeness threshold on the finite differences
before clustering in Algorithm 2 is chosen as δ = 0.5 (Ta-
ble 2), δ = 0.25 (Table 1, Figure 1) and δ = 1.0 (Figure 2).
Algorithm 2 Variational multi-phase feature segmentation
A = (F [g](xi))ni=1
α = (U (k))TA
∆i =
∑
j:xj=xi±(0,s)∨xj=xi±(s,0) ‖αi − αj‖
α˜ =
(
αi : ∆i < δ · 1n
∑n
i=1 ∆i
)
(γl)
k
l=1 = k-means(α˜)
u
{0}
li = δl,arg minl′ ‖αi−γl′‖2
p{0} = 0
repeat
fli = ‖αi − γl‖2, l = 1, . . . , k, i = 1, . . . , n
(u{tˆ+1},p{tˆ+1}) = Algortihm 1(f ,u{tˆ},p{tˆ})
γl =
∑n
i=1αiu
{tˆ+1}
il /
∑n
i=1 u
{tˆ+1}
il
until tˆ = tˆmax
return maski = arg maxl=1,...,k u
{tˆmax+1}
il
3.3. Properties and advantages of the method
PCA has been used, for instance, as a concept for dimen-
sion reduction of PET data and subsequent variational seg-
mentation [26], as well as a tool for increasing the contrast
in the region descriptors for natural color-texture images in
a variational segmentation framework [17]. Moreover, Yuan
et al. [33] utilized the related concept of singular value de-
composition to compute a low-rank factorization of a local
spectral histogram based feature matrix and estimate sub-
sequent template features via clustering. We want to stress
that the initialization step in the proposed method shares the
idea of dimension reduction and clustering of features, al-
beit differing slightly in the details, and is, in this regard,
similar to [33]. However, our work embeds these ideas into
a variational segmentation framework, which grants the fol-
lowing two main advantages:
First, the proposed method can be applied to a very gen-
eral class of feature extractors, since it only relies on the
natural properties (9), (10). In particular, in contrast to [33],
it does not rely on the assumption that the feature vectors are
linear combinations of the mean features in each region (this
assumption and its consequences are discussed later in this
section). Among others, the generality of our framework
allows the usage of globally coupling, convolution based
linear transforms. Functions of this type, such as the short-
time Fourier transform [3], the Stockwell-Transform [11],
or different types of wavelet transforms [7], have been stud-
ied for texture segmentation and shown their performance.
Second, the dimension reduction of the fidelity term
helps to increase the degree to which it fulfills (9), (10).
In particular, incorporating the PCA not only in the initial
clustering, but also throughout the entire variational min-
imization, helps to suppress noise in the fidelity term. In
Section 4.2, we will demonstrate how effective this strat-
egy performs in the case of extremely noisy crystal images,
using the Fourier transform as the feature extractor.
Unlike [23, 33], the general applicability of the proposed
framework is tied to the need for a regularization of the seg-
ment boundaries, which is covered by the Mumford-Shah
model. This need arises from an unexpected behavior of
the indicator functions near segment boundaries. Due to the
window size, the feature extractor sees a mixture of differ-
ent segments near boundaries. For general feature extrac-
tors, this means that feature vectors near boundaries are not
necessarily a linear combination of the cluster centers corre-
sponding to the adjacent segments. In case k > 2, it might
happen that the feature vector at a boundary between two re-
gions Ω∗1,Ω
∗
2 is nearer to the mean feature vector of a third
region Ω∗3 than it is to Ω
∗
1 or Ω
∗
2 itself. This means that the
indicator f cannot necessarily identify the correct segment
within a distance of s to the sought segments. Note that this
effect does not arise for k = 2. As mentioned above, the
perimeter regularization within the Mumford-Shah model
addresses this problem for practical purposes. For input
data where the regularization alone is not sufficient, we sug-
gest to combine feature extractors of different window sizes.
Beyond this, the proposed method is an extension of
[23, 33] in the sense that the decoupling of the coefficient
representation from the segmentation allows for an outer it-
eration to refine the mean features, whereas in [33] the clus-
ters are solely computed from the feature matrix.
Let us point out that, since the method is based on local
windows, it has the common limitations inherent to such
methods. The feature scale is tied to the window size s, so
the method can only reliably detect regions that are at least
somewhat larger than the window Ws(x). Furthermore,
special care has to be taken close to the boundary, where the
windowWs(x) leaves the support of the image. Please note
that the proposed method enforces the region boundaries to
approach the image boundary orthogonally, which is due
to the natural boundary conditions in the Euler-Lagrange
equation of (2). This effect can be reduced by introducing
ghost cells at the image boundary with a zero extension of
all indicators, but it is still noticeable (cf. Figure 1).
4. Applications and numerical results
4.1. Texture segmentation
Apart from plain gray value or color intensities, among
the most thoroughly studied types of structures in image
segmentation are textures [18]. In the image processing
sense, a texture essentially consists in a more or less strictly
repetitive pattern of the spatial arrangement of the gray or
color values in an image. Thus, indicators for texture seg-
mentation need to take into account image information from
a whole neighborhood, at least on the scale of the spatial
distance between repetitions. There are two main classes of
operators that have been proposed in the literature, namely
1) local spectral histograms combined with a suitable bank
of filters and 2) localized linear transforms, both of which
fall into the class of feature extractors described earlier. In
the context of texture segmentation, we limit our analysis
to the first class, while the second class will be utilized for
crystal segmentation in the next section.
Local spectral histograms are defined as follows: first a
bank of p filters is selected and applied to the image, result-
ing in a sequence of filtered images g1, . . . , gp. Then, the
feature extractor is defined by
(FSH[g](x))ij =
∑
xk∈Ws(x)
∫ zi,j+1
zij
δ(z − gik)) dz
|Ws(x)| (18)
Here, zij , i = 1, . . . , p, j = 1, . . . , q + 1 define the
binning of the histograms and are often chosen such that
zi,1 = minx gi(x), zi,q = maxx gi(x) and equidistant in
between. Thus, the dimension of the extracted feature at ev-
ery pixel x is m = pq. The most popular filter used in this
context is arguably the Gabor filter. Other commonly used
filters are Gaussian filters, Laplacian of Gaussian filters, or
just the intensity filter (i.e. the identity). For a thorough de-
scription of spectral histograms of filtered images and their
application to texture segmentation, we refer to [23].
In the following, we compare our approach to
the Outex US 00000 test suite of the Outex texture
database (http://www.outex.oulu.fi) and the
Prague ICPR2014 contest [15] (http://mosaic.
utia.cas.cz/icpr2014/).
On the Outex database, we provide a thorough compari-
son between the proposed method and Factorization-Based
Texture Segmentation (FSEG) [33]. We chose to focus on
FSEG here, because it 1) ranks best in the ICPR2014 con-
test among methods with available code and 2) is similar to
our framework. Table 1 quantifies the mean segmentation
performance and its standard deviation over all 100 texture
mosaics from the Outex US 00000 test suite. Three differ-
ent versions of FSEG, described in the caption of Table 1,
are used for this comparison. Note that running FSEG with-
out its TxtMerge post-processing (first row) makes sense
in this case, since the number of segments is known. How-
ever, this also disables filling holes in the segments, as seen
in the sixth column of Figure 1. While FSEG∗-TxtMerge
performs best in correct segmentation (CS), and FSEG∗
achieves the smallest omission error (O), our method ranks
highest in all remaining measures. Note that in Table 1 we
also compare our method to plain clustering in order to eval-
uate the benefit of 1) the improved initialization strategy
Method CS ↑ O ↓ C ↓ CA ↑ CO ↑ CC ↑
FSEG∗-TxtMerge 85.20 ± 22.7 *4.76 ± 3.9 6.05 ± 5.5 *82.49 ± 13.4 *89.23 ± 9.6 *88.20 ± 11.8
Algorithm 2 *80.60 ± 28.3 5.82 ± 8.3 5.62 ± 6.8 82.73 ± 15.5 89.24 ± 11.3 88.84 ± 13.3
FSEG∗ 68.60 ± 24.3 3.61 ± 3.2 *6.04 ± 8.8 70.67 ± 17.8 80.40 ± 13.1 73.51 ± 18.6
Clustering 60.00 ± 26.8 13.36 ± 8.1 15.52 ± 12.0 66.41 ± 12.5 77.54 ± 10.0 77.51 ± 11.2
FSEG [33] 45.80 ± 26.0 19.29 ± 34.2 17.55 ± 19.1 50.65 ± 20.6 64.95 ± 16.3 52.88 ± 21.9
Table 1. Gray-scale texture segmentation comparison on the Outex US 00000 test suite with known number of segments. FSEG [33] uses
the ICPR2014 code of FSEG with fixed number of segments (segn = 5). FSEG∗ and Algorithm 2 both combine spectral histograms with
11 bins, window sizes s = 15 and s = 30 (stacked with weights 0.8 and 0.2 respectively), and Gabor filters of kernel sizes σ = 5, 7, 9 and
orientations θ = 0, 1
2
pi, 1
4
pi,− 1
4
pi. FSEG∗-TxtMerge is the same as FSEG∗ but runs without FSEG’s TxtMerge post-processing. Bold
face highlights the best, a star the second-best result in each column.
Figure 1. Segmentations of the first three mosaics from the Outex US 00000 test suite. The first column shows the original image, the
second the ground truth and the remaining columns the results by FSEG [33], Clustering, FSEG∗, FSEG∗-TxtMerge and Algorithm 2.
via PCA and 2) the subsequent variational optimization in-
cluding region boundary smoothing. Indeed, the proposed
method performs significantly better than plain clustering.
Finally, a visual inspection of Figure 1 indicates that the
proposed method provides a good compromise between fi-
delity of region boundaries and reduction of artifacts (holes,
missing regions).
Next, we compare the proposed method to results from
the Prague ICPR2014 contest [15]. Here, we use the same
feature extractors as above (on the lightness channel), ex-
cept that the kernel size σ = 9 is omitted. Therefore,
we add an intensity filter on all three channels (in L*a*b
color space) to each spectral histogram. The number of
segments is estimated as k = min{k′ : 1n
∑m
j=k′+1 λj <
ω} with ω = 0.05. Since this estimate is not precise
(even for an optimal choice of ω), we additionally employ
FSEG’s TxtMerge post-processing. Table 2 quantifies the
mean segmentation quality over all 80 colored texture mo-
saics from the Prague ICPR2014 contest dataset. While
our method produces larger over-segmentation (OS) than
the other best-ranked methods, indicating stronger over-
estimation of the number of segments, it performs best for
under-segmentation (US), indicating a good coverage of
all ground truth segments, reflecting the good initialization
strategy. Moreover, our method performs second-best for
correct segmentation (CS), omission error (O), class accu-
racy (CA) and correct assignment (CO). Most notably, ac-
cording to all other presented measures and in total half of
them, our method performs best among all competitors.
Note that VRA-PMCFA resolves fine boundary features
but produces labeling noise, whereas our method smoothes
region boundaries in favor of suppressing labeling noise.
Thus, it depends on the application which of the two meth-
ods is likely to be more suitable.
4.2. Unsupervised crystal segmentation
A fundamental research topic in materials science is the
analysis and modeling of crystals. Modern transmission
Method CS ↑ OS ↓ US ↓ ME ↓ NE ↓ O ↓ C ↓ CA ↑ CO ↑ CC ↑
VRA-PMCFA† 75.32 *11.95 *9.65 4.57 *4.63 4.51 8.87 83.50 88.16 90.73
Algorithm 2+TxtMerge *72.27 18.33 9.41 4.19 3.92 *7.25 6.44 *81.13 *85.96 91.24
FSEG [33] 69.18 14.69 13.64 5.13 *4.63 9.25 12.55 78.22 84.44 87.38
SegTexCol† 61.19 1.92 27.02 9.33 9.05 15.17 12.12 71.69 81.16 76.34
MW3AR8 [16] 53.66 51.40 14.21 *5.54 6.33 19.86 84.27 70.15 75.41 89.36
RS† 46.02 13.96 30.01 12.01 11.77 35.11 29.91 58.75 68.89 69.30
Deep Brain [13] 36.20 41.87 53.87 7.38 9.06 47.53 99.56 49.97 62.62 70.08
Table 2. Color texture segmentation on the Prague ICPR2014 contest dataset with unknown number of segments. Bold face highlights the
best, a star the second-best value in each column, and † indicates that no corresponding publication could be found at the time of writing.
electron microscopes (TEM) allow for imaging at atomic
scale, which makes the crystal grid visible. In a perfect set-
ting, the crystal is given by a Bravais lattice
La1,a2 = {n1a1 + n2a2 : n1, n2 ∈ Z}, (19)
where a1, a2 ∈ R2 are the lattice vectors defining the ori-
entation and spacing of the crystal. However, crystals of
interest usually exhibit a more complicated behavior, like
discontinuous orientation changes along so-called grain
boundaries. The fully automatic analysis of grain geome-
tries in TEM images is subject of ongoing research [12].
Available variational approaches for grain segmentation
[4, 5, 12] are built on the assumption that all grains can
be characterized through transformations of a local sten-
cil q1, . . . , qN ∈ R2, corresponding to a reference crystal
given by all linear combinations of a1, a2 with coefficients
in {−1, 0, 1}. Then, the Mumford-Shah model with an in-
dicator function of the following type can be used [4, 5]:
fl(x) :=
1
N
∑N
k=1 d(g(x), g(x+M(αl)qk)), (20)
Here, d denotes a suitable intensity distance function and
M(αl) ∈ R2×2 is an orthogonal matrix, rotating the stencil
by the angle of the the l-th grain relative to the reference.
The need for a-priori knowledge of the reference crystal
structure inherent to indicators like (20) is a severe limita-
tion of available methods. As we will show, this limitation
can be overcome by using our proposed framework with the
modulus of the 2D-FFT as the local feature extractor:
FFFT[g](x) = (|FFT[g(Ws(x))]ij |)ij . (21)
Let us assume that the window Ws(x) is large enough to
cover at least one period of the crystal in either direction
at any location. Then, the modulus of the Fourier trans-
form FFFT[g](x) automatically encodes the local stencil
(M(αl)qk)
N
k=1 within the positions of Bragg reflections.
Assuming that the window size s matches the period of
the crystal and the unit cell is a square, i.e. the discrete sig-
nals g(Ws(x)) are exactly periodic, the translation of the
window across the image causes a phase shift in frequency
domain. This phase shift is canceled by the absolute value
in the modulus, making the feature extractor FFFT[g](x)
translation invariant inside crystal regions with fixed lattice
parameters. Though in practice this assumption is not met,
artifacts in frequency domain caused by window boundary
effects are easily handled by the perimeter regularization,
as long as the window size s is chosen reasonably large.
Furthermore, these are also reduced through the proposed
dimension reduction of the fidelity term (14). Note that
crystal images are usually far from periodic at the bound-
ary (s pixels in orthogonal direction) and thus FFFT[g](x)
cannot be reasonably defined there. Here, we simply extend
the segmentation constantly to cover the boundary region.
Figure 2 shows segmentation results obtained by the pro-
posed method with a 2D-FFT modulus based feature extrac-
tor of sizes s = 15 (rows 1-3) and s = 20 (last row). The
crystals in the first three rows consist of regions differing
only in crystal orientation. From visual inspection, the re-
sults for the noise-free images are exact up to inter-atomic
distance. In the first row, despite the noisy grain (third col-
umn) begin hardly recognizable due to high noise power
(Gaussian noise with a standard deviation of 100% of the
maximum noise-free image intensity), the segmentation de-
viates little from that of the noise-free grain. Similar results
are observed for the three-phase scenario (second row). A
lower noise power (66%) was chosen, because otherwise
the small bottom grain could not be detected, likely due
to its small size compared to the window size. The multi-
phase segmentation also works very well for five regions
(third row) under the presence of very strong noise (100%).
Furthermore, as seen in the bottom row of Figure 2, the pro-
posed Fourier-based segmentation is feasible and robust to
large amounts of noise (100%), even if the individual grains
have entirely different crystal lattices. This is a type of ma-
terial of practical relevance to material scientists that cannot
be handled by the stencil based methods [4, 5, 12].
5. Conclusions
We have discussed a variational framework for multi-
phase image segmentation based on structural information
Figure 2. Segmentation of crystals without (left) and with (right) noise, computed by the proposed method using the 2D-FFT modulus (21)
and visualized as boundary curves (red). Bottom row images courtesy of Paul Voyles.
from high-dimensional local features. The framework im-
poses no special constraints on the used indicator functions,
except that they are suitable for structure discrimination in
the sense that they should be roughly homogeneous inside
the structures of interest and provide some contrast across
the different regions of interest. A robust initialization strat-
egy for the segmentation algorithm was presented in this
context, based on dimension reduction and decorrelation via
PCA, as well as edgeness detection and clustering. Numer-
ical results for two applications were presented. For tex-
ture segmentation, the proposed framework provides very
competitive results, including state-of-the-art performance
on the Prague benchmark. Using the 2D-FFT as feature ex-
tractor, robust and unsupervised crystal segmentation can be
achieved, including segmentation of crystals with entirely
different structure from extremely noisy data and without a-
priori information about the crystals. We would like to point
out that the proposed method can also be applied directly to
high-dimensional data, for instance in spectroscopy.
The source code of the proposed method, including ex-
ecutables reproducing all presented results, is available at
http://nmevenkamp.github.io/pcams.
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