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APPLICATION OF MULTIPLE FOURIER–LEGENDRE SERIES TO
IMPLEMENTATION OF STRONG EXPONENTIAL MILSTEIN AND
WAGNER–PLATEN METHODS FOR NON-COMMUTATIVE SEMILINEAR
STOCHASTIC PARTIAL DIFFERENTIAL EQUATIONS
DMITRIY F. KUZNETSOV
Abstract. The article is devoted to the application of multiple Fourier–Legendre series
to implementation of strong exponential Milstein and Wagner–Platen methods for non-
commutative semilinear stochastic partial differential equations with multiplicative trace
class noise. These methods have strong orders of convergence 1.0 − ε and 1.5 − ε corre-
spondingly (here ε is an arbitrary small positive real number) with respect to the temporal
discretization. The theorem on mean-square convergence of approximations of iterated sto-
chastic Ito integrals of multiplicities 1 to 3 with respect to the infinite-dimensional Q-Wiener
process is formulated and proved. The results of the article can be applied to implementa-
tion of exponential Milstein and Wagner–Platen methods for non-commutative semilinear
stochastic partial differential equations with multiplicative trace class noise.
1. Introduction
It is well-known that one of the effective approaches to the construction of high-order strong
numerical methods (with respect to the temporal discretization) for stochastic partial differential
equations (SPDEs) is based on the Taylor formula in Banach spaces and exponential formula for the
mild solution of SPDEs [1]-[6]. A significant step in this direction was made in [2], [3], where the
exponential Milstein and Wagner–Platen methods for semilinear SPDEs were constructed. Under the
appropriate conditions [2], [3] these methods have strong orders of convergence 1.0 − ε and 1.5 − ε
correspondingly (where ε is an arbitrary small posilive real number) with respect to the temporal
discretization.
An important feature of the mentioned numerical methods is the presence in them the so-called
iterated stochastic Ito integrals with respect to the infinite-dimensional Q-Wiener process [7]. The
problem of numerical modeling of these stochastic integrals was solved in [2], [3] for the case when
special commutativity conditions are fulfilled.
If the mentioned commutativity conditions are not fulfilled, which often corresponds to SPDEs in
numerous applications, the numerical simulation of iterated stochastic Ito integrals with respect to
the infinite-dimensional Q-Wiener process becomes much more difficult. Note that the exponential
Milstein scheme [2] contains the iterated stochastic Ito integrals of multiplicities 1 and 2 with re-
spect to the infinite-dimensional Q-Wiener process while the exponential Wagner–Platen scheme [3]
contains the mentioned stochastic integrals of multiplicities 1 to 3. In [8] two methods of the mean-
square approximation of iterated stochastic Ito integrals from the Milstein scheme [2] have been
considered. Note that the mean-square error of approximation of these stochastic integrals consists
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of two components [8]. The first component is related with the finite-dimentional approximation of
the infinite-dimentional Q-Wiener process while the second one is connected with the approximation
of iterated stochastic Ito integrals with respect to the scalar standard Brownian motions. In the
author’s publications [9], [10] the problem of the mean-square approximation of iterated stochastic
Ito integrals with respect to the infinite-dimensional Q-Wiener process in the sense of second compo-
nent of approximation error (see above) has been solved at least at the principial level for arbitraty
multiplicity k (k ∈ N) of stochastic integrals. More precisely, in [9], [10] the method of generalized
multiple Fourier series [11]-[51] for iterated stochastic Ito integrals with respect to the scalar standard
Brownian motions was adapted for the case of iterated stochastic Ito integrals with respect to the
infinite-dimensional Q-Wiener process (in the sense of second component of the approximation error).
In this article, we extend the method for estimating the first component of approximation error
from [8] for iterated stochastic Ito integrals of multiplicities 1 to 3 with respect to the infinite-
dimensional Q-Wiener process. In addition, we combine the obtained results with the results from
[9], [10]. Thus, the results of the article can be applied to the implementation of exponential Milstein
and Wagner–Platen schemes for semilinear SPDEs with multiplicative trace class noise and without
the conditions of commutativity.
2. Exponential Milstein and Wagner–Platen Numerical Schemes for
Non-Commutative Semilinear SPDEs
Let U,H be separable R-Hilbert spaces and LHS(U,H) be a space of Hilbert–Schmidt operators.
Let (Ω,F,P) be a probability space with a normal filtration {Ft, t ∈ [0, T¯ ]} [7], let Wt be an U -
valued Q-Wiener process with respect to {Ft, t ∈ [0, T¯ ]}, which has a covariance trace class operator
Q ∈ L(U). Here L(U) denotes all bounded linear operators on U . Let U0 be an R-Hilbert space
U0 = Q
1/2(U) with a scalar product
〈u,w〉U0 =
〈
Q−1/2u,Q−1/2w
〉
U
for all u,w ∈ U0.
Consider the semilinear parabolic SPDE
(1) dXt = (AXt + F (Xt)) dt+B(Xt)dWt, X0 = ξ, t ∈ [0, T¯ ],
where nonlinear operators F, B (F : H → H , B : H → LHS(U0, H)), linear operator A : D(A) ⊂
H → H as well as the initial value ξ are assumed to satisfy the conditions of existence and uniqueness
of the mild solution of SPDE (1) (see [3], Assumptions A1–A4).
It is well-known [6] that Assumptions A1–A4 [3] guarantee the existence and uniqueness (up to
modifications) of the mild solution Xt : [0, T¯ ]× Ω→ H of the SPDE (1)
(2) Xt = exp(At)ξ +
t∫
0
exp(A(t − τ))F (Xτ )dτ +
t∫
0
exp(A(t− τ))B(Xτ )dWτ
with probability 1 (further w. p. 1) for all t ∈ [0, T¯ ], where exp(At), t ≥ 0 is the semigroup generated
by the operator A.
Consider eigenvalues λi and eigenfunctions ei(x) of the covariance operatorQ, where i = (i1, . . . , id)
∈ J, x = (x1, . . . , xd) ∈ U, and J = {i : i ∈ Nd, and λi > 0}.
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The series representation of the Q-Wiener process has the following form [7]
Wt =
∑
i∈J
ei
√
λiw
(i)
t or Wt =
∑
i∈JM
ei 〈ei,Wt〉U ,
where t ∈ [0, T¯ ], w(i)t (i ∈ J) are independent standard Wiener processes, and 〈·, ·〉U is a scalar
product in U.
Note that eigenfunctions ei, i ∈ J form an orthonormal basis of U [7].
Consider the finite-dimensional approximation of Wt [7]
(3) WMt =
∑
i∈JM
ei
√
λiw
(i)
t , t ∈ [0, T¯ ],
where
(4) JM = {i : 1 ≤ i1, . . . , id ≤M, and λi > 0}.
Remark 1. Obviously, without the loss of generality we can write down JM = {1, 2, . . . ,M}.
Let ∆ > 0, τp = p∆ (p = 0, 1, . . . , N), and N∆ = T¯ . Consider the following exponential Milstein
and Wagner–Platen numerical schemes for the SPDE (1) [2], [3]
Yp+1 = exp (A∆)

Yp +∆F (Yp) +
τp+1∫
τp
B(Yp)dWs+
(5) +
τp+1∫
τp
B′(Yp)


s∫
τp
B(Yp)dWτ

 dWs

 ,
(an exponential Milstein scheme)
Yp+1 = exp
(
A∆
2
)
×
×

exp(A∆
2
)
Yp +∆F (Yp) +
∆2
2
F ′(Yp)
(
AYp + F (Yp)
)
+
τp+1∫
τp
B(Yp)dWs+
+
∆2
4
∑
i∈J
λiF
′′(Yp)
(
B(Yp)ei, B(Yp)ei
)
+
τp+1∫
τp
B′(Yp)


s∫
τp
B(Yp)dWτ

 dWs+
+A


τp+1∫
τp
s∫
τp
B(Yp)dWτds− ∆
2
τp+1∫
τp
B(Yp)dWs

+
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+∆
τp+1∫
τp
B′(Yp)
(
AYp + F (Yp)
)
dWs −
τp+1∫
τp
s∫
τp
B′(Yp)
(
AYp + F (Yp)
)
dWτds+
+
1
2
τp+1∫
τp
B′′(Yp)


s∫
τp
B(Yp)dWτ ,
s∫
τp
B(Yp)dWτ

 dWs+
+
τp+1∫
τp
F ′(Yp)


s∫
τp
B(Yp)dWτ

 ds+
(6) +
τp+1∫
τp
B′(Yp)


s∫
τp
B′(Yp)


τ∫
τp
B(Yp)dWθ

 dWτ

 dWs

 ,
(an exponential Wagner–Platen scheme)
where Yp is an approximation of Xτp (mild solution (2) at the time moment τp), p = 0, 1, . . . , N, and
B′, B′′, F ′, F ′′ are Frechet derivatives. In addition to the temporal discretization, the implementation
of numerical schemes (5) and (6) also requires a finite-dimensional approximation of the spaces H ,
U . Further, we will consider this approximation only for the space U .
Let us consider the following iterated stochastic Ito integrals
I
(r1)
(1)T,t =
T∫
t
dw
(r1)
t1 ,
I
(r10)
(10)T,t =
T∫
t
t2∫
t
dw
(r1)
t1 dt2, I
(0r2)
(01)T,t =
T∫
t
t2∫
t
dt1dw
(r2)
t2 ,
I
(r1r2)
(11)T,t =
T∫
t
t2∫
t
dw
(r1)
t1 dw
(r2)
t2 ,
I
(r1r2r3)
(111)T,t =
T∫
t
t3∫
t
t2∫
t
dw
(r1)
t1 dw
(r2)
t2 dw
(r3)
t3 ,
where r1, r2, r3 ∈ JM , 0 ≤ t < T ≤ T¯ , and JM is defined by (4).
Let us replace the infinite-dimensional Q-Wiener process in the iterated stochastic Ito integrals
from (5), (6) by its finite-dimensional approximation (3). Then w. p. 1 we have
(7)
τp+1∫
τp
B(Yp)dW
M
s =
∑
r1∈JM
B(Yp)er1
√
λr1I
(r1)
(1)τp+1,τp
,
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A


τp+1∫
τp
s∫
τp
B(Yp)dW
M
τ ds−
∆
2
τp+1∫
τp
B(Yp)dW
M
s

 = A
τp+1∫
τp
B(Yp)
(τp+1
2
− s+ τp
2
)
dWMs =
(8) =
∑
r1∈JM
AB(Yp)er1
√
λr1
(
∆
2
I
(r1)
(1)τp+1,τp
− I(0r1)(01)τp+1,τp
)
,
∆
τp+1∫
τp
B′(Yp)
(
AYp + F (Yp)
)
dWMs −
τp+1∫
τp
s∫
τp
B′(Yp)
(
AYp + F (Yp)
)
dWMτ ds =
=
τp+1∫
τp
B′(Yp)
s∫
τp
(
AYp + F (Yp)
)
dτdWMs =
(9) =
∑
r1∈JM
B′(Yp)
(
AYp + F (Yp)
)
er1
√
λr1I
(0r1)
(01)τp+1,τp
,
τp+1∫
τp
F ′(Yp)


s∫
τp
B(Yp)dW
M
τ

 ds =
(10) =
∑
r1∈JM
F ′(Yp)B(Yp)er1
√
λr1
(
∆I
(r1)
(1)τp+1,τp
− I(0r1)(01)τp+1,τp
)
,
τp+1∫
τp
B′(Yp)


s∫
τp
B(Yp)dW
M
τ

 dWMs =
=
∑
r1,r2∈JM
B′(Yp) (B(Yp)er1) er2
√
λr1λr2I
(r1r2)
(11)τp+1,τp
,
τp+1∫
τp
B′(Yp)


s∫
τp
B′(Yp)


τ∫
τp
B(Yp)dW
M
θ

 dWMτ

 dWMs =
=
∑
r1,r2,r3∈JM
B′(Yp) (B
′(Yp) (B(Yp)er1) er2) er3
√
λr1λr2λr3I
(r1r2r3)
(111)τp+1,τp
,
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τp+1∫
τp
B′′(Yp)


s∫
τp
B(Yp)dW
M
τ ,
s∫
τp
B(Yp)dW
M
τ

 dWMs =
=
∑
r1,r2,r3∈JM
B′′(Yp) (B(Yp)er1 , B(Yp)er2) er3
√
λr1λr2λr3×
(11) ×
τp+1∫
τp


s∫
τp
dw(r1)τ
s∫
τp
dw(r2)τ

 dw(r3)s .
Note that in (8)–(10) we used the Ito formula. Moreover, using the Ito formula we obtain
(12)
s∫
τp
dw(r1)τ
s∫
τp
dw(r2)τ = I
(r1r2)
(11)s,τp
+ I
(r2r1)
(11)s,τp
+ 1{r1=r2}(s− τp) w. p. 1.
From (12) we have
(13)
τp+1∫
τp


s∫
τp
dw(r1)τ
s∫
τp
dw(r2)τ

 dw(r3)s = I(r1r2r3)(111)τp+1,τp + I(r2r1r3)(111)τp+1,τp + 1{r1=r2}I(0r3)(01)τp+1,τp w. p. 1.
After substituting (13) into (11) we obtain
τp+1∫
τp
B′′(Yp)


s∫
τp
B(Yp)dW
M
τ ,
s∫
τp
B(Yp)dW
M
τ

 dWMs =
=
∑
r1,r2,r3∈JM
B′′(Z) (B(Z)er1 , B(Z)er2) er3
√
λr1λr2λr3×
(14) ×
(
I
(r1r2r3)
(111)τp+1,τp
+ I
(r2r1r3)
(111)τp+1,τp
+ 1{r1=r2}I
(0r3)
(01)τp+1,τp
)
w. p. 1.
Thus, for implementation of the numerical schemes (5) and (6) we need to approximate the fol-
lowing collection of iterated stochastic Ito integrals
I
(r1)
(1)T,t, I
(0r1)
(01)T,t, I
(r1r2)
(11)T,t, I
(r1r2r3)
(111)T,t ,
where r1, r2, r3 ∈ JM , 0 ≤ t < T ≤ T¯ .
Chapters 5 and 6 (pp. A.249 – A.628) of the monograph [22] (also see [11]-[21], [23]-[51]) are devoted
to the constructing of efficient methods of the mean-square approximation of iterated stochastic Ito
integrals with respect to components of the finite-dimensional Wiener process, based on generalized
multiple Fourier series. These results are also adapted to iterated stochastic Stratonovich integrals
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[16]-[22], [25], [30], [32]-[39], [43], [46], [47], [49], [51]. In Sect. 3 we consider a very short review of
the results from Chapters 5 and 6 of the monograph [22].
3. Method of Approximation of Iterated Stochastic Ito integrals Based on
Generalized Multiple Fourier Series. The Case of Multiple Fourier–Le-
gendre Series
Consider the following iterated stochastic Ito integrals
(15) J [ψ(k)]
(i1...ik)
T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
where 0 ≤ t < T ≤ T¯ , every ψl(τ) (l = 1, . . . , k) is a continuous non-random function on [t, T ], w(i)τ
(i = 1, . . . ,m) are independent standard Wiener processes, w
(0)
τ = τ, i1, . . . , ik = 0, 1, . . . ,m.
Suppose that {φj(x)}∞j=0 is a complete orthonormal system of functions in the space L2([t, T ]) and
define the following function on the hypercube [t, T ]k
(16) K(t1, . . . , tk) =


ψ1(t1) . . . ψk(tk), t1 < . . . < tk
0, otherwise
=
k∏
l=1
ψl(tl)
k−1∏
l=1
1{tl<tl+1},
where t1, . . . , tk ∈ [t, T ] (k ≥ 2), and K(t1) ≡ ψ1(t1), t1 ∈ [t, T ]. Here 1A is the indicator of the set A.
The function K(t1, . . . , tk) is piecewise continuous on the hypercube [t, T ]
k. At this situation it
is well known that the generalized multiple Fourier series of K(t1, . . . , tk) ∈ L2([t, T ]k) converges to
K(t1, . . . , tk) on the hypercube [t, T ]
k in the mean-square sense, i.e.
(17) lim
p1,...,pk→∞
∥∥∥∥K(t1, . . . , tk)− p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl)
∥∥∥∥
L2([t,T ]k)
= 0,
where
(18) Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk
is the Fourier coefficient and
‖f‖L2([t,T ]k) =

 ∫
[t,T ]k
f2(t1, . . . , tk)dt1 . . . dtk


1/2
.
Consider the discretization {τj}Nj=0 of [t, T ] such that
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(19) t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 if N →∞, ∆τj = τj+1 − τj .
Theorem 1 [11] (2006) (also see [9], [10], [12]-[51]). Suppose that every ψl(τ) (l = 1, . . . , k) is
a continuous non-random function on [t, T ] and {φj(x)}∞j=0 is a complete orthonormal system of
continuous functions in L2([t, T ]). Then
J [ψ(k)]
(i1...ik)
T,t = l.i.m.p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(20) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1 (τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
,
where
Gk = Hk\Lk, Hk =
{
(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1
}
,
Lk =
{
(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1; lg 6= lr (g 6= r); g, r = 1, . . . , k
}
,
l.i.m. is a limit in the mean-square sense, i1, . . . , ik = 0, 1, . . . ,m,
(21) ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for various i or j (if i 6= 0), Cjk...j1 is the
Fourier coefficient (18), ∆w
(i)
τj = w
(i)
τj+1−w(i)τj (i = 0, 1, . . . ,m), {τj}Nj=0 is the discretization of [t, T ],
which satisfies the condition (19).
Note that in [11]-[22], [29] the version of Theorem 1 for systems of Haar and Rademacher–Walsh
functions has been considered. Another version of Theorem 1 related to the application of complete
orthonormal with weight r(t1) . . . r(tk) ≥ 0 systems of functions in L2([t, T ]k) has been considered in
[22], [41].
In order to evaluate a significance of Theorem 1 for practice we will demonstrate its transformed
particular cases for k = 1, . . . , 5 [11]-[51] (cases k = 6, 7 and k > 7 can be found in [12]-[51])
(22) J [ψ(1)]
(i1)
T,t = l.i.m.p1→∞
p1∑
j1=0
Cj1ζ
(i1)
j1
,
(23) J [ψ(2)]
(i1i2)
T,t = l.i.m.p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2 6=0}1{j1=j2}
)
,
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J [ψ(3)]
(i1i2i3)
T,t = l.i.m.p1,p2,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
−
(24) − 1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 − 1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
−1{i1=i3 6=0}1{j1=j3}ζ(i2)j2
)
,
J [ψ(4)]
(i1...i4)
T,t = l.i.m.p1,...,p4→∞
p1∑
j1=0
. . .
p4∑
j4=0
Cj4...j1
(
4∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}+
+1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}+
(25) + 1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}
)
,
J [ψ(5)]
(i1...i5)
T,t = l.i.m.p1,...,p5→∞
p1∑
j1=0
. . .
p5∑
j5=0
Cj5...j1
(
5∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
− 1{i1=i5 6=0}1{j1=j5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
−
−1{i2=i5 6=0}1{j2=j5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
−
−1{i3=i5 6=0}1{j3=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
− 1{i4=i5 6=0}1{j4=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}ζ
(i5)
j5
+ 1{i1=i2 6=0}1{j1=j2}1{i3=i5 6=0}1{j3=j5}ζ
(i4)
j4
+
+1{i1=i2 6=0}1{j1=j2}1{i4=i5 6=0}1{j4=j5}ζ
(i3)
j3
+ 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}ζ
(i5)
j5
+
+1{i1=i3 6=0}1{j1=j3}1{i2=i5 6=0}1{j2=j5}ζ
(i4)
j4
+ 1{i1=i3 6=0}1{j1=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i2)
j2
+
+1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}ζ
(i5)
j5
+ 1{i1=i4 6=0}1{j1=j4}1{i2=i5 6=0}1{j2=j5}ζ
(i3)
j3
+
+1{i1=i4 6=0}1{j1=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i2)
j2
+ 1{i1=i5 6=0}1{j1=j5}1{i2=i3 6=0}1{j2=j3}ζ
(i4)
j4
+
+1{i1=i5 6=0}1{j1=j5}1{i2=i4 6=0}1{j2=j4}ζ
(i3)
j3
+ 1{i1=i5 6=0}1{j1=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i2)
j2
+
+1{i2=i3 6=0}1{j2=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
+ 1{i2=i4 6=0}1{j2=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
+
(26) + 1{i2=i5 6=0}1{j2=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
)
,
where 1A is the indicator of the set A.
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Let us consider the generalization of the formulas (22) – (26) for the case of arbitrary k (k ∈ N).
Consider the disordered set {1, 2, . . . , k} and separate it into two parts: the first part consists of
r disordered pairs (sequence order of these pairs is also unimportant) and the second one consists of
the remaining k − 2r numbers. So, we have
(27) ({{g1, g2}, . . . , {g2r−1, g2r}︸ ︷︷ ︸
part 1
}, {q1, . . . , qk−2r︸ ︷︷ ︸
part 2
}),
where {g1, g2, . . . , g2r−1, g2r, q1, . . . , qk−2r} = {1, 2, . . . , k}, braces mean an disordered set, and paren-
theses mean an ordered set.
We will say that (27) is a partition and consider the sum using all possible partitions
(28)
∑
({{g1,g2},...,{g2r−1,g2r}},{q1,...,qk−2r})
{g1,g2,...,g2r−1,g2r,q1,...,qk−2r}={1,2,...,k}
ag1g2,...,g2r−1g2r ,q1...qk−2r .
Now we can formulate the generalization of the formulas (22) – (26) for the case of arbitrary k
(k ∈ N).
Theorem 2 [14]-[22] (also see [9], [10], [29]). In conditions of Theorem 1 the following converging
in the mean-square sense expansion is valid
J [ψ(k)]
(i1...ik)
T,t = l.i.m.p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
+
[k/2]∑
r=1
(−1)r×
(29) ×
∑
({{g1,g2},...,{g2r−1,g2r}},{q1,...,qk−2r})
{g1,g2,...,g2r−1,g2r,q1,...,qk−2r}={1,2,...,k}
r∏
s=1
1{ig
2s−1
= ig
2s
6=0}1{jg
2s−1
= jg
2s
}
k−2r∏
l=1
ζ
(iql )
jql
)
.
In particular, from (29) for k = 5 we obtain
J [ψ(5)]
(i1...i5)
T,t = l.i.m.p1,...,p5→∞
p1∑
j1=0
. . .
p5∑
j5=0
Cj5...j1
(
5∏
l=1
ζ
(il)
jl
−
−
∑
({g1,g2},{q1,q2,q3})
{g1,g2,q1,q2,q3}={1,2,3,4,5}
1{ig
1
= ig
2
6=0}1{jg
1
= jg
2
}
3∏
l=1
ζ
(iql )
jql
+
+
∑
({{g1,g2},{g3,g4}},{q1})
{g1,g2,g3,g4,q1}={1,2,3,4,5}
1{ig
1
= ig
2
6=0}1{jg
1
= jg
2
}1{ig
3
= ig
4
6=0}1{jg
3
= jg
4
}ζ
(iq1 )
jq1
)
.
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The last equality obviously agrees with (26). Note that the rightness of formulas (22) – (26) can
be verified by the fact that if i1 = . . . = i5 = i = 1, . . . ,m and ψ1(s), . . . , ψ6(s) ≡ ψ(s), then we can
derive from (22) – (26) the well known equalities, which be fulfilled w. p. 1 (the cases k = 2, 3 were
discussed in details in [12]-[22], [29])
J [ψ(1)]
(i)
T,t =
1
1!
δ
(i)
T,t,
J [ψ(2)]
(ii)
T,t =
1
2!
((
δ
(i)
T,t
)2
−∆T,t
)
,
J [ψ(3)]
(iii)
T,t =
1
3!
((
δ
(i)
T,t
)3
− 3δ(i)T,t∆T,t
)
,
J [ψ(4)]
(iiii)
T,t =
1
4!
((
δ
(i)
T,t
)4
− 6
(
δ
(i)
T,t
)2
∆T,t + 3∆
2
T,t
)
,
J [ψ(5)]
(iiiii)
T,t =
1
5!
((
δ
(i)
T,t
)5
− 10
(
δ
(i)
T,t
)3
∆T,t + 15δ
(i)
T,t∆
2
T,t
)
,
where
δ
(i)
T,t =
T∫
t
ψ(s)dw(i)s , ∆T,t =
T∫
t
ψ2(s)ds,
which can be independently obtained using the Ito formula and Hermite polynomials [52].
Assume that J [ψ(k)]
(i1...ik)p1...pk
T,t is an approximation of stochastic integral (15), which is the ex-
pression on the right-hand side of (20) before transition to the limit l.i.m.
p1,...,pk→∞
. Let us denote
E(i1...ik)p1,...,pk = M
{(
J [ψ(k)]
(i1...ik)
T,t − J [ψ(k)](i1...ik)p1,...,pkT,t
)2}
,
(30) Ik = ‖K‖2L2([t,T ]k) =
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk, E
(i1...ik)p1,...,pk
∣∣∣
p1=...=pk=p
def
= E(i1...ik)p.
In [21], [22], [29], [31] it was shown that
(31) E
(i1...ik)p1,...,pk
k ≤ k!

Ik − p1∑
j1=0
. . .
pk∑
jk=0
C2jk...j1


for i1, . . . , ik = 1, . . . ,m (T − t <∞) or i1, . . . , ik = 0, 1, . . . ,m (T − t < 1).
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Let us consider some approximations of iterated stochastic Ito integrals using Theorem 1 and
multiple Fourier–Legendre series.
The complete orthonormal system of Legendre polynomials in the space L2([t, T ]) looks as follows
(32) φj(x) =
√
2j + 1
T − t Pj
((
x− T + t
2
)
2
T − t
)
, j = 0, 1, 2, . . . ,
where Pj(x) is the Legendre polynomial.
Using the system of functions (32) and Theorem 1 we obtain the following approximations of
iterated stochastic Ito integrals [9]-[51] (also see early publications [53] (1997), [54] (1998), [55] (2000))
(33) I
(i1)
(1)T,t =
√
T − tζ(i1)0 ,
(34) I
(0i1)
(01)T,t =
(T − t)3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
(35) I
(i10)
(10)T,t =
(T − t)3/2
2
(
ζ
(i1)
0 −
1√
3
ζ
(i1)
1
)
,
(36) I
(i1i2)q
(11)T,t =
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
q∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1 ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
)
− 1{i1=i2}
)
,
I
(i1i2i3)q1
(111)T,t =
q1∑
j1,j2,j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(37) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
I
(i1i1i1)
(111)T,t =
1
6
(T − t)3/2
((
ζ
(i1)
0
)3
− 3ζ(i1)0
)
,
Cj3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(T − t)3/2
8
C¯j3j2j1 ,
C¯j3j2j1 =
1∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz,
the standard Gaussian random variable ζ
(i)
j (i 6= 0) is defined by (21), and
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Table 1. Minimal numbers q, q1 such that E
(i1i2)q, E(i1i2i3)q1 ≤ (T − t)4, q1 ≪ q.
T − t 0.08222 0.05020 0.02310 0.01956
q 19 51 235 328
q1 1 2 5 6
Table 2. Coefficients C¯3jk.
j
k 0 1 2 3 4 5 6
0 0 2105 0 − 4315 0 2693 0
1 4105 0 − 2315 0 − 83465 0 109009
2 235 − 2105 0 43465 0 − 7445045 0
3 2315 0 − 23465 0 1645045 0 − 109009
4 − 263 463465 0 − 3245045 0 29009 0
5 − 10693 0 389009 0 − 49009 0 122765765
6 0 − 103003 0 209009 0 − 226765765 0
I
(i1i2)
(11)T,t = l.i.m.q→∞
I
(i1i2)q
(11)T,t,
I
(i1i2i3)
(111)T,t = l.i.m.q1→∞
I
(i1i2i3)q1
(111)T,t .
Note that T − t ≪ 1 (T − t is an integration step with respect to the temporal variable). Thus
q1 ≪ q (see Table 1 [9]-[22], [32]). Moreover, the values C¯j3j2j1 do not depend on T − t. This feature
is important because we can use a variable integration step T − t. Coefficients C¯j3j2j1 are calculated
once and before the start of the numerical scheme. Some examples of exact calculation of coefficients
C¯j3j2j1 via DERIVE (computer algebra system) can be found in Table 2 (another tables are presented
in [9]-[22], [32])).
According to the notations introduced above, we have
E(i1i2)q = M
{(
I
(i1i2)
(11)T,t − I
(i1i2)q
(11)T,t
)2}
,
E(i1i2i3)q1 = M
{(
I
(i1i2i3)
(111)T,t − I
(i1i2i3)q1
(111)T,t
)2}
.
Then for pairwise different i1, i2, i3 = 1, . . . ,m we obtain [9]-[22], [31]
(38) E(i1i2)q =
(T − t)2
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
,
(39) E(i1i2i3)q1 =
(T − t)3
6
−
q1∑
j1,j2,j3=0
C2j3j2j1 .
14 D.F. KUZNETSOV
On the basis of the presented approximations of iterated stochastic Ito integrals we can see that
increasing of multiplicities of these integrals leads to increasing of orders of smallness according to
T − t (T − t≪ 1) in the mean-square sense for iterated stochastic Ito integrals. This leads to sharp
decrease of member quantities in the approximations of iterated stochastic Ito integrals, which are
required for achieving the acceptable accuracy of the approximation (q1 ≪ q).
From (39) we obtain [9]-[22], [32], [51]
(40) E(i1i2i3)q1
∣∣∣
q1=6
≈ 0.01956000(T − t)3.
4. Approximation of Iterated Stochastic Integrals of Multiplicity k with Respect
to the Q-Wiener Process
Consider the iterated stochastic Ito integral with respect to the Q-Wiener process in the following
form
I[Φ(k)(Z), ψ(k)]T,t =
(41) =
T∫
t
Φk(Z)

. . .

 t3∫
t
Φ2(Z)

 t2∫
t
Φ1(Z)ψ1(t1)dWt1

ψ2(t2)dWt2

 . . .

ψk(tk)dWtk ,
where Z : Ω → H is an Ft/B(H)-measurable mapping, every ψl(τ) (l = 1, . . . , k) is a continuous on
[t, T ] non-random function, and Φk(v)( . . . (Φ2(v)(Φ1(v))) . . . ) is a k-linear Hilbert–Schmidt operator
mapping from U0 × . . .× U0︸ ︷︷ ︸
k times
to H for all v ∈ H .
Let I[Φ(k)(Z), ψ(k)]MT,t be an approximation of the stochastic integral (41)
I[Φ(k)(Z), ψ(k)]MT,t =
=
T∫
t
Φk(Z)

. . .

 t3∫
t
Φ2(Z)

 t2∫
t
Φ1(Z)ψ1(t1)dW
M
t1

ψ2(t2)dWMt2

 . . .

ψk(tk)dWMtk =
=
∑
r1,r2,...,rk∈JM
Φk(Z) (. . . (Φ2(Z) (Φ1(Z)er1) er2) . . .) erk×
(42) ×
√
λr1λr2 . . . λrk J [ψ
(k)]
(r1r2...rk)
T,t ,
where 0 ≤ t < T ≤ T¯ , and
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J [ψ(k)]
(r1...rk)
T,t =
T∫
t
ψk(tk) . . .
t3∫
t
ψ2(t2)
t2∫
t
ψ1(t1)dw
(r1)
t1 dw
(r2)
t2 . . . dw
(rk)
tk
is the iterated stochastic Ito integral (15), r1, r2, . . . , rk ∈ JM .
Let I[Φ(k)(Z), ψ(k)]M,p1...,pkT,t be an approximation of the stochastic integral (42)
I[Φ(k)(Z), ψ(k)]M,p1...,pkT,t =
∑
r1,r2,...,rk∈JM
Φk(Z) (. . . (Φ2(Z) (Φ1(Z)er1) er2) . . .) erk×
(43) ×
√
λr1λr2 . . . λrk J [ψ
(k)]
(r1r2...rk)p1,...,pk
T,t ,
where J [ψ(k)]
(r1r2...rk)p1,...,pk
T,t is defined as a prelimit expression in (20)
J [ψ(k)]
(r1...rk)p1,...,pk
T,t =
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(rl)
jl
−
(44) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1 )∆w
(r1)
τl1
. . . φjk (τlk)∆w
(rk)
τlk
)
or as a prelimit expression in (29)
J [ψ(k)]
(r1...rk)p1...pk
T,t =
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(rl)
jl
+
[k/2]∑
m=1
(−1)m×
(45) ×
∑
({{g1,g2},...,{g2m−1,g2m}},{q1,...,qk−2m})
{g1,g2,...,g2m−1,g2m,q1,...,qk−2m}={1,2,...,k}
m∏
s=1
1{rg
2s−1
= rg
2s
6=0}1{jg
2s−1
= jg
2s
}
k−2m∏
l=1
ζ
(rql )
jql
)
.
Let U, H be separable R-Hilbert spaces, U0 = Q
1/2(U), and L(U,H) be the space of linear and
bounded operators mapping from U to H . Let L(U,H)0 = {T |U0 : T ∈ L(U,H)} (here T |U0 is the
restriction of operator T to the space U0). It is known [7] that L(U,H)0 is a dense subset of the space
of Hilbert–Schmidt operators LHS(U0, H).
Theorem 3 [9], [10]. Let the conditions of Theorem 1 be fulfilled, as well as the following condi-
tions:
1. Q ∈ L(U) is a nonnegative and symmetric trace class operator (λi and ei (i ∈ J) are its
eigenvalues and eigenfunctions (which form an orthonormal basis of U) correspondingly), and Wτ ,
τ ∈ [0, T¯ ] is an U -valued Q-Wiener process.
2. Z : Ω→ H is an Ft/B(H)-measurable mapping.
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3. Φ1 ∈ L(U,H)0, Φ2 ∈ L(H,L(U,H)0), moreover Φk(v)( . . . (Φ2(v)(Φ1(v))) . . . ) is a k-linear
Hilbert–Schmidt operator mapping from U0 × . . .× U0︸ ︷︷ ︸
k times
to H for all v ∈ H such that
∥∥∥∥∥Φk(Z) (. . . (Φ2(Z) (Φ1(Z)er1) er2) . . .) erk
∥∥∥∥∥
2
H
≤ Lk <∞
w. p. 1 for all r1, r2, . . . , rk ∈ JM , M ∈ N. Then
M


∥∥∥∥∥I[Φ(k)(Z), ψ(k)]MT,t − I[Φ(k)(Z), ψ(k)]M,p1...pkT,t
∥∥∥∥∥
2
H

 ≤
(46) ≤ Lk(k!)2 (tr Q)k

Ik − p1∑
j1=0
. . .
pk∑
jk=0
C2jk...j1

 ,
where Ik is defined by (30), and
tr Q =
∑
i∈J
λi.
Remark 2. It should be noted that the right-hand side of the inequality (46) is independent of M
and tends to zero if p1, . . . , pk →∞ due to the Parseval’s equality.
5. Approximation of Iterated Stochastic Integrals From the Exponential Milstein
and Wagner–Platen Schemes for SPDEs
This section is devoted to the approximation of iterated stochastic integrals from the Milstein
scheme (5) and Wagner–Platen scheme (6) for SPDEs. These integrals have the following form
(47) J1[B(Z)]T,t =
T∫
t
B(Z)dWs,
(48) J2[B(Z)]T,t = A

 T∫
t
s∫
t
B(Z)dWτds− (T − t)
2
T∫
t
B(Z)dWs

 ,
(49) J3[B(Z), F (Z)]T,t =
T∫
t
B′(Z)

 t2∫
t
(
AZ + F (Z)
)
dt1

 dWt2 ,
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(50) J4[B(Z), F (Z)]T,t =
T∫
t
F ′(Z)

 t2∫
t
B(Z)dWt1

 dt2,
(51) I1[B(Z)]T,t =
T∫
t
B′(Z)

 s∫
t
B(Z)dWτ

 dWs,
(52) I2[B(Z)]T,t =
T∫
t
B′(Z)

 t3∫
t
B′(Z)

 t2∫
t
B(Z)dWt1

 dWt2

 dWt3 ,
(53) I3[B(Z)]T,t =
T∫
t
B′′(Z)

 t2∫
t
B(Z)dWt1 ,
t2∫
t
B(Z)dWt1

 dWt2 ,
where Z : Ω→ H is an Ft/B(H)-measurable mapping, 0 ≤ t < T ≤ T¯ .
Note that according to (7)–(10), (33), and (34) we can write down w. p. 1
J1[B(Z)]
M
T,t =
T∫
t
B(Z)dWMs = (T − t)1/2
∑
r1∈JM
B(Z)er1
√
λr1ζ
(r1)
0 ,
J2[B(Z)]
M
T,t = A

 T∫
t
s∫
t
B(Z)dWMτ ds−
(T − t)
2
T∫
t
B(Z)dWMs

 =
(54) = − (T − t)
3/2
2
√
3
∑
r1∈JM
AB(Z)er1
√
λr1ζ
(r1)
1 ,
J3[B(Z), F (Z)]
M
T,t =
T∫
t
B′(Z)

 t2∫
t
(
AZ + F (Z)
)
dt1

 dWMt2 =
(55) =
(T − t)3/2
2
∑
r1∈JM
B′(Z)
(
AZ + F (Z)
)
er1
√
λr1
(
ζ
(r1)
0 +
1√
3
ζ
(r1)
1
)
,
J4[B(Z), F (Z)]
M
T,t =
T∫
t
F ′(Z)

 t2∫
t
B(Z)dWMt1

 dt2 =
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(56) =
(T − t)3/2
2
∑
r1∈JM
F ′(Z)B(Z)er1
√
λr1
(
ζ
(r1)
0 −
1√
3
ζ
(r1)
1
)
,
where ζ
(r1)
0 , ζ
(r1)
1 (r1 ∈ JM ) are independent standard Gaussian random variables.
Let I1[B(Z)]
M
T,t, I2[B(Z)]
M
T,t, I3[B(Z)]
M
T,t be approximations of stochastic integrals (51)–(53), which
have the following form
I1[B(Z)]
M
T,t =
T∫
t
B′(Z)

 s∫
t
B(Z)dWMτ

 dWMs =
(57) =
∑
r1,r2∈JM
B′(Z) (B(Z)er1) er2
√
λr1λr2I
(r1r2)
(11)T,t,
I2[B(Z)]
M
T,t =
T∫
t
B′(Z)

 t3∫
t
B′(Z)

 t2∫
t
B(Z)dWMt1

 dWMt2

 dWMt3 =
(58) =
∑
r1,r2,r3∈JM
B′(Z) (B′(Z) (B(Z)er1) er2) er3
√
λr1λr2λr3I
(r1r2r3)
(111)T,t ,
I3[B(Z)]
M
T,t =
T∫
t
B′′(Z)

 t2∫
t
B(Z)dWMt1 ,
t2∫
t
B(Z)dWMt1

 dWMt2 =
=
∑
r1,r2,r3∈JM
B′′(Z) (B(Z)er1 , B(Z)er2) er3
√
λr1λr2λr3×
(59) ×
(
I
(r1r2r3)
(111)T,t + I
(r2r1r3)
(111)T,t + 1{r1=r2}I
(0r3)
(01)T,t
)
.
Let I1[B(Z)]
M,q
T,t , I2[B(Z)]
M.q
T,t , I3[B(Z)]
M,q
T,t be approximations of stochastic integrals (57)–(59),
which are represented as follows
I1[B(Z)]
M,q
T,t =
∑
r1,r2∈JM
B′(Z) (B(Z)er1) er2
√
λr1λr2I
(r1r2)q
(11)T,t ,
I2[B(Z)]
M,q
T,t =
∑
r1,r2,r3∈JM
B′(Z) (B′(Z) (B(Z)er1) er2) er3×
(60) ×
√
λr1λr2λr3I
(r1r2r3)q
(111)T,t ,
APPLICATION OF MULTIPLE FOURIER–LEGENDRE SERIES 19
I3[B(Z)]
M,q
T,t =
∑
r1,r2,r3∈JM
B′′(Z) (B(Z)er1 , B(Z)er2) er3
√
λr1λr2λr3×
(61) ×
(
I
(r1r2r3)q
(111)T,t + I
(r2r1r3)q
(111)T,t + 1{r1=r2}I
(0r3)q
(01)T,t
)
,
where q ≥ 1 and the approximations I(r1r2)q(11)T,t , I
(r1r2r3)q
(111)T,t , I
(r2r1r3)q
(111)T,t are defined by (36), (37).
Recall that LHS(U0, H) is a space of Hilbert–Schmidt operators mapping from U0 to H. Let
L
(2)
HS(U0, H) and L
(3)
HS(U0, H) be spaces of bilinear and 3-linear Hilbert–Schmidt operators mapping
from U0 × U0 to H and from U0 × U0 × U0 to H correspondingly. Furthermore, let ‖·‖LHS(U0,H),
‖·‖
L
(2)
HS
(U0,H)
, and ‖·‖
L
(3)
HS
(U0,H)
be operator norms in these spaces.
Theorem 4. Let the conditions 1, 2 of Theorem 3 as well as the conditions of Theorem 1 be
fulfilled. Let B(v) be a Hilbert–Schmidt operator mapping from U0 to H for all v ∈ H, B′(v)(B(v)) be
a bilinear Hilbert–Schmidt operator mapping from U0×U0 to H for all v ∈ H, and B′(v)(B′(v)(B(v))),
B′′(v)(B(v), B(v)) be 3-linear Hilbert–Schmidt operators mapping from U0×U0×U0 to H for all v ∈ H
(we suppose that Frechet derivatives B′, B′′ exist (see Sect. 2)). Moreover, let there exists a constant
C such that w. p. 1
∥∥∥∥B(Z)Q−α
∥∥∥∥
LHS(U0,H)
< C,
∥∥∥∥B′(Z)(B(Z))Q−α
∥∥∥∥
L
(2)
HS
(U0,H)
< C
∥∥∥∥B′(Z)(B′(Z)(B(Z)))Q−α
∥∥∥∥
L
(3)
HS
(U0,H)
< C,
∥∥∥∥B′′(Z)(B(Z), B(Z))Q−α
∥∥∥∥
L
(3)
HS
(U0,H)
< C,
for some α > 0. Then
M


∥∥∥∥∥I1[B(Z)]T,t − I1[B(Z)]M,qT,t
∥∥∥∥∥
2
H

 ≤
(62) ≤ (T − t)2

C0 (tr Q)2

1
2
−
q∑
j=1
1
4j2 − 1

+KQ
(
sup
i∈J\JM
λi
)2α ,
M


∥∥∥∥∥I2[B(Z)]T,t − I2[B(Z)]M,qT,t
∥∥∥∥∥
2
H

 ≤
(63) ≤ (T − t)3

C1 (tr Q)3
(
1
6
−
q∑
j1,j2,j3=0
Cˆ2j3j2j1
)
+ LQ
(
sup
i∈J\JM
λi
)2α ,
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M


∥∥∥∥∥I3[B(Z)]T,t − I3[B(Z)]M,qT,t
∥∥∥∥∥
2
H

 ≤
(64) ≤ (T − t)3

C2 (tr Q)3
(
1
6
−
q∑
j1,j2,j3=0
Cˆ2j3j2j1
)
+MQ
(
sup
i∈J\JM
λi
)2α ,
where q ∈ N, C0, C1, C2,KQ, LQ,MQ <∞, and
Cˆj3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
8
C¯j3j2j1 ,
C¯j3j2j1 =
1∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz,
where Pj(x) (j = 0, 1, 2, . . .) is the Legendre polynomial.
Remark 3. Note that the estimate like (62) has been derived in [8] (also see [2]) with the difference
connected with the first term on the right-hand side of (62). In [8] the authors used the Karhunen–
Loeve expansion of the Brownian bridge process for the approximation of iterated stochastic Ito inte-
grals with respect to the finite-dimensional Wiener process. In this article we apply Theorem 1 and
the system of Legendre polynomials for obtainment the first term on the right-hand side of (62).
Proof. The estimate (62) directly follows from Theorem 3 from this article (the first term on the
right-hand side of (62)) and Theorem 1 from [8] (the second term on the right-hand side of (62)).
Further C3, C4, . . . denote various constants.
Let us prove the estimates (63), (64). Using the elementary inequality (a + b)2 ≤ 2(a2 + b2) and
Theorem 3 we obtain
M


∥∥∥∥∥I2[B(Z)]T,t − I2[B(Z)]M,qT,t
∥∥∥∥∥
2
H

 ≤
≤ 2

M


∥∥∥∥∥I2[B(Z)]T,t − I2[B(Z)]MT,t
∥∥∥∥∥
2
H

+M


∥∥∥∥∥I2[B(Z)]MT,t − I2[B(Z)]M,qT,t
∥∥∥∥∥
2
H



 ≤
(65) ≤ 2M


∥∥∥∥∥I2[B(Z)]T,t − I2[B(Z)]MT,t
∥∥∥∥∥
2
H

+ C3(T − t)3 (tr Q)3
(
1
6
−
q∑
j1,j2,j3=0
Cˆ2j3j2j1
)
,
M


∥∥∥∥∥I3[B(Z)]T,t − I3[B(Z)]M,qT,t
∥∥∥∥∥
2
H

 ≤
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(66) ≤ 2

M


∥∥∥∥∥I3[B(Z)]T,t − I3[B(Z)]MT,t
∥∥∥∥∥
2
H

+M


∥∥∥∥∥I3[B(Z)]MT,t − I3[B(Z)]M,qT,t
∥∥∥∥∥
2
H



 .
Repeating with insignificant modification the proof of Theorem 3 for the case k = 3 (see for delails
[9], pages 39–44 or [10]) we have
(67) M
{∥∥∥∥I3[B(Z)]MT,t − I3[B(Z)]M,qT,t
∥∥∥∥2
H
}
≤ 4C(3!)2 (tr Q)3 (T − t)3
(
1
6
−
q∑
j1,j2,j3=0
Cˆ2j3j2j1
)
,
where constant C has the same meaning as constant Lk in Theorem 3 (k is the multiplicity of the
iterated stochastic integral).
Combining (66) and (67) we obtain
M


∥∥∥∥∥I3[B(Z)]T,t − I3[B(Z)]M,qT,t
∥∥∥∥∥
2
H

 ≤
(68) ≤ 2M


∥∥∥∥∥I3[B(Z)]T,t − I3[B(Z)]MT,t
∥∥∥∥∥
2
H

+ C4(T − t)3 (tr Q)3
(
1
6
−
q∑
j1,j2,j3=0
Cˆ2j3j2j1
)
.
Let us evaluate the values
M


∥∥∥∥∥I2[B(Z)]T,t − I2[B(Z)]MT,t
∥∥∥∥∥
2
H

 , M


∥∥∥∥∥I3[B(Z)]T,t − I3[B(Z)]MT,t
∥∥∥∥∥
2
H

 .
Using the elementary inequality (a+ b+ c)2 ≤ 3(a2 + b2 + c2) we have
(69) M


∥∥∥∥∥I2[B(Z)]T,t − I2[B(Z)]MT,t
∥∥∥∥∥
2
H

 ≤ 3
(
E1,MT,t + E
2,M
T,t + E
3,M
T,t
)
,
(70) M


∥∥∥∥∥I3[B(Z)]T,t − I3[B(Z)]MT,t
∥∥∥∥∥
2
H

 ≤ 3
(
G1,MT,t +G
2,M
T,t +G
3,M
T,t
)
,
where
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E1,MT,t = M


∥∥∥∥∥∥
T∫
t
B′(Z)

 t3∫
t
B′(Z)

 t2∫
t
B(Z)d
(
Wt1 −WMt1
) dWt2

 dWt3
∥∥∥∥∥∥
2
H

 ,
E2,MT,t = M


∥∥∥∥∥∥
T∫
t
B′(Z)

 t3∫
t
B′(Z)

 t2∫
t
B(Z)dWMt1

 d (Wt2 −WMt2 )

 dWt3
∥∥∥∥∥∥
2
H

 ,
E3,MT,t = M


∥∥∥∥∥∥
T∫
t
B′(Z)

 t3∫
t
B′(Z)

 t2∫
t
B(Z)dWMt1

 dWMt2

 d (Wt3 −WMt3 )
∥∥∥∥∥∥
2
H

 ,
G1,MT,t = M


∥∥∥∥∥∥
T∫
t
B′′(Z)

 t2∫
t
B(Z)dWt1 ,
t2∫
t
B(Z)d
(
Wt1 −WMt1
) dWt2
∥∥∥∥∥∥
2
H

 ,
G2,MT,t = M


∥∥∥∥∥∥
T∫
t
B′′(Z)

 t2∫
t
B(Z)d
(
Wt1 −WMt1
)
,
t2∫
t
B(Z)dWMt1

 dWt2
∥∥∥∥∥∥
2
H

 ,
G3,MT,t = M


∥∥∥∥∥∥
T∫
t
B′′(Z)

 t2∫
t
B(Z)dWMt1 ,
t2∫
t
B(Z)dWMt1

 d (Wt2 −WMt2 )
∥∥∥∥∥∥
2
H

 .
We have
E1,MT,t =
T∫
t
M


∥∥∥∥∥∥B′(Z)

 t3∫
t
B′(Z)

 t2∫
t
B(Z)d
(
Wt1 −WMt1
) dWt2


∥∥∥∥∥∥
2
LHS(U0,H)

 dt3 ≤
≤ C5
T∫
t
M


∥∥∥∥∥∥
t3∫
t
B′(Z)

 t2∫
t
B(Z)d
(
Wt1 −WMt1
) dWt2
∥∥∥∥∥∥
2
H

 dt3 =
= C5
T∫
t
t3∫
t
M


∥∥∥∥∥∥B′(Z)

 t2∫
t
B(Z)d
(
Wt1 −WMt1
)
∥∥∥∥∥∥
2
LHS(U0,H)

 dt2dt3 ≤
APPLICATION OF MULTIPLE FOURIER–LEGENDRE SERIES 23
(71) ≤ C6
T∫
t
t3∫
t
M


∥∥∥∥∥∥
t2∫
t
B(Z)d
(
Wt1 −WMt1
)∥∥∥∥∥∥
2
H

 dt2dt3 ≤
(72) ≤ C6
(
sup
i∈J\JM
λi
)2α T∫
t
t3∫
t
t2∫
t
M
{∥∥∥∥B(Z)Q−α
∥∥∥∥2
LHS(U0,H)
}
dt1dt2dt3 ≤
(73) ≤ C7
(
sup
i∈J\JM
λi
)2α
(T − t)3.
Note that the transition from (71) to (72) was made by analogy with the proof of Theorem 1 in
[8] (also see [2]). More precisely, taking into account the relation Qαei = λ
α
i ei we have (see [8], Sect.
3.1)
M


∥∥∥∥∥∥
t2∫
t
B(Z)d
(
Wt1 −WMt1
)∥∥∥∥∥∥
2
H

 =
= M


∥∥∥∥∥∥
∑
i∈J\JM
√
λi
t2∫
t
B(Z)eidw
(i)
t1
∥∥∥∥∥∥
2
H

 =
=
∑
i∈J\JM
λi
t2∫
t
M
{∥∥∥∥B(Z)Q−αQαei
∥∥∥∥2
H
}
dt1 =
=
∑
i∈J\JM
λ1+2αi
t2∫
t
M
{∥∥∥∥B(Z)Q−αei
∥∥∥∥2
H
}
dt1 =
=
(
sup
i∈J\JM
λi
)2α t2∫
t
M

 ∑
i∈J\JM
λi
∥∥∥∥B(Z)Q−αei
∥∥∥∥2
H

 dt1 ≤
≤
(
sup
i∈J\JM
λi
)2α t2∫
t
M
{∑
i∈J
λi
∥∥∥∥B(Z)Q−αei
∥∥∥∥2
H
}
dt1 =
(74) =
(
sup
i∈J\JM
λi
)2α t2∫
t
M
{∥∥∥∥B(Z)Q−α
∥∥∥∥2
LHS(U0,H)
}
dt1.
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Further we also will use the estimate like (74).
We have
E2,MT,t =
T∫
t
M


∥∥∥∥∥∥B′(Z)

 t3∫
t
B′(Z)

 t2∫
t
B(Z)dWMt1

 d (Wt2 −WMt2 )


∥∥∥∥∥∥
2
LHS(U0,H)

 dt3 ≤
≤ C8
T∫
t
M


∥∥∥∥∥∥
t3∫
t
B′(Z)

 t2∫
t
B(Z)dWMt1

 d (Wt2 −WMt2 )
∥∥∥∥∥∥
2
H

 dt3 ≤
≤ C8
(
sup
i∈J\JM
λi
)2α T∫
t
t3∫
t
M


∥∥∥∥∥∥B′(Z)

 t2∫
t
B(Z)dWMt1

Q−α
∥∥∥∥∥∥
2
LHS(U0,H)

 dt2dt3 ≤
≤ C8
(
sup
i∈J\JM
λi
)2α T∫
t
t3∫
t
M
{∥∥∥∥B′(Z) (B(Z))Q−α
∥∥∥∥2
L
(2)
HS
(U0,H)
}
(t2 − t)dt2dt3 ≤
(75) ≤ C9
(
sup
i∈J\JM
λi
)2α
(T − t)3,
E3,MT,t ≤
(
sup
i∈J\JM
λi
)2α
×
×
T∫
t
M


∥∥∥∥∥∥B′(Z)

 t3∫
t
B′(Z)

 t2∫
t
B(Z)dWMt1

 dWMt2

Q−α
∥∥∥∥∥∥
2
LHS(U0,H)

 dt3 ≤
≤ C10
(
sup
i∈J\JM
λi
)2α T∫
t
M
{∥∥∥∥B′(Z) (B′(Z) (B(Z)))Q−α
∥∥∥∥2
L
(3)
HS
(U0,H)
}
(t3 − t)2
2
dt3 ≤
(76) ≤ C11
(
sup
i∈J\JM
λi
)2α
(T − t)3.
Combining (65), (69), (73)–(76) we come to (63).
We have
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G1,MT,t =
T∫
t
M


∥∥∥∥∥∥B′′(Z)

 t2∫
t
B(Z)dWt1 ,
t2∫
t
B(Z)d
(
Wt1 −WMt1
)
∥∥∥∥∥∥
2
LHS(U0,H)

 dt3 ≤
≤ C12
T∫
t
M


∥∥∥∥∥∥
t2∫
t
B(Z)dWt1
∥∥∥∥∥∥
2
H
∥∥∥∥∥∥
t2∫
t
B(Z)d
(
Wt1 −WMt1
)∥∥∥∥∥∥
2
H

 dt3 ≤
≤ C12
T∫
t

M


∥∥∥∥∥∥
t2∫
t
B(Z)dWt1
∥∥∥∥∥∥
4
H




1/2M


∥∥∥∥∥∥
t2∫
t
B(Z)d
(
Wt1 −WMt1
)∥∥∥∥∥∥
4
H




1/2
dt3 ≤
≤ C13
T∫
t
t2∫
t
(
M
{∥∥∥∥B(Z)
∥∥∥∥4
LHS(U0,H)
})1/2
dt1

M


∥∥∥∥∥∥
t2∫
t
B(Z)d
(
Wt1 −WMt1
)∥∥∥∥∥∥
4
H




1/2
dt3 ≤
(77) ≤ C14
T∫
t
(t2 − t)

M


∥∥∥∥∥∥
t2∫
t
B(Z)d
(
Wt1 −WMt1
)∥∥∥∥∥∥
4
H




1/2
dt3.
Let us estimate the right-hand side of (77). Let s > t. For fixed M ∈ N and for some N > M
(N ∈ N) we have
M


∥∥∥∥∥∥
s∫
t
B(Z)d
(
WNt1 −WMt1
)∥∥∥∥∥∥
4
H

 =
= M


〈 ∑
j∈JN\JM
√
λjB(Z)ej
(
w(j)s −w(j)t
)
,
∑
j′∈JN\JM
√
λj′B(Z)ej′
(
w(j
′)
s −w(j
′)
t
)〉2
H

 =
=
∑
j,j′,l,l′∈JN\JM
√
λjλj′λlλl′ M
{〈
B(Z)ej , B(Z)ej′
〉
H
〈
B(Z)el, B(Z)el′
〉
H
×
×M
{(
w(j)s −w(j)t
)(
w(j
′)
s −w(j
′)
t
)(
w(l)s −w(l)t
)(
w(l
′)
s −w(l
′)
t
) ∣∣∣∣Ft
}}
=
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= 3(s− t)2
∑
j∈JN\JM
λ2jM
{∥∥∥∥B(Z)ej
∥∥∥∥4
H
}
+
+(s− t)2
∑
j,j′∈JN\JM(j 6=j′)
λjλj′
(
M
{∥∥∥∥B(Z)ej
∥∥∥∥2
H
∥∥∥∥B(Z)ej′
∥∥∥∥2
H
}
+2
〈
B(Z)ej , B(Z)ej′
〉2
H
)
≤
≤ 3(s− t)2

 ∑
j∈JN\JM
λ2jM
{∥∥∥∥B(Z)ej
∥∥∥∥4
H
}
+
+
∑
j,j′∈JN\JM(j 6=j′)
λjλj′M
{∥∥∥∥B(Z)ej
∥∥∥∥2
H
∥∥∥∥B(Z)ej′
∥∥∥∥2
H
} =
= 3(s− t)2M



 ∑
j∈JN\JM
λj
∥∥∥∥B(Z)ej
∥∥∥∥2
H

2

 ≤
≤ 3(s− t)2
(
sup
i∈JN\JM
λi
)4α
M



 ∑
j∈JN\JM
λj
∥∥∥∥B(Z)Q−αej
∥∥∥∥2
H

2

 ≤
(78) ≤ C15(s− t)2
(
sup
i∈JN\JM
λi
)4α
M
{∥∥∥∥B(Z)Q−α
∥∥∥∥4
LHS(U0,H)
}
.
Carrying out the passage to the limit lim
N→∞
in (78) and using (77) we have
(79) G1,MT,t ≤ C16
(
sup
i∈J\JM
λi
)2α
(T − t)3.
Absolutely analogously we obtain
(80) G2,MT,t ≤ C17
(
sup
i∈J\JM
λi
)2α
(T − t)3.
Let us estimate G3,MT,t . We have
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G3,MT,t ≤
(
sup
i∈J\JM
λi
)2α
×
×
T∫
t
M


∥∥∥∥∥∥B′′(Z)

 t2∫
t
B(Z)dWMt1 ,
t2∫
t
B(Z)dWMt1

Q−α
∥∥∥∥∥∥
2
LHS(U0,H)

 dt2 ≤
≤
(
sup
i∈J\JM
λi
)2α∑
i∈J
∑
j,l∈JM
λiλjλl
T∫
t
(t2 − t)2×
×
(
M
{∥∥∥∥∥B′′(Z)(B(Z)ej , B(Z)el)Q−αei
∥∥∥∥∥
2
H
}
+
+M
{∥∥∥∥∥B′′(Z)(B(Z)ej , B(Z)ej)Q−αei
∥∥∥∥∥
H
×
×
∥∥∥∥∥B′′(Z)(B(Z)el, B(Z)el)Q−αei
∥∥∥∥∥
H
}
+
+M
{∥∥∥∥∥B′′(Z)(B(Z)ej , B(Z)el)Q−αei
∥∥∥∥∥
H
×
×
∥∥∥∥∥B′′(Z)(B(Z)el, B(Z)ej)Q−αei
∥∥∥∥∥
H
})
dt2 ≤
(81) ≤ C18
(
sup
i∈J\JM
λi
)2α
(T − t)3.
Combaining (68), (70), and (79)–(81) we come to (64). Theorem 4 is proven.
Let us consider the convergence analysis for the stochastic integrals (48)–(50) (convergence of the
stochastic integral (47) follows from (74) (see Theorem 1 in [8] or [2])).
Using the Ito formula w. p. 1 we obtain [3]
J2[B(Z)]T,t =
T∫
t
(
T
2
− s+ t
2
)
AB(Z)dWs,
J3[B(Z), F (Z)]T,t =
T∫
t
(s− t)B′(Z)
(
AZ + F (Z)
)
dWs.
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Suppose that
M
{∥∥∥∥B′(Z)
(
AZ + F (Z)
)
Q−α
∥∥∥∥2
LHS(U0,H)
}
<∞,
M
{∥∥∥∥AB(Z)Q−α
∥∥∥∥2
LHS(U0,H)
}
<∞
for some α > 0.
Then by analogy with (74) we get
M


∥∥∥∥∥J2[B(Z)]T,t − J2[B(Z)]MT,t
∥∥∥∥∥
2
H

 ≤
≤ C19(T − t)3
(
sup
i∈J\JM
λi
)2α
,
M


∥∥∥∥∥J3[B(Z), F (Z)]T,t − J3[B(Z), F (Z)]MT,t
∥∥∥∥∥
2
H

 ≤
≤ C20(T − t)3
(
sup
i∈J\JM
λi
)2α
,
where J2[B(Z)]
M
T,t, J3[B(Z), F (Z)]
M
T,t are defined by (54), (55).
Moreover, in conditions of Theorem 4 we obtain
M


∥∥∥∥∥J4[B(Z), F (Z)]T,t − J4[B(Z), F (Z)]MT,t
∥∥∥∥∥
2
H

 =
= M


∥∥∥∥∥∥
T∫
t
F ′(Z)

 t2∫
t
B(Z)d
(
Wt1 −WMt1
) dt2
∥∥∥∥∥∥
2
H

 ≤
≤ (T − t)
T∫
t
M


∥∥∥∥∥∥F ′(Z)

 t2∫
t
B(Z)d
(
Wt1 −WMt1
)
∥∥∥∥∥∥
2
H

 dt2 ≤
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≤ C21(T − t)
T∫
t
M


∥∥∥∥∥∥
t2∫
t
B(Z)d
(
Wt1 −WMt1
)∥∥∥∥∥∥
2
H

 dt2 ≤
≤ C21(T − t)
(
sup
i∈J\JM
λi
)2α T∫
t
t2∫
t
M
{∥∥∥∥B(Z)Q−α
∥∥∥∥2
LHS(U0,H)
}
dt1dt2 ≤
≤ C22(T − t)3
(
sup
i∈J\JM
λi
)2α
,
where J4[B(Z), F (Z)]
M
T,t is defined by (56).
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