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Abstract
The stationary distributions of thermally interacting thermophoretic colloids un-
der illumination are studied by mathematical analysis of mean field models. This
work generalises the model of Golestanian by explicitly modelling the non-local and
non-pairwise effect of shading on the collective dynamics. Golestanian’s solutions
are recovered in the transparent limit, and the effect of shading is revealed to be
two-fold: in the opaque limit in 1D all the heating occurs in the edges of the swarm
which means the shaded centre of the colloid distribution is uniform and confined
by exponentially decaying tails where the heating occurs; in 2D, hysteresis occurs of
discontinuous transitions between dense, opaque distributions and diffuse, transpar-
ent distributions as the incident power is tuned. These results provide insight into
systems governed by non-local line-of-sight based interactions which may illuminate
other active matter systems, such as phototaxis of micro-organisms or flocking in
birds.
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Introduction
Since the birth of mathematical physics, with Newton’s mathematical theories ex-
plaining the phenomenology of planetary orbits, there has been much interest in the
collective behaviour of systems consisting of many interacting components. Since
exact analyses are usually only possible with two-particle systems (with rare excep-
tions [1]), physicists, for many decades, employed numerical methods (calculated by
hand) to study the dynamics of several interacting particles, which gets increasingly
complicated and increasingly unreliable as more particles are considered. That is
until the late nineteenth century where the development of statistical mechanics
enabled physicists to understand the behaviour of systems consisting of very many
interacting particles, and indeed to explain thermodynamics (a discovery of the early
nineteenth century) as the so called thermodynamic limit of infinitely many parti-
cles, where the distributions in statistical mechanics can be replaced by the average
of those distributions. The use of statistical physics methods to study systems in
thermodynamic equilibrium has been of great utility over the twentieth century in
explaining the properties of materials (i.e. systems composed of many interacting
molecules), the emergent phenomena of such systems, and the phase transitions
between different modes of emergent collective behaviour [2–4].
Over recent decades there has been a lot of interest in understanding the collective
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behaviour of non-equilibrium systems [5–9], which are composed of many interacting
particles which do not, over the time-scales of interest, reach a state of thermody-
namic equilibrium. Any object which is alive must be a non-equilibrium system,
since being alive involves extracting free energy from the environment in order to
perform various functions. Since the state of minimum free energy is fundamentally
the definition of thermodynamic equilibrium, living systems cannot be in such a
state and so are fundamentally non-equilibrium phenomena. Of the many functions
performed by living systems, active motion [10]- the directed movement of the ob-
ject due to processes in or on the object converting free-energy in the environment
(or stored energy in the object) to motion- is almost ubiquitous, occurring on length
scales from micrometres, in the swimming of bacteria and eucharia [11], to tens of
metres in the largest mammals. Of particular interest to physicists is the collective
behaviour of many such active particles, mutually interacting with one another, a
type of system known as active matter [12–19]. Active matter also occurs on a wide
range of length scales, from micro-organism colonies on the micron scale [11, 20], to
bird flocks [21] on the scale of hundreds of metres, to large mammal herds or fish
shoals on the scale of tens of kilometres [22, 23]. Indeed, as ubiquitous as active
motion is per se, active matter may be more ubiquitous in the sense that though
different physical mechanisms produce active motion of individual particles on dif-
ferent scales, the phenomenology of their collective behaviour may be universal,
meaning that the same, or similar, collective dynamics may appear in bird flocks
as bacteria colonies. In contrast with many other non-equilibrium systems where
an externally applied field globally perturbs a system from equilibrium, in active
matter each particle is a local source of non-equilibrium behaviour, such as mo-
tion. This means that non-equilibrium collective behaviour of active matter is truly
emergent: rather than being the collective response to a common external stimulus,
collective dynamics in active matter are the result of the single particle dynamics
and inter-particle interactions.
Following on from the use of probability theory in the formulation of statistical me-
chanics, and especially the mathematical theory of stochastic processes in the anal-
ysis of Brownian motion (an equilibrium phenomenon), the methods of stochastic
dynamics have been extensively employed in the study of non-equilibrium phenom-
ena [24–27] and active matter in particular [28]. A model typically is structured by
specifying the state of the system as the microstate: this is the state of each particle
individually, which is almost always a position variable and usually an orientation
variable, and possibly other internal variables. The dynamics of the system are then
defined by the increment on each particle (in theory one can define a continuous time
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stochastic process, though in practice these are often discrete time processes) which
usually includes a single particle self-interaction term (e.g. the directed motion of
the particles along its own orientation, or the autonomous dynamics of other internal
variables) plus a multi-particle interaction term plus a stochastic noise term. One
of the first in the physics community to study such systems was Tamas Vicsek [29]
who proposed the eponymous Vicesk model, which arguably laid the foundations for
most computational studies of active matter since, many of which are formulated in
the same way as the Vicsek model or as variations thereof.
The Vicsek model [30] consists of N particles whose state is defined by a position
in a finite two dimensional space with periodic boundary conditions, and an ori-
entation, that is an angle θ ∈ [0, 2pi]. The particles move at a fixed speed and
interact via alignment interactions, so the orientation of the particle at the next
time step is the average orientation of all the particles within some interaction ra-
dius, θi (t+ δt) = 〈θj (t)〉R where R is the interaction radius and the index i ∈ [1, N ]
labels the particle, plus a stochastic noise term (uniformly distributed in [−η, η]),
and then the increment in position is a step in this direction at the fixed speed,
~xi (t+ δt) = ~xi (t)+v (cos θi, sin θi). In this original formulation of the Vicsek model
there is no self-interaction; the model can be modified [31] to include, for example,
an inertial effect so that particles tend to move in the direction they are currently
moving, modified by a tendency to align with their neighbours. Indeed the most
common concept of an active particle is one which moves along the direction of its
internal orientation axis (perhaps with additional Brownian motion superimposed
on this ballistic motion) with orientational Brownian motion acting to randomly
re-orient the particle [10].
Vicsek interpreted his original model as a kinetic XY ferromagnet [32]: the align-
ment interactions as ferromagnetic interactions, the random noise term as analogous
to the effect of temperature, and kinetic in the sense that the spins are moving. The
Vicsek model exhibits a non-equilibrium phase transition: for low density (rela-
tive to interaction radius) and high noise a disordered gaseous phase occurs with
particles moving randomly and no persistent alignment; for high density and low
noise a globally ordered phase occurs with all particles moving in the same (spon-
taneously chosen) direction. In Vicsek’s original paper this was understood to be a
second order, continuous phase transition to a globally ordered collective phase with
long-range order in a two-dimensional system- a significant contrast to equilibrium
phenomena in which the Mermin-Wagner theorem [30, 32] prohibits long range or-
der of spontaneously broken symmetry in two dimensions. It has subsequently been
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shown to be a first order discontinuous phase transition induced by an instability at
high enough density [33, 34]. The instability that creates the first-order character of
the phase transition is due to the density dependent alignment interactions (i.e in-
teract with all particles within some radius and no particles outside) of the original
Vicsek model. A Vicsek-like model can be constructed to be incompressible (by, for
example, introducing strong repulsive interactions). In this case the phase transition
is continuous [35]. This constitutes a new universality class not found in equilibrium
systems. Alternatively, if the interactions are metric-free (i.e. interactions are with
the nearest n neighbours, or with Voronoi neighbours) then the phase transition is
also continuous [36, 37]. In the case of compressible active matter of the Vicsek
model type, as density is increased close to the critical point the system becomes
unstable with respect to local fluctuations in density: a fluctuation creates a locally
dense region which becomes locally ordered (at least partially) and moves together
as a swarm; if the overall density of the system is too low then this will disintegrate
over some time scale, but if the overall density is high enough then before this local
swarm disintegrates it sweeps up more particles and grows becoming more dense and
eventually spreading laterally, which makes it more ordered resulting in a positive
feedback. Eventually the system phase separates, forming a narrow (in the direction
of motion), dense, strongly ordered band that repeatedly cycles around the system
sweeping up particles from a low density, disordered gas at it’s leading edge, and
losing particles to the disordered gas at its trailing edge [33, 34, 38]. As the overall
density of the system is increased the band widens until it fills the system. This
is the principal phenomenology of the Vicsek model, which is highly robust with
respect to changes in the details of the model [39, 40], and which has been observed
in synthetic experimental systems [41] and living systems [42, 43].
In contrast to the Vicsek model, in which the self-propelled particles interact via
alignment rules, an alternative model has been extensively studied in which the
particles have finite size and interact via volume exclusion rules (without alignment)
[44, 45]. In such models the state of each particle is defined by its position and
orientation; the system dynamics are single particle rules plus interaction rules,
where the single particle rule is the standard active Brownian motion of moving
along the particle’s orientation at fixed speed with Brownian rotation of the particle
and isotropic Brownian motion superimposed on this; and the interaction rule is
hard core repulsion, which can be implemented most simply by, at each increment in
the simulation, displacing particles along the line connecting their centres whenever
they overlap, or else with an (almost hard) soft-core repulsion such as a Weeks-
Chandler-Anderson potential [46] (which is the Lennard-Jones potential cut off at
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the minimum). The principal phenomenology of this model is mobility induced
phase separation [47–49]: at low densities and low activity a disordered gas occurs in
which each particle undergoes active Brownian motion without alignment or other
collective effects; whereas, at high density and strong activity (i.e fast propelling
speed), a phase separation occurs in which many clusters form (or one large cluster,
at the highest overall density) surrounded by a low density disordered gas. The
clusters, or ’active crystals’, can move or rotate, grow and shrink by single particles
joining the cluster or leaving, or else two clusters can merge or one cluster can
separate into smaller ones. Phase separation is also seen in non-active colloids even
without attractive interactions, however this only occurs at high density whereas
active crystals can form when the overall density is much lower [46, 50, 51]. In
equilibrium colloidal systems phase separation (fluid and crystal) of spherical colloids
occurs at a packing fraction of 0.494 and the transition to purely crystal phase at
a packing fraction of 0.545 (to put this in context the maximal packing fraction is
0.74, and the random close packing fraction is 0.64) [50], whereas active crystals
have been shown to form at a packing fraction of 0.14 [19, 52].
In equilibrium, the crystal formation is due to maximisation of entropy i.e. the
colloids arrange in a crystal in order to maximise the free volume that each particle
moves in- the reduced macroscopic entropy of the crystal formation is compensated
by the increased microscopic entropy of mixing [51, 53]. In contrast the living
crystals form by the self-propelled particles “pushing” against one another [19]: as
two particles collide head on they stop each other, a state which persists for a time
of the order of the rotational time scale. After this time one of the particles rotates
and moves away. However, if more particles collide with the first two before they
rotate then, by the time they have rotated, they are “boxed in”; if this persists
then a crystal forms where the particles on the edge are pointing inwards, and new
particles join the cluster before the edge particles have a chance to turn and leave;
that is until the rate at which new particles join becomes low enough for the cluster
to begin to disintegrate. This is a non-equilibrium phenomenon, due to the active
movement of the particles, which can violate detailed balance (clusters steadily grow
and then collapse). This can also be understood as an instability in a system where
an effective diffusivity is a function of local density [47, 48, 54]: active Brownian
particles have, over long time scales, an enhanced effective diffusivity determined by
their propulsion speed; repeated collisions between particles slows them on average,
thus reducing their effective diffusivity, resulting in a density dependent diffusivity
which, under an appropriate parameter regime, is unstable with respect to density
fluctuations. This phenomenon has been realised in experiments on active colloids
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[52, 55–57], and has been observed in bacterial systems [58–60]. Active crystals have
also been found in nature on macroscopic scales in emperor penguin huddles [61].
Aside from stochastic models, usually studied using agent based computer simu-
lations, the other important tool for theoretical studies of active matter has been
continuum mean field models. Mean field models have been used to model many
different physical phenomena: distributions of diffusing particles, the evolution of
temperature fields, atmospheric fluid dynamics and the magneto-hydrodynamics
of the solar atmosphere- all systems out of thermodynamic equilibrium. The first
continuum mean field model of active matter was proposed, shortly after Vicsek’s
seminal publication, by Toner and Tu [62, 63] and many others have followed [12, 15].
These models usually take the form of Navier-Stokes type equations (according to
symmetry requirements) with unknown coefficients, or Fokker-Planck type equa-
tions [64, 65]. Such models have been generalised to model active forms of other
emergent phenomena, such as nematic or smectic fields, and have been interpreted
as models of various physical systems from acto-myosin dynamics inside living cells
[66, 67] on the smallest scales, to flocks of birds on the largest scales.
The Vicsek type transition to polar ordered active fluid whenever alignment interac-
tions dominate, and the active crystal phase separation transition, whenever steric
repulsion dominates, are arguably the most fundamental and important phenomena
discovered in studies of active matter over the past couple of decades. However,
many other phenomena have been revealed in experiment, simulation, and mathe-
matical analysis: nematic and smectic ordered active matter [12, 15, 68], circulation
and vortices (including vortex lattices) [69, 70], lane formation [71, 72], travelling
active crystals and clusters [73, 74], turbulence [75, 76], the emergence of localised
polar ordered swarms [77, 78].
Active matter systems have been studied experimentally with microscopic artificial
active colloids [11, 46]. Active colloids can be synthesised by exploiting various
physical phenomena: the phenomenon of Quincke rotation has been exploited to
create self-propelling and interacting colloids under an applied electric field [41, 79];
recoil from bubble release has been used to create self-propelling particles- hollow
micro-tubes have been constructed such that the inside surfaces catalyse the de-
composition of H2O2 into oxygen and water causing the formation of bubbles which
detach from a spontaneously selected side of the tube creating a jet-like propulsion
[80–82]; biomimetic microswimmers have been synthesised to imitate the beating
flagella [83, 84] or beating cilia [85–88] of living micro-organisms; the most com-
mon physical mechanisms exploited to create active colloids are phoretic processes.
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Phoresis is a hydrodynamic process in which an effective slip flow is induced close
to the surface of a colloid in response to gradients of some field (temperature, solute
concentration, electric potential) which, since the system is overall force free, results
in the colloid moving in the opposite direction [89–91]. If the phoretic colloid can be
constructed in such a way as to induce a local field gradient around itself (along an
axis determined by the axially-symmetric structure of the colloid) then the colloid
will also drift by phoresis in response to this field gradient along the direction of its
own orientation, hence it has induced its own movement and is self-propelling. This
phenomenon is called self-phoresis [92–94]. Perhaps the most common form used
to create self-propelled colloids is self-diffusiophoresis [95–98] (although it is not al-
ways clear exactly which phoretic mechanism is occurring in a given experiment)
achieved by making Janus colloids which are spherical particles (usually polystyrene
or silica beads) half coated with a metal that catalyses some chemical reaction in
the fluid (for example, a platinum cap catalysing the breakdown of hydrogen per-
oxide into oxygen and water) thus inducing a local chemical gradient around the
colloid, which responds to this gradient by diffusiophoresis. Such particles are au-
tonomous, self-propelling when in the presence of the chemicals that they catalyse;
moreover self-diffusiophoresis can be used in colloids which have hematite cubes at-
tached so that the reaction catalyses only when under illumination [52, 55] so that
the self-propulsion can be optically activated or de-activated. The second kind of
phoretic mechanism used to synthesise self-propelled colloids is electrophoresis [99],
indeed this was one of the first mechanisms used in creating colloidal self-propelled
particles [100, 101]. The third phoretic mechanism is thermophoresis, the drift of
colloids in response to temperature gradients [102–104]. Self-thermophoretic col-
loids can be created by making Janus particles where non-metallic colloids (e.g.
silica beads) are half coated in metal (e.g. gold) and illuminated by laser radia-
tion so that the metallic side heats more than the non-metallic side creating a local
temperature gradient that the colloids can then drift along by thermophoresis [105–
109]. Unlike diffusio- and electro-phoresis, thermophoresis is not well understood
(though there have been some attempts [103, 110]) and seems to be highly chem-
istry specific. The thermophoretic mobility depends on the type of solvent, the de-
tailed nature of the particle-solvent interactions, the absolute temperature (broadly,
this dependence is thermophobic at higher temperatures and thermophilic at lower
temperatures)[102, 106]. Nevertheless, self-thermophoresis has been experimentally
realised and has been exploited to gain considerable control over individual colloids
[111–115] which has great potential for future development of nano-technology or
as tools for studying other systems [116–119].
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The collective behaviour of self-thermophoretic colloids under light irradiation has
been theoretically analysed by Golestanian et al in [64] and [120]. In the first of
these publications Golestanian began with a Langevin model of the stochastic dy-
namics of the Janus colloids accounting for Brownian motion, self-propulsion and
Brownian rotation, and inter-particle interactions via temperature in which the tem-
perature field induced by each particle (due to light radiation that it absorbs) is a
monopole temperature field inversely proportional to distance from the particle, and
the speed of each particle is proportional to the gradient of the overall temperature
field. Golestanian then derived, via Fokker-Planck equations, a continuum model
for the system in terms of a mean field density and temperature. He analysed the
system for the cases of both thermophobic and thermophilic colloids in one, two,
and three dimensional symmetric systems. For the case of thermophobic particles
he found a depletion in the centre of the system (the centre will always be hotter, so
thermophobic colloids will drift outwards until this drift is balanced by diffusion).
The magnitude of the depletion can be described by the relative size of central to
edge density. In the strong coupling limit, that is when the colloids absorb a lot of
energy and are strong sources of heat, the depletion grows with system size in 1D
(rectangular symmetry), shrinks with system size in 3D (spherical symmetry), and
is independent of system size in 2D (cylindrical symmetry). For the case of ther-
mophilic particles, Golestanian found an accumulation of particles in the centre. As
the coupling strength increased a point is reached beyond which the stationary dis-
tributions become unstable in all geometries (1D, 2D and 3D). The reason for this
instability is the positive feedback between the density of colloids and temperature:
as the density increases the centre becomes hotter, which draws more particles to
the centre resulting in positive feedback. In this article Golestanian offered no anal-
ysis of system behaviour when this instability occurs as the system enters parameter
regimes (of high density) beyond the validity of the model.
Golestanian’s model makes the simplifying assumption that the light intensity is
uniform everywhere, so every particle is a similar source of heat. The model includes
an unknown coupling constant that describes the efficiency at which each particle
absorbs energy from the radiation. The rate of production of heat per particle is
proportional to the product of light intensity and this parameter, thus the strong
coupling regime corresponds to either tuning this parameter or the light intensity
(in the analysis what is actually tuned is the dimensionless ratio of various length
scales which include this parameter). This model does not account for the possible
shading of light by other particles closer to the light source. The source of energy is
radiation which illuminates the system from the outside. Particles at the exterior of
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the distribution will be irradiated by laser radiation at a high intensity, but precisely
because these outer particles have absorbed some of the energy, the particles in the
interior of the distribution will experience radiation at a lower intensity (or at least
a lower overall power- the intensity may increase with geometric focusing but the
energy present in the radiation at lower radii will decrease). The effect of shading
is that not all particles will be equal sources of heat, in particular the heating per
particle ought to be greatest in the least shaded regions and least in the most shaded
regions, thus a very dense swarm should have the least heating per particle in the
centre as this should be the most shaded area, which may arrest the instability of
Golestanian’s model. This is one of the key questions that I address in this thesis.
In [120] Golestanian and Cohen studied the collective dynamics of self-thermophoretic
colloids under planar irradiation by agent based simulation. They modelled the par-
ticles as Brownian active particles undergoing isotropic Brownian motion together
with self-propulsion along the direction of their internal axis, which itself undergoes
rotational Brownian motion. They also included a drift along the gradient in the
macroscopic temperature field. Excluded volume interactions were also included.
The macroscopic temperature field is the sum of the temperature fields due to the
heating of each particle, where each particle heats, and also self-propels, only when
under direct illumination, and, indeed, the particles only heat from the surface on
the side illuminated. In this way the effect of shading is explicitly accounted for in
the model. In this model, a single particle would heat on the side facing the radi-
ation. This generates a local gradient in temperature, not necessarily aligned with
the particle’s axis. This causes the particle to self-propel towards the radiation. The
collective effect is the formation of comet-like swarms in which most of the heating
in the swarm occurs at the front end by the unshaded, or partially shaded, colloids
generating a high temperature in the centre of the swarm. This has the effect of
radially constraining the swarm, and of creating a shaded region in the comet’s wake
of particles that do not heat but are drawn by the heating from the leading edge.
The swarm as a whole is slowed due to collective thermal drag: individual particles
at the front are drawn back by the heat produced by the particles behind them.
Over time the swarm evaporates as particles in the tail diffuse radially outwards
whereupon they become illuminated, self-propel vertically (faster than the comet)
and are either drawn back into the swarm or else eventually by-pass it. The system
exhibits many phenomena including circulating particles in the comet tail, strong
density fluctuations in the comet head, and occasional ejection of mini-comets from
the comet head. The non-local effect of shading is extremely significant in deter-
mining the collective dynamics of this system of optically driven active particles.
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The mathematical theory developed in this thesis, which generalises Golestanian’s
mathematical model as discussed in the previous paragraph, could potentially be
modified to model Golestanian and Cohen’s agent based model, perhaps providing
theoretical insights to the results of their simulations.
There have been relatively few studies of the collective behaviour of optically in-
duced active matter systems where the effect of shading is taken into account. The
simulations of Golestanian and Cohen have accounted for the effect of shading in
a system of self-thermophoretic colloids, discussed above, but there have been few
other such models. One other model of active matter where a shading-like effect
determines the dynamics has been studied by Pearce et al [121]. They noticed that
bird flocks are usually marginally opaque across a wide range of flock sizes even
though there is ample room for the birds to spread into transparent flocks or to
move together and form entirely opaque flocks. The opacity of a flock of birds, or
of a distribution of any type of particle in which the individual particles do not
transmit electromagnetic radiation, is the fraction of lines of sight through the dis-
tribution which are obstructed by at least one particle. An opaque distribution will
obstruct almost all lines of sight, a transparent distribution will obstruct a small
fraction of lines of sight, and a marginally opaque distribution is one in which a
substantial fraction of sight-lines are obstructed but also a substantial fraction are
unobstructed.
The Vicsek model produces polar ordered phases but only in a confined system
where the global particle density is fixed. If the size of the (periodic) box confining
the particles is increased at fixed number of particles, the polar ordered distribution
will spread laterally, becoming a narrower band in the direction of motion until it
becomes too narrow to sustain itself and the system transitions to the disordered
phase. There is no mechanism in the original Vicsek model to produce stable,
spatially localised swarms. Furthermore, field studies [21] suggest the interaction
rules in bird flocks are topological rather than distance based, but though metric-
free Vicsek-type models may produce ordered collective states even at low density,
there is no mechanism in such models to regulate density and prevent the flock
from spreading arbitrarily far in open space. Other models [77, 78] which are mod-
ifications of the Vicsek model can produce localised ordered swarms, but without
regulation of density to produce the rather special state of a marginally opaque
swarm (i.e. there are many ways to be transparent or opaque, but marginal opacity
is a fine balance).
Pearce et al proposed an active particle model in which the self-propelled particles in-
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teract via alignment interactions with Voronoi neighbours, and also by multi-particle
interactions determined by the projection of the swarm onto each particle’s field of
view. In contrast to most active matter models this does not model interactions
as the linear combination of pairwise interactions, but as a non-local, non-pairwise
interaction of each particle with the whole swarm. In particular, particle dynam-
ics determined by field of view based rules must incorporate the effect of shading.
Their model produces flocks that self-organise into marginally opaque swarms across
a broad range of flock sizes. The fact that the phenomenology of real bird flocks can
most parsimoniously be explained by models that incorporate projection based in-
teractions into the particle dynamics is strong evidence that the effects of non-local
line-of-sight type interactions have important consequences for the collective dynam-
ics of (at least some) active matter systems. By incorporating the effect of shading
(which is so important in the self-organisation of bird flocks) into the dynamics of
active thermophoretic colloids, the present work can be thought of as one of the
first bridges between non-equilibrium thermodynamic systems and animal systems.
Interestingly, the state of marginal opacity, an attractor in the model of Pearce et
al, is also important in determining the self-organisation of thermophoretic colloids.
Another example of living systems responding to optical fields is the phototaxis
of micro-organisms [122–125]. In [126] Vincent and Hill introduced a continuum
mean field model of phototactic algae (which they have developed in [127, 128]).
This model describes a continuous distribution of algae suspended in a fluid where
the algae are slightly more dense than the fluid. These are confined in a container
of finite depth and large (i.e. effectively infinite) horizontal extent, so that the
gravitationally stable arrangement is for the algae to sink to the bottom. The system
is irradiated vertically downward with uniform intensity. The algae are advected by
the fluid flow which is influenced by the algae, which can be viewed as Stokeslets,
due to their negative buoyancy. Aside from being advected by the fluid, the algae
diffuse isotropically, and self-propel in response to light fields. The response of
an algal cell is either photophilic or photophobic depending on the level of light
intensity- photophobic when the intensity is too high, and photophilic when the
intensity is too low [129]- where the precise intensity response is species dependent.
In their model Vincent and Hill explicitly modelled the effect of shading whereby
algae higher up shade the incoming light causing algae lower down to experience a
lesser intensity. If the light intensity is very high then the algae move to the bottom
of the container, whereas if the intensity is low then the algae move vertically up and
accumulate close to the fluid surface. If the light intensity is tuned appropriately
there will be a position in the algal distribution where the intensity is the critical
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value that corresponds to the transition from photophilic to photophobic response.
Above this height, the algae will respond photophobically swimming downwards,
and below this point they will swim upwards towards the light. Hence, the effect of
shading within the algal distribution is the self-organisation of a layer suspended in
the fluid where the algae congregate. Since the algae are slightly more dense than
the fluid, the fluid above the algal layer is gravitationally stable and the fluid below
is potentially unstable. In certain parameter regimes the stationary distribution
becomes unstable, and convection cells form (which bifurcate as the parameters are
tuned. Eventually a Hopf bifurcation creates periodically evolving convection cells).
This has been termed bioconvection.
In the Vincent-Hill model shading is explicitly included, and they analysed this in
the limit of low shading, analytically computing the stationary distribution of al-
gae. Interestingly this takes the form of the square of a hyperbolic secant function,
which is precisely the functional form of the stationary distribution of thermophilic
colloids in 1D in Golestanian’s model [64]! These two models have very different
mechanisms: in the thermophoresis case the colloids absorb energy from a common
radiation field, heat the fluid and drift by thermophoresis according to the collec-
tively produced temperature field; the phototactic algae move towards or away from
the light dependent on the light intensity, where the collective effect is to modify
the intensity in different positions by shading. Despite having very different phys-
ical mechanisms determining the interparticle interactions, these systems are both
active, responding to optical stimulation which, in the low shading limit, produces
very similar stationary distributions and even instabilities as the coupling strength
(i.e. magnitude of activity) increases. This similarity of phenomenology may (ten-
tatively) be taken as evidence that there may be universal phenomena in systems
governed by shading interactions.
In the present work the collective stationary distributions of self-thermophoretic col-
loids under illumination are studied in rectangular and cylindrical symmetry. The
analysis is essentially a generalisation of Golestanian’s model that explicitly accounts
for the effect of shading. The effects of shading are basically two-fold: first, not all
particles are equal sources of heat, but rather the position of the colloid determines
the heating that it generates. This has important consequences for the form of the
resulting distributions. Second, the overall heating of the colloid distribution de-
pends on its opacity, which, in dimensions higher than 1D, depends non-trivially
on the density distribution which has important consequences for the ability of the
system to self-organise. In [64] Golestanian assumed that every particle is an equal
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source of heat, which is proportional to the light intensity. This model does not ex-
plicitly account for shading. If one does account for shading, and then analyses the
solution in the low shading limit (that is, considering an almost transparent system),
one obtains the same functional form (the square of the hyperbolic secant) found by
Golestanian, and Vincent and Hill. As the system becomes more opaque, the effect
is that the centre of the swarm becomes almost entirely shaded so that only particles
at the edge are contributing to the heating. The collective heating is then at the
edges of the swarm, creating a uniform temperature profile inside the swarm and
a steeply decaying temperature outside of it, so particles inside can freely diffuse
until they reach the edge at which point they are confined by steep temperature
gradients. Hence, the distribution of particles is uniform up until the point where
the outside becomes visible (that is the point where radiation from the outside can
penetrate) at which point the density exponentially decays. In the cylindrical geom-
etry, the opacity of the distribution depends on the particle distribution: a localised
distribution can be opaque, but the same number of particles can alternatively be
spread out to create a transparent distribution. An opaque distribution will absorb
almost all of the radiation energy, whereas a transparent distribution will absorb
almost none of it. This interplay between opacity and activity creates hysteresis in
the stationary distributions: with low radiation power there is not enough energy
for the system to form localised swarms, i.e. diffusion (entropy) dominates and the
system becomes diffuse; for high power even the smallest fraction of this energy
absorbed by the system is enough to overcome diffusion, so thermophoresis domi-
nates, driving the colloids close to the origin, where a localised, opaque distribution
forms. For intermediate laser power the system becomes bistable: a diffuse and
transparent distribution absorbs so little of the available laser power that diffusion
dominates and it remains diffuse and transparent; a sufficiently localised distribution
will also be opaque and so must absorb most of the laser radiation, in which case
it absorbs enough radiation to overcome diffusion and remain localised and opaque.
The same analysis of shading can be employed in modelling phototaxis of colloids
that move in response to light intensity differences as seen from either side (i.e. the
colloid current is proportional to the vector sum of light intensity). The stationary
distributions of this collective phototaxis system are exactly the same as those of
the self-thermophoretic system! This is reminiscent of the similarity of stationary
distributions as found by Golestanian and Vincent and Hill. Although we have not
analysed the stability of the stationary distributions, it is plausible that the instabil-
ities found by Golestanian, as coupling to the radiation is increased, are arrested by
the effect of shading: Golestanian’s instability occurs because a highly dense centre
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becomes very hot which draws more particles in which becomes even more dense
and even hotter; however, accounting for shading, if this increased central density
makes the system more opaque at the centre then the heating region separates away
from the centre thus limiting the condensation to the centre.
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2
One Dimensional Model
2.1 The Model
Consider a system of N thermophoretic colloidal particles of radius r0 enclosed in
a 1D container of width 2xb, which has solid, transparent boundaries impermeable
to the colloids and in contact with a heat bath at some temperature. The colloids
are suspended in a fluid of specific heat capacity c and density ρf which conducts
heat with thermal diffusivity κ; the colloids diffuse with diffusivity D (which is as-
sumed to be independent of temperature) and exhibit a net drift along temperature
gradients, where the drift is assumed to be linearly coupled to the temperature
gradient [106], a phenomenon known as thermophoresis [102], with thermophoretic
mobility DT . Although most of the analysis applies to a purely 1D model (with
the attendant implicit assumptions, i.e. phantom particles that can pass through
one another), the system should really be thought of as quasi-1D. Janus colloids are
small particles that have been half coated in a metal (usually gold), so that if illumi-
nated by radiation (say, a laser) then their metallic side will heat up more than the
non-metallic side, thereby creating a local temperature gradient around themselves
oriented along their axis. If such colloids are thermophoretic then they will drift
along this local temperature gradient and hence be self-propelling. This is called
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self-thermophoresis [106]. Random reorientation of the particles will also occur as
orientational Brownian motion. Janus colloids are active Brownian particles whose
movement is determined simultaneously by two processes, Brownian motion and
net drift along the particle’s axis which itself undergoes Brownian re-orientation.
The analysis that follows in this chapter applies to isotropic thermophoretic colloids
that absorb light radiation and convert it to heat in the fluid, i.e. we do not ex-
plicitly model self-thermophoretic Janus colloids. However, this analysis could be
interpreted as a first approximation to an analysis of the collective behaviour of
self-thermophoretic Janus colloids where, in all subsequent results, the diffusivity is
replaced with the effective diffusivity of active particles, D → Deff . In this case the
effective diffusivity is Deff = D+
v20
6DR
, where v0 is the constant speed of the active
particle and DR is the rotational diffusivity of the particle. This follows the model
of Golestantian in [64] in which he computed the particle speed to be v0 =
IDT
6k ,
where k is the thermal conductivity and  is the coupling constant in his model
that describes the efficiency with which colloids absorb light radiation, hence the
speed of self-propulsion is proportional to light intensity. However, Golestanian’s
simplifying assumption that the light intensity is uniform, without accounting for
shading, implies that all the particles have the same propulsion speed, which is
not an assumption that can correctly be made when shading is taken into account.
Thus, if the results of the following model are to be interpreted as corresponding
to self-propelled particles (replacing diffusivity with effective diffusivity) then this
must be understood as a first approximation, where a more exact analysis would
account for spatially varying effective diffusivity.
We assume the system to be illuminated from both sides by laser radiation. If
the laser light is intercepted by a colloid then it will either be absorbed by the
colloid or scattered. Here we ignore the phenomenon of scattering1 and assume all
radiation is absorbed by the colloid, converted to heat which can then conduct into
the fluid that the colloid is suspended in. The heat conducts through the fluid to
the boundary where it conducts into the heat bath the system is connected to so
that the temperature at the boundary of the system is the fixed temperature of the
1Golestanian’s equation for the speed of a particle follows from the analysis of Jiang et al in [106]
which includes a factor, , which they call the efficiency of laser absorption for which the amount
of energy flux that contributes to heating is I. This imperfect absorption of energy can be caused
by a combination of partial transmission of light and partial reflection. Measurements of  are not
quoted by Jiang et al, but in [111] Qian et al do measure the absorbance and reflectance of their
Janus colloids (the polystyrene sphere is mostly transparent and the gold cap is where most of the
absorption occurs, and it matters which way through the radiation passes, i.e. medium → gold →
polystyrene→ medium or medium→ polystyrene→ gold→ medium): absorbance ∼ 38%→ 40%,
reflectivity ∼ 43% → 47%, and transmittance ∼ 15% → 17%. The assumption of opaque colloids
without scattering is a simplifying assumption that is not completely valid in general.
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heat bath. The temperature profile in the system is the collective effect of the many
colloids acting as heat sources and that heat conducting through the system subject
to the boundary conditions. The collective heating of the colloid distribution will
produce an inhomogeneous temperature profile, hottest in the bulk and decreasing
to the boundary. If the colloids are thermophoretic then they will drift along the
temperature gradients resulting in an inhomogeneous colloid density distribution,
which will then modify the distribution of heat input, etc. The collective dynamics
of heating, heat conduction, diffusion and thermophoresis are local effects; however,
not all colloids are equal sources of heat, since they receive their heating energy from
incident light radiation whose intensity may vary with position. In particular, the
outer parts of the colloid swarm will shade the inner parts introducing a nonlocal
effect into the dynamics. Following the models of Golestanian and Golestanian and
Cohen we neglect hydrodynamic interactions between colloids.
The state of the system is characterised by a one dimensional mean field density,
temperature, and light intensity distinguishing the radiation coming from the right,
I+, with that coming from the left, I−. The number of particles, on average, inside
some interval x1 < x < x2 is
∫ x2
x1
ρ (x) dx, so the density has dimensions [ρ] = 1L
reflecting the one dimensional nature of the system. The light intensity is the
flux of radiation energy past a point and so has dimensions of energy per time,
or power, [I±] = ET . More generally, the density has dimensions of number per
volume, i.e. [ρ] = 1Ln , whereas the radiation intensity is a flow of energy across
a surface, and so has dimensions of energy per time per cross-sectional surface
area, i.e. [I] = E
TLn−1 , in an n dimensional space. The one dimensional system
of finitely many particles considered here should really be understood as a two
or three dimensional system in which the radiation is directed along only the x-
axis, and all mean field quantities vary only along this same axis ( ∂∂yφ =
∂
∂zφ = 0
where φ is any mean field quantity). In such a system, the system may extend
arbitrarily far in any perpendicular direction with arbitrarily many particles. To
relate the purely 1D model with the reality of a higher dimensional experimental
system, one must consider a slice of the higher dimensional system and multiply
by the cross-sectional area of this slice. For example, if the system is really two
dimensional then the particle distribution is described by the 2D density, ρ2D (x)
with dimensions [ρ2D] =
1
L2
, and the 2D radiation intensity is I2D with dimensions
[I2D] =
E
TL ; to relate this to the 1D model consider a slice of thickness ∆y, then the
1D density is ρ = ρ2D∆y, and the 1D intensity is I = I2D∆y. The total number of
particles in the slice is N = ∆y
∫ xb
−xb ρ2Ddx =
∫ xb
−xb ρdx. The number of particles, N ,
which is a fixed physical parameter in the purely 1D model, is in reality not a fixed
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parameter; rather the perpendicular density is the fixed physical parameter, i.e. in
the 2D example, ρy =
∫ xb
−xb ρ2Ddx is the uniform density in the y-direction which
can extend arbitrarily far, whereas the particle number, N , is the number in some
section which depends on the width of the section, ∆y.
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2.2 General Equations of Motion
The current of particles is the density multiplied by the mean particle velocity,
~j = ρ 〈~v〉. Diffusion follows from Fick’s law, which assumes proportionality between
the particle current and the density gradient (~j = −D∇ρ); similarly heat conduction
is modelled by Fourier’s law, which assumes the heat flux is proportional to the
temperature gradient (~q = −k∇T , where k is the thermal conductivity of the fluid).
In the case of diffusion, the average velocity of a particle is zero because the pressure
fluctuations, which drive the Brownian motion, are isotropic, however the net flux of
particles is due to relative numbers of particles moving from one direction compared
to another, i.e. if the same proportion of particles in point A move to point B as
move from point B to point A, but the total number of particles in A is greater than
in B, then there will be a larger number moving from A to B and hence a net flux.
The average velocity is not the time average of a single particle but the ensemble
average over a distribution of particles, and is 〈~v〉 = −D∇ log ρ, i.e. the average
particle velocity is proportional to the gradient in entropy of mixing, where the
proportionality constant, or diffusivity, can be derived from statistical mechanics.
The diffusivity and rotational diffusivity of a spherical particle in three dimensional
space are D = kbT6piηro and DR =
kbT
8piηr3o
[19]. In the case of thermophoresis, it is the
time average of a single particle’s velocity that is non-zero, and this is proportional
to the temperature gradient (〈~v〉 = DT∇T ), but as yet the proportionality constant,
the thermophoretic mobility DT , has not been derived from statistical mechanics as
there is no universally accepted theory to explain thermophoresis.
The mean field particle current is modelled by,
~j = −D∇ρ+DTρ∇T (2.1)
The evolution of colloid density is determined by the current and the conservation
of particle number,
∂ρ
∂t
= −∇.~j (2.2)
which leads to the general equation for particle density evolution,
∂ρ
∂t
= D∇2ρ−DT∇. (ρ∇T ) (2.3)
The temperature evolution shall be modelled by the heat equation with a source
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term that is a (non-local) functional of density,
∂T
∂t
= κ∇2T + Γ [ρ] (2.4)
where κ is the thermal diffusivity of the fluid. The heating term, Γ [ρ], is a functional
of the particle distribution.This must reflect the physics that the more particles in
some region the more heating in that region and also the non-local effects of shading.
Moreover, the fact that the heating energy, at each point, comes from the energy lost
from the radiation field, means that the heating term must balance the divergence
of the intensity fields, i.e.
Γ [ρ] = − 1
cρf
∇.
(
~I+ + ~I−
)
(2.5)
The boundary conditions on these equations must ensure that particles cannot leave
or enter the system, i.e. the current must be zero on the boundary, D∇ρ|boundary =
DTρ∇T |boundary, and that heat energy goes into the heat bath at the boundary, i.e.
the temperature at the boundary must be the fixed temperature of the heat bath,
T |boundary = Theatbath. Since the dynamics of the system depend only on gradients
in temperature one can, without loss of generality, take the temperature of the heat
bath to be zero. To compare with experiments one must simply add the absolute
temperature of the heat bath. The boundary conditions on the intensity fields are
simply the intensities of the light sources at the edge of the system. In general,
almost all physical parameters (such as diffusivity, D, thermophoretic mobility, DT ,
thermal diffusivity, κ etc) vary with temperature. For simplicity it is assumed the
experiment is conducted within a temperature range that is small relative to the
variation of these parameters, so that they may be assumed to be constants.
2.3 1D Equations of Motion
The dynamic variables in 1D are the density, ρ (x), the temperature, T (x), and
the radiation intensities coming from the right and left, I± (x); such that the tem-
perature is subject to the boundary condition T (±xb) = 0, the radiation intensity
is subject to the boundary conditions I+ (xb) = I∞ and I− (−xb) = I−∞, and the
density and temperature are subject to the joint boundary condition D dρdx |±xb =
DTρ (±xb) dTdx |±xb which ensures a zero flux of particles across the boundaries. The
general equations of motion are (2.3), (2.4), and (2.5). In the next section we address
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the interception of light by the colloid distribution.
2.3.1 Light Interception (Shading) in 1D
At the microscopic level the passage of light rays through the colloid swarm can
be considered binary. Considering a point in the interior, either a light ray has
passed through from the edge of the system to the particular point without being
intercepted, in which case the energy of the light ray is not reduced at all; or there
is at least one particle obscuring the path, in which case that light ray has been
intercepted and none of it’s energy reaches the interior point. However, the time-
averaged light intensity, seen from this point, exists on a continuum between zero and
the maximum of the incident light ray. This reflects a probabilistic interpretation of
the mean field density at a microscopic level. Similarly, if one measures the energy
flow across a cross-sectional surface element which is wide compared to the length
scale of the colloid diameter, but narrow compared to the length scale over which
the colloid density varies , then some of that surface will be completely in shade and
some illuminated at the unchanging light intensity, but the average over the surface
will be on a continuum. Figure (2.2) illustrates this coarse-grained 1D shading of a
2D system with rectangular symmetry.
Consider a small interval, x ∈ [x, x+ ∆x], over which the colloid density is effectively
uniform. The interception of light is modelled by a reduction in the average light
intensity as a Poisson process over the length of this interval: the probability that a
light ray will be obstructed in this interval is proportional to the number of particles,
on average, in the interval; hence the proportion of energy absorbed through the
interval is proportional to the number of particles2, i.e. for light coming from the
right, I(x+∆x)−I(x)I(x+∆x) = αρ (x) ∆x. This is illustrated in figure (2.1). In the continuum
limit,
dI
dx
= αρ (x) I (x) (2.6)
2If the colloid opacity assumption is relaxed such that the particles are partially transparent,
then this corresponds to a reduction of the parameter α, but everything else is unchanged. If
single particle scattering of opaque particles is accounted for then this model of the incoming and
outgoing radiation remains valid (although the assumption that scattered light exits the system
without encountering another particle is unreasonable), but if multiple scattering is accounted for
then such a model must account for absorption and scattering of radiation in all directions (light
intensity is initially directed radially, but then some of this is scattered in other directions, some
of which is absorbed from non-radial directions, and some of which is re-scattered etc). One model
for this is the radiative transfer equation [128, 130].
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xx x + Dx
I(x+Dx)I(x)
Figure 2.1: Schematic of light interception by colloids. The proportion of incident
radiation that is absorbed over some distance is proportional to the number of
particles in the interval.
This has the solution,
I (x) = I∞e−α
∫∞
x ρdx
′
(2.7)
The derivation above, and the equation (2.6) which introduces an unknown di-
mensionless proportionality constant, are appropriate for a purely one dimensional
model, but if the system is higher dimensional, with the radiation directed along the
x-axis, then the derivation is more direct and no unknown parameter is introduced.
Suppose the system is really two dimensional (with density and light intensity ρ2D
and I2D respectively) and consider the cross-sectional surface of the back of a small
interval in x of a strip of thickness ∆y (see figure(2.2)): the fraction of radiation
absorbed passing through this interval will be the fraction of the surface that is
occluded by the particles in the interval (no proportionality constant introduced).
The fraction of the surface occluded by the particles will be the number of particles
(ρ2D∆x∆y) multiplied by the fraction of the surface occluded per particle (2r0/∆y),
hence ∆I2D∆yI2D∆y = ∆x∆yρ2D
2r0
∆y . In the continuum limit this is,
dI2D
dx
= 2r0ρ2DI2D (2.8)
This equation resembles equation (2.6) but with known proportionality constant,
however to properly compare these two equations one must convert the 2D quantities
in equation (2.8) to 1D quantities, i.e. the one dimensional density and intensity
are ρ = ρ2D∆y and I = I2D∆y. Re-writing equation (2.8) in terms of these one-
dimensional quantities one obtains
dI
dx
=
2r0
∆y
ρI (2.9)
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Thus the parameter α is revealed to be α = 2r0∆y . In the purely one dimensional
model α is taken to be a fundamental property of the system, however if the system
is truly two dimensional then α is determined by the arbitrary choice of ∆y. Recall
that the particle number, N , which is a fixed system parameter in the purely 1D
model, is in fact not a fixed parameter if the system is higher dimensional, extending
arbitrarily far in perpendicular directions, but rather the y density, ρy, is the fixed
system parameter, i.e. N =
∫ xb
−xb ρdx = ∆y
∫ xb
−xb ρ2Ddx = ∆yρy. So two of the
parameters of the purely one dimensional model actually depend upon the arbitrary
choice of ∆y if the system is really two dimensional (α = 2r0∆y and N = ∆yρy).
Consider the product of these: αN = 2r0ρy. The product of the purely 1D system
parameters depends on the product of the non-arbitrary 2D system parameters. A
similar argument applies if the system is three dimensional with 1D symmetries (i.e.
αN = pir20ρyz). One expects in advance, therefore, that the analysis of the 1D model
should depend only on the product of parameters, αN , and not on either of these
independently.
In a two dimensional system with rectangular symmetry, the product, αN , can be
interpreted as the perpendicular density in units of particle diameter, i.e. αN is the
number of particles per particle diameter in the y direction. This can be greater
than unity without particles overlapping since they can be spread out along the x
direction. Notice that this determines the system opacity: if αN < 1 then there are
gaps in the projection of the particle distribution onto the field of view seen along the
x direction from the side (as depicted in figure 2.2) and so the system is transparent;
if αN > 1 then the particles overlap in projection, on average, so the system is
opaque; if αN ∼ 1 then on average every line of sight intercepts one particle,
however, fluctuations in density will result in there being gaps as some lines of sight
temporarily have more than one particle, and so this will be marginally opaque.
Notice that the opacity of the system is determined by fixed system parameters and
cannot change by changing the form of the distribution, a fact which applies only to
quasi-one-dimensional systems in marked contrast to higher dimensional systems.
This result follows from the mean field assumption, which does not account for
correlations in particle position, but may break if such correlations were to occur.
For instance, consider a quasi-one-dimensional system in 2D with perpendicular
density ρy: there may, over timescales which are long relative to the Brownian
motion of single particles, be a tendency for particles to align along the x-axis, i.e for
a colloid to be persistently shaded by its nearest (along the x-axis) neighbour. If the
positions of nearby particles are correlated in this way then it must be that adjacent
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to them (in the y direction) there is a persistent gap, hence this part of the swarm
is less efficient at absorbing radiation than the mean field theory would predict. Or
it could be that adjacent particles have a tendency to anti-align, spreading laterally
such that the frequency with which adjacent particles shade one another is less than
would occur with uncorrelated particles, and hence this part of the swarm is more
opaque than the mean field theory predicts. In either case it could be that the effect
of the correlations is to change the parameter α in the Poisson process model of light
absorption, or it could be that the Poisson process model is no longer valid (i.e. the
probability that a line intercepts a particle through some interval is now conditional
on whether that line intercepted a particle through the previous interval, which is
not the case in a Poisson process). It could be that the nature or strength of such
correlations are a function of local particle density, so that the opacity of the swarm
depends on the form of the distribution (i.e. a diffuse, low density swarm may be
uncorrelated, but a localised, dense swarm may have position correlations in the
centre which may modify the opacity of the swarm); or, given the non-local nature
of the shading effect, it could be that there are non-local correlations in particle
position. If correlations in particle position were to occur then the overall opacity
of the system would depend not only on the fixed system parameters of particle
radius and average perpendicular density, but also on the nature and strength of
the correlations and the form of the distribution. Such hypothetical correlations
are not considered here, we assume an uncorrelated distribution of particles for
which the result holds that the opacity of the system is determined by fixed system
parameters, αN , if the system is one-dimensional (or quasi-one-dimensional).
2.3.2 Conversion of Intercepted Energy to Heat
The conversion of the energy from intercepted radiation into heat in the fluid is
described generally by equation (2.5) which equates the heating per fluid volume
with the divergence of the intensity field. Specifically, in the one dimensional
case, if an amount of energy ∆E is absorbed in the fluid in an interval of width
∆x, then the change in temperature will be ∆T = 1cρf
∆E
∆x . The rate of heat-
ing in the interval is the differential of radiation intensity entering and leaving
the interval3 (with a contribution from the radiation coming from each side), so
3If single scattering is taken into account then a ray of light intercepting a colloid is not com-
pletely absorbed, as is assumed in this analysis, but is partially scattered in which case a proporti-
nonality constant less than 1 should be introduced here, as the incoming radiation is reduced in
part from absorption but also in part from scattering. However, if multiple scattering is accounted
for then this point is moot as the model of heating must account for reduction of light intensity
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Figure 2.2: Schematic illustration of light interception in a 2D system with radiation
directed uniformly along the x-axis. At an instant in time the particles in the
interval, ∆x, cast a pattern of light and shade. The coarse-grained light intensity
is reduced over the interval by a factor equal to the proportion of the cross-section
occluded by the particles.
∆˙E = (I+ (x+ ∆x)− I+ (x)) − (I− (x+ ∆x)− I− (x)). The rate of temperature
change per interval is then ∆˙T∆x =
1
cρf
(
∆I+
∆x − ∆I−∆x
)
, and in the continuum limit
Γ (x) =
1
cρf
(
dI+
dx
− dI−
dx
)
(2.10)
which, by equation (2.6)- noting that the light intensity which comes from the left
decreases towards the right- is Γ (x) = αρ(x)cρf (I+ (x) + I− (x)), and substituting the
solutions for light intensity,
Γ (x) =
αρ (x)
cρf
(
I∞e−α
∫ xb
x ρdx
′
+ I−∞e
−α ∫ x−xb ρdx′) (2.11)
=
αρ (x)
cρf
(
I∞e−α
∫ xb
x ρdx
′
+ I−∞e−αNeα
∫ xb
x ρdx
′)
(2.12)
The exponentials in equation (2.12) can be combined to give
Γ (x) =
2α
cρf
√
I∞I−∞e−αN/2ρ (x) cosh
[
α
∫ xb
x
ρdx′ − αN
2
− 1
2
log
I∞
I−∞
]
(2.13)
Equation (2.13) describes the heating as a functional of the density. Notice that it
has a factor of the density in front of the nonlinear term, a local effect (i.e. the more
from all directions across the interval.
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sources of heat in a fluid element the more heating in that fluid), multiplied by a
functional of the density, a non-local effect (i.e. the heating per particle depends
where it is the swarm, in particular the integral from that point to the edge of the
system,
∫ xb
x ρdx
′, accounts for the shading).
Previously, in mapping from a two dimensional system to a purely one dimensional
model, the association between the absorption coefficient and particle number was
noted: in order to map two dimensional mean field quantities to the one dimensional
quantities of the purely 1D model an arbitrary perpendicular length scale must be
introduced, i.e. ρ = ρ2D∆y and I = I2D∆y. In both of these variables the one
dimensional version depends on the arbitrary choice of ∆y, however, it has already
been shown that in the interception of light the 1D absorption coefficient is also
determined by the y-length scale (α = 2r0∆y ) such that this arbitrary part cancels
in the product of α with particle number (or density), i.e. αρ = 2r0∆y ρ2D∆y. The
arbitrary choice of y-length scale in the one dimensional light intensity also cancels
with the dependence of thermal properties of the system on the y-length scale:
Although the thermal diffusivity, κ, of the fluid is independent of the number of
spatial dimensions ([κ] = L
2
T ), the thermal conductivity is dimension dependent. The
thermal conductivity is the coefficient in the relation of heat flux to temperature
gradient (~q = −k∇T ), and since the heat flux is the flow of energy per cross-
sectional surface area, the dimensions of heat flux depend on the dimensions of the
surface area, i.e. in n spatial dimensions [~q] = E
T Ln−1 . The dimensions of the
thermal conductivity must also depend on the number of spatial dimensions, i.e.
[k] = E
T Θ Ln−2 , where the symbol Θ is used for temperature so that T is used for
time. In particular, the thermal conductivity is related to the thermal diffusivity
by the product with the volumetric heat capacity, k = cρfκ, so the one dimensional
thermal conductivity depends on the arbitrary y-length scale in the same way as
the one dimensional fluid density does, ρf = ρf2D∆y ⇒ k = k2D∆y. As can be seen
from equation (2.5) relating heating to radiation divergence, the radiation intensity
appears in equations in concert with the volumetric heat capacity (or equivalently
with thermal conductivity, multiplying by κ), so that the dependence on y-length
scale of the light intensity (an energy flux) is cancelled by the dependence on y-
length scale of the thermal conductivity (a constant related to another energy flux).
In other words, one expects to see the ratio Ik or
I
cρf
in all analytical results and
never to see these quantities expressed separately. This can be seen in equation
(2.13): in the argument of the hyperbolic cosine there are products of αN and αρ,
and in the prefactor to the hyperbolic cosine there is the product of αρ and the ratio
of
√
I∞I−∞
cρf
, as well as the product αN in the exponent.
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2.3.3 Equations of Motion in 1D
Finally, incorporating equations (2.3), (2.4), and (2.13), leads to the one dimensional
equations of motion,

∂T
∂t = κ
∂2T
∂x2
+ 2αcρf
√
I∞I−∞e−αN/2ρ (x, t) cosh
[
α
∫ xb
x ρdx
′ − αN2 − 12 log I∞I−∞
]
∂ρ
∂t = D
∂2ρ
∂x2
−DT ∂∂x
(
ρ∂T∂x
) (2.14)
with boundary conditions T (±xb) = 0, D ∂ρ∂x |±xb = DTρ (±xb) ∂T∂x |±xb , and the con-
dition N =
∫ xb
−xb ρdx.
To scale these equations to a dimensionless form introduce the length scale, λ, and
let x = λξ, ρ = Nλ ρ¯, t =
λ2
κ τ , and T =
D
DT
T¯ ; then ξ, ρ¯, τ , and T¯ are the dimen-
sionless length, density, time and temperature respectively. The boundaries in the
dimensionless system are at ξ = ±ξb, and the dimensionless density is normalised,
i.e. N =
∫ xb
−xb ρdx =
∫ ξb
−ξb
N
λ ρ¯λdξ →
∫ ξb
−ξb ρ¯dξ = 1. The differential operators are
∂
∂x =
1
λ
∂
∂ξ , and
∂
∂t =
κ
λ2
∂
∂τ , substituting this into equations (2.14),

κ D
λ2DT
∂T¯
∂τ = κ
D
λ2DT
∂2T¯
∂ξ2
+ 2αcρf
√
I∞I−∞e−αN/2Nλ ρ¯ cosh
[
αN
∫ ξb
ξ ρ¯dξ
′ − αN2 − 12 ln I∞I−∞
]
κN
λ3
∂ρ¯
∂τ = D
N
λ3
∂2ρ¯
∂ξ2
−DT NDλ3DT
∂
∂ξ
(
ρ¯∂T¯∂ξ
) (2.15)
⇒

∂T¯
∂τ =
∂2T¯
∂ξ2
+ λ
2DT
√
I∞I−∞
cρfκD
e−αN/2αNρ¯ cosh
[
αN
(∫ ξb
ξ ρ¯dξ
′ − 12
)
− 12 ln I∞I−∞
]
κ
D
∂ρ¯
∂τ =
∂2ρ¯
∂ξ2
− ∂∂ξ
(
ρ¯∂T¯∂ξ
) (2.16)
Choosing the length scale λ =
cρfκD
2DT
√
I∞I−∞
and defining the dimensionless parameter
a = αN , the dimensionless 1D equations of motion are,

∂T¯
∂τ =
∂2T¯
∂ξ2
+ ae−a/2ρ¯ cosh
[
a
(∫ ξb
ξ ρ¯dξ
′ − 12
)
− 12 ln I∞I−∞
]
κ
D
∂ρ¯
∂τ =
∂2ρ¯
∂ξ2
− ∂∂ξ
(
ρ¯∂T¯∂ξ
) (2.17)
The boundary conditions on these equations are: T¯ (±ξb) = 0, ∂ρ¯∂ξ |±ξb = ρ¯ (±ξb) ∂T¯∂ξ |±ξb ,
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and the normalisation condition,
∫ ξb
−ξb ρ¯dξ = 1. Notice that the parameter a is pre-
cisely the product of the absorption coefficient and the particle number, as discussed
previously, and also the length scale, λ, involves the ratio of light intensity to thermal
conductivity, as discussed above.
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2.4 Stationary Solutions
We seek the stationary distribution that occurs when the system is under symmetric
illumination (I∞ = I−∞). From equation (2.2) a stationary distribution implies the
particle current is divergence-less which occurs in three scenarios: the current is
zero everywhere; the current is a non-zero, uniform vector field (hence all spatial
derivatives are zero); the current is a non-zero, spatially varying vector field which
can be expressed as the curl of a potential vector field (hence has zero divergence).
The latter of these cannot occur in a one dimensional system, although it could
happen in a two or three dimensional system with rectangular symmetry in the
experimental set up but symmetry breaking in the particle distribution. This could
potentially be realised if there were circulating currents in directions perpendicular
to the radiation field, in which case there would be no balance between diffusion and
thermophoresis, but rather in every location one of these processes is dominant in
such a way as to loop the particle current. In the present work only 1D distributions
are considered. A uniform current would require that particles are injected into the
system at one side and removed at the other, which cannot happen with impermeable
boundaries and conservation of particle number. A zero current state is equivalent to
the balance of thermophoresis and diffusion. In this state: the absorption of energy
into the system, by the colloids intercepting light radiation and conducting this as
heat into the fluid, is balanced by the loss of energy as this heat is conducted into the
heat bath at the boundaries of the system; and the diffusion of colloids is balanced by
the thermophoretic drift of colloids up temperature gradients. The balance between
diffusion and thermophoresis is the state of zero particle current, i.e. setting both
sides of equation (2.1) to zero, the balance between diffusion and thermophoresis
is described by ∇ρ = DTD ρ∇T in general, which means the relationship between
density and temperature in a stationary state is
ρ (~x) = ρ (~xb) e
DT
D
(T (~x)−T (~xb)) (2.18)
with ~xb being any point on the boundary. This is true in general whenever diffusion-
thermophoresis balance occurs, i.e. in an arbitrary number of spatial dimensions,
with arbitrary geometry (as long as the boundary is all the same temperature),
the temperature field is effectively a (negative) potential for the particles which are
distributed as a Boltzmann-like distribution (a similar Boltzmann form for thermo-
phobic thermophoretic colloids has been observed experimentally [131]).
In a stationary state, there must be a balance between energy absorption in the
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bulk of the system, and energy lost at the boundary. The total rate of energy
absorption in the bulk of the system is the integral of the heating function over
the entire volume of the system, i.e. Q˙ = cρf
∫
V Γ (~x) dV . The energy conducted
to the heat bath at the boundary is the integral over the surface of the outward
temperature gradient (multiplied by thermal conductivity), i.e. −cρfκ
∮
S ∇T. ~dS.
Since the source of energy for the system is the light radiation passing through it,
the total energy absorbed by the system is the difference between the energy in the
incident radiation as it enters the system and energy that remains as the radiation
leaves the system. In one dimension, where the radiation is directed along the x-
axis, the total rate of energy absorption is Q˙ = I∞−I+ (−xb)+I−∞−I− (xb). Using
equation (2.7), this is
Q˙ = I∞
(
1− e−α
∫ xb
−xb ρdx
)
+ I−∞
(
1− e−α
∫ xb
−xbρdx
)
(2.19)
⇒ Q˙ = I∞
(
1− e−αN)+ I−∞ (1− e−αN) (2.20)
⇒ Q˙ = (I∞ + I−∞)
(
1− e−αN) (2.21)
= (I∞ + I−∞)
(
1− e−a) (2.22)
= cρf
∫ xb
−xb
Γ (x) dx (2.23)
Notice that the amount of energy absorbed in the system depends only on fixed
system parameters, in particular the total number of particles in the system, and
not on the functional form of the density, ρ (x). This is because the probability
that a light ray passes through the system without being intercepted depends on
the number of particles on average along the light ray’s path, and not on how
those particles are distributed along the path. In a system with one dimensional
symmetry, the number of particles along the path is independent of the form of the
density distribution. In higher dimensional systems the particles can be distributed
in different ways such that the number of particles seen on average along a typical
light ray trajectory can vary.
The dimensionless heating functional in 1D, from equation (2.17), is
Γ¯ (ξ) = ae−a/2ρ¯ cosh
[
a
(∫ ξb
ξ
ρ¯dξ′ − 1
2
)
− 1
2
ln
I∞
I−∞
]
This is related to the physical heating functional by Γ¯ = λ
2DT
κD Γ, where λ is the
length scale defined above, so the integral of the dimensionless heating functional
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over the entire system can be computed as follows:
Q˙ = cρf
∫ xb
−xb
Γdx = cρf
∫ ξb
−ξb
κD
λ2DT
Γ¯λdξ =
cρfκD
λDT
∫ ξb
−ξb
Γ¯dξ (2.24)
⇒
∫ ξb
−ξb
Γ¯dξ = λ
DT
cρfκD
Q˙ =
cρfκD
2DT
√
I∞I−∞
DT
cρfκD
Q˙ (2.25)
=
Q˙
2
√
I∞I−∞
=
(I∞ + I−∞) (1− e−a)
2
√
I∞I−∞
(2.26)
2.4.1 Stationary Solution of the Heat Equation in One Dimension
Consider the heat equation in one dimension, ∂T∂t = κ
∂2T
∂x2
+ Γ (x), in a stationary
state this is
κ
d2T
dx2
= −Γ (x) (2.27)
subject to the boundary conditions T (±xb) = 0. We adopt a Green’s function
approach to solving this equation: consider the equation
κ
d2
dx2
G (x;x0) = −δ (x− x0) (2.28)
which describes the temperature profile corresponding to a single heat source at
x0. The temperature profile from an arbitrary distribution of heat sources can be
calculated as the convolution of the Green’s function with the heat source function.
To see this, convolve both side of this equation with the heating function,
∫ xb
x0=−xb
Γ (x0)κ
d2
dx2
G (x;x0) dx0 = −
∫ xb
−xb
Γ (x0) δ (x− x0) dx0 (2.29)
κ
d2
dx2
∫ xb
−xb
Γ (x0)G (x;x0) dx0 = −Γ (x) (2.30)
⇒ T (x) =
∫ xb
−xb
Γ (x0)G (x;x0) dx0 (2.31)
To solve for the Green’s function, first consider the region x > x0, there
d2G
dx2
= 0.
Integrating twice from x to xb, and using the boundary condition G (±xb;x0) =
0, the solution to this is clearly linear, in particular G (x;x0) = −dGdx |xb (xb − x).
Integrating twice from −xb to x in the region x < x0 one also obtains a linear
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function, G (x;x0) =
dG
dx |−xb (x+ xb). So far the Green’s function takes the form,
G (x;x0) =
dGdx |−xb (x+ xb) , x < x0−dGdx |xb (xb − x) , x > x0 (2.32)
with unknown gradients at the boundaries. To determine the gradients at the bound-
aries, first integrate the differential equation for the Green’s function over the point
x0, ∫ x0+
x0−
κ
d2G
dx2
dx = −
∫ x0+
x0−
δ (x− x0) dx (2.33)
⇒ κ
(
dG
dx
∣∣∣∣
x0+
− dG
dx
∣∣∣∣
x0−
)
= −1 (2.34)
⇒ κ
(
dG
dx
∣∣∣∣
xb
− dG
dx
∣∣∣∣
−xb
)
= −1 (2.35)
Second, assert continuity of the Green’s function at the point x0, i.e. limx→x−0 G (x;x0) =
limx→x+0 G (x;x0), that is
dG
dx
∣∣∣∣
−xb
(x0 + xb) = −dG
dx
∣∣∣∣
xb
(xb − x0) (2.36)
⇒ κ
(
dG
dx
∣∣∣∣
xb
+
dG
dx
∣∣∣∣
−xb
)
= −x0
xb
(2.37)
The gradients at the boundaries are then determined byκ
(
dG
dx
∣∣
xb
− dGdx
∣∣
−xb
)
= −1
κ
(
dG
dx
∣∣
xb
+ dGdx
∣∣
−xb
)
= −x0xb
⇒
κ
dG
dx
∣∣
xb
= −12
(
1 + x0xb
)
κdGdx
∣∣
−xb =
1
2
(
1− x0xb
) (2.38)
Substituting these boundaries, the Green’s function is
G (x;x0) =

1
2κ
(
1− x0xb
)
(x+ xb) , x < x0
1
2κ
(
1 + x0xb
)
(xb − x) , x > x0
(2.39)
This is the temperature profile for a point heat source at x0 subject to the temper-
ature at the boundaries being zero. There are a number of features of this profile
worth noting: mathematically speaking, the second derivative being zero everywhere
except the point x0 means the profile is a straight line, which means the temperature
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profile must take on a triangular shape, and the effect of the Dirac delta function
is that the sum of the magnitudes of the gradients at each end must be the same
as the magnitude weighting the delta function (i.e. unity, in this case); physically
speaking, the temperature profile has a constant gradient (everywhere except the
point of heat source, x0) because the heat flux is proportional to temperature gra-
dient, and in one dimension there is no possibility of geometric spreading of heat
flux, which means the flux of heat into an interval on one side must be the same as
the flux out on the other side (assuming the interval does not contain any sources
of heat), which means the temperature gradient on each side must be the same;
physically speaking, the sum of the magnitudes of the gradients at each boundary
matches the magnitude of the heat source simply because of the conservation of
energy, i.e. the heat lost across the boundaries equals the heat added at the heat
source. Two important consequences of this Green’s function are: if all the heat
sources are contained in a region around the origin, [−xr, xr], then the tempera-
ture profile outside this region must have uniform gradient, with the gradients on
each side summing in magnitude to the total heat source inside the interval; as the
boundaries are extended to infinity, xb → ∞, the temperature diverges to infinity
everywhere, however, the temperature gradients do not diverge. So, as long as the
behaviour of the system depends only on temperature gradients and not the ab-
solute value of the temperature, one can consider the idealised case of an infinite
system.
The temperature field from a general distribution of heat sources, Γ (x), is computed
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from the convolution of this with the Green’s function, i.e.
T (x) =
∫ xb
−xb
Γ (x0)G (x;x0) dx0 (2.40)
=
∫ x
−xb
Γ (x0)
1
2κ
(
1 +
x0
xb
)
(xb − x) dx0
+
∫ xb
x
Γ (x0)
1
2κ
(
1− x0
xb
)
(x+ xb) dx0
(2.41)
⇒ κ T (x) = 1
2
(xb − x)
[∫ x
−xb
Γ (x0) dx0 +
1
xb
∫ x
−xb
x0Γ (x0) dx0
]
+
1
2
(x+ xb)
[∫ xb
x
Γ (x0) dx0 − 1
xb
∫ xb
x
x0Γ (x0) dx0
] (2.42)
=
1
2
(xb − x)
∫ xb
−xb
Γ (x0) dx0 +
1
2
(
1− x
xb
)∫ xb
−xb
x0Γ (x0) dx0
−
∫ xb
x
(x0 − x) Γ (x0) dx0
(2.43)
=
1
2
(
1− x
xb
)∫ xb
−xb
(xb + y) Γ (y) dy −
∫ xb
x
(y − x) Γ (y) dy (2.44)
In equation (2.44) the first term is linear in x (the pre-factor to the integral is linear
and the integral is definite), and the second term is curved but only if the region
defined by the limits of the integral contains variable amounts heat sources, i.e.
non-zero Γ which varies as the lower integral limit varies. So if the heating function,
Γ (x), is non-zero only in a region around the origin, x ∈ [−xr, xr], then to the
right of this region the second term in equation (2.44) is zero and the temperature
variation for x > xr is linear, whereas to the left of this region the second term is
constant and the temperature variation for x < −xr is linear, i.e. as above, the
temperature variation outside the regions of heating are linearly variable. This also
means, as can be seen in equation (2.43), that as the boundary is taken to infinity
(xb →∞) the temperature diverges. However, as discussed for the Green’s function
above, the temperature gradients do not diverge in the infinite domain limit. To see
this, differentiating equation (2.44),
κ
dT
dx
=
∫ xb
x
Γ (y) dy − 1
2xb
∫ xb
−xb
(xb + y) Γ (y) dy (2.45)
in the limit xb →∞ the xb’s in the second term cancel leaving a finite temperature
gradient. To compare with equations (2.38), evaluate the temperature gradient at
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the boundaries: κdTdx
∣∣
xb
= − 12xb
∫ xb
−xb (xb + y) Γ (y) dy
κdTdx
∣∣
−xb =
1
2xb
∫ xb
−xb (xb − y) Γ (y) dy
(2.46)
⇒
κ
(
dT
dx
∣∣
−xb −
dT
dx
∣∣
xb
)
=
∫ xb
−xb Γ (y) dy
κ
(
dT
dx
∣∣
−xb +
dT
dx
∣∣
xb
)
= − 1xb
∫ xb
−xb yΓ (y) dy
(2.47)
Comparing equations (2.47) with equations (2.38) for the Green’s function: the
first equation in (2.47) matches the total flux of energy out of the system at the
boundaries with total flux of energy into the system across the heat sources, and the
second equation describes how the asymmetry in the distribution of heat sources
links to the asymmetry in the temperature gradient at the boundary, i.e. if there
are more sources of heat to the right closer to xb, that is Γ (x) is skewed to the right,
then the temperature gradient on the right boundary will have a greater magnitude.
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2.4.2 Exact Stationary Solutions
Recall the dimensionless heat equation in (2.17),
∂T¯
∂τ
=
∂2T¯
∂ξ2
+ ae−a/2ρ¯ cosh
[
a
(∫ ξb
ξ
ρ¯dξ′ − 1
2
)
− 1
2
ln
I∞
I−∞
]
(2.48)
Under symmetric illumination, and in a stationary state this reduces to
d2T¯
dξ2
= −ae−a/2ρ¯ cosh
[
a
(∫ ξb
ξ
ρ¯dξ′ − 1
2
)]
(2.49)
To solve this integro-differential equation define the function ψ (ξ) = a
(
1
2 −
∫ ξb
ξ ρ¯dξ
′
)
,
which means the density is proportional to the gradient of ψ, aρ¯ = dψdξ . Normali-
sation of the dimensionless density determines the boundary conditions on ψ, i.e.
ψ (±ξb) = ±a2 . In terms of ψ the heating functional is Γ¯ (ξ) = e−a/2 dψdξ coshψ. From
equation (2.44) the temperature is
T¯ (ξ) =
1
2
ξb
(
1− ξ
ξb
)∫ ξb
−ξb
Γ¯ (y) dy +
1
2
(
1− ξ
ξb
)∫ ξb
−ξb
yΓ¯ (y) dy
−
∫ ξb
ξ
(y − ξ) Γ¯ (y) dy
(2.50)
The components of this are as follows∫ ξb
−ξb
yΓ¯ (y) dy = e−a/2
∫ ξb
−ξb
y
d
dy
sinhψ dy (2.51)
= e−a/2 [y sinhψ]ξb−ξb − e−a/2
∫ ξb
−ξb
sinhψ dy (2.52)
= −e−a/2
∫ ξb
−ξb
sinhψ dy (2.53)
≡ σ (2.54)
∫ ξb
ξ
yΓ¯ (y) dy = e−a/2 [y sinhψ]ξbξ − e−a/2
∫ ξb
ξ
sinhψ dy (2.55)
= ξb
1
2
(
1− e−a)− e−a/2ξ sinhψ − e−a/2 ∫ ξb
ξ
sinhψ dy (2.56)
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∫ ξb
ξ
ξΓ¯ (y) dy = ξe−a/2 [sinhψ]ξbξ (2.57)
= ξ
1
2
(
1− e−a)− ξe−a/2 sinhψ (2.58)
and recall that
∫ ξb
−ξb Γ¯ (y) dy = (1− e−a). Substituting this in, the temperature is
T¯ (ξ) =
1
2
(
1− ξ
ξb
)
σ + e−a/2
∫ ξb
ξ
sinhψ dy (2.59)
⇒ dT¯
dξ
= − 1
2ξb
σ − e−a/2 sinhψ (2.60)
The condition of zero particle current, satisfied when thermophoresis and diffusion
are in balance, implies dρ¯dξ = ρ¯
dT¯
dξ . Substituting the temperature gradient in equation
(2.60) into this,
dρ¯
dξ
= −ρ¯
(
σ
2ξb
+ e−a/2 sinhψ
)
(2.61)
⇒ d
2ψ
dξ2
= −dψ
dξ
(
σ
2ξb
+ e−a/2 sinhψ
)
(2.62)
= − d
dξ
(
σ
2ξb
ψ + e−a/2 coshψ
)
(2.63)
Therefore the stationary state of the system is described by the ODE
dψ
dξ
= c− σ
2ξb
ψ − e−a/2 coshψ (2.64)
which must be solved subject to the boundary conditions ψ (±ξb) = ±a2 . There
are two unknown constants of integration in this equation, c and σ: the constant
c is constrained by the fact that the density, and therefore the gradient of ψ, must
be non-negative, so c ≥ 12 (1 + e−a) + |σ|2ξb a2 ; the constant σ is effectively a mea-
sure of the asymmetry of the distribution about the origin, recall that by definition
σ = −e−a/2 ∫ ξb−ξb sinhψ (ξ) dξ, so if the density is symmetrically distributed about the
centre then the function ψ is anti-symmetric and the integral for σ is zero, whereas
if the density is skewed to the right, say, then the integral will be positive. The
constant, c, is determined by fixing the boundary conditions on ψ (or equivalently
the normalisation of ρ¯), whereas σ is determined self-consistently by the require-
ment that solutions to equation (2.64) must return σ when integrated. A numerical
method for solving this could involve fixing σ, then numerically integrating equation
37
(2.64) with the right boundary condition, ψ (ξb) =
a
2 , for a given choice of c, check-
ing the value of ψ on the left boundary, varying c until the boundary conditions are
met and then checking the self-consistency condition for σ. Alternatively, integrate
the ODE for ψ ∫ a
2
ψ
dψ
c− σ2ξbψ − e−a/2 coshψ
= ξb − ξ (2.65)
Define the function I1 (σ, c) to be the evaluation of this integral on the left boundary
I1 (σ, c) =
∫ a
2
−a
2
dψ
c− σ2ξbψ − e−a/2 coshψ
(2.66)
which is a definite integral over a dummy variable ψ. Also, observe the integral
that defines σ which is, by definition, an integral over an unknown function, can be
written as a definite integral over a dummy variable, i.e.∫ ξb
−ξb
sinhψ (ξ) dξ =
∫ ψ(ξb)
ψ(−ξb)
sinhψ
dψ
dξ
dψ (2.67)
Define the function I2 (σ, c) by
I2 (σ, c) = −e−a/2
∫ a
2
−a
2
sinhψ
c− σ2ξbψ − e−a/2 coshψ
dψ (2.68)
The constants of integration in equation (2.64) are then determined by the solutions
to the simultaneous equations I1 (σ, c) = 2ξbI2 (σ, c) = σ (2.69)
Each equation defines a curve in the σ-c plane and the intersection of these curves
determines the constants of integration, see figure (2.3) for an example of one such
curve for I1. Consider the integrand in I2: if σ = 0 then the denominator of the
integrand is symmetric so due to the anti-symmetric numerator the integral evaluates
to zero; if σ is positive then the denominator is smaller at positive ψ than at −ψ,
which means the magnitude of the integrand is larger for ψ > 0 than for ψ < 0,
which means the integral is positive, which, when multiplied by −e−a/2, makes the
function I2 negative, i.e. σ > 0⇒ I2 (σ, c) < 0 and σ < 0⇒ I2 (σ, c) > 0. However,
we seek σ = I2 (σ, c), so the only solutions are σ = 0. This can also be shown by
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Curve solving I1(c,σ) = 2ξb, for a = 20, ξb = 10
Figure 2.3: Curve in the c-σ plane that satisfies I1 (σ, c) = 2ξb for a = 20 and
ξb = 10. The dotted line is the lower bound on c, c ≥ 12 (1 + e−a) + |σ|2ξb a2 .
taking a linear combination of I1 and I2:
I2 − σ
2ξb
I1 =
∫ a
2
−a
2
−e−a/2 sinhψ − σ2ξb
c− e−a/2 coshψ − σ2ξbψ
dψ (2.70)
which takes the form
∫ a
2
−a
2
f ′(ψ)
f(ψ) dψ = [ln f (ψ)]
a
2
−a
2
, so
I2 − σ
2ξb
I1 = ln
[
c− 12 (1 + e−a)− σ2ξb a2
c− 12 (1 + e−a) + σ2ξb a2
]
(2.71)
Substituting I2 = σ and I1 = 2ξb
0 = ln
[
c− 12 (1 + e−a)− σ2ξb a2
c− 12 (1 + e−a) + σ2ξb a2
]
(2.72)
⇒ σ = 0.
Thus, the stationary states of the system under symmetric illumination must be
symmetric about the centre (which implies ψ (0) = 0), and so the equation (2.64)
reduces to
dψ
dξ
= c− e−a/2 coshψ (2.73)
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with ψ (±ξb) = ±a2 . Integrating from the origin to an arbitrary point,∫ ψ
0
dψ′
c− e−a/2 coshψ′ = ξ (2.74)
Using the identities coshψ = 2 cosh2 ψ2 − 1 and cosh2 ψ − sinh2 ψ = 1 one can show
c − e−a/2 coshψ = (c− e−a/2) cosh2 ψ2 − (c+ e−a/2) sinh2 ψ2 . The integrand can be
rewritten
1
c− e−a/2 coshψ =
1√
c2 − e−a
√
c+e−a/2
c−e−a/2 sech
2 ψ
2(
1− c+e−a/2
c−e−a/2 tanh
2 ψ
2
) (2.75)
=
1√
c2 − e−a
2
1− F 2
dF
dψ
(2.76)
=
2√
c2 − e−a
dF
dψ
d
dF
tanh−1 F (2.77)
where F (ψ) =
√
c+e−a
c−e−a tanh
ψ
2 . The integral then is∫ ψ
0
dψ′
c− e−a/2 coshψ′ =
2√
c2 − e−a
∫ F (ψ)
F (0)
d
dF
tanh−1 F dF (2.78)
=
2√
c2 − e−a
[
tanh−1 F
]√ c+e−1c−e−a tanh ψ2
0 (2.79)
Therefore,
ξ =
2√
c2 − e−a tanh
−1
√c+ e−a/2
c− e−a/2 tanh
ψ
2
 (2.80)
This can be inverted to obtain an exact equation for ψ
ψ (ξ) = 2 tanh−1
√c− e−a/2
c+ e−a/2
tanh
[√
c2 − e−a
2
ξ
] (2.81)
However, to find the constant of integration one must solve the transcendental equa-
tion tanh a4 =
√
c−e−a/2
c+e−a/2 tanh
[√
c2 − e−a ξb2
]
which cannot be achieved analytically.
It is convenient to define a new unknown constant, ao, by c = e
−a/2 cosh ao2 , in which
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case ψ is
ψ (ξ) = 2 tanh−1
[
tanh
ao
4
tanh
[
1
2
e−a/2 sinh
ao
2
ξ
]]
(2.82)
and the constant is determined by tanh a4 = tanh
ao
4 tanh
[
1
2e
−a/2 sinh ao2 ξb
]
. The
lower bound on the constant of integration, c ≥ 12 (1 + e−a), translates to ao ≥
a. Using the identity cosh (2x) = 1+tanh
2 x
1−tanh2 x , substituting the solution (2.82) into
equation (2.73)
dψ
dξ
= e−a/2
(
cosh ao2 − 1
)− (cosh ao2 + 1) tanh2 ao4 tanh2 [12e−a/2 sinh ao2 ξ]
1− tanh2 ao4 tanh2
[
1
2e
−a/2 sinh ao2 ξ
] (2.83)
=
2e−a/2 sinh2 ao4
(
1− tanh2 [12e−a/2 sinh ao2 ξ])
1− tanh2 ao4 tanh2
[
1
2e
−a/2 sinh ao2 ξ
] (2.84)
=
2e−a/2 sinh2 ao4
cosh2
[
1
2e
−a/2 sinh ao2 ξ
]− tanh2 ao4 sinh2 [12e−a/2 sinh ao2 ξ] (2.85)
=
2e−a/2 sinh2 ao4
1 +
sinh2[ 12 e
−a/2 sinh ao
2
ξ]
cosh2 ao
4
(2.86)
Thus, the exact solution for the density (up to an unknown constant, ao) is
ρ¯ (ξ) =
1
a2e
−a/2 sinh2 ao4
1 +
sinh2[ 12 e
−a/2 sinh ao
2
ξ]
cosh2 ao
4
(2.87)
2.4.3 Solution on an Infinite Domain
Recall that on an infinite domain the temperature diverges though the temperature
gradients do not. It is meaningful, then, to take ξb →∞ and analyse the solutions, as
long as these do not depend on absolute temperature. This corresponds, physically,
to a large system where the particles are far from the edges. Taking ξb → ∞ in
the transcendental equation that determines the constant of integration, it can be
solved: ao = a (or c =
1
2 (1 + e
−a)), so the exact solutions are
ψ (ξ) = 2 tanh−1
[
tanh
[
a
4
]
tanh
[
(1−e−a)
4 ξ
]]
ρ¯ (ξ) =
1
2a(1−e−a/2)
2
1+
sinh2
[
(1−e−a)
4 ξ
]
cosh2[a4 ]
(2.88)
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The relationship between temperature and density in a stationary state can be
written in terms of the density at the origin as ρ¯ = ρ¯oe
T¯ (ξ)−To , where ρ¯o and To
are the density and temperature respectively at the origin, which means we can
compute the temperature from the density by T¯ (ξ) = To + ln
[
ρ¯(ξ)
ρo
]
. Using the
results in equation (2.88) the temperature field is
T (ξ) = T0 − ln
1 + sinh
2
[
(1−e−a)
4 ξ
]
cosh2
(
a
4
)
 (2.89)
The constant, To, diverges on an infinite domain, but this solution is a good approx-
imation to a system where ξb is much larger than the characteristic width of the
distribution, in which case the constant must be fixed to ensure the temperature at
the edge matches that of the heat bath. See figure (2.6).
The light intensity is, in general, I± (ξ) = I∞e−a/2e±ψ(ξ). Using the solution for
ψ (ξ) and the identity tanh−1 x = 12 ln
(
1+x
1−x
)
, the light intensity can be computed
(see figure (2.5))
I+ (ξ) = I∞e−a/2
1 + tanh
[
a
4
]
tanh
[
(1−e−a)
4 ξ
]
1− tanh [a4] tanh [ (1−e−a)4 ξ] (2.90)
The heating function, which is in general Γ [ρ¯] = ae−a/2ρ coshψ, can be computed
explicitly as (see figure (2.5))
Γ (ξ) =
1
2e
−a/2 (1− e−a/2)2
1 +
sinh2
[
(1−e−a)
4
ξ
]
cosh2[a4 ]
1 + tanh
2
[
a
4
]
tanh2
[
(1−e−a)
4 ξ
]
1− tanh2 [a4] tanh2 [ (1−e−a)4 ξ]
 (2.91)
Notice, also, that the heating function can be re-written as a function of the local
density (i.e. not a functional): from equation (2.73) coshψ = cosh
(
a
2
)− aea/2ρ¯, so
Γ [ρ¯] = aρ¯
(
1
2
(
1 + e−a
)− aρ¯) (2.92)
a remarkable identity. Discussion: a much simpler model might involve a heating
term that is linearly dependent on the density, Γ [ρ] = αρ. Here the heating is
proportional to the number of particles (i.e. sources of heat), with the heating per
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particle taken to be the same for all particles [64]. This does not account for shading,
as our analysis above does. The simplest non-linear model which could be argued
accounts for shading might assume a heating term of the form Γ [ρ] = αρ (β − ρ).
The αρ part captures the feature that the heating in some region is proportional
to the number of heat sources in that region; and the (β − ρ) part invokes the
assumption that there is a linear dependence of heating contribution per particle on
where the particle is in the swarm. More specifically, the argument here is that one
expects the maximum density in the centre of the swarm, and the least density at
the edge, whilst coincidentally the centre of the swarm should be the most shaded
and the edge the least shaded; given that the energy for heating comes from external
irradiation, the most shaded area should have the least heating per particle and vice
versa. Hence, the effect of shading can be modelled by constructing a heating term
that is proportional to density (heat sources per volume) modified by multiplying
by a function of density that is large for small density and small for large density: a
linear dependence is the simplest, hence Γ [ρ] = αρ (β − ρ) is the simplest non-linear
model accounting for the effect of shading. Our analysis above has accounted for
shading explicitly, tracing the transfer of energy from radiation to heating without
assuming correlation between where the heating per particle is maximal and where
the density is lowest, and yet it turns out that when the system is in a stationary
distribution, the heating term takes precisely this form.
There is only one system parameter in the stationary states on an infinite (or effec-
tively infinite) domain: a = αN (= 2r0ρy = pir
2
0ρyz) which determines the opacity
of the system irrespective of the form the distribution takes. In the transparent
case of a  1, cosh a4 ≈ 1 so the denominator in ρ¯ is approximately a squared hy-
perbolic cosine; whereas in the opaque case of a  1, the hyperbolic cosine in the
denominator dominates the hyperbolic sine until ξ is large enough at which point
the hyperbolic sine dominates, thus in these limits the density can be approximated
by
ρ¯ (ξ) ≈

a
8 sech
2
(
a
4ξ
)
, a 1
1
2a
1
1+exp[− 12 (a− |ξ|)]
, a 1
(2.93)
Thus there are two phases: for small a - the case of low absorption (α) or low
particle number (N), or less than one particle per particle diameter in perpendicular
directions (e.g. 2r0ρy < 1) - there is a diffuse phase where the colloid distribution
forms a wide bell shape; and for high a the colloids form a dense phase with uniform
density up until the edge where the density tails of exponentially. The diffuse phase
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corresponds to the low-shading, transparent limit in which light entering the swarm
passes through with little absorption, meaning that each colloid particle sees almost
the same intensity of light and therefore all particles contribute equally to heating,
and so the heating of the fluid is proportional to colloid density. The compact phase
corresponds to an opaque limit in which almost all the incident energy is absorbed
in a narrow margin at the boundary of the swarm, and so these two margins at
each end act as localised heat sources which means that colloids are free to diffuse
throughout the bulk of the swarm but are contained by steep temperature gradients
at the edge. See figure (2.5) which plots exact solutions for which the transition
from transparent to opaque distributions are clear.
To analyse the density and heating functional in more detail, recall equation (2.62),
setting σ = 0 this is d
2ψ
dξ2
= −e−a/2 dψdξ sinhψ. This has been integrated to obtain
dψ
dξ = e
−a/2 (cosh [a2]− cosh [ψ]) = aρ¯ ⇒ cosh [ψ] = cosh (a2)− aea/2ρ thus
dρ¯
dξ
= −ae−a/2ρ¯ sinhψ = −ae−a/2ρ¯
√
cosh2 ψ − 1 (2.94)
⇒ dρ¯
dξ
= −ρ
√(
1 + e−a
2
− a ρ
)2
− e−a (2.95)
This corresponds to the solution in ξ > 0. For the other half of the domain one must
take the negative square root. This equation can actually be solved directly4 though
the integration described above on the variable ψ is much more straightforward.
Observe figure (2.4): the solution that has been obtained corresponds to the region
[0, ρ−], that is as the position coordinate is integrated from ξ = 0 to ξ = ξb → ∞,
the density is integrated from ρ¯ = ρ− to ρ = 0. This corresponds to a maximum
density at the centre, where the density gradient is zero, and a decreasing density as
the position coordinate extends outwards with density decaying to zero as ξ → ∞,
with zero density gradient in this limit. The interval ρ¯ ∈ [0, ρ−] is the only physically
meaningful region: the left region (ρ < 0) is excluded because the density must be
positive, and the right region is excluded because it corresponds to distributions that
are unbounded with either a minimum density at the centre, with density increasing
to infinity as ξ →∞, or a finite density at ξ = ξb →∞ and a diverging density at the
centre. The maximum density at the centre can be computed by considering ρ¯′ = 0
in equation (2.95): then either ρ¯ = 0 (at ξ → ∞) or ρ± = 12a
(
1± e−a/2)2. The
lower of these is the density at the origin, which matches the solution in equation
4Separate the variables of ξ and ρ¯ and the integral over ρ¯ can be calculated by a sequence of
substitutions: let u = e−a/2 cosh a
2
− aρ¯, then let t = u + √u2 − e−a, then let ω = t−e
−a/2 cosh a
2
e−a/2 sinh a
2
which leads to a standard integral.
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(2.88).
Consider the gradient of the heating function: the heating function is Γ [ρ] =
aρ
(
1
2 (1 + e
−a)− aρ), so the gradient is
dΓ
dξ
= aρ′
(
1
2
(
1 + e−a
)− aρ)+ aρ (−aρ′) (2.96)
= aρ′
(
1
2
(
1 + e−a
)− 2aρ) (2.97)
Consider dΓdξ = 0, then either
dρ¯
dξ = 0 which occurs at the peak of the density at the
origin, or ρ = 14a (1 + e
−a). Seeking the position ξ0 at which the latter is true,
ρ (ξ0) =
1
4a
(
1 + e−a
)
=
1
2a
(
1− e−a/2
)2 1
1 +
sinh2
[
(1−e−a)
4
ξ0
]
cosh2(a4 )
(2.98)
=⇒ ξ0 = 4
1− e−a sinh
−1
cosh(a
4
)√2 (1− e−a/2)2
1 + e−a
− 1
 (2.99)
This exists only when the term under the root is non-negative, which requires a >
2 ln
(
2 +
√
3
)
(or a < −2 ln (2 +√3), but we must have a > 0 in general). This
critical a corresponds to the transition to an opaque distribution, where the edge of
the distribution shades the centre almost completely, so that the regions of maximal
heating separate from the centre, moving, as a increases further, to the edge. For
a 2 ln (2 +√3) all the heating occurs in the edges with a flat temperature profile
and a uniform density in the centre (see figure (2.5)). Typical realisations of the
system can be seen in figures (2.7), (2.8), and (2.9) where the distinction between
transparency and opacity is evident.
45
ρ- = 1
2 a
(1 - e- a2 )2 ρ+ = 1
2 a
(1 + e- a2 )2
0.1 0.2 0.3 0.4 0.5 ρ
-0.02
-0.01
0.01
0.02
ρ'
dρ
dξ vs ρ for a = 2
ρ- ρ+
0.02 0.04 0.06 0.08 ρ
-0.010
-0.005
0.005
ρ'
dρ
dξ vs ρ for a = 7
Figure 2.4: The plots show the gradient of density as a function of density, from
equation (2.95). The point ρ− = 12a
(
1− e−a/2)2 corresponds to the density at the
origin, ρ¯ (0), and as this curve is followed to the left ρ → 0 corresponds to ξ → ∞.
To solve the problem we have integrated within the region ρ ∈ [0, ρ−]
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Figure 2.5: Plots show density, ρ (ξ) from equation (2.88), light intensity incident
from the right (there will also be light from the left not shown here), I+ (ξ) from
equation (2.90), and heating, Γ (ξ) from equation (2.91), though these have been
vertically scaled to fit clearly on the same plot. One can see that in the transparent
limit of low a the distribution is a wide bell shape (with width ∼ 20a ) and the heating
term is proportional to the density, and as a is increased the density becomes more
localised and the heating in the centre increases disproportionately little (no longer
proportional to density) until at the critical a = 2 ln
(
2 +
√
3
)
the heating in the
middle is reduced below that at the edges of the swarm. Essentially, the reason
why the opaque distribution is uniform in the middle is because as all the energy
is absorbed in a thin region at the edge of the swarm, all the heating is done in
this edge region ( in this case the width ∼ 2a). Notice that in the transparent
case a non-negligible fraction of light passes through the swarm, but as the system
transitions to opaque the light intensity on the far side of the swarm is effectively
zero. 47
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Figure 2.6: Plots show the temperature and density from equations (2.89) and
(2.88) respectively. In the far field the temperature varies linearly. Note that the
temperature has been scaled and the arbitrary constant chosen to fit clearly in the
plot alongside density.
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Figure 2.7: Illustration of the transparent phase with a = 0.05. The positions of the
particles have been sampled independently from a 3D density ρ3D (x, y, z) = ρyzρ (x)
where ρ (x) is the solution in equation (2.88), and the perpendicular density is a
constant ρyz =
N
∆y∆z . The radius of the particles is determined by a = pir
2
oρyz. The
lower image is the view along the x direction demonstrating the transparency of the
system.
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Figure 2.8: Illustration of the marginal phase with a = 1. The positions of the
particles have been sampled independently from a 3D density ρ3D (x, y, z) = ρyzρ (x)
where ρ (x) is the solution in equation (2.88), and the perpendicular density is a
constant ρyz =
N
∆y∆z . The radius of the particles is determined by a = pir
2
oρyz.
The lower image is the view along the x direction demonstrating that the system is
marginally opaque, i.e. when a = 1, on average a given line of sight will intercept
of order one particle, but fluctuations mean that some lines of sight are clear and
others intercept several particles. A significant fraction of the view is occluded but
also a similar fraction is clear, hence the state is termed marginally opaque.
50
Figure 2.9: Illustration of the opaque phase with a = 10. The positions of the
particles have been sampled independently from a 3D density ρ3D (x, y, z) = ρyzρ (x)
where ρ (x) is the solution in equation (2.88), and the perpendicular density is a
constant ρyz =
N
∆y∆z . The radius of the particles is determined by a = pir
2
oρyz.
The lower image is the view along the x direction demonstrating the opacity of the
system.
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3
Two Dimensional Model
3.1 The Model
Consider a system of N thermophoretic colloidal particles of radius ro enclosed
in a cylindrical container of radius R, which has a solid, transparent boundary
impermeable to the colloids and in contact with a heat bath at some temperature
(see figure (3.1)). The colloids are suspended in a fluid of specific heat capacity c and
density ρf which conducts heat with thermal diffusivity κ; the colloids diffuse with
diffusivity D and exhibit a net drift along temperature gradients, where the drift
is linearly coupled to the temperature gradient, with thermophoretic mobility DT .
The system is illuminated from the outside by radiation directed radially through
the system which, if it passes unobstructed through the full diameter of the cylinder,
passes through the transparent boundary at the other side and leaves the system.
Radiation intercepted by a colloid heats the colloid which heats the surrounding
fluid, and this heat conducts through the fluid to the boundary whereupon it is
transferred to the heat bath, which is maintained at a fixed temperature.
The model analysed in what follows applies correctly to isotropic thermophoretic col-
loids which potentially may collectively self-organise into moving swarms but which
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are not individually self-propelling. However one might suppose that the particles
are Janus particles [106] which create a local temperature gradient around them-
selves inducing directed motion along their own axis (self-thermophoresis). Such
motion is a combination of diffusive (the Brownian motion of the colloid in the
fluid) and ballistic motion on short time scales, however on longer time scales the
Brownian rotation of the Janus colloids will result merely in an enhanced diffusivity.
If this analysis is to be interpreted as a model of self-thermophoretic Janus colloids
then the diffusivity must be replaced by the effective diffusivity of self-propelled par-
ticles, D → Deff . However, this can only be understood as a first approximation to
such an analysis as the effective diffusivity should be spatially varying according to
the effect of shading (see the discussion in the introduction to chapter 2).
The system is the same as in the one dimensional case considered in chapter 2, except
for the cylindrical geometry which has important consequences for the behaviour of
the particle distribution: the radially directed radiation is geometrically focussed
as it passes near the symmetry axis so the light intensity changes with position,
irrespective of whether it is absorbed. The opacity of the distribution depends on
how the particles are distributed, which was not the case in one dimensional systems
considered in chapter 2. The particles could be spread out throughout the system
in a diffuse and transparent distribution, or localised near the centre in a dense
and opaque distribution. Such a system could be experimentally realised with a
single laser directed through the centre of a cylinder, which is rotated at a rate
which is slow enough to avoid centrifugal effects but fast compared to the collective
dynamics of the system, i.e. the time scale over which mean field quantities evolve.
In detail, the laser would not be geometrically focused in such a set up, although as
the cylinder rotates, the inner regions move at slower speeds so they will be under
illumination for longer than outer regions (and, indeed, the centre will be under
constant illumination), which has the same effect as geometric focussing.
The state of the system is characterised by a two dimensional mean field density,
temperature, and light intensity distinguishing the incoming from outgoing radia-
tion, Iin and Iout respectively. From the outset we shall seek radially symmetric
distributions, ρ (r), T (r), Iin (r), and Iout (r), such that these quantities have di-
mensions: [ρ] = 1
L2
, and
[
Iin/out
]
= ET L . Although this model is purely 2D (i.e. a
disc not a cylinder), an experimental realisation of the system would involve a three
dimensional system with all mean field quantities invariant in the vertical direction
( ∂∂zφ = 0 where φ is any mean field quantity) with laser radiation directed radially.
The particle distribution can be a 3D density ([ρ3D] =
1
L3
), and the radiation in-
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Figure 3.1: Schematic illustration of the system. Light rays are denoted by red
arrows and a sketch of the colloid distribution is shown.
tensity can be a 3D variable ( [I3D] =
E
T L2
). These are mapped to the purely 2D
quantities by multiplying by a vertical length scale, ρ = ρ3D∆z and I = I3D∆z.
Similarly, though the temperature and thermal diffusivity are independent of the
number of spatial dimensions, the thermal conductivity (or equivalently the fluid
density) are not, that is the fluid density that appears in the purely 2D model is
related to the actual fluid density by ρf = ρf3D∆z, so the thermal conductivity is
k = cρfκ = cρf3D∆zκ = k3D∆z, with dimensions [k] =
E
T Θ .
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Figure 3.2: Schematic illustration of shading in 2D. Left: The energy absorbed in an
annulus is proportional to the number of particles in the annulus. Right: The energy
absorbed per particle is the ratio of the particle cross-section to circumference at
that radius. The particles closer to the centre occlude a greater proportion of the
circumference. Also note the radiation not absorbed on the way in passes through
the centre and becomes outgoing radiation on the other side.
3.2 2D Equations of Motion
The dynamic variables in 2D are density, ρ (r, t), temperature, T (r, t), and in-
coming/outgoing light intensity, Iin/out (r, t). The boundary conditions are: fixed
temperature at the radius R which we take to be zero without loss of generality,
T (R) = 0; fixed total laser power, P , at the boundary Iin (R) =
P
2piR ; zero particle
current on the boundary, ∂ρ∂r |R = DTD ρ (R) ∂T∂r |R.
3.2.1 Light Interception
Consider an annulus at radius r, the rate of incoming radiation energy (power)
entering this annulus at r + ∆r is E˙in = Iin (r + ∆r) 2pi (r + ∆r), and the rate of
energy leaving at r is E˙out = Iin (r) 2pir (the outgoing radiation shall be considered
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next). The rate of energy absorption in the annulus must therefore be E˙in− E˙out =
2pi (Iin (r + ∆r) (r + ∆r)− Iin (r) r). The fraction of the light passing through the
annulus that is absorbed is the fraction of the surface of the annulus occluded by
the particles it contains. This is the number of particles, ρ2pir∆r, multiplied by the
fraction of the annulus surface occluded per particle, 2ro2pir , see figure (3.2). So,
2pi (Iin (r + ∆r) (r + ∆r)− Iin (r) r)
2piIin (r + ∆r) (r + ∆r)
= ρ2pir∆r
2ro
2pir
(3.1)
and taking the infinitesimal limit,
d
dr
[rIin] = 2roρrIin (3.2)
⇒ rIin (r) = P
2pi
e−2ro
∫R
r ρdr
′
(3.3)
Notice that the intensity scales like 1r , this is the geometric focusing, modified by a
term that accounts for the reduction of energy in the light field due to absorption
from the colloid distribution. The outgoing radiation is modelled similarly,
d
dr
[rIout] = −2roρrIout ⇒
∫ r
0
d (rIout)
rIout
= −2ro
∫ r
0
ρdr′ (3.4)
The source of energy in the outgoing radiation that passes through the symmetry
axis at r = 0 is the energy of the incoming radiation that was not absorbed, i.e.
lim
r→0
{rIin} = lim
r→0
{rIout} = P2pie−2ro
∫R
0 ρdr, thus
rIout (r) =
P
2pi
e−2ro
∫R
0 ρdr
′
e−2ro
∫ r
0 ρdr
′
(3.5)
This analysis so far applies to a purely two dimensional model. Consider the three
dimensional system with cylindrical symmetry as illustrated in figure (3.1). The
density is a 3D density with 3D dimensions of number per volume ([ρ3D] =
1
L3
)
and the light intensity has dimensions of energy per time per area ([I3D] =
E
T L2
).
The fraction of this energy absorbed as it passes through a cylindrical annulus is
the fraction of the surface of the annulus occluded by all the particles, which is
the number of particles (ρ3D2pir∆r∆z) multiplied by the fraction of the surface
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occluded per particle ( pir
2
o
2pir∆z ), see figure (3.3).
I3D (r + ∆r) 2pi (r + ∆r) ∆z − I3D (r) 2pir∆z
I3D (r + ∆r) 2pi (r + ∆r) ∆z
= ρ3D2pir∆r∆z
pir2o
2pir∆z
(3.6)
=⇒ d
dr
(I3Dr) = pir
2
oρ3DrI3D (3.7)
Equation (3.7) has the same form as equation (3.2) but with 3D quantities instead
of 2D quantities. To relate the 3D variables to 2D variables multiply them by a
vertical length scale, ρ = ρ3D∆z and I = I3D∆z, then
⇒ d
dr
(Ir) =
pir20
∆z
ρrI (3.8)
If this equation is to correspond precisely to equation (3.2) of the purely 2D model
then one must have pir
2
o
∆z = 2ro which means the vertical length scale used to map
3D quantities onto 2D quantities must be ∆z = piro2 . If the vertical scale is anything
else then this introduces an absorption coefficient into the purely 2D model without
actually generalising the model or providing insight. It is somewhat interesting that
the vertical length scale that maps 3D→2D is not entirely arbitrary in cylindrical
geometry, where it was completely arbitrary in mapping 3D/2D→1D in systems with
linear symmetry, however this does not affect the phenomenology of the system.
Consider the mapping from 3D cylindrical symmetry to purely 2D with regards
to particle number: in a purely 2D model the total number of particles, N =
2pi
∫ R
0 ρrdr, is a fixed system parameter; in a 3D cylindrical model the total number
of particles is not a fixed parameter, rather the vertical density, ρz = 2pi
∫ R
0 ρ3Drdr,
is the fixed parameter. Relating these using ρ = ρ3D∆z, N = 2pi
∫ R
0 ρ3D∆zrdr =
∆zρz. With the value of the vertical length scale determined above, the 2D param-
eter of the particle number is N = pi4 2roρz; if the 2D parameter N is large then
this means that in 3D there are many particles per particle diameter in the vertical
direction (which does not mean that they overlap since they can be laterally dis-
persed). This is reminiscent of the 1D case where the 1D parameters are related to
higher dimensional parameters by (for the 2D example) αN = 2roρy. In rectangular
symmetry the parameter a = αN can be thought of as the perpendicular density
in units of particles diameter, and in cylindrical symmetry the parameter N can
similarly be thought of as the vertical density in units of particle diameter (up to a
factor of pi4 ).
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Figure 3.3: Schematic illustration of shading in three dimensions with cylindrical
symmetry. The fraction of radiation absorbed passing through the cylindrical an-
nulus is the fraction of the surface occluded, which is the number of particles in the
section multiplied by the fraction of the surface occluded per particle.
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3.2.2 Conversion of Intercepted Energy to Heating
The conversion of intercepted radiation to heating is governed generally by equation
(2.5) which is
Γ [ρ] = − 1
cρf
∇.
(
~Iin + ~Iout
)
In the case of cylindrically symmetric radiation we have ~Iin = −Iinrˆ and ~Iout = Ioutrˆ,
so the heating functional is
Γ (r) =
1
cρfr
(
d
dr
(rIin)− d
dr
(rIout)
)
(3.9)
=
1
cρfr
(2roρrIin + 2roρrIout) (3.10)
Substituting the solutions from equations (3.3) and (3.5) this is
Γ (r) =
2roP
2picρf
ρ
r
(
e−2ro
∫R
r ρdr
′
+ e−2ro
∫R
0 ρdr
′
e−2ro
∫ r
0 ρdr
′)
(3.11)
The exponentials in this equation can be combined, similarly to the 1D heating
functional, which gives the result
Γ (r) =
2roP
picρf
e−2ro
∫R
0 ρdr
ρ
r
cosh
[
2ro
∫ r
0
ρdr′
]
(3.12)
Observe the features of this heating functional: it is proportional to the density, i.e.
the heating per volume is proportional to the number of heat sources per volume;
it is inversely proportional to radius, thus accounting for geometric focusing of the
light radiation which is the source of heat energy; and it is modified by a functional
of the density, which accounts for shading of light radiation.
In the purely 2D model the parameter, P = 2piRIin (R), is the total laser power
which is a fixed parameter of the system defined in terms of the purely 2D light
intensity. However the 2D light intensity is really determined by the 3D light
intensity multiplied by a vertical length scale, I = I3D∆z, thus the parameter
P = 2piRIin 3D (R) ∆z = P3D∆z, where P3D, the total laser power per vertical
length, is the fixed parameter of the system. Similar to the one dimensional analy-
sis, the dependence of the 2D parameter, P , on vertical length scale should cancel
with that of thermal conductivity, k = k3D∆z, in all results.
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3.2.3 Equations of Motion in 2D
Incorporating equations (2.3), (2.4) and (3.12), the equations of motion for a cylin-
drically symmetric system are
∂T
∂t =
κ
r
∂
∂r
(
r ∂T∂r
)
+ 2roPpicρf e
−2ro
∫R
0 ρdr ρ
r cosh
[
2ro
∫ r
0 ρdr
′]
∂ρ
∂t =
D
r
∂
∂r
(
r ∂ρ∂r
)
− DTr ∂∂r
(
rρ∂T∂r
) (3.13)
with boundary conditions T (R) = 0, ∂ρ∂r
∣∣
R
= DTD ρ (R)
∂T
∂r
∣∣
R
, and the condition
N = 2pi
∫ R
0 ρrdr. The temperature of the heat bath has been taken to be zero,
without loss of generality; to compare with an experiment where the heat bath is
at temperature T0, this should be added, i.e. T (r)→ T (r) + T0.
Recast these equations in dimensionless form by scaling r = λr¯, t = λ
2
κ τ , T =
D
DT
T¯ ,
and ρ (r, t) = N
λ2
ρ¯ (r¯, τ), where we now have dimensionless radius (r¯), time (τ),
temperature (T¯ ) and density (ρ¯), and the dimensionless density is normalised so
that 1 = 2pi
∫ R¯
0 ρ¯ r¯dr¯. The equations of motion then become
κ
λ2
D
DT
∂T¯
∂τ =
κ
λ2
D
DT
1
r¯
∂
∂r¯
(
r¯ ∂T¯∂r¯
)
+ 2roPpicρf e
−2ro
∫ R¯
0
N
λ2
ρ¯λdr¯ N
λ3
ρ¯
r¯ cosh
[
2ro
∫ r¯
0
N
λ2
ρ¯λdr¯′
]
κ
λ2
N
λ2
∂ρ¯
∂τ =
D
λ2
N
λ2
1
r¯
∂
∂r¯
(
r¯ ∂ρ¯∂r¯
)
− DT
λ2
N
λ2
D
DT
1
r¯
∂
∂r¯
(
r¯ρ¯∂T¯∂r¯
)
(3.14)
⇒

∂T¯
∂τ =
1
r¯
∂
∂r¯
(
r¯ ∂T¯∂r¯
)
+ DTPpicρfκD
2roN
λ e
− 2roN
λ
∫ R¯
0 ρdr¯ ρ¯
r¯ cosh
[
2roN
λ
∫ r¯
0 ρ¯dr¯
′
]
κ
D
∂ρ¯
∂τ =
1
r¯
∂
∂r¯
(
r¯ ∂ρ¯∂r¯
)
− 1r¯ ∂∂r¯
(
r¯ρ¯∂T¯∂r¯
)
(3.15)
Choosing the length scale λ = 2roN , which means the dimensionless system ra-
dius is R¯ = R2roN , and defining a new dimensionless parameter γ =
DTP
picρfκD
, the
dimensionless equations of motion are
∂T¯
∂τ =
1
r¯
∂
∂r¯
(
r¯ ∂T¯∂r¯
)
+ γe−
∫ R¯
0 ρ¯dr¯ ρ¯
r¯ cosh
[∫ r¯
0 ρ¯dr¯
′
]
κ
D
∂ρ¯
∂τ =
1
r¯
∂
∂r¯
(
r¯ ∂ρ¯∂r¯
)
− 1r¯ ∂∂r¯
(
r¯ ρ¯∂T¯∂r¯
) (3.16)
The boundary conditions are T¯
(
R¯
)
= 0, ∂ρ¯∂r¯
∣∣
R¯
= ρ¯
(
R¯
)
∂T¯
∂r¯
∣∣
R¯
, and the normalisation
condition 1 = 2pi
∫ R¯
0 ρ¯r¯dr¯. The length scale has a clear physical interpretation,
λ = 2roN , which is the sum of the particle diameters. The dimensionless parameter,
γ, is determined by various physical parameters including the ratio of total radiation
power to thermal conductivity (thus cancelling the dependence of each on the vertical
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length scale in mapping from 3D→2D). In particular the most readily tuned physical
parameter in γ is the total radiation power, so it is useful and insightful to interpret γ
as a dimensionless radiation power. It is interesting to notice that these combinations
of physical parameters determined the length scale in the one dimensional model
while the particle number determined the opacity, whereas here the particle number
determines the length scale, while these parameters (ratio of radiation power to
thermal conductivity and thermophoretic mobility to diffusivity) determine γ (which
in part determines the opacity, see below).
Interpretation of R¯
A key parameter in the scaled system is the dimensionless radius, R¯, which is the
ratio of the system radius to length scale, more specifically
R¯ =
R
2roN
(3.17)
To interpret this, suppose first that R¯  1. In this case a uniform distribution of
particles will be transparent, i.e. most lines of sight through the centre of the system
will not intercept a particle. If R¯  1 then a uniform distribution of particles will
be opaque, i.e. almost every line of sight through the centre will intercept at least
one particle. Finally, R¯ ∼ 1 corresponds to the case in which a uniform distribution
of such particles would be marginally opaque: some lines of sight through the centre
intercept at least one particle, and some do not, but on average the every line of sight
intercepts of order one particle (see figure (3.4)). Note that the case of R¯ 1 must
always be opaque no matter how the particles are distributed (assuming radially
symmetric distributions), whereas a system with R¯  1 would be transparent for
a uniform distribution but could be opaque if the particles are localised near the
centre. In what follows we shall be primarily interested in the case R¯ 1.
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R
-
= 1
Ψ
-
Figure 3.4: Schematic Illustrating the meaning of R¯ and ψ¯. R¯ = 1 means the
particles can be lined from centre to edge (left image), in which case a uniform
distribution is marginally opaque, such that, on average, one particle is seen through
to the centre of the system (right image). ψ¯ is the number of particles intercepted
by such a line of width the particle diameter.
3.3 Stationary Solutions
We seek stationary solutions to equations (3.16). In such a state the absorption of
energy from the light radiation throughout the system balances the energy conducted
into the heat bath at the boundary, and the distribution and temperature field are
such that the diffusion of the colloids is balanced by their thermophoretic drift up
the temperature gradient. In this case, as discussed in the chapter on the one
dimensional case, the diffusion-thermophoresis balance is described by the equation
∇ρ = DTD ρ∇T , and the density distribution is ρ (~x) = ρ (~xb) e
DT
D
(T (~x)−T (~xb)). The
total energy absorption rate in the system is the integral of the heating function
over the entire volume, Q˙ = cρf
∫
V Γ (~x) dV , which must balance the energy lost at
the boundary conducted into the heat bath, thus κRdTdr
∣∣
R
= − ∫ R0 Γ (r) r dr. Also,
the total heating rate is the difference between the power of incident radiation and
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the power of outgoing radiation as it leaves the system, i.e.
Q˙ = P − 2piRIout (R) (3.18)
= P − Pe−2ro
∫R
0 ρdr
′
e−2ro
∫R
0 ρdr
′
(3.19)
= P
(
1− e−2 2ro
∫R
0 ρdr
′)
(3.20)
= cρf2pi
∫ R
0
Γ (r) rdr (3.21)
By contrast with the one dimensional case, the total energy absorption rate is not
determined uniquely by fixed system parameters, but rather can vary depending on
the form of the distribution, ρ (r).
In scaling the equations to dimensionless form the total laser power maps to the
dimensionless laser power, P → γ, so it is meaningful to consider the dimensionless
heating rate in terms of γ. The dimensionless heating function is Γ¯ = λ
2DT
κD Γ, so it
follows that 2pi
∫ R¯
0 Γ¯r¯dr¯ =
Q˙DT
cρfκD
. Defining the total dimensionless absorption rate
γabs = 2
∫ R¯
0 Γ¯r¯dr¯, this is
γabs =
(
1− e−2
∫ R¯
0 ρ¯dr¯
)
γ (3.22)
The boundary condition on the dimensionless temperature gradient becomes
R¯
dT¯
dr¯
∣∣∣
R¯
= −
∫ R¯
0
Γ¯ r¯dr¯ = −γabs
2
(3.23)
3.3.1 Stationary Solution to the Heat Equation in Cylindrical Ge-
ometry
The two dimensional heat equation with cylindrical symmetry is ∂T¯∂τ =
1
r¯
∂
∂r¯
(
r¯ ∂T¯∂r¯
)
+
Γ (r¯). In a stationary state this is
1
r¯
d
dr¯
(
r¯
dT¯
dr¯
)
= −Γ (r¯) (3.24)
with T¯
(
R¯
)
= 0. We shall adopt a Green’s function approach to solving this. Con-
sider the function G (r; r′) satisfying the equation
1
r
d
dr
(
r
dG
dr
)
= −δ (r − r′) (3.25)
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subject to the boundary conditionsG
(
R¯; r′
)
= 0, and R¯dGdr
∣∣∣
R¯
= − ∫ R¯0 δ (r − r′) r dr =
−r′. Then
Γ
(
r′
) 1
r
d
dr
(
r
dG (r; r′)
dr
)
= −Γ (r′) δ (r − r′) (3.26)
⇒
∫ R¯
0
Γ
(
r′
) 1
r
d
dr
(
r
dG (r; r′)
dr
)
dr′ = −
∫ R¯
0
Γ
(
r′
)
δ
(
r − r′) dr′ (3.27)
⇒ 1
r
d
dr
(
r
d
dr
∫ R¯
0
G
(
r; r′
)
Γ
(
r′
)
dr′
)
= −Γ (r) (3.28)
⇒ T (r) =
∫ R¯
0
G
(
r; r′
)
Γ
(
r′
)
dr′ (3.29)
Consider the region r > r′ in equation (3.25), then
d
dr
(
r
dG
dr
)
= 0⇒ dG
dr
=
C
r
⇒ G (r; r′) = C ln r + α (3.30)
Similarly in the region r < r′,
d
dr
(
r
dG
dr
)
= 0⇒ dG
dr
=
C ′
r
⇒ G (r; r′) = C ′ ln r + α′ (3.31)
Integrating equation (3.25) in a small interval around r′,∫ r′+
r′−
d
dr
(
r
dG
dr
)
dr = −
∫ r′+
r′−
rδ
(
r − r′) dr = −r′ (3.32)
⇒
[
r
dG
dr
]r′+
r′−
=
(
r′ + 
) C
r′ + 
− (r′ − ) C ′
r′ −  (3.33)
= C − C ′ (3.34)
⇒ C ′ = C + r′ (3.35)
The balance of energy absorbed in the system and energy lost at the boundary
requires, R¯dGdr
∣∣∣
R¯
= −r′ ⇒ R¯C
R¯
= −r′ ⇒ C = −r′ ⇒ C ′ = 0. So far,
G
(
r; r′
)
=
−r′ ln r + α , r > r′α′ , r < r′ (3.36)
The constants of integration can be constrained further by imposing continuity
at the radius r′, so α′ = α − r′ ln r′, and finally the boundary condition that the
temperature at the boundary must be the temperature of the heat bath, G
(
R¯; r′
)
=
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0 ⇒ α = r′ ln R¯.
∴ G
(
r; r′
)
=
r′ ln R¯− r′ ln r , r > r′r′ ln R¯− r′ ln r′ , r < r′ (3.37)
The temperature for an arbitrary radially symmetric distribution of heat sources
can then be computed,
T (r) =
∫ r
0
G
(
r; r′
)
Γ
(
r′
)
dr′ +
∫ R¯
r
G
(
r; r′
)
Γ
(
r′
)
dr′ (3.38)
Substituting the Green’s function for r > r′ into the first integral and for r < r′ into
the second,
T (r) =
∫ r
0
(
r′ ln R¯− r′ ln r)Γ (r′) dr′ + ∫ R¯
r
(
r′ ln R¯− r′ ln r′)Γ (r′) dr′ (3.39)
= ln R¯
∫ r
0
Γ
(
r′
)
r′dr′ − ln r
∫ r
0
Γ
(
r′
)
r′dr′
+ ln R¯
∫ R¯
r
Γ
(
r′
)
r′dr′ −
∫ R¯
r
ln r′Γ
(
r′
)
r′dr′
(3.40)
= ln R¯
∫ R¯
0
Γ
(
r′
)
r′dr′ − ln r
∫ r
0
Γ
(
r′
)
r′dr′ −
∫ R¯
r
ln r′Γ
(
r′
)
r′dr′ (3.41)
The temperature gradient for a cylindrically symmetric distribution of heat sources
is then,
dT
dr
= −1
r
∫ r
0
Γ
(
r′
)
r′dr′ (3.42)
The stationary temperature gradient at a particular radius, described by this equa-
tion, is the total heating rate below that radius modified by a factor of 1r to account
for geometric spreading of the heat flux.
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3.3.2 Stationary Density
The dimensionless incoming light intensity at radius r¯ is the portion of the incident
light radiation not absorbed by that point, i.e. γin (r¯) = e
− ∫ R¯r¯ ρ¯dr¯′γ. Of this radia-
tion, the remainder that has not been absorbed after passing through the centre of
the system and out again is γout (r¯) = γin (r¯) e
−2 ∫ r¯0 ρ¯dr¯′ . The energy absorption rate
below the radius r¯ is the difference of these, i.e.
2
∫ r¯
0
Γ¯ (r¯) r¯′dr¯′ = γin (r¯)− γout (r¯) = 2γe−
∫ R¯
0 ρ¯dr¯ sinh
[∫ r¯
0
ρ¯dr¯′
]
(3.43)
Therefore, the stationary temperature variation of the colloid distribution is
r¯
dT¯
dr¯
= −γe−
∫ R¯
0 ρ¯dr¯ sinh
[∫ r¯
0
ρ¯dr¯′
]
(3.44)
The balance of diffusion and thermophoresis of the stationary colloid distribution
for this temperature field requires dρ¯dr¯ = ρ¯
dT¯
dr¯ , hence
dρ¯
dr¯
= −γe−
∫ R¯
0 ρ¯dr¯
ρ¯
r¯
sinh
[∫ r¯
0
ρ¯dr¯′
]
(3.45)
Following the analysis of the one dimensional model, we convert this integro-differential
equation into a pure ODE by defining the new variable ψ (r¯) ≡ ∫ r¯0 ρ¯dr¯′. This quan-
tity remains dimensionless when expressed in terms of physical variables, specifically
ψ (r) = 2ro
∫ r
0 ρdr in 2D or ψ (r) = pir
2
o
∫ r
0 ρ3Ddr in terms of 3D variables. The inter-
pretation of ψ is thus straight forward: it is the number of particles intercepted, on
average, along a line of sight from the origin outwards to radius r, and, in particular,
evaluating ψ on the boundary introduces a new and important metric of the system
ψ¯ ≡ ψ (R¯) (3.46)
=
∫ R¯
0
ρ¯dr¯ (3.47)
= 2ro
∫ R
0
ρdr (3.48)
This is the integral of a two dimensional density along a radial line multiplied by a
small width, 2r0, the diameter of a particle (or the integral of a 3D density multiplied
by a small surface area, pir2o , the cross-sectional surface area of a particle), and thus
is the number of particles of that diameter encountered along this line. Therefore, if
ψ¯  1 then a line of sight through the centre of the system will, on average, intersect
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many particles so almost all light rays will be intercepted, so the system is opaque.
Whereas, if ψ¯  1, then almost all light rays through the system go through without
interception and the system is transparent. When ψ¯ ∼ 1 the system is marginally
opaque, see figure (3.4). Substituting ψ in equation (3.45),
r¯
d2ψ
dr¯2
= −γe−ψ dψ
dr¯
sinhψ (3.49)
Integrating by parts the LHS, i.e. r d
2ψ
dr2
= ddr
(
r dψdr
)
− dψdr , then
r¯
dψ
dr¯
= c+ ψ − γe−ψ coshψ (3.50)
The constant of integration can be determined by considering the asymptotics of the
density, ρ¯ = dψdr¯ , near the origin: if the density is finite then limr¯→0
{
r¯ dψdr¯
}
= 0 so, since
ψ (0) = 0, the constant of integration is c = γe−ψ; if the density is infinite at the
origin then it may scale as ρ¯ ∼ r¯−ζ , but the integrated density must nevertheless
be finite, so ζ < 2. In this case in the limit of r¯ → 0 the LHS may be zero
(ζ < 1), infinite (ζ > 1), or finite (ζ = 1). However, the parameter ψ =
∫ R¯
0 ρ¯dr¯
and, indeed, the variable ψ (r¯), will be infinite for all radii unless ζ < 1. In this case
lim
r¯→0
{
r¯ dψdr¯
}
= 0, so the constant of integration must be1 c = γe−ψ, thus
r¯
dψ
dr¯
= ψ − 2γe−ψ sinh2 ψ
2
(3.51)
As with the analysis of the one dimensional model where the variable ψ was defined
as the integral of the density for which it was necessary to impose a boundary condi-
1This argument implicitly assumes without proof that the function ψ (r¯) ≡ ∫ r¯
0
ρdr¯′ < ∞. This
assumption was implicitly made not only at the definition of ψ and the recasting of equations in
terms of ψ, but even earlier at equation (3.12) where the two exponential terms in the heating
functional were combined into the hyperbolic cosine of the integral of density from the origin,
which does not exist if the density diverges at the origin faster than or as fast as 1/r. Consider
equation (3.3) for the incoming light intensity: no assumptions have been made in the derivation
of this equation about the behaviour of the density at the origin, and one can take this result
arbitrarily close to the origin. The product of the radius with intensity is the total power in the
radiation field (up to a factor of 2pi), so if the integral of density down to the origin diverges such
that the RHS of equation (3.3) is zero, then the power in the radiation field is zero. Thus the
assumption of a diverging density at least as fast as 1/r is equivalent to the assumption of complete
absorption, hence there is no outgoing radiation in this case. If one follows through with this analysis
without outgoing radiation and defines the function φ (r¯) ≡ − ∫ R¯
r¯
ρdr¯′, for which φ
(
R¯
)
= 0 and
the assumption of complete absorption ⇒ φ (r¯ → 0)→ −∞, then the equation for this function is
r¯ dφ
dr¯
= c + φ + γ
2
eφ with c ≥ γ
2
to ensure positive density. However, the RHS of this equation is
zero at finite φ, thus φ (0) > −∞. This, then, is a proof by contradiction: assume ρ diverges at
least as fast as 1/r ⇒ complete absorption⇒ an equation for φ which⇒ φ is finite at the origin⇒
incomplete absorption, which is a contradiction. Thus, the density does not diverge as fast as 1/r.
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tion on ψ that ensured the normalisation of the density (in that case ψ (±ξb) = ±a2 ),
so it is here, except that in this case the condition that guarantees normalisation is
2pi
∫ R¯
0
r¯
dψ
dr¯
dr¯ = 1 = 2pi
(
R¯ ψ −
∫ R¯
0
ψ (r¯) dr¯
)
(3.52)
Thus r¯
dψ
dr¯ = ψ − 2γe−ψ sinh2 ψ2 , ψ
(
R¯
)
= ψ
ψ = 1
2piR¯
+ 1
R¯
∫ R¯
0 ψ (r¯) dr¯
(3.53)
The second equation is a non-local boundary condition on the first equation: the
constant ψ is the boundary condition in the differential equation (but also modifies
the form of the ODE) determining the function that solves it, but ψ must itself
be determined by the definite integral over that function, and hence is a non-local
boundary condition. This can be thought of as a self-consistency condition in the
definition of ψ. The dimensionless parameters, R¯ and γ, are fixed system parameters
and for some choice of these parameters only a restricted set of values of ψ will satisfy
the self-consistency condition. Essentially this is a root finding problem: define the
function F
(
ψ
)
= 1
2piR¯
+ 1
R¯
∫ R¯
0 ψ (r) dr, where ψ is the function that solves the ODE
in (3.53) for this ψ. Then the problem is to find the roots of F
(
ψ
) − ψ = 0.
A constraint on this can be found by observing that the density must always be
positive, which means the gradient of ψ must always be positive, and this is minimal
at the system radius, so R¯ ψ′|R¯ = ψ− γ2
(
1− e−ψ
)2 ≥ 0⇒ γ ≤ 2ψ
(1−e−ψ)2
. In the γ-ψ
plane there is an excluded region defined by this equation, in particular the smallest
γ in this excluded region is γmin =
4
1−
(
1+ 1
W−1(− 12 exp(− 12))
)2 ≈ 4.91081, for which
ψ = −
(
1
2 +W−1
(
−12e−
1
2
))
, where W−1 is the second real branch of the Lambert
function [132]. In the limit of large or small ψ this constraint is γ ≤ 2ψ and γ ≤ 2
ψ
respectively.
Solving the self-consistency condition
Consider the function
F
(
ψ
)
=
1
2piR¯
+
1
R¯
∫ R¯
0
ψ (r) dr (3.54)
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where the function ψ (r) solves the ODE in equation (3.53). This can be recast as an
explicit function of the variable ψ: separate the variables in the ODE and integrate
from some radius to the boundary
∫ ψ
ψ
dψ′
ψ′ − 2γe−ψ sinh2 ψ′2
=
∫ R
r¯
dr′
r′
= − ln r¯
R
(3.55)
This can be re-arranged for the radius as a function of ψ written in terms of an
unknown integral,
r¯ (ψ) = Re
− ∫ ψψ dψ′
ψ′−2γe−ψ sinh2 ψ′2 (3.56)
Consider the integral of the function ψ over radius in the function F , this can be
converted into an integral over ψ itself
∫ R
0
ψ (r¯) dr¯ =
∫ ψ
0
ψ
dψ
dr¯
dψ (3.57)
=
∫ ψ
0
ψ r¯ (ψ)
ψ − 2γe−ψ sinh2 ψ2
dψ (3.58)
= R
∫ ψ
0
ψ exp
[
− ∫ ψψ dψ′ψ′−2γe−ψ sinh2 ψ′
2
]
ψ − 2γe−ψ sinh2 ψ2
dψ (3.59)
Therefore the self-consistency function expressed explicitly in terms of ψ is
F
(
ψ
)
=
1
2piR¯
+
∫ ψ
0
ψ exp
[
− ∫ ψψ dψ′ψ′−2γe−ψ sinh2 ψ′
2
]
ψ − 2γe−ψ sinh2 ψ2
dψ (3.60)
Notice that the dependence on system radius has entirely factored out of the sec-
ond term in the function, which can be written as F
(
ψ
)
= 1
2piR¯
+ g
(
ψ; γ
)
, so the
dependence on R¯ in the function is a vertical translation, this can be seen in figure
(3.6). The self-consistency function is plotted for various parameters in figures (3.5)
and (3.6). As can be seen, when γ > γmin ≈ 4.91 there is an interval in which the
function does not exist, and on either side of this interval the function gradient is
±∞, (though the function is finite). It can be shown, by differentiating equation
(3.60), that its derivative is of the form F ′
(
ψ
)
= ψ
ψ−2γe−ψ sinh2 ψ
2
+ . . . where the
additional terms are integrals that do not diverge at ψ, thus for γ > γmin, as ψ
approaches the limits of the existence region (where ψ = 2γe−ψ sinh2 ψ2 ) the gradi-
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ent in F approaches infinity. As can be seen from the figures, when γ is small the
self-consistency function intersects the straight line, ψ, only once. Above a critical
point, γc, the curve bends enough to intersect the straight line three times, and then
continues to bend (and splits around the non-existence region) such that the lower
part bends above the straight line and there is only one intersection at higher ψ. As
the parameter R¯ is increased for fixed γ, the effect is to lower the curve of the self-
consistency function (that is vertically translate g
(
ψ
)
by differing amounts), thus
changing the intersects with the straight line, so that if the curve is bent enough
then over some interval in R¯ there will be multiple intersections. More specifically,
if the gradient of the function is greater than unity somewhere then it must be pos-
sible to vertically translate the curve g
(
ψ
)
such that there are multiple intersections
around this point; otherwise, for g′
(
ψ
)
< 1 ∀ψ, there can only be one intersection.
Therefore, the critical point, γc, is the smallest γ for which the gradient is unity at
least somewhere.
Although the self-consistency function can be written explicitly in terms of ψ, as per
equation (3.60), it is somewhat unwieldy; so a simpler and quicker approach is to
evaluate the function F
(
ψ
)
point-wise by numerically solving the differential equa-
tion in (3.53) subject to the boundary condition ψ, and then numerically integrate
the result. The differential equation in (3.53) is a first order one dimensional ODE,
solutions of which exist and are finite and continuous- as long as the parameters
(γ, ψ) are not in the non-existence region of parameter space, the boundaries for
which are precisely known in advance- and so can be straight-forwardly solved and
the solution also integrated using standard numerical methods2. To find the inter-
sections of the self-consistency function with the straight line, ψ, i.e. to find those
ψ that satisfy the self-consistency condition for a given pair of parameters R¯ and
γ, one can employ a standard root finding algorithm such as the Newton-Raphson
method3. The results are displayed in figure (3.7).
As can be seen there is a cusp bifurcation in the existence of stationary distributions:
For low R¯ there is only one possible ψ for any given γ, and ψ monotonically increases
with γ; above a critical R¯ hysteresis occurs, that is for γ small enough or large enough
only one possible value of ψ exists, which monotonically increases with γ. However,
between two critical values of γ three values of ψ are possible. We anticipate that
the lower and upper branches are stable and the intermediate branch unstable, but
we have not proven this. Recall that when R¯ < 1 so many particles are confined
2Using, for example, Mathematica’s in-built algorithms for ODE analysis, and numerical inte-
gration
3Or a variation on this, such as the secant method or false position method.
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Figure 3.5: The self-consistency function, F
(
ψ
)
in equation (3.60) is shown. Each
image corresponds to a particular R¯, and each curve within an image corresponds to
a particular γ. When γ > 4
1−
(
1+ 1
W−1(− 12 exp(− 12))
1
)2 ≈ 4.91081 there is a zone where
the function does not exist. The intersections of these curves with the straight line
correspond to solutions of the self-consistency condition.
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Figure 3.6: The self-consistency function, F
(
ψ
)
in equation (3.60) is shown. Each
image corresponds to a particular γ and each curve within an image corresponds
to a particular R¯. Within an image, each curve is the same function, g
(
ψ
)
=
∫ ψ
0
ψ exp
[
− ∫ ψψ dψ′
ψ′−2γe−ψ sinh2 ψ′2
]
ψ−2γe−ψ sinh2 ψ
2
dψ, translated vertically by 1
2piR¯
. The intersections of
the curves with the straight line correspond to solutions to the self-consistency
condition.
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in a small enough radius that the system is always opaque no matter how diffuse,
whereas when R¯ > 1 the particles could be widely dispersed so that the distribution
is transparent, or they could be localised near the centre so that they form an
opaque distribution. Recall also that ψ measures the number of particles on average
intercepting a line of sight from the centre to the edge so that ψ ≥ 1⇒ the system is
opaque, ψ ≤ 1⇒ the system is transparent, and ψ ∼ 1⇒ the system is marginally
opaque. On the hysteresis curves, shown in figure (3.7), the lower branch has small
ψ over a broad range of γ ∈ [0, γmax]; all these curves intercept the y-axis at 1piR¯ ,
corresponding to a uniform density, and the lower branches of the hysteresis stay
close to this value up until their second bifurcation point at the maximum γ = γmax
of the lower branch. The upper branches, which exist on the range γ ∈ [γmin,∞),
all have ψ > 1 which increases as γ increases (approximately linearly, ψ ∼ 12γ,
in the limit of large γ). The intermediate branches of the hysteresis curves exist
between γ ∈ [γmin, γmax], and correspond to intermediate magnitudes of ψ . 1.
So, the lower branches of the hysteresis curves are transparent, the upper branches
opaque, and the intermediate branches marginally opaque. Observe, also, that the
cusp bifurcation occurs when R¯ ∼ 1 and ψ ∼ 1. That is the onset of bistability of
transparent and opaque states occurs when the radius of the system is large enough
that the particles could be distributed so as to form transparent distributions, or
they could be localised, forming opaque distributions. At system radii lower than
this this bistability cannot occur. Also, all of the upper branches begin, at their
lower bound, with ψ ∼ 1. This means that in the hysteresis cycle, as the parameter
γ is tuned downwards the upper branches cease to exist at marginal opacity.
Discussion of Hysteresis Phenomenon
The dimensionless parameter, γ = DTPpicρfκD , is determined by several physical parame-
ters, but the most easily controlled is the total radiation power, P , so it is convenient
to interpret γ as a dimensionless power. Therefore, γ determines the total energy
absorption rate that is available to the system, but the fraction of that energy that
is actually absorbed is determined by the opacity of the distribution which can vary
depending on whether the particles are spread out or condensed near the origin.
In particular, the (dimensionless) rate of energy absorption is γabs =
(
1− e−2ψ
)
γ,
which must balance the energy lost by the system to the heat bath at the boundary.
In a stationary state the distribution of particles is determined by the balance be-
tween diffusion, which tends to spread the particles out, and thermophoresis, which
tends to condense the particles in the hottest region, i.e. near the centre. The
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Figure 3.7: The solutions to the self-consistency condition in equation (3.53). Each
curve corresponds to a particular dimensionless system size R¯, and indicates for each
γ which value(s) of ψ correspond to functions ψ (r¯) which solve the first equation in
(3.53) and whose derivative, ρ¯ = dψdr¯ , is a normalised function. These curves intercept
the ψ axis at ψ|γ=0 = 1piR¯ corresponding to a uniform distribution. The limit of these
curves as R¯→∞ is the curve γ = 2ψ¯
(1−e−ψ¯)2
which is the boundary of the existence
zone. For R¯ < 1, corresponding to systems which are always opaque, the curves are
monotonically increasing, approaching the asymptotic curve as γ →∞. For R¯ > 1,
corresponding to systems which could either be transparent or opaque, the curves
have a fold. Observe that the lower critical γ, where the localised states of the upper
branch cease to exist, occurs where ψ¯ ∼ 1 corresponding to marginal opacity. The
cusp bifurcation point is the triple of parameters: R¯c = 0.94455, γc = 4.5702, and
ψc = 0.8484.
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Figure 3.8: Illustration of the hysteresis phenomenon. The top image shows the
solutions to the self-consistency condition for R = 1.5. As γ is tuned beyond the
critical points the system transitions from one phase to the other. The lower image
is an illustration of this: the x−axis is time-like but it is assumed that the system is
in a stationary state at all times; as γ (the top line) is tuned up the rate of energy
absorption, γabs (the middle line), increases, though ψ does not change appreciably
until close to the critical point.
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strength of the thermophoresis effect determines how condensed the colloid distri-
bution is and is itself determined by the magnitude of the temperature gradient,
which is caused by the flow of heat energy conducting through the fluid; the overall
flow of energy through the system is determined by γabs, which is determined by
the available power (i.e. γ) and opacity of the system (i.e. determined by ψ¯) which
is larger when the system is more condensed. If the system is not in a stationary
state then either: i) the system has a high energy absorption rate despite having a
relatively diffuse distribution, in which case thermophoresis will dominate and the
particles will condense towards the origin until balance with diffusion is attained,
or ii) the system has a low energy absorption rate despite having a relatively dense
distribution, in which case diffusion will dominate and the particles will spread out.
In a stationary state the diffusion - thermophoresis balance is determined by en-
ergy flow. The possible states are limited by the maximum available energy flow
(γ, a non-dynamic parameter), and the limits on opacity (ψ¯ which is dynamically
variable), i.e. the system can never be perfectly transparent. The hysteresis phe-
nomenon is determined as follows: i) if the maximum available energy flow (and
therefore temperature gradient) is too small to overcome diffusion so as to create
a significantly localised distribution, then thermophoresis is too weak and the only
stationary distribution possible is diffuse; ii) the system has a minimum possible
absorption of available energy corresponding to the most transparent state (that of
a uniform distribution), so if the available energy flow is large enough then even the
least absorption of this is enough to overcome diffusion from the diffuse state, so
diffuse states cannot be stationary and the only stationary distributions are localised
(and therefore opaque); iii) for γ too small the system cannot absorb enough energy
to overcome diffusion, and when γ is too large the system cannot avoid absorbing
enough of it to condense, so there must be an intermediate range of γ within which
there are multiple possibilities: a diffuse distribution which is transparent and so
absorbs only a small fraction of available energy, so little that it remains diffuse
and transparent; or a localised distribution which is opaque enough to absorb a
large enough fraction of the available energy to establish steep enough temperature
gradients to maintain the localised distribution. This explains the hysteresis. The
cusp bifurcation exists because there is no dependence of the energy absorption rate
on the form of the distribution whenever the system is always opaque no matter
how diffuse. i.e. if a large enough number of particles are placed in a small enough
disk (corresponding to low R¯) then even a uniform distribution is opaque, in which
case almost all the radiation will be absorbed by the system, so as the laser power
is increased, the system will transition continuously from diffuse to localised. The
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hysteresis phenomenon is illustrated in figure (3.8). If the dimensionless radiation
power, γ, is tuned up while the system is in the transparent state (ψ < 1) the distri-
bution of particles is not significantly affected and so the system remains transparent
with little change to ψ, but the dimensionless absorption rate, γabs, does increase.
This is because a system with (almost) unchanging ψ will continue to absorb the
same proportion of available energy, so as the available power increases so does
the absorbed power. At the critical point, the absorption rate is high enough to
overcome diffusion from the diffuse state: as the system becomes more compacted
it becomes more opaque, increasing the proportion of available energy that is ab-
sorbed,thus, via this positive feedback, the system collapses to the localised, opaque
state where ψ > 1. In this state almost all the available energy is absorbed, as shown
in the figure. Tuning γ back down again does not change the fact that the system is
absorbing almost all available energy, so the energy absorption rate remains close to
γ, though it decreases as the available energy decreases. As γabs decreases the sys-
tem gradually spreads out becoming incrementally less opaque until ψ approaches
∼ 1 at which point the system is marginally opaque, thus absorbing a significantly
smaller proportion of available energy. This results in the distribution spreading
out and thus becoming more transparent with an even smaller energy absorption
rate. Via this positive feedback the system disperses to the diffuse, transparent state
with ψ < 1. This can be seen in figure (3.8). Illustrations of typical realisations
of the system are shown in figures (3.10),(3.11), and (3.12), where the opacity and
transparency can be seen.
3.3.3 Tail Asymptotics and the Existence of a Localised Swarm
In this section the localised, opaque distributions shall be analysed in the far field.
This shall be approached with two methods: the first is a more “physics” based
approach and the second is more mathematical, so to speak (though of course, both
methods are in fact mathematical physics). The first method is a self-consistency
argument that assumes the existence of a localised distribution close to the origin
containing most of the particles where most of the heating is taking place, and then
analyses the variation of density in the far field, hence the asymptotics of the density
field. For the argument to be self-consistent this density variation in the far field
must contain only a small fraction of the particles in the system, and must generate
a temperature profile that is dominated by that due to the central swarm. At
first this argument is followed with a simplifying assumption concerning the heating
due to the far field density, which leads to a neat argument that places constraints
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on the possible existence of a localised distribution, which provides insight into
the first bifurcation point in the hysteresis phenomenon. This argument is then
developed in a slightly more complicated way that does not make the unreasonable
assumption concerning heating due to the far field density. The analysis is a little
more complicated, though the conclusion is the same. The second method follows
from the exact mathematical theory developed above: the RHS of equation (3.53)
is Taylor expanded about ψ and then solved finding a power law in the asymptotic
density in accordance with the first method.
A Physical Approach to Density Asymptotics
Consider a distribution of thermophoretic colloids that is localised in the sense that
most of the particles are in a swarm confined to a small region near the origin with
few in a cloud in the rest of the system. We shall analyse the asymptotics of the tails
of this distribution (i.e. the density variation of the cloud) and analyse the existence
of this localised swarm by a self-consistency argument. To begin with, assume that
the particles in the far field make negligible contribution to the heating and are
therefore enslaved by the temperature field due to the heating from the localised
swarm, and then find the variation of the cloud density in this case. Then, given this
variation of the cloud density, compute the number of particles in the cloud and the
cloud’s contribution to the temperature field, so that if this is of lower order than
that due to the swarm, and if the number of particles in the cloud can be small,
then the assumption that the swarm exists and enslaves a cloud is consistent with
its implications, and the argument is thus self-consistent.
First assume that the total heating rate for r < rs is Ps with no heating out-
side this region. Then at radii greater than rs the temperature satisfies Laplace’s
equation, ∇2T = 0, which means dTdr = −αr (note these are physical variables, not
dimensionless variables). The heat flux is proportional to the temperature gra-
dient, ~q = −k dTdr = −c ρf κdTdr . The heat flux at rs will therefore be Ps2pirs , thus
−cρfκdTdr
∣∣
rs
= Ps2pirs ,
⇒ dT
dr
∣∣∣
rs
= − Ps
2picρfκrs
= − α
rs
(3.61)
⇒ α = Ps
2picρfκ
(3.62)
∴ dT
dr
= − Ps
2picρfκ
1
r
∀r > rs (3.63)
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Which corresponds to a logarithmic temperature field, T (r) = − Ps2picρfκ ln rR . We
have merely described the variation of temperature in the far field due to a heat
source near the origin. Next we analyse the distribution of thermophoretic particles
in the far field induced by the sources near the origin. The balance of thermophoresis
with diffusion requires dρdr =
DT
D ρ
dT
dr , and so
dρ
dr
= − DTPs
2picρfκD
ρ
r
(3.64)
By analogy with the definition of the parameter γ, define γs =
DTPs
picρfκD
, then
d
dr
ln ρ = −γs
2
1
r
(3.65)
⇒ ρ = B r− γs2 (3.66)
for some constant of integration, B (if there are few particles in the cloud then B is
small).
Second, the self-consistency check shows two things: i) there can be negligibly few
particles in the cloud, ii) the dominant contribution to the far field temperature is
from the central swarm and not the cloud. The material in the cloud is computed
from the integral∫ R
rs
ρrdr ∼ 1
2
(γs
4 − 1
) (r−2( γs4 −1)s −R−2( γs4 −1)) (3.67)
For this to be small the power needs to be negative so that the power law is decaying
and there can be few particles in the cloud even for large system radius. Therefore
the fraction of the distribution in the cloud is small only if γs > 4.
Consider now the temperature contribution from the heating of the cloud: let the
temperature outside of the localised swarm (r > rs) be T (r) = Ts (r)+δT (r), where
Ts (r) is the temperature due to the centralised swarm and δT (r) is the correction
from the cloud. The temperature from the central swarm is the logarithmic function
−γs2 ln r + const. In general, solutions to the Poisson equation, ∇2Φ (r) = −φ (r),
where the source term, φ (r), is cylindrically symmetrically distributed about an in-
terior region, are such that the interior sources contribute a logarithmically decaying
field to the exterior region, and the exterior region contributes a constant term to
the interior region, and this is true for any choice of radius that defines the inte-
rior region. In the case of localised swarm and dispersed cloud, the overall heating
from the cloud makes no difference to the variation of temperature in the central
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swarm (below the radius rs) except to add a constant; but since thermophoresis is
a response to temperature gradients this makes no difference to the central swarm.
The central swarm affects the cloud with a logarithmic temperature field, and the
interior parts of the cloud affect the exterior parts according to Poisson’s equation,
∇2δT = −ηρ, (where the coefficient η accounts for thermal properties and also the
heating rate per particle) i.e.
1
r
d
dr
(
r
dδT
dr
)
= −ηBr− γs2 ⇒ d
dr
(
r
dδT
dr
)
= −ηBr1− γs2 (3.68)
⇒ rdδT
dr
= C − ηB
2− γs2
r2−
γs
2 ⇒ dδT
dr
=
C
r
− ηB
2− γs2
r1−
γs
2 (3.69)
∴ δT (r) = C ln r − ηB(
2− γs2
)2 r−2( γs4 −1) (3.70)
As a first approximation, suppose the constant of integration, C, is zero. Then the
correction to the temperature field from the cloud is δT (r) = − ηB
(2− γs2 )
2 r
−2( γs4 −1)
which decays faster than the logarithmic variation from the central swarm, hence
there must be a radius large enough that only the temperature from the swarm
matters, and in this case the cloud can be enslaved to the central swarm. This is
only possible if γs > 4.
Therefore, if there is a central, localised swarm surrounded by a diffuse cloud, where
most of the particles are in the swarm and the (dimensionless) heating rate of
the central swarm is γs, then the cloud can be entrained by the temperature field
generated by the swarm only when γs > 4, and in this case the density profile of the
cloud is (i.e. the far field tails of the colloid distribution are asymptotically) a power
law with a power that depends on the heating rate in the swarm, ρ (r) ∼ r− γs2 .
In general, the total (dimensionless) absorption/heating rate of the system is γabs =(
1− e−2ψ
)
γ. If we assume that all of this is absorbed in the localised swarm, then
γs =
(
1− e−2ψ
)
γ. Consider the critical case of γs = 4: at the critical point where
the opaque swarm ceases to exist one expects the swarm to be marginally opaque
with ψ ∼ 1, rearranging one obtains γ = 4
1−e−2 ≈ 4.63. This is a good estimate of
the lower bifurcation on the hysteresis curve for the onset of the localised, opaque
state: the cusp bifurcation occurs at γc = 4.57 and all the lower bifurcation points
occur between γ ∈ [4.57, 4.91].
If the constant of integration in equation (3.70) is non-zero, that is if the temperature
due to the cloud is δT (r) = C ln r− ηB
(2− γs2 )
2 r
−2( γs4 −1) with C 6= 0, then the heating
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from the cloud is not negligible, and in this case the temperature field is
T (r) =
(
C − γs
2
)
ln r − ηB(
2− γs2
)2 r−2( γs4 −1) (3.71)
The second term is small compared to the first term for sufficiently large radius,
and so the effect of the heating from the cloud is to modify the coefficient of the
logarithm. This temperature field was derived by assuming that only the heating
from the central swarm determines the density distribution of the cloud (hence
the power in the density distribution is determined by γs), however this leads to
the conclusion that not only the central swarm, but also the cloud determines the
far field temperature and therefore the cloud distribution. To make this argument
self-consistent, let the temperature be the logarithm T (r) = −α2 ln r, with unkown
coefficient α. Then the density distribution entrained by this is, ρ (r) = BeT (r) =
Br−
α
2 . The contribution to temperature from this distribution is δT (r) = C ′ ln r−
ηB
4(α4−1)
2 r
−2(α4−1), so the total temperature field is
T (r) = −1
2
(
γs − 2C ′
)
ln r − ηB
4
(
α
4 − 1
)2 r−2(α4−1) (3.72)
For this to be self-consistent the coefficient of the logarithm must be the same
coefficient that was assumed, that is α = γs − 2C ′. If the constant of integration,
C ′, is non-zero then the cloud does have an effect on itself and is not entirely enslaved
to the central swarm. Although the effect it has is to change the exponent in the
power law, not to change the fact that the dominant form of the temperature field
is logarithmic, causing a power law in density. It remains to be proven that the
contribution that the cloud makes to the far field temperature is small compared to
the temperature due to the central swarm.
As an intermediate integration in the analysis of the temperature contribution from
the cloud, the equation
r
dδT
dr
= C − ηB
2− α2
r2−
α
2 = C +
ηB
2
(
α
4 − 1
)r−2(α4−1) (3.73)
was considered. Notice that the coefficient of the power law term must be positive if
α > 4, but the temperature must be a decreasing function of radius, so the constant
of integration must be non-zero. The power law term is most positive at the smallest
radius where the cloud exists, that is at the radius of the swarm, rs, so to ensure
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the temperature from the cloud is a decreasing function of r, the constant must be
C ≤ − ηB
2
(
α
4 − 1
)r−2(α4−1)s (3.74)
Moreover, the heat flux from the cloud at rs should be zero since the cloud does not
heat for r < rs, so C = − ηB2(α4−1)r
−2(α4−1)
s . In this case the temperature field is
T (r) = −1
2
(
γs +
ηB
α
4 − 1
r
−2(α4−1)
s
)
ln r +
ηB
4
(
α
4 − 1
)2 r−2(α4−1) (3.75)
and the self-consistency condition on the exponent is α = γs +
ηB
α
4
−1r
−2(α4−1)
s which
can be re-written y
(
y − 2 (γs4 − 1)) rys = ηB for y = 2 (α4 − 1). Localised distribu-
tions exist only when solutions to this transcendental equation exist for y > 0, which
requires γs > 4 (reconfirming the above analysis on the existence of the localised
state). Since the cloud contains few particles, the constant B must be small, so the
solutions to the transcendental equation will occur slightly above the axis intercept,
y & 2
(γs
4 − 1
) ⇒ α & γs. In particular, a linear expansion around this point gives
y ≈ 2
(
γs
4 − 1 + ηB2( γs4 −1)r
−2( γs4 −1)
s
)
which means
α ≈ γs + ηB(γs
4 − 1
)r−2( γs4 −1)s (3.76)
Consider the coefficient of the logarithm in the temperature in equation (3.75): it
contains a contribution from the localised swarm, γs, and a contribution from the
cloud which is the remainder, and is stated in that equation in terms of the exponent
α. Using the relationship between α and γs in equation (3.76) and substituting this
into the coefficient of the logarithm in equation (3.75), the contribution to heating
from the cloud is,
ηB
α
4 − 1
r
−2(α4−1)
s =
ηB (γs − 4)
4
(γs
4 − 1
)2
+ r
−2( γs4 −1)
s
r
−2
[
γs
4
−1+ ηB
γs−4 r
−2( γs4 −1)
s
]
s (3.77)
If the dimensionless swarm radius is greater than unity, rs > 1 (only possible if
R¯ > 1), then the cloud temperature contribution is always smaller than that from
the core, i.e. ηBα
4
−1r
−2(α4−1)
s < γs, and so the heating from the core dominates. If
rs < 1 then the exponent, r
−2( γs4 −1)
s = e
−2( γs4 −1) ln rs = e2(
γs
4
−1) ln 1rs , is growing in
γs and eventually dominates, for γs large enough, so the heating from the cloud may
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be the dominant contribution to temperature in the far field. However, this can be
mitigated if the fraction of the particles in the cloud (controlled by the parameter
B) decreases exponentially.
This more precise analysis does not refine the estimate on the critical γc that deter-
mines the onset of the localised states. The conclusion of this asymptotic analysis
is that the system can be structured as a localised, central swarm consisting of the
majority of the particles surrounded by a diffuse cloud of colloids only when the
energy absorption rate of the system (central swarm plus cloud) is large enough,
which corresponds to the radiation power being large enough (γc ∼ 4.63). In this
state the density of the cloud varies as a power law with an exponent that depends
on the rate of energy absorption of the system, and the onset of the localised state
corresponds to this exponent being large enough that the number of particles in the
cloud does not diverge as system radius grows. The majority of this energy is ab-
sorbed in the central swarm, thus determining the behaviour of the cloud, however
the cloud is not entirely enslaved to the swarm as the heating from the cloud does
modify the exponent in the power law somewhat, although it remains the case that
the dominant contribution comes from the swarm.
A Mathematical Approach to Density Asymptotics
Moreover, a similar analysis can be performed by asymptotic analysis of equa-
tion (3.53) directly. Considering the equation r dψdr = F (ψ), with F (ψ) = ψ −
2γe−ψ sinh2 ψ2 . If γe
−ψ is large then the hyperbolic function dominates the lin-
ear function immediately, which means the function dips down whilst ψ is small
=⇒ sinh2 ψ2 ≈ 14ψ2 so F is roughly quadratic. If γe−ψ is small then the hyperbolic
function is suppressed and the linear function dominates until ψ is large enough
that the hyperbolic function can dominate at which point there is a very rapid
drop off. This region where F ′ (ψ)  0 could reasonably be approximated by a
straight line over a narrow interval in ψ. Taylor expand the function F at ψ, then
F (ψ) = α+ωψ with α = F
(
ψ
)−ψF ′ (ψ) = (12 (1 + ψ) (1− e−2ψ)− (1− e−ψ)) γ,
and ω = F ′
(
ψ
)
= 1 − 12
(
1− e−2ψ
)
γ = 1 − 12γabs. For ψ in the vicinity of ψ (and
for a transparent cloud all of the region r ∈ [rs, R¯] corresponds to ψ . ψ)
r
dψ
dr
= α+ ωψ (3.78)
⇒ ψ = 1
ω
(( r
k
)ω − α) (3.79)
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for some constant of integration, k. From dψdr = ρ, the density is
ρ (r) =
( r
k
)ω−1
=
( r
k
)− 1
2
γabs
(3.80)
This result matches that of equation (3.66) with the equality of γs with the dimen-
sionless absorption rate γabs =
(
1− e−2ψ
)
γ. This asymptotic analysis is always
valid precisely on the boundary, that is in the limit ψ → ψ, i.e. for rs → R¯. The
equality of the system absorption rate and the swarm absorption rate is because it
really is true that all the energy being absorbed below the radius considered is all
the energy absorbed by the system when the radius considered is the system radius,
i.e. when rs → R¯, that is when ψ → ψ the Taylor expansion is exact. The localised
distributions exist when this analysis is also valid far from the boundary, which oc-
curs when a large interval in radius corresponds to a small change in ψ. In the bulk
of the cloud (i.e. not precisely on the boundary) an improved estimate of the far
field density can be obtained by including additional terms in the Taylor expansion:
approximate the function as F (ψ) ≈ F (ψ) + F ′ (ψ) (ψ − ψ) + 12F ′′ (ψ) (ψ − ψ)2,
and defining ψˆ = ψ − ψ then the ODE becomes
r
dψˆ
dr
= α− ωψˆ − ηψˆ2 (3.81)
Completing the square and gathering terms this can be written
∫ d
 ψˆ+ ω2η√
ω2
4η2
+α
η

1−
 ψˆ+ ω2η√
ω2
4η2
+α
η
2
= η
√
ω2
4η2
+
α
η
∫
dr
r
(3.82)
⇒ tanh−1
 ψˆ + ω2η√
ω2
4η2
+ αη
 = η√ ω2
4η2
+
α
η
ln
( r
k
)
(3.83)
⇒ ψˆ = 1
η
√
ω2
4
+ αη tanh
[√
ω2
4
+ αη ln
( r
k
)]
− ω
2η
(3.84)
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where k is a constant of integration. Differentiating this to obtain the density,
ρ (r) =
1
η
(
ω2
4
+ αη
)
sech2
[√
ω2
4
+ αη ln
( r
k
)]
r−1 (3.85)
⇒ ρ (r) = 1
η
(
ω2 + 4αη
) r−1((
r
k
) 1
2
√
ω2+4αη
+
(
r
k
)− 1
2
√
ω2+4αη
)2 (3.86)
In the limit of large radius, the positive exponent in the denominator dominates and
the density can be approximated as
ρ (r) =
1
η
(
ω2 + 4αη
)
k
√
ω2+4αηr
−
(
1+
√
ω2+4αη
)
(3.87)
which is a power law with a new exponent. With the quadratic expansion: α =
F
(
ψ
)
= ψ − 2γe−ψ sinh2 ψ2 which must be positive, since dψdr ≥ 0, and small if
dψ
dr |R¯ is small; ω = −F ′
(
ψ
)
= γe−ψ sinhψ − 1 > 0 which is of the order of γ; and
η = −12F ′′
(
ψ
)
= γe
−ψ
2 coshψ > 0, which is of the order of γ. The total energy
absorption rate of the system is γabs =
(
1− e−2ψ
)
γ, so the terms in the square
root in the exponent are
ω2 =
(
1
2
γabs − 1
)2
(3.88)
4αη = 2
(
ψ − 2γe−ψ sinh2 ψ
2
)
γe−ψ coshψ (3.89)
If αη is zero then this is the same exponent as in the analysis of the linear expansion,
and if αη is small (and one expects α to be small) then this is a small modification
to the exponent. This asymptotic analysis of the ODE, equation (3.53), reconfirms
the asymptotic analysis discussed above.
3.3.4 Low ψ Approximation
We shall analyse equation (3.53) in the limit of low ψ, which corresponds to trans-
parent distributions. For ψ  1, sinhψ ≈ ψ ⇒ ψ− 2γe−ψ sinh2
[
ψ
2
]
≈ ψ− γ2e−ψψ2.
Defining a new parameter a2 = γ2e
−ψ, the ODE for ψ is
r
dψ
dr
= ψ − a2ψ2 (3.90)
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with ψ
(
R¯
)
= ψ. This can be readily solved as follows∫
dψ
ψ (1− a2ψ) =
∫
dr
r
= ln (r) + ln
(
A
a2
)
(3.91)
for some constant of integration, A. Then ψ
1−a2ψ =
A
a2
r, which means the constant
of integration satisfies AR¯ = a
2ψ
1−a2ψ , and the approximate solution is
ψ (r) =
A
a2
r
1 +Ar
(3.92)
This corresponds to a density of
ρ (r) =
A
a2
1
(1 +Ar)2
(3.93)
With this approximation the self-consistency condition can be integrated, though
not solved explicitly,
ψ =
1
2piR
+
1
a2
+
1− a2ψ
a4ψ
ln
(
1− a2ψ) (3.94)
As can be seen from figure (3.9) this is a reasonable approximation when ψ < 0.4.
The functional form of equation (3.92) is valid close to the origin in general, not
just for ψ  1, but anywhere that ψ  1. Notice that the gradient of density, the
second derivative of ψ, is non-zero at the origin. This could also be shown with a
Taylor expansion: taking ψ (r) ≈ ρ0r+ 12ρ′0r2+cr3 one can show that ρ′0 = −γe−ψρ20.
This is somewhat unnatural for a mean field theory because it means that there is
a discontinuity in density gradient moving through the centre of the swarm. This is
an artefact of the singularity in the heating functional at the origin.
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Figure 3.9: The implicit self-consistency condition from equation (3.94) is shown in
red in comparison with the numerical solution in blue, for R¯ = 3.
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Figure 3.10: Illustration of the transparent phase with parameters: R¯ = 5, γ = 6,
and ψ = 0.0685. The positions of the particles have been sampled independently
from a 3D density ρ3D (x, y, z) = ρzρ (r), where ρ (r) is the solution determined by
ρ = dψdr in equations (3.53), and the vertical density is a constant ρz =
N
∆z . The
dimensionless radius is related to these 3D quantities by R¯ = R
pir2oρz
, and the radius
of the particles is determined by ro =
√
R
piR¯ρz
. The lower image is the view along
the horizontal direction demonstrating the transparency of the system. Notice that
the distribution is diffuse, filling the available space.
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Figure 3.11: Illustration of the marginally opaque phase with parameters: R¯ = 5,
γ = 6, and ψ = 0.567. The positions of the particles have been sampled inde-
pendently from a 3D density ρ3D (x, y, z) = ρzρ (r), where ρ (r) is the solution
determined by ρ = dψdr in equations (3.53), and the vertical density is a constant
ρz =
N
∆z . The dimensionless radius is related to these 3D quantities by R¯ =
R
pir2oρz
,
and the radius of the particles is determined by ro =
√
R
piR¯ρz
. The lower image is
the view along the horizontal direction demonstrating the marginal opacity of the
system: a substantial fraction of the lines of sight through the centre are occluded,
but also a similar fraction are clear.
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Figure 3.12: Illustration of the opaque phase with parameters: R¯ = 5, γ = 6, and
ψ = 2.55. The positions of the particles have been sampled independently from a 3D
density ρ3D (x, y, z) = ρzρ (r), where ρ (r) is the solution determined by ρ =
dψ
dr in
equations (3.53), and the vertical density is a constant ρz =
N
∆z . The dimensionless
radius is related to these 3D quantities by R¯ = R
pir2oρz
, and the radius of the particles
is determined by ro =
√
R
piR¯ρz
. The lower image is the view along the horizontal
direction demonstrating the opacity of the system: every line of sight through the
centre is occluded. Notice that the distribution is localised near the centre.
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4
Phototaxis
4.1 A Model of Phototaxis
The preceding analysis models the collective self-organisation of thermophoretic col-
loids under illumination, where each particle absorbs light radiation which it isotrop-
ically conducts into the surrounding fluid, and then drifts by thermophoresis along
the collectively generated temperature gradients. As previously discussed, this could
be interpreted as a first approximation to a model of self-thermophoretic colloids
which are self-propelling along their internal axis with an enhanced diffusivity over
long time scales due to Brownian rotation of their orientation. Alternatively one
may, following the model of Golestanian and Cohen [120], consider the anisotropic
heating of the colloids in which isotropic colloids will heat most on the side facing
the light radiation, thus making the particles self-thermophoretic, but always in the
direction of the greater light intensity. If the particles are self-propelling but without
alignment interactions then the system will exhibit a uniform distribution of orienta-
tions with as many particles self-propelling in every direction. If a Janus particle is
illuminated asymmetrically, then if it’s metallic side is oriented towards the greater
light intensity it will absorb more energy and induce a larger local temperature gra-
dient than if it had been oriented toward the lesser light intensity. Therefore, in
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a population of particles asymmetrically illuminated, with a uniform distribution
of orientations, as many particles will be facing the greater light intensity as the
lesser one, but those facing the greater light intensity will experience a larger re-
sponse. Thus there is a contribution to particle current from a differential response
of differently oriented particles due to asymmetric illumination at each point in the
swarm, see figure (4.1). Note that though the illumination of the system from the
outside may be symmetric, the collective effect of shading will result in asymmetric
illumination at points within the swarm. Additional processes such as radiation
pressure may also contribute to a drift directed along the orientation of greatest
light intensity.
The radiation pressure of a wave incident on the surface of a non-transmitting ma-
terial is described by the Maxwell-Bartoli expression [133, 134] P = (1 +R) Ic cos
2 θ
for wave intensity I, wave speed c, angle of incidence θ, and reflectivity R (R = 0⇒
complete absorption which we have assumed throughout this work, and R = 1 ⇒
complete reflection). In experiments on self-thermophoresis the laser irradiating the
colloid typically has intensity ∼ 108Wm−2 [106, 111, 114], dividing by the speed of
light suggests a radiation pressure of order from 10−1Pa to 1Pa. The colloids used
in such experiments typically have a size of the order of a micron, thus the radiation
force is of the order Icpir
2
0 ∼
(
10−1 → 1)Pa × 10−12m2 ∼ 0.1 → 1 pico-Newton.
This is potentially significant. In the experiments of Yiang et al [106] the colloids
are confined in a narrow chamber but when irradiated from below they are pushed
up to the upper surface and move by self-thermophoresis within an effectively 2D
area perpendicularly to the radiation. Hence radiation pressure is dominant to self-
thermophoresis in this experiment since the colloids do not self-propel downwards in
opposition to the radiation pressure (here they move with speed of microns per sec-
ond). In [111] Qian et al compared the force due to radiation pressure with 6piηr0vth,
where vth is the speed due to self-thermophoresis. Although thermophoresis is force-
free and hence vth is not due to an external force balancing the Stoke’s drag, as this
expression seems to imply, this expression can be thought of as the magnitude of
an external force that would be required to propel the colloid to the speed that
self-thermophoresis has achieved and so can be compared to the force of radiation
pressure. Qian et al found 6piηr0vth = 0.103pN and a force due to radiation pres-
sure of 0.051pN , so in this case self-thermophoresis is dominant, though radiation
pressure is significant. In Ashkin’s seminal paper on optical trapping of colloids
[135] Ashkin was able to manipulate transparent colloids by momentum transfer as
the laser light is refracted but not absorbed, thus avoiding thermal effects caused
by energy absorption. In this paper, Ashkin claims that thermal effects are usu-
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T1-T2 > T4-T3
Figure 4.1: Schematic illustration of how self-themophoretic Janus colloids may be
effectively phototactic. The Janus particle creates a local temperature gradient due
to the metallic side heating more than the non-metallic side. This local temperature
gradient will be greater when the metallic side is facing the greater light intensity
than when it is facing the lesser light intensity, hence the particle will self-propel
with greater speed when oriented one way than when oriented the other way.
ally orders of magnitude larger than radiation pressure when not using transparent
particles. It seems the relative effect of radiation pressure is system dependent, but
potentially significant.
The combined effect of these processes could induce an effective phototactic re-
sponse from the particles. As a simplifying assumption, we ignore for now the effect
of macroscopic temperature fields and simply model the particles as phototactic,
exhibiting a net drift towards or away from the greater light intensity. Assume the
colloid current is proportional to the difference in light intensity from both sides1,
i.e. it is the vector sum of light intensities
~j = −D∇ρ− νρ
∑
i
~Ii (4.1)
1This follows Golestanian’s models [64, 120] in which particle self-propulsion speed is assumed
to be proportional to light intensity, and in particular in [106] the temperature difference across a
heating Janus colloid is explicitly accounted for, and the self-propulsion speed calculated as being
proportional to light intensity, which is confirmed in their experiments.
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This model need not be self-thermophoretic Janus colloids, but can be any system
of particles responding phototactically. The parameter, ν, describes the phototactic
response of the system where ν > 0 corresponds to positive phototaxis in which
particles move towards the greater light intensity. Particle conservation implies,
∂ρ
∂t
= −∇.~j (4.2)
= D∇2ρ+ ν∇.ρ
∑
i
~Ii (4.3)
4.1.1 One Dimensional Phototaxis
The particle current is
j = −D ∂
∂x
ρ+ νρ (I+ − I−) (4.4)
, so the density evolution is
∂ρ
∂t
= D
∂2ρ
∂x2
− ν ∂
∂x
(ρ (I+ − I−)) (4.5)
The shading shall be modelled by the same processes as in chapter 2, thus I+ (x) =
I∞e−α
∫∞
x ρdx
′
and I− (x) = I−∞e−α
∫ x
−∞ ρdx
′
, which means the intensity difference at
each point is
I+ (x)− I− (x) = I∞e−α
∫∞
x ρdx
′ − I−∞e−α
∫ x
−∞ ρdx
′
(4.6)
These exponentials can be combined,
I+ (x)− I− (x) = −2
√
I∞I−∞e−αN/2 sinh
[
α
∫ ∞
x
ρdx′ − αN
2
− 1
2
ln
[
I∞
I−∞
]]
(4.7)
The equation of motion is then
∂ρ
∂t
= D
∂2ρ
∂x2
+ 2ν
√
I∞I−∞e−αN/2
∂
∂x
(
ρ sinh
[
α
∫ ∞
x
ρdx′ − αN
2
− 1
2
ln
[
I∞
I−∞
]])
(4.8)
This equation does not have a stationary solution on an infinite domain with ν > 0
because positive phototaxis will result in particles moving outwards, i.e. at almost
every position in the particle distribution the greater light intensity will be in the
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direction away from the centre of the swarm, and so particles that move towards
the greater light intensity will collectively disperse. If this phototactic mechanism
is included in a model of thermophoretic colloids, then thermophilic particles will
be attracted to the centre of the swarm by the collectively produced macroscopic
temperature field, but they will be attracted to the greater light intensity by the
effective positive phototactic self-thermophoretic mechanism described in the in-
troduction to this chapter. Hence, the effect of this phototaxis is to introduce a
tendency for collective dispersal counteracting the tendency to mutually attract.
In seeking a stationary distribution we proceed with the assumption that the par-
ticles are negatively phototactic with ν < 0. Scaling this equation to dimensionless
form, x = λξ, ρ = Nλ ρ¯, t =
λ2
D τ :
∂ρ¯
∂τ
=
∂2ρ¯
∂ξ2
− 2 |ν|
√
I∞I−∞
D
e−αN/2λ
∂
∂ξ
(
ρ¯ sinh
[
αN
∫ ∞
ξ
ρ¯dξ′ − αN
2
− 1
2
ln
[
I∞
I−∞
]])
(4.9)
Choosing the length scale to be λ = D
2|ν|
√
I∞I−∞
and, as in chapter 2, defining
a = αN , the dimensionless form of this equation is
∂ρ¯
∂τ
=
∂2ρ¯
∂ξ2
− ∂
∂ξ
(
e−a/2ρ¯ sinh
[
a
(∫ ∞
ξ
ρ¯dξ′ − 1
2
)
− 1
2
ln
[
I∞
I−∞
]])
(4.10)
with dimensionless current j = −∂ρ¯∂ξ + e−a/2ρ¯ sinh
[
a
(∫∞
ξ ρ¯dξ
′ − 12
)
− 12 ln
[
I∞
I−∞
]]
.
Seeking a stationary distribution, with zero current,
dρ¯
dξ
= e−a/2ρ¯ sinh
[
a
(∫ ∞
ξ
ρ¯dξ′ − 1
2
)
− 1
2
ln
[
I∞
I−∞
]]
(4.11)
As before, we convert this integro-differential equation into a purely differential
equation by defining the function ψ (ξ) = −a
(∫∞
ξ ρ¯dξ
′ − 12
)
=⇒ ρ¯ = 1a dψdξ , then
d2ψ
dξ2
+ e−a/2
dψ
dξ
sinh
[
ψ +
1
2
ln
[
I∞
I−∞
]]
= 0 (4.12)
⇒ d
dξ
[
dψ
dξ
+ e−a/2 cosh
[
ψ +
1
2
ln
[
I∞
I−∞
]]]
= 0 (4.13)
⇒ dψ
dξ
= c− e−a/2 cosh
[
ψ +
1
2
ln
[
I∞
I−∞
]]
(4.14)
The constant of integration can be determined by considering the limits ξ → ±∞:
here normalisation of the dimensionless density implies the function ψ takes the
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values ψ = ±a2 as dψdξ → 0, thus c = e−a/2 cosh
[
±a2 + 12 ln
[
I∞
I−∞
]]
. For this to be
true in both limits requires I∞ = I−∞. This means that there are no stationary dis-
tributions on an infinite domain with asymmetric illumination. With this constant
determined, and considering the case of symmetric illumination, the equation for ψ
becomes
dψ
dξ
= e−a/2
(
cosh
a
2
− coshψ
)
(4.15)
This is precisely the same equation as (2.73) for the stationary distribution of ther-
mophoretic particles in the limit of an infinite domain! The solution is therefore the
same, specifically,
ψ (ξ) = 2arctanh
[
tanh
[a
4
]
tanh
[
(1− e−a)
4
ξ
]]
(4.16)
with density,
ρ¯ (ξ) =
1
2a
(
1− e−a/2)2
1 +
sinh2
[
(1−e−a)
4
ξ
]
cosh2[a4 ]
(4.17)
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4.1.2 Combining Phototaxis and Thermophoresis in 1D
Combining the effects of collective thermophoresis and phototaxis the particle cur-
rent is modelled by
j = −D∇ρ+DTρ∇T + νρ (I+ − I−) (4.18)
The equations of motion are then derived, as above, from conservation of particle
number, and the temperature evolution is modelled by the heat equation as per
chapter 2, hence, ∂T∂t = κ∇2T + Γ [ρ]∂ρ
∂t = D∇2ρ−∇.ρ (DT∇T + ν (I+ − I−))
(4.19)
Using the same heating functional as was derived in chapter 2, these equations are
more precisely,
∂T
∂t = κ
∂2T
∂x2
+ 2αcρf
√
I∞I−∞e−αN/2ρ (x) cosh
[
α
∫∞
x ρdx
′ − αN2 − 12 ln
[
I∞
I−∞
]]
∂ρ
∂t = D
∂2ρ
∂x2
− ∂∂xρ
(
DT
∂T
∂x − 2ν
√
I∞I−∞e−αN/2 sinh
[
α
∫∞
x ρdx
′ − αN2 − 12 ln
[
I∞
I−∞
]])
(4.20)
where the boundary conditions at xb are, as previously, the zero current of particles,
D∇ρ|±xb = DTρ (±xb)∇T |±xb + νρ (±xb) (I+ (±xb)− I− (±xb)), and the tempera-
ture matching the fixed temperature of the heat bath, T (±xb) = 0, however, we
shall take the limit xb → ∞. Scaling the various physical quantities in the usual
way, x = λξ, ρ = Nλ ρ¯, t =
λ2
κ τ , and T =
D
DT
T , the equations of motion are
∂T¯
∂τ =
∂2T¯
∂ξ2
+ αNe−αN/2λ 2DTcρfκD
√
I∞I−∞ρ¯ cosh
[
αN
(∫∞
ξ ρ¯dξ
′ − 12
)
− 12 ln
[
I∞
I−∞
]]
κ
D
∂ρ¯
∂τ =
∂2ρ¯
∂ξ2
− ∂∂ξ ρ¯
(
∂T
∂ξ − λ
2ν
√
I∞I−∞
D e
−αN/2 sinh
[
αN
(∫∞
ξ ρ¯dξ
′ − 12
)
− 12 ln
[
I∞
I−∞
]])
(4.21)
If the choice λ =
cρfκD
2DT
√
I∞I−∞
is made for the length scale, then the coefficient of
the hyperbolic sine is λ
2ν
√
I∞I−∞
D =
ν
DT
cρfκ ≡ µ. Defining a = αN as usual, the
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dimensionless equations are
∂T
∂τ =
∂2T
∂ξ2
+ ae−a/2ρ cosh
[
a
(∫∞
ξ ρdξ
′ − 12
)
− 12 ln
[
I∞
I−∞
]]
κ
D
∂ρ
∂τ =
∂2ρ
∂ξ2
− ∂∂ξρ
(
∂T
∂ξ − µe−a/2 sinh
[
a
(∫∞
ξ ρdξ
′ − 12
)
− 12 ln
[
I∞
I−∞
]]) (4.22)
We seek stationary solutions for this system under symmetric illumination (I∞ =
I−∞). The dimensionless current is j¯ = −∂ρ¯∂ξ+ρ¯∂T¯∂ξ −µe−a/2ρ¯ sinh
[
a
(∫∞
ξ ρdξ
′ − 12
)]
.
In a stationary state this current is zero, hence,
dρ¯
dξ
= ρ¯
dT¯
dξ
− µe−a/2ρ¯ sinh
[
a
(∫ ∞
ξ
ρdξ′ − 1
2
)]
(4.23)
The heat equation can be solved with the same method employed in chapter 2 to
obtain the same variation of the temperature field, specifically
dT¯
dξ
= e−a/2 sinh
[
a
(∫ ∞
ξ
ρ¯dξ′ − 1
2
)]
(4.24)
Substituting this into the zero current condition one obtains,
dρ
dξ
= ρe−a/2 (1− µ) sinh
[
a
(∫ ∞
ξ
ρdξ′ − 1
2
)]
(4.25)
Defining the function ψ in the usual way and integrating one obtains the equation,
dψ
dξ
= e−a/2 (1− µ)
(
cosh
[a
2
]
− cosh [ψ]
)
(4.26)
This is almost precisely the same equation that describes the distribution of ther-
mophoretic colloids, without phototactic effects, studied in chapter 2! The effect of
the inclusion of phototaxis is to rescale the horizontal extent of the distribution, i.e.
equation (2.73) can be recovered with a rescaled length scale such that ξ → ξ (1− µ),
but only if 1− µ > 0, that is DT > cρfκν. Thus, as long as a photophilic response
is not too strong, it will introduce a tendency towards dispersal of the distribution,
but only by modifying the horizontal extent of the distribution, not by changing
the functional form of the distribution. Indeed, whether the system self-organises
to the bell-shaped distribution of the low shading-limit, or the flat distribution of
the opaque limit, is determined by the parameter a = αN and is unaffected by the
action of phototaxis. If the phototphilic response is too large then the system will
disperse and will not form a stationary distribution on an infinite domain.
The fact that the self-organisation of collective phototaxis is the formation of the
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same distributions that are formed by purely thermophoretic particles is very much
reminiscent of the similarities in stationary distributions found by Golestanian in his
model of collective thermophoresis, and Vincent and Hill in their model of collective
phototaxis. Indeed, both found that the stationary distributions take the form of
the square of the secant function, which is precisely the form found in the present
work in the limit of low shading!
4.1.3 Explanation for Similarity of Phenomenology of Thermophore-
sis and Phototaxis
Consider the model of collective thermophoresis in an arbitrary dimensional space
(though for simplicity we shall describe the light intensity as if it were in 1D): the
temperature fields which determine the distribution of particles are determined by
the heat equation,
∂tT = κ∇2T + Γ [ρ] (4.27)
with heating functional, Γ [ρ]. The energy for the heating comes from the radiation
field ~I± (~I+ comes from +∞ and is directed towards −∞, whereas ~I− comes from
−∞ and is directed towards +∞), such that the heating rate at some point is the
rate of energy loss from the radiation field, i.e. the divergence of the radiation field,
Γ [ρ] = − 1
cρf
∇.
(
~I+ + ~I−
)
(4.28)
Substituting this into the heat equation
∂tT = κ∇2T − 1
cρf
∇.
(
~I+ + ~I−
)
(4.29)
Consider an arbitrary volume, V , and integrate both sides of this equation over this
volume, then
cρf
∫
V
∂tTdV = cρfκ
∫
V
∇.∇TdV −
∫
V
∇.
(
~I+ + ~I−
)
dV (4.30)
The heat stored in this volume (or rather the excess heat over and above what would
be present in the absence of active heating in the system) is Q (V ) =
∫
V TcρfdV ,
which means the LHS of equation (4.30) is the rate of change of heat in the volume,
∂tQ (V ) = ∂t
∫
V TcρfdV . Applying the divergence theorem to the RHS of equation
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(4.30),
1
cρfκ
∂tQ (V ) =
∮
S
(
∇T − 1
cρfκ
(
~I+ + ~I−
))
.d~S (4.31)
If the rate of change of the temperature field is much faster than the evolution
of the density field (which may be the case if κ  D) then on time scales over
which the density evolves appreciably the heat equation is effectively in a stationary
state at all times. Therefore, when temperature is enslaved to particle distribution,
∇T = 1cρfκ
(
~I+ + ~I−
)
, in which case any coupling to the temperature gradient is
effectively a coupling to the vector sum of light intensity. Irrespective of whether the
enslaving principle holds, this equality always applies when the system as a whole
is in a stationary state. This explains the equivalence of stationary distributions
of collective thermophoresis and collective phototaxis. Since this analysis applies
generally, it also applies to the case of incorporating phototaxis into a cylindrically
symmetric system, in which case the only change to the stationary distribution is a
modification of the parameter γ, i.e. γ → γeff =
(
1− νDT cρfκ
)
γ.
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Conclusions
We have studied the collective behaviour of self-thermophoretic colloids under laser
illumination. This is an artificial active matter system that could be realised in
experiment and for which few analytic results have been found. We studied the
self-organisation of the system to stationary distributions using a mean field model
in rectangular and cylindrical symmetry, generalising the work of Golestanian ap-
propriate in the limit of negligible shading. We have modelled the non-local and
non-pairwise collective effect of shading on the dynamics of the system: in rectangu-
lar symmetry a mostly transparent system will form a diffuse bell shaped distribution
with exponential tails (the square of a hyperbolic secant) which is the same distri-
bution found by Golestanian and also Vincent and Hill in a model of phototaxis
in algae; in the opaque limit the system forms a dense phase with a uniform den-
sity of freely diffusing particles at uniform temperature confined by exponentially
decaying edges that heat to create steep temperature gradients. In cylindrical sym-
metry the stationary distributions bifurcate in a hysteresis curve between diffuse and
transparent distributions that fill the cylindrical container, and dense and opaque
distributions that are localised close to the centre of the container. The controlling
parameter in this hysteresis is the radiation power where for low power only diffuse
and transparent states are possible, for high power only localised and opaque states
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are possible, and for intermediate power the system is bistable between diffuse and
localised states.
The effect of shading on the collective behaviour of self-thermophoretic colloids is
two fold: First, not all colloids have the same causative impact on the rest of the
system, that is they are not all equal sources of heat: in 1D the shaded interior
of opaque systems does not contribute heating to the collective dynamics, only
the edges of the distributions which absorb energy create the temperature gradi-
ents which constrain the swarm, i.e. the tails dominate the centre, the swarm is
formed from the edge like a surface tension; in 2D, localised swarms can form in
the centre which absorb the geometrically focused energy creating temperature gra-
dients which mostly determine the shape of the tails- i.e. the centre of the swarm
constrains the tails. The second effect of shading is the variable opacity of distri-
butions in higher dimensions: in cylindrical geometry, when the radiation power
is large enough the system self-organises either to diffuse and transparent states
or to localised and opaque states, where the marginally opaque distributions are a
separatrix between the two basins of attraction. The critical role of the state of
marginal opacity in discriminating between different modes of self-organisation is
reminiscent of the flocking model of Pearce et al in which their system self-organises
to a state of marginal opacity (though in their model the marginally opaque state
is the attractor). This correspondence in phenomenology arguably provides one of
the first bridges between a thermodynamic system and an animal system.
We have also studied collective phototaxis using the same formalism and found that
the stationary distributions are exactly the same as the self-thermophoretic system.
This suggests the possibility that there may be universal phenomena in systems
governed by line-of-sight interactions which could shed light on the behaviour of
other active matter systems.
The theory presented in this thesis has generalised the model of Golestanian [64],
but has not directly addressed the agent based model of Golestanian and Cohen
[120]. The mathematical theory developed in this thesis could potentially be ex-
tended to at least provide insight to Golestanian and Cohens model and perhaps
to model it directly. Allowing for asymmetric illumination in the 1D model on an
infinite domain, and assuming κ  D which implies that the temperature field is
enslaved to the density field (an assumption made in both of [64, 120]), equation
(2.17), recast in terms of ψ, becomes a generalised Burgers equation for ψ, where
the non-linear term involves the product of a hyperbolic sine of ψ with the ψ gradi-
ent instead of just ψ with the ψ gradient. The Burgers equation is known to have
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travelling solutions (and, indeed, is exactly solvable) so it is likely that there are
travelling wave solutions for this generalised Burgers equation. This may, optimisti-
cally, be used as a mathematical model of the agent based model of Golestanian and
Cohen which found travelling distributions from collimated illumination from one
side of a finite swarm. Although their model is not strictly a quasi-1D system, as it
is of finite extent in perpendicular directions, this approach may provide insight into
their model. A more realistic approach to modelling the simulations of Golestanian
and Cohen could be as follows: consider finitely many particles (in 3D) in a cylin-
drical container with impermeable boundaries illuminated from one side along the
z-direction. The mathematical theory developed in this thesis could be adapted to
this situation. In this case the radiation is not radially directed, so the 1D model
of light absorption would be most appropriate, except with the parameter a now
being a function of cylindrical radius. The heat equation would be solved with 2D
rotational symmetry, though geometrically spreading three dimensionally in the far
field, which is considerably different from the 1D model considered in this work. It
is anticipated that there would be circulating currents since this was seen in [120],
hence detailed balance would be violated even in the moving frame of reference.
Since the solid boundaries would prevent lateral dissipation and evaporation of the
swarm (as is seen in [120]), it is possible that this system would produce travelling
distributions that are stationary in the moving frame of reference. Such an analysis
could provide insight to Golestanian and Cohen’s model.
It is interesting to compare the length scales that emerge in the quasi-1D system
with those of the cylindrically symmetric quasi-2D system. Observe equations (2.16)
and (3.15): in the 1D case the length scale, λ, and the parameter, a, were chosen
so as to respectively “tidy up” the heating term and exponents/arguments of the
hyperbolic functions; whereas in the 2D case the length scale was chosen to “tidy up”
the arguments of the functions and the remaining parameters are gathered together
into the dimensionless parameter γ. Intuitively one might qualitatively expect that:
increasing the laser power causes larger flows of energy, and so larger temperature
gradients and so a more localised distribution; increasing the thermal conductivity
couples the same energy flow to a shallower temperature gradient and hence to more
diffuse distributions; and increasing the Soret coefficient, the ratio of thermophoretic
mobility to diffusivity, increases the relative strength of thermophoresis, thus causing
more localised distributions. These qualitative effects occur but take different forms
in 1D and 2D: in 1D the thermal conductivity divided by the product of radiation
power and Soret coefficient is the length scale, thus the length scale of the system is
proportional to thermal conductivity and inversely proportional to both laser power
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and Soret coefficient, though the form of the distribution is unaffected by such
changes. Whereas in 2D, the same combination of physical quantities determines
the dimensionless parameter γ, which is, broadly speaking, related to how localised
the distribution is, though through changes in the functional form as γ is changed
rather than in the length scale per se.
It seems that this is determined by the dimensional dependence of the thermal con-
ductivity. A quasi-1/2D system is modelled by considering a purely 1/2D system
and then relating the purely 1/2D quantities in such a model to their 3D counter-
parts, as all experimental systems must be three dimensional, by incorporating the
appropriate perpendicular length scales. Not all quantities need this relation- for
instance the dimensionality of the diffusivity, [D] = L
2
T , is independent of system
dimensions- though the thermal conductivity does [k] = E
T Θ Ln−2 . The combination
of thermal conductivity, laser power, and Soret coefficient described above is such
that in 1D and 3D there is a length scale left over, but in 2D the dimensions cancel,
due to the independence of length of the thermal conductivity, and this combination
of parameters is dimensionless, hence the dimensionless parameter γ.
The constraints on system opacity are determined by the terms inside the exponen-
tial and hyperbolic functions of the heating term (which relate to particle number
and particle radius): in 1D this involves defining a dimensionless parameter, a = αN ,
which, when the equations are solved, determines the functional form of the solu-
tions (localised or diffuse) and the overall system opacity. When one relates the
parameters α and N to higher dimensional quantities it becomes clear that the pa-
rameter, a, should determine the overall opacity, as it is essentially the perpendicular
density in units of particle diameter. In 2D the terms in the exponential arguments
determine the length scale, but also place constraints on the overall opacity, though
do not determine the opacity of the system. There is an interesting correspondence
between 1D and 2D systems: in both cases the thermal conductivity, laser power,
and Soret coefficient are grouped together in the same way, as are, broadly speaking,
the particle number and particle diameter; though these exchange roles with the for-
mer determining the length scale in 1D but not 2D where it defines a dimensionless
parameter, and the latter defining a dimensionless parameter in 1D and the length
scale in 2D.
The system has been analysed in spherical symmetry, though with no definitive con-
clusions. In this case the length scale could be defined analogously with the cylindri-
cally symmetric case defining λ = r0
√
Npi, which implies a dimensionless system size
R = R
r0
√
Npi
. Similarly, a dimensionless parameter can be defined: γ = PDT2picρfκD
1
λ ,
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but notice in this case it must include the length scale. One can define ψ in precisely
analogous terms, which leads to a second order ODE: r¯2 d
2ψ
dr¯2
+ γe−ψ dψdr¯ sinhψ = 0.
However, if one Taylor expands ψ and analyses this equation near the origin, where
ψ → 0, the coefficients do not match, which means the equation does not have well
behaved solutions near the origin. Similarly, assuming a power law divergence in
density at the origin (but ψ → 0), the exponents do not match either. If one assumes
complete absorption of incoming radiation (which means the integral of density from
the origin diverges and one must define ψ as the integral from some radius to the
boundary) then the same problem is encountered. In 2D there is a singularity in
the heating functional at the origin, but the only artefact of this is a finite gradient
in density as r → 0, which means a discontinuity in gradient passing through the
origin to the other side. It appears that in 3D the singularity is strong enough to
significantly distort the solutions. One can attempt to consider far field asymptotics
in the 3D case, analogously with the 2D case: the temperature in the far field due to
heating near the origin will vary as 1/r; the balance of diffusion and thermophoresis
implies ρ (r) = ρboundarye
STT (r) ⇒ ρ = ρboundarye
γs
2
1
r ∼ ρboundary
(
1 + γs2
1
r
)
. This
suggests that the system may form a uniform distribution with a higher density in
the centre which decays to the uniform background density as 1/r.
Consider the 2D cylindrically symmetric stationary distributions: the physical pa-
rameters of particle number and system radius determine the dimensionless system
size, {N, r0} ⇒ R¯, and the laser power (plus thermal properties) determines dimen-
sionless laser power, P ⇒ γ. These two parameters together determines a restricted
set of possible system opacities, i.e.
{
R¯, γ
}⇒ ψ. Now consider a subsystem defined
by everything up to the radius Rs: there will be some number of particles within
this radius, which together define a new R¯, and a reduced laser power at this radius
P (Rs)⇒ γs, and if the system over all is in a stationary state, then so must be the
subsystem, thus
{
R¯s, γs
}⇒ ψs = ψ (Rs). Therefore any given triple of parameters,{
R¯, γ, ψ
}
, determines a function whose every subsystem corresponds to a renor-
malised function of another triple of parameters,
{
R¯s, γs, ψs
}
. In particular, in the
γ-ψ plane the curves defined by constant β = γe−ψ are invariants of this subsystem
rescaling. This observation is insightful, but I have been unable to take it further.
The major shortcoming of the present work is that the stability of the distributions
have not been analysed. On qualitative grounds it is arguable that instabilities
found in Golestanian’s model are arrested by the effect of shading: the instabilities
in his model occurred as a positive feedback that dense states become hot, attracting
more particles into the dense region, which increases the density further. However,
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we have found that the rate of heating depends not only on the local density, but
also on the shading by the exterior of the distribution, so if the most dense parts
of the distribution are also the most shaded, then the region of heating moves
towards the edge of the distribution, which should nullify any positive feedback
of the type found by Golestanian. However, this has not been proven. Neither
have the stabilities and instabilities of the different branches of the hysteresis loop
been proven. An additional extension of the present work would model the self-
propulsion of the particles more correctly by accounting for their movement as an
enhanced diffusivity that depends on the position in the distribution. That is, the
self-thermophoretic Janus colloids move under illumination with a speed dependent
on the light intensity, so the most shaded regions should have the least effective
diffusivity. This might have significant consequences for the self-organisation of
such particles.
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