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Abstract
In this work, we investigated a combined Chen-Lee-Liu derivative nonlinear Schro¨dinger equation(called CLL-NLS
equation by Kundu) on the half-line by unified transformation approach. We gives spectral analysis of the Lax pair
for CLL-NLS equation, and establish a matrix Riemann-Hilbert problem, so as to reconstruct the solution r(z, t) of the
CLL-NLS equation by solving. Furthermore, the spectral functions are not independent, but enjoy by a compatibility
condition, which is the so-called global relation.
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1. Introduction
As we all know, the nonlinear Schro¨dinger(NLS) equation and the derivative NLS(DNLS) equation are all impor-
tant equations in the field of mathematical physics. On the one hand, the NLS equation[1]
irt + rzz ± |r|2r = 0, (1.1)
can be used to describe the movement of microscopic particles, and is also one of the basic equations of quantum
mechanics. In quantum mechanics, the solution of particle problems is usually converted into the solution of the
stationary NLS equation problem. On the other hand, there are three types of DNLS equation, the first is the famous
Kaup-Newell equation[2], also known as DNLS-I equation
rt + rzz ± i(|r|2r)z = 0, (1.2)
the second is Chen-Lee-Liu equation[3], also known as DNLS-II equation
irt + rzz − i|r|2rx = 0, (1.3)
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and the last is Gerdjikov-Ivanov equation[4], also known as DNLS-III equation
irt + rzz − i|r|2r¯x + 12 |r|
4r = 0. (1.4)
The DNLS type equation has important applications in nonlinear optics and plasma physics. It can be used not only to
describe picosecond pulse in single-mode nonlinear fiber, but also to control the evolution of small amplitude Alfve´n
waves or large amplitude magnetohydrodynamic(MHD) waves in plasmas.
With the in-depth study of soliton theory, a unified transformation(UT) approach to solve the initial-boundary
value problems(IBVPs) of integrable model is proposed by Fokas[5], also known as the Fokas approach. Since the
UT approach have been proposed, the IBVPs of many nonlinear integrable models have been extensively studied[6,
7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. In particular, Fokas et al. analyzed the IBVPs of the NLS
equation(1.1) on the half-line[21], Monvel et al. gives the IBVPs on a finite interval case[22]. Lenells discussed
the IBVPs of the Kaup-Newell(DNLS-I) equation(1.2) on the half-line [23], Xu and Fan gives the IBVPs on a finite
interval case[24]. Zhang et al. studied the IBVPs of the Chen-Lee-Liu(DNLS-II) equation(1.3) on the half-line[25].
Zhu et al. investigated the IBVPs of the Gerdjikov-Ivanov(DNLS-III) equation(1.4) on the half-line[26], and then
gives the IBVPs on a finite interval[27].
In 1984, Kundu[28] proposed a combined Chen-Lee-Liu derivative nonlinear Schro¨dinger equation (called CLL-
NLS equation by Kundu)
irt + rzz + |r|2r − |r|2rz = 0. (1.5)
which is a completely integrable model. In fact, the CLL-NLS equation(1.5) can be derived from the modified NLS
equation(also known as the Dysthe equation) which ignores the mean flow term in hydrodynamics[29]. In 2014,
Chan et al. give the rogue wave of the CLL-NLS equation(1.5) based on the Hirota bilinear transformation, and
pointed out that the CLL-NLS model can be explain the experimental phenomena in nonlinear optical fibers and
water wave flumes[30]. Especially, Zhang et al. obtain higher-order solutions of the CLL-NLS equation(1.5) by
using the Darboux transformation method[31], includes non-vanishing boundary solitons, breathers and rogue wave
solutions. In this paper, let (z, t) ∈ Γ = {(z, t)|0 < z < ∞, 0 < t < T }, we aim to investigate the IBVPs of the CLL-NLS
equation(1.5) via UT approach.
The paper is organized as follows. Section 2, we will gives spectral analysis of the Lax pair for (1.5). Section 3,
some key functions u(ς), v(ς),U(ς),V(ς) are further analyzed. Section 4, the Riemann-Hilbert problem is proposed.
Section 5 are some conclusions and discussions.
2. The spectral analysis
The Lax pair for CLL-NLS equation (1.5) as follows[31, 32, 33]
Ψz = M(z, t, ς)Ψ = (iσς2 − 12 iσ + Rς +
1
2
iR2σ)Ψ, (2.1a)
Ψt = N(z, t, ς)Ψ = [−2i(ς2 − 12)
2σ − 2Rς3 − iR2σς2 + (R + iσRz − 12R
3)ς
− 1
8
iR4σ +
1
4
(RRz − RzR)]Ψ, (2.1b)
2
with
Ψ(z, t, ς) =
 Ψ1(z, t, ς)
Ψ2(z, t, ς)
 , σ =
 1 00 −1
 ,R =
 0 r−r¯ 0
 . (2.2)
2.1. The exact 1-form
The Lax pair Eq.(2.1a)-(2.1b) rewrite as
Ψz − i(ς2 − 12)σΨ = AΨ, (2.3a)
Ψt + 2i(ς2 − 12)
2σΨ = BΨ, (2.3b)
where the complex number ς is a associated spectral parameter and
A = Rς +
1
2
iR2σ, B = −2Rς3 − iR2σς2 + (R + iσRz − 12R
3)ς − 1
8
iR4σ +
1
4
(RRz − RzR).
Let’s do the first function transformation Φ(z, t, ς) as follows
Φ(z, t, ς) = Ψ(z, t, ς)e[−i(ς
2− 12 )z+2i(ς2− 12 )2t]σ, 0 < x < ∞, 0 < t < T. (2.4)
Hence, Eq.(2.3a)-(2.3b) equal to
Φz − i(ς2 − 12)[σ,Φ] = AΦ, (2.5a)
Φt + 2i(ς2 − 12)
2[σ,Φ] = BΦ, (2.5b)
where [σ,Φ] = σΦ − Φσ. It is not difficult to find that the above equations satisfies a full differential form
d(e[−i(ς
2− 12 )z+2i(ς2− 12 )2t]σ¯Φ(z, t, ς)) = e[−i(ς
2− 12 )z+2i(ς2− 12 )2t]σ¯(Adz + Bdt)Φ(z, t, ς), (2.6)
where σˆ represents a matrix operator (see [20]).
One assume that the solution of Eq.(2.5a)-(2.5b) enjoy the following asymptotic expansion form We suppose that
the following asymptotic expansion
Φ(z, t, ς) = Q0 +
Q1
ς
+
Q2
ς2
+
Q3
ς3
+ O(
1
ς4
), ς → ∞. (2.7)
one substituting Eq.(2.7) into Eq.(2.5a) and Eq.(2.5b), respectively, and comparing the coefficient for ς gives rise to
Q0z =
1
4
i|r|2σQ0, (2.8a)
Q0t = (
1
8
|r|4 + 1
4
(r¯rz − rr¯z))σQ0. (2.8b)
Owing to Eq.(2.1a)-(2.1b) admits the conservation laws as follows
(i|r|2)t = (12 i|r|
4 + (r¯rz − rr¯z))z.
then, one can define
Q0(z, t) = e
i
∫ (z,t)
(∞,0) Θ(z,t)σ, (2.9)
3
where Θ is the exact closed 1-form defined by
Θ(z, t) = Θ1dz + Θ2dt =
1
4
|r|2dx + (1
8
|r|4 − 1
4
i(r¯rz − rr¯z))dt. (2.10)
As a result of Eq.(2.9) is independent of the integration path and Θ is independent of ς, one can take the second
function transformation H(z, t, ς)
Φ(z, t, ς) = ei
∫ (z,t)
(0,0) ΘσˆH(z, t, ς)Q0(z, t). (2.11)
thus, Eq.(2.6) become to
d(e[−i(ς
2− 12 )z+2i(ς2− 12 )2t]σˆH(z, t, ς)) = J(z, t, ς), (2.12)
where
J(z, t, ς) = e[−i(ς
2− 12 )z+2i(ς2− 12 )2t]σˆF(z, t, ς)H(z, t, ς), (2.13a)
F(z, t, ς) = A1(z, t, ς)dz + B1(z, t, ς)dt = e
−i ∫ (z,t)(0,0) Θσˆ(Adz + Bdt − iΘσ). (2.13b)
where A(z, t, ς), B(z, t, ς) and Θ given by
A1(z, t, ς) =
 − 3i4 |r|2 ςre2i
∫ (z,t)
(0,0) Θ
−ςr¯qe−2i
∫ (z,t)
(0,0) Θ 3i
4 |r|2
 , (2.14a)
B1(z, t, ς) =
 − i4 |r|4 + 54 (r¯rz − r¯zr) (−2ς3r + iς2|r|2 + ς(rz + r − |r|2r))e2i
∫ (z,t)
(0,0) Θ
(2ς3r¯ − iς2|r|2 + ς(r¯z − r¯ + |r|2r¯))e−2i
∫ (z,t)
(0,0) Θ i
4 |r|4 − 54 (r¯rz − r¯zr)
 . (2.14b)
Then Eq.(2.12) equal to
Hx − i(ς2 − 12)[σ,H] = A1H, (2.15a)
Ht + 2i(ς2 − 12)
2[σ,H] = B1H. (2.15b)
2.2. The analytic and bounded eigenfunctions {H j(z, t, ς)}31
Set that r(z, t) ∈ S, ((z, t) ∈ Γ), one enjoy three eigenfunctions {H j(z, t, ς)}31 of Eq.(2.15a)-(2.15b) defined by
following integral equation
H j(z, t, ς) = I +
∫ (z,t)
(z j,t j)
e[i(ς
2− 12 )z−2i(ς2− 12 )2t]σˆJ(ζ, τ, ς), (2.16)
where (z1, t1) = (0, 0), (z2, t2) = (0,T ), (z3, t3) = (∞, t). Since Eq.(2.16) has nothing to do with the integral path, one
choose the integration path shown in Figure 1, then, one get
H1(z, t, ς) = I +
∫ z
0
ei(ς
2− 12 )(z−ζ)σˆ(A1H1)(ζ, t, ς)dζ
+ ei(ς
2− 12 )zσˆ
∫ t
0
e−2i(ς
2− 12 )2(t−τ)σˆ(B1H1)(0, τ, ς)dτ, (2.17a)
H2(z, t, ς) = I +
∫ z
0
ei(ς
2− 12 )(z−ζ)σˆ(A1H2)(ζ, t, k)dζ
4
Figure 1: The smooth curve γ1, γ2, γ3 in the (z, t)-plan
− e−i(ς2− 12 )zσˆ
∫ T
t
e−2i(ς
2− 12 )2(t−τ)σˆ3 (B1H2)(0, τ, ς)dτ, (2.17b)
H3(z, t, ς) = I −
∫ ∞
z
ei(ς
2− 12 )(z−ζ)σˆ3(A1H3)(ζ, t, ς)dζ. (2.17c)
Besides, the following equation holds on the (x, t) plan
γ1 = (z1, t1)→ (z, t) : z − ζ ≥ 0, t − τ ≥ 0, (2.18a)
γ2 = (z2, t2)→ (z, t) : z − ζ ≥ 0, t − τ ≤ 0, (2.18b)
γ3 = (z3, t3)→ (z, t) : z − ζ ≤ 0. (2.18c)
In order to obtain the bounded analytical region of {H j(z, t, ς)}31 on the complex ς-plane, one use curve
Ω(ς) = {ς ∈ C|Re(φ(ς))Re(ψ(ς)) = 0, φ(ς) = i(ς2 − 1
2
), ψ(ς) = 2i(ς2 − 1
2
)2},
to divide the complex ς-plane as shown in Figure 2. Thus, we get
D1 = {ς ∈ C|Reφ(ς) > 0 and Reψ(ς) > 0},
D2 = {ς ∈ C|Reφ(ς) > 0 and Reψ(ς) < 0},
D3 = {ς ∈ C|Reφ(ς) < 0 and Reψ(ς) < 0},
D4 = {ς ∈ C|Reφ(ς) < 0 and Reψ(ς) > 0}.
(2.19)
Furthermore, the bounded analysis area of {H j(z, t, ς)}31 as follows
H1(z, t, ς) : (φ− ∩ ψ+, φ+ ∩ ψ−) =: (D4,D2), (2.20a)
H2(z, t, ς) : (φ− ∩ ψ−, φ+ ∩ ψ+) =: (D3,D1), (2.20b)
H3(z, t, ς) : (φ+, φ−) =: (D1 ∪ D2,D3 ∪ D4), (2.20c)
where φ+ =: Reφ(ς) > 0, φ− =: Reφ(ς) < 0, ψ+ =: Reψ(ς) > 0, ψ− =: Reψ(ς) < 0.
To construct the Riemann-Hilbert problem of CLL-NLS equation (1.5), one also need to define two important
special functions w(ς) and W(ς) by:
H3(z, t, ς) = H1(z, t, ς)e[i(ς
2− 12 )z−2i(ς2− 12 )2t]σˆw(ς), (2.21a)
H2(z, t, ς) = H1(z, t, ς)e[i(ς
2− 12 )z−2i(ς2− 12 )2t])σˆW(ς). (2.21b)
Upon evaluation at (z, t) = (0, 0) and (z, t) = (0,T ), respectively, Eq.(2.21a) and Eq.(2.21b) yields
W−1(ς) = e−2i(ς
2− 12 )2T σˆH1(0,T, ς),w(ς) = H3(0, 0, ς), (2.22)
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Figure 2: The areas Di, i = 1, . . . , 4 division on the complex ς-plane
According to (2.21a)-(2.21b) and Eq.(2.22), one have
H2(z, t, ς) = H3(z, t, ς)e[i(ς
2− 12 )z−2i(ς2− 12 )2t]σˆ(w(ς))−1W(ς), (2.23)
Especially, if one remember that [H j]k(z, t, ς) denotes k-columns of H j(z, t, ς), one obtain H1(z, t, ς),H2(z, t, ς) at z = 0
H1(0, t, ς) = ([H1]
D1∪D4
1 (0, t, ς), [H1]
D2∪D3
2 (0, t, ς))
= I +
∫ t
0
e−2i(ς
2− 12 )2(t−τ)σˆ(B1H1)(0, τ, ς)dτ, (2.24a)
H2(0, t, ς) = ([H2]
D2∪D3
1 (0, t, ς), [H2]
D1∪D4
2 (0, t, ς))
= I −
∫ T
t
e−2i(ς
2− 12 )2(t−τ)σˆ(B1H2)(0, τ, ς)dτ, (2.24b)
and H1(z, t, ς),H3(z, t, ς) at t = 0.
H1(z, 0, ς) = ([H1]
D3∪D4
1 (z, 0, ς), [H1]
D1∪D2
2 (z, 0, ς))
= I +
∫ z
0
ei(ς
2− 12 )(z−ζ)σˆ(A1H1)(ζ, 0, k)dζ, (2.25a)
H3(z, 0, ς) = ([H3]
D1∪D2
1 (z, 0, ς), [H3]
D3∪D4
2 (z, 0, ς))
= I −
∫ ∞
z
ei(ς
2− 12 )(z−ζ)σˆ(A1H3)(ζ, 0, ς)dζ, (2.25b)
where HDij represents the bounded analytic region of {H j}31 is ς ∈ Di, i = 1, 2, 3, 4.
Set that r0(z) = r(z, t = 0), s0(t) = r(z = 0, t), s1(t) = rz(z = 0, t) are initial data and boundary datas of r(z, t) and
rz(z, t), then, one yields
A1(z, 0, ς) =
 − 3i4 |r0|2 ςr0e i2
∫ z
0 |r0 |2dz
ςr¯0e−
i
2
∫ z
0 |r0 |2dz 3i
4 |r0|2
 , (2.26a)
B1(0, t, ς) =
 − i4 |s0|4 + 54 (s¯0s1 − s¯1s0) B(1)12 (0, t, ς)B(1)21 (0, t, ς) i4 |s0|4 − 54 (s¯0s1 − s¯1s0)
 . (2.26b)
with
B(1)12 (0, t, ς) = (−2ς3s0 + iς2|s0|2 + ς(s1 + s0 − |s0|2s0))e
∫ t
0 (
i
4 |s0 |4+ 12 (s¯0 s1−s0 s¯1))dt,
6
B(1)21 (0, t, ς) = (2ς
3 s¯0 − iς2|s0|2 + ς(s¯1 − s¯0 + |s0|2 s¯1))e−
∫ t
0 (
i
4 |s0 |4+ 12 (s¯0 s1−s0 s¯1))dt
2.3. The other properties of the eigenfunctions
Proposition 2.1. The functions H j(z, t, ς) = ([H j]1(z, t, ς), [H j]2(z, t, ς)), j = 1, 2, 3, possess the following properties
• detH j(z, t, ς) = 1, j = 1, 2, 3,
• [H1]1(z, t, ς) is analytic for ς ∈ D4, and continues to D¯4, [H1]2(z, t, ς) is analytic for ς ∈ D2, and continues to
D¯2.
• [H2]1(z, t, ς) is analytic for ς ∈ D3, and continues to D¯3, [H2]2(z, t, ς) is analytic for ς ∈ D1, and continues to
D¯1.
• [H3]1(z, t, ς) is analytic for ς ∈ D1 ∪ D2, and continues to D¯1 ∪ D¯2, [H3]2(z, t, ς) is analytic for ς ∈ D3 ∪ D4,
and continues to D¯3 ∪ D¯4.
• As ς → ∞, [H j]1(z, t, ς)→ (1, 0)T , [H j]2(z, t, ς)→ (0, 1)T .
Proposition 2.2. According to Eq.(2.22), one find that w(ς),W(ς) can be expressed by
w(ς) = I −
∫ ∞
0
e−i(ς
2− 12 )(ζ−z)σˆ(A1H3)(ζ, 0, ς)dζ, (2.27a)
W−1(ς) = I +
∫ T
0
e2i(ς
2− 12 )2(τ−t)σˆ(B1H1)(0, τ, ς)dτ. (2.27b)
Assume that w(ς),W(ς) admits the following 2 × 2 matrix from
w(ς) =
 u(ς¯) v(ς)v(ς¯) u(ς)
 ,W(ς) =
 U(ς¯) V(ς)V(ς¯) U(ς)
 . (2.28)
It follows from Eq.(2.22) and Eqs.(2.27a)-(2.27b) that the following key properties are ture:
•
(v(ς), u(ς))T = [H3]
D1∪D2
2 (0, 0, ς), (−e2i(ς
2− 12 )2T V(ς),U(ς¯))T = [H1]D2∪D42 (0, t, ς).
•
u(−ς) = u(ς), v(−ς) = −v(ς), U(−ς) = U(ς), V(−ς) = −V(ς).
•
For ς ∈ R, detw(ς) = 1, f or ς ∈ C (Im(ς2 − 1
2
)2 = 0, i f T = ∞), detW(ς) = 1.
•
As ς → ∞, u(ς) = 1 + O(ς−1), v(ς) = O(ς−1), U(k) = 1 + O(ς−1), V(ς) = O(ς−1).
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2.4. The basic Riemann-Hilbert problem
For the convenience of calculation, one introduce the following symbol description
η(ς) = −(ς2 − 1
2
)z + 2(ς2 − 1
2
)2t, β(ς) = u(ς)U(ς¯) + v(ς)V(ς¯), δ(ς) =
v(ς)
u(ς¯)
, ∆(ς) = − V(ς¯)
u(ς)β(ς)
, (2.29)
and the E(z, t, ς) defined by
E+(z, t, ς) = ([H3]
D1∪D2
1 (z, t, ς),
[H2]
D1
2 (z, t, ς)
β(ς¯)
), ς ∈ D1, (2.30a)
E−(z, t, ς) = ([H3]D1∪D21 (z, t, ς),
[H1]
D2
2 (z, t, ς)
u(ς¯)
), ς ∈ D2, (2.30b)
E−(z, t, ς) = (
[H2]
D3
1 (z, t, ς)
β(ς)
, [H3]
D3∪D4
2 (z, t, ς)), ς ∈ D3, (2.30c)
E+(z, t, ς) = (
[H1]
D4
1 (z, t, ς)
u(ς)
, [H3]
D3∪D4
2 (z, t, ς)), ς ∈ D4. (2.30d)
Above definitions indicate that
detE(z, t, ς) = 1, E(z, t, ς)→ I, ς → ∞. (2.31)
Theorem 2.3. Let that r(z, t) ∈ S, for ς ∈ D¯ j, j = 1, . . . , 4, the function W(z, t, ς) defined by Eq.(2.30a)- Eq.(2.30d)
possess the following jump relation
E−(z, t, ς) = E+(z, t, ς)G(z, t, ς), ς ∈ D¯ j, j = 1, . . . , 4, (2.32)
where
G(z, t, ς) =

G1(z, t, ς), arg(ς2 − 12 ) = pi2 ,
G2(z, t, ς) = G3G−14 G1, arg(ς
2 − 12 ) = pi,
G3(z, t, ς), arg(ς2 − 12 ) = 3pi2 ,
G4(z, t, ς), arg(ς2 − 12 ) = 0,
(2.33)
and
G1(z, t, ς) =
(
1 0
∆(ς)e2iη(ς) 1
)
,
G3(z, t, ς) =
(
1 ∆(ς¯)e−2iη(ς)
0 1
)
,
G4(z, t, ς) =
(
1 −δ(ς)e−2iη(ς)
δ(ς¯)e2iη(ς) 1 − |δ(ς)|2
)
.
Proof. Following[23], one can get Eq.(2.33).
Assumption 2.4. Set that
• u(ς) enjoy 2a possible single roots {ξ j}2aj=1, 2a = 2a1 + 2a2, if one let {ξ j}2a11 ∈ D4, then {ξ¯ j}2a21 ∈ D2.
• β(ς) enjoy 2b possible single roots {µ j}2bj=1, 2b = 2b1 + 2b2, if one let {µ j}2b11 ∈ D1, then {µ¯ j}2b21 ∈ D3.
• The intersection for above possible single roots of β(ς) and u(ς) is empty.
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Proposition 2.5. (The residue conditions) If one remember that β˙(ς) = dβdς , the function W(z, t, ς) defined by Eq.(2.30a)-
Eq.(2.30d) also possess residue conditions as follows
Res{[E(z, t, ς)]1, ξ j} = 1v(ξ j)u˙(ξ j)e
2iη(ξ j)[E(z, t, ξ j)]2, j = 1, · · · , 2a1. (2.34a)
Res{[E(z, t, ς)]2, ξ¯ j} = − 1
v(ξ j)u˙(ξ j)
e−2iη(ξ¯ j)[E(z, t, ξ¯ j)]1, j = 1, · · · , 2a2. (2.34b)
Res{[E(z, t, ς)]1, µ j} = − V(µ¯ j)
u(µ j)β˙(µ j)
e2iη(µ j)[E(z, t, µ j)]1, j = 1, · · · , 2b1. (2.34c)
Res{[E(z, t, ς)]2, µ¯ j} = V(µ¯ j)
u(µ j)β˙(µ j)
e−2iη(µ¯ j)[E(z, t, µ¯ j)]2, j = 1, · · · , 2b2. (2.34d)
Proof. Following[23], we can get above residue conditions.
2.5. The inverse problem
The inverse problem is mainly to reconstruct the potential function r(z, t) from eigenfunctions {H j(z, t, ς)}31. From
section 2.1, we are not difficult to find Q(od)1 = − i2 RQ0σ, and Eq.(2.7) is the solution to Eq.(2.6), which means
r(z, t) = 2ih(z, t)e2i
∫ (z,t)
(0,0) Θ, (2.35)
where H(z, t, ς) related to Φ(z, t, ς) by Eq.(2.11), which is defined as
H(z, t, ς) = I +
h(1)(z, t)
ς
+
h(2)(z, t)
ς2
+ O(
1
ς3
), ς → ∞, (2.36)
if one write h(z, t) for h(1)12 (z, t), above Eq(2.36) is the solution of Eq.(2.12). It follows from Eq.(2.35) and its complex
conjugate that
rr = 4|h|2, rrz − rrz = 4(hhz − hhz) − 16i|h|4.
Then, the 1-form Θ is given by Eq.(2.9) can be express by g(z, t)
Θ = |h|2dz − (2|h|4 + i(hhz − hhz))dt. (2.37)
Hence, one can solve the inverse problem following steps:
(i) First of all, using any one of the functions {H j(z, t, ς)}31 to calculate h(z, t) according to following equation
h(z, t) = lim
ς→∞(ςH j(z, t, ς))12.
(ii) Secondly, get the 1-form Θ(z, t) from Eq.(2.37).
(iii) At last, calculate the potential function r(z, t) according to Eq.(2.35).
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2.6. The global relation
In this subsection, we give the spectral functions u(ς), v(ς),U(ς),V(ς) are not independent but admits a important
relation. In fact, the integral of the 1-form J(z, t, ς) is defined by the Eq.(2.14a) is vanished for the boundary of the
region (ζ, τ) : 0 < ζ < ∞, 0 < τ < t. If one let H(z, t, ς) = H3(z, t, ς) in the 1-form, one obtain∫ 0
∞
e−i(ς
2− 12 )ζσˆ(A1H3)(ζ, 0, ς)dζ +
∫ t
0
e2i(ς
2− 12 )2τσˆ(B1H3)(0, τ, ς)dτ + e2i(ς
2− 12 )2tσˆ
∫ ∞
0
e−i(ς
2− 12 )ζσˆ(A1H3)(ζ, t, ς)dζ
= lim
z→∞ e
−i(ς2− 12 )zσˆ
∫ t
0
e2i(ς
2− 12 )2τσˆ(B1H3)(z, τ, ς)dτ. (2.38)
On the one hand, as result of w(ς) = H3(0, 0, ς), together with Eq.(2.25b), one can see that the first term of the
Eq.(2.38) is
w(ς) − I.
Set z = 0 in the Eq.(2.21a), one get
H3(0, τ, ς) = H1(0, τ, ς)e−2i(ς
2− 12 )2τσˆw(ς), (2.39)
then
e2i(ς
2− 12 )2τσˆ(B1H3)(0, τ, ς) = [e2i(ς
2− 12 )2τσˆ(B1H1)(0, τ, ς)]w(ς). (2.40)
On the other hand, it follows from Eq.(2.40) and Eq.(2.24a) that the second term of the Eq.(2.38) is∫ t
0
e2i(ς
2− 12 )2τσˆ(B1H3)(0, τ, ς)dτ = [e2i(ς
2− 12 )2tσˆB1H1(0, t, ς) − I]w(ς).
Letting r(z, t) ∈ S for z→ ∞, then, Eq.(2.38) turn into
W−1(t, ς)w(ς) + e2i(ς
2− 12 )2tσˆ ×
∫ ∞
0
e−i(ς
2− 12 )ζσˆ(A1H3)(ζ, t, ς)dζ = I, (2.41)
where the first column of Eq.(2.41) is valid for ς2 − 12 in the lower half-plane and the second column of Eq.(2.41) is
valid for ς2 − 12 in the upper half-plane, and W(t, ς) is given by
W−1(t, ς) = e2i(ς
2− 12 )2tσˆH1(0, t, ς),
if one let t = T and remember that W(ς) = W(T, ς), one find that the Eq.(2.41) equal to
W−1(ς)w(ς) + e2i(ς
2− 12 )2T σˆ ×
∫ ∞
0
e−i(ς
2− 12 )ζσˆ(A1H3)(ζ,T, ς)dζ = I. (2.42)
Hence, the (12)-component of Eq.(2.42) is the so-called global relation, which is given by
u(ς)V(ς) − U(ς)v(ς) = e4i(ς2− 12 )2T c+(ς), Imς2 ≥ 0, (2.43)
where c+(ς) defined by
c+(ς) =
∫ ∞
0
e−2i(ς
2− 12 )ζ(A1H3)12(ζ,T, ς)dζ. (2.44)
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3. The spectral functions
Definition 3.1. (u(ς) and v(ς)) We assume that r0(z) = r(z, 0) ∈ S, and defined the map
L1 : {r0(z)} → {u(ς), v(ς)},
by
(v(ς), u(ς))T = [H3]
D3∪D4
2 (z, 0, ς), Im(ς
2 − 1
2
) ≥ 0,
where the expression of H3(z, 0, ς) is
H3(z, 0, ς) = I −
∫ ∞
z
e−i(ς
2− 12 )(ζ−z)σˆ(A1H3)(ζ, 0, ς)dζ,
with A1(z, 0, ς) is expressed by Eq.(2.27a).
Proposition 3.2. The u(ς) and v(ς)) possess the following properties
(i) u(ς) and v(ς)) are analytic and bounded for Im(ς2 − 12 ) > 0 and continue for Im(ς2 − 12 ) ≥ 0.
(ii) u(ς) = 1 + O( 1
ς
), v(ς) = O( 1
ς
) as ς → ∞, Im(ς2 − 12 ) ≥ 0.
(iii) u(ς)u(ς¯) − v(ς)v(ς¯) = 1, ς2 ∈ R.
(iv) u(−ς) = u(ς), v(−ς) = −v(ς), Im(ς2 − 12 ) ≥ 0.
(v) The inverse map of L1 is L−11 =: P1 : {u(ς), v(ς)} → {r0(z)}, is defined by
r0(z) = 2ih(z)e2i
∫ z
0 |h(ζ)|2dζ , h(z) = lim
ς→∞(ςE
(z)(z, ς))12,
where E(z)(z, ς) meets the following Riemann-Hilbert problem.
• E(z)(z, ς) =
 E(z)− (z, ς), Im(ς2 − 12 ) ≤ 0,E(z)+ (z, ς), Im(ς2 − 12 ) ≥ 0, is a piecewise analytical function.
• E(z)− (z, ς) = E(z)+ (z, ς)G(z)(z, ς), (ς2 − 12 ) ∈ R, and
G(z)(z, ς) =
 1 −δ(ς)e2i(ς2− 12 )zδ(ς¯)e−2i(ς2− 12 )z 1 − |δ(ς)|2
 . (3.1)
• E(z)(z, ς) = I + O( 1
ς
), ς → ∞.
• u(k) possess 2a simple zeros {ξ j}2a1 , 2a = 2a1 +2a2, if ξ j ∈ D4, j = 1, 2, · · · , 2a1, then ξ j ∈ D3, j = 1, 2, · · · , 2a2.
• The first column of E(z)+ (z, ς) enjoy simple poles at ς = {ξ¯ j}2a21 . The second column of E(z)− (z, ς) enjoy simple
poles at ς = {ξ j}2a11 . The corresponding residues are expressed by
Res{[E(z)(z, ς)]1, ξ j} = e
−2i(ξ2j− 12 )z
u˙(ξ j)v(ξ j)
[E(z)(z, ξ j)]2, j = 1, 2, · · · , 2a1, (3.2a)
Res{[E(z)(z, ς)]2, ξ¯ j} = e
2i(ξ2j− 12 )z
u˙(ξ j)v(ξ j)
[E(z)(z, ξ¯ j)]1, j = 1, 2, · · · , 2a2. (3.2b)
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Definition 3.3. ( U(ς) and V(ς)). Similarly, we also set that s0(t), s1(t) ∈ S, and define the map
L2 : {s0(t), s1(t)} → {U(ς),V(ς)},
by
(V(ς),U(ς))T = [H1]
D4
2 (z, 0, ς),
where the expression of H1(0, t, ς) is
H1(0, t, ς) = I −
∫ T
t
e2i(ς
2− 12 )2(τ−t)σˆ(B1H1)(0, τ, ς)dτ,
and B1(0, t, ς) is expressed by Eq.(2.27b).
Proposition 3.4. The U(ς) and V(ς) admits the properties as follows
(i) U(ς) and V(ς) are analytic and bounded for Im(ς2 − 12 )2 ≥ 0, if T = ∞, U(ς) and V(ς) ar defined only for
Im(ς2 − 12 )2 ≥ 0.
(ii) U(ς) = 1 + O( 1
ς
),V(ς) = O( 1
ς
) as ς → ∞, Im(ς2 − 12 )2 ≥ 0.
(iii) U(ς)U(ς¯) − V(ς)V(ς¯) = 1, ς ∈ C((ς2 − 12 )2 ∈ R, i f T = ∞).
(iv) U(−ς) = U(ς),V(−ς) = −V(ς).
(v) The inverse map of L2 is L−12 = P2 : {U(ς),V(ς)} → {s0(t), s1(t)}, is defined by
s0(t) = 2ih
(1)
12 (t)e
2i
∫ t
0 Θ2(τ)dτ,
s1(t) = (4h
(3)
12 (t) − |s0(t)|2h(1)12 (t))e2i
∫ t
0 Θ2(τ)dτ − 2is0(t)h(2)22 (t) − is0(t) +
1
2
is0(t)|s0(t)|2, (3.3)
where
Θ2(τ) = 6|h(1)12 |4 − 2(h¯(1)12 h(3)12 + h(1)12 h¯(3)12 ) − 2|h(1)12 |2Re[h(2)22 ],
and the function h( j)(t), j = 1, 2, 3 admits the following asymptotic expansion
E(t)(t, ς) = I +
h(1)(t)
ς
+
h(2)(t)
ς2
+
h(3)(t)
ς3
+ O(
1
ς4
), ς → ∞,
where E(t)(t, ς) meets the following Riemann-Hilbert problem.
• E(t)(t, ς) =
 E(t)− (t, ς), Im(ς2 − 12 )2 ≤ 0,E(t)+ (t, ς), Im(ς2 − 12 )2 ≥ 0, is a piecewise analytical function.
• E(t)− (t, ς) = E(t)+ (t, ς)G(t)(t, ς), (ς2 − 12 )2 ∈ R, and
G(t)(t, ς) =
 1 −
V(ς)
U(ς)
e−4i(ς2−
1
2 )
2t
V(ς)
U(ς) e
4i(ς2− 12 )2t 1
U(ς)U(ς)
 . (3.4)
• E(t)(T, ς) = I + O( 1
ς
), ς → ∞.
• U(ς) possess 2k simple zeros {ε j}2k1 , 2k = 2k1 + 2k2 if Im(ε2j − 12 )2 > 0, j = 1, 2, · · · , 2k1, then Im(ε2j − 12 )2 <
0, j = 1, 2, · · · , 2k2.
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• The first column of E(t)+ (t, ς) enjoy simple poles at ς = {ε¯ j}2k21 , the second column of E(t)− (t, ς) enjoy simple poles
at ς = {ε j}2k21 . The corresponding residues are expressed by
Res{[E(t)(t, ς)]1, ε j} = e
4i(ε2j− 12 )2t
U˙(ε j)V(ε j)
[E(t)(t, ε j)]2, j = 1, 2, · · · , 2k1, (3.5a)
Res{[E(t)(t, k)]2, ε¯ j} = e
−4i(ε¯2j− 12 )2t
U˙(ε¯ j)V(ε¯ j)
[E(t)(t, ε¯ j)]1, j = 1, 2, · · · , 2k2. (3.5b)
4. The Riemann-Hilbert problem
Theorem 4.1. Set that r0(z) ∈ S(R+), the functions w(ς) and W(ς) are defined by u(ς), v(ς), U(ς),V(ς) are given
by Eq.(2.28), respectively. Assume that functions u(ς) and β(ς) possible simple zeros are showed in Assumption 2.4.
Therefore, the function E(z, t, ς) conform to the following Riemann-Hilbert problem:
• E(z, t, ς) is the slice analytic function for ς ∈ D j and continues to D¯ j, ( j = 1, . . . , 4).
• E(z, t, ς) come into being jumps on the curves {D¯ j}41 and admits the jump relation given by Theorem 2.3.
• E(z, t, ς) = I + O( 1
ς
), ς → ∞.
• E(z, t, ς) meets the residue conditions given by Proposition 2.5.
Hence, the function E(z, t, ς) is only existing. Then, one can using E(z, t, ς) to define r(z, t) as follows
r(z, t) = 2ih(z, t)e2i
∫ (z,t)
(0,0) Θ, h(z, t) = lim
ς→∞(ςE(z, t, ς))12,
Θ = |h|2dz − (2|h|4 + i(hhz − hhz))dt (4.1)
thus, the function r(z, t) is a solution of the CLL-NLS equation(1.5). Furthermore, r(z, 0) = r0(z), r(0, t) = s0(t), rz(0, t) =
s1(t).
Proof. Indeed, one can demonstrate that above Riemann-Hilbert problem following [23].
5. Conclusions and discussions
In this paper, one use UT approach to discuss the IBVPs of the CLL-NLS equation (1.5), one can also discuss
Eq.(1.5) on a finite interval, and with help of the Deift-Zhou method [34] to analyze the asymptotic behavior for
Eq.(1.5). Since the RH problem is equivalent to Gel’fand-Levitan-Marchenko(GLM) theory, one can obtain the
soliton solution of Eq.(1.5) by solving the GLM equation following[35], which are our future investigation work.
Appendix: Recovering s0(t) and s1(t)
In this appendix, one will derive s0(t) and s1(t) from E(t) lead to Eq.(3.3). Assume that H(z, t, ς) is a solution of
Eq.(2.12). Substituting Eq.(2.7) into Eq.(2.5b) and comparing the coefficient for O(ς) yield
iσRzQ0 = −4iQ(od)3 σ + 2RQ(d)2 + iR2σQ(od)1 + RQ0 +
1
2
R3Q0. (.1)
where Φ(z, t, ς) is the solution of Eq.(2.6) enjoy following form
Φ(z, t, ς) = Q0 +
Q1
ς
+
Q2
ς2
+
Q3
ς3
+ O(
1
ς4
), ς → ∞.
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Since Φ(z, t, ς) is related to H(z, t, ς) is defined by Eq.(2.11), we have written
Q0 =
 Q(0)11 00 Q(0)22
 ,H(z, t, ς) =
 H11 H12H21 H22
 ,
then, we have
Φ(z, t, ς) =
 Q(0)11 H11 Q(0)22 e2i
∫ (z,t)
(0,0) ΘH12
Q(0)11 e
−2i ∫ (z,t)(0,0) ΘH21 Q(0)22 H22
 .
If one set
H(z, t, ς) = I +
h(1)
ς
+
h(2)
ς2
+
h(3)
ς3
+ O(
1
ς4
), ς → ∞.
then the (12)-entry of Eq.(.1) gives
rz = 4h
(3)
12 e
2i
∫ (z,t)
(0,0) Θ − 2irh(2)22 − |r|2h(1)12 e2i
∫ (z,t)
(0,0) Θ − ir + 1
2
ir|r|2 (.2)
Take the complex conjugate yield
r¯z = 4h¯
(3)
12 e
−2i ∫ (z,t)(0,0) Θ + 2ir¯h¯(2)22 − |r|2h¯(1)12 e−2i
∫ (z,t)
(0,0) Θ + ir¯ − 1
2
ir¯|r|2 (.3)
At the same time, from Eq.(2.35) one finds
r(z, t) = 2ih(1)12 e
2i
∫ (z,t)
(0,0) Θ, r¯(z, t) = −2ih¯(1)12 e−2i
∫ (z,t)
(0,0) Θ, (.4)
It follows from Eqs.(.2)-(.4) that
r¯rz − rr¯z = −8i(h¯(1)12 h(3)12 + h(1)12 h¯(3)12 ) + 4irr¯h(1)12 h¯(1)12 − 2irr¯Re[h(2)22 ] − 2irr¯ + ir2r¯2, (.5)
which means that the coefficient Θ2 = 18 |r|4 − i4 (r¯rz − rr¯z) of dt in the differential form Θ is defined in Eq.(2.10) can
be expressed as
Θ2 =
1
8
|r|4 − 2(h¯(1)12 h(3)12 + h(1)12 h¯(3)12 ) + rr¯h(1)12 h¯(1)12 −
1
2
rr¯Re[h(2)22 ], (.6)
Owing to rr¯ = 4|h(1)12 |2, we calculate Eq.(.2),(.4)-(.7) at z = 0 yields
s0(t) = 2ih
(1)
12 (t)e
2i
∫ t
0 Θ2(τ)dτ,
s1(t) = (4h
(3)
12 (t) − |s0(t)|2h(1)12 (t))e2i
∫ t
0 Θ2(τ)dτ − 2is0(t)h(2)22 (t) − is0(t) +
1
2
is0(t)|s0(t)|2, (.7)
with
Θ2(τ) = 6|h(1)12 |4 − 2(h¯(1)12 h(3)12 + h(1)12 h¯(3)12 ) − 2|h(1)12 |2Re[h(2)22 ], (.8)
and the function h( j)(t), j = 1, 2, 3 determined by following asymptotic expansion
E(t)(t, ς) = I +
h(1)(t)
ς
+
h(2)(t)
ς2
+
h(3)(t)
ς3
+ O(
1
ς4
), ς → ∞. (.9)
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