The excitation energies of impurities in semiconductors, as well as their donor and acceptor ionization energies, represent a combination of one-electron and many-electron multiplet effects, where the latter contribution becomes increasingly significant as localized states are formed. Analysis of the absorption and ionization data for 3d impurities is often obscured by the inability of contemporary multiplet theories (e.g. , the Tanabe-Sugano approach) to separate these two contributions and by the inadequacy of mean-field, one-electron theories that neglect multiplet effects altogether. We present a novel theory of the multiplet structure of localized impurities in semiconductors that circumvents the major shortcomings of the classical Tanabe (aEMc-aE) 
I. INTRODUCTION
The absorption spectra of transition-atom (TA) doped semiconductors show a series of rather sharp transitions at sub-band-gap energies (e.g. , Refs. 1 -20) that bear little resemblance to the single-particle excitations predicted by one-electron models (e.g. , . For example, Fig. 1 depicts the absorption spectra of Co + impurity in a variety of tetrahedrally coordinated systems of varying covalency. Three well-resolved electronic transitions labeled in the figure, T2, T&(F), and 1'&(P), are observed with their attendant fine structure. One-electron models, ' ' ' on the other hand, predict the existence of e and t impurity levels in the lowest quarter of the band gap (or even inside the valence band in GaP), assuming the configurations e t and e t in III-V and II-VI semiconductors, respectively. The excitation energies predicted by such models (e.g. , in II-VI semiconductors e r~e t and e t~e t ) are at odds with experiment.
The same is true for other 3d impurities. Table I provides a compilation ' of some of the best-established d~d transition energies for 3d impurities in ZnO, ZnS, ZnSe, and GaP. Attempts to correlate these transitions with differences in one-electron energy levels (or even with total-energy differences) available in the literature2' have met with little success. Similarly, the one-electron intraband d~d excitations associated with the band structure ' ' of Mott insulators such as bulk CoO and NiO (the stoichiometric limit of 3d impurities) bear little resemblance to the low-energy optical spectrum of these materials, as band theory predicts these wide-band-gap insulators to be metals (at least above the Neel temperature ).
Substantial discrepanci. es between theory and experiment also exist regarding the ordering of ionization energies' and the total spin of the ground-state wave functions determined by electron paramagnetic resonance (EPR).
The former problem is manifested in the data for the ionization spectra from the valence band (VB), e.g. ,
(VBpt" -+(VBp 'r" +' (single acceptors), and for the ionization spectra to the conduction band (CB), e.g. , (CB) t "~(CB)'r" ' (single donors). Table II [Refs. 3, 4, 6, 7, 10, 13, 14, 15(c) (a) (CoC4)2, Ref. 20; (b) ZnO:Co, Ref. 19 ; (c) ('T, ) 2.529' ( T2) 2.666' ('E) 0.442 (5T2) 2.073d( 3A ) 2.138 ( 1.53 (max) 0.413 '( T2) 0. 559I' ( Tg) 1.051~('T, ) 1.500" ( Tl) b"tt(m, n;m', n') =ET(e t" ) Ez (e t")-,
EM'F(0/+ ) = E(r(C )8't" ') -ET((CB) t"), EM'F(0/+)=ET((CB)'e ') -Er((CB) e ) . (7) Acceptor transitions analogous to Eqs. (4) and (5) (4) - (7) are to be calculated for the lattice-and wave-function-relaxed systems, whereas for vertical (optical) excitations, the energy in Eq. (3) HMF( -/0) =ET((VB)" 't"+') -ET((VB)"t" ), (4) or to an e level, HM"( -/0) =ET((VB)F 'e +') -ET((VB)ee~) . (5) (3) is replaced by the excitation energy E,", =b, ,tt(m, n;m'n')+[bE'J)(m', n') b-E"(m, n)] . (13) The single-acceptor energy of Eqs. (4) and (5) (6) and (7) changes, correspondingly, to
and the Coulomb energies of Eq. (10) are replaced by The striking difference is that in the Tanabe-SuganoKamimura formalism the separation between these multiplets does not depend on C at all, while in the present formalism it always has a contribution from Cp. The central point here is that our transformation identifies both bare-ion (b, c") and average multiplet effects (b, ) in the effective crystal-field splitting b, ,rf of Eq. (32) (Table I) . (a) The effective crystal-field separation A,ff, (b) e-orbital deformation parameter A, " (c) Fig. 4 (Fig. 3) Fig. 2(d) ]. The dotted-dashed lines in Fig. 10 Fig. 10(a) ].
Hence, we predict from this analysis that the solubility of a 3d ion would increase rapidly as the covalency of the host crystal is reduced in going from Si to III-V and II-VI semiconductors. Few observations are in line. We note that the multiplet destabilization is larger than the crystal-field stabilization, so that sum of the two contributions (solid line in Fig. 10) is positiue, having, hence, a net destabilizing effect. Open-shell contributions are thus more properly termed "crystal-field destabilization" ef- 
VIII. CHEMICAL TRENDS FOR EXCITATION AND IONIZATION ENERGIES A. d~d excitation energies
Having obtained the mean-field parameters A,"A,"and b, ,rr from the absorption spectra, we are in a position to evaluate the multiplet correction ionizations. The labels e or t refer to the one-electron orbital being ionized.
cited states. Second, the multiplet corrections have a maximum at Mn for all three excited states, and they decrease monotonically on both sides of the 3d series. These corrections can be substantial even if the spin is conserved in the excitation process. Third, multiplet corrections for excitations can be both positive (increasing the energy relative to the MF results} and negative (producing a lower excitation energy relative to the MF results, e.g. , the second excited state of Co). Fourth, there is no overall trend in the multiplet correction with the excitation energy; however, the corrections are reduced with the covalency of the host crystal. Nevertheless, the corrections for the second and third excited states are substantial on the physically relevant scale of the band gap (up to 80%%uo of the gap even in GaP). We conclude that with the exception of the first excited state in all impurities but Mn, a correct mean-field electronic-structure calculation cannot Fig. 2(a) ].
By subtracting the multiplet corrections b,M( -/0) and b,E(0/+) ] from the observed acceptor and donor energies, respectively (Table II) , we can obtain [cf. Eqs. (14) and (15) See Table II for references to the experimental work. The thin solid lines denote the positions of the transition-state oneelectron levels deduced from the data. Note that the observed activation energies are nonmonotonic, whereas the deduced one-electron levels (from which the multiplet correction has been substracted) are monotonic. The dominant one-electron configurations involved in the transitions [Eqs. (4) - (9) Refs. 6(a) and (b) and Table II ].
The trends observed in Fig. 16 Fig. 17(b Fig. 17(b) and are seen to have a monotonically decreasing binding energy as one goes backwards in the 3d series, much like the one-electron e and t2 levels for 3d impurities in Gap [ Fig. 16(c) Notice that U++ U is the atomic 3d
Coulomb energy U' "', analogous to the impurity Coulomb energy in Eqs. (4) and (5) In the present work we avoid these problematics altogether by using a Hartree-Fock -type approach merely for separating the total energy into average multiplet effects and distinct multiplet effects. We then invoke Slater's ansatz that the total mean-field energy corresponds to an average over multiplet energies. We do not attempt to calculate the distinct multiplet energies from local-density theory, as attempted before. Instead, we identify differences in mean-field total energies with the corresponding differences in average multiplet energies [Eqs. (3) - (11)] and correct these differences for distinct multiplet effects [Eqs. (12) - (16) 
