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CHAPTER 1
Some random thoughts on quantum systems
Example is the school of mankind, and
they will learn at no other.
Letters on a Regicide Peace
Edmund Burke
The quantum information community is a melting pot of experimental and
theoretical physicists, computer scientists, engineers, mathematicians, and even
the occasional philosopher and/or crackpot. This wide spectrum of schooling is
reflected in the diversity of results being pursued and published. In broad terms,
these can be classified into four major schools of research;
(i) Quantum communication theory [1] studies the use of quantum logic to
store, transmit, and retrieve either classical or quantum information. Also,
researchers in this field are trying to define exactly what the difference is
between classical and quantum information.
(ii) Quantum cryptography [1] studies the use of intrinsic quantum properties
of physical communication channels for cryptographic tasks. Although a
myriad of different protocols exist, the key idea behind quantum cryptography
is that it is impossible to eavesdrop on quantum communication without
being detected by the sender or the intended receiver.
(iii) Quantum computation theory [1] aims to leverage the probabilistic quan-
tum logic into a universal computation theory. Its ultimate goal is to build
large-scale functional quantum computers which can tackle problems out of
reach for classical computers, such as efficient simulation of protein folding.
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For some problems, quantum computation theory promises an exponential
speedup over classical computation devices.
(iv) Foundations of quantum mechanics [2, 3, 4, 5]. Researchers in this field
aim to amend our incomplete understanding of quantum theory by providing
an information-theoretical framework to replace the standard axioms of
quantum mechanics. Among other things, these scientists seek to provide a
satisfying answer to the so-called measurement problem.
As a group though, the quantum information community aims to push the bound-
aries of the idea that information is physical to the very limits of our theoretical
and experimental understanding of the universe(s).
The introduction of information as a physical quantity, and information theory
in general, into the framework of quantum mechanics results in some rather strange
and perhaps unexpected considerations. Even some of the greatest scientific minds
of the modern world have struggled with the implications of this marriage between
information theory and quantum mechanics. The probabilistic nature of quantum
theory led Albert Einstein to initially reject quantum mechanics as a complete
physical theory, stating “Quantum mechanics is certainly imposing. But an inner
voice tells me that it is not yet the real thing. The theory says a lot, but does
not really bring us any closer to the secret of the ’old one’. I, at any rate, am
convinced that He [God] does not throw dice.”. Eistein also derided the notion of
entanglement, which plays a pivotal role in quantum information theory, as ‘spooky
action at a distance’, since in his mind, it violated the idea that information cannot
be transmitted faster than at the speed of light.
Even though few physicists today share Einstein’s specific objections to quan-
tum mechanics, the theory is still littered with enough strange concepts and ideas
to divide physicists on the question of how the mathematics of quantum mechanics
should be interpreted as a physical theory. Currently, there are over a dozen
possible interpretations to bridge this gap between mathematics and reality.
This division over how quantum mechanics should be interpreted, can, to a
large degree, be reduced to our inability to integrate our macroscopic understanding
of the universe in a quantum mechanical setting. We can create the machinery
to probe the very building blocks of the universe, but we only have a heuristic
understanding of how such a machine is able to give us any measurement results.
We can measure the spins of individual electrons, but fail to understand the process
that produces the up-or-down result on our computer screens. We turn some knobs
and tighten some screw and somehow, almost magically, a ↑, a +, a 1 appears on
our computer screen to tell us that by turning that knob and tightening that screw,
we have ‘measured’ the spin of an electron and it’s ↑ or + or 1.
If quantum mechanics is really the language of the universe, then turning a
knob or tightening a screw should also be described by quantum mechanics, just
like the single electron that we are studying. If we look at that screw under a
microscope, then we see that it is indeed composed of electrons, neutrons and
protons, all particles that move according to the rules of quantum mechanics. Yet
3no physicist in his right mind would ever attempt to describe all those electrons,
protons, and neutrons in that screw as a single quantum system.
The problem with such an attempt is one of scale. There are simply too many
electrons, protons and neutrons to keep track of and each additional electron or
proton doubles the effort it takes to describe such a system using the quantum
formalism. Not even the fastest computers in the world can keep up with such
systems. In fact, the best we can do at the moment, is simulating about 15 electrons
simultaneously and if Moore’s law keeps up, then in two years time, we will be able
to simulate 16. In another two years, 17 and it would take roughly till the end of
the universe before we can simulate just one single little screw.
The realization that attempting to describe macroscopic objects by keeping
track of the individual microscopic constituents and applying the laws of quantum
mechanics to those objects is futile, has led physicists to consider statistical
techniques that interpolate between this microscopic quantum world and the
macroscopic classical world in which we live.
In this thesis we discuss two rather distinct statistical approaches for describing
large scale quantum systems. In reverse chronological order, these are approaches
based on free random variables and quasi-free fermionic structures. In spite of
what their names might suggest, both are rather different approaches to deal with
complexity in quantum systems. This distinction is reflected in the structure of
this document. Chapter 2 deals with quasi-free structures in quantum information
theory, and chapter 3 and 4 deals with the constructing of a reduced description
using free random variables. Both parts are self-contained with their own proper
introduction and conclusions. The current chapter does contain two short primers
on these subjects, before we paint a more complete picture in the following chapters.
The quasi-free approximation
Most descriptions of large quantum mechanical systems rely on either approxi-
mations or specialize to specific types of systems which reduce the complexity of
characterizing the states of a quantum system. One very successful such scheme is
the quasi-free approximation. For systems of bosons or fermions, only states with
a particular combinatorial structure are considered. Very roughly speaking, such
quasi-free states are the bosonic and fermionic analogues of independent particles
in a quantum setting. Any multi-particle quasi-free state is completely determined
by the two-point correlation functions associated to that state. That is, if we know
how any two particles behave, than we can calculate efficiently how any three or
more particles behave.
By restricting ourselves to the study of quasi-free states, we effectively reduce
the complexity of calculating physical quantities exponentially. For bosonic systems,
this feature was recognized early on by the quantum information theory community
and a wealth of results on such systems have been published. In contrast, the
fermionic quasi-free systems have gone largely unnoticed by the same community.
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In chapter 2, we wil look at quasi-free fermionic systems from an information-
theoretical point of view and how the quasi-free approximation can be of use to
the quantum information theory community. To that end, we deduce reduced
expressions for several entropic measures. Additionally, we completely characterize
the set of dynamical evolutions which are amenable to the quasi-free structure of
our states.
Household interactions in quantum mechanics
One of the crown achievements of quantum mechanics is the description of all
possible dynamical evolutions a finite quantum system can undergo in terms of
Kraus operators. In the Schrödinger picture, this means that for any time t, the
time evolution of a density matrix ρ describing a physical system at time t = 0 can
be expressed as
αt(ρ) =
∑
k
VkρV
∗
k , (1.1)
such the Kraus operators Vk satisfy a normalization condition,
V ∗k Vk = 1. (1.2)
Although there is still some debate [6] on whether this classification is complete,
it is hard to argue against the defining characteristics of evolutions described by
(1.1). Any such evolution of a system is linear and amenable to imbedding the
system in a larger system, i.e. completely positive. Such an imbedding not only
allows for a joint description of multiple systems, it can also be shown that
any evolution described by Kraus operators can be written as a truncation of a
unitary time evolution of a larger system, i.e. there exists a density matrix σ and
Hamiltonian H such that
αt(ρ) = Tr2 e
itHρ⊗ σe−itH . (1.3)
Evolutions described by Kraus operators are thus exactly those which have a nice
system-environment representation.
At the same time, evolutions of the form (1.1) are the only evolutions which
have the above characteristics and so one could argue that linearity and complete
positivity serve as a minimal set of physical requirements for a realistic evolution
of a quantum system.
This presupposed equivalence between physical evolutions and their mathe-
matical representation in terms of Kraus operators has had a massive impact on
quantum information theory. For information-theoretical questions, the traditional
picture of small, controllable systems in contact with a large, inaccessible environ-
ment has largely been abandoned in favor of a black box description1 in terms of
Kraus operators.
1In classical discrete information theory, a similar shift occurred in the twentieth century. The
5There are many reasons for this focus on Kraus operators, but perhaps the most
pertinent one is the computational ease. The physically relevant environment of a
system under observation is often quite large, much larger than the system itself.
Explicitly computing a time evolution as in (1.3) is not an easy problem. For finite
systems, the Hamiltonian H is a finite-size matrix and the most computationally
intensive task is diagonalizing this matrix H. For generic Hamiltonians, the
computational complexity of this task scales with the cube of the size of the matrix.
The corresponding description in terms of Kraus operators only involves mul-
tiplications of matrices of a size corresponding to the size of the system under
observation. The system size is often negligible compared to the size of the en-
vironment and so computing the evolution becomes a much more manageable
problem.
Although mathematically equivalent, determining a set of Kraus operators for
a system-environment interaction is often impractical if not impossible. It is easier
to go the other way around and derive a system-environment representation for
a system undergoing an evolution as in (1.1). However, such a representation is
not unique and by no means should such a representation be interpreted as the
underlying ‘actual’ physical process. Any completely positive evolution of a finite
system can be represented as a system-environment interaction on a space only
twice the size of the original space. For a qubit whose underlying Hilbert space
is C2, any completely positive map acting on this qubit can be represented as a
truncation of a unitary evolution on C4. Typically, the relevant environment of any
physically implemented qubit will be far larger than this and so a representation on
C4 will not correspond to the actual physical process summarized by an interaction
of the form (1.1).
focus of research came to rest on the logical operations permitted on a string of bits, rather than
on the physical interactions implementing them. The benefits of this were huge, as this allowed
scientists to study information and computation models independently from the physical systems
which actually implemented them. Perhaps the most physically striking result which came about
as a consequence of this program was Shannon’s noisy coding theorem, which effectively set
bounds for the amount of information which can be exchanged between classical physical systems.
It also confirmed the intuitive idea that two identical information transmission channels should
be able to transmit information twice as as fast as one of these channels.
It should thus not come as a surprise that a similar program was attempted in quantum
information theory and for many years, decades even, the hunt was on for a quantum analogue of
Shannon’s noisy coding theorem. This hunt came to a, for many, abrupt end when it was shown
by Hastings and others that, in contrast to the classical case, quantum systems can have wildly
different behavior when it comes to their information transmission capacities. For some, the old
classical rule that two identical systems are exactly twice as good at transmitting information
as one of these systems still holds. For the new examples by Hastings, it fails dramatically and
somehow quantum mechanics allows for superadditive behavior. Unfortunately, there is, as of yet,
no clear answer to the question why it should fail.
One of the major hurdles in tackling this problem is exactly this dichotomy between the logical
operation description (Kraus operators) and the physical processes implementing them. So,
although we know that systems should exist which violate Shannon’s theorem on a quantum level,
we have no idea what these systems, or more to the point, their environments are; what type of
particles make up these environments, if there is a temperature dependence, if a temperature can
be defined at all.
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Unfortunately, this means there is a rather large gap between the two descrip-
tions and the mathematical convenience of Kraus operators has to be weighed
against the use of physically motivated parameters such as the temperature or
pressure of the environment in dynamical models.
Intermediate level description in terms of master equations can bring some
relief to this matter. The temperature of the environment is often a conveniently
accessible parameter in such a description. The tradeoff for this is imbedded in
the derivation of such master equations. With a few exceptions, master equations
describing dissipative evolutions of quantum systems rely on a weak coupling limit
or other types of approximation. While the coarse-grained behavior of quantum
systems can often be described rather well by such approximations, the short
timescales required for quantum computation drive us to consider less restrictive
schemes.
In chapter 4 we consider a composite system consisting of a tightly controllable
quantum system in contact with a large, mostly inaccessible environment. The
interaction between the system of interest and the environment is assumed to be
composed of large unitarily invariant random matrices. Such models have been
considered before in [7, 8, 9, 10, 11, 12, 13].
It is our aim to trace out the interaction terms and in doing so obtain reduced
states and dynamics of the stable observables. This problem is generally intractable
unless we limit our attention to an extreme form of randomness for the coupling
observables, namely to the asymptotic regime of suitably scaled high dimensional
random matrices.
In this limit, the randomness of the interaction terms freezes and mixed
moments of both the interaction terms and the unperturbed Hamiltonian become
deterministic; the unperturbed Hamiltonian and the interaction terms converge
asymptotically to a free family of random variables. Alternatively, if sufficient
structure is imposed on the nature of the interaction terms, the family can be free
with amalgamation over the algebra of system observables.
The emergence of freeness in this model effectively reduces the information
needed to describe the time evolution of the system of interest to an understanding
of the spectral properties of the interaction terms and of the full operator structure
of the unperturbed Hamiltonian. If we additionally assume that the initial state
of the environment is invariant under the unperturbed dynamics, the needed
information further reduces to only knowledge of macroscopic properties of the
initial environmental state and spectral properties of the unperturbed Hamiltonian
and the interaction terms. It then becomes feasible to explicitly calculate the
dynamical behavior of observables associated to the system of interest, irrespective
of the type of environment.
It should be stressed that no approximations like replacing Hamiltonians by
effective Hamiltonians, assuming particular decoupling schemes or assuming the
existence of well-separated time scales are involved. Not surprisingly, the equations
governing such reduced dynamics are quite complicated, but some simple cases can
be analyzed.
7Outline of the thesis
This documents consists of two main parts and three chapter. To elucidate the
underlying structure of this thesis, we provide a brief outline.
• Chapter 2 is self-contained. The basic concepts of fermionic systems and quasi-
free structures in quantum mechanics are briefly introduced and references
to more complete reference works are provided for the interested reader.
Next, we introduce the protagonists in our quasi-free story, the exponential
elements. The basic properties of this elements are deduced and quickly put
to use to prove main results of this chapter.
As a first application, we derive reduced formulas to calculate various entropic
measures for generic quasi-free states. These formulas reduce the complexity
of these measures exponentially; they only require knowledge of the one-
particle state.
The second novelty in this chapter is the full classification of all positive linear
maps which preserve the quasi-free nature of quantum states. The completely
positive maps which preserve the quasi-free nature are also identified and
explicit conditions are derived which characterize them in full.
• Chapter 3 is a crash course in free probability, which is the main tool used
in chapter 4. The knowledgeable reader is still invited to flip through this
chapter as some non-standard nomenclature and notation are introduced in
this chapter.
• In chapter 4 we consider composite systems consisting of a tightly controllable
quantum system in contact with a large, mostly inaccessible environment. The
interaction between the system of interest and the environment is assumed
to be composed of large, unitarily invariant random matrices. In the limit of
an infinite environment, these unitarily invariant random matrices converge
to an (amalgamated) free family of random variables.
In this limit, the random correlations between the interaction terms and
the unperturbed Hamiltonian freeze and an almost deterministic dynamics
appears. This dynamics is investigated using the results introduced in chapter
3. Unfortunately, the existing techniques in free probability theory do not
suffice to analyze such quantum mechanical systems properly. A large part
of this chapter is thus devoted to the development of new techniques which
do allow an in-depth study of these systems.
Using these new techniques we then study the dynamics of such freely
interacting systems and derive general equations which describe such systems.
To illustrate the general results, we discuss some explicit examples.
This thesis deals with two rather different notions of canonical correlations
in quantum mechanics. The first part coincides with the first chapter and deals
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with quasi-free structures in quantum information theory. The second part consists
of chapters three and four and deals with free structures in quantum mechanics.
Contrary to what their names suggest, quasi-free and free structures are completely
different in both their nature and philosophy. As such, there is no ‘conclusions’
chapter at the end of this thesis. The final section of chapters 2 and 4 subsume
the role of a central conclusions chapter and tie up the loose ends for each part.
CHAPTER 2
Quasi-free structures in quantum information theory
There are not too many classes of states or quantum operations that can be
handled in detail. Well-known examples of tractable classes are gaussian structures
in bosonic systems [14], free structures in non-commutative probability theory1 and
exchangeable states and maps for spin systems [15, 16]. Although the systems under
consideration can often be quite large, even infinite, the computational complexity
of most associated quantities in these settings is many orders of magnitude lower
than what one encounters in more general systems. Gaussian states in particular
have been used in quantum optics to that effect for many years.
Perhaps because of the close link between the two fields, gaussian states were
also the first of the aforementioned classes to come under consideration in quantum
information theory. Recent years have seen a large amount2 of work done on their
role in bosonic systems, see for instance [17].
Rather remarkably, the fermionic counterparts to gaussian structures, quasi-
free fermionic systems [14], do not share the same popularity in the quantum
information community as their bosonic cousins. In field theory and statistical
mechanics, such effective free evolutions and states have been used extensively as an
approximation to interacting systems, a well-known example being the Hartree-Fock
approximation. Even more so than for bosonic systems the Fermi statistics often
dominates the interaction and effective quasi-free approximations tend to be quite
realistic, though much more tractable.
The main simplifying feature lies in the particular combinatorial properties of
1These will be analyzed in chapters 3 and 4.
2Merely typing in the keyword ‘gaussian’ in the quantum theory frontend of the arxiv returns
at present over 250 research papers.
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correlation functions of states and dynamical mappings. In fact, the states and
dynamics are fully determined by one-particle operators. As the dimension of the
observables increases exponentially with the dimension of the one-particle space
we obtain a very significant reduction of complexity.
Fermionic systems and quasi-free states should be of particular interest to
information theorists. Any N -qubit system can be mapped on an interacting system
of fermions by the so-called Jordan-Wigner isomorphism. A particular subset of
quantum operations on qubits can then be identified with quasi-free evolutions of
fermionic systems and in these problems quasi-free states play an important role.
A recent article dealing with this duality between fermions and qubits is [18].
The connection between interacting fermions and general qubit system is not
a mere mathematical curiosity. Many of the proposed physical realizations of
quantum computers are implementations in systems of fermions. However the
actual encoding of qubits is done in such systems, the underlying physical reality
determines the stability and usefulness of a quantum computer.
In this chapter we summarize some known results on quasi-free states and
introduce a convenient computational tool, dubbed exponential elements. These
exponential elements allow us to efficiently compute reduced formula’s for entropic
quantities which are of interest to the quantum information community.
In addition to this, we derive a full characterization of all completely positive
and positive maps which preserve the quasi-free nature of states. Before, only a
subset of these maps were known.
A word on notation
The symbol ⊗ is well-known as a notation for the tensor product of two or more
objects. In this chapter, we will use the symbol ∧ to denote the antisymmetric
tensor product of vectors, operators and even algebras. Although the meaning of
the symbol will change depending on the setting in which it is used, restricting
ourselves to a single symbol greatly simplifies the notation and looks, at least to a
physicist’s eye, more elegant. As is often the case with degenerate notations, the
context should specify which version of the wedge we are talking about.
2.1 Algebraics of fermionic systems
The quantum mechanical description of many-particle systems, and in particular
systems of fermions, is firmly connected to the mathematical concept of Fock spaces.
Given a d-dimensional Hilbert space H which describes the possible pure states
of a single particle, a system consisting of arbitrarily many such particles can be
linked to a particular3 infinite-dimensional separable Hilbert space Γ(H), called
3It is an interesting observation of Hilbert space theory that any finite dimensional Hilbert
space H results in the same Γ(H). More precisely, for any two finite Hilbert spaces H1 and H2,
Γ(H1) is isomorphic to Γ(H2). Physically this could be summarized as: “Full Fock space doesn’t
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full Fock space,
Γ(H) =
∞⊕
k=0
⊗kH. (2.1)
Every vector in this space corresponds to a possible pure state of a system with an
unspecified number of particles. The kth summand in (2.1),
⊗k H = H⊗ . . .⊗H︸ ︷︷ ︸
k factors
(2.2)
describes a system with exactly k particles. Any vector which belongs to this
Hilbert space ⊗kH is called a k-particle vector and the associated state a k-particle
pure state.
The nature of fermions, which have to obey the Pauli exclusion principle,
restricts the possible multi-particle states to those which are antisymmetric under
permutation of the Hilbert space factors in (2.2). The pure k-particle states are
thus all of the form,4
ϕ1 ∧ ϕ2 ∧ . . . ∧ ϕk := 1√
k!
∑
σ
(σ)ϕσ(1) ⊗ ϕσ(2) ⊗ . . .⊗ ϕσ(k) ,
where σ runs over all permutations of the k indices and (σ) = ± depending on the
parity of the permutation, + if even, − if odd. The Hilbert space which is spanned
by all such linear combinations is denoted ∧kH or H(k) and the corresponding
subspace Γa(H) is called an antisymmetric or fermionic Fock space,
Γa(H) :=
∞⊕
k=0
H(k).
Remark that the dimension of this Hilbert space is only 2d whereas full Fock space
is an infinite-dimensional vector space. This also means that the antisymmetric
Fock spaces depend on the number of degrees of freedom of a single particle, in
contrast to full Fock space, which is oblivious to the degrees of freedom of a single
particle and even to the notion of a particle itself.
Mixed states and observables
An operational description, which allows for open systems containing fermions,
requires an algebraic framework which is consistent with the Hilbert space setting
we introduced above. Depending on the level of accuracy or the type of processes,
which are considered relevant for the problem at hand, different algebraic settings
can be used. Below we introduce three such settings where the last two can
be considered reduced descriptions of their predecessor: the CAR-algebra, the
GICAR-algebra and quasi-free systems, which are not strictly identified with a
count degrees of freedom.”
4This expression is sometimes called a Slater determinant.
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proper algebra, but only with a subset of algebraic operations. Quasi-free system
are the central notion in this chapter and so the description of quasi-free structures
has been split off into two proper sections, section 2.2 which introduces quasi-free
states and section 2.3 which expands on quasi-free maps.
2.1.1 The canonical anticommutation relations
Fermionic Fock spaces can also be constructed in a different way. Any vector ϕ
of a d-dimensional Hilbert space H induces a linear operator a∗(ϕ) from H(k) to
H(k+1). The action of a∗(ϕ) is first given on elementary vectors and then linearly
extended to the whole space,
a∗(ϕ)(ψ1 ∧ . . . ∧ ψk) := ϕ ∧ ψ1 ∧ . . . ∧ ψk.
The operator a∗(ϕ) is called a creation operator, its adjoint, a(ϕ), an annihilation
operator. In effect, they emulate the addition or removal of a single fermion in
the state ϕ to or from a system of fermions . By repeatedly applying creation
operators to the vacuum vector Ω, we can build up the entire fermionic Fock space,
ψ1 ∧ . . . ∧ ψk = a∗(ψ1) . . . a∗(ψk) Ω .
Although we will not use this language very frequently, the operators defined above
satisfy exactly the canonical anticommutation relations required for a quantum
mechanical description of fermions,
{a(ϕ), a(ψ)} = 0 and {a(ϕ), a∗(ψ)} = 〈ϕ , ψ〉1. (2.3)
The C∗-algebra generated by the creation and annihilation operators is called
the CAR algebra in reference to the important commutation relations (2.3). It
coincides with the algebra of linear transformations of the antisymmetric Fock
space Γa(H). This algebra is in fact a universal algebra since it is the unique
C∗-algebra generated by a unit element 1 and by {a(ϕ) : ϕ ∈ H} such that the
operators a(ϕ) satisfy the CAR conditions and that the map ϕ 7→ a(ϕ) is complex
antilinear. We denote it by A(H).
The following lemma will be needed later on. It is well-known, so we state it
without proof, see [14].
Lemma 2.1. Suppose that ω is an even state, i.e. vanishes on monomials in
creation and annihilation operators with an odd number of factors, on A(H) and
that σ is a state on A(K); then there exists a unique state ω∧σ on A(H) ∧ A(K) :=
A(H⊕K) defined by
(ω ∧ σ) (xy) := ω(x)σ(y), x ∈ A(H), y ∈ A(K).
-
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The wedge product A(H) ∧ A(K) we implicitly defined in the above lemma is
quite different from the tensor product of the two algebras as can be seen from the
following constructive explanation.
A(H1) can be naturally imbedded into A(H1 ⊕H2),
1 : A(H1) ↪→ A(H1 ⊕H2) : 1(a(ϕ1)) = a(ϕ1 ⊕ 0), ϕ1 ∈ H1,
and of course A(H2) can be embedded by an analogous mapping 2. Clearly,
1(A(H1)) and 2(A(H2)) generate A(H1⊕H2), but they do not sit in A(H1⊕H2)
as tensor factors since,{
a#(ϕ1 ⊕ 0) , a#(0⊕ ϕ2)
}
= 0 instead of
[
a#(ϕ1 ⊕ 0) , a#(0⊕ ϕ2)
]
= 0,
where a# denotes either a or a∗. To make the distinction clear, A(H1 ⊕H2) or
A(H1)∧A(H2) is sometimes called the graded tensor product of A(H1) and A(H2).
Reduced descriptions
Although the CAR algebra is universal, it is not the only possible algebraic
description of fermions. Often it is desirable to have a simpler setting which is
computationally less complex, but still non-trivial for the problem at hand. We will
introduce two such reduced descriptions: gauge invariant and quasi-free systems.
The latter is not strictly speaking a complete description of fermionic quantum
systems, it is not tied to any well-defined algebra of observables, rather it concerns
a particular subset of observables (and states) which all have particular correlation
functions. Because of this, a quasi-free descriptions lacks certain features common
to algebraic descriptions such as a convex state space. However, quasi-free systems
are computationally very convenient, and as stated in the introduction to this
chapter, can serve as a reasonable approximation of the more general settings.
2.1.2 The gauge invariant CAR algebra
For any orthonormal one-particle basis {ei} of a d-dimensional Hilbert space H, a
special operator can be defined
N :=
∑
i
a∗(ei)a(ei). (2.4)
This operator is not only invariant under the gauge group U(1) of A(H), but
also under any unitary basis transformation of the one-particle space and so (2.4)
uniquely defines an operator in the algebra independent of the chosen basis.
Consider the action of N on an arbitrary (nonzero) k-particle vector:
N ϕ1 ∧ . . . ∧ ϕk = k ϕ1 ∧ . . . ∧ ϕk.
N ‘counts’ the number of particles in a given state and as such is called the number
operator. Its eigenspaces are the antisymmetric k-particle spaces and its spectrum
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consists of the integers {0, . . . , d}, which correspond to the number of particles in
the associated eigenstate.
The commutant of the number operator is called the gauge invariant CAR or
GICAR algebra for short. It is the largest subalgebra of A(H) that is invariant
under the gauge group U(1). It is also generated as the span of all monomials in a,
a∗ containing as many a’s as a∗’s.
Often the self-adjoint elements in this algebra are identified with the physically
accessible observables in a system, since the U(1) group is a gauge symmetry and
thus not directly detectable.
Exponential elements
For any d-dimensional one particle space H, the GICAR algebra AGICAR(H) is
isomorphic to
C⊕Md ⊕Md(d−1)/2 ⊕ · · · ⊕ C.
where Mk(C) is the k-dimensional complex matrix algebra. The dimension of
AGICAR(H), seen as a complex vector space, is (2dd ).
Remark that the GICAR is an algebra of block diagonal transformations of
the antisymmetric Fock space, in particular it contains elements of the form
E(X) := 1⊕X ⊕ (X ⊗X)∣∣H(2) ⊕ · · · ⊕ (⊗dX)∣∣H(d)
or with an obvious notational meaning
E(X) = 1⊕X ⊕ (X ∧X)⊕ · · · ⊕ (∧dX).
We will refer to these E-operators as exponential elements5.
The spectrum σ
(
E(X)
)
of an exponential element can be computed to be
σ
(
E(X)
)
=
{∏
i∈Λ
λi : λi ∈ σ(X) & Λ ⊂
{
1, . . . ,Rank(X)
}}
.
This property is easily verified by looking at the antisymmetric part of ⊗kX. As
a tensor product, the eigenvalues of this are exactly all possible monomials of
the eigenvalues of X of length k. If we number the eigenvalues of X repeated
according to their multiplicities as λi, then a monomial of the λi will contribute to
the spectrum of ∧kX if and only if each λi appears exactly once or not at all.
5In [19] our so-called exponential elements E(X) are simply denoted Γ(X) and they are related
to the second quantization operator dΓ
dΓ(Y ) := 0⊕ Y ⊕ (Y ⊗ 1 + 1⊕ Y )|H(2) ⊕ · · ·
by the following relation
Γ(eY ) = edΓ(Y ).
We prefer not to use this notation since Γ is here also used to denote Fock spaces and generic
completely positive maps. Furthermore in various other references Γ and even the term second
quantization are used in a slightly different ways.
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Lemma 2.2. Exponential elements enjoy the following properties
1. E(1) = 1
2. E(X)∗ = E(X∗)
3. E(X)E(Y ) = E(XY )
4. E(X) ≥ 0 iff X ≥ 0
5. E
(
X1 ⊕X2
) ∼= E(X1)⊗ E(X2)
6. TrE(X) = Det (1 +X)
7. AGICAR(H) = Span({E(X)}).
-
Proof. The first six statements can be easily checked by looking at the spectrum of
the E-operators and properties of the graded tensor product we mentioned above.
The last property follows from expanding λ 7→ E(λX) around λ = 0 and remarking
that Span
({∧kX |X ∈ H}) coincides with the set of linear transformations of
H(k).
k-Particle projectors
Given a k-dimensional subspace K ofH, all vectors ϕ1∧· · ·∧ϕk with ϕ1, . . . , ϕk ∈ K
are proportional to each other and span therefore a one-dimensional subspace of
H(k). The projector on that space will be denoted by P∗(K). If we denote by [K]
the projector on K, then
P∗(K) = [K]⊗ · · · ⊗ [K]
∣∣∣
H(k)
.
It is convenient to associate the projector on the vacuum space with P∗(0) where 0
is the zero-dimensional vector space.
The projectors P∗ are contained in the closure of Span
({E(X)}) and as such
inherit all relevant properties of the E(X) listed in lemma 2.2. They arise as the
limits of normalized E-operators.
Lemma 2.3. The projectors P∗ arise as limits of normalized E-operators:
P∗(K) = lim
Xn→[K]
Det (1−Xn) E
( Xn
1−Xn
)
, 0 ≤ Xn < 1.
-
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Proof. The map Ê defined by
Ê(X) 7→ Det (1−X) E
( X
1−X
)
, 0 ≤ X < 1
is uniformly continuous and extends therefore continuously to the closed interval
[0,1] := {X : 0 ≤ X ≤ 1}. Suppose now that 1 is a k-fold degenerate eigenvalue
of X. X can then be decomposed as a direct sum of a projector P and a (d− k)-
dimensional object,
X = P ⊕ X˜
For any sequence 0 ≤ (n)n < 1 that converges to 1, the operators
Ê(nP ⊕ X˜)
are well defined, bounded and as per lemma 2.2 isomorphic to
(1− n)k Det (1− X˜) E
( n
1− nP
)
⊗ E
( X˜
1− X˜
)
.
By rearranging the factors in this expression, we get
Ê(nP )⊗ Ê(X˜).
We can write out the first factor as
(1− n)k
{(⊕
j≤k
(1− n)(k−j)jn ∧j P
)⊕(⊕
j>k
0
)}
,
and then it is clear that this will converge to
0⊕ . . . 0⊕ (∧kP )⊕ 0 . . .⊕ 0.
Remark 2.4. We will often ignore the possibility that 1 is included in the spectrum
of X when we are talking about expressions containing Ê(X). When 1 is contained
in the spectrum of X, f
(
Ê(X)
)
should be interpreted as
lim
Xn→X
f
(
Ê(Xn)
)
, 0 ≤ Xn < 1
whenever f is a continuous function.
-
Remark 2.5. We can express a general E(X) using the above projectors as
E(X) =
∑
Λ
xΛ P∗
(HΛ)
where Λ plays the same role as in lemma 2.2 and the xΛ are the products of the
corresponding eigenvalues. So in essence, this gives us the eigendecomposition of
E(X).
-
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2.2 Quasi-free states
A linear functional ω on the CAR algebra which assigns zero values to all monomials
in creation and annihilation operators except for
ω
(
a∗(ϕ1) · · · a∗(ϕk)a(ψk) · · · a(ψ1)
)
= Det
([〈
ψi , Qϕj
〉]
i,j
)
(2.5)
extends to a state on A(H) if and only if the linear one-particle space transformation
Q satisfies 0 ≤ Q ≤ 1. Such an ω is called a gauge invariant quasi-free state and Q
its corresponding symbol. The notation ωQ will be used to connect the state to its
symbol.
The notion of quasi-free states can be extended to a larger class; the combina-
torial rule (2.5) is then generalized to
ω(1) := 1
ω(c#(ϕ1) · · · c#(ϕ2n+1)) := 0 (2.6)
ω(c#(ϕ1) · · · c#(ϕ2n)) :=
∑
p
(p)
∏
j=1
ω(c#(ϕkj )c
#(ϕlj ))
In formula (2.6), the sum is taken over all ordered pair partitions p of the set
{1, 2, . . . , 2n}. The factor (p) = ± depending on whether the number of crossings
in the partition p is even or odd. By using an appropriate Bogoliubov automorphism
we can always map this more general situation to a gauge-invariant one. In the
following we will thus only consider the gauge-invariant case.
Using the language developed in subsection 2.1.2 we can calculate the density
matrix ρQ corresponding to a state ωQ.
Lemma 2.6. The density matrix ρQ corresponding to a state ωQ with symbol Q
can be written down explicitly as
Ê(Q) = Det (1−Q)
{
1⊕ Q
1−Q ⊕
(
Q
1−Q ∧
Q
1−Q
)
⊕ . . .
}
-
Proof. Consider the symbol Q of a general quasi-free state ω. We can always find
a 1D decomposition of H such that it is amenable with the eigendecomposition of
Q, i.e.
Q =
∑
i
qi|ei〉〈ei|, Hi = C |ei〉& ⊕i Hi = H.
By straightforward computation we can check that ωQ = ∧iωQi with Qi := qi|ei〉〈ei|
and since
Γ(H1 ⊕H2 ⊕ · · · ⊕ Hn) = Γ(H1)⊗ Γ(H2)⊗ · · · ⊗ Γ(Hn),
A(⊕iHi) ∼= ⊗iA(Hi).
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For the one-dimensional Hilbert spaceHi, the Fock space Γ(Hi) is 2-dimensional
and the associated representation can be expressed on C2 as
piΓ(a) =
(
0 1
0 0
)
; |ΩF 〉 =
(
1
0
)
.
The relevant part of Q on this Fock space is then
Qi =
(
1− qi 0
0 qi
)
.
Because of lemma 2.1 and the uniqueness implied there, the wedge state ∧i ωQi
must be isomorphic to the product state
ρQ˜ = ρQ1 ⊗ . . .⊗ ρQn .
We can rewrite this in terms of exponential elements by
ρQ˜ =
(
1− q1 0
0 q1
)
⊗ · · · ⊗
(
1− qd 0
0 qd
)
= Det (1−Q)
(
1 0
0 q11−q1
)
⊗ · · · ⊗
(
1 0
0 qd1−qd
)
, qi 6= 1
= Det (1−Q)E
(
Q1
1−Q1
)
⊗ · · · ⊗ E
(
Qd
1−Qd
)
which is isomorphic to
ρQ = Det (1−Q) E
(
Q
1−Q
)
.
Finally, by continuity of the map E˜ this results also holds for qi = 1 and so in
particular for projectors.
By remark 2.5, there is an alternative way to write this density matrix. Let 0 ≤
Q ≤ 1 be a linear transformation of the one-particle spaceH and let {e1, e2, . . . , ed}
be an orthonormal set of eigenvectors of Q, i.e.
Qej = qj ej , 0 ≤ qj ≤ 1, j = 1, 2, . . . , d.
For a subset Λ of {1, 2, . . . , d} define
qΛ :=
∏
r∈Λ
qr
∏
s∈{1,...,d}\Λ
(1− qs) and HΛ := Span
({
er : r ∈ Λ
})
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then
ρQ =
∑
Λ
qΛ P∗
(HΛ).
As the P∗(HΛ) project on mutually orthogonal subspaces, this decomposition shows
that the qΛ are the eigenvalues of ρQ. This allows to explicitly compute quantities
such as the Renyi and von Neumann entropies of ρQ.
As every P∗(K) defines a pure state on A(H) that is gauge invariant and
quasi-free, we see that every gauge invariant quasi-free state is a very specific
convex mixture of pure gauge invariant quasi-free states. The projectors P∗ are
generally a small subset of the one-dimensional projectors acting on H(k). This
can be seen by a simple parameter count. In order to parameterize a generic
m-dimensional complex subspace of Cn, we need 2m(n−m) real parameters. As
dim
(H(k)) = (dk) with d = dim(H) we need 2((dk)− 1) real parameters to specify
a generic one-dimensional subspace of H(k) that is to say a k-particle pure state
on AGICAR(H) while we need only 2k(d − k) ≤ 2((dk) − 1) real parameters to
specify a k-dimensional subspace of H which corresponds to a pure quasi-free state.
Therefore, the convex hull of the gauge invariant quasi-free states is strictly smaller
than the state space of AGICAR(H). The linear span of the pure quasi-free states
coincides however with all linear functionals on AGICAR(H).
To illustrate that the quasi-free states do not form a convex set on their own,
we recall the following proposition which will also be of use later on.
Proposition 2.7. Let ωQ1 and ωQ2 be quasi-free and let 0 < λ < 1, then λωQ1 +
(1 − λ)ωQ2 is quasi-free iff Q1 − Q2 is of rank 0 or 1. Moreover, if the rank
condition holds,
λωQ1 + (1− λ)ωQ2 = ωλQ1+(1−λ)Q2 .
-
Proof. For the proof of this we refer to [20].
2.2.1 Entropic measures for single site quasi-free states
The knowledge we have about the eigenvalue decomposition of a quasi-free state
ωQ allows us to translate the general expressions for entropy related quantities of
that state to expressions on the one-particle density matrix.
We calculate explicitly only three types of entropies, namely the p-Renyi
entropies, von Neumann entropies and the relative entropy. Other, more exotic
types of entropic measures can be calculated in a similar manner. In fact, any
quantity which depends only on the spectrum of a quasi-free state ρQ can be
calculated in this fashion and reduced to a functionial on the symbol space.
Proposition 2.8. The p-Renyi entropy of a quasi-free state ωQ is
Hp(ωQ) =
1
1− p Tr log
((
1−Q)p +Qp), (2.7)
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the von Neumann entropy of a quasi-free state ωQ is
S(ωQ) = −Tr
(
Q logQ+
(
1−Q) log(1−Q)).
-
Proof. To prove the statement about the p-Renyi entropy Hp(ωQ),
Hp(ωQ) :=
1
1− p log
(
Tr(ρQ)
p
)
,
it suffices to use the basic properties of exponential operators in lemma 2.2,
Hp(ωQ) =
1
1− p log
(
Tr(ρQ)
p
)
=
1
1− p log
[(
Det (1−Q))p Tr(E( Q
1−Q
))p]
=
1
1− p log
[(
Det (1−Q))p Det (1 + Qp
(1−Q)p
)]
=
1
1− p log
[
Det
((
1−Q)p +Qp)]
=
1
1− p Tr log
((
1−Q)p +Qp) .
The von Neumann entropy is the limit of the p-Renyi entropy for p ↓ 1. As
the expression in (2.7) becomes indeterminate (0/0), we use de l’Hopital’s rule
combined with Jacobi’s formula for differentiating a determinant
d
dx
Det (A) = Tr
(
A−1
dA
dx
)
Det (A).
This yields
S(ωQ) = − lim
p↓1
d
dp
log Det ((1−Q)p +Qp)
= − lim
p↓1
d
dp
Det
(
(1−Q)p +Qp)
= −Tr
(
Q logQ+ (1−Q) log(1−Q)
)
.
Proposition 2.9. Let Q1 and Q2 be two symbols such that kerQ2 ⊂ kerQ1 and
ker(1−Q2) ⊂ ker(1−Q1), then the relative entropy of ωQ2 with respect to ωQ1 is
given by
S
(
ωQ1 ;ωQ2
)
= Tr
{
Q1
(
logQ1 − logQ2
)
+ (1−Q1)
(
log(1−Q1)− log(1−Q2)
)}
.
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-
Proof. As above, the computation uses an appropriate limit
S(ρ;σ) := Tr ρ(log ρ− log σ) = lim
p→0
d
dp
Tr
(
ρp+1 − ρ σp
)
.
Using (2.7)
S
(
ωQ1 ;ωQ2
)
= lim
p→0
d
dp
{
Det (1−Q1)p+1 TrE
( Qp+11
(1−Q1)p+1
)
−Det (1−Q1) Det (1−Q2)p TrE
( Q1
1−Q1
Qp2
(1−Q2)p
)}
= lim
p→0
d
dp
{
Det
(
Qp+11 (1−Q1)p+1
)−Det ((1−Q1) (1−Q2)p +Q1Qp2)}
= Tr
{
Q1
(
logQ1 − logQ2
)
+ (1−Q1)
(
log(1−Q1)− log(1−Q2)
)}
.
2.2.2 Shift invariant quasi-free states
Even if we restrict ourselves to quasi-free states, calculating entropy-like quantities
becomes rather impractical if the system becomes very large. In the previous
section it was explained how these calculations can be done on the level of the one
particle space, but for large systems, even this space becomes too big to handle.
Luckily, this can often be remediated by considering additional symmetries.
For many systems, there is a natural notion of spacial extendedness, so that
we can go ‘up’, ‘down’, ‘left’ or ‘right’ in the system. On the level of the algebra,
these operations are performed by special automorphisms which move observables
from one part of the system to one of the neighboring parts.
Consider for instance the fermionic analogue of quantum spin chains, an infinite
graded tensor product of small, identical fermionic systems,
A(H∞) :=
∞∧
i=−∞
A(Hi) = A
( ∞⊕
i=−∞
Hi
)
, Hi ' Cd.
We can then define an automorphism6 αright which moves operators restricted to
the ith subsystem to operators restricted to the (i+ 1)th subsystem. Let us first
consider how this ‘moving’ operation comes about on the underlying one particle
space H∞.
6The dual operation α∗right moves operators to the left.
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We fix a basis in H∞ which is amenable to the decomposition H∞ = ⊕∞i=−∞Hi.
For any i ∈ Z and j ∈ {1, . . . , d}, we define the (i, j)th basis vector as
ei,j :=
(
−i+1⊕
k=−∞
0
)
⊕ |j〉 ⊕ 0⊕ · · · , (2.8)
where |j〉 is the jth canonical basis vector of the Hilbert space Cd. The operators
S and S∗, defined by
S ei,j = e(i+1),j ,
S∗ei,j = e(i−1),j ,
are called respectively the right and left shift operator on H∞. As we have seen
before, such operators have a natural extension E(S) to the antisymmetric Fock
space Γ(H∞) in terms of exponential elements.
We can then define the automorphism αright, which moves the system to the
left, in terms of these operators as
αright(X) = E(S)XE(S
∗),
or equivalently on the creation and annihilation operators associated to the basis
vectors ei,j as,
αright (a
∗(ei,j)) = E(S)a∗ (ei,j)E(S∗) = a∗(e(i+1),j).
Equivalently, in the Schrödinger picture, the dual7 automorphism α∗right acts on a
quasi-free state as
α∗right(ρQ) = E(S
∗)ρQE(S) = ρS∗QS ,
Many interesting systems are invariant under this operation. For these systems,
the symbol of the quasi-free states thus satisfy,
S∗QS = Q.
The structure of such a translationally invariant quasi-free state can best be
understood be rewriting the one-particle operators as two-sided infinite matrices
whose matrix elements are themselves d-dimensional matrices,
Q = [Q(k, `)]∞k,`=1−∞, Q(k, `) ∈Md(C).
The d-dimensional matrices Q(k, k) can all be identified with reduced symbols of
the kth subsystem described by A(Hk).
Written out like this, the translation operation acts on symbols Q as
S∗QS = S∗[Q(k, `)]S = [Q(k − 1, `− 1)].
7Due to the definition of dual operations, moving operators to the right is equivalent to moving
states to the left.
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Since we have assumed that the state ωQ is translation invariant,
Q(k, `) = Q(k + 1, `+ 1), ∀k, ` ∈ Z.
Q is also Hermitian, so the symbols are all of the form,
. . . . . .
Q11 Q12 Q13
Q∗12 Q11 Q12
Q∗13 Q
∗
12 Q11
. . . . . .
 .
As operators, such symbols belong to the algebra B(`2(Z,Cd)), by which we mean
operators on the `2-space of sequences with elements not in C but Cd. This Hilbert
space is isomorphic to the set of Cd-valued functions on the torus, parametrized
by [0, 2pi(, i.e. L2d(T, dθ). An explicit isomorphism between these two spaces is
provided by the Fourier transform. On the level of operators, this means that the
symbol Q is unitarily equivalent with the multiplication operator qˆ(θ) where
qˆ(θ) =
∑
k∈Z
q(k)eikθ,
q(k − `) = Qk,`.
It then follows from Szegö’s theorem that for any continuous function f ,
lim
N→∞
TrN
f(QN )
N
=
1
2pi
Trd
∫
T
f(qˆ(θ))dθ, (2.9)
where QN is a restriction of Q to N sites and TrN the trace functional on the
corresponding matrix algebra.
2.2.3 Volume scaling of entropic measures in shift invariant
systems
Scaling of the von Neumann entropy
The case where the one site, one particle space is C has already been considered
in [21]. Here we extend that result to arbitrary one site, one particle spaces. It
follows directly from (2.9) that
lim
N→∞
S(ωQN )
N
=
1
2pi
Trd
∫
T
S (qˆ(θ)) dθ. (2.10)
Notice in particular that (2.10) is always a finite quantity and thus the 1/N is the
correct scaling regime for the von Neumann entropy of a quasi-free translation
invariant state.
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Scaling of relative entropy
The unitary equivalence of a description in terms of multiplication operators on
the torus and a description in terms of symbols also directly gives rise to a formula
for the relative entropy scaling. Under the assumptions of 2.9, we obtain
lim
N→∞
S(ωQ1 ;ωQ2)
N
=
1
2pi
Trd
∫
T
S (qˆ1(θ); qˆ2(θ)) dθ.
2.3 Quasi-free maps
The dynamical structure of quasi-free systems has only been partially studied
[22]. As in the previous section, we will start with the historical introduction of
quasi-free forms. Theorem 2.16 both extends and sharpens the maps introduced in
[22] and details the structure of not only all completely positive maps, but also all
plain positive maps.
Although only completely positive maps are accepted as a mathematical
description of physical evolutions, plain positive maps do have their use in quantum
information theory. It has recently been shown that any plain positive map can
be connected to a so-called entanglement witness. An entanglement witness is
essentially an observable which can identify in some cases whether a state is
entangled or not.
In general, a single entanglement witness does not suffice to detect entanglement
properly. Rather, a whole family of entanglement witnesses has to be used to verify
whether a given state is entangled or not. It is a tentative question whether the
set of plain positive quasi-free maps described by theorem 2.16 can be used to
construct a set of entanglement witnesses powerful enough to detect any entangled
state.
Heisenberg or Schrödinger
Let M be a completely positive map on Md. Dual to M is another completely
positive map M∗ onMd
TrM(σ)X = TrσM∗(X), σ,X ∈Md. (2.11)
A general quantum operation may be described either in Schrödinger or in Heisen-
berg picture. In the first case we use completely positive mapsM with the additional
property that TrM(σ) = Trσ. Such maps restrict to affine transformations of the
state space ofMd and are called trace-preserving completely positive (TPCP). Their
duals M∗ leave the identity untouched and are therefore called unity-preserving
completely positive (UPCP).
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2.3.1 Unital maps
We will consider here two families of UPCP maps on A(H) which generalize the
expressions for quasi-free states [22]. Any unitary U on the one-particle space H
defines an automorphism of A(H) through
a∗(ϕ) 7→ a∗(U ϕ).
One can either check that the CAR are preserved or explicitly compute for an
m-particle vector ψ
E(U)a∗(ϕ)E(U)∗ ψ = E(U)a∗(ϕ)
(
U∗ ⊗ · · · ⊗ U∗︸ ︷︷ ︸
m times
ψ
)
= E(U)ϕ ∧ (U∗ ⊗ · · · ⊗ U∗ ψ)
= E(U)
(
U∗ ⊗ · · · ⊗ U∗)((U ϕ) ∧ ψ)
= (U ϕ) ∧ ψ = a∗(U ϕ)ψ.
Such automorphisms are called quasi-free.
The family Λ∗(A,B)
Consider a pair A,B of linear transformations of H such that
0 ≤ B ≤ 1−A∗A. (2.12)
The block matrix
V :=
(
A
√
1−AA∗
−√1−A∗A A∗
)
is unitary on H ⊕ H and, using the constraint on (A,B), we can always find a
linear map 0 ≤ Q ≤ 1 on H such that B = √1−A∗AQ√1−A∗A. Using these
ingredients, we construct a UPCP map Λ∗A,B on A(H) by concatenating three
UPCP maps: the injection a∗(ϕ) 7→ a∗(ϕ⊕0), the quasi-free automorphism defined
by the block unitary V and the projection id∧ωQ from A(H⊕H) to A(H). An
explicit computation yields
Λ∗A,B
(
a∗(ϕ1) · · · a∗(ϕk)a(ψ`) · · · a(ψ1)
)
=
∑
 ωB
(
a∗(ϕm1) · · · a∗(ϕmr )a(ψnr ) · · · a(ψn1)
)
× a∗(Aϕi1) · · · a∗(Aϕik−r )a(Aψj`−r ) · · · a(Aψj1).
Here the summation is taken over all ordered partitions{
{i1, . . . , ik−r}, {m1, . . . ,mr}
}
and
{
{j1, . . . , j`−r}, {n1, . . . , nr}
}
of {1, . . . , k} and  is the parity of the corresponding permutation.
26 Chapter 2 Quasi-free structures
The family Γ∗(A,B)
To define the second family, we first need a complex conjugation: fix an orthonormal
basis {e1, e2, . . . , ed} in Cd. The elements of the basis will be considered as real
vectors and the complex conjugation is the conjugate linear operator J
J : ϕ =
∑
j
cj ej 7→ ϕ :=
∑
j
cj ej .
From this definition we see that (ϕ) = ϕ and 〈ϕ , ψ〉 = 〈ψ , ϕ〉. We also intro-
duce the conjugate of a complex linear transformation A by Aϕ := Aϕ. The
transformation A is complex linear and satisfies
A+ αB = A+ αB, (A) = A, A∗ = (A)∗, and AB = AB.
The entries of A in the distinguished basis {e1, e2, . . . , ed} are
(A)ij = 〈ei , Aej〉 = 〈ei , Aej〉 = 〈Aej , ei〉 = 〈ei , Aej〉 = Aij .
In particular the conjugate coincides with the transpose for Hermitian elements.
The second family of maps we will consider is of the form
Γ∗A,B
(
a∗(ϕ1) · · · a∗(ϕk)a(ψ`) · · · a(ψ1)
)
=
∑
 ωB
(
a∗(ϕm1) · · · a∗(ϕmr )a(ψnr ) · · · a(ψn1)
)
× a(Aϕi1) · · · a(Aϕik−r )a∗(Aψj`−r ) · · · a∗(Aψj1)
with the same summation convention as above, Γ∗A,B is UPCP if and only if
0 ≤ B ≤ 1−AT(AT)∗.
Because we are only concerned with the action of the above maps on elements
of the GICAR algebra, we could alternatively define them on the E elements. By
doing this we lose something because maps defined on the GICAR algebra do not
in general possess a unique extension to the CAR algebra. However the action of
quasi-free maps on E elements is much easier to work with and it will turn out that
even if they are not uniquely defined for the CAR, for two important subclasses
demanding complete positivity is enough to uniquely extend them.
Lemma 2.10. Suppose that 0 ≤ B ≤ 1−A∗A and 1−B +XB invertible, then
Λ∗A,B
(
E(X)
)
= Det (1−B +XB)
× E
(
1 +A(1−B +XB)−1(X − 1)A∗
)
= Det (1−B +BX)
× E
(
1 +A(X − 1)(1−B +BX)−1A∗
)
.
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-
Proof. Suppose first that 0 ≤ B < 1−A∗A, the general case follows by continuity.
Choose now 0 ≤ Q < 1 and put Q′ := γ(Q) = A∗QA+ B, then also 0 ≤ Q′ < 1.
Recall also that the density matrix ρQ = Det (1 − Q)E(Q/(1 − Q)) (and the
analogous expression for ρQ′). We now compute the action of the dual map
using (2.11) and
Det (1 + CD) = Det (1 +DC), (2.13)
Tr
(
ΛA,B(ρQ)E(X)
)
= Det (1−A∗QA−B) Det
(
1 +
A∗QA+B
1−A∗QA−BX
)
= Det
(
1−A∗QA−B + (A∗QA+B)X)
= Det
(
1−B +BX +A∗QA(X − 1))
= Det (1−B +BX) Det (1 +A∗QA(X − 1)(1−B +BX)−1)
= Det (1−B +BX) Det (1 +QA(X − 1)(1−B +BX)−1A∗)
= Det (1−B +BX) Det (1−Q)
×Det
(
1
1−Q +
Q
1−QA(X − 1)(1−B +BX)
−1A∗
)
= Det (1 +B(X − 1)) Det (1−Q)
×Det
(
1 +
Q
1−Q
(
1 +A(X − 1)(1−B +BX)−1A∗))
= Tr
(
ρQ Λ
∗
A,B(E(X))
)
.
The second form of the expression follows from (2.13) and
(1−B +XB)−1(X − 1) = (X − 1)(1−B +BX)−1.
The maps Γ∗ can be handled in a similar way.
Lemma 2.11. Suppose that 0 ≤ B ≤ 1 − AT(AT)∗ and that 1 − BT − AA∗ +
XTBT +XTAA∗ is invertible, then
Γ∗A,B
(
E(X)
)
= Det
(
1−BT −AA∗ +BTXT +AA∗XT)
× E
(
1 +A(1−BT −AA∗ +XTBT +XTAA∗)−1(1−XT)A∗
)
.
-
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2.3.2 Trace-preserving maps
The stability of the set of quasi-free states with respect to quasi-free CPTP maps
can essentially be used as a characterization of such maps.
Theorem 2.12. The set of quasi-free states is invariant under a linear map Mi if
and only if the action of the map Mi can be expressed as
Mi(ρQ) = ρµi(Q) (2.14)
where µi is contained in one of four classes:
µ1 = B +A
∗QA where 0 ≤ B ≤ 1−A∗A, (2.15)
µ2 = B −A∗QTA where A∗A ≤ B ≤ 1, (2.16)
µ3 = B +A
∗QTA where 0 ≤ B ≤ 1−A∗A, (2.17)
µ4 = B −A∗QA where A∗A ≤ B ≤ 1. (2.18)
-
Proof. Consider a map8 M : (AGICAR)∗ → (AGICAR)∗ with the following proper-
ties:
• trace-preserving
• C-linear
• maps quasi-free states onto quasi-free states
Since the map M leaves the set of quasi-free states invariant, there must be
a corresponding map on the set of symbols, so we propose a map µ as in (2.14).
Consider now a matrix Q which is an element of the open interval [0,1[ in M(Cd)
and a one-dimensional projector P on the same algebra. If  is small enough (but
non-zero) , Q+ P is still an element of the unit interval. Since the difference of Q
and Q+ P is of Rank 1, we can apply proposition 2.7:
ωQ+λP = ω(1−λ)Q+λ(Q+P ) = (1− λ)ωQ + λωQ+P . (2.19)
After applying the map M to (2.19) and using the linearity of M we end up with
ωµ(Q+λP ) = (1− λ)ωµ(Q) + λωµ(Q+P ).
Using again proposition 2.7, this gives us the following results about µ:
(1− λ)µ(Q) + λµ(Q+ P ) = µ(Q+ λP ) (2.20)
8The ∗ in this formula denotes the dual of the algebra, i.e. the span of the state space.
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and
Rank {µ(Q+ P )− µ(Q)} = 0 or 1 . (2.21)
We can rewrite (2.20) in a more useful form
µ(Q+ P ) =
1
λ
{µ(Q+ λP )− (1− λ)µ(Q)}
= 
1
λ
{µ(Q+ λP )− µ(Q)}+ µ(Q) (2.22)
= µ(Q) +  dλ(Q,P )
where in the final line we have introduced the function dλ,(Q1, Q2) with the
property that if Q2 is a one-dimensional projector, the Rank of dλ, is 0 or 1. From
(2.22) we can explicitly write down two defining equation for dλ,
dλ,(Q,P ) :=
µ(Q+ λP )− µ(Q)
λ
(2.23)
dλ,(Q,P ) =
µ(Q+ P )− µ(Q)

(2.24)
From (2.24) it should be clear that dλ, actually does not depend on λ. So, the
limit λ→ 0 for (2.23) exists and is equal to the directional derivative of µ at the
point Q in the direction of P . Since  only appears in (2.23) as a multiplicative
factor of λ, the limiting operator no longer depends on the value of  either and so
we drop the subscripts  and λ altogether.
As the maps M, E˜ and E˜−1 are all Fréchet differentiable on the unit interval, µ
should also be Fréchet differentiable. This implies that the directional derivative
d(Q,P ) should be linear in its second argument. So clearly for any matrix 0 ≤
Q =
∑
i qiPi ≤ 1 such that the Pi are one-dimensional projectors,
µ(Q) = µ
(∑
i
qiPi
)
=
∑
i
qi d(0, Pi) + µ(0)
Because of the Rank conditions on d(Q,P ) condition, we get
µ(Q) = B ±A∗QA or µ(Q) = B ±A∗QTA.
The conditions on A and B in (2.15)-(2.18) are necessary because states have to be
mapped onto states, in particular the image of a symbol should remain a symbol.
By using the relationship between trace-preserving and unital maps in (2.11),
it can be easily seen that the maps Λ∗A,B and Γ
∗
A,B are dual to the maps induced
by (2.15) and (2.16). As such, we already know these two classes to contain only
completely positive maps. Complete positivity of these two classes can also be
shown directly using Choi matrices. This technique also allows us to investigate
whether the other two classes contain any completely positive maps.
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2.3.3 Choi matrices of quasi-free maps
There is a canonical way, going by the name Jamiołkowski isomorphism, of encoding
a CP map, in fact of encoding any super-operator, as a matrix C(M). Depending
on the normalization and the type of map under consideration, this matrix is called
either Jamiołkowksi state or Choi matrix.
Let {ei} be the standard basis of Cd with associated matrix units eij := |ei〉〈ej |.
The normalized Choi matrix of a linear map M is defined as
C(M) :=
1
d
∑
ij
eij ⊗M(eij) .
This matrix is positive iff the corresponding map is completely positive and for
trace preserving completely positive maps it is a density matrix of a state called
the Jamiołkowski state.
We will compute the Choi matrix for some of the quasi-free maps introduced
in theorem 2.12 and state some results on their unital duals. Since the derivation
for unital maps is so similar to the trace preserving case, we omit the details of the
calculations.
Proposition 2.13. The Choi matrix of a quasi-free trace preserving map from
one of the classes Mi is unitarily equivalent to a matrix C = Ê(S).
1. For M1(ρQ) = ρµ1(Q) where µ1(Q) = AQA
∗+B, the matrix S1 can be written
as
S1 =
1
2
(
1 A
A∗ A∗A+ 2B
)
.
2. For M2(ρQ) = ρµ2(Q) where µ2(Q) = B − A∗QTA, the matrix S2 can be
written as
S2 =
1
2
(
1 −A
−A∗ A∗A+ 2BT
)
.
-
Proof. Consider first the case of a TPCP map ΛA,B. In order to stay within the
context of gauge-invariant quasi-free states we embed A(H) in the usual way in
A(H⊕H), identifying a(ϕ) with a(0⊕ ϕ). The gauge-invariant quasi-free state on
A(H⊕H) with symbol
1
2
(
1 1
1 1
)
(2.25)
is pure and its marginal on A
({0} ⊕H) is totally mixed, hence it can be used to
construct the Jamiołkowski state.
The algebra A(H ⊕H) can be decomposed as A(H) ⊗ A(H) but the factors
cannot simply be chosen as A(H⊕0) and A(0⊕H), indeed, a(ϕ1⊕0) anticommutes
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with a(0⊕ϕ2). There exists in A(H) an element9 Θ such that Θ∗ = Θ, Θ2 = 1 and
{Θ , a(ϕ)} = 0. In fact, Θ is up to a sign uniquely defined by these requirements and
using the Fock space representation of the CAR, we easily see that Θ = ±E(−1).
Let us now embed A(H) in A(H ⊕H) as ı(a(ϕ)) = Θ1 a(0 ⊕ ϕ) where Θ1 is the
element in A(H ⊕ 0) just described. It is then easily checked that A(H ⊕ H)
decomposes into the tensor product of A(H⊕ 0) and the embedded algebra A(H).
Moreover,(
id⊗Λ∗A,B
)(
a(ϕ1 ⊕ ϕ2)
)
=
(
id⊗Λ∗A,B
)(
a(ϕ1 ⊕ 0) + a(0⊕ ϕ2)
)
=
(
id⊗Λ∗A,B
)(
a(ϕ1 ⊕ 0) + Θ1 Θ1a(0⊕ ϕ2)
)
=
(
id⊗Λ∗A,B
)(
a(ϕ1 ⊕ 0) + Θ1 ⊗ ı
(
a(ϕ2)
))
=
(
a(ϕ1 ⊕ 0) + Θ1 ⊗ ı
(
a(Aϕ2)
))
= a(ϕ1 ⊕Aϕ2).
In this way, we see that id⊗ΛA,B is again quasi-free on A(H⊕H) with defining
operators
A˜ :=
(
1 0
0 A
)
and B˜ :=
(
0 0
0 B
)
. (2.26)
It is now obvious that the Jamiołkowski state will also be quasi-free with
symbol
ω
1
2
1 1
1 1

{(
id∧Λ∗A,B
)(
a∗(ϕ1 ⊕ ϕ2)a(ψ1 ⊕ ψ2)
)}
=
〈(ψ1
ψ2
)
, 12
(
1 A
A∗ A∗A+ 2B
) (
ϕ1
ϕ2
)〉
.
Remark that the positivity conditions for the symbol of the Jamiołkowski state
precisely coincide with the positivity requirement 0 ≤ B ≤ 1−A∗A for the TPCP
map ΛA,B .
The computation for a map ΓA,B is similar. It is now convenient to compose
id∧ΓA,B with the local automorphism id∧γ where γ(a(ϕ)) = a∗(ϕ). In this way
we remain within the class of gauge-invariant quasi-free states on the composite
algebra A(H⊕H). The extended map is now of the form ΛA˜,B˜ with
A˜ :=
(
1 0
0 (AT)∗
)
and B˜ :=
(
0 0
0 B
)
.
9Our choice of Θ = E(−1) is often referred to in literature as the parity operator.
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Choi matrix of a unital map
In order for us to compute the Choi matrix of a unital map, we first need to
know how these maps act on on quasi-free states. Because of the close relationship
between E-elements and quasi-free states, computing this is a simple reiteration of
the proof of lemma 2.10.
Lemma 2.14. Let Q be the symbol of a quasi-free state ωQ and suppose that
1−Q+ (2Q− 1)B is invertible, then
Λ∗A,B(ρQ) = Det
(
1−Q+ (2Q− 1)B)
× E(1 +A(1−Q+ (2Q− 1)B)−1(2Q− 1)A∗).
-
Proof. It suffices to replace X with Q
1−Q in the proof of lemma 2.10 and add the
required normalization. The result also remains valid when Q becomes a projector,
or even more generally, when 1 ∈ σ(Q) by the continuity of the map Ê.
Proposition 2.15. The Choi matrix of a quasi-free UPCP map Λ∗A,B or Γ
∗
A,B is
unitarily equivalent to
Det (B) E
[(
B−1 − 1 B−1A∗
AB−1 1 +AB−1A∗
)]
for ΛA,B and
Det (B) E
[(
B−1 − 1 B−1AT
(AT)∗B−1 1 + (AT)∗B−1AT
)]
for ΓA,B.
-
Proof. On Cd ⊗Cd the matrix ∑ij eij ⊗ eij is equal to the dimension of the space
times the projector on a maximally entangled vector. We should therefore compute
2d (id∧Λ∗A,B)ρQ,
where
Q = 12
(
1 1
1 1
)
.
Using proposition 2.14 we obtain
2d Det (1−Q+ (2Q− 1)B˜) = Det
[
1
2
(
1 −1
2B − 1 1
)]
= Det (B)
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and
1 + A˜(1−Q+ (2Q− 1)B˜)−1(2Q− 1)(A˜)∗ =
(
B−1 − 1 B−1A∗
AB−1 1 +AB−1A∗
)
,
where A˜ and B˜ are as in (2.26).
The computation for maps Γ∗A,B follows similar lines. Remark again that the
positivity conditions for the Choi matrices coincide precisely with the conditions
ensuring that ΛA,B and ΓA,B are CP.
2.3.4 Positive and completely positive quasi-free maps
As we mentioned in subsection 2.3.3, a linear map M is completely positive iff
its Choi matrix C(M) is positive. Theorem 2.13 states that for any quasi-free
preserving map the Choi matrix can be written as a normalized E(S)-element and
it is positive iff 0 ≤ S ≤ 1. This last condition can be easily checked and so we are
able to completely determine the dynamical structure of quasi-free systems.
Theorem 2.16 (structure theorem). The set of quasi-free states is invariant under
a linear map Mi if and only if the action of the map Mi can be expressed as
Mi(ρQ) = ρµi(Q)
where µi is contained in one of four classes:
µ1 = B +A
∗QA where 0 ≤ B ≤ 1−A∗A,
µ2 = B −A∗QTA where A∗A ≤ B ≤ 1,
µ3 = B +A
∗QTA where 0 ≤ B ≤ 1−A∗A,
µ4 = B −A∗QA where A∗A ≤ B ≤ 1.
A map Mi is completely positive if µi belongs to any of two classes
µ1 = B +A
∗QA where 0 ≤ B ≤ 1−A∗A,
µ2 = B −A∗QTA where A∗A ≤ B ≤ 1.
-
2.4 Discussion
The analysis of the behavior of a quantum system is typically hampered by
the complicated correlations which can arise in such a system. In many cases,
considering the physical symmetries of a quantum system can bring some relief. In
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particular, if a system can be said to be composed entirely of identical fermionic
particles, the Pauli exclusion principle places bounds on the possible correlations
which can arise in such a system.
In such fermionic system, the interaction between different particles is often
dominated by this Pauli exclusion principle and the quasi-free approximation is
warranted. The quasi-free approximation reduces again the possible correlations in
the system and in effect simplifies the description of such systems exponentially.
The main physical results described in this chapter are the reduced formulas
for the various entropic measures in section 2.2 and the full characterization of
quasi-free completely positive and plain positive maps in theorem 2.16.
As the mathematical representations of physical evolutions, the quasi-free
completely positive maps should be useful to investigations on the structure of
dynamical fermionic systems. At the time of publication of this thesis, they have
already proven their usefulness in several research papers, for instance [23, 24, 25].
The usefulness of plain positive quasi-free maps is more tentative. As it was
explained in this chapter, plain positive maps can be used to construct entanglement
witnesses, observables which can identify a state as being entangled or not. It is an
open question whether the quasi-free plain positive maps can be used to construct
a complete family of entanglement witnesses. And if not, what type of entangled
states can be detected by such quasi-free entanglement witnesses.
Finally, we would like to motivate the use of the exponential elements in
describing quasi-free systems. They are useful not only because they make the
calculation of the various entropy measures almost trivial, but they are also the
natural observables to define the action of a quasi-free map on. The E-elements
form an invariant set for all maps described by our structure theorem 2.12 and the
image of quasi-free maps on an E-element is again a single E-element. In contrast,
the image on monomials of creation and annihilation operators is a very large sum
over monomials in creation and annihilation operators, from which no physical
intuition can be gleaned on what the quasi-free map actually does.
CHAPTER 3
The power of being free
If you want to be free, there is but one way; it is to guarantee
an equally full measure of liberty to all your neighbors. There is
no other.
Carl Shurz
The notion of independent random variables, although not quite yet taught at
elementary school, is probably one of the best-studied concepts in any1 introductory
statistics course. It owes its popularity both to the implied simplicity in dealing
with multiple random variables and the wide range of established applications in
mathematics, physics, economics, biology, and almost any other field where some
form of stochasticity is present.
The non-commutative analogues of independent random variables , free random
variables, are rather less well-known2, but certainly not less interesting nor lacking
in potential applications [27, 28, 29, 30, 31, 32, 33, 34]. Although it may not be
directly clear from the definition of freeness in section 3.2, the joint distribution
of multiple free random variables is determined in full by the distribution of the
individual free random variables, not unlike the way independence dictates how
the joint distribution of independent random variables behaves. In many cases,
this significantly simplifies calculations and so it can be a great tool for the lazy
physicist.
1We used Google’s PageRank [26] system to compile a set of 5 popular introductory books
on statistics. If we use the page rank of links related to these books to compute a normalized
distribution for these books, then we find that the concept of independent random variables is
almost surely introduced by page 4. As such, it probably didn’t need an introduction in this text.
2A short survey taken among PhD students at the Institute for Theoretical Physics of the
KULeuven showed only one in ten was knowledgeable about the subject.
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The theory of free random variables, known to mathematicians [35, 36, 37]
and Google as ‘free probability theory’, was founded by Voiculescu [38] in the
1980’s. Although he originally intended it as a research tool to investigate free
group factors, it soon branched out in wildly different and unsuspected directions.
One being the connection to random matrices, which is the motivation for using
free probability in chapter 4.
In the limit of infinite dimensional matrix algebras, matrices drawn from
unitarily invariant random matrix ensembles [39, 40] behave like free random
variables, both in terms of the algebraic operations permitted on matrices and
in the behavior of their empirical and mean eigenvalue density. So instead of
manipulating ensembles of very large numerical random matrices, we can use the
algebraic description of free random variables.
Because of its origin, Voiculescu’s original description is phrased in the lan-
guage of group von Neumann algebras, which is perhaps a bit heavy-handed for
our purposes. A complementary description of free probability, based on non-
crossing cumulants, was developed by Speicher [41, 42, 36, 43]. It highlights the
combinatorial nature of freeness and translates perhaps more clearly that, like
independent random variables, free random variables have a rather carefree attitude
when dealing with multiple random variables. This is evident in the additivity of
non-crossing cumulants for sums of free random variables, similar to how classical
ordered cumulants behave under addition of independent random variables. Non-
crossing cumulants also give rise to a non-commutative analogue of the second
characteristic function3 called the free cumulant series, which retains additivity for
sums of free random variables and an associated free convolution which describes
the probability measure of sums of free random variables.
This chapter is intended as a crash course in free probability; it covers but a
fraction of the theoretical underpinnings of Voiculescu’s beautiful theory. Only the
concepts needed for the model-specific calculations in chapter 4 are introduced and
by necessity the current chapter also lacks some rigor. A complete and rigorous
description of free probability would require an introduction of mathematics which
is far beyond the length- and timescale of this thesis.
Free probability theory, at least in the form it is presented in this chapter, does
not lend itself very well to explicit computations or numerical approximations, a
deficit that has only recently started to receive some attention [44, 45, 46, 47, 48, 49].
This was a major hurdle in tackling the type of questions posed in chapter 4 and
so new techniques had to be developed. These techniques have applications
beyond the physical picture in which they are introduced and especially the
numerical approximation scheme introduced in chapter 4 can be used to model any
system composed of free random variables. We hope that the explanation of these
techniques in the following chapter can make up for the terseness of the exposition
in this chapter.
3The second characteristic function is alternatively called the cumulant generating function
when considering classical cumulants.
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Bounding our box
For the remainder of this chapter, we will assume that we are dealing with bounded
hermitian operators. This is not a crucial point for the calculations in this chapter
or in chapter 4, as most can be easily resumed in a more general setting with
unbounded normal operators. It is a mostly cosmetic choice to restrict ourselves to
the bounded case.
A word on notation
In the following, we have tried to adhere to the notation and nomenclature4 as
presented in [41]. Towards the end of this chapter, when we introduce the cumulant
series (definition 3.32), we stray a little from that path. Our cumulant series is
alternatively called R-series or R-transform in various references and both the
terms R-series and R-transform can be found in any given reference, but refer to
different mathematical objects. To avoid any confusion when comparing results
presented here with the literature on free probability, we have opted to use the
more neutral term, cumulant series.
3.1 Non-commutative probability spaces
In classical probability theory, the concept of a random variable is usually presented
from a phenomenological point of view. In a handpicked set of experiments or
situations, random variables are introduced, defined or described as objects not with
a definite value, but rather, objects which can take any value in a predetermined set
of outcomes with a probability of occurrence associated to each possible outcome.
After this, the mathematical context of Kolmogorov probability spaces is described
which fits this intuitive notion of what a random variable is.
To transplant the notion of random variables to a quantum setting, we will go
the other way around and define random variables ad hoc and then look at specific
situations where these might arise. As a bonus, this allows a straightforward but
important generalization from what is usually considered in probability textbooks:
the notion of operator-valued random variables; which are roughly speaking regular
random variables which take values not in R or C, but in a general algebra B.
Definition 3.1 (non-commutative probability spaces).
1. Let A be a C∗-algebra and B a subalgebra of A. A linear map E : A → B is
called a conditional expectation onto B if
(a) E is completely positive,
(b) E [b1ab2] = b1E [a] b2 for all b1, b2 ∈ B and a ∈ A,
4As a consequence, most definitions are a rephrasing of the definitions found there and may
seem rather convoluted or excessively detailed.
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(c) E [1A] = 1B.
2. A pair (A,E), consisting of a C∗-algebra A with a unital subalgebra B and a
conditional expectation E : A 7→ B is called a probability space (over B).
3. Given a probability space (A,E) over B, an element a ∈ A is called a B-valued
random variable, with notation a ∈ (A,E).
4. For any random variable a, we call E [a] the (conditional) expectation of a. If
B = C, we call E [a] the expectation value of a.
-
3.1.1 Random variables in quantum mechanics
A modern description of a quantum mechanical system requires a so-called dynam-
ical triple (A, ω, αt) where A is a C∗-algebra that contains all observables of the
system as Hermitian operators, ω is a state of the system and αt is a time-dependent
completely positive map on the algebra A expressing the time evolution of the
system. In quantum information theory, the role of the state ω is often subsumed
by the introduction of a density matrix ρ ∈ A such that
Tr ρ a = ω(a), ∀a ∈ A.
For the moment we wil also assume that the system A undergoes a Hamiltonian
evolution, i.e.
αt(a) = e
−itHa eitH , ∀a ∈ A,
or equivalently in the Schrödinger picture,
ωt(a) = Tr
[(
eitHρ e−itH
)
a
]
, ∀a ∈ A.
In many applications, one is not interested in a description of the entire system,
but only in knowing the expectation value of a small subset of observables S,
localized in space-time or in some other way delineated from the rest of the system.
From a pragmatic point of view, S is usually associated to the degrees of freedom
an experimentator would be able to control or measure. For instance, for a single
spin 1/2 particle, these might be the position, speed and spin of the particle.
The remaining degrees of freedom are put in a, sometimes hypothetical, en-
vironment E such that A is a subalgebra of S ⊗ E . As far as experiments go,
this environment is usually inaccessible to the experimentator, except for some
macroscopic observables, such as temperature, pressure, . . . .
The description of quantum systems in terms of a dynamical triple is flexible
enough to also allow for such a reduced description, i.e. we can find a state ω˜ and
dynamical mapping α˜t defined for the algebra S such that
ω
(
αt(x⊗ 1)
)
= ω˜
(
α˜t(x)
)
, ∀x ∈ S.
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The connection between these two descriptions is most easily made by introducing
a conditional expectation E as in definition 3.1. The trace Tr over the system A
can be written as the joint application of the trace TrS over the system S and the
trace TrE over the environment E ,
Tr[a] = (TrS ⊗TrE)[a] = TrS
[
(id⊗TrE)[a]
]
, ∀a ∈ A.
For the state ω and an observable x ∈ S, we can use this to come up with a reduced
description,
Tr ρ (x⊗ 1) = TrS
[
(id⊗TrE)[ρ]x
]
.
It is a straightforward calculation to see that the map
E : a 7→ (id⊗TrE)[ρ a]
is a conditional expectation from S ⊗ E to S. It is also compatible with the states
ω and ω˜ in the sense that
ω(a) = ω˜ (E [a]) , ∀ a ∈ A.
In particular, this can be used to construct a reduced dynamics for the system S,
α˜t(x) := E [αt(x⊗ 1)] , ∀x ∈ S.
3.1.2 Distributions and probability measures
Above, it was established how we can introduce the concept of random variables
in quantum mechanics by considering reduced descriptions of dynamical quantum
systems. The construction we used still relies on a description of the complete
quantum system A to determine the dynamics of the reduced system S. However,
a description of the reduced system S should require less information than a
description of the system A. The projection of the system A onto the subsystem S
effectively reduces the amount of information an observer can extract. How do we
now determine the minimal amount of information about the complete system A
that we need in order to construct the dynamical triple for the system S?
In commutative probability theory, the distribution of a random variable a is
defined as a sequence νa containing the expectation values of all powers of a.
νa =
(
E [a] ,E
[
a2
]
, . . .
)
.
This information suffices to calculate the expectation value of any holomorphic
function of a by writing the function f as a Taylor series,
E [f(a)] =
∞∑
n=0
f (n)(0)
n!
E [an] .
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Similarly, all probabilistic information about an operator-valued random vari-
able is encoded in its distribution. However, the distribution of an operator-valued
random variable contains a lot more information than its classical cousin.
Consider the situation of section 3.1.1 for a random variable a ∈ S ⊗ E and
observables b1 and b2 ∈ S. Linearity of the conditional expectation E allows us
to calculate E
[
(b1 ⊗ 1) a2 (b2 ⊗ 1)
]
from the knowledge of E
[
a2
]
, b1 and b2 alone.
Indeed,
E
[
(b1 ⊗ 1) a2 (b2 ⊗ 1)
]
= b1E
[
a2
]
b2.
However, if we wish to calculate E [a(b1 ⊗ 1)a(b2 ⊗ 1)], we need more information,
since
E [a(b1 ⊗ 1)a(b2 ⊗ 1)] = E [a(b1 ⊗ 1)a] b2.
Without knowledge of the commutation relations between b1 ⊗ 1 and a, we cannot
work out E [a(b1 ⊗ 1)a] any further and both E
[
a2
]
and E [a(b1 ⊗ 1)a] contribute
information to the distribution of a.
Definition 3.2. Let B〈X〉 be the algebra freely generated by B and an indetermi-
nate X, i.e. the algebra composed of linear combinations of finite words containing
elements bi ∈ B and the indeterminate X, e.g.
b1Xb2XXXb1XXb3 · · ·Xbn.
For a probability space (A,E) over B and a random variable a ∈ (A,E), we define
the B-functional,
νa : B〈X〉 → B by νa := E ◦ τa,
where τa : B〈X〉 → A is the unique homomorphism such that τa(b) = b for all
b ∈ B and τa(X) = a. νa is called the distribution of the random variable a.
-
Remark 3.3. The additional abstraction of introducing B〈X〉 instead of defining
a distribution ν′a directly on the algebra A may seem a little contrived. In specific
cases this can certainly be true, but when considering less well behaved random
variables, e.g. unbounded, non-normal operators, this level of abstraction removes
any worries about boundedness or convergence. When considering multiple random
variables, this also allows us to treat distributions of different random variables on
an equal footing.
-
Scalar-valued random variables
For scalar-valued Hermitian random variables, B = R and B〈X〉 is just the algebra
containing all possible polynomials in the indeterminate X. The Riesz-Markov
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theorem [50] then states that there exists a unique measure µa on R such that
νa (f(X)) =
+∞∫
−∞
f(x)µa(dx), ∀f ∈ R〈X〉. (3.1)
µa summarizes all the information contained in the distribution of a and is called
the probability measure of a.
Definition 3.4. If a function ρ : R→ R+ exists such that
νa(f(X)) =
+∞∫
−∞
f(x)ρ(x)dx, ∀f ∈ R〈X〉,
we call ρ(x) the probability density function of a. The Fourier transform χ(y)
χ(y) =
1
2pii
+∞∫
−∞
eiyxρ(x)dx = E
[
eiya
]
of ρ(x) is called the moment generating function5 of a.
-
Example 3.5 (the semicircle distribution). Some of the most celebrated distribu-
tions in free probability theory are the semicircle laws. Their probability density
functions wm,v are,
wm,v(x) =

2
piv2
√
v2 − (x−m)2 if m− v ≤ x ≤ m+ v,
0 otherwise,
where m and r are real numbers and r > 0. m is the mean, or expectation value
of the semicircle distribution and v2/4 the variance. If m = 0 and v = 2, then
the corresponding semicircle law is called standard. The moments mn of this
distribution are
mn =

0 if n=2 k+1,
1
k+1
(
2k
k
)
if n = 2k.
The numbers Ck = 1k+1
(
2k
k
)
are called the Catalan numbers.
-
5Alternatively, this function is also called the first characteristic function of a.
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Operator-valued random variables
The concept of a probability density function can be generalized to operator-valued
random variables. Given a normal operator a ∈ A, a von Neumann algebra, the
spectral theorem states that there exists a unique projection-valued measure M on
the complex plane C such that
a =
∫
Σ(a)
zM(dz),
f(a, a∗) =
∫
Σ(a)
f(z, z)M(dz), ∀f continuous,
where integration with respect to the projection-valued measure may be understood
as
ϕ
(
f(a, a∗)
)
=
∫
f(z, z)ϕ
(
M(dz)
)
for every ϕ ∈ S(A), the state space of algebra A. The complex-valued measure µϕ,
defined by
µϕ : Y 7→ ϕ(M(Y )), Y ⊂ C,
is the probability measure as introduced in (3.1).
Similarly, if the state ϕ in equation (3.1.2) is replaced by a conditional expec-
tation E onto a unital algebra B, the spectral theorem states that
E
(
f(a, a∗)
)
=
∫
f(z, z)E
(
M(dz)
)
,
and an operator-valued probability measure µa of X under E can be defined as
µa : Y 7→ E
(
M(Y )
)
, Y ⊂ C.
The operator-valued versions of the probability density function and moment
generating function are defined analogously to definition 3.4.
It should be noted that in this case the probability measure of a random variable
contains strictly less information than the distribution. In the non-commutative
case, a generic element in B〈X〉 is a linear combination of
b0Xb1X · · ·Xbn, n ∈ N, (3.2)
but no useful commutation relation between X and the bi exists and therefore the
expectation of (3.2) cannot be calculated from the probability measure µa alone.
3.1.3 Joint distributions
Definition 3.6. Let B〈X1, . . . , Xm〉 be the algebra freely generated by B and
m non-commuting (self-adjoint) indeterminates X1, . . . , Xm. For a probability
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space (A,E) over B and m random variables a1, . . . , am ∈ (A,E) we define the
B-functional
ν(a1,...am) : B〈X1, . . . , Xm〉 → B by ν(a1,...,am) := E ◦ τ(a1,...,am), (3.3)
where τ(a1,...,am) : B〈X1, . . . Xm〉 → A is the unique homomorphism such that
τ(a1,...,am)(b) = b for all b ∈ B and τ(a1,...,am)(Xi) = ai for all i = 1, . . . ,m.
ν(a1,...,am) is called the joint distribution of the random variables a1, . . . , am.
-
Example 3.7 (joint scalar probability measures). As in the case of a single scalar
random variable, for a set ofm commuting scalar random variables we can construct
a (joint) probability measure on Cm such that ∀f ∈ C〈X1, . . . , Xm〉,
ν(a1,...,am) (f(X1, . . . , Xm)) =
∫
Cm
f(x1, . . . xm)dµ(x1, . . . , xn).
-
Already in the simple example 3.7 it can be seen that a joint probability
measure is a hugely more complicated object than the probability measure of a
single random variable. It details not only all moments of a single random variable,
but also contains all information on correlations between different random variables.
Only in a few, very select cases does it become feasible to actually compute
or determine the joint probability measure of several random variables. The most
well-known case is without a doubt a system of independent random variables.
Definition 3.8 (independent random variables). Let (A,E) be a probability space
and A1,A2 ⊂ A. The algebras A1 and A2 are called independent (with respect to
E) if for all a1 ∈ A1 and a2 ∈ A2, a1a2 = a2a1 and
E [a1a2] = E [a1]E [a2] . (3.4)
If A1 and A2 are independent, then any a1 ∈ A1 and a2 ∈ A2 are also called
independent.
-
Remark 3.9. It can easily be seen that independence implies that the outcomes
or expectation values of different random variables are not conditioned upon each
other. Often, this observation is taken as the defining property of independent
random variables. This is actually not correct. There are several types of random
variables which also have this property, but are not independent. In particular, free
random variables, which we will introduce in the next section, do not commute,
but their outcomes also cannot be conditioned upon each other.
-
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Example 3.10 (probability measures of independent random variables). As we
have seen, the Riesz-Markov theorem can be used to construct meaures µai such
that
νai (f(Xi)) =
∫
C
f(xi)µai(dx), ∀f ∈ C〈Xi〉.
In the case of independent ai, the joint probability measure µa1,...,am appearing in
example 3.7 can be rewritten in terms of these measures µai ,
ν(a1,...,am) (f(X1, . . . , Xm)) =
∫
Cm
f(x1, . . . , xm).
m∏
i=1
µai(dxi) (3.5)
-
Example 3.11 (Classical convolution). If one is only interested in the sum of two
independent random variables (a1 +a2), a measure µa1+a2 on C can be constructed,
which is the probability measure of the sum (a1 + a2),
ν(a1,a2) (f(X1 +X2)) = νa1+a2 (f(X)) =
∫
C
f(x)µa1+a2(dx), ∀f ∈ C〈X〉,
where µa1+a2 = µa1 ∗ µa2 , the usual convolution of µa1 and µa2 . The first charac-
teristic function of the sum is the product of the characteristic functions of a1 and
a2.
-
3.2 What does it mean to be free?
As we mentioned in the introduction of this chapter, there exists a non-com-
mutative analogue of independent random variables, namely free random variables.
Not only does this reduce the complexity of multivariate distributions in a similar
way as independence does, but it will also allow us to rewrite probability measures
for sums6 of free random variables in terms of the probability measures of the
individual random variables using an operation called free convolution. This will
be the main point of section 3.4. Here we focus on some elementary properties of
free random variables, illustrated by a few select examples.
Definition 3.12 (free algebras).
1. Let (A,E) be a probability space over B and A1, . . . ,Am unital subalgebras.
A1, . . . ,Am are called free (with amalgamation over B) if
∀n ∈ N, ∀ ai ∈ Ak(i), 1 ≤ i ≤ n, and k(i)) 6= k(i+ 1),
6An analogue procedure as the one we will follow here, also allows to treat products of free
random variables.
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E [a1a2 · · · an] = 0,
if for all i,
E [ai] = 0.
2. If A1, . . . ,Am are free with amalgamation over B, then the set (ai)i=1,...,m
with ai ∈ Ai is also called free with amalgamation over B.
-
Example 3.13 (random subsystems). Suppose we have a more or less uniform
system, such as a quantum gas, but we are only interested in the interaction
between two randomly chosen parts of that gas to study for instance the correlation
length in the system. For a single subsystem, we can simple project the global
system using a projector such as Pn. To choose a second subsystem, we need
an appropriate notion of randomness. The simplest such notion is derived from
the structure of U(2n), the group of unitary transformations of H2n. This group
admits a natural two-sided invariant measure, called the Haar measure µ. The key
feature of this measure is that is translation invariant with regards to the group
operations and thus it assigns weights uniformly. Using this measure µ we can
construct a random projector Qn by picking a random unitary, U , according to the
measure µ from the group U2n and rotating the projector Pn over this unitary U ,
Qn = UPnU
∗.
It is then a standard result in free probability theory that in the limit n → ∞,
P = limPn and Q = limQn will be free over C in the probability space (B(H), τ)
where τ is the normalized trace functional. The ranges of Q and P are then also
referred to as random subsystems.
This may seem a rather abstract result, but it is exactly this type of reason-
ing which leads to the identification between free random variables and infinite
dimensional unitarily invariant random matrices. We will discuss this identification
further in section 3.5.
We will show how the spectrum of the sum of two free random variables can be
computed in theorem 3.34. After this theorem, we will come back to this example
and show how we can calculate the spectrum of P +Q.
-
Example 3.14 (Constants are free from everything). Consider a probability space
(A,E) over B. The algebras A and B are free with amalgamation over B.
We should check whether an expression of the form
E [a1b1a2b2 · · · anbn] ?= 0, where ai ∈ A, bi ∈ B, (3.6)
if
E [ai] = 0 and E [bi] = 0. (3.7)
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Since E [bi] = bi,
E [bi] = 0 iff bi = 0.
So, if (3.7) is true, then (3.6) is equal to
E [a10a20 · · · an0] = 0,
and we see that A is free from B with amalgamation over B.
-
As promised, definition 3.12 can be used to compute expectation values of
words containing any number of free random variables. Consider for instance the
monomial a1a2 · · · an, where the ai are free (with amalgamation over some B). We
would like to know
E [a1 · · · an] .
Since the ai are free, we know that
E
[(
a1 − E [a1]
)(
a2 − E [a2]
) · · · (an − E [an])] = 0. (3.8)
E is linear, so we can expand out the differences appearing in this expression. Only
one of the terms in this expansion is the expectation of a monomial of length n,
all others are of lower order. We can use this identity to rewrite (3.8) in terms of
shorter monomials,
E [a1 · · · an] =
n∑
r=1
∑
1≤k1<...kr<n
(−1)r+1E[a1 · · · akj−1E [akj ] akj+1 · · ·Xn].
This scheme can be continued until all expectations are reduced to expectations
of a single random variable and operators from B. It is important to remark that
freeness with amalgamation over a subalgebra B only reduced expectations of
random variables up to elements of B, i.e. expressions of the form
E [aib1aib2 · · · ai] , ∀k, bk ∈ B.
Such expressions can be calculated from the knowledge of the distribution of ai. If
we only know the spectrum of ai we lack sufficient information to compute this as
an explicit element of B.
Example 3.15. Suppose a and b are free with respect to some state ϕ. For short
monomials, e.g. ab or ab2a, free variables behave similar to independent ones
ϕ(ab) = ϕ(a)ϕ(b),
ϕ(ab2a) = ϕ(a2)ϕ(b2).
For longer monomials, e.g.
ϕ(abab) = ϕ(a2)ϕ(b)2 + ϕ(a)2ϕ(b2)− ϕ(a)2ϕ(b)2.
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This last expression is representative of the difference between free and independent
random variables. For independent random variables, the last two expressions,
ab2a and abab, have the same expectation value whereas for free random variables,
the expectation values can be as different as 0 and ∞.
Notice also that commutativity precludes freeness, two commuting operators
can never be free and vice versa two operators which are free cannot be commuting
operators. This of course does not hold for the 1-operator, which is free from any
other operator in any probability space.
-
Most of the time, we will be working with a select set of free random variables
without reference to the free algebras to which they belong. In such a case, an
alternative, but equivalent, characterization can be more convenient.
Lemma 3.16. Let
(A,E) be a probability space over B and I ⊂ N a countable
index set. IF a set (Xi)i∈I is free with amalgamation over B, then
∀n ∈ N, ∀ pi ∈ B〈X〉 and i(k) 6= i(k + 1), 1 ≤ k ≤ n,
ν(ai(1),...,ai(n))
(
p1(Xi(1)) · · · pn(Xi(n))
)
= 0
if ∀ j ∈ I,
νai(j)
(
pj(Xi(j))
)
= 0.
-
Example 3.17 (Fock space picture). For any Hilbert space H, we can define (full)
Fock space
F(H) :=
∞⊕
n≥0
H⊗n,
where H0 := CΩ and for any h ∈ H we can define the (left) creation operator `∗(h),
`∗(h)ψ :=
{
h if ψ = Ω,
h⊗ ψ if 〈ψ ,Ω〉 = 0.
Its adjoint, `(h), acts as an annihilation operator on Fock space,
`(h)ψ1 ⊗ ψ2 ⊗ · · · ⊗ ψn = 〈h, ψ1〉ψ2 ⊗ · · · ⊗ ψn,
and kills the vacuum,
`(h) Ω = 0.
In lieu of the more traditional commutation relations, we find
`(h)`∗(h) = 〈h, h〉1.
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Fock space, with it associated vacuum state |Ω〉〈Ω|, is literally full of operators
which are free: Let h1, h2 ∈ H, the algebras L1 and L2 generated by respec-
tively {`∗(h1), `(h1} and {`∗(h2), `(h2} are free with respect to the vacuum state iff
〈h1, h2〉 = 0.
Assume 〈h1, h2〉 = 0, then `(h1)`∗(h2) = `(h2)`∗(h1) = 0. To check for freeness,
it is sufficient to only look at monomials of the creation and annihilation operators,
since any polynomial of creation and annihilation operators of a single vector can
be rewritten as a linear combination of monomials in those same creation and
annihilation operators. Suppose for instance that
p (`(h), `∗(h)) =
∑
V
cV `
#(v1)(h) · · · `#(vn)(h),
where V is any series containing only 0’s and 1’s, #(0) = 1 and #(0) = ∗. Suppose
furthermore that 〈Ω|p (`(h), `∗(h)) |Ω)〉 = 0, then
p (`(h), `∗(h))
= p (`(h), `∗(h))− 〈Ω|p (`(h), `∗(h)) |Ω〉
=
∑
V
cV
[
`#(v1)(h) · · · `#(vn)(h)− 〈Ω|`#(v1)(h) · · · `#(vn)(h)|Ω〉
]
,
which is a linear combination of monomials in `(h) and `∗(h) which all have a zero
expectation value under the vacuum state.
Any monomial in creation and annihilation operators of only a single vector h
can be further reduced to a canonical form,
`∗(h)n`(h)m, n+m > 0, (3.9)
since any monomial in {`∗(h), `(h)} has zero expectation value unless it reduces
to a multiple of the identity and any long sequence of creation and annihilation
operators can be reduced in length with the relation
`(h)`∗(h) = ‖h‖21.
It is easy to see that the expectation value of a product of monomials as in (3.9) is
always zero.
The reverse implication is immediate. If {`∗(h1), `(h1} and {`∗(h2), `(h2} are
free, then 〈h1, h2〉 = 〈Ω, `(h1)`∗(h2)Ω〉 = 0.
-
3.3 A combinatorial view on free random variables
In light of chapter 4, it is most convenient to introduce the free convolution using its
combinatorial description. This side of free probability was discovered by Speicher
[41] and is a highly effective tool for algebraic calculations.
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3.3.1 Non-crossing partitions
The combinatorics of free probability are heavily tied to the concept of non-crossing
partitions. Non-crossing partitions fulfill a similar role to pair partitions in quantum
field theory. In effect, they label the analogues of Feynman diagrams between
interacting random variables.
Definition 3.18. 1. Let S be a linearly ordered set. Then pi = {W1, . . . , Vp}
is a partition of S if the Vi 6= ∅ are disjoint and ∪iVi = S.
2. The partition pi is called non-crossing if for all i, j = 1, . . . , p with Vi =
{v1, . . . , vn} (v1 < · · · < vn) and Vj = {w1, . . . , wm} (w1 < · · · < wm) we
have
wk < v1 < wk+1 ⇐⇒ wk < vn < wk+1, (k = 1, . . . ,m− 1). (3.10)
3. The Vi are called blocks (or bridges) of the partition pi.
4. If Vi = {v1, . . . , vn} is linearly ordered, we denote this by (v1, . . . , vn).
-
It suffices to study the non-crossing partitions of N or more to the point
(1, . . . , n), n ∈ N. For any other countable linearly ordered set S, we can always
find a map s : N → S which preserves the linear order so that non-crossing
partitions of N are mapped to non-crossing partitions of S.
Example 3.19. Consider the linearly ordered set (1, 2, 3). Its partitions are
pi1 =
{{1}, {2}, {3}}, pi2 = {{1, 2}, {3}}, pi3 = {{1}, {2, 3}},
pi4 =
{{1, 3}, {2}}, pi5 = {{1, 2, 3}}.
All of these partitions are non-crossing.
-
Example 3.20. The set (1, 2, 3, 4) is the smallest set where crossing partitions
appear. pi1 =
{{1, 3}, {2, 4}} is crossing, but pi2 = {{1, 4}, {2, 3}} is not.
-
Catalan numbers
The number of non-crossing partitions of a given set are counted by the so-called
Catalan numbers Cn, so named in honor of the Belgian mathematician Eugène
Charles Catalan (1814-1894). Any linearly ordered set S with n elements, has Cn
non-crossing partitions,
Cn =
1
n+ 1
(
2n
n
)
=
(2n)!
(n+ 1)!n!
.
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A nice way to summarize this, is by looking at the generating function for the
Catalan numbers c(x),
c(x) =
1−√1− 4x
2x
.
The coefficients of subsequent powers of x in a power series expansion at x = 0 are
exactly the Catalan numbers.
Drawing partitions
For large sets S, checking whether a given partition is non-crossing can be quite
tedious. A graphic depiction of the partition makes it easy to distinguish between
crossing and non-crossing partitions. We order the elements of the set S from left
to right and put a vertical line under each element. If two (or more) elements
belong to the same set, we connect these vertical lines by a horizontal one. We
call this a bridge, and by analogy, we call the vertical lines pylons. E.g. for
the partitions pi1 =
{{1, 4, 5, 6}, {2, 3}} and pi2 = {{1, 3, 5, 6}, {2, 4}} of the set
S = (1, 2, 3, 4, 5, 6),
pi1 =
{{1, 4, 5, 6}, {2, 3}}→ 1 2 3 4 5 6,
pi2 =
{{1, 3, 5, 6}, {2, 4}}→ 1 2 3 4 5 6.
In the second graphic depiction, the bridge connecting the elements of the first
block and the bridge connecting the elements of the second block of pi2 cross each
other, hence the name crossing partition. In the first, the bridge connecting the
first and the bridge connecting the second second block of pi1 do not cross, so this
amounts to a non-crossing partition.
Sometimes, it is more convenient to represent partitions in the circle. This
representation is equivalent to a representation on a line, where the last point is
identified with the first to create a circle.
A partial ordering
As a last point, we define a partial order on NC(n). For two partition pi1 and pi2
we say that pi1 ≤ pi2 iff each block of pi1 is contained as a whole in one block of pi2.
The maximal element of NC(n) is denoted 1n. As a partition, it contains a single
block, which connects all the elements of NC(n).
This partial ordering can also be used to construct larger partitions out of
several smaller ones. Suppose for instance that pi1 is a non-crossing partition of
NC(n1) and pi2 is a non-crossing partition of NC(n2). Then we can construct
a non-crossing partition of NC(n1 + n2) by inserting the partition pi2 between
the qth and (q + 1)th elements of {1, . . . , q, q + 1, . . . , n1}. This is denoted by
ins(q, pi2 → pi1).
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If pi1 is a non-crossing partition of NC(n1) and pi2 a non-crossing partition
of NC(n2), then we mean by pi1 ∪ pi2 the non-crossing partition of NC(n1 + n2)
constructed by adding the blocks of pi1 as a partition of NC([1, n1]) to the set of
blocks of pi2 considered as a partition of NC(n1 + 1, n1 + n2).
In calculations where summations over partitions {pi |pi ≤ σ}, where σ is a
given partition, are involved, the following recursive characterization of non-crossing
partitions can be useful.
Lemma 3.21. A partition pi = {W1, . . . , Vn} ∈ NC(S) is non-crossing if at least
one Vi is an interval in S and pi\{Vi} is a non-crossing partition of S\Vi.
Example 3.22. Let S be the linearly ordered set (1, 2, 3, 4, 5, 6, 7, 8) and pi the
partition {(1, 2, 5, 8), (3, 4), (7)}. Both W1 = (3, 4) and W2 = (7) are intervals of S.
S\(W1 ∪W2) is the linearly ordered set (1, 2, 5, 8). The remaining block of pi is an
interval of this reduced set and so pi is a non-crossing partition of S.
-
3.3.2 Free cumulants
The free cumulants play a similar role to normal cumulants in regular probability
theory. The operator-valued aspect of free probability does however require a more
abstract framework to define free cumulants.
Let us first define an object complementary to the distribution of a random
variable, the moments map.
Definition 3.23 (moments map). Let (A,E) be a probability space over B. The
moments map µ
µ :
⋃
n
An → B,
is given by
µ(a1, a2, . . . , an) := E [a1a2 · · · an] , ai ∈ (A,E).
The reason that µ is called the moments map is that for (free) random variables
ai
µ(b0a1b1, a2b2, . . . , anbn) = E [b0a1b1 · · · anbn] ,
which are the moments of the variables (ai)i collected in the distribution of the
set {ai}i. The moments map µ thus encodes all the information contained in the
distribution of any set {ai}i ∈ A.
We can go one step further and define a map M
M :
⋃
n
(
NC(n)×An)
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recursively by
M1n(a1, . . . , an) := µ(a1, . . . , an), (3.11)
Mpi∪σ(a1, . . . , an) := Mpi(a1, . . . , ak)Mσ(ak+1, . . . , an), (3.12)
Mins(p,σ→pi)(a1, . . . , an) := Mpi(a1, . . . , apMσ(ap+1, . . . , ap+q), ap+q+1, . . . , an),
(3.13)
where σ ∪ pi is the disjoint union of σ and pi and ins(p, σ → pi) inserts the partition
σ ∈ NC(q) after the pth element in S where pi ∈ NC(S). A map which satisfies
(3.12)-(3.13) is called a multiplicative map.
Definition 3.24 (cumulants map). We define the multiplicative map κ through
the recursive relation
µ(a1, . . . , an) =
∑
pi∈NC(n)
κpi(a1, . . . , an). (3.14)
This map is called the cumulants map and the κ1s(aj(1), . . . , aj(s)) are called
the cumulants of {a1, . . . , as}. We will often denote the cumulants k1s as ks for
readability reasons.
In the previous section, we have seen how a non-crossing partition pi can
be decomposed by subsequent removals of intervals from pi. Combined with the
multiplicative nature of the function κ, this means that for any pi, κpi(a1, . . . , an)
can be written as a nested application of the functions κ1n where n is some natural
number. For instance, for the partition pi =
{{1, 2, 5}, {3, 4}}, we get
κpi(a1, a2, a3, a4, a5) = κ13
(
a1, a2κ12(a3, a4), a5
)
.
Since 1n is the unique element in NC(n) with a block of length n, κ1n appears
exactly once in the summation in (3.14). All other terms are of lower order. The
κ1s are thus uniquely defined through equation (3.14).
Definition 3.25 (mixed cumulants). Consider a probability space (A,E) with
free subalgebras Ai. The cumulants
κ1s(a1, . . . , as)
are called mixed cumulants if for some j, k ∈ {1, . . . , s}, aj ∈ Aq(j), ak ∈ Aq(k) and
q(j) 6= q(k).
Lemma 3.26. Consider a probability space (A,E) with free subalgebra’s Ai. The
mixed cumulants of elements ai ∈ Ai are zero.
Proof. A proof can be found in [41].
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Remark 3.27. Lemma 3.26 is often used as an alternative definition of free random
variables. Two random variables are then said to be free if their mixed cumulants
vanish. If, in applications, freeness is an assumption, this is often a much nicer
definition, since it allows direct calculations using cumulants.
Example 3.28. Let us for a moment return to the setting of example 3.15 and
calculate some cumulants of the free random variables a and b. Using (3.14), we
calculate
κ1(a) = ϕ(a),
κ1(b) = ϕ(b),
ϕ(ab)(= ϕ(a)ϕ(b)) =
∑
pi∈NC(2)
κpi(a, b) = κ12(a, b) + ϕ(a)ϕ(b),
ϕ(a2) = κ12(a, a) + ϕ(a)
2,
So, κ12(a, b) = 0 as promised by lemma 3.26 and κ12(a, a) = ϕ(a2)−ϕ(a)2, similar
to classical cumulants. By similarity with classical cumulants, k2 is also called the
variance of the probability measure of a.
3.4 Free convolution
In section 3.1.3 we explained how an operator-valued probability measure µa
can be associated to a general element a from a probability space. In classical
probability theory, the convolution describes the probability measure of the sum of
two independent random variables. Likewise, the free convolution describes the
(operator-valued) probability measure of the sum of two free random variables.
Definition 3.29. Let a and b be two free random variables in some probability
space (A,E). The free convolution µa  µb of the probability measures µa and µb
is defined as the probability measure µa+b of the sum (a+ b).
This free convolution can be calculated by turning to cumulants. Since mixed
cumulants of free random variables vanish, the cumulants of the sum of free random
variables a and b are simply the sum of the cumulants of a and b. All that is
required then, is some way of inverting the relation (3.14) between moments and
cumulants.
Definition 3.30. Consider a probability space (A,E) over B. The moment series
Ga of a ∈ (A,E) is defined as the formal series
Ga(b) :=
∞∑
n=0
E [b(ab)n] , ∀b ∈ B. (3.15)
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Remark 3.31. If b = 1/z ∈ C, then (3.15) converges for large enough |z| to an
analytic function. This function has a unique analytic extension on C\σ(a) which
goes to 1/z as z →∞,
E
[
1
z − a
]
,
which is called the Cauchy (or Stieltjes) transform of the probability measure µa.
From the Cauchy transform, the original probability measure µa can be recovered
via a limit procedure,
µa = w
∗- lim
y→+0
− 1
pi
ImGa
(
1
x+ iy
)
. (3.16)
-
Definition 3.32. Consider a probability space (A,E) over B. The cumulant series
Ka(b) of a ∈ (A,E) is defined as the formal series
Ka(b) :=
∞∑
n=1
kn(a, ba, . . . , ba︸ ︷︷ ︸
(n−1) times
).
-
Since mixed cumulants of free random variables vanish, the cumulant series of
the sum of two free random variables a1 and a2 can be easily restated in terms of
the individual cumulant series of a1 and a2.
Lemma 3.33. Consider a probability space (A,E) over B. For any two random
variables a1 and a2 ∈ (A,E),
Ka1+a2(b) = Ka1(b) +Ka2(b),
where equality holds on the level of formal power series.
-
The relation between moments and cumulants can now be succinctly summa-
rized by the following theorem.
Theorem 3.34. Consider a probability space (A,E) over B and a ∈ (A,E). The
∀ b ∈ B the relation
b
(
1 +Ka
(
Ga(b)
) ·Ga(b)) = Ga(b) (3.17)
holds on the level of formal power series.
-
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Proof. A proof of this theorem can be found in [41]. We will present another
proof in chapter 4 for more general theorem(s) which can be adapted easily to this
setting.
Remark 3.35. Notice that theorem 3.34 holds only on the level of formal power
series in general. If b is chosen to be z ∈ C+, the validity of theorem 3.34 can be
extended to hold on the level of analytic functions in a neighborhood of ∞. In
a few select cases, the domain can be further extended to C+. In these cases, it
becomes feasible to calculate the operator-valued probability measure of a sum of
two random variables directly using an analogue of equation (3.16).
-
Example 3.36 (semicircle laws). The semicircle laws have arguably the best-
behaved cumulant series, namely, for a semicircle law wm,v, the corresponding
cumulant series K(z) is
K(z) = m+
v2
4
z.
Suppose a and b are free random variables in a probability space (A, ϕ), such that
the distribution of a follows a semicircle law wma,va and the distribution of b follows
a semicircle law wmb,vb . Then the cumulant series of a+ b is
Ka+b(z) = Ka(z) +Kb(z) = (ma +mb) +
v2a + v
2
b
4
z.
Using theorem 3.34, it can be seen that the distribution of the sum a + b again
follows a semicircle distribution.
In general, the sum of n free random variables which are all distributed
according to a semicircle law is again a random variable distributed according to a
semicircle law. This behavior is rewarded with the term stable distribution.
-
Example 3.37 (random projectors). Equipped with theorem 3.34 we can now
calculate explicitly the probability measure associated to the sum of two random
projectors in a probability space (B(H), τ) as was promised in example 3.13.
The projectors P1 and P2 considered in example 3.13 both have a probability
measure,
1
2
δ(x) +
1
2
δ(x− 1),
associated to them. Although in principle the cumulant series for both projectors
can be calculated directly from definition 3.32, it more convenient to use theorem
3.34. As a formal power series, C(z) := GP1(1/z) has a formal inverse C∗ such
that,
C(C∗(z)) = z = C∗(C(z)).
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It should be stressed that such an inverse does not need to exist on the level of
(analytic) functions. Even still, if we input the formal inverse C∗ into equation
(3.17) as b = 1/C∗(w) = G∗P1(w),
KP1(w) = C
∗(w)− 1
w
. (3.18)
Since we know the probability measure associated to P1, we can calculate the
moment series GP1 explicitly,
C(z) = GP1(1/z) =
∫
Σ(Pi)
1
z − tdµ(t) =
1
2
(
1
z
+
1
z − 1
)
=
2z − 1
2z(z − 1) , if |z| > 1.
There are two solutions to the equation
C(z) =
2z − 1
2z(z − 1) = w,
when solved for z. Namely,{{
z → 1 + w −
√
1 + w2
2w
}
,
{
z → 1 + w +
√
1 + w2
2w
}}
(3.19)
If we put these tentative solution into equation (3.18),
KP1(w)
?
=
−1 + w +√1 + w2
2w
,
KP1(w)
?
= −1− w +
√
1 + w2
2w
.
Of the two possible solutions, only the first one provides the required behavior in
w = 0, namely KP1(0) = E [P1] = 1/2. So, we conclude that the cumulant series of
P1 in the region where the series converges, can be written as
KP1(w) =
−1 + w +√1 + w2
2w
.
A similar analysis for P2 would of course result in the same cumulant series,
since the probability density functions of both projectors are the same. Through
lemma 3.33 we then obtain,
KP1+P2 =
−1 + w +√1 + w2
w
.
A direct application of theorem 3.34 says,
1
z
(
1 +
−1 +GP1+P2(1/z)
√
1 +GP1+P2(1/z)
2
GP1+P2(1/z)
)
= GP1+P2(1/z),
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which can be worked out as,
GP1+P2(1/z)
?
=
1√−2 + z√z or,
GP1+P2(1/z)
?
= − 1√−2 + z√z .
Only the first solution has the required 1/z behavior as z →∞, so we finally obtain
that the probability density function associated to the sum P1 + P2 is
ρ(P1+P2) =
{ 1√
x
√
2−x , if 0 ≤ x ≤ 2,
0, otherwise.
(3.20)
-
Fock space picture
Example 3.17 can be expanded upon to construct a canonical realisation of (scalar
valued) free random variables as operators on full Fock space.
Theorem 3.38. Let `∗(h) be the creation operator on F(H) of some normalized
vector h. If
∑∞
k=1|cs| <∞, the series
`(h) +
∞∑
s=1
cs (`
∗(h))s−1
converges to a bounded operator a on full Fock space. The free cumulants ks of a
are the coefficients cs.
-
Although this setting is inconvenient as a physical setting, it can often be
beneficial to transport a problem concerning free random variables to this setting
as it translate the rather unintuitive correlation structure of free random variables
into explicit commutation relations.
A free central limit theorem
When dealing with independent random variables, the Gaussian distribution almost
inevitably comes into play. The reasons for this ubiquity are the central limit
theorems which describe the convergence of normalized sums of independent random
variables to a Gaussian distribution.
In free probability theory, the role of the Gaussian distributions is subsumed
by the semicircle laws and in full correspondence tot the classical theory, a central
limit result describes the convergence of normalized sums of free random variables
to a semicircle distribution.
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Theorem 3.39 (free central limit theorem). Let a1, a2, . . . be a sequence of free
random variables in a probability space A, ϕ such that ϕ(ai) = 0 and ϕ(a2i ) = 1.
Then the sequence (a1 +a2 + · · ·+an)/
√
n converges in distribution to the standard
semicircle law.
-
3.5 Random matrix models
The theory of random matrices has a long and distinguished career in physics
and many readers will have encountered random matrices at one point or another.
Rather than attempt to condense the theory of random matrices into this single
section, we will restrict ourselves to pointing out the connection between certain
types of random matrix models and free probability.
The space of n× n matrices,Mn(C), admits a simple linear functional, the
normalized trace Trn = 1/n Tr which transformsMn(C) into a natural probability
space (Mn(C),Trn). Although, in this sense, any complex matrix can be called a
‘random matrix’, this name is usually reserves for those types of matrices which
can be characterized as matrices which have scalar random variables as entries,
i.e. there is an underlying probability space (Ω, ϕ) which is used as a reservoir
for matrix elements. So, in this sense, a random matrix Xn is an element of a
probability space (Mn(Ω), τn) where τn = Trn ◦ϕ.
The difference between the two types of ‘random matrices’ is not mere mathe-
matical nit-picking. The probability spaces (Mn(Ω), τn) and (Mn(Ω),Trn) carry
two very different notions of probability measures. A probability density function
of an Xn ∈ (Mn(Ω),Trn) is a density function f on the space Ω, which leads to
the notion of distributions on probability measures.
On the other hand, the probability density function of a random matrix
Yn ∈ (Mn(Ω), τn) is a function on C and thus has no interpretation as a ‘distribution
on probability measures’.
These two different types of probability spaces are commonly distinguished
by referring to the corresponding probability distribution as either the empirical
eigenvalue distribution if Xn if Xn ∈ (Mn(Ω),Trn), which is always of the form
1
n
(δ(λ1) + · · ·+ δ(λn)) , λi ∈ Ω,
or mean eigenvalue distribution if Xn if Xn (Mn(Ω), τn), which is always of the
form
1
n
ϕ (δ(λ1) + · · · δ(λn)) ,
If we consider the limit for n→∞, both types of random matrices obviously
have different convergence properties.
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Definition 3.40 (Limit distributions). Consider a sequence of random matrices
(Xn)n∈N0 ∈ (Md(Ω),Trn ◦ϕ). Then we say that the sequence (Xn)n has the limit
distribution µ as n→∞ if µ is a distribution on C〈X〉 and
µ(Xk) = lim
n→∞Trn ◦ϕ
(
Xkn
)
, ∀k ∈ N.
In addition, we say that the sequence (Xn)n converges to its limit distribution
almost surely if
µ(Xk) = lim
n→∞Trn
(
Xkn
)
, ∀k ∈ N.
-
We can also define a notion of convergence for multiple random matrices,
Definition 3.41. Let S be a set. For n ∈ N, let (Xn(s))s∈S be a family of matrices
inMn(Ω). Then we say that the familiy (Xn(s))s∈S has the limit distribution µ
as n→∞ if µ is a distribution on C〈Xs|s ∈ S〉 and
µ(Xs1Xs2 · · ·Xsm) = lim
n→∞Trn ◦ϕ (Xn(s1) · · ·Xn(sm)) ,
if in addition,
µ(Xs1Xs2 · · ·Xsm) = lim
n→∞Trn (Xn(s1) · · ·Xn(sm)) ,
we say that the family (Xn)n converges almost surely to its limit distribution.
-
Although, no two finite random matrices are free, in the limit n → ∞ it is
natural to look for matrix ensembles which admit an approximation of free random
variables.
Definition 3.42. Let (Xn(s))s∈S be a family of random matrices as before. Then
the family (Xn(s))s∈S is called asymptotically free almost everywhere as n→∞ if
(Xn(s))s∈S has the limit distribution µ almost surely, where
µ(Xs1 · · ·Xsm) = lim
n→∞Trn (Xn(s1) · · ·Xn(sm)) a.s.
and C〈Xj〉 is a free factor in C〈Xs|s ∈ S〉.
-
The most well-known class of random matrix ensembles whose elements con-
verge to asymptotically free almost everywhere random variables, are those that
belong to the unitarily invariant matrix ensembles. We have already met such
matrices in examples 3.13 and 3.37 as the random projectors P and Q.
The general framework follows similar lines. Let U(n) be the compact group
of unitary matrices of size n. This space carries a natural probability measure, the
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Haar measure γn. A unitary Un chosen from U(n) according to this Haar measure
is called a random Haar unitary. Once we have a supply of random Haar unitaries,
the following theorem allows us to both construct and recognize asymptotically
free almost everywhere random matrices.
Theorem 3.43. For n ∈ N, let Xn and Yn be Hermitian random matrices in a
probability space (Mn(Ω), τn) and let Un be a random Haar unitary independent
of Xn and Yn. If the the empirical eigenvalue distribution of Xn (Yn) converges
in distribution almost surely to a compactly supported probability measure µX
(µY ), then (Xn, UnYnU∗n) is asymptotically free almost everywhere and the limiting
distribution of Xn + UnYnU∗n is the free convolution µX  µY .
-
Example 3.44 (Gaussian unitary ensemble). The most celebrated random matrix
ensembles are without a doubt the so-called gaussian unitary random matrix
ensembles (GUE) on Mn(C). The elements of this ensemble are the standard
Hermitian Gaussian matrices H(n) which satisfy ∀ i, j ≤ n,
1. {ReHij(n)} ∪ {Im(Hij(n))} is an independent family of Gaussian random
variables,
2. ϕ(Hij(n)) = 0, ϕ(Hii(n)2) = 1/n and if i < j, ϕ(Re(Hij(n))2) = ϕ(Im(Hij(n))2) =
1/2n.
We mention these ensembles in particular since they form random matrix
models for the semicircle distributions, i.e. both their mean and empirical eigenvalue
distribution converge to a semicircle law. Furthermore, since they are unitarily
invariant, a family of random matrices drawn from the GUE ensembles converges
to a free family of semicircles in the sense of definition 3.42.
-
This correspondence between free random variables and unitarily invariant
random matrices is strict. For any family of free random variables, there is a
corresponding family of unitarily invariant independent random matrices who
converge in distribution almost surely to the family of free random variables.
Likewise, if the empirical eigenvalue distribution of each member of a family
of unitarily invariant random matrices converge in distribution to a compact
distribution, then they converge almost everywhere to a free family of random
variables.
This does not mean that any other type of random matrix ensemble cannot
lead to free random variables. For instance, random matrices drawn from the GOE,
gaussian orthogonal ensemble, which requires i.i.d. gaussian distributed real matrix
elements, also converge to a free family.
Other examples of ensembles which lead to free families exist in the literature,
but the unitarily invariant ones are by far the most commonly used. In light of
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chapter 4, even a subset of the unitarily invariant random matrix ensembles can
be considered, the so-called maximal entropy ensembles. We will leave the reasons
behind this restriction for the introductory sections of the next chapter.
3.6 Resolving free convolution
The preceding sections have already introduced a copious amount of mathematics.
Unfortunately, in order to support the extensions of free probability theory needed
for chapter 4, some more mathematics should be served to the reader as dessert.
And by dessert, we mean of course some ready-made appetizers for the calculations
in the following chapter.
Traditionally, a course in operator theory places a large emphasis on the
construction and representation of continuous functions on operator algebras. The
more restricted class of holomorphic7 functions is rarely treated explicitly, perhaps
because the more common holomorphic functions, such as the exponential and
polynomial functions are also entire8 functions. These can easily be defined on an
operator algebra through their Taylor series.
There are two main benefits for considering the spectral representation theory
for holomorphic functions rather than the more traditional spectral theory for
continuous functions. First, by limiting this discussion to holomorphic functions,
or more truthfully, by considering entire functions purely as holomorphic functions,
the full force of complex analysis can be brought to bear in this chapter. Especially
the Cauchy integral theorem will prove very useful in the following. Secondly, the
resolvent mapping z 7→ (z − x)−1 of a operator x is holomorphic on C\σ(x). The
important role that resolvent mappings (read: moment generating functions) play
in free probability theory combined with the powerful machinery of holomorphic
functional calculus allows for a more in-depth study of the analytical properties of
free convolution in chapter 4.
A third, but minor advantage concerns the algebraic setting. The spectral
theory for continuous functions is most naturally phrased in terms of spectral
projectors. In the introductory chapter on free probability it was stressed that
all results would be centered on C∗-algebras. Most of the C∗-algebras which will
be considered in the remainder of this chapter are freely generated by two or
more elements. This type of C∗-algebras does not in general contain any spectral
projectors, so the C∗-algebra has to be wrapped up into a larger von Neumann
algebra which does contain the spectral projectors. Usually, this is just a minor
complication, but one which can be avoided by using holomorphic functional
calculus.
7Holomorphic functions are complex-valued functions which are complex-differentiable in a
neighborhood of every point in their domain.
8Entire functions are holomorphic functions whose domain is C. As a consequence, the radius
of convergence of a Taylor series expansion in any point is infinite. To physicists, they are more
commonly known as ‘nice’ functions.
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Definition 3.45. Let a be bounded element of a C∗-algebra A. A complex number
z is said to be in the resolvent set ρ(a) if z1 − a is a bijection with a bounded
inverse. The complement of ρ(a) is called the spectrum of a, denoted σ(a). Ra(z) =
(z1− a)−1 is called the resolvent of a at z. The function Ra : C→ A : z 7→ Ra(z)
is called the resolvent mapping. Its domain is the open set ρ(a).
Remark 3.46. In some, mostly physics oriented, texts the resolvent of an operator
a is alternatively defined as (a−z1)−1. When comparing results with the literature,
one should pay attention to this conflicting sign convention. Especially since it is
often not mentioned which sign convention is used.
In the context of differential equations, the resolvent is also sometimes referred
to as a Green’s function or propagator.
Remark 3.47. In the following, z will always be a complex number. Whenever a
nonsense expression such as z − a is encountered, it should be read as z1− a.
By analogy with the Cauchy integral formula in complex analysis, a holomorphic
functional calculus can be defined on a C∗-algebra by the following definition.
Definition 3.48 (holomorphic functional calculus). Let a be a bounded element
of a C∗-algebra A and f a holomorphic function whose domain D contains σ(a).
If a set of positively oriented rectifiable Jordan curves Γ exists on D such that Γ
encloses σ(a), then we define f(a) as
f(a) :=
1
2pii
∫
Γ
f(z)
1
z − adz,
where the integral is of Bochner type.
Example 3.49. It may be illuminating to see how definition 3.48 behaves when the
C∗-algebra in question is a matrix algebra. Suppose that A is a finite dimensional
selfadjoint matrix. Any such matrix can be diagonalized by some unitary matrix U .
The matrix A can then be rewritten as A = UΛU∗ where Λ is a diagonal matrix
containing the eigenvalues of the matrix A. Using the properties of a Bochner
integral, the formula in definition 3.48 can be reduced to a more manageable
integral,
f(A) =
1
2pii
∫
σ(a)
f(z)
1
z −Adz =
1
2pii
∫
σ(a)
f(z)
z − UΛU∗ dz
=
1
2pii
U
 ∫
σ(a)
f(z)
z − Λdz
U∗.
The argument of this last integral is a diagonal matrix with matrix elements
f(z)/(z − λi) where the λi are the eigenvalues of the matrix A. The integral is
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easily computed by applying the Cauchy integral theorem for every diagonal matrix
element so that
f(A) = Uf(Λ)U∗,
where f(Λ) can be understood as element-wise application of the function f to
the matrix Λ. This is clearly in line with both the polynomial and continuous
functional calculus. For other, more general algebras the calculation strategy
remains essentially the same;
1. rewrite the operator a in its eigenbasis by unitary rotation over some unitary
u,
2. apply the holomorphic function f element-wise to the operator uau∗, i.e.
apply the function f to the eigenvalues of a,
3. rotate the result back to the original basis.
By comparing definition 3.48 to the spectral projector form of continuous
functional calculus, one might be tempted9 to interpret a resolvent (z − a)−1 as
a spectral projector P{z}. As we explained, spectral projectors are in general not
element of the C∗-algebras under consideration, so the connection is a bit more
subtle.
Theorem 3.50 (Stone’s formula). Let a be a bounded self-adjoint element of some
C∗-algebra A. Then
s- lim
↓0
1
2pii
t∫
s
(
1
(x− i)− a −
1
(x+ i)− a
)
dx =
1
2
(
P[s,t] + P(s,t)
)
,
where P[s,t] and P(s,t) are the spectral projectors associated to the operator a on
the closed interval [s, t], respectively the open interval (s, t).
The strong operator limit ‘s-lim’ appearing in this theorem provides the
necessary convergence path to attain elements which lie outside of the more
restrictive C∗-algebras, in this case the spectral projectors.
The inclusion of Stone’s formula in this chapter is not mere mathematical
pedantry, it also allows for an easy connection between the expected resolvent
mapping of an operator a under some state or conditional expectation and the
associated probability measure of a.
Corollary 3.51. Let a be a bounded self-adjoint element of some C∗-algebra A.
Then for any state ϕ, the probability density function ρϕ of the associated measure
µϕ can be obtained from the expected resolvent mapping by
ρϕ(x) = w- lim
↓0
1
pii
ϕ
(
1
(x− i)− a −
1
(x+ i)− a
)
.
9This interpretation is very common in statistical mechanics.
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For any conditional expectation E, the operator-valued probability density function
ρE of the associated measure µE can be obtained from the expected resolvent mapping
by
ρE(x) = w- lim
↓0
1
pii
E
[
1
(x− i)− a −
1
(x+ i)− a
]
.
Remark 3.52. Notice that the stronge convergence in theorem 3.50 is watered
down to weak convergence in corollary 3.51. In a naive application of Stone’s
formula, the limit would occur before taking the expectation. In corollary 3.51 the
order is reversed and as a consequence the strong limit reduces to a weak one. The
exact type of limit depends on the nature of the target space of ϕ or E. The weak
limit also means that Dirac δ-functions and other types of generalized functions
can appear in the probability density function.
CHAPTER 4
Household interactions in quantum mechanics
What is here required is a new kind of statistical mechanics, in
which we renounce exact knowledge not of the state of the
system but of the system itself.
F.J. Dyson [51]
We consider in this chapter a composite system consisting of a tightly control-
lable quantum system in contact with a large, mostly inaccessible environment.
The interaction between the system of interest and the environment is assumed
to be composed of large unitarily invariant random matrices. Similarly spirited
models have been considered before in [7, 8, 9, 10, 11, 12, 13].
It is our aim to trace out the interaction terms and in doing so obtain reduced
states and dynamics of the stable observables. This problem is generally intractable
unless we limit our attention to an extreme form of randomness for the coupling
observables, namely to the asymptotic regime of suitably scaled high-dimensional
random matrices.
In this limit, the randomness of the interaction terms freezes and mixed
moments of both the interaction terms and the unperturbed Hamiltonian become
deterministic; the unperturbed Hamiltonian and the interaction terms converge
asymptotically to a free family of random variables. Alternatively, if sufficient
structure is imposed on the nature of the interaction terms, the family can be free
with amalgamation over the algebra of system observables.
The emergence of freeness in this model effectively reduces the information
needed to describe the time evolution of the system of interest to an understanding
of the spectral properties of the interaction terms and of the full operator structure
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of the unperturbed Hamiltonian. If we additionally assume that the initial state
of the environment is invariant under the unperturbed dynamics, the needed
information further reduces to only knowledge of macroscopic properties of the
initial environmental state and spectral properties of the unperturbed Hamiltonian
and the interaction terms. It then becomes feasible to explicitly calculate the
dynamical behavior of observables associated to the system of interest, irrespective
of the type of environment.
It should be stressed that no approximations like replacing Hamiltonians by
effective Hamiltonians, assuming particular decoupling schemes or assuming the
existence of well-separated time scales are involved. Not surprisingly, the equations
governing such reduced dynamics are quite complicated, but some simple cases can
be analyzed.
Why study such models?
The original motivation for this chapter was simply the promise of adding a model
based on free random variables to the very sparse list of known exactly solvable
dynamical systems. Although few and far between in nature, exactly solvable
models are ubiquitous in physics, both in textbooks and in active research.
Much like sand castles, most exactly solvable models are built to mirror only the
main identifying features of their brick and mortar counterparts, and take consider-
ably less effort to construct. With some notable exceptions, such as the Heisenberg
description of the hydrogen atom, exactly solvable models do not correspond to
actual physical systems. Rather, they provide a conceptually and computationally
simple setting to study a particular phenomenon also encountered in more realistic
physical systems less amenable to an exact mathematical description.
Some of these ‘simple’ models, mostly mean-field or Markovian descriptions
[52], can be regarded as course-grained descriptions of the underlying physical
systems and these models gain some legitimacy as ‘physical models’. Others, such
as the Toda lattice [53], remain purely mathematical constructs which mimic a
single feature1 of a particular physical system. Such models are mostly used to
identify, qualitatively, the mechanism behind a physical phenomenon.
There is perhaps also an historical note to the popularity of exactly solvable
models among physicists. Exactly solvable is often taken to mean solvable without
using a computer. Many of the models taught in (under)graduate physics courses
were developed long before the computational power of digital computers became
widespread available. Perhaps, equally important, long before physicists trained
to use this new tool became widespread available. Even today, the conceptual
simplicity and computational advantage of exactly solvable models over more
realistic models, allows them to retain their popularity as teaching tools and testing
grounds for new ideas.
For these reasons, we initially did not overly concern ourselves with the physical
significance of a free interaction model. By itself, the promise of describing large
1In the case of the Toda lattice, soliton waves in crystals.
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quantum systems in the absence of constraining symmetries or approximations
warranted an analysis of such a model.
The central mathematical result which motivated us, was the moment-cumulant
relation of theorem 3.34. At its core, it implies that that the sum of two amalga-
mated free random variables a and b is completely characterized by the distribution
of a and b. It further promises a straightforward way to explicitly calculate this
sum if the cumulant series of a and b are known. In a dynamical model, this holds
the promise of describing in detail the reduced dynamics of a system with a known
Hamiltonian H0 undergoing a free perturbation V .
During the analysis of this problem however, we noted three things. Firstly, the
existing techniques in free probability theory did not suffice to properly analyze such
a dynamical model. We were forced to develop both new analytic and numerical
techniques which we believe relevant enough to be considered on their own. A
large part of this chapter will thus be devoted to the development and analysis of
these techniques2.
The newly developed techniques give rise to a dynamics in terms of some
rather complicated contour integrals over a complex hypersphere. The analysis of
these contour integrals is quite involved and only numerical results on this can be
obtained. Still, these results represent a substantial and fundamental simplification
of the original problem. Moreover, the residual toughness of the problem is inherent
to the type of systems we hope to describe.
Secondly, the connection to random matrices provides a direct link to a wealth
of existing models in quantum physics [7, 8, 54, 11, 12, 9, 13, 55, 56, 57, 10].
These models span a respectable part of the current research into quantum chaos,
decoherence, localization phenomena and quantum disordered systems. Although
the physical interpretation of these models differs from case to case, random
matrices universally enter these models either as the Hamiltonian of some large
quantum system or as a perturbation of a Hamiltonian of a large quantum system.
As the matrix size tends to infinity, most of the models referenced above tend to
one of the free interaction models we will discuss in this chapter. The advantage of
considering the thermodynamic limit is that correlation functions simplify greatly,
and a detailed and exact description of the dynamical behavior becomes possible.
When appropriate, we will discuss some of the (dis)similarities between the results
of the cited articles and our results.
Lastly, the connection to random matrices also provides a heuristic justification
for our model as a model of ‘generic’ environment-assisted dynamics in quantum
information theory. Although this realization only struck us after the mathematical
analysis of our free interactions models was largely finished, it is perhaps a good
idea to reverse the arrow of time and start with a physical motivation for these
free interaction models. Under this ordering, it is perhaps also better to coin an
alternative name for our free interaction models; minimal information models.
2Although we will develop these tools in the specific context of open quantum systems, the
relevant theorems, 4.2 and 4.16, have straightforward extensions to more general settings.
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4.1 Minimal information models
‘What happens when we put a quantum computer on our kitchen tabletop?’
Answering such a question might very well put you in line for the next Nobel price
in physics. Though truthfully, more likely for the development of the quantum
computer itself, than for answering the question of what happens to such a device
in your kitchen; no-one has as of yet been able to construct a practical quantum
computer, not even in controlled laboratory settings. Let alone, has one factorizing
RSA codes [1] in his kitchen.
But perhaps we do not actually need a functioning quantum computer to study
the above question. Of course this makes the question rather less exciting, and
answering it certainly less profitable [58].
Computations in a quantum world
The basic building blocks of a quantum computer are always the same; qudits3
are used to store information and that information is manipulated by performing
unitary operations on those qudits [1]. In this, a quantum computer is like any
other finite quantum system. The only quantitative differences between a quantum
system able to function as a quantum computer and one that is not, are likely the
separation between energy levels within the system, i.e. its Bohr spectrum, and
how it interacts with its environment.
The downfall of any quantum computer is its inevitable interaction with the
surrounding environment. In general, the interaction with an environment causes
correlations to leak out of the system into the environment. If this leakage is
severe enough, the resulting correlations between a quantum computer and its
environment destroy the logical integrity of the calculation. The computer will
most likely still output an answer, but there will be a non-zero chance4 that the
answer is wrong.
In order to work in different environments, in a lab as well as on our kitchen
tabletop, a quantum computer should be somewhat agnostic to the environment.
In particular, the functioning of a quantum computer should not be compromised
by microscopic changes in the environment. Only large, macroscopic and thus
manageable differences in the environment should influence the usefulness of a
quantum computer.
Given how all finite quantum systems look alike, it is perhaps useful to consider
a somewhat more general phrasing of the question in the fist paragraph, ‘What
happens when we put any quantum system on our kitchen table top?’ It is strongly
3As was explained before, a qubit is the quantum mechanical analogue of a bit, a quantum
mechanical two-state system. A qudit is a quantum mechanical system with d energy levels.
4This is rather the ‘glass half full’ interpretation. A more truthful statement would be; there
is a non-zero probability of obtaining the correct answer. By making adjustments to the quantum
computer on a timescale faster than the natural timescale on which correlation leakage occurs,
this non-zero probability can in theory [59, 60, 61, 62] be upgraded to a probability close to one .
It is therefore imperative to understand on what timescales this leakage occurs.
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suspected, and in fact even the phrasing of this question suggests, that the answer
should likewise depend on the full microscopic details of the quantum system,
but only macroscopic properties of the kitchen tabletop, such as the temperature,
thermal and electrical conductivity properties, size of the tabletop, . . . . If this
suspicion is true, then the analysis of this question in terms of the microscopic
properties of the quantum system in our kitchen should provide an indication of
what type of quantum systems, if any, can be used as a basis for a working quantum
computer.
Generic macroscopic environments
Macroscopic properties can be roughly classified into two different types. Properties
such as the temperature or pressure determine the macroscopic state of a specific
environment. We will refer to such properties as state properties. Other, such
as the mean particle composition of a gas or structural composition of a solid,
determine a specific type of environment. A wooden tabletop can be at the same
temperature as a metal cabinet, but both are of course completely different objects.
Such properties we call interaction properties if they provide information about
the interactions in an environment or the interactions of the environment with the
system.
Attempting to describe in detail the evolution of a quantum system in contact
with any microscopic environment characterized only by such macroscopic infor-
mation is perhaps overly ambitious. In this chapter we will restrict ourselves to an
analysis of those microscopic states and interactions which can be thought of as
‘typical’ or ‘generic’ given the macroscopic information we posses.
Typical states
In statistical mechanics, the notion of a ‘typical’ state is a well-established concept,
both theoretical and experimental, and more often than not refers to Gibbs states.
There are many, many arguments about the nature of statistical systems which
all lead to this same notion of typicality. Rather than pick one and risk confusing
the reader, we simply take as a given that if we were to examine the state of our
environment in detail, we would most likely find that it is a Gibbs state [52, 63] or
some state closely resembling a Gibbs state.
Typical interactions
The idea of a typical interaction is much more debatable. Given two systems, there
is no (known) dynamical principle which drives the interaction between those two
system towards some typical form. The environmental information we have at our
disposal restricts the set of possible microscopic environments and interactions,
but does not directly finger a most likely candidate.
However, if this restriction exhausts all the information we have about an
environment, we might as well pick one uniformly random from that set. If
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we assume that typically the information we have about an environment and its
interaction does not favor any particular basis, picking an environment or interaction
uniformly random amounts to picking a matrix from a unitarily invariant random
matrix ensemble. It is one of the great achievements of free probability theory
that in the thermodynamic limit such random matrices all behave similarly. The
description of the reduced dynamics then no longer depends on the specific choice
from the ensemble and represents in some sense the typical behavior of the system.
Since we know so little about typicality of interactions in large quantum sys-
tems, it is correspondingly rather hard to justify the assumption of free interactions.
However, there does seem to be experimental evidence to support this assumption.
Random matrix ensembles have been used to great success in the study of complex
and chaotic quantum systems ever since its inception in the 1950’s. The correspon-
dence between for instance the energy level distribution in large nuclei and the
spectrum of a large GUE matrix is remarkable [64].
This correspondence even extends far beyond the spectra of large nuclei and for
over 2 decades it has been a standing conjecture [65] that any quantum chaotic (i.e.
non-integrable) system can be accurately described by unitarily invariant random
matrices. Usually, the observation that a conjecture has been around for decades is
not an indication of its validity, but merely an indication of how hard it is to prove
or disprove. In this case, there is an enormous amount of experimental data on
quantum chaotic systems. Not a single chaotic system seems to defy this conjecture.
So, even if it turns out that there are deviant quantum chaotic systems, the large
amount of systems that can be accurately described by random matrices alone
warrants the name of typical interactions.
4.1.1 Microscopic reduced description
An exact quantum mechanical description of the dynamics of both the system
of interest S and a specific environment E requires complete knowledge of the
initial microscopic state of the combined system as well as a full description of the
microscopic interactions within the combined system in terms of a Hamiltonian H.
In theory, much less information is needed to only describe how the system of
interest S behaves under the joint evolution of the system and its environment E.
The problem then of course becomes, how much and what type of information do
we need for such a reduced description. We have looked at such problems in chapter
3 and answered them in the context of probability spaces. We even made some
small inroads into how such structures appear in quantum mechanics in section
3.1.1.
The goal5 of this section is to explain how we can translate the setting of a
small, controllable quantum system in contact with a largely unknown environment
to the language of probability spaces and introduce the necessary notation.
We assume that the quantum system under study is initially prepared in a
5A reader familiar which such concepts can easily skip this section.
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specific state σ, such that there are no correlations between observables of the
system S and the environment E. In such a case, the initial state ω of the combined
system can be mathematically written down as,
ω = σ ⊗ ρ : S ⊗ E → C : X 7→ ρ⊗ σ(X), ∀X ∈ S ⊗ E ,
where we have introduced the notation S for the C∗-algebra which contains the
microscopic observables of the system S and E for the C∗-algebra which contains
the microscopic observables of the environment E. The notation ρ for the state of
the environment is used only as a placeholder, since we have, as of yet, no way to
determine or characterize the microscopic state of the environment. The lack of
correlations is evident from this form as,
ω(X ⊗ Y ) = σ ⊗ ρ(X ⊗ Y ) = σ(X) ρ(Y ), ∀X ∈ S and Y ∈ E .
In terms of probability spaces, the observables X and Y from the above expression
are independent random variables in the probability space (S ⊗ E , ω).
Likewise, in such a laboratory setting we usually have a (theoretical) under-
standing of the energy levels present in the system S when isolated from external
influences. This information is encoded in the system Hamiltonian HS0 . In isolation,
the evolution of the system S can then be described in the Heisenberg picture as,
αt(X) = e
−itHS0 X eitH
S
0 , ∀X ∈ S.
A similar, though unknown, Hamiltonian evolution should also govern the dynamics
of the isolated environment E,
βt(X) = e
−itHE0 X eitH
E
0 , ∀X ∈ E .
It is customary to write out the full dynamics of the combined system (S + E) in
terms of these Hamiltonians HS0 , HE0 and some interaction term V between the
system S and the environment E,
γt(X) = e
−it(HS0 ⊗1E+1S⊗HE0 +V )X eit(H
S
0 ⊗1E+1S⊗HE0 +V ), ∀X ∈ S ⊗ E ,
or with obvious notational meaning,
γt(X) = e
−it(HS0 +HE0 +V )X eit(H
S
0 +H
E
0 +V ) = eitH X e−itH , ∀X ∈ S ⊗ E .
The quantum mechanical framework is also flexible enough to allow for a
reduced dynamical description of only observables of the system S. Under certain
general conditions, S ⊗ E has a unique and faithfull reference state τS⊗E , called
the tracial state with the property that
τS⊗E(XY ) = τS⊗E(Y X), ∀X,Y ∈ S ⊗ E ,
which morphs the algebra S ⊗ E into a natural probability space (S ⊗ E , τS⊗E).
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The state τS⊗E can be alternatively written as the joint application of the
tracial states τS and τE on the algebra S and E ,
τS⊗E(X ⊗ Y ) = τS(X)τE(Y ), ∀X ∈ S and Y ∈ E .
or the sequential application of the conditional expectation id⊗τE defined by
id⊗τE(X ⊗ Y ) : S ⊗ E → E : τE(Y )X,
and the state τS ,
τS⊗E = τS ◦ (id⊗τE).
Any other state ω on the global algebra S ⊗ E can be written in terms of this
natural reference state as
ω(X) = τS⊗E (GX) , ∀X ∈ S ⊗ E .
where G is a certain non-negative operator6 in S ⊗ E such that τS⊗E(G) = 1.
Conversely, any operator G which satisfies these requirements induces a state on
the global algebra through the above expression.
Likewise, on the algebras S and E , any state, in particular the initial states
mentioned above, can be written in terms of the respective tracial states as
σ(X) = τS(SX), ∀X ∈ S,
ρ(Y ) = τE(EY ), ∀Y ∈ E ,
with similar conditions on S and E.
We can use these tracial states and the associated conditional expectations to
write out a reduced dynamics in the Schrödinger picture as,
ωt(X) = τS
(
id⊗τE
(
eitH G e−itH
)
X
)
, ∀X ∈ S.
On a d-dimensional algebra S, we can properly normalize the operator St =
id⊗τE
(
eitH G e−itH
)
so that we end up with a time-dependent density matrix σt
on the algebra S,
σt =
1
d
id⊗τE
(
eitH S⊗ E e−itH) ,
such that for all times t, the expectation value of an observable X from the algebra
S under the joint evolution of the system S and its environment E is
TrσtX.
6Note that G is not a density matrix in the usual sense. On a d-dimensional algebra, any state
ω can be written in terms of a density matrix ρ as
ω(X) = Tr ρX.
The tracial state on such an algebra is the normalized trace functional 1
d
Tr. So, the operator G
associated to the state ω through the above expression would be d× ρ in such case.
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σt now encodes all the information necessary to describe in full the behavior of the
system S under a joint evolution of the system S and an environment E. In terms
of probability spaces, σt is the conditional expectation of the operator
1
d
eitH (S⊗ E) e−itH ,
in the probability space (S ⊗ E , id⊗τE). As was explained in chapter 3, this condi-
tional expectation can be calculated from the joint distribution of the observables
H, S and E.
Depending on the information available, it is also sometimes useful to consider
σt as the matrix populated by the expectation values in the probability space
(S ⊗ E , τS⊗E) of
(Eji ⊗ 1E) eitH (S⊗ E) e−itH ,
where the Eij are the canonical basis elements of the d-dimensional algebra S. This
is entirely consistent with the above, as τS⊗E = τS ◦ (id⊗τE) and hence,
τS⊗E
(
(Eji ⊗ 1E) eitH (S⊗ E) e−itH
)
=
[
id⊗τE
(
eitH (S⊗ E) e−itH)]
ij
.
It also means that in both cases we need exactly the same information, only encoded
differently as either the operator-valued joint distribution of H, S and E or the
scalar-valued joint distribution of H, S, E and the Eij ’s.
Strictly speaking, the joint distributions encode more information than we
actually need. For instance, to compute the reduced density matrix σt, we do not
need to know the expectation (value) of HEHSH2S. In practice, it is difficult to
separate the necessary from the non-essential information. Even if such separation
would be feasible, the amount of information required to properly characterize
the reduced dynamics of the system S far exceeds what we usually know about a
system and its environment.
Constructing a reduced description
Ideally, we would like to have a description of reduced evolutions which
1. is easy to calculate, i.e. the computational complexity of the task should
scale with the size of the system, not with the size of the (hypothetical
environment),
2. allows easy access to physically relevant parameters of the environment, such
as temperature, pressure, type of particles, density of states, . . . ,
3. is robust under small perturbations of the environment. Small changes to
the environment part of the Hamiltonian should be easy to handle. Ideally,
it should be obvious what the influence of a small perturbation would be.
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4. is easy to construct. For large system-environment models, the amount of
complex parameters that determine a Hamiltonian scales with the square
of the model size. If one only has access to macroscopic observables of the
environment, it is hard to justify explicit values for all parameters and it is
not obvious what the physically relevant parameter ranges are.
With perhaps the exception of being ‘easy to calculate’, we propose that a
model based on free random variables presents exactly such a description. The
basic setup of such a model is introduced in the following two sections.
4.1.2 Free interactions in quantum systems
In this section, and the following one, we present two general models based on free
random variables. As detailed in chapter 3, a distinction can be made between
random variables which are simply free in the natural probability space (S⊗E , τS⊗E)
and random variables which are free with amalgamation over the system algebra S
in the probability space (S ⊗ E , id⊗τE). The former type will be explained in this
section and the latter in the following section.
To cut back a little on the already heavy notation, below we will use the
shorthands τ for τS⊗E and E for id⊗τE .
States of the global system
As per the general microscopic picture explained in section 4.1.1, we assume that
initially the global system starts out in a separable state such that no correlations
exist between observables of the system algebra S and those associated to the
environment E . In the probability space (S ⊗ E , τ), we can associate to such a
state, two positive operators S and E so that the expectation values under the
initial state ω can be calculated as
τ (S⊗ EX) , ∀X ∈ S ⊗ E .
We assume that the operator structure of S is well-known to an observer and E
describes a state which is invariant under the dynamics of the environment in
isolation. This condition is both likely to be true and necessary to facilitate a
numerical solution. If the environment is initially not in a state invariant under the
dynamics, the environment will react too violently to the dynamics to be amenable
to our model. When the explicit dependence of the state E on the Hamiltonian
HE0 is needed to progress the calculations, we will canonically denote it as E(HE0 ).
If and when we restrict our attention to only the system S, we can content
ourselves with using the density matrix formalism. In such situations, we use the
notation σ(t) to denote the time-evolved density matrix of the system S in the
Schrödinger picture.
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Hamiltonian of the global system
We suppose that the Hamiltonian H governing the evolution of the combined
system can be written as
H = HS0 +H
E
0 + V, (4.1)
such that HS0 is the Hamiltonian of the system S in isolation, HE0 the Hamiltonian
of the environment in isolation and V is a random matrix interaction drawn from
a unitarily invariant random matrix ensemble. In the thermodynamic limit, this
choice for the interaction V assures that V is free from HS0 , HE0 and S ⊗ E (or
σ(0)⊗ E).
The assumption of freeness guarantees that we have sufficient information to
calculate the reduced dynamics of the system S,
σ(t) = E
[
eit(H0+V )(σ(0)⊗ E)e−it(H0+V )
]
. (4.2)
As explained in section 4.1.1 a sufficient, though not necessary, measure for the
information needed to calculate reduced evolutions is the joined distribution of H0,
V and σ(0) and E(HE0 ).
The interplay between H0, σ(0) and E(HE0 ) is determined by the explicit
choice for the operator HS0 and density matrix σ(0). Because we have opted to
only describe initially uncorrelated states, HE0 and E(HE0 ) are independent (in the
classical probability sense) from HS0 and σ(0). Furthermore, as suggested by our
notation, E(HE0 ) is simply a function of HE0 . The joint distribution of all these
variables is thus easily constructed.
The interaction between the above observables and V is completely resolved
by the assumption of freeness. Any and all correlations between H0 and V can be
calculated from the knowledge of the spectral measures of H0 and V , as explained
in chapter 3.
4.1.3 Amalgamated free interactions in quantum systems
An alternative point of view, is to study the global system in the probability
space (S ⊗ E ,E). The considerations on the initial state and Hamiltonians HS0 and
HE0 can simply be copied over from the previous section. Only the nature of the
interaction changes from the the previous case to this setting.
The obvious modification to the conditions on the interaction V is to now
restrict it to a random variable free from the operators H0 and S⊗E with amalgama-
tion over the system algebra S. However, this does not provide enough information
to calculate the dynamical behavior of the reduced density matrix. At the end of
section 4.1.1 is was pointed out that a sufficient amount of information is encoded
in the joint distribution of the above operators. In particular, the assumption
that V is free from HS0 with amalgamation over S by itself does not provide any
information on how E [V ] behaves as an operator on the algebra S.
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Although amalgamated free random variables allow us to study more general
types of interactions, the price we have to pay is that we have to provide more
information on the type of interaction. For this class of models we will always
assume that the interaction V is of the form,
V =
∑
i,j
Eij ⊗ Vij , (4.3)
such that the operators Vij form a free family of Hermitian operators in the
probability space (E , τE). Additionally, we also assume that this family is free from
the environment Hamiltonian HE0 in the same probability space. It can easily be
seen that such a V is indeed free with amalgamation over S from the other relevant
operator parameters in our model.
Although, in principle, the explicit form (4.3) of the interaction V provides
sufficient information to calculate the reduced dynamics, the resulting equations
are too complex to handle.
It is also possible to generalize this construction slightly by removing the
assumption7 that all Vij are free. The price for dropping such an assumption is
always that explicit correlation functions have to be specified, either by providing
them directly or describing the commutation relations between the new Vij . We
will not handle such generalizations explicitly.
4.2 An (amalgamated) free toy model
The models introduced in the previous section cover quite a lot of ground and
are perhaps still too general to model specific systems. The only aspects of these
models that are set is stone, are (i) the assumption of freeness for the interaction
term(s); and perhaps, given our presentation in chapter 3, (ii) the boundedness of
the global Hamiltonian. Of the two, only the assumption of freeness is an actual
restriction. The boundedness of the global Hamiltonian can be thrown overboard
if so desired. Of course, this results in some quite nasty mathematical problems
which always seem to accompany such carelessness about bounds.
With or without the restriction of a bounded global Hamiltonian, the physical
situations we hope to describe with the models in section 4.1 range from ‘a qubit
freely interacting with a random electromagnetic field’ to ‘a quantum computer
freely interacting with our kitchen tabletop’. Both situations, and every situation
in between, are handled by essentially the same general set of equations in our
models. We will introduce these equations shortly.
On the one hand, such scale-invariance is a rather impressive feature of our
models and one that is rarely encountered in other models. On the other hand, the
physical behavior of a qubit freely interacting with a random electromagnetic field
7For instance, in [46, 47] some aspects of such a model were analyzed in the situation where
some Vij were not free, but identical.
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is, or rather, is expected to be somewhat different from the behavior of a quantum
computer on our kitchen tabletop. Our models have enough wiggle room to allow
for such different behavior, but as a consequence the analysis of our models and
the subsequent equations depends very much on the explicit choices made for the
parameters in our models.
It is therefore rather difficult to summarize exactly how arbitrary systems
react to the assumption of freeness. The behavior depends very much on the
undetermined parameters in our models; (i) the Bohr spectrum of the Hamiltonian
HS0 , (ii) the distribution of the unperturbed Hamiltonian HE0 , (iii) the distribution
of the interaction V , and (iv) the initial state of the global system.
It is however still rather enlightening to see how our equations behave in specific
situations. So, for both of the models introduced in section 4.1 we will discuss a
single example which showcases the effect of freeness in a simple, but hopefully
representative setting.
Although we call this explicit example a ‘toy model’, we only use this term
to separate it from the more general models described in the previous section. In
contrast to what is typically considered a toy model, our model, or more truthfully,
the random matrix version of our model, has been used to describe actual physical
systems with rather good results. A recent comparison between experiment and
model is described in [55].
4.2.1 A model system
Hamiltonian of the system S The system S in our canonical example is the
simplest possible quantum system; a qubit. The single identifying feature of such a
system is the energy gap between the two eigenstates of the Hamiltonian HS0 . It
will be convenient to write out the Hamiltonian HS0 as
HS0 = − |0〉〈0|+  |1〉〈1|,
so that the energy gap is precisely 2 . We will refer to the basis {|0〉, |1〉} as the
computational basis of the system S.
Our general equations scale rather well to systems with more than one qubit,
or even to the more general case of a qudit; a multi-level system with arbitrary
energy levels. The one qubit case suffices though to showcase the necessary steps
in an analysis of a system with free interactions.
Initial state of the system S In all cases, we assume that initially the system
S can be put in an arbitrary state by the hypothetical experimentator, but we do
not allow for initial entanglement between the system and its environment. In the
following, we use the notation σ(0) as a placeholder for this state’s density matrix.
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4.2.2 A model environment
Hamiltonian of the environment E The environment of our canonical exam-
ple is assumed to be described by a Hamiltonian HE0 characterized by a finite,
uniform energy spectrum, i.e. the probability density function µHE0 is of the form
µHE0 (x) =

1
2h if − h ≤ x ≤ h,
0 otherwise.
where h is some finite, positive number.
The spectrum of HE0 is purposely rather bland. In this way, any effects on
the system S arise because of the free nature of the coupling and not from the
internal structure of the environment. The parameter h controls the norm of
the Hamiltonian HE0 so that both wide and narrow spectral environments can be
studied.
The probability distribution averages to zero for practical purposes, but also
since any offset is not physically relevant. An offset can easily be implemented
by the transformation HE0 → HE0 + λ1. Such a transformation does not influence
the qualitative dynamical behavior of the global system. The only result such a
transformation produces, is an overal phase shift in the state of the environment.
The explicit choice of the above HE0 does not in any way trivialize the analysis
of the model. More complicated spectra can be (and have been) analyzed in an
identical manner.
Initial state of the environment E To combat any effects arising because of
(thermal) equilibration in the environment, we assume that initially the environment
E is in a state invariant under the dynamics induced by HE0 . In particular, such a
state can be a thermal state or an eigenstate of the Hamiltonian HE0 .
This assumption also reduces the numerics of the problem considerably and
allows us to restrict the description of HE0 to its probability density function. To
treat more general initial environmental states, the full operator structure of the
density matrix of the state and the Hamiltonian HE0 should be specified. The
provision of such detailed information about the environment takes us well outside
of the philosophical framework of our models and as such will not be considered
here.
4.2.3 A model interaction
A model free interaction The distribution of the interaction term(s) in our
examples is assumed to follow a semicircle law. For the free interaction model this
means that the interaction term V has a probability density function (under the
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state τ) of the form
µV (x) =

2
piv2
√
v2 − (x−m)2 if −m− v ≤ x ≤ m+ v,
0 otherwise.
The parameter m controls the mean expectation of the interaction and v > 0 the
variance of the interaction. More physically, it turns out that the variance squared
v2 is akin to the interaction strength in this model.
Without loss of generality, we can assume that the mean m is zero. Any
non-zero mean has the net effect of lifting the energy levels  and − in the system
by the same amount m and so has no net physical effect on the global dynamics.
A model amalgamated free interaction Likewise, in the more complicated
case of the amalgamated free model, the bij are assumed to form a free family
of semicircle laws, each with their own mean mij and variance vij . In the qubit
version of our toy model, the interaction V can thus be written as (an element of
Md(E)),
V =
(
b11 b12
b21 b22.
)
where b12 = b∗21 so that V is Hermitian. Since we have opted8 to only consider
Hermitian random variables, this is equivalent to b12 = b21.
Why semicircles?
• The semicircle laws are without a doubt the most celebrated and most
frequently used distributions in free probability theory. As was explained in
example 3.44, these distributions enter our model most naturally as limits of
random GUE matrix interactions.
• Alternatively, they can be characterized by a maximum entropy principle
[39] under the constraint that the variance of the distribution is equal to
some constant v. As indicated above, fixing the variance of the interaction
distribution is akin to fixing the strength of the interaction. Applying
the maximum entropy principle is then tantamount to characterizing the
interaction V only in terms of our knowledge of the interaction strength and
discarding all other information. In contrast to for instance a Lindbladian
approximation, there are no bounds on the interaction strength; it can be
weak or strong.
• This interpretation is strengthened by the fact that effectively the semicirle
distribution functions as a first order approximation to any free random
8We have not discusses non-Hermitian random variables before. The interested reader can
consult any of the references mentioned in chapter 3 for an exposition on this extension.
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variable. Similiar to the Gaussian ensemble in classical probability theory,
the (free) cumulants of the semicircle laws are all zero except for k1 and k2.
The cumulant function KV (z) is thus the very simple (analytic) function
KV (z) = k1(V ) + k2(V )z = m+ v
2z.
If we cut off the cumulant series of any random variable after the first order,
we effectively approximate it by a suitable semicircular variable.
This is also true if we consider amalgamated free random variables. For the
amalgamated free toy model, the S-valued cumulant function is,
KV (X) =
(
m11 m12
m21 m22
)
+
(
v211X11 + v
2
12X22 v
2
12X21
v212X12 v
2
12X11 + v
2
22X22
)
.
Similar to the plain free case, operator-valued semicircular elements function
as a first-order approximation to more general random variables.
• One of the biggest problems in practical applications of free probability
theory is that calculating the cumulant series of a general distribution is
a rather complicated process. Apart from the basic definition in chapter
3, there is no useful numerical way to calculate this object. The basic
definition suffers as a tool since it does not allow for a straightforward way
to approximate a cumulant series. If a cumulant series is broken off at some
random order of z (or X), the resulting series does not in general correspond
to the cumulant series of a distribution. In our model, this leads to non-
physical interactions and in some cases, negative probabilities for occupation
numbers of energy levels. Unfortunately this means that in terms of cumulant
series, the semicircle laws are unique as approximating distributions.
• Another justification for the use of semicircle laws is the central limit theorem
for free random variables [39].
Theorem 4.1 (Free central limit theorem). Let a1, a2, . . . be a free sequence
of random variables in the probability space (A, τ) such that τ(ai) = 0
and τ(a2i ) = 1 and all other moments are bounded. Then the sequence
(a1 + a2 + · · ·+ an)/
√
n converges in distribution to the standard semicircle
law with a zero average and variance v = 1.
If the total interaction V can be considered as a sum of interactions between
the system and various (overlapping) parts of the environment, then it
becomes likely that this free central limit theorem becomes applicable and a
semicircle law for the total interaction V becomes appropriate. In particular,
this situation is rather likely for systems with a high degree of disorder.
• Lastly, dynamical models using random matrix interactions (e.g. [8, 9])
seem to mostly involve only GUE matrices. As semicircle laws are the
thermodynamical limits of such matrices, results obtained for such models
can be most easily compared to our results in this toy model.
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4.3 Hamiltonian specter of freely interacting sys-
tems
The mathematical derivation of the dynamical behavior of this system is quite
involved, but can be split up into several more manageable pieces. The first step
in this scheme, is a modification of theorem 3.34. By itself, theorem 3.34 does
not suffice to calculate an expression such as (4.2). It only provides information
about the spectrum of the sum H = H0 +V , but discards all information about the
operator structure of this sum. In particular, this means only expressions which
do not contain any other operators than H can be calculated using theorem 3.34.
In (4.2), the appearance of the initial state in the form of the operator S⊗ E thus
prevents a direct application of this theorem.
4.3.1 A modified moment cumulant relation
The workhorse in the calculations on this model is a rescaled version of the
conditionally expected resolvent mapping of the Hamiltonian H onto the system of
interest S,
r(z) :=
1
d
E
[
1
z −H
]
, where d = dim(S), (4.4)
which is a holomorphic function on C\Σ(H). It is also convenient to introduce the
notation,
r(z) :=
d∑
k=1
rkk(z) = τ
[
1
z −H
]
,
again a holomorphic function on C\Σ(H).
The immediate relevance of r(z) is its relation to the spectral measure of the
operator H, which can be calculated from the expected resolvent using Stone’s
formula (corollary 3.51). Alternatively, if one is only interested in expectations of
holomorphic functions of H, there is no need to calculate the spectral measure.
Instead, for any f , E [f(H)] can be calculated as,
E [f(H)] =
d
2pii
∮
Σ(H)
dz f(z) r(z).
Later on, in section 4.4, we will also show that the reduced density matrix σ(t)
can be written in terms of complex integrals involving only this rescaled expected
resolvent mapping r(z).
Additionally, the expected resolvent mapping also has its use in studying the
restriction of the global equilibrium states to the local system S in section 4.3.4.
The model we are considering in this section is set in the probability space
(S ⊗ E , τ), not the space (S ⊗ E ,E), which is the natural probability space to
consider. In order to exploit the freeness of the interaction, we need to rephrase the
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rescaled expected resolvent r(z) in terms of expectation values under the state τ of
operators belonging to S ⊗E . As a random variable, r(z) belongs to the probability
space (S, τS). However, the matrix elements of r(z) can be written as expectation
values of random variables belonging to (S ⊗ E , τ),
rij(z) =
1
d
TrS
(
Eji E
[
1
z −H
])
=
1
d
TrS
(
E
[
(Eji ⊗ 1E) 1
z −H
])
= τS
(
E
[
(Eji ⊗ 1E) 1
z −H
])
= τ
[
(Eji ⊗ 1E) 1
z −H
]
,
where the Eij are the standard matrix basis elements in the computational basis
of the system S, i.e. Eij = |i〉〈j|.
Theorem 4.2. Let H be the Hamiltonian of a dynamical model as proposed in
section 4.1.2, so that H can be written as H0 + V , where V is free from H0 in the
probability space (S ⊗ E , τ). In a neighborhood of ∞, the matrix elements of the
renormalized expected resolvent r(z) are the unique solutions of the self-consistent
set of equations,
rij(z) = δi,j
1
d
∫
dµHE0 (λ)
1
z − i − λ−KV (
∑
k rkk(z))
, (4.5)
where KV is the cumulant series of the interaction V and µHE0 the spectral mea-
sure associated to the environmental part of the non-interacting Hamiltonian H0.
Alternatively, these equations can be written as,
rij(z) =
1
d
(
E
[
1
z −H0 −KV (
∑
k rkk(z))
])
ij
.
-
Proof. we can rewrite (4.4) in terms of the non-interacting Hamiltonian and the
interaction term V .
rij(z) = τ
[
(Eji ⊗ 1E) 1
z −H0 − V
]
.
For sufficiently large |z|, the Neumann series,
Nij(z) := (Eji ⊗ 1E)
∞∑
n=0
(z −H0)−1
(
V (z −H0)−1
)n
, (4.6)
converges in norm to the matrix elements of the resolvent mapping R(z). Notice
that it converges absolutely and we can thus rearrange terms in this series without
perturbing the convergence. Equally important, all subseries converge, albeit to a
different element in the algebra S ⊗ E .
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Existence of solutions
We begin by proving that if the Neumann series converges, it leads to the above
equations. We can rewrite the expectation of (4.6) in terms of free cumulants
where we use the shorthands A = (z −H0)−1 and A(ij) = (Eji ⊗ 1E)(z −H0)−1 to
compact the equations slightly,
nij(z) := τ [Nij ] = τ
[
A(ij)
]
+
∞∑
n=1
τ
[
A(ij)(V A)n
]
= τ
[
A(ij)
]
+
∞∑
n=1
∑
pi∈NC(2n)
kpi(A
(ij), V˙ , A, V,A, . . . , V, A︸ ︷︷ ︸
(n−1) times
).
We can rearrange9 the terms in the sum over NC(2n) according to the number
of elements connected by the bridge that starts at the dotted V ; the first V
which appears in the above expansion. Since A and V are free, the only non-zero
cumulants are those which correspond to partitions where the bridges connect only
A’s or only V ’s or equivalently blocks with only even or only odd numbers.
For any n, there are exactly n V ’s, so the bridge that contains V˙ , connects at
most n elements. If we denote the bridge which contains V˙ by W1,
nij(z) =τ
[
A(ij)
]
(4.7)
+
∞∑
n=1
n∑
s=1
∑
W1,
|W1|=s,
2∈W1
∑
pi={W1,...}
pi∈NC(2n+1)
kpi(A
(ij), V˙ , A, V,A, . . . , V, A)
If W1 = (w1 = 2, . . . , ws), then each remaining block Wk in pi = {W1, . . .} is
wedged between some wj(k) and wj(k)+1 on the circle, i.e.
∀Wk ∈ pi and k 6= 1,∃! j(k) ∈ {1, . . . , 2n}#Wk ⊂ [wj(k), wj(k)+1],
where ws+1 := w1 and [wj(k), wj(k)+1] denotes an oriented circle segment. In other
words, pi can be decomposed as the union of s partitions σk and the bridge W1,
pi = {W1} ∪ σ1 ∪ · · · ∪ σs,
such that for all k ≤ s, σk is a non-crossing partition of {wk+1, wk+2, . . . , wk+1−1}.
As we stated before, the corresponding cumulant kpi, or in this case,
k{{W1}∪σ1∪···∪σs}(A
(ij), V˙ , A, . . . , V, A)
9This rearrangement does not alter the convergence properties of the Neumann series since we
only permute terms under the sum over NC(2n).
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is only non-zero if W1 bridges only V ’s . For any k, this means that 1[wk+1,wk+1−1]
corresponds to a bridge connecting all elements in the set
(A˙, V,A, . . . , V, A¨ ),
where A˙ is the (wk + 1)th element in the original word and A¨ the (wk+1 − 1)th
element. The partition σs is a bit special, as in general the first two elements it
connects are A(ij) and some A. The subsequent arguments of kσs do follow the
same pattern as for the other partitions. If we plug this information into equation
(4.7), we get
nij(z) = τ
[
A(ij)
]
+
∞∑
n=1
n∑
s=1
∑
W1,
|W1|=s,
2∈W1
∑
pi={W1,...}
pi∈NC(2n+1)
kW1(V˙ , . . . , V )kσ1(A, V,A, . . . , V, A) · · · kσs−1(A, V,A, . . . , V, A)
× kσs(A(ij), A, V,A, . . . , V, A).
The summation over W1 is equivalent to a summation over a set {w1, . . . , ws} if
we demand that 2 = w1 < · · · < ws ≤ 2n. The summation over pi can then be
replaced by a summation over all σk with appropriate conditions. We also rewrite
kW1 as ks to signify that it only depends on W1 through the number s.
nij(z) = τ [(Eji ⊗ 1E)A] +
∞∑
n=1
n∑
s=1
∑
2=w1<···<ws≤2n
wk even
∑
σk∈
NC([wk+1,wk+1−1])
ks(V˙ , . . . , V )kσ1(A, V,A, . . . , V, A) · · · kσs−1(A, V,A, . . . , V, A)
× kσs(A(ij), A, V,A, . . . , V, A).
We change variables one last time and write ik := (wk+1 −wk − 2)/2 for k < s and
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is := (2n− ws)/2,
=τ
[
A(ij)
]
+
∞∑
n=1
n∑
s=1
∑
i1,...,is∈
{0,...,n−1}
i1+···+is=
n−s
∑
σk∈NC(2ik+1)
ks(V˙ , . . . , V )kσ1(A, V,A, . . . , V, A) · · · kσs−1(A, V,A, . . . , V, A)
× kσs(A(ij), A, V,A, . . . , V, A).
=τ
[
A(ij)
]
+
∞∑
n=1
n∑
s=1
∑
i1,...,is∈
{0,...,n−1}
i1+···+is=
n−s
ks(V˙ , . . . , V )
× τ
AV A · · ·V A︸ ︷︷ ︸
i1 times
 · · · τ
AV A · · ·V A︸ ︷︷ ︸
is−1 times
 τ
A(ij), A, V A · · ·V A︸ ︷︷ ︸
is times
 .
In a leap of faith, we now rearrange all the terms in the summation, including
terms corresponding to different values of n. We choose one index ij and hold all
other indices, as well as s, constant and collect all the terms corresponding to the
different possible values of ij . We then do the same for the other ik’s. After some
sorting, we end up with
=τ
[
A(ij)
]
+
∞∑
s=1
ks(V˙ , . . . , V )
(
τ
[
1
z −H
])s−1
× τ
[
A(ij)
1
z −H
]
,
=τ
[
A(ij)
]
+KV
(
τ
[
1
z −H
])
× τ
[
A(ij)
1
z −H
]
. (4.8)
It is is rather hard to justify this reordering a priori. However, starting from
equation (4.8), we can retrace our steps and prove convergence that way.
The cumulant series KV is a formal series, but in an appropriate neighborhood
of 0 it converges absolutely to an holomorphic function. In [66], it was proven that
the cumulants ks of a bounded operator V do not grow faster than (16‖V ‖)s. The
cumulant series thus converges in a neighborhood of 0 with a radius not less than
1/(16‖V ‖).
The argument of KV is the expectation value of the resolvent mapping R(z).
As τ [R(z)] → 0 when |z| → ∞, we can be sure that an environment exists such
that |τ [R(z)]| < 1/(16‖V ‖). Likewise, in such an environment, the Neumann
series of τ [R(z)] converges absolutely. Using Fubini’s theorem we can now safely
rearrange all terms in (4.8) to retrieve the earlier expression.
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Iteration point We can reiterate the above calculation for the second term in
(4.8) where the ‘surplus’ A(ij) is now replaced by A(ij)A. Doing this once, gives us
nij(z) =τ
[
A(ij)
]
+KS
(
τ
[
1
z −H
])
× τ
[
A(ij)A
]
+
+
(
KS
(
τ
[
1
z −H
]))2
× τ
[
A(ij)A
1
z −H
]
.
We can repeat this process an infinite amount of times, such that for sufficiently
large |z|, it generates a convergent series and we obtain
nij(z) =
∞∑
n=0
τ
[
A(ij)
(
KV
(∑
k
rkk(z)
)
A
)n]
, (4.9)
where we also have used the identity,
τ
[
1
z −H
]
=
∑
k
τ
[
(Ekk ⊗ 1E) 1
z −H
]
=
∑
k
rkk(z).
Expression (4.9) is tantamount to equating two Neumann series which again for
large enough |z| converge to
rij(z) = τ
[
(Eji ⊗ 1E) 1
z1−KV (
∑
k rkk(z))1−H0
]
.
We can rewrite this equation into a more telling form by expanding out H0 explicitly
as the sum of HS0 ⊗ 1E and 1S ⊗HE0 ,
rij(z) = τ
[
(Eji ⊗ 1E) 1
z −KV (
∑
k rkk(z))−HS0 ⊗ 1E − 1S ⊗HE0
]
. (4.10)
Since by construction HS0 ⊗ 1E and 1S ⊗HE0 are diagonal in the computational
basis, the more complicated operator,
1
z −KV (
∑
k rkk(z))−HS0 ⊗ 1E − 1S ⊗HE0
,
is also diagonal in the computational basis. A first, direct consequence of this
is that all off-diagonal matrix elements of r(z) are zero. Secondly, with obvious
notational meaning, equation (4.10) can be rewritten as,
rij(z) = δi,j
1
d
τE
[
1
z −KV (
∑
k rkk(z))− i −HE0
]
.
If we write the expectation under the functional τE in terms of the probability
measure of HE0 , we can rework the previous equation as
rii(z) =
1
d
∫
dµHE0 (λ)
1
z −KV (
∑
k rkk(z))− i − λ
, (4.11)
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or
r(z) =
1
d
E
[
1
z −KV (
∑
k rkk(z))−H0
]
.
Uniqueness of solutions
To prove uniqueness of the solution of the above equations, it suffices to show that
the trace of the solution, r(z), is unique, since the rii(z) can all be calculated from
this quantity r(z) =
∑
k rkk(z) by formula (4.11). If we sum up all the rii(z) as
in (4.10), we come up with an alternative form of the moment cumulant relation
established in theorem 3.34,
r(z) = τ
[
1
z −KV (r(z))−H0
]
.
The crucial point in arguing that this equation produces a unique solution, is the
Earle-Hamilton theorem. As a reminder [67],
Theorem 4.3 (Earle-Hamilton). Let D be a nonempty domain in a complex
Banach space X and let h : D → D be a bounded holomorphic function. If h(D)
lies strictly inside D (i.e., there is some  > 0 such that B(h(x)) ⊂ D, whenever
x ∈ D, where B(y) is the ball of radius  about y), then h is a strict contraction in
the Carathéodory-Riffen-Finsler metric ρ, and thus has a unique fixed point in D.
Furthermore, one has for all x, y ∈ D that ρ(x, y) ≥ m‖x− y‖ for some constant
m > 0, and thus (hn(x0))n∈N converges in norm, for any x0 ∈ D, to this fixed
point.
-
At least on the domain D = {w | |w| < 1/(16‖V ‖)}, KV is a bounded holomor-
phic function. If z is in an appropriate neighborhood of ∞, we can thus define a
bounded, holomorphic map Fz on the domain D as
Fz(w) = τ
[
1
z −KV (w)−H0
]
, ∀w ∈ D.
The behavior of this map is dominated by the behavior of z; for large |z|, we can
always find a constant c such that
|Fz(w)| ≤ c|z| , ∀w ∈ D.
For sufficiently large |z|, the map KV (w) thus maps the domain D strictly to its
interior. According to the Earle-Hamilton theorem, Fz is then a strict contraction in
the Carathéodory metric and we are guaranteed that on this domain our equations
produce a unique solution. Moreover, this domain is compatible with the domain
where the constructive part of our proof holds. So, the unique solution of the above
fixed point equation is r(z).
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Remark 4.4. If we restrict the contents of theorem 4.2 to only the information it
provides about the Neumann series GH(z) of r(z), it becomes equivalent to the
moment-cumulant relation established in theorem 3.34. On the probability space
(S ⊗ E , τ), this relation amounts to
z GH(z) = 1 +KH (GH(z)) . GH(z), (4.12)
where GH(1/z) is the moment series of the random variable H. Whereas theorem
4.2, restated in these quantities, provides the relation
GH(z) = GH0 (z −KV (GH(z))) . (4.13)
Suppose now that we can set H0 = 0 for a moment. Then GH0(z) = 1/z and
H = V . Since H0 = 0 is still free from V , the above relation carries through and
we obtain
GH =
1
z −KH(GH(z)) ,
which is equivalent to
z GH(z) = 1 +KH (GH(z)) . GH(z),
the formulation of theorem 3.34.
Showing that (4.12) implies (4.13) is a simple application of the inverse function
theorem on formal power series. As a formal power series GH0(z) has an inverse
G
〈−1〉
H0
under composition. If we now apply relation (3.17) for the random variable
H0 in z = G
〈−1〉
H0
(w), we get a relation between this inverse and KH0 ,
KH0(w) = G
〈−1〉
H0
(w)− 1
w
, (4.14)
which holds on the level of formal power series. Using additivity of cumulant series
for the sum H = H0 + V , we can rewrite the relation (4.12) as
z GH(z) =
[
G
〈−1〉
H0
(GH(z)) +KV (GH(z))
]
GH(z), (4.15)
which translates easily into the relation (4.13).
-
Resolving a solution
The proof of 4.2 suggests a rather convenient solution strategy for the set of
equations (4.5). The map Fz(w),
Fz(w) = τ
[
1
z −KV (w)−H0
]
, |w| ≤ 1
16‖V ‖
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we used to prove uniqueness, can also be used to calculate the expected resolvents.
By construction, this map is a contraction for suitably chosen z. By repeated
application of this map to a w inside the domain D of this map, we get closer and
closer to the fixed point of this map. This fixed point is for any suitable z equal to
r(z), which is the only ingredient we need to calculate the individual rkk(z).
Most often, this convergence seems quite fast, even when started from rather
silly values, far from the fixed point. Still, the fixed point procedure can be
optimized by making use of the holomorphicity of the resulting resolvent functions.
Suppose we would like to know the value of r(z) along some Jordan curve Γ,
parametrized by the variable t, running from t = 0 to t = e. It pays to spend
rather a large amount of computational resources to find the fixed point starting
in z(t = 0). Since r(z) is holomorphic along the curve Γ, r(z(0)) is rather close
to r(z(0 + dt)) if dt is small. Hence, it makes a rather good starting point for the
iteration procedure for r(z(0 + dt)) which will now converge very fast to the fixed
point.
Holomorphic extensions
The equations in theorem 4.2 hold only in a neighborhood of ∞. Technically, this
is sufficient to calculate any expectation of a holomorphic function of H. For any
holomorphic function f , the expectation value of f(H) can be calculated as
E [f(H)]ij =
d
2pii
∮
Γ
dz f(z) rij(z), (4.16)
where Γ is a Jordan curve encircling the spectrum of H. We can always choose
this Jordan curve such that at any point on the curve we are in a neighborhood
where the equations of theorem 4.2 hold. Still, since we can only calculate r(z)
numerically through the fixed point equation (4.16), the spatial extendedness of
the curve Γ prevents a practical solution. If the function f behaves nicely around
∞, this can be mediated somewhat by using the conformal mapping z 7→ 1/z,
d
2pii
∮
Γ
dz f(z) rij(z) = − d
2pii
∮
Γ′
dz′ z′−2f
(
1
z′
)
rij
(
1
z′
)
,
where Γ′ is now a Jordan curve around 0. For any point z′ on the Jordan curve
Γ′ we can easily calculate rij(1/z′) numerically through the fixed point equation,
since 1/z′ lies in an appropriate neighborhood of ∞.
It is, however, both possible and desirable to extend the validity of theorem
4.2 somewhat so that we can use more reasonable Jordan curves to calculate
expectations without any conformal manipulations. We only argue the extension
for the expected resolvent mapping r(z). The extension for the conditionally
expected resolvent mapping r(z) follows automatically.
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Proof. The derivation leans heavily on various results in a paper by Maassen
[68] and some general considerations for compactly supported measures. We can
summarize10 the necessary results by the following lemma,
Lemma 4.5. Let V be a Hermitian operator in some C∗-algebra A and let τ be
a state on this algebra such that (A, τ) forms a probability space. On the open
disc D ⊂ C, centered at 0, with radius (6‖V ‖)−1, the free cumulant series KV (w)
converges to a bounded, holomorphic function. Moreover, KV maps D+ := D ∩ C+
to D+ and D− := D ∩ C− to D−.
-
We can use the domains D+ and D− to come up with an appropriate fixed
point equation for r(z) that holds whenever |Im z| > 6‖V ‖. As in the proof of
theorem 4.2, we introduce a map Fz(w) on the domain D+ ∪ D−,
Fz(w) =

0, if
Im z
Im w
≥ 0,
τ
[
1
z −KV (w)−H0
]
, if
Im z
Im w
< 0,
whenever |Im z| > 6‖V ‖. Since KV maps D± to D±, Fz likewise maps D± to D±.
Similar to a resolvent mapping, we have the very coarse estimates,
|Fz(w)| ≤ 1|Im z| <
1
6‖V ‖ .
So, for every z for which we defined it, Fz is a bounded, holomorphic map on
D+ ∪ D− which maps D+ and D− to their respective interiors. According to the
Earle-Hamilton theorem, Fz is thus a strict contraction and the fixed point equation
w = Fz(w) produces a unique solution.
Since r(z) is a resolvent mapping, it must satisfy
|r(z)| ≤ 1|Im z| ,
which means that for |Im z| > 6‖V ‖, it lies within the domain D and in particular
in one of the subsets D+ or D−. So r(z) is a possible candidate for the fixed point
of the map Fz on D+ ∪ D−.
The condition |Im z| > 6‖V ‖ is not sufficient to argue that the Neumann series
of r(z) converges. As a consequence, the constructive part of the proof of theorem
4.2 fails and so the status of r(z) as a solution of w = Fz(w) on the domain D
is tentative. Luckily, we can leverage the holomorphic nature of the fixed point
equation to prove that any solution of w = Fz(w) on D+ ∪ D− should be equal to
r(z).
10This is done in more detail in section B.1 of the appendix.
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Suppose that for each z, we use as starting point for the fixed point iteration, a
point w0(z) ∈ D± such that w0(z) is an holomorphic function of z and furthermore
Im w0(z) . Im z < 0. A canonical choice is the function w0(z) = 1/z. From the
explicit form of Fz,
w1(z) := Fz(w
0(z)) = τ
[
1
z −KV (w(z))−H0
]
,
it is evident that on the domain D+ ∩ D−, the map w1 : z 7→ Fz(w(z)) is an
holomorphic function of z and that the relation Im w0(z) . Im z < 0 propagates to
Im w1(z) . Im z < 0. By induction, any wn,
wn(z) := Fz((w
n−1(z)),
is then a holomorphic function of z and the relation Im wn(z) . Im z < 0 holds. For
any z, wn(z) tends to the unique solution of the fixed point equation w = Fz(w),
so with obvious notational implications, we can denote this solution as w∞(z).
As a function of z, w∞ has the same properties as its older brothers and sisters,
namely w∞(z) is a holomorphic function of z and Im w∞(z) . Im z < 0
For large |z|, the constructive part of our proof still holds and there w∞(z) is
constructed as a convergent series in z, equal to the Neumann series of the expected
resolvent mapping r(z). Since the Neumann series of r(z) and thus also w∞(z)
extends uniquely to an holomorphic function on C\R, the solution to the fixed
point equation w = Fz(w) is everywhere on D+ ∪ D− equal to r(z). So, not only
is the equation,
r(z) = τ
[
1
z −KV (r(z))−H0
]
,
valid whenever |Im z| > 6‖V ‖, but r(z) is the unique solution of the equation
w = Fz(w). This solution can be found through iterating the associated map Fz.
By itself, this extension of theorem 4.2 is seemingly not enough to throw a
Jordan curve around the spectrum of H. To do that, we need more information
on how the fixed point equation behaves close to the real axis, or at least closer
than 6‖V ‖. Since KV is bounded by some number c > 0, we could repeat the
above argument, but replace any requirement x > 6‖V ‖ by x > ‖H0‖+ 6‖V ‖+ c.
Unfortunately, good bounds on KV , so small values of c, are hard to find, at
least in general. In specific situations, finding the correct bound is usually rather
trivial. Furthermore, on general grounds, we can always find r(z) for z on the
lines [±‖H‖ + 6I‖V ‖,±‖H‖ − 6I‖V ‖] by analytically continuing the solutions
for |Im z| > 6‖V ‖. So, in effect, this extension reduces the needed contour for
calculating expectations to a rather tight rectangle enclosing the spectrum of H.
It is this side effect of the map Fz which makes theorem 4.2 a valid and
convenient tool for calculations. Without this, and also in the case that KV does
not extend to a Herglotz function on a sizeable domain, we would be left to calculate
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integrals over some very extended Jordan curves in a neighborhood of ∞ when
executing expectations. In the absence of such terminal cases, theorem 4.2 can be
read as:
Theorem 4.6. (Alternative form) Let H be the Hamiltonian of a dynamical model
as proposed in section 4.1.2, so that H can be written as H0 + V , where V is free
from H0 in the probability space (S ⊗ E , τ). In a neighborhood of ∞ The matrix
elements of the renormalized expected resolvent r(z) can be calculated as,
rij(z) = δi,j
1
d
∫
dµHE0 (λ)
1
z − i − λ−KV (r(z)) , ∀ z s.t. |Im z| > 6‖V ‖,
where KV is the cumulant series of V and µHE0 the spectral measure associated
to the environmental part of the non-interacting hamiltonian H0 and r(z) is the
unique solution of the self-consistent equation,
r(z) = τ
[
1
z −KV (r(z))−H0
]
, ∀ z s.t. |Im z| > 6‖V ‖.
Alternatively, these equations can be written as,
rij(z) =
1
d
(
E
[
1
z −H0 −KV (
∑
k rkk(z))
])
ij
.
-
Infinitely divisible distributions
In some cases, the cumulant series extends to an holomorphic function on C\R.
When this happens, the requirement on z in theorem 4.6 reduces to Im z 6= 0,
which is almost nice enough to open a bottle of champagne.
The operators for which the cumulant series extends to a Herglotz function
on C\R can be characterized in full. They correspond to the so-called -infinitely
divisible distributions.
Definition 4.7 (Infinitely divisible distributions). A compactly supported measure
µ on the real line is said to be -infinitely divisible if for each n ∈ N, there exists a
compactly supported µn on the real line such that,
µ = µn  · · · µn︸ ︷︷ ︸
n times
.
-
The infinitely divisible distributions are a common sight in free probabil-
ity because they provide an alternative to the classical semigroup structure of
regular convolution. Any -infinitely divisible distribution has a corresponding
-semigroup structure;
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Definition 4.8. A one-parameter family (µt)t≥0 of compactly supported measures
on the real line is called a -semigroup if µs  µt = µs+t for all t, s ≥ 0.
-
The following theorem not only cements this correspondence, but also identifies
the cumulant series associated to such -infinitely divisible distributions,
Theorem 4.9. For a compactly supported measure µ on the real line, the following
properties are equivalent,
1. µ is -infinitely divisible.
2. There exists a w∗-continuous -semigroup (µt)t≥0 such that µ1 = µ.
3. The cumulant series Kµ extends to a Herglotz function on (C\R) ∪ [−a, a],
for some a > 0.
If the above conditions hold, then,
Kµt(z) = tKµ(z), t ≥ 0. (4.17)
-
Proof. A proof of this theorem can be found in [39].
The above theorem clearly identifies the -infinitely divisible distributions as
the prime beneficiaries of theorem 4.6. In truth, theorem 4.6 has been somewhat
tailored to suit exactly these types of distributions. There are quite a number of
conjectures lying in between theorem 4.2 and theorem 4.6 that would be suitable
to more general classes of distributions.
Infinitely divisible distributions are more than a mathematical convenience.
They are stable attractors for the free convolution and the subject of various central
limit theorems. In particular, the ever present semicircle laws are infinitely divisible
distributions which is the reason for their appearance in theorem 4.1.
Remark 4.10. Above, we have indicated the similarities between theorem 4.2 (4.6)
and theorem 3.34. Since we have put a great deal of effort in proving this newly
minted theorem 4.2, it is perhaps a good idea to point out also the dissimilarities
between the two moment-cumulant relations.
• The relations in theorem 4.2 are strictly speaking not moment-cumulant
relations. Instead, they formulate a calculation strategy for the expected
resolvent mapping of the operator H, provided we know the holomorphic
function KV . The object r(z) is not at all a moment series. It carries a lot
more structure than the simple formal series GH(z) of theorem 3.34, it is a
holomorphic function on C\Σ(H) and a twisted Herglotz function (it maps
C+ onto C− and vice-versa). Correspondingly, theorem 4.2 relates more than
just the coefficients of two power series; it provides connections between two
holomorphic functions.
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• It is possible to equip theorem 3.34 with a similar holomorphic component
as our theorem 4.2. Per remark 4.4, this can be easily achieved by going
through the proof of theorem 4.2 for r(z) with H0 set to zero.
Even then, the two theorems are not equal in content. The main reason we
developed theorem 4.2 is that it does not use up all information about our
free random variables in one shot. For any holomorphic function f , both
theorem 4.2 and a modified version of theorem 3.34 allow us to calculate
the expectation value τ [f(H)]. Only theorem 4.2 provides the necessary
information to calculate something like τ [H0 f(H)].
-
4.3.2 Spectral properties of free convolution
The main universal physical features of free interactions that we have identified,
or rather will identify in sections 4.4 and 4.6, follow from the spectral properties
of free convolution. As was touched upon in example 3.37, free convolution tends
to smear out atomic measures, much more so than its classical cousin. We will
see in sections 4.4 and 4.6 why this smearing is so important. For now we content
ourselves with establishing that such smearing occurs almost surely.
The most general result on this, that we are aware of, is by Belinschi [69],
Theorem 4.11 (Spectral features). Let µ, ν be two Borel probability measures on
R, neither of them a point mass. Then
(1) The point a ∈ R is an atom of the measure µ  ν if and only if there
exist b, c ∈ R such that a = b + c and µ({b}) + ν({c}) > 1. Moreover,
(µ ν)({a}) = µ({b}) + ν({c})− 1.
(2) The absolutely continuous part of µ ν is always nonzero, and its density
is holomorphic wherever positive and finite. More precisely, there exists
an open set U ⊆ R so that the density function f(x) = d(µν)ac(x)dx with
respect to the Lebesgue measure in the real line is holomorphic on U and
(µ ν)ac(R) =
∫
U
f(x)dx.
(3) The singular continuous part of µ ν is zero.
-
4.3.3 A free toy model specter
As promised, we illustrate the general results in this chapter by applying them to
the toy model introduced in section 4.2. Recall that in our free toy model, the
interaction V is assumed to be a semicircular element with zero mean and a set
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variance v. For such semicircular elements, the cumulant series is the very simple
function
kV (z) = v
2 z.
Although we have already argued extensively why we use semicircular variables for
the interaction in our toy model, a more practical reason should now be apparent.
The cumulant series of semicircular elements extend very trivially to Herglotz
functions on C and so theorem 4.6 can be used instead of theorem 4.2 to analyze
this model. For our toy model, the equations in theorem 4.6 reduce to
rij(z) = δi,j
1
2
∫
dµHE0 (λ)
1
z − i − v2 r(z)− λ,
and
r(z) =
∫
dµH0(λ)
1
z − v2 r(z)− λ.
The solutions of these equations also depend on our choice of H0, which sets
the energy levels in the unperturbed system and environment. For the uniform
environmental spectrum in our toy model, this results in
rij(z) = δi,j
1
4h
h∫
−h
dλ
1
z + (−1)i − v2 r(z)− λ,
and
r(z) =
1
4h
h∫
−h
dλ
(
1
z + − v2 r(z)− λ +
1
z − − v2 r(z)− λ
)
.
The integrals in these expressions can be explicitly carried out, which yields,
rij(z) = δi,j
1
2h
arccoth
(
z + (−1)i− v2 r(z)
h
)
,
and
r(z) =
1
2h
(
arccoth
(
z + − v2 r(z)
h
)
+ arccoth
(
z − − v2 r(z)
h
))
. (4.18)
Although the non-algebraic nature of the self-consistent equation (4.18) prevents
a description of r(z) in terms of elementary functions, the full form of r(z) on
C\Σ(H) can be recovered numerically by the iteration procedure proposed in
section 4.3.1. By using Stone’s formula (theorem 3.50) we can then explicitly
compute the probability density function of the operator H both under the state τ
and the conditional expectation E.
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Remark 4.12. Equivalently, for r(z) we could have started our analysis of this
model from the original moment-cumulant relation (3.17) in theorem 3.34 directly
to reduce the problem to a self-consistent equation of the form
z r(z) = 1 + r(z)KH (r(z)) ,
or
r(z) =
1
z −KH (r(z)) =
1
z − v2 r(z)−KH0 (r(z))
.
This last equation looks deceivingly simple. The difficulty lies in calculating the
cumulant function of H0. Although we know the spectrum of H0 explicitly, KH0(w)
cannot be calculated algebraically, only numerically. The moment series GH0(z)
on the other hand can be computed algebraically rather straightforwardly and
so (4.5) more easily reduces to an explicit fixed point equation than the original
moment-cumulant relation of theorem 3.34.
-
Below, figures 4.1 and 4.2 detail a few numerical examples of these probability
density functions. Figure 4.1 shows the spectral distribution of the global Hamilto-
nian H under the state τ . Figure 4.2 shows the imaginary part of r11(z) on the
real axis. Because of the rescaling of r, the graphs in figure 4.2 do not correspond
to probability distributions. The integral over the real axis of these functions is
not 1, but 1/2.
The parameters in the examples are specifically chosen to showcase how the
pdf’s change with increasing parameter strength, though the general features of
these examples are mimicked for other parameter ranges as well.
Notice especially how all shown probability density functions are absolutely
continuous in line with theorem 4.11. The only realistic cases where the pdf’s
fail to be absolutely continuous are the terminal cases where either V = 0 or the
spectrum of HE0 contains isolated eigenvalues.
4.3.4 Local equilibrium states
In general, the construction of equilibrium states for infinite systems is a rather
complicated problem. Even the definition of what an equilibrium state entails is
slightly arbitrary in such systems. For finite systems, the situation is much better.
Although a myriad of characterizations exist, they are all equivalent and point
out that the equilibrium states of a finite system are exactly those with a density
matrix ρβ of Gibbs form,
ρβ =
e−βH
Tr e−βH
,
where β is an inverse temperature and H is the Hamiltonian governing the system.
Loosely stated, the problem with characterizing equilibrium states for infinite
systems stems from the fact that the above expression is often not well defined for
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Figure 4.1: The figure shows the probability density measure of the Hamiltonian H under the
state τ for successively larger values of the coupling parameter v. The parameter  is set to 3 and
h = 1.
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Figure 4.2: The figure shows the imaginary part of r11(z) on the real axis for successively larger
values of the coupling parameter v. The parameter  is set to 3 and h = 1. r22(x) is the mirror
image of r11(x) under reflection over the vertical axis.
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such systems. A partial solution to this problem is to start with a small, finite
subsystem and then take a limit in ever expanding system sizes, i.e. we consider
lim
|Λ|→∞
e−βHΛ
Tr e−βHΛ
,
where Λ denotes some local restriction of the infinite algebra and HΛ the restriction
of the global Hamiltonian H to the subsystem Λ. Even in this approach, the
existence and uniqueness of such an object is debatable. Rather than repeat all
the results obtained on this subject, we simply assume that, for the systems we are
studying, the limit
lim
|Λ|→∞
e−βH0,Λ
Tr e−βH0,Λ
,
is well-defined for the non-interacting system governed by the Hamiltonian H0,
and provides a unique notion of equilibrium states. We further assume that the
nature of the limit is compatible with taking the limit for a converging series of
interaction terms Vn which leads to our free interaction term V . Let us state this
somewhat more precisely. Suppose that (Vn)n∈N is a series of bounded operators
which converges to the free random variable V ,
lim
n→∞Vn = V,
and that a compatible division of the global system S +E exists, such that for any
n, there exists a finite global system S + En such that En ⊂ E and
lim
n→∞S ⊗ En = S ⊗ E .
Suppose furthermore that for every finite system we can define a restriction H0,n of
the Hamiltonian H0 such that in the limit the resulting series converges to H0 and
lim
n→∞
e−βH0,n
Trn e−βH0,n
(4.19)
is well-defined and results in a unique notion of equilibrium states.
Since the series (Vn)n is composed of bounded operators and converges to a
bounded operator, the limit
lim
n→∞
e−β(H0,n+V )
Trn e−β(H0,n+V )
will also converge and thus defines a unique set of equilibrium states for the
interacting system.
Although theorem 4.2 can be extended to calculate the global equilibrium states
of the combined system S + E under these conditions, doing so would be rather
futile since we have defanged the problem to such an extend that no meaningful
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information about the global system would be gained. Furthermore, in order to do
so, we would have to explicitly define the operator form of HE0 which in many cases
will lead to a conflict with the assumptions made in this section or to situations
which are already known.
The local restrictions of the proposed equilibrium states (4.19) on the other
hand, still carry sufficient meaning. Loosely stated, we will fill in the dots in: “If
the global algebra S ⊗ E admits a unique notion of equilibrium states in the sense
of (4.19), then the local restrictions look like . . . ”.
Of course, we still have to calculate these local restrictions. For any restriction
S + En, we can define a local state on the system S by the density matrix
TrEn
[
e−β(H0,n+V )
Trn e−β(H0,n+V )
]
,
where TrEn is the partial trace over the environment En. The trace operation on
these finite restrictions also naturally give rise to the tracial states τEn :=
1
n TrEn
and τn := 1d×n Trn. The local restrictions can thus be restated as
1
d
(id⊗τEn)
[
e−β(H0,n+V )
τn
[
e−β(H0,n+V )
]] ,
where d is the dimension of the system S. In the limit of n → ∞, these density
matrices converge to our desired equilibrium density matrices,
ρβ = lim
n→∞
1
d
(id⊗τEn)
[
e−β(H0,n+V )
τn
[
e−β(H0,n+V )
]] . (4.20)
The further analysis of such equilibrium states will obviously depend very
much on the specific nature of the interaction and the probability measure of H0.
Because of our earlier assumptions, this limit is no longer very problematic. The
choice of a free interaction terms means that the only information we need about
the Hamiltonian H0 is the limiting probability measure associated to it. No matter
the form of this measure, we can always approximate it by a convergent series
of compactly supported measures. So, in practice, taking this limit is somewhat
pedantic. For any given, non-compact probability measure, we can approximate
the solution arbitrarily well by cutting off the measure at some very distant point
and calculate the Gibbs state for that, now compactly supported, measure.
Universal properties of the equilibrium states
Preferred basis The local restrictions of the Gibbs density matrices are all
diagonal in the computational, or energy, basis of the system S. This is a direct
consequence of theorem 4.2. To see how exactly, we restrict ourselves for a moment
to the case where H0 is a bounded operator. In such a case, we can forget about
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taking the limit and simply state that
ρβ =
1
d
1
τ [e−βH ]
E
[
e−βH
]
.
Such quantities can easily be calculated using theorem 4.2. Recall that according
to the holomorphic functional calculus in section 3.6, both the denominator and
the numerator can be rewritten in terms of the (conditionally) expected resolvent
mapping as,
E
[
e−βH
]
=
1
2pii
∫
Γ
dz e−βz E
[
1
z −H
]
=
d
2pii
∫
Γ
dz e−βz r(z),
τ
[
e−βH
]
=
1
2pii
∫
Γ
dz e−βz τ
[
1
z −H
]
=
1
2pii
∫
Γ
dz e−βz r(z),
where Γ is some suitable chosen set of Jordan curves which encloses the spectrum
of H. Combined, this gives us an expression for ρβ of
ρβ =
∫
Γ
dz e−βz r(z)∫
Γ′ dz
′ e−βz′ r(z′),
(4.21)
As rij(z) = 0 if i 6= j, we immediately obtain that (ρβ)ij = 0 if i 6= j. Since this
result holds for all possible Hamiltonians considered, this holds true in any limiting
situation as well.
Diagonal entries The diagonal matrix elements of the equilibrium density
matrices depend on the specific properties of the interaction, the type of environment
and the Bohr spectrum of the system itself. Somewhat unremarkable, the infinite
temperature Gibbs states are not affected. Only the total expected energy in these
states is affected. The expected energy is shifted by the mean of the interaction V .
The remaining equilibrium states can only be described quantitatively in more
detail than (4.21) by considering specific models. The qualitative behavior on
the other hand seems to be somewhat universal. In particular, an interaction
of semicircle type provides a first-order approximation to the equilibrium states
of more general interaction types, in line with the comments made in section
4.3.3. The figure below shows the behavior of the diagonal matrix elements of the
equilibrium states for the example in section 4.3.3.
4.4 Dynamics of freely interacting systems
Perhaps the most physically thrilling part of this chapter is the prospect of describing
the dynamical properties of the reduced density matrix σ(t) in terms of simple
physical quantities. Macroscopic bounds on the interaction lead in a very natural
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Figure 4.3: Any reduced equilibrium state is a convex combination of the two
eigenstates of HS0 . This figure shows the presence of the ground state in such a
convex combination in terms of the rescaled inverse temperature β/2. From top
to bottom, the curves are plotted for v = 0, v = 1, v = 2, v = 4.
way to a restriction of the possible interactions to those which are free from the
uncoupled Hamiltonian H0 in the probability space (S ⊗ E , τ).
The introduction of free interactions allows us to ‘trace out’ the interaction
term V for this problem. This results in an integral equation which describes the
time evolution of the reduced density matrix for the system S.
The initial state and the unperturbed Hamiltonian H0 enter this equation as
operators. In contrast, the equation only depend on the interaction term V in
terms of its cumulant series, which is a scalar function. The macroscopic contraints
on the interaction are all encoded in this function.
The resulting integral equation is still a very complex object. For many cases,
the problem remains intractable. This is not a deficit of the model, but rather
represent our refusal to neglect the influence of the system on the environment. In
addition, in its most general form, the integral equation also allows for environments
which are initially not in equilibrium. Since the environment is assumed to be an
infinite system, the resulting dynamics of the environment remains intractable even
if no coupling were to be present.
Only if we assume that the initial state of the environment is invariant under
the uncoupled dynamics, does the problem reduce to a tractable integral equation.
The coupling between the system and environment can still influence the state of
the environment, but violent corrections because of the infinite Hamiltonian H0
are eliminated. Only perturbations resulting from the interplay of the interaction
V and H0 are then important.
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The resulting integral equation in such a situation is still sensitive to memory
effects. This makes solving the equation a tractable, but still complicated problem.
4.4.1 Resolving the reduced dynamics
The modified moment-cumulant relations obtained in section 4.3 can be used to
calculate the reduced density matrix,
σ(t) = E
[
eitH(σ(0)⊗ E)e−itH] ,
if we impose the additional restriction that the interaction V is also taken to be free
from the initial state of the environment. This condition is in particular fulfilled
by the equilibrium states of the environment, as well as by the eigenstates of the
Hamiltonian HE0 .
Using holomorphic functional calculus, we can rewrite σ(t) in terms of the
resolvent of the Hamiltonian as
σ(t) = − 1
4pi2
∮
Γ
dz1dz2 e
it(z1−z2) E
[
1
z1 −H (σ(0)⊗ E)
1
z2 −H
]
, (4.22)
where Γ is some suitably11 chosen set of Jordan curves encircling the spectrum of
H.
A similar technique as was used in section 4.3 to calculate the reduced resolvent
mapping of H can then be used to calculate explicitly the two-point function
r(z1, z2),
r(z1, z2) := E
[
1
z1 −H (σ(0)⊗ E)
1
z2 −H
]
.
As in the case of the Hamiltonian specter, it is convenient to introduce a specific
notation for the trace of r(z1, z2),
r(z1, z2) := Tr E
[
1
z1 −H (σ(0)⊗ E)
1
z2 −H
]
.
To make the two-point function more amenable to our probabilistic framework, we
need to translate it to the probability space (S ⊗ E , τ),
rij(z1, z2) = τ
[
(Eji ⊗ 1E) 1
z1 −H (S⊗ E)
1
z2 −H
]
.
As was indicated in section 4.3, the rescaled expectation r(z) is an essential
ingredient in this reduced description. The following lemma describes how the
two-point function r(z1, z2) can be written as a function of the (one-point) function
r(z).
11In light of the calculations below, care should be taken that the contour used for the integral
over z1 is completely enclosed by the contour used for the integral over z2.
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Lemma 4.13. Let H be the Hamiltonian of a dynamical model as proposed in
section 4.1.2, so that H can be written as H0 + V , where V is free from H0 in the
probability space (S ⊗ E , τ). If |Im z1| > 6‖V ‖ and |Im z2| > 6‖V ‖, the two point
function r(z1, z2),
r(z1, z2) = E
[
1
z1 −H (σ(0)⊗ E)
1
z2 −H
]
,
is amenable to a description in terms of the rescaled conditionally expected resolvent
mapping of H,
r(z1, z2) =
r(z1)− r(z2)
z2 − z1 ×
KV (r(z1))−KV (r(z2))
r(z1)− r(z2) (4.23)
× TrE
[
1
z1 −KV (r(z1))−H0 (σ(0)⊗ E)
1
z2 −KV (r(z2))−H0
]
+ E
[
1
z1 −KV (r(z1))−H0 (σ(0)⊗ E)
1
z2 −KV (r(z2))−H0
]
.
-
Proof. The proof of this lemma can be found in section B.2 of the appendix. The
techniques used are similar to those used in the proof of theorem 4.2, but with
some additional technical complexities. The interested reader is certainly invited to
read through the proof, since calculations of this nature are usually not considered
in free probability theory.
Lemma 4.13 allows us to write down a set of explicit dynamical equations for
the reduced density matrx σ(t). Although technically a corollary to lemma 4.13,
we state the following as a theorem,
Theorem 4.14. Let H be the Hamiltonian of a dynamical system as proposed in
section 4.1.2, so that H can be written as H0 + V , where V is free from H0 in the
probability space (S ⊗ E , τ). At any time t, the reduced state on the system S is
described by the density matrix σ(t), which can be calculated as
σ(t) =
∮
Γ
dz1 dz2 e
it(z1−z2) r(z1)− r(z2)
z2 − z1 ×
KV (r(z1))−KV (r(z2))
r(z1)− r(z2)
× TrE
[
1
z1 −KV (r(z1))−H0 (σ(0)⊗ E)
1
z2 −KV (r(z2))−H0
]
+
∮
Γ
dz1 dz2 e
it(z1−z2)E
[
1
z1 −KV (r(z1))−H0 (σ(0)⊗ E)
1
z2 −KV (r(z2))−H0
]
.
-
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Since we can only calculate r(z) numerically, the solutions to the equations
in theorem 4.14 can likewise be calculated only numerically. This limitation is
inherent to the free model. The dynamical behavior of our model systems simply
cannot be described in algebraic terms.
As a consequence, it is rather difficult to prove any type of general results
about the dynamics of this model. At first, this struck us as a rather disappointing
finish, especially considering the mathematical effort needed to derive theorem
4.14.
After the initial numerical analysis of the dynamical equations, this disappoint-
ment dissipated somewhat. As we will illustrate in the analysis of the free toy
model, the dynamical behavior of our free models has a very rich structure which
cannot be summarized in any succinct way. Simply because there is no universal
behavior to be summarized. A model system can be driven to an equilibrium state
by the interaction or not. If it is drive to equilibrium, this convergence can be
exponential, follow a power law, or the system can undergo both exponential and
power law decay at various time intervals.
In hindsight, one could say that this result was to be expected considering the
different scales which we hope to describe with our models. Weak or strong inter-
actions, big or small systems, cold or hot environments; at least on a mathematical
level, all of these situations are described by the same set of equations.
It is however possible that these different situations can be somewhat grouped
together in terms of their dynamical behavior. Unfortunately, our analysis of these
models has not progressed far enough to attempt such a feat. For the moment, we
can only illustrate theorem 4.14 by looking at some specific examples and analyzing
the behavior of those models.
Remark 4.15. At the end of section 4.1.1, we listed some desirable qualities for a
description of the reduced dynamics of a system. Theorem 4.14 allows us to now
check of the four points we suggested there.
• The use of free random variables cements many of the otherwise unknowable
parameters in a model interaction. We only need to specify certain macro-
scopic observables to fully determine the necessary information in our model.
Hence, our model is indeed easy to construct.
• Since we are dealing with infinite environments, any microscopic change in
the interaction or environment is drowned out by the predominant spectral
features of the model and do not change the dynamical behavior of the
system.
• Macroscopic perturbations can influence the behavior of a system. To deal
with those types of perturbations, it is sufficient to simply change the param-
eters in the original model slightly. These perturbations can thus be handled
with the same ease as the original model.
• Although the equations in theorem 4.6 and theorem 4.14 scale only with
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the size of the system, we cannot claim that the resulting dynamics is easy
to calculate, at least, not algebraically. Numerically, the computation of
the reduced dynamics can be calculated quite fast and the procedure scales
especially well to large system sizes.
4.4.2 Dynamical behavior of a two-level system
As for the Hamiltonian specter, we illustrate the general formula for the reduced
dynamics by some numerical results on the free toy model. The cumulant series
KV has the exceptionally simple form
KV (z) = v
2z.
The general form of the reduced dynamics thus reduced to,
σ(t) = − 1
4pi2
∮
Γ
dz1 dz2e
it(z1−z2)
v2
r(z1)− r(z2)
z2 − z1 × TrE
[
1
z1 − v2r(z1)−H0 (σ(0)⊗ E)
1
z2 − v2r(z2)−H0
]
+ E
[
1
z1 − v2r(z1)−H0 (σ(0)⊗ E)
1
z2 − v2r(z2)−H0
]
.
In general, the analysis of the dynamics is hampered by the intertwining of the
integrals over z1 and z2. For the free toy model, the factor 1/(z2 − z1) is now the
only remaining coupling between the two contour integrals. We can eliminate this
intertwining by first considering the time derivative of the reduced evolution,
d
dt
σ(t) = − v
2
4pi2
∮
Γ
dz1 dz2e
it(z1−z2)
(r(z1)− r(z2))× TrE
[
1
z1 − v2r(z1)−H0 (σ(0)⊗ E)
1
z2 − v2r(z2)−H0
]
− 1
4pi2
d
dt
∮
Γ
dz1 dz2e
it(z1−z2)E
[
1
z1 − v2r(z1)−H0 (σ(0)⊗ E)
1
z2 − v2r(z2)−H0
]
.
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The Tr and E operations in this expression hide yet more integrals. If we look at
the individual matrix elements of σ(t), we can write out these operations as,
d
dt
σij(t) = − v
2
4pi2
∑
k
σkk(0)
∮
Γ
dz1 dz2e
it(z1−z2) (rij(z1)− rij(z2))
×
∫
dµE(x)
1
z1 − v2r(z1)− k − x
1
z2 − v2r(z2)− k − x
− 1
4pi2
σij(0)
d
dt
∮
Γ
dz1 dz2e
it(z1−z2)
×
∫
dµE(x)
1
z1 − v2r(z1)− i − x
1
z2 − v2r(z2)− j − x,
where we denote the probability density function of HE0 under the initial environ-
mental state as µE .
The most likely initial state of the environment is a Gibbs state, with a
corresponding probability density function,
µβ =

βe−βx
2 sinh(hβ)
if − h < x < h,
0 otherwise.
Unfortunately, the resolvent mapping corresponding to this probability density
function cannot be expressed in terms of simple algebraic functions. It can only
be calculated numerically. In lack of a better understanding of the equilibrium
resolvent mappings, we limit the further discussion of this two-level systems to
initial states which correspond to energy eigenstates12 .
For an initial state corresponding to an energy eigenstate of the Hamiltonian
part HE0 , the integration over x in the above equations falls away and we end up
with a more manageable problem,
d
dt
σij(t) = − v
2
4pi2
∑
k
σkk(0)
∮
Γ
dz1 dz2e
it(z1−z2) (rij(z1)− rij(z2))
× 1
z1 − v2r(z1)− k − x
1
z2 − v2r(z2)− k − x
− 1
4pi2
σij(0)
d
dt
∮
Γ
dz1 dz2e
it(z1−z2) 1
z1 − v2r(z1)− i − x
1
z2 − v2r(z2)− j − x,
where now x is the energy of the environment in the initial state.
12The behavior of the system for equilibrium states can then be resolved by integrating with
the measures µβ over the solutions for initial energy states. This integration is numerically very
complex and does not add any insights into the behavior of the system, so we do not discuss this.
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Off-diagonal elements
For off-diagonal elements of the density matrix σ(t) the above equation simplifies
to,
σij(t) = − 1
4pi2
σij(0)
∮
Γ
dz1 dz2e
it(z1−z2) 1
z1 − v2r(z1)− i − x
1
z2 − v2r(z2)− j − x.
The contour integrals in this equation are tantamount to performing a Fourier
transform of the probability density function obtained by performing the limit,
νx(u) = lim
w→0+
1
2
1
u+ iw − v2r(u+ iw)− i − x −
1
u− iw − v2r(u− iw)− i − x.
This limit can only be non-zero if u is on the support of the pdf associated to rii.
Furthermore, if both u and x + i are on the interior of the support of this pdf,
νx(u) is bounded. Only if x+ i and u are on the boundary of the support, can
νx(u) become infinite. So, unless x corresponds to the energy in the ground state of
the unperturbed environment, νx is an absolutely continuous, finite measure. The
support of this measure cannot be larger than the support of the pdf associated to
rii. As such, νx(u) corresponds to an L2-function and so its Fourier transform is
again an L2-function.
For σ(t), this means that the off-diagonal elements will decay to zero for large
times t. The decay rate depends on the specific form of the Hamiltonian. Figure
4.4 shows the generic behavior of σ12(t) under increasing coupling strength. Even
in this very simple model, the behavior to equilibrium differs wildly depending
on the interaction strength. For strong coupling, the decay is almost exponential,
whereas for small coupling the decay creeps along according to some small power
law.
Diagonal elements
The long-term behavior of the off-diagonal elements is not amenable to such an
easy analysis as that of the off-diagonal elements. However, this behavior can
be calculated quite easily numerically. We content ourselves here with showing
a generic example of the time-evolution of the (1, 1)-element of σ(t) where σ(0)
corresponds to the |0〉-state.
4.5 Hamiltonian specter of amalgamated freely in-
teracting systems
The first steps in the calculation of the reduced dynamics of a amalgamated free
system can be stated for a more general situation than the model of section 4.1.3.
In particular, the analogue of theorem 4.2 can be stated for any interaction term
V which is free with amalgamation from H0 over the system S, not just for the
more specific form (4.3).
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Figure 4.4: The decay of the absolute value of σ12(t) for increasing interaction
strength. The three situations shown correspond, from top to bottom, to v = 1/4,
v = 1/2 and v = 1.
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Figure 4.5: The figure shows the derivative of the (1, 1)-element of the reduced
density matrix with respect to time for an interaction strength v = 1.
4.5 Hamiltonian specter of amalgamated freely interacting systems 109
4.5.1 Another modified moment cumulant relation
As in the plain free case, we start our analysis of the amalgamated free system
by modifying theorem 3.34 so that it retains the information about the operator
structure of the unperturbed Hamiltonian.
The rescaling we used in section 4.3 is not required for the mathematics of
this model. All calculations can be done directly using the conditionally expected
resolvent mapping of the Hamiltonian H,
R(z) = E
[
1
z −H
]
. (4.24)
Theorem 4.16. Let H be a Hamiltonian in the algebra of a composite quantum
system S ⊗ E. Suppose that H can be written as H0 + V , where H0 is a non-
interacting Hamiltonian and V is free with amalgamation from H0 over S in the
probability space (S ⊗ E ,E). In a neighborhood of ∞, the conditionally expected
resolvent R(z) is the unique solution of the self-consistent equation,
R(z) = E
[
1
z −KV (R(z))−H0
]
, (4.25)
where KV is the S-valued cumulant series of the interaction V .
-
Proof. We can rewrite (4.24) in terms of the non-interacting Hamiltonian H0 and
the interaction term V ,
R(z) = E
[
1
z −H0 − V
]
.
For sufficiently large |z|, the Neumann series,
N(z) :=
∞∑
n=0
(z −H0)−1
(
V (z −H0)−1
)n
, (4.26)
converges in norm to the resolvent mapping ofH. Notice that it converges absolutely
and we can thus rearrange terms in this series without perturbing the convergence.
Equally important, all subseries converge, albeit to a different element in the
algebra S ⊗ E .
Existence of solutions
We begin by proving that if the Neumann series converges, it leads to the above
equation. We can rewrite the expectation of (4.26) in terms of free cumulants,
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where we use the shorthand (z −H0)−1 = A to compact the equations slightly,
n(z) := E [N(z)] = E [A] +
∞∑
n=1
E [A(V A)n]
= E [A] +
∞∑
n=1
∑
pi∈NC(2n)
kpi(A, V˙ , A, V,A, . . . , V, A︸ ︷︷ ︸
(n−1) times
)
We can rearrange13 the terms in the sum over NC(2n) according to the
number of elements connected by the bridge that starts at the dotted V ; the first V
which appears in the above expansion. Since A and V are free, the only non-zero
cumulants are those which correspond to partitions where the bridges connect only
A’s or only V ’s or equivalently blocks with only even or only odd numbers.
For any n, there are exactly n V ’s, so the bridge that contains V˙ , connects at
most n elements. If we denote the bridge which contains V˙ by W1,
n(z) = E [A] +
∞∑
n=1
n∑
s=1
∑
W1,
|W1|=s,
2∈W1
∑
pi={W1,...}
pi∈NC(2n+1)
kpi(A, V˙ , A, V,A, . . . , V, A) (4.27)
If W1 = (w1 = 2, . . . , ws), then each remaining block Wk in pi = {W1, . . .} is
wedged between some wj(k) and wj(k)+1 on the circle, i.e.
∀Wk ∈ pi and k 6= 1,∃! j(k) ∈ {1, . . . , 2n}#Wk ⊂ [wj(k), wj(k)+1],
where ws+1 := w1 and [wj(k), wj(k)+1] denotes an oriented circle segment. In other
words, pi can be decomposed as the union of s partitions σk and the bridge W1,
pi = {W1} ∪ σ1 ∪ · · · ∪ σs,
such that for all k ≤ s, σk is a non-crossing partition of {wk+1, wk+2, . . . , wk+1−1}.
As we stated before, the corresponding cumulant kpi, or in this case,
k{{W1}∪σ1∪···∪σs}(A, V˙ , A, . . . , V, A)
is only non-zero if W1 bridges only V ’s . For any k, this means that 1[wk+1,wk+1−1]
corresponds to a bridge connecting all elements in the set
(A˙, V,A, . . . , V, A¨ ),
where A˙ is the (wk + 1)th element in the original word and A¨ the (wk+1 − 1)th
element. The partition σs is a bit special, since in general it connects the first A
in the original word to elements which are at the end of the original word. When
13This rearrangement does not alter the convergence properties of the Neumann series since we
only permute terms under the sum over NC(2n).
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decomposing the cumulants in terms of the partition {W1, σ1, . . . , σs}, this simply
means the outermost cumulant function is the one corresponding to σs.
kpi(A, V˙ , A, V,A . . . , V,A)︸ ︷︷ ︸
(n−1) times
=
kσs
(
AkW1
( ˙ˆ
V, kσ1(A, V,A, . . . , V, A︸ ︷︷ ︸
(w2−w1−2)/2
times
)Vˆ , . . . , kσs−1(A, V,A, . . . , V, A︸ ︷︷ ︸
(ws−1−ws−2−2)/2
times
)Vˆ
)
, A, V,A, . . . , V, A︸ ︷︷ ︸
(2n−ws)/2
times
)
,
where the V ’s with hats are those connected by W1. If we plug this information
into equation (4.27) we get
n(z) = E [A] +
∞∑
n=1
n∑
s=1
∑
W1,
|W1|=s,
2∈W1
∑
pi={W1,...}
pi∈NC(2n+1)
kσs
(
AkW1
( ˙ˆ
V, kσ1(A, V,A, . . . , V, A︸ ︷︷ ︸
(w2−w1−2)/2
times
)Vˆ , . . . , kσs−1(A, V,A, . . . , V, A︸ ︷︷ ︸
(ws−1−ws−2−2)/2
times
)Vˆ
)
, A, V,A, . . . , V, A︸ ︷︷ ︸
(2n−ws)/2
times
)
.
The summation over W1 is equivalent to a summation over a set {w1, . . . , ws} if
we demand that 2 = w1 < · · · < ws ≤ 2n. The summation over pi can then be
replaced by a summation over all σk with appropriate conditions. We also rewrite
kW1 as ks to signify that it only depends on W1 through the number s and the
arguments kσk .
n(z) = E [A] +
∞∑
n=1
n∑
s=1
∑
2=w1<···<ws≤2n
∑
σk∈NC([wk+1,wk+1−1])
kσs
(
Aks
( ˙ˆ
V, kσ1(A, V,A, . . . , V, A︸ ︷︷ ︸
(w2−w1−2)/2
times
)Vˆ , . . . , kσs−1(A, V,A, . . . , V, A︸ ︷︷ ︸
(ws−1−ws−2−2)/2
times
)Vˆ
)
, A, V,A, . . . , V, A︸ ︷︷ ︸
(2n−ws)/2
times
)
.
We change variables one last time and write ik := (wk+1 −wk − 2)/2 for k < s and
is := (2n− ws)/2
= E [A] +
∞∑
n=1
n∑
s=1
∑
i1,...,is∈
{0,...,n−1}
i1+···+is=
n−s
∑
σk∈NC(2ik+1)
kσs
(
Aks
( ˙ˆ
V, kσ1(A, V,A, . . . , V, A︸ ︷︷ ︸
i1 times
)Vˆ , . . . , kσs−1(A, V,A, . . . , V, A︸ ︷︷ ︸
is−1 times
)Vˆ
)
, A, V,A, . . . , V, A︸ ︷︷ ︸
is times
)
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= E [A] +
∞∑
n=1
∑
i1,...,is∈
{0,...,n−1}
i1+···+is=
n−s
E
A n∑
s=1
ks
 ˙ˆV,E
AV A · · ·V A︸ ︷︷ ︸
i1 times
 Vˆ , . . . ,E
AV A · · ·V A︸ ︷︷ ︸
is−1 times
 Vˆ
AV A · · ·V A︸ ︷︷ ︸
is times

We now rearrange14 all the terms in the summation, including terms corresponding
to different values of n. We choose one index ij and hold all other indices, as well as
s, constant and collect all the terms corresponding to the different possible values
of ij . We then do the same for the other ik’s. After some sorting, we end up with
= E [A] + E
[
A
∞∑
s=1
ks
(
˙ˆ
V,E
[
1
z −H
]
Vˆ , . . . ,E
[
1
z −H
]
Vˆ
)
1
z −H
]
= E [A] + E
[
AKV
(
E
[
1
z −H
])
1
z −H
]
= E [A] + E
[
AKV (R(z))
1
z −H
]
. (4.28)
We can reiterate the above calculation for the second term in (4.28) where the
‘surplus’ A which kept appearing at the front of each term is now replaced by
AKV (R(z)). Doing this once, gives us
n(z) = E [A] + E [AKV (R(z))] + E
[
AKV (R(z))AKV (R(z))
1
z −H
]
.
We can repeat this process an infinite amount of times, such that for sufficiently
large |z|, it generates a convergent series and we obtain
n(z) =
∞∑
n=0
E [A (KV (R(z))A)n] . (4.29)
Expression (4.29) is tantamount to equating two Neumann series which again for
large enough |z| converge to
R(z) = E
[
1
z −H0 −KV (R(z))
]
. (4.30)
14This can be justified by recycling the argument in the proof of theorem 4.2. Although we are
dealing with an operator-valued version here, the norm estimates stay essentially the same.
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Uniqueness of solutions
The proof of theorem 4.2 can be recycled to prove uniqueness for the amalgamated
free case as well. Consider first the formal definition of the operator-valued cumulant
series of the random variable V .
KV (b) =
∞∑
n=1
kEn(V, bV, . . . , bV︸ ︷︷ ︸
(n−1) times
), ∀ b ∈ S.
For each of the terms kEn we have the estimate,
‖kEn(V, bV, . . . , bV )‖ ≤ 16n‖V ‖n ‖b‖n−1.
This inequality implies that at least if b ≤ (16‖V ‖)−1, the cumulant series converges
in norm to some bounded operator on S.
The second ingredient needed to continue the argument,is holomorphy of the
map KV , when viewed as a operator-valued map on the domain D = {w |w ∈
S & ‖w‖ ≤ (16‖V ‖)−1}. As a concatenation of sums and products of holomorphic
maps, KV is holomorphic whenever it converges, so in particular on D.
With that in mind, we can define a map Fz on D as,
Fz(w) = E
[
1
z −KV (w)−H0
]
,
which for sufficiently large |z| is bounded and holomorphic and maps D strictly
to its interior. According to the Earle-Hamilton theorem, Fz is then a strict
contraction in the Carathéodory metric and we are guaranteed that on this domain
our equations produce a unique solution. Moreover, this domain is compatible with
the domain where the constructive part of our proof holds. So, the unique solution
of the above fixed point equation is R(z).
The formal equivalence between the proofs of theorem 4.2 and theorem 4.16
allows us to simply copy most of the remarks made in section 4.3.1 to the amalga-
mated free case.
Holomorphic extensions
Analogous to theorem 4.6, we can extend the validity of theorem 4.16 to a more
sensible domain F = {z | |Im z| > 6‖V ‖}.
Theorem 4.17. Let H be a Hamiltonian in the algebra of a composite quantum
system S ⊗ E. Suppose that H can be written as H0 + V , where H0 is a non-
interacting Hamiltonian and V is free with amalgamation from H0 over S in the
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probability space (S ⊗ E ,E). In a neighborhood of ∞ The conditionally expected
resolvent R(z) is the unique solution of the self-consistent equation,
R(z) = E
[
1
z −KV (R(z))−H0
]
, ∀ z s.t. |Im z| > 6‖V ‖, (4.31)
where KV is the S-valued cumulant series of the interaction V .
-
Proof. The proof of this theorem is completely analogous to the proof of theorem
4.6.
Solution strategy
The solution strategy for the self-consistent equation (4.25) remains the same as in
the plain free case. Repeated application of the map Fz
Fz(w) := E
[
1
z −KV (w)−H0
]
, ∀ z ∈ F , w ∈ D, (4.32)
drives the result to the unique fixed point of Fz which is the expected resolvent
R(z). This follows immediately from theorem 4.17.
The technical implementation of this algorithm is slightly more complicated
than in the plain free case. The fixed point equation (4.32) is now a full matricial
equation which cannot be reduced a set of scalar equations which hold for all z.
As a result, the solving time no longer scales linearly with the size of the system S,
but goes up with the cube of the system size. Although for larger systems, this can
present a major problem, a cubic scaling is the smallest possible non-trivial scaling
for generic quantum dynamical systems and a substantial improvement over the
original problem.
Model-specific features
Recall that for the amalgamated free model, the interaction is of the form
V =
d∑
i≤j
Fij ⊗ Vij .
The additional structure of the interaction term allows us to reduce the complexity
of the problem somewhat. For any element w ∈ S, the S-valued cumulant series of
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V reduces to,
KEV (w) =
∞∑
s=1
d∑
i≤j
kEs ((Fij ⊗ Vij), w(Fij ⊗ Vij), · · · , w(Fij ⊗ Vij))
=
∞∑
s=1
d∑
i≤j
kEs (1⊗ Vij , Fijw ⊗ Vij , · · · , Fijw ⊗ Vij)Fij
=
∞∑
s=1
∑
i≤j
kτEs (Vij , · · · , Vij) (Fij w)s−1 Fij
:=
d∑
i≤j
KτEVij (Fijw) Fij , (4.33)
where we have defined KτEV on S through the holomorphic functional calculus.
This makes the analysis of the fixed point equation a bit more straightforward.
The rather awkward definition of the full operator-valued cumulant series is now
reduced to calculating the scalar-valued functions KτEVij (z) on C and extending
them to functions on S through the holomorphic functional calculus15.
The complexity class of the problem is not altered by this additional structure.
The running time of the fixed point algorithm still scales with the cube of the
system size in general.
The reduced form (4.33) does make it easier to detect situations where better
scalings can be obtained, i.e. when the global system has additional symmetries.
We will illustrate this in the analysis of our amalgamated free toy model.
4.5.2 An amalgamated free toy model specter
The formal equivalence between theorem 4.2 and theorem 4.16 does not extend
to an equivalence between the behavior of the models of section 4.1.2 and section
4.1.3. In this section, we illustrate this difference by applying theorem 4.16 to the
amalgamated free toy model of section 4.2.
Recall that in our qubit toy model, the interaction V is assumed to be an
operator-valued semicircular element of the form
V =
(
a b
b c
)
, V ∈M2(E),
where {a, b, c} is a free family of semicircular elements in the probability space
(E , τE), each with their own mean mi and variance vi.
15 Note that we cannot define the function KτEVij on S through the continuous functional calculus,
which is only defined for normal operators. Elements of S and in particular the arguments wFij
need not be normal.
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For such a semicircular element, the cumulant series can be calculated directly
using the basic definition of cumulant series or alternatively using equation (4.33).
We will handle the latter case.
In the probability space (E , τE), the cumulant series of the random variables a,
b and c are all affine maps of the form,
kτEa (z) = ma + v
2
az,
kτEb (z) = mb + v
2
bz,
kτEc (z) = mc + v
2
cz.
They can be extended to holomorphic maps on S through the holomorphic functional
calculus. Since the above maps are all affine, this extension is almost trivial,
KEa (w) = ma
(
1 0
0 0
)
+ v2a
(
1 0
0 0
)(
w11 w12
w21 w22
)(
1 0
0 0
)
,
KEb (w) = mb
(
0 1
1 0
)
+ v2b
(
0 1
1 0
)(
w11 w12
w21 w22
)(
0 1
1 0
)
,
KEc (w) = mc
(
0 0
0 1
)
+ v2c
(
0 0
0 1
)(
w11 w12
w21 w22
)(
0 0
0 1
)
.
The trio KEa , KEb and K
E
c preserves the positivity of the anti-Hermitian part of w
and are all three holomorphic on S. The map KEV = KEa +KEb +KEc thus extends
to a, not only holomorphic, but also Herglotz map on S+ ∪S−. The validity of the
fixed point equation then extends to the entire space S+ ∪ S−. For any z ∈ C\R,
R(z) is the unique solution of the fixed point equation,
R(z) = E
[(
z −KV (R(z))−
(
+HE0 0
0 −+HE0
))−1]
.
Remark 4.18 (Pastur equations). In that case that ma = mb = mc = 0 and
also va and vc are zero, these equations are known as Pastur’s equations. These
equations were first derived in [10] by Pastur and Lebowitz by a thermodynamic
limit of a random GUE matrix interaction model. As such, this specific case
of our amalgamated free toy model is equivalent to the case presented in [10],
as the amalgamated freeness of the interaction V is easily seen to arise in the
thermodynamic limit of the matrix interactions of [10].
-
4.6 Dynamics of amalgamated freely interacting
systems
The amalgamated free model doesn’t lend itself very well to a description in terms
of a single dynamical equation in the spirit of theorem 4.14. It is more convenient
4.6 Dynamics of amalgamated freely interacting systems 117
to first calculate the two point function R(z1, z2),
R(z1, z2) := E
[
1
z1 −Hσ(0)⊗ E
1
z2 −H
]
,
to a sufficient numerical precision on a predetermined curve γ which circles the
spectrum of H. The time-dependent density matrix σ(t) can then be calculated
from this two-point function as
σ(t) = − 1
4pi2
∮
Γ
dz1dz2 e
it(z1−z2)R(z1, z2).
As in the plain free case, we start the analysis with a lemma which connects
the two-point function R(z1, z2), to the expected resolvent R(z).
Lemma 4.19. Let H be the Hamiltonian of a composite quantum system S +E.
Suppose that H can be written as H0+V , where H0 is a non-interacting Hamiltonian
and V is free with amalgamation from H0 over S in the probability space (S ⊗E ,E).
If |Im z1| > 6‖V ‖ and |Im z2| > 6‖V ‖, the two point function R(z1, z2),
R(z1, z2) = E
[
1
z1 −Hσ(0)⊗ E
1
z2 −H
]
, (4.34)
is amenable to a description in terms of the conditionally expected resolvent mapping
of H,
R(z1, z2) =E
[
1
z1 −KV (R(z1))−H0 (σ(0)⊗ E)
1
z2 −KV (R(z2))−H0
]
(4.35)
+E
[
1
z1 −KV (R(z1))−H0L(R(z1, z2))
1
z2 −KV (R(z2))−H0
]
,
where L : S → S is the map,
L :=
∞∑
s,t=1
ks+t (V,R(z1)V, . . . ,R(z1)V,R(z1, z2)V,R(z2)V, . . . ,R(z2)V ) .
-
Proof. We have relegated the proof of this lemma to the appendix. It can be found
in section B.3.
In contrast to linear relation in the plain free case, the resulting expression
for the two-point function R(z1, z2) is a hugely complicated self-consistent affine
equation. What makes equation (4.35) so complicated, is the appearance of the
full operator-valued cumulant series of V under the guise of the map L. As we
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have remarked more than once in chapter 3, the distribution and so by extension
also the cumulant series, of a general operator is a very information-rich structure.
Even if we merely want to write out explicitly the effect of the map L, we not only
need to specify the spectral measure of V , but also how it interact with each and
every operator in S.
It is highly implausible that an observer of the system S has access to sufficient
information to characterize the most general forms of such a cumulant series.
Up until now, such considerations were not important, since we could just as
easily handle the general case as the more restrictive model of section 4.1.3. The
complexity of lemma 4.19 changes this. Without the restrictions16 of section 4.1.3,
the relation (4.35) in the above lemma would mean a dead end for the analysis of
amalgamated free interactions.
Model-specific features
Recall from section 4.1.3, that in the amalgamated free model the interaction V is
of the form,
V =
∑
i≤j
Fij ⊗ Vij ,
such that V is Hermitian and the Vij form a free family of Hermitian operators in
the probability space (E , τE).
In section 4.5 we derived an alternative construction method for the cumulant
series of V . We can now use a similar method to rewrite the map L in a more
convenient format.
L =
∞∑
s,t
kEs+t (V,R(z1)V, . . . ,R(z1)V,R(z1, z2)V,R(z2)V, . . . ,R(z2)V )
=
∑
i≤j
∑
s,t
kEs+t
(
1⊗ Vij , FijR(z1)⊗ Vij , . . . , FijR(z1)⊗ Vij ,
FijR(z1, z2)Fij ⊗ Vij ,R(z2)Fij ⊗ Vij , . . . ,R(z2)Fij
)
=
∑
i≤j
∑
s,t
kτEs+t(Vij , . . . , Vij)
(
FijR(z1)
)s−1 (
FijR(z1, z2)Fij
) (
R(z2)Fij
)t−1
.
Although the resulting expression for the map L is still rather complicated, is
shows more clearly the true nature of the self-consistent equation of lemma 4.19.
The map L,
L(w, z1, z2) =
∑
i≤j
∑
s,t
kτEs+t(Vij , . . . , Vij)
(
FijR(z1)
)s−1 (
FijwFij
) (
R(z2)Fij
)t−1
,
(4.36)
16It is possible to dream up a different set of restrictions such that we can also continue the
analysis, though we have not analyzed any such alternatives.
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is linear in the argument w. The full expression of (4.35) is thus an affine equation
with a unique fixed point, R(z1, z2). This fixed point can be calculated in the
same manner as fixed points of ordinary affine equations on vector spaces can be
calculated. As an example, we provide some details on the amalgamated free toy
model.
4.6.1 Dynamical behavior of a two-level system
For our toy model, lemma 4.19 reduces to,
Lemma 4.20. Let H be a Hamiltonian of a dynamical model as proposed in section
4.2. On C\R, the two point function R(z1, z2),
R(z1, z2) = E
[
1
z1 −Hσ(0)⊗ E
1
z2 −H
]
,
is amenable to a description in terms of the conditionally expected resolvent mapping
of H,
R(z1, z2) =E
[
1
z1 −KV (R(z1))−H0 (σ(0)⊗ E)
1
z2 −KV (R(z2))−H0
]
+E
[
1
z1 −KV (R(z1))−H0L(R(z1, z2))
1
z2 −KV (R(z2))−H0
]
,
where L is the map,
L = KV (R(z1, z2)) = E [VR(z1, z2)V ]− E [V ]R(z1, z2)E [V ] .
-
In light of the remark made at the end of section 4.5.2, we limit the further
discussion to a parameter range consistent with Pastur’s model, i.e. ma = mb =
mc = va = vc = 0. For Pastur’s model, the fixed-point equation of theorem 4.16
reduces to
R(z) = E
[(
z − v2b
(
R22(z) R21(z)
R12(z) R11(z)
)
−
(
+HE0 0
0 −+HE0
))−1]
.
As remarked in section 4.5.2, the diagonal matrices form an invariant subalgebra
for this fixed-point equation. In our search for fixed-points, we can thus restrict
ourselves to diagonal R(z). This allows us also to rewrite the previous matricial
equation as a set of two scalar equations,
R11(z) = τ
[(
z − v2b R22(z)− −HE0
)−1]
,
R22(z) = τ
[(
z − v2b R11(z) + −HE0
)−1]
,
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and we can choose R12(z) and R21(z) identically zero.
As R(z) is, for any z, a diagonal matrix, the equations of lemma 4.20 can also
be rewritten succinctly in a scalar form.
Rij(z1, z2) =
σij(0) τE
[
1
z1 − v2b Rii(z1) + (−1)i−HE0
E(HE0 )
1
z2 − v2b Rjj(z2) + (−1)j −HE0
]
+v2b (FR(z1, z2)F )ij τE
[
1
z1 − v2b Rii(z1) + (−1)i−HE0
1
z2 − v2b Rjj(z2) + (−1)j −HE0
]
.
These equations are very reminiscent of the equations governing the dynamics of
the plain free toy model. The remaining analysis up to the dynamical behavior of
this system is completely analogous to the plain free model.
4.7 Discussion
In many situations, a description of a quantum system as an isolated system is
untenable. Even on very small timescales and under ideal laboratory conditions, a
quantum system under study will interact with various degrees of freedom associated
to the environment. It is therefore necessary to include the environment in the
description of the system under study.
A full microscopic description of both system and environment is often im-
possible for two reasons. 1. The Hamiltonian governing the environment and the
interaction terms coupling the system to its environment are rarely known. 2. Even
if the full Hamiltonian governing system and environment is known, the resulting
dynamics may be too complicated to analyze as such situations very rarely lead to
integrable models.
The key to succes for any reduced description is to provide just the right
amount of information on the system and more importantly its environment. If
we provide too little information, the resulting description will not correspond in
sufficient detail to the actual dynamics. If we provide too much information, the
reduced description resolves more detail, but also becomes harder to construct and
analyze.
In this chapter, we constructed and discussed a novel reduced description
based on free random variables. We made a single assumption on the nature of
the interaction between the system and its environment, namely that in good
approximation the interaction can be modelled as a unitarily invariant random
matrix. We have heuristically argued why such random matrices might be thought
of as generic interactions. Moreover, such random matrices have been shown to
model in good approximation chaotic and disordered quantum systems.
In the limit of infinite-size matrices, unitarily invariant random matrices
converge to free random variables. In this limit, the randomness effectively freezes
and mixed moments of both the interaction terms and the unperturbed Hamiltonian
4.7 Discussion 121
become deterministic. Mixed moments are then completely determined by the
spectral measures of the unperturbed Hamiltonian and the interaction terms. Much
of the physically accessible information about the system and its environment is
encoded in these spectral measures. If we assume that an observer only has access
to macroscopic information about the environment, than most likely any and all
such macroscopic observables commute. Ergo, it is possible to construct a single
scalar measure which encodes all the information obtained by measurements of
these observables. If the environment is much larger than the system under study,
this constructed measure should be in good agreement with the spectral measure
of the environmental part of the unperturbed Hamiltonian. The assumption of
freeness thus allows us to input any and all physical information we have about an
environment in the model.
The second critical part of any useful reduced description is that the dynamics
is actually computable. Although admittedly a free interaction model is more
complicated than say a Markovian approximation, the resulting dynamics can
still be solved quite efficiently. The added computation complexity also allows
us to resolve aspects of the dynamics which cannot be part of any Markovian
approximation. In particular, the free interactions induce memory effects in the
dynamics.

APPENDIX A
Numerical recipes for freely interacting systems
In chapter 3 it was explained how free random variables in a probability space
(A, ϕ) can be canonically thought of as operators on an appropriate full Fock space.
It is important to remark that in this scheme the full Fock space picture is not
tied to a representation of the algebra A. Specifically, in going over to the full
Fock space picture, the Hermitian conjugate operation loses its meaning. For a
general self-adjoint operator a in the algebra A, the corresponding operator F (a)
on the degenerate full Fock space is no longer Hermitian. Although mathematicians
probably do not overly care about this, a physicist cannot accept such a framework
as a tool for his or her intuition. Moreover, the full Fock space picture of chapter 3
is not very well suited for numerical approximations of the free convolution or of
solutions of the self-consistent equation in theorem 4.2.
In this section we develop a more physical picture based on so-called interact-
ing Fock spaces which also allows for a straightforward method to approximate
numerically the free convolution of two random operators.
A.1 Interacting Fock spaces
Consider a probability space (A, ϕ) over C where A is generated by a single random
variable a. The algebra A can be canonically represented on a separable Hilbert
space H via the GNS-construction for the state ϕ. This construction provides a
representation pi and a cyclic vector Ω such that
ϕ(a) = 〈Ω|pi(a)|Ω〉, ∀a ∈ A, (A.1)
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and
Span
(
{pi(a)|Ω〉 | a ∈ A}
)
= H ' L2 (σ(a), µa) . (A.2)
Typically, the GNS-construction would be used to represent the operator a as
a multiplication operator on L2 (σ(a), µa). From a numerical point of view though,
it is preferable to represent a as a Jacobi matrix1 on an `2-space. The easiest way
to see how these different representations are related, is to explicitly construct the
isomorphisms involved.
A basis for the GNS representation
Let us first see how we can construct an isomorphism between H and L2 (σ(a), µa).
From the spectral theorem, we know that for any bounded, continuous function f ,
the expectation value ϕ (f(a)) can be rewritten as an integral over the spectrum of
a,
ϕ (f(a)) =
∫
σ(a)
f(x)µa(dx). (A.3)
Such a function f can be identified with an element of L2 (σ(a), µa) if∫
σ(a)
f(x)2 µa(dx) <∞, (A.4)
which is equivalent to the requirement that ϕ
(
f(a)2
)
<∞. Since, by assumption,
a is a bounded operator, all moments ϕ(a2n) exist:
ϕ(a2n) =
∫
σ(a)
(xn)2µa(dx) <∞, ∀n ∈ N, (A.5)
and so for any n ∈ N, the functions f : x 7→ xn are L2-functions. Together, they
generate a dense subset of L2 (σ(a), µa). By applying the Gram-Schmidt procedure
to the set {1, x, x2, . . .} (in that order), we can construct a generating orthogonal
set2 (Pi(x))i for L2 (σ(a), µa),
P0(x) = 1, (A.6)
P1(x) = x−
∫
xP0(x)µa(dx), (A.7)
P2(x) = x
2 − P1(x)
∫
x2P1(x)µa(dx)− P0(x)
∫
x2P0(x)µa(dx), (A.8)
· · · (A.9)
1A Jacobi matrix is a real, symmetric tridiagonal matrix with bounded positive off-diagonal
elements.
2The Pi(x) are of course the classical orthogonal polynomials associated to the measure µa
and as such have some very nice properties which we will use later on.
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By normalizing this set, we end up with a basis (pi(x))i for L2 (σ(a), µa). By virtue
of the Gram-Schmidt procedure, pk(x) is orthogonal to any polynomial of an order
lower than k. We can utilize this knowledge to determine a three term recurrence
relation:
αn+1pn+1(x) = (x− βn+1)pn(x)− αnpn−1(x), (A.10)
where the coefficients αn and βn are determined by the measure µa,
αn =
∫
x pn−1(x) pn(x)µa(dx), (A.11)
βn+1 =
∫
x pn(x) pn(x)µa(dx). (A.12)
Remark that due to the Gram-Schmidt procedure, in any pk(x) the coefficient hk
of the highest power of x is always positive and hk/hk+1 is equal to αn, so clearly
the αn are also strictly positive.
Through the spectral theorem, the basis (pi(x))i has a canonical counterpart
(ei)i in H,
δi,j =
∫
pi(x)pj(x)µ(dx) (A.13)
= ϕ(pi(a)pj(a)) (A.14)
= 〈Ω|pi(pi(a)pj(a))|Ω〉 (A.15)
= 〈Ω pi(a) | pj(a)Ω〉 (A.16)
= 〈ei | ej〉, (A.17)
if we make the identification pi(pi(a))|Ω〉 = |ei〉. The operation U : pi(x) 7→ ei then
extends to the desired isomorphism between H and L2 (σ(a), µa). The isomorphism
between H and `2(N) extends from the trivial identification of ei with the vector
(δi,j)j ∈ `2(N), which we will also denote fi.
Jacobi matrix representation of a random variable
Using the basis (ei)i and the above isomorphisms, we can represent the random
variable a as a operator on `2,
A := pi`2(a) =
∑
i,j∈N
〈ei|piH(a)|ej〉|fj〉〈fi|, (A.18)
where
〈ei|piH(a)|ej〉 =
∫
pi(x)x pj(x)µa(dx) (A.19)
=
∫
pi(x)
(
αj+1pj+1(x) + βj+1pj(x) + αjpj−1
)
µa(dx) (A.20)
= δi,j+1αi + δi,jβj+1 + δi,j−1αj . (A.21)
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So, because of the particular nature of our basis vectors, A reduces to an (infinite-
dimensional) tridiagonal symmetric matrix with positive off-diagonal elements.
A =

β1 α1 0
α1 β2 α2
α2 β3
. . .
. . . . . .
0

. (A.22)
Any matrix with the above properties is called a Jacobi marix. Jacobi matrices
are very useful tools in studying absolutely continuous measures since they allow
for some easy and fast numerical approximation schemes that can be efficiently
implemented in computer algorithms.
Numerical approximation of absolutely continuous measures
If we denote by An the truncation of A to Mn(C), then
An =

β1 α1 0
α1 β2 α2
α2 β3
. . .
. . . . . . αn
0 αn βn

. (A.23)
Such a truncation is again a tridiagonal symmetric matrix with positive off-diagonal
entries, but no longer infinite-dimensional. Its expected resolvent mapping 〈Ω|(z −
An)
−1|Ω〉 is however again a twisted Herglotz function and we can interpret this
function as the Cauchy transform of a now discrete measure on the real line. Up
to order n, the moments of An are exactly the moments of the original matrix A,
〈Ω|Ak|Ω〉 = 〈Ω|Akn|Ω〉, ∀k ≤ n. (A.24)
Furthermore, since An can be derived from A by a compression, the eigenvalues
of An interlace those of A, i.e. any eigenvalue λn of An is wedged between two
eigenvalues κ and ν of A.
From this, it should be clear that the measures of An’s converge in distribution
to the measure of A and suppµAn ⊂ suppµA. Using the boost group, we can even
proof that this convergence will be exponentially fast in the `2-norm.
The GNS representation as an interacting Fock space
We can decompose the matrix A (and also any An) as a sum of a diagonal matrix
and weighted shift operators,
A = SA +DA + S
∗
A, (A.25)
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where
SA =

0 α1 0
0 α2
0
. . .
. . .
0

, DA =

β1 0 0
0 β2 0
0 β3
. . .
. . . . . .
0

. (A.26)
(A.27)
The operators SA and S∗A act as weighted annihilation and creation operators on
the basis of the GNS-space H,
S∗A |ei〉 = αi+1|ei+1〉, (A.28)
SA |ei〉 = αi−1|ei−1〉. (A.29)
As a pair, they generate the entire Hilbert space H by application to the vacuum
vector Ω. In reference to how the full and symmetric Fock spaces are constructed,
from now on we refer to the GNS-representation space as an interacting Fock space.
For future reference, an isomorphism between this interacting Fock space and the
Full Fock space can be constructed from the formal identification of basis vectors
|Ω〉 ∼ |Ω〉 (A.30)
|ei〉 ∼ | ⊗i h〉, (A.31)
where h is the normalized vector in a one-dimensional Hilbert space K. The full
Fock space constructed from this Hilbert space, is then F(K).
A.2 Free products of interacting Fock spaces
A natural question at the end of the previous section is whether the concept of
interacting Fock spaces can be extended to a probabilistic setting with more than
one random variable.
A basis for the GNS-representation
Let us first construct the interacting Fock space representation H for a pair of
free random variables a and b and some state ϕ. In general, this space should be
generated by all non-commuting polynomials in a and b. In the previous section
we showed how any univariate polynomial in either a or b can be decomposed as a
linear combination of orthogonal polynomials in respectively a or b. So the Fock
space H can likewise be shown to be the closure of
Span
{
pi1(a)qj1(b) · · · pin(a)qjn |Ω〉 | pi, qj orth. polynomials of a and b
}
. (A.32)
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Freeness of a and b also provides us with a basis for H. The vectors
|i1, j1, . . . , in, jn〉 ≡ pi1(a)qi1(b) · · · pin(a)qin(b) |Ω〉, (A.33)
where the ik and jk are natural numbers and only i1 and jn can be zero, form an
orthonormal set and from the above characterization of the interacting Fock space
it should be clear that they are a generating set for H.
Let us put this in a lemma,
Lemma A.1. The set of vectors
|i1, i2, . . . , in〉, n ∈ N, ij ∈ Z0, and ij
ij+1
< 0 (A.34)
defined by
|i1, i2, . . . , in〉 ≡ p#i1(#) · · · p#in(#)|Ω〉, (A.35)
where the p#ij (#) is the ij − th orthogonal polynomial associated to a if ij > 0 and
the ij − th orthogonal polynomial associated to b if ij < 0, is a countable set and
form a basis for the GNS-representation of a and b.
and prove it,
Proof. 1. Normalization: The conditions posed in (A.34) guarantee that the
vectors |i1, . . . , in〉 are created by alternatingly applying an orthogonal poly-
nomial in a and in b to the vacuum vector Ω. If we denote the orthogonal
polynomials associated to a as p+i and the orthogonal polynomials associated
to b as p−i , then
‖|i1, . . . , in〉‖ = |〈in, . . . , i1 | i1, . . . , in〉|2 (A.36)
= |〈Ω|psgn(in)in · · · p
sgn(i2)
i2
(
p
sgn(i1)
i1
)2
p
sgn(i2)
i2
· · · psgn(in)in |Ω〉|2.
(A.37)
This is the expectation value of an alternating sequence of polynomials in a
and b which all have zero expectation under the vacuum state, except for the
squared polynomial in the middle. If we replace(
p
sgn(i1)
i1
)2
(A.38)
by (
p
sgn(i1)
i1
)2
− 〈Ω|
(
p
sgn(i1)
i1
)2
|Ω〉, (A.39)
the expectation of the resulting expression is zero since it is now an alternating
sequence of polynomials in a and b with zero expectation. We can use this to
rewrite (A.37) as
|〈Ω|psgn(in)in · · · p
sgn(i3)
i3
(
p
sgn(i2)
i2
)2
p
sgn(i3)
i3
· · · psgn(in)in |Ω〉|2 . |〈Ω|
(
p
sgn(i1)
i1
)2
|Ω〉|2.
(A.40)
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Since we have normalized the polynomials p#, this reduces to
|〈Ω|psgn(in)in · · · p
sgn(i3)
i3
(
p
sgn(i2)
i2
)2
p
sgn(i3)
i3
· · · psgn(in)in |Ω〉|2 (A.41)
By iterating this calculation, we eventually find that the vectors |i1, . . . , in〉
are indeed normalized.
2. Orthogonality: A similar calculation allows us to rewrite
〈i1, . . . , in | jm, . . . , j1〉 (A.42)
as
〈i1, . . . , in−1 | jm−1, . . . , j1〉 . 〈in | jm〉 (A.43)
If in 6= jm, then the above expression is zero. If in = jm, 〈in | jm〉 = 1 and
we reduce the problem by one order to the question whether
〈i1, . . . , in−1 | jm−1, . . . , j1〉 =? 0. (A.44)
By iterating this process, we can conclude that
〈i1, . . . , in | jm, . . . , j1〉 = 0 (A.45)
iff the sequence i = (i1, . . . , in) is different from j = (j1, . . . , jm).
3. enumeration:
• If both a and b have a discrete spectrum, so that they have a finite
number of orthogonal polynomials, say a has n orthogonal polynomials
and b has m orthogonal polynomials, then we can interpret the sequence
i as a natural number counted in base (n+m). Since the length of any
sequence i is finite, this representation of the natural numbers is unique.
Ergo, this relation is a bijection and the set of vectors |i〉 is is countable.
• If the spectrum of a or b is not discrete, we can identify a sequence i
with the rational number by concatenating the first n− 2 numbers to
obtain a signed natural number and interpreting the remaining pair as a
rational number and adding this to the first number as the decimal part.
This identification is unique, since both the concatenation and the map
from pairs of natural number to the rational numbers can be made to
be bijections. So, again we obtain that the set of vector |i〉 is countable.
4. completeness follows from the observation at the start of this section that
any polynomial in a and b can be rewritten in terms of sums and products of
the orthogonal polynomials of a and b alone.
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Jacobi matrix representation of random variables
As in section A.1 we can determine matrix-like descriptions for a and b in the GNS
representation. Since we have defined a basis in our Hilbert space, we can now
write a and b as
a =
∑
i,j
〈i|a|j〉|i〉〈j|, (A.46)
b =
∑
i,j
〈i|b|j〉|i〉〈j|. (A.47)
To determine the coefficients 〈i|a|j〉, we need to distinguish between the different
cases which can arise. If
〈i|a|j〉 = 〈i1, . . . , in|a|jm, . . . , j1〉, (A.48)
then we can distinguish four different cases based on the signs of in and jm:
• sign(in) > 0 and sign(jm) > 0:
〈i1, . . . , in|a|jm, . . . , j1〉 (A.49)
=〈i1, . . . , in−1 | jm−1, . . . , j1〉 . 〈Ω|pin(a)apjm(a)|Ω〉 (A.50)
=δi(n−1),j(m−1)
(
δin,jm+1αjm + δin,jmβ(in+1) + δin,jm−1αin
)
(A.51)
• sign(in) < 0 and sign(jm) > 0:
〈i1, . . . , in|a|jm, . . . , j1〉 (A.52)
=〈i1, . . . , in | jm−1, . . . , j1〉 . 〈Ω|apjm(a)|Ω〉 (A.53)
=δi,j(m−1)
(
α1δ1,jm
)
(A.54)
• sign(in) < 0 and sign(jm) < 0:
〈i1, . . . , in|a|jm, . . . , j1〉 = δi,jβ1 (A.55)
• sign(in) > 0 and sign(jm) < 0:
〈i1, . . . , in|a|jm, . . . , j1〉 (A.56)
=〈i1, . . . , in−1 | jm, . . . , j1〉 . 〈Ω|pin(a)a|Ω〉 (A.57)
=δi(n−1),j
(
α1δ1,in
)
(A.58)
If a and b are both restricted to 4 distinct eigenvalues, we can represent them
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on H as
a =

β1 α1 0 0 0 0 0 0 0 0
α1 β2 α2 0 0 0 0 0 0 0
0 α2 β3 α3 0 0 0 0 0 0
0 0 α3 β4 0 0 0 0 0 0
0 0 0 0 β1 0 0 α1 0 0
0 0 0 0 0 β1 0 0 0 0
0 0 0 0 0 0 β1 0 0 0
0 0 0 0 α1 0 0 β2 α2 0
0 0 0 0 0 0 0 α2 β3 α3
0 0 0 0 0 0 0 0 α3 β4
. . .

, (A.59)
b =

γ1 0 0 0 κ1 0 0 0 0 0
0 γ1 0 0 0 0 0 0 0 0
0 0 γ1 0 0 0 0 0 0 0
0 0 0 γ1 0 0 0 0 0 0
κ1 0 0 0 γ2 κ2 0 0 0 0
0 0 0 0 κ2 γ3 κ3 0 0 0
0 0 0 0 0 κ3 γ4 0 0 0
0 0 0 0 0 0 0 γ1 0 0
0 0 0 0 0 0 0 0 γ1 0
0 0 0 0 0 0 0 0 0 γ1
. . .

(A.60)
These matrices are just reshuffled versions of infinite repetitions of the matrix
representation we constructed in
In the same way, we can also reshuffle the sum of a and b to a more useful form
a+ b =

β1 + γ1 α1 κ1
α1 β2 + γ1 0 α2 κ2
κ1 0 β1 + γ2 0 0 α3 κ3
α2 0 β3 + γ1 0
 (A.61)
Representation of free random variables on interacting Fock spaces
Since we have proven that the GNS-representation spaceH is an infinite-dimensional
separable Hilbert space, we can on general grounds state that an isomorphism
between this space H and some interacting Fock space exists. Such an isomorphism
is elucidated in the following lemma.
Lemma A.2. The Hilbert space H associated to the GNS-representation of two
free random variables is isomorphic to an interacting Fock space F(K) where K is
a two-dimensional Hilbert space.
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Proof. Let us first recall the explicit construction of an (interacting) Fock space
based on a one-particle Hilbert space K. The Fock space is then,
F(K) = ⊕∞0 Kn, (A.62)
where
Kn = ⊗nK ∀n > 0, (A.63)
K0 = C. (A.64)
If the Hilbert space K is spanned by the vectors k1 and k2, the set
{ki1 ⊗ · · · ⊗ kin | ij = 1, 2 ∀j ≤ n, n ∈ N} (A.65)
is a basis for F(K).
The map U : H → F(K)
U : |i = (i1, . . . , in)〉 7→ k#i1 ⊗ · · · ⊗ k#i1︸ ︷︷ ︸
i1times
⊗ · · · ⊗ k#in ⊗ · · · ⊗ k#in︸ ︷︷ ︸
intimes
, (A.66)
where #j = 1 if j > 0 and #j = 2 if j < 0, is a bijection between the basis of H
and F(K) and thus extends to an isomorphism between H and F(K).
In section A.2 we have described the operators a and b in terms of the basis
vectors |i〉. We can now use the above isomorphism arising from the map U to
transport the operators a and b to the interacting Fock space.
Lemma A.3. The map pi : A → F(K) defined by
pi : a 7→ Sa +Da + S∗a , (A.67)
pi : b 7→ Sb +Db + S∗b , (A.68)
where
Sa|ki1 ⊗ kin〉 = α (A.69)
is an homomorphism.
APPENDIX B
Various proofs
B.1 proof of lemma 4.5
Lemma B.1. Let V be a Hermitian operator in some C∗-algebra. Inside a sphere
with radius (6‖V ‖)−1, the free cumulant series KV (w) converges to a bounded,
analytic function. Moreover, KV maps D+ := D ∩ C+ to D+ and D− := D ∩ C−
to D−.
-
Proof. We first introduce a better estimate for the domain D where the cumulant
series KV is analytic. In [66], it was established that KV extends uniquely to an
analytic function on the domain D = {w |w ≤ (6‖V ‖)−1}.
In remark 4.4, we established a relation between the formal inverse G〈−1〉V and
the cumulant series of V ,
KV (w) = G
〈−1〉
V (w)−
1
w
. (B.1)
On the same domain D that KV is analytic, G〈−1〉 is meromorphic with a single
simple pole at w = 0. On the domain D, the relation between KV and G〈−1〉V thus
also holds on the level of complex functions. This allows us to study more closely
how KV behaves on the domain D.
In [68] we found the following proposition,
Proposition B.2. Let F be holomorphic on C+ → C+. A necessary and sufficient
condition for F to be the multiplicative inverse of a Cauchy transform of some
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probability measure µ on R is that
inf
z∈C+
ImF (z)
Im z
= 1. (B.2)
In particular, every such F increases the imaginary part:
ImF (z) ≥ Im z. (B.3)
In the notation of this chapter, this means that
Im
1
GV (z)
≥ Im z, ∀ z ∈ C+, Im 1
GV (z)
≤ Im z, ∀ z ∈ C−. (B.4)
In particular, if z is such that GV (z) ∈ D, then there exists a unique w such that
G〈−1〉(w) = z. The above behavior of GV then translates to,
Im
1
w
≥ ImG〈−1〉V (w) ≥ 0, ∀w ∈ D− := D ∩ C−, (B.5)
Im
1
w
≤ ImG〈−1〉V (w) ≤ 0, ∀w ∈ D+ := D ∩ C+. (B.6)
Since ImKV (w) = ImG
〈−1〉
V (w)− Im 1w , the above means that KV maps D+ ontoD+ and D− to D−.
B.2 Proof of lemma 4.13
Lemma B.3. Let H be the Hamiltonian of a dynamical model as proposed in
section 4.1.2, so that H can be written as H0 + V , where V is free from H0 in
the probability space (S ⊗ E , τ). In a neighborhood of ∞, the two point function
r(z1, z2),
r(z1, z2) = E
[
1
z1 −H (σ(0)⊗ E)
1
z2 −H
]
, (B.7)
is amenable to a description in terms of the rescaled conditionally expected resolvent
mapping of H,
r(z1, z2) =
r(z1)− r(z2)
z2 − z1 ×
KV (r(z1))−KV (r(z2))
r(z1)− r(z2) (B.8)
× TrE
[
1
z1 −KV (r(z1))−H0 (σ(0)⊗ E)
1
z2 −KV (r(z2))−H0
]
(B.9)
+ E
[
1
z1 −KV (r(z1))−H0 (σ(0)⊗ E)
1
z2 −KV (r(z2))−H0
]
. (B.10)
-
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Proof. A similar technique as was used in section 4.3 to calculate the reduced
resolvent mapping of H can then be used to calculate explicitly the two-point
function r(z1, z2),
r(z1, z2) := E
[
1
z1 −H (σ(0)⊗ E)
1
z2 −H
]
. (B.11)
As in the case of the Hamiltonian specter, it is convenient to introduce a specific
notation for the trace of r(z1, z2)
r(z1, z2) = TrE
[
1
z1 −H (σ(0)⊗ E)
1
z2 −H
]
. (B.12)
To make the two-point function more amenable to our probabilistic framework, we
need to translate it to the probability space (S ⊗ E , τ),
rij(z1, z2) = τ
[
(Eji ⊗ 1E) 1
z1 −H (S⊗ E)
1
z2 −H
]
. (B.13)
As was indicated in section 4.3, the rescaled expectation r(z) is the essential
ingredient in this reduced description. The following lemma describes how the
two-point function r(z1, z2) can be written as a function of the (one-point) function
r(z).
This can be reformulated in terms of the non-interacting Hamiltonian H0 and
the interaction term V ,
rij(z1, z2) = τ
[
(Eji ⊗ 1E) 1
z1 −H0 − V (S⊗ E)
1
z2 −H0 − V
]
. (B.14)
For sufficiently large |z1| and |z2|, we can expand the resolvents in this expression
as Neumann series,
rij(z1, z2) =
∞∑
n1,n2=0
τ
[
(Eji ⊗ 1E)(z1 −H)−1
(
V (z1 −H0)−1
)n1 (B.15)
× (S⊗ E) (z2 −H)−1
(
V (z2 −H0)−1
)n2] (B.16)
To conserve some real estate, we write Ai = (zi −H0)−1, A(ij)k = (Eji⊗1E )(zk −
H0)
−1 and S⊗ E = M ,
rij(z1, z2) =
∞∑
n1,n2=0
τ
[
A
(ij)
1 (V A1)
n1 MA2 (V A2)
n2
]
. (B.17)
This looks similar to the expressions encountered in the proof of theorem 4.2, so
it seems plausible that an adaptation of the proof there might work here as well.
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For this scheme to work, we need to rewrite this expressions somewhat so that we
always have at least one V at our disposal in the summation,
rij(z1, z2) = τ
[
A
(ij)
1 MA2(V A)
n2
]
+
∞∑
n1=1,
n2=0
τ
[
A
(ij)
1 (V A1)
n1 MA2 (V A2)
n2
]
.
(B.18)
The first term can recombined into a fractional form,
τ
[
A
(ij)
1 MA2(V A2)
n2
]
= τ
[
A
(ij)
1 M
1
A−12 − V
]
. (B.19)
For the moment, we put this term to the side and concentrate on the remaining
summation,
∞∑
n1=1,
n2=0
τ
[
A
(ij)
1 (V A1)
n1 MA2 (V A2)
n2
]
, (B.20)
or since τ is tracial,
∞∑
n1=1,
n2=0
τ
[
(V A1)
n1 MA2 (V A2)
n2 A
(ij)
1
]
, (B.21)
This can be rewritten in terms of free cumulants as,
∞∑
n1=1,
n2=0
∑
pi∈NC(2(n1+n2)+3)
(B.22)
kpi
V˙ , A1, V, A1, . . . , V, A1︸ ︷︷ ︸
(n1−1 times)
,M,A2, V, A2, . . . , V, A2︸ ︷︷ ︸
(n2 times)
, A
(ij)
1
 (B.23)
We can rearrange the terms in the sum over NC(2(n1 + n2) + 3) according to the
number of elements connected by the bridge that starts at the dotted V , the first
V which appears in the above expansion. Since Ak and V , as well as M and V are
free, the only non-zero cumulants are those which correspond to partitions where
the bridges connect only A′s and M or only V ’s. For any n1, n2 there are exactly
(n1 + n2) V ’s, so the bridge that contains V˙ connects at most (n1 + n2) elements.
Compared to the proof of theorem 4.2, there is now an added complication. V˙
can be connected only to V ’s occurring before M in the above expression or it can
jump the fence and also connect to V ’s afterM . These two situations correspond to
qualitatively different expressions, so we prepare for this by splitting the summation
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over W1 as it was used in the proof of theorem 4.2 into a summation over two
subsets of W1, X and Y . The subset X collects all indices which correspond to
the V ’s connected to V˙ which occur before M and Y collects all the indices which
correspond to V ’s connected to V˙ which occur after M . By construction, the set
X contains at least one element, the index 1. It contains at most n1 elements and
is a subset of the circle segment [1 , 2n1 − 1]. The set Y can be empty, contains at
most n2 elements and is a subset of the circle segment [2n1 + 3 , 2(n1 + n2) + 1].
We can inject this structure into (B.22),
∞∑
n1=1,
n2=0
n1∑
s=1
n2∑
t=0
∑
X,
|X|=s, 1∈X,
X⊂[1,2n1−1].
∑
Y, |Y |=t,
Y⊂[2n1+3,2(n1+n2)+1].
∑
pi∈NC(2n1+2n2+3)
pi={X∪Y,...}
(B.24)
kpi
V˙ , A1, V, A1, . . . , V, A1︸ ︷︷ ︸
(n1−1 times)
,M,A2, V, A2, . . . , V, A2︸ ︷︷ ︸
(n2 times)
, A
(ij)
1
 (B.25)
If X = {x1, . . . , xs}, Y = {y1, . . . , yt} and yt+1 := 2(n1 + n2) + 4, then pi can be
further decomposed as
pi = (X∪ˆY ) ∪ σ1 ∪ · · ·σ(s−1) ∪ µ ∪ γ1 ∪ · · · γt, (B.26)
such that σk (k < s) is a non-crossing partition of {xk + 1, xk + 2, . . . , xk+1 − 1},
µ is a non-crossing partition of {xs + 1, xs + 2, . . . , y1 − 1} and γk (k ≤ t) is a
non-crossing partition of {yk + 1, yk + 2, . . . , yk+1 − 1}. We gave the ∪ in X∪ˆY
a hat, to signify1 that its meaning is different from the other ∪ signs. X∪ˆY is a
union of index-sets, which indicate to which V ’s, V˙ is connected. The other ∪
signs indicate the disjoint union of partitions of subsets to form a partition of the
disjoint union of the subsets.
We make a distinction between the partitions σk, γk and µ based on their
arguments. Any σk has as arguments a series of the form,
A1, V, A1, . . . , V, A1, (B.27)
any γk (k < t) has as arguments a series of the form,
A2, V, A2, . . . , V, A2, (B.28)
γt has an argument of the form
A2, V, A2, . . . , V, A2, A
(ij)
1 , (B.29)
and µ has as arguments a series of the form,
A1, V, A1, . . . , V, A1,M,A2, V, A2, . . . , V, A2, (B.30)
1Also, hats seem to be all the rage this winter.
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or
A1, V, A1, . . . , V, A1,M,A2, V, A2, . . . , V, A2, A
(ij)
1 , (B.31)
if t = 0. With this information, equation (B.24) can be rewritten as
∞∑
n1=1,
n2=0
n1∑
s=1
n2∑
t=0
∑
X,
|X|=s,1∈X,
X⊂[1,2n1−1]
∑
Y,
|Y |=t,
Y⊂[2n1+3,2(n1+n2)+1]
∑
pi∈NC(2n1+2n2+3)
pi={X∪ˆY,...}
(B.32)
ks+t(V˙ , . . . , V )kσ1(A1, V, A1, . . . , V, A1︸ ︷︷ ︸
(x2−x1−2)/2 times
) · · · kσs−1(A1, V, A1, . . . , V, A1︸ ︷︷ ︸
(xs−xs−1−2)/2 times
) (B.33)
× kµ(A1, V, A1, . . . , V, A1︸ ︷︷ ︸
(2n1−xs−1)/2 times
,M,A2, V, A2, . . . , V, A2︸ ︷︷ ︸
(y1−2n1−3)/2 times
, (A
(ij)
1 )
(1−δ0,t)) (B.34)
× kγ1(A2, V, A2, . . . , V, A2︸ ︷︷ ︸
(y2−y1−2)/2 times
) · · · kγt(A2, V, A2, . . . , V, A2︸ ︷︷ ︸
(yt+1−yt−2)/2 times
, A
(ij)
1 ). (B.35)
This rather large sum can be rewritten in terms of the elements of X and Y and
appropriate conditions on the σ’s, µ and the γ’s,
∞∑
n1=1,
n2=0
n1∑
s=1
n2∑
t=0
∑
(1,x2,...,xs),
xs≤2n1−1
∑
(y1,...,yt),
2n1+3≤y1, yt≤2(n1+n2)+1
(B.36)
∑
σk∈NC([xk+1,xk+1−1])
∑
µ∈NC([xs+1,y1−1])
∑
γk∈NC([yk+1,yk+1−1])
k···. (B.37)
All terms and factors in this expression depend only on the difference of sequential
xk’s and yk’s, and not their absolute values. If we put
ik :=

(xk+1 − xk − 2)/2 if 1 ≤ k < s,
(2n1 − xk − 1)/2 if k = s,
(y1 − 2n1 − 3)/2 if k = s+ 1,
(yk−s − yk−s−1 − 2)/2 if s+ 2 ≤ k ≤ s+ t+ 1,
(B.38)
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(B.36) becomes,
∞∑
n1=1,
n2=0
n1∑
s=1
n2∑
t=0
∑
i1,...,is∈
{0,...,n1−1}
i1+···+is=n1−s
∑
is+1,...,is+t+1∈
{0,...,n2−1}
is+1+···+is+t+1=n2−t
∑
νk∈
NC(2ik+1)
(B.39)
ks+t(V˙ , . . . , V )kν1(A1, V, A1, . . . , V, A1︸ ︷︷ ︸
i1 times
) · · · kνs−1(A1, V, A1, . . . , V, A1︸ ︷︷ ︸
is−1 times
) (B.40)
× kνs
(
A1, V, A1, . . . , V, A1︸ ︷︷ ︸
is times
,M,A2, V, A2, . . . , V, A2︸ ︷︷ ︸
i(s+1) times
, (A
(ij)
1 )
(1−δ0,t)
)
(B.41)
× kνs+1(A2, V, A2, . . . , V, A2︸ ︷︷ ︸
i(s+2) times
) · · · kνs+t(A2, V, A2, . . . , V, A2︸ ︷︷ ︸
i(s+t+1) times
, A
(ij)
1 ). (B.42)
The factors in this last expression still have a rather complicated dependence on t.
This can be mediated somewhat by splitting up the summation over t as
n2∑
t=0
terms(t) = term(t = 0) + term(t = 1) +
n2∑
t=2
terms(t), (B.43)
when n2 is large enough to sustain such a decomposition. The term for t = 0
appears for all values of n2, so in light of the proof of theorem 4.2,
∞∑
n1=1,n2=0
n1∑
s=1
∑
i1,...,is∈
{0,...,n1−1}
i1+···+is=n1−s
∑
νk∈
NC(2ik+1)
(B.44)
ks(V˙ , . . . , V )kν1(A1, V, A1, . . . , V, A1︸ ︷︷ ︸
i1 times
) · · · kνs−1(A1, V, A1, . . . , V, A1︸ ︷︷ ︸
is−1 times
) (B.45)
× kνs
(
A1, V, A1, . . . , V, A1︸ ︷︷ ︸
is times
,M,A2, V, A2, . . . , V, A2︸ ︷︷ ︸
n2 times
, A
(ij)
1
)
(B.46)
(B.47)
=
∞∑
s=1
ks(V˙ , . . . , V )r(z1)
s−1 × τ
[
A
(ij)
1
1
A−11 − V
M
1
A−12 − V
]
(B.48)
=KV (r(z1))× τ
[
A
(ij)
1
1
A−11 − V
M
1
A−12 − V
]
(B.49)
:=K × τ
[
A
(ij)
1
1
A−11 − V
M
1
A−12 − V
]
(B.50)
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The (t = 1)-term appears for all n2 ≥ 1,
∞∑
n1=1,
n2=1
n1∑
s=1
∑
i1,...,is∈
{0,...,n1−1}
i1+···+is=n1−s
∑
is+1∈
{0,...,n2−1}
∑
νk∈
NC(2ik+1)
(B.51)
k(s+1)(V˙ , . . . , V )kν1(A1, V, A1, . . . , V, A1︸ ︷︷ ︸
i1 times
) · · · kνs−1(A1, V, A1, . . . , V, A1︸ ︷︷ ︸
i(s−1) times
) (B.52)
× kνs(A1, V, A1, . . . , V, A1︸ ︷︷ ︸
is times
,M,A2, V, A2, . . . , V, A2︸ ︷︷ ︸
i(s+1) times
) (B.53)
× kν(s+1)(A2, V, A2, . . . , V, A2︸ ︷︷ ︸
n2−i(s+1)−1 times
, A
(ij)
1 ) (B.54)
=
∞∑
s=1
k(s+1)(V˙ , . . . , V )r(z1)
s−1 × r(z1, z2)× τ
[
A
(ij)
1
1
A−12 − V
]
. (B.55)
The rest of the terms in the summation over t can collected as,
∞∑
n1=1,
n2=2
n1∑
s=1
n2∑
t=2
∑
i1,...,is∈
{0,...,n1−1}
i1+···+is=n1−s
∑
is+1,...,is+t+1∈
{0,...,n2−1}
is+1+···+is+t+1=n2−t
∑
νk∈
NC(2ik+1)
(B.56)
ks+t(V˙ , . . . , V )kν1(A1, V, A1, . . . , V, A1︸ ︷︷ ︸
i1 times
) · · · kνs−1(A1, V, A1, . . . , V, A1︸ ︷︷ ︸
is−1 times
) (B.57)
× kνs
(
A1, V, A1, . . . , V, A1︸ ︷︷ ︸
is times
,M,A2, V, A2, . . . , V, A2︸ ︷︷ ︸
i(s+1) times
)
(B.58)
× kνs+1(A2, V, A2, . . . , V, A2︸ ︷︷ ︸
i(s+2) times
) · · · kνs+t(A2, V, A2, . . . , V, A2︸ ︷︷ ︸
i(s+t+1) times
, A
(ij)
1 ) (B.59)
=
∞∑
s=1
∞∑
t=2
k(s+t)(V˙ , . . . , V )r(z1)
s−1 r(z2)t−1 × τ
[
A
(ij)
1
1
A−12 − V
]
× r(z1, z2).
(B.60)
If we add the (t = 1) and (t > 1)-terms together, this becomes
∞∑
s=1
∞∑
t=1
k(s+t)(V˙ , . . . , V )r(z1)
s−1 r(z2)t−1 × τ
[
A
(ij)
1
1
A−12 − V
]
× r(z1, z2),
(B.61)
:= L× τ
[
A
(ij)
1
1
A−12 − V
]
. (B.62)
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The grand total of all these terms is,
τ
[
A
(ij)
1 M
1
A−12 − V
]
+ Lτ
[
A
(ij)
1
1
A−12 − V
]
+K τ
[
A
(ij)
1
1
A−11 − V
M
1
A−12 − V
]
.
(B.63)
This expression can again be used as a starting point for an iteration procedure
which results in
∞∑
n=0
Kn × τ
[
A
(ij)
1 A
n
1M
1
A−12 − V
]
+ LKn × τ
[
A
(ij)
1 A
n
1
1
A−12 − V
]
. (B.64)
These summations are equivalent to Neumann series, so we can rewrite this as
τ
[
(Eji ⊗ 1E) 1
A−11 −K
M
1
A−12 − V
]
+ L× τ
[
(Eji ⊗ 1E) 1
A−11 −K
1
A−12 − V
]
.
If we now use theorem 4.2 one last time to get rid of the final V ’s appearing in
this equation, we end up with a self-consistent equation for our reduced two-point
function,
rij(z1, z2) = τ
[
(Eji ⊗ 1E) 1
z1 −KV (r(z1))−H0
1
z2 −KV (r(z2))−H0
]
×
∞∑
s,t=1
k(s+t)(V˙ , . . . , V )r(z1)
s−1 r(z2)t−1 × r(z1, z2)
+ τ
[
(Eji ⊗ 1E) 1
z1 −KV (r(z1))−H0 (S⊗ E)
1
z2 −KV (r(z2))−H0
]
.
The factor
L˜ =
∞∑
s,t=1
k(s+t)(V˙ , . . . , V )r(z1)
s−1 r(z2)t−1
is either calculate directly through the general identity an − bn = (a− b)(∑ · · · ) or
we can leverage the self-consistent equation for the reduced two-point function to
rewrite L˜ in a more manageable form2. Notice that this factor is independent of
the operator S⊗ E. For S⊗ E = 1, r(z1, z2) can be calculated directly as
r(z1, z2) =
1
z2 − z1 τ
[
1
z1 −H −
1
z2 −H
]
=
r(z1)− r(z2)
z2 − z1 . (B.65)
2In this way, we get some reassurance that we have not made any mistakes up to now.
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The self-consistent equation we derived above should still be applicable, so r(z1, z2)
can also be expressed as
r(z1, z2) = τ
[
1
z1 −KV (r(z1))−H0
1
z2 −KV (r(z2))−H0
]
(B.66)
+ τ
[
1
z1 −KV (r(z1))−H0
1
z2 −KV (r(z2))−H0
]
(B.67)
×
∞∑
s,t=1
k(s+t)(V˙ , . . . , V )r(z1)
s−1 r(z2)t−1 × r(z1, z2) (B.68)
which includes the complicated L˜-factor. The residual two-point functions r(z1, z2)
can be expanded out using the identity established in (B.65). Similarly, the
expectation value
τ
[
1
z1 −KV (r(z1))−H0
1
z2 −KV (r(z2))−H0
]
(B.69)
can be rewritten in terms of one-point functions as,
r(z1)− r(z2)
z2 − z1 +KV (r(z1))−KV (r(z2)) . (B.70)
If we also substitute this identity in (B.66), we can rewrite L˜ as,
L˜ =
∞∑
s,t=1
k(s+t)(V˙ , . . . , V )r(z1)
s−1 r(z2)t−1 =
KV (r(z1))−KV (r(z2))
r(z1)− r(z2) . (B.71)
which is of course the same as what we would have obtained by direct application
of the factoring identity and rather reassuring.
If we input this identity for the factor L˜, the self-consistent equation for
rij(z1, z2) simplifies to,
rij(z1, z2) = τ
[
(Eji ⊗ 1E) 1
z1 −KV (r(z1))−H0
1
z2 −KV (r(z2))−H0
]
(B.72)
× KV (r(z1))−KV (r(z2))
r(z1)− r(z2) × r(z1, z2) (B.73)
+ τ
[
(Eji ⊗ 1E) 1
z1 −KV (r(z1))−H0 (S⊗ E)
1
z2 −KV (r(z2))−H0
]
. (B.74)
The factor r(z1, z2) in this expression satisfies its own self-consistent equation which
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can be recovered from the above equation by summing up all the terms rii(z1, z2),
r(z1, z2) = τ
[
1
z1 −KV (r(z1))−H0
1
z2 −KV (r(z2))−H0
]
(B.75)
× KV (r(z1))−KV (r(z2))
r(z1)− r(z2) × r(z1, z2) (B.76)
+ τ
[
1
z1 −KV (r(z1))−H0 (S⊗ E)
1
z2 −KV (r(z2))−H0
]
. (B.77)
This equation contains only terms linear in r(z1, z2), so this can be solved alge-
braically,
r(z1, z2) =
z2 − z1 +KV (r(z1)) +KV (r(z2))
z2 − z1 (B.78)
× τ
[
1
z1 −KV (r(z1))−H0 (S⊗ E)
1
z2 −KV (r(z2))−H0
]
. (B.79)
The resulting expression for r(z1, z2) can be inserted in equation (B.72).
rij(z1, z2) = τ
[
(Eji ⊗ 1E) 1
z1 −KV (r(z1))−H0
1
z2 −KV (r(z2))−H0
]
(B.80)
× KV (r(z1))−KV (r(z2))
r(z1)− r(z2) ×
z2 − z1 +KV (r(z1)) +KV (r(z2))
z2 − z1 (B.81)
× τ
[
1
z1 −KV (r(z1))−H0 (S⊗ E)
1
z2 −KV (r(z2))−H0
]
(B.82)
+ τ
[
(Eji ⊗ 1E) 1
z1 −KV (r(z1))−H0 (S⊗ E)
1
z2 −KV (r(z2))−H0
]
. (B.83)
All that is left to do now, is to expand one of the remaining two-point functions,
τ
[
(Eji ⊗ 1E) 1
z1 −KV (r(z1))−H0
1
z2 −KV (r(z2))−H0
]
(B.84)
=
rij(z1)− rij(z2)
z2 − z1 −KV (r(z2)) +KV (r(z1)) . (B.85)
This can be inserted into the general equation for r(z1, z2),
rij(z1, z2) =
rij(z1)− rij(z2)
z2 − z1 ×
KV (r(z1))−KV (r(z2))
r(z1)− r(z2) (B.86)
× τ
[
1
z1 −KV (r(z1))−H0 (S⊗ E)
1
z2 −KV (r(z2))−H0
]
(B.87)
+ τ
[
(Eji ⊗ 1E) 1
z1 −KV (r(z1))−H0 (S⊗ E)
1
z2 −KV (r(z2))−H0
]
. (B.88)
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If we clean up our notation a bit, this gives us the required result,
r(z1, z2) =
r(z1)− r(z2)
z2 − z1 ×
KV (r(z1))−KV (r(z2))
r(z1)− r(z2) (B.89)
× TrE
[
1
z1 −KV (r(z1))−H0 (σ(0)⊗ E)
1
z2 −KV (r(z2))−H0
]
(B.90)
+ E
[
1
z1 −KV (r(z1))−H0 (σ(0)⊗ E)
1
z2 −KV (r(z2))−H0
]
. (B.91)
The validity of this calculation can be expended to C\R by a repeat of the
arguments given in section 4.3 to argue the extension of theorem 4.2 to theorem
4.6.
B.3 Proof of lemma 4.19
Proof. Using holomorphic functional calculus, we can rewrite σ(t) in terms of the
resolvent of the Hamiltonian as
σ(t) =
∮
Γ
dz1dz2 e
it(z1−z2) E
[
1
z1 −H (σ(0)⊗ E)
1
z2 −H
]
, (B.92)
where Γ is some suitably chosen set of Jordan curves encircling the spectrum of H.
In light of the calculations below, care should be taken that the contour used for
the integral over z1 is completely enclosed by te contour use for the integral over
z2.
A similar technique as was used in section 4.5 to calculate the reduced resolvent
mapping of H can then be used to calculate explicitly the two-point function
R(z1, z2),
R(z1, z2) := E
[
1
z1 −H (σ(0)⊗ E)
1
z2 −H
]
. (B.93)
As in the case of the Hamiltonian specter, it is convenient to introduce a specific
notation for the trace of R(z1, z2)
R(z1, z2) = TrE
[
1
z1 −H (σ(0)⊗ E)
1
z2 −H
]
. (B.94)
This expression can be reformulated in terms of the non-interacting Hamiltonian
H0 and the interaction term V ,
R(z1, z2) = E
[
1
z1 −H0 − V (σ(0)⊗ E)
1
z2 −H0 − V
]
. (B.95)
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for sufficiently large |z1| and |z2|, we can expand the resolvents in this expression
as convergent Neumann series,
R(z1, z2) =
∞∑
n1,n2
E
[
(z1 −H0)−1
(
V (z1 −H0)−1
)n1
(σ(0)⊗ E) (B.96)
× (z2 −H0)−1
(
V (z2 −H0))−1
)n2 ] (B.97)
To conserve some real estate, we write Ai = (zi −H0)−1 and σ(0)⊗ E = M ,
R(z1, z2) =
∞∑
n1,n2
E [A1(V A1)n1MA2(V A2)n2 ] . (B.98)
As in section 4.4, we rewrite this expression somewhat so that we always have at
least one V at our disposal in the summation.
R(z1, z2) =
∞∑
n2=0
E [A1M(V A)n2 ] +
∞∑
n1=1
E [A1(V A)n1MA2(V A)n2 ] . (B.99)
The first term in this equation can be recombined into a fractional form,
∞∑
n2=0
E [A1M(V A2)n2 ] = E
[
AM
1
A−12 − V
]
. (B.100)
For the moment, we put this term to the side and concentrate on the remaining
summation,
∞∑
n1=1,n2=0
E [A1(V A)n1MA2(V A)n2 ] . (B.101)
This can be rewritten in terms of free cumulants as,
∞∑
n1=0,n2=0
∑
pi∈NC
kpi
(
A1, V˙ , A1, V, A1, . . . , V, A1︸ ︷︷ ︸
n1 times
,M,A2, V, A2, . . . , V, A2︸ ︷︷ ︸
n2 times
)
(B.102)
We can rearrange the terms in the sum over NC according to the number of
elements connected by the bridge that starts at the dotted V , the first V which
appears in the above expansion. Since Ai and V as well as M and V form free
couples, the only non-zero cumulants are those which correspond to partitions
where the bridges connect only A’s and M or only V ’s. For any n1, n2, there are
exactly (n1 + n2 + 1) V ’s, so that the bridge that contians V˙ connects at most
(n1 + n2 + 1) elements and at least one; V˙ .
As in the plain free case, we collect the indices of the V ’s connected to V˙ which
occur before M in the set X and all indices of V ’s connected to V˙ which occur
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after M in the set Y .
∞∑
n1,n2=0
n1∑
s=1
n2∑
t=0
∑
X,
|X|=s, 2∈X
X⊂[3,2n1−1]
∑
Y,|Y |=t,
Y⊂[2n1+3,2(n1+n2)+1]
∑
pi∈NC
(B.103)
kpi
(
A1, V˙ , A1, V, A1, . . . , V, A1︸ ︷︷ ︸
n1 times
,M,A2, V, A2, . . . , V, A2︸ ︷︷ ︸
n2 times
)
(B.104)
If X = {x1, . . . , xs}, Y = {y1, . . . , yt} and yt+1 := 2(n1 + n2) + 4, then pi can be
further decomposed as
pi = (X∪ˆY ) ∪ σ1 ∪ · · ·σ(s−1) ∪ µ ∪ γ1 ∪ · · · γt, (B.105)
such that σk (k < s) is a non-crossing partition of {xk + 1, xk + 2, . . . , xk+1 − 1},
µ is a non-crossing partition of {xs + 1, xs + 2, . . . , y1 − 1} and γk (k ≤ t) is a
non-crossing partition of {yk + 1, yk + 2, . . . , yk+1 − 1}. We gave the ∪ in X∪ˆY
a hat, to signify that its meaning is different from the other ∪ signs. X∪ˆY is a
union of index-sets, which indicate to which V ’s, V˙ is connected. The other ∪
signs indicate the disjoint union of partitions of subsets to form a partition of the
disjoint union of the subsets.
We make a distinction between the partitions σk, γk and µ based on their
arguments. Any σk has as arguments a series of the form,
A1, V, A1, . . . , V, A1, (B.106)
any γk (k < t) has as arguments a series of the form,
A2, V, A2, . . . , V, A2 (B.107)
γt has an argument of the form
A1X,A2, V, A2, . . . , V, A2, (B.108)
where X is some element of the algebra S and µ has as arguments a series of the
form
A1, V, A1, . . . , V, A1,M,A2, V, A2, . . . , V, A2 (B.109)
or
A1X,A1, V, A1, . . . , V, A1,M,A2, V, A2, . . . , V, A2 (B.110)
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if t = 0. With this information, equation (B.103) can be rewritten as,
∞∑
n1=1,
n2=0
n1∑
s=1
∑
X,
|X|=s,1∈X,
X⊂[1,2n1−1]
∑
pi∈NC(2n1+2n2+3)
pi={X,...}
(B.111)
kµ
(
A1ks
(
˙ˆ
V, kσ1(A1, V, A1, . . . , V, A1)Vˆ , . . . , kσs−1(A1, V, A1, . . . , V, A1)Vˆ
)
,
(B.112)
A1, V, A1, . . . , V, A1,M,A2, V, A2, . . . , V, A2
)
(B.113)
+
∞∑
n1=1,
n2=0
n1∑
s=1
n2∑
t=1
∑
X,
|X|=s,1∈X,
X⊂[1,2n1−1]
∑
Y,
|Y |=t,
Y⊂[2n1+3,2(n1+n2)+1]
∑
pi∈NC(2n1+2n2+3)
pi={X∪ˆY,...}
(B.114)
kγt
[
A1ks
(
˙ˆ
V, kσ1(A1, V, A1, . . . , V, A1)Vˆ , . . . , kσs−1(A1, V, A1, . . . , V, A1)Vˆ ,
(B.115)
kµVˆ , kγ1 Vˆ , . . . , kγ(t−1) Vˆ
)
, A2, V, A2, . . . , V, A2
]
(B.116)
which we abbreviate to,
∞∑
n1=1,
n2=0
n1∑
s=1
∑
X,
|X|=s,1∈X,
X⊂[1,2n1−1]
∑
pi∈NC(2n1+2n2+3)
pi={X,...}
(B.117)
kµ
(
A1ks
(
˙ˆ
V, kσ1 Vˆ , . . . , kσs−1 Vˆ
)
, A1, V, A1, . . . , V, A1,M,A2, V, A2, . . . , V, A2
)
(B.118)
+
∞∑
n1=1,
n2=0
n1∑
s=1
n2∑
t=1
∑
X,
|X|=s,1∈X,
X⊂[1,2n1−1]
∑
Y,
|Y |=t,
Y⊂[2n1+3,2(n1+n2)+1]
∑
pi∈NC(2n1+2n2+3)
pi={X∪ˆY,...}
(B.119)
kγt
[
A1ks+t
(
˙ˆ
V, kσ1 Vˆ , . . . , kσs−1 Vˆ , kµVˆ , kγ1 Vˆ , . . . , kγ(t−1) Vˆ
)
, A2, V, A2, . . . , V, A2
]
(B.120)
With the usual re-summations, this amount to,
E
[
A1KV (R(z1))
1
z1 −H (σ(0)⊗ E)
1
z2 −H
]
(B.121)
+
∑
s,t
E
[
A1ks+t (V,R(z1)V, . . . ,R(z1)V,R(z1, z2)V,R(z2)V, . . . ,R(z2)V )
1
z2 −H
]
(B.122)
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If we denote
L =
∑
s,t
ks+t (V,R(z1)V, . . . ,R(z1)V,R(z1, z2)V,R(z2)V, . . . ,R(z2)V ) (B.123)
and
K = KV (R(z1)) (B.124)
and collect the term (B.100) from storage, the total amounts to
E
[
A1M
1
A−12 − V
]
+ E
[
A1L
1
A−12 − V
]
+ E
[
A1K
1
A−11 − V
M
1
A−12 − V
]
.
(B.125)
As in the proof of lemma 4.13, we can use this equation as a starting point to
reiterate the above calculation. This results in,
∞∑
n=0
E
[
A1(KA1)
nM
1
A−12 − V
]
+ E
[
A1(KA1)
nL
1
A−12 − V
]
. (B.126)
After symmetrizing and summing up as Neumann series, this leads us to a self-
consistent equation for R(z1, z2),
R(z1, z2) =E
[
1
z1 −KV (R(z1))−H0 (σ(0)⊗ E)
1
z2 −KV (R(z2))−H0
]
(B.127)
+ E
[
1
z1 −KV (R(z1))−H0L(R(z1, z2))
1
z2 −KV (R(z2))−H0
]
.
(B.128)
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