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Abstract
For a graph G = (V, E) and a set of vertices S ⊆ V , a vertex v ∈ S is said to be very cost effective if it is adjacent to more
vertices in V \ S than in S. A bipartition π = {S, V \ S} is called very cost effective if both S and V \ S are very cost effective
sets. Not all graphs have a very cost effective bipartition, for example, the complete graphs of odd order do not. We characterize
the cactus graphs having a very cost effective bipartition. Also, we show that if a graph G or H has a very cost effective bipartition,
then so does the Cartesian product GH .
c⃝ 2015 Production and Hosting by Elsevier B.V. on behalf of Kalasalingam University. This is an open access article under the
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
For a graph G = (V, E), the open neighborhood of a vertex u ∈ V is the set N (u) = {v | uv ∈ E}, and the closed
neighborhood of u is the set N [u] = N (u)∪{u}. The open neighborhood of a set S ⊆ V is the set N (S) =u∈S N (u),
and the closed neighborhood of a set S is the set N [S] = N (S) ∪ S. The degree of a vertex v, denoted as deg(v), in a
graph G is |N (v)|.
Cost effective and very cost effective sets in graphs were introduced in [6] and studied further in [7,8]. Very
cost effective bipartitions were also first introduced in [6] and were motivated by the studies of unfriendly partitions
(i.e., [1–5,10,11]).
A vertex v in a set S is said to be cost effective if it is adjacent to at least as many vertices in V \ S as in S, that is,
|N (v) ∩ S| ≤ |N (v) ∩ (V \ S)|. A vertex v is very cost effective if it is adjacent to more vertices in V \ S than in S,
that is, |N (v) ∩ S| < |N (v) ∩ (V \ S)|. A set S is (very) cost effective if every vertex v ∈ S is (very) cost effective. In
terms of an application, we assume that maintaining edges in a network has an associated cost, and thus they should
be used effectively. We further assume that an edge between a vertex in a set S and a vertex in V \ S is being used
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effectively, while an edge between two vertices in S is not necessarily being used cost effectively. Thus, a vertex is
considered to be cost effective if at least as many edges incident to it are being used cost effectively as not.
A bipartition π = {S, V \ S} is called cost effective if each of S and V \ S is cost effective, and π is very cost
effective if each of S and V \ S is very cost effective. Graphs that have a (very) cost effective bipartition are called
(very) cost effective graphs. It was shown in [6] that every connected, non-trivial graph is cost effective.
Theorem 1 ([6]). Every connected graph G of order n ≥ 2 has a cost effective bipartition.
On the other hand, not every graph is very cost effective, that is, not every graph has a very cost effective bipartition.
The class of graphs that are not very cost effective includes the complete graphs of odd order and cycles of odd order.
In Section 2, we generalize the following result from [6].
Proposition 2 ([6]). Let H = C5 − C5 be a graph obtained from two disjoint cycles C5 by adding one edge between
any vertex in one C5 and any vertex in the other C5. Then H is not very cost effective.
Also, in [6], several families of very cost effective graphs were established, including complete graphs of even
order. For example, consider the following.
Observation 3 ([6]). All bipartite graphs with no isolated vertices are very cost effective.
The Cartesian product of two graphs, G and H , is the graph denoted as GH = (V (G) × V (H), E(GH)),
where two vertices (u, v) and (w, x) are adjacent in GH if and only if either u = w and v is adjacent to x in H , or
u is adjacent to w in G and v = x .
Theorem 4 ([6]). Let G = (X, Y, E) be a bipartite graph with no isolated vertices and H be a nontrivial, connected
graph. Then the Cartesian product GH is very cost effective.
Theorem 4 prompted the following questions in [6]. Answers to these questions can be found in Section 3.
Question 1. Is every Cartesian product GH very cost effective?
Question 2. If G is very cost effective, is GH very cost effective for all graphs H?
Question 3. If G and H are both very cost effective, is GH very cost effective?
Finally in Section 4, we characterize the very cost effective cactus graphs. A block of a graph G is a maximal
2-connected subgraph of G; and a block of G having only one cut vertex of G is called an endblock. A cactus is a
connected graph, each block of which is either an edge or a cycle. Cactus graphs (cacti) have many applications. For
example, cactus graphs are used as a data structure for comparing sets of related genomes, and cacti can represent
duplications and general genomic rearrangements [9].
2. Very cost effective bipartitions
Given a bipartition π = {R, B} of a graph G, we say the vertices of R are colored red and the vertices of B are
colored blue under π . If π is a very cost effective bipartition of G, then we say that G is very cost effective under π .
Theorem 5. No very cost effective bipartition of G is a very cost effective bipartition of its complement G.
Proof. Let π = {R, B} be a very cost effective bipartition of G. Assume to the contrary that π is a very cost effective
bipartition of G. Without loss of generality, let u be a vertex in R. Let |NG(u)∩ R| = k1 and |NG(u)∩ B| = k2. Then
k1 < k2 because u is very cost effective in G. Also, |NG(u)∩ R| = |R| − k1 − 1 < |B| − k2 = |NG(u)∩ B|, because
according to our assumption, u is very cost effective in G under π . Since k1 < k2, the last inequality can be written as
|R| − k2 < |B| − k2. Hence, |R| < |B|. On the other hand, an analogous argument for an arbitrary vertex in B shows
that |B| < |R|, a contradiction. 
As promised previously, our next result generalizes Proposition 2.
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Fig. 1. Graph G has an odd cycle endblock.
Fig. 2. K2C3.
Lemma 6. If G is a graph that has an odd cycle as an endblock, then G is not very cost effective.
Proof. Let G be a graph with an odd cycle endblock C , and label the vertices on C , u1, u2, . . . , u2k+1, such that u1 is
the cut vertex of G on C . Suppose to the contrary that π = {R, B} is a very cost effective bipartition of G. Assume,
without loss of generality, that u1 ∈ R. Since C is an endblock and u1 is the cut vertex on C , deg(u j ) = 2 for
2 ≤ j ≤ 2k+1. Since π is a very cost effective bipartition, it follows that u2 ∉ R, that is, u2 ∈ B. Further, u2i+1 ∈ R
and u2i ∈ B for 1 ≤ i ≤ k. But then u2k+1 ∈ R and |N (u2k+1)∩ R| = |N (u2k+1)∩ B| = 1, so u2k+1 is not very cost
effective under π , a contradiction. 
Fig. 1 is an example of a graph G that has an odd cycle endblock.
3. Cartesian products
Observe that in GH , there exists a copy of H for each vertex in V (G) and a copy of G for each vertex in H . To
aid in our discussion, we let Gu (respectively, Hu) represent the copy of G (respectively, H ) in GH corresponding
to the vertex u in H (respectively, G). In other words, Hu is the subgraph induced by the vertices of V (GH) whose
first coordinate is u, and Gu is the subgraph induced by the vertices of V (GH) whose second coordinate is u. Here
we answer the questions listed in the introduction concerning Cartesian products. In answer to Question 1, not every
Cartesian product is very cost effective. For example, C3C3 is not very cost effective.
On the other hand, in our next result, we show that both Questions 2 and 3 have positive answers.
Theorem 7. Let G be a very cost effective graph. Then GH is a very cost effective graph for any connected graph H.
Proof. Let G be a graph with a very cost effective bipartition π1 = (V1(G), V2(G)). If H is the trivial graph, then
GH = G, and, clearly, the result holds. Let H be a non-trivial, connected graph. By Theorem 1, H has a cost
effective bipartition π2 = (V1(H), V2(H)). We define two colorings, C1 and C2, of H . Let C1 color the vertices of
V1(H) red and the vertices of V2(H) blue; and let the coloring C2 swap the colors of C1.
To prove the result, we give a red–blue coloring of GH . For each vertex in u ∈ V (G), we consider u under π1
in G to determine the coloring of Hu in GH . If u ∈ V1(G), then use the coloring C1 for Hu ; while if u ∈ V2(G),
then use the coloring C2 for Hu . Let R be the set of red vertices in GH , and let B be the set of blue vertices. To see
that π = (R, B) is a very cost effective bipartition of GH , consider an arbitrary vertex (u, v) ∈ V (GH). Without
loss of generality, assume that (u, v) is colored red and Hu is colored by C1. Since C1 is a red–blue cost effective
bipartition of Hu , (u, v) has at least as many blue neighbors in Hu as red ones. It suffices to show that (u, v) has more
blue neighbors than red ones in Gv . Since (u, v) is red under C1 of Hu , it follows that (x, v) is red for all x ∈ V1(Gv).
Moreover, (y, v) is blue for all y ∈ V2(Gv). Since π2 = (V1(Gv), V2(Gv)) is a very cost effective bipartition of
Gv , we have that (u, v) has more blue neighbors than red ones in Gv . Hence, π = (R, B) is a very cost effective
bipartition of GH . 
Fig. 2 illustrates the very cost effective Cartesian product K2C3, in which K2 is a very cost effective graph and
C3 is not.
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Fig. 3. Example of a branch.
4. Cactus graphs
Given a block B and a cut vertex v in B of a cactus G, the v-branch Bv is defined to be the connected subgraph such
that V (B)∩V (Bv) = {v}, and Bv is maximal with this property. We say that v is the root of the v-branch Bv of B, and
that B supports Bv . Further, we say that a branch is good if it is very cost effective and is bad, otherwise. In Fig. 3,
we give an example of a v-branch. Let G be the graph in Fig. 3 and B be a block of G induced by the set {v6, v7, v8}.
The v6-branch of B is the subgraph induced by the set {v6, v9, v10, . . . , v20}, and the v7-branch of B is the subgraph
induced by the set {v7, v1, v2, . . . , v5}. Also note that if B ′ is the block induced by the set {v6, v9, v10, v11, v12}, then
the v6-branch of B ′ is the graph G − {v9, v10, v11, v12}.
We are now ready to characterize the very cost effective cacti.
Theorem 8. A cactus G is very cost effective if and only if every odd cycle block C of G supports two good branches
Cu and Cv , where u and v are adjacent vertices on C.
Proof. We say that a cactus G has Property P if every odd cycle block C of G supports two good branches Cu and
Cv , where u and v are adjacent vertices on C .
We show that if G is a very cost effective cactus graph, then G has Property P by proving the contrapositive.
Assume that G is a cactus that does not have Property P . Since Property P vacuously holds for graphs with no odd
cycles, G has an odd cycle, say C , that does not comply with Property P .
Suppose, for the purpose of a contradiction, that G is very cost effective, and let π = {R, B} be a very cost effective
bipartition of G. Since C is an odd cycle, under π at least two adjacent vertices, say u and v, of C are colored the same
color, say red. Assume first that the vertices u and v are roots of branches, Cu and Cv , respectively. Since G does not
have Property P , at least one of Cu and Cv is a bad branch. Hence, we may assume without loss of generality that Cu
is not very cost effective. Since π is a very cost effective bipartition of G, all the vertices of Cu , except possibly u, are
very cost effective under π in Cu . Thus, u is not very cost effective under π in Cu , that is, u has at least as many red
neighbors as blue ones in Cu . Since u is very cost effective under π in G, that is, u has more blue neighbors than red
ones in G, we deduce that the two neighbors of u on C are both blue. In particular, v ∈ B, a contradiction.
Hence we may assume that at least one of u and v, say u, is not the root of a branch. But since u and v are red
under π and degG(u) = 2, u is not very cost effective in G under π , a contradiction. Thus, the result holds.
For the converse, assume that G has Property P . To show that G is very cost effective, we proceed by induction
on the number c of odd cycles in G. If G has no odd cycles, then G is bipartite and by Observation 3, G is very cost
effective. Thus we may assume that G has an odd cycle. If c = 1, then let C be the odd cycle of G. Label the vertices
of C as u1, u2, . . . , uk, u1, such that u1 and uk are a pair of adjacent vertices supporting good branches, Cu1 and Cuk ,
respectively. We show that G is very cost effective by giving a very cost effective bipartition π = {R, B} of G. Let
ui ∈ R if i is odd and ui ∈ B if i is even. Then both u1 and uk are red and each has exactly one blue neighbor on C .
Let π ′ = {V1, V2} be a very cost effective bipartition of H ′ = Cu1 . If u1 ∈ Vi , then, in H ′, color the vertices of Vi red
and the vertices of V3−i blue. Hence, u1 is very cost effective in H ′, that is, u1 has more blue neighbors than red ones
in H ′, implying that |NG(u1)∩ R| = |NH ′(u1)∩ R|+1 < |NH ′(u1)∩ B|+1 = |NG(u1)∩ B|. Hence, u1 is very cost
effective in G. A similar argument shows that uk is also very cost effective under π in G. For every ui , 2 ≤ i ≤ k− 1,
if degG(ui ) = 2, then ui is very cost effective in G. Assume that deg(ui ) ≥ 3, for some i , where 2 ≤ i ≤ k − 1,
and let Cui be the branch rooted at ui from C . Since Cui has no odd cycles, Cui is bipartite, and so, by Observation 3,
Cui is very cost effective. Let π
′ = {V1, V2} be a very cost effective bipartition of Cui . Relabeling the sets V1 and V2
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Fig. 4. Graph G has property P .
if necessary, we may assume that ui ∈ V1 of Cui . If i is odd, then color the vertices of V1 red and the vertices of V2
blue. If i is even, then we color the vertices of V1 blue and the vertices of V2 red. Then in G, the vertices of Cui are
very cost effective under π = (R, B). Hence if c = 1, then G is very cost effective, establishing our base case.
Let c > 1, and assume that any cactus with Property P having fewer than c odd cycles is very cost effective. Let
G be a cactus having c ≥ 2 odd cycles and Property P . Begin with an odd cycle C of G. If every branch supported
by C is very cost effective, then using an argument similar to the case for c = 1, we can show that G is very cost
effective. Hence we may assume that G has an odd cycle that supports a bad branch. Among all odd cycles with
bad branches, select C to be one that minimizes the number of vertices in a bad branch supported by C . Label the
vertices of C as u1, u2, . . . , uk, u1, such that u1 and uk are a pair of adjacent vertices with good branches, Cu1 and
Cuk , respectively. Let Cui be a bad branch of C having the minimum number of vertices among the bad branches of
C . Note that i ∉ {1, k}. Since Cui is a bad branch, Cui has at least one odd cycle. Moreover, since C is not a cycle in
Cui , Cui has fewer than c cycles. If Cui has Property P , then applying our inductive hypothesis to Cui , we have that
Cui is very cost effective. This is a contradiction. Thus, we may assume that Cui does not have Property P . Since G
has Property P , we conclude that ui is a vertex on an odd cycle, say C ′, of Cui , and C ′ui is a good branch supported
by C ′. Since G has Property P , there is a neighbor of ui , say x , on C ′, such that C ′x is a good branch. Coloring x the
same color as ui and proceeding as in our base case, we can show that all the vertices of C ′ are very cost effective. If
every branch supported by C ′ is very cost effective, then using an argument similar to the case for c = 1, we can show
that G is very cost effective. Thus, we may assume that for some vertex y on C ′, C ′y is a bad branch. But since C ′y is
a proper subgraph of Cui , C
′
y has fewer vertices than Cui , contradicting our choice of C . Hence, we conclude that G
is very cost effective. 
Fig. 4 illustrates how a cactus having property P can be partitioned into two very cost effective sets.
5. Open problems
We conclude with some open problems suggested by this work:
1. Characterize the very cost effective graphs.
2. It was shown in [8] that any cost effective set containing only vertices of odd degree is very cost effective. It follows
that the odd-regular graphs are very cost effective. Characterize the even-regular graphs that are very cost effective.
3. Study very cost effective bipartitions in other families of graphs, including interval graphs, chordal graphs,
permutation graphs, (maximal) planar graphs, maximal outerplanar graphs, triangle-free graphs, line graphs of
bipartite graphs, and series–parallel graphs.
4. Investigate properties of graphs that are not very cost effective.
5. Characterize the very cost effective Cartesian products.
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