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We apply attosecond transient absorption spectroscopy (ATAS) to explore the effects of a nonzero
permanent dipole on electron dynamics at the subfemtosecond scale, exemplified in the polar LiF
molecule. In contrast with nonpolar systems, a familiar feature of the ATA spectra—the light-
induced structures—are observed adjacent to a bright state. Moreover, a previously unobserved
ladder structure is identified. The new observations are analyzed in the context of a model based
on fixed-nuclei adiabatic states, supported by full numerical simulations. Analytic calculations
originating in the adiabatic model shed light on the nature and origins of the new findings.
I. INTRODUCTION
In the advancing field of attosecond science [1, 2], at-
tosecond transient absorption spectroscopy (ATAS) has
emerged as a potent technique for investigating elec-
tron motion on its natural time scale [3–6]. In ATAS,
two pulses are employed in conjunction; a femtosecond
near-infrared (NIR) pulse and an attosecond ultravio-
let (UV) pulse induce dynamics in a target system, and
the accumulated signal of interference between the dipole
response of the target and the incoming UV field is
recorded—which forms the basis for further analysis. An
important factor in this scheme is the relative phase of
the two pulses, and it can be controlled with great preci-
sion by varying the temporal delay between them. Scan-
ning over a range of delays enables the compilation of
detailed spectrograms, exhibiting the emission and ab-
sorption of light.
ATAS has been applied to increasingly complex sys-
tems, contributing to our understanding of several physi-
cal processes. Examples of applications in atoms include
the observation of autoionization in Ar [7], the tailor-
ing of transient pulses [8], creation and manipulation of
wave packets in He [9], and others probings of subfem-
tosecond phenomena [10–13]. In molecules, studies have
been conducted on the effects of nuclear motion on bound
electron dynamics [14], charge migration following ioniza-
tion [15], on systems containing conical intersections [16],
and both theoretical and experimental investigations of
the dynamics in H2 [17], N2 [18, 19], and O2 [20]. ATAS
has also been successfully applied to solids [21–23] and to
dense gases [24, 25], which further emphasizes the general
versatility of the technique.
The spectrograms of ATAS are characterized by fea-
tures which represent underlying physical processes in
the system. The most common features have been
studied extensively, and include light-induced structures
(LISs) indicating the presence of virtual intermediate
states involved in multi-photon processes [26, 27]; os-
cillating fringes arising from the dressing of populated
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states by the NIR-pulse [28, 29]; hyperbolic sidebands
adjacent to absorption lines, associated with perturbed
free-induction decay [30, 31]; and modification of absorp-
tion lines [32–35], typically by Stark shifts [36], such as
Autler-Townes splitting [37, 38]. Our previous work [39]
supplemented the existing studies with analytical expres-
sions describing several of these features.
In this paper we consider the application of ATAS to
systems with a nonzero permanent dipole, exemplified by
the polar heteronuclear molecule LiF. We show that the
presence of a permanent dipole can lead to common fea-
tures appearing in unconventional settings—while also
giving rise to new features—in the ATA spectrograms.
Our study sheds light on electron dynamics in an im-
portant class of systems possessing inherent permanent
dipoles. We employ two approaches to simulate the dy-
namics of the system: One is based on the numerical
propagation of the time-dependent Schro¨dinger equation
(TDSE) including nuclear motion in a reduced basis of
electronic Born-Oppenheimer states, whereas the other
relies on a formalism of adiabatic states and assumes a
frozen internuclear distance. From the latter we derive
analytical and semi-analytical expressions that describe
and explain the new findings.
The paper is organized as follows. Section II con-
tains descriptions of all relevant models and methods. In
Sec. II A the response function is introduced; Sec. II B
covers the method based on numerically solving the
TDSE; Sec. II C describes the derivation of the adiabatic
model. In Sec. III the results from the various models
are presented. Specifically, Sec. III A features the re-
sults calculated by the TDSE-based numerical method;
in Sec. III B expressions describing the LISs and lad-
der structure are derived, and the resulting spectra dis-
played; and in Sec. III C we consider the differences in
the spectra from an oriented and an aligned target. Sec-
tion IV concludes the paper and gives an outlook. Ap-
pendices A and B contain derivations of specific Fourier
transforms related to the UV and NIR fields. Atomic
units (~ = e = me = a0 = 1) are used throughout, unless
otherwise indicated.
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2II. THEORY
This section starts with the introduction of the re-
sponse function of the system, which is the origin of all
ATA spectra in this paper. The TDSE-based numeri-
cal method is described, and the adiabatic model is pre-
sented.
A. Single-system response function and field
parameters
Under the present convention, the NIR pulse center
is fixed at time t = 0, with the UV pulse centered at
the relative time delay t = τ , indicating that for positive
(negative) delays the UV pulse will trail (precede) the
NIR pulse. In the following we assume that the dynam-
ics we are interested in can be adequately represented
by a single-system model. This assumption implies that
macroscopic propagation effects are not accounted for, an
approximation which has been shown to be valid for suf-
ficiently dilute gases [40]. In this case, the ATA spectrum
is described by
S˜(ω, τ) =
4piρω
c
Im[F˜ ∗UV(ω, τ)D˜(ω, τ)], (1)
where ρ is the density of the molecules in the target,
which is arbitrarily set to unity, F˜UV(ω, τ) is the incom-
ing UV pulse in the frequency domain, c ' 137 is the
speed of light, and D˜(ω, τ) is the Fourier transform of the
expectation value of the dipole moment’s z-component,
which coincides with the direction of the field polariza-
tion. The tilde denotes Fourier transformed quantities,
with the definition f˜(ω) = 1√
2pi
∫∞
−∞ dt f(t)e
−iωt. A neg-
ative value of S˜(ω, τ) implies absorption of light, a posi-
tive value implies emission. For a detailed derivation of
Eq. (1) and how it relates to commonly used and equiv-
alent expressions in the literature, we refer the reader to
Refs. [41] and [14], respectively.
The two incoming electric fields are derived from
A(t) = A0 exp
[
− (t− tc)
2
T 2/4
]
cos [ω(t− tc) + ϕ], (2)
through the relation F (t) = −∂tA(t). In Eq. (2)
A0 = F0/ω, with ω the angular frequency and F0 the am-
plitude, related to the field intensity I through I = |F0|2;
tc is the center of the pulse; ϕ is the carrier-envelope
phase; and T = NcTc = Nc
2pi
ω is the period of the
pulse, with Nc the number of cycles in the pulse and
Tc the period of a single cycle. T is related to the full
width at half maximum (FWHM) by TFWHM =
√
log 2T .
In the present work the following field parameters are
used: λUV = 160 nm, corresponding to ωUV = 7.75 eV;
IUV = 5 × 107 W/cm2; TUV = 1.07 fs; Nc,UV = 2;
λNIR = 800 nm, corresponding to ωNIR = 1.55 eV;
INIR = 10
12 W/cm2; TNIR = 40.01 fs; Nc,NIR = 15.
Both fields are linearly polarized in the z direction. The
moderate intensities of the fields permit the use of certain
weak-field approximations, which are described in detail
where relevant.
B. Full numerical model
Here we consider a model of a diatomic polar molecule
where the nuclear degrees of freedom are included via the
internuclear separation, R, between the nuclei. Nuclear
rotation is neglected due to its much longer time scale.
The molecule is positioned such that its axis of symmetry
coincides with the z-axis.
In order to calculate the response function of the sys-
tem [Eq. (1)], we must determine the expectation value of
the dipole operator 〈Dˆ〉tot (t) = 〈Ψ(t)|Dˆ|Ψ(t)〉tot. Here
Ψ(t, r, R) is the total wave function, with r the electronic
coordinates with respect to the center of mass of the nu-
clei, and Dˆ the operator representing the total dipole mo-
ment of the system. In this article we denote integration
over both nuclear and electronic coordinates by 〈·|·〉tot
and integration over the electronic coordinates only as
〈·|·〉.
The TDSE for the system after separating the center
of mass motion is
i∂tΨ(t, r, R) = H(t)Ψ(t, r, R), (3)
with the Hamiltonian
H(t) = TN + Te + VNN + Vee + VNe + VI(t). (4)
Here TN = −(1/MN )∂2/∂R2 is the kinetic energy of the
nuclei with MN = M1M2/(M1 + M2) the reduced mass
of the nuclei, Te the kinetic energies of the electrons, and
VNN , Vee and VNe are the Coulomb potentials between
the nuclei and electrons. Working in the length gauge
and dipole approximation, the interaction with the field
is VI = −F (t)Dˆ, where F (t) = FNIR(t) + FUV(t) is the
total field.
We expand the wave function in the lowest electronic
Born-Oppenheimer states [14, 42]
Ψ(t, r;R) = χ1(t;R)ψ1(r;R) + χ2(t;R)ψ2(r;R). (5)
This expansion is sufficient for the system, intensities,
and frequencies of interest in the present work. Inserting
the expansion of Eq. (5) into the TDSE of Eq. (3), pro-
jecting onto the electronic states and neglecting the terms
containing derivatives of the electronic states ψi(r;R)
with respect to the nuclear distance R, we obtain the
following equation governing the nuclear motion
i∂tχi(t, R) =
2∑
j=1
(
H
(0)
i δij + Vij
)
χj(t, R). (6)
The Hamiltonian H
(0)
i = TN + Ei(R) describes the nu-
clear wave packet moving on the potential energy surface
3Ei(R) and Vij = −F (t)Dij(R) is the interaction with
the field with Dij(R) = 〈ψi(R)|Dˆ|ψj(R)〉 the matrix ele-
ment of the dipole operator integrated over the electronic
coordinate. It should be noted that the two-lowest en-
ergy curves of the LiF molecule exhibit an avoided cross-
ing at roughly R = 13.3, where the neglecting of terms
containing the derivatives ∂Rψi(r;R) is not valid. Since
the initial nuclear wave packet is centered at R ∼ 3,
and the ATA signal requires overlap between the excited-
and ground state nuclear wave packet, the effect of the
avoided crossing is negligible in the present study.
After obtaining the nuclear wave functions, the expec-
tation value of the dipole moment can be calculated as
〈Dˆ〉tot (t) =
2∑
i,j=1
∫
dRχ∗i (R, t)Dij(R)χj(R, t). (7)
In experimental settings, finite detector resolution and
collisional broadening are effects that can lead to de-
phasing of the time-dependent dipole moment. A com-
mon approach [6, 14, 39] is to impose a window function
W (t− τ0) in order to mimic this behavior in simulations.
The function, which brings 〈Dˆ〉tot (t) to zero over a given
time interval, is defined as
W (t− τ0) =

1 (t < τ0)
exp
[
− (t− τ0)
2
T 20 /4
]
(τ0 ≤ t),
(8)
where the FWHM of the corresponding Gaussian is re-
lated to T0 by TFWHM =
√
log (2)T0, and τ0 is the start-
ing time of the dephasing, which here is set to the end of
the last pulse. The period is chosen to be long enough
that the qualitative features we are interested in are not
altered as the window function is imposed; in the present
situation T0 = 100 fs is an appropriate choice.
C. Fixed-nuclei adiabatic model
In this section we derive an alternative method of ob-
taining ATAS spectra, meant to complement the numeri-
cal model of Sec. II B, as it allows for a deeper analytic in-
vestigation than its numerical counterpart. This method
enables, in Sec. III, the determination of the physical
causes for individual features observed in the spectra by
making a number of approximations, after which we ar-
rive at relatively simple expressions for their response
functions [Eq. (1)].
To capture the main features it is sufficient to con-
sider the case of fixed nuclei, enabling the neglect of
the term corresponding to nuclear kinetic energy, TN ,
in Eq. (4). The internuclear distance R at which the
nuclei are frozen corresponds to the center of the ground
state nuclear wave function at R0 = 3; all quantities with
R-dependence are thus evaluated at R0. In the following
we use the complex coefficients ai(t) in lieu of the nuclear
wave functions χi(t, R) used in Sec. II B.
A basis of adiabatic states serves as a convenient foun-
dation for analytical calculation, as seen in our previous
investigations in He [39]. We express the state of the
system as
|Φ(t)〉 = a1(t) |φ1(t)〉 e−i
∫ t
t0
dt′E1a(t′)
+ a2(t) |φ2(t)〉 e−i
∫ t
t0
dt′E2a(t′),
(9)
where |φi(t)〉 are adiabatic states with time-dependent
energies Eia(t). The time t0 in Eq. (9) is chosen so that
it precedes the start of the NIR pulse. The adiabatic
states are defined by
[Te + V − FNIR(t)Dˆ] |φi(t)〉 = Eia(t) |φi(t)〉 , (10)
where V = VNN + Vee + VNe.
We seek to obtain 〈Φ(t)|Dˆ|Φ(t)〉 (now calculated with-
out integration over R), which requires the determination
of the unknown quantities of Eq. (9). In light of Eq. (10)
the adiabatic states and corresponding energies can be
found, in a basis of the field free states (|ψ1〉 , |ψ2〉), as
the eigenstates and eigenenergies of the following matrix
at a given instant of time t[
E1(R0)− FNIR(t)D11(R0) −FNIR(t)D12(R0)
−FNIR(t)D12(R0) E2(R0)− FNIR(t)D22(R0)
]
,
(11)
where we have used that (Te + V ) |ψi〉 = Ei(R0) |ψi〉.
The normalized eigenstates can be expressed as |φi(t)〉 =
αi1(t) |ψ1〉 + αi2(t) |ψ2〉, in which case we have α2i1(t) +
α2i2(t) = 1 per definition. In the following we suppress
dependencies in the notation for brevity where appropri-
ate, and we use dotted variables to indicate differentia-
tion with respect to t.
In order to determine the time-dependent values of
the complex coefficients ai(t), we insert Eq. (9) into the
TDSE, and project the resulting equation onto each of
the adiabatic states 〈φi|, obtaining two coupled equations
a˙1 = ia1FUV 〈φ1|Dˆ|φ1〉
− a2 〈φ1|φ˙2〉 e−i
∫ t
t0
dt′(E2a−E1a) (12)
+ ia2FUV 〈φ1|Dˆ|φ2〉 e−i
∫ t
t0
dt′(E2a−E1a)
a˙2 = iFUVa2 〈φ2|Dˆ|φ2〉
− a1 〈φ2|φ˙1〉 e−i
∫ t
t0
dt′(E1a−E2a) (13)
+ iFUVa1 〈φ2|Dˆ|φ1〉 e−i
∫ t
t0
dt′(E1a−E2a),
where terms containing 〈φi|φ˙i〉 have been dropped, since
〈φi|φ˙i〉 = αi1α˙i1 + αi2α˙i2
=
1
2
d
dt
(α2i1 + α
2
i2),
(14)
which evidently is zero given the normalization of the
eigenstates. The amplitudes a1(t) and a2(t) are obtained
by solving Eqs. (12)-(13) numerically, with initial values
a1(t0) = 1 and a2(t0) = 0.
4In the adiabatic model, the expectation value for the
time-dependent dipole moment is
〈Φ|Dˆ|Φ〉 ≈ |a1|2 〈φ1|Dˆ|φ1〉 (15)
+ 2 Re
[
a∗1a2 〈φ1|Dˆ|φ2〉 e−i
∫ t
t0
dt′(E2a−E1a)
]
,
where, given modestly intense fields, and due to the fact
that we start out the in ground state, the factor |a2|2 is
relatively small and the term in which it appears is ne-
glected. The model can then be realized by inserting the
determined quantities into Eq. (15), Fourier transform-
ing the dipole moment, and inserting it into Eq. (1) along
with the Fourier transformed UV pulse.
The features which we are particularly focused on in
this paper are the ladder and the LISs (see Sec. III),
and they differ significantly in both character and ori-
gin. How they arise from the adiabatic model derived in
this section, the interpretation of the underlying phys-
ical processes, and the properties of these features are
investigated further in Sec. III B, where we consider the
LISs and the ladder structure separately—with the adi-
abatic model used as the starting point for an analytical
investigation.
III. RESULTS
In this section, we exemplify the theory of Sec. II with
the polar diatomic LiF molecule. After considering spec-
tra obtained through fully numerical calculations, we fol-
low up with analytical and semi-analytical investigations
based on the adiabatic method—elucidating origins and
properties of characteristic features in the spectra. Fi-
nally, we examine the effects of having target molecules
that are either oriented or aligned with respect to the
incoming electric field.
An illustration of the LiF molecule is shown in Fig. 1,
along with the incoming field, with the molecule oriented
along the z-axis parallel to the field polarization. As men-
tioned in Sec. II B we expand the wave function in the two
lowest Born-Oppenheimer states and propagate the nu-
clear wave functions on the potential energy curves. The
two lowest potential energy curves, E1(R) and E2(R)
of LiF are shown in Fig. 2 together with the associ-
ated dipole moments, D11(R), D12(R) and D22(R); the
dipole moments used were interpolated from data given
in Ref. [43]. An important characteristic of the excited
curve E2(R) is its slope at R = 3, which ensures that
any wave packet excited by the UV pulse to this curve
will quickly propagate towards larger R. This effectively
cuts off the dipole interaction between the ground state
and excited state wave packets at a time scale shorter
than typical dephasing time scales. This crucial effect is
automatically included in the full numerical calculations
of Eq. (6), but under an assumption of fixed nuclei, as
used in the section above (Sec. II C), it is not. Impos-
ing on the excited state population a window function
WN (t− τ) with T0,N = 3.6 fs related to the time it takes
F Li z
R
Figure 1. Illustration of LiF molecule and incoming NIR field.
The molecule is oriented in the z-direction, which is parallel
to the polarization of the UV and the NIR field. R is the
internuclear distance.
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Figure 2. Dipole moments (top panel) and potential energy
surfaces (bottom panel) of LiF, as functions of the internu-
clear distance R. Dotted line indicates center of ground state
nuclear wave function at R0 = 3, where E1(R0) = 0 eV,
E2(R0) = 7.07 eV, D11(R0) = 2.62, D12(R0) = 0.22, and
D22(R0) = −1.55. Curves are interpolated from data in
Ref. [43].
for the excited wave packet to depart from the range of R
in which it overlaps with the ground state wave packet,
ensures that the effect is properly imitated.
The critical distinction of the current system compared
with systems previously explored with ATAS, is the pres-
ence of a nonzero permanent dipole. The concept of
dipole transitions that are disallowed due to identical
parity between initial and final states does not apply to
systems in which states do not posses a definite parity;
the notion of a dark state [27] with respect to transitions
from the ground state (i.e. single-photon absorption be-
tween the states prohibited) is in this context unsuitable.
In ATAS this has important consequences, and we con-
sider them in detail.
5A. Full numerical model
The nuclear wave packets of the full model, Eq. (6),
are propagated using a split step method with time step
∆t = 0.05 (a.u.), box size Rmax = 25 (a.u.), and grid size
∆R = Rmax/NR with NR = 1024 and with a complex ab-
sorbing potential at the boundary to remove unphysical
reflections. The initial ground state is found by imagi-
nary time propagation without the fields.
Figure 3 shows the ATA spectrum of the LiF molecule
calculated by Eq. (1) using the full numerical model. In
Fig. 3 (a) we can see the broad main absorption line
centered at 7.07 eV, corresponding to a vertical Franck-
Condon transition at R = R0 from the ground state curve
E1 to the excited state curve E2. Which-way interference
due to multiple pathways of population transfer sharing
a final destination [28] can be observed at the top and
bottom of the main absorption line for delays between
roughly −40 < τ < 40. The pathways correspond to
absorption of a single UV photon, or absorption of one
UV photon and then either absorption of one NIR photon
or emission of one or two NIR photons. The LISs are also
signatures of these pathways, and can be seen centered
around E2(R0)±ωNIR and E2(R0) + 2ωNIR. Finally, due
to the presence of the permanent dipole, we observe a new
ladder structure at energies E1(R0) = nωNIR. Both the
LISs and the ladder structure will be discussed further
in the following section where we derive analytical and
semi-analytical expressions. Figure 3 (b) shows a zoomed
in view of the spectrum in Fig. 3 (a), giving a clearer
picture of the structure of the ladder. Figure 3 (c) shows
the spectrum that would arise if the molecule had no
permanent dipole, i.e. if D11 = D22 = 0.
Apart from the LISs and the ladder, which comprise
the main focus of this paper, some of the typical fea-
tures that were described briefly in the introduction are
notably absent from Fig. 3. As mention previously, the
nuclear wave packet belonging to the electronic excited
state interacts only briefly with the ground state wave
packet before propagating towards greater R. Thus, any
features that require the presence of an enduring dipole
interaction between the ground- and excited state popu-
lations will not be generated, explaining the absence of
a certain species of oscillating fringes [28] and sidebands
[39] along the main absorption line.
B. Features
1. Light-induced structures
In systems with no permanent dipole, the presence of
LISs is an indicator of a two-photon process in which one
UV photon has been absorbed and one NIR photon has
either been absorbed or emitted, depending on the loca-
tion of the feature, in a two-photon transition from the
ground state to a dark state [26, 27]. With a nonexis-
tent permanent dipole there is no visible signature in the
spectrum at the energy of the dark state itself, since in
the absence of a dipole coupling between the dark state
and ground state an oscillating dipole moment cannot be
established.
Figure 4 (a) displays the ATAS spectrum obtained
through the full numerical method described in Sec. II B,
with a focus on the LISs. Unlike LISs observed in the
past, they surround a visible absorption line, correspond-
ing to population transfer from the ground state to a
bright state at E2(R0) = 7.07 eV. Two LISs can be
seen centered at energies E2(R0) − ωNIR = 5.51 eV and
E2(R0) + ωNIR = 8.61 eV, and a third, weaker one, at
E2(R0)+2ωNIR = 10.16 eV; the latter can be interpreted
as a sign of the absorption of one UV photon and the
emission of two NIR photons.
To improve the description of the LISs, a series of ap-
proximations can be applied to the adiabatic model of
Sec. II C, leaving only the parts most important in the
generation of the LISs. The first step in this process is to
isolate the part of the time-dependent dipole moment in
Eq. (15) which is responsible for the LISs. The phase fac-
tor exp
[
−i ∫ t
t0
dt′(E2a − E1a)
]
in the second term implies
a shift to energies around E2(R0) when taking Fourier
transform, suggesting relevance for the LISs. By neglect-
ing the first term of Eq. (15), we are left with
〈Dˆ〉LIS = 2 Re
[
a∗1a2 〈φ1|Dˆ|φ2〉 e−i
∫ t
t0
dt′(E2a−E1a)
]
.
(16)
We start by considering the coefficients a1(t), a2(t).
First we assume that a1(t) changes little throughout the
interaction with the field, relative to its initial value,
which amounts to setting a1(t) = 1. The creation of the
LISs observed in our spectra involves the NIR field to
either first or second order; so we posit that up to second
order in the field the change in the adiabatic state |φ1〉
is sufficiently slow to justify the neglecting of the non-
adiabatic term 〈φ2|φ˙1〉 in Eq. (13). Both remaining terms
in Eq. (13) contain the factor FUV, which is nonzero only
at a brief interval centered at the time t = τ . Given the
short integration time, we assume that time-dependent
parts of the energies and the coupling factor in Eq. (13)
are of less importance relative to the constant parts, and
can be neglected, yielding
〈φ2|Dˆ|φ1〉 ≈ D12 (17)
e
−i ∫ t
t0
dt′(E1a−E2a) ≈ e−i(t−t0)(E1−E2), (18)
which amounts to a reduction to the equivalent field free
quantities. Another significant assumption is that the
exponential factor in Eq. (16) is the main contributing
factor to the LISs, and so we also impose the approxima-
tion from Eq. (17) on Eq. (16).
Given the weak intensity of the UV field, we can treat
its interaction with the system perturbatively. To ze-
roth order in the UV field the coefficients remain un-
changed, and we have a
(0)
2 (t) = 0, where the superscript
denotes the order of approximation. We obtain the first
6Figure 3. Attosecond transient absorption spectrum of the LiF molecule as calculated by Eq. (1), exhibiting the difference
between systems with a permanent dipole moment (e.g. polar molecules) in panels (a) and (b), and systems with no permanent
dipole moment (e.g. non-polar molecules) in panel (c). The main features visible in panel (a) include the main absorption
line at E2(R0) = 7.07 eV; light-induced structures centered at energies E2(R0) ± ωNIR and E2(R0) + 2ωNIR, i.e. at 5.51 eV,
8.61 eV, and 10.16 eV; and the rungs of the ladder structure at E1(R0) = nωNIR, i.e. at n times 1.55 eV, with n = {2, 3, 4, 5, 6}.
Panel (b) exhibits a zoomed in version of panel (a), which yields a clearer view of the characteristics of the ladder structure. In
panel (c) the main absorption line is the only feature remaining. The frequency bandwidth of the UV pulse is shown in gray in
each figure. The top panels depict the NIR pulse centered at τ = 0 fs. The color scale on the right displays the signal strength
in arbitrary units. The pulse parameters are given in the text following Eq. (2).
order approximation, a
(1)
2 (t), by inserting a1(t) = 1 and
a
(0)
2 (t) = 0 into Eq. (13) and integrating
a
(1)
2 = iD12WN (t− τ)
∫ t
t0
dt′ FUVe−i(t
′−t0)(E1−E2), (19)
where WN (t − τ) is the window function described in
the text at the start of Sec. III, which reproduces the
abrupt suppression of the dipole moment due to dissoci-
ating wave packets in models with free nuclei.
Returning to Eq. (16), we now have
〈Dˆ〉LIS = 2D12 Re
[
a
(1)
2 e
−i ∫ t
t0
dt′(E2a−E1a)
]
, (20)
and we turn our attention to the phase factor. Taylor
expanding the instantaneous eigenvalues of matrix (11)
about FNIR = 0 and keeping only terms up to second
order, we have
E1a = E1 −D11FNIR − D
2
12
E2 − E1F
2
NIR (21)
E2a = E2 −D22FNIR + D
2
12
E2 − E1F
2
NIR. (22)
In light of Eqs. (21) and (22), by factoring out the con-
stant part of the integrand in the phase factor, expressing
the rest in terms of its Taylor series, and neglecting terms
of third order or higher in the field FNIR, we obtain
e
−i ∫ t
t0
dt′(E2a−E1a) ≈ e−i(t−t0)(E2−E1)ei
∫ t
t0
dt′(D22−D11)FNIR
≈ e−i(t−t0)(E2−E1)
×
[
1 + i(D22 −D11)
∫ t
t0
dt′FNIR
− 1
2
(D22 −D11)2
(∫ t
t0
dt′FNIR
)2 ]
,
(23)
7Figure 4. Attosecond transient absorption spectrum of the
LiF molecule as calculated by Eq. (1), exhibiting the LISs. In
panel (a) the LISs from the full numerical method of Sec. II B
are shown. Panel (b) displays the LISs corresponding to the
time-dependent dipole moment of Eq. (20), with phases from
Eq. (23). The top panel depicts the NIR pulse centered at
τ = 0 fs. The color scale on the right displays the signal
strength in arbitrary units. The pulse parameters are given
in the text following Eq. (2).
where we have neglected an additional second order term
due to it being more than an order of magnitude smaller.
The simplified model of the LISs is finally obtained by
inserting Eq (23) into Eq. (20), taking the Fourier trans-
form of D˜LIS, and inserting into Eq. (1). The resulting
spectrogram is shown in Fig. 4 (b). The absorption line
and three LISs match the corresponding features found
by the full TDSE calculation in Fig. 4 (a).
Equations (19), (20), and (23) give rise to the LISs,
and from them we can surmise the origins and properties
of the LISs. Evidently, both the off-diagonal (D12) and
diagonal (D11, D22) dipole matrix elements are essential.
D12 6= 0 is a necessary condition for the presence of any
features at all, with the overall signal strength propor-
tional to D212, as seen by combining Eqs. (20) and (23).
The difference between the permanent dipole elements
D22−D11 influences the signal strength of the LISs, but
if they are set to zero the main absorption line will re-
main, in agreement with the findings demonstrated in
Fig. 3 (c). The presence and qualitative features of the
LISs originate in the field-induced time-dependent adi-
abatic energies. In our previous work on ATAS in He
[39], where a similar adiabatic model was employed, the
LISs were found to originate in the term corresponding
to mixing of states due to an infrared field, comparable
to the variable α12(t) defined after the matrix (11). This
suggests that the LISs cannot consistently be attributed
to one factor across different systems, without taking into
account the specific properties of the system.
2. Ladder structures
In the previous section we derived a simplified model
for the LISs. Here we will do the same for the ladder
structures, culminating in an analytic expression for the
response function, which reproduces certain parts of the
ladder feature. The isolated ladder feature as calculated
by the full adiabatic model derived in Sec. II C is shown in
Fig. 5 (a). It is nearly indistinguishable from the ladder
as calculated by the full numerical method of Sec. II B,
shown in Fig. 3 (c), the only distinction being a very
slight difference in overall signal strength. The ladder
feature has not been observed previously in ATA spec-
trograms, and arises as a result of a nonzero permanent
dipole. The rungs of the ladder are located at energies
E1(R0)+nωNIR (n = {1, 2, 3, 4, 5, 6}), and the n’th rung
oscillates with the delay τ as nωNIR. Note that the first
rung is not included in our figures, because such low fre-
quency components are not practically obtainable in the
standard ATAS experimental setup. The full frequency
bandwith of the NIR pulse is filtered out after interac-
tion with the target, meaning that only the modulated
UV field is incident upon the detector (see, for example,
Ref. [5]). For UV pulses with a relatively low central fre-
quency, however, a possible consequence is that the lower
tail end of the frequency bandwidth could also be filtered
out (see gray lines in Figs. 3, 5 or 6 for the UV pulse in
the frequency domain).
The derivation of the simplified expression for the lad-
der starts by noting that in ATAS, the UV field FUV
plays two roles. First, it is a factor in Eq. (1), reflect-
ing the fact that the response function is an expression
of the interference between the incoming UV field and
the dipole response of the target. Second, it enters into
the calculations of the dipole moment of the system it-
self; in the adiabatic model of Sec. II C it is present in
Eqs. (12) and (13). The latter role of the UV pulse is
not involved in the generation of the ladder feature, and
we can therefore neglect FUV when calculating a1(t) and
a2(t). This is precisely the way in which we isolate the
ladder in Fig. 5, as the other features require a nonzero
FUV in Eqs. (12) and (13). As in Sec. III B 1 [see text
following Eq. (16)], we assume that a1(t) = 1, so that
Eq. (13) now reads
a˙2 = −〈φ2|φ˙1〉 e−i
∫ t
t0
dt′(E1a−E2a). (24)
8Figure 5. Attosecond transient absorption spectrum of the LiF molecule as calculated by Eq. (1), exhibiting an isolated view
of the ladder feature. In panel (a) the ladder as calculated by the full adiabatic method of Sec. II C is shown. In panel (b) the
non-adiabatic component of the ladder, corresponding to the second term of Eq. (25) is displayed. In panel (c) the adiabatic
component of the ladder is shown, corresponding to the first term of Eq. (25), which is indistinguishable from the spectrum
derived from the analytical expression of Eq. (27). The frequency bandwidth of the UV pulse is shown in gray in each figure.
The color scale on the right displays the signal strength in arbitrary units. The pulse parameters are given in the text following
Eq. (2).
and the dipole moment is
〈Dˆ〉ladder = 〈φ1|Dˆ|φ1〉
+ 2 Re
[
a2 〈φ1|Dˆ|φ2〉 e−i
∫ t
t0
dt′(E2a−E1a)
]
.
(25)
The two terms in Eq. (25) each contribute to the gen-
eration of the full ladder feature. In Sec. III B 1 we ar-
gued for neglecting of the small terms involving 〈φ1|φ˙2〉
and 〈φ2|φ˙1〉 since we knew that the process behind the
LISs involved the NIR field only up to second order. The
appearance of the ladder feature, with rungs extending
up to E = 6ωNIR, suggests the involvement of the NIR
field to at least sixth order, and the same approximation
does not hold. In fact, the contribution from the sec-
ond term to the ladder, seen in Fig. 5 (b) is greater than
the contribution from the first term, seen in Fig. 5 (c).
This is a clear instance of the adiabatic condition break-
ing down, where the adiabatic states |φi〉 are no longer
varying slowly over time relative to the dynamics of the
system.
Simplification or exclusion of any factors involved in
Eq. (24) or in the second term of Eq. (25) entails sig-
nificant alterations to the ladder, implying that the full
ladder structure is not attributable to a single factor,
but rather a complicated combination of factors, includ-
ing the field-induced phases exp
[
−i ∫ t
t0
dt′(E2a − E1a)
]
and the dipole coupling between the adiabatic states
〈φ1|Dˆ|φ2〉. The complicated character of these terms sug-
gests that getting a clear understanding of the contribu-
tion from each of its factors is unrealistic. Instead we fo-
cus on the relatively uncomplicated first term, 〈φ1|Dˆ|φ1〉,
whose contribution to the spectrogram can be captured
in a fully analytical expression.
The 〈φ1|Dˆ|φ1〉 term represents the adiabatic contri-
bution to the ladder structure, and more specifically it is
involved in the generation of the rungs located at energies
E = nωNIR where n = {2, 3, 4}, as seen in Fig. 5 (c). To
proceed with the derivation, we Taylor expand 〈φ1|Dˆ|φ1〉
in orders of the NIR field. The location of the rungs of
the ladder suggests that we should include terms up to
fourth order, which by Fourier transform translates to
shifts in energy up to 4 × ωNIR. In general, each coeffi-
cient of the Taylor expansion is a sum of several terms;
by keeping only the dominating terms for each coefficient,
the expansion can be shown to be approximately
〈φ1|Dˆ|φ1〉 ≈ D212
4∑
n=2
(n+ 1)
(D22 −D11)n−1
(E2 − E1)n F
n
NIR. (26)
What remains to obtain a fully analytical expression
for the response function [Eq. (1)] is then to obtain the
9Fourier transformed UV field, the derivation of which
can be found in Appendix A, and Fourier transforming
Eq. (26), amounting to calculating the Fourier transform
of FnNIR up to n = 4, which we relegate to Appendix B.
Combining the final expressions from the appendices,
Eqs. (A6) and (B3), with Eqs. (26) and inserting into
Eq. (1) yields the response function for the adiabatic part
of the ladder structure
S˜(ω, τ) =
piρD212TNIRTUVF0,UV
4c
× ω
2
ωUV
exp
[
−T
2
UV
16
(ω − ωUV)2
]
×
4∑
n=2
(n+ 1)
(D22 −D11)n−1
(E2 − E1)n
Fn0,NIR√
n
× exp
[
−T
2
NIR
16n
(ω − nωNIR)2
](
−1
2
)n
× Im{in+1 exp (iτω) exp [i(n− 1)ϕ]} ,
(27)
which, with ϕ = 0, exactly reproduces the spectrogram
of Fig. 5 (c).
The advantages of having a fully analytic expression
include that the origin of every characteristic property
of the feature can be deduced, and that the various de-
pendencies of the feature are explicitly demonstrated.
Equation (27) represents the adiabatic contribution to
the ladder structure, which for the current system is sec-
ondary to the non-adiabatic contribution. This could
change, however, for example in systems interacting with
a more slowly varying field, e.g. an infrared pulse at
a lower frequency. The main contribution to the adia-
batic part of the ladder feature comes from the 〈φ1|Dˆ|φ1〉
term of Eq. (25), which represents a mixing of the field
free states |ψ1〉 and |ψ2〉. The n-dependent, or rung-
dependent, factors of Eq. (27) come from this term,
the most interesting of which include: (D22 − D11)n−1,
which implies that each rung of the ladder structure
is dependent on the difference between the permanent
dipoles of each state; (E1 − E2)−n, indicating that the
signal strength increases with decreasing difference be-
tween the energies the electronic states, which accen-
tuates the underlying role of state mixing; exponentials
exp
[−(T 2NIR/16n)(ω − nωNIR)2] which set the locations
of the rungs of the ladder, as Gaussians centered at fre-
quencies ω = nωNIR; and F
n
0,NIR which for weak and
moderately intense fields strongly moderates the signal
with increasing n, counteracting the effect of the other
factors, which ultimately is the reason why more rungs
are not visible in the spectra. In conclusion, Eq. (27)
demonstrates that the adiabatic part of the ladder struc-
ture can be attributed to the mixing of field free states
and that the signal strength is strongly dependent on the
permanent dipoles and energies of the system, along with
the intensity of the incoming NIR field.
3. Polar versus non-polar molecules
The LISs and the ladder structures in the ATA spectra
depend critically on the difference between the total per-
manent dipole moments of the electronic states D22−D11
[see Eqs. (23) and (27)]. Heteronuclear non-polar systems
such as HD+ and HD would have a nonzero total perma-
nent dipole moment due to the nuclear mass asymmetry,
but since the electronic states are parity eigenstates, one
would have D11 = D22, and the aforementioned features
would not be present. A necessary condition for our ob-
servations is therefore to consider polar molecules.
C. Orientated and aligned targets
All calculations up until this point have been made
with the assumption of a fixed orientation of all molecules
in the target with respect to the incoming field, as de-
picted in Fig. 1. Another pertinent arrangement of the
target is alignment with respect to the incoming field,
where all molecules are in one of two orientations, either
as in Fig. 1, or opposite, i.e. with the two atoms inter-
changed. Both of these arrangements are experimentally
feasible, with alignment [44] being simpler to realize than
orientation [45–48]. Here we compare the ATA spectra
obtained under both of these circumstances.
Calculating the theoretical response from a system
with a flipped orientation is equivalent to using a carrier-
envelope phase ϕ = pi instead of ϕ = 0 for both fields.
Due to the nature of the response function in Eq. (1),
which features a linear factor of the dipole moment, the
contributions from two calculations, with ϕ = pi and
ϕ = 0, can be added linearly, i.e. incoherently:
Saligned(ω, τ) =
1
2
[S(ω, τ ;ϕ = 0) + S(ω, τ ;ϕ = pi)] .
(28)
Figure 6 demonstrates the difference in the spec-
trum when the target consists of oriented molecules
[Fig. 6 (a)], compared to when the target consists of
aligned molecules [Fig. 6 (b)]. Both spectra are calcu-
lated by the full numerical model of Sec. II B. Three dis-
tinctions are conspicuous; first, the LISs are significantly
suppressed when using a target of aligned molecules. Sec-
ond, the interference pattern visible in the absorption line
in Fig. 6 (a) is extinguished in Fig. 6 (b). This pattern
was attributed to which-way interference, due to more
than one process in which population is transferred to the
same final state, here either via the absorption of one UV
photon or via the absorption of one UV photon and the
subsequent absorption of one NIR photon or emission of
one or two NIR photons. This is therefore connected with
the first point, since the suppression of LISs suggests that
several of the interfering pathways are unavailable. How-
ever, an important caveat is that we do not argue that
the processes themselves do not occur in the molecules
of an aligned target, but that due to opposite signs in
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Figure 6. Attosecond transient absorption spectrum of the LiF molecule as calculated by Eq. (1), exhibiting the difference
between oriented [Panel (a)] and aligned [Panel (b)] targets. Both spectra were calculated using the full numerical method
of Sec. II B. In panel (a) where the carrier-envelope phase ϕ of the fields is set to zero, corresponding to a target where all
molecules are oriented relative to the field according to Fig. 1. Panel (b) corresponds to Eq. (28), i.e. with a target where
molecules are aligned with respect to the field. The frequency bandwidth of the UV pulse is shown in gray in both figures.
The top panels depict the NIR pulse centered at τ = 0 fs. The color scale on the right displays the signal strength in arbitrary
units. The pulse parameters are given in the text following Eq. (2).
the two spectra corresponding to opposite orientations,
they will add destructively and not appear in Saligned.
The third distinction between the spectra is that, un-
like in Fig. 6 (a), in Fig. 6 (b) only rungs corresponding
to odd-multiples of the NIR photon energy are visible.
The cause of the vanishing rungs can be understood by
considering Eq. (27), and presuming that the following
reasoning can be extended also to the non-adiabatic part
of the ladder. If ϕ = 0, we have exp [i(n− 1)ϕ] = 1; if
ϕ = pi, then exp [i(n− 1)ϕ] = (−1)n−1. Hence, the two
terms in Eq. (28) will have opposite signs if n is even,
and they will cancel each other out.
To summarize, the ATAS results for a system with a
permanent dipole can be expected to differ significantly
depending on the arrangement of the target. From a
collection of oriented molecules we can expect a richer
spectrogram to emerge, relative to a collection of aligned
molecules with two opposite orientations, as in the latter
case some features will be suppressed due to contribu-
tions carrying opposite signs.
IV. CONCLUSION AND OUTLOOK
In conclusion, we have presented, to our knowledge, the
first application and theoretical investigation of ATAS
on oriented or aligned polar molecules. To illustrate the
characteristic effects induced by the presence of a per-
manent dipole, we used the polar diatomic molecule LiF
as an example. We found two novel structures in the
ATA spectra of polar molecules that are absent in ATA
spectra of atoms and homonuclear molecules. Firstly,
since the electronic eigenstates have no definite parity,
two-photon transitions to the excited state can occur,
which leads to LISs located around the main absorption
line; this is in contrast to systems lacking a permanent
dipole, where LISs are only observed around energies
corresponding to dark states. Secondly, the permanent
dipole moments induce a ladder structure separated by
the NIR photon energies in the ATA spectra. We charac-
terized these structures by presenting a model with fixed
nuclei in the adiabatic time-dependent basis. Analytical
and semi-analytical expressions were derived for the LISs
and ladder structures, which showed the origin of these
structures as well as their parameter-dependencies. For
example the presence of the structures were shown to de-
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pend on D11 − D22, which implies that the atoms and
heteronuclear non-polar molecules such as HD+ will not
exhibit the aforementioned structures.
Our current study supplements the already vast pre-
existing knowledge of ATAS in atoms and homonuclear
molecules by addressing effects in ATAS of a nonzero per-
manent dipole. Since aligned molecular samples are ex-
perimentally easier to achieve than orientated molecular
samples, we have further studied how the ATA spectra
could look like for a aligned sample. Thus we believe
that the necessary experimental capabilities are already
in place for ATAS studies in polar systems.
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Appendix A: Fourier transform of FUV
In this Appendix, we derive the analytical expression
for the UV field in the frequency domain, F˜UV(ω, τ), used
in the derivations in Sec. III B 2. Starting with Eq. (2),
setting t′ = t− tc, we obtain
FUV(t
′) =
8F0,UV
ωUVT 2UV
t′e
− 4t′2
T2
UV cos (ωUVt
′ + ϕ)
+ F0,UVe
− 4t′2
T2
UV sin (ωUVt
′ + ϕ)
=
4F0,UV
ωUVT 2UV
t′e
− 4t′2
T2
UV eiωUVt
′
eiϕ
+
F0,UV
2i
e
− 4t′2
T2
UV eiωUVt
′
eiϕ,
(A1)
where we have neglected terms containing e−iωUVt
′
, as
they correspond to shifts to negative frequencies. To
proceed with the Fourier transform of Eq. (A1), it is nec-
essary to note a number of relations [49] that will be
applied. Under the convention F [f(t)] = f˜(ω), we have
F [e−βt2 ] = 1√
2β
e−
ω2
4β (A2)
F [tf(t)] = idf˜(ω)
dω
(A3)
F [eibtf(t)] = f˜(ω − b) (A4)
F [f(t− τ)] = e−iτω fˆ(ω). (A5)
Applying the relations of Eqs. (A2)-(A5) in the Fourier
transform of Eq. (A1) yields the following expression for
the UV pulse in the frequency domain
F˜UV(ω, τ) = −iF0,UVTUV
4
√
2
ω
ωUV
e−iτωeiϕe−
T2UV
16 (ω−ωUV)2 .
(A6)
Appendix B: Fourier transform of FnNIR
In this Appendix, we calculate the Fourier transform of
the n’th power of the NIR field FnNIR, where n = {2, 3, 4},
which is used in the derivations in Sec. III B 2. Starting
from Eq. (2), we keep in mind that the NIR pulse is
centered at tc = 0. The NIR field has a long period
TNIR relative to the UV field, implying that the term
containing a factor T−2NIR is negligible, and so the field to
the n’th power can be expressed as
FnNIR = F
n
0,NIRe
− 4nt2
T2
NIR sinn(ωNIRt+ ϕ)
= Fn0,NIRe
− 4nt2
T2
NIR
1
(2i)n
(
eiωNIRteiϕ − e−iωNIRte−iϕ)n .
(B1)
The term corresponding to the envelope of the pulse,
exp (−4nt2/T 2NIR), can be transformed according to
Eq. (A2), whereas the exponentials corresponding to the
carrier factor, exp (inωNIRt), translate to shifts in energy
according to Eq. (A5). Considering that positive expo-
nents imply shifts to positive frequencies, we keep only
the terms of the expanded factor (eiωNIRt − e−iωNIRt)n
that are equal to exp (inωNIRt) with n = {2, 3, 4}. The
expansion of the parenthesis for n = 4 yield two relevant
terms, exp (i2ωNIRt) and exp (i4ωNIRt), but the contribu-
tion from the former will be small compared to the contri-
bution from the equivalent term in the n = 2 expansion,
and so we can neglect it. Under these circumstances, the
general expression is simply
FnNIR = F
n
0,NIRe
− 4nt2
T2
NIR
1
(2i)n
einωNIRteinϕ, (B2)
which upon Fourier transform yields
F [FnNIR] =
(
− i
2
)n
Fn0,NIR
TNIR
2
√
2n
× einϕe−
T2NIR
16n (ω−nωNIR)2 .
(B3)
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