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Research on affective computing is a very challenging 29 field that aims to design methods to make computers inter- (Ortony et al., 1990) . 40 Automatic detection of user emotions has been applied to a 41 variety of applications to enhance the quality or efficiency of 42 the service provided by the computer. One of these is con-43 cerned with decision processes (Petrushin, 2000; Plutchik, 44 1994), for example, to select the behaviour of the animated 45 agent typically employed by multimodal dialogue systems 46 (López-Cózar and Araki, 2005) . A second application is con-47 cerned with spoken tutoring systems which adapt to the emo-48 tions of students (Ai et al., 2006) . The goal in this application is 49 to increase the learning rate as previous studies suggest that 50 there is a relationship between emotions and learning speed. or speaking rate (Dellaert et al., 1996; Lee et al., 2001; Ang 111 et al., 2002; Luengo et al., 2005 (Nwe et al., 2003) . Many authors have 116 used a variety of methods based on pattern classification, 117 for example, maximum likelihood Bayes classification, ker-118 nel regression (Dellaert et al., 1996) , linear discriminant 119 classification (Lee et al., 2002) , k-nearest neighbourhood 120 (Lee et al., 2001; Morrison et al., 2007) , Bayesian networks 121 (Barra-Chicote et al., 2009) , neural networks (Huber et al., 122 2000; Batliner et al., 2003; Xu et al., 2009), support vector 123 machines (Devillers and Vidrascu, 2006) and decision trees 124 (Ai et al., 2006; Lee et al., 2009) . 125 Other information sources have been considered in addi-126 tion to acoustic/prosodic features. For example, Ang et al. 127 (2002), Lee et al. (2002) and more recently Polzehl et al. 128 (2009) Some studies make use of hybrid or ensemble methods. 140 For example, Dellaert et al. (1996) employed an ensemble 141 of several classifiers; Petrushin (2000) used ensembles of 142 neural networks; and Nakatsu et al. (1999) Lee et al. (2001) , Yacoub et al. (2003) , scu (2006), Morrison et al. (2007) , Lugger and Yang (2009) 211 and Luengo et al. (2009) can be employed to affect the system's interaction with the 320 user (Yacoub et al., 2003; Morrison et al., 2007 give a similar decision on a given input data. (Cohen, 1960 where P(A) is the proportion of times that the labellers 529 agree, and P(E) is the proportion of times we would expect 530 the labellers to agree by chance (Carletta, 1996; Cohen, 531 1960). We have obtained that the average K = 0.45, which 532 according to Landis and Koch (1977) prediction of the classifier (see Fig. 1 ) we have used the fol-614 lowing expression: Taylor et al. (1998) and Stolcke et al. (2000) . Note that if 776 L = 1 then the decision about h 0 (n) depends only on the 777 previous system prompt. In other words, the emotion cat- in the test corpus, obtaining the results set out in Table 6 .
901
The classification rates are 88.38% and 84.04% for the 2- recognition errors and a specific negative emotion category, proves that they all are sufficiently independent from each initial corpus and finally employed for the experiments a 
