Abstract: Global change is expected to have a strong impact in the Himalayan region. The climatic and orographic conditions result in unique modelling challenges and requirements. This paper critically appraises recent hydrological modelling applications in Himalayan river basins, focusing on their utility to analyse the impacts of future climate and socio-economic changes on water resource availability in the region. Results show that the latter are only represented by land use change. Distributed, process-based hydrological models coupled with temperature-index melt models are predominant. The choice of spatial discretisation is critical for model performance due to the strong influence of elevation on meteorological variables and snow/ice accumulation and melt. However, the sparsity and limited reliability of point weather data, and the biases and low resolution of gridded datasets, hinder the representation of the meteorological complexity. These data limitations often limit the selection of models and the quality of the outputs by forcing the exclusion of processes that are significant to the local hydrology. The absence of observations for water stores and fluxes other than river flows prevents multi-variable calibration and increases the risk of equifinality. The uncertainties arising from these limitations are amplified in climate change analyses and, thus, systematic assessment of uncertainty propagation is required. Based on these insights, transferable recommendations are made on directions for future data collection and model applications that may enhance realism within models and advance the ability of global change impact assessments to inform adaptation planning in this globally important region.
Introduction
The Himalayas are the source of many major rivers of South Asia [1, 2] . They act both as orographic barriers, influencing monsoonal precipitation [3, 4] , and as natural water reservoirs that store the largest volumes of ice and snow outside of the polar regions [5, 6] . Water resources generated in the region provide water supplies for almost 750 million people [2] , for irrigated agriculture [7] and for hydropower [8, 9] . The transboundary character of these large rivers makes them also relevant to the fragile political stability between co-riparian countries due to distrust and power asymmetry [10] [11] [12] [13] , especially as some discourses elevate water management to the national security level (i.e., securitisation of water; [13, 14] ).
High elevations, rugged terrain and interactions between orography and atmospheric circulation systems strongly influence the variation in temperature, rainfall/snow amounts, and hydrological processes over multiple spatial scales [15] . The barrier effect to south-north circulation causes windward [75] ) and national borders (Bjorn Sandvik; thematicmapping.org); (b) major Himalayan rivers (GeoNode open source platform; geo.thethirdpole.net), and basins and catchments shaded according to the number of reviewed studies (the WaterBase project by United Nations University; waterbase.org).
Review Process
We reviewed hydrological modelling studies in the Himalayan region published in peerreviewed journals between 2010 and 2017. The Scopus and Web of Science bibliographic databases were used to identify potential papers using a number of independent searches with combinations of the keywords 'hydrolog* model*', 'catchment model*', 'runoff model*', 'Himalay*', 'Indus', 'Ganges', 'Brahmaputra' and 'climate change' within the title, keywords or abstract. Relevant cited references within these papers were also examined. After screening for titles, abstracts and journals, a total of 68 studies were identified as relevant for further analysis.
For the selected studies, we documented the specific location, area and main physiographic features, as well as the final purpose for the use of hydrological models. Furthermore, we classified [75] ) and national borders (Bjorn Sandvik; thematicmapping.org); (b) major Himalayan rivers (GeoNode open source platform; geo.thethirdpole.net), and basins and catchments shaded according to the number of reviewed studies (the WaterBase project by United Nations University; waterbase.org).
We reviewed hydrological modelling studies in the Himalayan region published in peer-reviewed journals between 2010 and 2017. The Scopus and Web of Science bibliographic databases were used to identify potential papers using a number of independent searches with combinations of the keywords 'hydrolog* model*', 'catchment model*', 'runoff model*', 'Himalay*', 'Indus', 'Ganges', 'Brahmaputra' and 'climate change' within the title, keywords or abstract. Relevant cited references within these papers were also examined. After screening for titles, abstracts and journals, a total of 68 studies were identified as relevant for further analysis.
For the selected studies, we documented the specific location, area and main physiographic features, as well as the final purpose for the use of hydrological models. Furthermore, we classified the studies according to the mathematical representation of hydrological processes and their spatial and temporal discretisation, following common classifications used in hydrology [76] . Finally, we catalogued the types of input data used, the calibration and validation techniques and variables, and the treatment of uncertainty. The information collected from each of the reviewed studies can be found in the supplementary material (see Table S1 ).
Overview of Reviewed Studies
The catchments studied are located throughout the Himalayan chain ( Figure 2) , with a higher density in the Indus and Ganges River basins than in the Brahmaputra. The Langtang (Ganges) and Beas (Indus) catchments are the most studied with eight and seven published studies, respectively. The range of catchment sizes is very wide (i.e., from 38 km 2 to 1,005,786 km 2 ), although the largest number of studies covers areas between 5000 km 2 and 100,000 km 2 ( Figure 2 ).
Land cover types change from predominantly glaciers, grassland and bare soil in the higher elevations, to forest at medium elevations, and agricultural land in the lower parts [77] [78] [79] [80] . However, the relative importance of each land cover varies from catchment to catchment. Studies in larger catchments report a wide variety of land cover, while for smaller (typically headwater) catchments, glaciers represent the largest land cover fraction [81] [82] [83] [84] [85] (Figure 2 ). The anthropic impacts are also different. From the few studies that report on them, the Indus river is generally the most affected by infrastructure such as dams [42, 86, 87] , canals [88] and hydropower generation structures and diversions [80] . However, none of the studies model the influence of such infrastructures on the spatio-temporal availability of water resources across the catchment or at least do not report them. The reasons for this omission may be limitations of the selected hydrological models that do not represent their effects on river flows and data secrecy around water management and consumption that prevents incorporation of these components. the studies according to the mathematical representation of hydrological processes and their spatial and temporal discretisation, following common classifications used in hydrology [76] . Finally, we catalogued the types of input data used, the calibration and validation techniques and variables, and the treatment of uncertainty. The information collected from each of the reviewed studies can be found in the supplementary material (see Table S1 ).
Land cover types change from predominantly glaciers, grassland and bare soil in the higher elevations, to forest at medium elevations, and agricultural land in the lower parts [77] [78] [79] [80] . However, the relative importance of each land cover varies from catchment to catchment. Studies in larger catchments report a wide variety of land cover, while for smaller (typically headwater) catchments, glaciers represent the largest land cover fraction [81] [82] [83] [84] [85] (Figure 2 ). The anthropic impacts are also different. From the few studies that report on them, the Indus river is generally the most affected by infrastructure such as dams [42, 86, 87] , canals [88] and hydropower generation structures and diversions [80] . However, none of the studies model the influence of such infrastructures on the spatio-temporal availability of water resources across the catchment or at least do not report them. The reasons for this omission may be limitations of the selected hydrological models that do not represent their effects on river flows and data secrecy around water management and consumption that prevents incorporation of these components. Many studies directly address climate change as their primary objective through the simulation of impacts on water resources [2, 29, 31, 81, [89] [90] [91] [92] . In contrast, land use change as a component of global change and driver of future water availability and irrigation demand received minor attention [78, 86] . The recognised limitations in modelling approaches and in the current understanding of hydrological processes in the Himalayas leads to a significant number of studies aiming at improving the simulation of current hydrological processes (i.e., model performance) [15, 82, 83, [93] [94] [95] [96] or focusing on understanding the relevance of each flow component in the hydrological regime (i.e., basin behaviour) [4, 80, [97] [98] [99] as a basis for future application to global change impact assessment. There are no clear spatial differences across the Himalayas in regard to the topics addressed, with perhaps the exception of climate change analyses in the Ganges, which are slightly more abundant among the reviewed literature. Table 1 shows the number of studies that address one or two of the abovementioned aspects as the main or secondary purpose (in rows and columns, respectively). 1  5  10  50  100  500  1,000  5,000 10,000 50,000 100,000 500,000 1,000,000 > 1,000,000
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Indus River Basin Figure 2 . Number of studies in each major Himalayan river basin by catchment area class (total column height), including the average glaciated area percentage (label and bottom fraction of the columns; NR indicates 'Not Reported' in at least one study).
Many studies directly address climate change as their primary objective through the simulation of impacts on water resources [2, 29, 31, 81, [89] [90] [91] [92] . In contrast, land use change as a component of global change and driver of future water availability and irrigation demand received minor attention [78, 86] . The recognised limitations in modelling approaches and in the current understanding of hydrological processes in the Himalayas leads to a significant number of studies aiming at improving the simulation of current hydrological processes (i.e., model performance) [15, 82, 83, [93] [94] [95] [96] or focusing on understanding the relevance of each flow component in the hydrological regime (i.e., basin behaviour) [4, 80, [97] [98] [99] as a basis for future application to global change impact assessment. There are no clear spatial differences across the Himalayas in regard to the topics addressed, with perhaps the exception of climate change analyses in the Ganges, which are slightly more abundant among the reviewed literature. Table 1 shows the number of studies that address one or two of the abovementioned aspects as the main or secondary purpose (in rows and columns, respectively). 
Processes Representation

Model Type
A wide range of hydrological model types have been applied in the studied catchments (see Table  S1 in the supplementary material) that differ in process representation (process-based, conceptual and empirical), spatial resolution (distributed, semi-distributed and lumped) and temporal discretisation (sub-daily to monthly). The choices made on this regard are important for the ability to apply the model to changed environmental conditions and for the appropriate spatial and temporal representation of the current and future hydrological processes of interest. A detailed representation of the soil water balance is determining the estimation of changes in total runoff production through the interactions between future changes in temperature and precipitation. When modelling partially glacierised catchments, it is especially important to integrate snow and ice melt in the general hydrological models given that the significant contribution of meltwater to infiltration can occur under seasonal snowpacks [100, 101] and glaciers [85] , which is linked to other hydrological processes such as evapotranspiration and groundwater recharge. The conceptualization of the studied system to identify the most important processes is a critical point in the model construction and should inform the selection of the mathematical model. However, apart from stressing the importance of snow and glacier processes, other hydrological processes (e.g., infiltration vs. saturation excess overland flow, shallow vs. deep flow systems, front vs. block recharge mechanisms) or the level of water management impacts on river flows do not seem to guide model choices in the reviewed literature. Among the reviewed studies, process-based and conceptual models are the most commonly applied types (Figure 3 ), with SWAT (conceptual) [102] , TOPKAPI (process-based) [103] , and HBV (conceptual) [104] being recurrently used. The empirical models SRM [105] and SNOWMOD [106] are also used in a significant number of studies, especially in snowmelt-dominated catchments of the Indus and Ganges basins. Half of the process-based hydrological models identified are applied in catchments located in the Indus river basin and one-third in the Ganges.
Many studies apply process-based models with a gridded distribution ( Figure 3 ). The sizes of the grid cells vary from 90 m [85, 107, 108 ] to around 50 km (i.e., 0.5 deg; [98] ), with a median of 900 m for the 28 distributed models. There is significant correlation between catchment and grid sizes with some exceptions in which large catchments are modelled at very fine resolutions, i.e., 265,598 km 2 at 107.52 m grid [109] . Some studies that use larger grid cells introduce sub-grid variability of land cover, glacier and hydrological processes [32, 51, 99] . The review revealed a significant number of applications of empirical models applied in a semi-distributed way using elevation bands [50, 95, 97, 110, 111] . Interestingly, many conceptual model applications combine the use of elevation bands with other spatial discretisation, mostly sub-basins [78, [112] [113] [114] but also grids [115] , thereby aiming to capture the influence of the extremely steep terrain together with the spatial variability of landscape features. The width of the elevation bands ranges greatly among studies, from 100 m [92] to 2000 m [116] , mostly related with the size of the studied catchment and the complexity of the snow and glacier sub-models used.
to 2000 m [116] , mostly related with the size of the studied catchment and the complexity of the snow and glacier sub-models used. Regardless of the detail in the representation of hydrological processes, the performance of a broad range of models in reproducing observed river discharges, volumes and seasonality in the reviewed studies appears good to high, based on the recommended ranges for Nash-Sutcliffe efficiency by Moriasi et al. [117] . This could suggest that the use of complex process-based models is unnecessary in the Himalayan region. For example, the conceptual HBV model [99, 118] outperformed the process-based VIC model [119] when applied in a 1-km grid in the upper Beas catchment in the Western Himalayas; the empirical SRM and conceptual GR4J models [50] had similar levels of performance to the process-based model J2000 [52] when applied to the Dudh Koshi catchment in Nepal. However, good baseline model performance does not necessarily mean that a model will produce appropriate hydrological behaviour when applied outside of the historical hydro-meteorological conditions against which it has been calibrated [49, 120] . In fact, a very dissimilar response to climate change is found in the Dudh Koshi catchment with increases in river discharge of 4.7 to 45.6% by SRM and 0.37 to 18.61% by GR4J models for the same range of scenarioneutral changes in precipitation and temperature [50] . In that regard, parsimonious models have limitations to representing the catchment response beyond calibration and validation conditions [121] . Models whose parameters hold stronger physical meaning (i.e., process-based and complex conceptual models) are believed to have better predictive capabilities as their parameters can be more reliably considered constant under divergent forcing conditions [122] , such as climate change, although they are more prone to equifinality problems.
In reference to the time scale, the daily time step is deemed appropriate for hydrological and water resource assessment in hydrologically complex regions in 88% of the studies. Only a few models are applied at shorter (i.e., hourly; [81, 82, 94, 115] ) or longer (i.e., monthly; [4, 42] ) time steps. Regardless of the detail in the representation of hydrological processes, the performance of a broad range of models in reproducing observed river discharges, volumes and seasonality in the reviewed studies appears good to high, based on the recommended ranges for Nash-Sutcliffe efficiency by Moriasi et al. [117] . This could suggest that the use of complex process-based models is unnecessary in the Himalayan region. For example, the conceptual HBV model [99, 118] outperformed the process-based VIC model [119] when applied in a 1-km grid in the upper Beas catchment in the Western Himalayas; the empirical SRM and conceptual GR4J models [50] had similar levels of performance to the process-based model J2000 [52] when applied to the Dudh Koshi catchment in Nepal. However, good baseline model performance does not necessarily mean that a model will produce appropriate hydrological behaviour when applied outside of the historical hydro-meteorological conditions against which it has been calibrated [49, 120] . In fact, a very dissimilar response to climate change is found in the Dudh Koshi catchment with increases in river discharge of 4.7 to 45.6% by SRM and 0.37 to 18.61% by GR4J models for the same range of scenario-neutral changes in precipitation and temperature [50] . In that regard, parsimonious models have limitations to representing the catchment response beyond calibration and validation conditions [121] . Models whose parameters hold stronger physical meaning (i.e., process-based and complex conceptual models) are believed to have better predictive capabilities as their parameters can be more reliably considered constant under divergent forcing conditions [122] , such as climate change, although they are more prone to equifinality problems.
Snow and Ice Hydrology
In reference to the time scale, the daily time step is deemed appropriate for hydrological and water resource assessment in hydrologically complex regions in 88% of the studies. Only a few models are applied at shorter (i.e., hourly; [81, 82, 94, 115] ) or longer (i.e., monthly; [4, 42] ) time steps.
The temporal and spatial behaviour of snow and ice are controlled by many factors, with air temperature, solar radiation, surface albedo, wind velocity, humidity, and heat transfer from incident precipitation controlling the melting and refreezing of the snow and ice packs [65, 66] . These processes along with infiltration of meltwater determine the magnitude and timing of meltwater contribution to stream flows. The reviewed studies demonstrate that these processes are defining factors for the hydrology in Himalayan catchments. However, the level of detail in their representation in models is not consistent across literature.
Possibly due to the fact that air temperature data are available and persistent across large areas [65] , the most common approach to representing snow and ice melt in the reviewed literature are simple temperature-index models ( Figure 3 ) that describe meltwater production as a linear function of air temperature at a rate defined by a constant-degree day factor that translates temperatures above a melting threshold to the melt snow water equivalent [42, 48, 87, 88, 91, 99, 114, 119, 123] . Detailed energy balance models are the least common [79, 94, 107, 115, [124] [125] [126] despite their more detailed process representation, most likely due to their much greater data requirements. Accounting for solar radiation is relevant in high elevation mountains in low latitudes since it can trigger melting even if temperatures are below the freezing threshold [4, 125] , contributing a significant fraction of total runoff in winter. It can have a strong impact on the spatial variability of melt processes in rough terrains in which topography (aspect, shading and slope) conditions the exposure of snow and ice sheets to solar radiation [84, 118] . Similarly, the common debris layers over Himalayan glaciers have been demonstrated to significantly affect their melting properties [52, 124] ; their effect can be represented by specific albedo values. These advances in understanding show the importance of solar radiation in snow/ice melt processes and suggest that distributed energy balance models should be used in preference to simpler temperature-index models to estimate melt contributions to runoff [98] . However, the fine spatial resolution of solar radiation data needed to represent these processes [127] can be compromised by the sparse data available at high elevations in the Himalayas. This situation has triggered the adaptation of the temperature-index models to incorporate other relevant processes for the snow/ice pack energy budget and make them less reliant solely on temperature. Enhanced temperature-index models add the radiation term to the melting equation and consider the snow/ice albedo. They can offer a good compromise by having the advantage of being sensitive to the effect of topography on solar radiation while having fewer parameters requiring calibration. They can also easily represent snow ageing by taking variable albedo values as a function of time [124] or temperature [82, 98, 115, 118, 128] with different decay functions. These and energy balance models can directly consider the influence of debris on glaciers by reducing ice albedo [83, 94, 107] and even the effect of thick debris layers on delayed melting [82, 108] . Dust cover on snow also increases albedo [129] and thereby accelerates snowmelt processes as reported in some of the reviewed studies [82, 130] . Whilst the recent evolution of debris and dust cover can be mapped using remote-sensing products (despite difficulties due to confusion with bare ground), spatial distribution of thickness and future changes in covered areas due to rock falls, weathering from steep surrounding slopes and wind transport are much more challenging to consider [82] , and are sometimes simplified to presence/absence segregation based on slope thresholds in valley glaciers of the Himalayas [52] . Studies that use simple temperature-index models try to introduce debris effects by using a specific empirical degree-day factor for debris-covered areas [79, 92, 108, 131] . Moreover, several studies introduce variations into the temperature index-based model that accounts for the melting induced by rain falling on snow or ice [95, 110, 132] , aspect corrections to degree-day factors [85, 108] , and seasonal degree-day factors [78, 92, [132] [133] [134] which indirectly represent the variation in melt characteristics between dry highly reflective fresh snow and wet lower reflective seasonally-aged snow.
A crucial aspect to ensure a correct balance between the diverse hydrological flow components is accounting for the evolution of snowpack and glacier volumes as they determine the available water that can potentially contribute to runoff. Snow accumulation also influences glacial ablation since it shields glaciers from solar radiation and prevents ice melting [135] . Unsurprisingly, snowmelt is considered in almost all of the reviewed studies but the snowpack itself is not modelled in 27% of them. In these studies, the variation in the snow-covered area over time, i.e., snow depletion curve, is an input to the model. Snow depletion curves are derived from satellite data products and, thereby, avoid modelling the evolution of the snowpack [48, 95, 136] . This approach is frequently applied to feed temperature-index models and their enhanced version in the empirical SRM and SNOWMOD [137] hydrological models [4, 48, 60, 95, 97, 110, 132, 133, 136, 138] , but it has also been used with the conceptual model HBV [80] and the process-based model HEC-HMS [88] . While this approach compensates for data scarcity in remote areas, it results in snowmelt being unconstrained by the depth of snow. When applied in climate change studies, future snow depletion curves are projected based on temperature [50, 89, [139] [140] [141] , but disregard the influence of precipitation-temperature relationships on snowpack formation which has obvious limitations to represent snowmelt water availability under future climate change conditions [120] . The contribution of ice melt from glaciers to total runoff was accounted for in 59% of the applications but less than 18% modelled the mass balance of glaciers [2, 51, 79, 85, 92, 94, 115, 130, 142, 143] . The remaining studies represent glaciers through a fixed ice mask derived from remote-sensing products, effectively considering them as infinite sources of melt water [61] . Two studies covering relatively small-sized catchments below 3000 m above the sea level [90, 144] do not consider snow nor ice in any way. There seems to be no relationship between the melt model type and the snow/ice variables considered, but notably all energy balance models consider at least the snowpack evolution.
There are other processes that affect the snow/ice mass balance that, whilst relevant to the long term stability of local hydrology, are more difficult to introduce into models due to the lack of data and the limited underpinning knowledge. Meltwater refreezing is an important process to represent the water-holding capacity of the snow and ice packs, as part of their storage effect [145] . It can be incorporated into energy balance models by considering the changes in internal energy in the snowpack or the glacier [94, 125] , but requires simplification in temperature-index models and their enhanced version through a refreezing coefficient [29, 31, 32, 82] . Avalanches result from large snow accumulations on steep terrain and are important for glacier nourishment and the redistribution of snow cover to lower elevations [52, 85] . They are empirically modelled in few reviewed studies through the introduction of a maximum snow water equivalent and a slope threshold [15, 81, 82, 84, 85, 92, 93, 128, 146] . Similarly, glacier dynamics, understood as the movement of ice sheets from higher elevations (mass gain) to lower elevations (ablation), plays a key role in the mass balance of glaciers and defines their resulting shrinkage/advancing behaviour. However, the very few studies that model it assume that basal sliding is the main movement process which occurs when a certain equilibrium shear stress is exceeded, but exclude internal creep or deformation (Weertman's equation; [147] ) to calculate the daily glacier speed [85, 108] ; or assume that basal shear stress is constant and use Oerlemans ice velocity equation [148] to route ice flow once every year whilst calibrating basal sliding and internal deformation parameters [84, 92] . Other processes such as compaction that define the relationship between snow depth and water equivalent [128] , and sublimation [115] are very rarely considered as they are poorly understood and model outputs are difficult to evaluate. The majority of these detailed snow and ice processes are aggregated in a temperature index or enhanced-temperature index melt models combined with process-based hydrological models with gridded spatial distribution.
In parallel to hydrological processes modelling, if the application purpose is analysing climate change impacts, snow/ice models should have predictive capabilities and be sensitive to changing future conditions, which supports the use of energy balance, or at least enhanced temperature-index models, and incorporate the relevant processes for snow/ice mass balance ensuring that calibrated parameters are suitable for the projection of climate change impacts. This is especially important in the western Himalayas and the Karakoram where a larger meltwater contribution is identified. Studies report annual average fractions of total runoff of 16-75% for snowmelt and 10-48% for ice melt in the Indus basin, 3-85% for snowmelt and 14-62% for ice melt in the Ganges basin, and 10-41% for snowmelt and 3-25% for ice melt in the Brahmaputra basin. The range of values is mainly due to the variety of sizes and elevations of the studied catchments with higher relative meltwater contributions associated to small high elevation catchments, while reduced meltwater fractions are found in larger catchments having a greater proportion of low elevation areas where monsoon runoff has more relative importance [98] . Therefore, the level of accuracy required to model snow and glacier processes should be informed by the size and elevation of the catchment. Notably, 50% of the studies which apply process-based melt models (i.e., energy balance models) are located in the Indus river basin.
In addition to general snow melt-accumulation processes, reproducing variations in the snow elevation line and glacier extent, which have already been observed in some areas [28, 149, 150] , is of concern with regard to global change studies. In such cases, the quality of meteorological data can be a limiting factor in complex topography regions as errors in meteorological variables at high elevations lead to erroneous snow and ice storages that will potentially lead to errors in simulated melt runoff [118, 151] . Hegdahl et al. [118] compared the temperatura index, enhanced-temperature index and energy balance methods coupled with a conceptual hydrological model at 1-km resolution concluding that model performance was more sensitive to the precipitation input, i.e., interpolation method, than to the melt model complexity. Therefore, adequate representation of meteorological variables at local scale should be considered a priority in future studies in the Himalayas. Models with spatial setups capable of properly capturing the evolution of the ablation-melt equilibrium are also required. Siderius et al. [98] simulated snow accumulation and melt with both land surface LPJmL [152] and JULES [153] , and hydrological models SWAT and VIC [154] of differing spatial and temporal resolutions and snow/ice melt modules (temperature index vs. energy balance), and concluded that the representation of elevation had a greater effect on the amount and timing of snow accumulation and melt than the model formulation, with elevation bands better able to capture the vertical heterogeneity of the terrain and the meteorological variables than grids. Whilst elevation bands capture vertical variations, they fail to represent horizontal changes that affect other hydrological processes suggesting that the combination of grids (or sub-basins) with elevation bands may offer improved spatial representation.
As mentioned before, the daily time step is generally used across the reviewed studies. However, intra-day variations can lead to snow melt and refreezing that cannot be captured by models that use time steps equal or longer than the day. In those cases, the use of daily active temperature (i.e., accumulated hourly positive temperature) instead of daily average temperature seems to improve modelling outputs [155] .
Model Setup
As important as the selection of the model type are the decisions made at the different stages of the model construction which can affect model performance and behaviour [49, 120] . These include decisions regarding the meteorological and landscape data used and the range and quality of measurements for calibration of the output variables of the model. The inaccuracies introduced in the results due to each of the involved elements (i.e., model, data and parameter) and their interaction should also be assessed to delimit the applicability and reliability of the results.
Input Data
Meteorological Data
In Himalayan catchments, all meteorological variables are affected by the high elevations and the irregular extreme topography. The challenge of this spatio-temporal complexity for hydrological modelling is compounded by the inevitably limited coverage of rain gauge and weather station networks which are unable to well-characterise the steep temperature and precipitation gradients [70, 151, 156] , leading to significant uncertainty in precipitation, evapotranspiration and melting. Thus, when point data from meteorological stations are used (which are often located at relatively low elevations), spatial prediction is necessary to provide an adequate representation of the variables across the catchment. More than half of the studies (63%) use point observational data only, especially in the Indus and Ganges basins (Figure 4a) . Simple methods such as the inverse distance [52, 79, 131, 142, 143] and Thiessen polygons [84, 90, 112, 157] , combined with lapse rates for temperature and precipitation taken from literature or derived from the existing point data, are the most frequently used to estimate values at unmeasured locations. Kriging [118] and angular distance weight [94] methods have also been applied. Many studies introduce seasonal variability to the temperature lapse rates [15, 48, 52, 80, 81, 138, 141] and to the vertical [141] and 3-D [15, 81, 82] precipitation gradients. Where temporal interpolation was considered necessary, spline interpolation has been used [115, 142] .
To compensate for sparse observational networks, some studies have either used a combination of point and gridded data for different variables (Figure 4a) , time periods and sub-basins [88, 94, 95, 118, 141] , or used gridded meteorological data of varying spatial resolution (i.e., from 5 km to 2.5 deg). In spite of the significant advance that gridded meteorological data products bring to the modelling of catchments with sparse meteorological stations, their spatial resolution is often still coarse or has shown deficiencies that limit their usefulness for hydrological modelling in steep terrain regions [118, 151] . Furthermore, the lack of surface observations necessary to validate and bias-correct these products undermines the intended improvements in the modelling capabilities and restricts the quality and detail of results. Precipitation is particularly complex to characterise in the Himalayas due to its high horizontal and vertical variability, and the fact that it can fall as rain or snow depending on the season. Not all observational stations are equipped to measure snowfall, thereby winter precipitation above the seasonal snowline is frequently underestimated [126] . The most commonly used gridded precipitation datasets to replace surface rain gauged data in the Himalayas are the remotely-sensed product Tropical Rainfall Measuring Mission (TRMM) [49, 88, 141] and the algorithm-based interpolated product Asian Precipitation-Highly Resolved Observational Data Integration Towards Evaluation of Water Resources (APHRODITE) [60, 95, 114, 142] . When compared with point data, APHRODITE shows poor reliability at high elevations [60, 94, 95, 126] , as does TRMM [80, 126, 134] despite some of its products having higher resolution. Contrasting one data source against the other in the Beas river basin, Remesan and Holman [49] found that the differences in time and space between them were significant and increased with elevation. Nevertheless, they provided very similar model performance after calibration, with TRMM yielding slightly higher values for Nash-Sutcliffe efficiency than APHRODITE. This clearly highlights the role that calibration can play in compensating errors in the input data. Two studies that compared the use of point observations and gridded data products for precipitation, HBV using TRMM [80] and SRM using APHRODITE [60] , found that hydrological models which used relatively dense precipitation ground data outperformed those using gridded products. This may be due to the capacity of station observations to better capture short lifetime events such as convective monsoonal rainstorms that occur at a valley scale [15] . However, this is only possible in small well monitored catchments as, in general, the number of stations available is not significantly correlated with the catchment size (Figure 4b ). The recognised limitations of TRMM and APHRODITE in the Himalayas has led to some studies modifying or adjusting them to improve their performance [53] . Wulf et al. [80] corrected TRMM using snow cover, air temperature data and precipitation ground data, and Lutz et al. [29] corrected APHRODITE using the glacier mass balance of major glacier systems as per Immerzeel et al. [151] .
In relation to temperature, Panday et al. [60] compared simulated discharge results for different data sources (point data with static lapse rates, point data with seasonal lapse rates and MODIS data) and concluded that point data with seasonal lapse rate produces better results for small catchments (<1000 km 2 ) but that MODIS is the best data source for catchments larger than 10,000 km 2 . This suggests that efforts should be directed to increase both the density of weather observation stations [146] and their integration with remote-sensing and re-analyses datasets to generate more accurate distributed data. Other gridded products found in the reviewed studies for precipitation and other meteorological variables include data re-analyses products (e.g., ERA, MERRA, GLDAS and CFSR) [107, 118] and regional climate models [77, 115, 126, 158] (see Table S2 in the supplementary material for the full list).
From the review process, it is possible to identify the distinct status of research across the Himalayas. Despite the fact that the density of meteorological stations is similar across the region, studies in the Brahmaputra tend to use gridded data in contrast to the Indus and Ganges. This could be related to the reliability of the data, its accessibility and/or maintenance. Ad hoc sampling campaigns are only reported by studies located in the Upper Ganges [15, 81, 82, 84, 133] and Indus rivers [92, 95, 159] . Altogether, this may explain the larger number of studies applying process-based hydrological models and energy balance melt models in the Indus and Ganges than in the Brahmaputra River.
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Landscape Data
Many spatial characteristics of a catchment or river basin influence the hydrological behaviour, including soil types, land uses/land cover, hydrogeology and topography. As with meteorological data, the resolution of such data should ideally be at least equal to the spatial discretisation of the model. However, spatial and attribute soil data are commonly only available in low resolution global datasets such as the Harmonized World Soil database [49, 98, 125] , the SOTER database [52, 79, 114, 160] , and the FAO/UNESCO Soil Map of the World [78, 98] . Moreover, most of the available datasets do not provide the hydrological parameters of the soil, which forces the modellers to use literature values or to calibrate them without local references. Hence, it would be highly beneficial for national and higher resolution information (e.g., National Bureau of Soil Survey and Land Use Planning-India for soil data) to be made publicly available.
Similarly, the land use/land cover inputs generally used are global products derived from satellites such as Landsat [94, 113, 161] , MODIS [107] and IRS-P6 [110, 118] that, despite their acceptable spatial resolution, are only available for recent years. Furthermore, the differential illumination caused by the rugged relief can cause imperfect land cover classifications; in fact, some studies explicitly describe the topographic corrections made to obtain a normalised reflectance [78, 139] . Specifically for snow cover, MODIS satellite products are the most used [89, 94, 97, 141] , sometimes combined with finer resolution Landsat products of fractional snow cover [80, 95, 128, 138] . Landsat products (7, 8, EMT+) are also frequently used to determine glacier extent [94, 107, 108] including debris coverage [81, 84, 95] . Glacier inventories like the Randolph Glacier Inventory [80, 118, 124, 142, 143] , the China Glacier Inventory [115] and the ICIMOD Glacier Inventory [134, 162] are also used to define glacier areas, but only provide a static image of the glacier extent.
Calibration
In the absence of field measurements to parameterise process-based models, and for conceptual and empirical models whose parameters do not have full physical meaning, it is necessary to tune selected input values through a calibration process. This can be done manually as a trial-and-error exercise [113, 126, 160, 162, 163] or using optimisation algorithms such as SCEUA [94, 118] , Rosenbrock [48] , Markov Chain Monte Carlo data assimilation approach [60, 79] or ensemble Kalman filter [128] . The objective function for calibration can be compounded with different performance criteria which drive the calibration differently [117, 164] . Among the reviewed papers, forty-four use the NashSutcliffe coefficient [83, 118, 126, 159] , which many combine with the percent or volume bias error [49, 143, 163] . Twenty-three studies consider three or more performance indicators [29, 52,88,93,114,157,160] . However, none of the studies use specific performance criteria for peak and 
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Calibration
In the absence of field measurements to parameterise process-based models, and for conceptual and empirical models whose parameters do not have full physical meaning, it is necessary to tune selected input values through a calibration process. This can be done manually as a trial-and-error exercise [113, 126, 160, 162, 163] or using optimisation algorithms such as SCEUA [94, 118] , Rosenbrock [48] , Markov Chain Monte Carlo data assimilation approach [60, 79] or ensemble Kalman filter [128] . The objective function for calibration can be compounded with different performance criteria which drive the calibration differently [117, 164] . Among the reviewed papers, forty-four use the Nash-Sutcliffe coefficient [83, 118, 126, 159] , which many combine with the percent or volume bias error [49, 143, 163] . Twenty-three studies consider three or more performance indicators [29, 52, 88, 93, 114, 157, 160] . However, none of the studies use specific performance criteria for peak and low flows which would make them more robust under global change conditions in which more frequent extreme flows are expected [29, 31] .
Given the aggregate consequences of the spatio-temporal complexity of hydrological processes within Himalayan river basins, the uncertainty in modelling inputs, the widespread application of distributed or semi-distributed conceptual and process-based models, and the intent within climate change impact assessment to go outside the observed hydro-meteorological conditions, it is important to have confidence that a given model is producing acceptable simulated outputs for hydrologically acceptable reasons within all aspects of the water budget (e.g., evapotranspiration, surface runoff, groundwater, snow and ice melt). Judging model outputs based on expert knowledge can help to ensure that the model appropriately reproduces hydrological signatures [165] of the historical period and provides a good basis for future hydrological projections. If the calibration process is insufficiently constrained by observations, many combinations of parameters values are able to represent the observed hydrological behaviour of the basin with similar goodness of fit [61, 77] . The equifinality of parameter sets [166] constitutes a source of uncertainty by itself and threatens the predictive capacity of the models for global change studies. For example, Remesan and Holman [49] and Remesan et al. [120] demonstrated how the compensation effect of hydrological model parameterization for input data and modelling assumptions uncertainty is 'hidden' during calibration, but subsequently affects the magnitude of future simulated climate change impacts when moving outside of the observed range of conditions. To constrain the calibration and avoid compensation of errors, limiting parameters ranges in line with similar studies [166] or based on expert knowledge [44, 167] is good practice. Spatial multivariable calibration is, however, the most recommended approach to address equifinality by using gauged river discharges at several points, along with actual evapotranspiration or snow cover. However, over 67% of the studies only evaluate the performance of the model against river discharge without considering any other hydrological variables. Other studies have combined discharge with snow cover [93, 128, 134, 163] , glacier volume [51, 95, 158] or base flow [110, 136] . Eight models have calibrated against three or more variables including glacier mass balance [29, 31, 83] and movement [84, 85] , groundwater levels [113] , or actual evapotranspiration [81, 82] .
Only three studies in the Ganges [15, 81, 82] and three in the Indus [84, 92, 159] collected part of their data from field campaigns to define parameter values (e.g., snow albedo, debris thickness and snow density) or for calibration (e.g., ice melt and velocity). The fact that field campaigns are rare amongst the reviewed literature and that they cover very small, high elevation areas emphasises the difficulties of data acquisition in the area, physically and due to geo-political sensitivities. However, a limited number of field campaigns could provide very useful data regarding snow/ice data and seasonal parameters if they were strategically designed. For instance, focused sampling campaigns above and below the equilibrium line altitude [82] or in locations identified as having higher uncertainty with the use of models [146] are efficient strategies that have proved to be very beneficial for the modelling outcomes. In the absence of direct measurements, most of these studies derive observed data from remote sensing products. For example, the spatial extent of snow and glaciers provided by optical and radar instruments is useful to check the agreement between simulated and observed presence/absence of snow and ice; radar observations are also useful to determine glacier velocity fields that can be applied to estimate ice thickness [168] . Nonetheless, information on snow depth is needed in order to check that the balance of snow accumulation and melt is correctly represented in the model [128] . For this purpose, further research to assess the potential of products such as dry/wet snow maps [169] is required.
In Himalayan catchments, the initialisation of snow and ice stores is especially important for providing realistic model conditions and long-term model behaviour. Ideally, direct field measurements should be used [84, 92] , but this option is limited by the lack of data availability in space and time. The possible bias introduced by subjective initial conditions can be reduced by using a warm-up period, which in the reviewed studies ranges from 1 year or less [15, 81, 114, 131 ] to 6 [86, 96] or 10 years [93] . While warm-up periods of a few years are sufficient for most hydrological storages, they may be too short in the case of glaciers as their response time is in the order of decades in the Himalayas [18] .
The length of the calibration period is also relevant to ensure that the model captures the historical variability of the hydrological processes, which influences model performance [70] . More than half of the reviewed models are calibrated using 5 years or less data [50, 89, 90, 111, 113, 128, 133] , whilst 23% use more than 10 years for calibration [77, 87, 115, 160] . Unsurprisingly, the studies that require satellite snow cover data fall into the former group, as these products are only available from 2000 to present.
Global Change Analysis
The climate change impact analyses on water resources adopt a wide variety of approaches defined by the scenarios, climate models and time horizons selected. A few reviewed studies address climate change using a scenario neutral approach as the way of implementing future changes in meteorological variables into the hydrological models [42, 49, 50, 89, 111, 128] . Nevertheless, the majority of the studies apply scenarios defined in the Special Report on Emissions Scenarios released in 2000 [78, 91, 140, 141] or the newer Representative Concentration Pathways from 2014 [81, 87, 143, 158, 160] . Almost all of them consider two or three emissions scenarios to account for future climate uncertainty related to emissions. It is also usual to use more than one Global Climate Model [108, 124, 159, 160] , with some studies applying between 10 and 20 models [78, 81, 130, 143] . Projections of those models are downscaled with statistical techniques in most cases [84, 85, 90, 91, 112] , followed by delta methods [2, 139, 143, 163] , with a few studies using one [131] , two [87, 113, 158] or three [124] Regional Climate Models.
Typically, the baseline scenario considered ranges from 10 to30 years. In some studies, it covers less than 10 years [2, 50, 89, 128, 163] , which can limit its representativeness for comparison with future scenarios. In general, most analyses cover medium-and long-term climate change projections through the application of independent time slices [113, 130, 139] , while less studies conduct long-term continuous simulations [92, 112, 158] . In the former case, it is difficult to initialise permanent high-elevation snow packs and glaciers due to the poor knowledge about their evolution and their drivers (unlike for seasonal low elevation snow packs where a warm-up period of a few years is sufficient). To avoid long-term continuous modelling, it is possible to use a warm-up period for initialisation of each time slice (e.g., 2 years in Refs. [78, 130] ) but, as for the baseline, periods of a few decades are recommended which implies computational requirements similar to continuous modelling. Alternatively, some authors consider different future scenarios for glaciers [2, 124, 134] , which account for a plausible range of futures but do not limit the uncertainty in future glacier dynamics and contributions to hydrological behaviour.
The review has shown that multiple studies have assessed the direct impacts of climate change on the water resources of Himalayan catchments through the hydrological consequences of changing temperature and precipitation. However, few studies have considered other impacts such as on water quality or the impacts of global change acting through, for example, land use change [78, 86] , as shown in Table 1 . None of the reviewed studies include other associated consequences of socio-economic change on water abstraction, reservoir storage capacity, hydropower and irrigation demand, which may be more important determinants of future water security than climate change [47, 170] . This omission may limit the usefulness of modelling outcomes as it obscures correlations between drivers and impacts. For instance, the impact of human water consumption change triggered by non-climate factors (such as population increase, improvements in standards of living) may be misattributed to temperature increase if models do not account for a relevant socio-economic component of global change [44] . There is still therefore a need for ongoing research to understand the integrated consequences of future changes in climate and socio-economics on the water availability, water quality, extreme events, hydropower generation, etc. in the region and the associated uncertainties [81, 140, 143, 146] . Such an understanding is vital to underpin the development of robust water management adaptation strategies in the Himalayan region that align with delivering co-benefits for future irrigation, hydropower, flood protection, and water supply infrastructure developmental projects [171] .
Treatment of Uncertainty
Given the combination of sparse climatological observations, the low spatial resolution of gridded weather datasets, the common use of global soil datasets, and the frequent application of distributed or semi-distributed conceptual and process-based models, considerable uncertainty is likely in the simulated historical hydrological outputs. Moreover, consideration of climate change adds a further cascade of uncertainty related to future emission scenarios, climate models, and downscaling methods [59, 70] . Despite this, 25% of the studies perform no uncertainty assessment. Amongst the studies that introduce uncertainty in some way, most of them analyse one (44%) or two (38%) sources of uncertainty. Figure 5 shows in a chord diagram the number of studies that account for diverse types of uncertainty along the modelling chain, including parametric, input data (historical and future), and structural uncertainty. The ribbons connect the uncertainty sources that are simultaneously considered in the reviewed studies, and their thickness and colour indicate the number of studies. For example, the dark-blue ribbon linking values 19 to 28 of the 'Soil' arch (i.e., uncertainty of soil parameters) with values 30 to 39 of the 'Snow' arch indicates that there are nine studies which simultaneously assess soil and snow parameters uncertainty. The turquoise ribbon between values 19-24 and 24-29 of the 'Emissions scenarios' arch means that there are five studies that only account for uncertainty in future greenhouse gas emissions.
Water 2019, 11, x FOR PEER REVIEW 15 of 27 future irrigation, hydropower, flood protection, and water supply infrastructure developmental projects [171] .
Given the combination of sparse climatological observations, the low spatial resolution of gridded weather datasets, the common use of global soil datasets, and the frequent application of distributed or semi-distributed conceptual and process-based models, considerable uncertainty is likely in the simulated historical hydrological outputs. Moreover, consideration of climate change adds a further cascade of uncertainty related to future emission scenarios, climate models, and downscaling methods [59, 70] . Despite this, 25% of the studies perform no uncertainty assessment. Amongst the studies that introduce uncertainty in some way, most of them analyse one (44%) or two (38%) sources of uncertainty. Figure 5 shows in a chord diagram the number of studies that account for diverse types of uncertainty along the modelling chain, including parametric, input data (historical and future), and structural uncertainty. The ribbons connect the uncertainty sources that are simultaneously considered in the reviewed studies, and their thickness and colour indicate the number of studies. For example, the dark-blue ribbon linking values 19 to 28 of the 'Soil' arch (i.e., uncertainty of soil parameters) with values 30 to 39 of the 'Snow' arch indicates that there are nine studies which simultaneously assess soil and snow parameters uncertainty. The turquoise ribbon between values 19-24 and 24-29 of the 'Emissions scenarios' arch means that there are five studies that only account for uncertainty in future greenhouse gas emissions. Given the relevance of melt processes in the studied catchments, parametric uncertainty of snow/ice melt processes is explored in many studies [15, 48, 82, 83] in combination with other Figure 5 . Number of reviewed studies analysing each type of modelling uncertainty. Some studies analyse more than two sources of uncertainty, thus the total number of studies across the sources of shown in the diagram differs from the number of reviewed studies. The term "Spatial distribution" refers to meteorological variables: point versus gridded data. Chord diagram built with CIRCOS [172] .
Given the relevance of melt processes in the studied catchments, parametric uncertainty of snow/ice melt processes is explored in many studies [15, 48, 82, 83] in combination with other parameters related to soil and vegetation [79, 130, 142] or with other uncertainty sources such as the meteorological inputs [60, 80] , and global climate models [113, 128] among others ( Figure 5 ). Uncertainty of future emission scenarios is often analysed, either on its own [85, 89, 90, 112, 115, 140, 157] or combined with global circulation models [42, 81, 84, 92, 124, 141, 143, 159, 160] (Figure 5 ). When more than two sources of uncertainty are considered, they mostly refer to soil and snow parameters, combined with climate change uncertainty [52, 113, 130, 146] , hydrological model uncertainty [77, 78] or spatial distribution of meteorological variables [60, 80] . The least-regarded uncertainty source refers to structural aspects with few studies analysing the variability introduced by different hydrological [50, 77, 98] or evapotranspiration models [49] , although the focus again is on snow/ice melt processes [78, 118, 119, 126] . The main technique used to analyse uncertainty in the reviewed literature is the deterministic sensitivity analysis [48, 49, 91, 111, 114, 126] , but Monte Carlo simulations [42, 52, 60, 77, 79, 128] , and Latin Hypercube sampling [113] have also been applied.
Research Gaps and Recommendations
It is acknowledged that many of the above-discussed aspects are, to some degree, shared with hydrological modelling in other mountainous regions of the world (e.g., Alps, Andes, Rocky Mountains and Pyrenees). Review studies in those regions highlight the lack of continuous ground observations at high elevations which cover all relevant variables [173, 174] ; varying quality of data [69, 70, [173] [174] [175] ; accurate spatio-temporal temperature lapse rates [69, 175] ; accounting for debris thickness effects [175] and gravitational and wind-driven snow redistribution [69, 174] as key factors of glacier and snowpack processes; whilst improved understanding of sub-surface processes related to melt water [173] , and enhanced regional climate projections [70, 174] remain challenges for future research. However, the remoteness of many parts of the Himalayas, indisputably the highest mountain range in the world [176] , further complicates ground data collection and measurement networks maintenance, resulting in increased data scarcity and unreliability with respect to other regions. The particular geo-political situation of the region, which can prevent 'sensitive' hydro-meteorological data from being shared or even collected due to conflicts related to water resources sharing in the Indus, Ganges and Brahmaputra transboundary basins [177] [178] [179] [180] , may hinder the identification of the main drivers of hydrological change and, thereby, the design and implementation of adequate adaptation measures. Moreover, the convergence of regional atmospheric circulation systems and complex topographic features in the region magnifies the challenge of representing reliable climate forcing data, especially precipitation, which is likely the major limitation hindering the advance of hydrological modelling in the region.
In light of the main points discussed, and based on individual studies which provide examples of good practice upon which to build, we offer our suggestions for how the different scientific communities should move forward with supporting improvements in the hydrological simulation of climate change impacts in the Himalayan region to inform adaptation planning:
1.
High-resolution meteorological and snow/ice data are needed to adequately capture variations in high-elevation snow/ice accumulation and low elevation melting that occur simultaneously during the Indian monsoon season, and that will potentially be affected by climate change. Given that the size, remoteness, low population density, and extreme topographical variation of the Himalayan region prevent the establishment of widespread dense ground-based observations, efforts should be directed to strategically design, implement and maintain cost-efficient high elevation monitoring networks in test catchments that enable the validation and improvement of distributed data for meteorological (i.e., remote sensing products, re-analyses and regional climate models) and snow/ice variables (i.e., remote sensing images to derive glacier movement, debris thickness, etc.). While data quality is improved, proposals for the correction of current meteorological products can be found in the literature [4, 29, 80] as well as novel methods to infer snow/ice mass balance-related processes [168, 169] . Where gauged flows are not available, the option to use remotely-sensed river discharges should be explored [181, 182] . 2.
To overcome data sharing sensitivities resulting from the existing geo-political situation and move towards desecuritisation of water resources, initiatives such as the Indus Basin Knowledge Platform (http://www.indusbasin.org) and transboundary research projects should be promoted by independent international institutions. Bottom-up strategies, targeted for example at stakeholders and civil society organisations [13] , in which scientific collaboration informs and encourages transnational political cooperation, have proved useful in other transboundary basins such as the Danube [180, 183] , although differences in the underlying political regimes would require such strategies to be tailored to the region. Recent initiatives for the Himalayan region such as a joint monitoring and an assessment programme which promotes transboundary collaborations and highlights the importance of research outcomes to inform action (HIMAP; [184] ), are especially promising.
3.
A combination of grids or sub-basins with elevation bands should be used to incorporate high-resolution data into models allowing the representation of high spatial variability of hydrological inputs and processes in Himalayan catchments, mostly caused by extreme topography. The size of the elevation bands is especially important to analyse climate change impacts as they determine the sensitivity of snow/ice elevation line variations to changes in meteorological inputs, while horizontal resolution is more relevant to the representation of spatial variability in different runoff components and the socio-economic aspects of global change.
4.
Projected changes in meteorological variables in the Himalayas are highly uncertain and represent conditions which are often very different to historical observations. To ensure that future projections in available water resources are realistic, a shift away from empirical models towards process-based models, or at least conceptual models that represent soil water balance and the resulting diverse flow components in detail, and do not assume continuation of relationships between existing process behaviours and meteorological variables, is needed. However, model selection should always be subject to the identification of the main hydrological processes in the studied system through an initial conceptualization. The abovementioned high-resolution data must satisfy the requirements of these types of models. This will also unlock the potential to improve assessments of global change impacts in the Himalayas by exploring the application of modelling advances to the region.
5.
For similar reasons, energy balance models are recommended to ensure a robust simulation of future climate change impacts on melt runoff. Enhanced temperature-index melt models are a good alternative to include the key effect of solar radiation in the absence of the high-elevation data characteristic of the Himalayas. Simplified models which do not constrain melt runoff by simulating snowpack and glacier mass balance should be avoided. Due to their relevance in the snowpack and glacier balance in the region, melt models should (where possible) incorporate modelling advances to represent the effects of seasonal behaviour of parameters such as temperature lapse rate which can be estimated with ground [185] or satellite data [186] ; snow ageing which can be analysed with remote sensing data [169] ; debris thickness effects on albedo through a melting lag factor [82] ; meltwater refreezing through additional coefficients [82, 187] and using active daily temperature [155] ; avalanches by defining a maximum snow water equivalent and a slope threshold [84, 128] ; and glacier dynamics by adopting basal sliding as the main movement mechanism [84, 85] . 6.
High uncertainty in hydro-meteorological observations in the Himalayas is likely to lead to significant equifinality of parameters and, therefore, to multiple behavioural models. Sensitivity of modelling choices in relation to input data, parametrisation and model structure should be characterised to understand the importance of baseline uncertainty with respect to future scenario uncertainty, in order to provide robust findings that inform impact assessment and adaptation planning.
a.
In line with point 1, input data uncertainty can be addressed with improvements in observational networks (i.e., spatial coverage including high elevations, diversification of monitored variables, and data transmission) to support advances in the spatial detail within gridded meteorological products, such as high-resolution numerical weather models, regional climate models, and fusion of ground meteorological data and remotely-sensed products.
b. Parameter uncertainty can be reduced by making use of the diverse available data sources of multiple hydrological stores (e.g., snow water equivalent [128] ; glacier depth [31] ; soil moisture) and fluxes (e.g., actual evapotranspiration [81] ) and their spatial distribution in the model calibration and validation. Furthermore, improved understanding of the relevance of the different flow components in total runoff through capitalization of expert knowledge [165] and more detailed studies (e.g., stable isotope tracing [136, 188] ) would be beneficial. c.
Uncertainty in the future evolution of global change:
i. Can be reduced by improving the representation of future Himalayan climate with advances in the downscaling of global climate models and the bias-correction of regional climate models. ii.
Can be accounted for by considering a wide range of emissions scenarios and socio-economic changes, including land use, water demand and water management [47] . iii.
Can be constrained by initialising permanent snowpacks and glaciers which have long lag times by performing continuous simulations, or with long warm-up periods, to generate realistic future contributions of melt to river discharge.
To some extent, the advances and challenges identified for modelling global change impacts on water resource in the Himalayas can also be of use to improve flood modelling studies. However, it is important to consider that water resource assessments require continuous hydrological models with a time step that does not usually go under 1 day and relatively simple flow routing, while hydrodynamic models for flood studies tend to be event-based and require higher temporal resolution and flow routing detail. This has implications on the importance of certain data inputs, e.g., initial conditions of hydrological storages, land hydraulic properties and sub-daily gauged flow time series, and therefore on the whole model setup.
Conclusions
The present review of relevant hydrological modelling studies across the Himalayas, takes into account the diverse climatic conditions in the region and the relative importance of hydrological processes at different spatial scales. Current practice indicates that distributed process-based hydrological models coupled with temperature-index melt models are predominant in simulating the direct impacts of climate change. Science has evolved in relation to snow and glacier modelling, but such advances are not systematically carried over in new studies with the subsequent risk of over-looking relevant processes for high-elevation hydrology. Limitations in input data (particularly related to their availability, reliability and spatial resolution) lead to significant uncertainty in the ability of models to confidently project climate change impacts on water resources and hydrological behaviour over medium and long timescales in the region.
The consideration of relevant snow and ice mass balance processes, integration of local data for the evaluation/correction of global data and multi-variable calibration, the consideration of meteorological inputs sensitive to topography, as well as quantification of uncertainty are fundamental to provide a sound basis for decision making in relation to global change adaptation. The suggested improvements in modelling practice will provide a more robust understanding of the future changes in river discharges and seasonality arising from the complex snow and glacier evolution. This will support a more reliable development of adaptation strategies to balance competing needs of water users in these regionally-vital river basins, reducing the likelihood of over or under-adaptation.
Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/11/6/1303/s1, Table S1 : Reviewed papers database containing all the compiled information: referencing data, studied river basin(s), country, large Himalayan river basin, total, forest and glacier area, elevation range, anthropic impacts, meteorological data discretisation, number of meteorological stations, gridded data source, calibration variables, number of flow gauges, number of sampling campaigns, hydrological model name and type, hydrological components, modelling time step and spatial discretisation, snow/ice melt model, details of snow/ice melt model, representation of variance of snow/ice cover with time, initial values, calibrated parameters, calibration technique, uncertainty components assessed, model performance, period of analysis, percentage of runoff from snow/ice, problem analysed, detail of climate change analysis, downscaling method, conclusions, and research gaps, Table  S2 : List of gridded meteorological data used, type of product, variable(s) provided, resolution and number of studies that use them. 
Author Contributions
