PRELIMINAFUES AND STATEMENT OFTHE MAIN RESULT
We shall fix some notation relative to atline Weyl groups. The basic reference is 121.
1.1. Let E be an affne euclidean space of finite dimension I > 1, with a given set Sr of hyperplanes. Each HE.?
defines an orthogonal reflection e + euH in E with fixed point set H. Let a be the group of affine motions generated by the u, (HE Sr). We shall regard 0 as acting on the right on E. We shall assume that Q is an infinite discrete subgroup of the group of affine motions of E, acting irreducibly in the space of translations of E and leaving stable the set Sr. It is known that the connected components (= alcoves) of the set E -U,,.F H are open simplices and that 0 acts simply transitively on the set X of alcoves.
Let S be the set of a-orbits in the set of faces (= codimension 1 facets) of alcoves. Then S consists of 1 + 1 elements which can be represented as the I + 1 faces of any given alcove.
For s E S we define an involution A + SA of X as follows. Given an alcove A, we denote by SA the alcove # A which has with A a common face of type s. The maps A + sA generate a group of permutations of X which is a Coxeter group (IV, S) (an afIine Weyl group). We shall regard W as acting on the left on X. It acts simply transitively and it commutes with the action of Q on X.
Let F be the set of directions of hyperplanes in Sr (a finite set with v elements). For any subset s3; CR, we denote by 3; the image of 5 in 9.
A special point is a O-dimensional facet v of an alcove such that the number of hyperplanes HE fl passing through v equals V. A quarter with vertex u is a connected component of the set Eu H. HEF tf3r It is an open simplicial cone. It has I walls. If u is a O-dimensional facet of an alcove, we denote by J2, its stabilizer in R and by W,, the stabilizer in W of the set of alcoves A containing v in their closure. W, is generated by 1 elements of S; it is a maximal parabolic subgroup of W. Let w, be the longest element of W,.
We now choose, for each special point v, a quarter 5Y: with vertex u in such a way that for any two special points u, u', the quarter a:, is a translate of %'i. Let V'; be the quarter which is symmetric to V',' with respect to u. We shall denote by A: the unique alcove contained in 56": and having 0 in its closure, and by A; the alcove which is symmetric to A,t with respect to a. Let o, be the element of 0, such that Ai w, = A; = w,A ,'.
Let Sr* be the set of hyperplanes HE jr such that H is a wall of g',t for some special point u. The connected components of E -UHE f* H will be called boxes. Clearly, any alcove is contained in a unique box. If u is a special point, we denote by l7, the box containing A,:. Note that n,. c F: and that u ++ l7, is a l-l correspondence between special points and boxes. Let fl, be the box containing A;. We have n; =Z7,,w,,.
If HE F, the complement E -H has two connected components. One of them, EL meets G?i for any special point u. The other one, EH is disjoint from FY',t for some special point u.
1.2. The following statement is easily verilied. Let H, E Sr*, H EF such that H, H,, are not parallel and let H' = Ha,,. Then E~u~~=E~,,E&,~=E~.
1.3. Let A be an alcove. We associate to A the subset Y(A) c S consisting of those elements s E S for which A c EL, SA c E; , where H is the hyperplane in jr supporting the common face of type s of A, sA. It is easy to see that P(A) is always non-empty and # S. It has 1 elements precisely when A = A: for some special point u. Note also that for any special point u and any alcove A, the set SY(Aw,) is just the complement of Y(A) in S.
1.4. Let A, B be two alcoves. We associate to A, B an integer d(A, B) as follows. There are only finitely many hyperplanes HER which separate A from B (i.e., such that A, B are on different sides of H). We count these hyperplanes with alternating signs; a hyperplane His counted with +l ifAcE;,BcEG andiscountedwith-1 ifAcEi,BcE;.Thesumof these *I over all HE .F separating A from B is denoted d (A, B) . This is similar to the length function I on the Coxeter group (W, S): if w E W and A, B are two alcoves such that w(A) = B then I(w) is the number of hyperplanes H EF separating A from B (all counted with + sign). It is clear that for any special point U, we have A<BoBw,<Ao,.
Further properties of < will be established in Section 3.
(15.1)
1.6. Let q be an indeterminate. The Hecke algebra A? associated to the affine Weyl group is the Z [q, q-II-algebra which, as a L [q, q-'J-module, has basis elements T, (one for each w E IV) and multiplication defined by the rules V's + 1 NT, -4) = 0 (s E S),
(1.6.1) T,,.T,,,, = T,,,, if I(w) + l(w') = ~(ww').
(1.6.2)
Let A be the free Z[q, q-']-module with basis corresponding to the alcoves in X. There is a unique R-module structure on M such that, for A E X and s E S, we have and let 4, be the R-submodule of A generated by e,.. We can now state our main result. Remark 1.9. With the notations in the Introduction and with the identification E = V we should conjecturally have c,,, = p*" (l) for any two alcoves B <A. When q = 1, the condition DB E -4, becomes simply the condition that D'(1) is RJnvariant. Also, when q= 1, condition (ii) is clearly a consequence of the B,,invariance.
1.10. In Section 9 we shall give an alternative description of the subspace -6, C. SY which does not involve the Hecke algebra. Thus Theorem 1.8 could be formulated without using Hecke algebras.
THE SUBMODULE~@C,XAND
INTERTWINING OPERATORS 2.1. Let XT be a complete family of hyperplanes in X* parallel to each other. The connected components of E -U,, 7; H will be called strips. For any strip U, the boundary of U consists of two hyperplanes in 5; one of them, a+lJ is such that U c Eatu while the other one, a-U is such that UC E,+-,.
2.2. Let -4 be the L[q, q-'I-submodule of J spanned by the elements f, = A + Au,, where A is any alcove and, if U denotes the strip containing A, we have H = a+U. It is clear that the elements f, form in fact a basis of . 4 over E [q, qP 'I. 2.3. Let HE .7: and let v' be a special point. We define an integer d'(H, v') as follows. It is 0 if v' E H. If v' & H it is f the number of connected components of the segment joining a point v E H to v', from which we have removed all points which lie in some translate H' of H, H' E F, the sign is taken to be + if v' E Ei and -if v' E EH .
If H, H' E ,FT, we define d'(H, H') to be d' (H, v') , where v' is any special point on H'. If s 6C Y(A), we have
If s E 19(A), we have
It follows that A' = sA. We have T,(A+A')=q(A+A'),
It follows that L = F(U). Let A" = Au,. Direct computation shows that Tsf, = qd,fc-f, +fAl, V,fA) ef = Ts(f, 0,) = qd"H*H"u4 "OH -f,,, + dI4 kJ*
The lemma is proved.
LEMMA 2.5. Let A be an alcove contained in the strip U and let H=a+UE.FT.
We have d(A, Au") = 1.
Proof. Let v be a special point on H such that A c E',t. It is easy to see that there exists a sequence A = A,, , A,,..., A,, of alcoves such that Ai = siAip, for some si E ip(A i-,) (i = 1, 2 ,..., n), A,, = AT (see, for example, Lemma 3.6 .) It follows that Ai c U for all i. As we have noted in the proof of Lemma 2.4, we must also have si E L4(,4,-, a,) (i = 1, 2 ,..., n). It follows that d(A,, A,a,) = d(A,, A, uH) = ..= d(A,, Anon). Thus, we are reduced to the case were A = A:. But in this case, the equality d(AJ, Aza,) = 1 is clear, since H supports a face of A:. LEMMA 2.6. Let v be a special point and let HE 3:. Then e,. E 4 and e,O, = qd'(","'euOM.
Proof. Let H, be the unique hyperplane in 9-T passing through v. We have et, = C fA A cE<, T31, and e,e, = 1 qd'(H,Hl)fAuH,OH = qd'(HqHl' C f,, = qd'(H*("el,UH.
A 'Ef, A ' = hi,u,, Ii31~
.T' 3LYrH DEFINITION 2.7. ,@' is the R-submodule of J? generated by the elements e, , where v is any special point. Lemma 2.6 shows that , and that the R-linear map 8, maps -X0 into itself for any HE ;TT. (1.4.1). Now any element in 0 is a product of reflections uH, (H' Ejr). Any such uHJ belongs to 0, for some special point v and hence it is a product of reflections with respect to the walls of %?? z. It follows that any element in Q is a product of reflections uH where H is in some XT. Hence it is enough to prove the existence statement in (a) in the case where w = uH, H E FT. In this case, we shall take e, = f3,. It remains to check the identity 2d'(H, v) = d(A&,, A;).
But this follows immediately from Lemma 2.5 and the proposition is proved. 2.9. According to 16, Sect. 11, the ring Z has a unique automorphism h + i of order 2 such that 4= q-' and T, = r;!, for all WE w.
A map f between two Z modules M, M' is said to be G&unilinear if it is additive and satisfies the identity f(hm) = h;f(m) for all h E Z, m E M. We have the following 2.14. We shall now reformulate Theorem 1.8. With the notations of that theorem, we make the change of variable
(2.14.1)
Condition (ii) in 1.8 can now be written qd'A~*C'QA,C(q-') = QA, *c(q). This is equivalent to the condition (p,,(Dc) = q-d'A:*C)Dc = qm'*,'C'D,, which, by the previous corollary, is equivalent to the condition 06,(Dc) = q-"""D, and this is also equivalent to the condition G6(Dc) = q-'(')Dc, where 6 is any length function on X. Since rp, maps 4, onto x,, we see that Theorem 1.8 is equivalent to: When f = e,. , the result is obvious, since each g-orbit contains exactly one alcove having v in its closure. Assume now that w = SW' > w' (s E S) and that T,,.,e, = C cAA, where CAEr c, = q'("" for any 0. We have T,,.e, = C c>A, where
Note that P(A) is the same for all A in a given orbit b. Assume first that SEY(A) for all A E@. Then zErc>A= CAEr ((q-l)c, +cJ
Neti we assume that s & Y(A) for all A in 8. Then CAEr c'A = q ZAG,. csA = 4c AESr c, ='("') = q'("). The lemma follows. (A, B) . Assume the contrary. Then AcE&nE&,nE;, BcE$n E;,, n Ei (H" = H'a,). The three distinct hyperplanes H, H', H" have a common codimension 2 subspace; therefore, the complement of HUH' U H" in E has six connected components each of which is of the form E,$, n E,$, n E,!j (only six of the eight possible choices for f actually occur). One of these components is EL, n E,& f? Ez (it contains some U,'). It has a unique common wall with any component which involves two + signs and one -sign; in particular it has a common wall with EH+, n E&n E,y. This wall is necessarily H, and it follows that o,(E,+, n E& n E;) n (EH+, n E&f n E;) # 0. But u,(E,+< n E,',, n E,) = E;,, n E;, n Ei and we have a contradiction. PROPOSITION 3.2 . Let A, B E X, s E S. If B < sB, sA < SB then A < sB.
Proof
We may assume that SA < A, SA < sB since otherwise the result is clear. There is a hyperplane HE .F such that sA < SAU, < sB, d(sA, SAUL) = 1. If the hyperplane separating SAU, from Au, is H then SAU, = A hence A < SB as desired. Hence, we may assume that H does not separate SAU, from Au". Lemma 3.1 shows that SAU, c EG , hence Proof: It is well known that, for any w E W and any alcove B E X, the length f(w) is equal to the number of hyperplanes HE ST separating B from w(B). With the assumptions of (a), we see that I(ww,) is the number of H EF separating A; from w(Az). This set of hyperplanes contains all f(w,) hyperplanes passing through v. The remaining hyperplanes are precisely those which separate A ,t from w(Az) and their number is l(w).
This proves (a). Now let w be an arbitrary element. It is easy to see that there exists an element w' E w W,, such that w'(AJ) c g','. The lement w' satisfies l(w'w,) = Z(w') + Z(w,). But there is only one element in wW, which satisfies (a). Thus, if w satisfies (a), then w = w'. This proves (c). To prove (b), we note that for any hyperplane HE F separating A: from A, we have A; cE,.
Thus, every such H contributes +l to d(Ai, A) so that d(A:, A) = I(w). On the other hand, d(A;, A:) is clearly equal to I(w), since for each hyperplane H' ET separating A; from AZ we have A, cE-H,. It follows that d(A;, A) = d(A;, AZ) + d(Az, A) = l(w,) + I(w) = zyww,,). PROPOSITION 3.7. Let A, ,..., A, be alcoves in X. There exists B E X such that A i < B (1 ,< i < n) and there exists B' E X such that B' < Ai (1 < i < n).
ProoJ It is enough to prove the existence of B', for then we can use (1.5.1) to deduce the existence of B. Let u be a special point such that A , ,..., A,, are all contained in %?J. Using 3.6(b), we see that A: < Ai for i = l,..., n. Hence, we may take B' = Ai.
SOME ESTIMATES
The results in this section will be used in Section 5 to prove the existence of the elements D,. 
It is then enough to prove that p, < n in case (a) and p, < n -1 in case (b). We shall use the following description of n. For any quarter %?', let X(q) be the set of all i E F such that for some HE 9-with direction i, we have 'Z c E; . The following facts are well known: Proof. Let w E 52 be the element sch that VW = v, A:w = A. For each j, 1 < j < k, let Hj be the unique hyperplane in F separating sjsj-1 s,(A,t) from sj-, ... s,(Az). Our assumption implies that some translate of V',t is on the same side of H, as s,~s,~-, '. s, (A,? If we assume that sk ... s,(Az) cn, then, for all j, 1 <j< k, we have s,~ . . s, (A ,t ) c n,. and Hi is not parallel to any of the walls of 97:. It follows that H,io is not parallel to any of the walls of Q.
We shall prove the lemma by induction of IS(GY)l. Assume fist that .7(E) = 0. Then A = AZ and our assumption implies that A < s,(A) < s2s, (A) < ... < sk .. s,(A) so that p = 0. Next, we assume that IS(U)l = 1 and that sk...s,(,4,t)cZ7,.
Ifwe havep> I, then HjwEX(V)for somej, 1 & j < k and it is not parallel to any of the walls of Q. But it is easy to see that, if Q is not a translate of %?z, then X(a) must contain some hyperplane parallel to a wall of Q. Thus, in our case (A # A:), we must have
Next we assume that p > 1. Let H be the unique hyperplane in ST separating St1 ... s,s,(A) from J,, . . . s,s,(A). Let u'= "CT", A' =Auff, Q'=GFtS,.
We If we are in case (a) or if we are in case (b) and V' # SF:,,, we may assume that the lemma is already proved for u', A', s, ,..., sk. (Note that IS(V)! < IS(@ by (4.2.2) .) It follows that p -1 < IS(@Y')l, in case (a) and p -1 < IS(5P)l -1 in case (b) and the desired conclusion follows. If we are in case (b) and Q' = @z, we can only deduce that p -1 = 0. But in this case, as we have seen earlier in the proof, Y(V) contains both a hyperplane parallel to a wall of SF and one not parallel to any wall of SF. Thus IX(g)l> 2 and we again have p < IS(@)1 -1. The lemma is proved.
COROLLARY (of the proof). With the notations of Proposition 4.2(a),
let B be an alcove such that B Q y(Ai) and such that d,YCA,t, has degree equal to fd(B, y(Az)). Then B = y(Az)r for some translation 7 E R.
Proof With the notations as in Lemma 4.3 we must show that, if p= IS(Q then sk .'. ,E,, ..: f*, ... s,(A) is equal to sk ... s2s,(A:)7 for some translation in a. When p = 0, this is obvious (7 = e) . We use induction on p. Assume p > 1 and let H, v', A', Q' be as in the proof of Lemma 4.3. We have p -I < I.F(V')l < lS(5F)l, hence p -1 = 9(P).
The The following result appears in [6, (l.l 
There is a unique element Cz E X such that cz = q-""'Cz and Cz = Cygw Py.,,.Ty, where P?,,,. E Z[q] has degree <f@(w) -I( y) -1) for y < w and Proof. It is well known that the elements y' < wwO are precisely the elements y' = yz, where y < ww,,, I( yw,) = I(y) + l(w,,) and z E W,.. Moreover, according to [6,2.3 .g] we have P,,,,CH,I, = P,,,.,.,,.,,.,. for such y and z. Note also that TYTz = T,,: for such y and z. Thus, = T;' L P,,,,.,.,.T,,(A,) = C;,., A,. y'< WW1~
The same computation and the identity (CZ E wr r,) . TzI = q'(' ') ,& wv Tr (r' E IV,.) shows that C$,.,T,,(A;) = q'(")Dc.
Taking sum over all z ' E W,,, it follows that
We now apply to this equality the anti-linear involution Gs. We get 2(a), this shows that the terms with y < w do not exceed the prescribed degree for QA,c. If y = w, then P,,,, ,,,. wH,I, = 1; however, since w(A,?) c l7,,, we have the sharper estimate for ti A:w(l,t) given by 4.2(b) so that these terms will still not exceed the prescribed degree for QA,=.
To end the proof it remains to show that QA,c = 0 unless Co,. < A. But we have seen in 2.14 that, since D, E &, the condition @*(D,) = q-""'D, is equivalent to the condition Let Z'={U'E WJ3B,CEX,B3u,~3v',rcrB=C} and let r be the subgroup of 0 generated by the reflections in the walls of V',' which pass through u'. Then for any C E X such that c 3 t)', there exists y E r such that CJJ c wz (and, of course, G 3 v') . Hence, if u' E Z', so that for some B, C E X, 13 v, C3 v', u'B = C, then we can find y E r such that the element I( E W taking By to CJJ is in Z WV. But from u'B = C it follows that u'By = Cy, hence tl' = u. Thus, we have shown that ZW, = Z'. But it is obvious that W,, Z' = Z'. Thus W,,Z W, = ZW, as claimed. Let Z, be the set of elements of ZW, which have minimal length in their left W,,-cost. Then ZW, = W,,Z, and It remains to use the following fact. For any A E X, we have c TX@) = fe,., X'E W", where u" is the intersection u'R nd and N is the length of the element in W,,, taking A;,, to A.
6.3 Proof of Theorem 6.1. The elements T,,,e, described in the Theorem are in l-l correspondence with the alcoves in X each alcove A can be written uniquely as A = w(A:), where u is a special point and A c 17,. Moreover, by Proposition 4.2, we see that T,,,e, is equal to w(A:) plus a linear combination of alcoves B such that B < w(A:). It follows immediately that the elements T,,,e,(w(A:) c n,) are linearly independent. It remains to prove that the following statement holds for any integer k > 1: the h[q, q-l]-submodule &k c & generated by the elements T,e, (w(Ai ) c l7,, u special point) and by the elements T,e, (u special point, l(w) < k) must contain all elements T,,,e, (u special point, l(w) = k). Let u be a special point and let w E W be an element of length k. Assume first that w(Az) d 59:. By Lemma 3.6, we can write w = w1 . w2, I(w) = Z(wi) + Z(w*), w2 E W,, w2 # e. But then Twe, = T,,,, TW2ev = q '(W2)T,,,,e, E&k since Z(w,) < k. Next, we assume that w(Az) c 'iiF:. Let u' be the unique special point such that w(A;) cl&,.
We must have u' ET. Let x,y E W be such that x(Az) =A$,, y(A$) = w(Az). By Lemma 3.6, we have d(A:, AZ) = I(x) (since A,+, c a,+), d(A,+,, w(A:)) = 0) (since ~(4) = K?), W,+, w(A:)) = Z(w) ( since w(A:) ~a:).
Using (1.4.1) it follows that I(w) = Z(x) + Z(y). We have yx(A:) = w(A:) hence yx = w. It follows that T,, T, = T,. With the notation of Lemma 6.2, we have We have y(A i,) c J7,, hence ~$4 z,,) c n,,, for any u" E z&J hence the righthand side of (6.3-l) is in pk.
Among the terms of the sum over z E Z, one is z = x, since x(-4,+) = Ai. is contained in SF',' and contains u' in its closure. That therm contributes to the left-hand side of (6.3.1) by T,T,e, = T,e,. We now consider some zEZ, z#x. Let uE IV, be such that u(z(A:))=A,+,.
Wehave uz=x. By Lemma3.6, we have d(A:,A,f, ) = I(x), d(A:, z(A: )) = l(z). Moreover 4+&%$5) = l(u) ( since F(A:) 3~'). Using (1.4.1) it follows that l(u) + Z(z) = I(x). It follows that l(z) < l(x) (since u # e), and hence the term T,,T,e, is a linear combination of elements T,,,, e, with E(w') < k. Thus, (6.3.1) shows that T,,,e, E pk. The theorem is proved.
THE UNIQUENESS OF THE ELEMENTS D,
7.1. A subset I of X is said to be bounded above if there exists an alcove A, such that A <A, for all A E I.
Let A be the set of formal Z [q, q-II-linear combinations CA a,A of alcoves such that the set of A for which aA # 0 is bounded above. This is in a natural way a Z [q, q-'1 module (if two sets of alcoves are bounded above, then so is their union, see Proposition 3.7). It is even an X-module in a natural way: We shall take f, = EA = T,,,e,, where, for a given alcove A, w E W is defined by the condition w(A:) c n, (o special point). It follows from Proposition 4.2 that E, is a finite Z[q]-linear combination of alcoves <A and that A appears with coefficient 1.
The discussion above shows that any element of A can be written uniquely in the form 2 BGAO rBEB (r, E Z[q, q-l]) and that, conversely, any infinite sum CBGAo B B r E is a well-defined element of A@. We shall now extend the map 9, : M' -+ A@' (where 6 is a length function on X) to a map 6, : d + A, as follows. We define
The last infinite sum is well defined, since Qs(EB) is equal to q-"'B'EB plus a finite Z[q, q-l] Using 3.4 and 3.6, we see that this equals q -scB)B + (combination of alcoves B' < B). On the other hand, by 6.1, this is a combination of elements E, (A E X). It follows that it equals q -scB)B + (combination of elements E,,, B' < B), as claimed.
In the same way, we see from 6.1, that for any s E S and B E X, T, EB is a linear combination of elements E,, where B' Q B or B' < sB. Using the fact that @,(T,E,) = T;'@,(E,), it now follows immediately that 4s : A +A# is an Z-antilinear map. It is also clear that &', = 1. We now define elements follows from &#,) = q-6(AfEA + (combination of 8, B < A).) Also 9B,A is independent of the choice of 6 (see 2.11). We can now state the following result, which strengthens the uniqueness part of Theorem 1.8. (7.3.1) A&C We shall show that this system of equations for Qa,c has at most one solution if QA.c is required to be a polynomial of degree < f(d(A, C) -1) for A<CandQ,,,= 1. We may assume that A < C and that the uniqueness of Qs,c has been already established for all B, A < B < C. Then (7.3.1) can be written in the form QA,c -qd'A,C'~A,C = known (7.3.2) (since 9A,A = 1). But QA,C must be of the form xi a,q' (i is an integer 0 < i < f(d(A, C) -I)), hence qd'A9C'QA,c must be of the form s bjq' (j is an integer f(d(A, C) + 1) < j < d(A, C)). Thus, there are no cancellations in the left hand side of (7.3.2) and QA,c is uniquely determined. This completes the proof of Theorem 7.3 and hence that of Theorems 2.15 and 1.8. COROLLARY 1.4. Let t: E + E be a translation which leaves Sr stable.
Then QA,c = QAr,cs for any A < C in X.
ProoJ: This follows from 7.3, since r is compatible with <, d and ds. We now prove the following result, which is analogous to [6, (2.3.a Assume first that s E Y(C). Let w' E W be such that w'(A;) = C, where C cl&.
We have seen (5.2) that D, = ($,A;. The hypothesis s E Y(C) implies that SW' < w'. By [6, (2.3 .g)] we have then P,,w, = PsJ,,,, for all y E W so that C$, can be written in the form (1 + T,) h for some h E GE It follows that (T, -q 
In other words, the basis elements d, are just permuted by the intertwining operaors. Moreover, the action of T, is completely determined by the graph described in 8.5 and by the function .Z on the edges of this graph.
Using the identities T,(fi,O,) = (T,b,) 0, and Y(C) = P(C * o), we obtain COROLLARY 8.10. The *-action of R on X is compatible with the graph structure of X. Thus, if A, C are joined and w E 0, then A * w, C * o are joined; moreover, we have @(A, C) = F(A * w, C * w). In [9, (4.1.5) ], Matsumoto associates to A an Z module 11. His definition can be reformulated as follows: AP~ is the C-vector space spanned by all infinite formal linear combinations F, = CwEir l(o-') q-s(cw)'2Cco (C E X) . This is again a vector space of dimension equal to the number of orbits of K on X. The Hecke algebra acts on it naturally (see 7.1). Now each element a,* can be expressed as a finite linear combination of elements F,, ; this gives an R-module homomorphism AA +J; which is clearly non-zero. Hence it is an isomorphism whenever Aj, is irreducible (which is the case for generic A). However, in general, it is neither injective nor surjective. For example, in the rank one case, it fails to be an isomorphism for a unique choice of A. Note also that in our model, the intertwining operators are everywhere defined, while in Matsumoto's model they have poles and hence are not everywhere defined. 9 . A CHARACTERIZATION OF&, 9.1. In this section we shall give an alternative description for 4, which will not involve the Hecke algebra R.
Let u be a special point and let 6 be a fixed length function on X. Let H be a fiwed wall of qJ, and let R, be the infinite dihedral subgroup of Q generated by the reflections in the hyperplanes in .Y parallel to H. The restriction of 6 to any fin,-orbit in X is a bijection between that orbit and E (see Lemma 2.5) . For any alcove A, we define a sequence of alcoves A =A'O' A(') A'2' in AQ, by the requirement ?I@"') = 6(A) + j if A c EL and by 'the ;equiLlment &I"') = 6(A) -j if A c E; . Clearly, (Au,)"' = (AU')a, for all j > 0.
Let f = 'JJ f, A E A. We define a new element r,(f) = CA &,(f)A E A by the formula Clearly, &,(f) is well defined.
We can now state 9.4. We shall now prove the Proposition 9.2 assuming Lemma 9.3. We assume that f f 0 satisfies the condition (PH) for all walls H of %Y:. Take N in the lemma as small as possible. It is clear that we must have 3" # 0 for some A. We can find o E 0, such that A * o c FL. Lemma 9.3 shows that 3" *w = L. Thus L # 0 for some A c gl, hence fA # 0 for some A c GYz. Let
We have mr> 0. We shall prove that f E yIcl by induction on m,. Let A , , A, ,..., A, be the alcoves in 5F': such that 6(A,)-6(Al)=m, for i = l,..., n. Let w,E W be such that w,(A:) = Ai (i= l,..., n). By Proposition 4.2(a), Tw,eu is equal to Ai plus a combination of alcoves < Ai (i = I,..., n).Letf'=f-C;"=,fAiT,,e,.Sincef,,T,,e,E~~,itfollowsfrom the first part of the proof that f' satisfies condition (PH) for all walls of %'J. If f' = 0, there is nothing to prove. If f' f 0, we have rn,, < m, and we can apply the induction hypothesis. We deduce that f' E X,, hence f E .J, as required.
9.5 Proof of Lemma 9.3. Since Q, is generated by the reflections uH, where H is a wall of %Fi, we see that (b) follows from (a).
We now prove (a). As we have noted already, the hypothesis of (a) is equivalent to the condition f E 4, jVH = f where i is the direction of H. We have n,, < nf hence we may assume that (a) is already proved for f '.
The identity (9.5.1) shows that (a) must also hold for J This completes the proof of Lemma 9.3.
AN INDUCTIVE FORMULA FOR THE ELEMENTS D,
We start with the following Proof: Let u be the special point such that C, SC c ZZ, and let w E W be such that w(A:) = C. We have sww, > ww,; using [6, 2. 10.7. This Corollary gives the possibility to compute the elements D, by a finite induction. Any alcove C is contained in a unique box II, and there exist s , ,..., s,, E S such that C = si s2 . . . s&A:), d(Az, C) = n,. The induction will be on n,. If n, = 0, we have D, = e,. Now assume that n, = n > 1 and that the elements D,, with n,, < n have already been constructed. In particular, the function ,a(A, C') is known for such C' and for arbitrary A < C' with d(A, C') odd. Let C' = s2 . . . s&A:). It is clear that C, C' are in the same box. We can then compute D, from the formula
(Note that, by Corollary 10.6, all A occurring in the sum (such that p(A, C') # 0) must satisfy A 0 C'. But it is clear that for such A we must have nA < n,, < n hence the elements DA are known by induction).
EXAMPLE.
Consider the situation in type G, . We have represented the 12 alcoves in a box ZZ, by a, 6, c ,..., 1. (We have a = A:.) We need six other alcoves a, ,..., a6 ; they form a single orbit under the *-action of $2,. They are all translates of a. The three eements s1 , s2, sj of S act as follows: s, reflects an alcove with respect to its shortest side, s2 reflects it with respect to its middle sized side and sj reflects it with respect to its longest side. The explicit formulas for D,, Db,..., D, and the analogous results for types A,, A, and B, are given in Section 12.
AN INVERSION FORMULA
In this section we show that the polynomials Qa,= appear generically as entries of the inverse to the matrix (I',,,) where y, w run through the set C?S" = {w E W 1 ~$4:) c %?'; } and u is a fixed special point.
We start with the following PROPOSITION 11.1. (A E X, s E S), where 6 is a length function on X. Property (iv) follows from the identity ds(e,) = q-'('t)ec. We now prove (v). For B = A there is nothing to prove, since S'A,A = 1. We now assume that B < A, d(B, A) = k > 1 and that our statement is known when k is replaced by a strictly smaller number > 0. Let v' be a special point such that A c SY',Y,. By 3.6, we can find a sequence of elements s, ,... Proof. This follows in exactly the same way as the proof of the uniqueness statement 1 l.l(vi), provided we prove that the right-hand side of (11.6.1) has properties similar to 1 1.1(i)-(iv), by taking the additional precaution that v' in that proof has to be selected in va. The analogue of property (i) unless w(A:) Q y(A:). But one checks that the last inequality is equivalent to y < w, and this is equivalent to the condition that y Q wb for some b E WV. The analogue of property (iii) follows from the identity (6, (2. We now define for each y, w E GZ, a polynomial Qy,, E E [q] by the identity c (-l)"+'(y) P, ,Qz w = 6, w' . 9 re'/, (11.8.2) Note that Py,, = 0 unless y < z and Pyay = 1 so that Qy,,, is we11 defined and satisfies again Q,,, = 0 unless y Q w and Q,,, = 1. Moreover, since deg P,,, Q 4(1(z) -l(y) -1) for y < z, (11.8.2) shows by induction on l(w) -l(z) that deg Qy,, < f(l(w) -Z(y) -1) for y < w.
From (11.8.1) and (11.8.2) it follows immediately that (11. 8.3) for all y < w in go. This is a finite sum: only the z E 9, such that y < z & w contribute. We can now state COROLLARY 11.9. Let A, C E X be such that A < C. Let v be a special point such that A, C c g', and A, C are su@ient~ far from the wails of S;. Lety,wE Wbesuch thaty(A:)=C, w(A:)=A. Then
Proof. This is clear when A = C. We assume now that A < C so that y < w. We may assume that all alcoves B (A <B & C) are in g'; and are far from the walls of Vsl; so that 11.6 applies to A, B and V. Moreover, we can assume that there is 1 -1 correspondence between the alcoves B such that A<B<C and the elements zEaU such that y<z<w.
(z++z(A:)=B). We can also assume that the identity QB,c = Q,,, holds for all E, C <B <A. We compare the identities (7.3.1) and (11.8.3) . The induction hypothesis and (11.6) show that the terms in (7.3.1) corresponding to B, A < B Q C coincide with the respective terms in (11.8.3) corresponding to z, y < z < w. Thus, we have ey,w -&,., . q'(w'-'(y' = QA,c -~.C4d'AvC', PROPOSITION 11.15. Let v be a special point and let y, w be two elements of W,,. We have %;.wA; = R,.wv (11.151) Qy*;,w.A, = p,,w* (11.l5.2)
Proof. Equation (11.15.1) is obvious when y = w = e. The general case follows by induction on the length of w, using 1 l.l(iii) and the analogous inductive formula for Ry,,,. Formula (11.15.2) is obvious when y = w. Using (11.15.1) we can rewrite (7.3.1), in our case, as follows: (This follows by applying bar to the identity (11.8.0) and using [6,2.1 (i) ]: L = t-11 '(')-'(') q'(y)-'(r)Ry,z .) Now (11.5.2) follows by induction on l(w) -I( y) from (11.5.3) and (11.5.4) using the fact that both Qyd,,wa, and Py,w are polynomials in q of degree Q f@(w) -I(y) -I), for y ( w.
TABLES FORD,
We shall describe the elements D, for types A,, A,, B,, G, . In each case, D, is described by a pattern with centre at v in which the highest alcove C is singled out; in each alcove A, A < C, we enter the value of the polynomial Q ",c. The same patterns describe the elements DC (see 1.8). One simply has to turn the tables upside down and read q-' instead of b.
There is 1 pattern for A,, 2 patterns for A,, 4 patterns for B, , and 12 patterns for G,. 
