A cooperative path searching approach is proposed to decouple cooperative path planning for multiple robots into the path planning phase and the trajectory tracking phase. Unexpected local environment changes or failures for some robots will not affect the regular running of other robots. The collision between robots and the motion constraints of robots are not considered in the first phase. A new connection point method suitable for the trap-like map is used to find the shortest path for every robot. Connection point method does not require much computation cost even if the grid map is zoomed in. In the second phase, a cooperative search tracking approach based on modified coevolution pigeon-inspired optimization algorithm is proposed to enable every robot to track the grid path obtained by the connection point method. A competition mechanism with serial number priority is used to cope with collisions between robots. The numerical simulations are performed to verify the effectiveness of the proposed approach.
I. INTRODUCTION
Cooperative path planning for multiple robots (CPPMR) [1] is widely applied in logistics warehouse, port transportation, intelligent traffic, and other scenes. In a busy logistics warehouse, it is not only required to minimize the total travel distance of all robots from their specified starting points to the goal points but also to avoid collisions between robots. Besides, every robot should abide by motion constraints [2] and have the ability to cope with unexpected events in obstacle-strewn environment. CPPMR has been proved to be a NP-hard problem in [1] , [3] , and seeking efficient schemes is always the research hot topic in recent decades.
The modeling approaches for the search space can be separated into the vector model and the grid model. The waypoints in the vector model are known reachable nodes or tangent points acquired by differential geometry [4] .
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Dubins [5] and Boissonnat et al. [6] prove that the shortest distance in the vector model is composed of arcs with the greatest curvature and straight lines on the twodimensional (2D) plane via using geometric analysis and Pontryagin's maximum principle, respectively. In the vector model, the minimum circumscribed circle or rectangle is generally used to surround the obstacles [7] . Hence those irregular concave obstacles are magnified, and the length of the path acquired is longer than the optimal path in the actual environment. The obstacles in the grid model are modeled as the obstacle cells, and the center of the blank cells are modeled as the reachable waypoints. Grid model is generally used to solve CPPMR problem. The shortest path in the grid map corresponds to a sequence of consecutive blank cells with minimum travel cost between the starting cell and the goal cell. As the grid map zooms in, the real environment can be much clearly described. Nevertheless, the configuration space to be searched will increase dramatically. Finding the shortest distance for a single robot will be very difficult, not to mention considering multiple robots and avoiding collisions between them [8] .
The optimization objectives of CPPMR are to minimize the makespan, the maximum travel distance of a single robot, the total arrival time and the total travel distance [1] . In [9] , it is proved that these four optimization objectives cannot be satisfied simultaneously and all of them belong to the NP-hard problem. The existing approaches to address the CPPMR can be divided into the coupled and decoupled. Although the coupled approaches can guarantee the optimality of the solution, the computational complexity will grow exponentially with the increase of the number of robots [8] . Thus, only a few number of robots are used in the simulation. The decoupled is to sacrifice the optimality in exchange for a significant reduction in computation time [10] . Currently, there are four types of decoupled approaches. One is to decouple CPPMR into two subproblems [11] : path planning and collision avoidance. The other is to decompose CPPMR into several substeps via graph theory [1] , and then introduce concepts such as dynamic feedback strategies [12] , wait for robot [13] , and open dense subset [14] , etc. In the third approach, the whole configuration space is split into multiple subgraphs. The paths within every subgraph are planned independently firstly, and then the collisions between every subgraph are coordinated [15] , [16] . The decoupled approach based on bionic optimization algorithm [17] - [19] should also be concerned. Reference [13] introduces a cooperative factor and uses the coevolution genetic algorithm to optimize the path for every robot.
It is worth exploring to apply the approach suitable for a single robot to multiple robots [20] . A* planner [21] is used as the fundamental planner in [3] , [22] . Then the enhanced partial expansion and the subdimensional expansion are respectively introduced to solve CPPMR. Artificial potential field (APF) planner [23] and probabilistic road map (PRM) planner [24] also have related variants for solving CPPMR. The searching nodes of PRM are random and the number is specified [25] . In a complex environment, if the number of nodes is small, planning failure is likely to occur. If the number of nodes increases, more computation time will be required and the planned path is not optimal [26] . The smaller problem has smaller configuration space, therefore, it is straightforward to be optimized. The existing techniques have the following deficiencies: (i) Unexpected changes in the local environment or the failure of some robots will affect other robots [27] . (ii) The size of the map in the simulation experiment is generally less than 50 × 50 grids [8] , [18] . As the grid map zooms in, it will be difficult to find the shortest distance for even one robot. (iii) Besides the primary constraint that robots cannot collide with each other, there are also some important conditions in the actual scene. Such as motion constraints [2] and temporal logic constraint [27] .
Inspired by the discussions aforementioned, the contributions and distinctions of this paper are threefold: i. A cooperative path searching (CPS) approach decouples CPPMR into two phases: path planning and trajectory tracking. In addition to minimizing the total travel distance and the collision-free constraint between robots, the motion constraints of robots, the changes of local environment and failures of robots are also considered. These scenarios have practical application significance. ii. A new connection point (CP) method is applied to the first phase. The CP method with the sub-convex corner point (SCP) as the searching node can obtain the shortest path is proved via plane geometry. CP is suitable for finding the shortest path in the traplike map. As the grid map zooms in, the advantage of CP in computation time will be more prominent. iii. In the second phase, a cooperative search tracking (CST) approach for multiple robots is proposed. The modified coevolution pigeon-inspired optimization (MCPIO) algorithm is used to search the optimal tracking path with the maximum reward for every robot. The serial number priority introduced in the competition mechanism makes the rules to avoid collisions between robots. The paper is organized as follows. Section II describes the basic knowledge and the CPPMR. The CP method is presented in Section III. Section IV designs the CST approach and the CPS approach. Section V gives the numerical simulations. Concluding remarks are driven in section VI.
The main abbreviation symbols are listed in Table 1 :
II. PRELIMINARY
This section introduces the grid model, the kinematic model of robot and region searching knowledge. The CPPMR problem will be discussed under the grid model.
A. GRID MAP
Assume N r robots move in a specified 2D plane R 2 , R 2 is uniformly separated into S x × S y grids
where C(m, n) is the coordinate of the geometric center of the cell (m, n). Specifying robot i (i = 1, 2, . . . , N r ) can only VOLUME 7, 2019 move to one blank cell of the eight neighbors around it. The real-time position of robot i at k (k = 1, 2, . . . , T i ) time step is C i (k), where T i is the time step when robot i reaches its specified goal cell.
B. ROBOT KINEMATIC MODEL
The concise robot i that moves with a fixed speed is simplified by the standard Dubins equations [28]
where (x i , y i ) is the position of robot i in time t. v i and θ i are its speed and heading angle, respectively. The upper bound ofθ i is λ i . And robot i is constrained by its minimum turning radius r i = v i /λ i . In the grid model, (2) can be defined as:
The degree of freedom of motion allowed by robot i is O i .
Slow robots are less constrained in motion, so they have 8, 4 or 5-ML, as given in Fig. 1 (a)-(c). High-speed robots such as unmanned aerial vehicle need to abide by the 3-ML constraint, as shown in Fig. 1(d) . ''1'' denotes forward, ''5'' denotes backward, etc. The kinematic model of robot i at k time step with 4-ML can be modeled as
C. REGION SEARCHING
About the region searching knowledge [2] : The cell with a high probability of target existence is modeled as the key region. The cell with a low probability of target existence is modeled as the non-key region, and the no-fly zone is regarded as the obstacle. Robots will give priority to searching the key regions. Specifying the starting waypoint s i and the goal cell g i of robot i . Assume the cell sequence of the a − th path from
, v a (q) 2 as the Euclidean distance from v a (q) to v a (q). Wherefore the
, v a (q) 2 . Minimizing the distance means the lowest fuel cost in the real scene. In this paper, the goal of solving the CPPMR problem is to minimize the total travel distance for N r robots
where D c is the total travel distance, C i,j (k) denotes the position relationship between robot i and robot j at k time step. The first item of (5) denotes that the collisions between robots are prohibited. The second is the motion constraints of robot i .
E. SCHEME
Decoupling the CPPMR into two phases, as shown in Fig. 2 . In the first phase, it is only need to find the shortest path from the starting cell to the goal waypoint for every robot, regardless of the collisions. In the trajectory tracking phase, every robot will track the grid path gotten by the first phase under motion constraints and collision-free constraint. Every robot can detect the surrounding environment in real time and acquire the position and information of other robots to make the optimal motion decision. It is also necessary to consider the sudden changes in the local environment or the failure of some robot in practical application. Hence the scheme should also have the ability to to cope with above unexpected events in clutter environment.
III. CONNECTION POINT METHOD
The trap-like map shown in Fig. 3 is different from the corridor-like map [1] and maze-like map [13] . Almost all existing planners are unable to identify that the trap area 1 in Fig. 3 does not need to be searched. And as the grid map zooms in, the computation time of these planners will increase dramatically.
Remark 1: Throughout this paper, the grey cells in the figures are considered obstacles E o that do not allow robot to search. The blank cells are the feasible space E f , and
A. SUB-CONVEX CORNER POINT EXTRACTING Definition 3: (Convex corner point, CCP). In the grid map, every connected obstacle is modeled as a polygon. If an interior angle of the polygon is 90 • , the vertex of the inner angle is called a CCP.
In Fig. 4 , there are only four types of CCPs V 1 , V 2 , V 3 , V 4 distributed in the four quadrants.
Definition 4: (False convex point, FCP). In Fig. 4 , four types of CCPs match four FCPs: 
Definition 5: (Sub-convex corner point, SCP). In Fig. 4 , four types of CCPs correspond to eight (four pairs) SCPs:
We design a resultant force method to extract the SCP from the grid map. The obstacle cell will generate repulsion on it's upper, lower, left, and right neighbor cells, as given in Fig. 4 . If the neighbor is an obstacle cell, the two repulsions cancel each other out. If an obstacle cell reacts both horizontal repulsion F 1 (m, n) and vertical repulsion F 2 (m, n), the neighbor pointed by the resultant force F(m, n) is also a blank cell, as shown in Fig. 4 . Then the vertex indicated by F(m, n) is a CCP, the center of the neighbor cell that F(m, n) points to is a FCP. And the center of the neighbor cells pointed by F 1 (m, n) and F 2 (m, n) are SCPs.
Theorem 1: The resultant force method can accurately mark the CCP, FCP and SCP.
Proof: From Definition 3 to Definition 5, every CCP is accompanied by one FCP and two SCPs. The CCPs within four quadrants are different in position, but can be transformed via rotating the polygon. Taking the CCP V 1 within the first quadrant as an example
where N V 1 (m, n) denotes the environment around the vertex V 1 of the obstacle cell (m, n), including N 1
six cases. For the N 1 V 1 case, as given in Fig. 5 (a), it is known from the resultant force method that there is a CCP. However, the other five cases from 1 includes the line segments between any two points in V i . Specifying the side length of a cell is one unit length. Then marking from one endpoint of the line segment E i,w (w = 1, 2, . . . , N i ) to the other at intervals d = 0.5, where N i is the number of marked points in E i,w . The coordinates of the four integer points obtained via rounding the marked point 1 (
B. COLLISION CHECKING
where · denotes rounding down, · denotes rounding up.
) is the angle between E i,w and the horizontal axis of the grid map.
If an integer point of a marked point is within an obstacle cell, the line segment in which the marked point is located is considered to pass through the obstacle. Wherefore this line segment is removed from E i,1 . If all four integer points of the marked point are not in the obstacle region, then checking the other points on the line in turn. The line segments that pass through the obstacle in E i,1 are removed. Finally, determining the connection of every pair of SCPs as a legal path. 
Remark 2:
The line segment between every pair of SCPs may also be determined to pass through the obstacle, and this type of path is allowed in the grid model.
C. OPTIMALITY PROOF OF CP METHOD
After the collision checking operation, the legal paths compose a new edge set E i,2 . A* is selected to search for the shortest distance from s i to g i in the new vector configuration
Giving the cost function f (m, n) = g(m, n) + h(m, n), where g(m, n) denotes the cost of changing the actual cell (m, n) to another waypoint. h(m, n) is the travel cost from the actual position to goal position. The total cost f (m, n) is then calculated and robot i is moved to the waypoint until the goal cell is found. When the goal cell is reached, the path P i,min = {v imin (1), . . . , v i,min (q min ), . . . , v a,i (C i,min )} with the lowest travel cost is the optimal path. v i,min (1) = s 1 , v a,i (C i,min ) = g 1 , q min = 1, . . . , C i,min is the serial number of the searching nodes, C i,min is the number of nodes contained in P i,min .
Assumption 1: A* planner can find the optimal solution in the configuration space
Three geometric properties are given as follows:
The proof of Lemma 1 to Lemma 3 can be seen in the website: https://www.researchgate.net/publication/332988643.
The shortest path in the vector model can be gotten via the visibility graph method [29] , and the searching nodes of this method are the vertexes of the geometry. Reference [30] points out that the concave points are redundant and the optimal path only includes the convex points. In P i,min , only two adjacent nodes can be connected [30] . That means these nodes can only see each of their two neighbors. Rasterizing the vector space into the grid model. Since there are only two kinds of points around CCP: FCP and SCP. The proof that SCP is the best searching nodes in the grid map is equivalent to: Theorem 2: Under Assumption 1, the optimal path P * i,f with the SCP as the searching node is better than the optimal path P * i,s with the FCP as the searching node. As limited by the scope of this proof, please check the link: https://www.researchgate.net/publication/332988643.
D. VECTOR PATH RASTERIZATION
This operation is similar to collision checking. The vector path v i,min (q min ), v i,min (q min + 1) is marked at intervals d = 0.5 from s i to g i . Thus, we can get the marked points set
is the marked points set contained in v i,min (q min ), v i,min (q min + 1) . Then comparing the coordinates of the marked points in V i,m with the search-
Since the vector path is continuous, the two adjacent marked cells are neighbors to each other after rasterization.
E. APPLICATION TO MULTIPLE ROBOTS
Instead of repeating the above four operations for the rest of the robots, implementing the following specific steps:
Deleting s 1 , g 1 and their related line segments in G 1 (V 1 , E 1,2 ), and then getting the graph G 1 (V 1 , E 1,2 ). s i and g i are put into V 1 , a new point set V i (i ≥ 2) is available. Then connecting s i (i ≥ 2), g i , and all SCPs within V i to get a edge set E i,1 . Performing the collision checking operation on the segments within E i,1 . A new configuration space
is available. Further, A* is used to find the shortest vector path P i,min from s i to g i in G i (V i , E i,2 ). In the end, rasterizing P i,min , and the grid path P * i can be gotten. The line segments between the SCPs inherit from E 1,2 , so there is no need to connect them again. CP combines the characteristics of the grid model and vector model. Algorithm 1 summarizes the execution flow of the CPS method.
IV. CST AND CPS
We extend the application object of the search tracking approach proposed in [2] to multiple robots and design the CST approach to track the grid paths under collision-free and motion constraints. Furthermore, according to the scheme of solving CPPMR, a CPS approach coupled by the CP method and the CST approach is desinged.
A. MARKING KEY CELLS
The cells included in P * i are modeled as the key regions, and the other blank cells are modeled as the non-key regions.
Algorithm 1 CP Method
Input: Trap-like map, starting points set and goal points set.
Output: Grid paths P * of all robots. 1: begin: 2: Extract SCPs. 3: Connect any two points in V 1 and obtain the edge set E 1,1 .
4:
Perform collision checking on E 1,1 and get the edge set E 1,2 . 5: Use A* to find the P 1,min for robot 1 in G 1 (V 1 , E 1,2 ). 6: Rasterize P 1,min , and acquire the grid path P * 1 .
7:
Delete s 1 , g 1 and their related line segments within E 1,2 . 8: Get the graph G 1 (V 1 , E 1,2 ). 8: for i = 2, . . . , N r do 9:
Put s i and g i into V 1 and acquire a new point set V i . 10:
Connect any two points in V i and get the edge set E i,1 .
11:
Perform collision checking on E i,1 .
12:
Get a new edge set E i,2 .
13:
Use A* to find the path P i,min for robot i in
14:
Rasterize P i,min and acquire the grid path P * i . 15: end for 16: end 17: return P * = {P * 1 , . . . , P * N r }.
Assigning values to the key factor χ m,n e,i (k)
where c i = 1 is the starting cell, c i = C i * is the goal waypoint. N i (m, n) ∈ Z is the number of times cell (m, n) has been searched, N i (m, n) = 0 denotes that (m, n) has not been searched. The second term of (11) indicates that if the key cell (m, n) has been searched N i (m, n) ≥ 1 times, (m, n) becomes a non-key cell. The third means that the key cells contained in P * i are the non-key regions for other robots.
B. REWARD FUNCTION
Definition 6: (Rolling window, RW). A set of cells that can be detected by robot i at k time step.
The detection radius of robot i in the grid map is r c (r c ∈ N). Fig. 7(a) shows the RW when r c = 2. Fig. 7(b) is the RW under 3-ML constraint when r c = 3. Robots detect their surroundings in real time. The obstacles that robot i cannot detect at k time step in Fig. 7 (c) will be captured by the RW at k + 1 time step in Fig. 7(d) . The reward function for evaluating the optimal path of robot i in the RW at k time step is designed as follows
where ω 1 , ω 2 ∈ (0, 1) are weight coefficients and ω 1 + ω 2 = 1. R w is the feasible region in R 2 . The first term of J 1 is maximizing the searching reward. The second is the anti-collision item
where d min (k + p) is the minimum element in matrix 2 is the Euclidean distance between robot i and robot j , d ij (k + p)(i = j) = ∞. (x i (k + p), y i (k + p)) and (x j (k + p), y j (k + p)) are the positions of robot i and robot i at k + p time step.
If the distance d ij (k + p) between robot i and robot j is less than 1, then J 1 = −r. And the anti-collision item will be launched. With the increase of r c , however, the number of cells in RW will grow exponentially. MCPIO is used to find the path with the maximum rewards in the RW for every robot at every time step.
C. PIO OUTLINE
Pigeon-inspired optimization (PIO) algorithm is a novel bionic algorithm proposed by Duan in [31] . PIO has been verified to be superior to PSO, GA, etc., in parallelised and distributed realisations, large-scale optimisation and many other applications [19] , [32] . Map and compass operator is used to acquire the rough position of the target. The equations for updating the position and velocity of pigeons at this stage are
where P u a = [x a , y a ] and V u a = [v a , v a ] are the position and velocity of pigeon a in u = 1, 2, . . . , N c1 iteration. a = 1, 2, . . . , C 1 is the serial number of pigeon a . R p is the velocity factor, rand ∈ (0, 1) is a random number. P best is the position of the pigeon with the highest fitness value in the flock. After N c1 iteration, PIO enters the landmark operator. At this stage, pigeons with poor optimization ability are eliminated, and only the position information of flock is updated
where P v−1 center is the position of the central pigeon in v = 1, 2, . . . , N c2 iteration, N c2 is the number of iterations in this stage. C v 2 is the number of pigeons in v iteration. fitness(·) is the fitness function.
D. MCPIO-BASED CST APPROACH
In [2] , a CPIO algorithm is proposed in the first stage of the closed search, and the search tracking approach for obtaining the shortest path under motion constraints in the second stage. In this subsection, the CST approach based on the MCPIO and the search tracking is presented. CST is used to track the grid paths obtained by the CP method under collision-free motion constraints. As given in Fig. 8 , the planning process of every robot from the specified starting point to the goal point corresponds to the searching process of the subgroup from the original position to the goal position. Under the collision-free constraint, subgroup i in MCPIO will look for the path cells set with the largest fitness within the detection radius in real time. robot i then tracks a cell along the path until the goal cell is reached.
Compared with [2] , the cooperation mechanism of the MCPIO algorithm is simplified only to maximize the searching reward. In Fig. 9(a) , roobt i and robot j (i < j) move toward each other. If the competition mechanism designed in [2] is followed, roobt i and robot j will execute the scheme shown in Fig. 9 (b) to avoid collisions. However, the travel distance of the scheme shown in Fig. 9 (c) is one unit less than that shown in Fig. 9(b) . The competition mechanism is designed as Serial number priority: If some robots collide at C(m, n). robot j with the low serial number will make way for robot i with the high serial number, and robot i will follow the original planned path. Hence Fig. 9(d) is the ideal solution to avoid the collision.
The cooperation mechanism of MCPIO algorithm can find the optimal solution in the RW for every robot in real time. Serial number priority is used as the competition mechanism to avoid collisions between robots. The cooperation mechanism is oriented to the overall situation, whereas the competition mechanism is to cope with local conflicts. Wherefore the competition mechanism is the supplement of the cooperation mechanism. The detected environment information in the RW of every robot will be used to update the environment map. Every subgroup will plan the optimal tracking trajectory for the corresponding robot with collision-free and motion constraints.
When J 1 = fitness(·), (15) transforms into
Under the 3-ML constraint, the relationship between the position of pigeon a in u iteration and u − 1 iteration satisfies the following equation 
Assumption 2: Assume that PIO algorithm can find the optimal solution [31] .
Lemma 4: If Assumption 2 and Theorem 1 hold, the CST method can ensure that the path tracked by single robot is the shortest [2] .
Proof: CST does not require the minimum errors between the actual trajectory and the ideal trajectory, but to maximize the tracking reward
where P * i denotes the path with the highest fitness of all feasible path set P i (k) at k time step. P 1 = x r (k + p) − x c (k + p), P 2 = y r (k + p) − y c (k + p). (x r (k + p), y r (k + p)) is the coordinate of the key cell included in the ideal trajectory, (x c (k + p), y c (k + p)) is the coordinate of the actual tracking cell. If robot i is constrained by 8-ML, then the maximum reward corresponds to error-free tracking.
Theorem 3: The CST method can acquire the minimizing total travel distance for multiple robots under motion constraints and collision-free constraint.
Proof: Dividing CPPMR into three cases: 1) There is no collision between robots. In this case, every robot can track the grid path acquired by the CP method under motion constraints. From Lemma 4, the tracking path of every robot is the optimal path. Thus the total travel distance is the sum of the path length for all robots
2) Potential conflicts may occur between robots, but these conflicts can be eliminated. Robots can sense their surroundings in real time through their respective RWs. robot i and robot j in Fig. 10 (a) will collide at (m, n). From the serial number priority, robot j will make concession to robot i . According to MCPIO's cooperation mechanism, robot j will track the path of maximum reward without collision, as given in Fig. 10(b) . For robot j , its travel cost does not increase but avoids collision to robot i . This situation translates to case 1). 3) Additional travel costs are required to avoid collisions.
In the grid map, the travel cost of the motion allowed for the robot at every time step is 1 or √ 2. Hence the additional path cost is a combination of 1 and √ 2. For the collision shown in Fig. 11(a) , robot j needs to cost at least additional 2( √ 2 − 1), as given in Fig. 11(b) . In this case, the total travel costs are the path costs without collisions plus the increased path costs to avoid the collision
where D i is the increased travel cost of robot j to avoid collision. If the environment does not change, D 1 = 0. Here the proof of Theorem 3 completes. CST only requires maximizing the searching reward, not zero absolute error. If the grid map stays the same, the robot can completely track the grid path under the 8-ML constraint. Algorithm 2 describes the detailed process of the CST approach.
E. CPS APPROACH FOR SOLVING CPPMR
For the scheme designed in section II, a CPS approach is presented to decompose the CPPMR into the path planning and the trajectory tracking. The CP method proposed 
Algorithm 2 CST Approach
Input: Grid paths P * . Output: The tracking trajectory P t i of robot i and its path length D t i . 1: begin: 2:
Load the trap-like map and the grid paths P * = {P * 1 , . . . , P * N r } 3: Mark the key cells contained in P * . 4: Let fitness(·) = J 1 . 5: for k = 1, . . . , T i (k)(unknow) 6:
Specify individual motion constraints to every robot. 7:
Use MCPIO to search the optimal tracking path at k time step. 8:
if some robots are going to collide at C(m, n) cell. 9:
then start the serial number priority. 10:
while the goal cell g i is reached.
11:
Record the tracking trajectory P t i and the path length D t i . 12: end while 13: end for 14: end 15: return P t = {P t 1 , . . . , P t N r } and D t = {D t 1 , . . . , D t N r }.
in section III is used to obtain the grid paths for multiple robots. Then the CST approach is applied to track the grid paths obtained by the CP method under motion constraints and collision-free constraint. The implementation procedure of the CPS approach is expressed as Algorithm 3.
V. NUMERICAL SIMULATION AND ANALYSIS
CP method, CST approach and CPS approach are simulated on Matlab 2016a software. The simulation results are run on a personal computer with Intel Core I7-2600 3.40 GHz and 4 GB random access memory.
A. SIMULATION 1: CP METHOD 1) SCENARIO 1: OPERATION STEPS OF THE CP METHOD
The operation process of CP is demonstrated via robot 1 . Fig. 3 is the test map 1. The black points in Fig. 12(a) are the marked SCPs. CP can accurately identify the CCP and concave corner point in the grid map. Connecting any two points in the points set V 1 . Collision checking is performed on the line segments in E 1,1 , and the results are given in Fig. 12(b) . A* planner is used to find the shortest path from starting Perform Algorithm 1 to get the unconstrained grid paths P * . 4: Use Algorithm 2 to obtain the P t .
5:
Assume some unexpected events occur at a certain time step. 6: for k = 1, . . . , T i (k) (unknow) 7:
if some robots cannot detect the key cells in their RW. 8:
Rescan the grid map R 2 . 9:
Reexecute Step 3 to Step 4. 10:
else if every robot can still detect its own key cell.
11:
Continue with Step 4.
12:
end if 13:
14:
Record the tracking trajectory P s i and the path length wayponit s 1 to goal point g 1 in the vector configuration space G 1 (V 1 , E 1,2 ) . The purple line segments in Fig. 12(c) is the optimization result. Fig. 12(d) is the result after rasterizing the vector path. Zooming in on Fig. 3 (50×50 grids) to 100×100 grids. The coordinates of the corresponding starting point and the goal point are multiplied by 100/50 = 2. Fig. 12(e) is the marking result of the SCPs. It can be found that the number of CCPs (or SCPs) of the grid map is only related to the number and the shape of the obstacle, regardless of the size and position of the obstacle or the degree of zooming the map.
Furthermore, the comparative experiments of Dijkstra, A*, APF, greedy best first search (GBFS), rapidly random trees (RRT), PRM and ant colony (AC) planner are conducted. The path length and the computation time of the computer are used as the performance test indexes of these planners. The computation time for every instance should be within 600s. Otherwise, the instance will be considered a failure. APF has deadlock property and cannot find a path in a cluttered environment. When Dijkstra and AC plan in 150 × 150 grids, the computation time exceeds 600s owing to the large adjacent matrix. In Fig. 13(a) , the computation time increases as the grid map zooms in. The average computation time of CP on 250 × 250 grids is 2.314s, whereas that of the RRT planner is up to 169.5464s. In Fig. 13(b) , the path length acquired by the CP method is the same as that obtained by Dijkstra planner. PRM and RRT not only have the longer path length than other planners but also have more significant standard deviations than other planners in 100 experiments.
2) SCENARIO 2: PERFORMANCE OF THE CP METHOD
The starting points, goal points, and motion constraints information for 50 robots are given in robots N r = 10 means robot 1 to robot 10 , N r = 20 means robot 1 to robot 20 , etc. In Fig. 14(a) , the computation time increases with zooming in the grid map. Even 50 robots need only 12.4856s in 250×250 grids. In Fig. 14(b) , the path length does not increase linearly with zooming in in the grid map. As shown in Fig. 15 , since the length of the line segment between every pair of SCPs is a fixed value of √ 2. It is clear that the length of path 2 greater than 2 times the length of path 1 . Fig. 16 is the grid paths from robot 1 to robot 10 acquired by the CP method, where the circles represent the starting points and the pentagrams stand for the goals. However, the paths of some robots conflict, such as area 1. Every planner has unique properties that make it suitable for specific environments. CP method is more applicable for continuous cluttered obstacles, especially the trap-like map tested in this paper.
B. SIMULATION 2: CST APPROACH 1) SCENARIO 1: SEARCHING FOR THE OPTIMAL DETECTION RADIUS R C Table 3 lists the parameters of the MCPIO algorithm. 
where card(P s,i ) denotes the number of cells contained in the tracking trajectory P s,i of robot i . CST approach is used to track the grid paths obtained by the CP method. In Fig. 17(a) , the computation time grows with the increase of the radius of the RW. When r c = 6, the computation time for 50 robots reaches to 103.7188s. Fig. 17(b) shows the tracking efficiency of robots with different r c . If r c = 1 or 2, the robot may fail to avoid obstacles or track key cells under motion constraints. When r c ≥ 4, the tracking efficiency is not significantly improved. Combining with computation time and tracking efficiency, we select r c = 4 as the optimal detection radius for subsequent simulations.
CST is used to track the paths in Fig. 16 under the motion constraints in Table 2 (https://www.researchgate.net/ publication/332988643). Fig. 18 shows the tracking trajectories. In area 1 and area 2, robot 1 cannot perfect track the path P * 1 under 3-ML constraint. robot 2 follows P * 2 under 4-ML constraint. In area 3, robot 3 needs to avoid the higher priority robot 1 . robot 9 avoids robot 6 in area 4. Instead, robot 10 avoids robot 9 in area 5.
2) SCENARIO 2: CONVERGENCE SPEED OF MCPIO
The modified coevolution genetic algorithm (MCGA), the modified coevolution particle swarm optimization (MCPSO) are designed to compare the convergence speed with MCPIO. In Fig. 19(a) , the convergence speed of MCPIO is faster than that of MCGA and MCPSO in 50 × 50 grids. The standard deviations of MCPIO are also the smallest in 100 experiments. In Fig. 19(b) , the convergence speed of MCIPO slows down with the increase in the number of robots.
C. SIMULATION 3: CPS APPROACH 1) SCENARIO 1: PERFORMANCE IN TEST MAP 1
In Fig. 20(a) , the path length is not strictly linear with zooming in the grid map. Fig. 20(b) is the ratio of the path length of Fig. 20(a) to Fig. 14(a) under the same parameters. The reason for the ratio greater than 1 is some additional travel costs caused by motion constraints and collision-free constraint. Fig. 20(c) shows the computation time of CPS when r c = 4. Ten robots cost 13.0692s in 50 × 50 grids, whereas 50 robots take about 286.2506s in 250 × 250 grids.
2) SCENARIO 2: PERFORMANCE IN UNEXPECTED EVENTS
A certain proportion of random obstacles are added to Fig. 3 after implementing the CP method. According to the CPS approach designed in section IV, there are two ways to cope with these unexpected events. One way can be described as using CST to track the grid paths that do not increase the obstacles. Setting robot 2 and robot 6 fail at 40 time step, and adding some obstacles (red cells) in Fig. 18 . The new tracking trajectories for robot 1 to robot 10 are given in Fig. 21 . These unexpected events do not affect the regular running of other robots. Fig. 22 shows that the success ratio of path planning will reduce as obstacles increase. This situation is because some robots may not be able to accurately track the grid paths when r c = 4. Nevertheless, the increase in r c will cost a lot of computation cost. Although this way is less time-consuming, it can only be applied in the case of small changes in the topical environment.
If some robots cannot detect the key cells in their RW, another way is to refind the path for every robot via using complete CP and CST. This way can ensure that the CPPMR problem could be solved in any case. Fig. 23(a) shows that with the increase of obstacles, the path length obtained by CPS increases in different degrees compared with Fig. 20(a) under the same conditions. The computation time in Fig. 23(b) will increase significantly compared with the non-increase of obstacles. It is mainly due to the increase in the computation cost of the CP method in the first phase. 
3) SCENARIO 3: TESTING IN OTHER ENVIRONMENTS
Moreover, we test CPS in other environments. Fig. 24 and Fig. 25 are tracking trajectories for robot 1 to robot 10 in test map 2 and test map 3 respectively. Some obstacles are also randomly added in test map 2 and 3 before executing CST approach. Fig. 26 and Fig. 27 show numerical simulation results similar to Fig. 23 . The more obstacles are added, the longer the path length is, and the more computation time the computer takes. CPS can find the optimal paths for all robots in a obstacle-strewn environment (especially the traplike map) with less computation time.
4) SCENARIO 4: COMPARATIVE EXPERIMENT FOR VARIANTS
Several variants of CPS are simulated on three test maps (50 × 50 grids) with 5% obstacles. The CST approach in the second phase only changes the optimization algorithm: MCPIO, MCPSO and MCGA. If a robot fails to plan in an instance, the instance is considered a failure. Table 4 shows the simulation results of 100 experiments for every variant. APF cannot find a path in a trap-like environment owing to its deadlock property. Although A* and Dijkstra can obtain the optimal paths, the computation time are too long. The computation time of PRM and GBFS is not the longest, and the path found is not optimal. RRT and AC do not have any advantage over other planners in the two test indexes. Meanwhile, MCPIO takes less computation time than MCPSO and MCGA. Thus the CPS approach coupled by CP and MCPIObased CST is superior to other variants.
VI. CONCLUSION
For the CPPMR problem, we propose a CPS method which is suitable for finding the shortest path in the obstacle-strewn environment for multiple robots. Some unexpected events do not affect the regular running of other robots. Geometric proof and numerical simulation show that CP can quickly find a shortest path in the trap-like map. Even for zooming in grid maps, the computation time of CP is still satisfactory. CST generates an online RW for every robot, then solves the optimal solution in the RW via MCPIO algorithm under motion constraints and collision-free constraint. In our future work, we will devote to seck for solutions to the CPPMR for robots with different speeds.
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