Aim: the probability of correctness of collective decision is studied in this paper, whereby the decision is made by majority vote of some team (group), consisting of an odd number of members, provided that the probability of correctness of individual decision of each member of the group is known.
INTRODUCTION
With the aim to increase the reliability of responsible decisions, the group decision making is used. For instance, significant calculations are tasked to several individuals, and the result is considered to be reliable if it is the same at all the individuals. Another example is obtaining experiment findings. In case of discrepancies in measuring sensors' weak signals values, the preference is given to the majority's data. This approach rests on the hypothesis that the decision that is made by the majority vote of some group (group of experts) is more correct than that of each expert's individually. The major aim of this work is to verify this hypothesis and assess quantitatively the collectiveness effect.
MAIN NOTIONS AND TASK SETTING
Let one assume that the group consists of (2n+1) experts (for short -(2n+1) -group) and is characterised by vector   probability that k-th expert takes the right decision. Then, by the law of total probability [1] , the probability that the majority vote results in the right decision, is determined by the expression (
In the expression (1) the k-th number of the outer sum is the probability of the incorrect decision by k experts, and the sum is the probability that the incorrect decision has been made by less than half of the experts. If the fraction in (1) loses its literal sense as a result of some components equaling 0, it should be considered equal to multiplication of all components except for
If X = (p,..., p), let the group be called homogeneous (a good one, if p > 0,5, and a bad one if p < 0,5). For this type of group, the expression (1) turns into the Bernoulli scheme [2] 
, where q =1-p. Further on, it is more convenient to deal with the probability of mistake Q 2n+1 =1-P 2n+1 , i.e. the probability that the group makes the incorrect decision. It is obvious,
HOMOGENEOUS GROUP
Two-sided assessment of probability of mistake Let the group be considered to be a good one. If the multiplication q(pq) n is put outside the brackets, from (2) 
Let us introduce the parameter α = 2p -1. It is obvious that p =0,5(1+α), q = 0,5(1-α), whereby for a good group Expressing p and q through , the inequality (3) can be converted to
For a good group 0 ≤ (1-α) 2 < (1-α 2 ) < 1, means that the probability of mistake is assessed from both sides by infinitely decreasing geometric progressions. In particular, with unlimited growth in the number of experts, the probability of mistake tends towards 0. Recurrence relations, decrease of probability of mistake (2n+1)-group is a combination of (2n-1)-group and a pair of experts. Let
be the probability that (2n-1)-group have made the correct (incorrect) decision dominating by one vote. (2n+1)-group makes the incorrect decision in the following cases:
1) (2n-1)-group have voted incorrectly by a margin of more than one vote; the probability of this equals Q 2n-1 -q 1 ;
2) (2n-1)-group have voted incorrectly by a margin of one vote, whereas a pair of experts has at least one that voted incorrectly; the probability of this event equals q 1 (1-p 2 ); 3) (2n-1)-group have voted correctly by a margin of one vote, and a pair of experts has two that have voted incorrectly; the probability of this event equals p 1 q 2 . Adding these probabilities together and considering that
, we can obtain 
For a good group (0< α ≤ 1) the right side (5) is negative, wherefrom it can be seen that the sequence Q 2n+1 is a decreasing one, i.e. adding an additional pair of experts results in the decrease of probability of mistake.
Economical calculation formula
Having recorded Q 2n+1 as Q 1 + (Q 3 -Q 1 ) +...+ (Q 2n+1 -Q 2n-1 ), putting subtractions (Q 2k+1 -Q 2k-1 ) from (5) and considering that Q 1 = q = 0,5(1-α), we can obtain for Q 2n+1 the following representation:
where
Let us also consider that, in accordance with
As n increases by 1, there is an additional of one term added to the addition in (6) , and the already existing terms remain unchanged. In (2) as n increases, all the terms are changed. Therefore, the formula (6) is more economical for numerical calculations. Asymptotic representation of the probability of mistake at n→∞
Considering the last representation for
is a partial sum of binominal series with the facto r-1/2 [5] . Then
. Putting this expression to (6) and putting the first member of the addition outside the brackets, we can obtain the following representation:
Let us prove that at n →∞ the sum in (7) tends towards   0 k k x , i.e. we will assess the subtraction of these sums. According to Wallis' product [6] 
From this above, we can easily obtain:
. The right side is less than the value 
The sum in (10) differs from Q 2n+1 by the multiplier (α/2) A n+1 x n+1 (see. (7)). Multiplying (10) by this multiplier and assessing A n+1 from both sides by virtue of (8), we can obtain the following two-sided assessment for Q 2n+1 :
. (11) It is obvious that the second multiplier in the left part is 1+О(1/n). Therefore, the following asymptotic representation follows from (11):
Let us compare the assessments (4) and (11) . It is seen that the second one is asymptotically more precise, i.e. for each fixed α > 0 there exists n, starting from which the range of change Q 2n+1 , in (11) is more narrow than the range in (4). However, the assessment (4) has the advantage that it is even along α, whereas in (11) the range expands without limits at α→ 0. Therefore, the relevance of this or that assessment for certain calculations depends on numerical values of input data.
COLLECTIVE AVERAGE
Let us return to (2n+1)-group of the general form, which is characterised by vector X= (x 1 ,..., x 2n+1 ). Let us select such a homogeneous (2n+1)-group that has the same probability of the correct decision just the first one does. The value p of this homogeneous group (the probability of the right individual decision of its member) can be interpreted as an average value for a set of probabilities x 1 ,..., x 2n+1 . Let them be referred to as a collective average of the values x 1 ,..., x 2n+1 . In 
lying in the interval 0 ≤ p ≤ 1, where (X) is determined by formula (1), 
Existence and uniqueness of collective average
Let us study the monotony of (X) by each variable, e.g. x 2n+1 . Let us say that 2n-group of experts with numbers 1, …, 2n have voted by a margin of k, if the right votes have been given by k more experts than incorrect ones. The margin acquires odd values from от -2n to 2n. With k ≠ 0 the decision of (2n+1)-group does not depend on the decision of (2n+1) expert, and with 0  k it coincides with it. It means that (X) =R 2n +...+ R 2 +R 0 x 2n+1 , where R k -the probability of margin k. The probabilities R 2n ,..., R 0 do not depend on x 2n+1 , and R 0 ≥0, therefore (X) is either strictly increasing function (at R 0 ≥ 0), or a constant one (at R 0 = 0). The latter takes place when over half of the members of 2n-group vote unanimously, and therefore their votes cannot be divided equally. In other words, among x 1 ,..., x 2n there are more n components equalling 0, or more n, equalling 1. In the first case (X) =0, in the second (X) =1.
Thus, since P 2n+1 (p) = (p, p,...p), then P 2n+1 (p) strictly increases at the interval (0; 1), where it is different from 0 and 1. But P 2n+1 (0) = 0, P 2n+1 (1) =1. Thereby, P 2n+1 (x) strictly increases by [0; 1] from 0 to 1. It is uninterrupted, therefore the equation (13) has the sole solution [9] . Note: if in the set (x 1 ,..., x 2n+1 ) there are zeros or ones, for a collective average one of the properties of the Kolmogorov mean may be breached [10] : replacement of values of any subset in the set (x 1 ,..., x 2n+1 ) for the average value of this subset does not change the average value of the whole set. Therefore, for the collective average, generally speaking, the universal representation by Kolmogorov does not take place [10, 11] in the form
where φ is some strictly monotonic function.
COLLECTIVE INEQUALITY
Further on, it will be proved that the collective average is more than or equal to the geometric mean: Let us start with special cases g = 0 и g = 1. In both cases, the inequality (14) is obvious, therefore it may be further assumed that 0 < g < 1. This implies that all x 1 ,..., x 2n+1 are different from 0 and not all of them are equal to 1.
Due to strict increase of the function P 2n+1 (14)  P 2n+1 (p) ≥ P 2n+1 (g). But P 2n+1 (p) =(X) (13) and P 2n+1 (g) =(G), where G=(g,...,g ). Thus, (14 . Thus, the function is determined at the compactum [12] , meaning it reaches the minimal value [13] .
Consequently, the vector constituting the minimum (X), exists. Now, let us prove that it cannot have irregular components.
Let us consider the vector XA, that has more than n components equalling 1. For this (X)=1, whereas (G) < 1 (because g < 1). It means that the vector, which constitutes the minimum of the function (X), has no more than n components equalling 1. Let X be such a vector, and let not all of its components be equal to each other. Without limiting the generality, it can be assumed that x 1 ≠ x 2 . Let us prove that then the value of (X) is not the lowest at
A.
Since all the components are different from 0, the fraction in (1) can be perceived literally and the multiplication of all components . 
For further work, the signs of coefficients in (16) are significant at t 1 ·t 2 and t 1 + t 2 . In the sum for C 2 all the terms are non-negative, with one of them being equal to 1. It means, C 2 > 0. Let us prove that C 1 -C 2 > 0. In accordance with (16) the outer sum for C 1 differs from the outer sum for C 2 on additional term with the number k = n -1. Therefore, 
