The decoding of selective auditory attention from noninvasive electroencephalogram (EEG) 3 data is of interest in brain computer interface and auditory perception research. The current 4 state-of-the-art approaches for decoding the attentional selection of listeners are based on 5 temporal response functions (TRFs). In the current context, a TRF is a function that facilitates a 6 mapping between features of sound streams and EEG responses. It has been shown that when 7 the envelope of attended speech and EEG responses are used to derive TRF mapping functions, 8 the TRF model predictions can be used to discriminate between attended and unattended talkers. 9 However, the predictive performance of the TRF models is dependent on how the TRF model 10 parameters are estimated. There exist a number of TRF estimation methods that have been 11 published, along with a variety of datasets. It is currently unclear if any of these methods perform 12 better than others, as they have not yet been compared side by side on a single standardized 13 dataset in a controlled fashion. Here, we present a comparative study of the ability of different TRF 14 estimation methods to classify attended speakers from multi-channel EEG data. The performance 15 of the TRF estimation methods is evaluated using different performance metrics on a set of 16 labeled EEG data from 18 subjects listening to mixtures of two speech streams. 17 Keywords: temporal response function, speech decoding, electroencephalography, selective auditory attention, attention decoding 18 21 1 Wong et al.
INTRODUCTION
A fundamental goal of auditory neuroscience is to understand the mapping between auditory stimuli and 19 the cortical responses they elicit. In magneto/electro-encephalography (M/EEG) studies, this mapping has 20 predominantly been measured by examining the average cortical evoked response potential (ERP) to a
where λ is the regularization parameter that controls the amount of parameter shrinking. 88 2.1.3 Low-Rank Approximation (LRA) 89 The LRA-based regression relies on a low-rank approximation of the covariance matrix, X T X. This is 90 achieved by employing a singular value decomposition (SVD) of X T X:
where U and V are orthonormal matrices that contain respectively the left and right singular vectors, and 92 where S is a diagonal matrix, S = diag(s 1 , s 2 , ..s d ) with sorted diagonal entries. Since X T X is a positive 93 semidefinite matrix we have U = V. LRA uses a rank-K approximation of X T X by only retaining the 94 first 1 ≤ K ≤ d diagonal elements of S. By formingŜ −1 = diag(1/s 1 , 1/s 2 , ..., 1/s K , 0..0, 0, 0), the 95 regression coefficients can be estimated from:
The number of diagonal elements, K, to retain are typically chosen such that a diagonal element is retained 97 if the sum of the eigenvalues to be kept cover a fraction λ of the overall sum, or 0 <
Note that the regularization parameter, λ, here is analogous to λ for Ridge Regression, but that the values 99 are not comparable between the two. Shrinkage (3, 13) is a method used for biasing the covariance matrix by flattening its eigenvalue spectrum 102 with some tuning parameter, λ. In the context of regression, the Shrinkage solution is
where ν is here defined as the average eigenvalue trace of the covariance matrix X T X . When λ = 0, regularization imposes temporal smoothness on the TRF. While Ridge Regression is a special type of Tikhonov regularization, the scheme which we shall refer to as Tikhonov regularization achieves temporal 116 smoothness by putting a constraint in the derivative of the filter coefficients (17, 18, 15) . Here we focus on 117 first order derivatives of the filter coefficients and assume that the first derivatives can be approximated by 118 ∂w i ∂i ≈ (w i+1 − w i ) for any neighboring filter pairs w i+1 and w i . Tikhonov regularized TRF filters can, 119 under this approximation, be implemented as:
where for simplicity and to be consistent with previous studies (23, 9, 10) , this paper characterizes the goodness 151 of the fit using Pearson's correlation coefficients.
152
In the forward case, multiple EEG channels are predicted by the TRF. Rather than using multiple 153 correlation coefficients to characterize the regression accuracy in this case, we chose to take the average 154 of the correlation coefficients between the predicted channels and the actual EEG data as a validation 155 score. The assumption with this approach is that low correlation scores will cancel out. We used the same 156 metric over the test set to characterize the fit of the TRF. In the backward case, characterizing the fit is 157 straightforward as the TRF predicts a single audio envelope that can be correlated with the attended audio 158 envelope. Performance was also evaluated on a classification task based on the TRF model. The task of the classifier 161 was to decide, on the basis of the recorded EEG and the two simultaneous speech streams presented to 162 the listener (see Section 2.4), to which stream the subject was attending. The classifier had to make this 163 decision on the basis of a segment of test data, the duration of which was varied as a parameter (1, 3, 5, 7, 164 10, 15, 20 and 30s), which will be referred to as the decoding segment length. This duration includes the 165 kernel length of the TRF (500 ms). The position of this interval was stepped in 1s increments. The training/testing process was repeated with the 9 other train/test partitions and the score averaged over all 10 iterations. In every case, the classifier trained over the entire training/validation set was tested on a 183 short interval of data, the duration of which was varied as a parameter, as explained above. An illustration 184 of this classification task is shown in figure 1. Figure 1 . Diagram of classification task. For the forward TRF, 66 EEG channels are predicted from the speech stream A and B envelopes. After correlation with the 66 channel EEG data, this results in 66 correlation coefficients for each speech stream, which are used as features for the SVM to distinguish the attended talker. For the backward TRF, a single attended audio envelope channel is estimated from the EEG data. After correlation with the speech stream A and B envelopes, a single correlation coefficient for each speech stream is obtained. Classification of the attended talker is performed by determining the larger coefficient.
Classification performance was characterized for different decoding segment durations using the raw 186 classification score, receiver operating characteristic (ROC) curve, and information transfer rate (ITR). The 187 raw classification score measured what proportion of trials were classified correctly. It should be noted 188 that in measuring classification performance, the two classes were balanced. The ROC curve characterizes 189 the true-positive and false-positive rates for decoding segment trials where the classifier discrimination 190 function lies above a given threshold, as the threshold is varied. The ITR metric corresponds to the number 191 of classifications that can be reliably made by the system in a given amount of time. The dependency of 192 ITR on decoding segment length is a tradeoff between two effects. On one hand, longer decoding segments 193 allow more reliable decisions. On the other, short durations allow a larger number of independent decisions.
194
There is thus an optimal decoding segment duration. A number of metrics to compute the ITR have been 195 proposed. The most common is the Wolpaw ITR (36), which is calculated in bits per minute as:
where V is the speed in trials per minute, N is the number of classes, and P is the classifier accuracy. We 197 also report the Nykopp ITR, which assumes that a classification decision does not need to be made on 198 every trial (21). This can be done by first calculating the confusion matrix p for classifier outputs where the classifier decision function exceeded a given threshold. This threshold is adjusted to maximize:
where p(w i ) is the probability of the actual class being class i, p(ŵ j |w i ) is the probability of the predicted 201 class being class j given the actual class being class i, and p(ŵ j ) is the probability of the predicted class 202 being class j. The TRF models were all trained and tested using cross-validation with a 10-fold testing procedure 205 involving nested cross-validation loops. During this cross-validation procedure the TRFs were characterized 206 under a N-fold testing framework where the data was divided into 10 folds. One fold was held out for testing, 207 while data from the remaining 9 folds were used to compute the TRF. An additional cross-validation loop 208 on the remaining 9 folds was used to tune the hyperparameters. In this cross-validation, the regularization 209 parameter was adjusted to maximize the correlation coefficient between the TRF model prediction and 210 the actual measured data. For Ridge and Lasso regularization schemes that allowed a regularization 211 parameter between zero and infinity, a parameter sweep was performed between 10 −6 and 10 8 in 54 212 logarithmically-spaced steps. This was done using the following formula:
where λ 0 ≡ 10 −6 . For LRA, Elastic Net, and Shrinkage schemes, where the regularization parameter range 214 was between 0 and 1, a parameter sweep was performed between 10 −6 and 1 using a log-sigmoid transfer 215 function that compresses the values between 0 and 1 using the following iterative formula:
The weights of the TRF models generated for each inner cross-validation fold were then averaged to 217 generate an overall cross-validated model that could then be applied to the test set. typically resulting in the removal of one or two components. Lastly, the EOG channels were removed from 275 the data, which was then referenced to a common average over all channels.
276
For the TRF analysis, the EEG was bandpassed between 1-9 Hz using a windowed sync type I linear-277 phase finite-impulse response (FIR) filter, shifted by its group delay to produce a zero-phase (35) with a 278 conservatively chosen order of 128 in order to minimize ringing effects. This frequency range was selected 279 as it has been shown that cortical responses time-lock to speech envelopes in this range (23) . As part of the The TRF estimation methods used for attention decoding attempt to characterize a relationship between 285 features of attended speech streams and EEG activity. We calculated temporal envelope representations 286 from each of the clean speech streams (i.e. without reverberation). We did not try to derive them from the 287 reverberant or mixed audio data, as explored elsewhere (14, 1). In trials with reverberant speech mixtures, step was intended to partially mimic that which is seen in the human auditory system (27). The audio 293 envelope was then calculated by summing the rectified and compressed filterbank outputs across channels.
294
The audio envelope data was subsequently downsampled to the same sampling frequency as the EEG (64 295 Hz) using an FFT-based resampling method. The EEG and envelopes were then temporally aligned using 296 start-trigger events recorded in the EEG. The envelopes were subsequently lowpassed at 9 Hz. As part of 297 the cross-validation procedure, audio envelopes were finally centered and standardized (Z-normalized) 298 across the time dimension using the mean and standard deviation of the attended speech envelope in the 299 training data. Given the non-Gaussian distribution of regression accuracies (range -1 to 1) and classification performance respectively, prior to statistical tests and correlations.
RESULTS
The TRF estimation methods introduced in Section 2 were used to decode attended speech envelopes from 310 low-frequency EEG activity. The following sections analyze results with metrics of 1) regression accuracy, 311 2) classification accuracy, 3) receiver operating characteristic (ROC), and 4) information transfer rate (ITR).
312
Results are shown for each of the regularization schemes, for both forward and backward TRF models. For 313 each regularization scheme, the regularization parameter(s) are tuned to maximize regression accuracy.
314
These parameter values are then used for all regression and classification comparisons. Regression accuracy 315 compares different regularization schemes in predicting test data using the optimal regularization parameter.
316
Classification accuracy uses the regression accuracy values to classify the attended/unattended talker 317 and compares the different regularization schemes in performing this task. The ROC curve visualizes 318 the relationship between the true and false-positive rates for different classifier discrimination function 319 thresholds. Lastly, the ITR describes the impact of decoding segment length on the bit-rate, for different 320 points on the ROC curve. 
Regularization Parameter Tuning

322
The TRF estimation methods, except for the OLS method, use regularization techniques to prevent 323 overfitting and therefore require a selection of the appropriate tuning parameters. Figure 2 shows the 324 correlation coefficient between predicted (validation set) data and the actual target data (regression accuracy) 325 over a range of regularization parameters. In general, there is a broad region where validation regression 326 accuracy is flat, which peaks before quickly falling off with increasing λ. It is apparent that the regression 327 accuracies obtained with backward TRF models generally are higher than those obtained with forward 328 TRF models. models investigated in the present study the Elastic Net has two tuning parameters that adjust the balance 331 between L1 and L2 penalties. This is controlled via the α parameter. Similar to the other regularization 332 schemes, for each value of α, there is a broad range of λ values that give good correlation performance. 
Regression Accuracy
For each regression method (and each value of α for elastic net), the TRF model was estimated and 335 the optimum lambda estimated on the training/validation set. This optimal model was then applied to 336 the test set, and the regression accuracy was compared between regression methods. This is shown in Figure 4 . Test set regression accuracies (r attend ) for each TRF estimation method plotted against r unattend . Left: results from the forward modeling approach. Right: results from the backward modeling approach. For each scheme (represented by a color), each point represents average data from one subject. The black line shows r attend = r unattend .
Classification Accuracy
358
We further sought to investigate how the different TRF models perform in terms of discriminating 359 between attended and unattended speech on a limited segment of data. The duration of the segment was 360 varied as a parameter (1, 3, 5, 7, 10, 15, 20 and 30s) . This was characterized on held-out test data for 361 each TRF method, using the λ value that yielded the maximum regression accuracy in the validation data.
362
The results from this analysis are shown in figure 5 . A 2-way repeated measures ANOVA with factors of 363 regularization scheme and TRF model (forward or backward), based on 30s decoding segment lengths, 364 found a main significant difference between backward and forward models (F (1,17) = 17.3, p < 0.01), with 365 a significant interaction with the effect of regularization scheme (F (5,85) = 208.9, p < 0.01). A posthoc 366 paired t-test showed that backward model performs better than the forward model for all regularization 367 schemes excluding the case where ordinary least squares (OLS) was applied (T 17 = 9.35, p < 0.01). For 368 OLS, the forward TRF model outperformed the backward model (T 17 = 7.32, p < 0.01).
369
A repeated measures ANOVA with factors of regularization scheme, applied only to the forward TRF 370 classification accuracy scores, found no significant effect of regularization scheme on classification accuracy.
371
For the backward TRF methods, however, a significant effect of regularization scheme on classification For Elastic Net regularization, a repeated measures ANOVA with factors of α and subject did not find 378 any significant effect of α on classification accuracy for forward or backward TRF models.
379
In summary, for the forward model there was no difference between schemes (regularization and OLS), 380 and for the backward model there was no difference between Ridge, Tikhonov and Shrinkage, but all 381 regression methods were better than OLS. The discrimination between attended and unattended speech streams from EEG data is done in two stages: 384 the computation of regression accuracies, followed by classification. We sought to investigate how the 385 classification accuracies obtained with each TRF model relate to the test set regression accuracies. A plot 386 of this relationship is shown in figure 6.
387
For forward TRF models, the average correlation between regression accuracy and classification 388 performance is 0.69 (T 108 = 9.83, p < 0.01), over all regularization schemes. For backward TRF models, 389 the correlation between the regression accuracy and classification performance is 0.89 (T 108 = 22.4, 390 p < 0.01). This suggests that classification performance varies with regression accuracy. However, 391 as was previously described for the backward TRF models, while Tikhonov regularization achieved a 392 significantly higher regression accuracy compared to all other methods, it did not achieve a significantly 393 higher classification performance compared to Shrinkage, Ridge Regression or LRA. To explain this, we 394 examined the classification feature in terms of the difference between class means (r attend −r unattend ) and 395 the within-class standard deviation ( 0.5(σ 2 r attend + σ 2 r unattend )). Both of these terms affect the separability 396 between classes.
397
For backward TRF models, Tikhonov regularization had a significantly larger difference between 398 class means compared to Ridge Regression and Shrinkage (Tikhonov>Ridge: T 17 = 1.82, p = 0.04), Figure 5 . Using different TRF methods to decode selective auditory attention from multi-channel EEG data. Classification performance is shown for different decoding segment lengths (1s, 3s, 7s, 10s, 15s, 20s, 30s). Top-left and -right panels show the classification performance for forward models respectively backward models. Bottom-left and -right panels show the classification performance for 7 s long decoding segments. The different TRF methods are shown in different colors (see legend). Notched boxplots show median, and first and third quartiles. Whiskers show 1.5 × IQR. The dashed line shows the above-chance significance threshold at p = 0.05.
(Tikhonov>Shrinkage: T 17 = 1.79, p = 0.05). At the same time, the between-class standard deviation 400 was also significantly larger for Tikhonov regularization (Tikhonov>Ridge: T 17 = 2.21, p = 0.02),
401
(Tikhonov>Shrinkage: T 17 = 2.25, p = 0.02). This suggests that while Tikhonov regularization 402 yields a better reconstruction accuracy (correlation coefficient), this is offset by an increased variance in 403 the reconstruction accuracy computed over short decoding segments, nullifying any potential gains in 404 classification performance. 
Information Transfer Rate
416
The Wolpaw ITR represents the transfer rate when all decoding segments are classified, whereas the 417 Nykopp ITR represents the maximum achievable transfer rate when some classifications are withheld based 418 on classification discrimination function output. Figure 8 shows the Wolpaw and Nykopp ITR values as 419 a function of decoding segment duration, based on TRFs computed with Tikhonov regularization. Both 420 the Wolpaw and Nykopp ITR show an increase followed by a decrease with increasing decoding segment 421 duration. The plots suggest that for brain computer interface applications with fixed decoding segment 422 lengths, it may be advisable to use decoding segments of 3-5 seconds to maximize the ITR. While the 423 Nykopp measure is an upper-bound, its increase over the Wolpaw ITR value (forward TRF, 5s: T 17 = 13.1, 424 p < 0.01), (backward TRF, 5s: T 17 = 16.7, p < 0.01) demonstrates that by adjusting the classifier decision 425 function cutoff, it could be possible to increase the ITR. 
