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Resumo 
Para uma pré-ordem T de um corpo formalmente real F, desenvolvemos 
neste trabalho a teoria das T-formas quadrátricas) e suas relações com a 
aritmética do corpo associada a T. 
O estudo de T-formas tem origem em pelo menos dois aspectos. O 
primeiro, que não será abordado neste trabalho, é evitar a " torção " no es-
tudo do anel de \iVitt. Esse fato pode ser observado no item (2), da Proposição 
3.16. 
Outra motivação para desenvolvermos essa teoria é o estudo de pro-
priedades de validade restrita. Isto é, relações que ocorrem entre as ordens 
contendo a pré-ordem T, mas que não ocorrem entre todas as ordens de F. 
Por exemplo, veremos que as propriedades Pasch, SAP, HnT (para n 2: 4) 
e EDT são equivalentes, o que não ocorre se não considerarmos as pro-
priedades sendo restritas a pré-ordem T. 
li 
Abstract 
For a preordering T of a formally real field F, we develop in this work the 
quadratic T-forms theory, and its relations with the aritmethic of the field 
associated to T. 
The study of T-forms has motive in at least two aspects. The first, that 
will not be boarded in this work is to avoid the " torsion" in the VVitt ring 
study. This fact can be observed in item (2) of the Proposition 3.16. 
Other motivation for develop this theory is the study o f properties of re-
stricted validity. So, relations that occurred between the orderings contained 
the preordering T, but that doesn't happen among all ordering of F. 
For example, we will see that the properties Pasch, HnT (for n 2: 4) and 
EDT are equivalents, what doesn't occur ifwe don't consider the properties 
being restricted to preordering T. 
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Para uma pré-ordem T de um corpo formalmente real F, desenvolvemos 
neste trabalho a teoria das T-formas quadrátricas, e suas relações com a 
aritmética do corpo associada a T. 
O estudo de T-formas tem origem em pelo menos dois aspectos. O 
primeiro, que não será abordado neste trabalho, é evitar a " torção " no es-
tudo do anel de \Nitt. Esse fato pode ser observado no item (2), da Proposição 
3.16. 
Outra motivação para desenvolvermos essa teoria é o estudo de pro-
priedades de validade restrita. Isto é, relações que ocorrem entre as ordens 
contendo a pré-ordem T, mas que não ocorrem entre todas as ordens de F. 
No próximo parágrafo tratamos das pré-ordens e do espaço de ordens 
associado. No parágrafo 3 desenvolvemos os pontos básicos da teoria de T-
formas e no seguinte estudamos o anel de Witt correspondente. Os parágrafos 
5 e 6 são dedicados ao estudo de T -semiordens e índice de estabilidade, dois 
instrumentos mais elaborados que são usados no estudo de uma pré-ordem 
T. 
Os principais resultados do trabalho são encontrados nos parágrafos 7 
a 9 onde desenvolvemos o estudo de algumas propriedades que valem no 
subespaço Xr associado a pré-ordem T. Destacamos que as propriedades 
estudadas são muito restritivas. Elas caracterizam uma pré-ordem T onde 
1 
as ordens do espaço X r são independentes. 
Finalmente incluimos em um apêndice o estudo dos corpos de séries for-
mais K((t)), com o objetivo de construirmos exemplos e contra-exemplos. 
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2. Ordens e Pré-ordens 
Relembremos que um corpo F é chamado formalmente real se e somente se 
-1 fj_ L F 2 • Veremos que esses corpos são exatamente os corpos ordenáveis. 
Isto é) os corpos onde podemos estabelecer uma relação de ordem compatível 
com as operações do corpo. Vamos por isso estudar os corpos com ordem. 
Definição 2.1: Por uma ordem em um corpo F entenderemos um sub-
conjunto P f F tal que 
(l)P+PÇP; 
(2) PP Ç P; 
(3) Pu -P =F; 
(4) Pn -P = {0}. 
Decorre da definição que P contém 2: F 2 , o conjunto de todas somas de 
quadrados em F. 
Definição 2.2: Seja Puma ordem e a E F. Definimos a F-assinatura 
de a por 
sgnp(a) = { 
1 se 
-1 se 
a E P 
a rf P. 
Lema 2.3: sgnp: P ----r { ±1} é um homomorfismo de grupos e tem P 
como núcleo. 
Demonstração:-
Vamos analisar os seguintes casos: 
(1) Se a, b E P entãa ab E P. Assim sgnp(a) sgnp(b)= 1 = sgnp(ab). 
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(2) Se a, b 'i' P então ab E P. Assim sgnp(a) sgnp(b)= 1 = sgnp(ab). 
(3) Se a E P e b 'i' P ou a 'i' P e b E P então ab 'i' P. 
Assim sgnp(a) sgnp(b)= -1 = sgnp(ab). 
E obviamente temos que o núcleo de sgnp é o conjunto 
{a E F: sgnp(a) = 1} = P. • 
Vamos denotar o conjunto de todas as ordens em F por Xp. Podemos 
introduzir uma topologia em Xp. Para todo a E F, seja H(a) = {P E Xp: 
a E P}. Note que H(1) = XF, H( -1) = 0 e H( -a)= XF \H( a). 
Consideremos a topologia em Xp com subbase ]{ = {H(a) : a E F}. 
Cm conjunto aberto em Xp é gerado pelos elementos da subbase, isto é, é a 
união de interseções finitas de conjuntos H(a) . .:Jote que H(a) é um conjunto 
aberto e fechado. 
Lema 2.4: X F é um espaço Booleano, isto é, compacto 1 Hausdorff e 
desconexo. 
Demonstração:-
Temos que cada ordem P determina uma função sgnp; P ------t {±1} 
definida como em 2.2. Assim temos um mergulho Xp 4 {±1 }F, onde { ±l}.F 
é o espaço de funções de F em {±1}. Tomemos {±1} com a topologia 
discreta, e {±1 }P com a topologia produto. Dessa forma { ±1 }.F € um espaço 
de Hausdorff e pelo Teorema de Tychonov é compacto. Uma sub base da 
topologia produto é dada por Ha,, ={f: F-+ {±1}]/(a) =<},que é um 
conjunto aberto e fechado pois {±1}.F- Ha,E = Ha,-• que é aberto. Logo 
{ ±l}.F é um espaço desconexo. 
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Agora vamos mostrar que Xp é um subconjunto fechado de { ±1 F'', Tome 
uma aplicação s : F -+ {±1} que não origina uma ordem, Temos que 
considerar então uma das três possibilidades: 
(1) s- 1(1) + s-1(1) rf_ 8-1(1) 
(2) s-1(1).s- 1 (1) rf_ s-1(1) 
(3) 8-1 (1) u s-1 ( -1) j P. 
Consideremos que ocorre (1), então a,b E s-1 (1) implica que a+b =c fi 
8-1 (1), e daí Ha,l n Hb,l n Hc,-1 3 8, Mas (Ha, 1 n Hb, 1 n Hc,-1 ) n Xp = 0, 
pois se P E Xp, sgnp(a) =sgnp(b) = 1 então sgnp(c) =L 
No caso (2), se a, b E s-1(1) temos que c = ab r;t s- 1(1) e novamente 
8 E Ha, 1 n Hb,l n Hc,-t e (Ha,I n Hb, 1 n Hc,-d n Xp = {/), 
Se ocorre (3) existe a E F tal que s(a) = -!(a r;t s- 1(1)) e s( -a) 
-1(-a r;t s-1 (1) equivalente a a 'i' -s-1 (1)) e assim 8 E H,,1 n H-a, 1 e 
(H,,1 n H_,_t) n Xp = 0. 
Logo Xp é um subconjunto fechado de {±1}. Assim Xp com a topologia 
induzida de {±l}p é também um espaço compacto, Hausdorff, e desconexo. 
Finalmente como para toda a E F, Ha, 1 n Xp = H(a) e Ha,- 1 n Xp = 
H( -a) concluímos que a topologia induzida por { ±1 }F em Xp coincide com 
a topologia inicialmente considerada. • 
Dada uma ordem P E Xp, escrevemos a ?:P b se a- b E P, e a > p b se 
a- b E P = P\0- Portanto podemos falar sobre elementos positívos (aqueles 
em P) e elementos negativos (aqueles em -P) com respeito a P. 
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Quando a ordem P está clara no contexto, escreveremos apenas 2: ou > 
omitindo a referência P. Generalizando a noção de ordem, introduziremos 
agora o conceito de pré-ordem. 
Definição 2.5: Uma pré-ordem em um corpo F é um subconjunto T # F 
tal que 
(1) T+T C:: T 
(2) T.T C:: T 
(3) F 2 C:: T. 
Note que em vista destas propriedades dizer que T =f- F é equivalente 
a dizer que -1 tf_ T. De fato: Se -1 E T, então para x E F, escrevemos 
x = y2 - z2 onde y = (l~x) e z = (l;x). Daí x E F 2 + T.F2 Ç T + T.T Ç 
T + T Ç T, ou seja, x E T. Logo F Ç T. Portanto F = T contrariando a 
hipótese T =f- F. Por outro lado, se -1 fj. T então T 1- F. Também aqui 
T n -T ={O} se T =f- F, pois x E T n -T é equivalente a x, -x E T, assim 
-I ~ -x.x.(x- 1 ) 2 E T. 
Para urna pré-ordem T c F, o conjunto T = T\{0} é um subgrupo do 
grupo multiplicativo P. De fato: Sejam x, y E i'. Temos que xy E T e 
x-1 = (x- 1 ) 2 .x E F 2.i' ç T. Logo x-1 E T. 
Definição 2.6: Se o índice [P : T] é finito, o chamaremos de índice da 
pré-ordem. 
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Lema 2.7: A pré-ordem T é uma ordem se e só se [P: T] = 2. 
Demonstração:-
Se T é ordem Tu-T =F, ou seja, existem apenas duas classes laterais de 
Tem P. Portanto [P : T] ~ 2. Por outro lado, se [F : T] ~ 2 então existem 
duas classes laterais detem F. Como -1 ~ T segue que F= TU-T. Logo 
pela Definição 2.1, T é uma ordem. • 
Seja T C F uma pré-ordem, e {ai ; i E I} um conjunto de elementos em 
F. Denotaremos por T[ai : i E I] o conjunto 
{to+ :Eti1 •• .inat1 ···ai,_;ai1l···,ai,. E {ai: i E I},ti 1 •• in E f}. 
Em particular, T[a] = T + T.a. Note que T[a, :i E I] é uma pré-ordem 
em F se e só se não contém -1. 
Também L F 2 é uma pré-ordem se e somente se F é formalmente reaL 
Se 2..: F 2 é uma pré-ordem, note que ela é a ''menor" pré-ordem de F, pois 
toda pré-ordem contém a soma de quadrados. 
Lema 2.8: Seja T c F uma pré-ordem e a E F. Então T[a] é uma 
pré-ordem se e somente se a~ -T. 
Demonstração:-
Suponha que a E -T. Então -a E T e T[a] = T + T.a contém -a.a = 
-a2 Como F 2 Ç T[a].a2 Ç T[a], isto implica que -1 ~ -a2 (a2 )-1 E T[a]. 
Contradizendo o fato de T[a] ser pré-ordem. Por outro lado, suponha que 
a~ -T. Então -1 ~ T[a], pois caso contrário, poderíamos escrever -1 = 
t 1 + tz.a para alguns t 1, tz E T. Como -1 ~ T, tz f. O e -a= (1 + tl)t2 1 E T 
contra a hipótese. Logo T[a] é uma pré-ordem. • 
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Proposição 2.9: Se ordenarmos o conjunto das pré-ordens por inclusão 
então urna pré-ordem T é maximal se e somente se T é urna ordem. 
Demonstração:-
Suponha que T é uma pré-ordem maximaL Para todo a ~ T, temos 
que T[-a] é uma pré-ordem. Como T Ç T[-a] e T é maximal temos que 
T = T[-a], isto é, T = T + T( -a). Daí -a E T, ou seja, a E -T. Logo 
F = TU-T e T é ordem em F. Por outro lado, se T é ordem, claramente T 
também é pré-ordem, e se existe pré-ordem S tal que T Ç S como [F : T] = 2 
temos T =S. • 
Proposição 2.10: Uma pré-ordem T c F está contida em pelo menos 
uma ordem. 
Demonstração:-
Seja F = {P pré-ordem IT Ç P}. :;:: =f. (/) pois T E :;::. Ordenando-se 
F por inclusão , vemos que :F é uma família indutiva. Pelo Lema de Zorn, 
existe P E :F maximal. Vemos que P será maximal entre as pré-ordens. Logo 
pela Proposição 2.9 P é uma ordem de F. • 
Vamos agora estabelecer a equivalência entre os conceitos corpo formal-
mente real e corpo ordenável mencionados no início deste paragráfo. 
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Teorema (Artin Schreier) 2.11: Um corpo é formalmente real se e 
somente se tem uma ordem. 
Demonstração:-
Seja F um corpo formalmente real. Então L F 2 é uma pré-ordem de F 
e pela Proposição 2.10 L F2 c P c F, onde Pé uma ordem. Por outro 
lado, se Pé uma ordem de F, então LF2 c P e como -1 rf. P, temos que 
-1 (i L; F'- Logo F é formalmente real. • 
Vamos denotar o conjunto de todas ordens contendo a pré-ordem T por 
Xy. 
Em Xr temos a topologia induzida por Xp, onde uma subbase dessa 
topologia é dada por Hr(o) ~ H(a) n X r~ {P E X r' a E P}. 
Lema 2.12: Xr é um subconjunto fechado de Xp. 
Demonstração:-
Seja P E Xp \X r e fixe a E T \ P. Temos que -a E P e H( -a) ~ 
{P E Xp : -a E P} é uma vizinhança de P. Por outro lado, para todo 
P' :::> T, a E P' então P' (i H( -a). Logo H( -a) n X r ~ 0. Logo Xp \X r é 
aberto e Xr é fechado. • 
Assim vemos que Xr é compacto. 
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Teorema 2.13: Para uma pré-ordem T c F, temos T = nP onde P 
percorre todo X r. 
Demonstração:-
Seja X E T. Como T ç P, para todo p E Xr temos que X E nPEXTP. 
Logo T Ç nPEXrP. Por outro lado, se a ~ T, então pelo Lema 2.5 T[-a] 
é uma pré-ordem, e pela Proposição 2.10 existe uma ordem P0 ~ T[-a]. 
Mas -a E T[-a]. Logo -a E P0 e a f/. P0 e portanto a !f. nPEXTP. Logo 
• 
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3. T-Formas Quadráticas 
Vamos agora desenvolver uma teoria análoga a teoria de formas quadráticas 
para corpos formalmente reais. Estaremos estudando formas quadráticas em 
relação ao espaço de ordens X r, associado a uma pré-ordem. Em particular 
se T = L F 2 estaremos trabalhando com todas as ordens e nesse caso essa 
teoria é chamada de Teoria Reduzida de Formas Quadráticas. 
Vamos assumir como conhecidos todos os conceitos e resultados relativos 
às formas quadráticas usuais, como isotropia, isometria, formas de Pfister, 
anel de Witt W(F), e etc. Na verdade se trocarmos as expressões a T-
formas" por "formas quadráticas" em muitos pontos deste trabalho, teremos 
exatamente o que é usualmente conhecido para formas quadráticas. Contudo 
nas demonstrações dos resultados ocorrem diferenças significativas. 
Seja T uma pré-ordem fixada em F. 
Definição 3.1: Por uma T-forma de dimensão n, entenderemos a ex-
pressão formal 
Chamamos n de dimensão de <P e denotamos por dim ifJ. Se T estiver clara 
no contexto, muitas vezes, escreveremos simplesmente rjJ =< a1 , ... , an >. 
Definição 3.2: Dada P E Xr e rjJ =< a1 , ... ,an >r definimos a F-
assinatura de rjJ, por 
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Lema 3.3: Para toda T-forma 4> =< a 1 , ... , an >r e toda ordem P E X r 
temos que sgnp(IP) = 2r- dimcjJ, onde r é o número de elementos positivos 
de{a1, ... ,an}. 
Demonstração:-
Suponha que existem r elementos de 4> que estão em P, e (n-r) elementos 
de rjJ estão em -·P, ou seja, não estão em P. Assim sgnp(ç&) =r x 1 + (n-
r) x ( -1) =r- n +r= 2r- n. Portanto sgnp(q)) = 2r- dim(qi). • 
Vamos agora definir a soma ortogonal (..i) e o produto tensorial ( 0) de 
T-formas de maneira análoga ao que é feito para formas quadráticas 
< a1, ... , an >r_l_< br, ... , bm >r=< a1, ... , an, br, ... , bm >r 
<ar, ... , an >r 0 <h, ... , bm >r=< arbr, ... , aibj, ... , anbm >r 
Vamos agora verificar que valem as leis associativa, comutativa e distribu-
tiva para _l_, 0. 
Sejam < a1 , ... , an >r,< b1, ... , bm >r,< c1 , ... , Cr >r T-formas. Temos 
que : 
(1) ..i é associativa. De fato: 
< ar, ... ,an >r_j_ (< br, ... ,bm >y_l_< Cr, ... ,Cr >r)= 
< ar, ... ,an >r..l< br, ... ,bm,c~, ... ,cr >r= 
<ar, ... , an, br, ... , bm, Cr, ... , Cr >r= 
<ar, ... , an, br, ... , bm >r..l< Cr, ... , Cr >r= 
(<ar, ... , an >r..l< br, ... , bm >r) ..l< Cr, ... , Cr >y. 
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(2) 0 é associativa. De fato: 
< ar, .. -,an >r 0(< br, ... ,bm >r 0 < c1, ... ,er >r)= 
< all···, an >r 0 < brcl, ... , b1cn ... , bmCI, ... , bmCr >r= 
< a1 (b1ct), ... ,a, (h c,), ... , a, (bmci), ... , a1 (bmc,), ... , 
an(b,ci), ... , an(b,c,), ... , an(bmci), ... , an(bmc,) >r=· 
< (arbl)cr, ... , (arbr)c.r, ... , (arbm)cl, ... , (albm)Cn ... , 
(""b,Jci, ... , (anb,)c,), ... , (anbm)c,, ... , (anbm)c, >r= 
< a1b1, ... , arbm, ... , anbl, ... , anbm >r 0 <C~; ... , Cr >r= 
( < ar, ... , an >r 0 < br, ... , bm >r )0 < C1, ... , Cr >r. 
(3) j_ é comutativa. De fato: 
<ar, ... , an >r..l< br, ... , bm >r= 
<ar, .... , an, br, ... , bm >r':;;< br, ... , bm, ar, ... , an >r= 
< br, ... , bm >r..l< ar, ... , an >r. 
(4)0 é comutativa. De fato: 
< aL ... , an >r 0 < br, ... , bm >r= 
< arbr, ... , aibj, ... , anbm >r=< brar, .. , bjai, ... , bman >r= 
< br, ... , bm >r 0 <ar, ... , an >r-
(5)0 é distributiva com relação a .L De fato: 
< a1 , ••• ,an >r®(< br, ... ,bm >r.l< cr, ... ,cr >r)= 
<ar, ... , an >r 0 < br, ... , bm, Cr, ... , Cr >r= 
< ar br, ... , anbr, ... , ar bm, ... , anbm, ... ,ar Cr, ... ,anel, ... , ar~·, ... , <1.nCr >r= 
< arbr, ... , anbr, ... , arbm, ... , anbm >rl.< arcr, ... ,anel, ... , arcr, ... , anCr >r= 
< ar, ... ,an >r0 < br, ... ,bm >r.l< ar, ... ,an >r®< Ct,---,Cr >r. 
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( < al: ... , an >r ..L< b1, ... , bm >r)®< c1, ... , Cr >r= 
<ar, ... , an, br, ... ,bm >r 0 < Cr, ... ,Cr >r= 
< a1e1, ... ,anel, ... , arer, ... , ancr, ... , b1e1, ... , bmelJ ... , bten ... , bmer >r= 
< a1e1, ... , anel, ... , a1Cr, ... , aner >r.l< b1e1, ... , bmel, ... , brCr, ... , bmer >r= 
<ar, ... , an >r 0 < elJ ... , er >r ..L< br, ... , bm >r®< e1, ... , Cr >r. 
Lema 3.4: Sejam fjJ e '1/J duas T -formas. Então: 
(1) dim(<P _!_ 1/J) = dim(<P) + dim(1/J). 
{2) dim(<P 01/J) = dim(<P). dim(1/J) 
(3) sgnp(<Í' _!_ 1/J) = sgnp(<P) + sgnp(,P) para todo P E X r. 
{4) sgnp(<P 0 1,0) = sgnp(<P) .sgnp(</J) para todo P E X r. 
Demonstração:-
(!) e (2) seguem da definição de _!_ e 0. 
(3) Suponha que tenhamos r· elementos de fjJ em P e s elementos de </; 
em P. Então r+ s é o número de elementos de (cf! .l 'lj_,·) em P. Pelo 
Lema 3.3 temos que sgnp(<P) = 2r- dim(<!>), sgnp(,P) = 2s- dim(,P) e 
sgnp(<Í' _!_ 1/J) = 2(r + s)- dim(<P _]_ 1/J) = 2r + 2s- dim(<P)- dim(,P) = 
2r- dim(<P) + 2s- dim('lb) = sgnp(<P) + sgnp(</J). Portanto sgnp(<Í' _!_ 1/J) = 
sgnp(ql) + sgnp(</J) para todo P E X r. 
( 4) Sejam r o número de elementos de fjJ em P e s o número de elementos 
de 1j; em P. Observemos que os elementos de cp 0 </; que estão em P são 
obtidos como produto de dois elementos de P ou de -P. Então o número 
de elementos de (<f®?/;) em Pé r x s + (n- r) x (m- s). 
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Daí sgnp(</J 01/;) = 2(rs + (n- r)(m- s))- mn = 2rs + 2mn- 2ns-
2rm+ 2rs- mn = 4rs- 2ns- 2rm+ mn. Por outro lado sgnp(tj;).sgnp('/b) = 
(2r- n)(2s- m) = 4rs- 2rm- 2ns + mn. Portanto sgnp(<j> 01/J)= sgnp(</J). 
sgnp(1j;) para todo P E X r. • 
Para simplificar a notação, às vezes escreveremos rjx0 para o produto 
tensorial </;0'1/J, e para um número natural r, escreveremos r.rj; para a r-soma 
ortogonal </J j_ ... j_ rp. 
Definição 3.5: Dizemos que duas T-formas <P e '!jJ são T-t·sométricas e 
escrevemos q, '"r 1j; se dim(\li) = dim(1j;) e sgnp(ql) = sgnp(1j;), para todo 
PEXr. 
Vemos que T-isornetria não implica isometria usual. 
Os seguintes exemplos de T-isometria serão úteis em cálculos futuros. 
Lema 3.6: 
(1) < alJ ... , an >y'::::::.y< a1t1, ... , antn >r, onde ai E F, ti E T. 
(2) < a,b >r~r< a+ b,ab(a + b) >r, onde a,b,a + b E F. 
Demonstração:-
(!) Claramente essas duas T-formas tem a mesma dimensão. Como 
T C P, para todo P E Xy, temos que ai E P {::} aiti E P. Assim para 
todo i= 1, ... , n temos que 
sgnp(a,) = { I se 
-1 se 
a, E F <:::> aiti E P 
. . = sgnp(a,ti) 
a; f/. P ç; a,t, f/. P. 
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Logo sgnp(q>) ~ sgnp(7f;). 
(2) Claramente as dimensões são iguais. No cálculo das F-assinaturas, 
consideremos os três casos possíveis: 
1 o caso: Sejam a, b E P. Então a+ b E P e sgnp ( < a, b >r) = 1 + 1 = 2 
e sgnp( < a+ b, ab(a + b) >r) ~ 1(1 + 1.1) ~ 2. 
2' caso: Sejam a, b 'i' P. Então a+ b 7' P e sgnp( < a, b >r) ~ ( -1) + 
( -1) ~ -2 e sgnp( < a+ b, ab(a + b) >r) ~ ( -1) (1 + ( -1) .( -1)) ~ -2. 
3° caso: Se a E P e b 'f. P ou a ~ P e b E P , temos sgnp( < a, b >r) = 1 + 
( -1) ~ O ou sgnp( < a, b >r) ~ ( -1) + 1 ~O e sgnp( < a+ b, ab(a + b) >r) ~ 
sgnp(a + b).(1- 1) ~O. 
Nos três casos as F-assinaturas são iguais. • 
Definição 3. 7: Uma T-forma rP é dita T- hiperbólica se sgnp(</J) = O para 
todo P E X r. 
Uma T-forma que é T-hiperbólica não necessariamente é hiperbólica no 
sentido usual. Mas veremos que elas têm propriedades semelhantes. 
Lema 3.8: Toda T -forma T -hiperbólica tem dimensão par. 
Demonstração:-
Sabemos que sgnp(q!) ~ 2r-dim 1'· Como 1> é T-hiperbólica sgnp(q>) ~ O. 
Então O = 2r - dim cp e segue que dim rP = 2r. • 
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Lema 3.9: Seja cP uma T-forma T-hiperbólica com dim(q)) = 2n. Então 
<i>""rn. < 1,-1 >r. 
Demonstração:-
Temos que dim(n. <I, -I >r)= n.dim(< I, -I >r)= n.2 = dimq). 
Também sgnp(n. < I, -I >r) = n sgnp(< I, -I >r) = n(l- I) = O 
sgnpq), pois q) é T- hiperbólica. • 
Portanto a menos de T-isometria, existe uma única T-forma T-hiperbólica 
de dimensão 2n. 
Definição 3.10: A T-forma T-hiperbólica binária< 1, -1 >r é chamada 
plano T-hiperbólico e é denotado por IHr. 
Lema 3.11: Para toda T-forma q) temos que cP 0 IH r ~T dim q).lHy. 
Demonstração:-
Por indução sobre dim q). 
Se dim q) = 1 então q) =< a >r e temos q) 0 IH r =< a, -a >r. Logo 
dim(rjJ®IHr) = 2 = dimiHr e sgnp(rfJ®IHr) =sgnp(< a,-a >r)= O= 
sgnp!Hy. Portanto 4> 0 IHr ~T dimq)lHy. 
Suponha por hipótese de indução que dim q) > 1 e que o resultado vale 
para dim q) = n. Vamos mostrar que o resultado vale para n + 1, portanto 
vale para todo n. 
Considere a T-forma q) =< a 11 .•• , am an+l >r= q)1 .l_< an+I >r. Temos 
que ,P ® IH r = ('fi _!_ < an+l >r) ®IH r = ( çb, ® IH r) _!_ ( < an+l >r ®H r). 
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Pela hipótese de indução temos que c/J1 ®lHr ~T dimc/J1.1Hr e< an+I >r 
®!Hr "'-r !Hy. Assim <P@ IH r "'-r (dimqi 1.1Hr) _!_ IH r = n.!Hy _!_ IHr = 
n + I. IH r = dim cjJ.IHr. Portanto qualquer que seja a dimensão de cP temos 
que <P@ IH r "'-T dim qi.!Hy. • 
Definição 3.12: Uma T-forma cjJ =< a1, ... , an >r é dita T-isotrópica se 
existem t 1 , ... , tn E T não todos nulos, tais que a 1t 1 + ... + antn =O. Se tais 
ti's não existem, cP é dita T-anisotrópica. 
Novamente T-isotropia não implica isotropia usual. 
Para ilustrar esta noção de T -isotropia, considere o caso quando T é a pré-
ordem L F 2 em um corpo formalmente real F. Dizer que cP =< a 1 , ... , an >r 
é (L F 2 )-isotrópica significa que existe uma equação 
"n (' ')-O L.....i=l ai xil + ·· · + X ir, - ' 
onde os xii's não são todos nulos, ou seja, temos a seguinte equação: 
a1(xi1 + ... + xir1) + a2(x~1 + ... + X~r2 ) + ... + an(X;1 + ... + x;r,.) O 
Completando a equação com variáveis convenientes obtemos: 
(a1xi1 + a2X~1 + ... + anx~ 1 ) + (a1xi2 + a2x~2 + ... + anx;2) + ... + (a1xir1 + 
a2x~r1 + ... + anx;r1) + ... + (arxirn + a2x~rn + ... + anx;rJ =O. Logo para 
algum r E Jfl temos que rcj:J é isotrópica como uma forma quadrática usual. 
Neste caso, dizemos que a T-forma cP é fracamente isotrópica . 
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Observemos que se F é Pitagoreano (F2 = L F 2 ), e rP é L F 2-isotrópica 
então rP é isotrópica como uma forma quadrática usuaL Se F não é Pitagore-
ano, não é sempre verdade que rP fracamente isotrópica implica que rP é 
isotrópica. 
Por exemplo, sejam x 1 ,x2 E P tais que xi +:r~ 95. F 2 e considere a T-
forma rP =< 1, -(xi + x~) >r. Temos que rP é fracamente isotrópica pois 
l.(xl + xj) + (-(xl + xl)).1 =O, onde 1, (xl + xl) E L;F2 , para todos 
x2 E F. Mas como forma quadrática usual rP é anisotrópica, pois se y1 , y2 i- O 
e l.yf + ( -(xi + xâ)).yi = O então xf + x~ = (y1y:2 1 )2, contra a escolha de 
Xr, x2. 
Lema 3.13: Seja F um corpo tal que para toda forma rjJ fracamente 
isotrópica, <P é também isotrópica. Então F é Pitagoreano. 
Demonstração:-
Seja a= xi + ... +x; com X; E F·. A 2..: F 2-forma < 1, -a > é fracamente 
isotrópica, pois l.a+ ( -a).l =O, onde 1, a E I: F 2 • Por hipótese, toda forma 
fracamente isotrópica é isotrópica. Então < 1, -a> é isotrópica, e existem 
x,y não nulos tais que x 2 - ay2 =O de onde segue que a= x: =('!'f E F 2 . y y 
Portanto '[:,F2 Ç F 2 . Como temos trivialmente F 2 Ç LF2 , segue que 
P=L:P • 
Definição 3.14: Para uma T-forma fj; =< a 1 , ... , an >r definimos o 
conjunto de valores de f/; por Dr(f/;) = {Z=~== 1 aiti f O: tr,···,tn E T} = 
(2::~ 1 a,T) \ {0). 
Observemos que tDr(<f) = Dr(<f), para todo tE T, pois t.t C T. 
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Definição 3.15: SebE Dr(rft), dizemos que b é T-representado por if;. 
Proposição 3.16: Seja if; ::::::<ar, ... , an >r- Então: 
(1) Para todo 11, ... , t, E i', Dr( < 11, ... , t, >r </J) = Dr(<P) = Dr(r.</J). 
(2) Para todo r E IN, if; é T-isotrópica se e só se rcjJ é T-isotrópica. 
(3) ~é T-isotrópica se e só se para convenientes t 1 , ... ,t, E T, < tr, ... , ir >r 
<P é isotrópica como uma forma quadrática usual. 
Demonstração:-
(!) Temos que< t 1 , ... , tr >r. < a 1 , ... , an >r=< ... ,aitj, ... >r. Então 
Dr( < t 1 , ... , t, >T'fJ) = {I;,,, ( a,tJ )t,; 7' O : t,J E T, \li, j) = {L, a, (2::; t,t,,) 7' 
O : t,; E T,\fi,j) = {I;,a,t\ 7' O : t\ E T,\fi) = Dr(<P). Como r,P 
=< 1, ... , 1 >r e 1 E T, segue pelo caso anterior que Dr(r.<fJ) = Dr(</!). 
(2) Se cjJ é T-isotrópica então existem t 1, ... , tn E T não todos nulos tais que 
a 1 t 1 + ... +antn =O. Portanto r(a 1t 1 + ... +antn) =O. Daí existem t 1 , ... , tn E T 
não todos nulos tais que (a1t 1 + ... +antn) + ... + (a1 tr + ... + antn) =O. Assim 
rlj> é T-isotrópicà. Reciprocamente, suponha que rcjJ é T-isotrópica. Então 
existem tu, ... , t1n, ... , tr1, ... , trn E T não todos nulos tais que a 1tu + ... + 
antrn+ ... +artrr+ ... +antrn =O. Daíat(iu+ .. .+trr)+ .. .+an(trn+ ... +trn) =O. 
Fazendo tli + ... + t,i = t~ E T temos que existem t;, ... , t~ não todos nulos 
tais que a 1 t~ + ... + ant~ =O. Portanto rjJ é T-isotrópica. 
(3) Suponha que cjJ é T-isotrópica. Então existem ir, ... , tn E T não 
todos nulos tais que a 1t 1 + ... + antn = O. Como < t 1 , ... , t, >r <P = 




z = J 
Assim temos que L·. tia1v2 ,,, 
< t 1 , ... , tr > if; é isotrópica. Reciprocamente, suponha que < t~, ... , tr >r if; 
é isotrópica. Então existe uma rn-upla (x 11 , ... ,X1n, ... ,Xr1, ... ,xrn) não nula 
tal que t1a1xi1 + .. + tlanxin + ... +tralx;1 + ... + tranx;n = O. Daí ar (trxi1 + 
... +trx;1) + ... +an(tlx~n + ... +trx;n) =O. Fazendo t 1xL + ... +trx;i =ti E T 
temos que existem t'1, .•. , t~ E T não todos nulos tais que a 1 t~ + ... , ant~ =O. 
Portanto <Pé T-isotrópica. • 
Notemos que a afirmação (3) acima relaciona a noção de T-isotropia com 
a noção de isotropia usuaL O próximo resultado dá uma relação análoga 
para formas hiperbólicas. 
Usaremos a notação << a1 , •.• , an >>=< 1, a1 > ® ... ® < 1, an >, para 
a n-forma de Pfister usual. Analogamente, definiremos a T-forma de Pfister 
por << ar, ... , an >>r=< L a1 >r 0 ... 0 < 1, an >r que será também 
chamada de n-forma de Pfister. E se if; ::::< a1 , ... , am >r e tr, .. , tm E P 
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Teorema 3.17: Para toda T-forma 4J, as seguintes afirmações são 
equivalentes: 
(1) <Pé T-hiperbólica. 
(2) < t 1, .• , t, > <P =O no anel de Witt W(F), para alguns t 1 , ... , t, E T. 
(3) << t1, •• , t, >> q, =O em W(F), para alguns t 1, ... , t, E T. 
Demonstração:-
(!) * (3) A prova será baseada na seguinte "fórmula de Witt'' que vale 
no anel de Witt W(F) para a1, a2, .. , an E P. 
onde E percorre todas as n-uplas (EI. ... En) com E;= {±1}. 
Para provar(*), primeiro note que E;<< f.;a; >>::::=a;<< Eiai >>pois 
Ei < 1, f.;a; >=< E;, t:fa; >::::=< E;, a; >::::=< a; 1 f.1 >= a; < 1, E;ai >= 
=a;<< Eia; >>. 
Portanto basta provarmos que 
Provemos por indução em n. 
Para n = 1, a soma é L" << E1a1 >>=<< a1 >> + << -a1 >>= 
< l,a1 >.l< l,-a 1 >=< l,l,a1,-a1 >I""V< 1,1 >.l a1 < 1,-1 >.Logo em 
W(F) valem as igualdades<< a1 >> + << -a1 >>=< 1,1 >= 2 < 1 >. 
Suponha por hipótese de indução que (**) vale para n- 1, ou seja 
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Então fazendo t:' = (t:~, ... , En-d temos que a soma se quebra em 
:2..:~ << ElalJ···,En-lUn-l,an >>+L:<< Elal,···,En-lan-1,-an >> 
=L:<< Elah···,En-lan-1 >><< Gn >>+L:<< Erar, ... ,En-rUn-1 >> 
<< -an >> = 2: <<E r ar, ... , fn-tGn-1 >> ( << Gn >> + << -an >>) = 
= 2n-l < 1 > .2 < l >= 2n < 1 > 
Portanto vale (**) para todo n. 
Voltemos a prova do teorema parte (1) :;::;> (3). 
Seja cjJ =< a1 , ... , an >T uma T-forma T-hiperbólica. Para obtermos (3) 
vamos aplicar(*). Para uma dada n-upla E= (t:1, ... , En) como acima temos 
dois casos possíveis: 
ro caso: T[t:lar, ... , Enan] #F 
Neste caso T[t:1a 1 , ... , Enan] é uma pré-ordem e daí existe uma ordem P :> 
T[t: 1a1 , ..• , Enan]· Para esta ordem, como Eiai E T[t: 1ab ... , Enan] CP para todo 
i temos que Eiai E P. De onde segue que sgnp(t:Ai) = 1. Portanto, para 
esta ordem P, sgnp(t:i) = sgnp(ai) para todo i. Assim sgnp( < t:1 , ... , En >) = 
sgnp< a1 , ... , an >= sgnp(c/J) = O, pois cjJ é T-hiperbólica. Deste modo n é par 
e metade dos t:/s é 1 e a outra metade é -L Isto resulta< t 1 , ... , En >=O E 
W(F) e então podemos eliminar o termo< Er, ... ,tn ><< t: 1a 1 , ... ,t:nan >> 
da somatória em (*) e restringir a argumentação ao 2° caso. 
2° caso: T[E1a1 , ... , Enan] =F. 
Note que T[tra 1 , ... , Enan] \ {O} = DT( c/Jf) onde c/Jf =< < t 1 ar, ... , EnGn > >. 
Assim DT(c/Jf) = P. Portanto c/JE é universal. Em particular -lE DT(4\). 
Assim existem t 1, ... , t1 E Te l =~tais que c/Jf(t1, ... , tl) =-I. 
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Tomemos e1 , ... , en tais que 1t(e1, ... , en) = 1 e obtemos que 21 é isotrópica 
no sentido usual. Tais ei's existem pois em 1t =<< f1a 1, ... ,~:-:nan >>= 
< 1, ~:-:~, a 1 ><< t 2a2 , ... , Enan >>. Podemos colocar 1 na primeira variável e 
O nas demais, obtendo assim 1( = 1. 
Como 21f é isotrópica, pela Proposição 3.16.(2) (jy( é T -isotrópica, e 
pela Proposição 3.16.(3) existem ti, ... , t~. E r tais que < tí, ... , t~. > 1< 
é isotrópica no sentido usual. Com mais razão, << tl, ... , t:n. >> 1" 
<<ti, ... , t~,, t 1a1 , ... , Enan >> é isotrópica. Como esta é uma forma de Pfis-
ter, ela é hiperbólica. Portanto, multiplicando os dois lados de (*) por uma 
forma de Pfister do tipo<< t1, ... , t1 >>convenientemente escolhida temos 
12n << i1, ... ,il >>=L<< E1, ... ,En ><< t'1, ... ,t~ >><< tí, .. -,t~<' 
t 1a 1, ... ,tnan >>=O E Hi(F) e assim<< 1, ... ,I,t1, ... ,t~. >> 1 =O E 
W(F). 
(3) ""' (2) Temos que << t1 , ... , t, >> c/J ~O E W(F) para 11, ... , t, E T. 
Daí < 1, t1, ... , tr, t 1tz, ... , t 1tn ... , t1 ... tr > 1 = O E W(F). Considerando-
se que TT c T, obtemos t~, ... , t~ E T tais que< t~, ... , t~ > 1 =O E VV(F). 
(2)""' (1) Suponhamos <t,, ... ,t, > q,~o E W(F). Então< t1 , •.. ,t,> 
q, 'Oo'< 1, -1, ... , 1,-1 >. Logo sgnp( < 11 , ... , t, > </>) ~ sgnp( < t, ... , t, >) 
sgnp(Q) =O para todo P:) T. Como ti E T para todo i sgnp< t 1, ... , tr >= 
r> O. Portanto sgnp(Q) =O para todo P E Xr. Logo Q é T-hiperbólica. • 
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Corolário 3.18: Se !f é T -hiperbólica, então !f é T-isotrópica. A recíproca 
é verdadeira se !f é uma T -forma de Pfister. 
Demonstração:-
Se cjJ é T-hiperbólica, pelo resultado anterior existem t 1, ... , tr E T tais 
que< t 1 , ... , tr > cf é hiperbólica. Como para formas quadráticas usuais, se 
1J é hiperbólica, então !f é isotrópica temos que < t 1 , ... , tr > ó é isotrópica. 
Assim pela Proposição 3.16(3) q; é T-isotrópica. 
Reciprocamente, seja ó =<< b1, ... , bn >>r T-isotrópica. Por definição 
existem ti, tij, ... E T não todos nulos tais que 
to+ t1b1 + ... + tnbn + itzbrbz + ... + t123b1b2b3 + ... =O. 
Considere uma ordem P E Xr. A equação acima implica que os bi's 
não podem estar todos em P, suponha que b1 F/. F. Então sgnp(rj!) 
sgnp(< l,b1 >). sgnp(<< b2, ... ,bn >>)=O, portanto 4J é T-hiperbólica. • 
Teorema (Critério de Representação) 3.19: Seja b1 E F e 
4J =< a 1 , ... , an >r. Temos que br E Dr( cf) se e somente se ó :::::r< b1 , ... , bn >r 
para convenientes b2 , ... , bn E P. Em particular Dr(rf;) depende apenas da 
classe de T- isometria de !f. 
Demonstração:-
Assuma que b1 E Dr(!f), ou seja, b1 = a 1t 1 + ... + antn -::j:. O, onde ti E T. 
Podemos supor que para todo r > 1, a1 t 1 + ... + artr -::j:. O (caso contrário 
trabalhamos com < ar+ltr+l> ... , antn > ). 
Usando repetidamente o Lema 3.6, obtemos: 
< a1, ... ,an >r::::::r< alti, .. -,antn >r=< a1t1,a2t2 >rl.< a3t3, ... ,antn >r 
::::r< a1t1 + a2t2, a1t1a2t2(atii + aztz) >r..l< a3i3, ... , antn >r 
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'::::'.r< a1i1 +a2i2,a3i3 >r..l< a1a2t1t2(alti +a2t2), ... ,antn >r 
:::.r< a1i1 + a2i2 + a3i3, (a1t1 + a2t2)a3t3(a1t1 + a2t2 + a3t3) >r..l 
< a1a2tit2(a1t1 + a2t2), ... ,antn >r-
Assim chegamos que 
çO '::::'.r< b1, ... , bn >r, onde b1 = a1t1 + a2i2 + ... + antn. 
Reciprocamente, assuma que <P :::.r< br, ... , bn >r. Temos que sgnp(ç/l) = 
sgnp(< b1 , ... ,bn >r), para toda ordem P E Xr. Portanto 
sgnp(</J _l_< -h, ... , -bn >r) ~ O, para toda ordem P E X r. Logo 
< a1 , ... ,an,-b1 , ... ,-bn >r é T-hiperbólica. Pelo Teorema 3.17, existem 
t 11 ... , tr E T tais que 
< t1, .. , ir >r< a1, ... , an, -b1, ... , -bn >r= O E lV(F). Daí 
< t1, .. , tr >r< a1, ... , Gn >r=< t1, .. , tr >r< b1, ... , bn >rE W(F). 
Como de ambos os lados, da igualdade acima, temos formas com a mesma 
dimensão elas devem ser isométricas (como formas quadráticas usuais). Em 
particular t 1 b1 E Dr( < t 1 , ... , tr >r if>). Pela Proposição 3.16(1), 
Dr( < t, ... , t, >r</>) ~ Dr(</>)- Portanto h E 1!1 Dr( </>) ~ Dr(r/J ). • 
Corolário 3.20: Para toda T-forma if;, as seguintes afirmações são 
equivalentes: 
(1) 1> é T-isotrópica. 
(2) 1> "'r IHr j_ >/;para alguma T-forma >/;. 
(3) rjJ é T-universal (Dr(</l) =F). 
(4) Existe b E F tal que ±b E Dr(</>). 
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Demonstração:-
(!) => (2) Se rP =< a 1 , ... , an >r é T-isotrópica, existem t 1 , ... , tn E T, 
não todos nulos, tais que a 1t 1 + ... + antn = O. Suponha que t 1 f= O. Então 
-a1t1 = a2t2 + ... + antn E Dr(< a2, ... ,an >r)· Logo, pelo Teorema 3.19 
< a2, ... ,an >r'::::< -a1t 1 >r.l1/J para alguma T-forma 'if'. Como< a 1 >r 
<P :o< 1,-1 >r _L 1/1 =IH r _L 1/1 para alguma T-forma 1/1. 
(2) =? (3) Suponha que <P :o IH r j_ 'lj;. Seja x E P, x = (x!I )2 - (x;I )2 E 
Dr(IHr _L 1/1) = Dr(ifJ) Logo P c Dr(ifJ) e P = Dr(.P). 
(3) =? (4) Óbvio. 
(4) =? (1) Suponha que existe ±b E Dr(ifJ). Então 2::~~ 1 a;t; = b e 
2:~1 aisi = -b para ti, si E T. Portanto, 2..:~== 1 aiti = - 2:~= 1 aisi, assim 
I:~=l a.(ti +si) = O. Portanto :L~=I ait~ = O, com t~ = ti+ si, para todo 
i = 1, ... , n . • 
Note que as caracterizações, (3) e ( 4) acima, para T-isotropia são aspectos 
especiais na teoria relativa a uma pré-ordem T; elas não têm análogas na 
teoria usual de formas quadráticas. 
Teorema (Cancelamento de Witt para T-formas) 3.21: Sejam 
r/>, ·,P1 , 1/;2 T-formas. Então r/> .1 t/;1 -:::=.r r/> ..l t/J2 implica que 'lj_,·1 -:::=.r '!j;2 . 
Demonstração:-
Se <P _L 1/11 "'r <P _L 1/12 , então dim(;l _L 1/11) = dim(q) _L 1/12 ). Mas 
dim(cp _L 1/11) = dim(q)) + dim(~'t) e dim(</; _L1j;2 ) = dim(,P) + dim(1j;2 ). 
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Logodim(?,01) = dim(?,02 ). Tambémsgnp(~ _L ?,01 ) =sgnp(~ _L ?,02 ) implica 
que sgnp(</>)+sgnp(?,01) = sgnp(<jJ) + sgnp(?,02 ). Logo sgnp(?,01) = sgnp(?,02 ) . 
• 
Teorema (Decomposição de Witt para T-formas) 3.22: Para uma 
dada T-forma c/;, existe uma "decomposição de \iVitt" cjJ :::::y c/Ja ..l r !H r, onde 
r 2: O e cPa é T-anisotrópica. Mais ainda, r e a classe de T-isometria de <Pa 
são univocamente determinados por cf>. 
Demonstração:-
Se rjJ é T-anisotrópica não há nada a provar. Supomos que rp é T-
isotrópica, e usamos indução sobre a dimensão de c/J. 
Se dim(</>) = 1 então <Pé T-anisotrópica. Se dim(,P) = 2 e q, é T-isotrópica 
então pelo Corolário 3.20, 1; ~r IH r. Agora, supomos que dim(çb) = n e que 
a hipótese vale para toda T-forma de dimensão menor que n. Como </J é T-
isotrópica, pelo Corolário 3.20 1> =:=.r Hr ..l '1/J. Se '1jJ é T-anisotrópica, acabou. 
Agora se 'ljJ é T-isotrópica, como dim(q)) = dim(IHr) + dim(1/l), temos que 
dim( ,P) < dim( 1;) = n, e por hipótese de indução ,P :o: r siHr _L ?,&" onde .Po 
é a parte T-anisotrópica. Daí 1> ::=y lHy ..l slHy ..l '1/Ja = (s + l)ffir ..l '1/.Ja-
Para a unicidade) supomos que cp tem outra decomposição de Vlitt, <P ~T 
slliy ..l Ba, onde Baé T-anisotrópica. Assim rHy .l 1/Ja ""'T sHr ..l Ba, 
sem perda da generalidade assumimos que r :S s. Pelo Teorema 3.21 temos 
'1'a "'r (s- r)IHr .l Ba- Como 1/Ja é T-anisotrópica s- r = O, e s r, 
portanto 1/Ja é::: Ba. E a decomposição é única a menos de T-isometria. • 
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Observemos que os dois últimos resultados (assim como outros neste 
parágrafo) têm seus correspondentes exatamente iguais para formas quadráticas 
usuais, embora no nosso caso as demonstrações sejam bem mais simples. 
Definição 3.23: Definimos o discriminante de uma T-forma 
if; =< a 1 , ... , a71 >r por det if; = a1 •.• an.T E P jT. 
Proposição 3.24: Para toda T-forrna if; =< al, ... , an >T, temos que 
det if; é unicamente determinado pela classe de T-isometria de~. 
Demonstração:-
Suponha que rjJ '::::::.y '1/J =< b~: ... , bn >r, e seja c = a1 ... an e d = b1 ... bn. 
Queremos mostrar que cd E T; pelo Teorema 2.13, é suficiente mostrar que 
sgnpc = sgnpd, para todo P E X r. Dada a ordem P, suponha que a 1, ..• ,ar E 
-P, Gr+l, ... , an E P, b1, ... , bs E -P, bs+l, ... , bn E P. Como n-2r = sgnp4J = 
sgnp?j; = n- 2s, temos que r= s, assim sgnp(c) = (-I)" = (-I)' = sgnp(d) . 
• 
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4. Anel de Witt Relativo 
Tendo desenvolvido a teoria relativa de formas quadráticas em sua grande 
parte, podemos agora iniciar o estudo do anel de VVitt, VVT(F), relativo a 
uma pré-ordem, e suas propriedades básicas. 
Na construção que faremos a seguir se trocarmos as T-formas pelas formas 
quadráticas usuais obteremos a construção do Anel de Witt usual. 
Considere Mr(F) = { 1j; tal que 'ljJ é T-forma }. Acrescentamos um 
novo símbolo, que chamaremos de zero e denotaremos por O, e definimos 
as seguintes operações com este símbolo: 
1/J .lO= 1/J; 0.1/J =O; para n E IN, 
n.x = { x ..l ... ..l x (n vezes ) se n > O 
O se n =O. 
Definimos também dim(O) =O e sgnp(O) = l para todo P E Xy. 
Para x, y E l\!fr(F) U {O} definimos a seguinte relação de equivalência: 
x =r y # existem r, s E N tais que x +r IH r ~T y + s/Hy. 
Observe que se <j; -:::::.r 4/ então 7[· =r <j;', bastando tomar r = s = O na 
definição acima. 
Vamos mostrar que esta é de fato uma relação de equivalência. 
A reflexividade e simetria são óbvias. 
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Para provar a transitividade, considere x =r y e y ~T z então existem 
r, s E IN tais que x+r H r ~r y+s!Hr e existem k, l E IN tais que y+klHr ~r 
z + l!Hy. Somando membro a membro, ternos x + r IH r + y + kiHr ~T y + 
slHr+z+llHr e daí, usando o Teorema 3.21, x+ (r+k)IHr "-"r z+(s+l)IHr. 
Portanto x ::::=r z. 
Ainda, se x -T y ex' r y' então x + x' =r y + y' e xx' =r yy'. De fato: 
Se x =r y então x +r IH r ~T y + siHr, para algum r, s E 1/'l, se x' =r y' 
então x' + k!Hr ~T y' + l!Hr. Somando membro a membro ternos que 
(x+r!Hr)+(x'+k!Hr) "-"r (y+s1Hr)+(y'+l1Hr)- Logo (x+x')+(r+k)IHx "-"r 
(Y + y') + (s + l)IHr- Portanto x + x' =r y + y'. 
Multiplicando membro a membro temos que (x +rHr)@ (x' +kllir) ::=.r 
(y + s!Hr) 0 (y' + l!Hr)- Assim xx' + xk!Hr + x'r!Hr + rk!Hr "-" yy' + 
yl!Hr + y's!Hr + sl!Hr. Como xk!Hr = k(x!Hr) = kdimx!Hr segue, pelo 
Lema 3.11, que xx' +kdimxffir +r dimx' IH r+ rk!Hr ':::::'.y yy' +1 dim y!Hr + 
sdimy'ffir + sl!Hr. Obtemos então xx' + (kdimx + rdimx' + rk)IHr "-~r 
yy' + (l dirn y + s dim y' + sl)JFfT. Logo xx' +r' .IH r ~r yy' + s'IHr. Portanto 
xx' =r yy'. 
Assim se considerarmos o conjunto das classes de equivalência 
{xlx E Mr(F) U {O}}, onde x = {ylx =TY) 
e definirmos as seguintes operações X+ y = x + y e X· y = xy, veremos 
que esse conjunto é um anel que será denotado por Wr(F) e chamado de 
Anel de Witt Relat·ivo. 
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Teorema 4.1: Wr(F) = {xjx E Mr(F) U {O}} com as operações "f+ fi= 
x + y e X· Y = xy, é um anel. 
Demonstração:-
Primeiro vamos mostrar que estas operações estão bem definidas. Sejam 
x1 = X2 e fi1 = Y2 ou, seja, X1 =r X2 e Y1 :=.r Y2· Então x1 + Y1 -T x2 + Y2 
e daí x1 + Y1 = x2 + Y2· Assim x1 + y1 = x2 + Y2· Também x 1y1 =r X2Y2 
implica que x1y1 = X2Y2· Assim x1 · Y1 = X2 · Y2· 
A associatividade, a comutatividade e a distributividade em Wr(F) seguem 
da associatividade, da comutatividade e da distributividade de _i\1r(F). 
O elemento neutro é O= {nlHr]n 2 0}. 
De fato, temos que O = {xlx =r 0}, ou seJa, existem r, s E IN tais 
que x + r IH r '::::r O + siHr = slHy. Assim temos 2s = dim x + 2r então 
2(s- r)= dimx >O. Logo s ~r ex -=:::.r (s- r)Hr. Portanto O =r nlHr. 
A unidade do anel é o< 1 >,pois< x >< 1 > = < x >< 1 > = < x >. 
O elemento oposto de x =< ar, .. , an >r é < -ar, ... , -an >r. De fato 
temos que, se Y =< -ar, ... , -G.n >r então x+y =< ar, ... , an, -a1 , •.• , -an >r':::::.r 
niHr.Assim x + y -T niHr, daí x + y = O, de onde segue que X+ y = O. 
Portanto fj =-X, ou seja, < a1, ... , an >r=< a 1, ... , an >r. • 
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Proposição 4.2: Os elementos de Wr(F) estão em correspondência um 
a um com as classes de T-isometria das T-formas T-anisotrópicas. 
Demonstração:-
Seja rp uma T-forma em J\1r(F)U{O}. Considerando, conforme o Teorema 
3.22, sua decomposição de \iVitt cjJ '::::'.r niHr .l 'if-'a: onde '1/Ja é T-anisotrópica, 
vemos que r:P =r '1/Ja- Assim -;p = 'lj;a em VVr(F). Logo cada elemento em 
VVr(F) é representado por uma T-forma T-anisotrópica conveniente. 
Agora considere rp e '1j; duas T-formas T -anisotrópicas e suponha que 
"Jj = 1j; em Wr(F), isto é, cp =r 1j;. Então existem r, s E IN tais que cp + 
r IH r ,__,r 'lj; + siHr. Supondo sem perda da generalidade que r ::;_ s temos 
que rp '::::'.r 'lj; + (s- r)IHr, pelo Teorema 3.21. Mas como cjJ é T-anisotrópica, 
temos que s - r = O e portanto <P '::::'.y 'lj;. • 
Corolário 4.3: Duas T-formas rp e 1./J representam o mesmo elemento em 
Wr(F) se e somente se suas partes T-anisotrópicas são T-isométricas. 
Corolário 4.4: <P ':::!.r 4>' se e somente se dim(q)) = dim(4>') e 7f = c/J1 em 
Wr(F). 
Dernonstração:-
Suponha que cp :=r ifJ'. Então dim(<P) = dirn(<P'), por definição. Também 
cjJ =r</>', ou seja, "J; = c/J' em Wr(F). 
Reciprocamente, se({;= ifJ' em VVr(F), temos que cjJ =r c/J1 e por definição 
existem r, sE IN tais que cjJ ..L r!Hr ':::!.r c/J' ..l siHr. Como dim(ç6) = dim(<f)') 
temos que r= s, cancelamento r!Hr teremos 4> '::::'.r<;&'. • 
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Até agora Wr(F) tem as mesmas propriedades de Hl(F). Mas existe uma 
propriedade que os distingue. Sabemos que Vll(F), não é livre de torção, 
como grupo abeliano, a menos que F seja formalmente real e Pitagoreano ( cf 
Lam[p.236]). Já Wr(F) sempre é livre de torção, como grupo abeliano. 
De fato temos que em A1r(F) U {0}, para uma T-forma if; e r 2:: 1 E IN, 
rcjJ é T-hiperbólica se e somente se cp é T-hiperbólica. Portanto, em Tt7r(F), 
rcjJ =O se e somente se (fi= O, ou seja, r(/;= O se e somente se if; = O, e assim 
Wr(F) é livre de torção. 
Para ver que T-V(F) não é livre de torção, considere a forma quadrática 
< 1,-2 > em M(Q) U {0}. Temos que < 1,-2 > é anisotrópica, pois 
l.xi + (-2).x~ =O com x1,x2 #O, então 2 = (;;) 2 , o que é absurdo em Q. 
Logo x1 = x2 = O e < 1, -2 > é anisotrópica. Então < 1. 2 > =I=- O em 
W(Q). Mas 2.< 1,-2 > = < 1,1 >< 1,-2 > = < 1,1,-2,-2 > = 2JH = 
o. 
Seja <P uma forma quadrática usual e seja <P =< a1 , ... , an > uma diago-
nalização de <P. Definimos Er : W(F) --+ VVr(F) onde Er((/;) = < a 1, .. , an >r. 
Vamos mostrar que Er está bem definida, ou seja, 
Primeiro, considere duas formas quadráticas < a, b >::::::< c, d >. Da 
isometria segue que abF2 = cdF2 e que c, d E D( < a, b >). Analisemos os 
casos possíveis: 
Se a, b E P então D( < a, b >) C P. Como c, d E D( < a, b >) segue que 
c, dE P. Daí sgnp( <a, b >) = 2 =sgnp( <c, d > ). 
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Se a, b 'f- P então D( < a, b >) n P = 0. Como c, d E D( < a, b >) segue 
que c,d 'f- P. Logo sgnp(< a,b >) = -2 = sgnp(< c,d >). 
Se a E P e b 'f- P então sgnp(a).sgnp(b) = -1 e como abF2 = cdF2 segue 
que -l=sgnp(a).sgnp(b) =sgnp(c).sgnp(d). Deste modo sgnp(a)+ sgnp(b) = 
O =sgnp(c)+sgnp(d). Portanto sgnp(< a,b >) =sgnp(< c,d >). Logo se 
< a, b >c:::< c, d > então sgnp( < a, b > )=sgnp( < c, d > ). 
Agora, dadas 4; :::::< a 1, ... , an >e 1/J ::::::< b1 , ... , bn >. Se cjJ c::: 1/J, temos pelo 
Teorema 5.2 [Ll p21] que existe uma família de formas quadráticas Qo, ... , Qm 
com q0 = (jJ e '1/J = Qm, e para todo O ::; i ::; m-1, temos que Qi é simplesmente 
equivalente a Qi+lr ou seja, se Qi =< X1, ... , Xn > e Qi+l =< Y1, ... , Yn > 
então existem dois índices r, s tais que < Xr, Xs >:::::::< Yr, Ys > e para todo 
t i- r,s, x, = Yt· Dessa forma vemos que sgnp(qi)=sgnp(Qi+t) para todo 
O :::.; i ::; m- 1. Portanto sgnpif; =sgnp'lj.l. Como as dimensões de 4J e 1/J são 
iguais, concluímos que r:p c:=r 1); e Er está bem definida. 
Vamos mostrar que Ey é um homomorfismo sobrejetivo. 
Er(<alJ···,an> ..l <bl, ... ,bm>) = Er(<al,··,arobl, ... ,bm>) 
< al, ... ,an,bl, ... ,bm >r < a1, ... ,an >r ..l < b1, ... ,bm >r) 
= <r(< a,, ... , On >) j_ <r(< b,, ... , bm > ). 
=<r(< a,, ... ,an >)0<r(< b, ... ,bm >). 
Claramente Er( < 1 >) = < 1 >r. 
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Para toda forma quadrática < a1 , .. , an >r em VVr(F) podemos tomar 
<a 1 , .•• ,an> em VV(F) tal que Er(<a 1 , ••• ,an>) = <a1 , ..• ,an>r. Por-
tanto Er é um homomorfismo sobrejetivo. 
Se definirmos ]yF = {~E Wr(F)jdim(~) é par} temos que IrF 
Er(IF). 
Realmente, se 1; E IF então cjJ c:::< a1, ... , a2k >e Er(1;) = < a1, ... , azk >r 
que está em fyF. Logo Er(IF) c JyF. Por outro lado, seja 
1; ':::::r< a~, ... , a2k >rE Ir F, pela definição e pela sobrejetividade de e:y temos 
que existe<!; oe< a 1, ... ,a2, >E IF tal que <P =E(</;) E Er(IF). Portanto 
]yF c Er(IF). 
Como Ey é sobrejetivo temos que Ir F é ideal e T!fF = e:r(In F) é gerado 
pelas T-formas de Pfister << a1 , ••. ,an >>r. 
Vamos calcular o núcleo de Ey. 
Teorema 4.5, ker(Er) = LteT W(F). < 1, -t >. 
Demonstração:-
Para cada t E T a T-forma < 1, -t >r""'r IH r e assim a classe de 
< 1,-t >está no ker(Er). Considere o ideal l::W(F) < 1,-t >,ideal 
de lV(F) gerado por { < 1, -t >: t E T}. Assim pelo comentário anterior 
LteT W(F) < 1, -t >C ker(Er)· 
Reciprocamente, seja cjJ =< a1 , ••• ,an >E ker(e:r). Vamos provar por 
indução que~ E LteT W(F) < 1, -t >. 
Como f.r(cP) =O, temos que <Pé T-hiperbólica e assim n é par e 1; E IF. 
Então se 1; E ker(e:r) temos que dimensão de cjJ é par. 
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Logo suponha n = 2. Como ifJ =< a1,a2 >E ker(ET) o/ é T-hiperbólica, 
e sgnp(a,) + sgnp(o2) ~O \f P E Xr. Logo temos que ou a 1 E P e a2 rt P 
ou a1 Ff. P e a2 E P, nos dois casos a1az F/. P~ ou seja, -a1az E P, para 
todo P E X r. Então tome t = -a1a2 E nPExTP = T. Assim < a1, az >-:::::.r 
< 1, aza1 >< a 1 >"""< 1, -t >< a 1 >E LtET W(F) < 1, -t >. 
Suponha, n > 2 e que para ifJ com dimensão menor que n se o/ E ker E r, 
então o/ E LtET W(F) < 1, -t >, e vamos mostrar que isso vale para toda 
forma de dimensão n. Como ifJ E ker(Er), o/ é T-hiperbólica, então o/ é T-
isotrópica. Logo existe uma equação L ai ti = O onde t; E T não são todos 
nulos. Seja 
a;~ { a, se ti= o 
ti ai se t1 #O. 
e consideremos cP' =< Vamos mostrar inicialmente que 
1> - q/ E LteT W(F) < 1, -t >. Supondo t1, ~ ... ~ t;, ~ O, temos que 
Logo em W(F), <P- <P' E LteT W(F) < 1, -t >como queríamos. 
A seguir mostraremos que o/' E LtET W(F) < 1, -t >resultando que o/ E 
LtET W(F) < 1, -t >. Observemos primeiro que como cjJ e cjJ- cP' E kert:T, 
resulta que c/J' E ker Er.Observemos agora que L a~ = L a;t; = O e portanto 
4;' é isotrópica. Pelo Teorerma 3.4 [L1, p.l3] , existe forma quadrática 'lj; tal 
que c/J' = IH _L 'lj; e dim tj; = n- 2 < n. Como c/J' E ker Er, também 'lj; E ker E r, 
pois </>' ~ <jJ em W(F). Logo por hipótese de indução <jJ E LteT W(F) < 
1, -t >e assim o/' E l::::tET VV(F) < 1, -t >concluindo a prova. • 
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Conclusão : Wr(F) 9! W(F)/ l::rET W(F) < 1, -t > e podemos pensar 
que estamos fazendo uma teoria módulo T. 
Vamos a seguir estabelecer um critério para verificar T-isometria que irá 
ser útil nas demonstrações . 
Definição 4.6: Dadas duas T-formas cjJ e 1/;, de mesma dimensão n, 
dizemos que cP é sequencialmente T-equivalente a W se existem T-formas 
quadráticas (j.J0 , c/J1 , ... , 1Jm tais que rj; := r/Jo, cfJm = 1.jJ e para todo i= 1, ... , m-1 
se (j.J; =< a1 , ... , an >r e rf>Hl =< b1, ... , bn >r então uma das condições ocorre: 
(A) bi =tia; para todo i com ti E T, ou seja, aj 1bi E T, para todo i, 
(B) Existem r < s tais que br = a.,.+ a5 , bs = aras( ar + a5 ), onde 
a,.+ a5 =j:. O e para todo i i- r, s , ai= b;. 
(C) Existem r< s tais que b, =as e b~ =ar, e para todo i i- r, s, b; =a;. 
Se rp é sequencialmente T-equivalente a 'ljl, escreveremos 1J "'T '1/J. Note 
que "'T é claramente uma relação de equivalência. 
Lema 4. 7: Se <f ~r V; então <P ==r V;. 
Demonstração:-
Se ocorre (A) da Definição 4.6, temos c/Ji =< 0.1, ... , an >r e c/Ji+l 
< t 1a1, ... , tnan >Te pelo Lema 3.6 temos que c/Ji ::::.T c/Ji+l· 
Se ocorre (B), temos 
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c/Ji+l =< a1, ... ,ar+ a8, ... , aras(ar +as), ... , an >r=< ar, ... , ar-I, ar+ I: ... , 
as-l,as+l, ... ,an >r..l< ar+ as,aras(ar +as) >r. 
Mas pelo Lema 3.6 temos que< ar, as >::::::r< ar+ as, aras(ar +as) >r. 
Portanto c/Ji -:::=.r c/Jt+l· 
Se ocorre (C), temos 
.1< a5 , ar >r. Obviamente temos < ar, as >r:::::::r< a8 , ar >r, portanto 
c/Ji -:::=.r c/Ji+l· Como a T -isometria é uma relação de equivalência, segue que 
• 
Teorema 4.8: Seja cp =< a1, ... , an >r e '0 =< b1 , ... , bn >r. Se c/J ::::::r 'lj; 
então cjJ "'T 'lj;. 
Demonstração:-
Observemos inicialmente que como o grupo simétrico Sn é gerado por 
transposições, (C) implica que< a1, ... ,an >r"'r< G,-(l), ... ,ao-(n) >r para 
toda permutação a E Sn. 
Vamos mostrar por indução sobre n = dim cjJ = dim V;, que c/J -:::=.r '0 então 
T ~T 1/J. 
Para n = 1 temos que < a >r-::=.r< b >r se e somente se ba-1 E T então 
<a >r~r< b >r, por (A). 
Para n = 2 temos que < a1 , a2 >r-:::=.r< bt, b2 >r então b1 = a 1t 1 + 
a2t2 . Se t 2 = O, pelo Lema 3.6 temos que < b1, b2 >r-::=.r< a~, bz >r. Daí 
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< a1 >r..l< b2 >r e pelo Teorema 3.21 temos que < a2 >rc::::::.r< b2 >r. 
Então bza21 E T, ou seja, b2 = a2t!2 com t~ E Te < a1, a2 >r'''T< b1, b2 >r 
por (A). Se t2 #O temos pelo Lema 3.6 que< a1, a2 >r-:::.r< a1t1, a2t2 >r-:::.r 
< a1t1 +a2t2, (alti)(a2t2)(a1t1 +azt2) >r'::::!.r< bt,a~ >onde a~= (a1ti)(a2t2) 
(a1t1 +a2t2). Logo< a1,a2 >ri'Vr< b1,a~ >r e< bt,ai >r'::::.r< a1 ,az >r'.::::'.r 
< b1 , b2 >r. Então < a~ >:::::::r< b2 >, daí b2 = a~t com t E T. Logo 
< b1 , a~ >r""r< b1 , b2 >r e pela transitividade de ""r temos que< a 1 , a2 >r 
I'Vr< b1,b2 >r. 
Suponha que para dim( 1>) = dim( ,P) < n vale a implicação: 
Consideremos agora cp e 'ljJ tais que cp "-~r 7/J, pelo Teorema 3.19 temos 
que b1 E Dr( cP), assim depois de permutar os a.'s podemos assumir que 
b1 = i}a1 + ... + trar, para algum r :S n, onde nenhuma subsoma é igual a 
zero, e ti E T. Aplicando as transformações (A) e (B) repetidamente, ve-
mos que ifJ =< a 1 , ... , an >r,.....r< b1, a~, ... , a~ >r. Como < a 1 , ... , an >r"'-'T 
< b1 , a~, ... , a~ >r então< a 1 , ... , an >r:::::::r< b1 , a;, ... , a~ >r. Logo por tran-
sitividade < b1 , ... , bn >r:::::::r< b1, a~, ... , a~ >r. Cancelando < b1 >r, temos 
que < b2, ... , bn >r-:::::r< a;, ... , a~ >r. Então por hipótese de indução temos 
que < b2, ... , bn >ri'Vr< a;, ... , a~ >r. Mas < bz, ... , bn >r"'r< a;, ... , a~ >r 
implica que < b1 , b2, ... , bn >r"'r< b1 , ai, ... , a~ >r pela definição de '""r· 
Portanto ifJ '"'-T 1.}!. • 
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5. T-Semiordens 
Vamos agora estudar uma variante do conceito de ordem que está natu-
ralmente associada ao estudo de T -formas. Iniciamos assim este parágrafo 
com a seguinte definição : 
Definição 5.1: Seja T uma dada pré-ordem em um corpo F. Um con-
junto não vazio NI C F será chamado T-módulo se }\11 + M c M e T.llvf c .iVI. 
Como F 2 c T, se J.\1 é T-módulo então F 2 .J11 c lvf. Em particular 
OE M. 
Exemplos: 
(1) M = T é um T-módulo. 
(2) Seja <j; =< ah ... , an >r uma T-forma. Então M = Dr(c/>) U {O} = 
L~=l T.ai é um T- módulo. De fato, se x, y E jl;J então x = L~= I tiai, 
y = 2...:~= 1 siai, com t~, Si E T para todo i. Daí x+y = :L~=l t.iai+ L:~=l Siai = 
L~ r (ti+ s,)a, E M. Logo M + M C M. 
Se t E T,x E Af então x = L::~=I tiai, com ti E T. Assim tx = 
t2..:~ 1 tiai = L~1 (tti)ai EM pois tti E T. Logo TA1 C M. Portanto 
Dr(c/>) U {O} é um T-módulo. 
(3) SeM é um T-módulo então -M também é. 
Os T-módulos obtidos em (2) são precisamente os T-rnódulos "finitamente 
gerados". Estudaremos T -módulos em geral, e não assumiremos que são 
finitamente gerados, a menos que afirmemos o contrário. 
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Proposição 5.2: Para um T-módulo M c F, as seguintes afirmações 
são equivalentes: 
{1) M #F, 
{2) Mn-M = {0}, 
{3) Para m1 , ... , m, E 111, a T-forma < m1 , ... , m, >r é T- anisotrópica. 
Demonstração:-
(!) ""' (2) Suponha que M n -M # {0}, então existe um x #O tal que 
x, -x E .lll. Como Dy( < x,-x >) = P para todo y E P podemos escrever 
y = xt1 - xt2 para convenientes t 1, t 2 E T. Logo y E TM +TM C ,M + M C 
M. Assim F C M, eM= F, contrariando (I). Portanto M n -M = {0}. 
(2) ""' (3) Suponhamos que t 1m 1 + ... + t,m, = O, onde t; E Tem; E 
M \ {0}, com t/s não todos nulos. Sem perda da generalidade, suponha que 
t 1 i- O. Então -t1m 1 = t 2m 2 + ... + t,mr i- O. Claramente -t1m 1 E -M 
e 2::;=2 timi E lvf. Assim O i- -t1m1 E lvi n -lvf = {0}. Contradicão 
m 1 , ... , mr >r é T-anisotrópica. 
(3) ;:;:::} (1) Se M =F, então ±1 E 1\lf. Mas < 1, -1 >y é T-isotrópica, 
contradizendo (3). Logo M #F. • 
Definição 5.3: Se as condições (1) - (3) da Proposição 5.2 valem para 
JVI, dizemos que lvi é um T -módulo anisotrópico. 
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Lema 5.4: Se 111 é finitamente gerado, isto é, se lvf = :L~=l T.ai ( at E 
F), então M é um T-módulo anisotrópico se e somente se < a 1 , ... , an >r é 
T -anisotrópica. 
Demonstração:-
Se < a 1, ... , an >T é T-isotrópica, então existem t 1, ... , tn E T não todos 
nulos tais I::~=l aiti = O. Suponha que t1 # O. Daí a 1h = - L.:7=2 ait1. 
Mas a1t 1 E Me - 2:~~2 a,t, E -M, onde a1t 1 i O. Logo M n -M i {0). 
Portanto M não é um T -módulo anisotrópico. 
Reciprocamente, se < a 1, ... ,an >r é T-anisotrópica, corno ai E M 
para todo i = 1, ... 1 n, segue pela Proposição 5.2 que lvf é um T-módulo 
anisotrópico. • 
Corolário 5.5: Sejam lvf um T -módulo anisotrópico, e a E F. Então 
a f/ -A1 se e somente se l\11' := lvf + T.a é um T-módulo anisotrópico. 
Demonstração:-
Primeiro vamos mostrar que ]V[' é de fato um T -modulo. 
Sejam x, y EM' temos que x = m 1 +t1.a e y = m 2 +t2 .a com t 1, t2 E Te 
m1 , m 2 E AI. Assim x+y = (m1+t1.a)+(m2 +t2 .a) = (m1 +m2 )+(t1 +t2 )a E 
lvf + T.a = M 1 • Logo M 1 + M 1 c M'. Sejam t E T, x E M', temos que 
x = m + t 1 .a, com mE M, t 1 E T . Então tx = t(m + t1.a) = tm + tt1a E 
T.lvf +T.a c M + T.a = M'. Logo T.M'. c M'. 
Agora, suponha que j\1' não é um T -módulo anisotrópico, ou seja 1vf' = F. 
Então -a= m+ta, para algumm EM, tE T. Logo -m = (t+l)a e assim 
a= -(t + 1)-'m E -Tlvf c -M. Logo a E-M. 
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Reciprocamente, suponha que a E -M. Então -a E .lvf , -a+ O. a E 
}vf + T.a = lt1' e O+ l.a E M + T.a = M', ou seja, a,-a E Af'. Logo 
lvf n -A1 =j:. {0}, contradizendo o fato de j\1' ser T-módulo anisotrópico. 
~~·~-M • 
Corolário 5.6: Um T-módulo anisotrópico IV! =j:. F é maximal entre os 
T-módulos anisotrópicos se e somente se A1 u -.lvf =F. 
Demonstração:-
Suponha que .lv! é maximal entre os T-módulos anisotrópicos. Se existe 
a E F e a tj_ Mu-JvJ então pelo Corolário 5.5111 +Ta =IM, é um T-módulo 
anisotrópico, contradizendo a maximalidade de M. 
Reciprocamente, se l'.fU-M =F. Então um T-módulo M', tal queM' C 
M, 1\11' =j:. AI, contém algum a =j:. O, a E -lvf. Mas então A1 +Ta= F c M 1 • 
Assim F = M' e 1\1' não é um T -módulo anisotrópico. • 
Se o T-módulo lvf é anisotrópico, mas possivelmente, não é maximal, 
podemos sempre extendê-lo, pelo Lema de Zorn, a um T -módulo S, que é 
maximal entre os T-módulos anisotrópicos. Pela importância dos T-módulos 
anisotrópicos maximais, damos a eles um nome formal. 
Definição 5.7: Um T-módulo anisotrópico maximal será chamado de 
T -semzordem. 
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SejaS uma T-semiordem. Como S U ~5 = F, temos que ~1 E 5, ou 
1 E S (mas não ambos). Se 1 E S dizemos que S é uma T-semiordem 
normada. Neste caso, temos que T = T.1 c T.S c S. 
Observe, também, que uma T-semiordem normada é "quase" uma ordem, 
contendo T. Exceto pelo fato que S não é fechada sob multiplicação. O 
axioma T.S C S torna-se um substituto fraco para S.S C S. Se S.S C S, 
então de fato S é uma ordem contendo T, senão, diremos que S é uma 
T -semi ordem normada própria. 
Do mesmo modo que fizemos para ordens podemos ordenar linearmente 
os elementos de F, com respeito a uma dada T-semiordem S. 
a ~s b '* b - a E S 
a <s b '* b- a E S = S \ {0}. 
Assim, a E S se e somente se O "5:.s a. Vemos, também, que se x E S, 
então x-1 = (x- 1) 2.x E i'2.S C T.S c S, isto é, x-1 E S. 
Com $ 5 , <s podemos somar desigualdades e multiplicar desigualdades 
pelos elementos t E T. Porém pela possibilidade de falha do axioma S.S C S, 
não podemos predizer o resultado de uma desigualdade se ela for multiplicada 
por um elemento a E S". 
Deste modo, grande cuidado deve ser tomado quando trabalhamos com 
:Ss quando S é T -semiordem normada própria. 
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Proposição 5.8: SejaS uma T-semiordem normada e seja <s denotada 
simplesmente por<. Então: 
(1) O< a< b =>O< b-1 < a- 1, 
(2) 1 < b =} b < b2 
(3) O < a < b => a2 < b2 , quando a E T ou b E T. 
Demonstração:~ 
(1) Se O < a então a E S, e assim a-1 E S. de a < b temos que b- a E S, 
e (b- a)-1 E S. Daí b[a(b- a)]-1 = a-1 + (b- a)-1 E S. Deste modo, 
a(b- a)b- 1 E S. Logo a-1 - b-1 = (b- a)(ab)- 1 = a- 2.[a(b- a)b-1] E Se 
assim a-1 - b- 1 > O. Portanto O < b-1 < a-1 . 
(2) Em (1) faça a= 1. Então 1 < b implica que b-1 < 1. Daí b2b-1 < b2 1, 
ou seja, b < b2 . 
(3) Suponha que a E T. Mulplicando a < b por a, obtemos a2 < ab. 
Como a < b implica que b-1 < a-1 . Multiplicamos b- 1 < a-1 por ab2 e 
obtemos ab2b- 1 < ab2a-I, ou seja, ab < b2 . Logo a2 < ab < b2 . Do mesmo 
modo, se b E T, multiplicamos a< b por b,e obtemos ab < b2 , e multiplicamos 
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Vamos agora definir o conceito de valor absoluto de um elemento em F, 
que será útil em algumas demonstrações : 
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Definição 5.9: O valor absoluto de a é definido por 
I a I~ { a se 
-a se 
a E S 
a'i'S 
para todo a E F 
O valor absoluto de a tem as seguintes propriedades: 
(1) I a 1~ O se e somente se a~ O. Isto segue do fatoS n -S ~ {0}. 
(2) I a+b ISI a I+ I bl, paratodosa,bEF. 
(3) Para todo a, b E F com a E ±T temos que I ab 1~1 a li b I· 
Definição 5.10: Uma T-semiordem Sem F é dita arquimediana se para 
todo a E F, existe um número natural n, tal que n >s a. 
Proposição 5.11: Se uma T-semiordem normada S' é arquimediana, 
então : 
(1) Para todo a <s b, o intervalo aberto (a, b) com respeito aS' contém 
um número racionaL 
(2) S deve ser uma ordem. 
Demonstração:-
Observemos inicialmente que todo natural n E Te assim se a E S, então 
na E S. 
(1) Tome um número natural n > (b-a)- 1 . Então O< n- 1 < b-a e assim 
1 < n(b- a), isto é, 1 +na< nb. Sejam o primeiro número natural maior 
que na. Então m - 1 ~ na e assim m ~ na + 1 < nb. Logo na < m < nb. 
Deste modo, a< I;t < b. Portanto I;t E (a, b). 
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(2) Precisamos mostrar que a, b E S implica que ab E S. Sejam a, b E S. 
Suponha que a< b, tissim O< b-a < b+a (pois b+a-b+a = 2a E T.S C S). 
Usando (1) escolha um número racional r tal que O< b- a< r< b +a. 
Pela Proposição 5.8 (b- a) 2 < r2 < (b + a) 2 , de onde segue que, b2 -
2ab + a2 < r2 < b2 + 2ab + a2 . Logo b2 + 2ab + a2 - b2 + 2ab- a2 > O, ou 
seja, 4ab >O. Daí ab >O. Assim ab E Se S.S c S. Portanto Sé ordem. • 
Corolário 5.12: Seja F uma extensão algébrica formalmente real de (J. 
Então uma T-semiordem normada Sé arquimediana e assim Sé de fato uma 
ordem. 
Demonstração:-
Para mostrar que um elemento a E F é limitado por um número natural 
podemos assumir que a> 1 (>significa > 5 ). Pela Proposição 5.8 temos que 
a < a2 , multiplicando sucessivamente por potências pares de a, obtemos 
1 < a < a2 < ... < ai < ai+l < ... assim O < .:;, < 1 para todo i ;::: 1. 
Seja an + rn_ 1an-l + ... + r0 =O a equação minimal para a, onde ri E Q. 
Então a= -(rn-l + ... + a:g_ 1 ). Tomando-se os valores absolutos, obtemos 
a :S: I:i<nlrn-1-it,l = I:i<nlrn-I-ill~,l :S: I:i<nlrn-1-il E ilJ. Para 
completar a prova basta escolher um número natural n > Li<n I Tn-i-1 I· • 
Para uma dada pré-ordem T, escrevemos YT para o conjunto de todas 
T-semiordens normadas. Então Xy c Yr e YT \X r é o conjunto de todas 
T-semiordens próprias. 
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Podemos introduzir uma topologia em Yr, de maneira análoga a Xp. 
Para todo a E P, seja H,(a) ={SE Yr: a E S}. Consideramos a topologia 
em YF dada pela subbase 1is = {H,(a): a E F}. 
Note que H5 (-a) = Yr \ H5 (a), deste modo, Hs(a) é um conjunto aberto 
e fechado. Analogamente a Xp, temos que Yr é um espaço Hausdorff, 
desconexo e compacto. 
Para S E Yr e uma T-forma diagonal ~, podemos definir a assinatura 
sgns(~) E 2Z, como no caso de ordens: 
sgns(1') = 2::7=1 sgns(a,J, onde 
sgns(a,) = { 1 se ai E S 
-1 se ai rf_ S, 
com ai E P, para todo i, dim(q'.>) = n. 
Teorema 5.13: Duas T-formas c/J, 'ljJ de mesma dimensão são I-isométricas 
se e somente se sgns(1>) = sgns(<i'), para todoS E Yr. 
Demonstração:-
Se sgns(1) = sgns(<i') para todoS E Yr, em particular para todoS E X r. 
Logo ql ""r 1j;. 
Reciprocamente, se cjJ c::=y 'lj;, então , pelo Teorema 4.8, cjJ é sequencial-
mente T-equivalente a 'l.j;. Então existe uma sequência cjJ0 , f/> 1 , ... , if>m tal que 
c/Jo = 1; if>m = 'ljJ e para todo i = 1, .. m- 1 se rf!i =< a1 , ... , an >r e 
rp;+ 1 =< b1, ... , bn >r então algumas das condições (A), (B), (C) da Definição 
4.6 ocorre. 
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Se ocorre (A) c/Ji =< all ... , an >r, c/J1+I =< trar 1 ••• , tnan >r. Como 
ai ESse e só se tiai E S para todoS E Yr, temos que sgns(ai) = sgns(tia1 ) 
para todoS E Yr. Logo sgn5 (~;) ~ sgns(~;+I) para todoS E Yr. 
<ar+ as, aras( ar+ as) >r. Logo basta mostrar que sgns(< ar, as >r)= 
sgns( < ar+ as, aras(ar +as) >r). 
Se ar,a8 E S então ar+ asES e a,a5 (a, + a5 ) = a;as +a, a~ E S. Por 
outroladoseaa(a +a) a +a ESentãoa =____5__+ ara< =a,(ar+as)= 
r S r s 1 r S r a,+as ar+as ar+as 
(ar~.) 2 (a, +as)+ cr~aJ2 (a, + as)aras E S. 
Analogamente, temos a5 E s·, então a,, as E S se e só se a,+ as, a,a8 (a,+ 
as) E S. Logo sgns( <a,, as >r)= sgns( < a,+as, a,as(a,+as) >r. Portanto 
sgns(~i)~ sgns(\1\+ll· 
Se ocorre (C) rp; 
< a1, ... ,as, ... , a,, ... , an >r. Obviamente, sgns(c/Ji)= sgns(9i+I)· Logo como 
sgn8 (q,,)~ sgn5 (~i+J), para todo i, temos que sgn5 (q,)~ sgns(</!), para todo 
SE Yr. • 
Proposição 5.14: Todo T-módulo .i\.1 é a interseção de todas semiordens 
contendo M. 
Demonstração:-
Se M =F, não existem T-semiordens contendo JVI, (pela Proposição 5.2). 
11as o resultado é verdadeiro neste caso pois, por definição , a interseção de 
um conjunto vazio de T-semiordens em F é F. 
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Agora assumimos lvf =J. F, e consideramos a 1/. 1\II. Então ~a 1/. ~ ]\;[, e 
assim pelo Corolário 5.5, lvf + T( -a) é um T -módulo anisotrópico. Então 
pelo Lema de Zorn podemos extendê-lo a uma T-semiordem S. Então S -;2 lvf 
e o fato que -a E S implicam que a rf_ S. Logo, se a rf_ lvf também a 17/. nS, 
M c s E YT. Portanto, M = ns, s E YT tal que M ç S. • 
Corolário 5.15: Para cada T-forma cjJ =< a1 , ... , an >r o conjunto 
Dr(r/J) U {O} é dado pela intersecção de todas T-semiordens contendo os 
a/s. Em particular, cjJ é T-isotrópica se e somente se I sgn8 (r/J) I< n, para 
todoS E YT. 
Demonstração:-
Vimos no exemplo (2) do início do parágrafo que DT(<i>) U {O} é um T-
módulo. Logo pela Proposição 5.14 é a intersecção de todas as T-semiordens 
que contém Dr(r/J). Finalmente vemos que uma semiordem S contém Dr(cP) 
se e somente se contém a 1 , ... , an· 
Se cjJ é T-isotrópica, pelo Corolário 3.20, existe b E P tal que ±b E Dr(r/J). 
Logo não existe semiordem SE Yr com Dr(r/J) c S. Vemos que se SE Yr e 
a 1, ... , an E S, então Dr(c/J) c S contra o que acabamos de ver. Igualmente 
se -o1 , ... , -an E S para algum S E YT, teríamos que -DT('Í') U {O} C S. 
Mas para b E P tal que ±b E DT(<i>) também ±b E -DT(</>)U{O}. Resultaria 
então ±b E S, contra o fato de S ser T-semiordem. Portanto também não 
existe S E Yr tal que -a1 , ... , -an E S. Assim I sgns(c/J) I< n, para todo 
SE YT. 
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Reciprocamente, assumimos agora que I sgns(.P) I< n, para todoS E Yr. 
Vejamos agora que jllf = Dr(.P) U {O} não é T-anisotrópico. Realmente se 111 
for T-anisotrópico, como já observamos antes, o Lema de Zorn garantirá a 
existência de uma T-semiordem S contendo JVI. Se S não for normada (1 rt S) 
teremos -1\4 c -Se -S será normada. Também SE Yr ou -SE Yr. Se 
M C S E Yr teremos sgn5 (,P) = n, contra a hipótese. Igualmente, se 
-1t1 C -SE Yr teremos sgns(.P) = -n, contra a hipótese . Logo M não é 
anisotrópico, como afirmamos. Dessa forma existe b E F tal que b E Mn-M, 
pela Proposição 5.2. Assim ±b E Dr(.P) e o Corolário 3.20 garante que cjJ é 
T- isotrópica. • 
Concluimos este parágrafo observando que os resultados 5.13 e 5.15 esta-
belecem uma relação entre o estudo de T-formas e o estudo de T-semiordens. 
Veremos mais adiante que a ausência de T-semiordens próprias (X r = Yr) 
só ocorre em um caso especial, e que as semiordens têm importante papel na 
classificação aritmética de corpos. 
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6. Índice de Estabilidade de uma Pré-ordem 
Vamos a seguir estabelecer um melhor relacionamento entre o espaço 
topológico Xp e as formas quadráticas. 
Seja C(Xr, Zl) o anel da funções contínuas de X r em Zl, onde tomamos 
Zl com a topologia discreta. As operações de C(Xr, Zl) são definidas ponto 
a ponto. Dada f E C(Xr, :Z) observamos qne Xr = UnEze f- 1 (n). 
Devido a escolha da topologia discreta para Zl temos que j-1 (n) é aberto 
para todo n E Zl. Por outro lado X r é compacto, logo existem n 1 , .. , ns E JZ 
tais que X r= f- 1 (nJ) U ... U f- 1(n,). 
Analisando-se a igualdade acima podemos tirar as seguintes conclusões: 
(I) Cada f- 1(n;) é aberto e fechado em Xr, pois {n} é aberto e fechado 
para todo n E Zl. 
(2) Os conjuntos f- 1(n1) e f- 1(nj) com, i f' J, são disjuntos, pois f é 
uma função . Logo a igualdade acima é uma partição de Xr em conjuntos 
abertos e fechados. 
(3) A imagem de f é finita em :Z. 
Reciprocamente se X r = C1 u ... uCk é uma partição de X r em conjuntos 
abertos e fechados e escolhemos n1 , ... , nk E :r.t, podemos definir g: XT--+ 7L 
por g(P) = ni se e somente se P E Ci. Claramente g é uma função contínua, 
isto é, g E C(Xr, :Z). 
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Particularmente dado um conjunto aberto e fechado C c Xr, a função 






P E Xr\C 
é um elemento de C(Xr, ZS). Vemos então que se f E C(Xr, ZS) e imagem 
f= {nl,--,ns} e ci =f-1(ni) então f=nlxcl + ... +nsxc,-
Logo, C(Xy, .?Z), como grupo abeliano, é gerado pelas funções carac-
terísticas dos conjuntos abertos e fechados C c Xy. Observemos ainda que 
como ~ é livre de torção , também C(Xy, ::Z) não tem torção . 
Lema 6.1: Seja </J uma T-forma em F. Definindo-se cr(r!>) : Xr -+ ;z 
por cr(</J)(P) ~sgnp(</J), para todo P E Xr, temos: 
(1) cr(</J) E C(Xr, ZS). 
(2) Se x E Wr(F) e </J é uma T-forma tal que <(J E x, estendemos cr a 
Wr(F) definindo cr(x) ~ cr(</J). 
(3) cr: Wr(F)-+ C(Xr, ZS) é um homomorfismo injetor de anéis. 
Demonstração:-
( I) Vemos que cy(r/J) é uma função. Mostraremos que é contínua. 
Se dim(</J) ~ 1 então <P ~< a >r e temos que cr(<I>)(Xr) ~ {±1} 
com (cr(I"W1{1} ~ Hr(a) e (cr(<l>))-1{-1} Hr(-a). Seja A C ;z 
aberto. Caso A n Jm(cr(<l>)) ~ 0 temos que (cr(<I>))-1(A) ~ 0, ou caso 
A n Jm(cr(1o)) f' 0 temos os seguintes casos: 
(1) A n Jm(cr(</J)) ~ {1} e (cr(</JW1 (A) ~ Hr(a) 
(2) A n Jm(cr(~)) ~ { -1} e (cr(</J))- 1 (A) ~H r( -a) 
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(3) Anfm(cr(<l>)) ={±!}e (cr(q)))-1(A) =Xr. 
Assim se if; =< a >r temos que para todo subconjunto aberto de Zt 
aberto, (cr(<P))-1 (A) é aberto. Logo cr(<l>)) é contínua. 
Se dim(q)) = n > 1 então cjJ =< a1, ... , an >T=< a1 >r_l ... 1..< an >r. 
Logo cr(<P)(P) =sgnp(</>) = L:7:1sgnp(< a; >r)= 2:7:1 cr(< a; >r)(P), 
para todo P E Xr. Assim cr(r:/J) = 2:~= 1 cr(< a.i >)é contínua, como soma 
de contínuas. 
(2) Sejam cjJ e r:/J' duas T-formas tais que r/J, c/J' Ex. Isto é, existem r, s ~O 
tais que cp l_ r IH r o= r <P' l_ siHr. Como sgnp(lHr) = O para todo P E X r 
vemos que sgnp(cj;) = sgnp(cj;') para todo P E X r e assim cr(x) = cr(q)) está 
bem definida. 
(3) Se rjJ =< a1, ... , an >rE x E Wr(F), sejam xi = classe de < ai >r em 
Wr(F). Temos que x = x1 + ... +xn e assim cr(x) = cr(<P) =sgnp(</>) = 2:~: 1 
sgnp( < ai >r) = 2:7=1 cr( < ai >r) = L:~=l cr(xi)- Podemos deduzir dessa 
igualdade que cr é um homomorfismo de anel. Vejamos que é injetor. Temos 
que cr(<P)(P) =O para todo P E X r é equivalente a sgnp(q)) =O para todo 
P E Xr. Mas então <P é hiperbólica e sua classe é o elemento neutro de 
Wr(F). • 
Por abuso de linguagem, usaremos sempre cr(tP) para indicar cr( classe 
de <P em Wr(F)). 
A seguir vamos estudar o conúcleo de cr, coker(cy) = 0}:_[c:fl 
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Teorema 6.2: Para toda função f E C(Xr, Zl) existe um número 
natural n tal que 2" f E cr(I" F). 
Demonstração:-
Dada f E C(Xr, 2Z) vimos no início desta seção que existe uma partição 
de X r em conjuntos abertos e fechados Xr = C1 U .. U C"' tal que f = 
n 1x1 + ... + nkXk onde cada Xi é a função característica de Ci. 
Afirmamos que podemos reduzir a prova ao caso f = x para x função 
característica de um conjunto aberto e fechado C. 
Realmente, suponhamos que C1, C2 são dois conjuntos abertos e fechados, 
X1, X2 são respectivamente as funções características de C 1 , C 2 e que q1 E 
In1 F,qz E In 2 F são tais que 2n1 X1 = cy(qt) e 2n2 X2 = cy(qz). 
Seja n = n1 +nz, então 2nx1 = 2n2cy(qt) = cy(2n2 qt) e 2nx2 = 2n 1cy(qz) = 
cr(2n1q2 ). Como qi = 2n2q1 E JnF(n = n 1 + n2) e q~ = 2n1 qz E In F pode-
mos assumir sem perda da generalidade que n 1 = n2 . Por outro lado se 
C= C1UC2 e X é a função característica de C, temos que X= X1 +x2-XtX2· 
:Lvlultiplicando-se essa igualdade por 22n obtemos 2211 X = 22nx1 + 22nx2 -
(2"x1)(2"xz) = 2"cr(q,) + 2"cr(q,)- cr(q,)cr(qz)) = cr(2"q, + 2"qz- q,q,). 
Como q = 2nq1 +211q2 -q1q2 E pnp obtemos que 22nx E I 2nF. Repetindo-se 
esse processo quantas vezes for necessário prova-se o resultado para uma f 
qualquer. Vamos a seguir verificar que podemos reduzir mais ainda o prob-
lema e considerar somente conjuntos abertos e fechados do tipo H(ar) n ... n 
H(am) com a1, .. , amE F. 
Realmente dado um conjunto aberto e fechado C, como C é aberto, para 
cada P E C existe uma vizinhança fundamental Vp = H(af) n ... n H(a;:J 
tal quePE Vp c C. Dessa forma C= UP Vp. 
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Mas C é compacto,pois é fechado em Xr que é um espaço compacto 
de Hausdorff. Logo existem P 1, ... ,Ps E C tais que C = VH U ... U llp, 
Usando o raciocínio anterior vemos que basta provarmos a afirmação para 
todo conjunto aberto e fechado do tipo H(a1)n ... nH(am), com a1 , ... ,amE F. 
Para x função característica de H(ai) n ... n H(am) tomemos 
ª"'r<< a1 , ••• ,am >>rE Jmp, ParaP E Xrtemosquecy(q)(P) ~sgnp(q) ~ 
fl~1sgnp(< I, ai>)= fl:1(1+sgnp(ai)). Temos então que se ai E P para 
todo i, ou equivalentemente, P E H(a 1) n ... n H(am), então sgnp(ai) = 1 e 
sgnp(q) ~2m Por outro lado, se P rt H(a1 ) n ... n H(am) e 1 S j S m é tal 
que P rJ_ H(aj) então sgnp(aj) = -1 e assim sgnp(q) = O. Podemos então 
concluir que cr(q)(P) ~ 2nx(P) para todo P E Xr e assim cy(q) ~ 2nx 
completando a prova da afirmação . • 
Motivados pelo resultado anterior, vamos introduzir um invariante numérico 
associado a pré-ordem T. 
Definição 6.3: Se coker(cr) tem um expoente finito 2k, ou seJa, se 
2' f E cr(Wr(F) ), para toda f E C(Xy, :Z), dizemos que T tem índice de 
estabilidade k, e escrevemos st(T) = k. Se coker(cr) não tem expoente finito, 
escrevemos st(T) = oo. Se sé um inteiro maior ou igual a k = st(T) dizemos 
que T é s- estável. 
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Proposição 6.4: Para toda pré-ordem T e qualquer inteiro s 2: O, as 
seguintes afirmações são equivalentes: 
(1) T és-estável (isto é st(T) <: s), 
(2) Para toda T-forma de Pfister <P T-anisotrópica, de dimensão 2s+l, 
existe uma T-forma de Pfister 1/J de dimensão 25 tal que <P c:::.r 2'lj;, 
(3) W'(F) = 2If(F), 
( 4) cr : I f --+ C(Xr, 2' Zó) é sobrejetora. 
Demonstração:-
(!) => (2) Seja <jJ uma T-forma de Pfister de dimensão 2>+1 . Temos 
que <P "'T <P1 0 ... 0 <Ps+l, onde </Ji =< 1, Xi > para algum Xi E P. Logo 
cr(</J) = cr(</J1 ) ..... cr((b,+l) e para toda P E X r, cr(</J)(P) = TJ::; cr(<fJ,)(P). 
{ 
2 se 
cr(<jJ,)(P) = sgnp(< !,x, >) = 1 + sgnp(x;) = 
O se 
Para cada P E X r temos duas possibilidades: 
(1) existe i tal que cr(r/Ji) =O e então cr(<P)(P) =O. 
(2) para todo i, cr(</J,)(P) = 2 e então cr(<P)(P) = 2'+1 
Vemos porém que em qualquer caso cr(<P)(P) E 2s+l Z? para toda P E X r. 
Logo cr(</J) E C(Xr, 2>+ 1 Zó). Afirmamos que C(X7 , 2'+1 Zó) = 2'+1C(X7 , Zó). 
Se f E C(Xr,:Z) temos que 25+1j é contínua e assume valores em 2s+1:z. 
Logo 25+1J E C(Xr1 2s+l:z). Seja agora g: Xr ---7 2s+lz contínua e defin-
imos f : Xr -+ ;:z por f(P) = ~~f{ E IZ. Vemos que f é contínua e assim 
f E C(Xr, :Z). Claramente 2s+l f= g e a afirmação fica provada. 
Como por hipóteses 2: st(T), 2'C(X7 , Zó) c Im(c7 ). Logo cr(</>) E 
2Im(cr). Seja T T-forma anisotrópica tal que cr(</J) = 2cr(7) = cr(2T). 
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Logo <P = 2r em VV"r(F), pois vimos no Lema anterior que cr é injetiva. 
Como <Per são anisotrópicas temos que <P '::::'.r 2T, pela Proposição 4.2. Ob-
serve que 1 E Dr(</J) = Dr(2r) pelo Teorema 3.19. Mas, pela Proposição 
3.16, temos que Dr(2r) = Dr(T) e assim 1 E Dr(T). Dessa forma, pelo 
Teorema 3.19 existe T-forma T 1 tal que T ':::'.r< 1 >..l r'. Igualmente, 
<P ":::.r< 1 >..l </J'. Dessa forma< 1 >.l <P' '""'r <P ':::!.r 2T ':::'.r< 1 >..i< 1 >.l 2r' 
e obtemos <P' ::::r< 1 >..i 2r'. Resultando então que 1 E Dr(<P'). 
Usaremos agora o seguinte lema, que é análogo ao Teorema 3.19: 
Lema 6.5 Seja t/J =<< a1, ... , a11 >>r uma T-forma de Pfister e tf;' a 
T-forma tal que t/J -=::r< 1 >..i '1/J'. Seja b E P. SebE Dr('l//) então existem 
b2, ... ,bn E F tais que '1/J '"'"'r<< b,b2, ... ,bn >>. 
Aplicando-se o lema acima na demonstração que estamos fazendo, resulta 
que existem b2, ... , bs+1 tais que <P ":::.r<< 1, b2, ... , bs+l >> :::::r 
2 << b,, ... , b>+r >>. Concluindo a Prova de (1) o? (2). 
Vamos agora a prova do lema por indução sobre n. 
Se n = 1, t/J ':::'.r< 1, a 1 >e '1/J' ":::.r< a1 >. Logo b E Dr('I/J') é equivalente 
a ai1b E Te assim < a1 >::::r< b >. Logo 'ljJ ::::r< 1, b >. Como queríamos. 
Supondo que a hipótese é válida para n-1, seja 'lj;1 ':::'.r<< a 1 , ••. , an-1 > >. 
Então 1/J -=::r< 1, an > o/1 :::::r 7/;1 ..l< an > 'I/J1. Se 7/;1 ":::.r< 1 >..i '1/Ji, então 
</J' "' -,p; _l_< an > "lj;1 . Como b E Dr(<P') existem x E Dy(</J;) U {O} e y E 
D7 (<j;1 ) U {0}, tais que b = x + DnY· Se y =O, b E D7 (<j;;) e pela hipótese de 
indução '1/JI ::::r<< b, b2, .. , bn-2 > >. Portanto '1/J ::::r<< b, b2, ... , bn-2> an > >. 
Completando a prova neste caso. 
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Assumimos agora y i- O. Logo existe Yo E Dr(1J,·U U {O} e tE F tais que 
y = Yo + t 2 . Como y # O, y0 e t não podem ser ambos nulos. 
Vejamos agora que 'lj,· -::::=r<< al, ... ,an_1,yan >>. Se Yo =O, y = t 2 e 
claramente 'ljJ ':::!r<< a1, .. ,an-r,t2an >>. Se Yo #-O, Yo E Dr(1J,·~) e por 
hipótese de indução existem C2 1 .. , Cn-l tais que 'I/J1 ':::!y<< Yo, c2, ... , Cn-1 >>. 
Assim '1/J -::::=r< l,an > 1./Jr ':::!y< l,an ><< Yo,c2,···,Cn-l >>-::=.r 
<< c2, ... ,cn-l >> 0 << Yo,an >> (*) 
Vemos que<< y0 ,an >>~r<< Yo,Yan >>,pois essas T-formas têm 
dimensão 4 e para toda P E X r, temos: 
Sey0 ,an E P,entãoy0 ,an,Yoan,Y1 YoYan E P. Assimsgnp<< Yo,an >>= 
4 =sgnp<< Yo,Yan >>. Se yo E P e an r:/. P então Yo,Y = Yo + t2 E P e 
Xn,yoan,YoYan !;i P. Assim sgnp<< Yo,Xn >>=O =sgnp<< Yo,Yan >>.Se 
Yo f/_ P e yan E P então YoYan f/_ P. Se Yo f/_ P e yan f/_ P então YoYan E P 
e portanto sgnp(<< y0 ,yan >>)=O. Quanto a<< Yo,an >>igualmente 
an E P implica y0an fj_ P, enquanto que an f/_ P implica que Yoan E P. Logo, 
para todo P E X r, sgnp< < Yo, an > >=sgnp< < Yo, yan > > e portanto 
<< Yo,an >>~r<< Yo,yan >>. 
Voltando então a T-isometria (*),obtemos que '1/J ~r<< c2, ... ,Cn-I >> 
0 << Yo,Yan >>o::::=r<< Yo,c2, ... ,Cn-l,yan >>o::::=r< l,yan ><< Yo, .. ,Cn-1 >> 
'::::'.y< 1, yan > '1/Jr -::::=r<< ar, ... , an-1, yan >>. 
Recordemos que b = x + anY· Se x = O, b = any e pelo que acabamos de 
mostrar 1./J "'r<< a1 , ... , an_1 , b >>. Como queríamos. 
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Finalmente, se xi-O, temos que x E Dr(1/JD e novamente pela hipótese 
de indução teremos 1/J1 "-'r<< x, d2 , .•• , dn- 1 >> para d2 , •. , dn- 1 E F. Assim 
'1/J ::::r< 1, yan > '!f·l ::::::y< 1, yan ><X, d2, .. , dn-1 >>::::::<< X, d2, ... , dn-1 1 yan >> 
::::r<< d2, .. , dn-1 >> 0 <<X, yan >> (**) 
Com o mesmo argumento que usamos acima < < x, yan >>::::r 
< < x+yan, xyan >>. Substituindo-se em(**) obtemos ?f "-'r<< d2, .. , dn-l > > 
0 << b, xyan >>::::r<< b, b2 , .. , bn-l > >. Completando a prova do Lema. • 
Vamos continuar a prova da Proposição 6.4. 
(2) ::::::;:- (3) Óbvio, pois J.f+1 é gerado aditivamente pelas T-formas de 
Pfister de dimensão 2s+1. 
(3) => (4) Tome f E C(XT,2'2Z).Como vimos no início, temos que f~ 
28 f 0 , com fo E C(Xr, 2Z). Pelo Teorema 6.2, existem 2: 1 tal que 2m fo = 
cr(c/>) com c/> E I!f!F. Sejam n 2: me n 2: s. Logo 2nfo = 2n-m(2mj0 ) = 
2n-mcr(c/>) = cr(2n-mcj>). Como c/> E l'!J! F temos que 2n-mcj> E l!fF. Portanto 
2nj0 = cr(c/>) para alguma tjJ E T].F, com n 2: s. Temos por hipótese que 
L}+1 F = 2lfF. Verifica-se recursivamente que Jf+r F = 2r lfF para todo 
r 2 O. Logo l!].F = 2n-s IfF e cj> = 2n-s1/J E Mlr(F), para alguma T-forma 
,P E IfF. Portanto 2n fo ~ cT(<P) e 2n-'2' fo ~ 2"-'cT(,P). Logo 2' fo ~ cr(>P) 
e f~ cT(,P) E cT(!fF). 
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(4) ~ (1) Mostramos no início da prova de (1) implica (2) que C(Xr, 2n :Z) = 
2nC(Xr, :Z). Assim temos que cr(IfF) = C(Xr, 2' :Z) = 2'C(Xr, :Z). Logo 
para toda f E C(Xr, :Z) existe~ E lfF tal que cr(<P) = 2' f. Portanto T é 
s-estável. • 
Corolário 6.6: Seja T uma pré-ordem. Então : 
(1) st(T) =O se e somente se T é uma ordem. 
(2) st(T) :S 1 se e somente se Im(cr : WrF -+ C(Xr, :Z)) :Z + 
2C(Xr, :Z). 
Demonstração:-
(!) Fazendo s = O na Proposição 6.4 parte (!), temos pela parte (2) 
que para toda l-forma de Pfister T-anisotrópica </J, existe uma O-forma de 
Pfister ·if; =< 1 >r tal que <P :::.r 21/J, ou seja, se a tJ. -T então < 1, a >r::::.r 
< 1, 1 >r, isto quer dizer que a E T. Logo TU -T = F. Portanto T é 
uma ordem. Reciprocamente se T é uma ordem, T u - T = F. Tome uma 
l-forma rjJ =< 1, a >r T-anisotrópica. Afirmamos que a E T. Realmente se 
a !f. T então a E -T pois F= TU -T. Se t E T é tal que a = -t então 
t +a. I = O e rjJ é T-isotrópica 1 contradição . Logo a E T. Por outro lado 
Xr = {T} e assim sgnprjJ = 2 para todo P E Xr (isto é P = T). Dessa 
forma <P co:r< 1,1 >ro= 2 < 1 >r e portanto st(T) =O pela Proposição 6.4. 
(2) Se st(T) :S 1 então cr(IrF) = C(Xr, 2:Z) pela Proposição 6.4. Mas 
C(Xr, 2:Z) = 2C(Xr, 2Z) e cy(Wr(F)) = cy(2Z+IrF) = cy(:Z)+cr(lrF) = 
cr(:Z) + 2C(Xr, :Z) = :Z + 2C(Xr, :Z). Reciprocamente, se cy(Wr(F)) = 
:Z + 2C(Xr, :Z) então para toda f E C(Xr, 2:Z) = 2C(Xr, :Z), existe uma 
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T-forma <jJ com f= cr(</J). Como para toda P E X r, sgnp(<f) = cr(<f)(P) = 
f(P) E 2Z.:, e pelo Lema 3.3, temos que dim(<j;)-sgnp(</J) E 2Z.:, resultando 
que dim(<f) é par e <f E frF. Logo cr: Ir F--+ C(Xr, 2Z:) é sobrejetora e 
pela Proposição 6.4 T é l-estáveL Logo st(T) :S I. • 
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7. Pré-ordens Pasch 
Definição 7.1: Uma pré-ordem T em um corpo F é chamada Pasch se 
Yr = Xr, ou seja, se toda T-semiordem normada é uma ordem (ver §5). Se 
a pré-ordem L: F 2 em um corpo (formalmente real) F é Pasch, dizemos que 
F é um corpo Pasch. 
Lema 7.2: Se T é uma pré-ordem Pasch, então qualquer pré-ordem 
T' :;2 T também é uma pré-ordem Pasch. 
Demonstração:-
Se T é Pasch então Yr =X r. Suponha que Sé uma T'-semiordem, então 
T'S C S. Como T C T' temos que TS C T'S c S, e Sé uma T-semiordem. 
Logo S é uma ordem, portanto T' é Pasch. • 
Lema 7.3: Seja F um corpo formalmente real. F é um corpo Pasch se 
e somente se todas as pré-ordens em F são Pasch. 
Demonstração:-
Se F é um corpo Pasch, L F 2 é uma pré-ordem Pasch. Corno L F 2 C T, 
para toda pré-ordem T, temos que toda pré-ordem T é Pasch pelo Lema 7.2. 
Reciprocamente, se todas as pré-ordens são Pasch em F em particular 2.: F 2 
é Pasch. Portanto F é um corpo Pasch. • 
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Lema 7.4: Se F é uma extensão algébrica de Q, então F é um corpo 
Pasch. 
Demonstração:-
Pelo Corolário 5.12, uma L F 2- semiordem S é uma ordem. Logo L F 2 
é uma pré-ordem Pasch e assim F é um corpo Pasch. • 
Lema 7.5: Seja T = P1 n P2 n ... n Pr (r < oo) 1 onde Fi são ordens 
arquimedianas. Então T é uma pré-ordem Pasch. 
Demonstração:-
Seja SE Yr. Afirmamos que Sé uma T-semiordem arquimediana e assim 
Sé ordem pela Proposição 5.10 e esta pronto. Para provar a afirmação , seja 
x E F. Para cada i existe um número natural n; tal que ni- x E P; (pois Pi 
são arquimedianas). Seja n = max{ n; : 1 ::; z ::; r}. Então n- X E n;=l pi = 
T Ç S e assim n- x E S 1 ou seja n 2':s x. Logo S é arquimediana. • 
Teorema 7.6: Para cada pré-ordem T, as seguintes afirmações são 
equivalentes: 
F. 
(1) T é Pasch. 
(2) st(T) -<: 1. 
(3) lm (Wr(F)-+ C(Xr, 2Z)) = 2Z + 2C(Xr, 2Z). 
( 4) a T-forma < 1, a, b, -ab >r é T-isotrópica, quaisquer que sejam a1 b E 
Demonstração:-
Nosso esquema de demonstração será (3) {>} (2) {>} (4) {>} (1) 
(3) {>} (2) Corolário 6.6. 
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(2) =? (4) Pela Proposição 6.4 se T é l-estável a toda 2-forma de Pfister 
ifl, existe uma l-forma de Pfister '1/J tal que cj; c:::r 21/J. Considere a 2-forma 
de Pfister << -a, -b >>r. Então < 1, -a, -b, ab >rc:::.r< 1,1 >< 1, c > 
para algum c E F. Logo < 1 >r.l< -a, -b, ab >r:::::.r< 1 >r.l.< 1, c, c >r 
e por cancelamento < -a, -b, ab >:::r< 1, c, c >r. Assim < a, b, -ab >r':::::.r 
< -1, -c, -c >r e somando < 1 >r temos que < 1, a, b, -ab >r'"'-'r 
< 1, -1, -c, -c >r que é T-isotrópica. 
(4) =? (2) Sejam a, b E F e < I, -a, -b, ab >y uma 2-forma de Pfister. 
Corno < 1, a, b, -ab >r é T-isotrópica então pelo Corolário 3.20 temos que 
< 1, a, b, -ab >r-::::. r< 1, -1 >r_l_< c, d >r, para c, d E P. Pela Proposição 
3.24 -cdP2 = -P2 e assim cP2 = dft'2 • Logo < c, d >:::::.r< c, c> e então 
< 1, a, b, -ab >::::::r< 1, -1, c, c >. Por cancelamento < a, b, -ab >r:::::.r 
< -1, c, c >r e< -a, -b, ab >r:::=.r< 1, -c, -c >r. Somando< 1 >r temos 
que < 1, -a, -b, ab >y=:::.r< 1, 1, -c, -c >y. Assim << -a, -b >>r=:::.r 
2 <<-c >>r e pela Proposição 6.4, T é l-estáveL 
(4) ::::> (1) Suponha que T não é Pasch. Então existe uma T-sermiordem 
normada S que não é ordem. Fixe um par a, b E S com ab çj S. Assim 
cjJ =< 1, a, b, -ab >r não é T-isotrópica, pois se cP é T-isotrópica, existem 
t 1, t2 , t3, t 4 E T não todos nulos tais que lt1 + at2 + bts - abt4 = O e daí 
abt4 = t 1 + at2 + bt3 E S, mas abt4 ~S. Contradição . Portanto T é Pasch. 
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(1) =;. (4) Seja S E Yy = Xy. Como S é uma ordem temos que 
1 E S e que os elementos a, b, -ab não podem estar todos em S. Logo 
jsgns( < 1, a, b, -ab >)I < 4 para todo S E Yy e então < 1, a, b, -ab > é 
T-isotrópica pelo Corolário 5.15. 
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8. Pré-ordens SAP 
Definição 8.1: Seja T uma pré-ordem de um corpo F. Dizemos que T é 
SAP (ou T satisfaz a Propriedade de Aproximação Forte) se para quaisquer 
dois conjuntos fechados disjuntos, A, E C X r, existe um elemento a E F tal 
que a é positivo em todas as ordens de .4 e a é negativo em todas as ordens 
de B, ou seja, A c; Hr(a) e B c; Hr(-a). Se T = I:;F2 é SAP dizemos que 
F é um corpo SAP. 
Proposição 8.2: Considere Xr e 1-i= {Hr(a)la E F}. As seguintes 
afirmações são equivalentes: 
(1) T é SAP. 
(2) Todo conjunto aberto e fechado contido em X r pertence a}{. 
(3) 1i é fechado sob interseções finitas. 
( 4) 1í é uma base para a topologia de X T. 
Demonstração:-
(!) => (2) Seja A qualquer conjunto aberto e fechado. Por (l) existe 
Hr(a) E 1-l tal que A c; Hr(a) e Xr \A c; Hr( -a), pois se A é aberto 
e fechado então Xr \A também é aberto e fechado. Logo Hr(a) c; A e 
A= Hr(a), ou seja, todo conjunto aberto e fechado em X r está em H. 
(2) => (3) Todo conjunto Hr(a) E 1-l é aberto e fechado. Em particular 
uma interseção finita de conjuntos em 1{ também é aberto e fechado e assim 
pertence a 1i por (2). 
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(3) =? (4) Como 1-l é uma subbase e é fechado para interseções finitas, 
temos que 1í é uma base. 
(4) =} (3) Sejam al, ... , On E F e A= Hr(al) n ... n Hr(an)· Tomando-se 
urna vizinhança Hr(b) para cada ponto P E A e levando-se em conta que A é 
compacto, temos que existem b1, ... , bm E F tais que A= Hr(b1 )U ... UHr(bm). 
Repetindo-se alguns dos a/s ou bj's sem perda da generalidade podemos 
assumir m = n. Agora considerando as imagens das T-formas de Pister 
cJ> =<< al:···)an >>r e 'lj; =<< -b~>····-bn >>r sob cr : WrF -t 
C(Xr, :Z) temos que 
cr('iJ)(P) = sgnp( < 1, -bl > ) ... sgnp( < 1, -bn >) = { 
Igualmente obtemos 





2 ... 2 = 2" se P <t A 
O se PEA .. 
Em particular, cr(cJ> .l 'f/,·) é a função constante zn em Xr. Isto é, 
cr(<P _!_ ,P) = cr(2" < 1 > ). Dessa forma pelo Lema 6.1 q, _!_ ,P = 2" < 1 > 
em VVr(F). Portanto, existe uma T-isometria cJ> .l 'lj; -:::=.r 2n < 1 >r 
_L zn-l < 1,-1 >r pois dim(~ _L ,P) = dim(q)) + dim(w) = 2" + 2" = 
2.2n = zn+l e dim(zn < 1 >) = zn. 
Em particular, pelo Corolário 3.20, cJ> .l 'lj; é T-isotrópica. Sejam ti, si E T, 
· n· 2" 2" - 2" 2" 
z = 1, ... , 2 ta1s que Li=l aiti + Li=l bisi = O entao Li=l a.iti = - Li=l bisi, 
ou seja existe a E P tal que a E Dr(</J) e -a E Dr(,P). Como a E Dr(</J), 
temos que a E P para todo P E X r tal que ab ... , an E F. Isto é, a E P para 
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Igualmente -a E Dr(,P) implica que -a E P para todo P E Hr( -b1 ) n 
... n Hr( -bn) =X r\ 1L Dessa forma Hr(ar) n ... n Hr(an) = Hr(a) E 1i 
como queríamos. 
(3) ""' (1) Sejam A e B conjuntos fechados disjuntos. Temos que X r\ B é 
um aberto. Como (3)implica (4) sabemos que 1i é uma base para a topologia 
de X r. Logo para cada P E Xr\B existe Hr(ap) E 1i tal que P E Hr(ap) c 
Xr\B. Dessa formaXr\B = UP Hr(ap) é uma cobertura de X r \B. Como 
A é fechado, é compacto e A c X r \E, existe um número finito de elementos 
ar, ... , On E F tais que A C Hr(a 1 )U ... UHr(an)- Como Hr(a 1 )U ... UHr(an) C 
UpHr(ap) = Xr \ B resulta que B c Hr(-ar) n ... n Hr(-an)- Por (3) 
existe a E P com H r( -a1) n ... nHr( -a,) = Hr(a). Dessa forma B C Hr(a) 
e A C Hr( -a)= Hr(a1) U ... U Hr(an) _ Portanto Hr(a) separa A e B. • 
Observações 8.3: 
(1) Observemos que se IX ri~ 3, então Té SAP. Se IX ri= 1 ou IX ri= 2 
a afirmação é verdadeira. Seja então Xr = {P1, P2 , P3 } e vamos supor que 
para algum i não podemos separar Fi das outras duas ordens. Sem perda da 
generalidade vamos ver como separar P1 de {P2, P3}. Como [P: P2 n P3] = 
4 entre F e P2 n P3 só temos três subgrupos de F com índice 2 que são 
P2 , P3 , (P2 n P3 ) u -(P2 n P3 ). Dessa forma P2 n P3 rf_ P1. Tomando-se 
a E P2 n P3 e a rt P1 , teremos Hr(a) = {P2 ,P,) e Hr(-a) = {Pr}- Logo se 
IX ri ~ 3, então T é SAP. 
(2) Podemos separar qualquer conjunto duplo { P1 , Pz} de outro conjunto 
duplo disjunto { P3 , P4 ). 
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De fato, fixe um elemento a E P1 nP2 n(-P3 ) e um elemento b E P1 nP2n 
(-P4)(a,b existem pela Observação (1)). Se a E -P4 ou b E -P,, acabou. 
Então suponha que a E P4 e b E P3 . Mas então ab E Pt n P2 n ?3 n ( -P3) n 
(-F4 ) e assim ab separa {F1,F2 } de {F3 ,F4 }. 
Vamos agora estabelecer um resultado técnico que nos permitirá rela-
cionar SAP com os conceitos das seções anteriores. 
Lema 8.4: Para toda pré-ordem T, as seguintes afirmações são equiva-
lentes: 
{1) T é SAP. 
{2) Toda T-forma de Pfister cjJ de dimensão 2n é T-isométrica a 
2n-l <<a>> para algum a E P. 
Demonstração:-
(!) =* (2) Seja cjJ =< < a 1 , ... , an >>r. Por (1) podemos escrever nf=1Hr(ai) = 
Hr(a) para algum a E P. Daí como Hr(a1) = {F E Xr : a, E F} e 
Hy(a) = {P E X r: a E P}, temos que ai E P, para todo ·t, se e somente se 





a; E P 
Como 
sgnp(2n-l <<a>>)= sgnp(zn-l).sgnp(<< a>>)= zn-l { ~ :: a E P 
a 'i' P. 
Segue que sgnp(2n-l <<a>>) =sgnp(çt.). Logo 2n-l <<a >>""'r if:>. 
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(2).::::} (1) Pela Proposição 8.2 temos que mostrar que para a1, ... , an E F 
existe a E F tal que Hr(ar) n ... n Hr(an) = Hr(a). Considere a T-forma de 
Pfister (jJ =< < a11 ... , an >>r e P E X r. Temos que sgnp<< a1, ... , an >>r= 




ai E P para todo i 
existe i com ai fj. P 
P E Hr(al) n ... n Hr(an) 
P r;t Hr(al) n ... n Hr(an)· 
Por (2) existe a E F tal que (jJ '::::.r 2n-r < < a >>. Logo para todo P E X r 





·ee P E Hr(al) n ... n Hr(an) 
P r;t Hr(al) n ... n Hr(an) 
Logo sgnp(a) = 1 é equivalente a P E Hr(a1 ) n ... n Hr(an) ou ainda 
Hr(a) ~ Hr(al) n ... n Hr(an)· • 
Corolário 8.5: Uma pré-ordem T é SAP se e somente se st(T) ~ 1. 
Demonstração:-
Assumimos primeiro que T é SAP. Seja f=<< a1 ,a2 >>uma T-forma 
de Pfister de dimensão 4. Pelo Teorema anterior existe a E F tal que (jJ rvr 
2 <<a>>. Logo, pela Proposição 6.4, T é l-estável, e assim st(T) ::=; 1. 
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Reciprocamente se T é l-estável, pela Proposição 6.4 para toda T-forma 
de Pfister rjJ =<< a1 , a2 >>existe a E F tal que rp '2::-y 2 <<a>>. Então 
pelo teorema anterior Té SAP. 
Teorema 8.6: Uma pré-ordem T é SAP se e somente se T é Pasch. 
Demonstração:-
• 
Pelo Teorema 7.6 T é Pasch se e somente se st(T) ::; 1 e pelo Corolário 
anterior st(T) ::; 1 se e somente se T é SAP. • 
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9. Diagonalização Efetiva de T-Formas 
Recordemos que se <P =< a1, ... , an > é uma T-forma então sgnp(<J)) = 
sgnp(a1 ) + ... +sgnp(an)- Assim [sgnp(çó)[ :S n ~ dim(çó). Isso nos leva a 
seguinte definição . 
Definição 9.1: Uma T-forrna if; é T-indefinidase I sgnpq) I< dimrj) para 
toda P E X r e q> é T-definida se I sgnpq\ [~dimq> para toda P E Xr. 
Lema 9.2: Toda forma T-isotrópica é T-indefinida. 
Demonstração:-
Seja c:P =< a 1 , ... , an >r uma T-forma T-isotrópica. Pelo Corolário 3.20 
existe uma T-forma 1ji tal que q> "'r IHr _!_ 1/J. Dessa forma [sgnp(çó)[ 
[sgnp(lH)+sgnp(1/J)[ ~ [sgnp(1/J)[ :S dim(1jl) ~ dim(q!)- 2 < dim(<f>). • 
Veremos mais adiante por meio de um exemplo que a recíproca desse lema 
não vale em geral. Mas, surpreendentemente para T -formas de dimensão 2 
ou 3 a recíproca vale. 
Lema 9.3: Se rjJ =< a1 , a2 >r é T-indefinida, então rjJ é T-isotrópica. 
Demonstração:-
Seja q) =< a 1 , a2 >uma T-forma T-indefinida. Então para toda P E X r 
temos que a 1 E P e a2 ~ P ou a 1 ~ P e a2 E P, em ambos os casos a1a2 ;f_ P, 
para toda P E X r e -a1a2 E P, para toda P E X r. Logo -a1a2 E T. Assim 
• 
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Para formas de dimensão três temos que trabalhar um pouco mais. 
Observemos inicialmente que dada if; =< a1 , a2 , as >r T-forma de di-
mensão três, se 'ljJ =< a 1a2a3 >r if; então rjJ é T-isotrópica se e somente 
se '1j; é T-isotrópica. Igualmente rjJ é T-indefinida se e somente se '1j; é r-
indefinida. Por outro lado como< a1a2as >r rjJ :::::r< a2as, a1as, a1a2 >r::::::r 
< a2as, a1as, (a2as)(a 1as) >r vemos que podemos restringir nosso estudo a 
T-formas de dimensão três do tipo< a, b, ab >y. 
Lema 9.4: if; =< a, b, ab >r é T-indefinida se e somente se Hr(a) n 
Hr(b) = 0. 
Demonstração:-
Suponha que existe P E Hr(a) n Hr(b). Então a E P e b E P. Daí 
ab E P e cP não é T-indefinida. 
Reciprocamente, se Hr(a) n Hr(b) = 0 então não existe P E X r tal que 
a, b E P. Logo para P E X r temos três possibilidades: 
(1) a E P e b <,t P, então </J é T-indefinida. 
(2) a <,t P e b E P, então <Pé T-indefinida. 
(3) a, b <,t P, então ab E P e </J é T-indefinida. • 
Lema 9.5: rjJ =< a, b, ab >r é T-isotrópica se e somente se 
-a E Dr( < 1, b >r). 
Demonstração:-
Temos que rjJ é T-isotrópica se existem t 1 , t2 , ts E T não todos nulos tais 
que at1 + bt2 + abt3 =O. Assim a(t1 + bt3 ) + bt2 =O e -a = bt2 (t1 + bt3 )-1 E 
bT+T=Dr(<1,b>r). Logo-aEDr(<1,b>r). 
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Reciprocamente, se -a E Dr( < 1, b >r) então -a = t 1 + bt2 e a + 
t 1 + bt2 = O, com t 1t2 =!=- O. Multiplicando a equação por ab temos que 
a2b + abt1 + ab2t2 =O, como a2, t 1 , b2t2 E T temos que rjJ é T-isotrópica. • 
Lema 9.6: -a E Dr( < 1, b >r) se e somente se Hr(a) n Hr(b) = 0. 
Demonstração:-
Se -b E T, Dr( < 1, b >) = F e Hr(b) = 0, e nesse caso a afirmação 
é clara. Assumimos -b 5t. T. Se -a E Dr( < 1, b >) então -a = t 1 + bt2 . 
Seja P E Hr(b). Temos que b E P e T C P. Logo -a E P e P E 
Hr(-a). Portanto Hr(b) C Hr(-a) = Xr\Hr(a). Logo Hr(b)nHr(a) = 0. 
Reciprocamente, se Hy(a) n Hr(b) = 0 temos que Hr(b) c Hr(-a). Logo 
para todo p E Hr(b) temos -a E P. Portanto -a E nPEHr(b)P. Por 
outro lado, vemos que Dr( < 1, b >) U {O} = T[b] e então pelo Lema 2.8 
Dr( < 1, b >) U {O} é uma pré-ordem. Logo Dr( < 1, b >) U {O} = n P, 
para toda ordem P contendo Dr( < 1, b >) U {0}, pelo Teorema 2.13. Como 
claramente Dr( < 1, b >) U {O} C P se e somente se b E P para toda ordem 
P, obtemos que Dr( < 1) b >) u {O} = nPEHr(b) F. Concluimos assim que 
-a E Dr(< 1,b >). • 
Reunindo os três últimos lemas com a observação que precede o Lema 9.4 
obtemos: 
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Lema 9.7: Se uma T-forma cjJ de dimensão três é I-indefinida, então cjJ 
é T-isotrópica. 
Para n = 4 não vale o princípio: "I-indefinida implica T-isotrópica". 
Realmente seja T uma pré-ordem de um corpo F que não é Pasch 
(equivalentemente não é SAP). Pelo Teorema 7.6 existem a,b E F tais que 
< 1, a, b, -ab >r não é T-isotrópica. Como essa forma é claramente I-
indefinida vemos que existem T-formas de dimensão quatro, T-indefinidas 
e T-anisotrópicas. Para simplificar a linguagem introduziremos a seguinte 
notação : 
Definição 9.8: Seja F um corpo e n 2: 2. Dizemos que F satisfaz o 
princípio HnT se toda T-forrna de dimensão n que for T-indefinida é T-
isotrópica. 
Observação 9.9: 
(1) Por HnT queremos indicar um Príncípio de H asse para T-formas de 
dimensão n. 
{2) Acabamos de ver nos Lemas 9.3 e 9.7 que H2T e H3T valem para 
todo corpo formalmente real F. Para n 2: 4 temos ainda o seguinte resultado 
geral: 
Lema 9.10: 
(1) Seja n 2' 4 fixo. Se vale HnT, então T é PaBch. 
(2) H 4T implica HnT para todo n 2: 4. 
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Demonstração:-
( I) Seja num inteiro fixo maior que 3. Considere a T-forma cjJ = (n- 3) 
< 1 >l_< a, b, ~ab >onde dim(cjJ) = n e cjJ é T-indefinida. Como vale HnT, cjJ 
é T -isotrópica. Sejam t 1, .•. , tn-31 s1, Sz, ss E T tais que ( t1- ... + tn-s) + as1 + 
bs2- abss = O. Seja so = t1 + ... +tn-3 E T. Então so +as1 +bs2- abss = O e 
portanto < 1, a, b, -ab >r é isotrópica. Obtemos então do Teorema 7.6 que 
T é Pasch. 
(2) Se vale H4T pelo item anterior T é Pasch. Dessa forma, por definição 
toda semiordem normada é uma ordem. Isto é, X r = Yr. Seja agora cjJ uma 
T-forma T-indefinida de dimensão n. Então para todoS E Yr = Xr temos 
que jsgnp(c/J)I < n, e assim, pelo Corolário 5.15 cjJ é T-isotrópica. Logo HnT 
vale para F. • 
Vamos a seguir caracterizar pré-ordens T para os quais HnT vale para 
todo n. Para isso introduziremos a seguinte denominação : 
Definição 9.11: Uma T-forma <Pé dita efetivamente T -diagonalizável se 
<P admite uma diagonalização <P ::=r< a1 , ... ,an >r, onde Hr(ai+ 1 ) C Hr(ai), 
para todo i= 1, ... , n-1. Dizemos que o corpo F tem a propriedade de efetiva 
diagonalização para T-formas se toda T-forma if! sobre F é efetivamente T-
diagonalizável. Nesse caso dizemos que T satisfaz EDT. 
Nosso primeiro resultado relaciona T-formas T-indefinidas com a pro-
priedade da diagonalização efetiva. 
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Lema 9.12: Toda T-forrna 1J que é T-indefinidae efetivamente T-diagonalizável 
é T-isotrópica. 
Demonstração:-
Corno 1J é efetivamente T-diagonalizável temos que 1J ""r< a 1 , .. , an >r, 
onde Hr(a,+t) C Hr(a,), i = l, ... , n- L Afirmamos que Hr(a,) = X r 
e Hr(an) = 0. De fato, seja P E Xr então P E Hr(a,) para algum i 
senão ai f/:_ P para todo i e lsgnpr/JI = dim r/J, contrariando a hipótese de 1J 
ser T-indefinida. Logo P E Hr(a,) C Hr(a,_,) c ... C Hr(a,). Portanto 
X r= Hr(a1). Agora, Hr(an) = 0 pois se existe P E Hr(an) C ... C Hr(a,) 
então ai E P para todo i e lsgnpr/JI = dim 1J contrariando a hipótese. De 
Hr(ai) =X r segue que a1 E P, para toda P E X r daí a1 E nP€XTP =Te 
de Hr(an) = 0 segue que an f/:_ P, para toda P E X7 , daí -an E P para toda 
P E Xr e -an E nPExTP = T, assim -an E T assim an E -T. Dessa forma 
temos 1J ,..._,r< all an >r.l< a2, ... , an-l >r com a1 E T e an E - T. Como 
< a 1 , an >r:=:r IHr, pelo Corolário 3.20 1J é T-isotrópica. • 
Obtemos como consequência imediata do lema anterior que: 
Proposição 9.13: Se uma pré-ordem T satisfaz EDT, então HnT vale 
para T, para todo n 2:: 2. 
Podemos então concluir da proposição anterior e do Lema 9.10 que se 
EDT é satisfeita por T, então Té SAP. Mostraremos a seguir que os dois 
conceitos são equivalentes. 
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Teorema 9.14: Uma pré-ordem T satifaz EDT se e somente se T satisfaz 
SAP. 
Demonstração:-
Conforme mencionado, EDT implica SAP para uma pré-ordem T. 
Reciprocamente seja T uma pré-ordem com a propriedade SAP e cP ~T 
< a 1 , ... , an >r uma T-forma. Para todo k = O, ... , n seja Yk = {P E X r : 
sgnp(~) = dimÇ>- 2k). Afirmamos que a família {Yk : k = O, l, ... , n) é 
uma partição de X r em conjuntos abertos e fechados. Seja P E X r. Pelo 
Lema 3.3 sgnp(Ç>) = 2r- dim(Ç>), onde r é o número de elementos posi-
tivos em { a 1 , ... , an}· Logo o número de elementos negativos em { a 1 , .. , an} 
é s = dirnej:J- r. Ou r = dimej:J- 8 e assim sgnp(ej:J) = 2r- dirnej:J = 
2dirnej:J- 2s- dimej:J = dimej:J- 28. Isto é, dado P E Xr existe 8 tal que 
P E Y,.. Assim X r= Y0UY1 U ... UYn. Claramente essa união é disjunta, pois a 
assinatura de uma T-forma não pode assumir dois valores distintos. Também 
temos que Yk é um subconjunto aberto e fechados de X r. De fato, se P E Yk e 
sgnp(cj:J) = n- 2k, onde k é o número de elementos de { a1 , ... , an} em -P, re-
ordenando se necessário, podemos supor a 1 , ... , ak r:J_ P e ak+l' ... , an E P. Daí 
P E H r( -a1 ) n ... n Hr( -a,) n Hr(ok+r) n ... n Hr(an) =V uma vizinhança 
de P. Mostremos agora que V C Yk. 
Realmente, para Q E V, a1, ... , ak r:J_ Q e ak+l, ... , an E Q. Logo 
sgnq( < o1, ... , Ok, ak+l• ... , On >= I:;=l sgnq(aj) = -k + (n- k) = n- 2k. 
Logo Q E Yk. Dessa forma ternos P E V c Yk e assim Yk é aberto para 
todo k = O, 1, ... , n. Corno essa família é uma partição de X r obtemos 
também que cada Yk é fechado. Como T é SAP existem b~; ... , bn tais que 
Hr(bi) = Y0 U ... U Y~-i para todo i = 1, ... , n. Seja '11· =< b1 , ... , bn >. 
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Mostraremos agora que sgnp('lf)) =sgnp(ç)) para toda P E X r e dessa forma 
cjJ ::::.r 1f) provando que cjJ é efetivamente T -diagonalizável. Dada P E X r 
existe um único O :::; k :::; n tal que P E Yk- Temos então que sgnp(c/J) = 
n- 2k. Por outro lado, como P E Yk para k < n, temos que P E Hr(bn~k) c 
Hy(bn-k-d C ... C Hy(bl] e P 'i'. Hy(b1) para (n- k) + 1 :S j :S n. Assim 
sgnp(,P) = (n- k)- k = n- 2k. Finalmente, se P E Yn, P 'i'. Hy(b1) para 
todo 1:::; j:::; n e assim sgnp('lf)) = -n = n- 2n. Dessa forma, para todo k, 
sgnp(,P) = n- 2k =sgnp(q\). Concluimos assim que sgnp(,P) =sgnp(q\), para 
todo P E X r, como queríamos. • 
Observemos que na teoria de formas quadráticas usuais esse resultado 
não é válido. Vamos mostrar isso através de um exemplo. 
Consideremos o corpo F = K((t)), estudado no apêndice. Fazendo 
K = Q temos que F tem apenas duas ordens, P1 e P2 com P 1 n P2 = 
C[JJ 2)F2 = L: F 2 , pois L: !Q2 é a única ordem de !Q. Portanto, como 
IXTI = 2, temos que F satisfaz a propriedade SAP. Por outro lado, se 
considerarmos a forma quadrática < t, - 2t > temos que F não satifaz a 
propriedade ED. De fato, suponha que < t, -2t > é efetivamente diago-
nalizável. Então existem a1 , a2 E F tais que < t, -2t >'"'"'< a 1 , a2 >, com 
H(a2 ) c H(ar). Mas segue da isometria que -a1a2 E 2F2 c P, para toda 
ordem P. Logo az E P é equivalente a -a1 E P, ou seja, a1 fj P. Deste 
modo, P E H(a2 ) implica que P 'i'. H( ai), contradizendo H(a2 ) C H(a 1 ), se 
H(a2) # 0. 
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Se H(a,) = 0 então a2 E L F'- Assim a2 = -qz2 com q E Q, q > O e 
z E F. Como -a1a2 E 2i'2 temos que a1qz2 E 2Ê'2 e portanto a1 E 2qi'2 . 
Sem perda da generalidade podemos assumir que a 1 = 2q e a2 = -q com 
q E {J, q >O. Por outro lado tE D(< t,-2t >). Logo tE D(< a1,a2 >) 
e assim existem x, 'Y E F tais que t = 2qx2 - qy2. Mas isso não é possível, 
pois t é uma série iniciando-se em um expoente ímpar e mostraremos que 
2qx2 - qy2 inicia-se com um expoente par. 
Conforme o apêndice, se x = :L:,.. xdi e y = I:::s Yiti com r, s E JZ 
t- 2 "'oo ti 2 "'oo b ti d ' b ' L en ao X = ~i~z.- ai e y = L....i=Zs i on e az,.. = x,.. e 2s = Ys· ogo, se 
2 ? '\"00 -
escrevermos 2qx - qy- = L...i=n c;t' teremos que 
2qx; se r < s 
Cn = 
-qy; se r> s 
2qx2 - qy2 se r= s. 
Observemos que como 2 ~ Q2 temos 2qx2 - qy2 =J. O, logo teremos que 
2r se r<s 
n= 2s se r>s 
2r = 2s se r= s, 
conforme afirmamos acima. Logo H(a2 ) =F f/J. 
Portanto !Q((t)) não satisfaz ED. Logo a propriedade SAP não é equiva-
lente a propriedade ED, na teoria de formas quadráticas usuais. 
Vemos porém que para T =L F 2 , < t, -2t >r é T-isotrópica e portanto 
< t, -2t >r"'r< I, -I >r. Como Hr(-1) = 0 C X r= Hr(I) resultará 
que < t, -2t >r é efetivamente T-diagonalizável, conforme assegurado pelo 
Teorema anterior. 
82 
Podemos agora completar nossa discussão sobre os HnT mostrando a 
recíproca do Lema 9.10.(2). 
Corolário 9.15: Seja T uma pré-ordem. São equivalentes: 
(1) Vale H 4T. 
(2) Existe n :2 4 tal que vale HnT. 
(3) Para todo n 2:: 4 vale HnT. 
Demonstração:-
(!) implica (2) trivialmente. Assumindo-se (2) temos pelo Lema 9.10 que 
T é Pasch. Logo pelo Teorema 8.6 T é SAP e assim pelo Teorema anterior T 
satisfaz EDT. Finalmente, pela Proposição 9.13, vale HnT para todo n 2:: 4. 
(3) implica (1) também trivialmente. • 
Uma outra conclusão imediata é que 
Corolário 9.16: Seja T uma pré-ordem. São equivalentes: 
(1) st(T) ::; 1. 
(2) T é Pasch. 
(3) T é SAP 
( 4) Temos a propriedade HnT para todo n 2:: 4. 
(5) T verifica EDT. 
Demonstração:-
(!) ? (2) É dada por 7.6. 
(2) ç; (3) É dada por 8.6. 
(3)? (5) É dada por 9.14. 
(4)? (5) É consequência de 9.10 e 9.13. 
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• 
Esse último resultado mostra quão especiais são as pré-ordens estudadas 
nestas últimas seções . 
Gostaríamos também de observar que o estudo de princípios do tipo HnT 
é muito antigo e iniciou-se com J. J. Sylvester[l814-1897] estabelecendo que 
toda forma quadrática indefinida sobre os reais é isotrópica. Os professores R. 
Elman, T.Y. Lam e A.Prestel ([ELP]) introduziram e estudaram os princÍpios 
Hn 
" Uma forma quadrática totalmente indefinida de dimensão n é isotrópica". 
Observemos que tirando-se o sufixo T do princípio os resultados modificam-
se completamente. Assim H2 é equivalente ao corpo ser Pitagórico e não vale 
sempre como no caso aqui estudado. 
Temos também que os Hn não são equivalentes entre si, mas H2 implica 
H3 que não implica H4 , mas H4 implica H5 ... , em geral para n 2:: 4, Hn 
implica Hn+l· 
Contudo, sem o sufixo T ainda temos que Pasch e SAP são equivalentes 
e são consequência de Hn para algum n 2: 4. 
O conceito de "efetivamente diagonalizável", ED, foi introduzido pelo 
Prof. R. VVare [VV]. Observemos que sem a restrição a uma pré-ordem T, a 
propriedade ED implica a propriedade SAP mas não são equivalentes, con-
forme vimos no exemplo. 
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10. Apêndice: O Corpo K((t)). 
Vamos fazer um estudo de F K((t)), corpo de séries de potências 
formais sobre f{. 
Temos que 
K((t)) = {l:::;;':na,t'in E X, a, E K,an #O, a,= O para todo i< n). 
Esse conjunto não é vazio, pois se k E K, k = 0+ ... +0+k.t0+0 ... E K((t)) 
logo K c K((t)). 
Em K((t)) a operação de adição é dada por 
I:~n ai ti+ L:m biti = L::1(ai + bi)ti, onde l = min{ ilai + bi #- 0}. 
E a operação de multiplicação é dada por 
CL:n aiti)(L~m b;ti) = L:, Citi, onde l = min{ ijci =f. O} e Ci = Í:r+s=i arbs. 
I) Primeiro vamos mostrar que com essas operações K((t)) é um corpo. 
As propriedades associativas, comutativas e distributivas seguem das mes-
mas propriedades de f{. 
O elemento neutro é O = L:n Oti. 
O elemento unidade é 1 = ... +O+ l.t0 +O+ .... 
"00 . ( "00 . O elemento oposto para a= L.Ji=na;t~ E K (t)) é -a=- L...i=nait1 = 
2::::;':n( -a,)t' E K((t)). 
Vamos mostrar para a :j:. O o inverso de a existe em K((t)). 
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Fazendo j = i - n temos 
a = anf" 2:.,}=0 b1tj = antn(l + "L.,'f=1 bjtl) 
"00 . 6j=l bjtJ. 
Temos que 
Se j + 1 = k , isto é j = k - 1, temos 
(antn)(1 + ~), onde <jJ = 
<P+I:~,(-1)iq;i+l = ~+I:~,(-1)'-'1' = (-1)1-l<P'+I:,~,(-1)'-'<t' = 
I::"~r ( -1 )'-'1' = I::"~ r ( -1 )( -1 )'1' = ( -1). I::"~ r ( -1 )'<!>k 
Assim voltando a (*) temos que 
(1 +q\)(1 + 2:;~1 ( -1)'4?) = 1 + 2:;~1 ( -1)iq)J + ( -1) 2:;~1 ( -1)'<P' = l. 
Portanto 
(1+ I::r a,t')(l+ 2:;~ 1 ( -1)'<P') = 1, ou seja, (1+</J)- 1 = 1+ 2:;~ 1 ( -1)'4? 
e ('L.,~I aiti)-1 = a~Icn(l + q))-1. 
Resta ver que 1 + 2:;~1 (-1)'<P' E K((t)). Observemos que 
rP=a1t+azt2+ ... 
c/J2 = Ot + ait2 + ( a1 az + azai)t3 + ... 
q)3 = Ot + Ot2 + aft3 + (3aiaz + 2aiaz)t4 + ... 
q)r = Ot + ... + otr-t + a~tr + .... 
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Isto é, para cada r, temos para todo j ~ r que os coeficientes dos termos 
t, t2 , ... ,trem q) são todos nulos. Logo os coeficientes de t, t2 , ..• , t1 em 1 + 
2:::;:1 ( ~ 1 )J 4) são obtidos como uma soma de no máximo r termos não nulos. 
Portanto 1 + I:j:,,(-1);1? = 2::;':1 b,t' E K((t)), para convenientes b, E K. 
Portanto K((t)) é um corpo. 
Mostraremos a seguir que K((t)) admite uma métrica com a qual é 
completo. Observemos que se considerarmos a sequência (sn) com Sn = 
1 + 1; + 1;2 + ... + (jJn, então Sn+l- Sn = cf;n+I. Poderíamos então verificar que 
essa sequência, sendo de Cauchy, tem como limite (1 + 1;)-1. Dessa forma o 
elemento, 1 + 2.:;:1 ( ~ 1)J~, que acabamos de construir é exatamente o limite 
da sequência Sn-
II) Agora, podemos definir uma norma em K((t)), tornando-o assim um 
espaço normado. 
Seja 'P : K ( ( t)) ---+ !R, dada por 
onde e > 1 é um número real. 
Vamos provar que <p de fato é uma norma. 
(1) tp(L:n a,ti) ~ O e <p(L:n aiti) = O se e somente se E:n ait' = O, 
que decorre da definição . 
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(3) ~?(I:::',n a,t'+ I:::'m b,t') = ~?(2..:::', 1 ( a,+b,)t') = e-1 :; max { e-n, e-m} = 
max{ ~?(I:;:'n a,t'), ~?(I:;:'m b,t')}, onde l = min{i: a,+ b, # 0}. 
Mostramos assim 9(L~n ai ti+ L:m biti) ::; max{ 'P(L:n ai ti), 'P(L:m biti)} 
que é uma forma mais forte da desigualdade triangular. Decorre dela a 
desigualdade usual. Essa forma mais forte da desigualdade triangular é 
chamada de "desigualdade triangular ultramétrica". 
Podemos ver o quanto essa desigualdade é mais forte pela seguinte afirmação 
Se x, y E K( ( t)) são tais que ~?(X) # ~?(Y), então ~?(x+y) = max{ <p(x ), <p(y)}. 
Demonstração:-
Seja ~?(x) < ~?(y). Temos que <p(x + y) :; <p(y). Por outro lado, ~?(Y) = 
'P(Y + x - x) :; max{ ~?(Y + x), ~?( -x)). Temos que 'P( -x) = 'P( -l)<p(x) = 
<p(x). Logo <p(-x) < <p(y) e portanto ~?(-x) # max{'P(Y + x),<p(-x)}. 
Resulta então ~?(Y) S: ~?(y+x) = max{~?(y+x),~?(-x)}, e assim ~?(x+y) = 
~?(Y) = max{I"(X),<p(y)}. • 
Através dessa norma podemos definir uma métrica em K((t)). 
d: K((t)) x K((t))--+ IR dada por 
onde l = min{i: ai- bi =f 0}. 
Realmente d é uma métrica. Sejam x 
z = 2..:;:', c,t' E K((t)). 
(1) d(x, y) =~?(X- y) 2: O. 
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(2) d(x, y) = se(x- y) = O se e somente se x- y = O se e somente se 
X= y. 
(3) d(x, y) = se(x - y) = se(- (y - x)) = se( -I )se(y - x) = e0se(Y - x) = 
d(y, x). 
(4) d(x,z) = se(x- z) = se(x- y + y- z) < se(x- y) + se(y- z) 
d(x, y) + d(y, z). 
Observamos que as funções sorna e produto são contínuas em relação a 
essa métrica. 
III) Agora podemos ver que K((t)) é um espaço métrico completo. 
Seja (Yn);;'= 1 uma sequência de Cauchy em K( (t) ), com Yn = :S':'oo a,(n)t', 
a,(n) E K e {ila;(n) #O} limitado inferiormente. 
Como (Yn) é uma sequência de Cauchy temos que para todo t: > O, existe 
ME IN tal que 
(1) para todo m, n ~ NI 
Corno limx-too e~x = O podemos considerar somente os E da forma e-N. 
Logo para todo N 2:: 1 existe lV!N tal que 
(2) sempre quem, n 2: lv!N. 
Mas Ym- Yn = L 0000 (aj(m)- a;(n))t'. Se r é o menor j tal que aj(m)-
aj(n) #O, então cp(ym- Yn) =e-r. Por (2) e-r < e-N, ou seja, r > ~N. Logo 
aj(m) = aJ(n) para todo j:::; N e para todo m, n 2: ilJN. 
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Tomemos a sequência i = 1, 2, ... dos naturais e seja (Mi) sequência de 
números naturais crescente tal que 
sempre que m, n 2: Afi. 
Vamos definir y = L~oo biti onde bi = ai(Mi+I)- Conforme observamos 
no parágrafo acima para n > Mi, temos ai(n) = ai(~Mú 1 ). Basta fazer j =i 
e lembrar que )\1i+1 2:: 111i por construção . 
Dessa forma bi = ai(n) para todo n 2: A1i, resultando bi -ai(n) =O. Logo 
tp(y- Yn) =e-r com r > i sempre que n 2: Mi. 
Para completar a prova seja agora E > O e i > O tal que e-i < E. Para 
todo n 2:: Mi se cp(y- Yn) = e-r com r > i, temos e-r < e-i < E. Logo 
cp(y- Yn) =E para todo n 2: Mie assim limn-+oo Yn = y E K((t)). Portanto 
K((t)) é completo. 
IV) Mostraremos a seguir que todo elemento de K((t)) da forma z = 
1 + ty, com y = L,:_0 aiti é um quadrado em K((t)). Usaremos para isso 
o chamado "Método de Newton" para obter uma raíz de um polinômio por 
aproxtmações sucessivas. 
Seja o polinômio h(X) = X 2 - z, temos h(l) 
'P(h(l)) :<: e-1 < 1. Usando o método seja 
h(l) h(a,) 
a 1 = 1- h'(l) e ai+l =ai- h'(ai) 
onde h'(X) = 2X é a derivada formal do polinômio. 
1- z -ty. Logo 
Isto é, ai= l+!ty e ai+1 = ai-(af-z)/(2ai)- Mostraremos indutivamente 
que I"( a,)~ 1 e I"( h( ai)) :<: e-2'. 
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Para i= 1, 10(a1 ) = 10(1 + ~t) = e-0 = 1 e h( a,)= (1 + ~ty) 2 - (1 + ty) = 
= it'y2 logo \O(h(a,)) ::; e-2 
Vamos assumir que para todo 1 ::; i ::; n as afirmações estão verificadas. 
Tomemos tp(ai+t) = ~.p(ai- h~::l). Por hipótese de indução 'P(ai) = 1 e 
\0( hJ;, '1) = \0(2a,)-1\0(h(a,)) ::; e-2' < l. Logo, pela observação feita no 
item II, temos que 'P(ai+I) = max{ tp(ai), rp( -~~a.,))} = 1. Temos também 
' 
que h(a ) = (a - -hl"'i) 2 - z = (a2 - z)- h(a) + (h(",)) 2 = (h(",J) 2 I+l l 2a; t l 2a, 2a; 
Assim \O(h(a,+l)) = \O(hJ:: 1J2 = 10(2a,)-'IO(h(a,)) 2 ::; (e-2')' = e-2'+1, e as 
afirmações estão verificadas. 
Mostraremos a seguir que a sequência (ai) é de Cauchy e que se x 
I. t- 2 IITLj--+00 ai, en ao x = z. 
Realmente a,+l -a, = (h( a,)) I (2a;) e portanto 10( a,+ r -a,) = cp( (h( a,)) I (2a,) ::; 
_zi 
e . 
Dessa forma, dado E, existe N tal que se i > N, então e-2' < c para todo 
i > N. Portanto a sequência é de Cauchy. 
Seja x = limi-+ooai. Então x2 - z = x2 - a~+ a~- z. Logo r.p(x2 - z) = 
10((x2 - ai)+ (af- z)) :<:; max{10(x2 - ai), \O(af- z)}. Recordemos que 
af- z =h( a;) e que \O(h(a,)) S e-2'. 
Seja e> O arbitrário. Existe N1 tal que i> N1 implica e-2' <c. 
Por outro lado, como X = limi--+oo ai, temos que x2 = lim;--+oo ar Logo 
existe .N2 tal que i > N2 implica !p(x2 - a;) < E. Tomando-se i > N1 e 
i > Nz teremos 9(x2 - z) < E. Vemos então que !p(x2 - z) < f para todo 
E> O, arbitrariamente pequeno. Resulta então r..p(x2 - z) =O e x 2 = z, como 
queríamos demonstrar. 
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V) Vamos agora tomar uma ordem P de K e construir duas ordens de 
I<((t)). Sejam 
P, = {I::::n a,t11an E P}, 
P, = {I::::n a,t'l( -l)nan E P}. 
Observe que tE P 1 e -tE P2 . Vamos mostrar que P 1 , P2 são ordens de 
I<((t)). 
(1) L:n aiti + L:m bdi = L:1(ai + bi)ti onde l = min{ilai + bi =f. 0}. 
Assim 
an se n < m 
bm se m < n. 
(2)(I::n ai ti) (l::~m biti) = L::n+m citi onde Ci = L:r+s=t arbs E K. 
Assim, como ai = O para i < n e bj = O para j < m, 
Cn+m = L:r=s=n+m arbs = anbm + an-lbm+l + an-2bm+2 + ... = anbm E P. 
Então :Z::::::n+m c;ti E P1, e P1P1 C P1. 
(3) Seja I::n a,t1 E I<((t)). Temos que an E P ou an 'i! P. Se an E P 
então L::n ai ti E P1 . E se an tJ. P, ou seja, -an E P temos que L:n -ai ti E 
g. Assim L:~n aiti E -P1 . Então L~n ait' E P1 U-P1 . Portanto K((t)) = 
P1 U -P1. 
(4) Finalmente, como P n -P = {O} também P1 n -P1 
ordem de I<((t)). 
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{D}eP1 é 
Domesmomodo,sejam:L~na;tiel:~mbiti E P2 . Então(-l)nan,(-l)mbm E 
F. Daí temos 
(l)L:,n aiti + L:m biti = L:,,(ai + bi)ti onde l = min{ijai + bi i' 0). 
Assim 
se l = n < m então (-1)1(a, + bl) = (-l)nan E P, 
se l = m < n então ( -1)1(a, + b,) = ( -l)mbm E P, 
se l = m = n então (-1)1(a, + b,) = (-l)m(an + bm) 
(-J)mbm E P. 
(2)(L:n aiti)(L:m b;ti)::::: L~n+m Citi onde Ci = Lr+s=i arbs E K. 
Assim ( -l)n+mcn+m = ( -l)n+m Lr=s=n+m arbs = ( -l)n+m(anbm+an-lbm+l + 
On-2bm+2 + ... ) = ( -l)n+manbm = ( -l)nan.( -l)mbm E P. 
Então E~n+m c;ti E P2, e P2P2 C P2. 
Vemos que seguindo os mesmos passos de P1 completaríamos a verificação 
de que P2 é uma ordem de K((t)). 
VI) Vamos mostrar agora que P1 n P2 = P F', onde F= K((t)). 
Seja X E pl n Pz. Então X::::: L:,n a;ti com an E p e ( -l)nan E P. Logo 
(-l)n E P e (-1)" = 1 e n = 2k é par. 
Assim 
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Como vimos anteriormente que 1 + ty E F 2 e a2k E P, concluimos que 
x E P F 2 como queríamos. 
Reciprocamente, se Q é uma ordem de K((t)) então Q n K é ordem de 
K. Se Q n K ~ P então Q ~ P1 setE Q e Q ~ P2 se -tE Q. 
Realmente se z = E~n aiti E K((t)) e novamente escrevemos z = 
antn(E';.o bjti), onde j = i - n e b1 = aia;;- 1. Logo bo = 1 e assim 
2::::';.0 bit i E F2 como foi mostrado. Portanto, se t E Q, z E Q se e so-
mente se an E Q n K = P. Logo Q = P1 . Se t ~ Q, temos dois casos a 
considerar: Se n é par, tn E Q. Logo z E Q se e somente se an E Q n K = P. 
Se n é impar tn ~ Q e assim z E Q se e somente se an fj Q n K = P. Mas 
nesse caso (-1)n = -an E P e assim z E P2 mostrando que Q = P2 . 
Vemos que a cada ordem P de K correspondem exatamente as duas 
ordens P1, P, construidas de K((t)). 
VII) Exemplos: 
(1) Seja F uma extensão finita de áJ, ordenada, e tal que 2 fj_ F 2 • Temos 
que todas as ordens de F são arquimedianas pelo Corolário 5.12. Por isso F 
é SAP. 
Vemos que< 1,-2 >é indefinida pois 2 = 1 + 1 E F para toda ordem P. 
Logo H(-2) = 0 e H(1) = Xp. E se 2 rf_ F 2 então< l, -2 >é anisotrópica. 
i:v'las, claramente, < 1, -2 > é T- isotrópica se T = L F 2 • 
(2) Seja K ~ Q e P ~ L;Q2 a única ordem de Q. Temos que F~ Q((t)) 
terá somente duas ordens P1 e P2. Vemos também que L F2 = P1 n P2 = 
P F' ~ (L; Q')F' 
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(3) Seja agora I<= <Q((tl)) e F= K((t2 )). Temos que XK = {P1 , P2}, 
onde P 1 e P2 são as ordens do exemplo anterior. Para cada uma delas obtemos 
duas outras em F. Logo Xp = {Pl, Pl, P},P:j}, onde P/ n K =Fi-
Mostraremos inicialmente que P11nPfnP} = :L P2• Temos que PlnP{ = 
P1F2. Logo Pl n Pf n P21 = P1F 2 n Pr Afirmamos que P1F 2 n P] = 
(P1 n P2)F2 = (P I<2 )F2 = P F 2 
Seja w E P1F 2 n Fi. Logo existem x E P1 c K, y E Fez E Fi tais que 
w = xy2 = z. Como z E PJ, temos que z = :L:n ait~ onde an E Pz. Por 
outro lado se y = L:~m bit2, y2 = L:zm cit~, com Czm = b;n,. Logo obtemos 
w = xy2 = L~zm(xci)t~. Portanto 2m= n e xb~ = an E P 1 n Pz = PK2. 
Mas xb~ E P1 n Pz implica que x E P1 n Pz = PK2 • Logo w = xy2 E PF2 
como queríamos. 
Como P F 2 c P 2 resulta que P 1 n P 2 n P 1 c P.2 Logo P 1 n P 2 n P.1 -z, 1 1 2 z· 1 1 z-
P' n P 2 n P' n P 2 - "F 2 1 1 2 z-L., 
Dessa forma não existe a E F com H(a) = {P1l,P(,P21 } ou equivalente-
mente não existe b E F com H(b) = {Pi}. Vemos então que os conjuntos 
A= {Pl, P(, Pl} e B ={Fi} são fechados e disjuntos em XF, mas não po-
dem ser separados por um elemento a E F. Portanto conforme a Definição 
8.1, T = 2.: F 2 não é SAP. 
Com igual procedimento podemos mostrar que a interseção de três quais-
quer ordens de F é igual a L F 2 . 
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(4) Consideremos K = Q((t1)) e F= K((t,)), e sejaS= 12::::n a;t\lan E 
P se n é par e - an E P se n é ímpar } . 
Vamos mostrar que S é uma semiordem própria associada a pré-ordem 
Realmente, sejam a= L:n ait~ e b = L:m bit'~- Temos que 
a+ b = L:,cit~, onde ci =ai +bi e l = min{ilci i- 0}. 
Assim, se n = m é par, temos que an,bm E P e cl = an + bm E P e 
a+ b E S. 
Se n = m é ímpar, então -an, -bm E P e -c, = -(an + bm) = -an + 
( -bm) E P e a+ b E S. 
Se n <me n é par, então an E P e c1 = an E P e a+ b E S. 
Se n < me n é ímpar, então -an E P e -c1 = -an E P e a+ b E S. 
O mesmo ocorre se n > m. Portanto S + S c S. 
Seja z E S n -S. Suponhamos, por absurdo, que z i- O. Logo z = 
L:n ait~ com an # O. Então se n é par L:n ait~ E S implica que an E P 
"oo ti S . 1· "oo ti S E P L E e L...i=n ai 2 E - 1mp ICa que L...i=n -ai 2 E e -an . ogo Gn 
P n -P ={O} e an =O. Contradição. 
'C"'00 ' "'00 i Se n é Ímpar, L...i=n aif2 E S implica que -an E P e L...ti=n att2 E -S 
implica que 2::::n -a,t2 E Se -(-an) E P. Logo an E P n -P ={O} e 
an =O. Novamente contradição. Portanto S n -S = {0}. 
Seja z = "E~n ait~ E F. Se n é par e an E P então z E S. Se etn ~ P 
então -an E P e -z E S. Igualmente se n é ímpar temos que z E S se 
-an E P e -z ESse an E P. Logo S U -S =F. 
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Também 1 E S, pois 1 = 2..:~0 ait~ onde ao = 1 e ai = O para todo i :f- O. 
Seja w E L; F 2 ~ (2:; JQ2)F2 Temos que w ~ q(L;;::n a;t~) 2 com q E 
I: {J 2 e (l:~n ait~) 2 = L:~zn bj~ onde bzn = a~. 
Seja z E S, ou seja, z = I:~m cit~ com Cm E P sem é par, e -em E P se 
m é ímpar. 
Assim wz = I:;:1 d1tt onde l = m + 2n e d, = qa;cm- Logo, se l é par 
então m é par, e como em E P temos que qa;cm E P. Se l é ímpar então m é 
Ímpar e como -em E P temos que -qa~cm E P. Portanto wz E S para todo 
w E L; F 2 e z E S. Logo L; F'-S c S. 
Finalmente, temos que S ~ Xp pois S # P 11, Pf, P.f, Pi. Portanto S é 
uma semiordem normada própria, associada a I: F 2 . 
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