Accurate object classification is often confounded by the variation of the pose of the object. We show in this chapter how a set of recently introduced transforms, called the Polar Harmonic Transforms (PHTs), can be used to produce a set of features for rotation invariant fingerprint representation. For accurate classification, fingerprint images often need to be corrected for rotational differences. Determining an orientation reference for achieving this, however, often results in ambiguity and is hence not always reliable. PHTs allow rotation invariant representation of the fingerprint images and hence discard the need for reference detection. Experimental results indicate that the proposed PHT-based classification scheme yields results that are comparable with state-of-the-art methods.
Introduction
The ability to recognize an object irrespective of its orientation is often highly desirable for pattern classifiers. While this ability is born innate in human beings, it is non-trivial and not always easily achievable for machines. One method to achieve this is to train a number of classifiers that work in parallel to cater for a finite number of orientations. Another is to extract directly from the image a set of representation features that are invariant to object orientation. In this chapter, we will focus on the latter approach. We will demonstrate how a recently introduced set of image descriptors, which are obtained via the polar harmonic transforms (PHTs) [Yap et al. (2010) ], can be employed for fingerprint classification.
Moments, as image descriptors often invariant to image transformations, are powerful tools that find vast applications in computer vision. Various types of moments have been extensively investigated for invariant image representation. Among them is the popular Zernike moments (ZMs) [Teague (1980) ], and also the often mentioned-together pseudo Zernike moments (PZMs) [Teh and Chin (1988) ]. These moments have been applied successfully in a variety of contexts including, but not limited to, modeling of corneal surface [Iskander et al. (2001) ], watermarking [Kim and Lee (2003) ], face recognition [Foon et al. (2004) ], character recognition [Kan and Srinath (2002) ], fingerprint recognition [Qader et al. (2007) ], multi-spectral texture classification [Wang and Healey (1998) ], and edge detection [Ghosal and Mehrotra (1994) ]. Despite their wide usefulness, these two sets of moments are often faced with the problem of high computation cost and numerical instability, especially when high order moments are concerned. The computational problems associated with these moments are related to the fact that many factorial terms are involved in the computation of the respective moment basis functions.
Some other examples of moments invariant include rotational moments (RMs) [Teh and Chin (1988) ] and complex moments (CMs) Psaltis (1984, 1985) ]. But these moments are not orthogonal, as are ZMs and PZMs. Non-orthogonality implies lower information compactness in each of the computed moments. On the other hand, orthogonality of the basis functions implies that an image is projected onto a set of pairwise orthogonal axes, and the difficulty of the task of analyzing the image can be substantially reduced. The basis functions of ZMs and PZMs can be shown to be the outcome of applying Gram Schmidt orthogonalization on the CM basis functions [Abu-Mostafa and Psaltis (1984) ]. Refer to [Shu et al. (2007); Coatrieux (2008a,b) ; Mukundan and Ramakrishnan (1998) ] for a comprehensive survey on moments.
In this chapter, we demonstrate the effectiveness of PHTs [Yap et al. (2010) ] -a recently introduced set of transforms capable of generating rotation invariant features -in fingerprint classification. We will first give a brief introduction on PHTs and explain why they pose much less computation complication than ZMs and PZMs. We will then show how PHTs can be applied to orientation fields of fingerprints to extract compact and rotation invariant features for use in fingerprint classification. Preliminary experimental results are included as a proof of concept.
Polar Harmonic Transforms (PHTs)
For a square-integrable function f (x, y), a transform of order (p, q) ∈ Z 2 with respect to the basis functions ψ p,q (x, y), generating the transform coefficients M p,q can be defined as
where the superscript * denotes the complex conjugate. The basis functions are typically designed to have some properties that are useful for the task at hand. Moments, for instance, can yield representations that are invariant to rotation, scaling and translation of f (x, y). For digital images defined on a discrete domain, equation (1.1) can be discretized and written in the form
If the set of basis functions is complete, the image can be completely characterized by the corresponding set of transform coefficients {M p,q }.
To appreciate the rotation invariance of a transform, it is helpful to express the transform in polar coordinates (r, φ), where r = √ x 2 + y 2 is the radius of a circle with (0, 0) as its origin and (x, y) as one of its points, and φ = arctan(y/x) is the angle between the line joining the origin and the point (x, y) and the x-axis. The basis function ψ p,q (x, y) and the image function f (x, y) can then be written
, respectively. A set of polar harmonic basis functions are introduced in [Yap et al. (2010) ] for the purpose of generating rotation invariant features. These basis functions are mutually orthogonal and can be separated into the radial and angular components:
Various types of basis functions are introduced in [Yap et al. (2010) ] for achieving various polar harmonic transforms (PHTs). We will only use the simplest form where the radial and angular components are defined using complex exponentials as
where (p, q) ∈ Z 2 . Compared with the well-known Zernike moments, the computation of these basis functions is extremely simple with no numerical stability issues. Given an image function f (x, y), the PHT of order (p, q), expressed in polar coordinates, is defined as
where R p (r) and Φ q (φ) are defined according to equations (1.3) and (1.4). Visual illustrations of the basis functions are given in Fig. 1 .1. 
Fingerprint Classification Using Invariant Image Representation
In general, fingerprint recognition systems work in two modes: one-to-many identification and one-to-one verification. Identifying a fingerprint from a large data set is more difficult due to the complex database search involved. Verifying a fingerprint, on the other hand, needs to be performed based only on one-to-one matching. Fingerprint classification is important for indexing the fingerprints to speed up database search in a large scale fingerprint identification system. Fingerprint classification, widely studied for more than a century, aims to classify each fingerprint into one of the pre-specified classes in an accurate and consistent manner. Most classification algorithms are based on the Galton-Henry classification scheme [Henry (1900) ], classifying fingerprints into five common human-interpretable classes (see Fig. 1 .2): arch, tented arch, left loop, right loop and whorl. Consistent and reliable fingerprint classification, however, remains a challenging problem due to the intrinsic complexities of the human fingerprint. One important difficulty in fingerprint classification involves extracting representative features that are invariant to translation and rotation. The orientation field of a fingerprint is a form of coarse-level representation that is widely used for fingerprint classification and indexing [Cappelli et al. (1999a) ; Lumini et al. (1997) ; Cappelli et al. (1999b) ; Nagaty (2001); Jiang et al. (2006) ]. Fig. 1 .3 (a) shows the orientation field of a right loop fingerprint. For invariant representation of the orientation field, fingerprints are usually corrected for translation and rotation using a reference-based scheme. For this purpose, singular points, i.e., core and delta points shown in Fig. 1.3 (b) , are important landmark points that can be used as reference points for alignment. Many methods have been proposed for the detection of these points [Karu and Jain (1996) ; Nilsson and Bigun (2003) ]. For translational alignment, core points are usually used. Rotational alignment, however, is not as straightforward since it is generally difficult to detect a reliable reference orientation for alignment.
In what follows, we will illustrate how PHTs can be applied for rotation invariant representation of the orientation field. We will show how the extracted PHT features can be employed for fingerprint classification, performed using support vector machines (SVMs) [Gunn (1998) ; Ma et al. (2002) ], which are supervised classifiers widely used for data analysis and pattern classification. Experimental results performed on the NIST special fingerprint database 4 (NIST-DB4) [Watson and Wilson (1992) ] are then presented to demonstrate the effectiveness of PHTs in fingerprint classification.
The orientation field of a fingerprint, and (b) the core and delta points denoted with • and △, respectively.
Representing the Fingerprint Orientation Field Using PHTs
The orientation field describes the global flow patterns of the ridges on a fingerprint. It provides coarse, but robust, features that are widely used for fingerprint classification. The orientation field is commonly obtained by dividing the fingerprint image into blocks of the same size and the orientation of each block is estimated using a gradient based averaging method [Hong et al. (1998) ; Bazen and Gerez (2002) ]. In this work, a block size of 16 × 16 is used. The orientation is often represented by a gradient phase angle θ. This representation, however, often causes problems, owing to its periodicity and discontinuity. This is caused by the fact that local ridge-valley structures remain unchanged when rotated 180 degrees. Opposite gradient vectors will hence cancel each other, although they indicate the same ridge-valley orientation. To avoid this problem, one popular approach is to double the phase angle θ and construct an orientation field O with each field element represented using complex value o = e i(2θ) = cos(2θ) + i sin(2θ). This angle-doubled vector field is used in this work to represent the orientation field.
A fingerprint, when captured under different conditions, varies in terms of translation, rotation and segmentation. A reliable feature extraction should hence be robust to these variations. For this purpose, we discussion in the following how PHTs can be employed to generate an invariant fingerprint representation of the orientation field.
Firstly, we note that image translation may shift the origin used in the computation of PHTs and results in undesirable changes to the computed coefficients M p,q . The orientation fields have to be shifted to a common location to correct for translational differences. To achieve this, a unique reference point consistent to all fingerprint types needs to be located. The method described in [Liu et al. (2004) ] is employed for this purpose. Figure 1 .4 shows some examples of the detected unique reference point overlaid on the orientational fields of fingerprints from the five different classes. Given an orientation field
, we shift the orientation field to a padded discrete domain L] with the reference point placed at the origin (0, 0). Secondly, we note that the image background of a fingerprint usually contains uninformative noisy areas without apparent ridges and valleys. These areas should be excluded from the computation of PHTs for more reliable feature extraction. For this purpose, we use the fingerprint segmentation method described in [Bazen and Gerez (2001) ] to separate the foreground (with clear ridges and valleys) from the background. The segmentation outcome is represented by a 2D binary matrix W . Matrix element w(k, l) is set to one if the image block (k, l) is determined to be a part of the foreground; otherwise, it is set to zero, indicating a background block. Only the foreground image blocks are used in the computation of PHTs.
Thirdly, we extract rotation invariant features from the fingerprint orientation field using PHTs based on equation ( transformed domain as
with the basis function . It can be observed that these orientation patterns are very similar to those typically given by the core and delta points of a fingerprint. [Yap et al. (2010) ]. The simplest way of canceling the effect of the rotation factor, i.e., e −iq(2ϕ) , is by taking the absolute values on both sides of equation (1.7), resulting in |M ′ p,q | = |M p,q |. This indicates that the magnitudes {|M p,q |} of the PHT coefficients {M p,q } are invariant to image rotation. We form a feature vector by concatenating the magnitudes of the PHT coefficients. Limiting |p| ≤ M, |q| ≤ N , the length of feature vector is fixed at (2M + 1) × (2N + 1). The merit of each PHT feature is application dependent and should be evaluated based on an applicationspecific objective function. In our case, we have simply set M = N = 10 to capture sufficient information from the orientation field, but at the same time truncating higher order PHT coefficients, which capture high-spatial-frequency information, but are more susceptible to noise.
Rotation invariant features can be extracted easily from the PHT coefficients. If the orientation field O(k, l) is rotated clockwise at an angle ϕ to become
Compared with the commonly used 1680-element representation of the orientation field [Lumini et al. (1997) ], the dimensionality is significantly reduced, by using PHT features, to: 21 × 21 = 441. For further reduction, the Karhunen-Loeve Transform (KLT) is employed to map the feature vectors into a lower dimensional space to obtain a more compact representation for fingerprint classification. KLT, which aims to minimize information loss, is one of the most widely used statistical framework for dimensionality reduction. It guarantees the best Euclidean distance preservation among the unitary transformations for dimensionality reduction [Lumini et al. (1997) ]. Applying KLT, the length of the feature vector is eventually reduced to 80.
There are several advantages in utilizing the PHT coefficients instead of the raw orientation fields for fingerprint classification. Firstly, the PHT derived feature vector is intrinsically invariant to image rotation without requiring rotational alignment. Detection of a reference for orientation correction consistent to all types of fingerprints is not an easy task, especially for images with poor quality. A small deviation may result in large changes in the final computed features. Secondly, the required number of PHT coefficients is generally small, hence reducing the computation and memory costs. Thirdly, the raw orientation data are intrinsically periodic with its representation using sine and cosine functions. This may affect the performance of KLT since the transform is best suited for data with Gaussianlike distributions [Wang et al. (2007) ]. The PHT coefficient magnitudes are real numbers that do not exhibit obvious periodic patterns.
Fingerprint Classification
The PHT feature vectors discussed in the previous section are fed as input to the support vector machines (SVMs) for fingerprint classification. SVMs [Gunn (1998) ; Ma et al. (2002) ] are an effective machine learning technique that is widely used for classification and regression analysis. SVMs are found to be an effective classifier for fingerprint classification [Li et al. (2008) ; Hong et al. (2008)] . A SVM constructs a hyperplane or set of hyperplanes in a high or infinite dimensional space that has the largest distance to the nearest training data points of any class, since in general the larger the margin the lower the generalization error of the classifier. The points used to determine the hyperplane are called support vectors. If the data is not linearly separable in the input space, a non-linear transformation Φ(·) can be used to map the data points x ∈ R to a Hilbert space H. The mapping Φ(·) is represented by a kernel function K(·, ·) that defines an inner product in H, i.e., K(x, t) = Φ(x) · Φ(t). The decision function of the SVM has the form: 
where n is the number of data points, and c i ∈ {−1, 1} is the class label of training point x i . Coefficients α i can be found by solving a quadratic programming problem with linear constraints. It is non-zero when x i is a support vector that composes the hyperplane; otherwise it is zero. The kernel function K(x, x i ) can be easily computed by an inner product of the non-linear mapping function. Table 1 .1 shows some representative kernel functions of SVMs, including the linear, polynomial, Gaussian, and sigmoid functions. One of the main advantages of using SVMs for pattern classification is that they are capable of learning in sparse, high-dimensional spaces with very few training examples. In the current work, the publicly available OSU SVM Classifier Matlab Toolbox (version 3.00) [Ma et al. (2002) ] is used. The linear kernel function is employed. The penalty factor of the error term C > 0 is selected based on cross-validation using the training dataset, and is finally set to 20.
Experimental Evaluation
The NIST special fingerprint database 4 (NIST-DB4) is one of the most important benchmarks to test fingerprint classification algorithms. Similar to most published fingerprint classification algorithms, we evaluated our algorithm based on this database. The five common fingerprint classes (see Fig. 1 .2) -plain arch, tented arch, right loop, left loop and whorl fingerprints -are evenly distributed in NIST-DB4. This database contains 4,000 fingerprint images of size 480 × 512 pixels, taken from 2,000 fingers with two instances per finger. The first fingerprint instances are numbered from f0001 to f2000 and the second fingerprint instances are numbered from s0001 to s2000. All fingerprints in this database were used in our experiment. This fingerprint database is divided into the training set and the testing set. The training set contains the 2,000 fingerprints from the first 1,000 fingers (f0001 to f1000 and s0001 to s1000). The remaining 2,000 fingerprints (f1001 to f2000 and s1001 to s2000) are included in the testing set. The performance of a fingerprint classification algorithm is often measured in terms of the classification error rate. The error rate is computed as the ratio of the number of misclassified fingerprints to the total number of fingerprints in the testing set. Each fingerprint in the NIST-DB4 was assigned by human experts to one or two of the five common classes. There are about 17% ambiguous fingerprints that have two classes assigned to them. For simplicity, we made use of only the first class label to train the classifier. For testing, however, the classifier output was considered correct if it matches any of the human-specified fingerprint classes. This approach is commonly adopted by other researchers when evaluating the classification accuracy of their algorithms using NIST-DB4 [Candela et al. (1995) ; Karu and Jain (1996) ; Jain et al. (1999) ; Jain and Minut (2002) ; Yao et al. (2001) ; Zhang and Yan (2004) ; Hong et al. (2008) ; Li et al. (2008) ].
The confusion matrix for the five fingerprint classes is shown in Table 1 .2, where W, L, R, T and A represent the whorl, left loop, right loop, tented arch and arch fingerprint classes, respectively. It can be computed from the table that the error rate of our approach is 10.3%. We note here that the arch and tented arch fingerprints are very similar and it is sometimes difficult to distinguish between the two. Some researchers do not differentiate between these two classes and combine them into a single class, which is simply called the arch class. For this four-class classification problem, the error rate of our approach is 6.6%. We compared our approach with some representative approaches that have been published previously in the literature. The results reported by other researchers, along with our own, for both four-and five-class problems are shown in Table 1 .3. All results are based on NIST-DB4. The features and classification techniques used in these approaches are also listed in the table. Singularities, i.e., the singular points, are the most widely used features in fingerprint classification [Karu and Jain (1996) ; Zhang and Yan (2004) ; Hong et al. (2008) ]. The approach proposed by Hong et al. [Hong et al. (2008) ] yields the best performance in both five-and four-class problems. In their approach, several popular fingerprint features such as singularities and pseudo ridges. They also utilize a combination of naïve-bayesian and SVM-based classifiers, which contributed to better classification accuracy. It should also be noted that in [Jain et al. (1999); Hong et al. (2008) ] 1.8% of the fingerprints that are of poor quality were rejected in the testing set, resulting in higher classification accuracy. It can be observed that our fingerprint classification method performs better than those using only one type of feature, such as the orientation field, singularities or Gabor filters based features, indicating that PHT features are wellsuited for fingerprint representation. Future work will be directed to incorporating other complementary information and more sophisticated classification approaches to further improve classification performance. It is often difficult to classify fingerprint images that are of poor quality, even by human experts. We introduce a rejection scheme that is based on the fraction of valid orientation elements used for the computation of the PHT features to reject some fingerprints in the test set. As can be seen from Figure 1 .6, the classification error rate, as expected, decreases with the increase of the rejection rate. The results for the case of the raw orientation features, based on the same rejection scheme and SVM classifiers, are also included for comparison. In all cases, PHT features compare favorably against the raw orientation features. Future work entails designing classifiers that are more tailored to the properties of PHTs.
Conclusion
In this chapter, we demonstrate that polar harmonic transforms (PHTs) can serve as an effective representation for fingerprints. We show that PHT features are especially useful in the case where the reference for rotation correction cannot be determined reliably. The PHT features allow rotation invariant representation of the fingerprint orientation fields to generate a set of effective features for the purpose of classification. We have also shown that classification performance of the PHT-based classification scheme is comparable to state-of-the-art methods. 
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