Abstract-Due to the multi-variable, nonlinear, large time delay and strong coupling features of the wastewater treatment process, a recurrent high-order neural network is used to model the key water quality parameters(Chemical Oxygen Demand, Biological Oxygen Demand, Suspended Solid and Ammonia Nitrogen) for the wastewater treatment process, and the neural network is trained by an filtering algorithm. Operational data of a wastewater treatment plant is employed to illustrate the efficacy of the proposed modeling method. Meanwhile, the results are compared with feed-forward neural network and the general recurrent neural network to indicate the modeling accuracy of the recurrent high-order neural network.
I. INTRODUCTION
The increased concern about environmental issues has encouraged specialists to focus their attention on the proper operation and control of the wastewater treatment process. An activated sludge treatment process, which is a common wastewater treatment system in the town, is a biological method for treating wastewater. Even though the behaviour of activated sludge is basically known, long lags and the complex characteristic of biological activity set a challenge for controlling the process [1] . A number of Activated Sludge Models (ASM) with different levels of complexity are currently available for WWTP, e.g.ASM1 and ASM2d, including 13and respectively 17 components [2] . But the resulting analytic dynamic models are incompletely formulated due to the biochemical nature and numerous parameters of the wastewater treatment process which difficult to control on-line. Therefore, modelling the wastewater treatment process is a difficult task and most of the available models are just approximations based on, probably sever, assumptions.
Owing to their high accuracy, adequacy and quite promising applications in engineering, artificial neural network (ANN) can be used for modelling such nonlinear system [3] [4] . The most commonly used type of networks in the wastewater treatment process of modelling and prediction is the feed-forward neural networks. For example, the Back Propagation neural network (BP) was applied by Ref. [5] to predict the performance of the wastewater treatment process based on past information. The authors selected the effluent chemical oxygen demand (COD) as the output parameter to be estimated, whereas 10 parameters were used as input variables for BP neural network model. For the testing step, mean square error was founded to be 2.2 mg/L. Up to now, some results on feed-forward neural network for the wastewater treatment process modelling have been presented by many researchers [6] [7] . Feed-forward neural networks have been successfully used to solve problems that require the computation of a static function i.e. a function whose output depends only upon the current input, and not any previous inputs. In the wastewater treatment process, however, one encounter many problems, which cannot be solve by learning a static function because the function being computed changes with each input received [8] . Due to the drawbacks of the feed-forward neural network, Ref. [9] proposed a recurrent neural network (RNN): ELMAN neural network modelling method for predicting the influent flow of the wastewater treatment process, the average error is about 0.344mg/L. The accuracy of the ELMAN neural network model is higher than the feed-forward neural network model. RNN are fundamentally different from feed-forward architectures in the sense that they not only operate on an input space but also on an internal state space -a trace of what already has been processed by the network. This is equivalent to an iterated function system or a dynamic system [10] [11] .
For the general RNN the outputs of the neural are feedback to the same neuron in the preceding layers, signal flow in forward and backward directions. The general RNN has good performance for modelling of the first-order dynamic system. But wastewater treatment process is high-order nonlinear system, the precision of the general RNN model is not enough for this application. [12] .
High-order neural networks which allow high-order nonlinear connections among neurons have been recognized to be very useful for associative memories and pattern recognitions application [13] . They are considered to possess higher capability of nonlinear functions representations than the conventional sigmoid neural networks. It is expected, therefore, that high order neural networks having recurrent connections, recurrent high-order neural networks (RHONN), possess excellent approximations capability of nonlinear dynamical systems [14] , and using RHONN for the modeling of dynamic systems, the state of each neural represents a state variable of the system to be modelled, which means a considerable reduction in the number of neurons in the network.
In this work, RHONN model is developed to predict the performance of the wastewater treatment process based on the available historical data. Operational data of a WWTP illustrates the efficacy of this modelling approach. The learning algorithm for the RHONN is implemented using a filtering learning algorithm. The applicability of these schemes is illustrated by simulation for the wastewater treatment process.
II. RECURRENT HIGH ORDER NEURAL NETWORK

A. Neural Network Structure
Recurrent neural network models are characterized by a two-way connectivity between units. This distinguishes them from feed-forward neural networks, Where the output of one unit is connected only to units in the next layer. In the simple case, the state history of each unit or neuron is determined by a differential equation of the form
Where x i is the state of the ith neuron, a i , b i are constants, w ij is the synaptic weight connecting the jth input to the ith neuron, and d j is the input to the above neuron. Each d j is ether an external input or the state of a neuron passed through a sigmoid function, i.e., d j =S(x j ) where S(·) is a sigmoid nonlinearity. The dynamic behaviour and stability properties of neural network models of (1) have been extensively studied by Hopfield, as well as other researchers [15] [16] . These studies showed encouraging results in application areas such as associative memories, but they also revealed limitations of the simple model described by (1) .
In a recurrent second-order neural network the total input to the neuron is not only a linear combination of the components In this section, we introduce the recurrent high-order neural networks theory in detail, and improve the training algorithm of the network. Fig.1 shows the RHONN structure. The network consists of neural units, high-order units, external inputs and external outputs. Two types of neurons are considered, dynamic neurons and static neurons. All the neurons and the external inputs are connected through the high-order units which allow highorder nonlinear interactions.
High-order unit j is input vector to the dynamic neuron which given by:
where
T is the external input vector to the neural network, and S(x) is a nonlinear output function such as threshold or sigmoidal function which defined by:
where α, β and γ are parameters. The z d vector defined by:
Then (2) can be rewritten as follows:
To defining the adjustable weights (6) can be rewritten as follows:
The mathematical model of the static neurons is given by the following equations: j is input vector to the static neuron which given by:
The z s vector defined by:
Then the external outputs are expressed by:
To defining the adjustable weights (11) can be rewritten as follows:
B. Weight Training Based on Filtering Algorithm
In this section we adopt weight adjustment laws under the assumption that the unknown system is exactly modeled by RHONN architecture of the (12) . This analysis is based on the case where there is a nonzero mismatch between the system and the RHONN model with "optimal" weight values. This mismatch is referred to as modeling error.
Although the assumption of no modeling error is not very realistic, the identification procedure of this section is useful for two reasons: first, the analysis is more straightforward and hence easier to understand. Second, the techniques developed for the case of no modeling error are also very important in the design of weight adaptive laws in the presence of modeling errors.
In this work, a filtering algorithm is used to train the network in order to improve the accuracy of the network.
Based on the assumption of no modeling error, there exist weights vectors W i * for i=1,…,n, such that each state ψ i of the unknown dynamical system satisfies ,
where ψ R n is the state of the system, W i * is uncertainty weight vector, ε i =e -ait ψ i 0 is the exponential decay items when the system in the non-zero initial state, ζ i is the results of z vector through the filtering described by:
To ( 
Where η i is the positive definite matrix, which is associated with adaptive learning rate.
The filtered regressor RHONN model considered in this subsection relies on filtering the vector z, which is sometimes referred to as the regressor vector.
III. RECURRENT HIGH ORDER NEURAL NETWORK
A. Description of The Wastewater Treatment
The most widely used biological wastewater treatment technology is the activated sludge process show in Fig.2 . The wastewater treatment aims at harmlessness, reduction and resource, makes the water reach the wastewater emission control regulation and even callback and use it. As is show in the Fig.2 , wastewater through the preliminary, primary settlement tanks, aeration tanks, secondary settlement tanks and other key area, ultimately discharge or reuse standard. The three main parts of this process are: a) The aeration tank, in which the biomass assimilates pollutions. A movable aeration system produces aerobic compartments to treat either urban or industrial effluents.
Movable baffles allow adapting hydrodynamic behavior to different real process configurations (channel aerator, carrousel, continuous Stirred-Tank Reactor series) and a stirrer moves the liquid. b) The secondary settlement tank, in which the biomass agglomerates in falling flocks (sludge) letting the superficial water purified. Real setting conditions are obtained thanks to its industrial shape (a slight slope cone surmounted by a cylinder and a scraper). c) A sludge recirculation system which allows maintaining a constant biomass concentration in the process.
In the wastewater treatment process, there are certain key parameters which can be used to assess the plant performance. These parameters could include chemical oxygen demand (COD), biological oxygen demand (BOD 5 ), suspended solid (SS), ammonia nitrogen (NH 4 -N).
COD is one of routine analysis indexes on water quality and reflects water organic pollution effectively. The carbon material is divided into biodegradable COD, non-biodegradable COD (inert material) and biomass, see Figure 3 . Note that a soluble component is denoted S and a particulate component is denoted X. The biodegradable COD is further divided into readily biodegradable substrate (S S ) and slowly biodegradable substrate (X S ). The readily biodegradable substrate is hypothesized to consist of simple soluble molecules that can be readily absorbed by the organisms and metabolized for energy and synthesis, whereas the slowly biodegradable substrate is assumed to be made up of particulate/colloidal/complex organic molecules that require enzymatic breakdown prior to absorption and utilization. Note that a fraction of the slowly biodegradable substrate may actually be soluble although it is treated as a particulate material in the model. The non-biodegradable COD is divided into soluble (S I ) and particulate (X I ) material. Both are considered to be unaffected by the biological action in the system. The inert soluble material leaves the system by the secondary clarifier effluent, whereas the inert particulate material is enmeshed in the sludge mass and accumulates as inert VSS (volatile suspended solids). The inert particulate material will be removed from the system by the removal of excess sludge and to some extent be present in the settler effluent as well. Moreover, the active biomass is divided into two types of organisms: heterotrophic biomass (X BH ) and autotrophic biomass (X BA ). Finally, an extra state variable (X P ) for modeling the inert particulate products arising from biomass decay is included. In general, the organic pollution in an aquatic system is measured and expressed in terms of the biochemical oxygen demand (BOD).The BOD measures an approximate amount of biodegradable organic matter present in water and serves as an indicator parameter for the extent of water pollution. The BOD of any aquatic system is the foremost parameter needed for assessment of the water quality as well as development of management strategies for the protection of water resources. This warrants for a foolproof method for its determination. Currently available method for BOD determination is very tedious and prone to measurement errors. The method is subject to various complicating factors such as the oxygen demand resulting from the respiration of algae in the sample and the possible oxidation of ammonia. Presence of toxic substances in sample may also affect microbial activity leading to a reduction in the measured BOD value. The laboratory conditions for BOD determination usually differ from those in aquatic systems. Therefore, interpretation of BOD results and their implications may be associated with large variations. Moreover, it is a time taking parameter determined over a period of 5 days under constant conditions of temperature (20℃) throughout, which is difficult to maintain in developing countries. Overall, the BOD 5 measurement results are associated with large uncertainties, thus making its estimate more unreliable.
The components of BOD show in Fig.4 . N) is an important indicator to measure nitrogen removal. The nitrogenous material in the wastewater is divided according to Figure 6 . Based on measurements of total nitrogen (NH 4 -N), the nitrogen is divided into ammonia nitrogen (S NH ), organically bound nitrogen and active mass nitrogen, that is, a fraction of the biomass which is assumed to be nitrogen. Similar to the division of the organic material, the organically bound nitrogen is divided into soluble and particulate fractions, which in turn may be biodegradable or non-biodegradable. The NH 4 _N balance of activated sludge model is given by
The stoichiometric parameters are listed in Tab.1. Therefore, the parameters (COD, BOD 5 , SS, NH 4 _N) are generally needed to be determined simultaneously and there is a need to devise some suitable secondary (indirect) method for predicting these variables in a large number of samples for water quality assessment.
B. RHONN Modeling
The components of COD, BOD 5 , SS and NH 4 -N in the WWTP were analyzed when the best result of the modeling deposit obtained, which are showed in Tab.2. 
As is shown in the Tab.2, the eight components can be fully described four key parameters. The soluble inert organic matter(S I ), readily biodegradable substrate(S S ), particulate inert organic matter(X I ), slowly biodegradable substrate(X S ), active heterotrophic biomass(X BH ), active autotrophic biomass(X BA ), particulate products arising from biomass decay(X P ) and NH 4 +NH 3 nitrogen (S NH ) are used as input vectors of the RHONN models to predict COD, BOD 5 The activation function of the output layer is sigmoid function, the slope close to zero if the input is too larger, and it will be make amendments of network weights almost to a halt. In order to avoid this phenomenon, the input data are normalized by:
The Anti-normalization of the output data is:
Where p is the raw data, p n was normalized data.
IV. RECURRENT HIGH ORDER NEURAL NETWORK
The available data for a small WWTP in 2007 were carefully investigated. We preformed the RHONN model training using 100 different samples. Another 68 data is used for testing. Furthermore, the results are compared with others ANN methods such as BP neural network [5] and ELMAN neural network [9] . Tab.4 shows the comparison results of the three architectures. The results show that the RHONN can obtain good performance even in poor initial structure conditions of an ANN. It can achieve better generalization abilities, a small neural network structure and marked performance. And the filtering algorithm has higher accuracy than Levenberg-Marquardt (L-M) algorithm for training the RHONN.
V. CONCLUSION AND FUTURE WORK
In this paper, a RHONN structure is used to model for the wastewater treatment process. The RHONN model is trained with a filtering algorithm, which is implemented on-line in a series parallel configuration. The RHONN training algorithm presents good performance. Simulation results show the effectiveness of the propose schemes, as applied to wastewater treatment systems.
First, it should be clear from the architecture of feedforward neural networks that past input have no way of influencing the processing of future inputs. While the set of topologies of feed-forward networks is fairly constrained, a RHONN can take on any arbitrary topology as any node in the network may be linked with any other node (including itself), improve the generalization ability of network, and reduce the difficulty of during training the neural network.
Second, The RHONN compared the first order RNN, are more flexible and robust when faced with new and or noisy data patterns. Besides high order neural networks performed better than the multilayer first order ones using a small number of free parameters.
Finally, the performance comparison between L-M algorithm and filtering algorithm in the RHONN has show that the filtering algorithm outperforms the L-M algorithm.
