Differential gene expression detection and sample classification using microarray data have received much research interest recently. Due to the large number of genes p and small number of samples n (p n), microarray data analysis poses big challenges for statistical analysis. An obvious problem due to the "large p small n" (West, 2003) is overfitting. Just by chance, we are likely to find some non-differentially expressed genes which can classify the samples very well. The idea of shrinkage is to regularize the model parameters to reduce the effects of noise and produce reliable inferences (Donoho and Johnstone, 1994) . Shrinkage has been successfully applied in the microarray data analysis. The SAM statistics proposed by Tusher et al. (2001) and the "nearest shrunken centroid" proposed by Tibshirani et al. (2002) are ad-hoc shrinkage methods. Both methods are simple, intuitive and prove to be useful in empirical studies.
Introduction
Microarray monitors the expression levels of hundreds of thousands of genes simultaneously in a whole genome level. The spotted arrays (DeRisi et al., 1996) and the high-density oligonucleotide chips (Lockhart et al., 1996) are two commonly used microarray technologies. There are many statistical problems associated with microarray data. The readers are referred to the books by Parmigiani et al. (2003) and Speed (2003) for comprehensive reviews. In this paper we focus on differential gene expression detection and sample classification using microarray data obtained from different groups or conditions, e.g., stage I, II, III, IV breast cancer and normal tissues.
Consider a G-class microarray data, where we have measured the expression levels of p genes for n g samples from class g, g = 1, · · · , G. Denote the measured expression values as x ij , i = 1, · · · , p, j = 1, · · · , n, and we assume necessary preprocessing has been applied Bolstad et al., 2003) . We introduce the following class indicators y gj = 1, if sample j is from class g 0, otherwise , which satisfy n j=1 y gj = n g , g = 1, · · · , G;
In differential gene expression detection, the basic idea is to compare the expression levels across the different classes. We can do the comparison for gene i by using the following linear regression model
where the response has been centered and the intercept is not included in the model. β ig is interpreted as the difference between the mean expression value for class g and the meanx i across all classes. We can formally test for no difference across all classes by testing β i1 = · · · = β iG , which can be done using the F-statistics obtained from the least squares fitting (Kutner et al., 2004 ) and (SSB,SSW) are the between/within-class sum of squares, which are also equal to the regression/error sum of squares (SSR/SSE) of the linear regression model (2). Therefore the F-statistics is proportional to the commonly used ratio of between/within-class sum of squares (Golub et al., 1999) .
After we cast differential gene expression detection in the framework of linear regression models, it is natural to consider alternative estimation methods other than least squares. In the following we discuss the differential gene expression detection and sample classification with the penalized linear regression models.
Penalized Linear Regression

L 1 penalty: LASSO regression
Linear regression with the L 1 penalty, known as the LASSO regression, has been shown to have shrinkage and variable selection properties (Tibshirani, 1996; Efron et al., 2004) . The L 1 penalized regression model corresponds to the following constrained optimization
And we can show that the parameter estimations are (see appendix for details)β
which is known as soft-thresholding, the subscript plus means positive part (z + = z if z > 0 and zero otherwise), and sgn(·) is the sign function: sgn(z) = 1 if z > 0, sgn(z) = −1 if z < 0, and sgn(z) = 0 when z = 0. With the estimated parameters the predicted mean value for class g iŝ
Hence for the linear model setup (2), the L 1 penalized linear regression (3) is shrinking the difference between the individual class means and the overall mean. As a result the expression value is shrunken toward the global mean. The intuition is that the overall mean is relatively more stable than the individual class means due to the bigger sample size. So the shrinkage can help to produce more reliable estimates of the true means (Donoho and Johnstone, 1994) . Notice that if we make λ g the same across classes, then (4) implicitly shrinks more those class means with smaller sample size. Similar to the least squares estimation we define the total/error sum of squares (SSTO/SSE) for the penalized regression model as
and the L 1 penalized F-statistics for testing equal means across groups as
We can show that for gene i (see appendix for details)
, where s i is the pooled standard error estimation for gene i,
In the "nearest shrunken centroid" method (also known as PAM; Tibshirani et al., 2002 Tibshirani et al., , 2003 , the following ad-hoc soft-shrunken t-statistics and centroid are used
where ∆ is the shrinkage parameter, and m g = 1/n g − 1/n makes m g s i equal to the estimated standard error of the mean difference,x ig −x i . Thus d ig is a t-statistics for gene i comparing class g to the average class. We can equivalently write previous equation as
Therefore the shrunken centroidx ig is equivalent to the predicted mean response (4) from the penalized linear model if we take λ g = 2n g m g s i ∆. Similar to (4), in (5) the class means with smaller sample size are shrunken more since m g = 1/n g − 1/n.
Differential gene expression detection and sample classification
Most differential gene expression detection methods, being parametric, nonparametric or Bayesian, are based on thresholding. Usually a score is assigned to each gene. Commonly used scores include the p-values and some variants of t/F-statistics. A cutoff value t 0 is chosen and those genes with the score bigger than t 0 are declared as differentially expressed. The false-discoveryrate (FDR; Benjamini and Hochberg, 1995) has become increasingly adopted in large-scale genomic studies to assess the significance of the identified set of genes. FDR is defined as the expected proportion of false positives and used as a guidance for choosing the cutoff value t 0 . We can also select a set of "interesting" genes using sample classification errors, which can be formulated as the following optimization problem
with some classifiers, e.g., K-nearest-neighbor, support vector machine, random forest, etc Wu et al., 2003) . Several difficulties are associated with this approach. Firstly, since it is a combinatorial optimization, it is very hard to get the global optimum. Secondly, the results will depend on the classifier used. For microarray data it is common to observe p n, so over-fitting is very likely to occur. Just by chance we can find many combinations of genes to achieve small classification errors.
One way to overcome some of the difficulties is to use some heuristic optimization with regularization. In the PAM method, the shrinkage parameter ∆ controls the set of genes selected and the classification errors, i.e.
and the classification error is based on the cross validations using the parameter ∆. Hence we transform the combinatorial optimization into an onedimensional optimization problem indexed by parameter ∆. Microarray is often used as an exploratory tool. The goal of differential gene expression detection is usually to identify a set of "interesting" genes for follow-up study. How many genes we select as "interesting" is really a balance of many considerations. The mathematical formulations as minimizing classification error or FDR are really a simplistic approach. Due to the small sample size, the estimated FDR or classification errors will have large variance. In practice they should be combined with other factors to select genes. E.g., due to cost considerations, only a limited number of genes can be further studied.
Penalty parameter λ g selection
In the PAM method, the tuning parameter ∆ is chosen to shrink the majority of the d ig (∆) to zero, and those genes with at least one nonzero d ig (∆) are selected to build the classifier. Notice that when λ g = 2n g m g s i ∆,
so if we use zero as the cutoff, the penalized F-statistics will select the exact same set of genes as differentially expressed.
For two-class microarray data (G = 2), let λ 1 = λ 2 = λ and notice that
hence the penalized F-statistics is
which is equivalent to the two-class penalized F-statistics proposed in Wu (2005) , where a different coding for y is used. Wu (2005) proposed two algorithms to select the penalty parameter λ, which are based on minimizing the dependence between s i and F * i . This can be applied to select the parameters λ g for the penalized F-statistics. In addition, analogous to the sample classification approach, we propose to select both λ g and differentially expressed genes simultaneously by using the FDR: for specific values of λ g , we will declare those genes with F * i > 0 as differentially expressed, and the associated FDR can be estimated using permutations.
In the following we first illustrate the selection of penalty parameter λ using the small round blue cell tumors (SRBCT) microarray data reported at Khan et al. (2001) , which has also been analyzed in Tibshirani et al. (2002) . We then compare the proposed method to other alternative classification methods using some public microarray data.
Application to Microarray Data
The SRBCT microarray data measured the expression levels of 2308 genes for 63 training samples and 25 testing samples from four tumor types: Burkitt lymphoma (BL, 8 samples), Ewing sarcoma (EWS, 23 samples), neuroblastoma (NB, 12 samples), and rhabdomyosarcoma (RMS, 20 samples). The normalized expression values for these 2308 genes can be downloaded from http://research.nhgri.nih.gov/microarray/Supplement.
Differential gene expression detection and FDR estimation/control
With some selected values of λ g , we can shrink the majority of the L 1 penalized F-statistics (5) to zero, and those genes with nonzero F * i can be declared as significant. The number of false positives due to random chance can be estimated by permutations. Specifically we can randomly permute the class indicator and recalculate the penalized F-statistics. The average number of nonzeros over permutations are used to estimate the number of false positives. Figure 1 shows the false positive estimations for these 2308 genes using λ g = λ. We can see that the number of false positives is extremely small. One possible explanation is that in Khan et al. (2001) , these 2308 genes are the quality filtered subset of the original 6567 genes, and possibly lots of nonsignificant genes have been removed. The extremely small proportion of false positives observed in Figure 1 also partially explains the good classification accuracy for the SRBCT microarray data (Khan et al., 2001; Tibshirani et al., 2002) .
Sample classification
Similar to the PAM method, we can apply the nearest centroid classification using the shrunken centroid estimated from the L 1 penalty models (4) to select genes and classify samples simultaneously. Considering the small sample sizes for different classes of tumors (8, 23, 12, 20) , we choose 5-fold CV to estimate the classification errors.
There are two levels in terms of the penalty parameter selections: the relation of λ g across different classes within the same gene, and the relation of penalty parameters across different genes. Notice that in the L 1 penalized Figure 1 : False positive estimation for 2308 genes in SRBCT microarray data: R is the number of significant genes for different λ, and F P is the number of false positives averaged over 1000 permutations.linear regression model (3), the penalty parameter λ g implicitly depends on the sample size n. For within-gene penalty parameter selection, we can use common λ g across classes: λ = λ g /n; or use standardized penalty regression: each predictor is standardized first and then the same penalties are applied to all regression coefficients, which corresponds to using
where σ g = n g /n(1 − n g /n) is the standard error for y gj . Let β ig = θ ig /σ g and we have
For across gene penalty parameter selection, we can use the same λ for different genes. Or we can scale λ by the standard error of individual gene expressions, i.e., using penalty parameter s i λ for gene i. Table 1 summarizes the parameter estimations for the combination of standardization within-gene and scaling across-gene. 
In 5-fold CV, we randomly partition the 63 samples into 5 similar groups. Each time one group is held out as a testing set. Notice that in the CV, n and n g will be different for different combination of training groups. Figure 2 shows the classification error estimations from the 5-fold CV. We can see that the scaling helps to decrease the classification error and reduce the number of0 2 4 6 8 10 Next we compare the proposed method (using both standardization and scaling) to some popular classification methods by application to some public microarray data.
Comparison to other classification methods
We evaluate classification performance using the following three public microarray data
Data
Reference n p G Response BreastCancer West et al. (2001) 49 7129 We randomly choose one-third of the samples as testing set and the other samples as training set. For each training set, K-fold CV is used to train the classifier, which is then used to predict the testing set. We use K=5 for the breast cancer data and K=3 for the other two data due to their relatively small sample sizes in each group. We repeat the process 50 times to get the average misclassification errors. The same procedures are applied to support vector machine (SVM; Burges, 1998) , random forest (RF; Breiman, 2001) , PAM (Tibshirani et al., 2002) , and the proposed method (called RegCL in the following discussion). For SVM multiclass-classification, we employ the "one-against-one"-approach, and the appropriate class is found by a voting scheme (Chang and Lin, 2001) . Table 2 summarizes the average classification errors over 50 random CVs. We can see that the proposed method has favorable performance compared to other methods (for detailed results please see the supplementary website).
Discussion
Due to the "large p small n" commonly observed for microarray data, regularization can help to prevent over-fitting and produce more reliable estimations. Some ad-hoc shrinkage methods have been proposed to utilize the shrinkage ideas and prove to be useful in empirical studies. In this paper we show that the ad-hoc shrinkage methods can be rigorously derived from the L 1 penalized linear regression models, which provide a unified statistical framework for the penalized differential gene expression detection (Wu, 2005) and the "nearest shrunken centroid" classification methods (Tibshirani et al., 2002) . Through applications to public microarray data, we illustrate the importance of the regularization parameter selection. By comparing to some other popular classification methods, we showed the favorable performance of the proposed methods. Recently Storey et al. (2005) proposed the optimal discovery procedure to fully utilize the information from all the genes to improve differentially gene expression detection. It would be interesting to study how to incorporate dependence information among genes into the proposed penalized F-statistics for differential gene expression detection. 
