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Introduction
In this paper we analyze the impact of inflation on the cross-sectional dispersion of prices (relative price variability, RPV) in the USA. In modern business cycle models with nominal price rigidities ("New Keynesian" models) the distortionary effect of inflation on relative prices is the main argument for inflation stabilization, see Woodford (2003) . For monetary policy it is therefore important to gauge the empirical relevance of this effect and to learn how exactly inflation developments are transmitted to the RPV.
The RPV literature has a long tradition and is extensive, 1 but in our view there is room for improvement along the following dimensions: First of all we explicitly allow for the realistic possibility that at least some of the firms which do not optimize their prices in a given period raise their prices using some constant rate -possibly the average ("trend") inflation rate -or using the latest observed inflation rate. 2 Our estimated equation is based on a theoretical relation taken from the New Keynesian literature, in contrast to many other RPV studies. This theory implies that the RPV-inflation relation is of a dynamic nature and inherently nonlinear, which for example may imply that gradual instead of sudden inflation adjustments could be the best response to past inflation deviations (in the sense of minimizing RPV). Furthermore we believe that the existing literature has not taken sufficiently into account the fact that the general level of inflation cannot be regarded as an exogenous variable. 3 We show that the resulting endogeneity bias is empirically relevant and present new estimates using appropriate instrumental-variables techniques (including GMM).
Our results are based on two intersectoral price datasets for the US. The first one is composed of roughly 100 sectoral subaggregates of the producer price index (PPI), whereas the second one uses about 25 consumer price index (CPI) categories. For both datasets our results broadly confirm the general finding of an economically detrimental effect of inflation on RPV. 4 However, given the history of positive average inflation we find that under the current pricing behavior of firms RPV is minimized for low but positive levels of inflation.
While we employ a novel estimation approach, there are of course other recent strands of the literature that analyze the RPV-inflation relationship in dynamic settings. 5 For example, Parsley (1996) and Nath (2004) estimate bivariate VARs that include inflation and RPV; such a specification is somewhat at odds with theory, however, because in a linear VAR a positive RPV response with respect to a positive money supply shock implies a negative response with respect to a negative shock. In contrast, most theoretical models posit that positive as well as negative monetary shocks should increase RPV. In terms of dynamics the specification of Fielding and Mizen (2000) is related to ours, but they do not test the possible endogeneity of the inflation rate. Grier and Perry (1996) use a model where lagged RPV, lagged squared inflation and the conditional variance of inflation all affect RPV. They explicitly state that they use lagged squared inflation to avoid the endogeneity problem, but the endogeneity status of the conditional inflation variance remains dubious. There is also a recent literature where the marginal impact of inflation depends on the inflation level in a different way than a second-order polynomial of inflation : Nautz and Scharff (2007) and Bick and Nautz (2008) use threshold models with low, interme-diate, and high inflation regimes (but use a static relation), whereas Fielding and Mizen (2007) fit a non-parametric smooth-transition function.
Another approach in the literature consists of using impulse-response analysis in VAR systems that include individual commodity prices to measure the impact of monetary policy shocks on the cross-sectional distribution of prices, see Bils, Klenow, and Kryvtsov (2003) , Lastrapes (2006) , or Balke and Wynne (2007) . This multi-price VAR approach is a useful and promising alternative approach to the single-equation analysis of the standard RPV literature. As always in VAR analysis, however, it is crucial to identify the monetary shock correctly in order to get meaningful results, and how to identify a monetary shock is a matter of ongoing research and controversy, apart from the fact that systematic monetary policy is not covered in a shock-based VAR framework. In our nonlinear setup there are also additional channels where the (time-average) variance and autocovariance of inflation may matter.
The structure of this paper is straightforward: In section 2 we derive the estimated equation, we discuss its interpretation, and we explain our estimation approach. In section 3 we present some characteristics of the datasets that we use, and in section 4 we report the details of our specifications and the results of our analysis. Section 5 offers conclusions.
2 The framework
Specification and interpretation
The traditional approach can be summarized in the following bivariate regression:
where typically a positive coefficient for squared inflation is found when estimating this equation by OLS. 6 In contrast, consider equation (2.24) from Woodford (2003) as a reference for a more general framework:
which is derived from Calvo pricing with some degree of backward-looking indexation by those firms who are assumed to be non-optimizing in the given period. In the simple theoretical model the parameter α is the fixed proportion of non-optimizing firms, and γ is the degree of indexation. As a starting point for our analysis we generalize this equation in several directions:
• We add a constant term inside the squares term to account for positive average inflation in general and accordingly for some fixed element in the indexation rule, as opposed to the theoretical steady-state value of zero inflation. 7
• Given that we use inter-sectoral price data we must depart from the theoretical restriction linking the coefficients of lagged RPV and the squared term through the single parameter α and instead we let those coefficients vary freely. However, while the estimated coefficient of lagged RPV may preserve some resemblance to the underlying fraction of non-optimizing firms, the empirical coefficient of the squared term should not be expected to be close to α/(1 − α), because the scale of the RPV measure is essentially arbitrary.
Altogether, and after adding a general constant term to reflect the re-scaling of the included variables, our baseline specification reads as follows:
where rpv t now refers to a standardized RPV measure (de-meaned and with unit variance) to facilitate the comparison of coefficients across datasets, and π t is observed month-onmonth inflation expressed in annualized percentage rates. For details of the RPV construction see the empirical results section.
Let us use c π to denote the implicit constant indexation rate by which non-optimized prices are increased on average, and which is given by
From equation (3) it is obvious that the average RPV is minimized when the squared term is zero on average, i.e. if the constant indexation term satisfies c π =π, for any given average inflation rate. However, we do not impose this restriction a priori, for example because imperfect competition in goods markets may induce firms to raise prices only cautiously for fear of losing customers. Instead we let the data speak freely about its value, and we can then test whether it is actually equal to average inflation. 8 Another very interesting hypothesis is whether c π = 0, which would mean that firms do not index their prices according to some fixed rate. In that case it would be optimal for monetary policy (in the sense of minimizing RPV) to target zero inflation. 9 Given a positive average inflation rate it seems reasonable to treat this as a one-sided test.
Note that most coefficients are expected to be non-negative (c 2 , c 4 ,c 1 ), and thus many other significance tests will also be interpreted as one-sided. However, as some slight overshooting behavior in the indexation rule cannot be ruled out a priori, c 3 may be positive or negative as long as its absolute value is smaller than unity for stability reasons.
Obviously the traditional bivariate specification is nested in our model by considering the 8 Given the joint covariance matrix of the estimators of c 3 , c 4 we can construct (asymptotically valid) confidence intervals and test statistics using the delta method.
9 If c π > 0 it may still be optimal to target zero inflation for reasons other than the RPV channel, but then policy makers would need to convince agents to adjust their inflationary expectations and their behavior; in other words, a regime change would be needed then. A slightly different but of course related perspective on the relationship (3) can be offered by taking its expectation, where we use the facts that Var(x) = E(x 2 ) − E 2 (x) and
, and we abstract from small differences due to initial observations by setting E(x t ) = E(x t−1 ) = E(x). Some algebra yields:
Here several things are worth noting: First and foremost, second-order moments of inflation are relevant for the expected level of RPV due to the non-linearity of equation (3). It can be seen that as long as inflation has any impact on RPV at all, i.e. c 2 > 0, then the variance of inflation affects RPV positively (i.e., adversely), and the average inflation rate affects RPV as a second-order polynomial. Another implication is that if non-optimized prices are indexed to past inflation rates, then the persistence of inflation as measured by its autocovariance also affects average RPV levels. For the case of a positive value of c 3 , higher persistence of inflation means higher predictability of inflation which would reduce average price distortions.
The nonlinear equation (3) must be estimated by nonlinear instrumental-variables or GMM techniques, and we will present the according estimates for the PPI dataset. However, there are two problems that lead us to consider a linearized generalization of (3) as well: First, in a nonlinear setting it is not the case anymore that the least-squares estimator is efficient compared to the instrumental-variable estimator, which means that testing for endogeneity bias with the Hausman test would be impossible. Secondly, in the case of the CPI dataset we encountered numerical problems such that the estimators were clearly unreliable or did not converge. Therefore we also work with the following linearized equation which is more general. In a first step, we multiply out the squared term to arrive at an additive model with nonlinear parameter restrictions:
Next we generalize this equation by letting the regression coefficients vary freely, yielding the equation that will be used for estimation:
where of course
and a 6 = 2c 2 c 3 c 4 should ideally hold, but to be able to apply linear estimation methods we do not impose these restrictions, and therefore deviations from this mapping will happen in practice. In that sense the results should be interpreted with the necessary caution. For a 2 and a 5 we expect positive signs, whereas a negative sign should result for a 4 . Since equation (6) contains two more free parameters than equation (3), not all coefficients of the former are expected to be individually significant even if all parameters of (3) are relevant. For example, a 3 and a 5 are products of small numbers (of the unit interval) and therefore could be hard to distinguish from zero empirically even if their true value is non-zero.
Nevertheless, the overall impact of the inflation polynomial should be directly reflected in the a 2 parameter, and given an estimate of the linearized equation (6) we can test the other interesting hypotheses as follows:
1. First, c 3 = 0 (irrelevance of past inflation for indexed prices) can be tested by considering a 3 = 0 (provided that c 2 = 0).
2. Next, the test of c π =π (the constant indexation rate equals average inflation)
amounts to a test of the hypothesis −a 4 /(2a 2 + a 3 ) =π (again with the delta method).
3. And finally, the related hypothesis c π = 0 (no constant indexation term, as a onesided test) can simply be tested as a 4 = 0, which is linked to c π = 0 via the condition c 4 = 0. Alternatively we could again use the delta method and test −a 4 /(2a 2 +
The decomposition of the impact of inflation moments on average RPV can of course also be calculated within the linearized parametrization, which yields:
+a 3 AutoCov(π, π −1 )
As before, the possible relevance of past inflation for indexation (i.e. a 3 = 0) would directly imply that the persistence (autocovariance) of inflation affects average RPV levels.
Estimators
Apart from OLS which is used for comparison purposes or whenever the endogeneity problem is not relevant, we employ standard instrumental-variable estimators (IV) or generalized method-of-moments approaches (GMM). The test for endogeneity bias is the standard Hausman test. However, since the three regressors π t , π t π t−1 , π 2 t are all functions of a single endogenous variable, it is not entirely clear whether the appropriate degrees of freedom for this test are really three. To be on the safe side here we could also evaluate the test statistic under the χ 2 distribution with only two degrees of freedom, such that the test with three degrees of freedom will be conservative. As a check of the validity of the instruments we use the standard Sargan test whenever possible.
For the GMM estimator we use a two-step variant with an initial weighting matrix based on (Z Z) −1 , where Z is the matrix of instruments. For the linearized variants this essentially means that a consistent estimate of the weighting matrix is formed based on first-step IV estimates. This estimated weighting matrix is then used to calculate the second-step GMM estimates. Since the two-step GMM estimator is already asymptotically efficient, the J test for validity of the overidentifying orthogonality conditions is available.
All computations and estimations were performed with gretl 1.7 (Cottrell and Lucchetti, 2007) .
Data
(For details see the data appendix.) We use monthly sectoral sub-indices along with appropriate weights series from the PPI and the CPI to calculate the time series of the crosssectional variances as our measures of RPV. 10 Our CPI-based time series only start in 1999 because the CPI composition changed in 1998, but the PPI analysis covers a longer time span. Apart from this exogenously given data availability, we consider the PPI data to 10 Silver and Ioannidis (2001) argue that using the coefficient of variation instead of the variance or standard deviation is advisable because uniform growth of all disaggregate variables induces a spurious increase of the cross-sectional variance (due to the scale dependence of the variance). However, this argument does not hold for variables in logarithms, but only holds for "raw" variables. While they treat the sectoral inflation rates as the "raw" variables from which the cross-sectional variance is computed, we follow economic theory by regarding the sectoral price index levels as the relevant "raw" input and take logarithms. Then we apply the typical next step of the RPV literature and filter out idiosyncratic long-run trends of the sectoral log prices with the first-difference filter, but that still means that the sectoral components have been log-transformed. be more relevant for analyzing domestic price setting behavior because the CPI partially reflects import prices and indirect taxes.
Since we use 100 PPI sub-groups, figure 1 only depicts the 15 largest PPI sub-aggregates that together cover 55 per cent of the aggregate PPI. The time series of all CPI sub-indices are shown in figure 2 . The visual impression strongly confirms the need to filter out the idiosyncratic sectoral trends prior to the calculation of the cross-sectional variance, otherwise this variance series would be clearly trending upwards. Of course, in the existing RPV literature as well as in this paper this is achieved by taking first differences of the sub-indices and thus by actually looking at relative inflation variability. 11
The inflation and RPV time series for both datasets are shown in figures 3 and 4.
Given that inflation is squared in our equation, it is especially important to remove the most apparent outliers of the inflation series. For the extraordinary price hike especially in fuels and private transportation due to hurricane Katrina in 2005m9 we therefore include an additive impulse dummy as a regressor and instrument in all equations.
Since we are working with a dynamic framework it seems worthwhile to consider some descriptive statistics concerning the dynamic properties of the individual time series.
Figures 5 and 6 show the (partial) autocorrelation functions of inflation and RPV in both datasets. It can be seen that the PPI RPV contains first-order serial correlation, whereas the CPI RPV series is close to being white noise. But one issue here is the smaller sample of the CPI data which renders the uncertainty around the autocorrelation estimates fairly large. For PPI inflation the positive first-order autocorrelation is also obvious, but for CPI inflation in this fairly short sample of monthly data not much persistence is apparent.
11 Even after filtering out the (deterministic as well as stochastic) trends from the sectoral sub-indices, one may wonder how it is possible to calculate a meaningful measure of cross-sectional dispersion given that the levels of each of these sub-indices is arbitrary. Indeed, if log(p i,t ) is the price index of sector i, the sample mean of ∆log(p i,t ) describes the time-average but sector-specific price trend. These sector-specific long-run characteristics should also be filtered out for business-cycle analysis because they describe longrun intersectoral equilibria, and for RPV studies we are interested in deviations from this equilibrium. Thus in principle the sectoral inflation rates should be demeaned before calculating the cross-sectional variance, something that has never been done in the RPV literature to our knowledge. However, for our datasets it turned out that the additional de-meaning did only make a negligible difference, and thus we followed the 
Empirical results

Chosen instruments
Given that in the macroeconomy all contemporaneous variables are potentially endogenous we limit ourselves to lagged values of the variables described below, but finding appropriate instruments generally remains a difficult problem. We tackle this issue by implementing the following algorithm:
1. Apart from own lags of the potentially endogenous variables (π t , π 2 t , π t π t−1 ) and of RPV we include (lags of) the following variables as potential instruments: the federal funds rate, the 3-month treasury bill rate, the unemployment rate, and a (logdifferenced) industrial production index. Because of the nonlinear transformation of inflation we also consider (lags of) squares (x 2 t ) and intertemporal cross products (x t x t−1 ) of all those variables. Notes: federal funds rate ( f f r), 3-month treasury bill rate (tbr), unemployment rate (u), (log-differenced) industrial production (ip). "Bivariate" refers to (1).
The instruments selected by this algorithm for each PPI and CPI specification are listed in table 1.
Estimates
The estimates of our various specifications and datasets are reported in tables 2 through for the CPI estimates it is even negative or insignificant. The Hausman test indicates that there is an endogeneity problem with respect to inflation for both datasets and thus the standard OLS approach suffers from the corresponding endogeneity bias. In contrast, it is reassuring that the Sargan and J over-identification tests confirm the validity of the used instruments or moment conditions. The diagnostic tests indicate that the residuals of all specifications are free from autocorrelation and ARCH effects; in any case we use robust estimates for the covariance matrices.
The direct estimation of the nonlinear equation (3) with the PPI data is displayed in insignificant, but that the constant indexation term is plausible and significant. As discussed before, this means that (some of the) non-optimized prices are raised according to an indexation rule which does not refer to aggregate inflation of the last period, but instead using the same rate over time.
The irrelevance of past aggregate inflation for indexation is also found in the linearized version of the equation when estimated with the PPI data, see table 5 for a comparison of all specifications. This also means that we find no evidence that higher persistence (firstorder autocovariance) of inflation would decrease average RPV levels. However, in that table we also see that the estimates with the CPI data imply a different conclusion; there past inflation seems relevant and the implied value for c 3 isâ 3 /(−2â 2 ) = 0.33 (using the linearized GMM estimates from table 4), which is also plausible. Thus it appears to be important which price data is used to analyze price dispersion. Given the tax and foreign trade content of the CPI we regard the PPI data as better suited to tackle RPV issues.
In table 6 we have assembled the tests and estimates relating to the (implicit) constant term c π of the indexation rule. We already saw in table 2 that the direct nonlinear estimates indicate the importance of this term, given the significance of the c 4 estimate.
The results in table 6 show that this finding is confirmed by the CPI variants but not by the linearized specifications with the PPI data. This discrepancy between the nonlinear and linearized PPI estimates is somewhat unfortunate but the linearized PPI estimates are actually not very informative at all with respect to the constant indexation term; the test of the hypothesis that this indexation term equals the observed average inflation rate in the last column of table 6 cannot be rejected either in the linearized PPI variant. More importantly, however, this is a uniform result of all specifications and therefore our results are compatible with the assumption that prices are indexed to what is sometimes called Notes: π is annualized monthly inflation. HAC-robust standard errors below estimates, p-values in brackets. R 2 defined as squared correlation between actual and fitted. * -5%, * * -1% significance level (one-sided t-test for c 1 , c 2 , c 4 )
"trend inflation".
Memo item: traditional bivariate specifications
For purposes of comparison we also report estimates of traditional bivariate specifications in table 7, although we know from our main results that the traditional specifications will suffer from omitted variable bias. 14 Not surprisingly we still find a positive effect of (squared) inflation on RPV. However, we detect significant error autocorrelation, and for the CPI dataset we find that the Hausman test rejects the OLS estimates due to endogeneity problems, as well as a considerably worse fit. Therefore we reach the clear verdict that the traditional specification is not an adequate model of the RPV-inflation relation.
14 See also the scatterplots in the appendix with additional material. Table 3 : Linearized estimates for the PPI data rpv t = a 0 + a 1 rpv t−1 + a 2 π 2 t + a 3 π t π t−1 + a 4 π t + a 5 π 2 t−1 + a 6 π t−1 + ε t memo: OLS IV GMM const ( Notes: Tests based on the parameters c 3 and a 3 , two-sided. If these are non-zero, this also implies that the autocovariance of inflation affects average RPV levels, see the text. Notes: P-values in brackets. The parameter c π describes the constant indexation component of non-optimized prices, for details see the text. Observed mean inflation is given byπ. The tests for c π = 0 are one-sided. Notes: π is annualized monthly inflation. Robust standard errors below estimates, pvalues in brackets. R 2 defined as squared correlation between actual and fitted. In the CPI-IV variant the Katrina dummy is actually redundant but affected the test results, hence we also present the specification without it. * -5%, * * -1% significance level
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In this paper we have revisited the single-equation approach to measuring the impact of inflation on price dispersion (RPV). Employing a non-linear functional form derived from economic theory with some generalizations, our approach reflects the possibility that some price setters may partially index their own prices to past inflation rates and/or raise them by a constant rate in each period. We also took special care of the potential endogeneity of inflation, which is usually ignored in the RPV literature. Analyzing two datasets with sectoral sub-aggregates of the PPI and the CPI in the USA we found that the endogeneity bias as well as the extensions are empirically relevant, which casts some doubts on many estimates in the literature.
In some sense, our results are nevertheless still in accordance with many earlier findings, as they also show that inflation fluctuations increase RPV. This effect is the main channel of modern theoretical monetary models through which inflation reduces welfare, and therefore our results support this assumption. But in our generalized specification we found that average ("trend") inflation is taken into account by price setters in their indexation rule, and therefore historical average inflation rates are the relevant benchmark to measure inflation deviations. Another finding is that yesterday's inflation rates seem less important for price indexation. This means that our results do not provide strong evidence in favor of a policy of gradual instead of sudden inflation adjustments after inflation has deviated from its historical average.
When comparing our results to other results in the literature it is important to bear in mind that our results refer exclusively to expected inflation. The reason is our use of instrumental-variable techniques in conjunction with our choice of lagged variables as instruments, 15 and those can only contain information for the expected part of inflation.
The flip side of this statement is that it may well be the case that earlier analyses of unexpected inflation all suffer from endogeneity biases. However, it is also important to acknowledge that no omitted-variable bias arises in our estimates because by definition unexpected inflation is uncorrelated with expected inflation. Furthermore, assessing the cost of expected inflation appears much more important for policy makers, because that is the cost arising from systematic policy, whereas the Lucas critique teaches that effects of unexpected inflation could not be exploited by policy anyway.
With respect to future work the most pressing issue concerning the theoretical foundation of the estimated equation is related to the non-zero average levels of inflation. Here it would be desirable to have a rigorous derivation of the RPV-inflation relation with nonzero equilibrium inflation, but theoretical work has just recently begun to take the issue of trend inflation seriously. Future empirical work would naturally search for more or other valid instruments to check the robustness of the results. 
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