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NON-LOCAL HYDRODYNAMICS AS A SLOW MANIFOLD FOR THE
ONE-DIMENSIONAL KINETIC EQUATION
FLORIAN KOGELBAUER
Abstract. We prove an explicit, non-local hydrodynamic closure for the linear one-
dimensional kinetic equation independent on the size of the relaxation time. We compare
this dynamical equation to the local approximations obtained from the Chapman–Enskog
expansion for small relaxation times. Our results rely on the spectral theory of Jacobi
operators with rank-one perturbations.
1. Introduction
One of the main problems of statistical mechanics consists of the hydrodynamic closure
of Boltzmann(-type) equations. Given the evolution equation for the distribution function,
one seeks to recover the classical equations of fluid dynamics, such as the Euler equation or
the Navier–Stokes equation, by formally expanding in a small parameter ε, the Knudsen
number. This widely used technique, i.e., expanding the unknown distribution function in
a formal Taylor series in ε, is called Chapman–Enskog (CE) series. In this fashion, one
obtains an approximate closure in terms of the hydrodynamic variables at each order or
ε. For a general treatment of the hydrodynamic closure (in the context of Hilbert’s 6th
problem) we refer to [4].
The smallness assumption of the Knudsen number, however, limits the range of physical
applicability of the models, thus prompting the quest for hydrodynamic models beyond
the first few terms of the CE expansion. Even more dramatically, the Burnett and super-
Burnett approximations of the Boltzmann equation (higher-order approximations in ε)
exhibit non-physical behavior, such as unboundedness in wave number and even instability,
see [2].
For some model equations, however, the CE series can be summed explicitly, see [5] and [9],
leading to a non-local (in the sense of integral operators) hydrodynamic closure. The main
idea is to assume that the hydrodynamic variables form an invariant manifold to which
the overall dynamics converges sufficiently fast. For a detailed and general treatment of
invariant manifolds in the context of physical dynamics, we refer to [6]. From a dynamical
system point-of-view, this is justified if the the time-scales are well separated (slow-fast
dynamics), leading to an exponentially fast convergence to the slow manifold. For simple
systems, the slow-fast point of view is consistent with the exact summation of the CE series
[10].
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In this paper, we are concerned with the one-dimensional kinetic equation
ft = −vfx − 1
τ
(f − feq), (1.1)
for the relaxation time τ and some equilibrium function feq (for details, see the following
section). Let ρ =
∫
R f dv denote the locally conserved density. We prove that equation
(1.1) admits a non-local (exact) hydrodynamic closure of the form
∂
∂t
ρ(x, t) =
1
2pi
∫
R
λ∗(k, τ)ρˆ(k, t)eikx dx, (1.2)
where λ∗(k, τ) is related to the implicit solution of a transcendental equation and ρˆ is the
Fourier transform of ρ. From equation (1.2), we can recover the classical CE expansion of
the kinetic equation by Taylor expanding the multiplyer λ∗ in τ .
This is consistent with the non-perturbative analytical techniques developed in [9]. The
approach perused in this paper based on spectral theory of Jacobi operators with rank-one
perturbations gives an explicit (up to the solution of a transcendental equation) description
of the non-local hydrodynamic closure. Furthermore, we provide a formula for the critical
wave number beyond which the slow mode ceases to exist.
2. Hydrodynamics as Slow Manifolds
2.1. Setup. Consider the one-dimensional kinetic equation for the distribution function
f : R2 × [0,∞), (x, v, t) 7→ f(x, v, t),
∂f
∂t
= −v∂f
∂x
− 1
τ
(f − feq), (2.1)
where
feq(x, v, t) = ρ(x, t)
√
m
2pikBT
e
− mv2
2kBT , (2.2)
is the Maxwellian equilibrium function and
ρ(x, t) =
∫
R
f(x, v, t) dv, (2.3)
is the locally conserved density. Without loss of generality, we can set
m
kBT
= 1, (2.4)
by re-scaling the density function f in x and v. To analyze the slow dynamics of equation
(2.1) in more detail, we will expand the density f in in velocity space, using orthogonal
polynomials, as well as in position space, using the Fourier transform.
Hermite polynomials constitute a natural basis for the expansion of f in terms of momenta,
i.e., in velocity space, see e.g. [7] and [3]. We will use the probabilist’s’ version, defined as
Hn(v) = (−1)ne v
2
2
(
d
dv
)n
e−
v2
2 . (2.5)
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With this convention, the first four Hermite polynomials are given as
H0(v) = 1,
H1(v) = v,
H2(v) = v
2 − 1,
H3(v) = v
3 − 3v.
(2.6)
The set {Hn}n∈N forms a complete orthogonal basis of the Hilbert spaceH = L2
(
R, e−
v2
2 dv
)
with the inner product
〈f, g〉H =
∫
R
f(v)g∗(v)e
−v2
2 dv. (2.7)
Indeed, integration by parts shows that
〈Hn, Hm〉H =
√
2pin! δn,m, (2.8)
for any n,m ∈ N, where
δn,m =
{
0 if m 6= 0,
1 if n = m,
(2.9)
is Dirac’s delta. Let
Hˆn(v) :=
1√
n!
√
2pi
Hn(v), n ≥ 0, (2.10)
be the normalized sequence of Hermite polynomials. We expand the density f as
f(x, v, t) = e−
v2
2
∞∑
n=0
fn(x, t)Hˆn(v), (2.11)
with
fn(x, t) =
∫
R
f(x, v, t)Hˆn(v) dv, (2.12)
and note that
feq(x, v, t) =
1√
2pi
∫
R
f(x, v, t) dve−
v2
2 =
1
(2pi)
1
4
f0(x, t)e
− v2
2 = f0(x, t)e
− v2
2 Hˆ0. (2.13)
The Hermite polynomials obey the Favard–Shohat recurrence formula
vHn(v) = Hn+1(v) + nHn−1(v), n ≥ 0, (2.14)
where H−1 = 0, while the normalized Hermite polynomials obey the recurrence formula
vHˆn(v) =
√
n+ 1Hˆn+1(v) +
√
nHˆn−1(v), n ≥ 0, (2.15)
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where Hˆ−1 = 0, which follows from dividing equation (2.14) by
√
n!
√
2pi.
Taking an inner product of equation (2.1) with Hˆn, we calculate for n ≥ 0:
〈ft, Hˆn〉H = 〈−vfx − 1
τ
(f − feq), Hˆn〉
= −
∞∑
m=0
(
∂fm
∂x
〈vHˆm, Hˆn〉
)
− 1
τ
(fn − f0δ0,n)
= −
∞∑
m=0
(
∂fm
∂x
〈√m+ 1Hˆm+1 +
√
mHˆm−1, Hn〉
)
− 1
τ
(fn − f0δ0,n)
= −
(√
n
∂fn−1
∂x
+
√
n+ 1
∂fn+1
∂x
+
1
τ
(fn − f0δ0,n)
)
,
(2.16)
for n ≥ 1. It follows from (2.16) that equation (2.1) is equivalent to the following sequence
of equations for the momenta of f :
∂fn
∂t
= −√n∂fn−1
∂x
− 1
τ
fn −
√
n+ 1
∂fn+1
∂x
+
1
τ
f0δ0,n, n ≥ 0. (2.17)
Taking the Fourier transform in the spatial variable of equation (2.17) and denoting
fˆn(k, t) =
∫
R
fn(x, t)e
−ixk dx, n ≥ 0, (2.18)
we arrive at the infinite-dimensional system
∂fˆn
∂t
= −ik√nfˆn−1 − 1
τ
fˆn − ik
√
n+ 1fˆn+1 +
1
τ
fˆ0δ0,n, n ≥ 0, (2.19)
We bundle the momenta in a sequence F = (fˆ0, fˆ1, fˆ2, ...) and interpret equation (2.19) as
an operator equation
Ft = T(k)F, (2.20)
for the symmetric infinite-dimensional matrix
T(k) =

0 −ik 0 0 0 0 . . .
−ik − 1τ −ik
√
2 0 0 0 . . .
0 −ik√2 − 1τ −ik
√
3 0 0 . . .
0 0 −ik√3 − 1τ −ik
√
4 0 . . .
0 0 0 −ik√4 − 1τ −ik
√
5 . . .
...
...
...
...
...
...
. . .

, (2.21)
depending on the wave number k.
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2.2. Spectral Analysis of the Operator T(k). Let us analyze the spectrum of the
operator (2.21) in dependence on the wave number k in more detail. The operator (2.21)
is a Jacobi operator on the space of square-summable sequences, cf. [12]. Let σ
(
T(k)
)
denote the spectrum of T(k).
The resolvent of T is given by the solution operator of the second-order linear recurrence
−ik√nfˆn−1 −
(
1
τ
+ λ
)
fˆn − ik
√
n+ 1fˆn+1 = ηn, n ≥ 1,
−ikfˆ1 − λfˆ0 = η0,
(2.22)
for λ ∈ C \ σ
(
T(k)
)
.
First, let us have a look at the case k = 0. System (2.22) simplifies to
−
(
1
τ
+ λ
)
fˆn = ηn, n ≥ 1,
−λfˆ0 = η0,
(2.23)
which, in turn, implies that
σ
(
T(0)
)
=
{
−1
τ
, 0
}
. (2.24)
Here, the spectrum is a pure point spectrum and the corresponding eigenspaces are given
as
eig (0) = span
(
(1, 0, 0, 0...)
)
, eig
(
−1
τ
)
= span
(
(1, 0, 0, 0...)
)⊥
. (2.25)
Now, let us have a look at the case k 6= 0. Since the parameter k enters the operator
T through the highest finite difference, the perturbation for non-zero k is singular. The
eigenstructure of T(0) is highly degenerate, as T(0) admits an eigenvector of infinite multi-
plicity. According to analytic perturbation theory, see e.g.[8], we do not expect analyticity
of the spectrum of T(k) as k → 0. Later explicit calculation will, however, confirm that
the eigenvalue above the essential spectrum can be Taylor expanded around k = 0 or τ = 0
up to a pole of order one.
We can write the operator (2.21) as a sum
T(k) = −ikS(k)− 1
τ
I +
1
τ
R1, (2.26)
where I is the identity, the symmetric operator S acts as
S[f ]n =
√
nfn−1 +
√
n+ 1fn+1, n ≥ 0, (2.27)
with f−1 = 0 and the operator rank-one operator R1 acts as
R1[f ]n = f0δ0,n, n ≥ 0 (2.28)
with Dirac’s delta (2.9).
The summand − 1τ I in (2.26) does not change the eigenstructure of the operator −ikS(k)+
1
τR1, preserving the essenial spectrum as well as the eigenfucntions, and merely induces a
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shift of the spectrum by 1τ . So, to understand the spectral properties of the sum (2.26), let
us take a closer look at the operator (2.27) first.
First, we recall some general properties of real Jacobi operators of the form
J [f ]n = anfn+1 + bn + an−1fn−1, n ≥ 1, (2.29)
such that an > 0 and bn ∈ R, together with the initial condition
J [f ]0 = a0f1 + b0f0. (2.30)
For a general treatment of Jacobi operators, we refer to [12]. As the operator S is a
symmetric (real) Jacobi operator, let us recall some basic properties of this class of discrete
operators. which satisfies Carleman’s criterion [12, p. 49], since
∞∑
n=0
1√
n+ 1
=∞. (2.31)
Hence, it can be extended to a self-adjoint operator on l2(N). In particular, we have that
σ(S) ⊆ R. The spectral theory of self-adjoint Jacobi operators is closely related to the
theory of orthogonal polynomials and the moment problem, cf. [12]. Indeed, there exists
a sequence of polynomials {pn(v)}n∈N, satisfying the recurrence relation
J [p]n(v) = vpn(v), n ≥ 0, (2.32)
with initial condition p0(v) ≡ 1 and p−1(v) ≡ 0, which are orthonormal with respect
to the spectral measure induced by the operator J , cf. [12]. For the operator (2.27),
the orthogonal polynomials produced in that fashion are just multiples of the normalized
Hermite polynomials (2.10), namely (2pi)
1
4 Hˆn(v), n ≥ 0, and the corresponding spectral
measure with respect to the first basis vector is given by e−
v2
2
dv√
2pi
, which implies that
σ(S) = R. Let
G(z, n,m) =
∫
R
Hˆn(s)Hˆm(s)
s− z e
− s2
2 ds, z ∈ ρ(J), (2.33)
for n,m ∈ N, denote the Green’s function associated to the Jacobi operator (2.32) (see [12,
p.44]) and let
g(z, n) = G(z, n, n), z ∈ ρ(J), (2.34)
for n ∈ N, be the corresponding diagonal Green’s function.
Now, let us add the rank-one perturbation R1 to ikS and denote
T1(k) = S− 1
ikτ
R1. (2.35)
The spectra of T(k) and T1(k) are then related by the formula
σ
(
T(k)
)
= −ikσ
(
T1(k)
)
− 1
τ
. (2.36)
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We note at this pint that the spectrum of (2.35) only depends on k through kτ - analogous
to the the spectra analyzed in [10]. By the second resolvent identity, we can write, for any
z ∈ C \ σ(T1),
(T1(k)− z)−1 = (S− z)−1 + 1
ikτ
〈(T1(k)− z)−1δ0, .〉(S− z)−1δ0. (2.37)
Writing
gk(z) = 〈δ0, (T1(k)− z)−1δ0〉, (2.38)
it follows from (2.37) that
gk(z) =
g(z, 0)
1− 1ikτ g(z, 0)
, (2.39)
for the diagonal function (2.34). Since
(T1(k)− z)−1δ0 =
(
1− 1
ikτ
gk(z)
)
(S− z)−1δ0, (2.40)
it follows that
(T1(k)− z)−1 = (S− z)−1 − g(z, 0)
1− 1ikτ g(z, 0)
〈(S− z)−1δ0, .〉(S− z)−1δ0. (2.41)
Equation (2.41), which is a special case of Krein’s resolvent formula [11], shows that the
essential spectra of T1(k) and S agree for k 6= 0. Furthermore, since the spectrum of S is
real, we see from the discrete poles of (2.41) that
σdiscrete
(
T1(k)
)
= {z ∈ C \ σess(S) : g(z, 0) = ikτ} . (2.42)
For later calculations to evaluate the implicit relation in (2.42), we define
erf(z) =
2√
pi
∫ z
0
e−s
2
ds, (2.43)
for z ∈ C. We calculate for z ∈ C \ R:
g(z, 0) =
∫
R
Hˆ20 (v)
s− z e
− s2
2 ds
=
1√
2pi
∫
R
1
s− z e
− s2
2 ds
(2.44)
Note the different normalization of p0 in (2.33) and Hˆ0. To evaluate the integral in (2.44),
we rely on the identities in [1, p.297]. Let
w(z) = e−z
2
(1− erf(−iz)), z ∈ C, (2.45)
which satisfies the functional identity
w(−z) = 2e−z2 − w(z), z ∈ C. (2.46)
We then have that
w(z) =
i
pi
∫
R
e−s2
z − s ds, =z > 0, (2.47)
8 FLORIAN KOGELBAUER
and, by relation (2.46), we have for =z < 0:
i
pi
∫
R
e−s2
z − s ds = −
i
pi
∫
R
e−s2
(−z)− s ds
= −w(−z)
= e−z
2
[−1− erf(−iz)].
(2.48)
Consequently, we obtain∫
R
1
s− z e
− s2
2 ds =
∫
R
e−s2
s− z√
2
ds
= ipi
i
pi
∫
R
e−s2
z√
2
− s ds
=
ipie
− z2
2
[
1− erf
(
−iz√
2
)]
, if =z > 0,
ipie−
z2
2
[
−1− erf
(
−iz√
2
)]
, if =z < 0,
(2.49)
where in the first step, we have re-scaled s 7→ √2s in the integral. Written more compactly,
we arrive at
g(z, 0) =
ipi√
2pi
e−
z2
2
[
sign(=z)− erf
(−iz√
2
)]
. (2.50)
The function (2.50) maps imaginary numbers to imaginary numbers. In particular, for
z =
√
2ix, (2.51)
equation (2.42) is equivalent to the real equation√
pi
2
ex
2
(sign(x)− erf(x)) = kτ. (2.52)
The left-hand side of equation (2.52) up to a factor is depicted in Figure 2.1.
Since the diagonal Green’s function g˜(x) := −ig(ix, 0) is bounded, we have that the
discrete spectrum of T is non-empty only for a certain range [−kcrit, kcrit] of wave numbers,
excluding k = 0. From (2.52), it follows that the critical wave number is given by
kcrit =
√
pi
2
1
τ
. (2.53)
Let x∗(kτ) denote the unique solution to equation (2.52) for 0 < |k|< kcrit and let λ∗(k, τ)
denote the unique eigenvalue of T(k) for 0 < |k|< kcrit. From (2.36), it follows that
λ∗(k, τ) = −1
τ
− i
√
2kix∗(kτ) = −1
τ
+
√
2kx∗(kτ). (2.54)
Figure 2.2 shows the eigenvalue λ∗(k, τ) for 0 < |k|< kcrit and τ = 0.1. The typical
spectrum of T(k) for 0 < |k|< kcrit is depicted in Figure 2.3.
To complete the spectral analysis of the operator T(k), let us describe the eigenvector
associated to λ∗(k, τ) in more detail. The eigenvector associated to the eigenvalue λ∗(k, τ)
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-4 -2 2 4 x
-1.0
-0.5
0.5
1.0
g˜(x)
Figure 2.1. The functions g˜(x) = ex
2
(sign(x)− erf(x)) derived from the
diagonal Green’s function evaluated at imaginary numbers.
2 4 6 8 10 12
k
-10
-8
-6
-4
-2
λ* (k)
Figure 2.2. The eigenvalue λ∗ in dependence of the wave number k for
τ = 0.1. The critical wave number is at kcrit ≈ 12.5331.
is the unique solution to system (2.22) for λ = λ∗(k, τ) and ηn = 0, n ≥ 0. By setting
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-20 -15 -10 -5 Re(λ)
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-4
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6
Im(λ)
Figure 2.3. Typical spectrum of the operator T(k) for 0 < |k|< kcrit.
fˆn =
√
n!gn and division by −ik
√
n!, system (2.22) becomes
gn−1 +
1
ik
(
1
τ
+ λ∗(k, τ)
)
gn + (n+ 1)gn+1 = 0, n ≥ 1,
g1 +
λ∗(k, τ)
ik
g0 = 0.
(2.55)
To simplify notation, we set
µ(k) :=
1
ik
(
1
τ
+ λ∗(k)
)
. (2.56)
In order to solve system (2.55), define the generating function of the sequence (g0, g1, g2, ...)
as
Γ(z) =
∞∑
n=0
gnz
n. (2.57)
Since
zΓ(z) =
∞∑
n=0
gnz
n+1 =
∞∑
n=0
gn−1zn, (2.58)
where we have set g−1 = 0, and since
Γ′(z) =
∞∑
n=0
ngnz
n−1 =
∞∑
n=0
(n+ 1)gn+1z
n, (2.59)
the equation
zΓ(z) + µ(k)Γ(z) + Γ′(z) =
(
µ(k)− λ
∗(k)
ik
)
g0, (2.60)
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is equivalent to system (2.55). Note that equation (2.60) also reproduces the zeroth-order
equation in system (2.55). Setting
σ(k) :=
(
µ(k)− λ
∗(k)
ik
)
, (2.61)
the solution to equation (2.60) is given by
Γ(z) = e−
1
2
z(2µ(k)+z)
(
c0 +
√
2σ(k)g0e
− 1
2
µ2(k)erf
(
z + µ(k)√
2
))
, (2.62)
for some constant c0 ∈ C. To match the condition Γ(0) = g0, we have to set
c0 =
(
1−
√
2σ(k)e−
1
2
µ2(k)erf
(
µ(k)√
2
))
g0. (2.63)
This is consistent with the fact that an eigenvector is unique up to re-scaling. Defining
Dawson’s function
D+(x) = 2
−x2
∫ x
0
ey
2
dy, (2.64)
and remembering that g0 = fˆ0, we can write the solution Γ more compactly as
Γ(z) = e−
1
2
z(2µ(k)+z)
(
1−
√
2σ(k)D+
(
µ(k)√
2
))
+
√
2σ(k)D+
(
µ(k) + z√
2
)
fˆ0. (2.65)
The eigenvector associated to the eigenvalue λ∗(k) is then given as
fˆ∗n(k) =
√
n!
dn
dzn
∣∣∣∣
z=0
[
e−
1
2 z(2µ(k)+z)
(
1−
√
2σ(k)D+
(
µ(k)√
2
))
+
√
2σ(k)D+
(
µ(k) + z√
2
)]
fˆ0(k).
(2.66)
Note that we can choose a different value of fˆ0 for each wave number k.
3. Hydrodynamic Closure, Asymptotic Expansion of λ∗(k) and Comparison
to CE expansion
In this section, we interpret the hydrodynamic closure obtained in the previous sec-
tion physically and compare its asymptotic expansion (for small relaxation time τ) to the
Chapman–Enskog expansion.
3.1. Hydrodynamic Closure. In the previous section, we have found a value λ∗(k, τ)
as defined in (2.2) and a sequence of moments F∗(k) = (fˆ0(k), fˆ∗1 (k), fˆ∗2 (k), ...), for some
k 7→ fˆ0(k) ∈ C, as defined in (2.66) such that
T(k)F∗(k) = λ∗(k, τ)F∗(k). (3.1)
This eigenvalue constitutes a slow mode of the overall dissipative system, i.e., the spectrum
has negative real part and the remaining part of the spectrum (excluding the eigenvalue)
has a real part strictly less than <λ∗(k, τ). This holds as long as 0 < |k|< kcrit. Therefore,
the overall dynamics generated by the operator T(k) approach the projected dynamics on
the eigenvector (2.66) exponentially fast. For k = 0, the eigenvector (1, 0, 0, ...) actually
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defines a center-manifold on which the dynamics are trivial (base state).
If we now assume that F(t) = F∗(k, t) = F∗coef (k)fˆ0(k, t), we find that the operator equation
(2.20) reduces to
∂
∂t
fˆ0(k, t) = λ
∗(k, τ)fˆ0(k, t). (3.2)
Taking an inverse Fourier transform of the hydrodynamic closure in frequency space (3.2),
we obtain
∂
∂t
f0(x, t) =
1
2pi
∫
R
λ∗(k, τ)fˆ0(k, t)eikx dk. (3.3)
Formula (3.3) defines a non-local hydrodynamic closure of system (2.1) independent on the
size of the relaxation time τ .
3.2. Asymptotic Expansion of λ∗(k) and Comparison to CE expansion. To find
the asymptotic behavior of λ∗(τ, k) for small values of τ , let us define
φ(y) = ex
2
(1− erf(x)) |x= 1
y
. (3.4)
Since g˜(x) is an odd function, it suffices to analyze the properties of the positive branch.
Due to the decay properties of g˜(x) for x → ±∞, the function φ(y) is analytic around
y = 0 (here, we neglect the jump discontinuity in the definition of g˜). Also, we find that
φ(0) = 0,
φ′(0) =
1√
pi
.
(3.5)
Let
ε =
√
2
pi
kτ. (3.6)
From the Lagrange–Bu¨rmann inversion formula [1], we can write the solution to the equa-
tion φ(y∗(ε)) = ε as
y∗(ε) =
∞∑
n=1
(
dn−1
dyn−1
∣∣∣∣
y=0
(
y
φ(y)
)n) εn
n!
. (3.7)
The first few terms in the expansion are given as
y∗(ε) =
√
piε+
pi
3
2
2
ε3 +
3pi
7
2
8
ε7 +O(ε9). (3.8)
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From equation (2.54) and the definition of ε, we have that
λ∗(k, τ) = −1
τ
+
√
2kx∗(ε)
= k
(
− 1√pi
2 ε
+
√
2
y∗(ε)
)
= k
−
(√
piε+ pi
3
2
2 ε
3 + 3pi
7
2
8 ε
7 +O(ε9)
)
+
√
piε√
pi
2 ε(
√
piε+ pi
3
2
2 ε
3 + 3pi
7
2
8 ε
7 +O(ε9))

= k
 −pi 322 ε− 3pi 728 ε5 +O(ε7)√
pi
2 (
√
pi + pi
3
2
2 ε
2 + 3pi
7
2
8 ε
6 +O(ε8))

= −εk
√
2pi
(
4 + 3pi2ε4 +O(ε6)
8 + 4piε2 + 3pi3ε6 +O(ε8)
)
=
−kε
2
√
pi
2
[2− piε2 + 2pi2ε4 +O(ε6)]
= −k2τ + k4τ3 − 4k6τ5 +O(τ7, k8).
(3.9)
At leading order, we find that the non-local hydrodynamic closure (3.3) becomes the heat
equation
∂f
∂t
= τ
∂2f
∂x2
, (3.10)
while at order τ3, equation (3.3) becomes
∂f
∂t
= τ
∂2f
∂x2
+ τ3
∂4f
∂x4
. (3.11)
Remark 3.1. The instability in the dispersion relation (wave number) is due to the coupling
of the wave number k to the relaxation time τ . A (formal) asymptotic expansion in τ
necessarily leads to a polynomial - hence unbounded - approximation of the closure relation,
while the multiplier in the full (non-local) hydrodynamic closure (3.2) remains bounded in
wave space for all k ∈ R with 0 < |k|< kcrit.
In order to compare equations (3.10) and (3.11) with the CE series, we define the mo-
menta
Ml(x, t) :=
∫
R
vlf(v, x, t) dv, l ≥ 0. (3.12)
Equation (2.1) can be rewritten as an infinite-dimensional moment system
∂Ml
∂t
= −∂Ml+1
∂x
− 1
τ
Ml +
1
τ
M eql , l ≥ 0, (3.13)
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where, for l ≥ 0,
M eql (x, t) =
1√
2pi
∫
R
ρ(x, t)e−
v2
2 vl dv
=
ρ√
2pi
([
−e− v
2
2 vl−1
]∞
−∞
+ (l − 1)
∫
R
e−
v2
2 vl−2 dv
)
=
{
(l − 1)! ! ρ(x, t) for l even
0 for l odd ,
(3.14)
since
∫
R e
− v2
2 dv =
√
2pi and with the convention that (−1)! ! = 1. Applying the Fourier
transform to equation (3.13), we obtain
∂Mˆl
∂t
= −ikMˆl+1 − 1
τ
Mˆl +
1
τ
1 + (−1)l
2
(l − 1)! ! Mˆ0, (3.15)
which can be written as
Mˆt = A(k, τ)Mˆ, (3.16)
for the sequence Mˆ = {Mˆ0, Mˆ1, Mˆ2, ...} and the infinite matrix
A(k, τ) =

0 −ik 0 0 0 0 . . .
0 − 1τ −ik 0 0 0 . . .
1 0 − 1τ −ik 0 0 . . .
0 0 0 − 1τ −ik 0 . . .
3 0 0 0 − 1τ −ik . . .
...
...
...
...
...
...
. . .

. (3.17)
We can write system (3.13) equivalently as
∂ρˆ
∂t
= −ikMˆ1,
∂M˜
∂t
= −ikΣM˜− 1
τ
(M˜−Meq),
(3.18)
with M˜ = (Mˆ1, Mˆ2, ...), Mˆ
eq = (Mˆ eq1 , Mˆ
eq
2 , ...) and with the shift operator
Σ =

0 1 0 0 0 0 . . .
0 0 1 0 0 0 . . .
0 0 0 1 0 0 . . .
0 0 0 0 1 0 . . .
0 0 0 0 0 1 . . .
...
...
...
...
...
...
. . .

. (3.19)
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Assuming that the relaxation time τ is small, the Chapman–Enskog series for system (2.1)
is a (formal) Taylor expansion of the Fourier transform of the higher moments,
Mˆn(k, t; τ) =
∞∑
j=0
mn,j(k, t)τ
j , n ≥ 1. (3.20)
Now, we can plug expansion (3.20) into equation (3.18) to obtain that
∂
∂t
mn,j = −ikmn+1,j −mn,j+1, n ≥ 1, j ≥ 0, (3.21)
provided we set
mn,0 =
1 + (−1)n
2
(l − 1)! ! ρ, n ≥ 1. (3.22)
We can solve equation (3.21) recursively to obtain
m1,1 = −ikρ, m1,2 = 0, m1,3 = k4, (3.23)
implying that
∂ρˆ
∂t
= (−k2τ + k4τ3)ρˆ+O(τ4), (3.24)
which is consistent with the asymptotic expansion (3.9).
4. Conclusion and Further Perspectives
We have provided an exact non-local hydrodynamic closure for the one-dimensional
kinetic equation independent of the size of the relaxation time. The obtained evolution
equation is consistent with the CE series approximation and implies an explicit formula
for the critical wave number.
The current analysis shows that a dynamical systems point of view might prove useful in
the further investigation of the hydrodynamic closure. In particular, the existence and
qualitative behavior of hydrodynamic manifolds for nonlinear model equations, based on
invariant manifold techniques, is a promising way to make further progress in this field.
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