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Zusammenfassung
Vektorbasierte Infektionskrankheiten stellen eine zunehmende Bedrohung
für die Bevölkerung dar und werden durch eine Vielzahl unterschiedlicher
Umweltfaktoren in ihrer Ausbreitung beeinflusst. Der interdisziplinäre ge-
sundheitswissenschaftliche Ansatz ermöglicht einen vielschichtigen Blick
auf die Problematik sowie die Entwicklung präventiver Lösungsstrategien.
Ziel dieser Arbeit ist es, einen solchen präventiven Ansatz zu unterstützen,
indem die verantwortlichen Umweltfaktoren identifiziert und ihre Einflüsse
quantifiziert werden.
Hierzu wurde nach Identifizierung relevanter Umweltfaktoren zunächst ein
geoadditives Poisson-Regressionsmodell verwendet, mit dem Ergebnis, dass
insbesondereNiederschlag undTemperatur die Verbreitung der Frühsommer-
Meningoenzephalitis beeinflussen. Mit einem geographischen Informations-
system konnte, durch eine geographisch gewichtete Regression, bestätigt
werden, dass der Nadel- und Mischwaldbestand, die Feldhasenpopulation,
die Übernachtungszahlen sowie die Herbsttemperatur einen risikoerhöhen-
den Effekt auf die Frühsommer-Meningoenzephalitis haben.Wohingegen die
Fuchspopulation und die Wintertemperatur einen negativen Effekt zeigen.
Die Ergebnisse lassen erkennen, dass die Eingrenzung von bestimmten
Verbreitungsparametern sehr schwierig ist, da zum einen die Zugänglich-
keit bzw. Existenz des Datenmaterials unzureichend ist und zum anderen
die angewendeten Methoden validere Aussagen machen würden, wenn die
Anzahl der Beobachtungen größer wäre. Das ausgearbeitete Indikatorenset
und die Ergebnisse der statistischen Analysen können im umweltbezogenen
Gesundheitsschutz eine Risikoabschätzung von vektorbasierten Infektions-
krankheiten unterstützen. So ergibt sich die Chance, Kreise mit erhöhtem
Gefährdungspotential zu identifizieren und bevölkerungsbezogene Präventi-
onsmaßnahmen zu entwickeln.
Abstract
Vector borne diseases, a growing threat to Public Health, are affected in
their spreading by a variety of environmental factors. An interdisciplinary
approach within Public Health allows a multi-faceted view on the problem
and the development of preventive measures. This work aims to support such
a preventive approach by identifying responsible environmental factors and
quantifying their influences.
A geo-additive Poisson regression model was used to identify the impact
of afore determined relevant environmental factors. The result shows that
especially precipitation and temperature affect the distribution of tick-borne
encephalitis. A geographically weighted regression within a geographic in-
formation system confirmed that the coniferous and mixed forest inventory,
the hare population, the number of overnight stays as well as the autumn
temperature increase the risk of tick-borne encephalitis. Whereas the fox
population and the winter temperatures have a risk-reducing effect.
The results indicate that it is very difficult to confine certain spreading
parameters since not only the data existence and accessibility is insufficient
but the methods validity would increase with number of observations. The
indicator set elaborated and the results of the statistical analysis may assist
in risk assessment of vector borne diseases within the framework of environ-
mental health. This implies the chance to identify districts with elevated risk
and develop population-based preventive measures.
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1 Einleitung
Infektionskrankheiten sind eine ernstzunehmende Bedrohung für die öf-
fentliche Gesundheit und stellen eine erhebliche Belastung für die nationale
und globale Wirtschaft dar (Binder u. a., 1999; Morse, 2004). Beispielsweise
starben im Jahr 2002 rund 14,7 Millionen Menschen an den Folgen von Infek-
tionskrankheiten (WHO, 2004a). Diese werden durch das Eindringen von
Krankheitserregern in den Körper verursacht, d. h. durch Aufnahme über
den Mund, durch das Einatmen oder durch Insektenstiche undWunden (Sut-
torp u. a., 2003). Unter den Infektionskrankheiten nehmen Zoonosen, also
Infektionskrankheiten die vom Tier auf den Menschen übertragen werden,
eine besondere Stellung ein. Ungefähr 60% der bekannten Infektionskrank-
heiten können als Zoonosen klassifiziert werden (Jones u. a., 2008; Taylor
u. a., 2001). Ein Großteil dieser Zoonosen haben ihren Ursprung in der Tier-
welt und es konnte ein signifikanter Anstieg von Zoonose-Infektionen in
den letzten Jahren verzeichnet werden (Jones u. a., 2008). Dies verdeutlicht,
dass Zoonosen eine zunehmende Bedrohung für die öffentliche und glo-
bale Gesundheit darstellen und es einer vermehrten Überwachung bedarf.
Unter den Zoonosen stellen die VBI1 eine besondere Untergruppe dar. Sie
waren im letzten Jahrzehnt für ca. 28% der Fälle von neu auftretenden In-
fektionskrankheiten verantwortlich - mit steigender Tendenz. Hier können
Klimaveränderungen einen entscheidenden Beitrag zur Erklärung dieser
Tendenz leisten, da die Vektoren von VBI äußerst sensibel auf Umweltverän-
derungen wie z. B. Niederschlag und Temperatur sowie Unwetter reagieren.
Aber auch sozio-ökonomische und andere ökologische Faktoren können hier
einen entscheidenden Einfluss haben (Daszak u. a., 2001; Patz u. a., 2004;
Weiss u. McMichael, 2004). Dennoch fehlen in vielen Fällen Belege für diese
manchmal umstrittenenThesen. Es bedarf weitere Analysen, die den Zusam-
menhang zwischen Umweltveränderungen und VBI herstellen.
Die vorliegende Arbeit setzt genau an dieser Stelle an, indem sie Aufschlüs-
se über den Zusammenhang zwischen unterschiedlichen Umweltvariablen
1Vektorbasierte Infektionskrankheiten
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und dem Auftreten der VBI FSME2 gibt. Es werden Kombinationen von
Umweltvariablen zusammengestellt, um zu analysieren wie gut diese Kom-
binationen der Umweltparameter die FSME-Fälle in Baden-Württemberg
erklären können.
Die Frage inwiefern das Auftreten und die Ausbreitung von Infektions-
krankheiten mit den Bedingungen in unserer Umwelt im Zusammenhang
steht, beschäftigt die Menschheit schon seit Jahrtausenden. Bereits vor 2000
Jahren hat Hippokrates Überlegungen über einenmöglichen Zusammenhang
zwischen Umweltfaktoren und Infektionskrankheiten angestellt. Er nahm
an, dass ”Krankheiten [...] den Menschen nicht wie ein Blitz aus heiterem
Himmel [überfallen], sondern [..] die Folgen fortgesetzter Fehler wider die
Natur [sind] (Hippokrates). Viele Jahrhunderte später, im Jahr 1848/49, setze
Dr. John Snow diesen Gedankengang erfolgreich um. Er erkannte aufgrund
einer Kartierung der Erkrankungsfälle, dass eine öffentliche Wasserpumpe
die Infektionsquelle für einen Cholera-Ausbruch im Londoner Bezirk Soho
war. Er ließ den verschmutzten Brunnen sperren und bekämpfte somit er-
folgreich eine fortschreitende Infizierung der Bewohner durch verseuchtes
Wasser (Snow, 1849).
Snow’s Kartierung der Cholera kannman alsWurzel des modernen Health
Mapping betrachten. Während für Snow’s Durchbruch eine Analyse auf ein
räumlich sehr begrenztes Gebiet (einen Stadtteil) ausreichend war, sind heu-
tige Public Health Probleme oftmals wesentlich komplexer und von größerer
geographischer Ausbreitung. Der weltweit verbreitete MRSA3-Erreger z. B.
ist ein Keim, der u. a. Wundinfektionen und Entzündungen der Atemwe-
ge hervorruft (Lode u. a., 2010) und mit jährlich 171.000 geschätzten Kran-
kenhausinfektionen (Benninger, 2011) eine erhebliche Herausforderung für
Public Health darstellt. Die Problematik besteht nicht nur in hohen Kosten
für das Gesundheitssystem z. B. durch Resistenz gegen bestimmte Antibio-
tika, sondern auch damit, dass in den letzten Jahren, neben einer Infektion
von Mensch zu Mensch, vermehrt Fälle registriert wurden, bei denen tieri-
sche Reservoire als Quelle identifiziert werden konnten (Köck u. a., 2011).
Die früher als nosokomiale Infektion4 eingestufte Erkrankung weitet sich
in der Allgemeinbevölkerung aus und muss nun zusätzlich den Zoonosen
2Frühsommer-Meningoenzephalitis
3Multi-resistenter Staphylococcus aureus
4Krankenhausinfektion
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zugeordnet werden (Benninger, 2011). Die Bedeutung der Zoonosen wächst,
aufgrund des Klimawandels, einer gestiegenen Mobilität sowie veränderter
Rahmenbedingungen der Nutztierzucht und -haltung, stetig (Krauss u. a.,
2004).
Gesundheitsexperten ist die Verbindung zwischen der Ausbreitung von
Infektionskrankheiten und demZustand der Umwelt und deren Veränderung
mittlerweile erheblich besser bekannt als zu Hippokrates oder Snow’s Zeiten.
Einen wesentlichen Beitrag zu diesem Fortschritt hat die Einführung der
Nutzung von GIS5 im Public Health Bereich geleistet. GIS erlaubt die Ver-
knüpfung von Attributinformation mit deren räumlicher Position, und stellt
damit ein ausgezeichnetes Werkzeug zur Erfassung, Bearbeitung und Darstel-
lung raumbezogener Daten dar (Jerrett u. a., 2010). Beispielsweise lassen sich
Daten über die räumliche Ausbreitung von Infektionskrankheiten sowie Infor-
mationen über Eigenschaften und Veränderungen in unserer Umwelt in GIS
effektiv kombinieren und überlagern, wodurch verborgene Zusammenhänge
zwischen einer Krankheitsausbreitung und Umweltveränderungen aufdeckt
werden können. Damit liefert GIS einen äußerst wichtigen Bestandteil zur
Bekämpfung von Infektionskrankheiten.
Aus gesundheitswissenschaftlicher und gesellschaftspolitischer Sicht ist die-
se Entwicklung von entscheidender Bedeutung, da sie einen wichtigen Schritt
zur Überwachung und Bekämpfung insbesondere neu auftretender Infekti-
onskrankheiten darstellt. Indikatorensets, die Aufschluss über die Umwelt
und ihren Wandel geben, können genutzt werden, um effektive Monitoring-
bzw. Surveillancesysteme aufbauen zu können. Dafür sind die Optimierung
der Parameteranzahl im Indikatorenset sowie die Evaluation geeigneter sta-
tistischer Methoden zur Analyse der Zusammenhänge von entscheidender
Bedeutung. Ein solches Indikatorenset wurde in dieser Arbeit für FSME
entwickelt und mit aus der Literatur bekannten Indikatorensets verglichen.
Zudem wurden in dieser Arbeit zwei statistische Methoden diskutiert und
zur Optimierung der Parameterzahl im Indikatorenset herangezogen.
Der Aufbau der vorliegenden Arbeit gliedert sich folgendermaßen: In Ka-
pitel 2 wird der gesundheitswissenschaftliche Kontext der Arbeit dargestellt,
indem verschiedene Ebenen des Themenkomplexes beleuchtet werden. Im
Vordergrund steht dabei die interdisziplinäre Darstellung desThemenkomple-
xes VBI mit den Schwerpunkten GIS, ökologische Einordnung, Monitoring-
5Geographisches Informationssystem
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systeme undPrävention. Anschließendwerden die Zielsetzung derArbeit und
die Forschungsfragen ausführlich beschrieben. Das darauf folgende Kapitel 3
wendet sich dem aktuellen Forschungsstand des Themas zu. Mit dem Fokus
auf den Kernthemen FSME und Ixodes ricinus werden neben einer Beschrei-
bung der Verbreitung, Epidemiologie, Systematik und Lebensweise sowie
der Vektorrolle, auch Umweltvariablen, die die Verbreitung von FSME bzw.
Ixodes ricinus beeinflussen, aufgeführt und erläutert. In Kapitel 4 wird die
Vorgehensweise zur Beschaffung der Daten, das verwendete Datenmaterial
sowie die statistischen Analysen detailliert beschrieben. Eine Diskussion und
Interpretation der Ergebnisse (Kapitel 5) im Kontext der Literatur findet in
Kapitel 6 statt. Darüber hinaus werden hier auch die Stärken und Schwächen
des verwendeten Datenmaterials und der angewendeten Methoden aufge-
führt. Eine Risikoabschätzung mit anschließenden Handlungsempfehlungen
aus gesundheitswissenschaftlicher Perspektive sowie ein Ausblick runden die
Arbeit ab.
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2.1 Public Health Relevanz
2.1.1 Infektionskrankheiten und ihre Bedeutung für den Menschen
Infektionskrankheiten sind durch Krankheitserreger hervorgerufene Erkran-
kungen. Die wichtigsten Krankheitserreger sind Bakterien, Viren, Pilze, Proto-
zoen und Prionen. Die Gefährlichkeit einer Infektionskrankheit ist abhängig
von der Virulenz des Erregers. Virulenz bezeichnet die Summe aller krank-
machenden Eigenschaften eines Krankheitserregers. Quantitativ stellt sie die
Zahl dar, die ausreicht, um 50 % der betroffenen Lebewesen zu töten (LD50)
(Krauss u. a., 2004).
DieMortalitätsstatistiken derWHO1 zeigen, dass Infektionskrankheiten für
ein Viertel aller Todesfälle verantwortlich sind (WHO, 2004b). Sie sind damit
insgesamt die weltweit häufigste Todesursache. Das gesundheitsgefährdende
Potential von Infektionskrankheiten wurde jedoch lange Zeit unterschätzt
(Kistemann u. Exner, 2000). Infektionen können nach einer akuten Erkran-
kung ausheilen, akut tödlich verlaufen, primär chronisch verlaufen oder nach
einer akuten Phase chronifizieren. Das erkrankte Individuum kann während
bestimmter Phasen dieses Prozesses oder dauerhaft infektiös sein (Trauter u.
Berger, 1993).
Die Einführung erster antibakteriell wirksamer Antibiotika und antivira-
ler Therapeutika sowie die Entwicklung von Impfstoffen verursachte nicht
nur rückläufige Erkrankungszahlen, sondern auch eine relative Sorglosigkeit
hinsichtlich des Bedrohungspotentials (Kurth, 2004). Förderlich für diese
regressive Entwicklung waren auch die Verbesserung der Lebensumstän-
de, unter anderem durch die zunehmende individuelle Hygiene sowie die
verstärkte Infektionssicherheit bei Bluttransfusionen (Kistemann u. Exner,
2000). Folglich sank die Aufmerksamkeit für Infektionskrankheiten und
die finanzielle Förderung der Infektionsforschung. Viele der Erreger, wie
die klassischen Seuchen Cholera, Pest oder Pocken, traten jedoch in den
1Weltgesundheitsorganisation
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letzten Jahrhunderten immer wieder auf. Verschiedene Faktoren, unter an-
derem das Bevölkerungswachstum und die Verstädterung mit Bildung der
„Megacities“, tragen zudem zum Auftreten neuer und zur Rückkehr alter In-
fektionskrankheiten bei (Kurth, 2004). Infektionskrankheiten stellen auch für
Industrienationen ein erhebliches Public Health-Problem dar, da Morbidität
und Mortalität negativ beeinflusst werden und sich daraus eine finanzielle
Belastung für das Gesundheitswesen ergibt (Kistemann u. Exner, 2000).
2.1.2 Globalisierung und Infektionskrankheiten
Es ist abzusehen, dass die gesamtgesellschaftlichen Probleme durch Infekti-
onskrankheiten, wie beispielsweise ihre verstärkte Ausbreitung und komplexe
Vorhersagbarkeit, durch den zunehmenden Reise- und Handelsverkehr im
Rahmen der EU-Erweiterung und der Globalisierung verstärkt werden und
potenziell von hoher gesundheitspolitischer Relevanz sind. Es kann angenom-
men werden, dass die lokale Gesundheit heute weitgehend mit weltweiten
Entwicklungen verknüpft ist, die die Gesundheit ebenso beeinflussen. Die
Förderung der globalen Gesundheit ist die Aufgabe eines neuen Teils des mo-
dernen Public Health-Ansatzes (Schwartz, 2003). Dieser neue Public Health-
Bereich wird als „Global Public Health“ bezeichnet und ist die gemeinsame
Anstrengung derWeltwirtschaft, durch systematisches, auf die gesamte Bevöl-
kerung und ihre Untergruppen gerichtetes Vorgehen die weltweite, durch die
Liberalisierung undGlobalisierung derWeltwirtschaft geförderte Verbreitung
gesundheitswidriger Faktoren zu verhindern und Gesundheit zu fördern (Par-
ker u. Sommer, 2011). Es sollte Aufgabe dieses neuen Teilbereiches sein, die
globale Verknüpfung der lokalen Gesundheitsprobleme zu erkennen, z. B. die
vermehrte Ausbreitung von Infektionskrankheiten aufgrund des steigenden
Reise- und Handelsverkehr im Zuge der Globalisierung (Schwartz, 2003).
Die zunehmende Globalisierung hat in den letzten Jahrzehnten das ökolo-
gische Gleichgewicht verändert und die Biodiversität eingeschränkt. Neue
Parasiten wurden eingeschleppt oder einheimische Erreger bzw. Überträger
fanden aufgrund veränderter Umweltbedingungen verbesserte Ausbreitungs-
möglichkeiten, so dass sie jetzt ein Gefahrenpotential besitzen (Lucius, 2003).
Eine Gesundheitsgefährdung durch die Störung des ökologischen Gleich-
gewichts kann ein weltweites Problem darstellen, mit dem sich Public Health
beschäftigt. Es gehört zu den Public Health-Aufgaben, sich im Sinne der
Prävention für wirksame Umweltschutzmaßnahmen einzusetzen und sich
23
2 Hintergrund und Ziele
gleichzeitig auf den Umgang mit einer klimabedingt veränderten Krankheits-
situation vorzubereiten (Turnock, 2007).
In Zukunft muss mit neuartigen Infektionskrankheiten gerechnet werden.
Eine Ausbreitung bekannter Erreger, auch auf noch nicht betroffene Länder,
ist zu erwarten. Folgerichtig empfiehlen Kurth (2003) und Eisen u. Eisen
(2011) Instrumente zur Vorhersage und Bekämpfung von Epidemien zu ent-
wickeln.
2.1.3 Zur Relevanz des Verständnisses ökologischer Zusammenhänge
für die Gesundheitswissenschaften
Unter den Infektionskrankheiten des Menschen spielen besonders zoonoti-
sche Infektionen eine Rolle, über die Hälfte der meldepflichtigen Infektions-
krankheiten sind Zoonosen (IfSG, 2000). Dem RKI2 zufolge sind beispiels-
weise in Deutschland im Jahr 2008 452 Personen an Meningitis erkrankt,
44 davon sind krankheitsbedingt gestorben (RKI, 2009). Weltweit erlagen
340000 Menschen nach demWorld-Health-Report „The global burden of di-
sease: 2004 update“ der Meningitis (WHO, 2004b). Eine Abfrage der Online-
Datenbank WONDER3 des CDC4 hat, bezüglich der Mortalität in den USA
ergeben, dass zwar im Jahr 2003 bei 12 Personen „the Arthropod-borne viral
encephalitis“ als Todesursache diagnostiziert wurde, bis 2009 kam diese To-
desursache jedoch immer seltener vor. Dennoch zeigen diese Zahlen, dass die
Problematik zoonotischer Erkrankungen eine hohe Bevölkerungsrelevanz
aufweist. Möglicherweise sind größere Bevölkerungsgruppen von Zoonosen
betroffen, so dass hier ein starkes Erkenntnisinteresse seitens Public Health
vorliegt.
Zoonosen sind durch ein Tierreservoir und bestimmte Übertragungsmodi
charakterisierte Infektionskrankheiten, die auf natürlichemWege vom Tier
(Vertebraten) auf den Menschen übertragen werden können (Alpers u. a.,
2004). Die Zoonoseerreger umfassen Bakterien, Viren, Parasiten, Pilze oder
andere biologische Einheiten (z. B. Prionen). Unter Reservoir werden Tiere
verstanden, bei denen der Erreger unter natürlichen Bedingungen vorkommt
und sich vermehrt. Je nach Erreger können die Tiere ebenfalls erkranken
oder asymptomatisch infiziert sein (Hartung, 2004). Die Erreger können
2Robert Koch-Institut
3Wide-ranging Online Data for Epidemiologic Research
4Centers for Disease Control and Prevention, USA
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entweder auf direktem Weg vom Tier auf den Menschen übertragen wer-
den (orale Aufnahme, Inhalation, Haut- oder Schleimhautkontakt, Tierbiss)
oder indirekt über Tierprodukte (vor allem Lebensmittel) und Arthropoden
(u. a. Stechmücken, Zecken, Läuse). Dieser Übertragungsweg von Mensch zu
Tier und andersherum wird „heterogene Infektionskette“ genannt (Hartung,
2004). „Homogene Infektionsketten“ stellen die Übertragung von Mensch
zu Mensch dar. Es wird zwischen der Übertragung durch unbelebte Trä-
ger (engl. vehicle-borne), durch Stäube oder Aerosole (engl. air-borne) und
durch Vektoren (engl. vector-borne) unterschieden (Vogt u. Klein, 2005).
Die Gefahr der Einwanderung neuer pathogener Vektorarten (z. B. Culex
pipiens, Anopheles sp.) steigt in Europa und Deutschland im Zuge der Kli-
maveränderung (Koslowski u. a., 2004) und damit die Gefahr des Anstiegs
korrespondierender Erkrankungen.
Neben der Häufigkeit der Erkrankungsfälle und ihrer möglicherweise ho-
hen Letalität stellt vor allem die Überschreitung der Artengrenze von Erre-
gern, die bisher ausschließlich oder überwiegend auf Tiere begrenzt waren,
zumMenschen eine potentielle Gefährdung dar. Diese Gefahr muss durch
präventive Maßnahmen abgewandt werden. Koslowski u. a. (2004) warnen
beispielsweise vor der Gefahr des möglichen Ausbruchs des Blue-Tongue-
Virus (Erreger einer Tierseuche) beim Menschen, da sich nicht nur die kli-
matischen Bedingungen in Deutschland entsprechend entwickeln, sondern
auch die Vektorarten (Culicoides spp.) weiter nach Norden vorstoßen und die
deutschen Culicoides-Arten eine zunehmende Vektor-Kompetenz aufweisen.
Auch das Bundesministerium für Ernährung, Landwirtschaft und Verbrau-
cherschutz belegt, dass sich der Blue-Tongue-Virus über die warmen Länder
südlich des 44. Breitengrades hinaus bis hin nach Skandinavien ausbreitet
(Müller u. Sauerwein, 2010).
Einige Erreger sind resistent gegenüber Umwelteinflüssen und können
daher außerhalb eines Wirts in unbelebten Trägern infektiös bleiben. Durch
Staub oder Aerosole können sie von dem neuen Wirt aufgenommen werden.
Die vektorielle Übertragung erfolgt durch Arthropoden (Insekten und Spin-
nentiere) (Vogt u. Klein, 2005). Bei diesen so genannten VBI vermehrt sich
der Erreger üblicherweise im Vektor. Beispiele für VBI sind Lyme-Borreliose
und FSME.
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2.1.4 Ökologische Besonderheiten von FSME und ihre Public Health
Relevanz
FSME ist die bedeutendste virale Infektion des Zentralnervensystems, die
bei Ausbruch nur symptomatisch behandelt werden kann, da es keine spezifi-
schen Behandlungsmöglichkeiten gibt (Krauss u. a., 2004). Außerdem wird
das Risiko an FSME zu erkranken leicht unterschätzt, da fiebrige Erkrankun-
gen und Meningitis oftmals nicht mit einer Infektion durch das FSME-Virus
in Zusammenhang gebracht werden (Bröker u. Gniel, 2003a).
FSME wird in Europa hauptsächlich durch die Zecke Ixodes ricinus über-
tragen (Trenkner u. Komorek, 2002). Der FSME-Erreger weist ein sehr breites
Wirtsspektrum auf (z. B. Mäuse, Vögel, Eidechsen, Reh- und Rotwild, Füchse,
Kaninchen sowie Haustiere wie Rinder, Schafe, Hunde und Katzen), wobei
Mäuse wahrscheinlich das wesentliche Erregerreservoir darstellen (Gray,
2002). Eine weitere Besonderheit stellt die Poikilothermie von Ixodes rici-
nus dar. Ixodes ricinus kann die Körpertemperatur nicht konstant halten
und reguliert durch einen Aufenthaltswechsel die Körpertemperatur. Seine
Stechaktivität beschränkt sich auf Perioden, in denen die wöchentliche Durch-
schnittstemperatur zwischen 7 °Cund 15 °C liegt (Krauss u. a., 2004). Folglich
kann angenommen werden, dass FSME erheblich auf Umweltveränderungen
reagiert (Ebert u. Fleischer, 2005).
Eine Studie von Randolph (2001) trifft die Vorhersage, dass sich der Fokus
von FSME in Folge der Klimaveränderungen im Jahre 2050 nach Finnland
verschoben hat und ein Rückgang in Ungarn, Kroatien und Slowenien zu
erwarten ist. Folglich weißt FSME eine Ausbreitungstendenz nach Norden
auf. In Schweden z. B. konnte in den letzten Jahren ein Anstieg der FSME-
Zahlen verzeichnet werden. Zwar schwanken die Fallzahlen von Jahr zu Jahr
aufgrund der sehr trockenen Sommer in den Jahren 2009 und 2010 etwas
(2007: 182 Fälle, 2008: 224 Fälle, 2009: 210 Fälle, 2010: 174 Fälle). Dennoch
kommen in Schweden Jahr für Jahr immermehr Landkreisen hinzu, in denen
FSME-Fälle registriert werden (Smittskyddsinstitutet, 2011).
Langfristig gesehen steigt nach Ebert u. Fleischer (2005) die Wahrschein-
lichkeit, dass Klimaeinflüsse von anderen Variablen, wie Bevölkerungsdichte,
Urbanisierung, Landnutzung und Mobilität des Vektors und der Wirte über-
lagert werden. Es wird zum Beispiel angenommen, dass eine Veränderung in
der FSME-Ausbreitung auch mit der Veränderung des Freizeitverhaltens der
Bevölkerung zusammenhängen könnte (Randolph, 2001). Die Bevölkerung
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dringt vor allem in ihrer Freizeit verstärkt in den Lebensraum der Vektoren,
beispielsweise Ixodes ricinus, ein, so dass sich die Wahrscheinlichkeit erhöht,
dass die Bevölkerung mit infizierten Vektoren in Kontakt kommt (Randolph,
2001). Diese Entwicklung ist auch eine Folge des Bevölkerungswachstums.
Auch der stetig zunehmende Reiseverkehr innerhalb und außerhalb Eu-
ropas kann die Verbreitung von neuen VBI zusätzlich erleichtern (Odolini
u. a., 2012). Zum Beispiel können heimische Zeckenarten, wie Ixodes rici-
nusmit neuen human-pathogenen Erregern infiziert werden (Stanek, 2005)
und der Import neuer Vektorarten durch z. B. (Haus-)Tiertransporte oder
Zugvögel ist möglich (WHO, 2004a). Außerdem wäre es möglich, dass die
Verschleppung neuer Pflanzen- und Tierarten (Neobiota, „Bioinvasionen“)
die herkömmliche Ausbreitungsmechanismen einheimischer VBI verändert.
Beispielsweise können neue Arten ein etabliertes Räuber-Beute-Verhältnis
stören und damit die Ausbreitung eines endemischen pathogenen Wirtes för-
dern (Pimentel, 2002). Umweltbedingungen sind in der Lage das Fress-, Jagd-
oder Brutverhalten der Wirte bzw. Zwischenwirte zu ändern. Entsprechend
können auch Biodiversitätsveränderungen die Verbreitung der VBI positiv
sowie negativ beeinflussen (Chivian u. a., 2003).
Es ist daher von besonderer Bedeutung, neben Klimaveränderungen auch
die anthropogenen Einflüsse, die auf die ökologischen vektorsteuernden
Faktoren (z. B. Änderungen der Erregerpopulation, Einschleppen von neuen
Erregern bzw. Vektoren) einwirken, mit einzubeziehen.
Durch die komplexen Wechselbeziehungen der Überträger und Wirte mit
sich verändernden Umweltbedingungen ist das gegenwärtige Wissen bezüg-
lich der Risikofaktoren und Vehikel der pathogenen Erreger im Rahmen
von Ausbrüchen, noch lückenhaft. Es liegen zwar umfangreiche epidemio-
logische Daten zur Verbreitung von FSME vor und auch die Datenlage aus
ökologischer Sicht ist ausreichend. Ein umfassendes Bild von ökosystemaren
Zusammenhängen und Gesundheit bzw. dem Auftreten von FSME konnte
bislang nur selten hergestellt werden, da die ökologischen und medizinisch-
epidemiologischen Datensätze weitestgehend getrennt erfasst und analysiert
wurden.
Mit dem neuen IfSG5 erfolgte eine Neustrukturierung und ein Ausbau
der Infektionsepidemiologie. Diese ermöglicht deutlich präzisere Erhebungs-
merkmale, so z. B. Informationen über mögliche Infektionsquellen, in sehr
5Infektionsschutzgesetz
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viel differenzierterer Form als dies zuvor möglich war. Das RKI bündelt, doku-
mentiert und veröffentlicht in Deutschland, als oberste Gesundheitsbehörde
des Bundes, Informationen zur infektiologischen Situation, gibt Empfehlun-
gen und erarbeitet Strategien zur Seuchenbekämpfung.
Durch die zentrale Koordinierung vonDatenerhebung, Analyse und Bewer-
tung übertragbarer Krankheiten (und Zoonosen) des RKI kann der Aufbau
eines infektionsepidemiologischen Informationsnetzes auf Bundesebene erst-
mals erreicht werden. Seit Einführung des IfSG im Jahr 2001 zählt FSME zu
den meldepflichtigen Krankheiten. Es werden seitdem alle Erregernachweise
u. a. von Laboratorien und Ärzten beim RKI in einer umfassenden Karte
„FSME-Risikogebiete in Deutschland“ zusammengeführt, so dass regionale
sowie überregionale Häufungen identifizierbar sind (Alpers u. a., 2004).
Nach diesen detaillierten, flächendeckenden Zahlen über die Erkrankungs-
häufigkeit wurden nach der Referenzdefinition des RKI6 im Jahr 2010 insge-
samt 260 FSME-Erkrankungen übermittelt. Gegenüber dem Jahr 2009 (313
FSME-Erkrankungen) entsprach dies einer Abnahme um 17%. Die jährlich
übermittelte Zahl der FSME-Fälle lag in den Jahren 2001 bis 2010 auf rela-
tiv stabilem Niveau zwischen 239 und 313 FSME-Fällen. Nur die Jahre 2005
und 2006, in denen mit 432 bzw. 546 Fällen ein starker Anstieg verzeichnet
wurde, bildeten eine Ausnahme. Die Ergebnisse der Datenauswertung des
Zeitraumes 2002 - 2010 belegen zusätzlich die Existenz größerer, weitgehend
zusammenhängender FSME-Naturherde im südlichen Teil Deutschlands
(RKI, 2011). In den FSME-Endemiegebieten Deutschlands sind 1% - 5% der
Zecken mit dem Virus infiziert (RKI, 2005b). In Europa finden sich FSME-
Endemiegebiete verstärkt in Russland, der Tschechischen Republik, Lettland,
Estland und Litauen. Außerdem ist eine Ausdehnung von FSME besonders
in Kroatien, Schweden, Finnland und der Slowakischen Republik zu beob-
achten (RKI, 2005b). Länderübergreifende Erkrankungszahlen von FSME
und anderen VBI werden vomWHO Regional Office Europe, Department
for Communicable Diseases, gesammelt und stellen einen weiteren umfang-
reichen Datenpool dar. Für Europa und Deutschland besonders relevant ist
6Ein Kreis wird als FSME-Risikogebiet definiert, wenn die Anzahl der übermittelten FSME-
Erkrankungen inmindestens einem der Zeiträume 2002 – 2006, 2003 – 2007, 2004 – 2008,
2005 – 2009 oder 2006 – 2010 im Kreis ODER in der Kreisregion (bestehend aus dem
betreffenden Kreis plus allen angrenzenden Kreisen) signifikant (p < 0,05) höher liegt
als die bei einer Inzidenz von 1 Erkrankung/100.000 Einwohner erwartete Fallzahl.(RKI,
2011)
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eine genauere Erfassung von Lyme-Borreliose und FSME.
Eine einheitliche, verpflichtende Erfassung der ökologisch relevantenDaten
für FSME liegt nicht vor. Dennoch betont das RKI, dass durch die Stagnie-
rung der Krankheitszahlen in Einheit mit der zunehmenden Impfrate in der
Bevölkerung eine Evaluation anderer Indikatoren notwendig ist, um eine bes-
sere Risikoeinschätzung vornehmen zu können (RKI, 2011). Viele ökologische
Daten werden mit Hilfe von Satelliten durch passive oder aktive Fernerkun-
dung gesammelt (Hay u. Lennon, 1999). Daten über die Habitatstruktur, der
Vektoren wie Pflanzenwuchs und -dichte, Bodenbeschaffenheit, Temperatur,
Niederschläge, Feuchtigkeit undHöhenlage, können so bestimmtwerden und
sollen zur Angabe der Vektordichte herangezogen werden. Für Deutschland
werden diese Daten u. a. von LANDSAT7 erhoben und in Archiven der Satel-
litenbetreiber bzw. in den zugehörigen Prozessierungszentren gespeichert.
Ein Zugriff auf diese Daten wird durch die Fernerkundungsdatenbibliothek
über die Internet-basierte Nutzerschnittstelle „EOWEB8“ sowie speziell für
Atmosphärendaten über das Weltdatenzentrum ermöglicht.
2.1.5 Einführung geographischer Informationssysteme als Gewinn für
den umweltbezogenen Gesundheitsschutz
Voraussetzung, um gezielte Präventionsmaßnahmen zum Schutz vor einer
weiteren Ausbreitung von FSME etablieren zu können, ist es, die zentralen an-
thropogenen, biologischen und ökologischen Faktoren, die die Ausbreitungs-
mechanismen bestimmen, zu kennen. Korrelationen zwischen verschiedenen
Umweltfaktoren und der Ausbreitung der Krankheitserreger können mit
einem GIS mittels unterschiedlicher statistischer Verfahren ermittelt werden.
Mit ArcView 9.3 der Firma ESRI besteht seit 2009 z. B. die Möglichkeit eine
GWR9 und eine OLS10 durchzuführen (Kapitel 4). Darüber hinaus können
dann diese Ergebnisse visualisiert werden, so dass Veränderungen der einfluss-
gebendenUmweltfaktoren sichtbar werden.Mögliche räumliche und zeitliche
Trends können beobachtet und darauf aufbauend Präventionsmaßnahmen
zielgruppenspezifisch geplant werden.
Die Wichtigkeit des Verständnisses der ökologischen Zusammenhänge
7Land-use Satellite
8Earth Observation on the WEB
9Geographisch gewichtete Regression
10Methode der kleinsten Quadrate
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im Hinblick auf die Ausbreitung von Infektionskrankheiten wurde bereits
am Beispiel der Tierseuche des Blue-Tongue-Virus in der Untersuchung von
Koslowski u. a. (2004) verdeutlicht. Es handelt sich hier ebenfalls um eine
Krankheit, die durch einen Arthropoden, in diesem Fall Culicoides über-
tragen wird und somit auch durch viele Umwelteinflüsse beeinflussbar ist.
Folglich kann die hier angewandteMethodik der Zusammenführung von öko-
logischen, klimatischen, geografischen und medizinisch-epidemiologischen
Daten auch für eine Risikoeinschätzung von Human-VBI anwendbar sein.
Die Verknüpfung von ökologischen Daten mit epidemiologischen Daten
mittels GIS ist eine sich in ständiger Entwicklung befindliche Methode. Im
Laufe der letzten Jahre konnte diesesWerkzeug dank ständigerWeiterentwick-
lung mehr und mehr dazu herangezogen werden, die Ausbreitung von ver-
schiedenen Infektionskrankheiten zu erklären (Kassem u. a., 2012; Koslowski
u. a., 2004; Lindgren u. Gustafson, 2001; Randolph u. Rogers, 2000; Rochlin
u. a., 2011; da Silva u. a., 2011; Trotz-Williams u. Trees, 2003).
In Bezug auf den umweltbezogenenGesundheitsschutz liegt hier eine große
Chance für eine umfassendere Risikoabschätzung von Zoonosen, eine klein-
räumigere Identifikation potentieller Gefahrengebiete und für bevölkerungs-
bezogene Präventionsmaßnahmen. Die Notwendigkeit zur Integration der
Daten aus unterschiedlichsten Untersuchungsbereichen und die Entwick-
lung von Präventions- und Warnsystemen gegen VBI wurde bereits 2000 im
Workshop 3 des ENRICH11 in Barcelona erkannt (Maier, 2001). Aber auch
10 Jahre später besteht nach wie vor der Bedarf nach Datenintegration und
Warnsystementwicklung im Bereich von VBI.
2.2 Die Bekämpfung von Infektionskrankheiten als
interdisziplinäre Herausforderung
Die Kenntnis der Beeinflussung der Ausbreitungsmechanismen von VBI
durch zentrale anthropogene, biologische und ökologische Faktoren ist für
Public Health besonders wichtig. Viele Fragen können zwar durch experi-
mentell medizinische, parasitologische und ökologische Forschungsansätze
beantwortet werden, doch kann die Aufklärung der komplexen Ausbreitungs-
mechanismen nur durch einen interdisziplinären gesundheitswissenschaftli-
chen Ansatz umgesetzt werden.
11European Network for Research in Global Change
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Bislang wurde die Ausbreitung von Infektionskrankheiten vor allem aus
infektionsepidemiologischer Sicht betrachtet. Aufgabe der Infektionsepide-
miologie ist es unter anderem Risikofaktoren zu identifizieren und, darauf
aufbauend, Monitoring und Infektionssurveillance zu modernisieren (Roth-
man u. a., 2008). Risikofaktoren im Sinne der Infektionsepidemiologie sind
Merkmale einer Person, die zu einem erhöhten Infektionsrisiko führen (Krä-
mer u. Reintjes, 2003). Es ist jedoch ebenfalls notwendig, die Risikofaktoren
zu ermitteln, die nur indirekt für die Ausbreitung einer Infektionskrankheit
verantwortlich sind, wie z. B. Globalisierung und Klimawandel. Dieser neue
Blickwinkel hinsichtlich der Infektionskrankheiten lässt sich dem Public
Health-Bereich „Umwelt und Gesundheit“ zuordnen.
Das Themengebiet „Umwelt und Gesundheit“ stellt ein eigenständiges
Handlungsfeld von Public Health dar. In der klassischen Definition dieses An-
wendungsfeldes geht es um die Exposition der Menschen an ihremWohnort
oder in der Freizeit gegenüber physikalischen, chemischen und biologischen
Belastungen der Umweltmedien Boden, Wasser und Luft. Es wird versucht
einen direkten Zusammenhang zwischen Umweltveränderungen und so ge-
nannten „umweltassoziierten Gesundheitsbeeinträchtigungen“ herzustellen
(Kolip, 2002). Eine zusätzliche Berücksichtigung von indirekten Zusammen-
hängen zwischen Umweltveränderungen und z. B. VBI sollte angestrebt wer-
den. Die Umweltmedizin (einschließlich der Umwelt-Epidemiologie und
-toxikolgie), und der umweltbezogene Gesundheitsschutz sind ausgewählte
Teilbereiche des Themengebietes „Umwelt und Gesundheit“.
Die Umwelt-Epidemiologie wird als Basiswissenschaft der Umweltmedizin
bezeichnet und beschäftigt sich mit der Wirkung von Umwelteinflüssen auf
die Gesundheit menschlicher Populationen unter Zuhilfenahme von deskrip-
tiven und analytischen Methoden (Wichmann u. Kreienbrock, 2002). Für
die Umweltmedizin relevante Erkenntnisse kann die Umwelt-Epidemiologie
nicht nur aus gezielten Einzelstudien erlangen, sondern auch aus epidemio-
logischer Surveillance. Diese haben zum Ziel, den Umfang eines Gesund-
heitsproblems zu dokumentieren, Cluster zu entdecken, Risikopopulationen
z. B. hinsichtlich Umweltfaktoren zu charakterisieren, Hypothesen über Ri-
sikofaktoren zu generieren und ggf. implementierte Schutzmaßnahmen zu
evaluieren (Waller, 1996). Für die Fragestellung, ob es Korrelationen zwischen
Umweltfaktoren und Vektoren- sowie Infektionsausbreitung gibt, muss die
Perspektive der klassischen Umweltepidemiologie ausgeweitet werden. Es
sollten nicht nur die Umweltmedien Boden, Wasser und Luft als umwelt-
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beeinflussenden Überträger von Schadstoffen bzw. Krankheiten betrachtet
werden, sondern auch Organismen, die ebenfalls auf Umweltveränderungen
reagieren und Krankheiten übertragen können. Die durch Umwelteinflüsse
modifizierten und ggf. schadstoffbelasteten Umweltmedien können nicht nur
direkt Krankheiten verursachen, sondern auch Krankheitsüberträger wie z. B.
Arthropoden beeinflusst werden. Beispielweise sind die gesundheitlichen
Folgen, die durch globale Klimaveränderungen entstehen schwer abzuschät-
zen, da sie durch eine Vielzahl von Mechanismen ausgelöst und beeinflusst
werden (Kolip, 2002).
Der Umweltbezogene Gesundheitsschutz ist ein Teilbereich des Arbeits-
feldes „Umwelt und Gesundheit“ und liegt somit im Grenzgebiet zwischen
Gesundheits- und Umweltschutz (Fehr u. a., 2005). Komplexe Themen in
diesem Bereich können nur durch eine übergreifende Betrachtung der ver-
schiedenen direkten und indirekten gesundheitsbeeinflussenden Umwelt-
faktoren bearbeitet werden. Die Hauptziele des Umweltbezogene Gesund-
heitsschutz bestehen in der Registrierung und Behebung von vorhandenen
Gesundheitsschäden, in der Bekämpfung aktueller und Vermeidung bevor-
stehender umweltbedingter Gesundheitsgefährdungen sowie in der Förde-
rung der Gesundheit aus ökologischer Sicht (Hurrelmann u. Razum, 2012).
Die vorliegende Dissertation kann zur Unterstützung einiger dieser Ziele
beitragen, indem z. B. die Minimierung der Gesundheitsgefährdung, durch
frühzeitige Identifizierung möglicher Risikogebiete, unterstützt wird. Dar-
über hinaus können entsprechende, verhältnispräventive Maßnahmen, wie
z. B. Impfempfehlungen für Risikogebiete, eingeleitet werden. Zudem ermög-
licht eine Analyse der Umweltfaktoren möglicherweise Vorhersagen neuer
VBI-Ausbrüche in Verbindung mit Umweltveränderungen, so dass frühzeitig
Interventionsmaßnahmen vorbereitet werden können.
Nur durch die Verknüpfung der verschiedenen Arbeitsbereiche ist es mög-
lich, Korrelationen zwischen Umweltfaktoren und Vektoren- sowie Infekti-
onsausbreitung identifizieren zu können und so einen entscheidenden Beitrag
zur Bekämpfung von Infektionskrankheiten leisten zu können.
Eine interdisziplinäre Zusammenarbeit von Medizinern, Epidemiologen
und Biologen ist aber auch für die Erarbeitung gezielter Präventionsmaß-
nahmen notwendig (Alpers u. a., 2004). In Anbetracht der in Kapitel 3.3.1
erwähnten Klimaveränderungen sollte diese Liste um Klimatologen erweitert
werden.
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2.3 Minderung biogener, umweltbedingter Gesundheitsrisiken
durch Präventionsmaßnahmen
Prävention ist wieGesundheitsförderung eine Formder „Intervention“ (Kirch,
2005). In beiden Fällen handelt es sich um das Eingreifen von öffentlichen
und/oder professionell autorisierten Institutionen zur Beeinflussung sich
abzeichnender Entwicklungen von Morbidität und Mortalität bei Einzelnen
bzw. ganzen Bevölkerungsgruppen (Hurrelmann u. a., 2004).
Die Gesundheitsförderung wird durch die Verbesserung von individuellen
Fähigkeiten der Lebensbewältigung und der Förderung der ökonomischen,
kulturellen, sozialen, bildungsmäßigen und hygienischen Bedingungen der
Lebensgestaltung von Bevölkerungsgruppen gekennzeichnet (Naidoo, 2003).
Dabei ist die Kenntnis salutogenetischer Dynamiken Voraussetzung (Hurrel-
mann u. a., 2004).
Bei der Prävention besteht die Intervention aus der Verhinderung und
Abwendung von Ausgangsbedingungen und Risiken von Krankheit. Es geht
dabei z. B. um die Verhütung von Unfällen, die Reduzierung der Umweltver-
schmutzung bzw. -zerstörung und die Verbesserung der Infektionskontrol-
le (Waller, 1996) durch verhaltens- und verhältnispräventive Maßnahmen.
Die Verhaltensprävention versucht, den individuellen Gesundheitszustand
oder das individuelle Gesundheitsverhalten zu beeinflussen (Hurrelmann
u. a., 2004). Im Bereich der Infektionskrankheiten bedeutet das, Personen
zu motivieren medizinisch-technologische Interventionen, wie Impfungen,
in Anspruch zu nehmen (Weitkunat u. Schlipköter, 2004). Außerdem kann
die Erkrankungswahrscheinlichkeit von z. B. FSME gesenkt werden, indem
die Bevölkerung über die möglichen Maßnahmen, wie das Tragen der richti-
gen Kleidung zur Abwehr der Zecken oder regelmäßiges Untersuchen des
Körpers nach Zecken aufgeklärt wird (Krauss u. a., 2004). Wie die aktuel-
len Erkrankungszahlen der FSME (siehe Kapitel 3.1.2) zeigen, sollten diese
verhaltenspräventiven Maßnahmen optimiert und weiterentwickelt werden.
Schutzimpfungen als präventivmedizinische Maßnahmen tragen einen
wesentlichen Beitrag zur Krankheitsverhütung bei. Da es Aufgrund der epide-
miologischen Situation in Deutschland keine Impfpflicht gibt, empfiehlt die
„Ständige Impfkommission“ bestimmte Impfungen (RKI, 2005a). Unter ande-
rem wird für einige Bundesländer eine Impfempfehlung für FSME herausge-
geben (RKI, 2012). Da der Erfolg dieser verhaltens- und verhältnispräventiven
Maßnahmen von der Beteiligung der Bevölkerung an Impfungen abhängig
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ist, sollten zusätzliche präventive Maßnahmen gegen Infektionskrankheiten
und im besonderen VBI entwickelt werden, wie z. B. die Entwicklung eines
Monitoring-Systems.
Verhältnisprävention hat zum Ziel, die ökologischen, sozialen, ökonomi-
schen und kulturellen Umweltbedingungen zu ändern, um einen direkten
Einfluss auf die Entstehung und Entwicklung von Krankheiten nehmen zu
können (Laaser u. a., 1993). Im Bereich der Durchsetzung von Gesundheits-
schutzmaßnahmen agiert die Verhältnisprävention u. a. mit der Verabschie-
dung von Gesetzen. Hinsichtlich der Problematik durch Infektionskrankhei-
ten wurde 2001 das Bundesseuchengesetz zur Verhütung und Bekämpfung
übertragbarer Krankheiten beimMenschen von 1979 durch das IfSG abgelöst.
Einen hohen Stellwert haben verhältnisbezogene Maßnahmen der Präven-
tion in den „Einzelzielen für Gesundheit“ der WHO (WHO, 1999). Neben
der multisektoralen Zusammenarbeit im Umweltschutz und der Entwicklung
von Verfahren zur Überwachung, Abschätzung und Bekämpfung von Um-
weltgefahren spielen auch die Verbesserung des Arbeitsschutzes gegenüber
berufsbedingten Gesundheitsgefahren eine wichtige Rolle. Nach dem Unfall-
verhütungsbericht der Bundesregierung wurden erstmals 1989 Berufskrank-
heiten, die durch biologische Einwirkungen oder durch Viren, Bakterien und
Parasiten verursacht wurden, als entschädigungswürdig eingestuft. Es ist da-
von auszugehen, dass vor allem die Berufsgruppen der Förster, Waldarbeiter,
Freileitungsmonteure, Grenz- und Festungswachtkorps, Erzieherinnen in
Waldkindergärten, Jäger und Soldaten von FSME betroffen sind (Gutzwiller
u. Jeanneret, 1999).
Die Realisierung verhältnispräventiver Maßnahmen erfolgte in den ver-
gangenen Jahrzehnten in drei Phasen. Zunächst wurden Maßnahmen der
Verhältnisprävention in den Kommunen realisiert, beispielsweise die Lebens-
mittelüberwachung. In der zweiten Phase stand der gesundheitliche Arbeits-
schutz im Vordergrund. Die dritte aktuelle Phase beschäftigt sich mit der
Entwicklung und Etablierung von Maßnahmen des gesundheitlichen Um-
weltschutzes (Schwartz, 2003). Bereits 1986 wurde die „Europäische Charta
Umwelt und Gesundheit“ von den für Umwelt und Gesundheit verantwort-
lichen Ministern der WHO-Regionen verabschiedet (WHO, 1986). Diese
Allianz zwischen Umweltschutz und Gesundheitsschutz enthält u. a. das stra-
tegische Element der Minderung von umweltbedingten Gesundheitsrisiken
durch die Einführung von Kontrollmaßnahmen und anderen Instrumenten.
Angesichts der weltweiten Verbreitung von Infektionskrankheiten stellt die
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Prävention und Kontrolle übertragbarer Krankheiten ein wichtiges Ziel der
Gesundheitsbehörden dar (Eisen u. Eisen, 2011; WHO, 2004a).
2.4 Monitoring- und Surveillance-Systeme als Instrumente der
Gesundheitspolitik
Im Bereich der Gesundheitspolitik sind Informationen über umweltbeein-
flusste Gesundheitsrisiken für die Bewertung und Ableitung eines politischen
Handlungsbedarfs von grundlegender Bedeutung. Hier spielen die GBE12
und Monitoring- und Surveillance-Systeme entscheidende Rollen.
Die GBE spiegelt das Gesundheitswesen in Deutschland und den Gesund-
heitszustand der Bevölkerung wieder. Durch die wissenschaftliche Analyse
von Daten (z. B. Erkrankungszahlen) und abgeleiteten Größen (z. B. Inzi-
denzraten) können Berichte erstellt werden, die neue Informationen über
spezifische Gesundheitsrisiken als Grundlage zur politischen Entscheidungs-
findung liefern können (Schwartz, 2003).
Solche, auf Basis wissenschaftlicher Untersuchungen, im Rahmen der
uGBE13 erstellten Berichte, dienen der präventiv ausgerichteten Gesundheits-
politik als Werkzeug (Hurrelmann u. Razum, 2012). Die uGBE stützt sich
auf vorhandene Elemente sowohl der Umweltberichterstattung als auch der
Gesundheitsberichterstattung und behandelt im weiteren Sinne Umweltthe-
men in der Gesundheitsberichterstattung bzw. Gesundheitsthemen in der
Umweltberichterstattung. Im engeren Sinne ist die uGBE aber ein eigener
Ansatz an der Nahtstelle von Umwelt- und Gesundheitsthemen (Hurrelmann
u. Razum, 2012).
Die Funktion der uGBE besteht, nicht nur in der Erfassung von medizi-
nischen und umweltbasierten Daten und deren statistischer Aufarbeitung,
sondern zusätzlich in der Erstellung von interpretierenden Berichten und
Prognosen (Hurrelmann u. Razum, 2012). Darüber hinaus können auf Basis
der uGBE Präventionsmaßnahmen mit verhaltens- und verhältnisbezoge-
nen Komponenten entwickelt und Kontroversen, insbesondere zur Über-
bzw. Unterbewertung von umweltbeeinflussten Gesundheitsrisiken, reduziert
werden (Meyer, 2000). Die Verzahnung der Gesundheits- und Umweltbe-
richterstattung im Rahmen der uGBE unterstützt die Gesundheitspolitik
12Gesundheitsberichterstattung
13Umweltbezogene Gesundheitsberichtserstattung
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durch Sammlung der notwendigen Kenntnisse über direkte oder indirekte
Einwirkungen von Umweltbelastungen auf die menschliche Gesundheit.
Initiiert durch die uGBE, kann durch eine verbesserte Vernetzung unter-
schiedlicher Ressorts (Umwelt, Gesundheit, Forschung usw.) der nationale
und internationale Informationsaustausch auf allen administrativen Ebe-
nen optimiert werden (Meyer, 2000). Um neu erstellte oder erschlossene
Datensätze zu nutzten kann GIS, durch die Möglichkeit der Verknüpfung
von Umweltdatensystemen und Gesundheitsdatensystemen, ein geeignetes
Werkzeug darstellen (Meyer, 2000).
GIS stellt auch bei Monitoring- und Surveillance-Systemen ein wichtiges
Werkzeug dar (Kapitel 3.5.3). Eine Surveillance liefert eine wesentliche Basis
zur Lagebeurteilung des Infektionsgeschehens und stellt damit einen Kernbe-
reich der Gesundheitsförderung und -politik dar (Weitkunat u. Schlipköter,
2004). Sie besteht aus drei Komponenten: (1) der systematischen Erfassung
von Daten zur Epidemiologie von Infektionskrankheiten, (2) der Analyse die-
ser Daten und (3) der rechtzeitigen Verbreitung der Ergebnisse, um geeignete
Bekämpfungs- und Kontrollmaßnahmen steuern zu können. Diese Kompo-
nenten stellen den zentralen Teil eines Public Health Surveillance Systems
dar, mit dem z. B. Hochrisikogruppen, sozialbedingte bzw. regionalbezogene
gesundheitliche Ungleichheiten aufgedeckt werden können (M’ikanatha u. a.,
2013).
Surveillance-Systeme können auf Basis unterschiedlicherDatensammlungs-
arten erstellt werden. In einer aktiven/passiven Surveillance werden die Daten
passiv über die klassische Meldepflicht bzw. aktiv von Institutionen, die die
Surveillance durchführen gesammelt. Darüber hinaus besteht dieMöglichkeit
Infektionskrankheiten über die sogenannte Sentinel-Surveillance zu über-
wachen. Hierbei wird eine Stichproben-Gruppe gewählt und nur aus dieser
werden Daten übermittelt (M’ikanatha u. a., 2013). Zusätzlich gibt es wei-
tere Möglichkeiten Daten für eine Surveillance zu erheben: Studien (z. B.
Screenings, Fall-Kontroll-Studien, Kohortenstudien), Verkaufszahlen von
Medikamenten und Impfstoffen, offizielle Register wie Sterbe- oder Krebsre-
gister, Krankenkasseninformationen, Krankmeldungen etc. Jedoch reicht die
Überwachung in dieser Form noch nicht aus, um eine vollständige Überwa-
chung von Infektionskrankheiten zu gewährleisten. Vor allem im Hinblick
auf VBI ist es wichtig neben der Bevölkerung auch die Wirtstiere und die
Vektoren in die Surveillance einzubinden.
Die Komplexität des Lebens- und Übertragungszyklus von VBI (vergl. Ab-
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bildung 3.3) bedingt eine große Anzahl möglicher Indikatorvariablen für die
Aktivität des Erregers und das Infektionsrisiko für die Bevölkerung. Eine
VBI-Surveillance kann in humane und ökologische Surveillance differenziert
werden. Die humane Surveillance beschränkt sich auf die Überwachung von
Infektionen, Krankheiten und Verhaltensweisen der Bevölkerung. Die ökolo-
gische Surveillance umfasst insbesondere die Überwachung von Infektionen
bzw. Krankheiten der Wirtstiere und Vektoren. Anteile der humanen und
ökologischen Surveillance werden kombiniert und abhängig von der Zielset-
zung des Surveillancesystems und den verfügbaren Ressourcen ausgewertet
(M’ikanatha u. a., 2013).
Surveillancesysteme können zur Überwachung der Krankheitsentwick-
lung von VBI dienen. Diese Überwachung ist nicht nur aufgrund der sehr
komplexen Ausbreitungsmechanismen von VBI wichtig, sondern auch z. B.
aufgrund fehlender Prävalenzstudien für nicht FSME-Endemiegebiete (Brö-
ker u. Gniel, 2003a). Dies verdeutlicht die Wichtigkeit von Monitoring- oder
Surveillance-Systemen für VBI, da so Veränderungen in der Ausbreitung
zeitnah detektiert und geeignete Maßnahmen ergriffen werden können. Dar-
über hinaus bietet sich die Möglichkeit, in noch nicht offiziell betroffenen
Ländern, die Sensibilität für die VBI zu erhöhen. Aufgrund der neuen metho-
dischenMöglichkeiten durch GIS ist der Bereich der Human-VBI ein äußerst
interessantes und vielversprechendes Forschungsgebiet für Public Health.
2.5 Fragestellung und Zielsetzung der Arbeit
Vor dem Hintergrund der oben geschilderten Probleme im Bereich von VBI,
ihrer Überwachung und Vorhersage soll am Beisiel von FSME überprüft
werden, welche Faktoren in welcher Form auf die Ausbreitung von FSME ein-
wirken und mit welchen Methoden diese Korrelationen aufgedeckt werden
können. FSME ist ein sich stetig ausbreitender Virus, der jährlich mehrere
Tausend Krankheitsfälle in Europa verursacht, von denen durchschnittlich 1
bis 2% tödlich verlaufen (WHO, 2004a). In Deutschland wird eine Häufung
der Krankheitsfälle in südlichen Regionen mit einer Ausbreitungstendenz
nach Norden beobachtet, so dass FSME in Deutschland an Bedeutung zu
gewinnen scheint. Dabei wurde sowohl ein Anstieg der Fallzahlen, als auch
eine zunehmende, geographische Ausbreitung mit neuen Naturherden, in
denen das FSME-Virus endemisch vorkommt, registriert. Die Ursachen für
37
2 Hintergrund und Ziele
die steigenden und sich geographisch ausbreitenden FSME-Inzidenzen sind
derzeit nicht gänzlich geklärt. Klimaveränderungen, Zusammensetzung des
Wirtstiervorkommens sowie Faunazusammensetzung gelten als die wesent-
lichen Einflussgrößen auf die Verbreitung von FSME (Jaenson u. Lindgren,
2011; Kiffner u. a., 2010; Tack u. a., 2012a). Bis dato fehlt eine Überwachung der
Ausbreitung von FSME, die dieses komplexeWechselspiel berücksichtigt. Vor
diesem Hintergrund stehen die folgenden Fragestellungen im Mittelpunkt
dieser Dissertation:
1. Welche positiven wie negativen Korrelationen sind zwischen den Um-
weltfaktoren und der Vektoren- sowie der Infektionsausbreitung in der
Untersuchungsregion erkennbar?
2. Welche gesundheits- und umweltbezogenen Präventionsmaßnahmen
lassen sich auf Basis der Monitoring- und Surveillance-Systeme entwi-
ckeln?
3. Welche Empfehlungen können auf Basis der Ergebnisse für die Etablie-
rung eines Surveillance-Systems in der ausgewählten Region gegeben
werden?
4. Welche Ausblicke lassen sich für eine deutschland- und europaweite
Surveillance ableiten?
Anhand der Fragestellungen können folgende Studienziele formuliert wer-
den:
orn Erstellung eines Indikatorensets anhand einer Literaturstudie als
Basis einer FSME-Surveillance
Eine intensive Literaturrecherche gab Aufschluss über die aktuelle Kenntnisla-
ge bezüglich möglicher Einflussfaktoren auf die Verbreitung von FSME. Eine
Bündelung dieser Informationen zu einem Indikatorenset dient als Grund-
lage beim Aufbau einer FSME-Surveillance. Die in dieser Arbeit erlangten
Erkenntnisse können dazu beitragen, potentielle Risikofaktoren bezüglich der
Ausbreitung von FSME aufzudecken und das Wechselspiel zwischen Erreger,
Vektor undUmweltfaktoren zu erfassen. Aufbauend auf diesen Erkenntnissen
können Vorsorgemaßnahmen getroffen und Strategien und Modelle entwi-
ckelt werden.
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orn Prüfung bereits existierenden Datenmaterials bezüglich der
Einflussgrößen auf FSME
Die Anwendung bereits bestehenden Datenmaterials birgt den Vorteil, dass
eine kostengünstige und effiziente Etablierung eines Surveillance-Systems
möglich wäre. Die Prüfung, welche Daten in welcher Form wo vorliegen ist
notwendig, um ein erstes ganzheitliches Bild bezüglich der Datenlage der
Einflussgrößen zu erlangen. Darauf aufbauend können Empfehlungen zur
Surveillance-Optimierung hinsichtlich einer ausweitenden Datenermittlung
erstellt werden.
orn Aufdeckung von positiven wie negativen Korrelationen zwischen
den Umweltfaktoren und der FSME-Infektionsausbreitung
Die Analyse von Umweltveränderungen ist ein wesentlicher Bestandteil der
Erforschung der Verbreitung vonVBI. VBI und ihre Vektoren, wie z. B. Ixodes
ricinus bei FSME, folgen einem sehr komplexen und sensiblen Infektions-
und Lebenszyklus. Die vielschichtigen Wechselbeziehungen innerhalb dieser
Zyklen gilt es zu erfassen und damit einen weiteren Beitrag zur Surveillance-
Optimierung zu leisten.
orn Gegenüberstellung unterschiedlicher statistischer Methoden zur
Analyse der Wechselbeziehungen zwischen Umweltparametern und
FSME-Inzidenz
Räumliche Regressionsanalysen stellen ein wichtiges Instrument zur Model-
lierung, Untersuchung und Erkundung von räumlichen Beziehungen dar. Es
können beobachtete räumliche Muster z. B. in der Ausbreitung einer Infek-
tionskrankheit erkannt und die zugrunde liegenden erklärenden Faktoren
bestimmt werden. Dazu gibt es unterschiedliche Ansätze die räumliche Kom-
ponente zu modellieren. Zwei dieser Methoden werden in dieser Dissertation
gegenübergestellt, um ihren Nutzen in einer möglichen Surveillance für VBI
zu prüfen.
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3.1 FSME: Krankheitsbild, Epidemiologie und Überwachung
3.1.1 Krankheitsbild
FSME ist nach Trenkner u. Komorek (2002) die bedeutendste virale Infektion
des Zentralnervensystems. Nach erfolgter Infektion treten bei 10-30% der
infizierten Personen Krankheitserscheinungen auf, wobei in einem FSME-
Endemiegebiet1 nur bei 0,01-0,3% der Zeckenstiche mit einer FSME zu rech-
nen ist (RKI, 1996). Der Krankheitsverlauf ist biphasisch: Zunächst treten
grippeähnliche Symptome mit einem Anstieg der Körpertemperatur bis zu
39 °C, Gliederschmerzen, Kopfschmerzen und gastrointestinalen Störungen
auf - das Krankheitsbild einer Meningitis (Hirnhautentzündung). In typi-
schen Fällen folgt der ersten Krankheitsphase ein beschwerdefreies Intervall
von 7-10 Tagen (Alpers u. a., 2004). Bei etwa 10% der Infizierten entsteht in
der zweiten Phase eine Meningoenzephalitis2 mit Fieber, Erbrechen, menin-
gealen Reizerscheinungen, vereinzeltem Auftreten von Stupor3 oder Koma.
Nach 2-14 Tagen kann die Krankheit abheilen ohne bleibende Schäden ver-
ursacht zu haben. Möglich ist in schweren Fällen anschließend auch eine
Phase mit gesteigerter vegetativer Labilität und Neigung zu heftigem Kopf-
schmerz (bei 23% der Infizierten innerhalb eines Zeitraums von 1-5 Jahren)
(Krauss u. a., 2004). In schwersten Fällen kann es zu einer Meningoenzepha-
lomyelitis4 kommen. Hier ist zwar eine vollständige Heilung möglich, häufig
bleiben aber spinale Lähmungen zurück (1-5%) oder der Patient stirbt an
einer Bulbärparalyse5 (Krauss u. a., 2004).
1Gebiet, in dem nach Beobachtungen oder Befunden saisonal von einem Infektionsrisiko
auszugehen ist; aktiver Infektionsherd bzw. Naturherd (RKI, 1998)
2kombinierte Entzündung des Gehirns (Enzephalitis) und der Hirnhäute (Meningitis)
(Reiche, 2003)
3Starrezustand des ganzen Körpers bei Bewusstsein
4Meningoenzephalitis mit Beteiligung des Rückenmarks (Reiche, 2003)
5Ausfall motorischer Hirnnervenkerne im Bereich des hintersten Gehirnteils (Reiche, 2003)
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3.1.2 Die Situation der FSME in Deutschland
Mit Einführung des neuen IfSG im Jahr 2001 unterliegt FSME inDeutschland
der Meldepflicht (IfSG, 2000). Dadurch existieren detaillierte, flächendecken-
de Zahlen über die Erkrankungshäufigkeit in Deutschland (Abbildung 3.1).
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Abbildung 3.1: FSME-Inzidenzen des Jahres 2012 in Deutschland je Landkreis
Als Erfassungsgrundlage dient die Falldefinition des RKI (RKI, 2011). Diese
wurde zwischen der Einführung des Infektionsschutzgesetzes 2001 und dem
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Jahr 2007 drei Mal hinsichtlich der Spezifizierung der Labordiagnostik ange-
passt. Es werden alle Erkrankungsfälle erfasst, die dem klinischen Bild einer
FSME entsprechen und labordiagnostisch durch direkten oder indirekten
Erregernachweis bestätigt wurden.
Auf Grundlage der Zahlen gemeldeter, autochthon erworbener FSME-
Erkrankungen werden jährlich Stadt- und Landkreise zu Risikogebiete klassi-
fiziert. Die Definition für ein Risikogebiet lautet nach dem RKI: „Ein Kreis
wird als FSME-Risikogebiet definiert, wenn die Anzahl der übermittelten
FSME-Erkrankungen in mindestens einem der Zeiträume 2002 – 2006, 2003
– 2007, 2004 – 2008, 2005 – 2009 oder 2006 – 2010 im Kreis ODER in der
Kreisregion (bestehend aus dem betreffenden Kreis plus allen angrenzen-
den Kreisen) signifikant (p < 0,05) höher liegt als die bei einer Inzidenz
von 1 Erkrankung/100.000 Einwohner erwartete Fallzahl.“ (RKI, 2011). Bis
zum Jahr 2006 wurde anhand der absoluten Fallzahlen nach Risiko- und
Hochrisikogebiet differenziert. Seit 2007 wird das FSME-Risiko anhand der
Inzidenz unter Einbeziehung der Kreisregion geschätzt, ohne Differenzierung
in Risiko- und Hochrisikogebiet. Aufgrund dieses neuen Definitionsansat-
zes wurden 2007 mehr Kreise als Risikogebiete eingestuft als im Jahr 2006.
Für das Jahr 2012 verteilten sich die FSME-Fälle auf die einzelnen Bundes-
länder wie folgt: 65 (37,6%) in Baden-Württemberg, 77 (44,5%) in Bayern,
12 (6,9%) in Hessen, 6 in Rheinland-Pfalz (3,5%), 4 jeweils in Sachsen und
Niedersachsen (2,3%), 3 in Nordrhein-Westfalen (1,7%) und 1 jeweils in Bran-
denburg und Sachsen-Anhalt (0,5%)(Abbildung 3.1). Unter Berücksichtigung
vorangegangener FSME-Meldungen weisen die Bundesländer Baden-Würt-
temberg, Bayern, Hessen, Rheinland-Pfalz undThüringen definierte FSME-
Risikogebiete auf. Bundesländer mit vereinzelt auftretenden autochthonen
FSME-Erkrankungen, in denen jedoch kein Landkreis die Definition für ein
FSME-Risikogebiet erfüllt sind Brandenburg, Mecklenburg-Vorpommern,
Niedersachsen, Nordrhein-Westfalen, Saarland, Sachsen, Sachsen-Anhalt
und Schleswig-Holstein. In Berlin, Bremen und Hamburg wurden bis dato
keine FSME-Erkrankungen registriert. Europaweit befinden sich FSME-En-
demiegebiete überwiegend in Russland, der TschechischenRepublik, Lettland,
Estland und Litauen. Vereinzelt sind auch FSME-Fälle in Kroatien, Schweden,
Finnland und der Slowakischen Republik zu beobachten (WHO, 2004a).
In den FSME-Endemiegebieten Deutschlands sind 1%-5% der Zecken mit
dem Virus infiziert (RKI, 2005b). In vielen Regionen, die nicht als FSME-
Endemiegebiete gelten, wurden in der Vergangenheit keine Prävalenzstudien
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durchgeführt (Bröker u. Gniel, 2003a). Daher kann das Risiko, an FSME zu er-
kranken, leicht unterschätzt werden. Fiebrige Erkrankungen und Meningitis
werden oftmals nicht mit einer Infektion durch das FSMEV6 in Zusammen-
hang gebracht (Bröker u. Gniel, 2003a). Über die geographische Verbreitung
des FSMEV existieren zurzeit nur wenige Daten, deshalb wird sie meistens
mit dem geographischen Auftreten der FSME-Erkrankungen gleichgesetzt
(Dobler u. a., 2005).
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Abbildung 3.2: FSME-Inzidenzen für die Jahre 2001 bis 2012
Zwei Besonderheiten stehen im Zusammenhang mit FSME: die jahres-
zeitliche Verteilung der Erkrankungsfälle und die mosaikartige Verbreitung.
Die bereits erwähnten regelmäßig seit 2001 gewonnen Daten des RKI zei-
gen, dass es ein saisonales Auftreten von FSME-Fällen in Deutschland gibt
(Abbildung 3.2). Im Jahresverlauf treten erste FSME-Fälle in den Monaten
März und April auf. Bevor im August die Zahl der Erkrankungen sinkt, ist
ein erster Erkrankungsgipfel (durchschnittlich 15-20 Erkrankungen) im Juli
zu verzeichnen . In den nachfolgenden Wochen wird nochmals ein Anstieg
auf 10 bis 20 Erkrankungen registriert (Abbildung 3.2).
6Frühsommer-Meningoenzephalitis-Virus
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Die mosaikartige Verbreitung von FSME ist gekennzeichnet durch Stand-
orte mit stark unterschiedlicher Individuendichte des Überträgers Ixodes
ricinus, die unmittelbar aneinander grenzen (Daniel u. a., 1976). Beispielswei-
se treten in den Hauptverbreitungsgebieten Baden-Württemberg und Bayern
inzidenzfreie Inseln auf. Oder aber in eigentlich inzidenzfreien Bundeslän-
dern gibt es einzelne „infizierte“ Landkreise, so z. B. der Landkreis Birkenfeld
in Rheinland-Pfalz (RKI, 2011).
Innerhalb eines aktiven Naturzyklus (Abbildung 3.3) werden die Inzidenz
und das Auftreten der Erkrankungsaktivität primär durch menschliches Han-
deln bestimmt. Es besteht eine Korrelation zwischen der Durchseuchungsrate
der Zecken und der Zahl der registrierten Erkrankungsfälle (Süss u. a., 2004),
die auf direkte und indirekte Effekte des menschlichen Verhaltens zurückge-
führt werden können (Abbildung 3.5).
3.2 Ixodes ricinus
3.2.1 Systematik
Zecken werden taxonomisch innerhalb des Stammes der Arthropoda (Glie-
derfüßer) zu der Klasse der Arachnida (Spinnentiere) gezählt und bilden
zusammen mit den Milben die Unterklasse Acari. Aufgrund der Lage der
Stigmen (Atemöffnungen) hinter dem vierten Beinpaar grenzen sich die
Zecken von den übrigenMilben ab. Sie bilden so die Ordnung Ixodida (=Me-
tastigmata) mit den zwei großen Familien der Argasidae (Lederzecken) und
Ixodidae (Schildzecken). Die Familie der Nuttalliellidae stellt eine Reliktform
dar und wird nur durch eine einzige Art (Nuttalliella namaqua) repräsentiert
(Eckert u. a., 2008). Die folgende Übersicht zeigt die Taxonomie der Ordnung
Ixodida und die in Europa relevanten Unter-Familien (geändert nach Eckert
u. a. (2008)):
Ordnung: Ixodida (Metastigmata)
Familie: Ixodidae (Schildzecken)
Unter-Familie: Ixodinae
Gattung: Ixodes (ca. 250 Arten)
Unter-Familie: Haemaphysalinae
Gattung: Haemaphysalis (156 Arten)
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Unter-Familie: Rhipicephalinae
Gattung: Rhipicephalus (80 Arten)
Unter-Gattung: Boophilus (5 Arten)
Gattung: Dermacentor (35 Arten)
Unter-Familie: Hyalomminae
Gattung: Hyalomma (25 Arten)
Unter-Familie: Amblyomminae
Gattung: Amblyomma (140 Arten)
Familie: Agasidae (Lederzecken)
Unter-Familie: Argasinae
Gattung: Argas (56 Arten)
Unter-Familie: Ornithodorinae
Gattung: Carios (88 Arten)
Gattung: Ornithodoros (37 Arten)
Gattung: Otobius (2 Arten)
Familie: Nuttalliellidae
3.2.2 Geographische Verbreitung und Lebensraum
Ixodes ricinus, auch „gemeiner Holzbock“ genannt, ist die am häufigsten vor-
kommende Zeckenart in Europa (Jongejan u. Uilenberg, 2004). Ihr Verbrei-
tungsgebiet reicht von Irland, Großbritannien, Skandinavien über annähernd
ganz Europa bis nach Nordafrika mit Marokko, Algerien und Tunesien sowie
nach Russland (Wolga), Turkmenistan und dem nördlichen Iran und ist somit
in weiten Teilen der Welt vertreten (Kolonin, 2009; Sonenshine, 1993).
Wälder, hohes Gras undGebüsch, loses Laub sowie nicht zu trockene Lagen
stellen bevorzugte Habitate von Ixodes ricinus dar (Hillyard, 1998). Die se-
kundären Pflanzengesellschaften aus Heide, Wald- und Kultursteppen sowie
Misch- und Nadelwäldern verkörpern die bevorzugten Biotope für Ixodes
ricinus. In Deutschland geben vor allem die Nadelwälder sowie die Laub- und
Mischwaldbestände mit einer dichten Krautzone und viel Unterholz einen ge-
eigneten Lebensraum ab (Eckert u. a., 2008) (siehe auch Kapitel 3.3.4). Je nach
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Entwicklungsstadium undWitterungszustand wandern nüchterne Zecken
während derWirtssuche an der Vegetation unterschiedlich weit hoch. Larven
können bis zu einer Höhe von 20cm gefunden werden, Nymphen bis 1m und
adulte Zecken bis 1,50m (Süss u. a., 2004). Die reale Ausbreitung von Ixodes
ricinus ergibt sich aus dem gesamtheitlichen Wechselspiel der verschiedenen
Umweltfaktoren (Vegetation, Urbanisierung, Wirtsvorkommen und Klima).
Bei der Aufklärung der Ausbreitung von Ixodes ricinus könnte die Sicht-
weise der Biogeographie hilfreich sein. Nach Müller (1981) befasst sich die
Biogeographie mit der biologischen Raumbewertung. Im Mittelpunkt ihrer
Untersuchungen steht die Aufklärung der Struktur, Funktion, Geschichte
und Indikatorenbedeutung von Arealsystemen. Ziel ist es, die Ursachen der
räumlichenMuster und Prozesse des Lebens auf der Erde in allen räumlichen
Dimensionen zu analysieren.
Die zentrale Grundfragestellung bezüglich der Ausbreitung von Ixodes
ricinus ist dabei: „Warum tritt Ixodes ricinus z. B. im Raum Norddeutschland
nicht auf?“bzw. „Warum kommt Ixodes ricinus in Süddeutschland vor?“
Biogeographie kann auch als Arealsystemkunde bezeichnet werden. Ein
Arealsystem ist die zentrale Einheit der Biogeographie. Ein Areal stellt ein
Verbreitungsgebiet dar, welches zur Fortpflanzung, Brut, als Ruhegebiet und
Wanderraum dient. Das Areal kann sich nach Frey u. Lösch (2003) verändern,
in dem eine Art in ein bislang von ihr unbesiedeltes Gebiet vordringt oder
sich aus einem ehemals größeren Areal zurückzieht. Klare Artengrenzen
existieren nach Gaston (2003) nicht. Er unterteilt die Areale in eine Zone
der konstanten Verbreitung, der disjunkten Verbreitung des wechselnden
Aussterbens, der unfruchtbaren Invasion und der des Todes.
Die Bestimmung, warum eine Art in ihrer geographischen Verbreitung
eingeschränkt ist, ist schwierig. Wie bereits oben beschrieben ist es nur sicher,
dass die Verbreitung von einer Vielzahl von Faktoren bzw. manchmal von
einer Kombination dieser Faktoren abhängt. Zu diesen Faktoren zählen:
• Abiotische und biotische Faktoren, die eine weitere Ausbreitung ver-
hindern
• Klima
• Mikroklima
• Geologische Geschichte
46
3.2 Ixodes ricinus
• Verfügbarkeit von Nahrung
• Chemie der Umwelt
• Konkurrenzkampf
• Faktoren der Populationsdynamik, die die Persistenz verhindern
• Genetische Mechanismen, die eine geographische Eingrenzung verur-
sachen.
Abiotische und biotische Faktoren spielen eine wichtige Rolle bei der Bil-
dung der geographischen Grenzen der zu limitierenden Arten. Dazu zählen:
Physikalische Barrieren, Klimafaktoren, Verfügbarkeit wichtiger Ressourcen
und der Einfluss von Wettbewerb, Feinden oder Parasiten.
Physikalische Barrieren wie Berge, Flüsse etc. können in einem hohen
Maße die Verbreitung einer Art limitieren. Es ist möglich, dass potentielle
Verbreitungsgebiete für eine Art existieren, diese jedoch, aufgrund von un-
überwindbaren Barrieren nicht von der entsprechenden Art besiedelt werden
können.
Das Klima ist, wie bereits beschrieben, ein wesentlicher Faktor bei der Li-
mitierung von Arealen. Dennoch sollte dieser Faktor nicht isoliert betrachtet
werden, denn die einzelnen abiotischen und biotischen Einflüsse können
nicht zufriedenstellend voneinander unterschieden werden. Auch die bioti-
schen Faktoren, die die Rahmenbedingungen bilden, sind von Bedeutung.
Dazu gehören, abhängig vom System, die äußere Erscheinung, Hangneigung,
Licht, CO2-Gehalt der Luft, Topographie, Geologie, Boden, Wasser, Salzge-
halt, pH-Wert, Spurenelemente, Feuer und andere Formen der Zerstörung,
obwohl einige von diesen in einem klaren Zusammenhang zum Klima stehen
(Gaston, 2003).
Interspezifische Interaktionen können ebenfalls zu einer Limitierung der
geographischen Verbreitung einer Art führen. Es wird zwischen interspezifi-
schen Interaktionen aus Sicht des Konsumenten, des Konkurrenten und der
Beute unterschieden. Die Interaktion zwischen einem vorhandenen Habitat
und der Besiedlung bzw. der Sterberate, die die Persistenz von Metapopula-
tionen im Raum verhindert, ist gering.
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3.2.3 Lebenszyklus, Wirtsspektrum, Saisonale Aktivität
Ixodes ricinus lebt einen drei-wirtigen Lebenszyklus mit vier Entwicklungssta-
dien: Ei und drei aktive Stadien (Larve, Nymphe und Adult) (Abbildung 3.3).
Zu jeder der drei Blutmahlzeiten, die diese obligat hämatophage Zecke im
Laufe ihres Lebens zu sich nimmt, wird ein anderes Wirtstier aufgesucht
(Eckert u. a., 2008). Über 90% ihres Lebens befindet sich die Zecke jedoch
nicht auf einem Wirt sondern hält sich entweder in der schützenden Bo-
denschicht ihres Habitats auf oder ist auf der Suche nach einem passenden
Wirt (Hillyard, 1998). Hierbei klettert die Zecke auf Bewuchs und streckt in
einer ihr typischen Wartehaltung die Vorderbeine samt Hallerschem Organ
aus (Eckert u. a., 2008). Ist ein passender Wirt gefunden, werden mittels der
Pedipalpen reich durchblutete Körperstellen angesteuert (beim Mensch z. B.
Achsel, Haaransatz, Kniekehle), um dort die Haut mit den scharfen Chelize-
ren aufzuritzten und das Hypostom zur Verankerung in die Haut zu schieben
(Süss u. a., 2004).
Abbildung 3.3: Lebenszyklus von Ixodes ricinus (zecken.de)
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Dank der Produktion von entzündungs- und blutgerinnungshemmenden
Stoffen in der Speicheldrüse kann die Zecke die erforderliche Zeit von mehre-
ren Tagen amWirt saugen. Adulte Männchen saugen kein oder nur wenig
Blut. Das adulte Weibchen kann beim Saugakt ihre Körpermasse auf das 120-
fache vergrößern (Hillyard, 1998). Nach der Beendigung der Blutmahlzeit
lässt sich die Zecke vom Wirt abfallen und häutet sich zum jeweils nächs-
ten Stadium. Bei adulten Weibchen kann es dann zur Eiablage kommen
(Sonenshine, 1993).
Ixodes ricinus weißt ein sehr breites Wirtsspektrum auf (z. B. Mäuse, Vögel,
Eidechsen, Reh- und Rotwild, Füchse, Kaninchen und Haustiere wie Rinder,
Schafe, Hunde und Katzen). Bis zu 300 verschiedene Wirbeltierarten stellen
das Wirtstierreservoir für Ixodes ricinus dar (Stanek, 2002). Je nach Entwick-
lungsstadium bevorzugen die Zecken andere Wirte. Für Larven sind es meist
Kleinsäuger, z. B. die Rötelmaus (Myodes glareolus) oder die Gelbhalsmaus
(Apodemus flavicollis) (Gray, 2002). Für Nymphen Kleinsäuger, Vögel (z. B.
die Amsel (Turdus merula), Reptilien und größere Säugetiere wie z. B. das
Reh (Capreolus capreolus). Adulte Zecken bevorzugen häufig größere Säuge-
tiere (Abbildung 3.3). Alle drei blutsaugenden Entwicklungsstadien wählen
den Menschen als Wirt (Eckert u. a., 2008). Nach Gray (2002) werden jedoch
meistens Nymphen auf demMenschen gefunden.
Wann Ixodes ricinus auf Wirtssuche geht scheint von verschiedenen Fakto-
ren abhängig zu sein. In Zentraleuropa beginnt bei einer Außentemperatur
von mindestens 7 °C die Zeckenaktivität im Frühjahr (Mai/Juni) (Lindgren
u. a., 2000; Süss u. a., 2008). Ein zweites Aktivitätsmaximum lässt sich im
Herbst (September/Oktober) verzeichnen (Gray, 2002). Dies ist ein sogenann-
tes biphasisches Aktivitätsmuster, in der sich zwei voneinander unabhängige
Zeckenpopulationen (Frühlings- und Herbstpopulation) bilden. Eine Abnah-
me der Saugaktivität von Ixodes ricinus findet aufgrund zu hoher Tempera-
turen und zu niedriger Luftfeuchte im Hochsommer statt (Hillyard, 1998).
Suchaktivitäten in den Wintermonaten kommen nur bei milden Witterungs-
verhältnissen vor (Dautel u. a., 2008).
Bei Beobachtung der Fallzahlen für FSME kann hier eine Synchronizität
festgestellt werden. Die jahreszeitlich abhängige Aktivität von Ixodes rici-
nus hängt mit seiner ausgeprägten Euryökie7 zusammen. Ixodes ricinus kann
7relativ breiter Toleranzbereich bezüglich der Schwankung von einem oder mehrerer Um-
weltfaktoren
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zwar einen relativ breiten Schwankungsbereich an einem oder mehreren
Umweltfaktoren (z. B. Klima, Vegetation) ertragen, dennoch gehen Aktivität
und Entwicklung von Ixodes ricinusmit optimalen klimatischen Bedingun-
gen einher. Bei ungünstigen Verhältnissen (z. B. im Winter) findet keine
Aktivität statt (Hillyard, 1998). Dieser Zustand wird als Diapause bezeich-
net. Die Diapause ermöglicht Ixodes ricinus eine Anpassung bei geringem
Wirtstieraufkommen oder ungünstigen klimatischen Verhältnissen sowie
das Überleben ohne Blutmahlzeit über einen längeren Zeitraum (Sonenshine,
1993). Der gesamte Entwicklungszyklus von Ixodes ricinus kann zwischen
zwei und sechs Jahren dauern. Die durchschnittliche Dauer beträgt drei Jahre
(mit einer Blutmahlzeit pro Jahr), kann jedoch, abhängig von klimatischen
Faktoren, verlängert oder verkürzt werden (Sonenshine, 1993).
3.2.4 Ixodes als Vektor für FSME
Ixodes ricinus ist in Europa für 90%bis 95% aller zeckenübertragbarenmensch-
lichen Erkrankungen verantwortlich und stellt einen sehr effektiven Vektor
dar (Süss u. a., 2008). Die geringeWirtsspezifität, die eine Erregerübertragung
zwischen unterschiedlichen Wirtstierarten möglich macht, und der lange
Kontakt zumWirt, der die Verbreitung der Zecken und Krankheitserreger
durch mobile Wirte, wie z. B. Vögel, unterstützt, machen Ixodes ricinus zu
einem sehr wirksamen Vektor für Infektionskrankheiten (Hillyard, 1998).
In Mitteleuropa ist Ixodes ricinus der Überträger des FSMEV8 (Kiehl, 2011).
Der Erreger der FSME zirkuliert in der Natur in einem Zyklus zwischen
Zecken und infizierten Wirtstieren (Labuda u. a., 1993).
Eine Aufrechterhaltung des FSMEV im Naturzyklus wird durch unter-
schiedliche Übertragungswege ermöglicht. Zum einen kann eine transsta-
diale Übertragung stattfinden. Während einer mehrere Tage andauernden
Virämie 9 der Wirtstiere nach einer Infektion, infiziert sich eine, in diesem
Zeitraum Blut saugende Zecke, mit dem FSMEV. Zum anderen existiert die
nicht-virämische Übertragung, bei der die Übertragung zwischen einer infi-
zierten und einer nicht infizierten Zecke über ein nicht infiziertes Wirtstier
erfolgen kann, die als Co-feeding bezeichnet wird (Labuda u. a., 1993). Nach
der Aufnahme des Blutes infizierter Wirtstiere bzw. des Erregers direkt, kann
8Synonym: Central european encephalitis virus (CEEV) eng verwandt: Russisches-
Frühjahrs-Sommer-Enzephalitis-Virus, RSSEV, ein Subtyp, der in Osteuropa vorkommt)
9Vorhandensein von Viren im Blut
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sich das FSMEV in der Schildzecke vermehren und wird mit dem Zeckenspei-
chel während des nächsten Blutsaugaktes auf die neuenWirtstiere übertragen.
Einmal infizierte Zecken bleiben lebenslang Virusträger und damit poten-
zielle Überträger des FSMEV. Darüber hinaus findet eine Weitergabe des
FSMEV durch infizierte Weibchen auf einen Teil der Eier statt (Randolph
u. a., 2002). Das Bestehen des FSMEV ist abhängig von der nicht systemi-
schen Übertragung über Nagetiere, von infizierten Ixodes ricinus Nymphen
und Larven sowie von der Synchronisierung der saisonalen Aktivitäten der
Larven und Nymphen (Randolph u. a., 2002). Randolph u. a. (2002) haben
festgestellt, dass sich in den letzten zwei Jahrzehnten die zecken-assoziierte
Erkrankungen erhöht haben und ein wesentliches Gesundheitsproblem für
Europa darstellen.
3.3 Der Einfluss unterschiedlicher Umweltfaktoren auf FSME
bzw. Ixodes ricinus
Der Begriff „Umweltveränderungen“ bezeichnet den komplexen Wandel
der Umwelt, der als Ergebnis des menschlichen Handelns weltweit auftritt
(Sutherst, 2004). Nach Sutherst (1998) sind Umweltveränderungen global
und treten in drastischem Maße auf. Es gibt eine Reihe von Verursachern
globaler Umweltveränderungen, die die physikalische und soziale Umwelt
der Erde so verändern, dass sie auch einen Einfluss auf den Status von VBI
haben können. Es wird zwischen Parametern unterschieden, die globalen
Ursprungs sind und globale Auswirkungen haben (z. B. Klimaänderung), und
denen, die lokalen Ursprungs sind, aber trotzdem ein globales Ausmaß auf-
weisen (z. B. Flächennutzung, Bewässerung). Umweltveränderungen werden
durch menschliches Handeln, das Wirtschaftswachstum und die Fähigkeit
des Ökosystems auf solche Umweltveränderungen zu reagieren, beeinflusst.
In welchem Maß die Umweltveränderungen in Zukunft auftreten, ist von der
Fähigkeit des Ökosystems Erde, eine Pufferfunktion zu erfüllen, abhängig
(Sutherst, 2004). Umweltveränderungen haben auch einen erheblichen Ein-
fluss auf die Entwicklung von Infektionskrankheiten. Vor allem VBI können
aufgrund ihres komplexen Zusammenspiels von Wirt, Vektor und Patho-
gen durch Umweltveränderungen stark und vielfältig beeinflusst werden
(Tabachnick, 2010).
Abbildung 3.4 zeigt deutlich die Komplexität der Interaktion zwischen
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Abbildung 3.4:VBI Episystem mit Interaktionen zwischen ausgewählten Umwelt-
faktoren und die Auswirkungen auf den Vektor-Erreger-Wirt-Kreislauf (nach
Tabachnick (2010))
den imWandel befindlichen Umweltfaktoren untereinander und den direk-
ten und indirekten Einflüssen auf die VBI. Für dieses umfassende System
benutzt Tabachnick (2010) den Begriff des Episystems oder genauer des
„VBI-Episystems“. Dieses System besteht aus Vektor, Wirt, Erreger, dem na-
türlichen Kontrollsystem und den ökologischen Einflussfaktoren innerhalb
eines definierten Raum-Zeit-Bereiches (Abbildung 3.4).
Der Krankheitskreislauf, dargestellt durch die Vektor-Erreger-Wirts-Be-
ziehung, wird durch vielfache Faktoren beeinflusst, die ineinandergreifen
und/oder auch voneinander abhängen. Abbildung 3.4 ist ein gutes Werkzeug
zur Visualisierung des VBI-Episystems. Das Klima hat einen direkten Einfluss
auf Vektor, Erreger undWirt und auf die Interaktion untereinander. Dennoch
hat das Klima auch auf andere Faktoren einen Einfluss, die dann wiederum
direkt auf das Episystem einwirken. Armut und Bevölkerungsgröße, obwohl
auch vom Klima beeinflusst, können ebenfalls auf den VBI-Zyklus einwirken.
In wieweit der Klimawandel ein VBI-Episystem beeinflussen kann bzw. be-
reits beeinflusst wird kontrovers diskutiert. Nach Lafferty (2009) hat zwar das
Klima einen Einfluss auf die Eignung einesHabitats für Infektionskrankheiten,
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aber der Klimawandel scheint mehr eine Verschiebung als eine Ausbreitung
der Verbreitungsgebiete von Infektionskrankheiten zu verursachen. Dies zeigt
z. B. die Untersuchung von Lindgren u. Gustafson (2001), die eine nordwärts
gerichtete Ausdehnung des Verbreitungsgebietes der FSME-tragenden Ze-
ckenpopulation in Schweden belegt. Auch im Zusammenhang mit FSME
lassen sich eine Vielzahl vonUmweltfaktoren identifizieren, die einen Einfluss
auf FSME und Ixodes ricinus haben. Einen Überblick über relevante Studi-
en, die sich mit FSME und dem Einfluss verschiedener Umweltparameter
befassen gibt Tabelle 3.1. Aus den wissenschaftlichen Erkenntnissen über das
Zusammenspiel der einzelnen Umweltfaktoren (Tabelle 3.1) lassen sich in
Anlehnung an Abbildung 3.4 auch für FSME die Zusammenhänge in einem
Diagramm darstellen (Abbildung 3.5).
Die in Abbildung 3.5 dargestellten und als relevant identifizierten Umwelt-
parameter werden in Kapitel 3.3.1 bis Kapitel 3.3.4 erläutert und ihr Einfluss
auf FSME bzw. Ixodes ricinus verdeutlicht.
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Abbildung 3.5: Interaktion zwischen der Verbreitung von Ixodes ricinus und
FSME und unterschiedlichen Umweltparametern
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Tabelle 3.1: Studien zum Einfluss verschiedener Umweltparameter auf Ixodes
ricinus bzw. FSME
Umweltfaktoren Studien Land
Klima Danielová u. a. (2004) Tschechien
Randolph u. Rogers (2000) weltweit
Lindgren u. Gustafson (2001) Schweden
Randolph u. a. (2002) Zentral Europa
und Baltikum
Kriz u. a. (2004) Tschechien
Zeman u. Bene (2004) Tschechien
Dautel u. a. (2008) Deutschland
Gray (2008) Britische Inseln
Jaenson u. Lindgren (2011) Schweden
Hancock u. a. (2011) Großbritannien
Burri u. a. (2011) Schweiz
Andreassen u. a. (2012) Norwegen
Landnutzung Vanwambeke u. a. (2010) Lettland
Wirtsvorkommen / Biodiversität Skarphédinsson u. a. (2005) Dänemark
Jaenson u. Lindgren (2011) Schweden
Burri u. a. (2011) Schweiz
Jaenson u. Lindgren (2011) Schweden
Jaenson u. Lindgren (2011) Schweden
Meyer-Kayser u. a. (2012) Deutschland
Vegetation / Biodiversität Cerny (1965) Tschechien
Lindström u. Jaenson (2003) Schweden
Rácz u. a. (2006) Ungarn
Jaenson u. Lindgren (2011) Schweden
Tack u. a. (2012a) Belgien
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3.3.1 Klima
Klimaveränderungen umfassen verschiedene Parameter wie z. B. Temperatur,
Niederschlag,Windstärke und den Anstieg desMeeresspiegels (Solomon u. a.,
2007). Einige dieser Parameter können in vielerlei Hinsicht Einfluss auf die
Übertragung von FSME und die Verbreitung von Ixodes ricinus haben (Ab-
bildung 3.5). Verschiedene physikalische und biologische Umweltveränderun-
gen stehen nach Sutherst (2004) im Zusammenhang mit der Erwärmung der
Erdoberfläche. Viele biologische Effekte, wie z. B. Veränderungen in der Spe-
zieszusammensetzung und in der Struktur bzw. Funktion von Ökosystemen,
aber auch geographische Veränderungen, können mit Klimaveränderungen
im Zusammenhang stehen (Jaenson u. Lindgren, 2011).
In Europa werden sich im 21. Jahrhundert die Klimaänderungen je nach
Region sehr unterschiedlich ausprägen. Nach Solomon u. a. (2007) ist davon
auszugehen, dass sich die Jahresmitteltemperatur tendenziell erhöht, jedoch
mit starken regionalen und jahreszeitlichen Unterschieden. In Nordeuropa
wird wahrscheinlich die Erwärmung imWinter größer sein. Im Gegenzug
wird es dann aber im Mittelmeerraum die größte Erwärmung im Sommer
geben. ImWinter wird wahrscheinlich der Nordosten Europas mit ca. 5 °C
die stärkste Temperaturzunahme erfahren, wohingegen im Sommer der Süd-
westen mit einer Erwärmung von 4-5 °C die höchste Erwärmung aufweist.
Bezüglich der Niederschläge wird ein starkes Nord-Süd-Gefälle vermutet. Im
jährlichen Mittel steigen die Niederschläge in Nordeuropa wahrscheinlich
um ca. 9% an, in Südeuropa nehmen sie um 12% ab. Die stärkste Zunahme
findet in Nordeuropa wahrscheinlich imWinter mit 15% statt, die stärkste Ab-
nahme im Sommer in Südeuropa mit -24%. Für Südeuropa kann außerdem
angenommen werden, dass auch in den anderen Jahreszeiten die Niederschlä-
ge abnehmen, aber weniger stark als im Sommer. In Mitteleuropa wird es
wahrscheinlich im Sommer weniger regnen, wohingegen es imWinter zur
Zunahme der Niederschläge kommen wird. Die Dauer der Schneesaison wird
sich sehr wahrscheinlich in ganz Europa verkürzen und es dürfte sich eben-
falls in den meisten Ländern Europas die Schneehöhe verringern (Solomon
u. a., 2007).
Einige Phänomene des Klimawandels konnte das UBA10 für Deutschland
festhalten.Hinsichtlich derTemperaturentwicklung zeigt sich, dass inDeutsch-
land, wie im weltweiten Durchschnitt, die 1990er Jahre das wärmste Jahrzehnt
10Umweltbundesamt
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im 20. Jahrhundert waren. Die Jahresmitteltemperatur hat zwischen den Jah-
ren 1881 und 2011 um ca. 1,2 °C zugenommen (Abbildung 3.6).
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Abbildung 3.6:Mittlere Tagesmitteltemperatur für die Jahre 1881 - 2011 in
Deutschland
Ein überdurchschnittlich hoher Temperaturanstieg konnte in Süd- und
Südwestdeutschland in der letzten Dekade des 20. Jahrhunderts festgestellt
werden. Zusätzlich wurde in Deutschland ein Trend zu einer stärkeren Erhö-
hung der Lufttemperatur imWinter als im Sommer beobachtet. So betrug in
Deutschland die Erwärmung in der Periode von 1981 bis 2000 in den Winter-
monaten 2,3 °C, in den Sommermonaten nur 0,7 °C. Aus diesem veränderten
Temperaturniveau resultiert, wie auch für ganz Europa, eine Änderung der
Eintrittszeit und Dauer der einzelnen Jahreszeiten. Vor allem der phänologi-
sche11 Frühling hat sich zeitlich nach vorne verschoben (Umweltbundesamt,
2012).
Aufgrund dieser zu erwartenden Klimaänderungen kommen auf Ixodes
ricinus und seinen Lebensraum einige Veränderungen zu, auf die die Zecke
wahrscheinlich mit einer Ausdehnung oder Verschiebung ihres Habitats rea-
gieren wird (Jaenson u. a., 2012a). Das Klima kann sich sehr unterschiedlich
auf den Krankheitserreger, die Zecke und die Wirtstiere auswirken. Direk-
ten Einfluss auf Ixodes ricinus hat das Klima und die damit verbundenen
11Jahresablauf: periodisch wiederkehrende Entwicklungserscheinungen in der Natur
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Veränderungen der Jahreszeiten hinsichtlich der Zeckenaktivität, der Zecken-
entwicklung und der Überlebenschance der Zecken (Gray, 2008). Das Klima
in Kombination mit der Veränderung der Spezieszusammensetzung scheint
unter anderem dafür verantwortlich zu sein, dass sich Ixodes ricinus z. B. in
Schweden bis zu 66°N entlang der Ostseeküste, in den Flusstälern und an den
größeren Seen etablieren konnte (Lindgren u. a., 2000). Nach Jaenson u. a.
(1994) lag die nördliche Grenze für Ixodes ricinus 1994 noch ungefähr bei
61°N. In Norwegen konnte von Jore u. a. (2011) ebenfalls festgestellt werden,
dass sich Ixodes ricinus auch hier im Breiten- und Längengrad immer weiter
ausbreitet.
Obwohl Ixodes ricinus recht winterhart ist und relativ niedrige Tempera-
turen von -14,4 °C bis -18,9 °C für 24 Stunden überleben kann, sterben vor
allem die empfindlichen Entwicklungsstadien wie ungesättigte Nymphen
sowie Nymphen und Larven, die sich in der Diapause befinden, bei niedriger
Temperatur. Darüber hinaus sind auch Zecken in der Häutungsphase äußerst
empfindlich. Bei nicht ausreichend hohen Sommertemperaturen können die
Zecken keinen vollständigen Entwicklungszyklus durchlaufen. Folglich wird
der Großteil dieser Zecken auch einen moderatenWinter nicht überleben, da
es zu einer Stagnierung der Entwicklung von Ixodes ricinus unterhalb von 7
bis 10 °C kommt (Randolph, 2004). Das Problem eines etwas wärmeren und
ggf. feuchten Winters ist für Ixodes ricinus außerdem, dass es leicht zu einer
Schädigung der Zecke durch Pilze kommen kann. Ein stärkerer, mit Schnee
und Frost geprägter Winter hingegen lässt Ixodes ricinus in Winterstarre
fallen (Sonenshine, 1993).
Im Zusammenhang mit dem Anstieg der Temperaturen in Europa und
den damit verbundenen milderen Wintern (wenige Tage mit Temperaturen
unter 7 °C) und ausgedehnterer Frühlings- und Herbstsaison (mehr Tage
mit einer Minimumtemperatur nicht unter 5-8 °C) konnte eine saisonale
Verschiebung und ein verstärktes FSME-Vorkommen festgestellt werden (Da-
nielová u. a., 2004; Hancock u. a., 2011; Lindgren u. Gustafson, 2001; Zebisch
u. a., 2005; Zeman u. Bene, 2004). Dieses lässt sich jedoch nicht zwangsläufig
auf ein stärkeres Auftreten oder eine beschleunigte Entwicklung von Ixodes
ricinus zurückführen. Vielmehr scheint Ixodes ricinus seine Aktivität und
das Durchleben der unterschiedlichen Entwicklungsstadien zu verschieben,
möglicherweise aufgrund des langen Lebenszyklus der Zecken mit ihren
unterschiedlichen klimaabhängigen Stadien (Macleod, 1932). Der Zecken-
population wird es ermöglicht die Diapausen in einem anderen Zeitfenster
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durchzuführen, so dass es zu einer Veränderung des Musters der saisonalen
Zeckenaktivität kommt (Gray, 2008; Hancock u. a., 2011).
Der Anstieg der Temperatur verursacht nicht nur eine saisonale Verschie-
bung des FSME-Vorkommens, sondern ermöglicht die Ausweitung des Habi-
tats von Ixodes ricinus auf größere Höhen. ZumBeispiel kam Ixodes ricinus in
Tschechien bis zu einer Höhe von 700m ü.NHN vor, in der Studie von Danie-
lová u. a. (2004) konnten jedoch auch Zecken auf 1200m ü.NHN angetroffen
werden. Die klimabedingten Veränderungen der Ökologie von Ixodes ricinus
und die damit verbundene Veränderung der Populationsdichte könnten zu
einem vermehrten Auftreten von Ixodes ricinus geführt haben.
Eine hohe Flexibilität zeigt Ixodes ricinus auch in Verbindung mit der Akti-
vität imWinter. Es wird davon ausgegangen, dass in Zentraleuropa Adulte
und Nymphen ihre suchaktive Phase auf die Monate März bis Oktober und
die Larven auf den Monat Mai beschränken (Gray u. a., 2009). Dautel u. a.
(2008) zeigen jedoch für Deutschland, dass sich Ixodes ricinus sehr gut an
sich lokal verändernde Bedingungen anpassen und seine suchaktive Phase
ausdehnen bzw. verschieben kann. Es konnte auf einemUntersuchungsfeld in
Berlin nachgewiesen werden, dass ein überdurchschnittlich warmer Herbst
im Jahr 2006 in Kombination mit einem ebenfalls warmenWinter im Jahr
2007 die Suchaktivität für Nymphen undAdulte auf dieMonate November bis
März ausweitet. Darüber hinaus wurden auch für verschiedene Bundesländer
genau in dieser Zeit außergewöhnlich viele FSME-Fälle gemeldet. Es kann
also davon ausgegangen werden, dass in mehreren Teilen Deutschlands die
Zeckenaktivität für diese Monate angestiegen war.
Falls die Wintertemperaturen zukünftig weiterhin ansteigen, kann ver-
mutet werden, dass es nur noch sehr kurze Perioden im Jahr geben wird,
in denen Ixodes ricinus nicht aktiv ist. Durch die vermehrte Winteraktivi-
ät von Ixodes ricinus steigt das Risiko eines Zeckenbisses und damit einer
verbundenen FSME-Infektion für z. B. Waldbesucher, weil Zecken zu dieser
Jahreszeit nicht erwartet und folglichweniger Schutzmaßnahmen angewendet
werden (Gray, 2008). Hinsichtlich eines wärmeren Winters ist auch unklar,
wie sich die Chancen für Ixodes ricinus imWinter einen passenden Wirt zu
finden verändern werden, ob Ixodes ricinus durch die Winteraktivität wert-
volle Energie verliert und so das Aktivitätsmuster für die restliche Saison
anpassen muss. Außerdem könnte durch einen wärmeren Winter und so ggf.
ein schnelleres Ansteigen der Frühlingstemperatur die Aktivitätsänderung
der Nymphen und Adulten so ändern, dass der FSME-Kreislauf beeinflusst
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werden kann (Dobson u. Randolph, 2011), denn ein schnelles Ansteigen der
Frühlingstemperatur fördert das Co-feeding von Larven und Nymphen an
Nagetier-Wirten (Sumilo u. a., 2007). Die Infektion von Ixodes ricinus Larven
während des Co-feedings ist ein entscheidender Schritt in der Zirkulation
des FSME-Krankheitserregers. Aber auch die Auswirkungen einer erhöhten
Umgebungstemperatur auf die saisonale Aktivität der Larven und ihre Chan-
cen einen geeigneten Wirt zu finden sind von großer Bedeutung für den
Naturzyklus von FSME (Gray, 2008).
Ixodes ricinus scheint auch in Bezug auf die Suchaktivitäten im Sommer
recht flexibel zu sein. Nach einem heißen Sommer steigt die Wirtssuchakti-
vität von Ixodes ricinus im Herbst wahrscheinlich an, mit einer reduzierten
Aktivität imWinter, um dann im frühen Frühling wieder stärker zu werden
(Estrada-Peña u. a., 2004). Es wird zwar davon ausgegangen, dass ein war-
mer Sommer mit wenig Niederschlag, also eine niedrige relative Luftfeuchte
das Überleben und die Aktivität von Ixodes ricinus negativ beeinflusst (An-
dreassen u. a., 2012; Perret u. a., 2000). Ist jedoch entsprechende Vegetation
vorhanden, die eine Dehydrierung von Ixodes ricinus verhindert, lässt sich
eine Zeckenaktivität über die ganze Trockenperiode nachweisen (Gray, 2008).
Indirekte Auswirkungen des Klimawandels auf Ixodes ricinus können auf
die Veränderung der Flora- und Faunazusammensetzung, der Langzeit-Land-
nutzung (z. B. Tourismus, Landwirtschaft), sowie kurzzeitige Änderungen
des menschlichen Verhaltens (z. B. Sammelsaison für Pilze und Blaubeeren,
Picknicksaison) zurückgeführt werden (Gray u. a., 2009).
Das Klima scheint einer von mehreren Schlüsselfaktoren zu sein, der für
das Vorkommen und die Ausbreitung von Ixodes ricinus und FSME verant-
wortlich ist (Jaenson u. a., 2012a). Dennoch ist die konkrete Rolle der Kli-
maveränderungen unklar. Klimatische Effekte sind zwar in der Nähe der
geographischen Ausbreitungsgrenzen von Vektor und VBI leichter erkennbar,
das Ausmaß der Auswirkungen des Klimawandels in einem endemischen
Gebiet hängt jedoch von den örtlichen Gegebenheiten und der Anfälligkeit
ab. Der Einfluss auf die Verbreitung von Ixodes ricinus und FSME hängt nicht
nur von ökologischen Faktoren ab, sondern auch von sozioökonomischen
Faktoren, Migration und Urbanisierung, biologischer Vielfalt, Muster des
Vogelzugs, Landnutzung und Änderungen in der Bodenbedeckung, mensch-
liche Kultur- und Verhaltensmuster, sowie die Immunität in der Population
(Kriz u. a., 2004). Da einige dieser Bedingungen wiederum durch den Kli-
mawandel beeinflusst werden, sind die Einflussgrößen komplex miteinander
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verkettet, so dass es oft schwierig ist die genauen Faktoren, die für Verän-
derungen im Auftreten der VBI verantwortlich sind, zu bestimmen. Eine
weitere Schwierigkeit bei der Bestimmung zukünftiger Szenarien ist durch
die Tatsache gegeben, dass die vorherrschende Zeckenart in Europa, Ixodes
ricinus extrem flexibel und anpassungsfähig ist und ziemlich unterschiedli-
che saisonale Aktivität auch in angrenzenden Teilen seiner geographischen
Ausbreitung aufweisen kann (Gray u. a., 2009; Liebisch u. Liebisch, 2003).
3.3.2 Urbanisierung, Landnutzung, Verhalten
Die Population der Menschen ist von einer Billion am Anfang des 20. Jahr-
hunderts bis auf sechs Billionen Menschen am Ende des 20. Jahrhunderts
angestiegen. Im Zuge der Urbanisierung12 wird es nach Sutherst (2004) bis
2030 eine Zunahme der städtischen Bevölkerung bis auf fünf Billionen Men-
schen geben. Weltweit zieht es immer mehr Menschen vom Land in die Stadt,
da es dort vielversprechender erscheint, einen Arbeitsplatz zu finden. Die
Städte dehnen sich, durch den konstanten Bau neuer Häuser, Straßen und
Versorgungseinrichtungen, immer weiter in die Natur aus. Vor allem eine
dichtere Besiedlung der FSME-Endemiegebiete könnte mit einem Anstieg
der FSME-Fallzahlen im Zusammenhang stehen.
Als Folge der steigenden Bebauung der Stadtgebiete und der ländlichen
Räume dringt der Mensch in Freizeit und Beruf zunehmend in den Lebens-
raum der Zecken ein und verändert die Lebensgrundlage von Ixodes ricinus.
Die für Ixodes ricinus äußerst wichtige Zusammensetzung der Vegetation
kann sich ändern (siehe Kapitel 3.3.4). Zwar wird ein Teil des Habitats durch
die einseitige ackerbauliche und forstwirtschaftliche Nutzung sowie durch
Bebauung zerstört, dennoch scheint sich Ixodes ricinus in Gärten, Parks, Stadt-
wäldern und an Wegrändern in Siedlungsräumen fest etablieren zu können
(Liebisch u. a., 1995).
Die in Abbildung 3.7 dargestellte Wirt-Erreger-Umwelt-Beziehung wird
sich durch die Zerschneidung der Lebensräume und die Abnahme der Biodi-
versität im Zuge des Wandels der Landnutzung stark verändern (Sutherst,
2004). Die zunehmende Weltbevölkerung (ESA, 2001) dringt in Bereiche ein,
die bis jetzt noch durch Wälder bedeckt sind und verursacht eine Intensi-
12Vermehrung, Ausdehnung oder Vergrößerung von Städten nach Zahl, Fläche oder Einwoh-
ner (Heineberg, 2000). Urbanisierungsparameter: Versiegelungsgrad, Veränderungen in
der Landnutzung, Einwohnerdichte und Veränderungen in der Stadtstruktur.
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Abbildung 3.7: Pathogenitätsdreieck: Zur Unterstützung der Risikoabschätzung
von VBI im Zuge des globalen Wandels (nach Sutherst (2004))
vierung der Landwirtschaft. Zunehmend werden Gebiete abgeholzt und die
vermehrte Lagerung, Versorgung und Verteilung von Wasser ist notwendig
(Sutherst, 2004). Somit verändert sich der Lebensraum der Wirts- und Reser-
voirtiere, die zur Aufrechterhaltung des Naturzyklus (Kapitel 3.2.3) notwendig
sind und damit auch die Lebensgrundlage von Ixodes ricinus darstellen. Folg-
lich sinkt in stark zerschnittenen Gebieten und Gebieten mit intensiver Land-
und Waldwirtschaft die Verbreitung von FSME (Vanwambeke u. a., 2010).
In einer Studie haben Kriz u. a. (2004) untersucht, inwieweit der Anstieg
an FSME-Erkrankungen in Tschechien in den 1990er Jahren mit den öko-
nomischen und sozialen Veränderungen im Zuge der „Samtenen Revolu-
tion“13 zusammenhing. Berücksichtigt wurde u. a. die Entwicklung der Al-
tersstruktur und der Geschlechter in Tschechien. Die verhaltens- und sozio-
ökonomischen Aspekte haben sich jedoch trotz des politischen Wechsels
nicht geändert, so dass die Untersuchung keine Hinweise für die Ursachen
des Inzidenzanstieges gibt. Jedoch gelang es Vanwambeke u. a. (2010) einen
solchen Zusammenhang in Litauen herzustellen. Sie haben festgestellt, dass es
13tschech.: sametová revoluce; politischer Systemwechsel der Tschechoslowakei vom autori-
tären Sozialismus zu einem demokratischen System im Herbst 1989
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eine negative Korrelation zwischen demAusbildungsniveau bzw. Einkommen
und der FSME-Infektionsrate gibt.
In Deutschland lebten im Jahr 2009 rund 81 Millionen Menschen, die sich
besonders in den großen Städten und deren Umland konzentrierten (Statis-
tisches Bundesamt, Deutschland, 2012), so dass sich auch in Deutschland
Anzeichen einer Urbanisierung beobachten lassen. Es existieren jedoch keine
Untersuchungen über einen potentiellen Einfluss der Urbanisierung auf die
Verbreitung von FSME bzw. Ixodes ricinus, da die wichtigen Einflussfaktoren
der Urbanisierung schwierig zu definieren sind und sie sich zusätzlich einer
exakten naturwissenschaftlichen Analyse entziehen (Kampen, 2005).
Die bereits in Kapitel 3.3.1 erwähnte Veränderung des Lebensraumes von
Ixodes ricinus führt nicht zwangsläufig zu einem Rückgang der Zecken-Po-
pulation, sondern zu einer Verlagerung der Zeckenhabitate. Dadurch ist ein
vermehrter Kontakt zwischen Mensch und Zecke möglich und die Wahr-
scheinlichkeit einer Übertragung von FSME steigt (Horst, 2003). Hier könn-
te es auch einen indirekten Zusammenhang zu den Klimaveränderungen
geben. Möglicherweise könnte beispielsweise ein starker Anstieg an FSME-
Erkrankungsfällen in Deutschland in der 27. bis 30. Kalenderwoche des Jahres
2003 im Zusammenhang mit einer Hitzewelle über mehrere Wochen stehen
(Dobler u. a., 2005). Bei hohen Temperaturen scheinen sich Menschen ver-
mehrt in der Natur aufzuhalten, so dass sich die Wahrscheinlichkeit mit
Zecken und damit auch mit dem FSME Virus in Kontakt zu kommen, erhöht.
Weiterhin besteht der Verdacht, dass es einen Zusammenhang zwischen
Erholung und der Verbreitung von FSME gibt. Zum Beispiel besitzen viele
Tschechen Ferienhäuser im eigenen Land. Gerade in den Gebieten mit ei-
ner großen Ferienhausdichte scheint es zu einem verstärkten Auftreten von
FSME zu kommen (Zeman u. a., 2010). Auch in Schweden finden sich der
Großteil der FSME-Fälle in den typischen Urlaubsregionen mit z. T. hoher
Ferienhausdichte, wie der Ostküste bei Stockholm, den Seen Vättern, Vänern
und Mälaren, sowie Teilen der Westküste bei Göteborg (Smittskyddsinstitu-
tet, 2011). Es konnte zwar keine direkte Korrelation zwischen dem Auftreten
von FSME und den Gebieten hergestellt werden, dennoch sollte nicht aus-
geschlossen werden, dass auch dieser Parameter für die FSME-Verbreitung
mitverantwortlich sein könnte (Zeman u. a., 2010). In punkto Erholung und
FSME scheinen auch Outdooraktivitäten, wie Camping, Jagen, Golfen oder
Radfahren, eine nicht unerheblich Rolle zu spielen, vor allem in Kombination
mit der erhöhten Mobilität. Ein Großteil der Europäer verreist innerhalb
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Europas, jedoch meistens ohne sich über mögliche Risiken bezüglich FSME
aufzuklären (Süss, 2011). Darüber hinaus finden zum einen diese Outdoorak-
tivitäten meist in Bereichen mit hoher Zeckendichte statt (Jensenius u. a.,
2006). Zum anderen korreliert auch noch die Hauptreisezeit für Europa mit
der Zeckensaison, so dass das bestehende Risiko eines Zeckenbisses noch
erhöht wird (Kunze, 2008).
3.3.3 Wirtsvorkommen und Biodiversität
Ixodes ricinus ist eine euphage Zecke, ein Parasit mit einer großen Anzahl
verschiedener Arten von Wirbeltierwirten. Nach Anderson (1991) parasi-
tiert Ixodes ricinus an 148 Säugetier-, 149 Vogel- und 20 Reptilienarten im
gesamten Verbreitungsgebiet. In Deutschland zählen 35 Säugetier-, 45 Vogel-
und einige Reptilienarten zu seinen Wirtstieren (Walter u. Liebisch, 1980). Je
nach Entwicklungsstadium bevorzugt Ixodes ricinus verschiedene Wirtstiere.
Larven und Nymphen präferieren vor allem Nagetiere (Langschwanzmäu-
se (Apodemus spec.) und Wühlmäuse (Microtus arvalis)), Spitzmäuse (Sorex
spec.) und Feldhasen (Lepus spp.) (Bowman u. Nuttall, 2008; Tälleklint u.
Jaenson, 1996, 1997). Besonders die Nagetiere und Spitzmäuse scheinen für
die Aufrechterhaltung des Naturzykluses des FSME-Virus verantwortlich zu
sein (Randolph u. a., 1999) (siehe Kapitel 3.2.3). Wohingegen Vögel zwar von
den unreifen Zecken als Wirtstiere genutzt werden, jedoch vorwiegend für
die Ausbreitung von Ixodes ricinus über eine lange Distanz verantwortlich
sind (Jaenson u. a., 1994). Auch große Waldtiere wie Hirsche tragen aufgrund
ihrer hohen Mobilität im wesentlichen zur Verteilung der virusinfizierten
Zecken bei (Dobler u. a., 2005). Die Hirsche werden jedoch vor allem von
den adulten Zecken als Wirtstiere genutzt (Vor u. a., 2010).
Im Zusammenhang mit der Verbreitung der Wirtstiere und der Ausbrei-
tung von FSME gibt es eine Vielzahl von Faktoren, die für den Anstieg der
FSME-Fälle mitverantwortlich sein könnten. Nach Sumilo u. a. (2008b) könn-
te die Zunahme an Kulturland und die Reduzierung des Gebrauchs von
Pestiziden sowie der industriellen Verschmutzung dazugehören, denn diese
Faktoren haben einen positiven Effekt auf die Wirtstierhabitate und die Wirt-
stiere selbst. Darüber hinaus hat auch das veränderte Jagdverhalten einen
Einfluss auf die Verbreitung der größeren Säugetiere wie der Hirsche. Folg-
lich haben die wirtssuchenden Zecken eine höhere Chance ein passendes
Wirtstier zu finden.
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Als eine weitere mögliche Erklärung für die FSME-Ausbreitung könnten
auch hier die Klimaveränderungen (siehe Kapitel 3.3.1) herangezogen wer-
den. Die vermutete Erwärmung des Klimas könnte auf der einen Seite im
Norden Skandinaviens die Zunahme der Biomasse, hauptsächlich in Form
von jungen Bäumen, zur Folge haben (Swedish Forest Agency, 2007). Eine
Steigerung des Futters verbessert natürlich die Lebensbedingungen vieler
Wirtstiere. Auf der anderen Seite führt das mildereWetter zur Eroberung neu-
er Habitate. Zum Beispiel kamen bislang das Rehwild und der Feldhase nicht
im Norden Skandinaviens vor. Dies könnte sich aber durch das vermehrte
Futterangebot in Kombination mit den weniger starken Wintern ändern. Im
Gegenzug kommt die Erwärmung des Klimas einigen Wirtstieren von Ixodes
ricinus nicht entgegen. Es ist damit zu rechnen, dass sich die wärmeempfindli-
chen Hirsche, speziell die Elche, aus dem Süden Skandinaviens zurückziehen.
Folglich ändert sich in diesen Regionen das Angebot an Wirtstieren für die
adulten Zecken (Smittskyddsinstitutet, 2011).
3.3.4 Vegetation/Biodiversität
Als Lebensraum bevorzugt Ixodes ricinus in den gemäßigten Klimazonen
Misch- und Nadelwälder, die aus ursprünglichen Laubwäldern aus Eichen
undHainbuchen (Querceto-Carpinetum) entstanden sind (Sonenshine, 1993).
Diese Misch- und Nadelwälder enthalten zum einen ein vielfältiges Arten-
spektrum mit den entsprechenden Wirtstieren. Zum anderen schafft eine
vorhandene Kraut- und Strauchschicht ein geeignetes Mikroklima mit ge-
nügend Feuchtigkeit für jedes Zeckenstadium. Nach Kurtenbach u. a. (1995)
ist die Existenz einer Krautschicht eine wichtige Voraussetzung für das Ze-
ckenvorkommen. Dieser Bereich kann eine Pufferzone zwischen der feuchten
Bodenschicht und der äußeren Atmosphäre mit einer relativen Luftfeuchte
von 90% bilden. Dies verhindert das Austrocknen von Ixodes ricinuswährend
der trockenen Sommermonate (siehe Kapitel 3.3.1). Eine ebenfalls gute Puf-
ferzone bietet anscheinend die Laubschicht der Eiche (Quercus), Erle (Alnus)
und Hasel (Corylus), auch hier lässt sich eine hohe Zeckendichte nachweisen
(Lindström u. Jaenson, 2003; Tack u. a., 2012a). Die hier vorgefundene hohe
Zeckendichte hängt jedoch auch mit der Umstand zusammen, dass diese
Laubwälder einen beliebten Lebensraum für die Wirtstiere von Ixodes ricinus
darstellen, da hier ausreichend Nahrung und Schutz für die Tiere vorhanden
ist (Tack u. a., 2012a) (Kapitel 3.3.3).
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Der LebensraumWald hat sich jedoch stark gewandelt bzw. reduziert. Nach
der DSW (1999) hat die Waldfläche pro Kopf mit dem Wachstum der Be-
völkerung und mit dem Rückgang der Wälder ständig abgenommen. 1995
konnten weltweit 3,45 Milliarden ha Wald auf der Erde festgestellt werden,
davon 14,6 Millionen ha (4,2%) in Europa. Zwischen 1990 und 1995 wurde
ein weltweiter Waldverlust von ca. 56,3 Millionen ha registriert. Deutschland
weist eine Waldfläche von 11.075.798 ha auf (DSW, 1999). Es gibt im Untersu-
chungsgebiet Baden-Württemberg auf einer Fläche von 14 000 km2 (39% der
Landesfläche) 65% Nadelbäume und 35% Laubbäume (LUBW, 2003).
Für Schweden hat und wird sich die Zusammensetzung der Wälder eben-
falls ändern. Ein niedriger Grundwasserpegel im Sommer ist für viele som-
mergrüne Baumarten mit hohem Laubanteil ein limitierender Faktor. Da
der Grundwasserspiegel vor allem in Südschweden in den Sommermona-
ten stark zurückgeht, wird angenommen, dass sich die Eiche in dieser Regi-
on durchsetzten kann und Ixodes ricinus dort ein optimales Habitat findet
(Jaenson u. Lindgren, 2011). Zusätzlich werden Eiche (Quercus), Erle (Alnus)
und Hasel (Corylus) wahrscheinlich den verlängerten Vegetationsperioden
Richtung Norden folgen (Commission in Climate and Vulnerability, 2007)
und Ixodes ricinus wird dann auch an diesen Standorten optimale Bedin-
gungen vorfinden. Hervorzuheben ist, dass die Erle (Alnus), besonders die
Schwarz-Erle (Alnus glutinosa), vor allem imMarschland sowie an See-und
Flussufern vorkommt. In Schweden sind diese Gebiete typisch für ein erhöh-
tes FSME-Vorkommen. Aber auch für Norwegen und Finnland ist eine solche
Entwicklung der Vegetation und somit auch eine Ausweitung der Verbreitung
von Ixodes ricinus denkbar (Jaenson u. Lindgren, 2011). Darüber hinaus wird
sich mit großer Wahrscheinlichkeit die Gemeine Fichte (Picea abies) aus Zen-
traleuropa zurückziehen. Im Gegenzug kann sich aber die Rotbuche (Fagus
sylvatica) in diesen Gebieten gut durchsetzen (Dobbertin u. Giuggiola, 2006),
so dass Ixodes ricinus durch das dann liegende Laub auch hier ein optimales
Mikroklima vorfindet.
Die forstwirtschaftliche und landwirtschaftliche Praxis und deren Gesetz-
gebung könnten ggf. einen noch größeren Einflussfaktor auf die Verteilung
der Baum- und Pflanzenarten darstellen als das Klima (Jaenson u. Lindgren,
2011) (siehe Kapitel 3.3.2).
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3.3.5 Auswirkungen komplexer Umweltfaktoren auf die Verbreitung
von FSME bzw. Ixodes ricinus
Wie bereits in Kapitel 3.3.1 erwähnt hat der Klimawandel für FSME eine große
Bedeutung. Dennoch kann der Klimawandel allein keine zufriedenstellende
Erklärung der zeitlichen, räumlichen und sehr heterogenen Verteilung von
zecken-assoziierten Erkrankungen bieten, ebenso wenig wie die anderen
einzelnen Umweltfaktoren (Kapitel 3.3). Das Problem des Infektionsrisikos
für Menschen ist komplexerer Natur. Die Vektordichte und -aktivität sowie
die Verbreitung der Pathogene variieren in Raum und Zeit. Das Risiko einer
Erkrankung steigt mit der Dichte und Aktivität der infizierten Zecken (Kahl
u. Knülle, 1988). Zusammen mit den Aktivitäten des Menschen, und somit
möglichen Kontakt mit natürlichen Herden von Ixodes ricinus, bilden diese
Faktoren das Infektionsrisiko. Dasmenschliche Verhalten kann die Infektions-
gefahr durch z. B. den Gebrauch von wirkungsvollen Zeckenabwehrmitteln
und Schutzimpfungen beträchtlich ändern (Banzhoff u. a., 2008).
Wie in Abbildung 3.4 dargestellt, beeinflusst eine Vielzahl von Umwelt-
faktoren die Verbreitung von VBI, und somit auch von FSME. Neben dem
direkten Einfluss auf FSME können sich die Umweltfaktoren auch gegenseitig
beeinflussen und in Kombination auftreten. Es ist wichtig, möglichst viele der
Umweltparameter zu untersuchen, um das komplexe Zusammenspiel zwi-
schen Erreger, Überträger und Umwelt zu erfassen. Die komplexe Wirkung
der Umweltfaktoren auf die Verbreitung von FSME ist von großer Relevanz,
wurde bislang jedoch nur vereinzelt untersucht.
Eine Studie von Kiffner u. a. (2012) befasst sich z. B. mit dieser Problema-
tik und untersuchte die Veränderungen in der räumlichen Verteilung von
FSME-Fällen in Süddeutschland. Dazu wurde ein zeitlich versetztes, räum-
lich gewichtetes Modell erstellt, welches neben biotischen und abiotischen
Parametern, dieFSME-Inzidenz in 140 Landkreisen Süddeutschlands aus
einem Zeitraum von acht Jahren beinhaltet. Eine positive Korrelation mit
der FSME-Inzidenz in der Bevölkerung konnte, unter Berücksichtigung von
unerklärter räumlicher und zeitlicher Variation, bezüglich der Waldart, der
Waldfläche und der indizierten Rehwilddichte (Capreolus capreolus) im Vor-
jahr festgestellt werde. Frühjahrserwärmung, Waldfragmentierung, Rotwild-
und (Cervus elaphus) Rotfuchsdichte (Vulpes vulpes) im Vorjahr waren hinge-
gen negativ korreliert mit der FSME-Inzidenz. Kiffner u. a. (2012) konntenmit
ihremModell zwar einige erklärende Variablen identifizieren. Es ist jedoch
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anzunehmen, dass zusätzliche erklärende Variablen fehlen, die das Modell
vervollständigen würden.
Eine ebenfalls vielschichte Untersuchung, jedoch bezüglich der Verbrei-
tung von Ixodes ricinus, haben Li u. a. (2012) durchgeführt. Mit einer ab-
hängigen Variable über die Zeckendichte im Untersuchungsgebiet und den
unabhängigen Variablen Wetter, Habitatsqualität und Jagdstrecke wurde eine
umfangreiche statistische Analyse durchgeführt, um mögliche Zusammen-
hänge innerhalb dieser Umweltparameter bezüglich der zeitlich-räumichen
Dynamik von Ixodes ricinus aufzudecken. Es konnte festgestellt werden, dass
sowohl die relative Luftfeuchtigkeit, die Temperatur und die Windgeschwin-
digkeit als auch die Waldzusammensetzung sich auf das Suchverhalten der
Nymphen und Adulten Zecken auswirken.
Aber auch die Studien von Kriz u. a. (2004), Sumilo u. a. (2008a) und
Schwarz u. a. (2009) untersuchen die Zusammenhänge zwischen Umweltpa-
rametern und der FSME-Ausbreitung. Dennoch konnten bislang nicht alle
Parameter, die einen Einfluss auf Ixodes ricinus bzw. FSME haben, aufgedeckt
werden, so dass nach wie vor ein enormer Forschungsbedarf diesbezüglich
besteht (Estrada-Peña u. a., 2012; Randolph, 2010; Sumilo u. a., 2007).
3.4 Das FSME-Endemiegebiet Baden-Württemberg
Baden-Württemberg liegt im Südwesten Deutschlands. Im Osten grenzt es
an Bayern, im Norden an Bayern und Hessen. Seine Süd- und Westgren-
ze wird durch Rhein und Bodensee gebildet (mit kleinen Ausnahmen wie
Schaffhausen), wobei die Schweiz der südliche, Frankreich und Rheinland-
Pfalz die westlichen Nachbarn sind (Weber, 2003). Nach dem statistischen
Landesamt Baden-Württemberg ist Baden-Württemberg mit einer Fläche von
35.751,65 km2 und einer Einwohnerzahl von 10.786.000 Einwohnern das dritt-
größte deutsche Bundesland. EinGroßteil der Bevölkerung lebt in den Städten
Stuttgart (613.392 Einwohner),Mannheim (314.931 Einwohner) und Karlsruhe
(297.488 Einwohner). Im Durchschnitt leben auf einem Quadratkilometer
298 Einwohner (Bundesgebiet: 231). Laut dem statistischem Bundesamt weisst
Baden-Württemberg mit einem Bevölkerungswachstum von 9,7% zwischen
1999 und 2005 den größten Bevölkerungszuwachs im Vergleich zu anderen
deutschen Bundesländern auf. Den 5,32 Millionen männlichen Einwohnern
stehen 5,46 Millionen Frauen gegenüber.
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Baden-Württemberg ist geprägt durch große zusammenhängende Wald-
flächen wie den Schwarzwald, den Schwäbischen Wald und den Odenwald
(LUBW, 2003). Rund 40% der Fläche von Baden-Württemberg sind mitWald
bedeckt, nur Hessen und Rheinland-Pfalz haben mit mehr als 40% einen
höheren Waldanteil pro Landesfläche. Das Untersuchungsgebiet weisst auf
einer Fläche von 14 000 km2 (39% der Landesfläche) 65% Nadelbäume und
35% Laubbäume auf (LUBW, 2003).
Nach der Landesanstalt für Umwelt, Messung und Naturschutz Baden-
Württemberg (2005) liegt das Gebietsmittel der Jahresdurchschnittstempera-
tur in Baden-Württemberg bei 8.1 °C. Zwischen 1901 und 2005 ist die Jahres-
durchschnittstemperatur in Baden-Württemberg um 0.8 °C gestiegen. Dieser
Anstieg ist jedoch nicht zeitlich konstant. Auf einen ersten Anstieg in den ers-
ten Jahrzehnten bis 1930 folgte eine relativ konstante Periode bis 1980. Danach
setzt ein deutlicher Temperaturanstieg ein, der auch dem globalen Tempera-
turtrend entspricht. Die Gebietsmittel des jährlichen Niederschlags steigen
seit Beginn des 20. Jahrhunderts um 12%. Seit 1990 lagen nur vier Jahre unter
und 10 Jahre über dem Niederschlagsdurchschnittswert von 948mm. Die
Sonnenscheindauer liegt bei ca. 1700 Stunden pro Jahr. Es konnte seit Beginn
der Aufzeichnungen 1950 kein nennenswerter Trend festgestellt werden.
Aufgrund der erhöhten FSME-Fallzahlen und der äußerst interessanten
inzidenzfreien Inseln wurde Baden-Württemberg als Untersuchungsregion
ausgewählt.
3.5 Geographische Informationssysteme und VBI
In diesem Dissertationsvorhaben wird ArcGIS 9.3 der Firma ESRI Geoinfor-
matik GmbH verwendet. Es umfasst eine Produktfamilie von aufeinander
abgestimmten GIS-Produkten. Neben den Server-Diensten bietet ArcGIS
verschiedene „Klienten“ an, die funktional abgestufte, eigenständige Anwen-
dungen enthalten (Liebig u. Mummenthey, 2005). Für die vorliegende Arbeit
waren die ArcGIS Desktop „Klienten“ ArcView, ArcEditor und ArcInfo von
besonderer Bedeutung.
3.5.1 Geographische Informationssysteme
Der Begriff „geographische Informationssysteme“ ist in der Literatur vielfach
definiert worden (Bill, 2010; Cromley u. McLafferty, 2011; Star u. Estes, 1989)
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Drei wichtige Aspekte haben diese verschiedenen Ansätzen jedoch gemein:
• ein GIS ist ein, aus Hard- und Software bestehendes, Computersystem,
das auf spezifische Erfordernisse ausgerichtete Anwendungen integriert
• ein GIS arbeitet mit raumbezogenen Daten, d. h. alle Daten sind ent-
weder eindeutig über die Koordinaten mit der Oberfläche verknüpft,
oder sie besitzen zumindest untereinander einen durch räumliche Lage
definierten Bezug
• ein GIS besitzt die Möglichkeit, diese Daten zu erfassen, zu verwalten,
zu analysieren und zu präsentieren. Dieses Vierkomponenten-Modell
wird auch „EVAP“ genannt.
In GIS besteht die Möglichkeit, Daten aus zwei unterschiedlichen Gruppen
einzugeben: Geometriedaten und Sachdaten bzw. Attribute.
Geoobjekte, also reale Objekte, bestehen aus Geometriedaten, die in Form
von Punkten (z. B. ein Erkrankungsfall), Linien (z. B. eine Straße) und Po-
lygonen (z. B. eine Naturschutzfläche) vorliegen können (Tabelle 3.2). Sie
beziehen sich immer auf verortete Punkte der Erdoberfläche, d. h. ihnen liegt
ein definiertes Bezugsystem, z. B. ein Koordinatensystem zugrunde. Die Be-
schreibung der Objekte (z. B. Wohnsitz der erkrankten Person) erfolgt über
Attributdaten (Sachdaten) in Form von Tabellen (Cromley u. McLafferty,
2011).
Die Geometriedaten werden als Raster- oder Vektordaten gespeichert (Ta-
belle 3.2). Rasterdaten sind Pixel-Daten, die aus Punkten mit unterschiedli-
chen Farb- und Grauwerten bestehen. Objekte sind durch ihre spezifischen
Farbtonwerte charakterisiert, denen auch Attributdaten zugewiesen werden
können. Rasterdaten können als einfache ASCII-Dateien mit Kopfinforma-
tionen über das verwendete Raster gespeichert werden.
Vektordaten bestehen aus Punkten, deren Lage jeweils durch eine x,y-
Koordinate in einem rechtwinkligen Koordinatensystem oder, im Falle von
Linien oder Polygonen, durch eine Verknüpfungslogik (Vektorzüge) fest-
gelegt ist. Geometriedaten können manuell oder bereits in digitaler Form
eingegeben werden (z. B. Karten, Satellitendaten oder Luftbilder) (Liebig u.
Mummenthey, 2005).
Attribute oder Sachdaten sind über einen eindeutigen Schlüssel mit dem
Geoobjekt verbunden. Sachdaten für Objekte können editiert oder mittels
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Tabelle 3.2:Vergleich von Vektor- und Rasterdaten im Hinblick auf die vier
Strukturelemente eines GIS
Element Vektor Raster
Punkt x , y
Linie x1 , y1; x2 , y2
Polygonzug x i , y i
Fläche x i , y i
Datenbankprogrammen (z. B. MS Access) und Tabellenkalkulationsprogram-
men (z. B. MS Excel) erstellt und in das GIS eingegeben werden. Die zu
verwaltenden Daten werden in systemeigenen Datenbanken abgelegt, wobei
die Sachdaten in relationalen Datenbanken, d. h. in Attributtabellen, ver-
waltet werden. Um die Themen in einem GIS zu strukturieren, wird das
„Layer-Konzept“ angewendet (Abbildung 3.8). Das Layer-Konzept basiert auf
thematisch geordneten Schichten, die übereinander angeordnet und durch
einen Raumbezug miteinander verbunden sind. Mit einem GIS besteht die
Möglichkeit, einzelne Ebenen anzusprechen, sie zu aktivieren bzw. zu deak-
tivieren, verschiedene Ebenen zu überlagern, in Beziehung zu setzten, zu
analysieren und zu präsentieren (Cromley u. McLafferty, 2011).
Nach Liebig u. Mummenthey (2005) stehen für die Aktualisierung, Reor-
ganisierung und Analyse von Daten verschiedene GIS-Funktionen zur Ver-
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Bildliche Darstellung
Höhenprofil
Hydrographie
Administrative Bereiche
Landnutzung
Straßen
Abbildung 3.8: Layer-Konzept eines GIS (Quelle: Esri.com)
fügung. So können Datenbankabfragen, geometrische Berechnungen, Über-
lagerung von Kartenlayern, Verschneidungen von Geometriedaten, Erstel-
lung von Pufferzonen, Flächen- und Dichteberechnungen, Interpolationen,
Glättungstechniken, Analyse raum- und zeitbezogener Verteilungen, Mo-
dellierungen und Simulationen durchgeführt werden (Kapitel 4). Diese sehr
vielschichten Möglichkeiten eines GIS können in äußerst unterschiedlichen
Bereiche, wie z. B. Archäologie, Logistik, Stadtplanung, Marketing, Krimino-
logie und Ressourcenmanagement genutzt werden. Darüber hinaus besteht
mit einem GIS die Möglichkeit einer Optimierung der Ausbreitungsüberwa-
chung von Krankheiten und die Durchführung von Risikoabschätzungen
(Cromley u. McLafferty, 2011).
Die Datenausgabe oder –präsentation erfolgt meistens in Form von Karten
auf dem Computer-Bildschirm oder auf Papier. Es können auch Grafiken
oder Tabellen erstellt werden. Diese Art der Präsentation ist besonders als
Instrument der Öffentlichkeitsaufklärung hilfreich, je nach Zielgruppe kön-
nen die Daten unterschiedlich aufbereitet und dargestellt werden (Liebig u.
Mummenthey, 2005).
3.5.2 Raumbezogene Analysen von VBI
Bereits Clarke u. a. (1996) erkannten, dass zwar in den letzten 30 Jahren eine
enorme Entwicklung im Bereich GIS stattgefunden hat, jedoch leider die
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Anwendbarkeit vorwiegend gut geschulten Experten vorbehalten ist. Sie for-
derten genau wie Nykiforuk u. Flaman (2011) 15 Jahre später eine stärkere
interdisziplinäre Zusammenarbeit im Bereich Public Health und Epidemiolo-
gie unter der Anwendung von GIS. Im Bereich Public Health wird GIS vor
allem in den Bereichen Bestands- und Bedarfsanalyse in der Gesundheits-
versorgung, dem Erstellen gesundheitsbezogener Bevölkerungsprofile, der
Krankheitssurveillance (Krankheitskartierung und -modellierung) und der
Risikoanalyse angewendet (Shaw, 2012).
Vor allem die Surveillance ist im Bereich von VBI von enormer Bedeu-
tung, da, wie bereits in Kapitel 2.1.3 und Kapitel 3.3 beschrieben, VBI einem
ständigen Wandel unterliegen. Sie können durch einzelne Umweltparameter
in ihrer Ausbreitung beeinflusst werden (Tabachnick, 2010) (Abbildung 3.4)
und kombinierte Effekte haben in einigen Fällen das Potential das Risiko zu
vervielfachen. Es gilt diese sich z. T. imWandel befindlichen Umweltparame-
ter mittels GIS zu überwachen und gemeinsam mit den epidemiologischen
Daten zu analysieren.
Eine Reihe aktueller Review-Artikel (siehe z. B. Tabelle 3.3) setzt sich mit
der Thematik von Umweltveränderungen und Gesundheit bzw. Infektions-
krankheiten auseinander. Je nach Methode undWissenschaftszweig gibt es
unterschiedliche Sichtweisen im Hinblick auf den Einfluss verschiedener Um-
weltveränderungen auf VBI. Es sollte jedoch festgehalten werden, dass die
Ökologie von VBI sehr komplex ist und so von sehr vereinfachten Analysen
der Ausbreitungsmechanismen abzusehen ist (Reiter, 2001). Folglich sollten
möglichst viele Umweltparameter berücksichtigt werden. Beispiele für eine
solch vielschichtige Analyse mit Hilfe eines GIS stellen die Studien von Glass
u. a. (1995) und Khormi u. Kumar (2012) dar.
Glass u. a. (1995) haben bei der Entwicklung einer Risikogebietskarte für
Lyme Borreliose über Baltimore eine Vielzahl vonUmweltparametern berück-
sichtigt. Es konnte festgestellt werden, dass der Abstand der Bebauung zum
Wald, das Gefälle der Landschaft, die Geländehöhe und der Boden als Lebens-
raum für verschiedene Pflanzenarten die Verbreitung der Lyme Borreliose
beeinflussen. Folglich haben einzelne Umweltveränderungen Auswirkungen
auf die Übertragung von VBI. Glass u. a. (1995) nehmen an, dass sich das Ri-
siko einer Ausbreitung von Lyme Borreliose möglicherweise erhöhen könnte,
wenn solche Umweltparameter kombiniert auftreten.
Auch zur Verhinderung der Ausbreitung des Dengue-Fiebers ist das Ver-
ständnis der komplexen Zusammenhänge zwischen Vektor (Gelbfiebermücke
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Tabelle 3.3:Übersicht über einige aktuelle Review-Artikel, die den Einfluss von
Klimaveränderungen auf VBI bestätigen
Reviews VBI
McMichael u. Haines (1997) FSME, Leishmaniose, Malaria
Haines u. a. (2000) Dengue-Fieber, Malaria, Lyme Borreliose
Patz u. a. (2000) Moskito-assoziierte Erkrankungen, Zecken-
assoziierte Erkrankungen
Gubler u. a. (2001) Moskito-assoziierte Erkrankungen, Zecken-
assoziierte Erkrankungen
Reiter (2001) Moskito-assoziierte Erkrankungen
Harvell u. a. (2002) Rift-Valley-Fieber, Cholera
McMichael u. a. (2006) Moskito-assoziierte Erkrankungen, Zecken-
assoziierte Erkrankungen
Singh u. a. (2011) Zoonosen
Thai u. Anders (2011) Dengue-Fieber
Estrada-Peña u. a. (2012) Zecken-assoziierte Erkrankungen
Githeko u. a. (2012) Malaria
Lapointe u. a. (2012) Malaria
Wilder-Smith u. a. (2012) Dengue-Fieber
(Stegomyia aegypti) und asiatische Tigermücke (Stegomyia albopicta) und
Umwelt eine wichtige Voraussetzung. Die Kontrolle und Überwachung des
Vektors sowie die Lokalisierung und Zerstörung von geeigneten Mückenbrut-
plätzen spielen dabei die größte Rolle. Ziel der Studie von Khormi u. Kumar
(2012) war es, durch eine Kombination von ökologischen und sozioökonomi-
schen Variablen, Risikogebiete identifizieren zu können. Zu diesen Variablen
gehörten klinisch bestätigteDengue-Fieber Fälle, Anzahl anMücken, Bevölke-
rungsdichte in bewohnten Gebieten, Gesamtbevölkerung pro Bezirk, Zugang
zu Wasser, Wohnqualität und räumlich-zeitlich gemitteltes Dengue-Fieber
Risiko. Khormi u. Kumar (2012) schlagen vor die angewendete Methode als
Routineverfahren innerhalb einer Surveillance zu implementieren.
Beide Studien (Glass u. a., 1995; Khormi u. Kumar, 2012) zeigen, dass ei-
ne vielschichtige Analyse potentieller Ausbreitungsfaktoren notwendig ist,
um das Gefährdungspotential, das von VBI ausgeht, besser abschätzen zu
können. Der Schwerpunkt vieler Studien liegt jedoch, wie bei FSME, auf den
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Untersuchungen der Auswirkungen von Klimaveränderungen (Tabelle 3.3).
Es konnte dabei festgestellt werden, dass Klimaveränderungen einen wesent-
lichen Einfluss auf die Verbreitung von Infektionskrankheiten haben können.
Der Grund könnte möglicherweise darin liegen, dass viele VBI, wie z. B. Ma-
laria, Dengue-Fieber und der West-Nil-Virus tropischen Ursprungs sind. Die
Klimaerwärmung, mit zunehmendemWasserverbrauch und steigender Ver-
dunstung, bildet vermehrt gemäßigte Klimazonen. Folglich kann die Repro-
duktion der Vektoren in diesen kühleren Regionen (durch die zunehmende
Verdunstung) steigen (Sutherst, 2004). Klimaveränderungen haben das Po-
tential, die Gefährdung der Bevölkerung bezüglich VBI zu ändern, indem
sich die geographische Verteilung der für die Vektoren und Krankheitserreger
wichtigen Gegebenheiten ändert. Es kann davon ausgegangen werden, dass
Klimaveränderungen bereits 50% des weltweiten Artenspektrums beeinflusst
haben (Ackermann, 2005).
Der Umweltfaktor Klima ist ein äußerst wichtiger Parameter (Kapitel 3.3.1
und Kapitel 3.2), da er, zusätzlich zu der direkten Wirkung, auch eine Reihe
anderer Umweltparameter beeinflusst. Nach Gubler u. a. (2001) ist es daher
besonders wichtig, die Auswirkungen dieses Faktors auf VBI zu verstehen,
um eine optimale Überwachung von VBI zu ermöglichen. Darüber hinaus
wird aber betont, dass ökologische, demographische und soziale Faktoren
(Landnutzung, Dammbau, Bewässerung, Urbanisierung, Abholzung, Handel
und Reisen sowie demographische Größen) ebenfalls das Potential haben,
Infektionskrankheiten zu beeinflussen (Aron u. Patz, 2001; Gratz, 1999; Gubler
u. a., 2001; Kassem u. a., 2012; McMichael, 2004; Morse, 2004; Patz, 2001; Patz
u. a., 2004; Sutherst, 1993, 1998). Patz u. a. (2004) erstellten eine Liste der
durch landschaftliche Veränderungen beeinflussbaren Infektionskrankheiten.
VBI stellen in dieser Prioritätenliste die stärkste Gruppe dar, da sie besonders
durch solche Veränderungen beeinflusst werden können.
Zur Verbesserung von Vorsorgemaßnahmen, Entwicklung von Strategien
und Aufstellung von Modellen bzw. Hypothesen ist es notwendig, das Wech-
selspiel zwischen Erreger, Wirt, Vektor und Umweltfaktoren ganzheitlich
zu verstehen. Es sollten die Einflüsse der veränderten Ökosysteme auf die
Verbreitung von VBI aufgeklärt werden (Kampen, 2005; Sutherst, 1998). Es
bedarf vor allem Studien, die ein umfassendes Bild der komplexen Wechsel-
wirkungen zwischen den einzelnenKomponenten derUmweltveränderungen,
sowie zwischen diesen und den VBI, liefern können. Dieser Forderung nach
umfassender Forschung soll in dieser Arbeit nachgekommen werden. Statisti-
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sche Analysen von Umwelt- und Infektionsdaten sollen Aufschluss über das
Zusammenspiel von Umweltparametern und Auftreten von FSME geben.
Darüber hinaus ist die permanente Überwachung und aktuelle Risiko-
abschätzung des Infektionsgeschehens notwendig (Desselberger, 2000; Kis-
temann u. Exner, 2000). Zum einen ist es entscheidend, neue Infektions-
krankheiten inklusive ihrer Ursachen und Übertragungswege zu identifizie-
ren. Zum anderen sollte, um die Bevölkerung besser schützen und Kosten im
Gesundheitswesen einsparen zu können, eine konsequente Überwachung be-
kannter Erreger und Erkrankungen durchgeführt werden. Mittlerweile wird
der Nutzen von GIS mehr und mehr erkannt und es werden erste Schritte
unternommen, um dieses sehr vielseitige Instrument im Bereich von Früh-
warnsystemen etablieren zu können (Khormi u. Kumar, 2012).
Im Bereich der Zecken-Überwachung starteten z. B. Dr. Olaf Kahl und
Dr. Hans Dautel mit der tick-radar GmbH einen der ersten Versuche. Ein
Internetportal Namens „Zeckenwetter.de“ informiert über die aktuelle Ze-
ckenaktivität in Deutschland und liefert Prognosen für die nächsten Tage.
Diese Informationen werden zusammengesetzt aus Zeckenstationsdaten im
Freiland sowie Wetterdaten und -prognosen von ausgewiesenen Wetterexper-
ten.
3.5.3 Entwicklung eines Surveillance-Systemsmit Hilfe eines GIS
Der Begriff der medizinisch-epidemiologischen Surveillance umfasst die lau-
fende Erhebung, Analyse und Interpretation von „Gesundheitsdaten“, um
Public Health Aktivitäten planen, durchführen und evaluieren zu können,
sowie Prävention und Kontrolle zu optimieren (CDC, 1988). Dagegen werden
in einem Monitoringsystem nur Daten erhoben, um einen Soll-Ist-Vergleich
durchführen zu können, ohne anschließende Berichterstattung und daraus
resultierende Maßnahmen (Hellmeier u. Jöckel, 2005). Nur falls die Ergebnis-
se kritische Werte aufzeigen, erfolgt eine Berichterstattung und es werden
erforderliche Maßnahmen eingeleitet.
Zur Abschätzung der räumlichen und zeitlichen Ausbreitung von Infek-
tionskrankheiten ist neben der klassischen medizinisch-epidemiologischen
Surveillance14 ein Nachweis auffälliger räumlicher Infektionsmuster sowie
14fortlaufende systematische Sammlung, Analyse, Bewertung und Verbreitung von Gesund-
heitsdaten zum Zweck der Planung, Durchführung und Bewertung von Maßnahmen zur
Krankheitsbekämpfung
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eine ökologische Analyse notwendig (van den Berg u. von der Ahé, 1997).
Zur Entwicklung eines Surveillancesystems ist die Identifizierung einer
Infektionshäufung auf Basis epidemiologischer Daten erforderlich (van den
Berg u. von der Ahé, 1997), die im Fall von FSME im Rahmen einer Pflicht-
Surveillance15 registriert werden.AufGrundlage einerVerbreitungskarte kann
ein erster Verdacht bezüglich einer Infektionshäufung entwickelt werden.
GIS erlaubt bei der Erstellung von Chloroplethenkarten16 eine flexible und
problemorientierte Abgrenzung der Raumeinheiten. Dies verhindert, dass
die Ergebnisse durch die Variation der Grenzen der Raumeinheit erheblich
beeinflusst werden. Die Wahrnehmung des Kartenbetrachters wird durch die
Projektion, Größe der räumlichen Einheit, Klassenzahl und Klassengrenzen
sowie Farb- und Signaturwahl beeinflusst (Liebig u. Mummenthey, 2005).
Der Nachweis auffälliger Infektionsmuster ist ein weiterer Schritt zur Ent-
wicklung eines Surveillancesystems (van den Berg u. von der Ahé, 1997).
Bei diesem Nachweis wird vor allem ein Schwerpunkt auf die Identifikation
räumlicher Cluster mit Hilfe statistischer Verfahren gelegt. Dies dient der
Bestätigung einer signifikanten Abweichung von theoretisch oder empirisch
erwarteten Verteilungsmustern von Krankheitsfällen. GIS beinhaltet Ana-
lysewerkzeuge, die eine Clusteranalyse automatisch durchführen können
(Cromley u. McLafferty, 2011).
Der letzte Schritt zur Entwicklung eines Surveillancesystems aus dem Be-
reich „Umwelt und Gesundheit“ sollte sich mit der ökologischen Analyse
befassen, die auf dem Prinzip der räumlichen Verknüpfung von Gesund-
heitsdaten und potentiellen Risikofaktoren basiert (van den Berg u. von der
Ahé, 1997). Hierzu sollten gesundheitsbezogene Umweltindikatoren entwi-
ckelt werden, die es ermöglichen, den Zustand sowie die Veränderung der
Umwelt im Zusammenhang mit der Ausbreitung von Krankheiten zu erfas-
sen. Ein Indikatorenset, wie es in der vorliegenden Arbeit für FSME erstellt
wurde, berücksichtigt den Umstand, dass häufig mehrere Umweltparame-
ter wechselwirken. GIS ermöglicht die Erfassung dieses komplexen Wech-
selspiels zwischen Erregern, Wirten, Vektoren und Umweltfaktoren. Es ist
notwendig, dieses Zusammenspiel zu verstehen, um eine Verbesserung von
Vorsorgemaßnahmen, die Entwicklung von Strategien und Aufstellung von
15bestimmte Erkrankungen müssen auf Basis gesetzlicher Regelungen gemeldet werden
(Reintjes u. Krämer, 2003)
16In Choroplethenkarten werden Attributwerte durch die Einfärbung der geografischen
Objekte dargestellt (Liebig u. Mummenthey, 2005)
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Modellen bzw. Hypothesen zu ermöglichen. Die Aufklärung des Einflusses
der veränderten Ökosysteme auf die Verbreitung von VBI und insbesondere
zecken-assoziierter Krankheiten wird als sehr wichtig angesehen (Eisen u.
Eisen, 2011; Kampen, 2005; Sutherst, 1998).
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4.1 Identifizierung benötigter Datensätze anhand der Literatur
Ziel der Literaturrecherche war es zum einen einen Überblick über bereits
vorhandene Studien zumThema „VBI und Umweltveränderungen“ zu be-
kommen, um darauf aufbauend ein Indikatorenset für FSME zu entwickeln
(Kapitel 5.1). Zum anderen fand anhand dieser Indikatoren und der gewon-
nen Erkenntnisse eine Auswahl des Datenmaterials statt, welches für die
statistische Auswertung die Grundlage darstellt.
Zur Identifizierung der wichtigsten Studien und Reviews zu denThemen
VBI / FSME unter Einfluss von Umweltfaktoren, wurde eine umfangreiche
Literaturrecherche durchgeführt. Hierbei wurde die
• DatenbankMedline/PubMed (National Library of Medicine, Bethesda,
Maryland),
• die Website-Suchfunktionen des CDC, des RKI und der WHO und
• die Suchmaschine Google inklusive der Suchmaschine Google-Scholar
herangezogen.
Gesucht wurde nach Reviews und Studien, die sich mit den Auswirkungen
der Umweltveränderungen auf die Verbreitung von VBI beschäftigen. Da-
bei stand vor allem FSME unter Einwirkung von Umweltveränderungen im
Fokus.
Die Suche umfasste einzelne Begriffe und Wortkombinationen, die in Ta-
belle 4.1 dargestellt sind. Berücksichtigt wurden die Begriffe im Singular und
Plural sowie auf Deutsch, Englisch und Schwedisch. Es wurden jeweils Wort-
kombinationen verwendet wie z. B. vektorbasiert UND Infektionskrankheit
UNDUmweltveränderungen oder TBE ANDClimate AND change oder TBE
AND klimat AND förändring.
Bei der Recherche imWorldWideWeb waren u. a. die Internetseiten des
RKI, des UBA, der Deutschen Gesellschaft für Parasitologie, der WHO, des
CDC, der International Scientific Working group on Tick-Borne Encepha-
litis und des Arbeitskreises für Medizinische Geographie sehr aufschluss-
reich. Außerdem erfolgte eine regelmäßige Recherche in unterschiedlichsten
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Tabelle 4.1: Suchmatrix der verwendeten Begriffe der Literaturrecherche zu
verschiedenenThemen
Thema Zecken VBI FSME GIS Umweltfaktoren
Su
ch
be
gr
iff
Ixodes ricinus Vektor-
assoziierte
Erkrankung
Frühsommer-
Meningo-
enzephalitis
geographische
Informations-
systeme
Umwelt
Arachnida Vektorbasierte
Infektionskrank-
heiten
Hirnhaut-
entzündung
Geo-
informations-
system
Urbanisierung
Acari Arbovirus Meningitis Überwachung Klima
Ixodida Zoonosen Flaviviridae Tourismus
Metastigmata Ausbreitung Landnutzung
Holzbock Monitoring Biodiversität
wissenschaftlichen Journalen, um den Verlauf der aktuellen Forschung im
Bereich VBI verfolgen zu können. Es wurden Zeitschriften aus den unter-
schiedlichsten Fachrichtungen z.B. Medizin, Geoinformatik, Epidemiologie,
Gesundheitswissenschaften sowie Umwelt und Gesundheit herangezogen.
Zur Optimierung der Fragestellung, ob es Korrelationen zwischen den
Umweltfaktoren und der Vektor- bzw. Infektionsausbreitung bei VBI gibt, war
die Eingrenzung der Untersuchungsparameter erforderlich. Es erfolgte eine
Spezifizierung des Vektors und der zu untersuchendenVBI, eine Eingrenzung
der zu untersuchenden Umweltfaktoren sowie eine räumliche und zeitliche
Begrenzung (siehe Kapitel 5.1).
4.2 Materialsammlung und -aufarbeitung
Um die Lesbarkeit der Arbeit zu verbessern, werden im Folgenden sowohl
die gesammelten Daten als auch deren Aufarbeitung zur anschließenden
Auswertung dargestellt.
4.2.1 Verarbeitung der geobasierten Daten
Nach der in Kapitel 4.1 beschriebenen Literaturrecherche konnte eine Vielzahl
von wichtigen Informationen identifiziert werden, die für die Verbreitung
von FSME bzw. Ixodes ricinus verantwortlich sein könnten. Diese Informa-
tionen galt es nun in Form von Daten zusammenzutragen (Kapitel 4.2.2 und
Kapitel 4.2.3) und je nach Zustand des Datenmaterials zu bearbeiten. Abhän-
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gig von ihrem Ursprungsformat und Informationsgehalt mussten die Daten
umgewandelt und/oder bereinigt werden, um sie in die Analysen integrieren
zu können. Dabei wurden die Programme ArcMAP der Firma ESRI und
Microsoft Office Excel angewendet.
Alle Datenmussten den gleichen räumlichen Bezug aufweisen. Dazuwurde
je nach Datenbeschaffenheit eine Anpassung des projizierten Koordinaten-
systems durchgeführt. Falls noch keine Projektion vorlag, erfolgte im Fall
von Vektordaten direkt eine Verknüpfung mittels des Verbindungstools mit
dem Landkreisgrenzen-Shape von Baden-Württemberg via Kreis-Nummer.
Im Fall von Rasterdaten musste erst über das Zonal-Statistics-Tool dem Layer
eine Struktur in Form der Landkreisgrenzen gegeben werden. Bei der Ver-
knüpfung von Datensets wird der Vorteil genutzt, dass alle Datensätze die In-
formation über den Kreis (Kreisnummer oder Kreisname) enthalten und das
Landkreisgrenzen-Shape bereits ein projiziertes Koordinatensystem (DHDN
3Degree Gauss Zone 3) sowie die Gauss-Krüger-Projektion beinhaltet und bei
der Verknüpfung mit einem anderen Datenset diese Information überträgt.
Zum anderen war es für die statistische Auswertung notwendig, dass pro
Kreis nur ein Wert je Parameter vorlag. Dazu wurde die Spatial-Analyst-
Toolbox verwendet. Hier besteht die Möglichkeit mit dem Zonal-Tool Werte
für einen definierten Bereich zu berechnen.
4.2.2 Epidemiologische Daten und Datenquellen
Seit Januar 2001 besteht eine Meldepflicht für FSME gemäß §7 Abs. 1 IfSG
(IfSG, 2000). Alle Erregernachweise werden von Laboratorien und Ärzten
sowie von den Gesundheitsämtern gesammelt und beim RKI in einer um-
fassenden und jahresaktuellen Karte „FSME-Risikogebiete in Deutschland“
zusammengeführt. Dabei werden die Meldedaten beim RKI in diskontinu-
ierlicher Form als Punktdaten gesammelt, aus denen das kontinuierliche
räumliche Muster abgeschätzt werden kann (RKI, 2005b). Zu Beginn des
Projektes war noch ein persönlicher Kontakt zum RKI notwendig, um an
die Meldedaten von FSME zu gelangen. Seit dem Jahr 2008 besteht die Mög-
lichkeit die Daten von meldepflichtigen Krankheiten über das Datenportal
SurvStat@RKI auf der RKI-Internetseite abzurufen.
Nach § 11 Abs. 1 IfSG müssen folgende Daten übermittelt werden:
• Geschlecht
• Geburtsdatum
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• zuständiges Gesundheitsamt
• Tag der Erkrankung oder Tag der Diagnose, gegebenenfalls Tag des
Todes und wenn möglich Zeitpunkt oder Zeitraum der Infektion
• Art der Diagnose
• wahrscheinlicher Infektionsweg, wahrscheinliches Infektionsrisiko, Zu-
gehörigkeit zu einer Erkrankungshäufung
• Land, soweit die Infektion wahrscheinlich imAusland erworben wurde
• Aufnahme in ein Krankenhaus
Gemeldet werden direkte oder indirekteNachweise des FSME-Virus, soweit
sie auf eine akute Infektion hinweisen. Es gibt verschiedene Falldefinitionen
für FSME, die davon abhängen, ob ein klinischer (d. h. symptomatischer)
oder ein labordiagnostischer Nachweis der Erkrankung vorliegt.
Zwischen 2001 und 2003 war nach dem IfSG eine gültige Falldefinition des
RKI erfüllt, wenn labordiagnostisch nur ein serologischer FSME-spezifischer
Nachweis von Antikörpern der IgM1 vorlag. Da Experten diese Falldefinition
als nicht ausreichend spezifisch einstuften, wurde ab 2004 zusätzlich ein er-
höhter IgG2-Titer oder ein signifikanter Titeranstieg als Nachweis eingeführt
und eine neue FSME-Falldefinition geschaffen. Ab 2004 wurden somit Er-
krankungen mit alleinigem serologischen IgM-Antikörper-Nachweis sowie
IgM-Antikörper-Nachweises im Liquor aus der Surveillance ausgeschlossen.
Seit 2007 wird mit der aktuellsten Falldefinition der Nachweis eines simulta-
nen IgM- und IgG-Nachweises im Liquor wie im Serum als Laborbestätigung
betrachtet (RKI, 2012).
Folglich basieren die verwendeten Fallzahlen also auf FSME-Infektionen
mit symptomatischen Krankheitsverläufen. Daneben kann von einer hohen
Dunkelziffer von nicht gemeldeten FSME-Infektionen ausgegangen werden,
denn meist verläuft die Infektion asymptomatisch und wird nicht registriert.
Eine weitere Einschränkung der verwendeten FSME-Infektionen betrifft
die Information über den Infektionsort. Diese, für das Vorhaben wichtige In-
formation, ist nicht meldepflichtig und muss bei der namentlichen Meldung
nach §9 Abs.1 nicht in allen Fällen aufgenommen werden. Auch eine Weiter-
leitung dieser Information an das Gesundheitsamt oder an die zuständige
Landesbehörde ist nicht vorgesehen. Es besteht Konsens mit den Gesund-
heitsbehörden der Bundesländer, dass die Information zum Infektionsort
1Immunglobulin-Klasse M
2Immunglobulin-Klasse G
81
4 Material und Methoden
im Rahmen der Einschätzung des Infektionsrisikos nach § 11 Abs. 1 Nr. 6
IfSG („wahrscheinlicher Infektionsweg, wahrscheinliches Infektionsrisiko...“)
jedoch übermittelt werden sollte. Die Übermittlung des Infektionsortes war
in den Jahren 2001 und 2002 noch sehr lückenhaft, hat sich aber in den letzten
Jahren deutlich verbessert: In den Jahren 2002, 2003, 2004 und 2005 fehlte
der Infektionsort jeweils bei 49,4 %, 20,2 %, 4,4 %, und 15,3 % der Fälle. In
den Jahren 2006 bis 2008 fehlte er noch bei 1,6 %, 2,1 % und 4,5 %. Es ist
zu beachten, dass ohne einen Hinweis zum vermutlichen Infektionsort ein
übermittelter FSME-Fall auch nicht zur Präzisierung der FSME-Risikogebiete
genutzt werden kann (RKI, 2005b). Für eine örtliche Risikoeinschätzung ist
die Kenntnis der Infektionsorte notwendig, so dass ausschließlich die 651
gemeldeten FSME-Fälle mit Informationen über den Infektionsort verwendet
werden.
Die gelieferte Datentabelle sieht wie folgt aus:
Fall- Melde- Melde- Infektionskreis Anzahl Inf.- Geschl. Zecken- Erkrankungsbeginn
ID jahr woche Name ID Inf. land stich Von Bis⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1066 2006 36 LK Calw 8235 1 2 20 06-07-15 06-07-31⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
Sie enthält also für jeden der 651 Fälle eine Identitätsnummer, dasMeldejahr,
die Meldewoche, den Infektionsort (Land- oder Stadtkreis), den intervallzen-
siertenZeitpunkt des Erkrankungsbeginns sowie dasGeschlecht des Patienten
(1=männlich, 2=weiblich). Außerdem liegt das Merkmal Zeckenstich vor, für
das folgende Werte möglich sind:
Code Bedeutung absolute Häufigkeit relative Häufigkeit
0 keine Angabe 88 13.5%
10 kein Zeckenbiss 110 16.9%
20 Zeckenbiss 453 69.6%
Diese Information beruht auf Patientenangaben, d. h. „kein Zeckenstich“
bedeutet, dass keine Zecke bemerkt wurde. Neben einer Infektion durch einen
Zeckenstich kommt z. B. virusinfizierte Rohmilch in Frage. Allerdings gibt es
bundesweit jährlich nur etwa drei Fälle, die auf diese Ursache zurückzufüh-
ren sind, sodass die Angaben mit demWert 10 wohl auf einen unbemerkten
Zeckenstich zurückzuführen sind. Somit ist diese Variable nicht als belastbare
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Quelle für die Ursache der FSME-Infektion anzusehen. In den weiteren Ana-
lysen wird dies deshalb auch nicht weiter untersucht und davon ausgegangen,
dass Zecken für die Infektionen verantwortlich sind.
Als weiteresMerkmal enthält die Tabelle die Variable „Anzahl Infektionen“,
die für die meisten Patienten den Wert 1 hat. Allerdings ist in elf Zeilen
der Wert 2 und in drei Zeilen der Wert 3 eingetragen. Bei diesen Fällen ist
der Ansteckungskreis gemäß Patientenangabe nicht eindeutig spezifizierbar
und die zugehörigen Fallnummern tauchen dementsprechend auch zwei-
bzw. dreimal im Datensatz auf, jeweils mit einem unterschiedlichen Kreis.
Einmal liegt der alternative Kreis auch außerhalb von Baden-Württemberg,
im bayerischen Landkreis Freyung Grafenau.
Die FSME-Meldedaten wurden in Form einer Excel-Tabelle geliefert und
konnten nach Bereinigung (z. B. Rechtschreibkorrektur, Umgestaltung und
Hinzufügen von Spalten) für alle weiteren Auswertungsschritte entsprechend
angepasst und umgewandelt werden. So war es möglich, einige spezifische
Abfragen mittels Microsoft Access zu gestalten, wie z. B. die Summe aller
FSME-Fälle zwischen 2002 und 2006 sortiert nach Landkreisen oder die
Summe der FSME-Fälle sortiert nach Landkreisen und Jahren. Die so neu er-
zeugten Informationen wurden in eine dBASE-Datei umgewandelt. Anschlie-
ßend erfolgte mittels des Verknüpfungstools in ArcView eine Verbindung
mit dem Raumbezug gebenden Feature „Kreise 2005“ um die FSME-Daten
in ArcView darstellen zu können (siehe Abbildung 5.2 und Abbildung 5.1).
4.2.3 Ökologische Daten und Datenquellen
Zur Bestimmung des Risikos an FSME zu erkranken, werden neben den epi-
demiologischen Daten auch Daten über mögliche Einflussfaktoren benötigt.
So wurde, nach der in Kapitel 4.1 beschriebenen Literaturrecherche, ein Da-
tenpool erstellt, der neben den FSME-Fallzahlen eine Vielzahl ökologischer
Daten enthält.
Zunächst wurde evaluiert, welche ökologischen Parameter für eine Bestim-
mung der Verbreitung von FSME bzw. Ixodes ricinus geeignet sind. Hierzu
wurde, wie in Kapitel 4.1 bereits beschrieben, Literatur gesichtet, die sich mit
dem Einfluss unterschiedlicher Parameter auf die Verbreitung von FSME
bzw. Ixodes ricinus beschäftigt. Dabei war es zunächst unerheblich, ob diese
Artikel die Zusammenhänge belegen oder lediglich über mögliche Einflüsse
spekulieren. Nach der Erstellung eines Indikatorensets (Tabelle 5.1) anhand
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der gesichteten Literatur, wurde versucht die gewünschten Daten zu beschaf-
fen. Da es keine zentrale Datenbank gibt, die alle räumlichen Daten mit
ökologischem Bezug verwaltet, wurde hierzu eine Google-Suche mit den
entsprechenden Schlagworten durchgeführt:
• Baden-Württemberg
• Geo-Daten
• Fernerkundung
• Kartographie
• Geodäsie
• Vermessung
• Geographische Informationssysteme
• Vermessung
Darüber hinaus wurden entsprechend der spezifischen ökologischen Daten
noch Suchbegriffe wie Klima, Vegetation, Wald, Wildtiere etc. verwendet.
Daten über die Gegebenheiten in Deutschland können über eine Vielzahl
von Schnittstellen (z. B. statistisches Bundesamt, ATKIS3, zentraler Geoda-
tenservice der deutschen Landesvermessung, Umweltportal Deutschland)
bezogen werden. In diesem Vorhaben spielen dabei vor allem der DWD4
und das DLR5 eine Rolle. Das Land Baden-Württemberg hat ein Umweltin-
formationssystem (UIS BW6) aufgebaut, in dem die gesamte Verarbeitung
von Umweltinformationen unter der Regie des UM7 über die Ressortberei-
che hinweg koordiniert wird. Ein Bestandteil des UIS BW stellt der Um-
weltdatenkatalog (UDK) dar, der Auskunft darüber gibt, „wer“ „wo“ über
„welche“ Umweltdaten verfügt. Diese Daten können einerseits als Sachin-
formation in Text- oder Tabelleninform oder als Geodaten (Vektordaten)
in Form von Shapefiles8 vorliegen. Der UDK9 verschafft einen Überblick
über die im UIS BW vorhandenen Umweltdaten. Bei einer Verfügbarkeit
der Daten über das Internet können diese über den dynamischen Internet-
Dienst „Umwelt-Datenbanken und -Karten online“ abgerufen werden. Die
Sachdatenbanken und digitalen Kartenbestände stammen aus Mess- und
Erhebungsprogrammen der LUBW10 sowie dem IuK11-Verbund Land / Kom-
3Amtliches Topographisch-Kartographisches Informationssystem
4Deutscher Wetterdienst
5Deutsches Zentrum für Luft- und Raumfahrt
6Umweltinformationssystem des Landes Baden-Württemberg
7Ministerium für Umwelt, Klima und Energiewirtschaft Baden-Württemberg
8ein Vektordatenformat der Firma ESRI
9Umweltdatenkatalog Baden-Württemberg
10Landesanstalt für Umwelt, Messungen und Naturschutz Baden-Württemberg
11Forschungsverbund für Informations- und Kommunikationstechnik
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mune. Einen kurzen Überblick über den zugrunde liegenden Datenpool gibt
Tabelle 4.2, eine ausführliche Beschreibung liefern die folgenden Abschnitte.
Tabelle 4.2: Zugrundeliegender Datenpool für die Analysen
Daten Quelle Typ Kurzbeschreibung
FSME-Fälle RKI Excel-Tabelle ID, Meldejahr und -woche, Kreis,
Geschlecht, Zeckenstich, Erkrankungsbe-
ginn
Gemeindegrenzen BBR12 Vektordaten Gemeindegrenzen von BadenW¯ürttem-
berg
Amtliche Daten StaLa BW13 Excel-Tabelle Fläche, Einwohnerzahl und -dichte
(Stand: 31.12.2007)
Klima/Wetter DWD Rasterdaten Temperatur, Niederschlag, Sonnen-
scheindauer, Trockenheitsindex
Bodenübersicht RP-Freiburg14 Vektordaten Bodengroßlandschaften (erstellt nach
morphologisch-petrographischen Gege-
benheiten)
Wuchsgebiete FVA BW15 Vektordaten Naturraumgliederung, insbesondere Kli-
mahaupttyp und Höhenstufe
Landnutzung DLR Coverage-Format Satellitenbilder des EU-weiten CORINE-
Projekts: Siedlungsfläche, Seen, Acker-
land, Straßen, Bewaldung, ...
Bodenvegetation FVA BW Internet-Abfrage Baumarten- bzw. Pflanzenverteilung
Übernachtungszahlen StaLa BW Internet-Abfrage Anzahl der Beherbergungen im Reisever-
kehr pro Jahr
Wildtiere LAZBW16 Excel-Tabelle Jagdstrecken der Wildtiere: Rehwild, Rot-
fuchs und Feldhase
4.2.3.1 Klimadaten
Die verwendeten bundesweiten Klimadaten wurden freundlicherweise vom
Deutschen Wetterdienst zur Verfügung gestellt. Diese Daten enthalten Mo-
natsmittelwerte über die Sonnenscheindauer, die Niederschlagsmenge, die
Temperatur und den Trockenheitsindex der Jahre 2000 bis 2007. Sie liegen
12Bundesamt für Raumordnung und Bauwesen
13Statistisches Landesamt Baden-Württemberg
14Regierungspräsidium Freiburg
15Forstliche Versuchs- und Forschungsanstalt Baden-Württemberg
16Landwirtschaftliches Zentrum für Rinderhaltung, Grünlandwirtschaft, Milchwirtschaft,
Wild und Fischerei
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als Rasterdaten vor und werden im ASCII17-Dateiformat gespeichert. Ein
Datensatz umfasst dabei einen 1 km breiten West-Ost-Streifen, wobei jeder
Einzelwert eine vierstellige ganze Zahl ist (1/10 °C, 1mm etc.). Sie liegen in
einem 1x1 km Raster vor, das auf der Basis von Punktdaten interpoliert wurde.
Für die Auswertung war es erforderlich, die Klimadaten zu mitteln und einen
Wert für jeden Landkreis zu erzeugen. Dabei wurden, mit dem Conversion-
Tool in ArcView, die ASCII-Dateien der Klimadaten in ein Grid (Rasterdaten)
umgewandelt. Anschließend konnte mit den Spatial-Analyst-Tools die neue
Information über die Mittelwerte der entsprechenden Daten erzeugt wer-
den. Diese Informationen konnten für die statistischen Auswertungsschritte
(Kapitel 4.3.2 und Kapitel 4.3.3) genutzt werden.
Im folgenden werden die Definitionen der einzelnen Klimaparameter ge-
mäß dem DWD aufgeführt:
Temperaturmittel Das Temperaturmittel ergibt sich aus dem täglichen
Temperaturverlauf der Luft mit einer Zeitspanne pro Mittelung von 0 bis 24
Uhr. Aus allen Tagesmitteln werden die Monats- und Jahresmittel errechnet.
In den gelieferten Daten wurde die Tagesmitteltemperatur in 1⁄10 °C dargestellt,
jedoch wurde für die Darstellung der Karten und für die Auswertung 1 °C
als Einheit gewählt (Abbildung 4.1). Zum einen wurde für die Auswertung
die Jahresmitteltemperatur ermittelt, zum anderen wurden jahreszeitliche
Temperaturmittel errechnet. Hierbei wurde das Jahr unterteilt in Frühling
(März - Mai), Sommer (Juni - August), Herbst (September - November) und
Winter (Dezember - Februar) sowie jeweils über die Jahre 2001 bis 2005
gemittelt und somit ein Vorjahresmittel erzeugt (Abbildung 4.2).
17American Standard Code for Information Interchange
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TEMPERATUR (°C)
11,7
3,2
(a)Originaldaten
0 10 20 30 40 50 60 70 80 90 1005
Kilometer
TEMPERATUR (°C)
< 8,3
8,3 - 9,1
9,2 - 9,9
9,9 - 10,7
10,7 - 11,5
(b) angepasste Daten
Abbildung 4.1: Beispielkarten zur Darstellung des Temperaturmittels ( °C) pro
Landkreis in Baden-Württemberg
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Abbildung 4.2: Jahreszeitliche Mittelung der Temperatur ( °C) über die Jahre
2001 bis 2005
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Niederschlag Die Niederschlagsmenge wird definiert als eine bestimmte
Menge flüssigen Wassers (Niederschlagswasser), die sich bei Niederschlag
(Regen, Schnee, Hagel, Nebel usw.) in einer definierten Zeitspanne in einem
geschlossenen Becken gesammelt hat. Sie bezieht sich auf einen Quadrat-
meter (l/m2) und ist dann gleich der Niederschlagshöhe in mm. Faktoren
wie Verdunstung, Bodenversickerung oder Abfluss werden bei der Messung
nicht berücksichtigt. Abbildung 4.3 stellt die Niederschlagsmenge eines Jahres
pro Landkreis dar und ist ein Beispiel für die gelieferten Niederschlagsdaten
(Abbildung 4.3a) und die bearbeiteten Daten je Landkreis (Abbildung 4.3b).
0 10 20 30 40 50 60 70 80 90 1005
Kilometer
NIEDERSCHLAG (mm)
2417
545
(a)Originaldaten
0 10 20 30 40 50 60 70 80 90 1005
Kilometer
NIEDERSCHLAG (mm)
< 750
750 - 900
900 - 1050
1050 - 1200
1200 - 1350
(b)Angepasste Daten
Abbildung 4.3: Beispielkarten zur Darstellung der Niederschlagsmenge (mm) in
Baden-Württemberg
Sonnenscheindauer Als Sonnenscheindauer bezeichnet man die tatsäch-
liche Dauer der direkten Sonnenstrahlung an einem bestimmten Ort inner-
halb eines definierten Zeitraums (Tag, Woche, Monat, Jahreszeit, Jahr). Die
Sonnenscheindauer wird allgemein täglich gemessen und in den gelieferten
Karten (Abbildung 4.4a) in Zehntel-Stunden angegeben. Die täglich festge-
stellte Sonnenscheindauer wird dann für größere Zeiträume aufsummiert.
Abbildung 4.4b stellt die zur Auswertung angepassten Daten dar und zeigt
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die Anzahl der jährlichen Sonnenstunden für Baden-Württemberg.
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1486
(a)Originaldaten
0 10 20 30 40 50 60 70 80 90 1005
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SONNENSCHEINDAUER (1/10 h)
< 1700
1700 - 1750
1750 - 1800
1800 - 1850
1850 - 1900
(b)Angepasste Daten
Abbildung 4.4: Beispielkarten zur Darstellung der Sonnenscheindauer (1/10 h)
pro Landkreis in Baden-Württemberg
Trockenheitsindex Der Trockenheitsindex ist eine Maßzahl, welche Nie-
derschlag und Temperatur ins Verhältnis setzt. Es ist umso trockener, desto
weniger Niederschlag gefallen ist. Zudem verdunstet bei höherer Temperatur
mehr Feuchtigkeit, so dass es bei gleichviel gefallenem Niederschlag bei einer
höheren Temperatur trockener ist als bei einer niedrigeren Temperatur. Der
Trockenheitsindex nach de Martonne ist definiert als die Monatssumme des
Niederschlags geteilt durch die Monatsmitteltemperatur plus 10:
i = n
T + 10 (4.1)
wobei n: der Niederschlag des Bezugszeitraums in mm und T : die Mittel-
temperatur des Bezugszeitraums in °C ist.
Abbildung 4.5 stellt den Trockenheitsindex für den Raum Baden-Württem-
berg dar.
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Abbildung 4.5: Beispielkarten zur Darstellung des Trockenheitsindex pro
Landkreis in Baden-Württemberg
4.2.3.2 CORINE Land Cover Daten
Das europaweite Projekt CLC18 hat die Bereitstellung von einheitlichen und
damit vergleichbaren Daten der Bodenbedeckung für Europa zum Ziel. Es ist
Teil des Programms CORINE19 der Europäischen Union. Die Kartierung der
Bodenbedeckung und Landnutzung wurde europaweit auf der Basis von Satel-
litendaten im Maßstab 1:100.000 durchgeführt. Die Ersterfassung (CLC1990)
erfolgte einheitlich nach 44 Landnutzungsklassen, von denen 37 Klassen in
Deutschland und 28 in Baden-Württemberg relevant sind. Der komplette
Datensatz für Deutschland enthält einen Pufferbereich von ca. 500m. Der
Gesamtdatensatz ist aus 215 Kartierungseinheiten aufgebaut, basierend auf
dem Blattschnitt der topographischen Kartenblätter TK1000. Bereitgestellt
werden die Datensätze in drei geodätischen Bezugssystemen, wobei in dieser
Arbeit die Projektion-Gauß-Krüger Zone 3 angewendet wurde.
Im Rahmen von CLC2000 erfolgte die Aktualisierung des Datenbestandes
18CORINE Land Cover
19Coordination of Information on the Environment
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Abbildung 4.6: CLC2000 Daten im Originalzustand
zum Bezugsjahr 2000 und die Kartierung der Veränderungen gegenüber
der Ersterfassung. Das Projekt CLC2000 und damit die flächendeckende
Kartierung von Deutschland wurden im Auftrag des UBA vom Deutschen
Fernerkundungsdatenzentrum des DLR geleitet. Freundlicherweise hat das
DLR diese Daten im Coverage-Format für das Untersuchungsgebiet Baden-
Württemberg zur Verfügung gestellt.
Zur weiteren Auswertung wurden die Daten einer Formatanpassung un-
terzogen, um sie als Shapefile mit den Kreisinformationen zu verknüpfen
(Kapitel 4.2.1). Abbildung 4.6 zeigt die räumliche Verteilung der unterschied-
lichen Kategorien der Landnutzungen in Baden-Württemberg.
In einem weiteren Schritt wurden die Informationen für die statistischen
Auswertungen eingegrenzt, zusammengefasst und gemittelt. Dabei wurden
die Informationen Kraut- und Strauch-Vegetation (Natürliche Grünflächen,
Heide und Moorheiden und Wald-Strauch Übergangsstadien), Mischwald,
Nadelwald und Laubwald extrahiert und in neuen Karten dargestellt Abbil-
dung 4.7.
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Abbildung 4.7:Vegetation in den Landkreisen nach CLC2000
4.2.3.3 Wuchsgebiete / Waldgesellschaften
Anhand geologischer und klimatischer Merkmale wird der Wald Baden-
Württembergs in sieben Naturräume (Odenwald, Oberrheinisches Tiefen-
land, Neckarland, Schwarzwald, Baar-Wutach, Schwäbische Alb, Südwest-
deutsches Alpenvorland), sogenannteWuchsgebiete, eingeteilt. Wuchsgebiete
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sind Großlandschaften, die in Landschaftsform und Gesteinscharakter gewis-
se einheitliche Züge aufweisen und aufgrund dieser Merkmale von anderen
Großlandschaften abgrenzbar sind.
Informationen zu diesen Wuchsgebieten wurden in Form eines Shapefi-
le von der FVA BW bereitgestellt. Die Daten enthalten auch andere, etwas
detailliertere Einteilungen Baden-Württembergs anhand des sogenannten
Klimahaupttyps. Dieses Merkmal besitzt 19 Kategorien, die in Tabelle 4.3
beschrieben sind (die Kategorienummern 11 und 20 sind nicht im Datensatz
enthalten). Für den Klimahaupttyp gibt es auch eine gröbere Kategorisierung
in fünf Höhenstufen und die separate Kategorie „Auenwälder“, die keiner
Höhenstufe zugeordnet werden kann. Im Folgenden wird diese vergröberte
Kategorisierung als „Höhenstufe“bezeichnet. Für die weitere Auswertung
wurden mit Hilfe von ArcView und der Funktion “Geometrieberechnung“
die Flächenanteile der jeweiligen Höhenstufe in dem entsprechenden Land-
kreis errechnet (Abbildung 4.8).
Tabelle 4.3:Kodierung der 19 Klimahaupttypen
Höhenstufe Code Klimahaupttyp
planar 1 planarer Eichen-Mischwald und Flurauenwald
2 planarer Eichen-Buchen-Wald und Flurauenwald
kollin 3 kolliner Buchenwald, z. T. mit Eiche
4 kolliner Buchen-Eichen-Wald
submontan 5 submontaner Buchen-Eichen-Wald
6 submontaner Buchen-Eichen-Tannen-Wald
7 submontaner Buchen-Eichen-Wald mit Tanne
8 submontaner Buchenwald, z. T. mit Eiche
9 submontaner Buchenwald, z. T. mit Eiche, (örtlich) mit Tanne
10 submontaner Buchen-Tannen-Wald mit Eiche
12 submontaner Tannen-Buchen-Fichten-Wald mit Kiefer
paenemontan 13 paenemontaner Buchen-Tannen-Wald
montan 14 montaner Buchen-Tannen-Wald, z. T. örtlich mit Fichte
15 montaner Buchen-Tannen-Wald mit Kiefer
16 montaner Tannen-Buchen-Wald, (örtlich) mit Fichte
17 montaner Buchenwald, z. T. mit Eiche
18 montaner Buchenwald, z. T. mit Eiche, (örtlich) mit Tanne
19 montaner Tannen-Fichten-Kiefern-Wald mit Buche
Auenwälder 21 Auenwälder, auennahe Mischwälder und Riedwälder
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Abbildung 4.8:Höhenstufenanteile (km2) in Baden-Württemberg pro Landkreis
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4.2.3.4 Amtliche Kreisdaten
Vom StaLa BW konnten Informationen über die Einwohnerzahlen (Abbil-
dung 4.9a), die Kreisfläche (Abbildung 4.9b) und die Einwohnerdichte pro
Landkreis eingeholt werden.
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500000 - 600000
(a) Einwohnerzahl
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(b) Fläche
Abbildung 4.9: Regionaldaten der Landkreise in Baden-Württemberg
Zur Bevölkerung zählen alle Personen, die in dem betreffenden Gebiet
ihren ständigen Wohnsitz haben. Personen, die einen 2. Wohnsitz haben,
werden der Bevölkerung der Gemeinde zugerechnet, in der sich die Haupt-
wohnung im Sinne des § 17 Absatz 2 Meldegesetz (Fassung vom 23. Februar
1996) befindet. Nicht zur Bevölkerung zählen die Angehörigen der auslän-
dischen Stationierungsstreitkräfte sowie der ausländischen diplomatischen
und konsularischen Vertretungen mit ihren Familienangehörigen. Vor dem
27. April 1983 wurden Personen mit Wohnraum in mehreren Gemeinden der
Gemeinde zugeordnet, von der aus sie zur Arbeit oder Ausbildung gingen.
Soweit sie weder berufstätig waren noch in Ausbildung standen, war dieWoh-
nung oder Unterkunft maßgebend, in der sie sich überwiegend aufhielten.
Mit Wirkung vom 27. April 1983 werden bei der Fortschreibung des Bevölke-
rungsstandes aufgrund von An- und Abmeldungen diejenigen Personen, die
mehrere Wohnungen innehaben, der Bevölkerung der Gemeinde zugerech-
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net, in der sich ihre Hauptwohnung im Sinne des neuen Landesmeldegesetzes
befindet.
Alle Daten wurden über eine Internetabfrage abgerufen und lagen in Ta-
bellenform vor. Eine Anpassung der Daten an ein GIS-kompatibles Format
erfolgte durch eine Verknüpfung des Datensatzes mit einem Shape-File, der
Informationen über die Kreisgrenzen Baden-Württembergs enthält (Kapi-
tel 4.2.1).
4.2.3.5 Wasser- und Bodenatlas Baden-Württemberg
DerWaBoA20 ist ein umfangreiches Atlaswerkmit flächendeckenden themati-
schen Übersichtskarten aus den Fachbereichen Hydrologie, Wasserwirtschaft
und Bodenkunde in gedruckter (1:350.000) und digitaler (1:200.000) Form.
Es werden der Zustand und die langfristige Entwicklung der Ressourcen
Wasser und Boden im Land Baden -Württemberg behandelt. Der Atlas bildet
ein Grundlageninstrument für Entscheidungsprozesse in öffentlicher Verwal-
tung, Wirtschaft, Wissenschaft und Ausbildung und wurde von der LUBW
zur Verfügung gestellt.
Tabelle 4.4: Einstufung der Bodenkundlichen Feuchtestufen nicht-
hydromorpher Böden in Abhängigkeit von nutzbarer Feldkapazität der
Böden bis 1m unter Flur und Klimabereich (Leibundgut u. Abraham, 2001)
Klimabereich nFK (mm)
< 50 50-90 90-140 140-200 200-600
0-1 (äußerst bis)
sehr trocken
trocken bis
mäßig trocken
mäßig trocken
bis mäßig frisch
mäßig frisch mäßig frisch
bis frisch
2 (sehr trocken
bis) trocken
mäßig trocken mäßig frisch mäßig frisch mäßig frisch
bis frisch
3 (sehr trocken
bis) trocken
mäßig trocken mäßig frisch mäßig frisch frisch
4 trocken bis
mäßig trocken
mäßig trocken
bis mäßig frisch
mäßig frisch
bis frisch
mäßig frisch
bis frisch
frisch
5-6 mäßig trocken mäßig trocken
bis mäßig frisch
frisch frisch frisch
7-9 mäßig trocken mäßig frisch frisch frisch frisch
10 mäßig frisch mäßig frisch
bis frisch
frisch (frisch) (frisch)
Der Atlas ist in acht Kapitel aufgeteilt: Grundlagen, Hydrometeorologie,
Oberirdische Gewässer, Boden und Bodenwasser, Grundwasser, Wasserhaus-
20Wasser- und Bodenatlas Baden-Württemberg
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Tabelle 4.5:Vereinfachte Ableitung der Bodenkundlichen Feuchtestufe für
grundwasserbeeinflusste Böden (Leibundgut u. Abraham, 2001)
Bodentyp Bodenkundliche Feuchtestufe
nicht oder nur schwach entwässerte
Moore und Anmoore
sehr feucht bis nass
Nassgleye, Anmoorgleye, Moorgleye
mäßig entwässerte Moore feucht
Gleye, Hanggleye
mittel entwässerte Moore mäßig feucht
Gleye
Vega-Gleye, Braunerde-Gleye
stark entwässerte Moore frisch
Gley-Vegen, Vegen
Paternien, Kalkpaternien
halt, Wasserwirtschaft und Gewässerökologie. Für das Forschungsprojekt
wichtige Daten, die bodenkundlichen Feuchtestufen, werden im vierten Ka-
pitel „Boden und Bodenwasser“ dargestellt.
Die Bodenkundlichen Feuchtestufen dienen als Grundlage zur Beschrei-
bung von Wuchsbedingungen hinsichtlich des Wasserhaushaltes für die na-
türliche bzw. naturnahe Vegetation sowie für land- und forstwirtschaftliche
Kulturpflanzen. Die Ermittlung der Bodenkundlichen Feuchtestufen wur-
de auf Basis der Arbeiten von Hauffe und Augenstein durchgeführt. Die
zur Bewertung notwendigen Parameter stammen aus der WaBoA-Karte 4.2
„Bodenkundliche Einheiten“ und der Karte 4.6 „Nutzbare Feldkapazität der
Böden“.
Die Karte gibt einen Überblick über die Verteilung der bodenkundliche
Feuchtestufen in Landschaften und Teilräumen Baden-Württembergs (Abbil-
dung 4.10). Sie enthält 19 verschieden Einheiten mit unterschiedlicher Spann-
weite der bodenkundlichen Feuchtestufen. Acht Einheiten kennzeichnen den
Bereich zwischen „sehr trocken“ und „frisch“. Bei vier Legendeneinheiten
kommen zusätzliche bzw. ausschließliche Stufen zwischen „mäßig feucht“
und „nass“ sowie bei sieben Stufen mit „mäßig wechselfrisch“ bis „wechsel-
feucht“ hinzu. Diese Bezeichnungen sind den Tabellen 4.4, 4.5 und 4.6 zu
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Tabelle 4.6:Vereinfachte Ableitung der Bodenkundlichen Feuchtestufe für
Böden mit Stauwassereinfluss (Leibundgut u. Abraham, 2001)
Bodentyp Bodenkundliche Feuchtestufe
nicht entwässerte Stagnogleye und
Subtypen
sehr feucht bis nass
mittel entwässerte Stagnogleye wechselfeucht
nicht entwässerte Pseudogleye
stark entwässerte Stagnogleye mäßig wechselfeucht
mittel entwässerte Pseudogleye
stark entwässerte Pseudogleye wechselfrisch
Übergänge zwischen Pseudogleyen
und nicht hydromorphen Böden
entnehmen.
Diese Einteilung ist jedoch für eine Auswertung nicht geeignet. Eine Zu-
sammenfassung der Einheiten bzw. eine Zuordnung zu einem nFK21-Wert
war nicht möglich, da die Einheiten zum Teil eine zu große Anzahl unter-
schiedlicher Feuchtestufen in Abhängigkeit vom Klimabereich umfassen
(Tabelle 4.4).
Es gibt jedoch eine generalisierte Version desWaBoA, die Bodenübersichts-
karte (1:350000). Diese Karte zeigt eine vereinfachte Darstellung der Verbrei-
tung der Böden in Baden-Württemberg. Die bodenkundlichen Einheiten
stellen die Basis für mehrere Boden-Kennwertkarten dar, die als Attribut-
felder im Datensatz verankert sind. Dazu gehören die Themen Bodenart
und Gründigkeit, Bodenwasserregime, Feldkapazität der Böden, nutzbare
Feldkapazität der Böden, potenzielle Kationenaustauschkapazität der Böden
und die Schwermetallgehalte der Böden. So konnte aus dieser generalisierten
Karte die Information über die nFK gewonnen werden. Diese Information
über das verfügbare Bodenwasser wurde in Form eines Shape-Files geliefert
(Abbildung 4.11). Um jedoch auswertungsfähige Angaben zum nFK-Wert pro
Landkreis zu gewinnen, wurden die nFK-Klassen über die Kreisflächen gemit-
telt. Daraus ergaben sich die gemittelten nFK-Werte, die in Abbildung 4.11b
dargestellt sind.
21Nutzbare Feldkapazität
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Abbildung 4.10: Feuchtestufen pro Landkreis in Baden-Württemberg aus dem
WaBoA
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Abbildung 4.11: Bodenkundliche Werte aus der Bodenübersichtskarte (1:350000)
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4.2.3.6 Tourismus/Übernachtungszahlen
Nach dem Gesetz über die Statistik der Beherbergung im Reiseverkehr vom
14. Juli 1980 sind ab 1981 in allen Gemeinden Beherbergungsstätten mit mehr
als acht Gästebetten zu erfassen. Die zu erfassenden Beherbergungsstätten
umfassen auch Unterkunftsstätten, die die Gästebeherbergung nicht gewerb-
lich und/oder nur als Nebenzweck betreiben sowie, seit 2004, Campingplätze.
Unter der zur statistischen Auswertung verwendeten Rubrik „Beherbergung
im Reiseverkehr“ werden alle Personen registriert, die vorübergehend an
einem anderen Ort als ihrem gewöhnlichen Wohnsitz untergebracht sind
(Reisende). Ein Aufenthalt gilt, in Anlehnung an die melderechtlichen Vor-
schriften, dann als „vorübergehend“, wenn er die Dauer von zwei Monaten
im Allgemeinen nicht überschreitet. Der vorübergehende Ortswechsel kann
durch Urlaub und Freizeit, aber auch durch die Wahrnehmung privater und
geschäftlicher Kontakte, den Besuch von Tagungen und Fortbildungsveran-
staltungen, Maßnahmen zurWiederherstellung der Gesundheit oder sonstige
Gründe veranlasst sein.
Der als Quotient aus Übernachtungen pro Ankünfte errechnete Wert gibt
die durchschnittliche Aufenthaltsdauer der Gäste im Beherbergungsbetrieb
an und kann rechnerisch, z. B. in Orten mit Sanatorien und Kurkrankenhäu-
sern, höher sein als die Zahl der Kalendertage des Berichtszeitraums.
Die Daten können über eine Abfragemaske auf der Seite des statistischen
Landesamtes Baden-Württemberg abgerufen werden. Um eine Darstellung
der Übernachtungszahlen in ArcView zu ermöglichen wurden die reinen
Übernachtungszahlen per Landkreis mit dem Shape, der die Informationen
zu den Landkreisgrenzen enthält, verknüpft. Das Resultat war eine Karte in
der jeder Landkreis eine gemittelte Übernachtungszahl über die Jahre 2002
bis 2006 enthält (Abbildung 4.12).
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Abbildung 4.12:Übernachtungszahlen in Baden-Württemberg pro Landkreis
gemittelt über die Jahre 2002 bis 2006
4.2.3.7 Wildtier-Daten
DieWFS BW22 gibt jährlich eine Statistik über die Jagdstrecken aus. In Baden-
Württemberg umfassen die Streckenangaben die Anzahl der erlegten und
aufgefundenen, verendeten Tiere, sowie die Verkehrsverluste durch Straßen-
verkehr und Eisenbahn. Seit der Gründung der WFS BW 1987 werden die
Jagdstrecken nach denMeldung der Kreisjagdämter und der Forstdirektionen
zusammengestellt. Seit 1996 ist diese Aufgabe auch in der Durchführungsver-
ordnung zum Landesjagdgesetz gesetzlich fixiert. Die Jagdstatistiken werden
nicht nur für wildbiologische Zwecke verwendet, sondern auch in Belangen
22Wildforschungsstelle desMinisteriums für ländlichenRaumundVerbraucherschutz Baden-
Württemberg
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des Natur- und Artenschutzes sowie für verschiedene GIS-Anwendungen
(z. B. Rote Liste, Standort von Grünbrücken, landschaftsökologische GIS-
Modelle) benötigt.
Die freundlicherweise von der WFS BW zur Verfügung gestellten Daten
wurden in einer Excel-Tabelle geliefert, die Jagdstreckenangaben zu Fuchs,
Rehwild und Feldhase pro Jahr und Landkreis enthält. Zur Anpassung der
Daten an ein kompatibles Format bedurfte es der Verknüpfung der Tabel-
le mit einem Shape-File, der die Rauminformation über die Kreisgrenzen
enthält (Kapitel 4.2.1). Hierbei entstand je Wildtier eine Karte, die die Jagd-
strecke als Durchschnitt für die Jahre 2002 bis 2006 pro Landkreis darstellt
(Abbildung 4.13). Diese, in Form von Shape-File, neu zusammengestellten
Informationen können nun zur weiteren Auswertung in ArcView verwendet
werden.
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Abbildung 4.13: Jagdstreckenanteile einiger Wildtiere in Baden-Württemberg
pro Landkreis gemittelt über die Jahre 2002 bis 2006
4.3 Auswertungsmethoden
Ziel der in dieser Arbeit durchgeführten Analysen ist die Identifizierung
von Umweltfaktoren, die das Auftreten von FSME beeinflussen. Eine solche
Abhängigkeit einer erklärten Variablen (in diesem Fall des Auftretens von
FSME) von einer oder mehreren anderen, erklärenden Variablen (den Um-
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weltfaktoren) kann mit Hilfe von Regressionsmodellen aufgeklärt werden.
Diese Regressionsmodelle können auch verwendet werden, umWerte für die
erklärte Variable basierend auf der/den erklärenden Variablen zu prognosti-
zieren.
Eine Vielzahl von unterschiedlichen Regressionsmodellen stehen zur Ver-
fügung, die je nach Datenlage ausgewählt werden können. Die statistische
Analyse der vorliegenden Daten umfasste zum einen eine Untersuchung auf
Basis eines generalisierten geoadditiven Poisson-Regressionsmodells und
zum anderen eine Auswertung mittels geographisch gewichteter Regression.
4.3.1 Regressionsanalysen
Können die Eigenschaften einer erklärten (oder auch abhängigen, oder Ziel-)
Variablen in Abhängigkeit von den erklärendenVariablen (Kovariablen) nicht
exakt durch einen funktionalen Zusammenhang, beschrieben werden, son-
dern ergeben sie sich vielmehr durch Überlagerung mit zufälligen Störungen,
lässt sich die Zielvariable als eine Zufallsvariable, deren Verteilung von den
Kovariablen abhängt, auffassen. Eine Regressionsanalyse kann dann genutzt
werden, um den Einfluss der Kovariablen auf den Mittelwert der Zielvariable
zu untersuchen. Die Zielvariable y lässt sich dann in Abhängigkeit von den
Kovariablen x j, j = 1, . . . , k schreiben als:
y = f (x1, . . . , xk) + є (4.2)
wobei є die zufällige, nicht von den Kovariablen erklärte Störung und f den
funktionalen Zusammenhang beschreibt (Fahrmeir u. a., 2007).
Das einfache lineare Regressionsmodell:
y = β0 + β1x + є (4.3)
ergibt sich daraus als Spezialfall, bei dem der Funktionalzusammenhang f
zu der einzigen Kovariable x als linear angenommen wird f (x) = β0 + β1x.
Darin beschreibt β0 die Regressionskonstante oder auch das Interzept und
stellt den theoretischen (systematischen) Wert von y bei x = 0 dar, also
den Y-Achsenabschnitt der Regressionsgerade. Der Regressionskoeffizient
β1 beschreibt die Reaktion der Variable y auf Änderungen der Variable x
und ist somit die Steigung der Geraden. Eine große Steigung bedeutet, dass
selbst eine kleine Änderung von x zu einer relativ großen Änderung in y
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führt, während bei einer kleinen Steigung eine relativ große Änderung von x
notwendig ist, um eine nennenswerte Änderung in y zu erreichen (Fahrmeir
u. a., 2007).
Betrachtet man Datensätze mit n Beobachtungen:
yi = β0 + β1xi + єi , i = 1, . . . , n, (4.4)
so sollten die Störungen єi normalverteilt um Null sein, da dann auch für die
Zielvariablen eine Normalverteilung angenommen werden kann (Fahrmeir
u. a., 2007).
In vielen Fällen, wie auch in der vorliegenden Untersuchung, sind die
vorliegenden Zusammenhänge komplexer und lassen sich mit der linearen
Abhängigkeit zweier Variablen nur unzureichend beschreiben. Die multi-
ple lineare Regression trägt diesem Umstand Rechnung und beschreibt die
Abhängigkeit der Zielvariablen y von k additiven Kovariablen x j , j = 1, . . . , k:
y = β0 + k∑
j=1 β jx j + є (4.5)
wobei β j , j = 1, . . . , k, die Koeffizienten der Kovariablen sind. Diese Regressi-
onskoeffizienten stellen die Steigung in Richtung der jeweiligen X-Achsen
dar. Die Störung є gilt es bei der Schätzung der Regressionskoeffizienten mit
einzubeziehen, da in der Praxis nie ein perfekter linearer Zusammenhang
zwischen den Variablen besteht (Fahrmeir u. a., 2007).
Um die Regressionsgerade abzuschätzen, stehen verschiedene Methoden
zur Verfügung. Ein weitverbreitetes Verfahren, um die unbekannten Regres-
sionskoeffizienten β j , j = 1, . . . , k, solcher linearer Modelle zu schätzen, stellt
die OLS dar. Dieser Ansatz versucht die bestmögliche Vorhersage mit einem
möglichst geringen Vorhersagefehler zu treffen, also möglichst die Residuen
zu minimieren. Bildlich gesehen wird also eine Ausgleichsgerade durch die
Datenwolke gelegt, die einen möglichst geringen Abstand zu den effektiven
Werten aufweist (Abbildung 4.14). Um dabei große Abweichungen stärker
zu bestrafen als kleinere Abweichungen, wird die Summe der quadrierten
Residuen betrachtet (Fahrmeir u. a., 2007).
Die Fähigkeit eines Regressionsmodells die beobachteten Werte yi zu re-
plizieren, wird durch die Anpassungsgüte bestimmt. Diese ist am R2-Wert,
0 ≤ R2 ≤ 1, abzulesen, der den durch das Modell erklärten Anteil einer abhän-
gigen Variablen y darstellt. Durch Hinzunahme von weiteren Variablen kann
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Abbildung 4.14: Lineare Regression, wobei sich ein geschätzter, linearer Verlauf
aus den beobachteten Werten ergibt
sich der R2-Wert vergrößern, so dass oft der bereinigte R2-Wert verwendet
wird, der die Anzahl der unabhängigen Variablen im Modell berücksichtigt
(Fahrmeir u. a., 2007).
Aus Gleichung (4.5) ergibt sich für n Beobachtungen und die lineare Ab-
hängigkeit g(x j , β j) von den Kovariablen:
єi = yi − g(xi j , β j), i = 1, . . . , n, j = 0, . . . , k, xi0 ≡ 1 (4.6)
und damit das Minimierungsproblem:
min
β
n∑
i=1 є2i = minβ
n∑
i=1 (yi − g(xi j , β j))2, i = 1, . . . , n, j = 0, . . . , k (4.7)
welches analytisch gelöst werden kann (vergl. Fahrmeir u. a. (2007)). Dabei
ist y der beobachtete Wert und yˆ = g(x j , β j) der mit den geschätzten Re-
gressionskoeffizienten β j berechnete Wert. Je kleiner die Differenz zwischen
y und yˆ desto kleiner ist das Quadrat der Abweichung є, d. h. desto besser
repräsentiert die Ausgleichsgerade die Datenwolke (Fahrmeir u. a., 2007).
Um eine präzise Schätzung durchführen zu können, müssen verschiedene
Annahmen berücksichtigt werden. Zum einen muss das Modell linear bezüg-
lich der Parameter sein, eine zufällige Stichprobe aus der Grundgesamtheit
betrachten und der Umfang n der Daten muss mindestens so groß sein wie
die Zahl k der unbekannten Parameter. Zum anderen sollten die Residuen
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normalverteilt sein und einenMittelwert von Null aufweisen. Darüber hinaus
wird den verschiedenen Kovariablen perfekte Multikollinearität untersagt,
d. h. sie dürfen nicht in exakter linearer Abhängigkeit zu anderen Kovariablen
stehen. Es darf sich also keine Variable x j , j = 0, . . . , k, als Linearkombination
der restlichen Variablen xl , l ≠ j, darstellen lassen. Unter diesen Bedingun-
gen wird der OLS-Schätzer als unverzerrt und erwartungstreu, das heißt der
Erwartungswert des Schätzers ist gleich dem wahren Wert des Parameters,
bezeichnet (Fahrmeir u. a., 2007).
Für den Fall, dass die Zielvariablen keiner Normalverteilung unterliegen,
können unterschiedliche Verteilungen angenommen werden. Zum Beispiel
werden Zähldaten durch eine Poisson-Verteilung recht gut beschrieben. In
diesem Fall wird die Poisson-Regression verwendet, bei der eine Exponen-
tialfunktion sicherstellt, dass sich nur positive Werte für das relative Risiko
ergeben (Fahrmeir u. a., 2007).
Die Abhängigkeit f (x j) der Zielvariable y von den Kovariablen x j , j =
1, . . . , k wird in solchen linearen Regressionsmodellen (Gleichung (4.2)) als
linear angenommen. Um eine solche Einschränkung zunächst zu vermeiden,
kann der Einfluss der Kovariablen auch flexibel modelliert werden. Diese
flexible Regression basiert auf sogenannten Polynom-Splines23, also stückwei-
se definierten Polynomen, die an den Intervallgrenzen (Knoten) stetig und
differenzierbar aneinandergesetzt werden. Die Bestimmung solcher flexibel
modellierter Abhängigkeiten von mehreren Kovariablen wird als additive
Regression bezeichnet (Fahrmeir u. a., 2007).
Liegen neben den Kovariablen x1, . . . , xk noch Beobachtungen zum geo-
grafischen Ort s vor, wobei s z. B. Landkreise oder Regionen bezeichnet, kann
das additive Modell um einen räumlichen Effekt fgeo(s) ergänzt werden:
yi = k∑
j=0 f (xi j) + fgeo(si) + єi (4.8)
In solchen geoadditiven Modellen basiert die Modellierung von fgeo oft auf
sogenannten Markov-Zufallsfeldern. Bei diesen liegt die Wechselbeziehung
zwischen zwei Orten nur auf ihrer Nachbarschaftsbeziehung, d. h. wenn sie
keine gemeinsame Grenze besitzen, haben sie auch keine direkte Wechselwir-
kung (Fahrmeir u. a., 2007).
23auch P-Spline oder Polynomzug
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Eine weitere Möglichkeit, ein lineares Modell (Gleichung (4.5)) um einen
räumlichen Effekt zu ergänzen, bietet die GWR. Unter der räumlich gewich-
teten Regression versteht man ein Regressionsmodell, das ebenso aufgestellt
ist wie das einer multiplen linearen Regression, nur das hierbei noch eine
räumliche Begrenzung in das Modell eingearbeitet wird, mit der eine gewis-
se Gewichtung auf einzelne Bereiche erfolgt. Dabei werden nicht globale
sondern lokale Parameter geschätzt:
yi = k∑
j=1 β j(ui , vi)xi j + єi , i = 1, . . . , n, xi0 ≡ 1 (4.9)
wobei β j(u, v) eine kontinuierliche Oberfläche im Raum mit Messungen an
den Orten i mit den Koordinaten (ui , vi) bezeichnet (Fotheringham u. a.,
2002). Dies ermöglicht die Beurteilung der räumliche Heterogenität der ge-
schätzten Beziehungen zwischen den Kovariablen und der Zielvariable.
Um die Koeffizienten β j(u, v) der GWR zu schätzen, wird, im Unterschied
zu der OLS, eine Gewichtung verwendet. Dabei sind die Gewichte so gewählt,
dass die Beobachtungen nahe an Punkt i im Raum, an dem die Koeffizienten
geschätzt werden sollen, mehr Einfluss auf das Ergebnis haben als Beob-
achtungen in größerer Entfernung. Dieser Zusammenhang wird als Kernel
bezeichnet. Häufig wird ein Gauß-Kernel verwendet dessen Breite vielfach
während der Optimierung an die Daten angepasst wird. Dies wird als adaptive
Bandbreite bezeichnet (Fotheringham u. a., 2002).
4.3.2 Statistische Auswertung der Daten im Rahmen einer
geoadditiven Poisson-Regression
Nach einer deskriptiven Analyse der Datenlage wurden zur Modellierung
geoadditive Poisson-Regressionsmodelle und zur Schätzung Bayesianische
Inferenzkonzepte verwendet. Zur Reduktion der Modellkomplexität wurde
anhand des DIC24 eine Modellwahl durchgeführt.
Die FSME-Meldedaten lagen nur auf Kreisebene vor, also war dies die
niedrigste räumliche Aggregationsstufe. Zur Vermeidung einer zu geringen
Datendichte und damit verbundenen numerischen Problemen und geringer
Schätzgenauigkeit, erfolgte eine zeitliche Zusammenfassung der Daten nach
Jahren.
24Devianz-Informationskriterium
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Geoadditive Poisson-Regressionsmodelle mit zufälligen Effekten können
den Einfluss metrischer Kovariablen auf Zähldaten (Fallzahlen pro Kreis und
Jahr) ohne Linearitätsannahme flexibel modellieren. Dabei konnte sowohl
die longitudinale Datenstruktur (fünf jährlich wiederholte Beobachtungen
pro Kreis) als auch die räumliche Heterogenität und Abhängigkeiten durch
Nachbarschaft berücksichtigt werden.
Zur Schätzung der Kovariablen und deren Unsicherheit wurde das Baye-
sianische Inferenzkonzept angewendet. Aus der Schätzung der (hochdimen-
sionalen) Posteriori-Verteilung wurden die Parameter und deren Unsicher-
heit (Kredibilitätsintervalle) geschätzt. Zur Berechnung wurde die Software
BayesX verwendet.
Die Posteriori-Verteilung ist analytisch nicht zugänglich, da die Verteilungs-
form nicht bekannt ist. Sie wurde mittels MCMC25-Methoden erzeugt. Dazu
waren Rechenverfahren nötig, bei denen eine lange Markov-Kette generiert
wird, deren stationäre Verteilung die Posteriori-Verteilung ist. Die generierten
Zufallszahlen konnten als Realisierungen der Posteriori-Verteilung angesehen
werden, daher war es möglich die statistischen Kennwerte der Verteilung zu
schätzen.
Im Startmodell wurden zeitkonstante Kovariablen linear und zeitabhängige
Kovariablen mit kubischen P-Splines (mit 20 Knoten) modelliert. Dazu wur-
de ein generalisiertes additives gemischtes Modell verwendet wobei, unter
der Annahme ähnlicher Risiken benachbarter Kreise, dem strukturierten
räumlichen Effekt ein Gauß-Markov-Zufallsfeld zu Grunde gelegt wurde
und für die zufälligen Effekte im unstrukturierten räumlichen Effekt die
Normalverteilungsannahme galt. Zunächst wurden jahresspezifische Effek-
te durch Jahresindikatoren (2002 ist Referenzkategorie) dargestellt die bei
der folgenden Modellwahl ggf. auf einen linearen Trend vereinfacht werden
konnten. Das volle Modell enthielt 4 glatt modellierte und 15 linear modellier-
te Kovariablen, sowie räumliche Effekte. Verwendet wurden die folgenden
Parameter:
KreisID Eindeutige Identifikationsnummer der Landkreise in Baden-Würt-
temberg
Infektionen Anzahl der gemeldeten FSME-Infektionen pro Landkreis
logAnInf logarithmierte jährliche Referenz-Fallzahl
25Markov-Chain-Monte-Carlo
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Planar Fläche weniger als 150m ü.NHN des Landkreises
Kollin Fläche 150-300m ü.NHN des Landkreises
Submontan Fläche 300-450m ü.NHN des Landkreises
Montan Fläche 450-1400m ü.NHN des Landkreises
Auenwald Fläche natürlicher Pflanzengesellschaft entlang von Bächen und
Flüssen im Landkreis
KrautStrauchVegetation Zusammenfassung derKategorienNatürlicheGrün-
flächen, Heide undMoorheiden sowieWald-StrauchÜbergangsstadien
mit der Fläche pro Kreis
Nadelwald Nadelwaldfläche pro Landkreis
Laubwald Laubwaldfläche pro Landkreis
Mischwald Mischwaldfläche pro Landkreis
Temperatur Jahres-Mitteltemperatur pro Landkreis
Niederschlag Jahres-Niederschlag pro Landkreis
Sonnenscheindauer Jahres-Sonnenscheindauer pro Landkreis
Trockenheitsindex Jahres-Trockenheitsindex pro Landkreis
TemperaturVorjahr Mitteltemperatur des Vorjahres pro Landkreis
NiederschlagVorjahr Niederschlag des Vorjahres pro Landkreis
SonnenscheindauerVorjahr Sonnenscheindauer des Vorjahres pro Land-
kreis
TrockenheitsindexVorjahr Trockenheitsindex des Vorjahres pro Landkreis
istStadtkreis Indikatorvariable für Stadtkreis (1) bzw. Landkreis (0)
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Hiervon ausgehend erfolgte die Modellwahl zur Reduktion der Parame-
teranzahl. Um ein Modell mit guter Anpassung an die Daten, das zugleich
sparsam in der Anzahl der Parameter war, zu finden, wurde als Modellwahl-
Kriterium das DIC verwendet, das sowohl die Datenanpassung, wie auch
die Komplexität des Modells widerspiegelt. In Analogie zum AIC26 (vergl.
Kapitel 4.3.3) werden Modelle mit kleinem DIC bevorzugt.
Die Modellwahl erfolgte, ausgehend von einem komplexen, vollen Modell,
durch schrittweise Vereinfachung. Dabei wurden jeweils verschiedene Sub-
modelle geschätzt und das Submodell ausgewählt, das unter den geschätzten
Submodellen das kleinste DIC hatte. Die Submodelle wurden erzeugt, in-
dem eine Kovariable linear anstelle von polynomial angepasst, eine linear
modellierte Kovariable aus dem Modell entfernt oder Dummy-Variablen für
die einzelnen Jahre zu einem linear modellierten zeitlichen Trend zusam-
mengefasst wurden. Wenn keines der Submodelle ein kleineres DIC als das
vorangegangen Modell besaß, war die Modellwahl beendet und das optimale
Modell gefunden.
Die Schätzung und Interpretation der Ergebnisse linearer Effekte erfolgte,
indem bestimmt wurde, ob die Kovariable einen auf dem 5%-Niveau signifi-
kanten Einfluss auf die Zielgröße hatte. Dazu wurde das 95%-Kredibilitätsin-
tervall des Schätzers betrachtet. Dieses gab den Bereich der höchsten Posterio-
ri-Dichte an, in dem der Parameter mit einer (Posteriori-)Wahrscheinlichkeit
von 95% liegt.
In der Bayesianischen Inferenz kann die Wahrscheinlichkeit P(> 1) dafür
geschätzt werden, dass der exponenzierte Parameter größer als 1 ist, also
ein Anstieg der zugehörigen Kovariable das Risiko erhöht. Ist die geschätz-
te Wahrscheinlichkeit größer als 95%, so hat die entsprechende Kovariable
einen, auf dem 5%-Niveau signifikanten, Risiko-erhöhenden Einfluss. Ist sie
hingegen für einen Parameter P(> 1) kleiner als 0.05, so verringert sich das
FSME-Risiko signifikant auf dem 5%-Niveau, wenn derWert der zugehörigen
Kovariable zunimmt.
Nichtlineare Zusammenhänge wurden flexibel, mit Polynom-Splines, mo-
delliert. Der Funktionsverlauf wurde durch die Posteriori-Mittelwerte der
simulierten Funktionen geschätzt und ein punktweises 95%-Kredibilitäts-
band, das durch die punktweisen 2.5% und 97.5%-Quantile der simulierten
Funktionen verlief, gab den Vertrauensbereich an. Zusätzlich konnte aus den
26Akaikes Informationskriterium
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MCMC-Stichproben ein simultanes 95%-Kredibilitätsband konstruiert wer-
den, das den globalen Bereich angibt, in dem die „wahre“ Funktion mit einer
(Posteriori-)Wahrscheinlichkeit von 95% liegt. Ob der Effekt einer stetigen
Kovariable signifikant von 1 (kein Einfluss) verschieden ist, konnte dadurch
beurteilt werden, ob das Kredibilitätsband die horizontale Linie durch die 1
enthielt. Lag diese nicht vollständig im Kredibilitätsband, so wird von einer
signifikanten Kovariable gesprochen.
4.3.3 Statistische Auswertung der Daten mittels geographisch
gewichteter Regression
Das GIS der Firma ESRI besitzt, neben einer Vielzahl von Hilfsmitteln zur
Datenanpassung und -umwandlung, eine Toolbox „Spatial Statistics Tools -
Modeling Spatial Relationships“. Diese Toolbox enthält die, für eine Unter-
suchung von Abhängigkeiten verschiedener Variablen notwendigen, statis-
tischen Anwendungen. Zum einen beinhaltet die Toolbox ein Tool welches
eine globale Regression mittels OLS durchführt, zum anderen ein Tool für
eine lokale Regressionsanalyse mittels GWR (Kapitel 4.3.1).
Die Methoden OLS und GWR sind in den Tools „Ordinary Least Squa-
res“ und „Geographically Weighted Regression“ umgesetzt. Beide Analysen
können darstellen, wie stark eine oder mehrere Variablen eine positive oder
negative Änderung bei einer anderen Variable hervorrufen könnten. Die OLS
stellt mit der linearen Regressionsgleichung einen guten Ausgangspunkt für
alle weiteren räumlichen Regressionsanalysen dar.
Zunächst wurden alleDaten so angepasst, dass sie die richtigenDatenforma-
te für die Benutzung des OLS-Tools aufwiesen. Es wurden zur Untersuchung
möglicher extremer Datenwerte, sogenannter Ausreißer, sowie zur Prüfung
auf Linearität Scatterplots erstellt. Im folgenden werden die benutzten Para-
meter aufgeführt und beschrieben (siehe auch Kapitel 4.2.2 und 4.2.3):
KreisID Eindeutige Identifikationsnummer der Landkreise in Baden-Würt-
temberg
Einwohnerzahl Anzahl der Einwohner pro Landkreis
Fläche Fläche des Landkreises
Einwohnerdichte Anzahl der Einwohner pro Fläche des Landkreises
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Infektionszahl Anzahl der gemeldeten FSME-Infektionen pro Landkreis
gemittelt über die Jahre 2002 bis 2006
Planar Fläche weniger als 150m ü.NHN des Landkreises
Kollin Fläche 150-300m ü.NHN des Landkreises
Submontan Fläche 300-450m ü.NHN des Landkreises
Montan Fläche 450-1400m ü.NHN des Landkreises
Paenemontan Fläche mäßig warmer Gebiete mit sehr hoher Niederschlagss-
umme bei relativ gleichmäßiger Niederschlagsverteilung des Landkrei-
ses
Auenwald Fläche natürlicher Pflanzengesellschaft entlang von Bächen und
Flüssen im Landkreis
KrautStrauchVegetation Zusammenfassung derKategorienNatürlicheGrün-
flächen, Heide undMoorheiden sowieWald-StrauchÜbergangsstadien
mit der Fläche pro Kreis
Nadelwald Nadelwaldfläche pro Landkreis
Laubwald Laubwaldfläche pro Landkreis
Mischwald Mischwaldfläche pro Landkreis
Übernachtungszahl Anzahl der Übernachtungen pro Landkreis gemittelt
über die Jahre 2002 bis 2006
Niederschlag Niederschlag pro Landkreis über die Jahre 2002 bis 2006 ge-
mittelt
Sonnenscheindauer Sonnenscheindauer pro Landkreis über die Jahre 2002
bis 2006 gemittelt
Temperatur Jahres-Mitteltemperatur pro Landkreis über die Jahre 2002 bis
2006 gemittelt
TemperaturmittelHerbst Temperatur gemittelt über die Monate September
bis November der Jahre 2001 bis 2005
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TemperaturmittelWinter Temperatur gemittelt über die Monate Dezember
bis Februar der Jahre 2001 bis 2005
TemperaturmittelFrühling Temperatur gemittelt über die Monate März bis
Mai der Jahre 2002 bis 2006
TemperaturmittelSommer Temperatur gemittelt über die Monate Juni bis
August der Jahre 2002 bis 2006
Trockenheitsindex Verhältnis von Niederschlag und Temperatur pro Land-
kreis über die Jahre 2002 bis 2006 gemittelt
NFK Verfügbares Bodenwasser aus nFK-Werten gemittelt pro Landkreis
Feldhase Jagdstreckenangaben zum Feldhasen pro Landkreis über die Jahre
2002 bis 2006 gemittelt
Rehwild Jagdstreckenangaben zum Rehwild pro Landkreis über die Jahre
2002 bis 2006 gemittelt
Fuchs Jagdstreckenangaben zum Fuchs pro Landkreis über die Jahre 2002
bis 2006 gemittelt
Alle ausgewählten Parameter wurden in ein Shape-File zusammengefasst,
um eine OLS durchführen zu können. Mit Hilfe des ModelBuilders in Arc-
View konnten, für eine optimale Auswertung, die Arbeitsschritte des Tools
„Spatial Autocorralation Morans I“ und des Tools „Ordinary Least Squares“
miteinander verknüpft werden.
Zu Beginn einer jeder OLS galt es, das richtige Modell auszuwählen. Nach
Einfügen der abhängigen Variable (FSME-Fallzahlen) und aller erklärenden
Variablen in das Modell, konnte die erste OLS durchgeführt werden. Bevor
die Auswertung der OLS-Ergebnisse erfolgte, wurde durch die räumliche
Autokorrelation der Residuen festgestellt, ob eine Cluster-Bildung hoher oder
niedriger Residuen vorlag. In dem Fall kann davon ausgegangen werden, dass
eine wichtige Kovariable im Modell fehlt und damit das Ergebnis der OLS
nicht vertrauenswürdig wäre. Falls keine Cluster-Bildung vorlag, wurden die
Ergebnisse anhand des OLS-Zusammenfassungsberichtes (Abbildung 4.15)
ausgewertet.
Als erster Schritt wurde bei der Analyse des OLS-Modells die Modell-
Performance bewertet, die durch den R2-Wert (Multiple R-Squared) und
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Skript OrdinaryLeastSquares wird ausgeführt...
Summary of OLS Results
Variable Coefficient StdError t-Statistic Probability Robust_SE Robust_t Robust_Pr VIF [1]
Intercept -12.255880 8.693797 -1.409727 0.167201 7.939290 -1.543700 0.131406 --------
Nadelwald 0.012593 0.004727 2.663737 0.011489* 0.004494 2.801912 0.008128* 3.037715
Mischwald 0.020480 0.007951 2.575762 0.014256* 0.006514 3.144135 0.003331* 2.849282
Übernachtungszahl 0.000001 0.000001 1.757183 0.087389 0.000001 1.673061 0.102984 1.524087
Feldhase 0.007006 0.001751 4.001277 0.000300* 0.002493 2.809630 0.007970* 2.538956
Fuchs -0.002051 0.000608 -3.371354 0.001798* 0.000486 -4.216659 0.000159* 2.779003
TemperaturmittelHerbst 0.129442 0.087369 1.481549 0.147160 0.078693 1.644890 0.108697 4.310853
TemperaturmittelWinter -0.094588 0.052136 -1.814263 0.077978 0.044419 -2.129419 0.040129* 2.010775
OLS Diagnostics
Number of Observations: 44 Number of Variables: 8
Degrees of Freedom: 36 Akaike’s Information Criterion (AIC) [2]: 214.273792
Multiple R-Squared [2]: 0.689004 Adjusted R-Squared [2]: 0.628532
Joint F-Statistic [3]: 11.393859 Prob(>F), (7,36) degrees of freedom: 0.000000*
Joint Wald Statistic [4]: 42.088499 Prob(>chi-squared), (7) degrees of freedom: 0.000000*
Koenker (BP) Statistic [5]: 12.438918 Prob(>chi-squared), (7) degrees of freedom: 0.087018
Jarque-Bera Statistic [6]: 0.002706 Prob(>chi-squared), (2) degrees of freedom: 0.998648
Notes on Interpretation
* Statistically significant at the 0.05 level.
[1] Large VIF (> 7.5, for example) indicates explanatory variable redundancy.
[2] Measure of model fit/performance.
[3] Significant p-value indicates overall model significance.
[4] Significant p-value indicates robust overall model significance.
[5] Significant p-value indicates biased standard errors; use robust estimates.
[6] Significant p-value indicates residuals deviate from a normal distribution.
WARNING 000851: Use the Spatial Autocorrelation (Moran’s I) Tool
to ensure residuals are not spatially autocorrelated.
Writing Coefficient Output Table....
D:\GIS_Analyse\OLS\OLS_COT.dbf
Writing Diagnostic Output Table....
D:\GIS_Analyse\OLS\OLS_DOT.dbf
Completed script OrdinaryLeastSquares...
(Ordinary Least Squares) erfolgreich ausgeführt.
Endzeit: Mon Sep 17 15:55:24 2012 (Dauer: 3.00 Sekunden)
(Spatial Autocorrelation (Morans I)) wird ausgeführt: SpatialAutocorrelation D:\GIS_Analyse\OLS\OLS2.shp
StdResid true "Inverse Distance" "Euclidean Distance" Row # # 0,382104 2,887414 0,003884
Startzeit: Mon Sep 17 15:55:24 2012
Skript SpatialAutocorrelation wird ausgeführt...
WARNING 000853: The default neighborhood search threshold was 33489,4699664879.
Global Moran’s I Summary
Moran’s Index: 0,285936
Expected Index: -0,023256
Variance: 0,019926
Z Score: 2,190364
p-value: 0,028498
Completed script SpatialAutocorrelation...
Abbildung 4.15: Beispiel eines Zusammenfassungsberichtes des Ergebnisses einer
OLS in ArcView
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den bereinigten R2-Wert (Adjusted R-Squared) repräsentiert werden. Der
bereinigte R2-Wert beschreibt die Modell-Performance etwas genauer als
der R2-Wert, da er die Modellkomplexität (die Anzahl von Variablen) im
Verhältnis zu den Daten widerspiegelt.
Die Bewertung der Modellsignifikanz erfolgte über die Joint F-Statistic
bzw. Joint Wald Statistic. Die Joint F-Statistic ist nur vertrauenswürdig, wenn
die Koenker-(BP)-Statistik (siehe unten) nicht statistisch signifikant ist. Ist
die Koenker-(BP)-Statistik signifikant hilft die Joint Wald Statistic um die
allgemeine Modellsignifikanz zu ermitteln. Die Nullhypothese für beide Tests
besagt, dass die erklärenden Variablen im Modell nicht wirksam sind. Ein
Konfidenzniveau von 95% bedeutet, dass die Wahrscheinlichkeit für ein sta-
tistisch signifikantes Modell unter 0,05 liegt.
Bei der Bewertung der Stationarität wurde auf die Werte der Koenker (BP)
Statistic (Koenkers t-verteilte Breusch-Pagan-Statistik) geachtet. Dieser Wert
zeigt, ob die Residuen eine gleichmäßige Verteilung im Raum aufweisen.
Falls dies nicht der Fall ist spricht man von einer Heteroskedastizität im
Modell. Je kleiner der Wert ist desto größer ist die regionale Variation der
entsprechenden Kovariable. Lag der Wert unter 0,05 mussten die robuste
Wahrscheinlichkeit der OLS-Koeffizienten betrachtet werden, um statistische
Signifikanz der jeweilige Kovariable festzustellen.
Die Bestimmung der Modelltendenz basiert auf Werten der Jarque-Bera-
Statistik, mit der Nullhypothese das die Residuen normal verteilt sind. Bei
einem p-Wert unter 0,05 für ein Konfidenzniveau von 95% sind die Residuen
nicht normal verteilt und das Modell ist verzerrt.
Zum Vergleich unterschiedlicher Modelle wurde der AIC herangezogen.
Je kleiner der AIC-Wert eines Modells ist desto besser ist das Modell, da sich
das Modell den beobachteten Daten besser annähert.
Nach Prüfung des Gesamtmodells galt es die einzelnen Parameter zu über-
prüfen. Hierbei waren drei Werte von besonderer Bedeutung: Koeffizient,
Wahrscheinlichkeit oder robuste Wahrscheinlichkeit und VIF27. Der Koef-
fizient βi in Gleichung (4.7) stellt die Stärke sowie die Art der Beziehung
zwischen der abhängigen Variable und den Kovariablen dar. Die Signifikanz
der Wahrscheinlichkeit des Koeffizienten wurde in der Ergebnistabelle mit
einem Sternchen versehen. Wenn eine Kovariable einen solchen statistisch
signifikanten Koeffizienten aufwies sowie nicht redundant zu einer anderen
27Varianzinflationsfaktor
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Kovariablen war, trug sie wesentlich zum Regressionsmodell bei. Solche Red-
undanzen unter den Kovariablen deckte der VIF-Wert auf. Bei einemWert
größer 7,5 wurden die entsprechenden Parameter entfernt, da sie dasselbe
aussagen wie andere Kovariablen in demModell und eine Multikollinearität
vorliegt.
Durch Prüfung aller oben genannter Diagnose-Schritte galt es schrittweise
das beste Modell für die Fragestellung zu finden. Dabei wurden einzelne Ko-
variablen aus demModell entfernt und verschiedene Kombinationen getestet.
Danach wurde mit ausgewählten Modellen eine GWR durchgeführt. Auch
hier konnten mit Hilfe des Modellbuilders mehrere Auswertungsschritte
miteinander verknüpft werden. Hierzu gehörten das Tool „Spatial Autocor-
ralation Morans I“ und das Tool „Geographically Weighted Regression“.
Nach Einfügen der ausgewähltenModelle in die GWR erfolgte die Prüfung
auf Cluster-Bildung des Modells (siehe oben). Hierbei wurde überprüft, ob
es Probleme mit der lokalen Multikollinearität gab. Die Diagnosen des Tools
„Geographically Weighted Regression“ werden mit Zusammenfassungsinfor-
mationen zu Modellvariablen und Parametern in einer Tabelle ausgegeben.
Anhand dieser konnte erkannt werden, ob das getestete Modell Gültigkeit hat.
Der AIC-Wert stellte auch hier den Messwert für die Modell-Performance
dar. Hiermit konnten unterschiedliche Modelle mit der gleichen abhängigen
Variable aber unterschiedlichen Kovariablen verglichen werden. Darüber hin-
aus war es auch möglich den AIC-Wert eines Modell aus der GWR mit dem
AIC-Wert aus der OLS zu vergleichen, um festzustellen ob für das jeweilige
Modell eine OLS oder auch eine GWR sinnvoll war.
Das Tool „Geographically Weighted Regression“ gab zusätzlich eine Aus-
gabe-Feature-Class mit unterschiedlichen Angaben aus. Neben den Regressi-
onsresiduen, die durch das Tool „Spatial Autocorralation Morans I“ bereits
auf Multikollinearität getestet wurden, enthielt die Ausgabe-Feature-Class
Angaben zu den beobachteten und vorhergesagten y-Werten, die Bedingungs-
nummer (cond), der Local R2 Wert, den erklärenden Variablenkoeffizienten
und den Standardfehler. Die Bedingungsnummer gab Auskunft über die
lokale Multikollinearität und sollte nicht größer als 30 sein, da sonst das
Ergebnis des Modells unzuverlässig war. Die Modell-Performance wurde
wieder durch den R2 (Local R2) dargestellt. Das Feld „Predict“ gab die ge-
schätzten (oder angepassten) y-Werte, die von der GWR berechnet wurden
an. Die Residuen wurden hier ebenfalls aufgeführt und gleichzeitig mit ei-
ner Cold-to-Hot-Rendering gerenderte Karte automatisch generiert. Der
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Koeffizientenstandardfehler konnte Hinweise auf Probleme mit der lokalen
Multikollinearität geben und zur Berechnung der Signifikanz herangezogen
werden.
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Im Folgenden werden die Ergebnisse der Literaturrecherche sowie die Ergeb-
nisse der beiden verwendeten statistischen Methoden dargestellt. Insbeson-
dere werden die in den als Endmodelle identifizierten Regressionsmodellen
verwendeten Kovariablen und die zugehörigen Koeffizienten betrachtet.
Um eine gute Lesbarkeit und Struktur der Arbeit zu gewährleisten, wurden
sowohl die Materialbearbeitung als auch die Methodenerforschung, die auch
Ergebnisse dieser Arbeit darstellen, bereits im Kontext des Kapitel 4 erörtert,
das die verwendeten Materialien und ausgearbeiteten Methoden beschreibt.
5.1 Ergebnisse der Literaturrecherche
Die durchgeführte Literaturrecherche ergab bezüglich der Auswahl des Vek-
tors und derVBIwichtige Kriterien. Es stellte sich heraus, dass die Schildzecke
Ixodes ricinus als zu untersuchender Vektor sehr geeignet ist, da sie zum einen
zwei VBI, Lyme-Borreliose und FSME, überträgt und zum anderen ein endo-
gener Organismus ist, der von äußeren Umwelteinflüssen stark beeinflusst
wird.
Als zu untersuchendeVBIwurde FSMEausgewählt, da betroffene Landkrei-
se an nicht betroffene Landkreise grenzen, also lokal sehr begrenzt auftreten
können und so eine gute Diskussionsgrundlage bilden sowie ideale Vergleichs-
möglichkeiten bestehen (siehe Abbildung 5.1). Darüber hinaus spricht für
die Auswahl von FSME die stetige Zunahme der Verbreitung in Deutschland
und Europa (Kapitel 3.1.2).
In Deutschland ist Baden-Württemberg diesbezüglich ein besonderes Bun-
desland, da es, zusammenmit Bayern, die höchsten FSME-Fallzahlen aufweist
und zudem auch äußerst interessante, inzidenzfreie Inseln (z.B. Heilbronn
Stadt, Hohenlohe Kreis) auftreten (siehe Abbildung 5.2 und Abbildung 5.1).
Daher wurde dieses Bundesland als Untersuchungsgebiet ausgewählt. Der Un-
tersuchungszeitraum beginnt mit Einführung des Infektionsschutzgesetzes
und der damit verbundenen Meldepflicht für FSME im Januar 2001.
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Abbildung 5.1: FSME-Fallzahlen pro Landkreis von Baden-Württemberg gemit-
telt über die Jahre 2002 bis 2006
Zusätzlich erfolgte eine Einschränkung auf die, für die Verbreitung von
FSME wichtigen, Umweltfaktoren:
• Vegetation: Misch- und Nadelwälder, Kraut- und Strauchschicht
• Urbanisierung: Einwohnerdichte, Versiegelungsgrad und Veränderun-
gen in der Stadtstruktur
• Wirtsvorkommen: Größere Waldtiere (v. a. Rehe, Füchse, Hirsche),
Nagetiere (v. a. Langschwanzmäusen und Hasen)
• Klima: Temperatur, relative Luftfeuchte, Niederschlag und Sonnen-
scheindauer
• Tourismus
Zur weiteren Auswertung wurde anhand der Literaturrecherche ein In-
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dikatorenset erstellt, welches Aufschluss über mögliche Parameter gibt, die
mit der Verbreitung von FSME und Ixodes ricinus im Zusammenhang ste-
hen könnten. Das Indikatorenset beinhaltet die relevanten Indikatoren samt
Forschungsergebnissen und potentiellen Bezugsquellen.
Tabelle 5.1: Indikatorenset zur Analyse möglicherweise relevanter Einflussgrößen
(+ = relevant, - = nicht relevant, ? = ungeklärt) für die Verbreitung von FSME
Indikator Literatur-Beleg Relevanz Quellen
Klima Mittel- Zeman u. Bene (2004) - DWD
temperatur Jensen u. Jespersen (2005) +
Lindgren u. a. (2000) +
Jaenson u. Lindgren (2011) +
Jore u. a. (2011) +
Trockenheitsindex ?
Sonnenscheindauer ?
Niederschlag Jaenson u. Lindgren (2011) +
Ruiz-Fons u. a. (2012) +
Temperatur des Vorjahres Zeman u. Bene (2004) +
Montatsabhändigkeit/ Lindgren u. a. (2000) +
Jahreszeiten Vor u. a. (2010) +
Meyer-Kayser u. a. (2012) +
Pérez u. a. (2012) +
Egyeda u. a. (2012) +
relative Luftfeuchte Andreassen u. a. (2012) +
Urbanisierung Verteilung der ? StaLa BW
Einwohnerzahl
Erholungsflächen ?
(Tourismus)
Übernachtungszahlen ?
Ausbildungsniveau Vanwambeke u. a. (2010) +
Einkommen Vanwambeke u. a. (2010) +
Landnutzung Vanwambeke u. a. (2010) + CLC
Wirtstiere Langschwanzmaus Zeman u. Bene (2004) + Literatur
(Muridae) Kiffner u. a. (2011) +
Gelbhalsmaus Pérez u. a. (2012) +
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Tabelle 5.1: Indikatorenset zur Analyse möglicherweise relevanter Einflussgrößen
für die Verbreitung von FSME (Fortsetzung)
Indikator Literatur-Beleg Relevanz Quellen
(Apodemus flavicollis)
Waldmaus
(Apodemus sylvaticus)
Rötelmaus (Myodes)
Vögel Norte u. a. (2012) +
Rehwild Zeman u. Bene (2004) + WFS BW
(Capreolus capreolus) Rizzoli u. a. (2009) +
Kiffner u. a. (2010) +
Gilbert (2010) +
Jaenson u. a. (2012c) +
Feldhase (Lepus europaeus) Haemig u. a. (2008) -
Fuchs (Vulpes vulpes) Haemig u. a. (2008) +
Kiffner u. a. (2010) -
Meyer-Kayser u. a. (2012) +
Rotwild (Cervus elaphus), Kiffner u. a. (2010) -
Pferde Ruiz-Fons u. a. (2012) +
Vegetation Laubwald (Buchenwald, Lindström u. Jaenson (2003) + CLC
Eichenwald) Tack u. a. (2012a) +
Kraut- und Rizzoli u. a. (2009) -
Strauchschicht Tack u. a. (2012a) +
Nadelwald Lindström u. Jaenson (2003) +
Mischwald ?
Wiesen und ?
offene Habitate
Boden- Streu- und Humusschicht Tack u. a. (2012a) + BÜK200
verhältnisse Saure und Kurtenbach u. a. (1995) +
humide Böden
Bodenfeuchtigkeit Herrmann u. Gern (2012) + WaBoA
Li u. a. (2012) +
Geländehöhe Klimahaupttypen/ Gilbert (2010) + FVA BW
Höhenstufen
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Es hat sich herausgestellt, dass die Indikatoren in sechsHauptindikatorengrup-
pen eingeteilt werden können (Tabelle 5.1). Es wurden die Gruppen Klima,
Urbanisierung, Wirtstiere, Vegetation, Bodenverhältnisse und Geländehöhe
gebildet, denen wiederum detailliertere Parameter untergeordnet wurden.
Für die Gruppe Klima ergaben sich sieben Unterkategorien, die sich aus
fünf bereits erforschten Parametern und zwei nicht erforschten Parametern zu-
sammen setzten. Die erforschten Parameter (Mitteltemperatur, Niederschlag,
Temperatur des Vorjahres, Jahreszeiten, Relative Luftfeuchte) bestätigen, bis
auf eine Ausnahme (Zeman u. Bene (2004)), den Einfluss auf FSME bzw.
Ixodes ricinus (Jensen u. Jespersen (2005), Lindgren u. a. (2000), Jaenson u.
Lindgren (2011), Jore u. a. (2011), Ruiz-Fons u. a. (2012), Zeman u. Bene (2004),
Lindgren u. a. (2000), Vor u. a. (2010), Meyer-Kayser u. a. (2012), Pérez u. a.
(2012), Egyeda u. a. (2012), Andreassen u. a. (2012)). Bei den unerforschten
Parametern (Trockenheitsindex und Sonnenscheindauer) besteht ein evalu-
ierter Verdacht, dass diese Faktoren die Verbreitung von FSME und Ixodes
ricinus beeinflussen können. Alle Einflussparameter des Indikators Klima
können über den DWD bezogen werden.
Die Gruppe Urbanisierung enthält sechs Unterkategorien, die sich eben-
falls aus bereits erforschten Parametern und nicht erforschten Parametern
zusammen setzten. Die Hälfte der Parameter (Ausbildungsniveau, Einkom-
men, Landnutzung) bestätigen einen positiven Einfluss auf FSME bzw. Ixodes
ricinus (Vanwambeke u. a. (2010)), die anderen drei (Einwohnerzahl, Erho-
lungsfläche, Übernachtungszahlen) stehen im Verdacht einen Einfluss zu
haben, dies ist jedoch durch Studien noch nicht bestätigt. Die Daten zu den
Indikatoren der Gruppe Urbanisierung werden vom StaLa BWund vomCLC
Projekt bereit gestellt.
Die dritte Gruppe im Indikatorenset stellen die Wirtstiere dar. Hierbei
handelt es sich um sieben verschiedene Unterkategorien, bei denen bereits po-
sitive oder negative Wirkung auf FSME bzw. Ixodes ricinus festgestellt wurde
(Zeman u. Bene (2004), Kiffner u. a. (2011), Pérez u. a. (2012), Norte u. a. (2012),
Kiffner u. a. (2010), Gilbert (2010), Jaenson u. a. (2012c), Haemig u. a. (2008),
Meyer-Kayser u. a. (2012), Ruiz-Fons u. a. (2012)). Die WFS BW liefert Daten-
material über die Verbreitung des Rehwilds, des Feldhasen, des Fuchses und
des Rotwilds. Daten zur Verbreitung von Pferden, Vögeln und verschiedenen
Mäusearten sind lückenhaft und könnten nur über Literaturbeschreibungen
124
5.1 Ergebnisse der Literaturrecherche
zusammengestellt werden.
Die Vegetation stellt eine weitere Gruppe im Indikatorenset dar und bein-
haltet drei Unterkategorien (Laubwald, Kraut- und Strauchschicht, Nadel-
wald), die bereits in Studien auf ihren Einfluss auf FSME bzw. Ixodes ricinus
getestet worden sind (Lindström u. Jaenson (2003), Tack u. a. (2012a), Riz-
zoli u. a. (2009)). Mischwald sowie Wiesen und offene Habitate stellen zwei
noch zu erforschende, jedoch im Verdacht stehende Unterkategorien dar. Das
Datenmaterial dieser Parameter kann über das CLC Projekt bezogen werden.
Die Gruppe der Bodenverhältnisse setzt sich zusammen aus den drei Un-
terkategorien Streu- und Humusschicht, saure und humide Böden sowie
Bodenfeuchtigkeit. Für sämtliche Parameter dieser Gruppe konnte in frü-
heren Studien bereits ein Einfluss auf FSME bzw. Ixodes ricinus festgestellt
werden (Tack u. a. (2012a), Kurtenbach u. a. (1995), Herrmann u. Gern (2012),
Li u. a. (2012)). Mögliche Bezugsquellen dieser Parameter ist zum einen die
BÜK2001 und zum anderen der WaBoA.
Die letzte Gruppe im Indikatorenset beinhaltet die Geländehöhe. Dabei
sind die Klimahaupttypen und Höhenstufen die entscheidenden, bereits
erforschten Parameter die über die FVA BWbezogenwerden können (Gilbert
(2010)).
Das Indikatorenset bietet einen guten Überblick über die potentiellen Ein-
flussparameter und stellt die Basis dar, geeignete Parameter für die statisti-
schen Auswertungen in dieser Arbeit zu identifizieren.
1Bodenübersichtskarte 1:200.000
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Abbildung 5.2: FSME-Inzidenzen pro Landkreis von Baden-Württemberg in den
Jahren 2002 bis 2006
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5.2 Ergebnisse des geoadditiven Poisson-Regressionsmodells
Im Folgenden sind die Ergebnisse der beiden verwendeten statistischen Me-
thoden dargestellt. Insbesondere werden die in den als Endmodelle identifi-
zierten Regressionsmodellen verwendeten Kovariablen und die zugehörigen
Koeffizienten betrachtet.
Das Startmodell des geoadditiven Poisson-Regressionsmodells enthielt vier
glatt modellierte und 15 linear modellierte Kovariablen, sowie Variablen für
die räumlichen Effekte (Tabelle 5.2). Insgesamt handelt es sich um 191 absolute
Parameter.
Tabelle 5.2: Prädiktor des Startmodells und des finalen Modells. Die glatten
Effekte werden mit P-Splines modelliert, wobei l den Grad und m die Anzahl
der Knoten angibt.
Kovariable Startmodell Endmodell
Planar linear -
Kollin linear -
Submontan linear linear
Montan linear linear
Auenwald linear linear
KrautStrauchVegetation linear linear
Laubwald linear linear
Nadelwald linear linear
Mischwald linear -
Temperatur P-Spline(l=3,m=20) linear
Niederschlag P-Spline(l=3,m=20) P-Spline(l=3,m=20)
TemperaturVorjahr P-Spline(l=3,m=20) P-Spline(l=3,m=20)
NiederschlagVorjahr P-Spline(l=3,m=20) linear
istStadtkreis Dummy Dummy
Jahr2003 Dummy -
Jahr2004 Dummy -
Jahr2005 Dummy -
Jahr2006 Dummy -
KreisID GMZF GMZF
KreisID zufälliger Effekt zufälliger Effekt
Von diesem Startmodell ausgehend wurde zur Vermeidung von Kollinea-
rität, Identifikationsproblemen sowie einer schlechteren Modellgüte schritt-
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weise die Parameterzahl reduziert und das Modell durch Linearisierung ver-
einfacht (Tabelle 5.3). Dabei wurde, wie in Kapitel 4.3.2 beschrieben, der
berechnete DIC verwendet, um die Modellgüte zu bestimmen. Mittels dieses
sukzessiven Prozesses konnte so ein möglichst einfaches Modell, also ein
Modell mit möglichst wenigen, möglichst linear eingehenden Parametern,
gefunden werden, das die Zielvariable, die FSME-Fallzahlen, bestmöglich
beschreibt.
Durch eine lineare Modellierung des Vorjahres-Niederschlags konnte im
ersten Schritt eine Verbesserung des DIC erzielt werden. Im zweiten Schritt
konnte die stärkste Verkleinerung des DIC durch eine lineare Modellierung
der Temperatur erreicht werden. In den Schritten 3 bis 5 wurden nacheinander
die Fläche der Mischwälder und die Flächen der Höhenstufen „planar“ und
„kollin“ aus dem Modell entfernt und eine Verbesserung des DIC festgestellt.
Nach Schritt 5 konnte keine weitere Vereinfachung durchgeführt werden,
die zu einem besseren DIC geführt hätte. In Tabelle 5.3 sind alle möglichen
weiteren Vereinfachungen dieses Modells als sechster Schritt dargestellt. Wie
man sieht, bietet jedoch keines der Submodelle eine Verbesserung des DIC.
Die mit Abstand größte Verschlechterung des DIC wurde durch das Weg-
lassen des räumlichen Effekts (KreisID: strukturierter und unstrukturierter
Effekt) erzeugt.
Durch das Streichen des Jahreseffektes konnte zwar der DIC nicht ver-
bessert werden, dennoch scheint dieses Modell eine Verbesserung darzu-
stellen, da hier bei den fixen Effekten etwas geringere und bei den Spline-
Koeffizienten und den räumlichen Effekten kaum Autokorrelationen vorlie-
gen. Zudem werden die Jahresunterschiede nur durch die zeitabhängigen
Wettervariablen modelliert. Deshalb wird dieses Modell im folgenden als
Endmodell bezeichnet.
Im folgenden werden die einzelnen Auswertungsergebnisse des Endmo-
dells beschrieben. Hierbei wird zuerst auf die linear und nichtlinear mo-
dellierten Kovariablen eingegangen, danach erfolgt die Beschreibung der
räumlichen Effekte sowie der Residuen.
In Tabelle 5.4 werden die Ergebnisse des Endmodells bezüglich der linearen
Effekte dargestellt. Angegeben sind jeweils Mittelwert, Median, Standardab-
weichung und das 95%-Kredibilitätsintervall, sowie die Wahrscheinlichkeit,
dass der exponenzierte Parameter größer als 1 ist, also die Kovariable einen
Risiko-erhöhenden Effekt besitzt.
Für den Temperatureffekt liegt der Mittelwert bei 2,79, so dass angenom-
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Tabelle 5.3:Übersicht der schrittweisen Modellwahl ausgehend vom Startmodell
(Schritt 0). Ein „-“ kennzeichnet, dass diese Variable aus demModell entfernt
wurde.
Schritt DIC pD Änderung
0 -975.6 54.4
1 -978.7 51.5 NiederschlagVorjahr (linear)
2 -979.5 49.9 Temperatur (linear)
3 -980.1 48.9 - Mischwald
4 -981.2 49.1 - Planar
5 -982.4 49.0 - Kollin
6 -980.4 49.5 - Auenwald
6 -980.3 48.9 - Laubwald
6 -980.2 49.3 - istStadtkreis
6 -980.2 49.4 - KrautStrauchVegetation
6 -979.9 48.9 - Nadelwald
6 -979.7 48.3 - Montan
6 -979.1 49.1 - Submontan
6 -977.0 46.8 TemperaturVorjahr (linear)
6 -974.8 46.4 Niederschlag (linear)
6 -974.3 48.9 - Temperatur
6 -967.6 48.3 - NiederschlagVorjahr (linear)
6 -962.2 47.6 Jahr (linear statt kategorial)
6 -943.0 48.4 - Jahr
6 -722.5 31.5 - KreisID
men werden kann, dass bei einer Steigung der Jahres-Mitteltemperatur um
1 °C in einem Kreis und gleichzeitiger Stabilität aller anderen modellierten
Kovariablen das Risiko einer FSME-Infektion um 2,79 vervielfacht. Dieser
Einfluss ist auf dem 5%-Niveau signifikant, da das 95%-Kredibilitätsintervall
die 1 nicht umfasst.
Der Effekt des Niederschlags wird auf 0,97 geschätzt. Erhöht sich also der
Vorjahresniederschlag eines Kreises um einen Meter (das entspricht fast dem
durchschnittlichen Jahresniederschlag eines Kreises), so verringert sich das
Risiko um 0,97. Auch dieser Effekt ist auf dem 5%-Niveau signifikant.
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Tabelle 5.4: Zusammenfassende Statistiken der simulierten Posteriori-
Verteilungen der exponenzierten linearen Effekte des Endmodells.
Mittelwert Median SD 95%-Kredibilitätsintervall P(>1)
Intercept 0.003 0.001 0.008 [0.0000;0.0098] 0.000
istStadtkreis 1.363 0.989 1.315 [0.0706;3.6973] 0.494
Temperatur 2.792 2.758 0.425 [2.0360;3.6724] 1.000
NiederschlagVorjahr 0.972 0.973 0.003 [0.9657;0.9787] 0.000
KrautStrauchVegetation 1.029 1.029 0.018 [0.9936;1.0643] 0.946
Laubwald 1.006 1.006 0.006 [0.9945;1.0180] 0.842
Nadelwald 1.005 1.005 0.003 [0.9995;1.0117] 0.961
Submontan 1.000 1.000 0.001 [0.9985;1.0019] 0.617
Montan 0.999 0.999 0.001 [0.9961;1.0014] 0.187
Auenwald 0.986 0.986 0.007 [0.9717;1.0009] 0.030
Das 95%-Kredibilitätsintervall und derMittelwert des Effekts dermontanen
Höhenstufe sind ebenfalls jeweils kleiner als 1. Also reduziert sich für jeden
zusätzlichenQuadratkilometermontaner Fläche in einemKreis das Risiko um
den Faktor 0,999 bei stabilen Kovariablen. Bei 10 km2 zusätzlicher montaner
Region und damit zusätzlicher Kreisfläche verringert sich das FSME-Risiko
somit um ca. 1%. Dieser Effekt ist jedoch auf dem 5%-Niveau nicht signifikant.
Die Effekte der Flächen aller anderen Vegetationsparameter (Kraut- und
Strauchvegetation, Laub- und Nadelwald, sowie Höhenstufen submontan
und Auenwald) sowie des Stadtkreisindikators haben ebenfalls keinen auf
dem 5%-Niveau signifikanten Einfluss auf das Risiko, da die jeweiligen 95%-
Kredibilitätsintervalle die 1 enthalten.
Die geschätzten glatten Funktionen in Abbildung 5.3 stellen den nichtli-
nearen Effekt auf das FSME-Risiko für den Niederschlag und die Vorjahres-
Temperatur dar. Es ist zu erkennen, dass das FSME-Risiko bei steigendem
Niederschlag und höheren Vorjahrestemperaturen jeweils sinkt. Diese Ef-
fekte sind beide auf dem 5%-Niveau signifikant, da die Referenzlinie bei 1
teilweise außerhalb des Kredibilitätsbands liegt. Die Schätzgenauigkeit beider
Effekte ist relativ hoch, da die Kredibilitätsbänder jeweils nur eine geringe
Abweichung von der Schätzung zeigen.
Abbildung 5.4 zeigt die geschätzten räumlichen Effekte des Endmodells.
Der räumliche Effekt des geoadditiven Regressionsmodells fängt unbeobach-
tete Einflussgrößen auf, die nicht durch andere Kovariablen abgedeckt sind.
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Abbildung 5.3: Finales Modell ohne Jahreseffekt: Geschätzte nichtlineare
Effekte als Multiplikatoren des FSME-Risikos. Die mittlere Linie kenn-
zeichnet den mittleren Verlauf, die äußeren Linien die punktweisen
95%-Kredibilitätsintervalle und die blaue Fläche das simultane 95%-
Kredibilitätsband. Die Striche am unteren Rand kennzeichnen die beob-
achteten Werte.
Es ist zu erkennen, dass im Süd-Westen Baden-Württembergs der strukturiert
räumliche Effekt das FSME-Risiko erhöht, im Nord-Osten hingegen vermin-
dert. Die 95%-Kredibilitätsintervalle der Effekte einiger Kreise enthalten nicht
die 1. Bei einigen Kreisen im Südwesten sind sie strikt größer als 1 und weisen
somit auf ein erhöhtes Rest-Risiko in dieser Region hin. Für den Stadtkreis
Mannheim im Nordwesten des Landes und einige Kreise im Osten sind die
Kredibilitätsintervalle strikt kleiner als 1, womit hier ein signifikant vermin-
dertes Rest-Risiko vorliegt (Abbildung 5.4a). Der unstrukturiert räumliche
Effekt, der zusätzliche kreisspezifische Abweichungen ohne Berücksichtigung
einer Nachbarschaftsstruktur zeigt, ist in allen Kreisen klein und nicht auf
dem 5%-Niveau signifikant (Abbildung 5.4b).
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Abbildung 5.4: Räumliche Effekte
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Abbildung 5.5: Residuen des Poisson-Regressionsmodells
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Abbildung 5.5 visualisiert die Fallzahl-Residuen. Insgesamt nehmen die
Residuen Werte zwischen -0,38 und 0,26 an. In einigen Kreisen kommt es zu
einer Unterschätzung des FSME-Risikos nach diesemModell. Aber auch eine
Überschätzung des FSME-Risikos kann in einigenKreisen beobachtet werden.
Es ist jedoch keine systematische Diskrepanz zwischen den beobachteten und
den, durch das Modell vorhergesagten, Fallzahlen festzustellen.
5.3 Ergebnisse der geographisch gewichteten Regression
Die Auswertung mittels GWR erfolgte in zwei Schritten, zunächst musste an-
hand der OLS ein stabiles, d. h. möglichst einfaches Modell gefunden werden,
dessen Parameterset im zweiten Schritt mit einer räumlichen Gewichtung
analysiert werden konnte. Zunächst wurden also alle Parameter verwendet
und eine lineare Regressionsanalyse durchgeführt. Anhand der ausgegebenen
statistischen Kenngrößen wurde dann das Modell durch Verminderung der
Parameterzahl vereinfacht bis ein gültiges Modell gefunden wurde. Der Pa-
rametersatz dieses OLS-Modells wurde dann zur geographisch gewichteten
Regression herangezogen.
Im Startmodell der OLS wurden 25 Kovariablen eingefügt. Der erste Durch-
lauf der OLS zeigte, dass zwar keine Cluster-Bildung vorlag, aber 20 Parame-
ter einen zu hohen VIF-Wert aufwiesen (siehe Tabelle 5.6) und somit viele
Parameter redundant waren. Folglich war dieses Modell nicht gültig.
Tabelle 5.5:Modelle A - E mit den dazugehörigen Kovariablen
Modell A Modell B Modell C Modell D Modell E
KrautStrauchVegetation ×
Nadelwald × × × × ×
Mischwald × × × × ×
Übernachtungszahl × × × × ×
NFK × × ×
Feldhase × × × ×
Fuchs × × × × ×
TemperaturmittelFrühling ×
TemperaturmittelSommer ×
TemperaturmittelWinter × × × × ×
Als nächster Schritt wurde nun versucht das bestmögliche, gültige OLS-
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Modell herauszufinden. Dazu wurden verschiedene Kombinationen aus Pa-
rametern getestet und die Diagnosewerte der unterschiedlichen Modelle
verglichen. Die Auswahl der Parameter erfolgte nach Gesichtspunkten des
Indikatorensets (Abbildung 5.1). Nach der Prüfung unterschiedlicher Mo-
delle auf Redundanz und Cluster-Bildung konnten fünf interessante, gülti-
ge Modelle herausgefiltert werden (Tabelle 5.7, 5.8, 5.9, 5.10 und 5.11), die
die Vorgabe einer OLS, dass keine Multikollinearität unter den Kovariablen
vorliegt sowie die Residuen nicht räumlich autokorrelieren, erfüllen. Die
Basisparameter in diesen fünf Modellen sind Nadelwald, Mischwald, Über-
nachtungszahlen, Feldhase, Fuchs und Temperaturmittel Winter. Darüber
hinaus wurden andere Kombinationen von Kovariablen untersucht, die als
geeignet angesehen wurden und der Gültigkeitsprüfung standhielten (Tabel-
le 5.5). Außerdem wurden Tests mit verschiedenen Modellen durchgeführt,
bei denen der Ortenau-Kreis entfernt wurde, da er gegebenenfalls einen un-
zulässigen Ausreißer darstellt. Die Streichung des Ortenau-Kreises stellte sich
als nicht zielführend heraus. Der Ortenau-Kreis ist der einzige Ausreißer
hinsichtlich der FSME-Zahlen. Bei Betrachtung der Scatterplots mit und
ohne Ortenau-Kreis konnte kein starker Einfluss auf die Ergebnisse festge-
stellt werden. Außerdem kann davon ausgegangen werden, dass es sich um
gültige Datenwerte handelt und so von einer Streichung dieses Extremwertes
abgesehen werden kann. Dennoch konnte durch das Einbeziehen und Entfer-
nen des Ortenau-Kreises das OLS-Model auf die Sensitivität hinsichtlich der
Extremwerte getestet werden.
Bei dem Vergleich der fünf untersuchten Modelle fällt auf, dass die Model-
le A, B und C vier und die Modelle D und E fünf signifikante Kovariablen2
enthalten (Tabelle 5.7, 5.8, 5.9, 5.10 und 5.11). Bei allen fünf Modellen sind
immer Laubwald, Mischwald, Fuchs und Feldhase signifikante Kovariablen.
Die Kovariable Übernachtungszahl weist nur im Model E eine signifikante
Wahrscheinlichkeit auf und die restlichen Kovariablen NFK, Temperaturmit-
tel Winter, Temperaturmittel Frühling sowie Kraut-und Strauch-Vegetation
sind im keinen der Modelle signifikant.
Bei der Betrachtung der AIC-Werte ist zu erkennen, dass bei den Modellen
A, B und E der AIC-Wert mit 214/215 auf einem gleichen Niveau liegen. Die
Modelle C und D weisen mit 216 und 217 höhere AIC-Werte auf. Die Modelle
2Kovariablen deren Koeffizienten mit einer signifikanten Wahrscheinlichkeit ungleich Null
sind und mit einem * markiert sind
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Tabelle 5.6:Diagnostik-Werte des OLS-Startmodells mit allen Parametern
Variable Coefficient StdError t-Statistic Probability Robust_SE Robust_t Robust_Pr VIF
Intercept -26,457855 66,49821 -0,397873 0,695404 56,078611 -0,471799 0,64274 ——–
Einwohnerzahl 0,000004 0,000004 0,947464 0,35595 0,000003 1,269488 0,220437 3,49398
Fläche 369,988267 1407,74968 0,262822 0,795672 1215,65481 0,304353 0,76435 >1000
Kollin -370,003041 1407,74933 -0,262833 0,795664 1215,65412 -0,304365 0,764341 >1000
Submontan -369,995523 1407,74831 -0,262828 0,795668 1215,65155 -0,30436 0,764345 >1000
Paenemontan -370,014959 1407,74508 -0,262842 0,795657 1215,65078 -0,304376 0,764333 >1000
Montan -369,993414 1407,74879 -0,262826 0,795669 1215,65328 -0,304358 0,764346 >1000
Auenwald -370,003905 1407,75808 -0,262832 0,795665 1215,6603 -0,304365 0,764341 >1000
Planar -369,985594 1407,7489 -0,262821 0,795673 1215,65472 -0,304351 0,764352 >1000
KrautStrauchVegetation 0,051569 0,038264 1,347718 0,194469 0,04102 1,25716 0,224765 3,304966
Nadelwald 0,007344 0,0104 0,706105 0,489162 0,009818 0,747956 0,464147 28,159373
Laubwald -0,00721 0,016224 -0,444368 0,662074 0,017283 -0,417149 0,681503 10,596107
Mischwald 0,015355 0,012002 1,279286 0,217043 0,009712 1,581062 0,131276 12,436743
Übernachtungszahl 0 0,000001 0,492512 0,628312 0,000001 0,493997 0,627284 3,608958
Niederschlag 0,125938 0,068828 1,829743 0,0839 0,068968 1,826035 0,084479 >1000
Sonnenscheindauer -0,023606 0,01872 -1,26106 0,223389 0,012714 -1,856752 0,079788 6,592543
Trockenheitsindex -2,424908 1,311027 -1,849625 0,080856 1,332104 -1,820359 0,085372 >1000
Temperatur 2,924474 1,162175 2,51638 0,021559* 0,839144 3,485069 0,002643* >1000
NFK 0,002681 0,035432 0,075673 0,940512 0,030664 0,087438 0,931286 7,906523
Feldhase 0,008062 0,002101 3,837479 0,001207* 0,001578 5,10951 0,000073* 7,00238
Fuchs 0,002876 0,001566 1,836908 0,082792 0,001113 2,58504 0,018676* 35,261406
Rehwild -0,000614 0,000939 -0,653492 0,5217 0,000574 -1,069492 0,298982 54,643552
TemperaturmittelSommer 0,954713 0,597269 1,598465 0,127345 0,522315 1,827851 0,084195 504,63165
TemperaturmittelHerbst -1,388685 1,048401 -1,324574 0,201886 0,897293 -1,547638 0,139112 >1000
TemperaturmittelWinter -0,03368 0,050194 -0,671 0,51074 0,046475 -0,72469 0,477958 3,567493
TemperaturmittelFrühling -2,847734 0,916042 -3,108736 0,006062* 0,861754 -3,304579 0,003942* >1000
Number of Observations: 44 Number of Variables: 26
Degrees of Freedom: 18 Akaike’s Information Criterion (AIC): 191,179821
Multiple R-Squared: 0,918815 Adjusted R-Squared: 0,806057
Joint F-Statistic: 8,148584 Prob(>F), (25,18) degrees of freedom: 0,000014*
Joint Wald Statistic: 1335,624810 Prob(>chi-squared), (25) degrees of freedom: 0,000000*
Koenker (BP) Statistic: 20,085447 Prob(>chi-squared), (25) degrees of freedom: 0,742329
Jarque-Bera Statistic: 0,890972 Prob(>chi-squared), (2) degrees of freedom: 0,640513
Tabelle 5.7: Ergebnisse der OLS von Modell A
Variable Coefficient StdError t-Statistic Probability Robust_SE Robust_t Robust_Pr VIF
Intercept -17,003705 14,278518 -1,190859 0,241502 14,585425 -1,165801 0,251361 ——–
Nadelwald 0,012437 0,00509 2,443203 0,019594* 0,005177 2,402444 0,021570* 3,459878
Mischwald 0,020503 0,008247 2,48605 0,017697* 0,007224 2,838138 0,007412* 3,0111
Übernachtungszahl 0,000001 0,000001 1,801141 0,080062 0,000001 1,747125 0,089142 1,522689
Feldhase 0,007255 0,001746 4,155423 0,000190* 0,002503 2,898043 0,006357* 2,479861
Fuchs -0,002206 0,0006 -3,674363 0,000770* 0,000466 -4,735402 0,000033* 2,658081
TemperaturmittelSommer 0,094327 0,07653 1,232555 0,225731 0,077338 1,219676 0,230518 4,24863
TemperaturmittelWinter -0,084477 0,051361 -1,644749 0,108727 0,04558 -1,853374 0,072039 1,916978
Number of Observations: 44 Number of Variables: 8
Degrees of Freedom: 36 Akaike’s Information Criterion (AIC): 215,059268
Multiple R-Squared: 0,683402 Adjusted R-Squared: 0,621841
Joint F-Statistic: 11,101270 Prob(>F), (7,36) degrees of freedom: 0,000000*
Joint Wald Statistic: 39,697502 Prob(>chi-squared), (7) degrees of freedom: 0,000001*
Koenker (BP) Statistic: 12,599511 Prob(>chi-squared), (7) degrees of freedom: 0,082489
Jarque-Bera Statistic: 0,001107 Prob(>chi-squared), (2) degrees of freedom: 0,999447
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Tabelle 5.8: Ergebnisse der OLS von Modell B
Variable Coefficient StdError t-Statistic Probability Robust_SE Robust_t Robust_Pr VIF
Intercept -8,292339 6,789901 -1,221275 0,22992 6,857408 -1,209253 0,234448 ——–
Nadelwald 0,012622 0,005025 2,511953 0,016632* 0,005006 2,521162 0,016268* 3,389924
Mischwald 0,020443 0,008121 2,517283 0,016421* 0,006961 2,936934 0,005749* 2,936019
Übernachtungszahl 0,000001 0,000001 1,776479 0,084106 0,000001 1,722865 0,093494 1,527324
Feldhase 0,007156 0,001754 4,079622 0,000238* 0,002497 2,865693 0,006908* 2,517223
Fuchs -0,002157 0,000602 -3,585927 0,000989* 0,00047 -4,592985 0,000051* 2,683688
TemperaturmittelWinter -0,08753 0,051536 -1,698431 0,098054 0,04549 -1,924171 0,062267 1,940761
TemperaturmittelFrühling 0,095641 0,072754 1,314577 0,196966 0,071739 1,333189 0,190845 4,332329
Number of Observations: 44 Number of Variables: 8
Degrees of Freedom: 36 Akaike’s Information Criterion (AIC) [2]: 214,814939
Multiple R-Squared [2]: 0,685155 Adjusted R-Squared [2]: 0,623935
Joint F-Statistic [3]: 11,191723 Prob(>F), (7,36) degrees of freedom: 0,000000*
Joint Wald Statistic [4]: 40,337063 Prob(>chi-squared), (7) degrees of freedom: 0,000001*
Koenker (BP) Statistic [5]: 12,530994 Prob(>chi-squared), (7) degrees of freedom: 0,084394
Jarque-Bera Statistic [6]: 0,003093 Prob(>chi-squared), (2) degrees of freedom: 0,998455
Tabelle 5.9: Ergebnisse der OLS von Modell C
Variable Coefficient StdError t-Statistic Probability Robust_SE Robust_t Robust_Pr VIF
Intercept -0,121782 3,152894 -0,038625 0,969403 3,016764 -0,040368 0,968023 ——–
Nadelwald 0,00847 0,004205 2,01421 0,051507 0,003866 2,190749 0,035029* 2,268786
Mischwald 0,017019 0,008407 2,024428 0,050395 0,007508 2,266731 0,029515* 3,006352
Übernachtungszahl 0,000001 0,000001 2,014059 0,051523 0,000001 2,026423 0,05018 1,506983
NFK 0,005227 0,023099 0,226293 0,822255 0,020287 0,257659 0,798138 1,656979
Feldhase 0,008159 0,001611 5,063812 0,000012* 0,002462 3,313307 0,002109* 2,029454
Fuchs -0,002297 0,000654 -3,511165 0,001220* 0,000543 -4,231436 0,000152* 3,033819
TemperaturmittelWinter -0,050726 0,044734 -1,133949 0,264311 0,037101 -1,367247 0,180024 1,397259
Number of Observations: 44 Number of Variables: 8
Degrees of Freedom: 36 Akaike’s Information Criterion (AIC): 216,815406
Multiple R-Squared: 0,670510 Adjusted R-Squared: 0,606443
Joint F-Statistic: 10,465699 Prob(>F), (7,36) degrees of freedom: 0,000000*
Joint Wald Statistic: 34,391332 Prob(>chi-squared), (7) degrees of freedom: 0,000015*
Koenker (BP) Statistic: 14,490068 Prob(>chi-squared), (7) degrees of freedom: 0,043121*
Jarque-Bera Statistic: 0,282347 Prob(>chi-squared), (2) degrees of freedom: 0,868339
A, B und E bieten also unter Berücksichtigung der Modellkomplexität eine
bessere Übereinstimmung mit den FSME-Inzidenzen.
Da jedoch alle AIC-Werte sehr nah beieinander liegen, wurde zur weiteren
Begutachtung der Modelle auch der R2-Wert betrachtet. Es ist zu erkennen,
dass die Modelle A, B, und E den höchsten R2-Wert mit 0,61 bzw. 0,62 auf-
weisen, also zu 61 bis 62 % Aufschluss über die FSME-Inzidenzen geben.
Zusammenfassend erscheint Modell E durch die sehr guten Diagnosewerte
am besten geeignet die FSME-Inzidenzen zu erklären. Daher wurde mit die-
sem Modell eine GWR durchgeführt (Abbildung 5.12). Diese zeigt, dass das
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Tabelle 5.10: Ergebnisse der OLS von Modell D
Variable Coefficient StdError t-Statistic Probability Robust_SE Robust_t Robust_Pr VIF
Intercept -1,537803 3,516752 -0,437279 0,664595 3,718491 -0,413556 0,681722 ——–
KrautStrauchVegetation 0,035575 0,038781 0,917323 0,365252 0,034457 1,032426 0,308955 1,66606
Nadelwald 0,00751 0,004343 1,729287 0,092569 0,003698 2,030572 0,049951* 2,408834
Mischwald 0,017768 0,008465 2,099052 0,043095* 0,00786 2,260617 0,030109* 3,034604
Übernachtungszahl 0,000001 0,000001 2,15053 0,038502* 0,000001 2,218586 0,033098* 1,567304
NFK 0,014169 0,025119 0,564074 0,5763 0,024473 0,578956 0,566326 1,950737
Feldhase 0,007717 0,001685 4,578904 0,000056* 0,002514 3,068937 0,004133* 2,210437
Fuchs -0,002338 0,000657 -3,55754 0,001098* 0,000534 -4,374903 0,000104* 3,047818
TemperaturmittelWinter -0,059143 0,045762 -1,292408 0,204684 0,037327 -1,584437 0,122089 1,455791
Number of Observations: 44 Number of Variables: 9
Degrees of Freedom: 35 Akaike’s Information Criterion (AIC: 217,770059
Multiple R-Squared: 0,678246 Adjusted R-Squared: 0,604702
Joint F-Statistic: 9,222349 Prob(>F), (8,35) degrees of freedom: 0,000001*
Joint Wald Statistic: 40,494270 Prob(>chi-squared), (8) degrees of freedom: 0,000003*
Koenker (BP) Statistic: 16,346111 Prob(>chi-squared), (8) degrees of freedom: 0,037686*
Jarque-Bera Statistic: 0,009779 Prob(>chi-squared), (2) degrees of freedom: 0,995122
Tabelle 5.11: Ergebnisse der OLS von Modell E
Variable Coefficient StdError t-Statistic Probability Robust_SE Robust_t Robust_Pr VIF
Intercept 0,564514 0,850869 0,663456 0,511151 0,736397 0,766588 0,44819 ——–
Nadelwald 0,008009 0,003632 2,205227 0,033733* 0,003147 2,545183 0,015225* 1,737003
Mischwald 0,01622 0,007532 2,153572 0,037860* 0,005689 2,850906 0,007090* 2,476658
Übernachtungszahl 0,000001 0,000001 2,140069 0,039010* 0,000001 2,043838 0,048138* 1,437006
Feldhase 0,008207 0,001577 5,204735 0,000007* 0,002444 3,357313 0,001833* 1,994721
Fuchs -0,002245 0,000604 -3,718271 0,000661* 0,000491 -4,570837 0,000052* 2,650749
TemperaturmittelWinter -0,04765 0,042068 -1,132669 0,26464 0,03459 -1,377573 0,176611 1,268251
Number of Observations: 44 Number of Variables: 7
Degrees of Freedom: 37 Akaike’s Information Criterion (AIC): 214,877949
Multiple R-Squared: 0,670042 Adjusted R-Squared: 0,616535
Joint F-Statistic: 12,522563 Prob(>F), (6,37) degrees of freedom: 0,000000*
Joint Wald Statistic: 33,422170 Prob(>chi-squared), (6) degrees of freedom: 0,000009*
Koenker (BP) Statistic: 12,246295 Prob(>chi-squared), (6) degrees of freedom: 0,056694
Jarque-Bera Statistic: 0,502769 Prob(>chi-squared), (2) degrees of freedom: 0,777723
Modell E mit einem R2 von 0,79 fast zu 80% die FSME-Inzidenzen erklären
kann. Der AIC-Wert liegt bei 215 und ist daher gleichwertig dem der OLS.
Bei dem Vergleich der ResidualSquares3 des Modells E in der OLS und der
GWR kann festgestellt werden, dass dieser für die Residuen der GWR mit
156 wesentlich niedriger ist als der der OLS mit 247. Auch die maximalen
Beträge der Residuen sind in der GWRmit 4,8 deutlich niedriger als in der
OLS (6,8) (Abbildung 5.6). Das lässt darauf schließen, dass die Abhängigkeit
der FSME-Inzidenzen von den untersuchten Kovariablen durch das lokale
3Summe der Residuen im Quadrat
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Tabelle 5.12:Diagnosewerte der GWRmit Modell E
Neighbours 44
ResidualSquares 156.25769495495456
EffectiveNumber 13.588835683805017
Sigma 2.2667529148053465
AICc 215.50993632635823
R2 0.7917472806406294
R2Adjusted 0.7055401483696511
Regressionsmodell (GWR) besser abgebildet wird als durch eine globale
Berechnung mittels OLS.
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Abbildung 5.6: Residuen pro Landkreis der OLS und der GWR
Bei der Betrachtung der Koeffizienten der einzelnen Parameter konnte
festgestellt werden, dass die Parameter Fuchs undWintermitteltemperatur
mit einem negativen Koeffizienten einen risikoreduzierenden Effekt auf das
FSME-Risiko haben (Abbildung 5.7a und 5.12a). Wo hingegen die Parameter
Übernachtungszahl, Feldhase, Nadelwald und Mischwald einen risikoerhö-
henden Effekt aufweisen (Abbildung 5.8a, 5.9a, 5.10a und 5.11a). Anhand der
Multiplikation der Koeffizienten mit der jeweiligen Kovariable kann festge-
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stellt werden wie stark diese Effekte sind. Dabei hat sich gezeigt, dass der
größte positive Effekt auf das FSME-Risiko in einem Kreis von Feldhasen
ausgeht. Je größer die Jagdstrecke der Feldhasen ist, desto größer ist das
Risiko einer FSME-Infektion. Die gleichen, nur etwas schwächeren Effekte
zeigen sich bei demMischwald, Nadelwald und den Übernachtungszahlen.
Der größte negative Effekt ist beim Fuchs festzustellen. Hier sinkt bei einer
größeren Jagdstrecke das Risiko mit FSME infiziert zu werden. Ein ebenfalls
negativer Effekt gilt für die Mitteltemperatur imWinter.
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Abbildung 5.7:Anteil der Kovariable Fuchs amModell E
Die räumliche Verteilung der Koeffizienten des Parameters Fuchs zeigen
ein deutliches Maximum im Bereich der Kreise Pforzheim, Enzkreis und
Karlsruhe (Abbildung 5.7a). Die Konzentration auf diese Kreise kann nach
der Errechnung des Risikos nicht mehr festgestellt werden, es ergibt sich ein
Muster das der Jagdstreckenverteilung sehr ähnlich ist und einen negativen
Effekt zeigt (Abbildung 5.7b). Eine Signifikanz der Koeffizienten des Fuchses
liegt für ganz Baden-Württemberg vor.
Die Koeffizienten des Nadelwaldes und des Mischwaldes zeigen im Nord-
West-Bereich Baden-Württembergs deutlich erhöhte Werte. Diese Konzen-
tration im Nord-Westen kann ebenfalls bei der Signifikanz der Koeffizienten
139
5 Ergebnisse
0 10 20 30 40 50 60 70 80 90 1005
Kilometer
Koeffizienten der Kovariable
Nadelwald
< 0,006
0,006 - 0,007
0,007 - 0,008
0,008 - 0,009
0,009 - 0,010
0,010 - 0,011
0,011 - 0,012
Signifikanz
(a)Koeffizient
0 10 20 30 40 50 60 70 80 90 1005
Kilometer
Risiko bezgl. der Kovariable
Nadelwald
-8 - -4
-4 - -2
-2 - 0
0 - 2
2 - 4
4 - 8
8 - 32
(b) Risikoerhöhender Effekt
Abbildung 5.8:Anteil der Kovariable Nadelwald amModell E
dieser beidenWaldtypen festgestellt werden (Abbildung 5.8a und 5.9a). Beson-
ders die Landkreise Rhein-Neckar-Kreis, Mannheim (Universitätsstadt), Hei-
delberg (Stadt), Karlsruhe, Karlsruhe (Stadt), Rastatt, Baden-Baden (Stadt),
Enzkreis und Pforzheim (Stadt) heben sich mit erhöhten Koeffizienten von
den restlichen Kreisen ab. Das räumliche Muster, des daraus resultierenden
Risikos, ändert sich jedoch für beide Parameter (Abbildung 5.8b und 5.9b).
Bei der Kovariable Nadelwald sind es vor allem die Landkreise Calw und
Freudenstadt die im Hinblick auf das Risiko herausstechen. Der Parameter
Mischwald zeigt ein erhöhtes Risiko für die Kreise Schwäbisch Hall und den
Ortenau-Kreis.
Bei den Übernachtungszahlen weißt der Koeffizient sowie die Signifikanz
ein deutliches West-Ost-Gefälle auf (Abbildung 5.10a). Bei der Betrachtung
des Risikos ist jedoch zu sehen, dass das Risikomit demWert 0 bis 2 gleichmä-
ßig über Baden-Württemberg verteilt ist. Nur die Kreise Stuttgart, Breisgau-
Hochschwarzwald, Ravensburg und Bodenseekreis zeigen mit 2 bis 4 ein
erhöhtes Risiko (Abbildung 5.10b).
Die Koeffizienten des Parameters Feldhase zeigen deutlich erhöhte Werte
im Süd-Westen Baden-Württembergs mit einer flächendeckenden Signifikanz
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Abbildung 5.9:Anteil der Kovariable Mischwald amModell E
(Abbildung 5.11a). Bei der Betrachtung des Risikos fällt jedoch auf, dass vor
allem der Ortenaus-Kreis, der Main-Tauber-Kreis und der Rastatt-Kreis er-
höhte Werte zeigen (Abbildung 5.11b). Auch die Koeffizienten der Kovariable
Temperaturmittel imWinter zeigen ein deutliches Süd-West-Gefälle, jedoch
besteht hier keine Signifikanz für Baden-Württemberg (Abbildung 5.12a). Bei
dieser Kovariable kann für weite Teile Baden-Württembergs ein risikomin-
dernder Effekt verzeichnet werden (Abbildung 5.12b).
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Abbildung 5.10:Anteil der Kovariable Übernachtungszahl amModell E
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Abbildung 5.11:Anteil der Kovariable Feldhase amModell E
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Abbildung 5.12:Anteil der Kovariable Temperaturmittel imWinter amModell E
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6 Diskussion
„Spatial analysis is the crux of GIS, the means of adding value to
geographic data, and of turning data into useful information.“
Longley u. a. (2001)
Die vorliegende Dissertation hat räumliche Regressionsanalysen genutzt,
um Aussagen über eine Verbindung zwischen der FSME-Ausbreitung in
Baden-Württemberg und unterschiedlichen Umweltparametern zu treffen.
Bislang wurden vergleichbare Studien zwar durchgeführt, jedoch weisen alle
sehr unterschiedliche Schwerpunkte auf. Insbesondere wurden unterschiedli-
che Kovariablen ausgewählt sowie unterschiedliche Methoden angewendet
(Tabelle 5.1). Die hier entwickelte Vorgehensweise kann als wichtiger Bestand-
teil zur Risikoabschätzung hinsichtlich der Ausbreitung von FSME genutzt
werden. Zum ersten Mal wurde ein Zusammenhang zwischen der Zahl der
Übernachtungen von Gästen in einem Beherbergungsbetrieb und dem An-
stieg der FSME-Inzidenz verzeichnet.
Im Folgenden werden zunächst die Methoden der Arbeit diskutiert (Kapi-
tel 6.1), um anschließend die Ergebnisse zu interpretieren und in den Kontext
anderer vergleichbarer Studien zu stellen (Kapitel 6.2). Am Schluss werden die
Fragestellungen der Arbeit aufgegriffen und die erarbeiteten Antworten im
Hinblick auf Public Health und zukünftige Surveillance-Systeme diskutiert.
6.1 Methodendiskussion
6.1.1 Datensammlung und Datenverfügbarkeit
In der vorliegenden Arbeit wurde mit Hilfe einer literatur- und internet-
basierten Recherche ein Indikatorenset erstellt, welches ein Instrument für
ein Surveillance-System bezüglich der Ausbreitungsüberwachung von FSME
darstellt. Wie bereits in Kapitel 4.2 beschrieben, existieren verschiedene Kanä-
le, um geeignetes Datenmaterial für eine GIS-gestützte Auswertung erhal-
ten zu können. Zum einen gibt es öffentlich zugängliche Daten, die bereits
144
6.1 Methodendiskussion
für eine Verarbeitung via GIS vorgesehen sind und nicht wesentlich ange-
passt werden müssen (z. B. Daten des DWD). Zum anderen existieren einige
der gewünschten Daten zwar, aber weder öffentlich zugänglich noch in ei-
nem GIS kompatiblen Format (z. B. Wildtierdaten der Wildforschungsstelle
Baden-Württemberg). Um eine einheitliche Infrastruktur für Geodaten in
Deutschland zu schaffen wird seit 2007 das Portal GDI-DE1 aufgebaut. Es
werden die Voraussetzungen geschaffen, dass deutschlandweit Geodaten, die
sonst nur den einzelnen Institutionen vorliegen, sowohl für die Fachwelt als
auch für interessierte Bürger und Bürgerinnen zugänglich sind. Ziel ist es,
alle verfügbaren Informationen, von Daten zu Koordinatenreferenzsystemen
über umweltrelevante Daten bis hin zu gesundheitsrelevanten Daten, zu bün-
deln. Der Bund, die Länder und die Kommunen schaffen somit die Basis für
die Umsetzung von INSPIRE2, einer Initiative der europäischen Kommissi-
on, die das Ziel verfolgt eine europäische Geodaten-Basis mit integrierten
raumbezogenen Informationsdiensten zu entwickeln.
Eine weitere Herausforderung in dieser Arbeit lag in der fehlenden Existenz
von Daten bezüglich einiger gewünschter Umweltparameter. Über viele Para-
meter besteht nur eine grobe Schätzung zur Verbreitung (z. B. Vorkommen
vonMausarten). Es besteht Bedarf an einempermanentenUmweltmonitoring
mit einer effektiven Datensammlung hinsichtlich Erreger, Überträger, Wirt
sowie Lebensraumparametern (Cromley, 2003). Hierbei stehen im wesentli-
chen zwei Möglichkeiten zu Verfügung, die Daten zu erzeugen. Zum einen
können großräumigeDaten verwendet werden, die via Fernerkundung erstellt
werden und so eine globale, relativ schnelle und kostengünstige Auswertung
gewährleisten. Zum anderen ermöglicht eine Sammlung von kleinräumigen
Daten (z. B. das Sammeln von Zecken) eine genauere regionale Auswertung.
Hier besteht jedoch die Gefahr, dass lokal schwankende Umweltbedingungen
diese kleinräumigen Untersuchungen sehr stark beeinflussen und so ein ver-
fälschtes Bild widerspiegeln. Es hängt stark von der Fragestellung und dem
gewählten statistischenModell ab welche Variante das bestmögliche Ergebnis
liefert.
Bei epidemiologischen Daten besteht im Falle der Meldepflicht nach dem
IfSG, wie sie bei FSME vorliegt, eine relativ genaue und flächendeckende Aus-
sage über die Verbreitung und Entwicklung von Infektionskrankheiten. Das
1Geodateninfrastruktur Deutschland
2Infrastructure for Spatial Information in the European Community
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Portal SurvStat@RKI des RKI bietet eine individuelle Abfrage des vereinfach-
tenDatenbestands, der nach Bedarf zu Tabellen oderGraphiken umgewandelt
werden kann.
Besteht keine Meldepflicht für eine Infektionskrankheit bzw. andere Krank-
heiten, kann durch die Beobachtung der Aktivitäten im WorldWideWeb
der endemische und epidemische Verlauf der Krankheitsausbreitung abge-
schätzt werden. Diese neue Komponente einer modernen Krankheitssurveil-
lance ermöglicht es, durch die Nutzung von Informationen über das Internet-
Suchverhalten der Bevölkerung, den Ausbruch einer Krankheit schneller
abzuschätzen als mit den üblichen Meldeverfahren (Dugas u. a., 2012; Seifter
u. a., 2010). Solche Informationen werden von den Suchmaschinenanbietern
in Form von Protokolldateien gespeichert und können beispielsweise über
GoogleTrends abgefragt werden.
Im Fall der Grippe konnte damit ein erster Erfolg hinsichtlich der Krank-
heitsüberwachung erzielt werden. Ein neuartiges internetbasiertes Influenza-
Surveillance-System, dasGFT3, schätztmitHilfe von Suchmaschinenanfragen
die Influenza-Aktivität nahezu in Echtzeit ab (Ginsberg u. a., 2009). Diese
Früherkennung von Krankheitsausbrüchen, gefolgt von einer raschen Reakti-
on seitens der Gesundheitsbehörden und Mediziner, kann die Ausbreitung
einer saisonalen oder pandemischen Influenza verringern (Hulth u. Rydevik,
2011).
Eine solche internetbasierte Abfrage in GoogleTrends lässt sich auch für
FSME gestalten. Es ist in Abbildung 6.1 gut zu erkennen, dass der jahres-
zeitliche Verlauf, der über die Jahre gemittelten Fallzahlen mit der Anfra-
gehäufigkeit tendenziell übereinstimmt. Allerdings tritt der jährliche Peak
der Suchmaschinenanfragen über FSME ca. vier Wochen vor dem jährli-
chen Maximum der FSME-Inzidenzen auf. Hier könnte zwar eine laufende
Beobachtung der Prävalenz und eine frühzeitige Erkennung von Krankheits-
ausbrüchenmöglich sein, jedoch erscheint u. a. aufgrund der geringen FSME-
Fallzahlen die Gefahr groß, dass vor allem andere Einflussgrößen, wie z. B.
die Berichterstattung oder Impfaufrufe abgebildet werden.
Diese vor allem für Krankheiten mit hoher Prävalenz und großer Streuung
geeignete Methodik kann nur für Industrieländer angewendet werden und ist
empfindlich gegenüber äußeren Einwirkungen, wie z. B. der Berichterstattung
in den Medien (Carneiro u. Mylonakis, 2009). Dennoch stellt diese innovati-
3Google Flu Trends
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Abbildung 6.1:Wochenweiser Verlauf der Abfragehäufigkeit des Suchwortes
„FSME“ in Google in den Jahren 2004 bis 2012.
ve Technologie ein neues Instrument zur Unterstützung der Überwachung,
Prävention und Kontrolle auftretender Krankheiten dar.
6.1.2 Diskussion der räumlich statistischen Verfahren und ihrer
gesundheitswissenschaftlichen Nutzbarkeit
Die in dieser Arbeit angewendetenMethodenwerden der räumlichen Statistik
zugeordnet und stellen ein wertvolles Instrument im Bereich Public Health
dar. Unter Anwendung statistischer Verfahren können räumlich verteilte
Variablen beschrieben und analysiert werden, um vor allem die geographi-
sche Variation von Krankheiten besser verstehen, Ursachen geographischer
Muster besser bestimmen und Entscheidungen mit höherer Sicherheit treffen
zu können. Hierbei kommen vor allem die Methoden der Autokorrelations-
analyse, Interpolation, Punktmusteranalyse sowie räumliche Korrelation und
Regression zur Anwendung.
Diesen Methoden liegt zu Grunde, was bereits Tobler (1970) in seinem
„First Law of Geography“ feststellte: „Everything is related to everything
else, but near things are more related than distant things.“ Daher wurden
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in dieser Arbeit Methoden zur räumlichen Regression (geoadditive Poisson-
Regression undGWR) angewendet, umAufschluss über den Zusammenhang
zwischen unterschiedlichen Umweltparametern und der Verbreitung von
FSME zu erhalten.
Tabelle 6.1:Gegenüberstellung der verwendeten statistischen Verfahren
Geoadditive Poisson-Regression Geographisch gewichtete Regression
(GWR)
Poisson-Verteilung der Zielvariable Gauß-Verteilung der Zielvariable
generalisiertes additives Modell klassisches lineares Modell
globales Modell lokales Modell
auch nicht-lineare Zusammenhänge nur lineare Zusammenhänge
mehrere Jahre berücksichtigt Mittelung über die Jahre
räumliche Heterogenität als zusätzli-
che Kovariable
räumliche Heterogenität in den
ermittelten Koeffizienten
Spezialsoftware (BayesX) integriert in GIS (ArcView)
In klassischen linearen Modellen, wie dem der GWR zugrundeliegenden,
werden nur lineare Abhängigkeiten der Zielvariablen von den Kovariablen
modelliert, wohingegen in generalisierten additiven Modellen auch andere
Zusammenhänge analysiert werden können. Für eine GWRmüssen daher
alle nichtlinearen Zusammenhänge zunächst linearisiert werden. Dazu muss
jedoch der funktionale Zusammenhang bestimmt bzw. geeignete Polynome
an die Datenpunkte angepasst werden. Dabei besteht immer die Schwierigkeit,
geeignete Funktionen auszuwählen und die Nichtlinearität der Funktion zu
erklären.
Die Methode der geoadditiven Poisson-Regression dagegen kann solche
nichtlinearen Abhängigkeiten direkt durch glatte Funktionen anpassen und
dann zur Modellierung verwenden. Um hierbei geeignete P-Splines ermitteln
zu können, werden allerdings viele Datenpunkte benötigt, da sonst die An-
passung willkürlich wird. Daher konnten nur die Klimadaten, die für jedes
Jahr vorlagen, durch solche nichtlinearen Funktionen angepasst werden. Wie
man in Abbildung 5.3 sieht, ist diese Anpassung jedoch nicht allzu weit von
einer linearen Anpassung entfernt, wenn auch der DIC die Modellgüte bei
glatter Anpassung als besser bewertet.
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Die verwendete geoadditive Poisson-Regression basiert auf einem globalen
Ansatz, wobei räumliche Effekte durch Hinzunahme einer weiteren (als un-
strukturiert räumlicher Effekt bezeichneten) Variable modelliert werden. Die
Koeffizienten und glatten Funktionen werden also für jeden Ort gleicherma-
ßen bestimmt und nur der unstrukturiert räumliche Effekt variiert von einem
Ort zum nächsten, wobei Nachbarschaftsbeziehungen berücksichtigt werden.
Der strukturiert räumliche Effekt kann also als eine fehlende Kovariable im
Modell interpretiert werden, die dieses räumliche Muster aufweist.
Bei Verwendung der GWR zur Schätzung der risikoerhöhenden Effekte der
Kovariablen erfolgt dagegen die Regression lokal auf Kreisebene. Die Koeffi-
zienten werden quasi für jeden Kreis einzeln berechnet, mittels des adaptiven
Kernels wird dabei die Nachbarschaft der Kreise berücksichtigt. Hierdurch
werden lokale Besonderheiten und spezifischeWechselbeziehungen zwischen
den Kovariablen mit in die Analyse einbezogen.
Bei solchen Modellen, die eine räumliche Analyse einschließen, werden im
Vergleich zu einer einfachen Regression, wie derOLS, insbesondere spezifisch
regionaleVariationen aufgedeckt und es kann eine höhereModellgüte erreicht
werden. Insbesondere sind die zu erwartenden Residuen im allgemeinen
geringer.
Für Fallzahlen ist insbesondere bei geringer Inzidenz von einer Poisson-
Verteilung auszugehen (Fahrmeir u. a., 2007).Damit erscheint die ausgewählte
Methode der geoadditiven Poisson-Regression geeignet, um die vorliegenden
FSME-Fallzahlen zumodellieren. Da die Poisson-Verteilung für große Zahlen
durch die Gauss-Verteilung angenähert werden kann (Brink, 2010), wurde die
GWR, die in der in ArcView implementierten Version nur Gauß-verteilte Zu-
fallszahlen modelliert, auf die über die Jahre gemittelten Fallzahlen angewen-
det. Auf die Verwendung von Spezialsoftware (z. B. SGWRWIN (GWR4.0),
National Center for Geocomputation, National University of Ireland), mit der
auch Poisson-verteilte Zufallszahlen mittels GWR geschätzt werden können,
wurde in dieser Arbeit bewusst verzichtet, um die Möglichkeiten, die ein
kommerzielles GIS bieten kann, auszuloten.
Ein GIS stellt eine sehr innovative und in der Entwicklung befindliche
Technologie dar, die im Bereich Public Health, vor allem in denThemenfel-
dern Krankheitssurveillance und Risikoanalyse, angewendet wird (Nykiforuk
u. Flaman, 2011). Zu den Kompetenzen eines GIS zählt nicht nur Daten zu-
sammenzufassen, darzustellen und zu modifizieren, sondern auch innerhalb
der gleichen Programmumgebung komplexe statistische Analysen durchzu-
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führen und geeignete Modelle zur Präsentation aufzuarbeiten. Mullner u. a.
(2004) heben sogar hervor, dass mit einem GIS Ergebnisse einer Analyse so
präsentiert werden können, dass sie Beziehungen aufzeigen können, die mit
anderen Technologien nicht hätten präsentiert werden können.
Jedoch wird bisher das große Potential von GIS nicht gänzlich ausgenutzt
und der umfassende Einsatz in Public Health bleibt aufgrund großer Hin-
dernisse noch aus (Shaw, 2012). Das mangelnde Verständnis der vielfältigen
Möglichkeiten eines GIS sowie die Schwierigkeiten in der Interpretation der
Ergebnisse bezüglich bestimmter Fragestellungen und Entscheidungen sind
die großen Herausforderungen, die bisher zu einem eingeschränkten Einsatz
von GIS in Public Health geführt haben. Darüber hinaus wurde auch in dieser
Arbeit festgestellt, dass die Datenlage, die die Basis von GIS-Projekten bildet,
einen großen limitierenden Faktor für eine präzise Situationsanalyse darstellt.
Zum einen sind Mängel in der Datenverfügbarkeit sowie Einschränkungen
aufgrund des Datenschutzes, vor allem auf individueller oder kleinräumi-
ger Ebene, zu nennen (McLafferty, 2003). Zum anderen ist die Verwendung
von GIS durch die ungleiche Datenbeschaffenheit sowie die unterschiedliche
räumliche Auflösung der Daten limitiert.
Wie bereits in Kapitel 6.1.1 beschrieben, wurde die Beschaffung undAnalyse
der Daten durch die Heterogenität in Format, Speicherort und Auflösung er-
schwert. Insbesondere die Aggregationsstufe der FSME-Daten auf Kreisebene
beschränkt die Analysen auf diese räumliche Auflösung.
Umfangreiche Daten wie diese können in räumlichen Analysen, die oft
innerhalb eines GIS verankert sind, verarbeitet werden. Insbesondere ein
kommerzielles GIS, wie ArcGIS, erleichtert nicht nur die Durchführung kom-
plexer Aufgaben, sondern auch datenintensive Analysen, wie sie in Public
Health vorkommen. Diese sehr komplexen und variabelreichen räumlichen
Analysen sind notwendig, um dass Verständnis der Beziehung zwischen
Gesundheit und kontextualen Faktoren (wie z. B. ökonomische und ökolo-
gische Variablen) zu verbessern, so dass oft Daten auf Mikro-, Mittel- und
Makro-Ebene integriert werden (Green u. a., 1996). Die Zusammenfassung
komplexer statistischer Verfahren zu gut dokumentierten Programmtools
ermöglicht die Anwendung auf unterschiedlichen professionellen Niveau, so
dass die notwendige und stets geforderte Interdisziplinarität für viele Public
Health-Studien leichter erfüllt werden kann.
Räumlich-statistische Analysen haben unterschiedliche Aufgaben zumZiel.
Im Bereich VBI können sie zum einen räumliche bzw. räumlich-zeitliche
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Muster des Auftretens von Vektoren bzw. VBI-Fällen identifizieren. Zum an-
deren verbessern sie aber auch das Verständnis, wie UmweltfaktorenVektoren
sowie die Übertragung von VBI beeinflussen. Darüber hinaus ist es möglich,
Vorhersagen hinsichtlich der Änderung des räumlichen Expositionsrisikos
für Vektoren und vektorbasierte Erreger in Abhängigkeit der Änderung von
Landnutzung oder Klima zu treffen (Eisen u. Eisen, 2011).
Das Ziel hierbei ist es, die Krankheitslast zu reduzieren, indem Informa-
tionen generiert werden, um die Gesellschaft zu befähigen, Präventionsmaß-
nahmen zu ergreifen. Außerdem werden Gesundheitsbehörden unterstützt
Präventionsmaßnahmen sowie Überwachungs- und Kontrollsysteme zu eta-
blieren.
6.2 Interpretation und Diskussion der Ergebnisse
6.2.1 Diskussion der FSME-Inzidenz
In der vorliegenden Arbeit wurden für die statistische Auswertung die FSME-
Fallzahlen des RKI verwendet (Kapitel 4.2.2). Diese Daten basieren auf FSME-
Fällen, die im Rahmen der Meldepflicht von Gesundheitsbehörden und
Ärzten an das RKI übermittelt wurden. Bei der Betrachtung der FSME-
Inzidenzen der letzten Jahre (Abbildung 3.2) ist zu erkennen, dass die Anzahl
der Neuerkrankungen tendenziell zurückgegangen ist.
Es kann jedoch nicht davon ausgegangen werden, dass hier das wirkliche
Infektionsrisiko der Bevölkerung innerhalb eines Landkreises abgebildet wird.
Auf der einen Seite kann das Infektionsrisiko in einem Kreis unterschätzt
werden, wenn infizierte Besucher an ihren Wohnort zurückkehren und die
Infektionen dort gemeldet werden. So wurde bei 11,7% der gemeldeten FSME-
Fälle im Jahr 2011 der Wohnort nicht als Infektionsort angegeben (RKI, 2012).
Auf der anderen Seite wird nach dem IfSG nur der Kreis als Infektionsort
übermittelt, so dass es nicht möglich ist, kleinräumigere Gebiete bezüglich
des FSME-Risikos zu betrachten (RKI, 2012). Angaben zum Infektionsort als
räumliche Koordinate wären jedoch im Hinblick auf die Größe der FSME-
Herde von Vorteil, da diese sehr kleinräumig sein können und, auch bei einer
niedrigen Inzidenz im Kreis, das Infektionsrisiko in solch lokalen Gebieten
recht hoch sein kann. Bei Kenntnis der räumlichen Koordinaten könnte
die Inzidenz der FSME-Infektionen als räumlich statistischer Punktprozess
(Benes u. Rataj, 2004) untersucht werden, um Kovariablen, die in höherer
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Auflösung als auf Kreisebene vorliegen, berücksichtigen zu können.
Eine weitere Herausforderung bei der Verwendung von FSME-Inzidenzen
zur Risikoeinstufung vonGebieten stellt die vermehrte Grundimmunisierung
der Bevölkerung dar. Im Jahr 2011 waren in Baden-Württemberg 34,2% der
Kinder bei der Schuleingangsuntersuchung und 28,7% der Allgemeinbevöl-
kerung durch drei Impfungen vollständig immunisiert. Bei Betrachtung der
Impfquoten pro Kreis im Vergleich zu den FSME-Inzidenzen kann festge-
stellt werden, dass eine höhere Impfquote die FSME-Inzidenzen des Kreises
sinken lässt. Eine zunehmende Impfquote würde jedoch dazu führen, dass
Infektionsrisiken, die auf Basis einer FSME-Surveillance ermittelt werden,
nicht richtig eingeschätzt werden können. Zwar scheint zum jetzigen Zeit-
punkt eine Risikoabschätzung auf Basis übermittelter FSME-Erkrankungen
eine akzeptable Vorgehensweise, dennoch sollten andere Alternativen zur
Risikoabschätzung gefunden werden, ohne dabei nur auf FSME-Zahlen an-
gewiesen zu sein. Zum einen könnte das Infektionsrisiko unter Einbezug
der kreisbezogenen Impfquote errechnet werden. Zum anderen sollte, wie in
dieser Arbeit geschehen, die Untersuchung von Umweltparametern, die es
ermöglichen eine Risikoabschätzung durchzuführen, ausgeweitet werden.
Im Gegensatz zu der in dieser Arbeit angewendeten, großräumigen Analy-
se der FSME-Daten und Umweltparameter, besteht oft der Wunsch nach der
Evaluation absoluter Zeckenzahlen in kleinräumigen Gebieten in Kombinati-
on mit der Aufklärung der Durchseuchungsrate der Zecken mit FSME. Hier
besteht allerdings das Problem, dass durch das standardisierte Fangverfahren,
die sogenannte Fahnen-Methode4, nur Zecken mit exophilem Verhalten5,
wie es Ixodes ricinus aufweist (Eckert u. a., 2008), gesammelt werden. Die
Igelzecke Ixodes hexagonus stellt zwar einen potentiellen FSME-Überträger
dar, wird jedoch durch die Fahnen-Methode nicht gesammelt, da es sich um
eine endophile Art6 handelt.
Ein weiterer Aspekt in der Betrachtung der absoluten Zeckenzahlen im
Hinblick auf die Durchseuchungsrate stellt die von der FSME-Infektion ab-
hängige Aktivität der Zecken dar. Zecken, die bereits mit FSME infiziert sind,
zeigen eine wesentlich höhere Aktivität und sind somit vermehrt auf Wir-
4Mittels Einsatz von Schlepptüchern werden Zecken von der Vegetation abgestreift
5Aufenthaltsort im offenen Gelände entfernt von z. B. Nestern oder Tierhöhlen; aktive
Wirtssuche notwendig (Salman u. Tarrés-Call, 2013)
6Leben in der Nähe ihrer Wirte z. B. in Tierhöhlen oder Nestern; Wirt in ständiger Verfüg-
barkeit (Salman u. Tarrés-Call, 2013)
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ten und weniger in der Vegetation zu finden. Zudem lässt sich der FSMEV,
durch eine erhöhte Virusvermehrung während der Blutmahlzeit, bei Zecken
auf einemWirt leichter nachweisen, als bei in der Vegetation gesammelten
Zecken (Belova u. a., 2012; Süss u. a., 2004), so dass die Bestimmung der
Durchseuchungsrate von gesammelten Zecken eine erhöhte Unsicherheit
aufweist.
Diese sehr unterschiedlichen Gesichtspunkte können zu einer Fehleinschät-
zung der absoluten Zeckenzahlen und der Durchseuchungsrate führen. Somit
sollte die Genauigkeit dieses finanziell und personell aufwendigen Verfahrens
nicht überbewertet werden.
Für Public Health jedoch ist umfangreichesWissen, sowohl über die Durch-
seuchungsrate, als auch die FSME-Prävalenz essentiell, so dass ggf. eine Kom-
bination verschiedener Methoden bei der Betrachtung möglicher Fehlerquel-
len potentiell einen Weg zur Abschätzung des örtlichen Risikos darstellt.
6.2.2 Diskussion der räumlichen Effekte
Der räumliche Effekt im geoadditiven Poisson-Regressions-Modell dient als
Surrogat für unbeobachtete Einflussgrößen, die bisher nicht in das Modell
integriert wurden (Fahrmeir u. a., 2007). Die Ergebnisse der geoadditiven
Poisson-Regression zeigen bezüglich des unstrukturiert räumlichen Effektes
(Abbildung 5.4b) keine auf dem 5%-Niveau signifikanten Effekte. Darüber
hinaus sind diese zusätzlichen kreisspezifischen Abweichungen ohne Berück-
sichtigung einer Nachbarschaftsstruktur in allen Kreisen sehr klein, so dass,
in Verbindung mit der fehlenden Signifikanz, der zufällige Effekt, der in dem
Modell fehlenden Kovariable, vernachlässigbar ist.
Die Betrachtung des strukturiert räumlichen Effekts (Abbildung 5.4a) zeigt
für den Süd-Westen Baden-Württembergs ein signifikant erhöhtes FSME-
Risiko und für den Nord-Osten Baden-Württembergs ein signifikant reduzie-
rendes. Eine sorgfältige Analyse der Effekte könnte Hinweise darauf geben,
wie die fehlenden Kovariablen, die bisher nicht in Erwägung gezogen wurden,
aussehen könnten (Fahrmeir u. a., 2007).
Im Fall der hier vorliegenden strukturiert räumlichen Effekte kann davon
ausgegangen werden, dass die fehlende Kovariable bzw. die fehlenden Kova-
riablen ebenfalls ein solches Süd-West Nord-Ost Gefälle aufweisen werden.
Es kann sich um eine Kovariable handeln, die einen risikoerhöhenden Effekt
mit der Tendenz einer Steigerung in Richtung Süd-West zeigt. Oder aber eine
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Kovariable, die einen hohen Risiko-reduzierenden Effekt im Nord-Osten
Baden-Württembergs aufweisst und in Richtung Süd-Westen abnimmt. Es
ist auch möglich, dass die Addition mehrerer fehlender Kovariablen ein sol-
ches räumliches Muster erzeugen würden und so den strukturiert räumliche
Effekt ersetzt könnten. Damit könnten die Zusammenhänge bezüglich der
FSME-Ausbreitung in Baden-Württemberg besser erklärt werden und so zu
einer genaueren Risikoabschätzung beitragen.
Bei diesen nicht betrachteten Kovariablen könnte es sich z. B. um die Maus-
artenMyodes glareolusundApodemus flavicollishandeln, die bereits in andere
Studien (Kiffner u. a., 2011; Süss, 2011) als ein wesentlicher Einflussfaktor iden-
tifiziert werden konnten. Jedoch konnten diese vermutlich wichtigen Parame-
ter im FSME-Ixodes ricinus-Zyklus, aufgrund mangelnder Datengrundlage,
in dieser Arbeit nicht berücksichtigt werden. Die Aufnahme kleinräumig
ermittelter Mäusepopulationen würde das Modell zur FSME-Abschätzung
wesentlich optimieren und sollte, wie bereits in Bayern durchgeführt, auch
in Baden-Württemberg in Angriff genommen werden. Die räumlichen Ef-
fekte im GWR-Modell werden durch die räumlich variablen Koeffizienten
(Kapitel 5.3) aufgefangen. Dabei sind insbesondere Effekte, die durch das
Zusammenspiel der verschiedenen Kovariablen in den einzelnen Kreisen
hervorgerufen werden zu berücksichtigen, aber auch die nicht im Modell
enthaltenen, unbekannten Kovariablen werden, zumindest teilweise, durch
die Koeffizienten abgebildet. In diesem Modell kann jedoch nicht auf die
räumliche Verteilung möglicher fehlender Kovariablen geschlossen werden,
da die Koeffizienten nur die lokale Wirkung der Kovariable widerspiegeln.
In beidenModellen kann aus der räumlichen Struktur der Ergebnisse keine
Vorhersage für weitere Kreise etwa in angrenzenden Bundesländern getroffen
werden, da die gewählte Methodik eine solche ebenso wenig zulässt wie eine
zeitliche Vorhersage im Sinne einer Zeitreihenanalyse. Vorhersagen anhand
der erhaltenen Modelle können nur mit dem tatsächlichen Auftreten der
FSME-Fälle verglichen werden um so die Schätzgenauigkeit der Effekte zu
validieren. Hierzu wurden die Residuen, also die Differenz zwischen der
Vorhersage und dem tatsächlichen Auftreten, untersucht (siehe dazu Abbil-
dung 5.5 und 5.6). Dabei konnte keine systematische Abweichung beobachtet
werden, so dass der geschätzte Effekt der Kovariablen auf die Fallzahlen
innerhalb der Modelle gut beschrieben wird.
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6.2.3 Diskussion der Einflussgrößen
Ein großer Vorteil der vorliegenden Studie ist die kostengünstige und zeit-
schonende Einbindung von bereits im Vorfeld in anderen Zusammenhängen
erstelltenUmweltdaten (Tabelle 5.1). So können allerdings nicht alle interessan-
ten Parameter untersucht werden, so dass eine Verzerrung der Ergebnisse
möglich ist.
Die gesammelten Daten können in drei Kategorien zusammengefasst wer-
den. Die erste Kategorie umfasst die Daten, die aufgrundmangelnder Qualität
und Quantität nicht in die Auswertungen eingeschlossen werden konnten.
Dabei handelte es sich um Trockenheitsindex, relative Luftfeuchte, Erholungs-
flächen, Ausbildungsniveau, Einkommen, Mäuse-, Vögel- und Pferdeverbrei-
tung, Streu- und Humusschicht sowie Verteilung von sauren und humiden
Böden. Zur zweiten Kategorie zählen die Daten, die zwar in ausreichender
Qualität und Quantität vorlagen, jedoch zugunsten der Modellqualität nicht
in die Endmodellen einfließen. In den Fällen der Höhenstufen (Planar, Kol-
lin, Paenemontan), sowie den Kovariablen NFK und Sonnenscheindauer
scheint die Abhängigkeit zur Zielvariable zu gering, so dass diese keinen
Effekt auf die Modellgüte zeigen. Bezüglich des Rehwilds wurde in der GWR
festgestellt, dass hier eine zu starke Korrelation zu einem anderen Parameter
vorliegt und daher Modelle, die den Parameter Rehwild enthielten, schlechter
bewertet wurden als das Endmodell (Abbildung 5.11). In der geoadditiven
Poisson-Regression wurden einige dieser Daten nicht verwendet, da sie zum
Zeitpunkt der Analyse noch nicht vorlagen.
Insgesamt konnten dennoch 12 Umweltparameter (Submontan, Montan,
Auenwald, Kraut- und Strauchschicht, Laubwald, Nadelwald, Mischwald,
Übernachtungen, Feldhase, Fuchs, Temperatur, Niederschlag) in zumindest
einem der beiden statistischen Auswertungsverfahren berücksichtigt wer-
den. Diese Daten lagen z. T. nicht in verwendbarer Form vor und mussten
entsprechend angepasst werden. Diese Anpassung bestand teilweise in ei-
ner Generalisierung der Daten bezüglich der Kreise, da eine kreisbezogene
Auswertung Ziel der Studie war.
6.2.3.1 Nadel, Laub- undMischwald
Die Eingrenzung, Zusammenfassung und Mittelung der Nadel-, Laub- und
Mischwalddaten ergab eine auswertungsstarke Basis für die statistischen
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Verfahren.Diese Einflussgrößen konnten so in beidenAuswertungsmethoden
berücksichtigt werden und haben sich als wichtige Parameter erwiesen.
Die Ergebnisse der Poisson-Regression haben ergeben, dass der Nadelwald
sowie der Laubwald keinen auf dem 5%-Niveau signifikanten Einfluss auf
das FSME-Risiko haben. Der, in der Poisson-Regression nicht untersuchte,
Mischwald und der Nadelwald zeigen hingegen in der GWR einen risikoer-
höhenden Effekt. Anhand der Multiplikation der Koeffizienten mit der je-
weiligen Kovariable konnte festgestellt werden wie stark dieser Effekt ist. Im
Fall des Mischwaldes und des Nadelwaldes ist, der Effekt im Vergleich zum
Feldhasen, insgesamt schwächer.
Auch in anderen Feldstudien konnten keine eindeutigen Tendenzen bezüg-
lich des FSME-Risikos imHinblick aufWaldtypen festgestellt werden. Es wird
zwar angenommen, dass Laubwälder, z. B. durch entsprechendes Unterholz
und die Laubschicht, eher einen passenden Lebensraum für Ixodes ricinus
darstellen als Nadelwälder (Ginsberg u. a., 2004; Tack u. a., 2012a). Dennoch
zeigen einige Studien, dass auch Nadelwälder (Kiffner u. a., 2010; Walker u. a.,
2001) und Mischwälder (Estrada-Peña, 2001) einen positiven Effekt auf die
Verbreitung von Ixodes ricinus haben können.
Es ist allerdings unwahrscheinlich, dass Waldtypen einen direkten Ein-
fluss auf die Zeckendichte haben. Der Waldtyp hat jedoch zum einen einen
enormen Einfluss auf die Verfügbarkeit und Konzentration der Wirtstiere,
der Laubwald z. B. ist ein bevorzugtes Habitat für Rehe (Tack u. a., 2012a).
Zum anderen unterscheiden sich die Waldtypen in der Feuchtigkeit und
Beschaffenheit des Bodens, welches ebenfalls einen enormen Einfluss auf die
Aufrechterhaltung des FSME-Zyklus hat. Generell scheinen Waldabschnitte,
vor allem mit einem großen Anteil an Waldrändern (Tack u. a., 2012b) einen
besseren Lebensraum für Ixodes ricinus darzustellen, als offene Habitat wie
z. B. Wiesen, da diese einen besseren Schutz vor Umwelteinflüssen bieten
(Lindström u. Jaenson, 2003).
Die räumliche Verteilung des risikoerhöhenden Effekts zeigt, dass der Na-
delwald, insbesondere im Bereich des Schwarzwaldes, deutlich zur Erhöhung
des Infektionsrisiko beiträgt, da alle Werte in der Risikokarte positiv sind
(Abbildung 5.8). Ein höheres Nadelwaldvorkommen in einem Kreis bedeutet
nicht automatisch ein höheres Risiko, im Vergleich zu einem nadelwaldärme-
ren Kreis, da der Koeffizienten eine lokale Variation aufweist. Jedoch erhöht
sich das FSME-Risiko in einem Kreis für den Fall, das sich in dem Kreis auch
das Nadelwaldvorkommen erhöht.
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6.2.3.2 Kraut- und Strauchschicht
In beiden statistischen Modellen konnte für den Vegetationsparameter Kraut-
und Strauchschicht kein auf dem 5%-Niveau signifikanter Einfluss auf das
FSME-Risiko festgestellt werden. Allerdings sind die ermittelten Gesamtflä-
chen in den Kreisen sehr klein, so dass aus der fehlenden Signifikanz nicht
zwangsläufig geschlossen werden kann, dass die Kraut- und Strauchschicht
keinen Einfluss auf das FSME-Risiko hat.
Viele Studien bestätigen zudem die Bedeutung der Kraut- und Strauch-
schicht als Habitat für Ixodes ricinus (Boyard u. a., 2008; Estrada-Peña, 2001;
Tack u. a., 2012b). Der Grund liegt darin, dass in diesem Vegetationsbereich,
typisch im Übergang zwischen Wald und Wiese, eine Vielzahl der Wirtstiere
von Ixodes ricinus leben (Boyard u. a., 2008). Auch stark unterteilte Wälder
mit einem hohen Waldrandanteil und somit vermehrter Kraut- und Strauch-
schicht scheinen ein bevorzugtes Habitat für Ixodes ricinus zu sein (Kiffner
u. a., 2010; Tack u. a., 2012b). Solche Bereiche stellen optimale Umweltbedin-
gungen für Ixodes ricinus dar und bieten eine hohe Dichte und Aktivität der
Hauptwirte von Ixodes ricinus (Tack u. a., 2012b).
Eine Möglichkeit die Kraut- und Strauchschicht in eine Analyse zu in-
tegrieren besteht, insbesondere in einer kleinräumigen Studie, die lokale
Konditionen sowie Zeckenzähldaten berücksichtigt. Zum anderen könnte
eine großräumige Studie durchgeführt werden, die, auf Basis einer großen
Zahl von FSME-Inzidenzen, Abhängigkeiten zu anderen Kovariablen in dem
größeren Untersuchungsgebiet feststellen könnte.
6.2.3.3 Klima
Die Klimadaten lagen in einem sehr kleinräumigen Format vor und liefern
so vertrauenswürdige Ergebnisse. Es wurden aus den gelieferten Klimadaten
drei unterschiedliche Datensätze erzeugt. Ein Datensatz mit der Jahresmittel-
temperatur, ein Datensatz mit der Vorjahresmitteltemperatur für die Poisson-
Regression und ein Datensatz mit der Vorjahrestemperatur des Winters für
die GWR.
Bezüglich der Mitteltemperatur des jeweiligen Jahres hat die geoadditive
Poisson-Regression ergeben, dass hier ein auf dem 5% Niveau signifikanter
positiver Einfluss auf das FSME-Risiko vorliegt. Im Fall einer Steigerung der
Temperatur um 1 °C in einem Kreis, würde sich hiernach das FSME-Risiko
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im jeweiligen Jahr, bei Stabilität aller anderen modellierten Kovariablen, um
den Faktor 2,79 vervielfachen. Auch Jaenson u. Lindgren (2011); Li u. a. (2012);
Lindgren u. Gustafson (2001); Randolph u. Sumilo (2007) und Randolph u. a.
(2000) haben eine solche positive Korrelation zwischen dem Auftreten von
Ixodes ricinus und der Erwärmung des Klimas feststellen können.
Eine generelle Erwärmung des Klimas, wie sie z. B. von Blunden u. a. (2011)
vorhergesagt wird, führt zu einer Vielzahl von direkten und indirekten Verän-
derungen imHabitat von Ixodes ricinus. Mit demAnstieg der Jahresmitteltem-
peratur geht ein früher Start der Vegetationsperiode sowie der Suchaktivität
von Ixodes ricinus einher. Die Aktivitätsgrenze der Zecken von 5 °C wird im-
mer früher im Jahr über- und immer später im Jahr unterschritten (Jaenson
u. Lindgren, 2011). Folglich werden in Mitteleuropa und im Baltikum immer
früher im Jahr Larven von Ixodes ricinus aktiv, so dass es zu einer starken
saisonalen Synchronität von Larven und Nypmphen kommt (Randolph u. a.,
2000). Eine große Anzahl Larven und Nymphen sind im Frühling dann
gleichzeitig auf Wirtssuche und können durch das Cofeeding den FSMEV
optimal im Natur-Herd von Ixodes ricinus verbreiten. Darüber hinaus wür-
de eine Erwärmung des Klimas aktuelle Zeckenpopulationen in nördlichen
Temperaturzonen unterstützten, da in diesen Bereichen der Wasserstress
für die Zecken gering ist und die Entwicklungszyklen optimiert würden
(Estrada-Peña u. a., 2012).
Ein weiterer Aspekt im Hinblick auf die positive Korrelation zwischen
der Jahresmitteltemperatur und dem FSME-Risiko ist die Veränderung des
menschlichen Verhaltens. Auf der einen Seite werden Landnutzung und
Tourismus über einen längeren Zeitraum verändert, welches wiederum einen
Einfluss auf das Auftreten von Zecken bzw. die FSME-Inzidenz hat. Auf
der anderen Seite können kurzfristige Änderungen der Temperatur direkt
das Verhalten der Bevölkerung beeinflussen, so dass möglicherweise ein
Zusammenhang zwischen Freizeitverhalten, wie wandern, jagen, Beeren bzw.
Pilze pflücken und erhöhter FSME-Inzidenz besteht (Salman u. Tarrés-Call,
2013).
Das Klima hat viele direkte und indirekte Einflüsse. In Bezug auf die Tempe-
ratur des Vorjahres hat diese Studie ergeben, dass die Vorjahresmitteltempera-
tur und die Vorjahrestemperatur imWinter jeweils einen negativen Einfluss
auf das FSME-Risiko haben. Es scheint im Gegensatz zu bislang erlangten
Kenntnissen zu stehen, dass bei einer niedrigen Wintertemperatur des Vor-
jahres das FSME-Risiko im Folgejahr erhöht ist. Ixodes ricinus stellt jedoch
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einen sehr empfindlichen Organismus gegenüber Umweltbedingungen, wie
z. B. Temperatur dar, der die Aktivität und die Entwicklung während der
kalten Wintermonate reduziert und in eine Kältestarre fällt. Fallen die Win-
tertemperaturen, zusammen mit der Bildung einer Schneedecke, sehr stark,
bildet die Schneedecke einen Schutz für Ixodes ricinus (Sumilo u. a., 2007)
sowie für die, vor allem kleinen Wirtstiere (Jaenson u. Lindgren, 2011) gegen
die sehr niedrigen Wintertemperaturen. Die Zecken können trotz sehr nied-
riger Wintertemperaturen überleben und finden zudem nach demWinter
ausreichend viele Wirtstiere.
Bei Betrachtung des risikoerhöhenden Effekts des Temperaturmittels im
Winter Abbildung 5.12 ist zu erkennen, dass hier von einem sehr geringen
Effekt auszugehen ist. Im Bereich der schwäbischen Alb ist dieser Effekt der
Wintertemperatur risikoerhöhend, im restlichen Baden-Württemberg kann
von einem risikomindernden Effekt ausgegangen werden. Der Vergleich mit
der tatsächlichen Verteilung der Wintertemperatur in Baden-Württemberg
(Abbildung 4.2) zeigt, dass Temperaturen unter 0 °C tendenziell einen risi-
koerhöhenden Effekt haben. Dies ist ein weiteres Indiz, dass eine Schneedecke,
die sich bei Frosttemperaturen ausbilden kann, einen gewissen Schutz für
Zecken und ihre Wirtstiere bietet.
Neben Temperatur ist auch Niederschlag ein Klimaparameter der einen
Einfluss auf die Verbreitung von Ixodes ricinus haben kann. Zwei Aspekte
spielen hierbei für Ixodes ricinus eine Rolle: Regen, der vor allem im Sommer
die Zecken vor dem Austrocknen bewahrt, sowie Schnee (bzw. Schneedecke)
der Ixodes ricinus während der Diapause vor zu niedrigen Temperaturen am
Boden schützt.
Zudem wirkt sich Niederschlag auf den nichtparasitären Teil des Lebens-
zyklus von Ixodes ricinus aus, da das Überleben und die Wirtssuchaktivität
der Zecke vermindert wird (Estrada-Peña u. a., 2012). Aber auch der para-
sitäre Teil wird beeinflusst, da sich Änderungen des Niederschlags auf das
Wirtsvorkommen auswirken (Jaenson u. Lindgren, 2011).
Die Ergebnisse der Poisson-Regression zeigen, dass sich bei erhöhtem
Niederschlag im aktuellen Jahr sowie im Vorjahr das FSME-Risiko verringert.
Der Effekt ist im Vergleich zur Temperatur etwas geringer, aber dennoch auf
dem 5% Niveau signifikant.
Einerseits könnte hier der Zusammenhang zwischen Wetter und Out-
dooraktivität der Bevölkerung eine Rolle spielen. Die Abnahme an FSME-
Fällen in niederschlagsreichen Jahren könnte im Zusammenhang mit der
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Abnahme der Outdooraktivitäten der Bevölkerung stehen, da sich bei weni-
ger Niederschlag das Bedürfnis der Bevölkerung erhöht, sich im Freien zu
erholen. Da Wälder populäre Erholungsgebiete sind, erhöht sich somit die
Wahrscheinlichkeit einer FSME-Infektion (Sumilo u. a., 2007).
Andererseits könnte der Effekt an der Sensibilität der Zecken gegenüber
Umwelteinflüssen liegen. Li u. a. (2012) haben festgestellt, dass das Auftreten
von Ixodes ricinus-Nymphenmit unterschiedlichen Feuchtigkeitsparametern,
wie z. B. Niederschlag, negativ korreliert, ihr Ergebnis ist jedoch nicht auf
dem 5% Niveau signifikant.
Einige weitere Studien, die den Einfluss des Niederschlags auf Ixodes rici-
nus untersucht haben, konnten eine positive Korrelation nachweisen (Jaenson
u. Lindgren, 2011; Ruiz-Fons u. a., 2012). Es ist davon auszugehen, dass bei
erhöhtem Niederschlag der Wasserstress für die Zecken generell geringer ist.
Ein mit FSME, Ixodes ricinus und Niederschlag in Verbindung gebrachter
Parameter ist die relative Luftfeuchtigkeit. Eine erhöhte relative Luftfeuchtig-
keit erhöht die Viruszirkulation in den Zecken, schützt die Zecke vor dem
Austrocknen und ermöglicht einen größeren horizontalen Aktionsradius der
Zecke während der Wirtssuche (Estrada-Peña u. a., 2012).
Die relative Luftfeuchtigkeit stellt keine ausreichende Erklärung für eine
potentielle Austrocknung von Ixodes ricinus dar. Sinkende Luftfeuchtigkeit
ist zwar verantwortlich für einen Wasserverlust bei Zecken, jedoch besteht
nur in Verbindung mit steigender Temperatur für die Zecken die Gefahr
auszutrocknen (Estrada-Peña u. a., 2012).
Bisher wurde der Einfluss des Niederschlags nicht ausreichend, bzw. ohne
eindeutiges Ergebnis, untersucht (Andreassen u. a., 2012; Godfrey u. Ran-
dolph, 2011; Hubálek u. a., 2003; Sumilo u. a., 2007), obwohl der Niederschlag
möglicherweise sogar einen größeren Effekt auf die Etablierung von Zecken
in neuen Gebieten hat als die Temperatur (Estrada-Peña u. a., 2012).
6.2.3.4 Feldhase
In der vorliegenden Arbeit konnte nachgewiesen werden, dass Feldhasen,
Lepus europaeus, einen weiteren wichtigen Parameter im Viruszyklus von
FSME in Ixodes ricinus darstellen. Bei Betrachtung der Risikokarte (Abbil-
dung 5.11b) ist zu sehen, dass es sich um den stärksten Einfluss, im Vergleich
zu den anderen Kovariablen, handelt. Es kann angenommen werden, dass
eine höhere Jagdstrecke der Feldhasen mit einem risikoerhöhenden Effekt für
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den entsprechenden Kreis einhergeht. Die hohenWerte für den Feldhasen im
Ortenau-Kreis (Abbildung 4.13) stimmen deutlich mit den hohen Fallzahlen
für FSME in diesem Kreis überein, so dass diese Kovariable möglicherweise
den Ausreißercharakter des Ortenau-Kreises erklärt.
Dies ist die erste multivariate Studie, die Lepus europaeus als einen potenti-
ell positiven Faktor bezüglich der Ausbreitung von FSME identifiziert. Viele
Studien und Review-Artikel zählen Hasen zwar zu den Zecken bzw. FSME
verstärkenden Größen (Gilbert, 2010; Süss, 2011; Tälleklint u. Jaenson, 1993),
jedoch fehlen Studien, die diesen positiven Zusammenhang zwischen FSME
und der Verbreitung von Hasen belegen. Zwar stellt Gilbert (2010) die Vermu-
tung auf, dass ein positiver Effekt vom Schneehasen, Lepus timidus, auf die
Verbreitung von Ixodes ricinus ausgeht, jedoch konnte dies nicht signifikant
nachgewiesen werden.
Hinsichtlich des, dem FSMEV verwandten, Louping-ill-Virus konnte je-
doch belegt werden, dass der Schneehase einen virusunterstützenden Wirt
darstellen kann, da Cofeeding auf dem Schneehasen nachgewiesen wurde (Jo-
nes u. a., 2008; Laurenson u. a., 2003). Laurenson u. a. (2003) konnten sogar
verifizieren, dass eine Reduktion der Schneehasenpopulation die Population
von Ixodes ricinus und die Virusprävalenz ebenfalls reduziert.
Verschiedene Mäusearten, wieMyodes glareolus und Apodemus flavicollis
und andere Nagetiere tragen zur viralen sowie zur nicht-viralen Zirkulation
des FSMEV in einer Zeckenpopulation bei (Süss, 2011). Diese kleinen bis
mittelgroßen Säugetiere werden vor allem von Larven und Nymphen als Wirt
genutzt, da diese Entwicklungsstadien sich vermehrt in Bodennähe aufhalten,
umWasserstress zu vermeiden und einer Austrocknung zu entgehen (Burri
u. a., 2011). Besonders bei sehr trockenen Bedingungen ziehen sich die Larven
und Nymphen noch tiefer in die Vegetation zurück und erhöhen damit die
Wahrscheinlichkeit vor allem kleinen Wirtstieren, wie Nagetieren, zu begeg-
nen und an ihnen hängen bleiben zu können. Aufgrund des sehr begrenzten
Platzes auf solch kleinen Nagetieren setzten Zeckenlarven sich zwangsläufig
sehr nah an potentiell infektiösen Nymphen fest, so dass eine Virusübertra-
gung durch das Cofeeding relativ effizient stattfinden kann (Jaenson u. a.,
2012b).
So erfüllen also Nagetieren zwei Funktionen im FSME-/Ixodes ricinus-
Zyklus: zum einen dienen sie als reine Nahrungsquelle, zum anderen als
Reservoir für Infektionen. Dahingegen stellen andere Spezies, wie z. B. Rehe,
ausschließlich eine Nahrungsquelle für Zecken dar, ohne dabei als Virusreser-
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voir zu dienen, da sie, im Gegensatz zu Nagetieren, keine Virämie ausbilden.
Sie sind sogenannte Sackgassen-Wirte, die zwar fähig sind den Zeckenzyklus
durch Blutspenden aufrecht zu erhalten, jedoch für den Virus einen inkompe-
tenten Wirt darstellen. Haemig u. a. (2008) vermuten einen so eintretenden
Verdünnungseffekt auch bei Hasen (Lepus timidus, Lepus europaeus), fordern
jedoch weitere Studien, um diesen Effekt validieren zu können.
Zusammenfassend kann also festgestellt werden, dass verschiedene kleinere
Säugetiere einen positiven Einfluss, sowohl auf die Zeckenpopulation, als
auch auf die Virusprävalenz von FSME haben. Zudem stellt der Hase einen
wichtigen Wirt bezüglich der Zirkulation eines ähnlichen Virus dar, so dass
auch ein virusunterstützender Effekt für FSME vermutet werden kann. Auch
ein Verdünnungseffekt ist möglich, aber nicht hinreichend belegt. Folglich
sollten Hasen als Indikator in ein potentielles Surveillance-System integriert
werden, um die Überwachung der Ausbreitung von FSME zu optimieren.
Jedoch bedarf es an dieser Stelle eine Verbesserung der Datenbasis, denn die
Jagd unterliegt je nach Bezirk bzw. Bundesland unterschiedlichen Regelungen,
so dass die Jagdstrecke geographisch und zeitlich sehr schwanken kann.
6.2.3.5 Fuchs
Der Fuchs konnte in der vorliegenden Arbeit als die Kovariable identifiziert
werden, die den stärksten risikoreduzierenden Effekt aufweist. Mit Zunahme
der Jagdstrecke in einem Kreis nimmt auch der risikoreduzierende Effekt
zu. Vor allem den Stadtkreisen mit einer relativ geringen Jagdstrecke wird
auch ein relativ geringer Einfluss auf das FSME-Risiko zugeschrieben (Abbil-
dung 5.7).
Zwar konntenHaemig u. a. (2008) eine positive Korrelation zwischen Fuchs
und FSME-Inzidenz zeigen, Kiffner u. a. (2010) haben jedoch ebenfalls eine
negative Korrelation zwischen der Jagdstrecke der Füchse und den FSME-
Inzidenzen bestätigen können. Der Fuchs scheint sehr unterschiedliche und
wichtige Rollen im Kreislauf von FSME und Ixodes ricinus zu spielen.
Zum einen ist er ein wichtiger Räuber für viele Tiere, die in den FSME-/
Ixodes ricinus-Zyklus eingebunden sind. Durch das Jagen von jungen Rehen
vermindert der Fuchs die Chance für adulte Zecken einenWirt zu finden und
beeinflusst somit die Reproduktion neuer Zecken (Jaenson u. a., 2012c). Da er
aber auch ein Räuber kleiner Säugetiere darstellt, beeinflusst er so auch indi-
rekt den FSME-Kreislauf (Jaenson u. a., 2012c). Kleine Säugetiere stellen ein
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sehr wichtiges Reservoir für FSME dar (siehe Kapitel 3.3.3 und Kapitel 6.2.3.4),
so dass ein vermehrter Räuberdruck in Verbindung mit einer Minderung
der Kleinsäugerpopulation zu einer Reduktion des FSME-Reservoirs führt.
Zudem reduziert sich die Zahl potentieller Wirte für das Cofeeding sowie die
Zahl der Wirtstiere, die eine virämische Verteilung des Virus unterstützten.
Zum anderen entwickeln Füchse, genau wie Rehe, Wölfe und Wildschwei-
ne, aber auch Menschen und Kleinvieh wie z. B. Schafe, Ziege und Rinder
keine starke Virämie. Daher können nicht infizierte Zecken während der
Blutmahlzeit nicht mit dem Virus infiziert werden und eine Verteilung des
Virus wird verhindert (Dobler u. a., 2012; Pfeffer u. Dobler, 2010). Außerdem
stellen Füchse vor allem für adulte Zecken einen potentiellen Wirt dar, so
dass eine Virusübertragung und Verbreitung durch das Cofeeding, welches
zwischen Larven und Nymphen stattfindet, nicht gegeben ist (Meyer-Kayser
u. a., 2012).
Insgesamt kann von einem wichtigen Einfluss des Fuchses auf den FSME-
/Ixodes ricinus-Zyklus ausgegangen werden und daher sollte diese Kovariable
in das Indikatorenset einer Surveillance einfließen. Dies wird zusätzlich un-
terstützt durch die Studie von Rieger u. a. (1999), die belegen konnte, dass die
Anti-FSME-Seroprävalenz im Fuchs die FSME-Inzidenz in der Bevölkerung
widerspiegelt. So können unterschiedliche Daten über den Fuchs genutzt
werden, um das Risiko von FSME in einem Gebiet zu bewerten.
6.2.3.6 Übernachtung
Zur Berücksichtigung von Tourismus als möglicher Effekt bezüglich des
Vorkommens von FSME wurde erstmals in der vorliegenden Arbeit die Zahl
der Übernachtungen pro Landkreis als eine Kovariable einbezogen. Die GWR
hat ergeben, dass die Zahl der Übernachtungen einen positiven Einfluss auf
das FSME-Risiko hat. Einen deutlich risikoerhöhender Effekt wird vor allem
im Süden Baden-Württembergs nachgewiesen, im übrigen Land ist der Effekt
eher gering.
Die in dieser Studie betrachteten Übernachtungszahlen werden als Indika-
tor für den Tourismus im jeweiligen Landkreis angesehen, da davon auszu-
gehen ist, dass ein Großteil der gebuchten Übernachtungen auf touristische
Aktivitäten zurückzuführen ist. Es werden zwar auch nicht touristische Über-
nachtungen erfasst und Übernachtungen z. B. in Kleinbetrieben oder auch
bei Verwandten oder Bekannten werden nicht erfasst, so dass der Tourismus
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im Einzelfall niedriger oder höher sein kann als nach der Übernachtungs-
zahl. Insgesamt kann die Übernachtungszahl jedoch als Gradmesser für den
regionalen Tourismus angesehen werden.
Durch zunehmenden Ökotourismus und Abenteuerreisen wird nach Jen-
senius u. a. (2006) die Inzidenz zeckenassoziierter Krankheiten in Zukunft
steigen. Das könnte zum einen an dem vermehrten Kontakt zur Natur und so
auch zu potentiell krankheitsübertragenden Zecken liegen. Zum anderen ist
dasWissen über die Reiseziele und damitmöglicherweise verbundene Risiken
oft unzureichend. Dies kann zwar vermutlich nicht direkt auf die Situation in
Baden-Württemberg übertragen werden, jedoch haben auch Stefanoff u. a.
(2012) herausgefunden, dass Erholung in Form von Outdooraktivitäten in
einemMischwald mit einer Aufenthaltsdauer von mehr als 10 Stunden pro
Woche ein erhöhtes FSME-Risiko darstellt. Solche und längere Verweildauern
im Freien sind wahrscheinlich vorwiegend Touristen vorbehalten.
Die Verwendung von Übernachtungszahlen als Kennziffer für Tourismus
in einer Analyse bezüglich der Verbreitung von FSME wurde in dieser Studie
erstmalig durchgeführt und bestätigt den positiven Einfluss von touristischen
Aktivitäten auf das FSME-Risiko. Daher erscheint es als sinnvoll in Zunft
diese vorhandene Datenquelle zu nutzten und die Übernachtungszahl als
Indikator für Tourismus in ein Surveillance-System zu integrieren.
6.2.3.7 Höhenstufen
In der vorliegenden Arbeit konnte für keine Höhenstufe ein auf dem 5%-
Niveau signifikanter Einfluss auf das FSME-Risiko nachgewiesen werden.
Dennoch scheint die Geländehöhe einen Einfluss auf Ixodes ricinus bzw.
FSME zu haben. Nach Danielová u. a. (2006); Medlock u. a. (2013) scheint mit
zunehmender Geländehöhe das Vorkommen von Ixodes ricinus zu sinken.
Die Geländehöhe ist jedoch eine sehr vielfältige und komplexe Variable im
FSME-/Ixodes ricinus-Zyklus. Es kann kein exaktes Höhenlimit für Ixodes
ricinus angegeben werden, da je nachMikroklima dieses sehr unterschiedlich
ausfallen kann. Der Einfluss des Klimas wirkt sich je nach geographischer Brei-
te sehr unterschiedlich auf Ixodes ricinus aus, so dass Zecken in verschiedenen
Ländern auf divergenten Höhen zu finden sind (Gilbert, 2010; Holzmann
u. a., 2009; Jouda u. a., 2004; Papa u. a., 2008; Rizzoli u. a., 2002). Daniel u. a.
(2003) konnten in einem Experiment nachweisen, dass Zecken, die in große
Höhen von ca. 700m ü.NHN gebracht wurden, ihren Entwicklungszyklus
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nicht zu Ende bringen konnten. Aufgrund der wenig optimalen Klimabedin-
gungen weiteten die Zecken den Entwicklungszyklus aus, so dass sie, durch
den daraus resultierenden hohen Energieverlust, sterben und keine stabile
Population bilden können.
Für den Entwicklungszyklus und die Verbreitung von Ixodes ricinus in
größeren Höhen ist das Klima zwar ein bedeutender Faktor, jedoch könnte
Ixodes ricinus nicht ohne entsprechendes Vehikel in solche Höhen vordrin-
gen (Medlock u. a., 2013). Das Reh, Capreolus capreolus, z. B. stellt ein solches
Vehikel für Ixodes ricinus dar. Mit steigenden Wintertemperaturen und län-
geren Vegetationsperioden in höheren Lagen sowie größerer geographischer
Breite erweitert sich der Lebensraum für Rehe auf bisher inkompetente Ha-
bitate. Solche neuen Bewegungsmuster erlauben es Ixodes ricinus ebenfalls
in höher gelegene sowie nördlichere Gebiete vorzudringen (Jaenson u. a.,
2012c). Das Vordringen in solch neue Areale bringt gleichzeitig auch Kon-
takt zu neuen Wirtstieren wie z. B. Gämsen, Rupicapra rupicapra, mit sich
und somit die Eröffnung weitere Alternativen im Zecken-Wirt-Zyklus (Med-
lock u. a., 2013). Neben der Veränderung des Klimas und der Verlängerung
der Vegetationsperioden, spielt auch die Regelung von Waldbeständen und
Wildtierpopulationen eine nicht unerhebliche Rolle (Rizzoli u. a., 2009).
Generell kann jedoch angenommen werden, dass mit zunehmender Höhe
eine sinkende Zeckenpopulation vorzufinden ist (Daniel u. a., 2003; Danielová
u. a., 2006; Omeragic, 2011). Dies könnte den in dieser Arbeit festgestellten
Effekt größerer Höhen erklären. Da jedoch dieses Ergebnis, möglicherweise
aufgrund sehr geringen Auftretens, nicht auf dem 5%-Niveau signifikant ist,
bedarf es weiterer ausgedehnter Untersuchungen, um diesen Parameter in
eine solche komplexe Analyse integrieren zu können.
6.2.4 Diskussion der Residuen
Residuen setzten sich zusammen aus der Differenz zwischen den beobach-
teten Fallzahlen und der, anhand des Risikos, geschätzten Fallzahlen. Für
das Modell der geoadditive Poisson-Regression haben die Residuenwerte
zwischen -0,38 und 0,26 angenommen, was darauf hindeutet, dass das Mo-
dell in einigen Bereichen unterschätzt bzw. überschätzt wurde. Es ist jedoch
keine systematische Diskrepanz zwischen beobachteten und durch das Mo-
dell vorhergesagten Fallzahlen festzustellen, so dass von der Gültigkeit des
Poisson-Modells ausgegangen werden kann.
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Auch für die OLS und die GWR wurde weder ein systematischer Fehler
noch Clustering der Residuen festgestellt. Eine statistisch signifikante Cluster-
Bildung von hohen und/oder niedrigen Residuen hätte darauf hingedeutet,
dass es sich um eine ungültige Modellwahl handelt.
Insgesamt nahmen die Residuen in derOLSmaximal Beträge von 6,8 an. Im
Vergleich zur GWRmit einemMaximalbetrag von 4,8 (Abbildung 5.6) deuten
die niedrigeren Beträge der GWR darauf hin, dass diese die Abhängigkeit der
FSME-Inzidenzen von den untersuchten Kovariablen besser erklärt als die
OLS.
In der GWR werden unbekannte Kovariablen zum einen durch die Koef-
fizienten, die den Einfluss, der im Modell enthaltenen Kovariablen zeigen,
zum anderen durch die Residuen abgebildet. Da hier fehlende Kovariablen
nicht, wie im Poisson-Modell, als zusätzliche Unbekannte (strukturiert und
unstrukturiert räumlicher Effekt) in die Berechnung mit eingehen, kann die
Größe der Residuen, also die Güte der Modelle, zwischen diesen Modellen
nicht verglichen werden.
Auch beim Vergleich der R2-Werte ist zu erkennen, dass das GWR-Modell
mit 0,79 wesentlich besser die FSME-Inzidenzen erklärt als das OLS-Modell
mit 0,62 (Abbildung 5.12). 80% der FSME-Inzidenzen sind also durch das
GWR-Modell abgedeckt und für die restlichen 20% sind nicht im Modell
enthaltene Kovariablen verantwortlich. Das Einbinden weiterer Kovariablen
in das GWR-Modell würde zwar möglicherweise die Modellgüte erhöhen,
jedoch müsste das Untersuchungsgebiet ausgeweitet werden, um eine breitere
Datengrundlage im Bereich der FSME-Fallzahlen zu erzielen.
6.2.5 Diskussion der Risikoabschätzung und -prognose
Für Europa wird für Ixodes ricinus eine Durchseuchungsrate mit FSME von
mindestens 0,1 % bis 0,5% angenommen (Andreassen u. a., 2012; Lomma-
no u. a., 2012), die mit jedem Entwicklungsstadium der Zecke etwas mehr
ansteigt (Süss, 2011). Eine deutlich höhere Durchseuchungsrate weisen Ze-
cken auf, die auf Menschen gefunden wurde. Hier liegt die Infektionsrate
bei ca. 30% bis 40% (Bormane u. a., 2004; Süss u. a., 2004). Gründe hierfür
liegen zum einen darin, dass infizierte Zecken eine höhere Suchaktivität und
-aggressivität aufweisen, als nicht infizierte Zecken. Zum anderen erhöhte sich
der FSME-Titer in der Zecke während der Blutmahlzeit durch einen Tempe-
raturanstieg, induziert durch warmes Wirtsblut sowie durch biochemische
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Prozesse (Belova u. a., 2012). Generell kann also von einer Unterschätzung
der Durchseuchungsrate ausgegangen werden, da durch die angewendeten
Methoden die Schwierigkeit besteht sehr geringe FSME-Titer in Zecken nach-
zuweisen(Belova u. a., 2012; Bormane u. a., 2004).
Durch die Verstärkung bzw. Verschiebung der Verbreitung von Zecken
durch veränderte Umweltbedingungen (Medlock u. a., 2013) steigt auch die
Gefahr für die Bevölkerung von einer Zecke gebissen zu werden. In Kombi-
nation mit der stagnierenden bzw. fortschreitenden Ausbreitung des FSMEV
(Jaenson u. a., 2012b) erhöht sich das Risiko einer FSME-Infektion für den
Menschen.
Bis jetzt bestehen jedoch, neben der Impftherapie, weder spezifische Medi-
kamente gegen FSMEnoch sind durchschlagende Erfolge bei der Bekämpfung
vonZecken zu verzeichnen. Selbst dieVerwendung vonZeckenabwehrmitteln
wie DEET7 schützt nur bedingt, da insbesondere mit dem FSMEV infizierte
Zecken eine hohe DEET-Toleranz zeigen (Belova u. a., 2012). Daher ist die
Anwendung von Zeckenabwehrmitteln mit DEET nur hilfreich, wenn die
Anweisungen der Hersteller genau beachtet werden und kontinuierlich auf
eine ausreichende DEET-Konzentration am Körper geachtet wird.
Eine Impftherapie stellt zur Zeit die einzige Maßnahme im Bereich einer
medikamentösen Behandlung dar, die die Gefahr einer FSME-Infektion deut-
lich verringert. Um Impfkampagnen sinnvoll einsetzten zu können, ist es
jedoch notwendig, Risikogebiete identifizieren und eine Risikoabschätzung
durch zuführen zu können (Süss, 2011). Eine Abschätzung bezüglich des
FSME-Risikos ist daher von entscheidender Bedeutung für Public Health.
Hiermit können, durch gezielte Aufklärung der betroffenen Bevölkerung,
verhaltenspräventive Maßnahmen optimiert werden, die das Risiko eines
Zeckenbisses minimieren sowie die Übertragung des FSMEV reduzieren.
Das Risiko einer FSME-Infektion wurde z. B. für nicht geimpfte Touristen
inÖsterreich abgeschätzt. Es wird davon ausgegangen, dass das Risiko für Tou-
risten mit einer Übernachtungsdauer von mehr als vier Wochen bei 1:10.000
proMonat liegt. Dies entspricht ungefähr dem Risiko einerMalaria-Infektion
bei einer Reise nach Indien (Bröker u. Gniel, 2003b).
FürDeutschlandwird das FSME-Risiko für jedenKreis aus der gleitenden 5-
Jahresinzidenz errechnet. Wird mehr als eine FSME-Erkrankung pro 100.000
Einwohner in einem Kreis in diesem Zeitraum identifiziert, erfolgt die Einstu-
7Diethyltoluamid
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fung als FSME-Risikogebiet (RKI, 2012). Auch Lindgren u. a. (2012) konstatie-
ren, dass eine Überwachung von FSME rein über serologische Befunde beim
Menschen ausreicht. Die Überwachung von FSME über die Meldedaten wird
jedoch immer schwieriger, da steigende Impfraten zu einer Fehleinschätzung
der Verbreitung des FSMEV führen. Daher sollte eine Risikoabschätzung
nicht nur über die FSME-Prävalenz oder nur über die FSME-Inzidenz erfol-
gen. Die Prävalenz des FSMEV in Zecken stellt zwar einen guten Richtwert
für die Risikoanalyse in einem Naturherd dar, aber eine direkte Übertra-
gung auf das Risiko für die Bevölkerung ist problematisch (Andreassen u. a.,
2012). Zum anderen ist die reine Betrachtung der FSME-Inzidenzen nicht
nur wegen der steigenden Impfrate schwierig, sondern auch aufgrund der
hohen Dunkelziffer im Bereich der erkannten FSME-Infektionen, da etwa
60% asymptomatisch verlaufen (CDC, 2012).
Nach Holzmann u. a. (2009); Klaus u. a. (2010a,b) sollten zur sicheren
Risikoabschätzung und Charakterisierung von FSME-Endemiegebieten alle
direkten (Virusisolation von Zecken und kleinen Säugetieren) und indirekten
(serologische Bestimmung des FSMEV inTieren, gesicherte FSME-Fälle beim
Menschen) Virenfunde in dem entsprechenden Naturherd analysiert werden.
Nicht nur im Hinblick auf die relativ gängige Übertragung des FSMEV auf
den Menschen über einen Zeckenbiss, sondern auch aufgrund zusätzlicher
Übertragungswege mit dem FSMEV infizierte unpasteurisierte Milch oder
andere Milchprodukte von Kühen, Schafen und Ziegen (Klaus u. a., 2010b;
van Tongeren, 1955), ist die Analyse der Virusprävalenz in Ixodes ricinus sowie
in unterschiedlichen Tierarten sehr bedeutend.
Die Charakterisierung von FSME-Endemiegebieten auf Basis der Inzidenz
und Prävalenz ist zwar die Schlüsselkomponente einer FSME-Surveillance,
im Zuge der vielfältigen Umweltveränderungen ist es jedoch notwendig,
auch die Verbindung zwischen Ausbreitung der Infektionskrankheit und
Umweltveränderungen zu berücksichtigen (CDC, 2012; Lindgren u. a., 2012;
Semenza u. Menne, 2009). Auch die Ergebnisse der vorliegende Arbeit unter-
streichen, dass bei einem so komplexen Virus-Vektor-Wirt-Zyklus wie im Fall
des FSMEV, weit mehr Indikatoren benötigt werden, um eine umfassende
und erfolgreiche Überwachung, Vorhersage und Initiierung von Präventiv-
maßnahmen zu gewährleisten. Darüber hinaus sollten, neben Ixodes ricinus,
auch andere potentielle Vektoren, die für eine Übertragung von FSME verant-
wortlich sein könnten, berücksichtigt werden. Hier ist nicht nur die Zeckenart
Ixodes persulcatus zu nennen (Labuda u. Randolph, 1999), sondern auch Flö-
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he und Milben stehen im Verdacht den FSMEV zu übertragen (Brinck u. a.,
1967; Jaenson u. a., 2012b).
Um eine solch umfassende Surveillance aufbauen zu können, könnte das
hier entwickelte Indikatorenset eine entscheidende Rolle spielen. Es zeigt
auf, welche Variablen bisher einen nachgewiesenen Einfluss auf die Verbrei-
tung von FSME bzw. Ixodes ricinus haben und welche Variablen im Verdacht
stehen einen Beitrag zu leisten, obwohl bisher keine Forschungsergebnisse
präsentiert werden konnten. Die aufgezeigten Lücken sollten durch weitere
spezifische Studien ergänzt werden, um das Indikatorenset zu komplemen-
tieren und ein besseres Surveillance-System aufbauen zu können. So wäre
das hier pärsentierte Indikatorenset als Grundlage für das von der CDC ge-
forderte einheitliche europaweite Surveillance-System geeignet. Der ECDC8
sammelt Daten zu bestehenden FSME-Surveillance-Systemen in Europa mit
dem Ziel, die Berichterstattung zu charakterisieren, die epidemiologische Si-
tuation festzuhalten und Risikogebiete zu identifizieren. Es konnte festgestellt
werden, dass die Daten aus den Surveillance-Systemen kein vollständiges
Bild der FSME-Situation abbilden. Daher wird eine einheitliche und damit
vergleichbare Berichterstattung für ganz Europa gefordert, die neben einer
europaweit kongruenten FSME-Falldefinition auch biotische und abiotische
Variablen zur Risikoabschätzung beinhalten soll (CDC, 2012).
Ein wichtiges Ziel einer Surveillance ist nach Krämer u. Reintjes (2003) das
„frühzeitige Entdecken einer epidemischen Bedrohung“. Daher sind die aktu-
ellen Bemühungen Vorhersagen bezüglich der Gefahr einer FSME-Infektion
zu treffen von entscheidender Bedeutung für Public Health. Solche Vorhersa-
gemodelle entwickelten Haemig u. a. (2011) und Daniel u. a. (2010). Für das
Modell von Haemig u. a. (2011) wurden Klima- und Wildtierdaten für die
Jahre 1984 bis 2008 aus der Region Stockholm verwendet, um ein kostengüns-
tiges und effektives Vorhersagemodell zu erstellen. FSME-Inzidenzen wurde
nur zur Identifizierung von möglichen Fehlern herangezogen. Auf Basis von
Niederschlagsdaten für die Dezembermonate sowie die Jagdstrecke des Ner-
zes Neovison vison konnte ein relativ sicheres Modell zur Vorhersage von
FSME für das letzte Vierteljahrhundert erstellt werden. Rein auf Klimadaten
basiert das Modell von Daniel u. a. (2010), mit dem die Wirtssuchaktivität
von Ixodes ricinus abgeschätzt wurde.
Diese Modelle können eingesetzt werden, um Präventionsprogramme im
8Europäisches Zentrum für die Prävention und die Kontrolle von Krankheiten
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Hinblick auf FSME zu unterstützten, ohne jedoch dabei auf FSME-Inzidenzen
oder FSME-Prävalenzen zurückgreifen zu müssen. Bei der Annahme eines
hohen FSME-Vorkommens in einem Jahr, kann die Identifizierung und Loka-
lisierung des Vektors von enormer Bedeutung sein. In Bereichen in denen die
Wahrscheinlichkeit eines Kontaktes zwischen Vektor und Mensch erhöht ist,
wie z. B. Spielplätzen, Badeseen oder Grill- und Campingplätzen können im
jeweiligen Jahr verhaltenspräventive Maßnahmen eingeleitet werden. Damit
ist ein Grundstein für eine erfolgreiche Bekämpfung von FSME gelegt.
Auf Basis der vorliegenden Arbeit konnten keine solchen Vorhersagemo-
delle erstellt werden, da die vorliegenden Modelle aufgrund der niedrigen
Fallzahlen sowie der Einschränkung des Untersuchungsgebietes keine validen
Prognosen zu lassen. Jedoch soll für Deutschland ein solches Vorhersagemo-
dell in einem, vomMinisterium für Umwelt, Klima und Energiewirtschaft
Baden-Württemberg geförderten Forschungsprojekt entwickelt werden. In
dieser detaillierten, lokalen Langzeitstudie sollen kleinräumige Standorte
in Baden-Württemberg hinsichtlich der Einflussfaktoren wie z. B. (Mikro-)
Klima, Wirtspopulation und Landnutzung untersucht werden. Ziel ist es,
die räumliche Verteilung von Zecken und ihrer Krankheitserreger besser
nachvollziehen und kleinräumige Risikogebiete deklarieren bzw. eine Risiko-
vorhersage treffen zu können (KIT, 2012).
6.3 Fazit und Ausblick
In der vorliegende Arbeit wurde ein Indikatorenset ausgearbeitet, das aus
bekannten und neuen FSME-assoziierten Parametern besteht. Damit wurde
eine Grundlage geschaffen, die Ausbreitung von FSME besser überwachen
zu können und einen entscheidenden Beitrag zu Bekämpfung der viralen
Hirnhautentzündung zu leisten.
Hierbei wurde insbesondere der Aspekt der Überwachung und Surveillan-
ce, aber auch der Prävention analysiert. Mit verschiedenen räumlich statisti-
schen Verfahren konnten Einflussgrößen identifiziert werden, deren Einbin-
dung in ein Surveillance-System als wichtig erscheint.
Es hat sich gezeigt, dass die angewendeten Methoden geeignet sind Ri-
sikofaktoren zu bestimmen und GIS ein wertvolles Instrument nicht nur
zur Darstellung von Umweltparametern und deren Veränderungen, sondern
auch zur Überwachung vonKrankheiten und ihrer Ausbreitung ist. Durch die
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Zusammenstellung bereits existierender Datensätze und deren gemeinsame
Analyse konnte eine großräumige und gleichzeitig kostengünstige Vorgehens-
weise entwickelt werden.
Die Ergebnisse dieser Arbeit werden im folgenden anhand der in Kapitel 2.5
formulierten Fragestellungen zusammengefasst und diskutiert. Dabei wird
besonderes Augenmerk auf das, aus der Studie resultierende Entwicklungs-
potential für Surveillance-Systeme und die Nutzung von GIS gelegt.
1. Welche positiven wie negativen Korrelationen sind zwischen den Um-
weltfaktoren und der Vektoren- sowie der Infektionsausbreitung in der
Untersuchungsregion erkennbar?
Die Ergebnisse der Korrelationsanalysen zeigen eine eindeutige Abhängig-
keit zwischen der Verbreitung von FSME und verschiedenen Umweltfaktoren.
Ein signifikant risikoerhöhender Effekt auf das FSME-Risiko konnte für die
Variablen Mischwald, Nadelwald, Feldhase und Übernachtungen nachgewie-
sen werden. Als risikomindernde Einflussgrößen wurden Mitteltemperatur
des Jahres, Niederschlag das aktuellen Jahres sowie des Vorjahres, Vorjahres-
temperatur imWinter und Fuchs identifiziert.
Der Fuchs scheint aus gesundheitswissenschaftlicher Sicht eine besondere
Rolle zu spielen. Er stellt einen Räuber für eine Vielzahl von wichtigen Wirts-
tieren von Ixodes ricinus dar. Kleinsäuger, die zum Beuteschema des Fuchses
gehören, sind gleichzeitig ein wichtiges Reservoir für FSME und verschiedene
andere zeckenassoziierte Krankheiten, wie z. B. Borrelia burgdorferi sensu la-
to und Rickettsia helvetica. Durch die Jagd auf junge Rehe reduziert der Fuchs
nicht nur die Anzahl der Zecken, sondern vermindert auch die Streuung in
weiter entfernte Areale (Jaenson u. a., 2012c). So kann der Fuchs auf mehrere
Arten zur Reduktion humanpathogen infizierter Zecken beitragen und die
Krankheitsausbreitung reduzieren.
Das Vorkommen von Wirtstieren ist ein Schlüsselfaktor in der Frage nach
der Verbreitung von FSME bzw. Ixodes ricinus und stellt eine direkte Ein-
flussgröße dar. Hierzu zählen auch die risikoerhöhenden habitatsbezogenen
Parameter Laub- und Nadelwaldvorkommen sowie das menschliche Han-
deln, hier dargestellt durch die Zahl der Übernachtungen. Das Risiko einer
FSME-Infektion hängt direkt mit dem zeitlichen Zusammentreffen der Such-
aktivität und dem Aufenthalt potentieller Wirte im Verbreitungsgebiet der
Zecken zusammen. Daher ist es notwendig die Zusammenhänge zwischen
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dem Auftreten von suchaktiven Zecken und Faktoren, die mit Zeckenhabi-
tat und Wirtstierverbreitung assoziiert sind, aufzudecken. Diese direkten
Einflussgrößen werden jedoch wiederum wesentlich von verschiedenen Kli-
maparametern beeinflusst. Neben großräumigen Klimabedingungen, die die
Zeckenhabitate und die Wirtstiere beeinflussen, sind es vor allem kleinräu-
mige Klimabedingungen, die direkt auf das Verhalten der Zecken einwirken
und so das Risiko einer FSME-Infektion steuern.
Ein detailliertes Verständnis dieser Interaktionen zwischen den einzel-
nen Einflussgrößen, die Identifizierung weiterer Risikofaktoren sowie eine
qualitativ und quantitativ stärkere Datenbasis sind notwendig, um eine Ab-
schätzungen des FSME-Risikos für die Bevölkerung durchführen zu können.
2. Welche gesundheits- und umweltbezogenen Präventionsmaßnahmen
lassen sich auf Basis der Monitoring- und Surveillance-Systeme entwi-
ckeln?
FSME ist immer noch eine stark unterschätze Infektionskrankheit. In nicht-
Risikogebieten kann die Gefährdungslage für Erwachsene und Kinder leicht
falsch eingeschätzt werden, da die Krankheit nicht im Bewusstsein der Bevöl-
kerung verankert ist. Insbesondere wegen möglicher Fehleinschätzung, aber
auch bei Reisen in Risikogebiete kann es so zu vermeidbaren Infektionen
kommen. Daher sollten, auf Basis von Surveillance-Systemen gezielte Prä-
ventionsmaßnahmen entwickelt und zum Schutz der Bevölkerung umgesetzt
werden. Die vorliegenden Ergebnisse haben gezeigt, dass die Verbreitung von
FSME und Ixodes ricinus von vielen Parametern abhängt. Nach der Identi-
fizierung der Einflussgrößen können diese benutzt werden, um eine erste
Überwachung zu ermöglichen.
Die wichtigste Einflussgröße bezüglich des FSME-Risikos stellt das Vor-
kommen der Zecken dar. Somit vermindert die Reduktion der Zeckenpopula-
tionen das Risiko einer FSME-Infektion. Neben einem direkten Eingriff mit
Akariziden9 in das Ökosystem (Fish u. Childs, 2009), besteht die Möglichkeit
die Habitate für Zecken und ihre Wirtstiere durch forstwirtschaftliche Ein-
griffe ungeeignet zu gestalten. Diese Varianten dämmen möglicherweise die
Population der Zecken ein, stellen jedoch gleichzeitig einen unakzeptablen
Eingriff in das Ökosystem dar. Einen sehr gezielten und möglicherweise hilf-
reichen Ansatz stellt die Anpassung von Wegrändern an Spazierwegen dar.
9Pestizide oder Biozide zur Bekämpfung von Zecken
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Hier könnten durch ein Surveillance-System kleinräumige Risiko-Gebiete
identifiziert und entsprechende forstwirtschaftliche Maßnahmen umgesetzt
werden (Haemig u. a., 2008), um geeignete Zeckenhabitate amWegesrand zu
minimieren.
Jedoch scheinen nach Piesman u. Eisen (2008) die effektivsten Präven-
tionsmaßnahmen in der individuellen Verantwortung der Bevölkerung zu
liegen. Hierbei ist vor allem die Vermeidung des direkten Kontakts zu Zecken
durch angepasstes Verhalten, Kleidung und dasAuftragen vonDEET-haltigen
Zeckenabwehrmitteln ausschlaggebend. Da jedoch diese Maßnahmen, z. B.
durch unsachgemäße Anwendung der Zeckenabwehrmittel, nicht zu 100%
vor einem Zeckenbiss schützten, ist die Impfung gegen FSME ein weiterer
wichtiger Schritt in der FSME-Prävention.
Um das individuelle Risiko je nach Wohnort, Arbeitsplatz und persönli-
chem Verhalten besser abschätzen zu können, ist es notwendig, der Bevöl-
kerung die Möglichkeit zu geben, sich über möglicherweise kleinräumige,
potentielle Risikogebiete informieren zu können. Dazu wurde z. B. an der Uni-
versität Yale eine IphoneApp entwickelt, die auf Basis derAbundanz von Lyme
Borreliose-infizierten Zecken eine Risikokarte für die Vereinigten Staaten ent-
hält. Durch die Verknüpfung mit GPS10-Daten kann dann das Risiko in dem
Gebiet, in dem man sich aufhält, abgelesen werden. Darüber hinaus enthält
diese App auch eine Bestimmungshilfe, mittels lebensgroßer Zeckenabbil-
dungen, und andere wichtige Informationen, wie z. B. Empfehlungen zur
Zeckenentfernung, Bilder von typischen Zeckenhabitaten, Aufklärung über
die Symptome einer Lyme Borreliose sowie die Lokalisierung des nächsten
Arztes inklusive Adresse und Telefonnummer. Leider ist keine Aktualisierung
der Risikokarte geplant (mündliche Mitteilung Durland Fish), was jedoch
im Hinblick auf das Wissen um die starke Dynamik der Zecken zwingend
erforderlich wäre.
Eine regelmäßige Aktualisierung ihrer „Zeckenwetter App“ verspricht je-
doch die deutsche Firma tick-radar GmbH. Auf Basis von sechs Zeckenstatio-
nen, individuell gefangener Zecken und Wetterdaten schätzen die Experten
die aktuelle Zeckenaktivität für große Teile Deutschlands ab. Die Bürger kön-
nen sich so über die Zeckenaktivität in ihrer Region informieren, sowie auf
andere zeckenbezogene Informationen zugreifen. Zwar ordnen die Experten
die Land- bzw. Stadtkreise, abhängig vom Abstand zur nächsten Zeckenstati-
10Global Positioning System
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on, Prognosegüteklassen zu, allerdings ist die Anzahl der Zeckenstationen
relativ zur Größe des Prognosegebiets gering.
Diese Good-Practice-Beispiele zeigen eine, an die heutigen medialen Mög-
lichkeiten angepasste Präventionsmaßnahme, welche direkt von der Bevölke-
rung genutzt werden kann. Eine Vereinfachung und Verbesserung bezüglich
der schwer zu aktualisierenden Zeckendaten könnte durch Soziale Medien
erfolgen. Das RKI entwickelt in einem europaweiten Forschungsprojekt, auf
Basis von Meldungen in sozialen Medien, ein Frühwarnsystem für Infek-
tionskrankheiten, das M-eco11 (Denecke, 2012). M-eco filtert Online- oder
Twitternachrichten, die in Verbindung mit bestimmten Krankheiten und
Symptomen stehen. Diese Informationen, in Verbindung mit Ortsangaben,
werden nach Krankheiten gebündelt und können vom Benutzter des M-eco
abgerufen werden.M-eco ist vor allem für Epidemiologen, lokale und interna-
tionale Gesundheitsbehörden sowie darüber hinaus Personen, die beruflich
mit Infektionssurveillance zu tun haben interessant. Mit Hilfe dieser neuarti-
gen Methode können Surveillance-Systeme sowohl komplementiert, als auch
beschleunigt werden. M-eco kann Krankheitsausbrüche wesentlich schneller
erkennen als der traditionelle Meldeweg und stellt eine Ergänzung dar, die in
Zukunft Prävention und Surveillance unterstützten kann.
3. Welche Empfehlungen können auf Basis der Ergebnisse für die Etablie-
rung eines Surveillance-Systems in der ausgewählten Region gegeben
werden?
Die vorliegende Dissertation hat gezeigt, dass es möglich ist, auf Basis
vorhandener Daten, die räumliche Entwicklung von FSME-Infektionen zu
analysieren. Insbesondere konnten Abhängigkeiten von Klima, Wirtstieren
und Tourismusaktivitäten nachgewiesen werden. Hier sollte eine Surveillance
ansetzten und Daten erfassen, die über die reine Beobachtung der Krank-
heitsfälle hinaus gehen. Anhaltspunkte zu den zu erfassenden Daten liefert
das in dieser Arbeit aufgebaute Indikatorenset (Tabelle 5.1).
Bisher besteht die Überwachung von FSME in Baden-Württemberg aus
der Surveillance des RKI, wobei hier nur die nach dem IfSG gemeldeten
Fallzahlen einfließen. Neben Informationen aus demWeb 2.0 sollten zum
einen bereits vorhandene Daten zu Klima, Wirtstieren und Tourismus bzw.
11Medical Ecosystem
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Freizeitaktivitäten erfasst und zusammengeführt werden. Zum anderen soll-
ten auch Daten zur Abundanz der Zecken und zumDurchseuchungsgrad der
Naturherde hinzugezogen werden, da so eine präzisiere Analyse und lokale
Aufklärung des Risikos ermöglicht wird.
Es wäre eine kleinräumige und detaillierte Erfassung dieser Einflussgrößen
notwendig. Diese birgt jedoch wiederum das Risiko, durch starke Schwankun-
gen der Klima- undUmweltbedingungen innerhalb der kurzenMessperioden,
wesentlich beeinflusst zu werden. Daher sollten diese Erhebungen über einen
längeren Zeitraum in regelmäßigen Intervallen wiederholt werden, so dass
die Daten von solchen Schwankungen durch gleitende Mittelung bereinigt
werden können.
Diese Einflussgrößen wurden in hoher Auflösung allerdings bisher nur
lokal sehr begrenzt erfasst, so dass für ein ganzheitliches Bild über FSME
in Baden-Württemberg diese Datenerhebungen ausgeweitet werden sollten.
Aufgrund der hohen Kosten stellt sich jedoch die Frage, ob eine solche, Da-
tenerfassung zukünftig durchgeführt werden kann.
Die statistischen Analysen, die in dieser Arbeit angewendet wurden, weisen
des weiteren darauf hin, dass eine Ausweitung des Untersuchungsgebietes auf
ganzDeutschlandwünschenswert ist. Zum einenwürde dadurch eine guteDa-
tengrundlage geschaffen, um valide Prognosen des FSME-Risikos zu ermög-
lichen und zum anderen könnte so die Ausbreitung in Nicht-Endemiegebiete
frühzeitig erkannt werden.
Insgesamt sollten also sowohl Daten in hoher Auflösung, als auchmöglichst
große zusammenhängende Areale in einem Surveillance-System betrachtet
werden. Dadurch kann dem Umstand Rechnung getragen werden, dass das
Infektionsrisiko z. T. von sehr kleinräumigen Variationen abhängig und die
FSME-Inzidenz relativ gering ist. Dazu könnte ein valides Vorhersagemodell
im Rahmen eines Surveillance-Systems aufgebaut werden.
4. Welche Ausblicke lassen sich für eine deutschland- und europaweite
Surveillance ableiten?
Die Basis für die Etablierung einer europaweiten Surveillance von Infekti-
onskrankheiten wurde bereits 1998 geschaffen. Das EU12-Parlament und der
Ministerrat haben den Beschluss gefasst ein Netzwerk für die epidemiolo-
gische Überwachung und Kontrolle von Infektionskrankheiten zu schaffen
12Europäische Union
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(Europäisches Parlament und Rat der EU, 1998). Nach erheblichen Schwie-
rigkeiten bei der Koordinierung der europaweiten SARS13-Fällen im Jahr
2003, wurde 2005 die ECDC gegründet. Die Hauptaufgabe dieses koordinie-
rend wirkenden europäischen Zentrums besteht in der Standardisierung der
europäischen Infektionsüberwachung (Ammon u. Faensen, 2009).
Wie in der vorliegenden Dissertation bestätigt, hängt die Verbreitung von
Infektionskrankheiten von sehr unterschiedlichen Faktoren ab. Dieser Um-
stand wird auch von der ECDC berücksichtigt, in dem unterschiedliche
Surveillance-Systeme geschaffen wurden. Dazu gehören hinsichtlich VBI
vor allem das TESSy14 zur Überwachung von Infektionskrankheiten, das
VBORNET15 zur Aufnahme vektorspezifischer Parameter und das E316 zur
Analyse von Klima- und Umweltdaten in Verbindung mit epidemiologischen
Daten.
Solche vielfältigen und unterschiedlichen Surveillance-Systeme sind essen-
zielle Bestandteile einer umfassenden VBI-Surveillance. Allerdings haben die
bisherigen Bemühungen des ECDC bezüglich einer europaweiten Surveillan-
ce nicht die gewünschten Erfolge erzielt. Es besteht nach wie vor der Bedarf
einer Verbesserung der Surveillance in Europa, wobei der Schwerpunkt auf
dem Erlangen von homogenen, vergleichbaren Daten auf EU-Niveau liegt.
Dies würde vor allem die Versorgung von Entscheidungsträgern, Akteuren im
Public Health-Sektor sowie der Bevölkerung mit Informationen über aktuelle
Infektionsrisiken erleichtern. Die Problematik der inhomogenen Datenlage
liegt nach dem CDC (2012) auch für FSME vor und sollten schnellst möglich
behoben werden.
Die in dieser Dissertation erlangten Ergebnisse zeigen, dass es zusätzlich
hilfreich wäre, feiner skalierte Daten zur Risikoabschätzung zu nutzen. Da-
bei sollte nicht nur die Sammlung von Inzidenzzahlen optimiert werden.
Auch die Aufnahme von Daten über Abundanz und Durchseuchungsrate der
Zecken undWirtstiere sowie über biotische und abiotische Faktoren sollte
gefördert werden, um das Potential eines europaweiten Surveillance-Systems
optimal ausschöpfen zu können. Auch eine intervallartige Überwachung von
nicht-Endemiegebieten sollte angedacht werden, da Vögel den FSMEV über
weite Strecken transportieren und daher in bisher völlig unauffällige Gebiete
13Schweres Akutes Respiratorisches Syndrom
14The European Surveillance System
15European Network for Arthropod Vector Surveillance for Human Public Health
16European Environment and Epidemiology (E3) Network
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verschleppen können. Hier besteht die Möglichkeit der Entstehung neuer
FSME-Naturherde, die ein Risiko für die Bevölkerung darstellen. Neue Ge-
biete können ebenfalls erschlossen werden, indem neu eingewanderte Arten
(Neozoen) in den Virus-Vektor-Wirts-Zyklus eingreifen. Sie können als neuer
Wirt sowohl die Verbreitung von Ixodes ricinus, als auch von FSME fördern
und sollten daher ebenfalls in eine Surveillance integriert werden. Darüber
hinaus empfiehlt das CDC für Europa die routinemäßige Erfassung dieser
Überwachungsdaten sowie die Einführung einer europaweit einheitlichen
Falldefinition für FSME (CDC, 2012).
Die Ergebnisse der vorliegenden Arbeit leisten nicht nur einen Beitrag zum
Schutz der Bevölkerung vor FSME, sondern fördern auch das allgemeine
Verständnis zum Verhalten von Ixodes ricinus. Daher unterstützen sie auch
die Bekämpfung anderer durch Ixodes ricinus übertragbarer Infektionskrank-
heiten. Hierbei handelt es sich insbesondere um Infektionskrankheiten, die
durch die Bakterien der Arten Anaplasma phagocytophilum, Borrelia burg-
dorferi sensu lato,Coxiella burnetii, Francisella tularensis,Neoehrlichia miku-
rensis und Rickettsia helvetica, die Parasiten der Art Babesia venatorum sowie
das Eyach-Virus ausgelöst werden.
Im Falle vom FSMEV und Borrelia burgdorferi sensu latowurde festgestellt,
das Ixodes ricinus z. T. Träger beider Krankheitserreger ist und diese somit bei
einem Zeckenbiss gleichzeitig auf den Menschen übertragen werden können
(Korenberg u. a., 1999). Als Folge kann es beim Menschen zu einer sogenann-
ten Koinfektion kommen, bei der beide Erreger gemeinsam auftreten und
sich in ihrem Krankheitsbild gegenseitig beeinflussen. Da dies die klinische
Diagnostik erschwert, stellen Koinfektionen eine weitere Herausforderung
für Public Health und insbesondere für die Risikoabschätzung von FSME
dar und unterstreichen einmal mehr die Notwendigkeit das Wissen über den
Vektor-Virus-Wirt-Komplex auszubauen.
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