Motivation: P values derived from the null hypothesis significance testing framework are strongly affected by sample size, and are known to be irreproducible in underpowered studies, yet no suitable replacement has been proposed. Results: Here we present implementations of non-parametric standardized median effect size estimates, d NEF , for high-throughput sequencing datasets. Case studies are shown for transcriptome and tag-sequencing datasets. The d NEF measure is shown to be more reproducible and robust than P values and requires sample sizes as small as 3 to reproducibly identify differentially abundant features.
Introduction
High throughput sequencing (HTS) datasets for transcriptomics, metagenomics and 16S rRNA gene sequencing are commonly conducted with pilot-scale experiments and analyzed using a null hypothesis statistical testing framework [1] . Significant effort has been spent identifying the best approaches and tools to determine what is 'significantly different' between groups [1, 2] , but the answer seems to depend on the specific dataset and associated model parameters [3, 4, 5] . In part, the irreproducibility of p-value based hypothesis tests is due to the low statistical power of pilot-scale experimental designs coupled with the very large number of features (genes, transcripts, etc.) used for testing. Paradoxically, when power is low, any features (genes, transcripts, etc) that are observed to be 'significantly different' must have an inflated effect size [6] . Thus, 'significant' features are expected to regress to their true difference between groups when the experiment is replicated, and as usually happens if the replication set is itself underpowered, replication is therefore unlikely to identify the same set of significant features.
As many have pointed out, p-values are not useful proxies for biological relevance since p-values are designed to estimate a false-positive rate given that no true effect exists.
They can only be used to estimate false-discovery rates if reasonable estimates for the statistical power exist and a reasonable estimate of the a priori probability that the null hypothesis is false. [6, 7] . Simply put, p-values are designed to test if there is no difference between groups, not to measure the magnitude of change between groups [7, 8] . The tension between the information that p-values provide and what the investigator needs is why magnitude of change cutoffs [9] , or other ad-hoc methods are used when deciding what is biologically relevant. Null-hypothesis based testing methods also have the property that the number of significant features identified is affected by the number of samples being compared.
On the other hand, a standardized effect size addresses the issues of interest to the biologist:"what is reproducibly different?" or "would I identify the same true positive features as differential if the experiment were repeated?" [7, 8, 10, 11] . Standardized effect size measures start from the assumption that there is a difference, but that the difference can be arbitrarily close to zero. Unfortunately, standardized effect size metrics are not routinely used when analyzing HTS datasets.
Here we introduce a simple non-parametric standardized effect size metric for distributions, the distribution nominal effect size d NEF , that is implemented in the ALDEx2, omicplotR and CoDaSeq R packages, which requires relatively small sample sizes. The d NEF metric has been used in both meta-transcriptome and microbiome studies [12, 13] , and has been shown to give remarkably reproducible results even with extremely small sample sizes [14] . However, it is unknown how the d NEF metric compares with standard p-values, how many samples are required, and its sensitivity and specificity characteristics.
Approach and Methods
High throughput sequencing (HTS) machines output thousands to billions of 'reads', short nucleotide sequences that are derived from a DNA or RNA molecule in the sequencing 'library'. The library is a subset of the nucleic acid molecules that have been collected from an environment and made compatible with a particular HTS platform. The HTS instruments deliver these reads as integer 'counts' per genomic feature-gene, location, etc. However, the counts are actually a single proxy for the probability of observing the particular read in a sample under a repeated sampling model. This probability is delivered by the instrument as an integer representation scaled by the total number of reads [15, 16] . Thus, the data returned by HTS are a type of compositional data, where only the relationships between the features have meaning [16, 17, 18, 19, 20] .
The ALDEx2 tool uses a combination of probabilistic modelling and compositional data analysis to determine the features that are different between groups, where that difference is robust to simple random sampling. As noted above, for a given sample, the actual counts returned are arbitrary since we can increase the counts by sequencing the same library more deeply. In addition, the counts are only a single instance of what could 3 have been observed, and technical replicates of the same library return different counts that are consistent with multivariate Poisson sampling [15, 21] . Technical replicate variation and conversion of the count data to probabilities is accomplished by sampling from the Dirichlet distribution [15, 21] . The differences between features is linearized by applying a log-ratio transformation to the Dirichlet Monte-Carlo instances and analyzed according to the rules of compositional data analysis [15, 16, 17, 22] .
Given two vectors A and B corresponding to the concatenated log-ratio transformed Dirichlet Monte-Carlo instances of a feature in two groups, we need a method to determine the standardized effect size for the posterior probability estimates; that is, the difference between groups relative to a measure of within-group dispersion. Since these posterior distributions often have heavy tails and are skewed, any measure should be insensitive to even extreme non-Normality and provide sensible answers even if the posterior distributions are Cauchy in one or both groups [15] . Below and in the supplement we define the properties of the approach used.
We can define a difference vector as in Equation (1), as the signed difference between the two groups. We can further define a dispersion vector as in Equation (2), where the notation ρ A indicates one or more random permutations of the vector. Finally, we can define an effect vector as in Equation (3).
Taking the median of D, S and E returns a robust estimate of the central tendency Wilcoxon test. These are output as 'we.eBH' and 'wi.eBH' by the ALDEx2 tool. These were compared to a 'truth' set determined by identifying those features that were identified in all of 100 independent tests of the full dataset with outliers removed using the same tests and cutoffs. Note that this is simply a measure of consistency.
The median values and 95% confidence intervals for the number of true positives, false positives, true negatives and false negatives were tabulated and plotted in Fig. 1 and in the Supplement.
Results and Conclusions
Measuring differential abundance in high throughput sequencing datasets is difficult because almost all experiments are underpowered. Worse, when sample sizes are large, almost all features are identified as 'significantly different' by null hypothesis statistical testing frameworks. In the example dataset of [1] , the edgeR tool identified over 5000 out of 7126 genes as 'significant' (Benjamini-Hochberg adjusted p-value < 0.05) when all samples were included. Identifying such a large proportion of genes as differential re-quires secondary thresholds such as fold-change cutoffs to identify genes of interest for follow-up analyses [1, 9] .
Thus, by default, we want to know both 'what is significant' and 'what is different' [9] . Both of these questions can be addressed with a standardized effect size measure that scales the difference between features by their dispersion. Indeed, we have found plots of difference and dispersion to be an exceeding useful tool [11] . Furthermore, datasets analyzed by this approach have proven to be remarkably reproducible [12, 14] The d NEF statistic outlined here is a relatively robust statistic with the attractive property that it correctly identifies almost all the true features regardless of the number of samples as shown in Figure 1 . Even when only two samples are used, the d NEF statistic identifies over 80% of the features as different that are identified by the same measure in the full dataset. In marked contrast, even the best p-value based approaches can identify only a small proportion of the features at small samples sizes that would have been found in the full dataset [1] . Thus, the simple metric outlined here can correctly identify the 'true positive' set even when the number of samples is very small. Note that fold-change thresholds as is commonly used, is not the same as an standardized effect measure, and applying the threshold values of [1] could restrict the features that are highly reproducible from being found (Figure 1 and Supplement).
The tradeoff when using this statistic is that at very low sample sizes the False Discovery Rate (fdr) is extreme; in this dataset and with and with a cutoff of d NEF > 1, the fdr is 40% with two samples, but falls to less than 10% only when there are 15 or more samples. Tempering this, is the observation that the false positive features are frequently close to the cutoff in the full dataset: that is, false positive features typically are true positives at slightly lower effect sizes. This is in contrast to the well-known random uniform distribution of false positive p-values. The Supplement shows that when the cutoff for d NEF > 2 then > 50% of false positive features have a true d NEF > 1 at a sample size of 2, and > 75% of them have a true d NEF > 1 when the sample size is 5 or more.Proportion N samplestpr fpr fdr acc as is recommended for reproducibility [1] . The Effect: Threshold panel shows the same features on an Effect plot [11] . The Volcano: d NEF and Effect: d NEF panels show the same two plots with d NEF cutoffs indicated. Note that some 'significant' features' by p-values have up to four times the within-group variation as the difference between groups, but that d NEF identifies only those features with very low p-values. 7
The Supplement shows additional evidence that the d NEF statistic is generally useful, having similar characteristics in a 16S rRNA gene sequencing dataset which has much larger per sample dispersion.
We introduce and describe the d NEF statistic for examining high throughput sequenc- 
