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LARGE DEVIATION PRINCIPLE IN ONE-DIMENSIONAL DYNAMICS
YONG MOO CHUNG, JUAN RIVERA-LETELIER, AND HIROKI TAKAHASI
Abstract. We study the dynamics of smooth interval maps with non-flat critical points.
For every such a map that is topologically exact, we establish the full (level-2) large deviation
principle for empirical means. In particular, the large deviation principle holds for every
non-renormalizable quadratic map. This includes the maps without physical measure found
by Hofbauer and Keller, and leads to a somewhat paradoxical conclusion: averaged statistics
hold, even for some systems without average asymptotics.
1. Introduction
An important concept in dynamical systems is that of physical measure. An invariant
probability measure µ of a dynamical system f is physical if there exists a set E of positive
Lebesgue measure in the phase space such that for every x ∈ E the empirical mean on the
orbit {x, f(x), f 2(x), . . . , fn−1(x)} converges weakly to µ as n → ∞. The theory of large
deviations aims to provide exponential bounds on the probability that the empirical means
stay away from µ. See, e.g., [13, 16] for general accounts of large deviation theory.
For uniformly hyperbolic diffeomorphisms, physical measures have been constructed in the
pioneering works of Sina˘ı, Ruelle and Bowen [4, 35, 38]. In this setting, the Large Deviation
Principle (LDP for short) has been established by Takahashi [39, 40], Orey & Pelikan [29],
Kifer [23], Young [41]; it describes the chaotic features of the deterministic dynamics from a
probabilistic point of view.
In recent years there have been considerable efforts to extend these results beyond the
uniformly hyperbolic setting. All previous results we are aware of are restricted to maps
satisfying a weak form of hyperbolicity, see for example [8, 9, 11, 17, 22, 25, 27, 30, 33] and
references therein. The only ones establishing a full LDPs are [8] and [9, Theorem B], for a
set of positive measure of quadratic maps satisfying the Collet-Eckmann condition [10]. See
also [11, 17, 25] for full LDPs for maps satisfying a weak form of hyperbolicity, in which the
empirical measures are weighted with respect to an equilibrium state of a Ho¨lder continuous
potential. In spite of the relative incompleteness of the theory, there was a belief among
experts that the LDP holds under weaker assumptions.
In this paper we show that for a sufficiently regular interval map, the LDP holds even for
maps having no physical measure, like the quadratic maps found by Hofbauer & Keller in [18,
Theorem 5]. This leads to a somewhat paradoxical phenomenon: averaged statistics hold, even
for some systems without average asymptotics. More precisely, we study smooth interval maps
with only non-flat critical points. The presence of critical points is a severe obstruction to
uniform hyperbolicity. We establish a full level-2 LDP for every such map that is topologically
exact. In particular, the LDP holds for every non-renormalizable quadratic map.
We now proceed to describe our main results in more detail.
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1.1. Statement of results. Throughout this paper we set X = [0, 1], and for a measurable
subset A of X we denote by |A| its Lebesgue measure.
A critical point of a differentiable map f : X → X is a point at which the derivative of f
vanishes. Denote by Crit(f) the set of critical points of f . A critical point c of f is non-flat
if there are ℓ > 1 and diffeomorphisms φ and ψ of R such that φ(c) = ψ(f(c)) = 0 and such
that for every x in a neighborhood of c,
|ψ ◦ f(x)| = |φ(x)|ℓ.
Note that a continuously differentiable map with only non-flat critical points has at most a
finite number of critical points.
Denote by M the space of Borel probability measures on X endowed with the topology of
weak convergence. For x ∈ X denote by δx ∈M the Dirac measure at x. Given a continuous
map f : X → X and an integer n ≥ 1, define δnx =
1
n
∑n−1
i=0 δf i(x). The map f is topologically
exact if for every nonempty open subset U ofX there is an integer n ≥ 1 such that fn(U) = X .
Main Theorem. Let f : X → X have Ho¨lder continuous derivative and only non-flat critical
points. If f is topologically exact, then a full level-2 large deviation principle holds, namely,
there exists a lower semi-continuous function I : M→ [0,+∞] such that:
-(lower bound) for every open subset G of M,
lim inf
n→∞
1
n
log |{x ∈ X : δnx ∈ G}| ≥ − inf
µ∈G
I(µ);
-(upper bound) for every closed subset K of M,
lim sup
n→∞
1
n
log |{x ∈ X : δnx ∈ K}| ≤ − inf
µ∈K
I(µ).
In the theorem above and in the rest of the paper,
log 0 = −∞, inf ∅ =∞ and sup ∅ = −∞.
The function I is called a rate function. From the general theory on large deviations [13, 16],
the LDP determines I uniquely, this function is convex, and it is characterized as the Legendre
transform of the cumulant generating function. We show that −I is the upper semi-continuous
regularization of the “free energy function”, see Sect.1.2.
The Main Theorem is the first general large deviation result in which no weak form of
hyperbolicity is assumed. We are under the impression that the LDP is a universal principle
that governs a fairly large class of dynamical systems.
Consider a map f as in the Main Theorem that in addition has a physical measure µ, and
note that the rate function I must vanish at µ. If f is sufficiently regular, then for Lebesgue
almost every point x ∈ X the sequence of empirical measures {δnx}
∞
n=1 converges weakly to µ,
see [6, Theorem 8]. For such a map f we have the following interpretation of the Main
Theorem: the speed of this convergence is controlled by the rate function I. It is interesting
to contrast this to the examples of Hofbauer & Keller in [18, Theorem 5] of quadratic maps
having no physical measure. These maps are non-renormalizable and by general considerations
they satisfy the hypotheses of the Main Theorem, see the discussion about S-unimodal maps
below. So the Main Theorem gives a somewhat paradoxical phenomenon: averaged statistics
hold, even for some systems without average asymptotics.
Besides the uniformly hyperbolic case mentioned at the beginning of the introduction, the
only previous full LDPs were established in [8] and [9, Theorem B] for a set of positive measure
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of quadratic maps satisfying the Collet-Eckmann condition. See also [11, 25, 17]1 for full LDPs
for maps satisfying a weak form of hyperbolicity, in which the empirical measures are weighted
with respect to an equilibrium state of a Ho¨lder continuous potential. For local LDPs, see [22,
Theorems 1.2 and 1.3], [27], [30, Corollary B.4], [33], and references therein.
We now state a corollary of the Main Theorem that follows from the general theory of large
deviations. We use it below to compare our result with previous related ones. Let M(f)
be the subspace of M of those measures that are f -invariant. For a continuous function
ϕ : X → R define
cϕ = min
{∫
ϕdν : ν ∈M(f)
}
and dϕ = max
{∫
ϕdν : ν ∈ M(f)
}
,
and for each integer n ≥ 1 and x in X write
Snϕ(x) =
n−1∑
i=0
ϕ ◦ f i(x) = n
∫
ϕdδnx .
Moreover, define a rate function qϕ : R 7→ [0,+∞] by
qϕ(t) = inf
{
I(µ) : µ ∈M,
∫
ϕdµ = t
}
.
This function is bounded on [cϕ, dϕ] and constant equal to +∞ on R \ [cϕ, dϕ]. Furthermore,
qϕ is convex on R, and therefore continuous on (cϕ, dϕ).
The following corollary is a direct consequence of the Main Theorem and of the contraction
principle, see for example [13, 16].
Corollary. Let f : X → X have Ho¨lder continuous derivative and only non-flat critical points.
If f is topologically exact, then for every continuous function ϕ : X → R satisfying cϕ < dϕ
and for every interval J intersecting (cϕ, dϕ),
lim
n→∞
1
n
log
∣∣∣∣{x ∈ X : 1nSnϕ(x) ∈ J
}∣∣∣∣ = − inft∈J qϕ(t).
One previous result relevant to this corollary is that of Keller & Nowicki [22, Theorem 1.2],
in the case where f is a S-unimodal map satisfying the Collet-Eckmann condition, see the def-
inition of S-unimodal map below. Denoting by µac the unique absolutely continuous invariant
probability (acip for short) of f , they proved that the corollary holds with ϕ = log |Df | for
every interval J whose boundary is contained in a small neighborhood of t =
∫
log |Df |dµac.
Let us illustrate a broad applicability of Main Theorem and its corollary in the context of
“S-unimodal” maps, which we proceed to recall. A non-injective continuously differentiable
map f : X → X is unimodal, if f(∂X) ⊂ ∂X , and if f has a unique critical point. The unique
critical point c of such a map must be in the interior ofX and be of “turning” type; that is, f is
not locally injective at c. The map f is S-unimodal, if in addition c is non-flat for f , and if f is
of class C3 and has negative Schwarzian derivative on X \{c}; in this context the non-flatness
condition is the same as above with the additional requirement that the diffeomorphisms φ
and ψ are of class C3.
Each S-unimodal map has exactly one of the following dynamical characteristics:
(i) it has an attracting cycle;
1See also the survey article of Denker [14].
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(ii) it is infinitely renormalizable;
(iii) it is at most finitely renormalizable.
In case (iii) there is an integer p ≥ 1 and a closed interval J containing the critical point
of f in its interior, such that f p(J) ⊂ J , such that the return map f p : J → J is topologically
exact, and such that the intervals J , f(J), . . . , f p−1(J) have mutually disjoint interiors, see for
example the combination of [12, Theorem V.1.3] and [37, Theorem 2.18 and Proposition 2.32].
This implies that a rescaling of f p|J satisfies the assumptions of the Main Theorem. It follows
that the LDP holds for every at most finitely renormalizable S-unimodal map.
For a real analytic family of S-unimodal maps with quadratic critical point and non-constant
combinatorics, such as the quadratic family, Lebesgue almost every parameter corresponds to
either case (i) or case (iii), and in the latter case there is an acip [1, 26]. The set of parameters
corresponding to acips has positive Lebesgue measure [2, 19].
1.2. Further results and comments. We characterize the rate function I in the Main
Theorem as follows. For ν ∈M(f) denote by h(ν) the entropy of ν, and define the Lyapunov
exponent λ(ν) of ν by λ(ν) =
∫
log |Df |dν. The free energy function F : M→ [−∞,+∞) is
defined by,
F (ν) =
{
h(ν)− λ(ν) if ν ∈M(f);
−∞ otherwise.
Since the map f in the Main Theorem is topologically exact, it has no hyperbolic attracting
periodic points and the empirical measures along periodic orbits are dense in the space of
invariant measures (Lemma 2.4). Together with the upper semi-continuity of the Lyapunov
exponent, this implies that for every ν ∈ M(f) we have λ(ν) ≥ 0, see also [34, Proposi-
tion A.1]. From Ruelle’s inequality, F ≤ 0, see [36]. We show that the rate function I in the
Main Theorem is given by
I(µ) = − inf
G∋µ
sup
ν∈G
F (ν),
where the infimum is taken over all open subsets G ofM containing µ. Usually the function F
is not upper semi-continuous,2 so in general I is different from −F . For a concrete example
for which these functions differ, consider a quadratic map f0 given by [18, Theorem 3], whose
unique physical measure is the Dirac measure supported at a repelling fixed point p of f0. As
mentioned before I(δp) = 0, but F (δp) = − log |Df0(p)| < 0.
In [8] a full level-2 LDP similar to the Main Theorem is shown for a positive measure set
of Collet-Eckmann quadratic maps. In this result, the rate function is the same as in the
Main Theorem, but instead of weighting the empirical measures with respect to the Lebesgue
measure, in [8] they are measured with respect to the (unique) acip. Combining both of these
LDPs, we obtain that the Lebesgue measure and the acip are sub-exponentially close on a
large class of dynamically defined sets. This is somewhat paradoxical, since the density of
the acip with respect to the Lebesgue measure is never in L2. It is not clear to us whether
the LDP in [8] holds for every Collet-Eckmann quadratic map, or if a parameter exclusion as
in [8] is needed.
Our methods apply with minor modifications to complex rational maps that are “backward
stable” in the sense of [3, 24]; this is a condition analogous to the conclusion of Lemma 2.3.
2Although the entropy map is upper semi-continuous as a function of measures, the Lyapunov exponent
function is not lower semi-continuous in general since f has critical points, see for example [5].
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There is a large class of rational maps satisfying this property, including every polynomial with
locally connected Julia set and all cycles repelling, see [24, Theorem 4.2]. There are however
quadratic maps with all cycles repelling that are not backward stable, see [24, Remark 2].
Furthermore, it is not known whether every rational map satisfies the specification property,
or some of this consequences, like the conclusion of Lemma 2.4.
1.3. Outline of the paper. In this section we outline the proof of the Main Theorem, and
simultaneously describe the organization of the paper.
The proof of the Main Theorem follows the strategy originated in [7] and that has been
developed in [8, 9]. The main new ingredient is a diffeomorphic pull-back argument that
simplifies the construction substantially, and that allows us to apply it to a larger class of
maps. The proof is divided in two parts: the lower bounds are shown in Sect.2, and the upper
bounds in Sects.3 and 4.
We show that the lower bound holds without the non-flatness hypothesis. Roughly speaking,
the proof of the lower bounds consists of finding a set of points whose empirical means are close
to a given invariant measure. In the case this last measure is hyperbolic, the desired set is easily
found using Katok-Pesin theory, which allows one to approximate each hyperbolic measure
by hyperbolic sets in a particular sense. The main difficulty is to deal with non-hyperbolic
measures. We use the specification property to approximate a non-hyperbolic measure by
hyperbolic measures, in a suitable sense. In this way we reduce the case of non-hyperbolic
measures to the case of hyperbolic measures.
The upper bounds are much harder, because a global control of the dynamics is required.
The main idea is to derive the upper estimates form the construction of certain horseshoes
with a finite number of branches. This construction is necessarily involved due to the presence
of the critical points. In [8, 9], this method was implemented under strong assumptions on
the orbit of the critical value, as mentioned earlier in the introduction. In this paper, we use
a diffeomorphic pull-back argument to replace the analytic horseshoe constructions in [8, 9]
by one of more topological flavor, enabling us to dispense with the strong assumptions on the
critical orbits altogether.
The diffeomorphic pull-back argument is developed in Sect.3, where it is stated as the
“Uniform Scale Lemma.” One of the main ingredients in the proof of this lemma are some
general sub-exponential distortion bounds (Proposition 3.1 in Sect.3.1.) These sub-exponential
distortion bounds are combined with a method that goes back to [31], to carefully avoid critical
points and choose diffeomorphic pull-backs. The preliminary results needed to implement this
method are established in Sect.3.2, and the proof of the Uniform Scale Lemma is given in
Sect.3.3.
The proof of the upper bounds is completed in Sect.4. The main step is to construct, for
a given basic open set of M(f) and for each large integer n ≥ 1, a certain horseshoe with
inducing time q, where q ≥ n and q/n = o(1) as n → ∞ (Proposition 4.1 in Sect.4.1.) By a
horseshoe with inducing time q we mean a finite collection L1, L2, . . . , Lt of pairwise disjoint
closed intervals such that f q maps each Li, i ∈ {1, 2, . . . , t} diffeomorphically onto an interval
whose interior contains
⋃t
i=1 Li. The inducing time q consists of three explicit parts: in the
first n iterations, the intervals are mapped to a ball of radius n−α, for a fixed constant α > 1,
centered at a carefully chosen base point; in the second part, of roughly log n iterations,
intervals reach a fixed scale κ > 0 independent of n; the third part, of a bounded number
of iterations, the intervals return to a prefixed small interval. In order to reach the scale κ,
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a key ingredient is the Uniform Scale Lemma in Sect.3. Once the horseshoe is constructed,
we prove two intermediate estimates in Sect.4.2. The first is restricted to a small interval
(Proposition 4.4), and the second is a global estimate (Proposition 4.6) obtained by using
topological exactness to spread out the local estimate. The local estimate is used to treat
inflection critical points. The proof of the upper bounds is completed in Sect.4.3.
1.4. Notation. The following notation and terms are used in the rest of the paper. For x ∈ X
and η > 0 denote by B(x, η) the closed ball of radius η centered at x, i.e.,
B(x, η) = {y ∈ X : |y − x| ≤ η},
and for subsets A and A′ of X define
B(A, η) =
⋃
x∈A
B(x, η), dist(x,A) = inf{|x− a| : a ∈ A},
and
dist(A,A′) = inf{|a− a′| : a ∈ A, a′ ∈ A′}.
A subset F ofX is called η-dense if B(F, η) = X holds. For a subset A of X , denote by HD(A)
the Hausdorff dimension of A.
Let f : X → X be continuously differentiable. A subset K of X is forward f -invariant if
f(K) ⊂ K. The set K is called a hyperbolic, if there exist C > 0 and λ > 1 such that for
every x ∈ K and every integer n ≥ 1, |Dfn(x)| ≥ Cλn holds.
2. Large deviations lower bound
In this section we prove the large deviations lower bound in the Main Theorem. As the
proof below shows, these estimates hold without the non-flatness hypothesis. The following is
the key estimate. It must be noted that in the following estimate we have to treat measures
with zero Lyapunov exponent.
Proposition 2.1 (Key Estimate). Let f : X → X have Ho¨lder continuous derivative and
at most a finite number of critical points. Assume f is topologically exact. Let l ≥ 1 be an
integer, ϕ1, ϕ2, . . . , ϕl : X → R continuous functions and α1, α2, . . . , αl ∈ R. Then for every
µ ∈M(f) such that
∫
ϕjdµ > αj holds for every j ∈ {1, 2, . . . , l},
lim inf
n→∞
1
n
log
∣∣∣∣{x ∈ X : 1nSnϕj(x) > αj for every j ∈ {1, 2, . . . , l}
}∣∣∣∣ ≥ F (µ).
In the proof of this proposition we use the following version of Katok’s theorem, which allows
one to approximate each hyperbolic measure by hyperbolic sets in a particular sense, compare
with [20, Theorem S.5.9]. Using Dobbs’ adaptation of Pesin’s theory to interval maps [15,
Theorem 6], the proof is a slight modification of that of [20, Theorem S.5.9] and hence we omit
it. For a continuously map f : X → X , a subset U of X , and an integer n ≥ 1, each connected
component of f−n(U) is called a pull-back of U by fn. If in addition f is differentiable, then
a pull-back J of U by fn is called diffeomorphic if fn : J → U is a diffeomorphism.
Lemma 2.2. Let f : X → X have Ho¨lder continuous derivative and at most a finite number of
critical points. Let µ ∈ M(f) be ergodic and such that h(µ) > 0. Let l ≥ 1 be an integer, and
ϕ1, ϕ2, . . . , ϕl : X → R continuous functions. Then for every ε > 0 there are integers k ≥ 2
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and m ≥ 1 satisfying 1
m
log k ≥ h(µ) − ε, a closed subinterval K of X, and diffeomorphic
pull-backs K1, K2, . . . , Kk of K by f
m contained in K, such that the following holds:∣∣∣∣ 1mSmϕj(x)−
∫
ϕjdµ
∣∣∣∣ < ε for every x ∈ k⋃
i=1
Ki and every j ∈ {1, 2, . . . , l};
and
e(λ(µ)−ε)m ≤ |Dfm(x)| ≤ e(λ(µ)+ε)m for every x ∈
k⋃
i=1
Ki.
In the proof of Proposition 2.1 we also use several general properties of topologically exact
maps. First, notice that from the compactness of X , for every continuous and topologically
exact map f : X → X and each γ > 0 there is an integer N ≥ 1 such that for every
subinterval J of X with |J | ≥ γ, we have fN(J) = X ; we denote by N(γ) the smallest
such integer.
Lemma 2.3. Let f : X → X be a continuous map that is topologically exact. Then for every
ε > 0 there exists η ∈ (0, 1/2) such that for every integer n ≥ 1 and every subinterval W of X
that satisfies |fn(W )| ≤ η, |f i(W )| ≤ ε holds for every i ∈ {0, 1, . . . , n− 1}.
Proof. Let η ∈ (0, 1/2) be such that for every subinterval V of X that satisfies |V | ≤ η,
|f i(V )| ≤ 1/2 holds for every i ∈ {0, 1, . . . , N(ε)−1}. Let n ≥ 1 be an integer and W a subin-
terval of X such that |fn(W )| ≤ η. If |f i0(W )| > ε holds for some i0 ∈ {0, 1, . . . , n− 1}, then
the definition of N(ε) gives fN(ε)(f i0(W )) = X . Since f(X) = X we get fN(ε)−1(fn(W )) = X,
and this contradicts the choice of η with V = fn(W ). 
Lemma 2.4. Let f : X → X be a continuous map that is topologically exact. Then each
ergodic measure in M(f) is the weak limit of a sequence of measures in M(f) supported on
a periodic orbit.
Proof. Let µ be an ergodic measure inM(f) and let x0 be a point ofX such that limn→∞ δ
n
x0 =
µ weakly. Given an integer ℓ ≥ 1, let η be given by Lemma 2.3 with ε = 1/ℓ, and
put N = N(η/2). Let J be the pull-back of B(f ℓN(x0), η/2) by f
ℓN containing x0, and
note that |f ℓN(J)| ≥ η/2. It follows that f (ℓ+1)N (J) = X , and therefore that J contains a
periodic point p(ℓ) of period k(ℓ) = (ℓ+ 1)N of f . Noting that for every i in {0, . . . , ℓN − 1}
the points f i(p(ℓ)) and f i(x0) belong to f
i(J), we have |f i(p(ℓ))− f i(x0)| ≤ 1/ℓ. This implies
that in the weak topology,
lim
ℓ→∞
δ
k(ℓ)
p(ℓ) = limn→∞
δnx0 = µ.

Proof of Proposition 2.1. Fix ε > 0 sufficiently small so that for each j in {1, . . . , l} we
have
∫
ϕjdµ > αj + ε, and for each (n0, . . . , nl+1) in Z
l+2 put
C((n0, . . . , nl+1)) =
[
n0
ε
3
, (n0 + 1)
ε
3
)
× · · · ×
[
nl+1
ε
3
, (nl+1 + 1)
ε
3
)
.
Denote by Merg(f) the subset of M(f) of ergodic measures, and let Φ: Merg(f) → R
l+2 be
the function defined by
Φ(ν) =
(
h(ν), χ(ν),
∫
ϕ1dν, . . . ,
∫
ϕldν
)
.
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Finally, let Z be the subset of Zl+2 of those n such that Φ−1(C(n)) is nonempty, set s =
#Z, choose a bijection ι : {1, . . . , s} → Z, and for each i in {1, . . . , s} choose a measure µi
in Φ−1(C(ι(i))). Thus, if µ is the unique probability measure on Merg(f) such that µ =∫
νdµ(ν), and for each i in {1, . . . , s} we put βi = µ (Φ
−1(C(ι(i)))), then the measure µ′ =
β1µ1 + · · · + βsµs is in M(f), and satisfies |h(µ) − h(µ
′)| ≤ ε
3
, |λ(µ) − λ(µ′)| ≤ ε
3
, and for
each j in {1, . . . , l}, ∣∣∣∣∫ ϕjdµ− ∫ ϕjdµ′∣∣∣∣ ≤ ε3 .
For each i in {1, . . . , s} define integers ki and mi and subintervals K
i, Ki1, . . . , K
i
ki
of X ,
as follows. In the case where h(µi) > 0, let ki = k, mi = m, K
i = K,Ki1 = K1, . . . , K
i
ki
= Kki
be as in Lemma 2.2 with ε replaced by ε
3
. Suppose h(µi) = 0. By Lemma 2.4 and the upper
semi-continuity of the Lyapunov exponent function there is a periodic point p such that, if
we denote by N ≥ 1 its minimal period, then 1
N
log |DfN(p)| ≤ λ(µi) +
ε
6
and for each j
in {1, . . . , l}, ∣∣∣∣ 1N SNϕj(p)−
∫
ϕjdµi
∣∣∣∣ ≤ ε6 .
Using that f is topologically exact, it follows that for every sufficiently small interval K
containing p, the pull-back K1 of K by f
N containing p is contained in K. Reduce K if
necessary, so that fN : K1 → K is a diffeomorphism, and such that for every x in K1 we have
1
N
log |DfN(x)| ≤ λ(µi) +
ε
3
and for each j in {1, . . . , l},∣∣∣∣ 1NSNϕj(x)−
∫
ϕjdµi
∣∣∣∣ ≤ ε3 .
Set ki = 1, mi = N , K
i = K, and Ki1 = K1.
Take an integer M ≥ 1 such that for each i in {1, . . . , s} we have fM(Ki) = X , and fix an
integer n ≥ 1. For each i in {1, . . . , s}, put
ℓi =
[
βin
mi
]
and ni = ℓimi +M,
and denote by Li the collection connected components of
(
fmi|Ki1∪···∪Kis(i)
)−ℓi
(Ki). Note
that #Li = k
ℓi
i , and that for each L in Li we have f
ni(L) = X . Furthermore, for each x in L
we have
(1)
1
ni
log |Dfni(x)| ≤
ℓimi
ni
(
λ(µi) +
ε
3
)
+
M
ni
log
(
sup
X
|Df |
)
,
and for each j in {1, . . . , l} we have
(2)
∣∣∣∣ 1niSniϕj(x)−
∫
ϕjdµi
∣∣∣∣ ≤ ℓimini ε3 + Mni supX |ϕj|.
Set m = n1 + · · ·+ ns, and note that the sets in
L =
{
(fn1 |L1)
−1 ◦ · · · ◦ (fns|Ls)
−1 (X) : L1 ∈ L1, . . . , Ls ∈ Ls
}
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are pairwise disjoint, and that each set in L is mapped onto X by fm. On the other hand,
if n is sufficiently large, then
1
m
log(#L) =
ℓ1 log k1 + · · ·+ ℓs log ks
n1 + · · ·+ ns
≥
(
s∑
i=1
βi
mi
log ki
)
−
ε
3
≥
(
s∑
i=1
βi
(
h(µi)−
ε
3
))
−
ε
3
= h(µ′)−
2
3
ε ≥ h(µ)− ε.
Furthermore, by (1), for each L in L and x in L we have |Dfm(x)| ≤ e(λ(µ)+ε)m, and, by (2),
for each j in {1, . . . , l} we have
∣∣∣∣ 1mSmϕj(x)−
∫
ϕjdµ
∣∣∣∣ ≤ ε.
This implies that for each L in L we have |L| ≥ e−(λ(µ)+ε)m, and that, if n is sufficiently large,
1
n
log
∣∣∣∣{x ∈ X : 1nSnϕj(x) > αj for every j ∈ {1, 2, . . . , l}
}∣∣∣∣
≥
1
m
log
∣∣∣∣{x ∈ X : 1mSmϕj(x) > αj + ε for every j ∈ {1, 2, . . . , l}
}∣∣∣∣
≥
1
m
log
(∑
L∈L
|L|
)
≥
1
m
log(#L)− (λ(µ) + ε)
≥ h(µ)− λ(µ)− 2ε.
Letting n→∞ and ε→ 0 we obtain the desired inequality. 
Proof of the large deviations lower bound in the Main Theorem. Let f : X → X be a map sat-
isfying the hypotheses of Proposition 2.1, and G an open subset ofM. Note that the topology
of M is generated by a countable basis {Oi}i∈Λ consisting of sets of the form
{
ν ∈M :
∫
ϕjdν > αj for every j ∈ {1, 2, . . . , l}
}
,
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where l ≥ 1 is an integer, each ϕj : X → R is a continuous function and αj ∈ R. Hence, there
exists a subset Λ′ of Λ such that G =
⋃
i∈Λ′ Oi. Proposition 2.1 applied to each Oi yields
lim inf
n→∞
1
n
log |{x ∈ X : δnx ∈ G}| = lim inf
n→∞
1
n
log
∣∣∣∣∣
{
x ∈ X : δnx ∈
⋃
i∈Λ′
Oi
}∣∣∣∣∣
≥ sup
i∈Λ′
lim inf
n→∞
1
n
log |{x ∈ X : δnx ∈ Oi}|
≥ sup
i∈Λ′
sup
ν∈Oi
F (ν)
= sup
ν∈G
F (ν)
= − inf
ν∈G
I(ν). 
3. The Uniform Scale Lemma
This section is devoted to the proof of the following lemma that is a key element of the
proof of the large deviations upper bound in the Main Theorem. The large deviations upper
bound is completed in Sect.4.
For a differentiable map g : X → X and a subinterval J of X that does not contain critical
points of g, the distortion of g on J is by definition
sup
{
|Dg(x)|
|Dg(y)|
: x, y ∈ J
}
.
Uniform Scale Lemma. Let f : X → X have Ho¨lder continuous derivative and only non-flat
critical points. Assume f is topologically exact. Then for every ε > 0 there exist constants
η > 0, C > 0, κ > 0 and an integer n0 ≥ 1 such that for every integer n ≥ n0 and every
subinterval W of X that satisfies η ≤ |fn(W )| ≤ 2η, there exists a subinterval J of W and an
integer m such that
|J | ≥ e−εn|W |, n ≤ m ≤ n + C log n, |fm(J)| ≥ κ,
and such that fm maps J diffeomorphically onto fm(J) with distortion bounded by eεn.
In Sect.3.1 we establish one of the main ingredients in the proof of this lemma, which are
some general sub-exponential distortion bounds (Proposition 3.1.) The first type of distortion
bound is on the ratio of the sizes of two iterated intervals, which holds for an arbitrary pull-back
that is not necessarily diffeomorphic. The second one is a sub-exponential derivative distortion
bound for diffeomorphic pull-backs with a definite “Koebe space”. This last distortion bound is
obtained from the Koebe Principle in [12] and a sub-exponential cross-ratio distortion bound.
In Sect.3.2 we show the abundance of “safe points” contained in hyperbolic sets (Lemma 3.4.)
This is used to apply the method of [31] to find sub-exponentially small intervals all whose
pull-backs by a high iterate of the map are mapped diffeomorphically to unit scale. The proof
of the Uniform Scale Lemma is given in Sect.3.3.
3.1. Sub-exponential distortion bounds. In this section we prove the following proposi-
tion giving a sub-exponential bound on the ratio of the sizes of two iterated intervals, and a
sub-exponential derivative distortion bound for certain diffeomorphic pull-backs.
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Figure 1. On the Uniform Scale Lemma: for a given ε > 0 one can find two
small scales η > 0 and κ > 0 such that for every pull-back W of intervals of size
η one can choose a subinterval J of W that is mapped diffeomorphically to an
interval of length κ in time m, n ≤ m ≤ n + C log n.
Proposition 3.1. Let f : X → X have Ho¨lder continuous derivative and only non-flat critical
points. Assume f is topologically exact. Then for every ε > 0 there exist an integer n1 ≥ 1 and
η > 0 such that for every integer n ≥ n1, every subintervalW of X that satisfies |f
n(W )| ≤ 2η,
and for every subinterval J of W ,
|fn(J)|
|fn(W )|
≤ eεn
|J |
|W |
.
If in addition f : W → fn(W ) is a diffeomorphism and |fn(J)| ≤ dist(∂fn(W ), fn(J)), then
the distortion of fn on J is bounded by eεn.
For the proof of this proposition we need the next lemma, in which we use the assumption
that each critical point is non-flat. To state this lemma, we use the concept of “cross-ratio”
that we proceed to recall. Given a subinterval Ĵ of R and an interval J whose closure is
contained in the interior of Ĵ , denote by L and R the connected components of Ĵ \ J . Then
the cross-ratio Cr(Ĵ ; J) of Ĵ and J is defined by
Cr(Ĵ ; J) =
|Ĵ ||J |
|L||R|
.
Lemma 3.2. Let f : X → X be continuously differentiable with only non-flat critical points.
Then there exist constants C0 > 1 and δ0 > 0 such that for every interval Û contained in
B(Crit(f), δ0), and every subinterval U of Û ,
|f(U)|
|f(Û)|
≤ C0
|U |
|Û |
.
If in addition Û is disjoint from Crit(f) and the closure of U is contained in the interior of Û ,
then
Cr(f(Û); f(U)) ≥ C−10 Cr(Û ;U).
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Proof. Let c ∈ Crit(f). By the definition of non-flatness, there exist a number ℓ > 1 and
diffeomorphisms φ and ψ of R such that φ(c) = ψ(f(c)) = 0 and g = ψ ◦ f ◦ φ−1 satisfies
|g(x)| = |x|ℓ for x near 0. It is thus enough to prove the lemma with f replaced by g. For g,
the second inequality with C0 = 1 is given by [12, Property 4 in Sect.IV.1] by noting that the
Schwarzian derivative of g is negative on R \ {0}. To prove the first inequality we treat four
cases separately.
Case 1: 0 ∈ U . We have (|U |/2)ℓ ≤ |g(U)| ≤ |U |ℓ. Since 0 ∈ Û we also have (|Û |/2)ℓ ≤
|g(Û)| ≤ |Û |ℓ. Then |g(U)|/|g(Û)| ≤ (2|U |/|Û |)ℓ < 2ℓ|U |/|Û |.
Case 2: 0 /∈ U and 0 ∈ Û . By the mean value theorem and the form of g, there is ξ in U such
that |g(U)| = |Dg(ξ)| · |U | ≤ ℓ|Û |ℓ−1 · |U |. Combining this with the lower estimate of |g(Û)|
in Case 1 yields |g(U)|/|g(Û)| ≤ 2ℓℓ|U |/|Û |.
Case 3: 0 /∈ Û and |Û | ≤ dist(0, Û). The mean value theorem gives |g(U)| = |Dg(ξ)| · |U | and
|g(Û)| = |Dg(η)| · |Û | for some ξ ∈ U and η ∈ Û . The assumption |Û | ≤ dist(0, Û) implies
|ξ/η| ≤ 2, and so |g(U)|/|g(Û)| ≤ 2ℓ−1|U |/|Û |.
Case 4: 0 /∈ Û and |Û | > dist(0, Û). Let V denote the smallest closed interval containing Û
and 0. We have |g(V )| = |g(Û)|+|g(V \Û)| < 2|g(Û)|. Using this and the estimate in Case 2 for
the pair (U, V ) yields |g(U)|/|g(Û)| < (1/2)|g(U)|/|g(V )| ≤ 2ℓ−1ℓ|U |/|V | < 2ℓ−1ℓ|U |/|Û |. 
Proof of Proposition 3.1. In order to treat critical relations that can arise in the case #Crit(f) ≥
2 we introduce the following notion. We say c ∈ Crit(f) is a tail if fn(c) /∈ Crit(f) holds for
every n ≥ 1. Let Crit′(f) denote the set of tails.
Consider a graph made up of vertices and oriented edges between them. The vertices are
critical points of f . For two vertices c0 and c1 put an edge from c0 to c1 if there exists an
integer n ≥ 1 such that f(c0), f
2(c0), . . . , f
n−1(c0) /∈ Crit(f) and f
n(c0) = c1. The edge is
labeled with n. By definition, there is at most one outgoing edge from each vertex. Since no
critical point is periodic, there is no loop in the graph. The concatenation of edges groups the
set of vertices into blocks, which might intersect. For each block consider the sum of labels of
all its edges. Let E denote the maximal sum over all blocks. Let ε > 0 be given and let C0
and δ0 be the constants given by Lemma 3.2. Choose a sufficiently large integer n1 ≥ 1 such
that eεn1/12 ≥ 2C2E0 . Let δ ∈ (0, δ0) be such that the set
⋃n1
j=1 f
j(B(Crit′(f), δ)) is disjoint
from B(Crit(f), δ/2).
Since f is continuously differentiable, there is κ ∈ (0, δ/2) such that for every interval U
contained in X \B(Crit(f), δ/2) that satisfies |U | ≤ κ,
(3) sup
x,y∈U
|Df(x)|
|Df(y)|
≤ e
ε
24 .
Finally, in view of Lemma 2.3 we can choose η > 0 such that for every x ∈ X , every integer
n ≥ 1 and every pull-backW of B(x, η) by fn, |f j(W )| ≤ κ holds for every j ∈ {0, 1, . . . , n−1}.
Note that by our choices of n1 and δ, it follows that
(4) #{j ∈ {0, . . . , n− 1} : f j(W ) ∩ B(Crit(f), δ/2) 6= ∅} ≤ E
(
n
n1
+ 1
)
≤
2En
n1
.
Let n ≥ n1, W a pull-back of B(x, η) by f
n and J a subinterval of W . For every j ∈
{0, . . . , n−1} we have |f j(W )| ≤ κ. Thus, if in addition f j(W ) is disjoint from B(Crit(f), δ/2),
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then (3) gives
|f j+1(J)|
|f j+1(W )|
≤ e
ε
24
|f j(J)|
|f j(W )|
.
If in addition f j(W ) is disjoint from Crit(f), then for every subinterval Û of f j(W ) and every
interval U whose closure is contained in the interior of Û ,
Cr(f j+1(Û); f j+1(U)) ≥ e−
ε
12 Cr(f j(Û); f j(U)).
Suppose now j ∈ {0, . . . , n − 1} is such that f j(W ) intersects B(Crit(f), δ/2). Since κ ∈
(0, δ/2), the interval f j(W ) is contained in B(Crit(f), δ), and by Lemma 3.2 we have
|f j+1(J)|
|f j+1(W )|
≤ C0
|f j(J)|
|f j(W )|
.
If in addition f j(W ) is disjoint from Crit(f), then for every subinterval Û of f j(W ) and every
interval U whose closure is contained in the interior of Û ,
Cr(f j+1(Û); f j+1(U)) ≥ C−10 Cr(f
j(Û); f j(U)).
Therefore, by our choice of n1 and (4) we have
|fn(J)|
|fn(W )|
≤ C
2En
n1
0 e
ε
12
n ≤ eεn
|J |
|W |
,
which gives the first assertion of the proposition.
To prove the second assertion of the proposition, suppose f : W → fn(W ) is a diffeomor-
phism. Then for every subinterval Û of W and interval U whose closure is contained in the
interior of Û ,
Cr(fn(Û); fn(U))
Cr(Û ;U)
=
n−1∏
j=0
Cr(f j+1(Û); f j+1(U))
Cr(f j(Û); f j(U))
≥ C
− 2En
n1
0 e
− ε
12
n ≥ 2e−
ε
6
n.
The Koebe Principle [12, Theorem IV.1.2] with τ = 1 implies that the distortion of fn on J
is bounded by eεn. This completes the proof of the proposition. 
3.2. Abundance of safe points in hyperbolic sets. Let f : X → X be a differentiable
interval map with at most a finite number of critical points. In order to carefully avoid critical
points and choose diffeomorphic pull-backs, we use the method introduced in [31]. We adopt
the terminology of “safe points” in [32, Definition 12.5.7]. For a given α > 0 and an integer
n ≥ 1 define
En(α) =
∞⋃
j=1
B(f j(Crit(f)),min{n−α, j−α}).
Note that the set En(α) is decreasing in n. Set
E(α) =
∞⋂
n=1
En(α).
Note that E(α) contains
⋃∞
j=1 f
j(Crit(f)).
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We say x ∈ X is α-safe if x /∈ E(α). If x is α-safe, then for every integer n ≥ 1 with
x /∈ En(α) the ball B(x, n
−α) is disjoint from
⋃n
j=1 f
j(Crit(f)). Hence, the pull-backs of
B(x, n−α) by fn are diffeomorphic.
Lemma 3.3. For every α > 0, HD(E(α)) ≤ α−1.
Proof. For each n consider the covering of E(α) by the intervals
B(f j(c),min{n−α, j−α}), c ∈ Crit(f), j ∈ {1, 2, . . .}.
Let β > α−1. We have∑
c∈Crit(f)
∞∑
j=1
|B(f j(c),min{n−α, j−α})|β =
∑
c∈Crit(f)
(
n∑
j=1
+
∞∑
j=n+1
)
≤ #Crit(f)
(
2βn1−αβ +
∞∑
j=n+1
2βj−αβ
)
.
This number goes to 0 as n→∞, and so the Hausdorff β-measure of E(α) is 0. Since β > α−1
is arbitrary we obtain HD(E(α)) ≤ α−1. 
Lemma 3.4. Let f : X → X have Ho¨lder continuous derivative and at most a finite number of
critical points. If f is topologically exact, then there is α > 0 such that the following property
holds. For every η > 0 there is a hyperbolic set Λ of f such that for every x ∈ X, the set
B(x, η) ∩ Λ is nonempty and contains an α-safe point.
Proof. Since f is topologically exact, there exist an integer n > 0 and a closed subset Â of X
such that fn(Â) ⊂ Â and fn : Â→ fn(Â) is topologically conjugate to the one-sided full shift
on two symbols. Hence, f has positive topological entropy, see also [37, Proposition 4.67].
From the variational principle, see for example [21, Theorem 4.4.11] or [32, Theorem 3.4.1],
there is a measure µ in M(f) satisfying h(µ) > 0, and therefore λ(µ) > 0 by Ruelle’s
inequality. By Lemma 2.2 with ε = λ(µ)/2, there are integers k ≥ 2 and m ≥ 1, a closed
subinterval K of X and closed subintervals K1, . . . , Kk of K, such that for each i in {1, . . . , k}
the map fm : Ki → K is a diffeomorphism and |Df
m| ≥ exp(λ(µ)m/2) on Ki. It follows that
the maximal invariant set Λ̂0 of f
m on
⋃k
i=1Ki is a hyperbolic set for f
m. Since k ≥ 2, we
have HD(Λ̂0) > 0.
Let Q ≥ 2η−1 be an integer and put ξ = exp(λ(µ)m/2). Since f is topologically exact,
the map fm is also topologically exact, so there is an integer N ≥ 1 such that for each i
in {1, . . . , Q} we have fNm
((
i−1
Q
, i
Q
))
= X . Let p0 be a point in the uncountable set Λ̂0 that
is not in
⋃∞
j=1 f
j(Crit(f)). Define recursively for each i in {1, . . . , Q} a point pi in
(
i−1
Q
, i
Q
)
, so
that fNm(pi) = pi−1. Using again that f
m is topologically exact, we can find an integer N ′ ≥ 1
and a point p in the interior of K that is not in Λ̂0, such that f
N ′m(p) = pQ. Defining ℓ =
QN +N ′, we have that f ℓm(p) = p0 and that the set
{p, fm(p), . . . , f ℓm(p)} ⊃ {p1, p2, . . . , pQ}
is η-dense in X . Since p0 is not in
⋃∞
j=1 f
j(Crit(f)), there is δ0 > 0 such that B(p0, δ0) is
disjoint from
⋃ℓm
j=1 f
j(Crit(f)). It follows that the pull-backW0 of B(p0, δ0) by f
ℓm containing p
is diffeomorphic. Reduce δ0 if necessary so that W0 is contained in K. Let ℓ0 ≥ 1 be a
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sufficiently large integer such that ξ−ℓ0 < infW0 |Df
ℓm| and such that the pull-back of K
by f ℓ0m containing p0 is contained in B(p0, δ0). Since p0 is in Λ̂0, it follows that this last
pull-back is diffeomorphic. We conclude that, if we put M = (ℓ+ ℓ0)m, then the pull-back L0
of K by fM containing p is diffeomorphic. Moreover, from our choice of ℓ0 we have
(5) inf
L0
|DfM | ≥ ξℓ0 inf
W0
|Df ℓm| > 1.
Let L be the collection formed by L0 and by all pull-backs of K by f
M that intersect Λ̂0.
Since for each i in {1, . . . , k} we have |Dfm| ≥ ξ on Ki, it follows that for every L in L
different from L0 we have infL |Df
M | ≥ ξℓ+ℓ0 > 1. Together with (5) this implies that the
maximal invariant set Λ̂ of fM in
⋃
L∈L L is a hyperbolic set for f
M , and that fM : Λ̂→ Λ̂ is
topologically exact. On the other hand, the point p is by definition in L0 and f
M(p) = f ℓ0m(p0)
is in Λ̂0. This implies that p is in Λ̂ and therefore Λ̂ is η-dense on X . So, for every x in X the
ball B(x, η) intersects Λ̂ and, since fM : Λ̂→ Λ̂ is topologically exact, it follows that there is
an integer k ≥ 1 such that fkM(B(x, η) ∩ Λ̂) = Λ̂. Using that fkM is Lipschitz continuous
on Λ̂ and that Λ̂ contains Λ̂0, we obtain
HD(B(x, η) ∩ Λ̂) ≥ HD(Λ̂) ≥ HD(Λ̂0).
In view of Lemma 3.3, this proves the lemma with α = 2
HD(Λ̂0)
and with the hyperbolic set
for f defined by Λ =
⋃M−1
i=0 f
i(Λ̂). 
3.3. Proof of the Uniform Scale Lemma. Let ε > 0 be given. Let n1 and η > 0 be
such that the conclusions of Proposition 3.1 hold with ε replaced by ε/2, and let α and Λ be
given by Lemma 3.4 with η replaced by η/6. Since Λ is a hyperbolic set for f , there exist
constants C0 > 0, κ > 0, λ > 1 such that for every x ∈ X and every integer n ≥ 1 such
that dist(f i(x),Λ) ≤ 3κ for every i ∈ {0, 1, . . . , n − 1}, |Dfn(x)| ≥ C0λ
n holds. It follows
that there is a constant C1 > 0 such that for every interval U intersecting Λ and satisfying
|U | ≤ 3κ, there is an integer k ≥ 0 such that
k ≤ C1 log(1/|U |), 3κ ≤ |f
k(U)| ≤ 3κ · sup
X
|Df |,
and such that fk maps U diffeomorphically onto fk(U). Reduce κ if necessary, so that κ ≤
η/(3 supX |Df |), and so that for every U and k as above we have in addition that the distortion
of fk on U is bounded by 2.
By Lemma 3.4, each ball of radius η/6 contains an α-safe point in Λ. From this and the
compactness of X , we can find a finite subset F of Λ \ E(α) that is (η/3)-dense in X . Let
n0 ≥ n1 be a sufficiently large integer so that F is disjoint from En0(α),
(6) n−α0 ≤ min
{
η
6
,
3
2
κ
}
and
n−α0
12η
≥ e−
ε
2
n0 .
Now, let n ≥ n0 be an integer, and W a subinterval of X that satisfies η ≤ |f
n(W )| ≤ 2η.
Since the finite set F is (η/3)-dense, there is a point x ∈ F whose distance to the mid point
of fn(W ) is at most η/3. Since |fn(W )| ≥ η it follows that B(x, η/6) is contained in fn(W ).
Together with the first inequality in (6) this implies that U = B(x, n−α) is contained in fn(W ).
Since x by construction x is not in En0(α), every pull-back of U by f
n is diffeomorphic. Take
one pull-back of U by fn contained in W and denote it by Ĵ .
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Since x ∈ Λ and |U | ≤ 3κ by the fist inequality in (6), there is an integer k ≥ 0 such that
k ≤ C1 log(1/|U |) ≤ C1α log n, 3κ ≤ |f
k(U)| ≤ η,
and such that fk maps U diffeomorphically onto fk(U) with distortion bounded by 2. So, if
we put m = n+k, then n ≤ m ≤ n+C1α log n and f
m maps Ĵ diffeomorphically onto fm(Ĵ).
Denote by J ⊂ W the pull-back by fm of the interval with the same center as fm(Ĵ) and
whose length is equal to 1
3
|fm(Ĵ)|. By Proposition 3.1 with n = m and W = Ĵ , the distortion
of fm on J is bounded by eεn. Note furthermore that
|fm(J)| =
1
3
|fm(Ĵ)| =
1
3
|fk(U)| ≥ κ.
On the other hand, by Proposition 3.1 and the fact that the distortion of fk on U = fn(Ĵ) is
bounded by 2, we have
n−α
12η
≤
1
6
·
|U |
|fn(W )|
≤
|fn(J)|
|fn(W )|
≤ e
ε
2
n |J |
|W |
.
By the second inequality in (6) this implies |J | ≥ e−εn|W |, and completes the proof of the
lemma with C = αC1.
4. The large deviations upper bound
In this section we complete the proof of the large deviations upper bound in the Main
Theorem. In Sect.4.1 we construct certain horseshoes (Proposition 4.1) that are tailored to
a given basic open set of M(f). The construction is based on the Uniform Scale Lemma in
Sect.3. In order to treat inflection critical points, on a first time we restrict ourselves to small
intervals. In Sect.4.2 we prove two intermediate estimates. The first is restricted to a small
interval (Proposition 4.4), and the second is a global estimate (Proposition 4.6) obtained by
spreading out the local estimate. In Sect.4.3 we complete the large deviation upper bound.
Positive constants we will be concerned with for the rest of this paper are ε, η, κ, ρ, chosen
in this order. The purposes of them are as follows:
• ε is the error tolerance in the statement of Proposition 4.6;
• η determines the scale of the images of pull-backs of intervals;
• κ determines the scale of intervals given by the Uniform Scale Lemma;
• ρ determines the scale of horseshoes (see Proposition 4.1.)
4.1. Horseshoe argument. Let f : X → X be a topologically exact map. Let n ≥ 1 be an
integer and η in (0, 1/2). PutM = [1/η]+1 and note that 1/M < η < 3/(2M). Set xk = k/M
for each k ∈ {1, 2, . . . ,M − 1}, and let Wn(xk, η) denote the collection of all pull-backs W of
B(xk, η) by f
n that satisfy xk ∈ f
n(W ). Note that elements ofWn(xk, η) are pairwise disjoint.
We now define
Pn(η) =
M−1⋃
k=1
Wn(xk, η).
It is easy to see that Pn(η) has the following properties:
• for every x ∈ X there exists W ∈ Pn(η) such that x ∈ W ;
• for every W ∈ Pn(η), we have η ≤ |f
n(W )| ≤ 2η;
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• every element of Pn(η) intersects no more than four other elements. IfW1,W2 ∈ Pn(η)
and int(W1) ∩ int(W2) 6= ∅, then
{W1,W2} ⊂ Wn(xk−1, η) ∪Wn(xk, η) ∪Wn(xk+1, η)
holds for some k ∈ {2, . . . ,M − 1}.
The first two items follow from f(X) = X . The last one is immediate from the definitions,
see FIGURE 2.
Figure 2. part of the graph of fn and the partition of Pn(η). Every element
of Pn(η) intersects no more than two other elements in their interiors.
For a Lipschitz continuous function ϕ : X → R let
Lip(ϕ) = inf{r > 0: |ϕ(x)− ϕ(y)| ≤ r|x− y| for all x, y ∈ X}.
Fix once and for all a point x0 ∈ intX such that x0 /∈
⋃∞
n=1 f
n(Crit(f)).
Proposition 4.1. Let f : X → X have Ho¨lder continuous derivative and only non-flat critical
points. Assume f is topologically exact. Then for every ε > 0 there exist η > 0, C > 0 and
ρ > 0 such that B(x0, 2ρ) ∩ ∂X = ∅, and the following holds. Let l ≥ 1 be an integer,
ϕ1, ϕ2, . . . , ϕl : X → R be Lipschitz continuous functions and let α1, α2, . . . , αl ∈ R. For each
integer n define
(7) Hn =
{
x ∈ X : for every j in {1, . . . , l} we have
1
n
Snϕj(x) ≥ αj
}
and
Qn = {W ∈ Pn(η) intersecting Hn ∩B(x0, ρ)} .
Then, for each sufficiently large integer n ≥ 1 such that Qn is nonempty, there exist an integer
q ≥ n and diffeomorphic pull-backs L1, L2, . . . , Lt of B(x0, 2ρ) by f
q contained in B(x0, 2ρ)
such that:
(a) n ≤ q ≤ n + C log n;
(b) for each i in {1, . . . , t} the distortion of f q on Li is bounded by e
εn, the interval Li is
contained in some W ∈ Qn, and
∑
W∈Qn
|W | ≤ eεn
∑t
i=1 |Li|;
(c) for every x ∈
⋃t
i=1 Li and j ∈ {1, 2, . . . , l}, we have
1
q
Sqϕj(x) > αj − (1 + Lip(ϕj)) ε.
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Proof. Let ε > 0. Let η, C, κ be the constants and n0 ≥ 1 the large integer for which the
conclusion of the Uniform Scale Lemma holds with ε replaced by ε/4. Recall that N(κ) ≥ 1
is the smallest integer such that for every subinterval J of X with |J | ≥ κ, fN(κ)(J) = X , see
Sect.2. Let ρ0 > 0 be sufficiently small such that B(x0, 2ρ0)∩∂X = ∅ and B(x0, 2ρ0) is disjoint
from
⋃N(κ)
i=1 f
i(Crit(f)) = ∅. The last condition is indeed realized by our assumption x0 /∈⋃∞
n=1 f
n(Crit(f)), and it implies that each pull-back of B(x0, 2ρ0) by f
N(κ) is diffeomorphic.
Let ρ ∈ (0,min{ρ0, κ}) be sufficiently small so that the following holds:
• the distortion of fN(κ) on each pull-back of B(x0, 2ρ) by f
N(κ) is bounded by 2;
• for every integer m ≥ 1, for every pull-backW of B(x0, 2ρ) by f
m we have |f i(W )| ≤ ε
for every i ∈ {0, 1, . . . , m− 1} (see Lemma 2.3).
Lemma 4.2. For every integer n ≥ N(ρ) and every W ∈ Pn(η) intersecting B(x0, ρ), we
have W ⊂ B(x0, 2ρ).
Proof. From the definition of N(ρ) in Sect.2, for every integer n ≥ N(ρ) and every pull-back
W ∈ Pn(η), we have |W | ≤ ρ. So W ∩ B(x0, ρ) 6= ∅ implies W ⊂ B(x0, 2ρ). 
Let n ≥ max{n0, N(ρ)}. By the Uniform Scale Lemma it is possible to choose for each
W ∈ Qn a closed subinterval JW ⊂W and an integer mW ≥ 1 such that the following holds:
|JW | ≥ e
− ε
4
n|W |, n ≤ mW ≤ n+ C logn, |f
mW (JW )| ≥ κ,
and fmW maps JW diffeomorphically onto f
mW (JW ) with distortion bounded by e
ε
4
n. Set
Qn(p) = {W ∈ Qn : mW = p}.
Let p0 denote a value of p that maximizes
∑
W∈Qn(p)
|W |, so
(8)
∑
W∈Qn(p0)
|W | ≥
1
1 + C log n
∑
W∈Qn
|W |.
Set q = p0 + N(κ), and note that for every sufficiently large n item (a) holds with C
replaced by 2C. Since for each W ∈ Qn(p0) we have |f
p0(JW )| ≥ κ, JW contains at least one
pull-back of B(x0, 2ρ) by f
q. Moreover, since the map f p0 : JW → f
p0(JW ) is diffeomorphic,
every pull-back of B(x0, 2ρ) by f
q that is contained in JW is diffeomorphic. Pick one of
these diffeomorphic pull-backs and denote it by LW . Since by the Uniform Scale Lemma
the distortion of f p0 on JW is bounded by e
ε
4
n, and since by our choice of ρ the distortion
of fN(κ) = f q−p0 on f p0(LW ) is bounded by 2, it follows that the distortion of f
q on LW is
bounded by eεn, provided that n is sufficiently large.
Lemma 4.3. For every sufficiently large n and W ∈ Qn(p0), we have |LW | ≥ e
− 3
4
εn|W |.
Proof. Since |f q(LW )| = 4ρ and q − n ≤ C log n by item (a) in Proposition 4.1, we have
|fn(LW )| ≥ |f
q(LW )|
(
sup
X
|Df |
)−(q−n)
≥ 4ρ
(
sup
X
|Df |
)−C logn
,
Using |fn(JW )| ≤ |f
n(W )| ≤ 2η, and that the distortion of f p0 on JW is bounded by e
ε
4
n, we
also have
|LW |
|JW |
≥ e−
ε
4
n |f
n(LW )|
|fn(JW )|
≥ e−
ε
4
n4ρ (supX |Df |)
−C logn
2η
.
Together with the inequality |JW | ≥ e
− ε
4
n|W |, this completes the proof. 
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Any two elements of the collection {LW : W ∈ Qn(p0)} of the intervals are either disjoint
or coincide with each other. Moreover, each of these intervals intersects at most five elements
of Qn. Let {Li}
t
i=1 denote a collection of distinct elements of {LW : W ∈ Qn(p0)} that
maximizes
∑t
i=1 |Li|. Using (8) and Lemma 4.3, for every large integer n ≥ 1 we have
t∑
i=1
|Li| ≥
1
5
∑
W∈Qn(p0)
|LW | ≥
1
5
e−
3
4
εn
∑
W∈Qn(p0)
|W | ≥ e−εn
∑
W∈Qn
|W |.
By Lemma 4.2, Li ⊂ B(x0, 2ρ). This completes the proof of item (b).
It is left to prove item (c). Since LW ⊂ JW ⊂W for every W ∈ Qn(p0), it suffices to prove
the inequality for every x ∈
⋃
W∈Qn
W . To ease notation, write ϕ, α for ϕj, αj respectively.
Let W ∈ Qn, choose a point x ∈ W such that Snϕ(x) ≥ αn, and let y ∈ W . By our choice
of ρ we have |f i(LW )| ≤ |f
i(W )| ≤ ε for every i ∈ {0, 1, . . . , q − 1}, so
1
n
|Snϕ(x)− Snϕ(y)| ≤
Lip(ϕ)
n
n−1∑
i=0
|f i(x)− f i(y)| ≤
Lip(ϕ)
n
n−1∑
i=0
|f i(W )| ≤ ε · Lip(ϕj).
Since
Sqϕ(y) = Snϕ(y) + Sq−nϕ(f
ny) ≥ Snϕ(x)− |Snϕ(x)− Snϕ(y)| − (q − n) sup
X
|ϕ|
and 0 ≤ q − n ≤ C log n, for large n we have
1
q
Sqϕ(y) ≥
1
q
Snϕ(x)−
n
q
ε · Lip(ϕj)−
q − n
q
sup
X
|ϕ|
≥
n
q
α− ε · Lip(ϕj)−
C logn
n
sup
X
|ϕ|
> α− (1 + Lip(ϕj)) ε.
This completes the proof of item (c) and of the proposition. 
4.2. Intermediate estimates. Using Proposition 4.1 we prove two propositions. The first
one (Proposition 4.4) is a local estimate near the point x0 chosen before Proposition 4.1.
The second proposition (Proposition 4.6) is a global estimate that is obtained by using the
topological exactness of f to spread out the local estimate.
Proposition 4.4. Let f : X → X have Ho¨lder continuous derivative and only non-flat critical
points. Assume f is topologically exact. Then for every ε > 0 there exists ρ > 0 such that
the following holds. Let l ≥ 1 be an integer, ϕ1, ϕ2 . . . , ϕl : X → R be Lipschitz continuous
functions and let α1, α2 . . . , αl ∈ R. Then there exists an integer n0 ≥ 1 such that, if n ≥ n0
is an integer for which the set Hn defined by (7) is non-empty, then there exists µ ∈ M(f)
such that ∫
ϕjdµ > αj − (1 + Lip(ϕj)) ε for every j ∈ {1, 2, . . . , l},
and
1
n
log |Hn ∩B(x0, ρ)| ≤ F (µ) + ε.
The proof of this proposition is after the following lemma. The next lemma can be proved
along the standard line of the ergodic theory of uniformly hyperbolic systems.
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Lemma 4.5. Let f : X → X have continuous derivative and at most a finite number of
critical points. Moreover, let B be a subinterval of X, t, q ≥ 1 integers, and let L1, L2 . . . , Lt
be diffeomorphic pull-backs of B by f q contained in B. Finally, let ∆ > 1 be a constant such
that for each i in {1, . . . , t} the distortion of f q on Li is bounded by ∆. Then there exists
µ̂ ∈M(f q) supported on L1 ∪ · · · ∪Lt, such that the measure µ =
1
q
(µ̂+ · · ·+ f q−1∗ µ̂) in M(f)
satisfies
qF (µ) ≥ log
(
|L1|+ · · ·+ |Lt|
∆|B|
)
.
Recall that for a continuous map f : X → X , an integer n ≥ 1 and ε > 0, a subset Y of X is
(n, ε)-separated if for each y and y′ in Y there is j in {0, . . . , n−1} such that |f j(y)−f j(y′)| ≥ ε.
Proof. Let K be the maximal invariant set of f q on L1 ∪ · · · ∪ Lt, and fix a point y0 in this
set. Moreover, put
ε = min{dist(Li, Lj) : i, j ∈ {1, . . . , t} distinct},
and note that for every integer n ≥ 1 the set (f q|K)
−n(y0) is (n, ε)-separated for f
q|K . From
the definition of topological pressure in terms of (n, ε)-separated sets and the variational
principle, this implies
sup
ν̂∈M(fq |K)
(
hfq |K(ν̂)−
∫
log |Df q|dν̂
)
≥ lim sup
n→∞
1
n
log
 ∑
x∈(fq|K)
−n(y0)
|Df qn(x)|−1
 ,
where M(f q|K) denotes the set of f
q|K-invariant Borel probability measures and hfq |K (ν̂)
denotes the entropy of ν̂ ∈ M(f q|K). See for example [21, Theorem 4.4.11] or [32, Theo-
rems 3.3.2 and 3.4.1]. Using that for each i in {1, . . . , t} the distortion of f q on Li is bounded
by ∆, we have for every n ≥ 1∑
x∈(fq |K)
−n(y0)
|Df qn(x)|−1 ≥
 inf
y′∈K
∑
x′∈(fq |K)
−1(y′)
|Df q(x′)|−1
n ≥ ( |L1|+ · · ·+ |Lt|
∆|B|
)n
.
We thus obtain
sup
ν̂∈M(fq |K)
(
hfq |K(ν̂)−
∫
log |Df q|dν̂
)
≥ log
(
|L1|+ · · ·+ |Lt|
∆|B|
)
.
Since the measure-theoretic entropy of f q is upper semi-continuous [28, Corollary 2], the
supremum above is attained. Then the lemma follows from the fact that for each ν̂ inM(f q|K),
the measure ν = 1
q
(ν̂ + f∗ν̂ + · · ·+ f
q−1
∗ ν̂) is in M(f) and satisfies
hfq |K(ν̂)−
∫
log |Df q|dν̂ = qF (ν).

Proof of Proposition 4.4. Let ε > 0. Let η, C, ρ be constants, L1, . . . , Lt a collection of
pairwise disjoint closed intervals, and q a positive integer for which the conclusion of Propo-
sition 4.1 hold with ε replaced by ε/2. Since Hn ∩ B(x0, ρ) ⊂
⋃
W∈Qn
W ,
log |Hn ∩ B(x0, ρ)| ≤ log
( ∑
W∈Qn
|W |
)
.
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Let µ ∈ M(f q) be as in Lemma 4.5 applied to B = B(x0, 2ρ), D = e
ε
2
n, and the pull-
backs L1, . . . , Lt of B(x0, 2ρ) by f
q. Proposition 4.1(c) yields
∫
ϕjdµ > αj − ε (1 + Lip(ϕj))
for every j ∈ {1, 2, . . . , l}. On the other hand, using |B(x0, ρ)| ≤ 1 and Proposition 4.1(b),
for every large n we have
log
( ∑
W∈Qn
|W |
)
≤ log
(
t∑
i=1
|Li|
)
+
ε
2
n ≤ qF (µ) + εn.
Since q ≥ n and F (µ) ≤ 0 by Ruelle’s inequality [36], we have
1
n
log
( ∑
W∈Qn
|W |
)
≤
q
n
F (µ) + ε ≤ F (µ) + ε.
This yields the desired inequality. 
Proposition 4.6. Let f : X → X have Ho¨lder continuous derivative and only non-flat
critical points. Assume f is topologically exact. Let ε > 0, let l ≥ 1 be an integer, let
ϕ1, ϕ2 . . . , ϕl : X → R be Lipschitz continuous functions, and let α1, α2 . . . , αl ∈ R. Then
lim sup
n→∞
1
n
log
∣∣∣∣{x ∈ X : 1nSnϕj(x) ≥ αj for every j ∈ {1, 2, . . . , l}
}∣∣∣∣
≤ sup
{
F (µ) : µ ∈M(f) and
∫
ϕjdµ > αj − ε for every j ∈ {1, 2, . . . , l}
}
+ ε.
Remark 4.7. Since the Lyapunov exponent is not lower semi-continuous in general, it is not
possible to let ε = 0 in the inequality in Proposition 4.6.
Proof. Let ε > 0, l ≥ 1, ϕ1, ϕ2 . . . , ϕl, and α1, α2 . . . , αl be as in the statement of the
proposition. Let ρ > 0 denote the constant for which the conclusion of Proposition 4.4
holds with ε replaced by (ε/2)
(
1 + maxj∈{1,...,l} Lip(ϕj)
)−1
. Fix a large integer M ≥ 1 with
fM(B(x0, ρ)) = X . Since each ϕj is bounded, for sufficiently large n we have{
x ∈ fM(B(x0, ρ)) :
1
n
Snϕj(x) ≥ αj for every j ∈ {1, 2, . . . , l}
}
⊂ fM
{
x ∈ B(x0, ρ) :
1
n
Snϕj(x) ≥ αj − ε for every j ∈ {1, 2, . . . , l}
}
,
and therefore
1
n
log
∣∣∣∣{x ∈ X : 1nSnϕj(x) ≥ αj for every j ∈ {1, 2, . . . , l}
}∣∣∣∣
≤
1
n
log
∣∣∣∣{x ∈ B(x0, ρ) : 1nSnϕj(x) ≥ αj − ε for every j ∈ {1, 2, . . . , l}
}∣∣∣∣+ ε2 .
By Proposition 4.4 with αj replaced by αj − ε for every j in {1, . . . , l}, for each sufficiently
large n there exists µ ∈M(f) such that
∫
ϕjdµ > αj − ε for every j ∈ {1, 2, . . . , l}, and such
that
1
n
log
∣∣∣∣{x ∈ B(x0, ρ) : 1nSnϕj(x) ≥ αj − ε2 for every j ∈ {1, 2, . . . , l}
}∣∣∣∣ ≤ F (µ) + ε2 .
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Letting n→∞ we obtain the proposition. 
4.3. End of the large deviations upper bound. We are in position to complete the large
deviations upper bound in the Main Theorem.
Proof of the large deviations upper bound in the Main Theorem. Let f : X → X have Ho¨lder
continuous derivative and only non-flat critical points, and assume it is topologically exact.
Let K be a closed subset of M, and let G be an arbitrary open set containing K. Since K is
compact, one can choose a finite collection C1, . . . , Cr of closed sets such that K ⊂
⋃r
k=1 Ck ⊂ G
and such that each of them has the form
Ck =
{
µ ∈M :
∫
ψjdµ ≥ αj for every j ∈ {1, . . . , p}
}
,
where p ≥ 1 is an integer, each ψj : X → R is a Lipschitz continuous function and αj ∈ R.
For each k ∈ {1, 2, . . . , r} and ε > 0 define an open neighborhood Ck(ε) of Ck by replacing∫
ψjdν ≥ αj in the definition of Ck by
∫
ψjdν > αj − ε. From Proposition 4.6, for every ε > 0
and every k ∈ {1, 2, . . . , r},
lim sup
n→∞
1
n
log |{x ∈ X : δnx ∈ Ck}| ≤ sup
µ∈Ck(ε)
F (µ) + ε.
Since
⋃r
k=1 Ck(ε) ⊂ G for ε > 0 small enough, using the previous inequality for each k ∈
{1, 2, . . . , r} gives
lim sup
n→∞
1
n
log |{x ∈ X : δnx ∈ K}| ≤ lim sup
n→∞
1
n
log
∣∣∣∣∣
{
x ∈ X : δnx ∈
r⋃
k=1
Ck
}∣∣∣∣∣
≤ max
k∈{1,2,...,r}
lim sup
n→∞
1
n
log |{x ∈ X : δnx ∈ Ck}|
≤ max
k∈{1,2,...,r}
{
sup
µ∈Ck(ε)
F (µ)
}
+ ε
≤ sup
µ∈G
F (µ) + ε.
Letting ε→ 0 we obtain
lim sup
n→∞
1
n
log |{x ∈ X : δnx ∈ K}| ≤ sup
µ∈G
F (µ).
Since G is an arbitrary open set containing K, it follows that
lim sup
n→∞
1
n
log |{x ∈ X : δnx ∈ K}| ≤ inf
G⊃K
sup
µ∈G
F (µ) = inf
G⊃K
sup
µ∈G
(−I(µ)) = − inf
µ∈K
I(µ).
The last equality is due to the upper semi-continuity of −I. 
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