Two remotely located agents, Alice and Bob, observe an unlimited number of i.i.d. samples, each of a different part of a Gaussian vector. Alice can send a fixed number of bits on average to Bob, who in turn wants to estimate the correlations between the two parts of the vector. In the case where the agents observe scalar Gaussian random variables with unknown correlation, we obtain two constructive and simple unbiased estimators whose performance coincides with a known but nonconstructive random coding result of Zhang and Berger. In the vector case, which was not treated before, we obtain a nontrivial multidimensional extension that employs the coupling between the correlations to yield better performance. We also discuss application of our technique to cases where the underlying distribution is not fully known.
binary sources. A similar setup is discussed in [6] where the context is of testing between two correlation values. In [7] minimax lower bounds are given for a specified amount of transmitted bits. In [8] it is shown (for finite alphabets) that Slepian-Wolf rates are not necessary for distributed estimation.
In this paper, we consider the problem of estimating correlations between distributed Gaussian random variables. We focus on the regime where the number of available samples is essentially unlimited, but only a fixed number of bits k (on average) can be transmitted. In this extremal regime there is no coupling between data collection and communication (typically captured by the notion of rate of communication bits per data samples), and the only constraint in the system comes from its distributive nature. Specifically, we assume that Alice observes a sequence of random vectors {X i } i , and Bob observes a sequence of random vectors {Y i } i , where {(X i , Y i )} i is an i.i.d. jointly Gaussian sequence. The two parties can exchange a small number of bits in order for (say) Bob to estimate the matrix of correlation coefficients between X i and Y i , and we investigate the trade-off between the estimation error and the expected number of bits exchanged.
The only work we are aware of dealing with distributed estimation of the bivariate normal correlation is by Zhang and Berger [1] . They study this problem as an application of a more general result, and show the existence of an encoding function for Alice and a corresponding estimatorρ ZB (n, R) of ρ for Bob that is asymptotically unbiased, and achieves the following variance as a function of the number of samples n and the rate R:
Specializing to our setup by plugging in k = nR, where k is the total number of bits transmitted, and then optimizing over
which is attained (not surprisingly) in the zero-rate limit as R → 0. It should be noted that, as mentioned in [1] , this estimator is not claimed to be optimal in any sense. Furthermore, the results of [1] only apply to a single parameter.
In Section II we consider the case of scalar samples with a fixed number of samples, and propose an estimator that is based on Alice's maximal measurement, which achieves the Zhang-Berger variance limit (1) . However, while the Zhang-Berger estimator is only shown non-constructively to exist via asymptotic random coding arguments, our estimator is constructive and simple. In an attempt to extend our method to the multidimensional case, in Section III we consider a version of our estimator where Alice waits until her measurement passes a threshold. This estimator is equivalent in terms of how the estimation variance is related to the (now expected) number of transmitted bits. However, we then show that the latter method can be naturally extended to the multidimensional samples case, by defining an appropriate stopping set condition. This joint estimation of correlations is shown to improve the aforementioned relation between the estimation variance and the number of transmitted bits. We note that the idea of using the maximal/threshold-passing value of a scalar i.i.d. Gaussian sequence has been used before in the context of writing on dirty paper [9] , [10] , and Gaussian lossy source coding [11] . Lastly, in Section IV we discuss some generalizations of the setup and methods.
Notation. The standard normal density is denoted by φ(x) = e −x 2 /2 / √ 2π, and the tail probability by Q(x) = ∞ x φ(t)dt. Base 2 logarithm is denoted by log.
II. ESTIMATING A SINGLE CORRELATION
We consider the setup in which the measurements {(X i , Y i )} i are i.i.d. bivariate Gaussian with known zero means and unit variances, and unknown correlation ρ. Alice, who observes {X i } i , transmits information to Bob, who observes {Y i } i , in order to obtain an estimate of ρ. A general problem to investigate is that of finding an encoding function on {X i } i and a corresponding estimatorρ that would minimize some cost on the estimation error and amount of communication. We consider the mean squared error as the cost to minimize under the restriction that at most k bits are transmitted on average.
A. Max estimator
For each X i , Y i , the conditional Fisher Information of f Y |X (y|x; ρ) is given by
which is linear in x 2 . This motivates using an estimator that is based on the measurement in which |x i | is maximal. Due to the k bit limitation, we consider the maximal measurement among the first n = 2 k ones. Denote
We refer to Y I as the co-max (also known in the literature as the max concomitant). The Fisher Information of (X, Y ) (assuming Bob has the exact value of X) is given by
The likelihood equation ∂/∂ρf XY = 0 is a third degree polynomial in this case (as in the case of estimating ρ from an i.i.d. sequence {X i , Y i } when the means and variances are known), and therefore the Maximum Likelihood Estimator would be difficult to analyze if X is quantized. Two approximated solutions to the likelihood equation are y/x and x/y. Therefore we consider estimation of the form Y /X for which Alice transmits the max index I andX, a quantized representation of X. The simplest form of which is the estimatorρ
. This estimator is unbiased and requires zero bits to represent the value of X J . Theorem 1 below shows that Varρ max asymptotically achieves the inverse of the Fisher information (2) and thus is asymptotically optimal among all estimators that use the max and co-max (even those that use the exact value of X). This indicates that having information regarding the value of X does not help asymptotically, i.e. the index alone captures the information relevant for estimating ρ.
Theorem 1. The estimatorρ max is asymptotically uniformly minimum-variance unbiased (UMVU) among all estimators that use the max and co-max (X, Y ). Furthermore,
where k is the number of transmitted bits.
Proof. Applying Extreme Value Theory (see e.g. [12] ) to the standard normal case yields E X J = (1)), and Var X J = π 2 6·2 ln n (1+ o(1)). It follows immediately that the Fisher information (2) is
Using the fact that E(Y |X) = ρX, Var(Y |X) = 1 − ρ 2 and the EVT results above it is straightforward to show thatρ max is unbiased with asymptotic variance (1 − ρ 2 )/(2 ln n) which is the inverse of (4). The number of bits needed to transmit the max index J is log n, and sinceρ max does not require any information regarding the value of X, (3) is established.
The performance ofρ max is identical to Zhang-Berger limit performance (1) . However, while the Zhang-Berger estimator is not constructive, ours is constructive and simple. Furthermore, we later show that our method can be naturally extended to the case of multiple correlations while the Zhang-Berger estimator only deals with the scalar case, and it is not clear how to extend it to the multidimensional case, as the authors themselves indicate [1] .
III. ESTIMATING MULTIPLE CORRELATIONS
We consider the case where {X i , Y i } are i.i.d. jointly Gaussian where the Y i 's are scalars, X i ∈ R d and we wish to estimate the d correlations between X i and Y i . We assume known zero means, Var Y i = 1, and E X i X T i = Σ X with an all ones diagonal. To be estimated is
where the model is
In this work we analyze the case d = 2, yet the methods suggested can be naturally applied to the general case which is fully analyzed in the full version of this paper [13] .
The scalar max method of II-A is extended to the vector case as follows. Instead of taking the maximum of a fixed number of measurements, Alice waits until some threshold is passed, or in general, until X i ∈ A for some stopping set A ⊂ R d . She then transmits the corresponding index and a quantized version of the resulting X for Bob to estimate ρ. The following section demonstrates that in the scalar case the two methods (max vs. threshold) are asymptotically equivalent in terms of how the estimation variance is related to the number of bits transmitted (which in the threshold case is random).
A. Stopping time estimator: scalar case
Alice observes an infinite i.i.d. standard normal sequence and waits until the first time it exceeds a threshold t > 0. She then transmits the corresponding index and a quantization of the observed value for Bob to estimate ρ. The model is
Analogously to section II-A, we consider the estimator ρ thr = Y E X which is unbiased and requires zero bits to represent the value of X. The Fisher information of (X, Y ), again, is given by
Theorem 2. The estimatorρ thr is asymptotically uniformly minimum-variance unbiased (UMVU) among all estimators that use (X, Y ). Furthermore,
where k is the average number of transmitted bits.
Proof. We denote the inverse Mills ratio by
We have E X = s and elementary calculus gives E X 2 = 1 + st. Straightforward calculations yield
and using
it is easily shown that both Varρ thr and 1/I t (ρ) equal
The index I is geometrically distributed with p = Pr(X i > t) = Q(t). Thus the number of bits required to represent the location is given by the entropy of the geometric distribution (1)) and thus
Sinceρ thr does not require any information regarding the value of X, (6) is established.
This corresponds to the maximum case both in the sense that knowing the exact value of X does not help asymptotically, and in terms of the relation between the estimation variance and the number of transmitted bits.
B. Stopping time estimator: vector case
The model here is
where ρ = [ρ 1 , ρ 2 ] is the correlation vector we want to estimate, Σ X = 1 r r 1 , σ = 1 − ρ Σ −1 X ρ T and Z i ∼ N (0, 1) independent of X i . Given an estimatorρ, the quantity we examine is the expected sum of squared errors E ||ρ − ρ || 2 .
The scalar threshold method above can be naturally extended to the case of two (or more) correlations in the form of a multidimensional stopping set. Each entry of ρ corresponds to a correlation between Y i and the relevant coordinate of X i . Therefore, for the purpose of estimating that entry, the relevant coordinate of X i acts as the signal and the other ones as noise. This coordinate interference warrants the transmission of several realizations, one for each of the correlations, where in each one the interfering coordinates are weak and the signal is strong. Consequently and equivalently to the scalar case, we consider X, Y which are constructed as follows. Given two stopping sets A 1 , A 2 ⊂ R 2 (that will be specified soon), Alice waits until X i ∈ A 1 , and then again until X i ∈ A 2 , and transmits the resulting indices I 1 , I 2
We consider estimation of the form ρ = YX −1 Σ X (8) for which Alice needs to transmit the indices I 1 , I 2 andX, a quantized representation of X. The general task is the following. Given a specified average number of bits k, find
where k q is the number of bits used to represent the value of the quantized matrixX. We simplify this intractable problem by whitening the X i 's and respectively consider manageable rectangular regions of the form
Consequently we take
The model (7) becomes
We denote byŴ the quantized version of W. The modified estimator isρ
Consider also the unrealizable estimator
that uses W unquantized.
Lemma 1.
A quantizer of W can be chosen such that
where k q is the number of bits used to represent the value of W.
Proof. Omitted due to space limitation.
In view of lemma 1 we first analyze the performance of the unrealizable estimatorρ 0 W . 1) Analysis ofρ 0 W : The estimatorρ 0 W is unbiased with
The problem now is as follows. Given a probability p (which corresponds to an average number of bits H g (p), or an average waiting time 1/p) we wish to find a, b that minimize E tr(WW T ) −1 subject to 2Q(a)(1 − 2Q(b)) = p.
Note that due to whitening the optimization does not depend on r, which adds to the universality of the solution.
a) Analytic expression for E tr(WW T ) −1 : The improper quadruple integral E tr(WW T ) −1 can be simplified via change of variables to yield the following numerically computable expression.
where Ei(·) is the exponential integral function. Given p, we would like to find a, b that minimize (12) , but this seems analytically intractable. Instead, we'll find an upper bound that would yield simple expressions for suboptimal a, b. b) Upper bound for E tr(WW T ) −1 : It can be shown that
Subject to a given p, we wish to find a, b that minimize the bound (13) over 2Q(a)(1 − 2Q(b)) = p. This problem is convex (as a univariate function of a with b(a) = Q −1 ((1 − p/2Q(a))/2)) and thus has a unique solution that can be found efficiently using standard numerical methods. Assuming a b yields the following closed form approximated solution (which satisfies 2Q(a)(1 − 2Q(b)) = p exactly).
with c ≈ 1.199. Note that b is independent of p.
Lemma 2. The estimatorρ 0 W given in (10) is unbiased, and optimizing over a, b according to (11) satisfies
where k l is the average number of bits used to represent each of the locations I 1 , I 2 .
Proof. We have
which holds for any a > 2b. We take a, b according to (14) . We saw that k l = H g (p) = − log(p)(1 + o(1)) as p → 0. From (14) we have ln cp = ln Q(a) = − a 2 2 (1 + o(1)) and thus a 2 /2 = H g (p)(ln(2) + o(1)). Therefore
Recall that Figure 1 : Depicted against the number of bits are as follows. Exact value of E tr(WW T ) −1 evaluated at the optimal a, b (i.e. a, b that solve (11) using (12)) (solid); The upper bound (13) evaluated at the approximated a, b of (14) (dashed); Asymptotic approximation 1/H g (p) from (16) (dotted).
where r is a known parameter of the problem that must satisfy
The worst case for σ 2 is
which establishes (15). Figure 1 depicts the optimized accurate value of E tr(WW T ) −1 along with the upper bound (13) and the asymptotic approximation (16). It is evident that all three coincide asymptotically.
2) Analysis ofρ W : Combining lemmas 1 and 2, and taking k = k q + 2k l with k q = o(k l ) gives the following.
Theorem 3. The estimatorρ W given in (9), optimized over a, b according to (11) , satisfies
where k is the average number of total bits transmitted.
This indicates that the behavior of Var ≈ 1−ρ 2 k·2 ln 2 we saw in the single correlation case is obtained (and improved) in the 2D case as well (note we transmit k l bits for each of the two correlations). Inequality (17) indicates the gain in jointly estimating ρ 1 , ρ 2 , as the variance would be strictly better than the case they are estimated separately using the same number of bits. In the latter case the term (1 − ρ 2 1 + 1 − ρ 2 2 )/2 would replace min{1 − ρ 2 1 , 1 − ρ 2 2 } which itself is an upper bound on the true performance that depends on r.
IV. APPLICATIONS AND GENERALIZATIONS a) Estimating general correlations of unknown distributions: Beside the direct application of estimating correlations between normal r.vs, the methods suggesed can be used for distributed estimation of quantities of the form θ lm = Eg l (X)f m (Y ) for some function g l , f m where (X, Y ) are of some unknown joint distribution with the only assumption that the conditions of the multivariate CLT hold. The basic idea is that both Alice and Bob create the sequences of i.i.d. sums
for j = 1, 2, . . . and then for large enough L use the joint normality of U, V to estimate {θ lm }. For example, this method can be used for estimating the probabilities of a discrete joint distribution in which case g l , f m are indicator functions. b) Generalized setup for the additive channel model: Considering the model from III-B, Y i = AX i + BZ i , the stopping set approach (and also the maximum method of II-A in the scalar case) can work for more general distributions on X i and Z i for the purpose of estimating A. Actually, the distribution of Z i need not be known except for the mean and variance. Different distributions on X i (especially heavy tailed) might improve performance.
