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Abstract
While testing and tracing on specific input values are useful starting points for students
to understand program behavior, ultimately students need to be able to reason rigorously and
logically about the correctness of their code on all inputs without having to run the code. Symbolic
reasoning is reasoning abstractly about code using arbitrary symbolic input values, as opposed to
specific concrete inputs.
The overarching goal of this research is to help students learn symbolic reasoning, beginning with code containing simple assertions as a foundation and proceeding to code involving data
abstractions and loop invariants. Toward achieving this goal, this research has employed multiple
experiments across five years at three institutions: a large, public university, an HBCU (Historically
Black Colleges and Universities), and an HSI (Hispanic Serving Institution). A total of 862 students
participated across all variations of the study.
Interactive, online tools can enhance student learning because they can provide targeted
help that would be prohibitively expensive without automation. The research experiments employ
two such symbolic reasoning tools that had been developed earlier and a newly designed humancentric reasoning system (HCRS). The HCRS is a first step in building a generalized tutor that
achieves a level of resolution necessary to identify difficulties and suggest appropriate interventions.
The experiments show the value of tools in pinpointing and classifying difficulties in learning
symbolic reasoning, as well as in learning design-by-contract assertions and applying them to develop
loop invariants for code involving objects. Statistically significant results include the following. Students are able to learn symbolic reasoning with the aid of instruction and an online tool. Motivation
improves student perception and attitude towards symbolic reasoning. Tool usage improves student
performance on symbolic reasoning, their explanations of the larger purpose of code segments, and
self-efficacy for all subpopulations.
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Chapter 1

Introduction
1.1

Human-Centered Computing
The term “computing” is actually an artifact of the first major state of the field, where

systems were built to process data and perform calculations faster than humans ever could [46]. By
now, technology has evolved to the point where people carry personal computers in their pockets and
the focus is no longer just computation, but the experience. We have the ability to collect, process,
and output data in a variety of forms aside from textual such as images, audio, even tactile response.
This form of data enables users to experience events and explains why sites such as Facebook and
YouTube which host multimedia are so popular with users.
As the amount of collectable data grows, we need to develop new ways to integrate this information into human activities. The user-centric nature of the Human-Computer Interaction (HCI)
field focuses on the user interface and experience. Human-Centered Computing (HCC) takes HCI a
step farther by incorporating cognitive sciences to intelligent systems. According to Jaimes, a good
HCC system utilizes five technologies: (i) natural interaction, (ii) automation, (ii) individualized
information access, (iv) collaboration, and (v) customization [45].
Many developers in the work force never actually interact with the end user for their system.
With HCC, there is a reemergence of direct collaboration with individuals who will use the system.
By listening to user needs, observing them in their natural habitat, and utilizing empathy, designers
can better tailor a system to suit user needs and improve their experience [33].

1

1.2

Foundations of Computer Science
Computer Science is a rapidly changing field that is always growing. This requires students

to remain up to date on the newest techniques, languages, practices. One aspect that remains a
constant is the theoretical foundations of computing. In order for students to enter the work force
as successful developers, they need to have a strong foundation in creating stable well-designed
code [43]. It has been established that students who are able to trace code effectively, are better
at writing code [63, 62]. Current standards for tracing code involve running multiple test cases
using input values. While this is a valuable process, it can limit student understanding of code. It
is simply not possible to run every possible test scenario. For example, in a junior level software
engineering course, 50% of students found the following code segment in Listing 1.1 was a correct
implementation for finding the max value between two integers [12].
Listing 1.1: Code Exercise
int Max (int i, int j){
int max = i + j;

if (i > j){ max = max - j; }
if (j > i){ max = max - i; }

return max;
}
Without students providing detailed work such as seen in Table 1.1, we can only speculate
as to the cause for their oversight of the case in which i and j are equal. Their reasoning, for
example, may have been ad hoc.
What appears to be a simple oversight, is an argument for students learning how to generalize
their testing through the use of abstraction. While the example above does not require intensive
work to find a test case where the logic does not hold true, this is not the case for most code projects
that students will develop in the work force. At what point does a programmer deem the code
trustworthy? Passing one test? Five tests? Listing 1.1 required only 3 tests for branch coverage and
even then there was a scenario missed by students. Symbolic reasoning is reasoning about code on
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Table 1.1: Example Trace for Max
Code

max(1, 2)

max(2, 1)

max(2, 2)

int max = i + j;

max = 1 + 2;
max = 3;

= 2 + 1;
= 3;

max = 2 + 2;
max = 4;

if ( i > j) { max = max − j; }

false

max
max
true
max
max

= 3 - 1;
= 2;

false

if ( j > i) { max = max − i; }
return max;

true
max = 3 - 1;
max = 2;
max = 2

false

false

max = 2

max = 4;

arbitrary symbolic input values as opposed to specific concrete inputs. By using abstraction through
the use of symbolic reasoning, students would not have to rely on multiple test cases.
In the example above, Table 1.1, the values of i and j never change. For this next trace,
they will act as the symbolic placeholder. At the end, we see that the max value returned would be
either i, j, or i + j.
Table 1.2: Example Trace using Symbolic Reasoning
max(i, j )

Code
int max = i + j;
if ( i > j) { max = max − j; }
if ( j > i) { max = max − i; }
return max;

1.3
1.3.1

max = i + j;
max = i + j - j
max = i
max = i + j - i
max = j
max = i or max = j or max = i + j

Abstraction
Concrete vs Abstract
In general, our goal for students is to learn to reason that a given example function computes

the positive square root of its input value on all allowed inputs and not only that it computes
3.0 on input 9.0 or 5.0 on input 25.0. There is a debate in learning theory regarding the depth
of understanding achieved by students when introduced to a new topic through use of concrete
examples, or abstraction. Kaminski argued that concrete information may compete for attention
and prevent students from deeply learning the concept [48]. Her study showed that through the use of
an abstract generalized structure, students were able to transfer that knowledge to novel situations,
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whereas when they used concrete instantiations there was little or no transfer. McCallum rebutted
this work claiming that the two treatment groups were not working with the same mathematical
structure which lead to a bias in the transfer task [66].
A study focusing on the teaching of an electronic circuit-wiring task found that when experts
taught novices, they used more abstract statements compared to beginner instructors who used more
concrete examples to teach novices. They found that the beginner-instructed novices performed
better than the expert-instructed novices when completing the target task. The reverse happens
when trying to apply this knowledge to a different task within the same domain [44]. The novices
instructed by experts performed better than their counterparts. This reinforces the idea that concrete
examples may be useful for learning repeated tasks, but does not help with the transfer of knowledge.
Within computing, the standard for all students is to learn how to code through the use
of concrete values. The automation of grading has lead to the current laboratory practice where
students are writing code to pass given test cases. The emphasis is less on understanding overall
code behavior. This can lead to bloated, clunky, or inefficient code. Worse, it can be incredibly
frustrating to a student to write code that appears to meet example test cases, yet be told that it
fails the overall purpose. It’s also possible for automated testing to approve a flawed solution [24].
The students who are able to reason well in laboratory exercises and competitions focus of the logic
of the problem using induction [31] which is key to abstraction.

1.3.2

Symbolic Reasoning
A symbolic approach to reasoning aims for students to generalize the process and understand

the purpose of code. The lowest level of understanding code would be to explain what is happening
in the code line by line. Let’s say that Listing 1.1 in section 1.2 was named Mystery instead of
Max, and that the code was corrected by changing the first if statement to greater than or equal
to. An example of a line by line explanation would be,
mystery is assigned the value of i plus j
if i is greater than or equal to j, j is subtracted from mystery
if j is greater than i, i is subtracted from mystery
mystery is returned
Essentially, this is just translating the code into common vernacular. Abstraction requires
4

the student to view the logic of the operation in a broader scope, and therefore leads to a more holistic
understanding of the functionality. Even for an operation with the name Mystery, a student who
develops such an understanding would conclude that it returns the maximum of input values.
We hope to help students achieve this higher level of understanding through symbolic reasoning. Students will still utilize tracing through code, but instead of only reasoning with concrete
values, they will use symbolic input values. For the example above, the value of i and j will be
remembered as #i and #j. So if the student were to write, i = i + j; the value of i would be
equal to #i + #j (the input value of i plus the input value of j). An illustration of the idea is in
Table 1.3, which shows that the code effects a swap operation.
Table 1.3: Example Trace for Swap
Code
i = i + j;

i
#i + #j

j = i - j;

#i + #j

i = i - j;
Final Result

#i + #j - #i
#i
#i
 + #j - 


#j
i = #j

j
#j
#i + #j - #j
#j
#j
#i + 

-
#i
#i
j = #i

In the end, we see that i now equals the input value of j and j equals the input value of
i. We were able to determine the purpose of this code without running multiple test cases using
concrete values and having to identify the pattern.

1.3.3

Data Abstraction
Whereas for primitive objects such as Integers and Reals, the corresponding mathematical

abstractions are implicit and obvious, that is not the case for data structuring objects, such as stacks,
queues, and lists.
Abstraction is key when tracing method calls so students are not overwhelmed by internal
data structures [5]. The emphasis should not be placed on how the data structure is represented
within the operation, but the abstract behavior of operations. For example, if we are working
with a stack object, it is not important to know if the stack is represented by an array or linked
structure, but how the operations such as push() and pop() behave based on an understanding of
their formal contracts. While it is possible to observe and learn this behavior through the use of
5

concrete examples, symbolic reasoning can help provide a stronger foundation and allow the transfer
of knowledge across data structures.

1.4

Problem Statement
The best programmers are able to succinctly state the purpose of code using high-level

abstraction. They are able to accomplish this by predicting the behavior of code without running
tests using specific input values. Given this, the overarching goal of this research is to help students
learn abstract reasoning at various levels with the aid of tools that help both students practice
abstraction and instructors identify and understand difficulties students experience. This first step
is to introduce students to symbolic reasoning. With symbolic reasoning as a foundation, students
can learn how to understand data abstraction.
We hope to accomplish the goal of helping students learn symbolic reasoning in the undergraduate curriculum through the introduction of the BeginToReason system. With each study and
iteration, the system pivots from one focused on pinpointing difficulties to one that functions as a
tutoring system. With growing class sizes, it can be difficult for instructors to find dedicated time
with each individual student. Our tools, in conjunction with an appropriate lecture, aim to one day
tailor lessons and feedback to match each student’s individual needs.

1.5

Educational Research Questions

1.5.1

Introductory Research
In introductory research, using online reasoning tools developed earlier, we raise and address

Educational Research Questions (ERQs) under three broad themes. In all cases, the studies involve
the use of an automated tool to pinpoint learning difficulties.
1. ERQ 1: The ability of students to learn symbolic reasoning; In Chapter 2.
2. ERQ 2: The ability of students to learn formal specification of data abstractions and use
design-by-contract assertions such as pre- and post-conditions in reasoning; In Chapter 3.
3. ERQ 3: The ability of students to further develop their understanding of abstraction by
developing loop invariants for given code; In Chapter 4,
6

1.5.2

Research with the new Human-Centric Reasoning System
This research poses ERQs that targets student performance and experience using a new

human-centric reasoning system (HCRS), developed following introductory studies with earlier tools.
The questions are listed below.
1. ERQ 4 - HCRS Interface Design: How well does the new interface design enhance user experience? Do students persist more with the new tool?
2. ERQ 5 - Performance and Self-Efficacy: What impact does the online tool have on student
performance and self-efficacy regarding the tracing of conditional statements using arbitrary
symbolic values? Are these findings consistent across different subpopulations of undergraduate
students?
3. ERQ 6 - Code Understanding: What do student responses to “Explain-in-Plain-English” questions reveal about their level of understanding regarding the purpose of code segments? Are
these findings consistent across different subpopulations of undergraduate students?
Research with the HCRS will focus its attention on tutoring students on symbolic reasoning
with simple assertions such as assignments and conditional statements. Tutoring for data abstraction
and loop invariant learning or other topics are left for future directions.

1.6

Research Framework
In our attempt to help students to understand and use abstraction in reasoning about

code, we have integrated symbolic reasoning concepts into a sophomore level Software Development
course, and a junior level Software Engineering course, both required courses for CS majors at our
institution. Introducing students to using logic to evaluate code early in their education helps build
a foundation. The subsequent course then allows students to write and develop their own code to
meet specifications provided by the instructor. By dividing this process across two courses, students
are less likely to be overwhelmed. The approach also encourages a reinforcement of these concepts.
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1.6.1

Symbolic Reasoning with Simple Assertions
The Software Development course description includes specification and reasoning among

the topics and is required for all CS majors at our institution. Details of this course are discussed
in [37]. The course has a unit dedicated to symbolic reasoning. Students receive a lecture on the
topic and are then introduced to online tools, named the BeginToReason system. The tool aids in
pinpointing student difficulties when learning symbolic reasoning. Users are presented with a code
sample and are asked to complete assertions regarding the logic of the code.
The tool utilizes the RESOLVE Verification Engine [85] so that the proof can be automatically generated and students do not have to complete the proof to check correctness. This allows
us to appropriately challenge students without overwhelming them. The use of an online tool also
means that students can make multiple attempts to check the correctness of their assertions.

1.6.2

Reasoning with Data Abstraction Assertions
The subsequent Software Engineering course description includes program specification and

reasoning as core topics and is required of all CS majors. The course integrates the use of formal
contracts. Pre- and Post-Condition assertions are now included in BeginToReason system. Additionally, students learn to how to develop loop invariants through using a webIDE that allows for
the designing and implementation of code. It functions similar to the BeginToReason system in that
it relies on the RESOLVE Verification Engine to generate and check proofs for correctness.

1.7

Human-Computer Interaction and the Design of HCRS
The BeginToReason system served as a useful tool to assist with the pinpointing of student

difficulties when learning to use symbolic reasoning. The new tool focuses on utilizing the obtained
knowledge to build a new human-centric version in order to transition the reasoning system to taking
on tutor like qualities such as providing feedback to students and creating individualized learning
experiences.
Development of the HCRS started the Spring of 2020 as a collaboration of undergraduate
students, graduate students, and professors. A variety of data will be processed real time to assist
instructors with identifying students that may need help, or concepts that may need additional
instruction. We do not want the reasoning system to entirely negate the need for an instructor, but
8

to be of assistance. The new system will focus tutoring on symbolic reasoning with simple assertions.
Tutoring for data abstraction and loop invariant learning, or other topics, can be developed similarly
in the future.
The HCRS will be used at three institutions: a large, public university, an HBCU (Historically Black Colleges and Universities), and an HSI (Hispanic Serving Institution). This will provide
us with the opportunity to explore findings across different subpopulations of undergraduate students.
To accomplish its objectives, the design of the HCRS needs to be intuitive, able to effectively
explain the material to students, provide clear instructions for assessment, collect data, and provide
tailored feedback to students. It requires an understanding of best design practices and needs to be
accessible to all users. For example, we consider a few of Jakob Nielsen’s Usability Heuristics [71].
Visibility of System Status: In order to help keep users informed about their progress, the
system will now track their work and provide a progress bar that lets users know where they
are, how many lessons they completed, and how many are left.
User Control and Freedom: The BeginToReason system will now be able to help users
when mistakes are made by allowing them the chance to reset their code, or leave the activity
all together without losing the work they’ve completed.
Aesthetic and Minimalist Design: While the reasoning system is growing and becoming
more complex, it’s important to keep only the important, relevant information for the user
present on the screen. We do not want to overwhelm the user and distract from the important
content.
Recognize, Diagnose, and Recover from Errors: In the traditional sense, this would
apply to a system error and making sure it is understandable to the user. In our case, we plan
to use concept when it comes to providing feedback to the user. An incorrect answer could be
considered an error, and the feedback the tool needs to provide should be clear, and concise
without any confusing jargon so that the average user could understand the material.
Help and Documentation: In addition to providing helpful guides and tips within the tool,
such as brief descriptions of each button, we will provide additional documentation to provide
support to the activities themselves, such as meaning of keywords within the code.
9

1.8

Dissertation Organization
The sections for this dissertation are as follows: Chapter 2, 3, and 4 contain details of our

initial studies in helping students learn symbolic reasoning. Each of the above-mentioned chapters
contains the related work that pertains to that chapter. Chapter 5 lays the foundation for the
experimental procedure used to collect data and perform analysis. Chapter 6, 7, 8 contain an analysis
of ERQ 4, 5, and 6 respectively, using HCRS. Chapter 9 summarizes the finding and discusses future
directions.
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Chapter 2

Learning Symbolic Reasoning Basics
2.1

Introduction and Motivation
To learn to develop correct software, students need a firm foundation in precise analytical

reasoning skills. Analytical reasoning is the bedrock of a good computer science education, but it is
difficult to learn. Running programs on select inputs and studying the outputs gives students only
limited understanding, yet more thorough symbolic reasoning using paper-and-pencil methods relies
on labor-intensive manual checking. The objective of this research is to understand whether we can
effectively teach a vast majority of computer science students the basics of reasoning about code
abstractly on all input values using a symbolic approach with the (non-exclusive) aid of a reasoning
tool. The tool has already been shown to be effective in pinpointing specific difficulties for individual
students and subgroups [12].
This research is motivated in part by the documented benefits of learning to trace code and
reason [5, 23, 39, 59]. For example, whereas the tool discussed in [34, 74] lets students visualize
values of variables in their code after each step, the findings in [96] note the benefits for learners
even within a limited context without the aid of any tools.
This chapter focuses on symbolic reasoning basics, reasoning about a sequence of assignment
statements. Consider the following piece of code, where i and j are two integers.
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Listing 2.1: Sample Code
i = i + j;
j = i - j;
i = i - j;
Testing relies on running the code on specific inputs for i and j, such as 3 and 5, and
checking the answers, while tracing relies on analyzing the values of i and j after each step on these
inputs. A symbolic approach aims for students to learn to generalize the reasoning and understand
the general purpose of the code. Here, the goal is for students to learn to reason about the effect of
the code supposing the initial values of i and j, respectively are some abstract inputs, #i and #j,
and to determine the values of i and j at the end of the code in terms of the abstract input values.
Beyond our own collective experiences in teaching students over multiple decades at diverse
institutions, both in person and using online systems, two observations motivate the central objectives and approach of the research project underlying this section. The first of these is a study of
novice programmers at Yale [88], where Spohrer and Soloway note the difficulties students face in
reasoning about compositions of statements, though they seem to understand the individual programming constructs. At public institutions like ours, such problems are apparent even in later CS
courses, in spite of our efforts to employ best practices.
The second one is a debate in learning theory about the depth of understanding students
achieve after abstract versus concrete introductions [6, 17, 48, 66], though the setting there is not
computing. The findings in [48] suggest that “. . . giving college students multiple concrete examples
may not be the most efficient means of promoting transfer of knowledge” and that “because the
difficulty of transferring knowledge acquired from concrete instantiations may stem from extraneous
information diverting attention from the relevant mathematical structure, concrete instantiations
are also likely to hinder transfer for young learners who are less able than adults to control their
attentional focus.” However, following a replication of the original studies and analysis, [17] notes that
“. . . results confirm Kaminski et al.’s findings, but the accompanying qualitative data raise serious
questions about their interpretation of what students actually learned from the abstract concept
exemplification. Moreover, whereas Kaminski et al. showed that abstract learners transferred what
they had learned to a similar abstract context, this study shows also that students who learned from
concrete examples transferred their knowledge into a similar concrete context.”
12

The aim of our research project is not to replicate the concrete versus abstract study in
the programming context, yet it is closely related: Just in the way that learning algebra beyond
arithmetic is useful, there is reason to believe that enhancing traditional instruction with materials
and tools to help students reason about arbitrary inputs using a symbolic approach—an analysis
that requires some minimal level of abstraction and generalization—will help students become more
proficient programmers. So our goal is to study what it takes to learn the more abstract approach
of reasoning with symbolic values, not using just one or the other.
The hope is that students learn to reason about code correctly, and see the benefits in other
computing courses such as discrete mathematics, algorithm analysis, programming languages, and
software engineering that demand analytical reasoning or writing formal assertions, contracts and
invariants.

2.1.1

Educational Research Questions
The research project underlying the topics discussed in this section considers code involving

loops and recursion as well as object-based code designed with contracts, involving pre- and postconditions. Significant data has been collected and is being analyzed. However, we focus this
section on narrower research questions and consider only symbolic reasoning about simple code with
abstract values so that the overall presentation is meaningful. Given the growing importance of
online education for the benefits to reach a diverse audience, and the role of online tools to ensure
that at least a part of the CS education can happen outside a classroom, this research involves
understanding the role of a reasoning tool we have built.
ERQ 1.1 -Learning: With or without intermediate steps, can a majority of students learn
the basics of tracing code using symbolic input values, instead of specific input values (1) strictly
with the help of an online reasoning tool and (2) with instruction in addition to the tool?
The hypothesis here is that a significant majority of students will indeed be able to learn
to reason with symbolic values; after all, students learn algebra in high schools. But such learning
will require classroom instruction in conjunction with a tool. We address the role of a step-by-step
approach in reasoning correctly about code compositions, and whether students will follow such an
approach if learned. We also consider if students perform as well on the reasoning questions as other
topics in a CS course.
We used modified questions from the NASA TLX survey to evaluate student attitudes
13

toward the online tool. Since the online tool was the first introduction to symbolic reasoning, it
became clear (through think-alouds) that the purpose of such reasoning was not obvious to students.
Since we are following a developmental evaluation1 technique (that allows new research questions to
emanate), we decided to introduce the tool with a 5-minute presentation explaining that the tool’s
purpose is to aid in reasoning about all inputs (which the better programmers can do) and raise a
second question. This question concerns motivation.
Since the idea of reasoning over abstract values is a concept that is not often taught in
computer science, motivation is critical. The importance of motivation is well documented in the
cognitive psychology literature. In [75], it is noted that motivation directs behavior toward particular goals and that individuals set goals for themselves and direct their behavior accordingly.
Motivation increases the amount of effort and energy that learners expend in activities directly
related to their needs and goals [15, 65, 78]. It determines whether they pursue a task enthusiastically and wholeheartedly or apathetically and lackadaisically. Motivation also affects what learners
pay attention to and how effectively they process the information they receive [20, 77, 81]. For instance, motivated learners often make a concerted effort to understand classroom material—to learn
it meaningfully—and consider how they might use it in their own lives. This leads to the second
question.
ERQ 1.2—Motivation and Attitudes: Will explaining the purpose of symbolic reasoning
with an online tool impact (1) student attitudes and (2) their perception of learning?
The hypothesis based on expectancy theory here is that providing students with the tool’s
purpose would impact attitude towards the activity and therefore improve their motivation to complete the task successfully. Since the tool is unchanged, student learning experience should not
necessarily be impacted.
We also did a demographic aggregation of data, but due to space limitations, we only make
some observations without including supporting evidence.

2.1.2

Summary of Research Methods
To answer the educational research questions, we have experimented with a reasoning tool

with and without associated instruction over three semesters in a required second-year course for
CS majors on software development foundations in Java. We have varied when intermediate steps
are provided in the tool activities. We have included a symbolic reasoning question on the exam to
14

determine student learning. We have varied exam questions asking for steps, not asking for steps,
and providing scaffolding. We have assessed student attitudes toward the reasoning tool and changes
to the attitudes associated with providing a motivation for learning.

2.2

Reasoning Tool Design
Online tutoring of programming concepts has received much attention in the CS literature

(e.g., [1, 4, 34, 56, 60, 74, 79, 94]). There are several IDEs that provide compile-time error feedback
and numerous useful capabilities (e.g., finding the declaration or all uses of a method). The novel
online reasoning tool that we have developed, unlike other tutors and IDEs, is backed by the RESOLVE software verification engine [11, 85]. This allows it to facilitate reasoning over abstract input
values. It has a strong theoretical basis and has been used for nearly a decade at multiple institutions. Thousands of undergraduate students have employed the ideas in CS courses [9, 19, 37, 42]
and in software engineering projects [10, 80]. It suffices to say that the engine is far more powerful
than demanded by the reasoning activities discussed here. The engine can enhance learning through
a variety of logical “what if” questions. Since answers are verified automatically, answer keys are not
stored or used.

2.2.1

Cognitive Load Considerations
In any learning environment, a learner can be easily frustrated by a plethora of uncontrolled

possibilities of options. The goal is to tease out the role of “contextualization” in learning and
prevent the cognitive capacity of a learner from being overloaded. This challenge is informed by
cognitive learning theories. Specifically, cognitive load theory is concerned with the ease with which
information can be processed in working memory [76, 90]. To solve problems, students must be able
to hold multiple pieces of information in working memory at the same time. Therefore, working
memory load, also known as cognitive load, is implicated as a major impediment to constructivist
learning [13]. Interactive learning guides have the potential to decrease intrinsic and extrinsic cognitive load and help promote germane cognitive load and our tool has benefited from the excellent
set of design guidelines for automated agents in [95] and the survey in [2].
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2.2.2

Interface Design and Reasoning Activities
The tool has been designed with scaffolding to reduce cognitive load, as seen from the

screenshot in Figure 2.1. The activity is at the top left with reference material below it showing
only what is relevant to reason about the code on the right.
The activities begin with ones to trace code on specific input values. The use of the tool is
the first introduction to all the constructs. In the Pascal-like code shown (with which most of our
students learning Java apparently have no trouble and need no introduction), we use := to denote
assignments to distinguish it from the mathematical equality used in assertions. The student’s task
is to trace the given code and replace /* expression */ with the answer in the Confirm assertion
(where “=” means equals, as in logic). The student can only change in the assertion. Unlike an
assert statement; nothing is executed.

Figure 2.1: Online Reasoning Tool Interface
An example of symbolic reasoning is shown in Figure 2.2.
The activity asks students to state the values of I and J in terms of the input values,
remembered to be #I and #J, respectively, at the line marked Remember. The tool has been
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Figure 2.2: Symbolic Reasoning & Visual Feedback
designed to provide visual feedback that is immediate [3] and reduces cognitive load [8, 69]. An
example of this feedback can be seen in Figure 2.2. Since I has changed on line 13, it is not true
that J = #I − #J, and hence, line 16 is wrong (and is in red).
When the students input their answer, it could be any number of logically equivalent answers.
While all answers are verified, the system expects reasonable answers, rejecting trivial answers such
as Confirm I = I. When a student’s answer is wrong, the activity may be repeated, or a follow-on
activity is given. Though not a focus of the current study, a key benefit of this tool is that it can
pinpoint obstacles specific for subsets of learners [12].
Where this project deviates from typical input/output testing, is the inclusion of symbolic
values. When the keyword Remember is called, a copy of each variable present is "remembered" by
the system. For example,
Var I : Integer ;
Read ( I ) ;
Remember ;
Confirm I = /∗ e x p r e s s i o n ∗/ ;
The user cannot be sure what value is read in by the code. After Remember is called, the
system "remembers“ the value of I as #I. The actual value of I and #I is still not known, but the
user can make logical conclusions based on this knowledge. In the example above, the value of I is
not changed, so the Confirm statement would be Confirm I = #I;
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2.3

Experimental Methods
The reasoning system and the activities were administered in closed lab sessions associated

with a second year course on software development that emphasizes software engineering principles
and uses Java. The course description includes specification and reasoning among the topics and is
required for all CS majors at our institution. Details of this course are discussed in [37]. Data for
the experiments discussed in this section was obtained over the course of three semesters; fall 2016,
spring 2017, and fall 2017. When there were multiple lecture sections, the students were intermingled
in the lab sections.

2.3.1

Teaching Using Only the Tool
For the fall 2016 experiment, 114 students participated in the study across 5 sections of the

lab. Students did not receive any formal instruction regarding symbolic reasoning before tool use.
This tool served as their first introduction to symbolic reasoning about code. Though TA help was
available, few students asked for any help. Students were not time constrained and took between 20
minutes to an hour to complete all the activities.
About six weeks after working with the tool in the lab, students were asked to complete a
symbolic reasoning question on a regular final exam. The question was worth a total of five points,
which was 20% of the exam. There were four versions of the reasoning question, and the versions
were randomly distributed at testing. Two versions involved reasoning about a piece of swapping
code (similar, but not identical, to the one given in the introduction). The other two questions had
to do with the sum of two variables. These two types of questions were then further separated by
one version of the question asking students to show their work, while the other did not.

2.3.2

Variants and Perceptions, Without Motivation
The spring 2017 experiment consisted of 5 lab sections with a total of 91 students. Each

section was provided with one of two versions of activities embedded within the tool, which served
to be their only introduction to symbolic reasoning.
Version A of the activities presented students with code to trace, and one or more Confirm
assertions to complete at the bottom of the code. If students entered an incorrect answer, they were
then presented with the task again, but this time provided with intermediate Confirm assertions to
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be established.
Version B presented students with the same code to trace, but instead gave them the intermediate Confirm assertions right away at the beginning (similar to the example seen in Figure 2.2).
If a student entered an incorrect answer, the tool would highlight the incorrect answer and provide
them with the same code and layout. For both versions, the tool reported how many attempts each
individual student made on each lesson and sub-lesson, if applicable. Students then completed a
survey regarding their opinions on the tool using a Likert scale indicating how strongly they agreed
or disagreed with each survey question.
Students then completed a symbolic reasoning question on their exam. The question was
worth 5 points, which was 12.5% of the exam. There were four versions of the question randomly
distributed. As with the previous experiment, two questions asked students to show their work, while
the other two did not. These questions were then further split to where one set only used symbols
I and J as in the lessons above, while the other incorporated a third symbol, K. After completing
the exam, twenty students (diverse in demographics and grades) were invited to participate in a
retrospective think-aloud protocol.

2.3.3

Aided with Motivation and Instruction
The fall 2017 experiment had a total of 92 students in 5 lab sections. All students used the

activities in Version B, whereby intermediate steps were given up front. The number of attempts
for each lesson was collected once again, as well as the student opinion survey. Before students
interacted with the online reasoning system, the instructor gave a brief introduction explaining the
purpose of the reasoning activities they were to complete during the lab. Specifically, the students
were told that the best programmers were able to generalize reasoning about code on all inputs, and
the goal for the research was to understand what difficulties students had in doing such reasoning,
and how to develop better instructional material to communicate the ideas to all students. They
were also asked to be deliberate in their effort.
Students received an hour lecture on symbolic reasoning before the exam. As part of the
exam, students had to answer a symbolic reasoning question. All students received the same question,
which required them to state the values of x, y, and z, after each line of code in terms of #x, #y,
and #z. The questions were worth 15 points, which was 15% of the exam grade.
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2.4

ERQ 1.1: Ability to Learn Symbolic Reasoning
Across all versions of the questions in fall 2016, students received an average of at least

4 points, which translates into completing approximately 80% of the question correctly. It would
appear the online tool can successfully introduce all students to the basics of symbolic reasoning. At
the same time, it is equally possible that the question was too easy. This is a useful, but not definitive
result. Subsequent exam questions were more demanding (in terms of the number of variables and
statements).

2.4.1

Role of Intermediate Steps
Figures 2.3 and 2.4 are based on spring 2017 data, where half the students used Version A

activities, where intermediate steps were given only to students who were having difficulties, and half
the students were given Version B activities, with intermediate steps from the beginning. It would
appear that Version A of the activities were more successful at assisting students with symbolic
reasoning. 37% of students were able to successfully trace the code for Version A on the first try,
while only 24% were able to do so on Version B. Are intermediate steps not helpful?
There are several confounding factors. There were more assertions to complete in Version
B, because of intermediate steps. There were four for one activity in Version B compared to two for
version A, so fewer students got through the activity in one try.

Figure 2.4: Activity Version B with Steps
Given Initially

Figure 2.3: Activity Version A with Steps
Given As Needed

In addition, in Version A, when a student provided an incorrect response, they were provided
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with a version with intermediate steps (similar to B), and when students failed that, it shortened
the problem (L3b in the figure). By the time a student reached this lesson, she had seen a version
of this problem 4 times. A detailed discussion of this particular analysis to pinpoint specific student
learning obstacles is the topic of [11]. Another source of complication was the inability to account for
submissions where student work had not been completed. Version B may have required 4 Confirm
statements, and if one were left blank when the student submitted to check progress, it would be
considered an incorrect attempt to solve the problem.
In the think-alouds, we noticed that a subset of students who made errors on Activity 3
did seem to understand the reasoning process, but made algebraic errors only because they insisted
on doing it “in their heads.” While we offered a sheet of paper to help with the process, only a
small fraction of the students took up the offer. For this group, a step-by-step process would have
been exactly what would be helpful. Though the sample size is limited, we also noticed that female
and African-American students did as well as others with Version B. These observations along with
observations on exam answers convinced us to switch to version B activities with intermediate steps
for all subsequent sections.

2.4.2

Learning Reasoning w/wo Classroom Instruction
The fall 2016 course was taught in a single large lecture section (which was not repeated).

To keep the comparison meaningful, we compare only spring 2017 and fall 2017 data. We used a
Mann-Whitney U-test because it is more suitable to compare performance of different groups of
students across semesters and because it does not require that the two independent samples are
normally distributed.
In fall 2017, tool-based instruction was supplemented with a one-hour classroom lecture. The
difference in scores for the exam reasoning question between the semesters as seen in Figure 2.5 was
found to be statistically significant with a p value less than 0.05. In the spring, only 59.1% of students
completed at least 80% of the question correctly, while in the fall, 74.2% did. A similar pattern is
observed between the overall exam scores, where fall students performed significantly better, with a
p value of 0.0005. While this would point directly to the benefit of classroom instruction, the topic
of motivation detailed in the next subsection is a confounding factor. Regardless, the important
point is that symbolic reasoning can be learned by a majority of students.
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Figure 2.5: Performance, w/wo Supplemental Instruction

2.5

ERQ 1.2: Motivation and Attitudes
To evaluate students’ attitudes towards the tool, we used questions from the NASA TLX

survey [38], with minor variations to the questions, and a major variation in using a 5-point Likert
scale, instead of a continuous scale (due to limitations of our course management system.) There were
two background questions, and our analysis showed there was no statistically significant difference
between the two semesters.
Q1 My prior preparation in CS is good
Q2 My performance in the current course is good
There were ten other questions. Agree or strongly agree are the desired outcomes for the
first eight.
Q3 The interface was easy to use
Q4 I was able to understand what I needed to do
Q5 I found this to be a useful learning experience
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Q6 The feedback from the system was helpful
Q7 I found the activities engaging
Q8 The task was mentally demanding
Q9 I was successful in accomplishing what I was asked to do
Q10 I had to work hard to accomplish my level of performance
Disagree or strongly disagree are the desired outcomes for the last two:
Q11 The pace of the task was hurried or rushed
Q12 I was insecure, discouraged, irritated, stressed, and annoyed
Each answer was assigned a numerical value according to the desired outcome. For example,
whereas for the question “The interface was easy to use” a response of Strongly Agree is coded as a
5, for the question “The pace of the task was hurried or rushed” Strongly Disagree is coded as a 5.
When comparing the subset of students who used version B from the spring of 2017 with
the students from the fall of 2017 (who also used an identical version B), there is an observable
difference in student attitudes regarding use of the online tool. This is seen in Figure 2.6.
For questions 3 through 12, excluding question 8, student answers were more favorable in
the range of 0.47 to 1.12. The response for question 8 is also favorable because it shows that students
felt like they did not have to work as hard to achieve the same level of success. A Mann-Whitney
U-test indicated that questions 3 through 12 had a statistically significant difference in answers when
using an alpha value of 0.05.
This evidence indicates that student attitudes towards the reasoning tool and use of the
tool are altered when presented with a brief introduction that provides students with a purpose
and motivation to complete the task. Important to note is the significance of the response to the
agreement of the statements “I found this to be a useful learning experience,” and “The feedback
from the system was helpful,” and the disagreement to the statement “I was insecure, discouraged,
irritated, stressed, and annoyed”—even though the activities were identical across groups. So our
hypothesis to part (1) of ERQ 1.2 was correct, but part (2) about their perception of learning from
the tool was wrong. Motivation was important on both counts. The positive results from motivation
held across all demographics.
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Figure 2.6: Impact of Motivation on Attitudes, Q3 to Q12

2.6

Discussion and Conclusions
Our research has shown it is possible to teach symbolic reasoning to a majority of students

(at the 80% or a B-grade level). Classroom instruction and providing a motivational purpose for
the tool have a statistically significant impact. Intermediate steps have been found to be useful,
especially for underrepresented students.
One potential threat to validity of the results is that each semester had slight variations in
the experimental conditions. Using Mann-Whitney U-test on the incoming student GPA, we found
that the spring and fall student populations were comparable. While both semesters were taught by
the same instructor, spring was the first time this instructor taught this course. This could indicate
that the instructor was better equipped to teach these concepts, and why students performed well on
this particular exam. Upon further examination, overall average course grade for the fall semester is
actually worse than the spring semester, indicating that students did not receive an advantage due
to teacher experience.
We have conducted extensive think-alouds to learn more about student thinking, though we
do not report the results here. Without prompting, some students explained to us how they might
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use symbolic reasoning in other programming and algorithms courses, suggesting that benefits might
be more far-reaching. Some others had difficulty with the basics of algebra, so exploring deficiencies
in prior learning is a possible research direction.
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Chapter 3

Understanding Design-by-Contract
3.1

Introduction and Motivation
The challenges students face in writing code and the pedagogical tools used to overcome

them have received significant attention, e.g., [32, 50, 91]. The importance of code tracing to help
beginners write and understand code has also received considerable attention [23, 41, 55, 59, 62, 16].
Unfortunately, helping students learn to trace code in the presence of objects –arguably among the
most important CS topics– has received much less attention [14, 47, 57, 96]. Tracing method calls
is ideally done abstractly so that students are not overwhelmed by internal data structures [5].
In software engineering, when using a design-by-contract approach, software components
encapsulate objects and they have interface contracts. The contracts include a mathematical abstraction for the encapsulated objects and contracts for operations to manipulate the objects, in
the form of pre- and post-conditions. For example, if the string <4, F, > denotes the value of
a stack object, and the left-most value, i.e., 4 denotes the top value, after tracing over a call to
pop, the stack’s value will be <F, >. Students should not confuse these abstract values with how
the stack is represented internally (e.g., using an array or a linked structure); the focus here is on
understanding the abstract behavior of operations like pop().
While tracing with concrete values (as in the above example) is a useful first step, ultimately,
students must be able to understand code behavior involving arbitrary inputs which requires a
symbolic approach. For example, if #S denotes an arbitrary initial value of a non-full stack, then
after a call to push, followed by a call to pop, a student should be able to reason that the stack’s
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value remains #S. While there is some prior work on tracing object behavior with abstractly
specified design-by-contract (DbC) assertions, students must also be able to read and write formal
assertions. There is pioneering work in teaching formal assertions for mathematical reasoning in CS
education [30, 29, 22, 39, 54, 28, 93, 98], but few studies directly assess students’ ability to read and
interpret formal assertions and the specific challenges faced in writing them.

3.1.1

Software Engineering Context
The study presented here is part of a larger project that has involved over a thousand

students at multiple institutions, over multiple years, covering a variety of undergraduate software
development courses at varying levels [42, 49, 53]. This section focuses on results from pilots in a
software engineering course where students learn to read and write formal assertions using symbolic
reasoning, in the context of data abstractions. Students complete their exercises using an automated
reasoning tool with a number of powerful features, assisting us in identifying specific obstacles
students encounter. Our findings are based on quantitative analysis of data collected by the tool,
as well as qualitative data from task-based interviews. To assess the persistence of student learning
difficulties, we also study student performance on relevant exam questions.
While students in the course receive significant exposure to formal methods and develop nontrivial code based on instructor-supplied contracts (e.g., involving recursion, loops, and invariants),
this chapter does not cover those aspects of the course [19, 80]. Instead, using simple activities
that involve tracing over calls on objects using contracts expressed as formal assertions, this study
aims to understand the basic difficulties students face in learning to reason precisely about code.
The results help to inform computer science education efforts, not only in software development and
software engineering courses, but also in discrete mathematics and formal languages courses where
precise notations are important [40, 97].

3.1.2

Tool-Aided Assessment
A key aim of using the automated tool is to understand the specific learning difficulties

students face when reasoning about code so that appropriate interventions may be developed [12,
26, 80]. By “fine-grain,” we mean understanding student difficulties at a resolution that exceeds
identifying high-level constructs that might present challenges (e.g., functions, loops, parameter
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passing) to reveal the underlying cause(s) of a learning roadblock (e.g., a missing algebraic foundation
or a flaw in the student’s mental model of variable storage) When these difficulties are not readily
apparent to instructors, it is hard to devise suitable interventions, especially for students with the
most need. Achieving this level of resolution is prohibitively time-consuming in the absence of
automation.
While this research is based on a specific formalism dictated by an underlying tool, we
note that the results are generally more applicable because the core ideas of mathematical modeling
and logic are shared by many formal approaches. We note that syntactic difficulties with formal
expressions (such as those mentioned in this section) arise for beginning formal methods learners,
no matter what the language. At the same time, semantic difficulties, such as the one discussed in
this section concerning the distinction that between the input and output values of a parameter in
an operation’s post-condition, also arise across formal specification approaches.

3.1.3

Educational Research Questions
The overarching research question is how to help students in learning to read and write

formal DbC assertions. In addressing this larger question, this chapter addresses the following
specific questions (ERQs).
ERQ 2.1: What common learning difficulties in reading and writing formal DbC assertions
can be pinpointed with an automated tool and collected data?
ERQ 2.2: Which difficulties persist as students move through tool activities and later on a
final exam when they do not have access to the tool?
This chapter summarizes findings to these and related questions. It uses insights that
qualitative analysis provides into the misunderstandings that cause the difficulties to validate the
findings from automated analysis.

3.2

Activities and the Reasoning Tool
For the work reported here, the BeginToReason system described in Chapter 2 is instru-

mented with six symbolic reasoning activities involving DbC assertions on objects. The activities
are presented with scaffolding that includes instructions and reference materials, helping to reduce
extraneous cognitive load [69, 90, 95]. A screenshot appears in Figure 3.1.
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Figure 3.1: Online Reasoning Tool

3.2.1

DbC Assertion Basics
Given the focus on assertions, the code in each activity is relatively simple. After a short

introduction, students have little to no difficulty understanding the code, though the syntax is
slightly different from what they are used to (i.e., the distinguished argument is passed as an explicit
parameter – Push(K, S), instead of s.push(k)) [12].
Specifications rely on simple mathematical concepts, such as sets and strings, the latter
being suitable for capturing the behavior of stack, queue, and list objects, where order is important.
Notations used include Empty_String, o for string concatenation, |S| for string length, and <E>
to denote a string containing a single entry.
Several of the activities involve Stack objects. The contract for object construction ensures
that stack S = Empty_String, whereas the contract for Pop requires (a pre-condition) that
the stack not be empty, i.e., |S| > 0. In the ensures clause (post-condition) of an operation’s
contract, it is often necessary to distinguish between input and output values. For example, the
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Push specification ensures the value of stack S after invoking Push as S = <#E> o #S; i.e., the
concatenation of the input entry (#E) and the input stack (#S).

3.2.2

Activities
For each activity, the Reference Material section (see Figure 3.1) reminds students of the

mathematical symbols and operators that can be used to complete the exercise.
The first two activities ask students to consider formal contracts for operations, such as
Push and Pop, and then reason about code involving those operations. To facilitate symbolic
reasoning, as opposed to concrete values, a Remember construct is used. Students are instructed
that this is not an executable statement; Remember denotes the point at which initial values are
defined for variables; e.g., where #K is defined for some variable K.
While different formal approaches may differ in the details of reasoning about objects, such
as in using mathematical sequences instead of mathematical strings to capture the behavior of
objects such as stacks or in using a different way to capture object values at different states instead
of using the # notation for input value, symbolic tracing over code with objects needs some version
of the concepts presented in this section.
The relevant code segment for Activity 1 is shown in Figure 3.1. The activity begins with a
newly constructed stack S. The Confirm line S = Empty_String serves as an explicit reminder
for the students of its initial value. Subsequently, an integer K is read (from standard input) and
pushed onto the stack. The Activity section reminds students to replace all /∗ expression ∗/ blocks
with a mathematical assertion that expresses the behavior of the provided code.
To answer the question correctly, students must be able to read and understand the contracts. A correct answer is S = <#K>. Trivial answers, such as S = S, are not accepted. Other
incorrect answers include the following.
• S = <> - Something has been pushed on the stack.
• S = K - Type mismatch; S is a string of entries; K is an integer.
• S = <K> - The Push contract is (purposely) written so that K may be changed during the
call. (This answer would be correct if Push were specified not to change K.)
The second activity, shown in Figure 3.2, contains calls to Push and Pop and is slightly
more involved. The student response shown in red is incorrect: After two pushes, followed by a pop,
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S will not equal #S. The second element of the response, K = #J, shown in green, is correct; J is
pushed second, and then popped. The calls to Push and Pop are highlighted in green because the
tool has proven that no overflows or underflows exist, though these details are not relevant for the
present activity.
Activities 3 and 4 ask students to fill in a suitable pre-condition (or requires clause) for
an operation so that when the clause is assumed, the operation’s code is correct. Activities 5 and 6
focus on post-conditions (or ensures clauses), where students must specify an operation’s behavior
based on its code. Taken together, these activities cover the essence of operation calls in DbC.

Figure 3.2: Activity 2 Reasoning & Visual Feedback

3.3

Experimental Methods
The experiment was conducted in the spring of 2018, as part of a third-year CS course in

software engineering. The course description includes program specification and reasoning as core
topics and is required of all CS majors.

3.3.1

Online Tool
Seventy-one students interacted with the tool across two sections with different instructors.

Students had prior experience with the tool as part of a prerequisite software development course [26].
The tool was used outside the classroom with no restrictions on the amount of time available.
However, completion of the activities was required before a specified due date. It is important to
note that students’ answers did not affect their grades, allowing them to interact with the tool
without fear of penalty. Students were also told that a (paper and pencil) final exam question would
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be given, similar to the activities encountered when using the tool. All student response data was
collected automatically.

3.3.2

Task-based Interviews
A diverse group of students, both academically and demographically, were asked to engage

in task-based interviews involving their interactions with the online tool. Nine of the students
volunteered to perform an interview during their personal time. One student had a learning disability.
The sample details are as follows:
Course Grade

Gender

Ethnicity

3 A’s

6 Male

5 White

4 B’s

3 Female

2 African American

2 C’s

1 Hispanic or Latino
1 Asian

Participating students encountered the DbC activities for the first time during the taskbased interview. Each student was asked to vocalize her thought process as she worked through the
first three activities. All on-screen interactions were recorded. If a student was not vocal or did
not explain why a problem was being reworked, the interviewer would give a vocal prompt. Each
interview concluded when the student completed the three activities or after twenty minutes. In
the latter case, students were asked to complete the activities post-interview, continuing from where
they stopped.

3.3.3

Final Exam
The final exam included a logical reasoning question that required students to complete

DbC activities similar to those encountered with the online tool. Students had access to the tool
leading up to the exam but not during the exam. The question for the first section of the course
involved a “preemptable” queue that includes an Inject operation to insert a new entry at the front
of a queue, in addition to the usual Dequeue and Enqueue operations. Contract specifications for
all the operations were included as reference material.
Here we focus on the first section of the course, which involved 43 students and two versions
of the exam. The difference between the two versions involved an ordering difference between calls to
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Inject and Enqueue (with interspersed calls to Dequeue). Naturally, the correct answers differ
between these two versions, but the complexity of the questions is similar.
The exam for the second section of the course involved a stack-based question, similar to
those used in the online activities; student performance on this question is excluded from the analysis.

3.4

ERQ 2.1: Automated Analysis of Difficulties
There were approximately 2000 responses generated by all the students for the six DbC

activities. Here we present the results of our analysis for the first activity, addressing ERQ 2.1.

3.4.1

Analysis of Activity 1 Responses
Seventy-one students attempted Activity 1 (Figure 3.1); sixty-four were successful (90%),

moving on to subsequent activities. The remaining seven are candidates for targeted help.
Table 3.1 shows the distribution of student attempts at solving the activity. Some students
tried again at a later date for additional practice, but these responses are not included in the analysis.
Table 3.1: Student-Response Distribution (Activity 1)
No. of Attempts No. of Students
%
1
8/71
11.3%
2∼5
32/71
45.1%
6 ∼ 10
17/71
23.9%
11 ∼ 15
10/71
14.1%
16 ∼ 20
4/71
5.6%
> 20
0/71
0%
Of the 439 student responses, 86 unique response types emerged. Three of these unique
responses (3%) were correct; the remaining 83 (97%) were incorrect. We analyzed the incorrect
responses for frequency of appearance and for the type of error causing the problem. Table 3.2
shows the top 10 most frequently given responses, all of which are incorrect, except the responses
highlighted in green.

3.4.2

Example Semantic Difficulty: Neglecting Input Values
The second-most common incorrect response was S = <K>. (The correct answer is

S = <#K>.) Across unique responses, the post-conditional value of K appeared in 31 instances

33

No.
1
2
3
4
5
6
7
8
9
10

Table 3.2: Top 10 Unique Responses for Activity 1
Responses
Occurrence
%
Confirm S = K;
49/439
11%
Confirm S = <K>;
43/439
10%
Confirm S = <#K> o #S;
37/439
8%
Confirm S = <K> o #S;
27/439
6%
Confirm S = <#K>;
26/439
6%
Confirm S = #K;
19/439
4%
Confirm S = K o #S;
19/439
4%
Confirm S = /∗expression ∗/;
18/439
4%
Confirm S = #S;
13/439
3%
Confirm S = #S o K;
12/439
3%

(37%), signaling a learning difficulty. Again, the answer is incorrect only because the Push specification does not guarantee that the input entry K is left unchanged. Push may change K, so the
correct answer is S = <#K>. This difficulty could reflect a misunderstanding of the “remembered”
value notation or a misunderstanding of (or inattention to) the given specification of Push. So while
an difficulty has been spotted, it is not clear what misunderstanding has caused it to arise, a topic
addressed further in our qualitative analysis (Section 3.5).

3.4.3

Example Syntactic Difficulty: Distinguishing Element vs. String
The most common incorrect response, S = K, occurred in approximately 11% of the 439

total responses. This type of error represents 32 of the 83 unique responses (39%), including, for
instance, S = #K. Interestingly, while this type of error is common for the first activity, the difficulty
mostly resolves in subsequent activities.
A discrete math instructor will appreciate the need for students to distinguish between an
element E and a set containing E, i.e., {E}. This “stringification” difficulty (Table 3, line 2) is
similar, reflecting a type mismatch, where students do not distinguish between an entry and a string
containing an entry. While the underlying misunderstanding could be merely that of syntax, it is
also possible that a learner has a deeper misunderstanding about strings.

3.4.4

Classifying Learning Difficulties
Table 3.3 summarizes our classification of difficulty types across the 83 unique incorrect

responses for Activity 1. Since a single response may contain more than one difficulty, the percentage
column does not add up to 100% – but does reflect the percentage of time that the error occurred in
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the 83 responses.
Table 3.3: Classification of Activity 1 Difficulties
Difficulty
Occurrence
%
Input Values
31/83
37%
Stringification
32/83
39%
String Concatenation
10/83
12%
String Length
2/83
2%
Operation Contracts
9/83
11%
Under-Specification
12/83
14%
Variables
4/83
5%
Syntax and Other
16/83
19%
This fine-grain classification of obstacles is adequate for the first activity and makes some
interventions obvious. However, further refinement is needed for the more challenging activities.
One aggregation of obstacles for Activity 1 concerns math notations. Here, the Stringification, String Concatenation, and String Length obstacles suggest a need for a better understanding
of string notations. Interventions can usually occur together.The Operation Contracts difficulty
suggests that there is a misunderstanding of one or more of the Stack operations’ contracts.The
specific response S = #S, which occurred ~3% (13/439) of the time, suggests that some students did
not understand that the value of S is modified by Push. The Under-Specification difficulty reflects
a student assertion that is true, but which does not capture the essence of the code. For example,
the response S = S was entered four times for Activity 1 (4/439), stating that stack S at line 18
equals itself. And finally, the Syntax and Other category covers syntax and other problems, when
the assertion includes one or more variables that are misspelled, not declared, or not applicable. In
some cases, these problems are not easily classified from the given response.

3.5

Validation through Qualitative Analysis
The qualitative analysis to address ERQ 2.1 and to identify the misunderstandings underly-

ing observed learning obstacles is based on task-based interviews of nine volunteers. The interviews
generated two hours and 13 minutes of video. These videos were transcribed to contain both what
the participant vocalized, and their tool interactions. The transcripts were reviewed and analyzed
by two researchers independently. No demographic differences were noted.
The answers recorded by students were then classified based on the difficulty identified
in Table 3. While only 4 of the difficulties appeared in the group who performed tasked-based
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interviews, and Two-Way ANOVA test revealed that there is not a statically significant difference
between the proportions of difficulties for each group.
Table 3.4: Task-based Interview Activity 1
Difficulty
Occurrence
Input Values
27/44
Stringification
12/44
Under-Specification
1/44
Variables
4/44

3.5.1

Difficulties
%
61%
27%
2%
9%

Overcoming Misunderstandings
Table 3.5 shows the progress of Student No. 3, which is consistent with learning. She

changed her answer twice before submitting, and with each change, moved closer to the correct
answer.
Table 3.5: Student No. 3 Responses for Activity 1
No.
Response
Tool Response
1
Confirm S = #S o K;
2
Confirm S = K o #S;
3
Confirm S = <K> o #S;
Incorrect
Confirm S = <#K> o #S;
Correct
4
After entering her first answer, she referred to the supporting material on the screen, which
inspired the change to the second answer based on the post-condition. On a second pass through
the material, student No. 3 recognized the need to stringify K and was able to explain the purpose
behind this action. When questioned about the inclusion of the # symbol after the second failed
attempt, No. 3 responded “... initially I wasn’t thinking I needed to include that, because we didn’t
change K, so I was thinking K was already its original value... We change K because we use K
throughout the operation, and so we have to just prove that it is the original that is being added to
the stack due to...[Push specification].”
This task-based interview shows that a potential intervention could be as simple as recommending to a student that she use the references after a failed attempt, or after a fixed amount of
time has been spent on the Activity without a submission. This particular student worked for 4
minutes before the first submission.
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3.5.2

Lingering Misunderstandings
While use of the reference material can assist in guiding students to the correct answer, it

does not guarantee an accurate understanding of the material. Consider Student No. 8’s responses
for Activity 1, shown in Table 3.6. Student No. 8 appears to demonstrate the same growth as No.
3 for this activity.
Table 3.6: Student No. 8 Responses for Activity 1
No.
Response
Tool Response
1
Confirm S = K;
Incorrect
2
Confirm S = <K> o #S;
Incorrect
3
Confirm S = <#K> o #S;
Correct
When No. 8 was asked why he included the # symbol, he responded, “I want to be able to
confirm that K didn’t change between when it was pushed onto the stack and when you’re confirming
it.” According to this answer, it would appear that he does not understand how an element may be
affected by being pushed onto a Stack. This suspicion was further confirmed when he reiterated this
idea after Activity 2: “You want to show that those values didn’t get changed, they were the original
values that were pushed on.” Without this task-based interview, it would not have been possible to
capture this particular misunderstanding, since the answers being submitted were correct.

3.5.3

Summary Analysis
In an automated analysis, the two students above are likely indistinguishable with respect

to the difficulty concerning input values, whereas the interventions suggested by the interviews are
quite different.
For most students, learning occurred, and some misunderstandings disappeared as they
progressed from the first to the second activity. This is less apparent in the automated analysis.
Finally, while the online tool only collects student response data when they make a submission for checking correctness, in the interviews, it is seen that seven of the nine participants changed
their answers multiple times before ever submitting. Much of students’ thought processes may not
be visible in the responses collected automatically.
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3.6

ERQ 2.2: Persistence of Difficulties
As a prelude to discussing persistent syntactic and semantic difficulties students encounter

in their initial introduction to formal contracts, we summarize the activities analyzed in this study.

3.6.1

Summary of All Activities
Unlike in Activities 1 and 2, where students need only understand given operation contracts,

in Activities 3 through 6, they must write contracts for new operations (a requires or ensures
clause) – a considerably more complex task.

Figure 3.3: Activity 3 Reasoning & Visual Feedback
The value of an automated tool, such as the one employed in this research to pinpoint
difficulties, depends on the choice of activities. Learners will flounder if the activities are too hard
or not focused. Activities 3 and 4 focus on writing requires clauses. Figure 3.3 shows Activity
3. This activity appears straightforward in that given the call to Pop in the code on a stack S,
Mystery operation must include a precondition that |S| >= 1. While this answer is close, it is
not correct. This is because the specification says that Mystery must ensure that stack S must be
empty at the end. This end result is possible with a single call to Pop only if |S| = 1. This simple
activity illustrates the interplay between pre- and postconditions, in general. Activity 4 involves an
if statement, but it also asks the students to complete a precondition.
Activities 5 and 6 concern writing ensures clauses. Figure 3.4 shows Activity 6. Here, a
part of the postcondition is given, so the students need to complete only the right-hand side of
the equation. The correct answer is Reverse(S) o T = Reverse(#S) o #T. This is the effect of
popping one stack and pushing on to another based on the specifications of Pop and Push given in
the reference material.
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Figure 3.4: Activity 6

3.6.2

Persistence of Difficulties in Activities
The six activities illustrate the fine-grain level at which various concepts can be presented to

identify trouble spots, mostly automatically. Most students were able to successfully complete each
of the six activities: Activity 1, 90%; Activity 2, 92%; Activity 3, 95%; Activity 4, 84%; Activity 5,
88%; and Activity 6, 85%. Table 3.7 summarizes the obstacles for all six activities. The first column
is identical to the last column of Table 3.3. The additional columns are for Activities 2 through 6.
Recall that since one response can reflect more than one obstacle, percentage columns do not add
up to 100%. The table illustrates that whereas some syntactic difficulties, such as those having to
do with string syntax disappear, others, such as ones pertaining to operation contracts persist.
One confounding factor is that while the obstacle classification is informative for Activity 1,
it is insufficiently detailed for the more challenging, later activities. Math notation obstacles (rows
labeled Stringification, String Concatenation, and String Length) were largely resolved beyond the
first activity, except for Stringification in Activity 5. (A closer examination showed many such
responses from a small number of students who were likely floundering.)
Whereas the math notation aggregation is not particularly useful for later activities, the
Operation Contracts classification is overly broad. Further work is needed to more precisely classify
the associated obstacles.
The persistence seen in the table is summarized in a more aggregate form (e.g., the grouping
of all string-syntax related errors) in the following illustration, which shows which DbC contractlevel trouble spots persist. One point of note here is the task of writing a requires clause got easier
(going from activity 3 to 4), the task of writing an ensures clause (going from activity 5 to a more
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challenging activity 6) turned out to be harder.

Figure 3.5: Persistence of Difficulties Across Six Tool Activities

3.6.3

Persistence of Difficulties on Final Exam
The final exam was administered to a class of 43 students. During the exam, students did

not have access to the tool. Part 1 of the logical reasoning exam question closely resembled Activity
2 (Figure 3.2), the difference being that students were working with a preemptable queue rather
Table 3.7: Difficulties for All Activities
Activities
Difficulty
1
2
3
4
Input Values
37% 20% 24% 9%
Stringification
39% 13% 0%
4%
String Concatenation 12% 9%
0%
0%
String Length
2%
0%
2%
2%
Operation Contracts 11% 47% 76% 70%
Under Specification
14% 1%
0% 21%
Variables
5%
2% 11% 10%
Syntax and Other
19% 7% 17% 35%
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5
31%
30%
0%
1%
57%
8%
19%
14%

6
41%
5%
0%
0%
64%
11%
0%
23%

Table 3.8: Pairwise Comparisons to Operation Contracts
Difficulty
Dif
t Ratio Prob >t Lower 95% Upper 95%
Input Values
0.1880
2.79
0.0100
0.0491
0.3269
String Error
0.2336
3.46
0.0019
0.0947
0.3725
Under Specification 0.3103
4.6
0.0001
0.1713
0.4491
Variables
0.3212
4.76
<0.0001
0.1823
0.4601
Syntax and Other
0.1951
2.89
0.0078
0.0562
0.3340
than a stack. 86% of students received full credit for part 1. Those that received partial credit
appeared to confuse the Enqueue() and Inject() operations.
Part 2 of the logical reasoning question resembled a combination of Activities 3 through 6
(Figures 3.3 and 3.4). Students were required to develop an operation’s pre- and post-conditions to
reflect the behavior of its given code. 84% of students received full credit for the pre-condition, and
those that did not receive credit did not provide an answer. The post-condition proved to be more
difficult for students, resulting in 60% of students receiving full credit, 21% receiving partial credit
only, and 19% not receiving any credit.
Based on student exam performance, students were able to demonstrate their learning,
thereby answering ERQ 2.2. The persistence of semantic difficulties seen through the analysis of tool
activities is also seen to a degree in the illustration of answers on the final exam. One confounding
factor is that manual grading might not have been as rigorous as the tool.

3.7

Directions for Interventions
Based on the fine-grain analysis, automated and manual interventions are possible. In some

cases, an intervention may refer a student to reference material. In other cases, the intervention
may be tailored to specific students, based on data collection and analysis.

No.
1
2
3
4
5
6

Table 3.9: A Sequence of Responses from a Student
Responses
Timestamp
Confirm S = <K>;
2018-04-25T18:56:20
Confirm S = <#S> o <K>;
2018-04-25T18:56:37
Confirm S = <K> o <#S>;
2018-04-25T18:56:55
Confirm S = <#K> o <#S>; 2018-04-25T18:57:12
Confirm S = <#S> o <#K>; 2018-04-25T18:57:33
Confirm S = <#K>;
2018-04-25T18:57:42

Table 3.9 shows a chronological sequence of responses given by a student for Activity 1.
Notice that except for the missing #, the first response is identical to the last. A timely intervention
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Figure 3.6: Persistence of Difficulties on the Exam
that directed the student’s attention to the reference material on the specification of Push or the
notion of remembered values might have helped this student avoid floundering. At the same time,
the intervening responses may indicate obstacles that may arise later.
In another case, a student working over a six-minute time span on Activity 1 came up with
16 incorrect responses and never successfully finished the activity. This student did not attempt any
of the other activities. The first response, S = Empty_String, and subsequent responses reveal
the use of a “guess and check” approach. For this student, an automated tutor could use the response
sequence to document the extent of misunderstanding, which could later be used by an instructor
to provide needed help.
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3.8

Conclusions and Ongoing Research
The research presented in this section has helped identify common difficulties for students

in learning to understand formal DbC assertions and trace symbolically over code involving objects.
While students have syntactic and semantic difficulties, the semantic ones involving mathematical
modeling used in describing contracts for operations and understanding how and why input values
need to be distinguished that persist are important to address. Such semantic difficulties are programming and specification-language neutral, and educators need to understand them to develop
suitable interventions.
Data collection in subsequent semesters has provided additional information with regard to
student performance and interaction with the tool. Rather than working independently, students
completed the task in pairs or even groups of three. Early analysis of captured video has shown
an increase of qualitative data collected via student verbal exchanges when engaged with a peer,
as opposed to working alone and self reporting their thought process. Additional research will be
needed to investigate the roles assumed by students, as well as the level of content mastery achieved
by each student.
While quantitative analysis based on automated data collection is beneficial for developing
tutors and interventions, qualitative analysis provides insights behind student misunderstandings
that give rise to learning obstacles. Students are able to demonstrate the ability to read and write
assertions.
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Chapter 4

Developing Loop Invariants
4.1

Introduction and Motivation
Following an introduction to data abstractions with formal design-by-contract assertions

[27], students are primed to develop and reason with loop invariants about the correctness of code
involving objects. Despite the importance of loop invariants for understanding and debugging of
algorithms, few computer science or software engineering graduates are able to use them effectively [39].
Almost all modern verification tools such as those summarized in [51] expect software developers to supply suitable invariants. This is because systems aimed at discovering them automatically
(e.g., [21, 61]), are limited in what they can infer. There is little pedagogical content knowledge
(PCK)—knowledge, not only of content but also of students’ prior knowledge, common difficulties
and effective pedagogy[84]—on teaching loop invariants. Automated collection and reporting of such
student difficulties can help instructors with less experience to more quickly develop this aspect of
PCK.

4.1.1

Educational Research Questions
When students learn to write loop invariants for iterative code, they can achieve a level of

understanding not possible otherwise. As a step towards helping them achieve this goal, this section
addresses the following specific educational research questions (ERQs).
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ERQ 3.1: What common difficulties do students face, specifically as it concerns developing
loop invariants?
ERQ 3.2: With respect to developing loop invariants, a) what do student responses reveal
about their level of understanding of the concepts and b) how suitable are their responses for
identifying actionable items for intervention?
We answer both questions based on data collected as third year undergraduate software
engineering students performed activities using an online verification system and developed loop
invariants. ERQ 3.2 is answered using a qualitative analysis of written responses to determine if
the responses show holistic, partial, or no understanding. Additionally, for ERQ 3.2, we analyze
responses from a paper medium and an online medium. Obviously, the latter is more amenable to
automation. The results are based on an analysis of nearly 250 submissions over three semesters,
from 105 groups comprising 2 or 3 students, with a grand total of 272 students having given consent.
While post-hoc analysis of student responses guide interventions, looking forward, if the
analysis can be done automatically as students work through their activities, more immediate feedback can be given by an instructor or a tool. This is the motivation for searching for ways to make
the analysis as automatic as possible. The process and results of using an automated, online tool
to build a catalog of difficulties and identify actionable information for loop invariants are more
generally applicable to other topics such as discrete math and automata theory, because they also
rely on gradual acquisition of skills required to wield logic and write assertions.

4.2

Related Work
Many papers discuss the importance of formal methods despite it not being particularly

well represented in undergraduate coursework, and sometimes met with student resistance[18, 22,
39, 86, 98]. This has sparked the development of various methods to help teach students formal
methods, which includes loop invariants. A previous study summarizes some of the most common
student attempts in developing a sufficient loop invariant [80]. Some aspects to consider are the
exercises used and making them applicable to the real world, minimizing the reliance on math, using
languages that are familiar to students, and the use of tools [98].
Studies, such as the one in this chapter, are concerned with semantic student difficulties
concerning logical reasoning about the behavior of a piece of code. Some of this research is on the
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topic of student misconceptions about introductory programming constructs [82]. Whereas Tew’s
work focuses on the more basic constructs [91], the work of [49, 50] focuses on more advanced
introductory concepts. Work has also been conducted on analyzing student ability to write correct
code using iteration and recursion [59, 67].
A topic related to this section is the use of tracing in student understanding of code[16, 62],
because one approach students use to identify an invariant for a loop is to trace over the loop
code multiple times. Students who cannot trace code often struggle to explain code [92]. A toolbased tracing study in [89] has analyzed collected incorrect responses to categorize various student
difficulties with data structures and language-specific constructs.
Student explanations have been analyzed for various purposes. Difficulties with data structures based on think-aloud transcript analysis is the focus of [99]. The pioneering work in [7] argues
that an explanation should demonstrate a high level of abstraction, correctness, and low ambiguity.
The potential for automation through machine learning is explored in [70].
Many tools exist for verification purposes [22, 51, 54]. In [52], an IDE-based theorem prover
is discussed as a means to help students learn how to write formal mathematical proofs of problems
from theory of computation. This tool provided scaffolding for students while writing proofs and
the authors note that students required little training, an experience that is similar to ours.

4.3

Online Verifier
The online system used in this experiment is backed by a formal verification engine [85].

Using the verifier requires understanding and use of design-by-contract (DbC) assertions [68]. In
DbC, the requires clause acts as a precondition, meaning that it is the responsibility of the caller
of an operation. The ensures clause is the corresponding postcondition that tells the caller what
to expect from the operation and tells the called operation’s implementer what the operation must
guarantee.
Figure 4.1 provides a snapshot of the online verifier. When a user clicks the MP-Prove
button to verify, the verifier generates and displays the verification conditions (VCs). VCs are
assertions that are necessary and sufficient to prove code correctness. They arise for a variety of
reasons including: that the code’s ensures clause is met, that the requires clauses of all called
operations are met, and that a programmer-supplied loop invariant is truly an invariant. For each
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VC, the verifier shows why it arises and if it is proved. Every VC needs to be proved for the code
to be correct. For the example shown in Figure 4.1, two of the VCs fail to prove.
The use of mathematical strings to model a queue abstractly enables the queue’s specification
to use string notations and the verifier to use results from a theory of strings to prove code correctness.
This means that the following equation is logically correct: <♥> o <♣, ♦> = <♥, ♣, ♦>. This
functionality is critical to the formation and use of loop invariants, which serves as an internal
contract necessary to verify the correctness of operations containing loops.

Figure 4.1: Verifier in Action Showing Proving and Failing Verification Conditions (VCs)

4.4
4.4.1

Experimental Methods
Overview
The experiment was conducted in a required third year course on software engineering, in

which students completed a set of activities on invariants using the online verifier in a class period.
Students were instructed to “Be deliberate and document your thought process every time before you
check an invariant on the system." All invariant attempts collected and analyzed in this section are
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self reported. Data used for analysis in this section was collected from a total of 272 students over
three semesters: Fall 2017 (101 students), Spring 2018 (86), and Fall 2018 (85). Students worked on
the activities in self-selected groups of two or three, totaling 105 groups.
An ANOVA test (Figure 4.2 and Table 4.1) performed on the final course grades across all
three semesters indicated no significant difference in student grades among the semesters, meaning
that their performance in course activities are comparable.

Figure 4.2: Oneway ANOVA Boxplot of Final Course Grades for Three Semesters
Table 4.1: Oneway Anova: Analysis of Variance of Course Grades
Source DF Sum of Squares Mean Square F Ratio Prob > F
Semester
2
214.208
107.104
1.720
0.1810
Error
268
16688.396
62.270
C.Total
270
16902.604
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4.4.2

An In-class Student Invariant Activity
Before working on invariant activities, students had learned the basics of using the verifier.

Prior to student interaction with the verifier, the instructor led students through various introductory
verification activities followed by an example verification of code involving the use of a loop. The
RESOLVE language used by the verifier allows formal specification. Coding in this language has
syntactic differences from popular languages, such as Java, but students at this level have little
difficulty with those differences.
An example of one of the invariant activities used in the experiment is found in Figure 4.1.
For this activity, students are given a formal specification and code for an Append operation whose
goal is to append one queue onto the end of another queue. Only an invariant for proving correctness
is missing. Whereas classical loop invariant activities involving arrays, for example, involve the use
of quantifiers, these activities are set up to factor out that additional complexity.
In the description of queues on which the Append operation is based, mathematical strings
are used to model a queue abstractly and to capture the importance of ordering. This modeling
enables the specification to use simple string notations (e.g., string concatenation, denoted by o)
and the verifier to use results about those notations (e.g., o is associative) to prove code correctness.
Importantly, this mathematical modeling has nothing to do with how queues might be represented
and implemented, such as using arrays, vectors, or linked lists.
When conceptualized abstractly as a string, a queue (Q) containing the following entries,
♥, ♣ would be seen as Q = <♥, ♣>. When Enqueue is called with Q and ♦, abstractly, it is
adding the diamond to the right side of the string, resulting in Q = <♥, ♣, ♦>. The removal of an
entry by Dequeue conceptually will remove an entry from the left side of the string, resulting in
Q = <♣, ♦>. Together they uphold the First-In-First-Out nature of a queue.
For this particular example, queues are declared to have a maximum length (which happens
to be 3 and has no bearing on verification). The caller is responsible for the requires clause where
the combining of the two queues, P and Q, will not cause the modified queue P to violate the length
constraint of 3. Here, the bars surrounding a queue variable (e.g., P) denotes the string length
operator. The ensures clause P = #P o #Q states that the value of P at the end of the operation is
the concatenation of the input value of P, (denoted by #P) with the input value of Q (denoted by
#Q). Q is cleared, meaning that it is empty after the call to the operation.
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One way to accomplish the task of appending two queues is to use a While loop to Dequeue
one element from Q and Enqueue it to the end of P as is shown in Figure 4.1. The code is
straightforward. The novel elements of this code are the introduction of a maintaining clause
that lets a programmer specify a loop invariant (the focus of this section) and a decreasing
clause that lets them specify a progress metric that is used to prove termination. These assertions are
automatically checked by the verifier to be legitimate before it uses them in proving code correctness.
The verifier is sound [11, 85].
In this example, students need to replace the assignment’s default invariant true with
a correct invariant—an assertion that will hold true at the beginning and end of every iteration,
and with this particular implementation, is sufficient to guarantee that the ensures clause is met
after the loop when Append terminates. This task requires identifying the relationship between
input values #P and #Q and the current values of P and Q, which vary from iteration to iteration.
An example trace is shown in Table 4.2 to illustrate how a student might discover an (intended)
invariant.
Table 4.2: Example Trace to Discover and Check an Invariant
Check Invariant
Iteration
P
Q
P o Q = #P o #Q
0
<1>
<2,3>
<1> o <2,3> = <1> o <2,3>
1
<1,2>
<3>
<1,2> o <3> = <1> o <2,3>
2
<1,2,3>
<>
<1,2,3> = <1> o <2,3>

4.5

ERQ 3.1: Building A Catalog of Difficulties
We have employed an iterative process to develop a catalog. The process was complicated

for multiple reasons. Due to the various forms of data collection, all data had to be converted to
a digital format to allow for classification. In doing so, notes were included, such as the number
of attempts made. Furthermore, since the research involved collecting student explanations on
different types of response medium, the researcher had to make some judgment calls to make all
data compatible for analysis. A second researcher then reviewed the transcripts, verifying the data
obtained and the decisions made. This researcher then proceeded to use the Fall 2017 data as the
foundation, grouping similar answers together into the resulting categories found in Table 4.3. These
categories were subsequently used to label the submitted responses from Spring 2018 and Fall 2018.
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The occurrence of these categories across multiple semesters presented promising results for the
classification.
Table 4.3: Activity 1 Example Categories
Answer Category
Fall 17 Spring 18
|Q| != 0
9
2
|P| <= 3
4
3
|P| is Changing
11
2
Use of Substring
11
2
Use of String Reverse
5
0
Incorrect Concatenation
2
1
Requires Clause |P| + |Q| <= 3
8
6
Ensures Clause P = #P o #Q
6
2
#Q = P o Q
11
0
|P| + |Q| = |#P| + |#Q|
7
6
Other
21
3
Correct #P o #Q = P o Q
31
27
Total Attempts
126
54

4.5.1

Fall 18
2
0
6
4
2
2
7
3
3
4
5
38
76

A Catalog and Frequency of Difficulties
This initial classification was then shared with a cohort of experts to receive feedback and

was subsequently revised to address potential needs. The grouping of similar answers was a good
start for identifying problem areas, but it was found to be inadequate. This led to a final iteration
for developing activity-specific categories and this is what is reported in the catalog of difficulties in
Table 4.4. Data from all three semesters were re-categorized using the catalog.
Figure 4.3 provides a visual breakdown of the frequency of each difficulty across each attempt
for Activity 1 (Figure 4.1) in the Fall 2017 semester. The horizontal axis is the attempt number, and
the colors indicate categories. The blue color at the top corresponds to the correct invariant. With
each attempt, additional students arrived at the correct invariant, as can be seen as we move from
left to right in the figure. Almost everyone had completed the assignment by the seventh attempt.
We also note that not every difficulty appeared in each attempt, for example, by the disappearance
of the orange bar for |P| is Changing after the third attempt.

4.5.2

Verifier Feedback and Discussion
We found that when students submitted either the Invariant Total Size is Conserved or

Requires Clause (marked in Table 4.4 by an asterisk), they were more likely to get the correct
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Figure 4.3: Frequency of Difficulties Across Fall 2017 Attempts
answer on the next attempt. Of the two responses, the former made sense, since conservation of
total size is an invariant, but just not a sufficient one. The reason for the latter, if any, is not obvious.
This led to an examination of the online verifier’s feedback.
Figure 4.4 shows the feedback students get for verifying with the default invariant true.
The first failed VC returned indicates that the requires clause for a call within the loop to Enqueue
is not met. It is the second failed VC that concerns the ensures clause of the Append operation. If
we assume that students follow traditional debugging techniques, they would normally begin with
resolving the first unproved VC. Upon further evaluation, we see that the invariant for conservation
of size also results in satisfying the requires clause of Enqueue. So when the students attempt to
verify the code with either of these invariants, they notice that only the ensures clause of the code
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Table 4.4: Catalog of Difficulties
General Category
Use of Loop Condition as
Invariant
Use of Constraints as
Invariant
Focus on What is Varying
as Opposed to What is
Invariant
Use of Irrelevant
Math Operators
Confusion of Data
Structure Operations
(e.g., Stacks vs Queues)
Use of Requires Clause as
Invariant
Use of Ensures Clause as
Invariant
Ignoring Some Input
Possibilities
Underspecification
Other

Activity Specific

Activity Example

Loop Condition

|Q| != 0

Data Structure
Constraints

|P| <= 3

|P| is Changing

|P| = |#P| + 1

Use of Substring
Use of Reverse

P = #P o Prt_Btwn(0,1,Q)
#Q=Reverse(P) o Q

Incorrect
Concatenation

Q o P = #P o #Q

Requires
Clause*

|P| + |Q| <= 3

Ensures Clause

P = #P o #Q

Assumes #P is
Empty
Total Size is
Conserved*
...

#Q = P o Q
|P| + |Q| = |#P| + |#Q|
...

fails to prove, focusing their attention on where it needs to be focused. So the process of verification
with the online tool works as might be expected.

4.6

ERQ 3.2: Student Conceptions
For ERQ 3.2, student responses were analyzed to determine if students were able to com-

municate a holistic understanding of the task at hand, and to identify any actionable information
for future instruction as well as automated tutor development.

4.6.1

Response Medium
In the Fall 17 and Spring 18 experiments, a total of 62 student groups received a piece of

paper at the start of the activity that contained the instructions mentioned above, and a table to use
as a scaffold, as seen in Figure 4.5. We found that the scaffolding encouraged students to record each
attempt. Students also used the margins to perform traces such as seen in Table 4.2. Analysis of
student responses was labor-intensive and required some interpretation of what was written, making
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Figure 4.4: Verifier Feedback Using true as Invariant
automation difficult.
For the Fall 18 experiment, 43 student groups received the same instructions, with a free
response text box for online submission as seen in Figure 4.6. While easier for automated analysis,
a reasonable question is what impact the online medium has on student response.

4.6.2

Level of Understanding
When the medium for response changed, we observed that student responses appeared to

shift from explaining what individual pieces of invariant attempts meant to a reflective analysis of
their work, often explaining why a sufficient invariant worked. Figure 4.6 demonstrates this shift
in focus for the response. Rather than stating what “should" be happening “now", this response
reflects upon attempts made and explaining why they did not work.
To evaluate this observation, student responses were analyzed for the level of understanding
communicated. We identified three levels of understanding; None, Partial, and Holistic. Figures 4.5
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Figure 4.6: Online Response

Figure 4.5: Paper Response
and 4.6 demonstrate what would be considered holistic understanding for each response medium.
We conducted an analysis of the significance of medium on observed student understanding.
Due to the validity conditions for the Chi-Square test not being met (not every option has at least
10 observations), simulations of the MAD statistic for 100,000 shuffles were run to determine an
approximate p-value. The higher proportion of student responses displaying holistic understanding
in the online medium is significant, with a p-value of 0.0095.
Table 4.5 illustrates that students who showed some understanding for Activity 1 made good
progress on subsequent, slightly more complex activities, also involving queues. The importance of
intervention during the first activity for students who need it is clear.
Table 4.5: Completed Additional Activities for Fall 18 (Online)
Understanding Count
Activity 2
Activity 3
Holistic
11
9/11 = 81.2%
9/11 = 81%
Partial
24
21/24 = 87.5% 19/24 = 79.2%
None
8
4/8 = 50%
3/8 = 37.5%

4.6.3

Actionable Information
A central reason for transitioning to online collection of student responses is the potential

to collect and use actionable information to provide immediate feedback to students. If online
responses showed a more holistic understanding but contained less actionable information, that
would be problematic for automated feedback.
The identification of actionable information for automation strongly mirrored the Catalog
of Difficulties in (Table 4.4) under ERQ 3.1. Keywords were identified such as Length, Size, Requires,
Ensures, and even Guess. Keywords for which similar feedback is appropriate were then consolidated,
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resulting in the distribution seen in Figure 4.9. Each bar represents the proportion of responses that
contained that keyword. For example, approximately 35% of responses on paper referred to queue
sizes.
The relative risk of students providing actionable information on paper medium is 1.26 times
that of students reporting online. However, with a p-value of 0.192, this difference is not significant.

4.7

Discussion and Conclusion
The current state of instruction on such topics as writing invariants—in the absence of

automation—for developing correct iterative code relies on instructor experience to identify common student difficulties and to know how to address these difficulties. Student learning requires
direct instruction or the creation of exercises that guide a student to discover previously unknown
aspects of the formal verification process, discover holes in their reasoning process or to confront
misconceptions.
For automated tutoring systems to be successful, they must be able to detect student difficulties and be able to respond with appropriate interventions. If students display holistic understanding
of the topic, the tutor would move on to the next topic. Unable to detect a holistic understanding,
the tutor would have the student continue working on the current topic. Knowing the nature of the
difficulty through keywords in their explanations and classification of their answers, will assist the
tutor to provide appropriate feedback, or select remedial lessons on the current topic.
In this work, we have analyzed expressions of student reasoning to identify student diffi-

Figure 4.7: Proportion of Responses Showing
Understanding

Figure 4.8: Proportion of Student Responses
that Contained Actionable Information
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Figure 4.9: Actionable Information from Student Responses
culties. By identifying these difficulties, we can provide better support for students. For example,
size was identified to be a popular keyword (Figure 4.9), and five of the ten categories of difficulties
involves queue sizes (Table 4.4). Often these students would repeatedly submit similar answers, resulting in 48% of all incorrect answers to be size-related. In this scenario, an automated tutor could
identify the keyword size as being actionable, and then further evaluate the answer to determine
the specific difficulty, allowing us to help students earlier (Table 4.5). For an instructor, the catalog
is helpful for identifying where students may be struggling and for re-designing subsequent lessons.
Analysis of the paper and online versions allow us to reach a qualitative conclusion that the
medium impacts the response, and both kinds of responses are of interest. While we have found
more responses in the online medium to show a holistic understanding through a subjective analysis,
that does not mean that others lacked such an understanding. Rather, this is what we are able to say
from the responses. The online medium, which makes automation easier, is an effective option for
collecting actionable information as well. A threat to validity is that our results depend on students
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accurately reporting their attempts and reasons.
Few studies exist that examine finer-level and higher-level student difficulties in writing
formal assertions. This section has discussed an approach taken to identify these difficulties with
regard to loop invariants in a manner that is friendly to both an automated tutor and instructors.
The process has been done in a way to generalize and possibly guide the design of other systems for
helping students learn formal topics, such as discrete structures and automata theory.
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Chapter 5

Methods for HCRS Experiments
5.1

Introduction
This Chapter summarizes the methods for experiments with the Human-Centric Reasoning

System (HCRS) in subsequent chapters. They utilize insights from our previous work on pinpointing
fine-grain difficulties to better help students learn to read and write code that is verifiably correct.
This chapter describes the structure of the experimental process. Subsequent chapters will explore
the methods used in more detail when discussing results.

5.2

Timeline
To answer the proposed research questions using HCRS, our experiments follow the structure

and timeline below.
1. Reasoning Lecture
2. Pre-Quiz
3. Lab Activity
4. User Survey
5. Post-Quiz
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5.2.1

Reasoning Lecture
The 50-minute reasoning lecture was administered by two instructors who coordinated their

lesson plans. Instructors who taught the course have a strong foundation in formal reasoning methods. Students were able to choose the format in which they received the lecture content, as seen in
Appendix C.
• Attend an In-person Lecture
• Attend a Synchronous Remote Lecture
• Watch a Lecture Video
• Look at Lecture Slides Only

5.2.2

Pre-Quiz
Students completed an assessment on our learning management system (Canvas) to evalu-

ate student understanding after receiving the lecture. An example of the pre-quiz can be seen in
Appendix B. The first question asked was about how the students received the lecture (see previous
section).
Questions 2 through 10 focused on code segments written in Java which is the language of
the course. Questions 2 through 7 were multiple select questions where students had to identify the
correct relationship between variables after a segment of code. Questions 8 through 10 were free
response questions where students had to explain the purpose of code by describing the value of a
specific variable after a segment of code.
For each code question, a question bank contained four versions. Once a student started
the quiz, Canvas would randomly select a question from each bank. This meant that all students
may not receive the same exact question, but we would still be able to correlate the results for each
question.
The final question focused on the self-efficacy of students. Students were provided with a
Likert scale ranging from Strongly Disagree to Strongly Agree with 7 options, to rate how much
they agreed with the following statements,
• I can trace the execution of code involving assignment statements, using symbolic input values,
such as #I and #J.
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Figure 5.1: Java Sample Code
Figure 5.2: RESOLVE Sample Code
• I can trace the execution of code involving conditional statements, using symbolic input values,
such as #I and #J.

5.2.3

Lab Activity
During the scheduled lab for this course, students were provided with a link to the online

reasoning system. The activity lessons can be seen in Appendix D. Teaching assistants were available
to help students. Students completed the activity individually in a remote location.

5.2.4

User Experience Survey
Upon completion of the activity, students completed the User Experience Questionnaire

through a survey administering tool (Qualtrics). The survey is found in Appendix E.

5.2.5

Post-Quiz
The post-quiz was structured the same as the pre-quiz (Appendix B, with the only change

being that the code language was now RESOLVE instead of Java. The difference between the two
languages at the level of these questions is minimal. An example can be seen in Figures 5.1 and 5.2.
In RESOLVE, the equal sign represents logical equivalence, while := is assignment. Students used
RESOLVE in the online reasoning system, so they are sufficiently familiar with the language to
complete the quiz.

5.3

Data Collection and Analysis
Quantitative and Qualitative data are collected through the online tool, pre- and post-

quizzes, a user-survey, and think aloud sessions.
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The pre- and post-quizzes are conceptually the same assessment, although each code tracing
question is pulled from a bank of similar questions. This reduces potential for learning from the
pre-quiz help indirectly on the post-quiz.
The Human-Centric Reasoning System is set up to collect submitted Confirm assertions
as discussed in Section 6.5. Each submission attempt is recorded, along with responses to any
additional assessment questions that are presented.
We used a revised version of the scoring rubric discussed in [7] to evaluate student understanding of the purpose of a code segment for EiPE questions. While they provide each scoring tier
with a clear description, we found that it may discriminate too much. The revised scale will be
further explored in Chapter 8.

5.4

Experiments
This study consists of two experiments focusing on undergraduate students in a sophomore

level computer science course. The first experiment focused on answering the following research
questions in a localized setting.
1. How well does the new interface design enhance user experience? Do students persist more
with the new tool?
The subsequent study was conducted at multiple institutions in order to address questions
2 and 3 as well as the second part of those questions.
2. What impact does instruction and use of the tool have on student performance and self-efficacy
regarding the tracing and reading of code using both specific values and symbolic arbitrary
values? Are these finding consistent across different subpopulations of undergraduate students?
3. What do student responses to “Explain-in-Plain-English” questions reveal about their level of
understanding regarding the purpose of code segments? Are these finding consistent across
different subpopulations of undergraduate students?
The sample consists of students from three institutions, an R1 Public University, an R2
HBCU, and an R2 HSI. The tool is available online freely, so it could be used by English speakers
around the world.
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5.4.1

Initial Experiment
The initial experiment was conducted during the Fall 2020 semester in a sophomore level

computer science course, Introduction to Software Development, at the R1 public university. A total
of 122 students participated. Students were divided into three lecture sections, and five lab sections
that contained students from all lectures.
This experiment followed the procedure listed in Section 5.2 with one point of differentiation,
the introduction of the Human-Centric Reasoning System (HCRS). The fundamental functionality
between HCRS and BeginToReason (B2R) remained the same. To address ERQ 1, All students
were randomly assigned to which tool they were using, and were unaware of the existence of the
other tool.

5.4.2

Subsequent Experiment
The second experiment was performed the Spring of 2021 at three universities: an R1 Public

University, R2 HBCU, and R2 HSI. The R1-Public experiment was performed in the same sophomore
level computer science course as the previous experiment. The R2-HSI performed the experiment in
a Data Structures course. The R2-HBCU performed the experiment in a Computer Science 1 course
and a Computer Science 2 course, which primarily uses Python as a programming language.
We decided to rely only on the HCRS moving forward, based on the positive results obtained
from the previous experiment regarding user experience which is explored further in Chapter 6. The
User Experience Questionnaire was not used in the follow-up experiment. In future studies, it may
make sense to reintroduce the User Experience Questionnaire as additional features are developed.
Beginning in the spring, new features of the tool were available and are explored in Chapter 7.
One additional deviation from the original experimental method is the inclusion of observed
think-alouds. A student from each lab section was asked to verbalize their thought process as they
worked with HCRS while being observed by a researcher. The intention of this aspect of research
is to not only collect qualitative data on student understanding of formal reasoning, but also to
observe student interaction with the system.
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Chapter 6

Human-Centric Redesign Experience
6.1

Introduction and Motivation
The user-centric nature of the Human-Computer Interaction (HCI) field focuses on the

user interface and experience. Human-Centered Computing (HCC) takes HCI a step farther by
incorporating cognitive sciences into intelligent systems. HCC concepts can help us understand
how individuals interact with technology and can lead to better software designs. HCC lends itself
particularly well to the field of computing education research [36]. Building on the work discussed in
previous chapters on student difficulties in learning abstraction and reasoning about code, we aim to
help them improve students’ mental models by integrating what we know about how humans learn
from HCC research.
The HCC research discussed in this chapter is set in the context of the larger reasoning
project, though the results presented here generalize to any software tool or environment with
significant user interaction.
With each study and iteration, the reasoning system BeginToReason (B2R), has pivoted
from one focused on pinpointing difficulties to one that functions as a tutoring system, a humancentric reasoning system (HCRS). With growing class sizes it can be difficult for instructors to find
dedicated time with each individual student. Our tools, in conjunction with an appropriate lecture,
ultimately aim to tailor lessons and feedback to match each student’s individual needs.
The current chapter contains a report of our experience with the HCRS.
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6.1.1

Educational Research Questions
We will be looking at the first iteration of a newly developed system to determine if it

provides a better user experience for students. We accomplish this by evaluating the following
educational research questions (ERQs).
ERQ 4.1: Interface Design How well does the new interface design enhance user experience?
ERQ 4.2: Persistence Do students persist more with the new tool?

6.2

Background for Online Code Reasoning Systems
Online tutoring of programming concepts has received much attention in the CS literature

(e.g., [1, 4, 35, 56, 60, 74, 79, 87, 94]). There are several IDEs that provide compile-time error
feedback and numerous useful capabilities (e.g., finding the declaration or all uses of a method).
The novel online reasoning tools that we have developed, are backed by the RESOLVE software
verification engine [11, 85] which make them unique as compared to other tutors and IDEs. This
allows it to facilitate reasoning over abstract input values as discussed in Chapters 2 and 3. The use
of automatic verification means that answer keys are not stored nor used.
Utilizing web based technology in order to host our tool ensures that users can interact with
the system without having to download or install any software. This allows it to be accessible to
more users, and has facilitated the use of our tools at multiple institutions.

6.2.1

Cognitive Load Considerations
In any learning environment, a learner can be easily frustrated by a plethora of uncontrolled

possibilities of options. The goal is to tease out the role of “contextualization” in learning and
prevent the cognitive capacity of a learner from being overloaded. This challenge is informed by
cognitive learning theories. Specifically, cognitive load theory is concerned with the ease with which
information can be processed in working memory [76, 90]. To solve problems, students must be able
to hold multiple pieces of information in working memory at the same time. Therefore, working
memory load, also known as cognitive load, is implicated as a major impediment to constructivist
learning [13]. Interactive learning guides have the potential to decrease intrinsic and extrinsic cognitive load and help promote germane cognitive load and our tool has benefited from the excellent
set of design guidelines for automated agents in [95] and the survey in [2].
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6.3

BeginToReason System
The BeginToReason (B2R) system has a strong theoretical basis and has been used for

nearly a decade at multiple institutions. Thousands of undergraduate students have employed the
ideas in CS courses [9, 19, 37, 42] and on software engineering projects [10, 80]. Chapters 2 and 3
explore experiments performed using B2R.

6.3.1

B2R Interface Design
The B2R System was designed with scaffolding to reduce cognitive load, as seen from the

screen shot in Figure 6.1. The Lesson Activity is at the top left with reference material below it
showing only what is relevant for reasoning about the code on the right.
Initial lessons utilize concrete values to trace through code, such as in Figure 6.1. B2R
uses a Pascal-like code which ultimately has not proven to be an issue with our students who are
currently learning Java. For example, in the code we use := to denote assignments to distinguish
it from the mathematical equality used in assertions. The student’s task is to trace the given code
and replace
/∗expression∗/ with the answer in the Confirm assertion (where “=” means equals, as in logic). The
student can only change the assertion. Unlike an assert statement; nothing is executed.

6.3.2

Reasoning Activities
As students work through the activities, the lessons become more challenging. Students

progress from using concrete values to trace through assignments, to using symbolic values (where
#I represents the initial value of I). They then move into lessons that contain conditionals such as
if and if / else. The final lessons use symbolic reasoning with while loop(s).

6.3.3

Student Feedback on B2R
After working with B2R, students were asked to complete a User Experience Survey. The

results of these surveys are explored more in [26]. A part of the survey asked students to leave
any additional comments that they may have about their experience, including recommendations
for improvements. We received numerous positive responses from students regarding the experience
and the tool itself.
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Figure 6.1: B2R System

• I think this tool is pretty interesting and useful for people who prefer to record their learning
process.
• this was a good assignment.
• I felt I used logic more than random guessing
• I thought the activity made me think very critically
• I thought it was interesting and can definitely see how these types of problems would help one
become a better all around programmer
• Nice way to learn about reasoning
We also received critiques on items that students had wished were different about their
experience. Some comments concerned the activities. Some others were about the tool and interface
design.
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• activities were good, user interface was gross.
• The interface was hard to get used to straight off the bat, there was very little user interaction
to explain where everything was and what everything in the UI meant.
• The page is good for study but not in good appearance.
• The problems were unclear and confusing toward the end of the lesson. The problems that gave
completely arbitrary values of variables with absolutely no explanation were far to complicated
to be completed easily.
• I think it should let you look at your incorrect code before moving on to the next question.
• Using logic in a way that was unfamiliar was frustrating. I was left wondering what I was
trying to accomplish and why I was doing this.
• I think a part of this exercise was that you were supposed to get a better understanding of the
concepts each lesson, but realistically there was not enough information a lot of the time to
understand what exactly was desired in terms of input. There was a bit of problem solving in
the actual exercises but most of the problem solving was dealing with a lack of clear conditions
and expectations from the program. I suppose the real world is full of this, but I would hardly
call it a good exercise. In other words I would have preferred if the tools were clearly given and
then I used them to solve a problem, but instead I spent most the time figuring out what the
tools I needed were or what the proper syntax was, instead of solving a real problem.
• I had no idea what I was doing wrong on one of the questions therefore I gave up. I tried every
possible combination of what the answer could be and yet I never got it right. In addition, the
program never told me anything other than this is not the expected answer or whatever. Of
course it isn’t, that’s why I got it wrong 30 different times. I had no idea what it was trying to
get me to do. And it gave me no feedback nor help. Basically I was trying whatever it possibly
could have been only to be told that it’ still wrong. Very displeased annoyed that I had no clue
what I was supposed to do.
• Spice up the interface the overall appearance isnt engaging and is a little complicated to follow.
• The UI is not good. Often times without directions or format instructions.
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These critiques helped serve as a foundation for the development of a new system not only
to assess student understanding, but also to provide assistance to students.

6.4
6.4.1

Human-Centric Design
Usability
We see from the feedback that several students made reference to the interface of B2R. They

displayed a desire for a more engaging experience that provided a better understanding for how to
interact with the system. Essentially, usability (an attribute that assess how easy a user interface is
to use [72]) was not up to par with student desires.
Usability consists of five components to determine quality; (i) learnability, (ii) efficiency,
(iii) memorability, (iv) errors, and (v) satisfaction. Usability lends itself to understanding how easy
and pleasant the interaction with an interface and its feature is, while utility addresses whether or
not the interface provides the features necessary to obtain success.
In the previous work discussed in Chapters 2 and 3, we found that most students were able
to achieve success through utilizing the features of B2R. We defined success regarding use of the
system as completion of activities. If the user was unable to complete a single activity, it could be
viewed as the system not providing enough support.
Good user interface design relies on two important concepts, discoverability and understanding [73]. Through interaction with the system, users must be able to discover how it is to be used
and what the purpose is. Even though students were able to discover how to use B2R, they were
frustrated with the amount of effort it required. Chapter 2 demonstrated that once students were
provided with an explanation to the purpose of the system, an understanding, they viewed the entire
experience more favorably. Moving forward, as we wish to expand use of our system to additional
institutions, it would be beneficial to ensure that students can discover how to work with the system
and understand the purpose and goals of the system independently.

6.4.2

Iterative Design
A key part to implementing human-centric design is to follow an iterative design pathway.

The system must be designed with keeping the end user in mind. In our case, the user base will
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be predominately undergraduate students learning abstraction through symbolic reasoning. In the
future, this may be expanded to allow for instructor integration and more advanced topics such as
the development and implementation of loop invariants as explored in Chapter 4.
The first step in our iterative design is to focus on the interface itself and make sure it
is accessible and usable by students. We followed a process where we regularly met as a team to
discuss progress and explore new design features. Before beginning experiments with students, we
worked through a multi-stage process to seek feedback and improve the user experience. The initial
efforts were within the research team. We then expanded the test group to contain individuals from
outside the project who are professors with previous knowledge regarding the project. The final test
run before performing the test discussed in this chapter was performed with the teaching assistants
that were going to be present during the lab. This provided unique feedback since they were viewing
the material both as students and as instructors. These students (the TAs) also had interacted with
the previous version of the tool when they participated in the Software Development Course. Each
iteration provided us with feedback that was used to revise the system. By slowly expanding the user
group after each iteration, we were ensuring that we were being considerate of the test participants’
time by presenting the best version of the system that we had available at the time.
The next stage of this process is expected to continue in a similar fashion where there
are iterative experiences as the system begins to develop intelligent functionality such as providing
tailored feedback to students. Additional intelligent feedback work is outside the purview of this
dissertation.

6.5

Human-Centric Reasoning System
The B2R System provided a foundation for development of a Human-Centric Reasoning

System (HCRS). The purpose of B2R was to help instructors pinpoint difficulties rather than act
as a tutor. The intention of HCRS, is to build on the knowledge from the initial experiments
to provide a personalized learning experience for each student. This challenging task will require
multiple iterations. The fundamental function of the tool, utilizing the verification engine, and the
Lesson progression have remained the same with HCRS.
We wanted to ensure that the foundation for this system will allow for future expansion
of capabilities such as creation of multiple lesson sets and for instructors to have access to be able
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to build new activities. The goal of HCRS is to expand beyond experimentation in the classroom
and help students anywhere (with Internet access) to learn how to reason about and write logically
correct code.
Earlier experiments have shown that with the given information in three sections on the
screen (Activity, Reference Material, and Code) students were able to demonstrate success. Building
on these results, we aim to create a more visually pleasing and an easier to use interface that is more
beneficial to learning. This has required a complete rework of the system from the ground up,
following software engineering standards as well as HCI principles.

Figure 6.2: Initial Redesign
While the three sections from the prior tool are still present (Activity, Reference Material,
and the Code Activity), the website has a fresh new look. The color palette is more in line with our
University branding guidelines, and we have introduced a Concepts section which will help students
to keep the focus on the current concept. In the future, a student may be able to select practice
lessons that pertain to a concept that they are struggling to grasp.
A new toolbar is included at the bottom of the Code Activity (Figure 6.3). Moving from left
to right, the features allow for the following: (i) Allowing the font size to be adjusted, (ii) Toggling
between light and dark mode, (iii) Viewing the overall lesson plan, (iv) Getting help, (v) Resetting
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Figure 6.3: Tool Bar
code, and (vi) Verifying Correctness of Assertions. While some features appear to be aesthetic,
the purpose was to help the readability of code. The “Check Correctness” button was renamed to
“Verify” in order to reinforce the idea that the system is utilizing a verification engine to prove that
the entered assertions are correct. Below this toolbar, a progress indicator (showing the student’s
progress through the lessons) was introduced to encourage students to complete the tasks.
One of the biggest changes is the introduction of a third panel on the far right. This allows
for the system to provide feedback to the user, ask the user to answer additional questions, and
allow the user to provide feedback to the system regarding how they feel about verification. Since
the ultimate goal of HCRS is to provide a personalized learning experience, it is crucial to include a
way for a student to provide feedback. We have decided to utilize a third panel rather than pop-ups
in order to reduce the number of clicks the user needs in order to complete an activity and proceed
with the next one.

6.6
6.6.1

An HCC Experience Report
Overview of the Online Lab Setup and Experience
This chapter reports on our experience from Fall of 2020. A total of 116 students participated

in our labs. Students were divided into three lecture sections. Five lab sections contained students
from all lectures. The course was structured so that it could be attended in-person or administered
online over Zoom. After receiving the lecture on formal methods, students were given a pre-quiz
to complete as an independent assignment on their own time before attending the lab session. The
lab activity was conducted during a lab session that was solely hosted over Zoom, where students
worked independently.
Students were randomly assigned to HCRS or B2R during lab, resulting in 59 students
using HCRS and 57 students using the B2R. At this point, only the interface of the HCRS had been
updated to reflect the image observed in Figure 6.2. Performing the experiment online, students
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across all five labs were able to complete the activity without being told that there were two versions
of the tool. Immediately upon completion of the activity, students filled out the User Experience
Questionnaire. The post-quiz was assigned after the lab, to be completed on their own time by the
end of the week.

6.6.2

HCRS Interface Evaluation
With the development of the HCRS, we needed to determine a way to evaluate the ef-

fectiveness of the interface changes. The User Experience Questionnaire (UEQ) provided a quick
direct measurement of User Experience [83]. Six key characteristics are identified: Attractiveness,
Perspicuity, Efficiency, Dependability, Stimulation, Novelty. Users are presented with a seven point
scale between two extreme descriptive words as seen in Figure 6.4. They are asked to provide a gut
response to the survey. Is the tool annoying or enjoyable? This particular survey has been found to
be sufficiently reliable and valid [58].

Figure 6.4: User Experience Questionnaire Sample
The tool provided by the User Experience Questionnaire assigned numeric values to each
question, ranging from +3 for the positive quality and -3 for the negative quality. Questions that
pertained to similar qualities were then averaged, resulting in the graph in Figure 6.5.

6.7

ERQ 4.1: User Experience Analysis
We found that students who interacted with the HCRS reported statistically significant

higher scores than those using B2R across five of the six characteristics: Attractiveness, Perspicuous,
Efficient, Dependable, and Stimulating. The only area where B2R and HCRS performed similarly
is Novelty. Considering that the main difference between the two tools was only the interface and
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the activities covered the same functionality, it makes sense that the two tools would score similarly
with regard to Novelty.

Figure 6.5: Comparison of HCRS to B2R
These results are further observed when we look at the means of the scales for each tool
individually, in Figure 6.7 and 6.6. The attributes are listed as they are presented to the students.
Each attribute bar is color coded to correspond to a scale as seen in the provided legend. We further
see that the scale attributes were randomly provided to students to ensure “validity”. For ease of
comparison, all the positive attributes are shown to be on the right. When the questionnaire was
administered, the positive attribute was randomly assigned to the left or to the right in Figure 6.4
according to [58].
Figure 6.7 shows us that overall, students viewed the HCRS favorably, with the only exceptions being that it was potentially “boring” and “usual” per the User Experience Questionnaire seen
in Appendix E.
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Figure 6.6: B2R System

Figure 6.7: Human-Centric Reasoning System
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6.8

ERQ 4.2: Student Persistence Improvement with Interface
Redesign
Not only do we want users to have an improved experience, but also we want them to be

successful when using the tool. One measure of success is by a student’s ability to persist through
the lab, finishing the activities, along with the number of attempts made for each lesson.
Only a single student who was working with HCRS did not finish all 14 lessons. That
particular student finished 12 out of 14 lessons. In contrast, fifteen of the students working with
B2R did not finish the last activity.

Figure 6.8: Number of Students that did Not Attempt Lesson Using B2R
Students took more attempts working with B2R than HCRS. The difference in the number
of attempts for 10 out of 14 activities were statistically significant (not including the lessons that
were not attempted).
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Table 6.1: Average Number of Attempts for Each Lesson
Lesson

B2R

HCRS

Diff

P-Value

1

2.25

1.00

-1.25

0.0001*

2

1.73

1.25

-0.48

0.0179

3

2.47

1.13

-1.35

0.0063*

4

1.89

2.13

0.23

0.5594

5

1.21

1.25

0.04

0.0066*

6

1.47

1.00

-0.47

0.0018*

7

8.21

3.13

-5.08

0.0001*

8

5.66

2.63

-3.04

0.002*

9

3.02

2.25

-0.77

0.0032*

10

3.62

2.75

-0.87

0.0075*

11

3.16

3.00

-0.16

0.0526

12

2.12

1.88

-0.24

0.0197

13

2.40

1.25

-1.15

0.0546

14

1.73

1.25

-0.48

0.3743

Total

36.20

25.88

-10.32

0.0016*

* Value is less than an α of 0.01

6.9

Discussion and Conclusion
We found that students working with the HCRS had a better user experience than their

counterparts working with B2R. More students were able to complete the entirety of the lesson set
when working with the HCRS.

6.9.1

Confounding Variables
Despite students being randomly assigned to the B2R or to the HCRS, it is possible that

there may be other aspects that could account for the difference in user experience. When comparing
pre-Quiz scores between students assigned to HCRS and B2R, Figure 6.9, we see that the students
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assigned to HCRS performed an average of 0.413 points better than the students assigned to B2R;
this difference is not statistically significant with a p-value of 0.15. The pre-quiz was administered
before students worked with HCRS, so the difference cannot be attributed to the tool.

Figure 6.9: Comparison of Pre-Quiz Scores
When looking further to determine if this group of students performed better in the overall
course, we found that there is no statistical significance between the two groups’ final grades, with
a p-value of 0.991. Therefore, we would speculate that students should have similar pre-quiz scores
regardless of the assigned tool. The next possible explanation would be the format in which they
received the lecture. Most students attended the lecture via synchronous remote lecture, Figure 6.10.
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The subgroups were smaller than 20 students, so we cannot perform a Chi-square test.

Figure 6.10: Comparison of Lecture Format

6.9.2

Future Work
This work is one part of a larger project focused on helping students learn symbolic reasoning

in order to write verifiably correct code. Based on the promising outcome from this experiment,
moving forward, we will focus our efforts on utilizing the HCRS. The next step in the development
of an intelligent tutor is to provide additional support to students when they submit an incorrect
answer. This may be done through the breaking down of a code segment into smaller pieces that
are easily solvable, and by building back up to the original problem. Another option is to provide
tailored lesson sets to students based on the type of error that is made based on our own previous
research discussed in [12, 26, 27].
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Chapter 7

Reasoning about Conditional Code
7.1

Introduction and Motivation
Whereas the initial findings in Chapter 2 have shown the usefulness of an online tool to

help students, they focused on students reasoning about code involving only assignment statements.
Reasoning about conditional statements symbolically is naturally more challenging. An exploration
of that topic is the focus of the research discussed in this chapter.

7.1.1

Educational Research Questions
This research has focused on three questions, all of which consider the benefits of the rea-

soning tool. Since the classroom instruction was on symbolic reasoning basics with assignments, any
learning here can be attributed more directly to the practice and learning resulting from tool usage.
ERQ 5.1: Performance What impact does the online tool have on student performance
regarding the tracing of conditional statements using arbitrary symbolic values?
ERQ 5.2: Self-Efficacy What impact does the online tool have on student self-efficacy
regarding the tracing of conditional statements using arbitrary symbolic values?
ERQ 5.3: Sub-populations Are these findings consistent across different subpopulations of
undergraduate students?
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7.2

Modification of HCRS
We determined in Chapter 6 that students who interacted with the Human-Centric Rea-

soning System (HCRS) had a better user experience, so we used it as the basis in subsequent
experiments. We also integrated additional features to help encourage student learning. The three
key new features are listed below.
1. Mutation: Code reasoning activities are no longer be fixed in terms of the names of variables,
constants, and operators used. This allows for more variety and helps keep student engagement.

Figure 7.1: Using I, J, K as Variables

Figure 7.2: Using L, M, N as Variables

2. Sub-Lessons: Some lessons have been enhanced with the ability to provide students with
sub-lesson activities. If the initial answer is incorrect, HCRS then provides the student with
the activity broken down into simpler steps with the goal of building back up to the original
problem. (Figures 7.3 and 7.4)
3. Feedback: With the introduction of sub-lessons, enhanced assistance for students is found both
in the Activity description and in the Feedback section.
With the introduction of sub-lessons, we now have the ability to explore student understanding through Explain-in-Plain-English questions at the point of error with the original problem.
a student does not succeed in the original task, sub-lessons are given, ending with a similar follow-up
question asking for an explanation to see if the student understanding changes.
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Figure 7.3: Initial Lesson

7.3

Figure 7.4: Final Sub-lesson

Experimental Methods
This experiment was performed the Spring of 2021 at the three universities discussed in

Chapter 5: R1-Public, R2-HBCU, and R2-HSI. A total of 106 students participated. The R1Public experiment was performed in a second year software development course, which uses the
Java programming language. The R2-HSI performed the experiment in a Data Structures course,
which also uses the Java programming language. The R2-HBCU performed the experiment in a
Computer Science 1 course and a Computer Science 2 course, which primarily uses Python as a
programming language.
Students were able to choose the format in which they received the lecture, (i ) Attending
in-person, (ii ) Attending synchronous online, (iii ) Asynchronously through watching the lecture
video, and (iv ) Studying the lecture slides Only. Students then completed a pre-quiz, followed by a
lab activity, and then a post-quiz. This chapter focuses on the results obtained from the pre- and
post-quiz with regard to student performance and reported self-efficacy.
The assessment quiz provided to students organized the questions in order of increasing
difficulty. We presented three types of multiple choice questions to students that were essentially
the same, except that the answers were in different formats, Appendix B. The first type of answer
choices were about a high-level, holistic understanding of the purpose of the code. The second type
of answer choices made use of simple math functions to summarize code behavior. The third type
of answer choices were logical, using only common relational operators.
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7.4

ERQ 5.1 — Performance
We found that overall, there was a statistically significant improvement in student perfor-

mance using symbolic reasoning about conditional statements. Scores from all three conditional
questions on the assessments were averaged together for the overall analysis. Figure 7.5 plots each
student’ results so the average between the pre- and post-quiz is on the x-axis and the difference
between the pre- and post-quiz on the y-axis. The resulting t-test indicates that the shift in student scores was statistically significant with a p-value of 0.0339, as seen in Table 7.1. The average
difference was an improvement of 0.049.

Figure 7.5: Matched Pairs Analysis
When accounting for the various response methods for each question, we found that there
was statically significant improvement for students when answering the conditional question that
required a holistic understanding of the purpose behind the code segment, Table 7.1.This leads us
to believe that using symbolic reasoning while working with the online tool helped improve student
ability to reason abstractly about the purpose behind the functionality of the code.
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Table 7.1: Performance on Conditional Statements
Question
Holistic
Holistic & Formal
Formal
Total

7.5

Pre-Quiz Score
0.668
0.808
0.539
0.658

Post-Quiz Score
0.764
0.745
0.560
0.707

Difference
0.096
-0.063
0.021
0.049

p-value
0.0124
0.0525
0.277
0.0339

ERQ 5.2 - Self-Efficacy
The last two questions presented to students in the pre- and post-quiz were about student

ability to reason about assignments and conditionals. It was designed to be a self evaluation in order
for us to understand their self-efficacy. As discussed in Chapter 5, the Likert scale was transformed
into numerical representation as seen in Table 7.2. To evaluate if a student’s perceived understanding
of reasoning with conditional statements changed, we subtracted the pre-score from the post score.
Table 7.2: Likert Scale Transformation
Strongly Dislike
-3

Dislike
-2

Slightly Dislike
-1

Neutral
0

Slightly Agree
1

Agree
2

Strongly Agree
3

We found that student perspective of their own ability to reason about conditional statements shifted from an average of approximately 1 (Slightly Agree) closer to 2 (Agree). One of the
biggest changes to HCRS was the inclusion of sub-lesson activities. Students only received sublessons when they made a mistake in the initial lesson. Both students who received the sub-lessons
and those who did not require them saw an improvement in their self-perceived ability. This is
important because we can assume that the students who did not require sub-lessons were the higher
achievers, seeing as they did not make a mistake. It appears that they had the greater improvement
in self-efficacy, although they have a greater 95% confidence interval than those who required the
sub-lessons, (0.38, 1.30) compared to (0.48, 1.06). The higher performing group of students was a
smaller proportion of the population.

Most students required some degree of intervention in the form of sub-lessons. There were
4 possible opportunities for students to work with sub-lessons, but this only happened if they made
a mistake when working on the original lesson.
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Table 7.3: Student Difference in Self-Efficacy
Set
Students that received
Sub-Lessons
Students that did NOT
use Sub-Lesson
Total

N
85

Pre-Quiz
0.91

Post-Quiz
1.68

Diff
0.77

p-value
<0.0001*

19

1.52

2.36

0.84

0.0006*

104

1.02

1.80

0.78

<0.0001*

* Value is less than an α of 0.01

Figure 7.6: Change in Self-Efficacy in Relation to the Number of Sub-lessons Taken

7.6

ERQ 5.3 — Subpopulations
While the overall results have been promising, it’s important to see if these finding hold

true across the various subpopulations of students. By holding this experiment at three culturally
different institutions, a public university, HBCU, and HSI we have the opportunity to explore this
question.

7.6.1

Performance
Section 7.4 is a summary of student performance working with conditionals for all par-

ticipants regardless of school affiliation. While the overall progress in performance is statistically
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significant as observed in Table 7.1, when observing the individual schools this significance is no
longer present.
Table 7.4: Individual School Performance on Conditional Statements
School Pre-Quiz Score Post-Quiz Score Difference p-value
R1-Public
0.727
0.758
0.01
0.1662
R2-HSI
0.593
0.670
0.077
0.0928
R2-HBCU
0.413
0.506
0.093
0.1715

Table 7.5: P-values for Individual School Performance Based on Type of Conditional Statements
R1-Public
R2-HSI
R2-HBCU

Holistic Holistic & Formal Formal
0.1200
0.2043
0.3904
0.0191
0.1781
0.3016
0.1338
0.1327
0.3583

The lack of statistical significance when looking at the ordered difference report indicates
that the difference in scores for subpopulations could be potentially attributed to chance. This supports the premise that the findings are consistent across subpopulations of undergraduate students.
Table 7.6: Ordered Difference Report for Overall Performance Working with Conditional Statements
Level
R2-HBCU
R2-HSI
R2-HBCU

7.6.2

- Level
R1-Public
R1-Public
R2-HSI

Difference
0.062
0.046
0.016

p-Value
0.4589
0.4788
0.8636

Self-Efficacy
According to Table 7.7 all three schools experienced a statistically significant shift in student

self-efficacy with regard to reasoning about conditional statements.
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Table 7.7: Student Difference in Self-Efficacy Across University
Set
R1-Public
R2-HSI
R2-HBCU

N
68
25
13

Pre-Quiz
1.176
1
0.38

Post-Quiz
1.85
2.12
1.07

Difference
0.674
1.12
0.69

p-value
<0.0001*
<0.0001*
0.0220

* Value is less than an α of 0.01

Table 7.8: Ordered Difference Report for Student Self-Efficacy
Level
R2-HSI
R2-HSI
R2-HBCU

- Level
R1-Public
R2-HBCU
R1-Public

Difference
0.4435
0.4277
0.0158

p-Value
0.1363
0.3243
0.9670

When we plot the change in self-efficacy against the number of sub-lesson completed, we
see that the R1-Public and R2-HSI follow a similar trend, whereby students who completed one
or two sub-lesson activities had a greater improvement in self-efficacy. The R2-HBCU appeared
to have the inverse experience, where those who completed one or two sub-lesson activities did not
improve in self-efficacy. At this time, this can only be considered preliminary results. To draw better
conclusions, we would need replication of the experiment with an increased number of participants.

Figure 7.7: Change in Self-Efficacy in Relation to the Number of Sub-lessons Taken by University
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7.7

Discussion and Conclusion
The research presented in this chapter has examined student ability to enhance basic skills

learned in Chapter 2 and apply it to more challenging examples. After working with HCRS, students
performed better on questions that involved the tracing of conditional statements. Students also
reported being more confident with their ability to trace the execution of code containing conditional
statements using symbolic values.
One potential confounding factor for experiments, such as this one, is that only the performance of students who have completed both a pre- and post-quiz are considered. In this process,
students who perform poorly and most likely need the additional assistance, may be omitted. It
is also possible that for the students whose performance improved, the improvement comes simply
from additional practice through tool lessons, but not from the supporting system and feedback.
A potential follow-up study could try to account for these factors with appropriate control and
treatment groups.
The next chapter analyzes the preferred method of student response when asked to analyze
and explain the purpose of code with conditional statements. Since earlier multiple choice questions,
such as the ones discussed in this section, present students with three options for the types of
reasoning answers, it is interesting to look for trends as to the preferred method of student answers
and the correctness of their answers.
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Chapter 8

Explaining the Purpose of Code
8.1

Introduction
Our previous work has shown that students can learn symbolic reasoning. This chapter

focuses on whether students understand the larger purpose of given code, as they learn symbolic
reasoning. There have been multiple studies that identify correlations exists between tracing code,
explaining code, and being able to write code [63, 64, 92]. The data collected by our tool helps us
to identify student ability to trace code symbolically, so now we focus on student ability to explain
the larger purpose of a given code segment. The Human-Centric Reasoning System (HCRS) makes
this possible, by allowing for additional assessment opportunities such as multiple choice and free
response questions. We are able to ask students code reading questions, also known as Explain-inPlain-English (EiPE), in a free response format.
We build on the research work at the University of Illinois at Urbana-Champaign, where
Chen, et al. have developed a validated rubric for evaluating EiPE questions [7]. They have found
that students’ answers vary based on three dimensions: correctness, level of abstraction, and ambiguity. The developed scoring rubric ranges from 0 to 6, with a score of 0 indicating no understanding
of code aside from a line by line translation to English, whereas a score of 6 means that a student
demonstrates a high-level abstraction in their answer that is clear and correct. This same group
also found potential for auto-grading EiPE questions which could prove useful for the next version
of the HCRS [25]
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8.1.1

Educational Research Questions
ERQ 6.1: Performance:What do student responses to “Explain-in-Plain-English” questions

reveal about their level of understanding regarding the purpose of code segments?
ERQ 6.2: Sub-populations Are these findings consistent across different subpopulations of
undergraduate students?

8.2

Experimental Method
This experimental set up was identical to the one described in Chapter 7. All students were

assigned to use the HCRS that is detailed in Chapter 7.

8.2.1

Free Response Questions
As discussed in Chapter 5 students took a Pre-Quiz after the Formal Reasoning lecture, and

before working with HCRS. Upon completion of the lab using HCRS, students took a post-quiz that
strongly resembled the pre-quiz, except now the code is presented in RESOLVE.
The subsequent portion of the pre- and post-quiz was dedicated to students providing free
response answers. We did not specify the format they needed to use to answer, meaning we may
have received a variety of answers including ones that are holistic, using functions, or using explicit
relational operators.
The free response questions were graded to allow for partial credit. We then graphed the
responses from each institution to observe how student understanding progressed from pre-quiz to
post-quiz.

8.2.2

Explain-in-Plain-English Assessment
Using the EiPE scale mentioned in the Related Work section as a reference, we decided

to create a revised scale. In our setting, the 7-point scale discriminated more than necessary. A
difference between a 6 and a 5, for example, could be just the use of incorrect English or syntax.
The resulting scale is exemplified in Table 8.1 using Listing 8.1 as an example.
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Listing 8.1: Activity 3
I := I + J ;
Confirm I = /∗ e x p r e s s i o n ∗/ ;

J := I − J ;
Confirm J = /∗ e x p r e s s i o n ∗/ ;

I := I − J ;
Confirm I = /∗ e x p r e s s i o n ∗/ ;

Score
3

2

1

X

8.3

Table 8.1: Explain-in-Plain-English Scoring Rubric
Description
Example
Clearly and correctly articulates all the key
ideas at a suitably high level of abstraction, It swaps the values of I and J
with nothing confusing or wrong
Articulates key ideas and is on the right
The purpose of this code is to assign
track. But an incorrect interpretation is
J the values of K, and K the value
possible due to imprecise use of language,
of J.
or at least one element is wrong.
Little to no understanding - Shows no un- First it adds I to J. Then J gets
derstanding of the code beyond that it is a subtracted from I, then J gets subcollection of statements in a programming tracted from I takes two integers and
language.
finds maximum
The purpose of this code is to check
Does not answer the right question. Such
if the assignment of each variable
as “The purpose of this activity is to test
is correct throughout the entirety of
our ability to trace code.”
the code.

ERQ 6.1 - Understanding Purpose
For each lesson that contained possible sub-lessons, Explain-in-Plain-English question was

asked at the beginning of the initial lesson and when they concluded the sub-lessons. This provides
us with the opportunity to potentially observe growth. By the end of the set of sub-lessons, students
might be better able to determine the abstract purpose of the code segment. Table 8.2 provides an
example student response demonstrating improvement from a level 1 understanding of step-by-step
procedures to a level 3 holistic understanding.
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Table 8.2: Sample Student Response
Lesson

Code

EiPE

Score

Var L , M : Integer ;
Read ( L ) ;
Read ( M ) ;

Initial Swap

Remember ;

Read two integers from the user,

L := L + M ;

then save the values. Add them and

Confirm L = #L + #M ;

sum the first integer minus the sec-

M := L − M ;

ond.

1

Confirm M = #L − #M ;
L := L − M ;
Confirm L = #L − #M ;
Var L , M : Integer ;
Read ( L ) ;
Read ( M ) ;
Remember ;
L := L + M ;
Final Swap Sublesson

Confirm L = #L + #M ;
This code swaps two numbers

Confirm M = #M ;

3

M := L − M ;
Confirm L = #L + #M ;
Confirm M = L − #M ;
L := L − M ;
Confirm L = #L + #M − M ;
Confirm M = #L ;

We removed the responses of students that contained general answers misinterpreting what
was meant by purpose, as seen in Table 8.1.
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Table 8.3: Quality of Student Explanation to EiPE Question With Sub-lessons
Purpose N Initial Response Response After Sub-Lessons Difference
Swap

39

1.128

Min

58

1.77

p-value

2.076

0.948

<0.0001*

2.12

0.34

0.0019

* Value is less than an α of 0.01

Table 8.4: Quality of Student Explanation to EiPE Question Without Sub-lessons
Purpose

N

Initial Response

Final Response

Difference

p-value

If

48

1.833

2.041

0.208

0.0157

Loops

15

1.4

2.0

0.6

0.0115

We note that in Table 8.3, the number N is not consistent across lessons. This has to do with
both the fact that not every student received sub-lessons and that there were some students who
did not complete all lessons. What we do observe is that across all lessons that contained the EiPE
assessment, when students had to take additional attempts to create correct Confirm assertions, they
were more likely to display a more holistic level of understanding. This held true across all questions,
although is especially noticeable when students worked with sub-lessons as seen in Table 8.3
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Figure 8.1: Comparing Students Who Used Multiple Attempts for Reasoning about Loops
The students who did not require multiple attempts to correctly identify the Confirm assertion, on average, received an understanding rating that is 0.453 higher than those who required
multiple attempts. This difference is deemed statistically significant, with a p-value of 0.0244.

8.3.1

Assessments
Chapter 7 explored how students performed on multiple select questions from the pre- and

post-quiz that focused on reasoning about conditional statements. For those three questions, we
provided students with one example of holistic responses, one example of functional operations,
and one that contained relational operations. The subsequent free response question also involved
conditional statements, but allowed for students to choose how they wished to answer the question.
Figure 8.2 provides a breakdown for how students chose to respond.
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Figure 8.2: Free Response Format on Pre- and Post-quiz
After working with HCRS, more students chose to answer using a functional representation
rather than establishing the relational operations or using holistic terminology. There was no statistical significance in this difference. Table 8.5 provides the breakdown for how students changed their
answers between the pre- and post-quiz. Most students used the same response method both for the
pre-quiz and post-quiz. While holistic understanding is the ultimate goal, the functional operation
may still serve as a form of holistic representation due to the naming convention. An operation
named Max(I,J) still tells the user what the operation does, just not in so many words.
Table 8.5: Difference in Response Type Between Pre- and Post-Quiz
Pre|Post
Relational
Functional
Holistic

8.4

Relational
41
7
3

Functional
15
30
1

Holistic
1
0
6

ERQ 6.2 - Sub-populations
When we desegregate student improvement in understanding for different institutions, we

see there is not a statistical significance. Even if we were to expand the alpha level to 0.1, we still
do not observe significance.
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Table 8.6: Ordered Difference Report for Swap
Level
R2-HSI
R1-Public
R2-HSI

- Level
R2-HBCU
R2-HBCU
R1-Public

Difference
0.320
0.222
0.098

p-Value
0.2735
0.2756
0.6972

Table 8.7: Ordered Difference Report for Min
Level
R2-HSI
R1-Public
R2-HSI

- Level
R2-HBCU
R2-HBCU
R1-Public

Difference
0.352
0.166
0.186

p-Value
0.1492
0.3590
0.3793

Table 8.8: Ordered Difference Report for Multiple If Statements
Level
R2-HSI
R1-Public
R2-HSI

- Level
R2-HBCU
R2-HBCU
R1-Public

Difference
0.024
0.015
0.008

p-Value
0.9171
0.9340
0.9636

We are unable to repeat this process for the last EiPE question regarding assignment through
loops because the starting N is already so low (15). This is because most students get it right on
the first try. We ran an analysis based on the final answer. (If there is only one answer, then it is
considered the final answer.) The results are shown in Table 8.9.
Table 8.9: Ordered Difference Report for Assignment through Loops
Level
R2-HSI
R1-Public
R1-Public

- Level
R2-HBCU
R2-HBCU
R2-HSI

Difference
0.261
0.491
0.230

p-Value
0.3959
0.0794
0.2511

When breaking down the response type by subpopulation, we see quite a difference in
preferred methods between institutions. So much so, that the resulting chi-squared test returned a
p-value of 0.0005. The R2-HSI utilized the holistic approach, while the R2-HBCU and R1-Public
used relational operations.
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Figure 8.3: Comparing Response Type Based on School

8.5

Discussion and Conclusion
The quality of student answers to Explain-in-Plain-English (EiPE) questions regarding the

larger purpose of code improved as students worked with HCRS.When presented with practice
problems in the form of sub-lessons, students were able to better explain the higher level purpose
of the code segment. This would indicate that the new features of HCRS are successful in helping
student understanding.
It appears these conclusions hold true across subpopulations, as there was no statistically
significant difference between the EiPE scores. It does appear that for three of the four EiPE
questions, the R2-HSI performed better than both the R2-HBCU and the R1-Public. This may
correlate with the fact that more students at the R2-HSI chose to respond to the free response
question for code involving conditional statements in both pre- and post-quiz using either holistic
approach or a function, which are easier to get correct.
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Chapter 9

Conclusions and Future Directions
The overarching goal of this research is to help students learn abstract reasoning at various
levels with the aid of tools. Together, the tools help students practice abstraction and instructors
identify and understand student difficulties.

9.1

Summary of Introductory Studies
The introductory studies were conducted using the BeginToReason (B2R) system and the

Web IDE, both of which were built before the commencement of the research reported in this
dissertation.

9.1.1

Symbolic Reasoning
Using the earlier tools for our research, we have found that students are able to successfully

learn how to do symbolic reasoning, given a sequence of assignment statements and code involving
conditional statements. Using that knowledge, they are successful in learning how to use formal
specification of data abstractions. They are able to progress further and develop loop invariants
for code involving data abstractions. In every case, the tools have aided in student learning and in
helping pinpoint difficulties at a fine-grain level.
Our research has also shown the importance of motivation in student perceptions and attitudes about symbolic reasoning.
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9.1.2

Understanding Design-by-Contract (DbC) Assertions
We were able to develop a classification system of difficulties observed from 83 unique,

incorrect, DbC assertions made by students. While students have syntactic and semantic difficulties,
two kinds of semantic difficulties need to be addressed: Those involving mathematical modeling used
in describing contracts for operations and those in understanding how and why input values need
to be distinguished. Some difficulties, such as string syntax, disappeared as students progressed
through the activities. A persisting difficulty had to do with understanding the operation contracts,
which is the foundation of the activity. These findings help us to identify the weak areas for students,
so in future studies we can use this knowledge to help tailor feedback within the newly designed
HCRS.

9.1.3

Developing Loop Invariants
We have analyzed explanations of student reasoning to identify their difficulties in developing

loop invariants for code involving objects. A catalog has been constructed to identify places to focus
subsequent lessons. Analysis of the paper and online versions of students’ process in developing
invariants allows us to reach a qualitative conclusion that the medium impacts the response, and
both kinds of responses are of interest. While we have found more responses in the online medium
to show a holistic understanding through a subjective analysis, that does not mean that online
responses lacked such an understanding. Rather, this is what we are able to say from the responses.
The online medium, which makes automation easier, is an effective option for collecting actionable
information as well. A threat to validity is that our results depend on students accurately reporting
their attempts and reasons. The process is done in a way to generalize and possibly guide the design
of other systems for helping students learn formal topics, such as discrete structures and automata
theory.

9.2

Summary of Human-Centric Studies
The current version of the tool, a more general human-centric reasoning system (HCRS),

leverages lessons learned from introductory studies. It is the first step in building an intelligent tutor
that provides tailored feedback to students and creates individualized learning experiences.

99

9.2.1

Human-Centric Reasoning System
The results of a comparison study between the prior B2R System and the HCRS showed

that students using HCRS had a more favorable experience with the lab activity. Students scored
the HCRS favorably on 24 of the 26 user experience questions from an existing validated instrument.
The questions included such phrases as valuable, good, organized, and friendly. Of the 59 students
who worked with the HCRS, only one did not finish the lab activity, while 15 of the 57 students
working with B2R did not finish the lab activity. On average, students working with B2R required
more attempts to complete each lesson. We considered if these results were skewed in that perhaps
the students randomly assigned to HCRS were better performing; while the HCRS students did score
turn out to have an average of 0.413 points higher on the pre-quiz, it was not deemed statistically
significant.

9.2.2

Performance with Conditional Statements
Utilizing the Human-Centric Reasoning System, students were able to display an ability

to reason symbolically about conditional statements. When provided with three possible answer
formats, holistic, functional representation, and relational operators, students displayed the greatest
improvement in understanding using the holistic approach.
Working with HCRS also improved student self-efficacy with regard to their ability to reason
symbolically about conditional statements. Both students who utilized the sub-lesson feature of
HCRS and those who did not require sub-lessons improved in their self-efficacy. There is also a
potential relationship between the number of sub-lessons and the improvement in self-efficacy. This
would require additional iterations of the study to evaluate if this is simply an anecdotal observation
or something of statistical significance.
We observed similar trends among all three universities. While there was some variability, such as the R2-HSI displayed greater improvement in self-efficacy, there was no statistically
significant difference between the subpopulations. Further investigation is required to understand
the relationship between the number of sub-lessons and the change in self-efficacy that is inversely
related for R2-HBCU compared to R2-HSI and R1-Public.
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9.2.3

Explaining the Purpose of Code
We found that the quality of student answers to Explain-in-Plain-English (EiPE) questions

regarding the purpose of code improved as students worked with HCRS. For all four questions that
contained EiPE questions, the quality of student answers improved, and in all cases it was statistically
significant. The significance was more pronounced for lessons that contained sub-lesson activities.
This would lead us to believe that students benefited from implementation of the sub-lessons as a
part of HCRS.
This experiment shows the potential of symbolic reasoning in developing a holistic understanding of code for students, and further studies in this direction.

9.2.4

Confounding Factors
In addition to the confounding factors discussed for individual experiments, some factors

apply more generally.
One concern raised was the requirement of students to register with HCRS using their
Google account. One researcher felt that it may have undermined student confidence in our claims
that all data will be collected anonymously.
One potential source for confounding was observed during the lab activity, a source that
could not be recorded automatically by the HCRS. When a student realized they had to write an
explanation for the purpose of the code, they revisited the work they had done. In one case, a
student realized they could not explain a higher-level purpose, so they reviewed their earlier work
and then they realized they made a mistake. By the question asking for a purpose, they received
the help necessary to improve their performance.

9.3

Future Directions
Data that continues to be collected with our tools will help us focus our future work on

providing targeted feedback. These results have been specific to symbolic reasoning, it would be
interesting to investigate whether they can be generalized to other scenarios.
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9.3.1

Improvements to the HCRS Functionality
While experimenting with the HCRS, we observed how students interacted with the system,

which has provided inspiration for future development.
9.3.1.1

System Improvements
One of the most requested changes is an allowance of additional attempts before diverting

students to sub-lessons. Sometimes the mistake could be attributed to a typo, and there was
frustration when sub-lessons had to be completed.
The Explain-in-Plain-English questions proved useful in observing student understanding.
We could utilize additional assessment opportunities and methods, such as visual simulations. The
incorporation of logic tables and graphics could help users who respond better to various stimuli.
9.3.1.2

Automated Data Analysis
The Human-Centric Reasoning System is built upon the Django framework, which relies on

the integration of Python. This will allow for real-time, automated analysis of student performance.
This will be particularly interesting to investigate with regard to EiPE explanations, which may
involve natural language processing to infer student understanding. This will be helpful with assisting
instructors who wish to use HCRS as discussed in the next section.
9.3.1.3

Instructor Capabilities
Up until this point, HCRS has been designed to help facilitate students with symbolic

reasoning. As researchers, we have access to the system to build new lesson sets and collect data on
the users. Moving forward, the system should be structured to also assist instructors who wish to
customize the system. This would consist of a means to develop lessons, manage classrooms, assign
lesson sets, monitor student progress, perform data analysis, and identify students who may need
additional interventions in order to understand the material.
Ultimately, the tutor’s aim is not to replace an instructor, but to be of assistance to everyone
involved. Teasing out the benefits of using a tool in conjunction with instruction is among our
current educational research questions. Exploring the use new tool features and the benefits of
varied symbolic reasoning activities at a diverse set of institutions are among our other ongoing
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research efforts.

9.3.2

Use of the HCRS for DbC and Loop Invariant Activities
In chapters 3 and 4, we discussed using prior reasoning tools to pinpoint and classify stu-

dent difficulties in using DbC assertions and developing loop invariants. Since the HCRS has been
designed to support additional lesson sets, the activities explored in both chapters could be integrated to the system. So HCRS could be instrumented to go beyond simpler symbolic reasoning
and support for data abstraction learning activities.

9.3.3

Replication and Improvement of Experiments
The studies focusing on the Human-Centric Reasoning System occurred during a pandemic.

For experiments with the HCRS, students were predominately remote and utilizing remote technology. While we were able to proceed with the study since it required individual work, we did
see a decrease in student participation. In previous studies at the R1-Public institution, we saw
an average consent rate of approximately 80%. At the same institution, for the Fall of 2020, we
had 43% consent and in the Spring of 2021, we had 54% of student consent. Additionally, with
the HCRS requiring a login in order to preserve student work, there needs to be a way to improve
student confidence in anonymity of data so that way we can increase participation.
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Appendix A
A.1

Consent Form

Information about Being in a Research Study Clemson University
Overcoming Impediments to Successful Code Understanding: Scaling Up Automated Meth-

ods and Broadening Participation

A.2

KEY INFORMATION ABOUT THE RESEARCH STUDY
Murali Sitaraman is inviting you to volunteer for a research study. Dr. Sitaraman is a

professor at Clemson University conducting the study with Dr. Eileen Kraemer and Dr. YuShan Sun. Study Purpose: The purpose of this research is to evaluate the teaching and learning
benefits of new curriculum materials and software tools that were introduced as part of your course
this semester. Voluntary Consent: Participation is voluntary, and the only alternative is to not
participate. Please note that non-participation in the study does not free you from doing required
assignments and activities for the course. You may choose not to take part and you may choose to
stop taking part at any time. You will not be punished in any way if you decide not to be in the
study or to stop taking part in the study. If you decide not to take part or to stop taking part in this
study, it will not affect your grade in any way. Activities and Procedures: Your part in the study
will be to complete assignments and activities throughout the course as well as answer questions
regarding classroom teaching techniques, methods, and online tools. Participants may be expected
to receive beneficial interventions from the tools, such as feedback on topics where they could use
help. Some of the information shared during the group discussion may be personal, we ask that you
respect others in the group and keep the information shared confidential. Please do not share any
information that may be sensitive or make you uncomfortable. You may refuse to answer or leave
the discussion at any time if you become uncomfortable. Participation Time: We will seek your
feedback and thoughts in various ways, including through a meeting, a writing, or a think aloud
session, individually or in groups to understand how best we can help you and other students. Some
of these may happen in class and some outside class, but almost all will be directly related to and
be a part of your coursework. If we seek any other feedback, it will be voluntary and limited to a
few minutes. Risks and Discomforts: There are no known risks or discomforts associated with this
study. Possible Benefits: Participation in this study has the potential to improve Computer Science
curriculum across the country.
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A.3

CLEMSON UNIVERSITY TITLE IX POLICY
As responsible employees under Clemson University Title IX policies, we are required to

report incidents of discrimination based on sex, sexual harassment, or sexual violence involving a
member of the Clemson University community.

A.4

AUDIO/VIDEO RECORDING AND PHOTOGRAPHS
We may use information about your opinions collected during focus groups that will be audio

recorded and the data will be destroyed after five years. Recordings will not be shared publicly.

A.5

PROTECTION OF PRIVACY AND CONFIDENTIALITY
The results of this study may be published in scientific journals, professional publications,

or educational presentations. We will do everything we can to protect your confidentiality. No
identifying information will be associated with the data we collect as part of this study; all data
will be stored anonymously. Your identity will never be revealed in any publication or presentation
resulting as part of this study. The information collected during the study could be used for future
research studies or distributed to another investigator for future research studies without additional
informed consent from the participants or legally authorized representative.

A.6

CONTACT INFORMATION
If you have any questions or concerns about your rights in this research study, please contact

the Clemson University Office of Research Compliance (ORC) at 864-656-0636 or irb@clemson.edu.
If you are outside of the Upstate South Carolina area, please use the ORC’s toll-free number, 866297-3071. The Clemson IRB will not be able to answer some study- specific questions. However, you
may contact the Clemson IRB if the research staff cannot be reached or if you wish to speak with
someone other than the research staff. If you have any study related questions or if any problems
arise, please contact Dr. Sitaraman at msitara@clemson.edu.

A.7

CONSENT
By participating in the study, you indicate that you have read the information written above,

been allowed to ask any questions, and you are voluntarily choosing to take part in this research.
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You do not give up any legal rights by taking part in this research study.

A.8

FAMILY EDUCATIONAL RIGHTS AND PRIVACY ACT
(FERPA)
The Family Educational Rights and Privacy Act (FERPA) requires written consent if stu-

dent’s educational records (i.e., class assignments, transcripts) will be used for research purposes.
Please choose one of the options below and enter your name, student ID number and date.
This will serve as your electronic signature.
I consent to being a participant in this study and the use of my educational records for
research purposes.
I DO NOT consent to being a participant in this study and the use of my educational
records for research purposes.
Student ID No:
Full name:
Today’s date:
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Appendix B

Pre- / Post-Quiz

Question 0

Questions 1 - 7

Questions 8 - 10

Question 11 & 12

Multiple Choice

Multiple Select

Free Response

Multiple Choice

0. Did you attend the formal reasoning lecture?
a. Synchronous remote lecture
b. In-person lecture
c. Watched lecture video
d. Looked at lecture slides only
e. None of the above
1. What is a purpose of remembering values of variables? (Select all correct answers)
a. To reason about code using concrete values
b. To reason about code using symbolic values
c. To reason about code using initial values of variables I and J as #I and #J, etc.
d. To relate input and output values
e. To establish the general purpose of code
2. Given variables I, J, and K, at the end of the given code segment, which of the following assertions
are true (select all correct answers):
-- Remember value of I at this point as #I, etc.
I = J - I;
a. I = #I
b. J = #J
c. K = #K
d. I = #J - #I
e. J = #J - #I
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3. Given variables I, J, and K, at the end of the given code segment, which of the following assertions
are true (select all correct answers):
-- Remember value of I at this point as #I, etc.
I = J + I;
K = I;
a. I = #I
b. J = #J
c. K = #K
d. I = #J + #I
e. J = #J + #I
f. K = #J + #I
4. Given variables I, J, and K, at the end of the given code segment, which of the following assertions
are true (select all correct answers):
-- Remember value of I at this point as #I, etc.
K = J;
J = I + J;
a. I = #I
b. J = #J
c. K = #J
d. K = #K
e. I = #I + #J
f. J = #I + #J
g. K = #I + #J
5. Given variables I, J, and K, at the end of the given code segment, which of the following assertions
are true (select all correct answers):
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-- Remember value of I at this point as #I, etc.
if(J<=K){
K = J;
}
a. J is unchanged
b. K is unchanged
c. J is the minimum of #J and #K
d. J is the maximum of #J and #K
e. K is the minimum of #J and #K
f. K is the maximum of #J and #K
6. Given variables I, J, and K, at the end of the given code segment, which of the following assertions
are true (select all correct answers):
-- Remember value of I at this point as #I, etc.
if(J<I){
I = J;
}
a. I = #I
b. J = #J
c. I = Min(#I, #J)
d. I = Max(#I, #J)
e. J = Min(#I, #J)
f. J = Max(#I, #J)
7. Given variables I, J, and K, at the end of the given code segment, which of the following assertions
are true (select all correct answers):
-- Remember value of I at this point as #I, etc.
if(J>I){
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I = J;
}
a. I >= #I
b. I <= #I
c. J >= #J
d. J <= #J
e. I >= #J
f. J <= #I
8. What is the value of K at the end of the following code segment? (Free Response)
K = J;
if(I > J){
K = I;
}
9. What is the value of K at the end of the following code segment? (Free Response)
-- Remember value of I at this point as #I, etc.
if(J <= 0){
K = I - J;
} else {
K = I + J;
}
10. What is the value of K at the end of the following code segment? (Free Response)
-- Remember value of I at this point as #I, etc.
if(I < 0){
I = -I;
}
while(I > 0){
K = K + 1;
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I = I - 1;
}
11. Please rate your agreement with the following statement. I can trace the execution of code
involving assignment statements, using symbolic input values, such as #I and #J.
a. Strongly Agree
b. Agree
c. Slightly Agree
d. Neutral
e. Slightly Disagree
f. Disagree
g. Strongly Disagree
12. Please rate your agreement with the following statement. I can trace the execution of code
involving conditional statements, using symbolic input values, such as #I and #J.
a. Strongly Agree
b. Agree
c. Slightly Agree
d. Neutral
e. Slightly Disagree
f. Disagree
g. Strongly Disagree
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Lecture
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Appendix D

Lab Activity
Listing 1: Variables and Values

Facility BeginToReason ;
uses Integer_Ext_Theory ;

Operation Main ( ) ;
Procedure
Var I , J , K : Integer ;

I := 2 ;
J := 3 ;

K := I ;
If ( J > I ) then
K := J ;
end ;

Confirm K = /∗ e x p r e s s i o n ∗/ ;
end Main ;
end BeginToReason ;
Listing 2: Relating Values of Variables
Facility BeginToReason ;
uses Integer_Ext_Theory ;

Operation Main ( ) ;
Procedure
Var I : Integer ;
Read ( I ) ;
Remember ;
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I := I + 1 ; −− Assignment

Confirm I /∗ r e l a t i o n a l op ∗/ #I ;
end Main ;
end BeginToReason ;
Listing 3: Asserting Values of Variables
Facility BeginToReason ;
uses Integer_Ext_Theory ;

Operation Main ( ) ;
Procedure
Var I : Integer ;
Read ( I ) ;
Remember ;

I := I + 1 ;

Confirm I = /∗ e x p r e s s i o n ∗/ ;
end Main ;
end BeginToReason ;
Listing 4: Constants and Assignments
Facility BeginToReason ;
uses Integer_Ext_Theory ;

Operation Main ( ) ;
Procedure
Var I , J , K : Integer ; I := 1 ;
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J := 2 ;
K := 3 ;

J := I + J ;
I := J − K ;

Confirm I = /∗ e x p r e s s i o n ∗/ ;
end Main ;
end BeginToReason ;
Listing 5: Sequence of Assingments 1
Facility BeginToReason ;
uses Integer_Ext_Theory ;

Operation Main ( ) ;
Procedure
Var I , J : Integer ; Read ( I ) ;

J := I ;
I := I − 1 ;

Confirm I /∗ r e l a t i o n a l op ∗/ J ;
end Main ;
end BeginToReason ;
Listing 6: Sequence of Assingments 2
Facility BeginToReason ;
uses Integer_Ext_Theory ;

Operation Main ( ) ;
Procedure
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Var I , J : Integer ; Read ( I ) ;
Read ( J ) ;

Remember ;

I := I + 1 ;
J := J − 1 ;

Confirm I + J = /∗ e x p r e s s i o n ∗/ ;
end Main ;
end BeginToReason ;
Listing 7: Assignments with a Purpose
Facility BeginToReason ;
uses Integer_Ext_Theory ;

Operation Main ( ) ;
Procedure
Var I , J : Integer ;
Read ( I ) ;
Read ( J ) ;

Remember ;

I := I + J ;
Confirm I = /∗ e x p r e s s i o n ∗/ ;

J := I − J ;
Confirm J = /∗ e x p r e s s i o n ∗/ ;

I

:= I − J ;
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Confirm I = /∗ e x p r e s s i o n ∗/ ;
end Main ;
end BeginToReason ;
Listing 8: If Statements 1
Facility BeginToReason ;
uses Integer_Ext_Theory ;

Operation Main ( ) ;
Procedure
Var I , J , K : Integer ;

Read ( I ) ;
Read ( J ) ;

If I <= J then
K := I ;
else
K := J ;
end ;

Confirm K /∗ r e l a t i o n a l op ∗/ I ;
Confirm K /∗ r e l a t i o n a l op ∗/ J ;

end Main ;
end BeginToReason ;
Listing 9: If Statements 2
Facility BeginToReason ;
uses Integer_Ext_Theory ;
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Operation Main ( ) ;
Procedure
Var I , J : Integer ;
Read ( I ) ;

If I <= 0 then
I := − I ;
end ;

J := I ;

Confirm J /∗ r e l a t i o n a l op ∗/ /∗ e x p r e s s i o n ∗/ ;
end Main ;
end BeginToReason ;
Listing 10: If Statements 3
Facility BeginToReason ;
uses Integer_Ext_Theory ;

Operation Main ( ) ;
Procedure
Var I , J , K : Integer ;

Read ( I ) ;
Read ( J ) ;

K := J ;
If I >= K then
K := I ;
end ;
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Confirm K /∗ r e l a t i o n a l op ∗/ I ;
Confirm K /∗ r e l a t i o n a l op ∗/ J ;

end Main ;
end BeginToReason ;
Listing 11: If Statements 4
Facility BeginToReason ;
uses Integer_Ext_Theory ;

Operation Main ( ) ;
Procedure
Var I , J : Integer ;

Read ( I ) ;

If I >= 0 then
J := − I ;
else
J := I ;
end ;

Confirm J /∗ r e l a t i o n a l op ∗/ /∗ e x p r e s s i o n ∗/ ;
end Main ;
end BeginToReason ;
Listing 12: Multiple If Statements 1
Facility BeginToReason ;
uses Integer_Ext_Theory ;

Operation Main ( ) ;
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Procedure
Var I , J , K : Integer ;

Read ( I ) ;
Read ( J ) ;
Read ( K ) ;

Remember ;

If I <= K then
K := I ;
end ;
If J <= K then
K := J ;
end ;

Confirm K /∗ r e l a t i o n a l op ∗/ #I ;
Confirm K /∗ r e l a t i o n a l op ∗/ #J ;
Confirm K /∗ r e l a t i o n a l op ∗/ #K ;
end Main ;
end BeginToReason ;
Listing 13: Loop Statements
Facility BeginToReason ;
uses Integer_Ext_Theory ;

Operation Main ( ) ;
Procedure
Var I , J , K : Integer ;

Read ( I ) ;
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Read ( J ) ;
Read ( K ) ;

Remember ;

If I <= K then
While ( I /= K )
changing I ; −− o n l y I i s changed i n t h e l o o p
decreasing K + (−I ) ; −− r e a s o n f o r l o o p t e r m i n a t i o n
do
I := I + 1 ;
end ;

Confirm I /∗ r e l a t i o n a l op ∗/ K ;
end ;
end Main ;
end BeginToReason ;
Listing 14: Multiple Loop Statements
Facility BeginToReason ;
uses Integer_Ext_Theory ;

Operation Main ( ) ;
Procedure
Var I , J , K : Integer ;

Read ( I ) ;
Read ( J ) ;
Read ( K ) ;

Remember ;
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If I <= K then
While ( I /= K )
changing I ; −− o n l y I i s changed i n t h e l o o p
decreasing K + (−I ) ; −− r e a s o n f o r l o o p t e r m i n a t i o n
do
I := I + 1 ;
end ;

else
While ( I /= K )
changing I ;
decreasing I ;
do
I := I − 1 ;
end ;
end ;

Confirm I = /∗ e x p r e s s i o n ∗/ ;
end ;
end Main ;
end BeginToReason ;
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Appendix E

User Experience Survey

Please record your author ID:
Decide as spontaneously as possible which of the following conflicting terms better describes
theproduct. There is no "right" or "wrong" answer. Only your personal opinion counts!
annoying
not understandable
creative
easy to learn
valuable
boring
not interesting
unpredictable
fast
inventive
obstructive
good
complicated
unlikeable
usual
unpleasant
secure
motivating
meets expectations
inefficient
clear
impractical
organized
attractive
friendly
conservative

enjoyable
understandable
dull
difficult to learn
inferior
exciting
interesting
predictable
slow
conventional
supportive
bad
easy
pleasing
leading edge
pleasant
not secure
demotivating
does not meet expectations
efficient
confusing
practical
cluttered
unattractive
unfriendly
innovative

What could we do to improve the user experience?
What could be done to help you learn better?
Please include the email address you used to work with the tool.

I referred to the past answers
listed on the interface frequently.
I understand the purpose of the
smiley face scale and utilized it.

Strongly
Disagree

Disagree
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Neutral

Agree

Strongly
Agree
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