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2-Parameter derivation
4-Curves + analysis
5-Spine of hydration
Movie S1 -Section of CPT simulation where it can be seen how the spine of hydration is disrupted by the electrostatic association of CPT to DNA.
6-Computational details for Binding free energy calculations with MM-PBSA
7-Computational details for binding free energy calculations using steered molecular dynamics simulations
Figure S8 -Relative position of the central platinum atom relative to the DNA structure through the steered MD simulations.
Figure S9 -Binding free energies for CPT, CPT1 and CPT2 computed through the Jarzynski equality.
1-Computational detail related with the molecular dynamics simulations
The residence times were computed using the ptraj program available in Amber tools (45). Residence time corresponds to the fraction of simulation time through which a certain hydrogen bond is maintained. The criteria uses angles and distances, in the case of the distance any position with an interaction between a donor and an acceptor below 3.5 Å is considered a Hbond. For our particular case, taking the major groove as an example, when computing residence times for the N2 atom in cisplatin Hbonds are considered to be any interaction between the N2 hydrogen atoms (capable of forming 3 bonds) and all N7 atoms from guanines and adenines, O4 atoms from thymines and O6 from guanines. We have divided the residence times by the number of possible hydrogen atoms (3 for amines and 2 for waters) for simplicity purposes.
The fraction of time a ligand spends in the active site was computed by considering any frame where the distance between the Pt atom and any of the two guanines (6 and 7) is below 6 Å. The fraction of productive orientations correspond to structures belonging to this initial set of structures that contain at least one atom (from Cl -or O from the water ligands) with a distance to the N7 atoms in G6 or G7 below 4Å.
Figures shown along the manuscript containing molecular structures were generated using the graphical package VMD (83). Table S1 -Detailed information for all the MD simulations performed. The different columns contain the following information: time/ns -time of the complete simulation; AS -if the ligand reaches the active site or not; time AS/ns -time (in ns) required for the ligand to attain the active site; time in AS/nsamount of time (in ns) that the ligand remains in the active site along the complete simulation; time in AS/% -fraction of time (in %) that the ligand remains in the active site relative to the complete simulation. Figure S1 -Time spent in the active site by the ligands CPT1 and CPT2. It can be seen that along the accumulated simulation time the values for CPT1 converge to about 10% and CPT2 39%. This shows that the simulation time should be sufficient to determine the average time spent in the active site by each ligand. We can see that in the case of CPT1 the times start to converge around 1200ns while CPT2 requires 900 ns. CPT is not shown given that the AS is rarely visited. 
2-Parameter derivation
We have derived all bounding parameters for CPT, CPT1 and CPT2 that were not available in the literature or in the GAFF force field. For this we have used high level quantum calculations. Average bond, angle and dihedrals were computed by full optimization of the compounds and then compared with experimental data while the force constantes were evaluated by systematic scans of the appropriate variable. This was done with the relaxed scan functionality available in Jaguar (from the Schrodinger suit of programs) using DFT/B3LYP with LACV3P**+ for the Pt atom and 6-311G**+ for all other atoms. Finally all data was fitted according to the harmonic approximation to determine the necessary force constants. All frcmod files used are made available below. In order to select an appropriate set of charges several tests have been done for CPT. First the partial charges for each compound, in an implicit solvent, were computed using the Schrodinger quantum mechanical software Jaguar(84) (DFT/B3LYP with LACVP* for the Pt atom and 6-31G* for all other atoms; solvent included through a Poisson-Boltzmann Model -PBF). Then, we performed 10 separate quantum mechanical/molecular mechanical (QM/MM) calculations (using QSite (85)) with the ligand in the quantum region and a box of explicit water molecules in the MM region. The DFT/B3LYP with LACVP* for the Pt atom and 6-31G* for all other atoms was used in the QM region and OPLS force field for the MM region. The initial structures were taken from a short molecular dynamic simulations performed with DESMOND (86) . From these 10 snapshots we took the average charges for each atom and balanced the partial charge on each equivalent atom (so that for example all NH 3 hydrogens have identical charges). Finally, we derived the partial charges, by fitting the electrostatic potential obtained at HF level (with the 6-31G(d) basis set for all atoms except platinum that was described by the quasi-relativistic StuttgartDresden pseudopotential with pseudo-orbital basis set augmented by a set of diffuse functions: α s = 0.0075, α p = 0.013, and α d = 0.025 and polarization functions: α f = 0.98) calculated with Gaussian 03(87), through the Restrained Electrostatic Potential (RESP) which is the standard procedure recommended for AMBER(45) molecular dynamics simulations. We find that simulations with these different sets of charges do not affect the results and for this reason the last set has been selected for the productions runs. We include below all charges used. Please note that also the model CPT ligand is found here. All computed parameters were set to "stress tests" to confirm their stability. Molecular dynamics simulations in AMBER (5ns) with each compound in an independent water box were done. All bonding parameters were then averaged along the simulations and results show that each molecule's stability was satisfactory.
3-Markov state models
As explained in the main text the Cartesian coordinates of the central platinum atom were used to construct the MSM following several steps. The full set of Pt coordinates was first discretized into states. The clustering was done using the k-means algorithm and a total of 500 clusters were produced. The Tarjan algorithm was used to confirm dynamical connectivity between these states. That is to say, there is a non-zero probability of going from state i to state j and back in a finite number of steps. So, if in a given moment the system must be found in one of these states (for example state i) the probability of finding the system in the same state will be P ii while the probability of being in a different state j will be P ij . The transition probabilities must be normalized so that ∑ = 1
=1
, where N is the total number of states. Once all states are identified, the number of transitions between all pairs is recorded in a count matrix C(τ). The count matrix allows for the estimations of the transition matrix T(τ). For a system to be Markovian the transition probabilities must not depend on the past history of the states (also known as memoryless). In order to assure this property we must estimate the lag time (τ) above which the number of transitions between states becomes constant. We have chosen lag times of 100 ns for CPT, 200 ns for CPT1 and 50 ns for CPT2. In the figures above we can see that this value corresponds to the lag time after which the implied time scale becomes constant. Figure S6 -Chapman-Kolmogorov validation test for the metastable sets established in this work (88, 89) . The data observed directly from the trajectory (orange bullets with error bars) is compared with the predicted evolution by the Markov model (solid grey lines). We show the data that ranges from 0-600 ns for CPT and CPT2 and 0-1200 ns for CPT1. The data is plotted for a given lag time already established in Figure S5 to be 100 ns for CPT, 200 ns for CPT1 and 50 ns for CPT2. Error bars represent 1σ statistical uncertainty (for 68% confidence interval) of the simulation data. The metastable sets A, B, C, D, E F, G and S correspond to the nomenclature used in Table S4 above and Figure 6 in the main text.
The data shows good statistical agreement between the predicted behavior from the Markov model and the trajectory data for all compounds.
4-Curves + analysis(90)
We have computed the DNA axis bending for all compound along the simulation time. The values were taken from each nucleic acid pair (from 1 to 12) and then added to establish the total bending for each DNA snaphot. These values were finally ploted along the time as seen in Figures S8A and S8B . In Figure  S8C the % of axis bending above 40 o was computed along the accumulated time. This was done to try to see if any of the compounds showed a particular tendency. The results show that the axis bending varies along all simulations without reaching convergence and no particular trend is observed. 
5-Spine of hydration
Movie S1 -In this movie it can be seen how the spine of hydration of the minor groove is disrupted with the introduction of the CPT molecule.
6-Computational details for Binding free energy calculations with MM-PBSA
The MM-PBSA method was also used to estimate the free binding energies for the three complex systems.(69) The method is applied to the molecular dynamics simulations, where a set of representative structures has been saved. The complete simulation data for each compound (coordinates printed at every 20 ps) were initially aligned to a reference structure of the DNA backbone strand similar to what was done for the MSM studies. The protocol includes a processing of these structures that must initially be stripped of solvent and counterions. The free energy is computed according to the following equation: ∆ = ∆ + ∆ − ∆ , where ∆G Binding is the average free energy for the system, and ∆H gas is the average molecular mechanical energy. ∆G solv is the solvation free energy that is obtained by summing the polar (∆G polar ) and nonpolar (∆G nonpolar ) terms. ∆G polar is calculated solving the Poisson-Boltzmann (PB) equation with numerical methods (91) and ∆G nonpolar is calculated using the solvent-accessible surface area. The last term, -T∆S, is the solute entropy which has been neglected in the present work due to the structural similarity of the studied compounds. This method has been shown to provide a quick and inexpensive manner to estimate binding free energies.
The calculations following the procedure explained in the Methods section and summarized in Table 1 retrieved -2.4 kcal/mol for CPT, -3.3 kcal/mol for CPT1 and -3.8 kcal/mol for CPT2. The results, even though slightly higher than those obtained with the MSM method, are in quantitative agreement. MM-PSBA is known for overestimating binding free energies partially due to incorrect entropic contributions (70). Although absolute binding energies must be treated with care, relative energies are of great value, mainly due to error cancelation. Having this in mind, despite the ~1 kcal/mol bias in the MM-PBSA results the relative interactions are in good agreement between the two methods. Again CPT presents a lower binding affinity than its aquation products. This encourages us to believe that the MSM binding energies are a good approximation to the absolute values.
7-Computational details for binding free energy calculations using steered molecular dynamics simulations
Steered molecular dynamics (SMD) simulation SMD performed with the PLUMED (92) plugin for AMBER molecular dynamics software were used to estimate the binding free energies of the three compounds under study. The equilibration and production setups for the simulations are identical to the unbiased simulations. The ligand, initially in the AS, is pulled away towards the solvent with an external force applied on the central atom (Pt) of the ligand. The ligand is moved away from the N7 atom of guanine 7 in constant displacements without any particular direction as previous unbiased simulations had shown that the entry/exit routes vary. The spring constant and the velocity were set to 9 kcal.mol −1 Å −2 and 0.041 Å/ps, respectively.
Five initial structures for each DNA+ligand system were prepared ensuring that the ligand was in the correct binding position. The systems were then heated and equilibrated in a total of 5ns. To guarantee that the ligand would not digress from the binding site we have introduced a harmonic constraint of 0.05 kcal/mol that restrains the ligand to its initial position. This constraint was then removed and the simulations continued for another 1ns where intermediate structures were saved at every 100 ps. At this stage it was necessary to visually inspect the structures to assure that the ligand had not escaped from the binding site. These initial 50 structures were then used for the SMD simulations. The Pt-N7 distance in the initial structures ranges from 3.7 to 4.5 Å. In order to assure that in all simulations the ligand was at the end of the simulations completely in the solution we have set the final position of the ligand to 14 Å and 30 Å. In the case of CPT given the low affinity we find that 14 Å is enough to take the ligand from the active site to the bulk solution while for CPT1 and CPT2 30 Å are required.
In Figure S8 below we can see how in the case of CPT2 the distance of 14 Å is insufficient and that the ligand remains, in most cases, still interacting with the surface of DNA. With the Jarzynski equality we can compute the equilibrium free energies through non-equilibrium calculations of the work between two states and averaging over all simulations. It is essential that for a limited number of simulations the dissipate work remains as low as possible and we find that for the conditions set in these simulations the average is always below k B T.
The binding free energies shown in Figure S9 indicate that in the case of CPT the change of the final distance from 14 to 30 Å does not have a significant effect on the binding free energies but for the
