We consider the optimization problem (P A ) inf x∈X {f (x) + g(Ax)}
1. Introduction. Let X and Y be real locally convex Hausdorff topological vector spaces, whose respective dual spaces, X * and Y * , are endowed with the weak * -topologies w * (X * , X) and w * (Y * , Y ). Let f : X → R ∪ {+∞}, g : Y → R ∪ {+∞} be proper convex functions, and let A : X → Y be a linear operator such that A(dom f ) ∩ dom g = ∅. We consider the primal problem where f * and g * are the Fenchel conjugates of f and g, respectively, and A * : Y * A → X * stands for the adjoint operator, where Y * A is the subspace of Y * such that y * ∈ Y * A if and only if A * y * defined by A * y * , · = y * , A(·) is continuous on X. Note that, in general, Y * A is not the whole space Y * because A is not necessarily continuous. From now on, we shall identify the dual pair (P A ) and (D A ) with the triple (f, g, A).
It is well-known that the optimal values of these problems, v(P A ) and v(D A ) respectively, satisfy the so-called weak duality, i.e., v(P A ) ≥ v(D A ), but a duality gap may occur, i.e. we can have v(P A ) > v(D A ). A challenge in convex analysis has been to give sufficient conditions which guarantee strong Fenchel duality, i.e. the situation when there is no duality gap and the dual problem has at least an optimal solution. Several The closure of f is the convex function denoted by cl f , and whose epigraph is
where the topological closure is taken with respect to the product topology. The conjugate function of f is the function f * : X * → R defined by
By [22, Theorem 2.3.4] , if cl f is proper, then the following equality holds f * * = cl f. g h is said to be exact at some x ∈ X if there is z ∈ X such that (g h)(x) = g(z) + h(x − z). Note that if g h is exact at x, then (g h)(x) > −∞; while if g h(x) = +∞, then g h is exact at x.
The following notion of Cartesian product map is used in [7] :
Definition 2.1. Let M 1 , M 2 , N 1 , N 2 be non-empty sets and consider maps F : M 1 → M 2 and G : N 1 → N 2 . We denote by F × G : M 1 × N 1 → M 2 × N 2 the map defined by (F × G)(x, y) := (F (x), G(y)). For the whole paper, we endow X * × R with the product topology of w * (X * , X) and the usual Euclidean topology. The following lemma characterizes the epigraph of the conjugate of the sum of two functions. Part (i) is a consequence of the Rockafellar-Moreau theorem (cf. [19, 21] ), and as in [7, Theorem 2.4 ]. Lemma 2.3. Let g, h : X → R be proper convex functions such that dom g ∩ dom h = ∅.
(i) If g, h : X → R are lower semicontinuous, then epi (g + h) * = cl (epi (g * h * )) = cl (epi g * + epi h * ).
(2.4) (ii) If either g or h is continuous at some x 0 ∈ dom g ∩ dom h, then
Proof. Part (i) is already stated and, so we shall prove part (ii). In virtue of [22, Theorem 2.8.7] , the given assumption implies that (g + h) * = g * h * and g * h * is exact at every p ∈ X * . Then the result is clear from [7, Proposition 2.2].
3. New regularity conditions. Let f : X → R, g : Y → R be proper convex functions and A : X → Y a linear operator such that A(dom f ) ∩ dom g = ∅. Next we introduce the regularity condition (CC) A for the triple (f, g, A), which is crucial in our approach. To this aim, we shall consider the identity map id R on R, and the image set
In this section, we always assume that cl f, cl g and cl((cl g) • A) are proper functions.
(3.1) Lemma 3.2. The following inclusion relation holds automatically:
Furthermore, if A is continuous, then the following assertion holds:
Then there exists y * ∈ Y * A such that A * y * = x * 2 and g * (y * ) ≤ r 2 . Hence,
This implies that (x * 1 + x * 2 , r 1 + r 2 ) ∈ epi(f + g • A) * and so (3.2) holds.
Suppose that A is continuous. By [3, Lemma 1] (see also (4) in [7] ), one has that
The proof is complete.
Thus the following result is straightforward. 
When X = Y and A = id X , we get A * = id X * (as a consequence of that X separates points of (X * , w * (X * , X))), and (3.4) reads epi (f + g) * = epi f * + epi g * .
(3.5)
Then we have the following lemma. Proof. From clf ≤ f and cl((cl g)
and the lower semicontinuity of (clf ) + cl((cl g) • A) entails
If A is continuous, (3.7) is equivalent to the condition used in [14, Theorem 13] . Using [14, Lemma 15], we have the following proposition, which presents a sufficient condition ensuring (CC) A for the triple (f, g, A) when A is continuous. Proposition 3.6. Suppose that A is continuous and g is continuous at Ax 0 for some point x 0 ∈ A −1 (dom g) ∩ dom f . Then the triple (f, g, A) satisfies the condition (CC) A .
Proof. By [14, Lemma 15] , we have that
Furthermore, by [22, Theorem 2.8.3(iii) ], one has that for all x * ∈ X * ,
which is equivalent to
thanks to [7, Theorem 3.1 (i)]. This together with (3.8) implies that
Hence, the proof is complete.
The following regularity condition is key in [7] :
Under the assumptions that f and g are proper, convex, and lsc functions, and that A is a continuous linear operator, the triple (f, g, A) satisfies the condition (RC) A if
The following proposition describes the relationship between conditions (CC) A , (RC) A , and (ClS) A . For simplicity, in the special case when X = Y and A = id X (the identity on X), we write (CC), (RC), and (ClS) respectively for (CC) A , (RC) A , and (ClS) A . Proposition 3.8. Suppose that A is continuous. Then the following equivalence holds:
(3.10)
Proof. We shall prove that
Once we have established the equivalence (3.11), (3.10) is a consequence of Lemma 3.3. The following equivalence is a consequence of Lemma 3.5:
In order to prove (3.11) it suffices to check that
. = cl(epi f * + cl((A * × id R )(epi g * )))
= cl(epi f * + (A * × id R )(epi g * )).
Note that when f and g are lsc functions and A is continuous, (ClS) A holds automatically. Therefore, the following corollary is obvious. Corollary 3.9. Suppose that f and g are proper, convex, and lsc functions and that A is a continuous linear operator. Then the following equivalence holds:
(3.14)
The following proposition can be found in [6] , where the same sum rule of -subdifferential was obtained for general function (not necessarily convex). Here, as an application of Proposition 3.8, we give a direct proof of this proposition. Proposition 3.10. Suppose that the functions f and g satisfy the condition (3.5). Then, for each x ∈ domg ∩ domf , one has
(3.16)
By Proposition 3.8, (ClS) and (RC) hold (they are conjointly equivalent to (CC), i.e. to (3.5)). Hence, (ClS) gives rise to cl(f + g) = cl f + cl g.
Consequently,
Using (3.16), (3.17) , and applying [7, Theorem 3.1(ii)], we conclude that
For the general case, the arguments for the proof of [7, Theorem 3.1(ii)] can also be used to prove the corresponding version of the Moreau-Rockafellar formula for the subdifferential of the sum. Recall that, as usual, for a subset D ⊆ Y * , A * D reads as
(3.18)
Stable Fenchel duality.
This section is devoted to the study of the strong duality between the primal problem and its Fenchel dual; namely, the property that both optimal values coincide and the dual problem has at least an optimal solution. Recall that X and Y are real locally convex Hausdorff topological vector spaces, A : X → Y is a linear operator, and that f :
Given p ∈ X * , we consider the following convex optimization problem with a linear perturbation
and the corresponding dual problem (D (A,p) ) : sup
Let us denote by v(P (A,p) ) and v(D (A,p) ) the optimal values of problem (P (A,p) ) and (D (A,p) ) respectively, that is
and v(D (A,p) ) = sup
In particular, when p = 0, problems (P (A,p) ) and (D (A,p) ) are just the problems (P A ) and (D A ). It is easy to see that the weak dual inequality holds:
We have the following expressions:
and
Consequently, the weak dual inequality is equivalent to
and also to
In fact, (4.6) is direct, while (4.7) holds because
and f * A * g * is A * -exact at 0. .7), we have the following equivalences:
and [7, §4] , which was defined for lsc functions f and g and a continuous linear operator A, and states that f * A * g * is lsc and that the following equality holds:
We will see that when f and g are lsc and A is continuous, our (F RC) A in Definition 4.2 is weaker than the condition above from [7, §4] . (i) (f, g, A) satisfies the condition (F RC) A .
(ii) (4.10) and the following inclusion hold :
(4.13)
(iii) The following inclusion holds
Proof. (i) ⇒ (ii) Suppose that (i) holds. It suffices to show that (4.13) holds. To do this, take (0, r) ∈ epi (f * A * g * ) ∩ ({0} × R) (if the set on the left hand side of (4.13) is empty, then the inclusion holds automatically). Then (f * A * g * )(0) ≤ r. By the condition (F RC) A , f * A * g * is A * -exact at 0 and, so, there exist x * ∈ X * and y * ∈ Y * A such that A * y * = x * , (A * g * )(x * ) = g * (y * ), and
Moreover (−A * y * , f * (−A * y * )) ∈ epi f * , and so,
Thus (4.13) holds.
(ii) ⇒ (iii) Suppose that (ii) holds. Then (4.10) and (4.13) hold. It is easy to see that (4.14) holds if the set on the left hand side is empty. Moreover, there existsȳ * ∈ Y * A such that A * ȳ * = x * 2 and (ȳ * , r 2 ) ∈ epi g * . Consequently, f * (x * 1 ) ≤ r 1 and g * (ȳ * ) ≤ r 2 , and therefore,
Noting that (A * g * )(x * 2 ) ≤ g * (ȳ * ) and using the weak dual inequality, we get from (4.16) that
By (4.7) and the definition of the infimal convolution, one oberves that
Combining this and (4.17), one gets
This means that (f * A * g * )(0) = −v(P A ) = (f + g • A) * (0) by (4.6) and f * A * g * is A * -exact at 0. The proof is complete.
Remark 4.2. Note that the converse inclusions in (4.13) and (4.14) hold automatically. Hence, the inclusions (4.13) and (4.14) can be replaced by equalities.
The following theorem shows that the condition (F RC) A is equivalent to the strong Fenchel duality. Now we shall prove that (D A ) has an optimal solution. In fact, since f * A * g * is A * -exact at 0, there
This means thatȳ * is an optimal solution of (D A ). This means (A * ȳ * , r − f * (−A * ȳ * )) ∈ (A * × id R )(epi g * ).
Moreover, it is obvious that (−A * ȳ * , f * (−A * ȳ * )) ∈ epi f * and (0, r) = (−A * ȳ * , f * (−A * ȳ * )) + (A * ȳ * , r − f * (−A * ȳ * )).
One finds (0, r) ∈ (epi f * + (A * × id R )(epi g * )) ∩ ({0} × R), and (4.14) holds. The proof is complete.
For the remainder of this paper, p ∈ X * stands for the functional p(·) := p, · , and its corresponding conjugate function is p * = δ {p} . Proof. By Proposition 4.3, to prove this result, it suffices to prove that (CC) A is equivalent to
holds for each p ∈ X * .
Let p ∈ X * . It is easy to show that epi (h + p) * = epi h * + (p, 0) for any proper function h. Thus, one has that epi (f + p + g • A) * = epi (f + g • A) * + (p, 0), and so
Similarly, we have that
Therefore, (4.18) holds if and only if
Consequently, (4.18) holds for each p ∈ X * if and only if (3.4) holds, i.e. (CC) A holds, and the proof is complete.
By Theorem 4.4 and Theorem 4.5, we get the following theorem straightforwardly: 
where epi g := {(x, r) ∈ X × R : (x, −r) ∈ epi g}. It would be helpful to make some comparison between conditions (F RC) A , (CC) A and the interiority condition (4.21). Clearly, combining Theorem 4.4 and [2, Theorem 3.14], we see that the interiority condition (4.21) implies the condition (F RC) A but the converse is not true. Furthermore, in finite dimensional spaces, the interiority condition (4.21) implies (CC) A ; while the converse does not hold. For example, let f, g : R → R be defined by f = δ R+ and g = δ R− respectively, and take A = id. Then it is easy to see that (CC) A holds and so the condition (F RC) A , but the above interiority condition does not hold as 0∈qri(dom f − dom g). Hence, our Corollary 4.7 can be applied but not [2, Theorem 3.14] . Another such example in 2-dimension space is given in Example 4.1 below. However, in infinite dimensional spaces, to establish if condition (4.21) implies (CC) A is a hard problem and, so, we leave it as an open problem.
Then Z and W are convex sets but they are not closed and, as a consequence of that, the functions f = δ Z and g = δ W , are proper convex functions but not lsc. If
Consequently, Then, it is easy to check that epi (f + g) * = epi f * + epi g * ; hence the condition (CC) A holds. Thus Corollary 4.7 applies and the strong Fenchel duality holds. However, since
it follows that (0, 0) / ∈ qri(dom f − dom g). This means that the interiority condition (4.21) does not hold and so, [2, Theorem 3.14] does not apply.
Stable Total Fenchel duality.
Recall that v(P (A,p) ) and v(D (A,p) ) denote respectively the optimal values of the problems (P (A,p) ) and (D (A,p) ), defined by (4.1) and (4.2) . In this section we present a new necessary and sufficient condition for the stable total Fenchel duality, which states that v(P (A,p) ) = v(D (A,p) ) and both problems (P (A,p) ) and (D (A,p) ) have optimal solutions, whichever p ∈ X * we take.
For each p ∈ X * , let S P (p) denote the optimal set of (P (A,p) ). Let x 0 ∈ (dom f ) ∩ A −1 (dom g). Recall (cf. [18, p. 47] ) that the Moreau-Rockafellar formula holds at x 0 if
We say that the Moreau-Rockafellar formula is globally satisfied if it holds at each point
Remark 5.1. The Moreau-Rockafellar formula is a somewhat similar to the condition GBCQ 1 (f, A) , which was introduced in [5] to study the Lagrange and Fenchel-Lagrange dualities for conical programming. Clearly, in the case when A = id X , g = δ A and the condition GBCQ 1 (0, A) is satisfied, the Moreau-Rockafellar formula (5.1) is equivalent to the condition GBCQ 1 (f, A) in [5] (see [4, 5] for details). (ii) For each p ∈ X * such that x 0 ∈ S P (p), ,p) ).
Then, by [22, Theorem 2.5.7] 
. Therefore, there exist p 1 ∈ ∂f (x 0 ) and p 2 ∈ ∂g(Ax 0 ) such that p = p 1 + A * p 2 . Noting that p 2 , Ax 0 = A * p 2 , x 0 and using (5.3) , it follows that
Therefore, ,p) ). (5.4) By the weak dual inequality, v(D (A,p) ) ≤ v(P (A,p) ). On the other hand, since
where the equalities hold because of (5.3) and (5.4) . It follows that v(D (A,p) ) = v(P (A,p) ) and p 2 is a solution of the problem (D (A,p) ).
(ii) ⇒ (i) Suppose that (ii) holds and take p ∈ ∂(f + g • A)(x 0 ). Then x 0 ∈ S P (p) and, because of (5.2),
(5.2) also implies the existence of q ∈ Y * A such that
Rewriting the above equality and using the definition of the conjugate function (noting that q, Ax 0 = A * q, x 0 ), we get
Hence,
This implies that q ∈ ∂g(x 0 ) and p − A * q ∈ ∂f (x 0 ). Consequently, p = p − A * q + A * q ∈ ∂f (x 0 ) + A * ∂g(x 0 ) and the set on the left-hand side of (5.1) is contained in the set on the right-hand side. This completes the proof because the converse inclusion holds automatically.
The following theorem constitutes a global version of Theorem 5.1. Alternatively, if there is no p ∈ X * such that x 0 ∈ S P (p), we get ∂(f + g • A)(x 0 ) = ∅ and (5.1) is trivially satisfied. The proof is complete.
Taking p = 0 in Theorem 5.1(ii), we get the following corollary. Corollary 5.4. Suppose that the condition (CC) A holds. If the primal problem (P A ) has a solution, then the total Fenchel duality (5.5) holds.
Converse Fenchel duality.
Recall that f : X → R, g : Y → R are proper convex (not necessarily lsc) functions and that A : X → Y is a linear operator (not necessarily continuous) such that A(dom f ) ∩ dom g = ∅. Following [7] , we further assume that 0 ∈ dom (f * ) + A * (dom (g * )).
(6.1)
Consider the convex optimization problem (P A ) and the corresponding dual problem (D A ) as defined in (1.1) and (1.2), and recall that v(P A ) and v(D A ) denote their respective optimal values. The aim of this section is to study the existence of the so-called converse Fenchel duality for the triple (f, g, A). This property is held when v(P A ) = v(D A ) and (P A ) has at least an optimal solution, that is
One possible approach is based on a fruitful idea applied by Bauschke in [1] , Boţ and Wanka in [7] , and Ng and Song in [17] . When f and g are proper, convex, lsc functions and A is a continuous linear operator, the following equalities hold:
(A * ) * = A, f * * = f, and g * * = g. (6.2)
If we definef := f * ,g := g * , andÃ := A * , then the problem (D A ) is equivalent to
and its associated dual is
which is nothing else but the problem (P A ), as is shown in [7] . Thus the converse Fenchel duality for problem (P A ) is equivalent to the Fenchel duality for problem (PÃ) and so, the results obtained in previous sections apply to derive conditions ensuring the existence of this converse duality. However, in the general case (i.e. when f and g are not assumed to be lsc and A is not continuous) (6.2) does not hold; hence the results in previous sections cannot be applied directly, and the problem of the converse Fenchel duality becomes more interesting.
For each p ∈ Y , we define the following perturbed convex optimization problem Moreover, according to the definitions, we have the following expressions:
v(CP (A,p) ) = (g (−A)f )(p) (6.8) and v(CD (A,p) ) = (g * + f * • (−A * )) * A (p), (6.9) where we have defined
In fact, (6.9) comes from the definitions, while (6.8) holds because ,p) ).
In particular, when p = 0, problems (CP (A,p) ) and (CD (A,p) ) are just the primal problem (P A ) and its Fenchel dual (D A ), and by (6.8) and (6. and g (−A)f is A-exact at 0. Remark 6.1. (a) Converse (F RC) A is different from the condition (CF RC A ) in [7, §5] , which was defined for lsc functions f and g and a continuous linear operator A, and states that g (−A)f is lsc and the following equality holds:
It will be seen that the converse (F RC) A in Definition 6.2 is weaker than the one above (given in [7, §5] ).
(b) By (6.10), (6.11) and the weak dual inequality, (6.12) can be replaced by the equality (g * + f * • (−A * )) * A (0) = (g (−A)f )(0).
(c) As showed in [7] , the assumption A(dom f ) ∩ dom g = ∅ and (6.1) guarantee the following relations:
The proofs of Proposition 6.3 and Theorem 6.4 below are similar to the ones of Proposition 4.3 and Theorem 4.4, respectively, and we shall omit them here. Proposition 6.3. The following statements are equivalent:
(i) (f, g, A) satisfies the converse (F RC) A .
(ii) (6.12) and the following inclusion hold :
(6.14)
(iii) The following inclusion holds: Next we introduce the notion of converse (CC) A . Proof. (⇒) Let p ∈ Y and r = v(CD (A,p) ). Since v(D A ) ∈ R by Remark 6.1(c), it follows from (6.6) that (noting that v(D A ) = v(CD (A,0) ))
Without loss of generality, we may assume that r < +∞ (because the case when r = +∞ is trivial). Thus (p, r) ∈ epi (g * + f * • (−A * )) * A by (6.9). This together with (6.16) implies that (p, r) ∈ epi g + ((−A) × id R )(epi f ). Therefore, there exist (y 1 , r 1 ) ∈ epi g and (y 2 , r 2 ) ∈ ((−A) × id R )(epi f ) such that y 1 + y 2 = p and r 1 + r 2 = r.
Moreover, there exists x ∈ X such that −Ax = y 2 and (x, r 2 ) ∈ epi f . Consequently, f (x) ≤ r 2 and g(y 1 ) ≤ r 1 . Therefore,
By the weak duality, v(CP (A,p) ) = v(CD (A,p) ) and x is an optimal solution of (CP (A,p) ).
(⇐) Consider p ∈ Y and r ∈ R such that (p, r) ∈ epi (g * + f * • (−A * )) * A . By (6.9), v(CD (A,p) ) = (g * + f * • (−A * )) * A (p) ≤ r.
Since v(CP (A,p) ) = v(CD (A,p) ) and (CP (A,p) ) has an optimal solution, it follows that v(CP (A,p) ) ≤ r as well as the existence of x ∈ X such that f (x) + g(p + Ax) ≤ r. Hence, one gets f (x) ≤ r − g(p + Ax), which entails (−Ax, r − g(p + Ax)) ∈ ((−A) × id R )(epi f ).
Obviously, (p + Ax, g(p + Ax)) ∈ epi g, and (p, r) = (p + Ax, g(p + Ax)) + (−Ax, r − g(p + Ax)).
One sees that (p, r) ∈ epi g + ((−A) × id R )(epi f ). Hence (6.16) holds and the proof is complete.
The following corollary is straightforward. Corollary 6.7. Suppose that the converse (CC) A holds. Then v(P A ) = v(D A ) and (P A ) has an optimal solution.
We now present a new necessary and sufficient condition for the stable total converse Fenchel duality, which states that min x∈X {f (x) + g(p + Ax)} = max y * ∈Y * A { p, y * − f * (−A * y * ) − g * (y * )} for each p ∈ Y, or equivalently, v(CP (A,p) ) = v(CD (A,p) ) and both problems (CP (A,p) ) and (CD (A,p) ) have optimal solutions, whichever p ∈ Y we take. For each p ∈ Y , let S CD (p) denote the solution set of the problem (CD (A,p) ). We say that the converse Moreau-Rockafellar formula is globally satisfied if it holds at each point y * 0 ∈ Y * A ∩ (dom g * ) ∩ (−A) * (dom f * ).
Similar to the proof of Theorem 5.1, we obtain the following theorem directly. The following theorem is a global version of Theorem 6.9.
Theorem 6.10. The converse Moreau-Rockafellar formula is globally satisfied if and only if (6.18) holds for each p ∈ Y such that S CD (p) = ∅.
Taking p = 0 in Theorem 6.9 (ii), we get the following corollary. Therefore, there exist (y 1 , r 1 ) ∈ epi g and (y 2 , r 2 ) ∈ ((−A) × id R )(epi f ) such that y 1 + y 2 = p and r 1 + r 2 = p, y * − (f * • (−A * ) + g * )(y * ). (6.20) 
