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INTRODUÇAO 
Muitas leis da Flsica podem se reduzir â afirmaçdo de 
que t!ma certa integral deve alcançar seu valor mãximo ou mlnimo. 
Essas integrais, tipos particulares de funcionais, s~o quantida -· 
des variãveis, cujos valores ficam determinados mediante a esc0-
lha de uma ou mais funções. 
Os problemas em que se estuda os valores mãximos e/ou 
n1lnimos de tais funcionais são chamados problemas variacionais e 
a parte da matemâtica que fornece os mêtodos para esse estudo, e 
conhecida como câlculo variacional (ou ~âlculo das variações). 
O cãlculo variacional começou a ser desenvolvido por 
volta de 1696, como uma continuação natural da teoria de mãx1mos 
e mfnimos, do cãlculo diferencial e integral, quando Johann Ber-
noulli prop6s o problen1a da brachistochrone (que sera resolvido 
mais adiante). 
No entanto, quem desenvolveu grande parte das têcni-
cas do cilculo das variações, foi o matem~tico L. Euler que, com 
l·ustira ~ considerado o seu criador. 
' ' ' 
-O objetivo do presente trabalhn e fornecer, de uma ~a 
ne1ra sistemâtica, um estudo do câlculo variacional clâssico, a-
plicando-o a problemas relevantes da Fisica. Seu conte~do estã di 
vidido em sete capitulas, sendo que no pr1me1ro, temos algumas de 
finições e noções elementares sobre funcionais. No segundo estuda 
1nos o funcional mais simples, para o qual deduzimos a equação de 
Euler, aplicando-a a problemas da 6tica geom~trica e ao problema 
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da brachistochrone. No capTtulo Ill estudamos a:guns funcionais 1~n 
is gerais, com aplicações ã dinâmicc. de partículas,problema da cor-
da vibrante, da membrana vibrante ~ problemas isoperimêtricos, a-
bordando tambêm, superficialmente, o problema de Sturrn-Liouville. 
No capitulo IV temos os problemas variacionais com fron 
teiras m5veis para o funcional mais simples e para funcionais qt'G 
dependem de vãrias variãveis. No capitulo V estudamos problemas •·a 
riacionais com extremantes angulosos (por exemplo, dG refração JL~ 
reflexão da luz), e tamb~m os problemas variacionais com obstãc~­
los grossos, com algumas aplicações prãticas. 
No sexto capitulo, aparecem algumas condições suficien 
tes sobre extremos de funcionais e, finalmente no capltulo VII, t~ 
n1os uma visão mais atual do câlculo das variações envolvendo fu~­
çoes convexas e alguns tõpicos de anâl i se funclona·l. 
Tentamos fazer um trabalho auto-suficiente, com demons 
trações de resultados simples e muitos exemplos) paru que seja po~ 
s~vel utiliz~-lo num curso regular sobre o assunto. 
_I _-_NOÇOES DE ANALISE FUNCIONAL 
D"FINIÇAO - Um FUNCIONAL i uma funçio com valores reais, cujo do 
m1nio e um espaço vetorial. 
No nosso caso, vamos dar maior importância aos funcl 
onais definidos em espaços de funções, que serao estabelecidos 
de Gcordo com cada problema especrfico. 
OEFINIÇAO - Uma NORMA num espaço vetorial 
I/ /):v-:--~satisfazendo as condições: 
(a) 11 xii;:O e 11 x 11~0 = x~o, 
(b) llaxil~lalllxll • 
ic) llx+yll(llxii+IIYII 
para quaisquer elementos x,yEV e aeR. 
-
-V, e uma aplicaç?íc 
DEFINIÇAO - Um ESPAÇO VETORIAL NORMADO e um espaço vetorial no 
qual fixamos uma norma. 
EXEMPLO 1 -O espaço Euclidiano Rn, e um espaço vetorial normado 
com a norma 
[Xt.lv1PLO 2 - O espaço C [a,bJ das funções reac1S contlnuas, defini-
das no intervalo [a,b]C R, ê um espaço vetorial normudo com a 
norma 
max if(x) I 
ô(X:(b 
, onde fcC[a,bJ. 
EXEMPLO 3- Seja C1 [a,b] o subespaço de C[a,b] constituTdo pelas 
funções com derivada de primeira ordem continua. Naturalmente, r 
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-e um subespaço vetor·ial de C[a.,bl com a norma jjjj
0 
no entanto, podemos definir em c1_[a,b] a norma 
j]f/] 1= mãx j f(x)j + 
a< X< b 
' ' 
mãx /f'(x)j 
a~ x~ b 
com a qual, c1[a.,bJ se torna um espaço vetorial noJ~mado - denota 
do por o1[a,b]. 
Em um espaço vetorial normado V, podemos introduzir 
a noçao de dist~ncia entre dois pontos quaisquer x e y, definin-
do: 
Desta forma, faz sentido usar para um espaço vctori-
al normado, todos os conceitos topol6gicos dos espaços m~tricos. 
DEFI~IÇAO - Seja V um espaço vetorial normado espaço d2 fun-
çoGs- e I:DCV··~R, um funcional. Dizemos que .\i e PONTO DE M1NlMO 
(HAXII10) LOCAL de I se existe c>O tal que I(y)~I(y) 
~'ara todo yr.D satisfazendo IIY-YII<s. 
(!(y))l(y)) 
Em geral, a existência de extremos para funções defi 
nidas num dominio de R", ~ garantida pelo teorema de WEIERSTRASS 
''Nu111 subconjunto compacto, uma função cont1nua possui pontos de 
mâximo e de minimo''. 
Portanto. a exist~ncia de extremos para funcionais, 
est~ relacionada com a conveni~ncia ou não, de se restringir os 
seus dom1nios a conjuntos compactos. Na verdade, cada problema 
deve ser analisado separadamente, quando se investiga a exis~ên-
cia de soluções. 
Nem sempre, um problema variacional tem solução, co-
mo podemos ver no seguinte 
EXEMPLO 4 - Determinar a curva de menor comprimento 1 igando dois 
3 -
pontos A e 8, do plano, normal ao segmento AB em suas extremida 
r--··---------------·----, des. Notemos que quill quer curvo 
I 
I/-~ , L~!, 
te pr6ximas de AB, e como este 
normal ao segmento nos seus ex-
tremas, t·2111 comprimento maior 
que 1\15. Por outro lado, existem 
curvas desse tipo arbitrariamen 
I A B 8 
~--------------------'não e normal a si n1esmo em 11 e 
G, concluimos que o problema não tem sol~ção (f~g l ). 
A continuidade do funcional "ê outro fato importante 
o qcal estã ligado intimamente ã topologia que se define no seu 
domTnio - um espaço de funções que chamamos ESPAÇO DAS CURVAS 
AIJHISSTVE!S. 
DEFINIÇAO - Seja V um espaço de funções com a métrica 
D1zemos que b funcional J:V+R "ê CONTINUO em y 0 cV, se para cada 
E>Ü, existe 6>0 tal que IJ(y)-J(y 0 )l<c para todo ycV que satis-
faça i!y-y 0 ti 0 <ó. 
O fato da definição acima depender da topologia do 
espaço v~ pode trazer alguns problemas, como a descontinuidade 
de funcionais simples como vemos no 
EXEMPLO 5 - Consideremos o triângulo equilãtero ABC, de lado L, 
e vamos construir uma sequ~ncia de funções (fn)nsN' como segue: 
Seja f 1 (x) a função cujo grâfico e a poligonal ABC, de compri 
me1no 2L (fig 2). Sejam A1 ,B 1 , e c1 respectivamente os pontos 
mêdios dos segmentos AB, BC, e AC. Deflnimos a funçao f 2(x), c~ 
mo a'luela que tem por grãfi co a poli gana l ll.A 1 c1 s 1 C , também de com 
4 -
--------·------, primento igual a 1L ( fig 3). 
8 
c 
Consideremos agora os 
pontos .11. 2 , B2 , C2 , o 2 , E2 , e Fz 
respectivamente pontos m~dios 
dos segmentos AA 1 , AC 1 , A1 C1 
a -0 s1c1 , CCI, e B1C. Definimos 
--================função t 3(x) graficilmente pelo 
r---·- l p o l i g o na I I\ A 2 B 2 C zC .1 D 2 E 2 F 2 , 
, B l /'\\ tem comprimento ZL(fig 4) . 
DE<INIÇAO 
• 
• 
. 
' ~I 
Assim, podemos cons-
truir uma sequência de funções 
(f ) ~I' em que os grãficos tem n n E. 
ticamente nula f(x)~O, cujo gr~ 
fico tem compr·imento L. NotCJndo 
que a converg~ncia ~ uniforme, 
podemos concluir que o funcio-
nal ''comprimen~o de arco'' nao 
Dizemos que o funcional J:V-rR ê UNEAR se sao satis 
fei':as as condições: 
(a) J(ay)"aJ(y) VacR, Vy>V, 
(b) J(X+Y)"J(x)+J(y) Vx,ycV. 
DEFINIÇAO - Para um dado ycV, consideremos a diferença 
(AJ) (h)"J(y+h)-J(y) y 
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com hcV, e suponhamos que (~J)Y(h) possa ser escrito como somn 
de dois funcionais, um linear, e outro, um infinitêsimo com re 
laçjo a h da forma c~hl de modo que s tende a zero se lhl tende 
a zero. Dizemos então que o funcional J é DIFERENCIAVEL em ysV, 
e a parte linear da decomposição é chamada DIFERENCIAL ou VARI~ 
ÇAO PRIMEIRA de J em y - denotada por (6J)Y. Temos então: 
OBSERVAÇAO - Da igualdade acima, concluTmos que J tem extremo 
em y
0 
se J(y)-J(y
0
) não muda de sinal se y estã numa pequena 
vizinhança de y
0
. 
TEORE~1A_l_-"Seja J:V-+R um funcional difere·1íciãvel. Uma condição 
necessar1a para que J tenha um extremo em y0sV, é que 
(àJ) (11)~0 VheV admiss1ve·,·: 
Yo 
Oem: Suponhamos que y
0 
seja ponto de mlnimo (pu;~a max1mo, a ele:' 
monstração é anâloga). Como J é diferenciãvel, podemos escrever 
(6J) (h)~(nJ) (hl-•llhil, onde llhii~O ~>e~o 
Yo Yo 
Entd:o, para todo hrV tal que llhll seja suficientemente prOx~mo 
de zero, (OJ)y e (ôJ) têr.1 o mesmo sinal. Suponhamos que, pa-
o Yo 
ra algum ~EV, tenhamos (OJ) (~)~0. Para qualquer a>O, temos 
Yo 
e, portanto podemos 
(6J) (-a~)~-(!J) (oG) 
Yo Yo 
mudar o sinal de (OJ) , 
Yo 
o mesmo acontecen-
do com (6J) • o que vai contrariar a observação anterior, pois 
Yo 
y
0 
e ponto de m1n1mo de J. Logo, devemos ter 
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(!J) (h)•O, VhcV . 
.Yo 
OBSERVAÇÃO - Podemos usar tamb~m o conceito de FRECHET para de 
rivadn de um funcional: Seja V um espaço vetorial normado e su-
ponhamos que ~EV, ê um ponto de mfnimo para o funcional I :V-~R. 
Então existe E>Ü tal que I(Y):s_I(y) para todo ysV que satisfaçd 
~y-;~<c. Fazendo h•y-~, podemos escrever I(~+h)-I(~))O, semore 
que llhil<c. 
Consideremos a função f(t)=I(Y+th), com ltl(l. Lo 
go, ·f(t) atinge m1nimo quanto t=O, e supondo que essa função e 
duas vezes diferenciãvel, devemos ter: 
f' (0)•0 e f"(O)>O 
como condições necessar1as para que y seja ponto de mlnimo de f 
Com estas observaç6es, podemos escrever a primei-. 
ra variação de I no ponto y : 
( o I ) - ( h ) •-f ( t ) ·-I ( y + t h ) d I d - I 
Y dt t-o dt t-o 
sen1pre que for definida para todo hsV. 
A segunda variação de I em y é definida por 
2 d 1 - I (o I)-(h)·-1 I(y+th) y dt t·O 
OBSERVAÇM- Considerando f(t)•I(y+th), com nV, thcV, e llhlj sufi_ 
ciente pequeno, temos, pela f6rmula de Taylor: 
I(y+h)-I(y)•(6I) (h)+l_(6 2 I) (h)+r(h)llhll 2 y 2 y 
onde lim r(h)=O. 
1!11>0 
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Assim, podemos enunc1ar o seguinte 
TEQ_ti_EMA L..: Seja I :V'CV-+R um funcional duas vêzcs dlferenciâvel. 
Para que I tenha um mini mo em ~EV', são condiç5es necessãrias: 
e 
par a todo ht:V'. 
Dem: Do teorema anterior, segue que (6I) 9 (h)=O, e por defini -
çJo de ponto de mlnimo vem 
I(y+h)-I(y);O 
o que, por Taylor, se escreve como 
o que implica em 
D 
O conceito de extremo de um funcional deve ser me-
lt1or discutido. Quando se fala em mâximo ou mlnimo relativos , 
t~m-se em vista o maior ou menor valor do funcional sobre cur-
vas ''prõximas''. No entanto, essa idêia de proximidade entre as 
curvas pode ser entendida de maneiras diferentes) dependendo 
da norma definida nesse espaço. Portanto, na definição de mãxi 
mo ou m~nimo, ~ necess~rio indicar de que modo as curvas podem 
ser consideradas ''prôximas''. 
DEFINIÇAO - Dizemos que isD, ~ ponto de MlNIMO (MAX!MO) FORTE 
LOC,\L de I:DCV~R, se existe oO tal que l(Y)O(y), (!(y))!(y)) 
pa1·a todo ysD satisfazendo [[y-y[[
0
<s. 
DEFINIÇAO - Dizemos que yrD, ê ponto de MTNIMO (MAXIMO) FRACO 
- 8 -
l.JCPL de I:DCV~R, se existe c>D tal que I(y)(!(y), (!(:Í)>l(y), 
para todo yED satisfazendo IIY-YII 1••· 
OBSERVAÇAO- Se um funcional tem mâximo ou m1n1mo forte no po~ 
to y
0
(x), então assume tamb~m nesse ponto o mãximo ou mlnimo 
fraco, pois uma curva ''prõxima''de y 0 (x), no seTTtido da norma 
11 j[ 1 , também o serâ segundo a norma 11 jj 0 . A reclproca não ê va 
lida, como mostra o seguinte 
EXEMPLO 6 - Consideremos o funcional 
Jrr2[ d 2] J(y(x))= / 1-(d~) dx 
I 
com as condiç6es y(O)=y(n)=Ü, onde ysC (ü,TI]. 
A função y(x)=O dâ para J um mlnimo fraco. De fato 
J(O)=O e, SG 
IIY-Dll1 =mâx IYIX)-OI+mâx IY' (x)-OI<o<l, ·~ O::;x<:::·1T O:;::x::;;, 
temos jY' (x) j<l, o que ·irnpl ica em J(y);:O numa vizinhança V de 
y(x~~o. Logo J(y)-J(O)~O Vy~V, no entanto, y(x)~O não 5 mlnimo 
forte de J. Para provar isto, tomemos a sequência 
l y {x)=- sen nx 
n n 
(ndl) 
Para esta sequência, temos: 
f" 2 I 0 sen nxdx-4 f" 2 0 sen 2nxdx:: 
para n suficientemente grande. 
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Por outro lado, para todo 3>0 e se n o suficiente-
mente grande, temos 
IIY 11 (x)-üllo=mãx l*sen nxl''-o(x~:rr 
isto e, todos os têrmos da sequência, menos um numero finito, 
se encontram numa O-vizinhança de y(x)::O no sentido da norma 
11 !1
0 
• Nestas condições, temos J(y 11 )-J(D),o e, portanto J nao 
tem rn1nimo forte em y(x)~O. 
Resumindo, a idéia fundamenté'tl pe1rn se esti1beleccr 
o ~·nír!ilnO (ou mãximo) de um funcionnl ,.J ~~ conscnuir sobre o seu 
dom~nio ncv uma topolo~ia tal que 
(i)[) seja comracto (porie-sc r:u~ a to~olonia tenha 
:1oucos abertos). 
(ii) J seja contlnuo (pede-se o contrârio de (i)). 
Observamos, no entanto, ~ue a ~1arte (ii) podP. ser 
crtfrarturcida, con1o veremos mais arliante a pãnina l2G e senuin-
tcs, definindo-se funcionais Seflli-c~~!lnu_os~i_l:!fcrlormente, ls-
tiJ ê, se fn--Jo-f então J(f):;:lirn inf J(fn)' cor1o no caso rio funclo 
nal 11 Comprimento de arco 11 • 
I! - O PROBLEMA VARIAC!ONAL MAIS SIMPLES 
Antes de enunciarmos o problema variacional mais sim 
ples, vamos demonstrar o seguinte 
LEMA (OU BOIS - REYMOND) - Se para toda função q(x) tivermos 
b J f(x)g(x)clx~o 
a 
com fcC[a,b], gsC 1 [a,b] e g(a)~g(b)~D, entõo f(x)~o. 
D'.o.:n: Suponhamos, por absurdo, que para al,]um x
0
s[a,b] tenhamos 
f(x
0
)>0. Por continuidade de f, teremos então f(x)>O em um inte! 
valo [x 1 ,x 2JC[a,b], contendo x0 . Consideremos a funçã:o q(x) def·i 
nida ror: 
g ( X ) ~ 
O se xt[x 1 ,x 1] 
Então, 
rb f" J f(x)g(x)dx~ f(x)q(x)dvO 
a x 1 
o que contradiz a hip6tese, e portanto devemos ter f(x)~O. [] 
CQRillJ\Jl.LQ_:: Se para toda função g(x) tlVermos 
b f f(x)g'(x)clx~o 
a 
com f,c 1 [a,b], gcC 1 [a,b] e g(a)~g(b)~o então f(x)~K (cons'cantel 
Den1: Usando interJração por partes, temos 
b I b b o~Jf f(x)g' (x)dx~f(x)g(x) -f f' (x)q(x)dx 
a a a 
c portanto 
- I I -
rb J, f' (x)g(x)dxoO 
e, pelo lema anterior 
f' I X I c o 
o que: implica em 
f(x)oK (constante) o 
O problema mais simples do cãlculo variacional, con 
siste na extremizaçÃo do funcional 
b 
,l(y)"f/(x,y,y' ldx 
na classe c 1 [a,b] com y(a)oA e y(b)"B, A e B numeras reais da-
dos e F contlnua com derivadas de primeira e sequnda ordens con 
tinuas. As hip6teses sobre F garantem a existência de (óJ)Y(h) 
e (6 2J)Y(h). No que segue, deduziremos f6rmulas expllcitas pa-
ra as variaç~es de J. 
Suponhamos que y+h seja uma variação admiss1vel de 
y, isto e, hcC 1 [a,bJ e h(a)"h(b)"O. Então, 
b 
(6J)Y(h)oJ(y+h)-J(Yi"f [F(x,y+h,y'+h' )-F(x,y,y' J]dx" 
.a 
b 
"f [F (x,y,y')h+F ,(x,y,y')h'+ termos em h2 ,h· 2 .... ]dx 
a y Y 
e portanto 
b 
(cJI ihi"f [F (x,y,y' Jh+F , (x,.v,.v' Jh']dx y y y 
. a 
Se J tiver extremo em y, então, devemos ter, para 
todo il, (6J)y(h)o0, isto e, 
- l 2 -
b 
f [F (x,y,y' )h+F , (x,y,y' )h']dx=O - y y a 
Integrando por partes, vem 
ou 
f: [- J F y d X+ F y , l h ' d x = 0 
po1s, com as condições h(a)=h(b)=O, a nrimeira parcela de primej 
ro membro se anula. 
Pelo corolãrio do lema anteri8r, conclu~mos que 
e, derivando esta igualdade em relação a x obtemos 
denominada ULMÇ;Il;O DE EULER, que representa uma condição necessa 
ria para que y seja extremante de J. A solução desta equação di-
ferer1cial vai envolver duas constantes que serão determinadas p~ 
las condiç6es de contorno y(a)=A e y(b)=B. 
A equação acima desenvolvida fica 
F -F -~ y-< y''-0 Y xy' , yy' , y'y'· -
que foi publicada pela primeira vez em 1744. 
Uma quest~o fundamental ~ quanto a regularidade das 
soluções, i e, o que se pode afirmar sobre a exist~ncia das deri 
- I 3 -
vad~s de ordens superiores das soluç6es? Algumas informações se-
~-ii.o dadas pelo 
I_EOREI~A l - (regularidade da soluçã_Q_}__: Seja ycc 1 [a,il], uma sDIIJ 
çâo da equação de Euler, onde F(x,y,y') tom derivadas de sequnda 
ordem continuas. Se Fy'y'(x,y,y')fO, entà"o ycC 2 [a,b]. 
Oem: 
<i__F ," lim -1-[F ,(x+6x,y(x+6x),y'(x+6x))-F ,(x,y,y' i]" 
dx y 6X+Ü 6X y y 
"lim __ !__[6xl', HyF, +.~y'"', ·] 
6x+O 6x Y x Y Y Y Y 
(T. valor médio) 
onde ry'x' Fy'y" e ry'y indicam os valor2S das derivadas calcu-
lad~s en1 pontos intermediãrios. Então, 
!_F , "' 1 i m 
d x Y /\x->-0 
rr +M 
L Y' ' 
'' 6x 
,. t\y'-- l c +- F = y'y y'y' (\X 
=T,+y'F,+lim 
yx YY6x··~O 
6y I--~- F y'y' 6X 
e, corno por h·ipôtese, d 
-F' dx Y existe e e co:1tlnua e Fy'y'fO, 
clulmos que 
l i m 6y'_ y" 
6x-+0 IH 
exist<~ e e contlnua. 
con-
~ 
- j 
Dependendo da função F(x,y,y') envolvida em cada oro 
ble1na especifico, a equação de Euler pode tomar formas mais sim-
ples. Vamos analisar os seguintes casos: 
l. F não depende de y' - A equação de Euler fica reduzida a 
- I 4 -
e, nesse caso geralmente nao existe soluçà"o paru o problemc, vari 
acional, uma vez que a equação acima não envolve constantes arbi 
trârias suficientes para que as condições de contorno sejam sn-
tisfeitas, como se pode ver no seguinte 
EXEMPLO- Determinar a função yEC[a,bJ que extremiza o funcional 
J
b 2 
J(y)= y dx 
a 
COIII as condições y(a)~a e y(b)=B . A equaçfo de Euler nesse caso 
fic2 
Zy=O 
o q~1e implica em 
y=O 
Assim, o extremante y=O e tal que y(a)=y(b)=O e , p o .C. 
tanto, o problema so te râ solução se a=S=O. 
E importante notar que se - tôsse na o imposta a contl-
nu idade de y terlamos uma soluçao, a saber, 
O se xr(a,b) 
y(x)= 
y(a)=o e y(b)=8 
2. X__depende l_J.~e-~mente de :t_~- Supondo c1ue f:' se escreva como 
F(x,y,y' )=G(x,y)+H(x,y)y' 
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a ec1uaçao de Euler toma a forma 
a H o 
dY dX 
No entanto, a curva dada por esta equação nao satisfaz, em geral 
as condições de contorno, e consequentemente, o problema 
não ter solução na classe das funções cont1nuas. Se, por outro 
l a do , 
a H 
- o , 
a x 
a expressao Gdx+Hdy ~ uma forma diferencial exata e, o funcional 
fx
1 fx 1 J(y)= (G(x,y)+H(x,y)y' )dx= ·Gdx+Hdy 
xo xo 
independe das curvas que ligam os pontos considerados, e portan-
to, seu valor ~ constante sobre todas as curvas admissTveis, o 
que torna o problema sem sentido. 
EXEMPLO - Vamos extremizar o funcional 
f 
l 2 2 
J(y)= D (y +X y' )dx 
com as condições YEC[ü,l], y(O)"'O e y(l):ca. A equaçao de Euler 
nos dã 
y-x=O 
que satisfaz y(O)=O, mas se a;fl, o oroblema -na o tem solução. 
EXEMPLO- Analisemos o funcional 
f 
X) 
J(y\= x (y+xy' )dx 
o 
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duz a 
o que significa que o integrando e uma forma diferencial exata, 
ou seja, 
ydx+xdy~D(xy) 
e, portanto, 
independendo pois, do caminho que liga os pontos. Assim, o rro-
blema acima não tem sentido. 
}.....'..__ F __ ~epende somente de __ L Nesse caso, a equaçio de Euler te1n 
a forma 
F ''" O y'y'J 
e então, devemos ter 
y" -c o ou Fy'y 
Se y''=O, vem por integraçâo 
Se Fy'y'=O, 
Dl·ica em 
esta equação pode ter ra1zes 
o 
reais v'=k., o que 
" 1 
1m·-
LogG o segundo caso estã analisado no primeiro, e os extremantes 
para tais funcionais são retas. 
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EXEMPL.O - O funcional "compr-lmento de arco" 
J
xl /Í 2' J(y)= +y' dx 
X o 
têm para extremantes as retas que satisfazem as condições de con-
torno. 
Nêsse caso, a equaçao de Euler fica redu 
zida a 
ci_F , ( X , y ' ) = 0 
dx Y 
e, por integração, obtemos 
(constante) 
EXEMPLO - Consideremos o funcional 
IX l I 2' J(y)= _ll+y' dx X0 X 
para o qual, a equaçao de Euler sera 
y' ~)Í+y'21 kl 
Fazendo a mudança de vari~vel 
y'==tg t, 
teruvs 
l 
x=- sen t 
k l 
e, c o mo dy=tq t dx l = -t g t c os t d t ;;; 
kl 
sen t dt, vem 
y :::--l ... cos 
k .I 
t + k 
- I 8 -
2 
e, lo~JO, 
ou, 
2 I (y-k I =-11-
2 k 2 
I 
k2 1, I X I 
o que constitui uma famTlia de circunferências do plano, com cen-
tro no eixo-x. Pode-se determinar o centro e o raio pelas condi-
çoes de contorno. 
Assim, a equaçao de Euler tem a forma 
que, multiplicada por y', se torna 
2 d ) , (etc) F y'-F y' -F y'v"=--(F-y'F , =0 <=> F-y Fy,=K y yy' y'y' v dx y 
EXEMPLO - (Superficie minima de revoluçâo) - Consideremos uma su 
------·-·-------------, perfície S, obtida pela rotaçao 
L 
1-------:,!-Y--~},\ (x 2 ,y 2 ) em torno do eixo-x, ele uma curva 
regular y, que liga os pontos de 
' ,, 
., -+---+-,-, -·- \ ,: ,, ' coordenadas (x 1 ,_v 1 ) e {x 2 ,y 2 ) elo 
plano xy. Queremos determinar a 
curva y para a quJl, a superfTci 
e S tem area mTnima{fig 1 ). 
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Do câ:lculo dife;c:ncial e intef]ral, sabemos que a area 
total da superfTcie S ê dada por 
quando a curva y ~ dada por uma equação do tipo y=y(x). 
Um extremante para o funcional A, eleve satisfazer a e 
quação de Euler, que, no caso em que o integrando não depende de 
x, f i c a 
·-a ~ 
? yyl~ 
~,~z =c. (a constante) 
ou 
razr:nclo a substituição .)' 1 = S(?nh t, obtemos y~a. cosh t, e entRo, 
dx = .91. = asenhtdt = a dt <=> x = at + b 
Lar~ o, obtemos as equações paramétricas 
x = at + b e y = " cosh t 
de uma famllia de catenãrias elo plano xy. As constantes de inte 
graçao a e b, podem ser determinadas pelas condições de contorno 
y(xl )=yl 
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APLICA(OES FlSICAS 
1. O PROBLEMA DA BRACHISTOCHRONE 
Em 1696, Johann Bernoulli prop6s o problema da bra-
chisr.ochrone (do grego, brachlstos;;;menor, chronos=tempo), que con 
siste em se determinar a curva que une dois pontos A e 8, -nao s~-
tuados na mesma reta vertical, atrav~s da qual, uma part1cula se 
desloca de A at~ B, somente sob a ação da gravidade, no menor tom 
po posslvel (fig 2). Tal curva na o e o seqmento de reta de extre-
mos A e B, mesmo se11do este o 
caminho de menor comprimento li 
qando os dois pontos, pois a a-
celeração atrav~s deste segmen-
-------------...... to serla relat·ivarnente pequena. 
'>B 0 /\ solução deste pro--
. _____________ _jblema foi dado por J Bernoulli, 
l. Bernoulli, G. Leibniz, e I. Newton. A curva que dão tempo ml 
~--------------------. nimo para G movimento da partl·-
' 
' 
) - - ' j ' p : y 1 ----- --~11 
cu la e uma ciclÕide(fig 3). 
Suponhamos que o po11 
to A est~ na ori0em do sistema 
de coordenadas, e que ai a ener 
gia potencial seja nula. Em um 
ponto P(x,y), desprezando-se 
resistência do ar, temos a energia cin~tica T, e a energia potcn-
cial V dadas por 
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e V= -:ngy 
Como h~ conservaçao de energ1a devemos ter 
po i s , na or·igem esta soma v a l e 
ds 
v~-
dt 
ou 
dt ds ~ 
IT9Y 
e, ·integrando, 
t(y(x)) ~ l 
/Tg' 
com y(O)"O e y(x 1 )oy 1 . 
zero. Daí vem então: 
~ 119Y' 
~ 
!Í+(y' )~ dx 
/Tgy 
Como a função F(x,y,y' ), sob a integral nao depende 
de y', a equaçao de Euler serã do tipo 
F- y'F ~c (constante) y' 
o que, para o nosso problema fica: 
c 
que, simplificada torna-se 
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Vamos introduzir agora o oarãmetro T fazendo y';cotgT 
e, assim obtemos 
c y = = 
l+cotg-1 
dx dy 2c 1senT COST dT = 
y' cotg1 
e, -integrando, vem 
c 1sen
2
c 
= 2c 1 sen 
c, (1-cos 2T) = ~ 
2 
2 dT c 1 (1-cos T = 
c_H2L-SCI1 2T)+c 2 2 
2T)dT 
e, então as equações paramêtricas da curva procurada são 
x-c 2 = "'-+( 2 -sen 2T) 2 e y - '-+ ( I -c os 2T ) -, c 
Substituindo o parâmetro 2T por 5 e, fazendo Cz=O rois 
y(O)=O, obtemos as equaçoes de uma fan1Tlia de ciclõides 
X ~1-(s-sen s) 
2 
e y c "-1-(1-cos s) 
--
' 
A constante c 1 pode ser determinada impondo-se a con-
diçào y(x 1 )=y.1, fixando-se então uma ciclüide dessa famllia. 
2_ OTICA GEOMETR!CA 
O problema da brachistochrone foi resolvido por Jo-
han1: !3ernou'lli, com a aplicação das leis da õtica geométrica. Seu 
mêtodo de solução baseia-se no princloio de Fermat: ''O temno de-
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corrido na passagem da luz entre dois pontos fixos~ um MlNIMO com 
respeito aos poss1veis caminhos que ligam esses pontos''. 
(a;1 Lei da refração_~~ luz (L~~Snell) 
O princlpio de Fermat implica em que o caminho que a 
luz percorre entre dois pontos fixos, num meio eticamente homog~-
neo, ~ um segmento de reta ligando esses pontos. Con1o a velocida-
de da luz ~ a mesn•a em dois pontos do mesmo meio, o tempo wfnimo 
equivale ao comprimento mlnimo. Então, no estudo da p2ssagem dJ 
luz entre dois meios contlguos M1 e M2 , consideraremos como possl 
veis carninhos, apenas as po'lig!?._ 
nais formadas por um par de se~ 
H 1 mentos de reta com o conto de 
conex~o sobre a fronte·ira dos 
dois meios (fig 4). 
Aplicaremos o pri n-
clpiu de Fermat na passagem do luz do pon·:o (x 1 ,y 1 ), do melo ~-1 1 
ao po~to (x 2 ,y 2), do meio M2 . Suponhamos que os dois meios sej~m 
separados pela reta y=y
0
, e que as velocidades da luz nos lt12lOS 
M1 e M2 sejam respectivamente u1 e u2 . Sendo (x,y 0 ), o ponto de 
intersecção de um caminho qualquer do tipo considerado, com a reta 
que separa os dois meios, vemos que o tempo decorrido na passaaem 
1 - d da .uz, e da o por 
r--~ z /(X-X-) +(y -y I ---?~----··-G 2 
uz 
Pelo princlpio de Fermat, o caminho real que a luz 
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percorre dâ um mlnimo para o tempo Te, oortanto, e caracterizado 
pelo valor de x tal que 
ou , 
dT xrx 
·~ 1 
I _I]_ ---·+'=:___--,----- Y"Y 
I I'• 2 : 0' 
o 
dT 
dx 
o 
' 
o que de acordo com a figura 5 
ao lado , equivale a 
I i. ) sen _!l_ "' sen 0 o -·---~ 
l I ) _:J G) ---~~~-Y_2 __ c_ _________ --=5::__j n h e c i d o Esse resultado e co como LEI DE SNELL de 
refração da luz na interface de dois meios homog~neos. 
Consideremos agora, um conjunto de n meios homog~ne-
os ~1 1 ,r~:?' ... ,Mn' de faces cara 
lelas e stJponhamos que a luz 
tem velocidade uj no meio 
(j=l,Z, ... ,n)(fig 6). 
Neste caso a Lei 
de Snell ficQ: 
I z. ) scn 
u 2 "n 
Vamos considerar agora um Gnico melo M, -nao homogêneo 
- 25 -
oticamente, no qual, a velocidade óa luz e uma função contlnuu ele 
y (u~u{y)). Assumimos ainda que o meio M e oticamente isotr6oico 
isto e, a velocidade da luz en1 cada oonto indeoende da direção. 
Para obtermos a lei aue dã a confl~uração de um r2io 
de luz oue liqa os DOntos A e 8, do meio 1'1, aproximamos M por uma 
sequência de meios homogêneos ~1 1 ,M 2 , ... ,Mn, corno na fi (jura 6. A 
velocidade da luz em Mj ê escolhida como sendo u(y) em algum pon-
to entre as linhas que limitam esse melo. 
O caminho da luz atrav~s dessa sequencia de meios, se 
ra uma poligonal que dã uma aproximação do caminho real do roia. 
Fazendo n crescer, a largura de cada faixa se aoroxi-
ma de zero e a relação (2.) se aplica a cada estâgio do processo. 
No 1 in1ite, quando a aproximação ~ perfeita, essa relaç~o descreve 
e1n cada ponto, a direção da tangente ao caminho real do raio lumi 
noso em M. Então, podemos escrever 
( 3 . ) sen 0 =- \\ 
u 
/ 
:0 / 
' /• ----:--v-
B 
-
onde K e u:11a constante determi-
nada pelas propriedades fisicas 
do meio e as funções 0 e u de-
X 
Se y=y(x) e a equo-
pendem continuamente de y (fig 7). 
-f-L.:'----"-------0 
çi:lo de um caminho de luz em M, temos y' (x)=cotq 0 e entao 
( 4 . ) sen 0 1 ~ 
ll+(y'? 
e, comparando (3.) com (4.) obtemos 
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( 5 . i K 
Elevando ao quadrado e simplificando, vr~m 
( 6. i X u d_y . 
;i_KZ/ 
l..E.l_O princloio de Fermat e o cãlculo variacional 
Podemos chegJr aos resultados anteriores com o uso ~o 
cãlculo variacional. Supondo que y=y(x) seja a equação de um cami 
nho luminoso num meio em que a velocidade da luz- u=u(y) -varia 
continuamente, sabemos que a trajet6ria real ~ aquela que min1mi-
za o funcional 
( 7 . i 
p o i s ' 
d s 
dT 
= u => 
T = J" 2iÍ+Lctx 
X l U 
dT 
u u 
Usando a equação de Euler, ten1os 
y' 2 
u 
pois a função 
F( X ,y ,y' i=i~l +~y_'_z' 
u 
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nao depende explfcitamente de x. Logo, fazendo 
r-z 
U /l + y I 
recaindo em (5.), e a so-luçao será: 
k 
X = + k J~.Y __ 
~;;;;-z 
vem 
OBSEf(VAÇAO- No caso particular em que u{y) = /29(y-y
0
), (/.) se 
transforma na integral que resolve o oroblerna da BRACHISTOCHRONE. 
Para caracterizarmos melhor os extremos do funcional 
ma1s simples, vamos estudar 
cL5EC;UNDA VAR!AÇAO Consideremos vinda o funcional 
b 
J(y)"f F(x,y,y' )dx 
a 
onae F tenha derivadas parciais continuas at~ terceira ordem. Se-
ja bi_-_c 1 [a,bJ com h(a)=h(b)o::O. Pela fOrmula de Taylor, temos 
F(x,y+h,y'+h' )-F(x,y,y' )" 
=hF +h'F ,+-~ y y 2 
+ infinit~simos de ordem superior 
Definimos então 
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como a segunda variação ct;:_. ,; E'll 
l(Or-l.Ei·L~ 2 - Se o funcional 
rb 
J(y)=i F(x,y,y' )cfx 
·a 
tem um mlnimo em y
0
• então 
(oz.J)Y (h);D 
o 
I'-, , 2 então, 
Den1: Suponhamos que J tem diferencial de segund~ orde~ no esp~-
ço en1 que ~ definido. Logo, podemos escrever 
? ? (6J) (h)=(6J) (h)+(6'J) (h)+dll>ll 
Yo Yo Yo ·• 
e, co1no y
0 
e ·ponto de mlnimo, vem 
(SJ) (h)=O 
Yo 
Suponhamos, por absurdo, que (6 2J)
1
, (h)..::O :Jara algum 
.} o 
h ad~isslvel. Ent~o, p~ra c suficientemente pequeno, d2vemos t2r 
(cJ)y (h)<O, ou soja, 
o 
o que contraria a definição de mTnimo, ~ 
1-2 ·) ('1--0 cvv n,> 
- o 
portr.nto temos 
Notemos que, at~ aqui ,vi1nos apeniiS condições necessa-
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rias para a existência de extremos do ~uncional 111ais simples. Um~ 
condição suficiente ê dada no segu.inte 
TEOR[JA.JL2_.-= Suponhamos que o funcional 
b 
J(y)=J /(x,y,y' )dx 
seja diferenciâvel a tê segunda ordem, ( 6J) =0 
. y 
que exista uma constante oositiva k tal que 
Nestas condições, J atinge mlnimo em y . 
o 
Dem: Como 
e 
vem 
D 
(V h admi sslvel) ,e 
e, entao conclulmos que y
0 
~ ponto de mlnimo para J. 
08SERVAÇAO - Para mãximo a demonstração e anãloga, bastando mudar 
os sinais. 
Continuemos analisando a segunda variação de J, resol 
vendo por partes, a integral 
Jbhh'F ,dx = yy a h 2 I b --F 2 YY' a 
r b h 2 d 
I ---F , dx 
)aZdxYY 
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com o que podemos transformar a expressao 
em 
e, fazendo 
v €!11 
IJJ'l6 .... c S e 
fb[F h' 2+(F - <I__F )h 2]' a y'y' yy dx yy' ox 
I 
r =zF Y, Y, e I d Q .. (F F ) 
-z yy-Ox yy' • 
(0 2J) (h))O para todo h admisslvel, y então 
Fy'y' (x,y,y' ),;-O 
Dern: Segundo a notaçiio acima, temos 
e, queremos mostrar que P(x)>O, para todo x. 
Suponhamos, por absurdo, que P(x 0 )<0, para algum x0 . 
Então, no intervalo I=[x 0 -n/n, x0 +TT/n] temos P(x)<-et, para n sufi 
ciente grande e a>O. Seja h(x) definida por 
2 
sen n(x-x
0
) se xEI 
h ( X ) 
O se xii 
h tão 
TI X +~ 
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f 
0 n[ 2 2 4 
< x _TI -an sen (2n(x-x 0 ))+Qsen (n(x-x 0 ))Jdx ~ 
o n 
.TI 
X -
2J o n 2 ~ -an- nsen (2n(x-x 0 ))dx 
X +-0 n 
2 T~ 
+ rn a x 
n 
I o i c 21( 1T --n 
onde K=mãxiOI. Fazendo n suficiente grande, temos 
t [Ph' 2+Qh 2J dx'O 
a 
o que contraria a nossa hip6tese. Logo, devemos ter P(x)>O. 
Do lema acima e do teorema 2 decorre o 
-~~?..f~~~-~\ __ 4_:_ .. (Legendre) Se y
0
=y 0 (x) e ponto de mlnimo para o funcio 
nol 
b 
J(y)·,tF(x,y,y' )dx 
entao, em qualquer ponto da curva y 0 temos 
OBSERVAÇAO- Vimos no teorema 1 que, se y=y(x) e solução da equa-
çào de Euler 
F - _c!_F c O 
Y y' dx 
onde F tem derivadas parciais contlnuas atê segunda ordem, então, 
y=y(x) tem derivada contlnua em todos os pontos para os quais 
F , , (x,y,y') t- O. y y 
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Como consequ~ncia, o extremal y=y(x) s6 oode ~2r pontos angulosos 
quando Fy1y 1(x,y,y 1 )=0. Notemos também que a equação de Euler para 
o funcional mais simples ê uma equação diferencial de segunda or-
dem e portanto, suas soluções deveriam ter se0unda derivada. Isto 
nJo 11ecessariamente acontece como mostra o seguinte 
EXEMPLO - Consideremos o seguinte funcional 
f 
1 2 2 J(y)= y (1-y' )dx 
-1 
com ôS condições y(-1 )=0 e y(l )=1. Portanto J(y):;-0 e, um mlnimo ra 
ra J serã alcançado em 
O se xs[-1,0] 
x se xs[O, 1] 
Ainda que y 0 (x) nao tenha derivada segunda, satisfaz a equaçao de 
[ulr.:r, que fica: 
Logn, para y 0 (x), a equaçao de Euler ê uma identidade, mesmo nao e 
xistindo y~(x). Ne.ste caso, temos 
F ' ' I 2y2 y y y= y o 
o 
que se anula em todos os pontos do -interva·lo [-1 ,o] e o extremar.te 
tem ponto anguloso em x=O. 
O exemplo seguinte mostra que ~ possTvel obter um ex-
tremante Y("Yl (x) para um funcional J tal que, apesar de valer 
~ 33 ~ 
para alguns pontos, Y("Yl (x) não tem pontos anCiulosos. 
EXEMPLO - Consideremos o funcional 
f 
1 2 2 J(Y)" y (Zx~y' I dx 
~ 1 
com as condições y(-l )=O e y(l )=l. Tambêm nesse caso temos J(y):;.O, 
e a função 
o se -l:o:;x;:O 
Y1 (x)" 
2 Ozx~l X se 
- ~ 
e um extremante para J, a equaçao de Euler 0; satisfeita 
e, alêm disso, 
que se anula no intervalo [~l ,0], mas y1 (x) 
~ 
nao possui pontos angu 
losos. 
III - FUNCIONAIS MAIS GERA'S 
(a) Vamos estudar aqora funcionais do tipo 
com as condições de contorno dadas 
Fixando-se (n-1) das funções yj(x), podemos ver o Fun 
cional J como dependente de apenas uma função yi(x). Para esta, te 
n1os a equaçao de Euler 
e, o n1esmo e -vãlido para as outras funç6es yj(x), o que nos forne 
ce un1 sistema de equaçoes de Euler 
F d o -(F y,) -
yl d X ] 
F <J_(F , ) o o Yz dx Y 1 
que, t:rn geral, define uma famllia de curvas integrais no espaço 
(x,y 1 ,y 2 •... ,yn), dependentes de 2n parâmetros. Tal famTlia ê clla 
mada famllia de extremais de J. 
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EXEMPLO l - Suponhamos que o funcional J teni1a a forma 
X 
J(y(xl,z(xll ~ f 1F(x,y,z,y:z:ldx 
) X 
o 
com as condições 
z(x l=z 
o o 
Neste caso, o sistema 
de equaçoes de Euler sera 
F d o - -(F , I ~ y dx Y 
F d o - --I F , I ~ z dx z 
que, resolvido, nos dã uma curva de R3 como na figura l. 
EXE~PLO 2 - Vamos extremizar o funcional 
J I y, z I r " 2 2 = ,: 7(y' +Z 1 +Zyz)dx 
J o 
com 05 condições 
z(O)~O e z(•/2)~-1 
Do sistema de equaçoes de Euler, que nesse caso f·icn 
y 11 •• z o 
z" y = O 
obtemos, por substituição, a equaçao 
I 4 \ y I- y Q 
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cujo polinômio característico e 
4 P(rlor -1 
de raízes +l e +i. Portanto, a solução real dessa equaçao sera 
Como z=y'1 , vem 
e, usando as condições de contorno 
y(QioQ o o 
y(1r/21o1 
y(x)=senx e z(x)=-senx 
(b) Cons·ideremos agora funcionais que dependem de deri 
vudas de ot~dem superior, do tipo 
J I Y I o 
b (F( '" (nl,d J x,y,y ,y , ... ,y 1 x 
a 
em relação a todas as variâveis, com as 2n condi 
çoes de contorno 
y'(aloy~, y(n-1 l(a)oy(n-1 I 
. o 
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y' (b)=yi, 
Os extremantes para J sâo tais nue (~J)Y(h)=O, 1e: 
rb 
= 1 (F h+F ,h'+F ,,h''+ ... +F ~h~)dx ~O 
•a Y Y Y Y 
onde h ê uma curva admlsslvel tal que h(a)=h(b)=O, h' (a)=h' (h)=O, 
... ' 
h ( n-1) (a) =h ( n-1) ( b) =0. Temos ainda 
( i ) 
,b b r b d J F ,h'dx = F h -Fv,hdx 
a Y y a ·a d x " 
,b b d b t d 2 r J F h"dx - F , h ' --F y"h + - 2 r ,hdx y" y a dx a dx Y a a 1 i i l 
e, dssim por diante, 
( n i) 
·b b b b n 
, . (nJ (n- li d (n- 2) n I o 
·F (nlh dx =F (n)h --F 1n:h + ... +1-1) --nC"Jhdx 
JaY Y a dxY a adx·'fl' 
Observando as condiçôes sobre h, acima vem: 
F -y 
d 
-F ,+ 
dx y 
= o 
conhecida como EQUACAO DE EULER-POISSON. As soluções desta equa-
çâo são os extremais do funcional dado em (b). 
EXEMPLO 3 - Determinar os extremais do fu11cional 
Jn [k 2 ] J(y) = -a 2(y") +r,y dx 
satisfazendo as condições 
y I -a) = y ( n) = y ' ( -a.) = y ' ('X) =O 
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Neste caso, a equaçao de Eu'ler-Poisson sera 
D + o 
ou 
I 4 I_ o y - - V 
do que obtemos 
y ( X I = - _P_ 
24k 
4 
X + 
3 X ,. c 
-& 
2 
Usando as condições de contorno, vem 
.. p 2 2 2 y(xl - - 24k(x -.o I 
(c) Vamos analisar agora funclonais do tipo 
Jlzlx,yl I ff I )zlzl j 1 F x,y,z,---,- dxdy 
'D (lx (Jy 
par~ os quais o problema proposto consiste em se determinar uma 
funçi5o z=z(x,y) que assume sobre a curva r (fronteira de D), os 
valeres dados por z(x,y)=z
0
(x,y) e que dâ um mlnimo oara J. rara 
isto, vamos supor que Dê uma região simplesmente conexa, r eu-
3 2 l'la curva retificâvel, FsC , e zt:C [D]. 
Consideremos os conjuntos: 
a z a z _, I z,-,- cont1nuas z(x,y):::z 0 (x,y) em r I ,J(z) e dx 8y 
Flc{z=zlx,y,tl 
l 
m1nirno} 
zlx,y,OIEE e zlx,y,tl z0 1x,yl em r} 
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Para as funções de Et o funclonal J se reduz a uma fun 
ção de t, que assume mlnimo para t=O, isto ê, 
o que 
d ,] 
dt I t=O = o 
equivale a (OJ) (h)=O para toda h admisslvel. Portanto, 
z 
"[dfl ( J''l 3z , J" -,F x,y,z(x,y,t ,·- x,y,t),-(x,y,tJ)dxdy 
dt 1 1D 3x :)v 
J t= o 
FazPndo a substituição 3z i=--
' 3 t, vem 
I i.) Ji [é1F.~ +.ai.~~+ .aF '·~Jctxdy =o 
} D .dz dzx 3x dzy dy 
e, pelo teorema de Greer-0, fazendo 
v 
temos 
Obsr.rvando que 
o . -------
', I,' 3 ~ ~.' .->,C , _,, 
·:-•.-; , .. '' ,._ 
ar + 3F ~i ,,,_ l + 
3z dz 
X y 
+ l__u:.ai l] ctxd y 
3y 3z y 
= j' é(!1i dy 
r Jz 
X 
'-' 'i.-_. • - '' ·: ·,-: o! c.-'" , -".:!.: ·:~c·.cc 
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f,[!_ 
ax 
JF 
+ 
obtemos 
r f ['r F aF ar,]d d r f [ , a F a aFJ I 2. I j o ;; - --". +-- X y = -. r -"- -- + -- dxdy ax dz dy j D • 1 X dz 'ày az 
X y X 
+ r f, [.a_!:dy - -3-~d X]· 
· r a "x dzy 
Con•o z(x 1 y,t)~z 0 (x,y) em r, temos 
()Z f,(x,y,tl = =O 
at 
em !' pois z nao depende de t em r. Conclu'fmos então que 
I 3 . I 
Substituindo-.se 
f t:[~ dy ]' (lZ 
X 
r 2. I e r 3 . I 
1 r s ['r a J D H ax 
om I l . I , vem 
fJF !_ aF]dxdy o -
d 7.x 3y 3:y 
+ 
o que~ v~lido para toda Ç=~(x,y) cont1nua, com primeira deriv&-
da contlnua, e tal que S(x,y)==O se (x,y)rr. Portanto, pelo le11ié:i 
de Ou Bois-Reymond para funções de duas variâveis, C:cve ser satls 
fei t<1 a equaçao 
a F 
3 z 
3F 
OX 3Z 
X 
a F 
----- - o 
conhecida como equaç~o de EULER-OSTROGPAOSKI (deduzida em 1834). 
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Denror1stramos assim, o seguinte 
TEORU·IA 1 - Seja F-F(x y z(x y) az az) CllO'c"lnUc•.S com 
- 1 1 ' ',~.--;:;:-· ç, X aY derivadas 
parciais de primeira ordem cont1nuas em cada variâvel) ~ z=z(x,y) 
· 3z 3Z a2z a2z . contl~ua, assim como suas derlvadas --,--,--z·~· satlsfazendo a 
dx 3y 8x 3y 
condição z(x,y)=z
0
(x,y) sobre I' (onde f=3D ~ uma curva fechada re 
tific~vel ). Se z=z(x,y) ~ ponto de mlnimo para 
_ Jf az az J(z(x,y)) - 1 F(x,y,z,ãx'-§)i)dxdy 
, D 
onde D e uma região simplesmente conexa limitada por r, então, -e 
necessãrio que z=z(x,y) satisfaça a equaçao diferencial 
a F 
az 
EXEMPLO - Extremizar o funcional 
com z satisfazendo a condição z=f(x,y) em r. A equação de Euler-
-Osb,ogradski toma a forma 
O (Equação de Laplace) 
En1 outras palavras, queremos encontrar uma função z, 
satl s~'azendo 
l- 6z=O 
2- z=f(x,y) em r=3D 
3- z ~ contTnua em D 
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-O problema acima e conhecido como PROBLEMA DE DIRICH-
LET - um dos problemas bãsicos da Flsica-Matemãtica. 
EXEMPLO - Para o funcional 
com z=z(x.y) satisfazendo certas condiç6es de contorno em 3D e 
f(x,y) dada, a equaçao de Euler-Ostroqradsky fica 
'2 '2 u z Q z 
-z+-:-z " f(x,y) 
ax ay 
ou, n1ais resumidamente, 
6z - f(x,y) 
conhecida como equação de Poisson. 
APLICACOES FTSICAS 
I. DINAMICA DE PARTI CU LAS 
O que aparece neste t6oico ~ baseado acenas no conheci 
menta de conceitos elementares de dinâmica de nartlculas, sem oor-
tanto 1·equerer profundos conhecimentos de flsica. 
(a) Energia potencial - Energia cinêtica - Coordenadas generalizadas. 
Consideremos um sistema de p partlculas submetidas a 
vlnculos geom~tricos dados e sujeitas a forças que são funções ap~ 
nas das posições das part1culas, oor exemplo, v1nculos qeomêtricos 
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que nao variam com o tempo podem consistir no confinamento de alg~ 
111as ;1artrculas a dadas curvas ou superfTcies. 
Vamos supor que a força que age sobre a j-êsima partl-
cula, de coordenadas (xj,yj,zj), tem componentes cartesianas 
funçoes das 3p coordenadas x1 ,y 1 ,z 1 , ... ,xp,yp,zo das partlculc.s rio 
sistema. 
t de nosso interêsse considerar um tipo especial de si~-
ten1a de forças - sistema conservativo - para o qual existe uma f~n 
çao V=V(x 1 ,y 1 ,z 1 , ... ,xp,yp,zp), da qual podemos derivar as 3p com-
ponentes das forças 
I I . ! a z . 
J 
pura j=l ,2,. --~ ,p. A função V ê chamada ENERGIA POTENCIAL do sistc 
n1a, cuja existência não temos interêsse em questionar aqui. 
Para o nosso propõsito, um problema de dinâmica de pa_r:_ 
tlculas envolve três elementos: 
( . ! 
' 1 O n~mero e as respectivas n1assas das partlculas. 
(ii) Os vfnculos geom~tricos sobre as partlculas. 
(i i i) A função energia potencial V. 
A ENERGIA CINETICA de uma part1cula e definida por 
-
onde m e a massa da partlcula ds edt e o mõdulo de seu vetor veloci· 
d~de. 
- 4 4 .. 
Assim sendo, a energia cin~tica de um sistema de p par 
t1culas serã dada pela soma 
! 2 . ) T = 
e, con1o as massas nunca sao negativas,concluimos que T>O e T=O se 
e sO se o sistema estã em repouso. 
O efeito dos vlnculos sobre um sistema de p partlculas 
e a redução do n~mero de coordenadas independentes para descrever 
o n1ovimento. Se os vlnculos são completamente especificados por k 
equações independentes e consistentes do tipo 
( 3 . ) 
para ·i=l ,2, ... ,k<3p, o nUmero de variâveis independentes ê 3p-l; e 
as equaçoes acima podem ser usadas, pelo menos em principio, par a 
elin1inar as restantes k variãveis do problema. Contudo, e mais con 
veniente a introdução de um conjunto de 3p-k=N variãveis indepen-
dentes q 1 ,q 2 , ... ,qN' através do qual são descritas as posiçêies de 
todas ilS partTculas. Dessa forma, as equações de vincules sao subs 
tituidas por um sistema equivalente de 3p equações 
j=l, ... ,p 
As variâveis q 1 ,q 2 , ... ,qN sã:o conhecidas como COORDENA 
DAS GENERALIZADAS, e as equações acima estabelecem conjunta1ne11te 
as posições das partTculas e os vTnculos geom~tricos impostos so-
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br\~ elas. 
A escol h a do conjunto de coordenadas generalizadas pa-
ra um certo sistema não ~ feita de modo Gnico, por~m, o numero de 
tdis coordenadas ~ perfeitamente determinado; ~ o menor n~mero de 
vurii:íveis que descrevam completamente a confiquraçâo do sistema, u 
ma vez conhecidos os vlnculos geom~tricos. Por exemplo, uma parti-
cula confinada a uma superflcie tem associadas a ela duas coordena 
das generalizadas e uma conveniente escolha seria um par de coorde 
nadas de superficie. Se uma particula ~ obrigada a se mover ao lon 
go de uma curva, precisamos de uma Gnica coordenada para a descri-
ç~o do seu movimento; por exempo o comprimento de arco. 
Para expressar a energia cin~tica em termos das coorde 
nadas generalizadas, derivamos cada uma das equações de (4.) em re 
laçao ao tempo, obtendo 
N a x . N 3y. N d z . I s. ) X j ' l: -if q ·j yj o " 
--''-+ q i e zj ' L ---+ q. 
l = 1 (l q i i 'l a q . l =·I a q ·i 
. l 
l 
j 
' 
l 
' 
'p. 
Substituindo os resultados acima em (2.), obtemos a lm 
port~nte conclusâo: A energia cinêtica e un1a FORMA QUADRATICA nas 
componentes das velocidades generalizadJs em que os coeficientes 
são funções de tais coordenadas. 
No que segue, assumimos que a energia potencial V, as-
saciada a qualquer problema f~sico, depende apenas das coordenadas 
g~neralizadas, enquanto que a energia cinêtica ê expressa em 
mos das coordenadas e das velocidades generalizadas. 
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l_~_\ O princ1p1o du mlnima açao de HAMILTON - Equaçõ_r:_~- de EULER - LAGRANGE. 
No que segue, por slmpl i cidade, denotaremos por qi, o 
conjunto de todas as coordenadas generalizéldas q 1 ,q 2 , ... ,q~ c, ana 
loga1nente por qi, o conjunto das velocidades generalizadas. 
A formulação mais geral da lei do movimento dos siste-
mas ~1ec~nicos ~dada pelo Princlpio da mTnima ação de Hamilton. s~ 
gundo esse princlpio, cada sistema mecânico caracteriza-se por uma 
função determinada 
de tal forma que o movimento satisfaz a condição: 
''Suponhamos que nos instantes t 1 e t 2 o sistema ocupe 
~ pos1çoes determinadas, caracterizadas por dois grupos de valor:::s 
das coordenadas qi(t 1 ) e qi(t 2 ). Então, ent1~e essas pos-ições, o s1s 
tema move-se de tal modo que a integral 
t I~J 2 Ldt 
tl 
possua o menor valor poss·lvel :' 
Esta integral representa a açao do sistema mecãnico, c 
o seu integrando denomina-se função de Lagrange - ou Lagrangeana 
do sistema dado. Observemos que tal função depende apenas das posi 
côe~ e velocidades das partlculas, não contendo derivadas de ordem 
Ser1do conhecidas as coordenadas e velocidades generali 
zadas, simultãneamente, determina-se completamente o estado do sis 
teJIJa, o que nos permite, em princTpio, predizer o seu futuro. Sob 
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o ponto de vista matemãtico, isto significa que, cle-~inidas todas as 
coordenadas qi e as velocidades qi em um certo instante, determi-
na-se ta1nb~m, de modo Gnico, o valor das ace'lerações ij. nesse 1ns 
l 
tante. 
Vamos agora, obter por meio do princlpio de Hamilton, 
as equaçoes diferenciais que permitem determinar o m1nimo da inte 
grôl dada acima. 
Por simplicidade, suponhamos que o sistema possua um 
grau de liberdade- isto§; N=l - no que vamos então considerar a 
penas uma função q(t). 
Supondo que q(t) e a função para a qual I tem o valor 
r;JlniiJIO, concluimos que para qua-lquer função do tipo q(t)+6(q(t)), 
1lnde ó(q(t)) e urna vanaçao da função q(t), I tem vulor ma·ioJ~. 
Desde que para t=t 1 e t=t 2 todas as funções conlpara-
ve·is q(t)+ó(q{t)) devem ter os mesmos valores q(t 1 ) :::· q(t 2 ), con-
cluf,,os que 6(q(t 1 ) )•6(q(t 2 ))·0. 
A variação de I, ao substituirn1os q por o+6q, sera da 
da por 
L(q+óq,Q+!Q,t) - l(q,~,t) dt 
,~, se q(t) dã minimo para I, devemos ter 
61 - I(q+oq) - I(q) • O 
at~ a pr1meira ordem em 6q. Usando a definição da ação obtemos 
t 
I(q+óq) • f 2L(q+6q,Q+6Q,t)dt -
tl 
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" I(q) + 
Observando que . d óq";rr(oq) e usondo integração por par-
tes, a variação de I fica: 
e, como .Sq(t 1 )o=6q(t 2 )"'0, o primeiro termo do segundo membro da l-
guald2de acima ê nulo. Assim, pela arbitrariedade de 6q(t), a con-
,Jição 61=0 equivale a 
3L 
" o 
3q 
Se o sistema tiver N graus de liberdade, deverão vari-
dr indei;endentemente no principio da minima açâo as diversas fun-
çoes qi(t), para i=l,2, ... ,N. 
Desse modo, obteremos N equaçoes do tipo: 
ci__(3L) 
d t aqi 
3L 
i=l ,2, ... ,N 
o 
Estas sao as equações de Euler-Lagrange, que descrevem 
o movimento do sistema. 
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Para a descrição dos processos que ocorrem na natureza, te 
mos que escolher um sistema de refer~ncia, pelo que entendemos um 
sistema de coordenadas que serve para indicar a posição das partr-
culas juntamente com um relõgio para medir o tempo. 
Em distintos sistemas de ref~rência, as leis da natu·,oeza, 
e, dentre elas as do movimento, t~m em geral formas diversas. As-
sim ê que, se escolhemos um sistema de refeJ~ênc;a qualquer, pode~ 
correr que at~ as leis mais simples tomem em tais sistemas formas 
bastante complexas. Naturalmente, surge a questão de se encontrar 
um sistema de referencia no qual essas leis tomem sua forma mais 
si1nples. Para isso, vamos considerar os sistemas em relação aos 
qua·is o espaço ê homog~neo e isotrõplco, e o tempo uniforme. Estas 
condições significam que todas as posições de uma partlcula l1vre 
nc. espaço são equivalentes e, a lsotropia do espaço diz respeito a 
ã equivalência de todas as direções, isto e, não existe nenhuma di 
reção ''privilegiada''. Um sisten1a de refer~ncia nestas condiç~es -e 
dito INERCIAL. 
Vamos obter, nas argumentações seguintes, a conclusão ele 
e1n um sistema de refer§ncia inercial, qualquer movimento livre efe 
tua-se com velocidade constante. Esta afirmação constitui o que se 
denomina LEI DA INERCIA ou PRIMEIRA LEI DE NEWTON. 
Consideremos então, uma partlcula movendo-se livremente, 
ou seja, sem sofrer nenhuma ação exterior, em um sistema de refe-
r~ncia inercial. Como desejamos estudar seu movimento, vamos lan-
çar 111ão da equação de Euler-Lagrange: 
dl = o 
aq 
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onde as coordenadas, neste caso, s~o as cartosianas usuais. 
Devido a homogeneidade do espaço e do tempo, vem que a 
funçiio de Lagrange L não poderã conter explicitament2 o tempo t e 
·> 
nem o raio vetor r do ponto. Desse modo, L serâ função apenns da 
+ 
velocidade v. Da isotropia do espaço resulta que L não ~oderã de-
+ pender da direção do vetor v. Assim, 
2 2 _,. ~ 
onde v =lv:·= v.v 
+ Por ser L independente de r, obtemos 
JL 
= o 
+ 3r 
e, e11tão, a equaçao de Euler-Lagrange toma a forma 
do que segue 
dl = c(constante) 
+ 
a v 
2 JL --r Como L=L{v ), concluimos que -+e função somente de v, 
3V 
c, assim vem que v e constante(o sfmbolo v representa o n16dulo da 
+ 
velocidade v). 
Passemos agora a outras consideraçües: 
Imaginemos dois sistemas de referência que se movem um 
em relação ao outro, retillnea e uniformemente. So um deles e inor 
c·ial, o outro também o sera, uma vez que, qualquer movirnento 1 ivre 
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nesse sistema se realiza com velocidade constante. Desse modo, e-
xistem tantos sistemas de referência inerciais quanto se queira, e, 
a corrdição para isso ~ que se movam com velocidade relativa cons-
ta n te. 
i•1ostra-se, experimentalmente, que, nestes sistemas, não 
apenas as leis do movimento livre são iguais, mas tais slstem2.s 
são equivalentes do ponto de vista mecânico. Esta afirmação cont~m 
a ess~ncia do PRINCIPIO DA RELATIVIDADE DE GALILEU. 
Vamos agora obter as transformações de Galileu 
ves dessas transformações, dar uma expressão exata do seu 
p1o da relatividade. 
Sejam K e K', dois sistemas de referência e r e r', os 
vetores posiçâo de um mesmo ponto P (fig 2). 
--·-·····--·--
•. 
L __ _ 
Suponhamos que K' se move com velocidade constante 
ern relação a K. Segue então que 
r = r· + Vt 
. 
·> 
V, 
~o que subentende-se que a contagem do tempo e a mesma para ambos 
os sistemas, isto e, t=t' (hipÕtese de que o tempo ê ubsoluto). 
As relações 
-+ -:- _,._ 
r=r'+vt e t. = t' 
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sao chamadas '~Transformações de Ga li leu" 
O principio da Relatividade de Galileu pode ser exprel 
do seguinte modo: ''As leis da mecânica devem ser tais que fiqueEI 
invariantes frente a estas transformações''. 
Se derivarmos a primeira das relações acima em relação 
ao tempo t, obtemos a lei de composição de velocidades nos do i s 
sistemas: 
e, derivando mais uma vez, vem 
jã que + v e constante. 
Isto nos mostra que a aceleração de uma partfcula ê i-
dêntica nos dois sistemas; assim, se em I< vale a lei F:::mt, o mesmo 
acontece em K' 
_ld) A lei fundamental da dinãmica de uma partlcu-la 
Suponhamos que uma partTcula - em um campo gravitacio-
nal, por exemplo - se move livremente de um ponto a outro sem a a-
ção de forças externas. Uma vez lançada para cima, a partlcula so-
be e desce. Vamos mostrar que a trajet6ria que tem a minima açao e 
-~ -~ 
aquela que satisfaz a clãssica lei de Newton: F=m~. 
Por simplicidade, faremos o racioclnio no caso em que 
o movimento ê unidimensional e, se passa num campo conservativo. As 
sim, as forças atuantes derivam de um potencial. 
Como sabemos, a equação de Euler-Lagrange rege o movi-
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menta da part~cula e, no nosso caso, a função de Lagrange e dada 
por 
L(q,q,t) o -2- CJZ- V(q,t) 
da qual tiramos 
3L a v 
o 
3q aq 
3L q ·- m 
aq 
e, usado a equaçao de Euler- Lagra nge vem 
a v 
o m q 
3q 
r·azendo 
F ( q I a v .. 
3q 
obtemos então: 
F(q) m q 
EXEMPLO - Consideremos um tubo horizontal que gira em torno de um 
eixo vertical com velocidade angular constante. Dentro do tubo 
hâ un•J pequena esfera de massa m. Descrever o movimento da esfera. 
Soluça~~_:_ Como o movimento se passa num r)lano horizontal, podemos 
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supor que a terceira coordenada da partícula seja nula. Conforme a 
figura 3, temos: 
x(t) o r(t) cos ~t e y(t) o r(t) sen pt 
Derivando em relação ao tempo vem 
x( t) -· r(t)cos[!t r(t)nsennt 
y(t) o r(t)senl!t + r(t)~cosQt 
DaT tiramos o m6dulo do vetor velocidade que, ao qua-
rirado fica: 
,----
1 
' 
'. 
' ~( t)> 
-J6.L._l--r'-----·-
r( t) 
'------------
r. 2+ 2 2 = r O 
~lestas condições, a 
energ1a cin~tica se escreve co-
mo: 
T I I . 2 -m 1 r + 
2 
e, supondo que a energia pot1~n-
cial seja nula no plano em que 
se d~ o movimento, temos a lagrangeana 
L o T-V o ( . 2 m r + 
2 
A equaçao de Euler 
d 8L 
.. o 
f! r d t (li:.. 
para esse sistema fica 
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2 
r-flr=O 
e, pottanto, .a solução sera da fot~ma 
rlt) = Ae~t + Be-Dt 
Suponhamos ainda que r(O)=O e f(O)~v 0 e, assim, 
as constantes 
v A = -<> e 
zn 
B = - v 
-& 
2Q 
-
temos 
Logo, o movimento da esfera sera descrito pelas equn-
çoes: 
r I t I I ot -nt 1 e - e e 
onde r(t) pode ser escrita como 
r(t) = ~ senh nt 
n 
2. PROBLEMAS !SOPERIMfTRICOS 
De uma maneira geral, sao chamados orobl emas i soperim~ 
triccs os problemas do câlculo das variaç6es em que se propoe a ex 
tremização de uma dada integral enquanto outras t~m valores dados. 
Conta-se que a primeira pessoa a resolver um problema 
isoperirnétrico foi a rainha Dido, de Cartago, no ano 850 a.C. Intu 
itivamente ela resolveu o problema que consistia em determinar a 
curva fechada de perlmetro dado, que encerrasse a região de maior 
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area posslvel. Esse problema ~he foi apresentado da seguinte mane! 
ra: Ela deveria cercar a maior ãrea de terra possivel, usando p~ra 
1sso un1 couro de vaca. Resolveu a questão cortando o couro em ti-
ras muito finas e colocando-as emendadas, formando uma circunferên 
c i d . 
O problema isoperim~trico original pode ser formulado 
como segue: Consideremos o conjunto P, de todas as curvas planas, 
fechadas, sem auto-intersecção, e de per1metro fixado L. Dess2s 
curv~s, n6s procuramos aquela cuja ãrea da regi~o interna seja mã-
x1ma. 
Suponhamos que as equaçoes paramêtricas de uma curva 
admi:~slvel y, do conjunto P, sejam x(t) c y(t), funçêies continua-
mente diferenciãveis em relação a t. 
A ârea da região interna limitada por y ~dada por 
( I . I I I itZ( . 0) 2 I~ xy- yxl dt · 
. c I 
-
e11quc;nto que o comprimento de arco sera 
I 2. I 
~ue Vdle L para qualquer curva de P. 
Queremos então determinar as funções x(t) e y(t), oara 
as qua.is (l.) atinja seu maior valor satisfazendo (2.). Para isso, 
·- "-· ;, ,, ,., ,- >; "• 
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necessfiria para m1nimo (ou mãximo) de F(x,y, ... ,z) com respeito as 
variâveis x,y, ... ,z satisfazendo 
I 3. I Gi (x,y, ... ,z)~c 1 (constantes dadas) 
i=l,2, ... ,N 
-
e que 
* * * I 4 . I a F 3F 3F o " o o o o 
ax ay az 
; N 
onde F = F + L À. G. 
. l 1 1 e Àl ,À 2 , ... ,AN sao constantes chamadas mul 1 o 
_tipl~ôdores de Lagrange que podem ser determinadas juntamente com 
os extremantes x,y, ... ,z. 
onal 
V~mos supor agora que nos interessa extremizar o funci 
t 
I o J 2f(t,x,y, ... ,z,x,y, ... ,Z)dt 
tl 
com respeito ãs funções continuamente diferenciâveis x(t),y{t) ... , 
z(t), tal que as N integrais 
t 
J 12( .. ')d k = j gk x,y, ... ,z,x,y, ... ,z t 
tl 
tenham valores prefixados (k"'l, ... ,N). 
Fazendo 
* f = f + 
obtemos 
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* 
,, 
a f ll_(~) 
ax dt 8X 
* * af cl_(~) 
ay dt ay 
* af 
az 
No nosso caso particular 
ginal- devemos considerar a função 
obtendo o sistema de equaçoes 
2 
X 
2 
Integrando em 
d 1 
--( --
dt 1 
cl_(]_ 
dt 2 
relação 
xx 
-
X 
a 
y 
/xz+:/ 
xy 
+ 
t 
X + /xZ+y2' 
" o 
" 
o 
o Cl 
problema i soperimêtrico o ri 
' o 
Ày o 7' ,2'1 X +y 
vem: 
" c 1 
" 'z 
onde c 1 e c 2 sao constantes. Das equaçoes acima tiramos 
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X - c 2 = ~,---
que, quadradas e somadas membro a membro fornecem: 
2 2 (x-c 2 ) + (y-c 1 ) " 
~lx2+/1 
I X +y ) " / 
que representa no plano uma circunferência com centro (c 2 ,c 1 ) e r~ 
ia À. Portanto, a curva fechada. de perfmetro L, sem auto-intersec 
ção que limita uma região de ãrea mãxima ~uma circunferência de 
r'alo \"' L 
2TI 
OBSERVAÇAO - Podemos generalizar o problema acima propondo o se-
guinte: Determinar a superflcie fechada, sem auto-intersecçiio, dr 
ãrea dada A tal que o sôlido limitado por ela tenha volume rnâxirno. 
Por analogia ~om o problema anterior, vemos que a superflcie procu 
rada ~ uma esfera de raio À= A 
4·n· 
Um outro problema isoperimêtrico vamos ver no scotJinte 
EXEMPLO- Determinar a curva de comprimento 2L, dado, ligando os 
pontos (-a,b) e (a,b) de tal forma que seu centro de gravidade te-
nha o•·denada m~nima. 
~_oluç_~:?"_: A ordenada y do centro de gravidade da curva procurada e 
dada por 
I a ds 
) -a 
f 
a ; z' 
y/l+y'-dx 
2 L -a 
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com o vinculo do problema dado por 
O funcional que deve ser minimizado ê 
l r a [ IÍ z' J(y)=-J yl+y' 
2 L -a 
e, como o integrando nao envolve x, a equaçao de Euler fica: 
;; 2' (y+À). l+y' 
ou ainda, 
y+\ -~-;-r- c 
Separando as variãveis vem: 
dy dx 
li 2 z (yH) -c c 
e, por integração obtemos 
a r c cosh y+\ = X + k 
c c 
onde k e constante. Da expressao ac1n1a tir~mos 
y+:\ c cosh x 
c 
po1s u curva ~ sim~trica em relação ao eixo-y, e como o ponto 
(a,b) deve pertencer ã curva vem: 
que 
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t..""ccosha-b 
c 
Para satisfazer a condiçào isoperimetrica e necossãrio 
r a 
2L o , ds 
J -a 
c senh [%J[_: = 2c senh [~] = 21.. 
o que nos dâ o valor de c. Para se obter o valor expllcito de\, 
fazemos: 
'A = c cosh [%]- b = cA+senh 2 [%J b o 2 2 c - L - b 
c, finalmente vem 
que satisfaz as condições do problema. 
3. O PROBLEMA DA CORDA VIBRANTE 
Consideremos uma corda eliisticn, perfeitamente flex'í-
]' 
vel, esticada sob tensâo constc.n 
te T ao longo do eixo-x, com se-
us pontos extremos fixos em x~O 
__ L _____ ---~ 
o I L 
e x=L>O. Esse estado inicial se-
rã chamado configuração de equi-
L __ _ llbrio (fig 4). 
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A pôs um certo estímulo aoroori a do, a cor·da vibra li-
vremente em um plano que contêm o eixo-x, de tal modo que cad~ 
-------------,partlcula da corda descJ~eve um 
segmento oeroendicular d esse 
eixo (fig 5). Vamos supor aind~ 
que a amplitude de vibração ~2 I ~~~-:r--~--~- 0 
----------------------' h a a t r i to c o m o a r . 
cada partfcula ê pequena e nao 
Considerando que o deslocamento transversal de uma 
partícula fixada, a um tempo t, seja dado pela função w(x,t), a i,·~ 
clinaçâo da corda nesse instante sera 
""-~w(xt) 3 X X ' 
co1no função da posição x e do tempo t. A velocidade de tal part1-
cula no mesmo instante e dada por 
3w 
3t 
e, como as extremidudes da corda sao fixas, temos as condiçêies de 
cont.orno \·t(O,t) """l'i(L,t) =O. 
Para obtermos a energia potencial V da corda, num ins 
tante t qualquer, basta calcular o trabalho necessãr~o para esti-
cã-la do comprimento inicial L ao seu comprimento total no instan 
Le considerado. Como a força para esticar a col~da G igual ã tP.n-
sao r, sua energia potencial sera 
I 1 \ 
"' 
V = 1(JL ~ dx - L) 
O X 
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onde a integral dâ o comprimento da corda na sua configuração dis 
torcida. 
Assumindo-se q11e wx e pequeno, podemos escrever 
r-zo ll +w "' 
X 
1 2 
+-2-w + ... 
X 
e, desprezando-se os tªrmos de potências ma1ores, obtemos 
I 2 . I v 
- L ) 
Sendo o(x) uma função cont1nua e positiva que dã a 
dist1·ibuição de massa ao longo da 8 corda, a massa c: :-~tida num c•le-
1ner1to de comprimento dx serâ o(x)dx, cuj~ energia cin~tica ~ 
dT .2d 2 OVI X 
Dal concluimos que a energia cinética -total e dada p_~-
la expressao 
I 3 . I T 1 r L 2 2 1 olv d x 
' o 
Com (2.) e (3.) podemos construir a Lagrangeana par~ 
a vibração da corda, e aplicar o princlpio de Hamilton que, nesse 
;·;-, 
'ô 
(O'- ' _., j 
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caso afirma: "A função que descreve o movimento real da corda, e 
aquela que fornece ã integral 
( 4 . I I l rtzrL 2 2 2 (o0 -cw )dxdt 
- t 1 o Y. 
Jm extren1o com respeito as posslveis funçoes que descrevem a con-
f1guração real em t=t 1 e t=t 2 , anulando-se en1 x~O e x=L. 
Para extremizar a integral acima, vamos usar a equa-
de Euler-OstrogrEldsky, que fica 
{ 5 . ) a f a aw 3x 
pu rc. 
' 
função f(x,t,l•i,W,wx) 
H 3 
-8Wx 3t 
l ( . 2 
2 (H•/ 
:r..Lxl 
o ( X I 
H o él \~ 
2 I TWX' Temos então, 
que~ a equaçao diferencial parcial que descreve o movimento da 
cor·da. No caso em que a n1assa da corda não vAria com o co~prime~ 
to, a equação diferenciRl tem a seguinte 
Solucão de 0 1 Alembert- \famas introduzir as novas variâveis inde 
-------=- --·-··----------
pendentes 
v = x+ct e z = x-ct 
2 
onde c "'L/o. Então, vx:::l e Zx"'l, e logo, pela regra da cadeia vern 
"x "' w v +w z V X Z X 
= \•i +VI 
v z 
e, da l , 
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wxx "' (wv+wz)x = (w +w ) v +(w +w I z V Z 'V X V Z Z X 
Como v =z =1, esta expressão se transforma em X X 
w w +2w +w 
XX VV VZ ZZ 
A outra derivada wtt sera obtida como segue 
c \'i 
'I 
(\•/ 
pois vt=c e zt=-c. Derivando mais uma vez vem: 
z 
wtt c(wv-wz\r vt + c(wv-wz)z zt = 
= cz(wvv-wzv) 
2 
= c (1<~ -zv-, +\,,. 1 
vv zv zz 
Substituindo wxxe \Vtt em (6.) acima, temos 
2 
3 " 
dvdz 
P, integrando ern reloção a z resulta 
o 
h ( v I (função arbitr~ria de v). 
Itltegrando novamente, agora em relação a v vem 
w = Jh(v)dv + ~(z) 
onde ~(z) e uma função arbitr~ria de z. 
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Como a integral - função e uma ~I v I de v, a solução toma 
a formu 
w q, I v I + ~ I z I 
o que, p e l as mudanças de variâveis f i c a 
I 7 . I wlx,tl • •lx+ctl + ~lx-ctl 
As funções~ e~ sao determinadas pelas condições ini-
ciais. Supondo que a velocidade inicial seja nula e a deflexão ini 
cial ctada pela função w(x,O)=f(x), podemos derivar (7.) obtendo· 
I 8 . I aw 
• H c•' lx+ctl - c~' lx-c ti 
e, usando tais condiç6es vem 
wlx,OI · •1•1 + ~(xl · flx) 
•tlx,OI • cq,'lxl - c~'(x) -O 
Da segunda equaçao tiramos ~·=~· ou seja, ~~~+k onde 
k ê uma constante. Usando a primeira equação, obtemos 2~+k=~ isto 
-e: 
• I X I 1 • z(f(xl - kl 
e, assin1) a solução sera 
wlx,tl = }lflx+ctl + flx-ctl] 
OBSERVAÇAO - O problema da extremização do funcional (~ .) ~ um ca-
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so particular do PROBLEMA DE STURM-LIOUVILLE que pode ser apresen-
tado do seguinte modo: 
Consideremos o caso em que queremos extremizar o se-
guinte funcional 
( i o . ) 
com respeito as poss~veis funções ~(x) continuamente diferenciãve-
is que satisfazem a condição 
( I I . ) r 
X 2 2 
o(~ dx = 
. XI 
onde as funções dadas c(x) e o(x) sao contlnuas e positivas, com 
-,-(x) continuamente d·iferenciãvel em [x 1 ,x 2J, x1 e x 2 pontos urbi-
trários, p(x) uma função contínua dada e a 1 ,a 2 nUmeras reais nao 
neg::~tivos. 
Num primeiro aspecto do problema não sâo impostas con-
dições sobre as funções admissíveis nos pontos x1 e x2 . Num segun-
do aspecto exigimos que as funções se anulem em um ou ambos os 
pontos x1 x2 . 
Para facilitar o problema acima, vomos introduzir uma 
função a"'a(x), continuamente diferenciâvel, arbitrâria, satlsfc.zen 
do a(x 1 )=-a 1 e a(x 2 )=a 2 , com o que (lO.) se torna 
( I 2 . ) 
Para usar o método dos multiplicadores de Lagrange, vc. 
mos construir a função 
- 6 8 --
( 1 3 - ) * 1 2 2 f = Tcjl -p<Ç + - ~-CH,b 2 
* com os integrandos de (ll.) e (12.). Para f vamos usar a equaçao 
de Culer 
* * ( 1 4 _ I d af af c o 
dx H' 
resultando então 
( 1 5 ' ) 
--que e a equaçao diferencial a ser satisfeita por qualquer solução 
do ~roblema dado por (10.) e (lL)_ 
No caso em que os dois pontos extremos estQo livres, 
te1110S uma condição adicional 
para x:::x 1 e x=x 2 . Isto nos dã 
Clll x.1 e x2 • Usando as condições a(x 1 )=-a 1 e a(x 2 )=a 2 , vem 
( 1 6 ' ) 
No problema em que os dois pontos extremos são fixos, 
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substituímos (16.) por 
( l 7 . ) 
e, se um ponto est~ livre e o outro fixo, teremos uma condição de 
(16.) e outra de (17.). 
A equação ( l 5 . ) , sendo dadas as funções T , a e v, e c h a-
mada EQUAÇAO DIFERENCIAL DE STURM-LIDUVILLE. Esta equação, junta-
mente com as condições de contorno (16.) e (17.) constituem o cha-
mado SISTEMA DE STURM-LIOUVILLE. 
4. O PROBLEMA DA MEMBRANA VIBRANTE 
Para obtermos a equaçao diferencial parcial qur descr~ 
ve o n1ovimento de uma membrana vibrante el~stica, vamos recorrer u 
ma vez mais ao princlp·io de Hamilton, aplicando-o agora a U'il siste 
ma mecãn1c~ no qual a massa e distribulda continuamente. 
Consideremos uma membrana elãstica, de pequena esoessu 
-----
-----·------,ra, esticada de modo que a sua 
' fronteira seja uma curva fechada 
C, do plano xy, sem auto-inter-
secçao, e com curvatura contTnua. 
y 
I/ C(i})c 0 
L--··-·---·------------'conflguração de eejuilíbrio(fi0 6). 
O domínio D, limita-
do pela curva C, coincide com a 
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Vamos considerar que a vibração da membrana ~ tal que 
a trajetOria de cada um de seus 
L 
pontos constitui um segmento de 
reta perpendicular ao plano xy e 
que, al~m das forças que mantêm 
0 ~ ", :- ,' 
' ' ' 
o bordo da membrana fixo sobre a 
curva C, as Gnicas forças que 1n 
---L.__ _____________________ _jfluenciam o movimento sao as de 
natureza elãstica, que provem da deformação da membrana em relação 
à sua posição de equillbrio(fig 7). 
Suponhamos que, num instante t, o deslocamento de um 
ponto dado (x,y) seja denotado por w(x,y,t). Então, a configuração 
da nleliibrana como um todo, serã descrita pela função w(x,y,t), qu~ 
pode iJSSumir valores positivos ou negativos, com w(x,_y,t):::O indi-
car1do que o ponto considerado se acha instantanea1nente no plano xy. 
[m particular, para todo ponto de C, e qualquer instante t, temos 
w(x,y,t)oO. 
Como a membrana não tem fendas e o mov1mento se dã con 
cinuuniente, podemos afirmar que as funções w(x,y,t), ~J(x,y,t), 
v;x(x,y,t), wy(x,y,t), wxx(x,y,t), wyy(x,y,t) e wxy(x,y,t) 
das contlnuas. 
" 
sao i.:o-
Vamos denotar por o(x,yL o. funçô:o contlnua e positiva 
que dã a distribuição de massa por unidade de ãrea da membrana. A-
l~m disso, se considerarmos que no movimento as amplitudes são pe-
quenas, podemos afirmar que essa função não depende do deslocamen-
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.0 
to w(x,y,1.). 
Como a velocidade de uma particula na posição (x,y) e 
num ir1stante t ~dada por 0(x,y,t), sua energ1a cin~tica serâ 
~ a(x,y) [i<(x,y,t)]? 
e, integrando sobre D, vem 
I l . I T 
que~ a energia cin~tica total da membrana como função do tempo. 
A enGrgia potencial elâstica da membrana, numa dada p~ 
slçio, e igual ao trabalho necessârio para deslocâ-la da configur~ 
ção de equilibrio ã posição considerada. 
Como assumimos que a membrana 6 flexive1 a ponto de 
nao oferecer resistência a se curvar, conclulmos que o trabalho de 
deforn!açâo sera devido ao aumento da sua ârea relativamente ã ãrea 
du doa1Tnio D. 
Atrav~s de um arco qualquer da superflcie da membrana 
esticad~, a porção da membrana de u1n lado do arco exerce uma força 
de resist~ncia elãstica sobre a porção que estã do outro lado. Se 
não hâ movin1ento lateral de qualquer ponto da membrana e suas pro-
,,. _-
' - ' . 
' •-'· 
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~riedades sao isotr6picas (independem da direção), podemos ~ssum1r 
que a força de resist~ncia el~stica por unidade de comprimento de 
at·co ê constante em relação ~ posição e, se considerarn1os pequends 
deformações, ela ê constante tambêm com relação ao tempo. Essa fol'ÇJ. 
(Onstante e positiva se rã denotada por T. 
Uma anâlise flsica elementur mostra qu~ o trabalho Pe-
cessãrio para aumentar a ãrea da membrana de uma pequena quantida-
de 6A ~ 16A. Na figura 8, suponhamos que a 1nembran~ esteja inicial 
f------
mente planu limitada pela cur·.rv 
C. Depois da deformação, e plo.nj_ 
ficada, c1c. sel~a -iimitada pela 
I curva c' . 
I Tomemos um segmento 
õ=8(s) normal a C, inte1·ceptan~a 
L~----------·------------' C e C ' , onde s e o c o m p r i m cn to '~e 
.'11-co, 111edido a partit de um ponto fixado e111 C. 
Se ó ê pequeno comparado com as di111ens6es de U, a qt1a~ 
tidade de trabalho necessâ~ia para deforn1ar a membrana ~ dada per: 
llc T rlc 16(s)ds = o ' o 6(s)ds -
onde Lc e o comprimento total de C. 
Numa dada configuração descrita pot 1'-l(x,y,t), a 
t,Jtal d0 membrana vale 
rJ IÍ 2 2' l +w +1'1. dxdy J X 'I D , 
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e a energ1a potencial de deformação 
( 2 . ) 
onde a segunda integral fornece a area do dOJII~nio D. 
Como a deformação e pequena, podemos na expansão 
l 2 2 
-2 (WHI)+ X y 
desprezar os têrmos de potências maiores, obtendo então, 
I 3 . I l r j 2 2 V~ ·-·T J (w +w ldxdy 2 D X y 
Assim, podemos escrever a função Lagrangeana do sistc-
:lia 
1~, de dcordo com o princlpio de Hamilton, a integral 
I 4. I I ljt2rj[·2 zz] ~ J ow -T(w,-+w ) dxdydt 
L t, 0 X y 
deve ser extremizada pela função w(x,ylt) que descreve o movimento 
real da membrana. Os limites de integração são arbitrãrios. 
Para determinar a equação diferencial a ser satisfeita 
~0)' \·l(x,y,t), usamos a equação de Euler-Lagrange: 
.. 
' 
para a função 
3F 3 CJF 
-;f f 3 \~ o 
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2 [ 
. 2 • 2 2 1] aw --:\wx+wy . 
Como 
3F o aw = 
a 3F 
3x h i -T'tl XX 
X 
3 3F TI'. dwy - -TW YY 
3 3F 
:iT ~ - ow 
a eq11açao de Euler-Lagrange para a membrana vibrante fica 
ou 
r ( w +w ) = .-;w 
XX yy 
2 
( 3 w T ~ 
ax 
2 
+ '-71 
ay 
2 
3 w 
- (j -----z 
H 
S. O PROBLEMA DE PLATEAU NAO PARAMETRICD 
da elll 
Consiste em encontrar uma função real z=f(x,y) defini-
·- 2 OCR , D aberto convexo e limitado, tal que 
(i) O grâfico de f tem medida mini ma 
(ii) Para uma dada função g:8D-+I~, temos fi :: g 
21 D 
corn n contínua. 
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Para resolver o problema acima, devemos minimizar o 
funcional "âr·ea 11 
rj' N' z '' z' J(z(x,y)) = 1+(-,;--) +h--) J O u X 0 X dxdy 
-
com o uso da equaçao de Euler-Ostrogradsky 
8 d F. + a 3 F o 8x a·'x 8y dz -y 
c nd e F(x,y,z,zx,zy)= 1 +(;).<_)2+(·'') 2. 3x dy Notando que 
a F 'x z X 
''x 
= 1 2 2' = /í+jgrad zl -li'x +'y 
3F z 
= 
y 
''y )Í+jgrad zl 
-
obtemos a equaçao 
div[ grad z ]- O 
/Í+jgrad z1 2'-
co1:hecida como EQUAÇAO DAS SUPERF!CIES M1NIMAS. Tal -equaçao afi:'ma 
,---·~-~----------------,que o problema e satlsfeltü por 
"z Graf(f) 
/, 
{'----._. \I 
i d· 
' -
uma funçio z=f(x,y), cujo gr5fi-
co ~ uma superf1cie de curvatur~ 
LJ r----
// (~1-----~j 
// "'-____/ 
I 
y 
mêdia H=O em todos os seus pon-
tos . 
0 
L.__.·------
IV - PROBLEMAS VARIACION~IS COM FRONTEIRAS MOVEIS 
(a) Cons·ideremos ainda o funcional mais s·imples 
b 
Jly) = J Flx,y,y' )dx 
a 
e procuremos seus extremantes na classe 01 [a,b], das funções 
ct·ifercnciâveis, definidas em [a,b], com variações mais gerais 
real s 
que 
os consideradas anteriormente. rara isso, vamos estudar a famll ia 
de curvas y~c(l(x,A) com Às[O,l] em que 1J(x,O)=y(x)sD 1 [c,bJ e x vari 
ando 110 intervalo [a(>._) ,b(>,)]. Estamos supondo também qu~ as 
vas cil(x,À) são definidas em [a-r:,b+EJx[O,l], tendo derivadas 
nuas até segunda ordem. 
cu r·· 
Adotando a notação A\=(a(\),~J,(a(),),À)) com A 1 ~A pat'U 
À=O c BÀ~(b(À),~(b(À) ,À)), com BÀ~B se \=0, vamos assumir que A~ e 
b\ descrevem curvas y 1 e Yz res-
pectivamente, de classe c1 te_: 
que, para cada \ temos ~(x,À) e 
y I X I I B r 1 tri1nsversais em A:.. e Ç->(x,/._) e 
I 
A, 
L~ ,:, <.z, , , lz transversais em GÀ(fig 1). : y l ---''-----''--___L_,. (D S e n do 111 i\ e m 8 o s ---"~) a"iliO) b=biO) biÀ) .\ \ . ___ _ ___ _jcoef·icientes angulares dcls re-~as 
tancret1tes a y1 e y 2 , respectivamente, temos 
''I a (_)J_,_u_- o I a I o ),_()l 
ap) - aiO) 
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J_,_a(A), para algum Xc[O,l]. Temos entâo 
( I . } aj__\) __ :<lJJU r/J( a(). I, h)- rll( a (O), O I "at"J-a(O)_ 'i'xía,il+'ch(a,)l 
" 
À a(À)-a(OI 
Fazendo \--.-0, vemos que 
exis~:e e 
í z. I 
Analogamente, 
existe e 
í 3 . ) 
Vamos introduzi r agora a seguinte notação 
<bh(x,O) "oy(x) 
ao longo de r 1 e, analoga1nentc, 
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ao longo de -y 2 . 
Em (1.), se fazemos_)c-+Ü, vem 
I 4 . ) 
e, de modo anãlogo, 
( 4.) I óYg • !XG y' (b) + 6Y(b) 
Estamos considerando o funcional J definido sobre os e 
ifrner:tos da famll·ia m(x,A), tomando). como variõvel, isto ê: 
e, quet·emos cqlcular I'(O) onde F=F(x,qJ{X,\),t.~Jx(.:\,A)). Temos en·~?:c: 
(c)·· .. · 
+ cl_b_Lli I F I _ 
d\ \•Ü x•b 
d_aj_Jll FI . 
d;_ ,\=0 x=a 
+ d F ?.:l:__xl d x + 
3y' ;pJ ,\ =0 
0 Ib ['F F(a,y(a),y'(a)) • a 3Y 
··"·"""' ·'".:,·-·-~e 
,::r c, 
,.i};.~!':.·: • I •· :r,t 1 _,. .,,.,, 
J ~I t) 
.,..,, .. 
!x 8 F(b,y(b),y'(b))-
6y(x) + 
-·,-
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+ ox 8 F(b,y(b),y'(b))- !x,1 F(a,y(a),y'(a)) 
Integrando por partes a expressao 
t d b r b d F ' Ox oy(x)dx = Fy,óy(x) ! "y I X I Ox F Y1dx a Y a , a 
e SL:bstituindo em I' (O) acima vem 
FI + oy(x) Fy' I -
x~b lx=b 
rS x A F 11 -
x=a 
Fy'oy(x)l = 
x=a 
, oxAy'lxiF ·I -
Y x=a 
r::, usando as igualdades (4.) e (4.)', vem 
b 
I ' I ü I = 
a 
que ~ chamada PRIMEIRA VARIAÇAO GERAL DE J. 
ORSERVAÇAO - No caso em que as extremidades sao fixas, temos ~xA= 
"''~x .. ,=l~yA=Oy 8 =0 e, então obtemos um resulta do jâ conhecido b 
b 
(óJ) (O)= I'(O)- r rc 
y J a - y 
Se yl c Yz sao dadas pcl as equaçoes 
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y f (X I 
y Y"Q(xl z 
então, SyA e õy 8 estarão relacionados com ~xA e õx 8 pelas 
ço e s 
po i s, 
f' (a I 
" 
1 i m •HaPI ,.\1-~(a(OJ_,_ül 
" ) .. -+0 aPI-a(OI 
" 
1 i m - [ ~ ( a ( .\ ) , l_)~j_aj_ll_L_ O I] /À -), -+o [a(ll-a(DI]n 
Oy A 
-
()X A 
e, analogamente, 
g ' I b I 
-
equa-
Podemos então escrever a primeira var1açao geral de J 
na forma 
T c~x 6 [F , (g' (xl-y' (xii+F] +oxA[F , (f' (xl-y' (xl I+F_J_ y X= b y X =a 
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e, supondo que y=y(x) ~ ponto estacionãrio para J, devemos ter 
I 1{0)=-0. Co~no a equação de Euler deve ser satisfeita e as quantl-
daJes txA e 6XB são independentes, obten1os as seguintes condiçôes 
necessãrias 
[r , (g' (x)-y' (x) )+F] "O 
Y x•b 
[ F , (f' (x)-y' (x) )+F] •O Y - x =a 
chomadas EQUAÇDES DE TRANSVERSALIDADE. 
EXEMrLo - Determinar a distância da par~bola y=x 2 ~ reta y=x-5. O 
problema consiste em minimizar o 
funcional ''comprimento de arco'' 
'"y=x-5 
,b;·--z· 
J(y)=l 1 +y' dx 
) il 
com a condição de que os pontos 
extremos estejam sobre as ~urvas 
,___ ____ _ 
dadas por f(x)=x 2 e g(x)=x-5. As 
·------··-- ------' 
equaçoes de transver·salidade, nesse caso, f·icurn 
I!Ít? + (Zx-y') y j o 
-:-;JT" 
( i . ) L ~'- X"'d [!Ít? + ( l - y' ) y l = o 7i+y' z Fb 
Por outro lado, a equação de Euler nos dã extremantes 
da forn1a y(x)=k 1x+k 2 e, como as condiç6es de transversalidade 
y(a)~f(a) e y(b)oo(b) 
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devem ser satisfeitas, ve1n 
I 1 : . l 
De (i.) segue: 
(2a-k 1 ) 
(iii.) 
Resolvendo o sistema formado pelas equaçoes (ii.) e 
(ii·i.), obtemos k 1 =-l, k 2 "3/4, a=l/2 e b::23/g fornecendo então o 
extr·er11al y(x)=-x+3/4. Assim, a dist~ncia sera dJda por: 
23 23 
d pr ;;-::(~~)2' dx /2' X 8 l 9 fZ' .. = = 
j l l 8 
' ·-- 2 o 
' 
TEOREMA l - Se o funcional J(y) tem a for111a 
J
b r-z' 
J(y) = A(x,y)/l+y' dx 
a 
onde A(x,y)fO nas extremidades, as condições de transversalidade 
sZío do tipo 
Y ' I a) ---e y'(b) = 
f ' ( a ) g ' I b l 
isto ~; as condições de transversalidade se reduzem a condiçôes 
de ortogonalidade. 
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-De111: Consideremos a equaçao para um dos extremos (para o outro a 
den1onstração ê anâloga) 
ou ainda, 
OU SCJCl, 
[ F + ( f ' - y ' I F , l ~O y J X ='J 
Para F"'A(x,y)~~Z', temos: 
Alx,yly' 
I z' l +y' lf'-y'Jl ~o J x :::a 
rA(x,yl(l+f'y'l] _0 
.. IÍ+y'z x~a -
~las, A(x,y)-/;0 para x;;:a, o que implica em 
y' I a I 
EXEMPLO- Voltando ao problema da brachistochrone, vamos conside-
rar novamente o funcional 
J I Y I i 
b ;;-:···-;r 
~ __ Y_ dx 
o lY' 
tal que y
0
=y(0)=0 e (b,y 1 ) est~ sobre uma reta vertical x=b. Nes-
te CGSO, na 
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te1nos 6x=O, 6yA=O e portanto a equaçao fica 
__ y- =0 [ ' J 1)?1\"7;' Z' X = b 
e, dé\ 'í 
y'(b) =O. 
Por outro lado, os extremantes sao cicl6ides dadas pe-
las equações param~tricas 
x= -~(2t-sen 2t) +k 2 2 
y= 4(1-cos 2t) 
2 
Como y(O)=O obtemos k2=o e fazendo a mudança de param~ 
tros ?.t=T, vem 
X ( T) = 
y ( T ) = 
k 
-1-(T-sen -l) 
2 
4(1-cos t) 
2 
Usando a condição de transversalidade y'(b)=O,vem 
'(b'= ill = dy dtl = Y -' clx x:o:b Fr dx x=b 
o 4ue implica em 
~ sen r 
I• 
-?·(1-cosr) 
~ sen T = O 
-- o 
com 0~,-,~ZII e logo --.:"'TI. Se t=TI, temos b,-,4rl e k:"'~;rb· 
2 
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Assim, um extremo para o funcional J sera tomado somen 
~--------- ---
-----te sobre a ciclÕide dada pelas e 
i 
X 
_______________ ___j 
quaçoes: 
~lr-sen r) TI 
~1b11-cos r) 
(b) Pl"üblemas com fronteiras móveis para funcionct·is do tipo 
J I y, , l rb "' i F(x,y,z,y' ,z' )dx 
J a 
Neste caso, temos interesse em determinar extremantes 
de J com extremidades móveis, sobre duas superfTcies regulares s 
c s 2 . Suponhamos que a curva procurada seja dada por 
flx)clx,ylx) ,zlx)) 
1 
~---­
'~L r:~::----~ ~~-~ e consider·emos a famTl ia de cu1n-B 
) 
:\\A 
S :: } A.---
,----'.:.1_ 
v as def·i n·i da por 
G(x,A)=(x,dJ(x,\) •'-Hx.~.)) 
I //)-----·--·----r 0 
~~~~------------------___j 
com \s[O, l] e tal que 
G I X ' o ) " I X ' 'H X ' o ) ' '~I X ' OI ) "c I X ) . 
Suponhamos ainda que, para cctda /., G(x,\) tenha deriva 
das de segunda ordem contTnuas e adotemos a notação 
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B À " I b I ,\ ) , ~ ! b I ,r ) , x ) , ~ I b I .\ ) , À ) ) 
e 8 =B. 
o 
Nestas condições, o funcional J, definido sobre os ele 
mentos G(x,X} passa a ser funçáo apenas de \, isto ~; 
rbl q 
[ i ), ) "J I c; ( X , À) = J F I X , ~I X , À ) , ~·I X , ) ) , q. X ( X , \ ) ''"X ( X , À ) ) d X 
a I À) ' 
1;,ara o qual vamos calcular I'(O) usando a notaçào introduzida ::r.1 
(a) e.clma. 
I ' I o) = rbl\) [dFdxJ' +~\li FI - cl~_(_\,)1 FI -
!a(.\) "(IA .\=0 d/\ \=0 x-::b cl,\ \=0 x=a 
+ ox 6Fib,y(b) ,z(b) ,y' lb) ,z' (b)) 
+ 6x 6 F(b,y(b) ,z(b) ,y' (b) ,z' (b)) 
6 x~ F ( a , y ( a ) , z ( a ) , y ' ( a ) , z ' ( a ) ) . 
Usando integraçâo por partes, obtenlos: 
rbF. ct,, lct 
J •="Y\X X a y ux 
r b d 
1 F ·cr·oz(x)ctx la z x 
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b 
, FY, oy(x) \,-
b 
, F,,oz(x) la-
e, sub';tituindo em I'(O) vem 
!'(O)' 
,b 
i ' I ,d F ct j (,y X.r(fX y' X 
a 
r b d 
J
: ,Sz(x)-F 2 ,dx a dx 
+F ,oy(x)\ 
y xob 
FY,oy(x)l + F,,oz(x) 1
1 lx~a x=b 
- F,,oz(x)l + oxsF] - ox~FI , 
x=a x=b x=a 
(i)b[ d J Jb[ ; ja FY- ;r;;:fy• óy(x)dx + a F,- + 
- ózAFz'lx=a + OxAz'(x)Fz'\x=a + ôxsFix=b- Gxi-\Fiy:=a"' 
'- '', 
; -' r ' 
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·~xrz~]ôz(x)dx-
Y 'F -z'F li-y I z I 
;; ""b 
PodenJos escrever então 
l ' ( o ) 
+ óx.(F-y'F ,-z'F ,)lb + 
y z a 
. 
que e a PRIMEIRA VARIAÇAO GERAL DE J. 
I + 
lx=a 
b 
r [c -z I a . ~-Fz']óz(x)dx + CiX 
b b 
+ Oz.F 21 1 
0 1 a 
Considerando que a curva dada pelas equaçoes y=y(x} 
z=-z(X:1 e extremante de J, as integrais acima se anu-iam e entilo, oJ 
tenJOS a condição geral 
OBSE~VAÇAO- Se o ponto A=(a,y(a),z(a)) estâ fixo e B varia sobre 
un1a curva de equações y=~(x) e z~~(x), temos 
e, então a condição 
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(') 
se transforma em 
[ F+(~'-y')Fy,+(<j>'-z')F 2 ,] !x 8 o O 
x=b 
e, pela arbitrariedade de ox 8 vem 
I F+(~'-y')F, ,+(w'-z')F 2 , I c O y xcb 
l~-º-~~!3.._1{_~\_ç_Ao - Suponhamos que A esteja fl xo e [3 move-se sobre u:11a su-
iJerftcic de equação z=f(x,y). Então 1Sz~f óx+f 6y e a condiç~o (~) 
X y 
sP. reduz a 
lF-y 1 F -z'F +f F ] 6x + Y ' z' x z' B x=b [ F c f l I . I+, z I c.yB y Y_ xcb 
e, como 6x 8 e 6y 8 sao independentes, obtemos 
[ F-y'F -z'F +f F l =O Y ' z' XZ'j. X= I) 
[ F , +F , f l c O Y z Y xo=b 
o 
Lx.F.~1Pl.O- Achar a distãncla do ponto B:::(l,l,l) a esfera unitãl~ia de 
r o i o 1 . 
Soluçào: O problema consiste em minimizar o funcional 
rl r 2 -2' J(y(x),z(x)) c, /l-1-y' +z' dx 
i a 
com a condição do ponto A=(a,y(a),z{a)) estar sobre a esfera. Sabe-
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~IOS, pelas equaçoes de Euler, que os extremantes de J sao retas do 
ti p o 
I i ) 
e, conto a reta em questão deve passar por B, temos 
1 i i ) 
Pela observação anterior, as condições de transversali-
dadc t~m a forma 
o 
r y , , 
l/l+yl2+z'2 
o 
Substituindo (i) em (ii·i) e notando que z(a)=/l-<: 2-y(":} 
pois fi esta sobre a esfera, vem 
( i v ) 
( v ) 
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obtemos de (ii), (iv) e (v) os valores k1=k 3=l e k2=k 4 =o e então, o 
extrernante de J terâ as equaçoes 
y X 
Z = X 
Corno A estã sobre a esfera, devemos ter 
+ ;-:r 
ou seja, a= j· 
13' Se a=--3 
2 2 2 
a +a +a =l 
e n ta o J ( y' z) 
então J(y,z) 
l rn dx ~,~\ J -)IJ 
j 
l rn dx /j + 
J /T 
3 
l 
l 
o portanto podemos concluir que a distância de B at~ a esfera vale 
/3'-l. 
V - EXTREMAIS ANGULOSOS - OBSTACULOS GROSSOS 
_G:_L~-~::emais angulosos. Atê o momento, ternos assumido 
co1n poucas exceç6es, que os extremantes - soluç5es da equação de 
l Euler- são funções de classe C . No entanto, em alguns problemas, 
~ssa hip6tese de regularidade deixa de ser natural. 
Problemas de reflexão Consideremos o problema de se encontrar os 
A /tB 
;---:~~--T <jJ (X) 
: / IC : 
I > / I > . / 
' I , . 
j I I I 
-·t---·-· ______ .J_ ________ ..!.___..po-
extremantes do funcional 
b 
J(y) J/(x,y,y')dx 
c o m a s c o n di ç 6 e s y 
0 
~ y ( a ), y 1 ~ y ( b ), 
pontos fixos, e sabendo-se que 
um ponto que parte de A~(a,y(a)) 
J a c b 
L ____ .. ___________________ ___,atravês da curva y~y(x), refle-
te-se na curv~ ~(x) antes de chegar em B~(b,y(b))(fig. 1). 
Nestas condiç6es, ê natural esperar que o ponto de re-
fleúo c~(c,y(c)), sobi"e a curva cp(x) seja um ponto "anguloso",is-
to e; as derivadas laterais y~(c) e y'(c) podem nao ser iguais. Su 
pondo que y'(x) seja contínua nos intervalos ~a,c) e (c,b], torna-
se conveniente representar o funcional J na forma 
r
c rb 
J(y) ~ F(x,y,y' )dx + J! F(x,y,y' )dx. 
J a c 
A condição bãsica para extremo (6J)Y(h)~O nos leva ao 
problema de encontrar extremantes para as duas integrais, indepen-
dentemente, levando-se em conta que o ponto C~(c ,y(c)) e môvel ao 
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longo da curva ~(x). Assim, para calcular a variação do funcional, 
vamos considerã-lo somente sobre extremais que têm ponto anguloso 
_(0 
em C. Temos entao, 
b 
I'(O)=Ja(Fy- ~/y')6y(x)dx + úxc[Ft(rp'-y')Fy'L~c--
- ox [F+(c)l'-y')F ,] += (óJ) (h) 
c Y x~c Y 
Como y e extremante de J, temos 
F y 
d F = O dx y' 
e daf segue que a condição (6J) (h)~O ~ equivalente a y 
[F+(4J'-y')F ,] _= Y x~c [ F+ ( cp ' - y ' ) F , J + Y x=c 
chan1ada CONDIÇAO DE REFLEXAO. 
" TEOREMA l - Consfderemos o funcional 
f
b ;------· 
J(y) ~ G(x,y)ll+y' 2dx 
a 
com i'i=(éi,y(a)) e B=(b,y(b)) fixos e C=(c,y(c)) um ponto da curva da 
da pe.la equação y=c)l(x) tal que G(c,y(c))i'O. Então os ângulos de tn 
cidência e de reflexão sao iguais em C quando y ~ extremante de J. 
Dem: Seja y=y(x) um extremante passando por A e B. A condição de 
reflexão em C nos leva ã equação: 
que, simplificada fica 
r------------·· 
I 
I 
I 
I L. _______ , _________ _ 
ou a in da(:) 
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[ r---z cp'- '] = G(c,y(c)) /l+y' +/ Y, l+y'2 x=c+ 
l + q, , y , I 
ll+y' 2' xoc+ 
Sendo 
CY=arc tg (rjl'(c)) 
temos 
l+tgCY tgB 
----- ----- l 
-sec R1 
_l+tgCY tgS 2 
sec s2 
-cos(CY-Bl) = COS(CY-Bz) 
Como e1 -l80°=CY-B 2 , o2=s 1 -CY e cos(o 1-lS0°)=cos(CY.-B 2 ) -
c-cos(u-B1 )=-cos(B 1-a)=-cose 2 , vem e1=e 2 pois ambos são agudos.[] 
a investigação do funcional, exista uma curva y=~(x), de desconti· 
nuidade para o integrando de J, de modo que os pontos de fronteir~ 
. ;•t 
·.,~.r. , 
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A~(a,y(a)) e B~(b,y(b)) estejam localizados em lados opostos da 
curva y=~(x) (fig 3). Podemos representar J na forma: 
J(y) ~ rF 1 (x,y,y')dx + 
a 
rb 
J F2 (x,y,y' )dx 
c 
onde F 1 (x,y,y')~F(x,y,y') na parte AC da curva y~y(x) e na outra 
parte BC temos F 2 (x,y,y')~F(x,y,y' ). r natural esperar um pl•nto 
anguloso em C. Os arcos AC e CB são necessariamente extremais ' ct e 
0 J. A primeira variação de J pode ser escrita como: 
~ 
,.,., ' 
. c d 
J (F - dX l y 
a 
b 
c! f ( F 2 -
c y dx 
Fly' )oy(x)dx + 
FZy' )oy(x)dx -
dição 
[F 1+(11'-y')F 1 ,] _oxc+ Y x=c 
[F 2 + ( 'P , - y , ) F 2y , J X~ c+ o X c . 
I m p o n d o a g o r a, a c o n -
( oJ) (h) " o, 
.Y 
obtemos a chamada CONDIÇAO DE RE 
FRAÇAO: 
·---·-----
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TEOREMA 2 - Suponhamos que o funcional dado seja da forma 
J(y) ~ rb 1-z· J G ( X , y) /1 + y ' d X 
a 
com G(x,y) descont~nua nos pontos da curva y=~(x) que deixa A e 8 
en1 lados opostos (fig 4). Então, os ângulos de incidência e de re 
fração obedecem a "lei de refração da luz". 
De1n: Vamos escrever J na forma 
~---------------
1 
I " v~ ( x) 
I :----A.----- ~ 
r c 11 z' J(y)~; G1 (x,y) l+y' dx + J a 
-b 11 2' 
+ I G2 (x,y) l+y' dx, ) c 
,.?\,, 
j - 8 -~ 'v----.. S _j)~-~--·---2 -,~ __ ~1 
com G1 (x,y) regular em [a,c], e 
G2 (x,y) regu·lar em [c,b]. 
I 8 A condição de refra 
---.. ---------,-- çao, neste caso, fica 
l+cb'y' I 
G z ( x , Y l -r--z I + 
/l+y' ,x=c 
Fazendo a~arc tg(<j>'(c)), s 1 ~arc tg(y~(c)), e 
c 2 ~arc tg(y~(c)), podemos escrever: 
que, simplificada, fica 
co~(a-B 1 l 
cos(a-s 2) 
~ Qz~_,_y~__)_ 
G1 (c,y(c)) 
a i n da 
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No caso em que as funç5es G1 e G2 sao dadas por 
l Gz ( x ,y) =----
- v2 (x,y) 
onde v1 e v2 sao as velocidades da luz nos meios separados por 
obtemos a expressao que d~ a lei de refração da luz - ou lei de 
SNELL: 
sen(7-(a-S 1 )) 
-----~-- = 
sen(_fí_·-(a-S )) 2 2 v 2 (c,y(c)) 
OBSERVAÇAO - Os extremais com pontos angulosos nao ocorrem apenas 
- -.. 8 
er11 problemas de reflexao ou refraçao. 
OBSERVAÇAO - CONDIÇAO DE ANGULOSIDADE - Nosso objetivo ~ encon-
trar- condiç(;'es que devem ser satisfeitas pelas soluções com pon-
tos angulosos para serem extremantes do funcional 
b 
J(y) = r F(x,y,y')dx. 
J a 
0 Supondo que y=y(x) tenha somente um ponto anguloso, 
por ("x.ernplo C=(c,y(c)), temos 
o 
o '' 
J ( y) r c = J F(x,y,y')dx + 
(1 
b 
r F(x,y,y')dx ) c 
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e a primeira variação sera: 
(ó,!) (h)o[F-y 1 F ,] ox -[F ,] oy -[F-y'F ,] ox -Y Y - c y - c y + c X"C X"C X"C 
-[F I] + 6y + r b [F - ~- F y 'J oy (X) cl X. 
Y x=c c !a Y x 
Temos então as seguintes condições: 
(i)[Fy- ~x Fy~]= O (pois y e extremante ele J) 
( i i ) [F , J- _ " [F , J- + ( p e l a reg u l a r i d a d e d e F ) 
Y x=c Y X"C 
(iii) oxc e oyc são independentes 
As duas ~ltimas condições sao conhecidas como CONDI-
ÇOES DE WEIERSTRASS-ERDMANN que, juntamente com o fato (óJ) (h)=O y 
implicam em 
[ F- y ' F 1 J _ " l-F- y ' F , J + 
y X"C · y X"C 
chamada CONDIÇAO DE ANGULOSIDADE. Tal condição, mais a continuida 
de de y(x) nos permite determinar o ponto anguloso C, quando ex·is 
ti r. 
o EXEMPLO- Encontrar extremantes de classe C com pontos angulosos 
[Jara o funcional 
J
b 2 2 
J(y) = (y' -y )dx 
o 
Soluçao: Da condição (ii) acima obtemos 
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2y' (c) = 2y' (c) 
- + 
o que implica na diferenciabilidade de y(x) em todo ponto C do in 
·1 [o ] bl ·· · 1 - 0 ter·va o ', b , e portanto, o pro ema na o adn11 te so uçao. 
EXEMPLO - Encontrar extremantes de classe C0 para o funcional 
J 
2 2 2 J(y) = y' (1-y')-dx. 
o . 
Solução: Sendo y(x) um extremante de J, a equaçao de Euler 
"F O y y 'y' = 
deve ser satisfeita, o que nos fornece y(x) do tipo 
Impondo a condição de angulosidade, vem 
rl-y' 2 (1-y')(l-3y'J] _= [-y' 2 (l-y')(l-3y'Jl + 
. x=c Jx=c 
e de 
v e111 
[y'(l-y')(l-2y')] - = 
x=c 
[y'(l-y')(l-2y')] + 
x=c 
Uma solução trivial e dada por y~(c)=y~(c) (isto ~; y 
() .• L, 'l 
- l o o --
ê regular), e como os extremantes sao retas passando pelos pontos 
L _________  
(0,0) e (2,1), temos 
(fig 5). 
mos ter 
y~(c)=O 
------~-----~--~ 
2 (;\ ou 
_ ___ I.._:J_j y ~ (c ) = l 
Se y~(c)fY~(c), pod~ 
e 
e 
y' (c)=l 
+ 
y' (c)=O 
+ 
Concluimos então, que os extremantes de J, com pon-
tos angulosos são funções cujos grãficos são poligonais unindo os 
pontos A=(O,O) e 8=(2,1 ), compostas por segmentos de retas do ti-
po y=k 1 ou y=x+k 2 (com k1 e k 2 constantes reais). 
Nos grâficos abaixo, temos algumas das possibilidades 
para y(x) com pontos angulosos. 
-----------------
I 
L, _________ ----- ____________ _j 
se Ü< X< l 
' ' 
se l<x<Z 
- ' 
com ponto anguloso em x=l. com ponto anguloso em x=l. 
UNICAfviP 
B I B L I O TE C A rr ;.1 TR A l 
- 1 o 1 
·-·-·----------·---·-- ··-··--·-·-··---, 
I 1 
(x se CJ~x<2/3 
--,-- -,---,--.,r-·--, 
_j__j__/; __ : ___ : v4 (x) 
1/1 I I I I 
1 I 1 I 1 
/ 
- -: - - i - ~ - - ~ - -1 
I I I ' I 
I ' I 
---·--' ' ..l.---..1--~--.. 1~ ~·~ 2 0 
j 2/3 se 2/3~x<l 
y 4 ( X j l-1/J " 1 ~x<4/3 
l se 4/3~x<2 
com pontos angulosos 2/3' 1 ' e 
..._._··~-----------------·-----··..J 4/3. 
o se O~x<Z/3 
x-1 /3 se 1 /3~x<2/3 
l/3 se zn::x<l 
Yc (X) 
J 
X- 2 I '· 1 ~x<4/3 se 
2/3 se 4/3<x<5/3 
' 
X- l se 5/3~x<2 
c o n: pontos a n g u 1 os os 1 I 3 , 2 I 3 , 1 , t; I 3 , e 5 I 3 . 
Assim por diante, podemos construir infinitos extre-
-mantes do tipo acima. E importante observar que 
enquanto que, para todo i=2,3,4,5 temos 
J(y.) =o 
l 
pois em cada sub-intervalo de integração, um dos fatores do inte-
grande i nulo. Como J(y)~O para todo y(x), concluimos que as fun-
ções y 2 ,y3'y 4 , e y 5 dadas acima, constituem "pontos" de m1n·imo P.':. 
l'a ,J, porem, ainda não podemos concluir que y 1 (x) fornece o valor 
rnãximo para J. 
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1.t!_LQ_b_?j:_ã cu l os g r os s o ,s_._ Se j a .'·· a c l as s e das f u n ç o e s 
continuas com derivadas continuas, cujos grâficos não contêm po~ 
tos interiores S região plana~ 
l i rn i ta da p e l a cu r v a f e c h a da, s i rn 
p l e s cp ( x , y ) =O , onde ~~' C 1 ( f i g l O ). 
o(~,y)=O 
' 
Di zernos que a regi-
a o R c o n s ti tu i um o b s t ã cu l o g r o~ 
' 
- -·--·~--~·----bL__ __ .,. {,';;\ s o par a as 
a c C
1 ~ 
l.__________ 
10 J ligando os 
I • -r ' 
curvas aumlSSlVels y 
pontos A=(a,y(a)) e 
B=(b,y(b)). Vamos, por simplicidade, considerar o problema de se 
determinar os extremais do funcional J, definido em F, quando R ~ 
u1na região conexa. Assim, vamos nos restringir a procurar um pon-
toM da fronteira de R, transversal ã curva y=y(x), deixando o ar 
co f··1'B invariante. 
Sendo J um funcional do tipo 
b 
J(y) - tF(x,y,y' )dx 
com as condições A=(a,y(a)) e B~(b,y(b)), estudaremos a vanJçao 
de J quanto ~1=(c,y(c)) varia sobre a curva -y, de equaçâo ~(x,y)=O 
Podemos escrever J como 
J ( y) - rcF(x,y,y')dx 
J a 
b 
+ J F(x,y,y')d:< 
c 
e vamos nos intr'l'essar pela primeira integral 
~ rcF(x,y,y')c'x 
J a 
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com ~1 o (c, y (c)) e Ao(a,y(a)) fixo. Para isso, suponhamos que, nu-
ma vizinhança de M, a curva y possa ser gr~fico de uma funçâo ~(x). 
Temos então 
f c (F -a y [.F+(cl•'-y')F ,] cSxc 
. Y X o( 
conforme pag 79. Como a equaçao de Euler deve ser satisfeita, pod! 
mos afirmar que a integral se anula. 
O funcional 
= rbF(x,y,y')dx 
·c 
tem tambem em ~~ um ponto de fronte i r a mõve l e, como a curva Y=<i' (x) 
nao v a ri a numa conveniente vizinhança de M, a v a ri açao do funcional 
J 2 , quando M se desloca para a posição (c+oxc,y(c)+oyc)' reduz-se 
a mudança dos limites de integração: 
- JbF(x,y,y')dx-
c+ 6x 
c 
J
C+ÔXc 
o- F(x,y,y')dx 
c 
tF(x,y,y')dx 
c 
f
c+OXC 
=- F(x,1;(x),~'(x))dx 
c 
pois yo4,(x) em [c,c+oxJ. Usando o teorema elo valor media e a con-
tinuidude de~-. vern: 
onde H+O se 6x +0. Portanto, 
c 
+ Sox 
c 
e 
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[- F ( X , <jJ ( X ) , q, ' ( X ) ) t = C o X C 
= [F ( X , y , y ' ) + ( c)! ' - Y ' ) F , J n X c - [F ( X , 'J' , cjl ' ) ] o x 
y -X=C: X=C C 
= [F ( x , y , y ' ) - F ( x , y , q, ' ) - ( qJ ' - Y ' ) F y , l _ 5 X c 
- x -c 
po1s y(c)=tjl(c). 
A condição necessãria para extremo nos dã então, 
( *) IF ( X ' y , y ' ) - F ( X , y , <jl ' ) - ( y ' - cjJ ' ) F ' ] = o ~~ Y x=c 
e, pelo teorema do valor media aplicado a variãvel y', vem 
F(x,y,y' )-F(x,y,<p') o (rp'-y' )Fy, (x,y,p) 
para algum pc[y'(c),<Jl'(c)J. Da1, podemos esctevet (*)na forma: 
Aplicando novamente o teorema do valor media, vem 
(y'-cp' )(p-y' )Fy'y' (x,y,q) lx=c =0 
onde CiE[Y' (c) ,p(c)J. Esta ultima igualdade e chamada COND!ÇliO UNI 
LATERAL DE OBSTliCULO. 
Corno p e um valor intermediãrio, entre y'(c) e cp'(c), 
te1·emos p(c)=y'(c) se e somente se y'(c)=rp'(c). Oa"í concluimosque 
se Fy'y'(x,y,q);IO, então a condição unilateral de obstãculo fica: 
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y'(c) = <P'(c) 
isto ~; no ponto M, o extremante AM e a fronteira de R t~m a mesma 
tangc;nte. 
EXEMPLO- A figura abaixo e o mapa de uma reg1ao litorânea onde 
r---~:~:------
At \ 
3 km \ 
----,estão situadas duas cidades A e 
/ 
,_._......./ 
B B 8 que devem ser ligadas por urna 
rodovia. Queremos saber qual a 
3 km maneira ma1s econ6mica de faz~-
~~ ·2 km~~~ kiil---o-Y@ Solução: O problema consiste em -lo(fig 11). 
___ ..Jdeterrninar a rodovia de menor 
co1nprirnento, jã que a largura~ fixada. Escolhendo um referencial 
conveniente, podemos, depois de obtidos os dados do problema,formu 
1~-lo em linguagem matemãtica corno segue: 
Encontrar os extremantes do funcional 
f 
2 I 2' J(y) = ll+y' dx 
-2 
-----,com as condições y(-2)=y(2) = 3 
B 2 e y~x (supondo, por simplicid~ 
de que a margem do mar se apro-
xime da parãbola y=x 2 numa vi-
zinhança conveniente da origem H' I /1, M 
: : '~ -·-'-----~-- ··~---"--· _,_._ _ ___,2-ol 2 ( f i g I z l . 
1 -2 c' c 1.0 
L-----·---·----------- Jã sabemos que os 
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extremantes do funcional acima sao retas do tipo 
com k 1 e k 2 constantes. A curva procurada y(x) consiste de três 
partes: os segmentos A~ e MB e o arco de parãbola MM'. Do fato: 
obtemos a condição unilateral de obstãculo 
y'(c) = 2c. 
Vamos determinar a equaçao da reta r que passa pelos 
pontos Me B(para a outra, o racioc~nio ê o mesmo). Temos: 
r: y(x) = 2cx + k2 
Ee, como M estã sobre a parâbola e sobre a reta, vem 
do que obtemos 
2 y(c)=2c +k 2 
2 y(c)=c 
Lembrando que B estã sobre a reta r, vale a equaçao: 
3 = 4c + k 2 
que, juntamente com a equaçao anterior fornece 
c ::; ou c ::; 3 
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Se c=3, o ponto M estâ acima de 8, nao interessando ao 
oroblcma fisico em questão. Se c=l, temos a equação procurada 
y(x) = 2x-l 
para o segmento MB. De modo an~logo, encontramos 
y(x) = -2x-l 
para o segmento AM'. Logo, o extremante de J sera defini do pelas e 
quaçoes: 
-2x-l se -2(X<-l 
y ( X) 2 -l~x<l - X se 
2 X- l se l ~X~ 2 
_I!_ L_::_ C O N DI Ç O E S S U F I C I ENTES PAR A E X T R E H O O E ~l!_.i_~N C I O NA L 
1. Legendre tentou, sem sucesso, provar que uma condição necessãri 
a para que o funcional 
b 
J(y) o J F(x,y,y' )dx 
a 
tivesse um mínimo local em y, era que 
F I I >O y y . 
f õ s s '~ s a ti s f e i ta a o 1 o n g o de y . O r a c i o cí n i o f e i to f o i o segui n te: 
. ~ 0 ~ A segunda var1açao de J e dada por 
que se transforma em 
2 Jb 2 2 0 (6 J)y(h) o (Ph' +2whh'+(Q+w' )h )dx 
a 
onde wow(x) ~ uma função suficientemente diferenciãvel definida em 
Supondo que P(x)>O, temos 
2 2 mo ~-,2 Ph' '+2\·ihh'+(Q+Iv' )h = (vP h't/Q+w' h) 
se, e somente se, 
C}······'!'"·'"· 
(0.:-c;;; .. ~.:.;,, P=t~t:::!~1 ~,!1 , "I.I~Q:::,~i["' 11 y ''yy'~. 
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IP'h'/õ+W" h o whh' 
ou 
P(Q+w' )-w 2 O 
conhecida como EQUAÇAO DE R!CCATI, e que implica em 
Embora seja sempre poss~vel resolver essa equaçao lo-
calmente, nâo ha nenhuma garantia de que possamos resolvê-la glo-
I J oalmente em La,b , como mostra o seguinte 
[XU·1Pl.O- Na equaçao de Riccati, se fizermos Pol e Qo-l, temos: 
2 
W'- ( l +W ) o Ü 
que admite a solução 
w(x) o tg(a-x). 
~lo entanto, se b-a>n, nao hã solução w(x) defin·ida em todo o inter 
1
- l valo a,bJ. Na verdade, a condição 
em cada ponto da curva y(x), nao e uma condição suficiente para m1 
nimo de J pelo fato de ser uma condição local. 
Suponhamos, entretanto, que P>O e ~dmitamos que w~) s~ 
j0 solução da equação de Riccati ern [a,b]. Então, a sec;unda vana-
ção de J pode ser escrita como 
- l l o -
b 
( ó 2J) (h) =f p (h '+ 
Y a 
que assume apenas valores não negativos e se, para algum h, tiver-
nlos (6 2J)Y(h)=O, então, como P>O, vem 
h'(x)+ * h(x) O 
e como h(a)=O, pelo teorema da unicidade de soluç6es de equaçoes 
diferenciais, vem 
h(x):::O, 
Logo, temos 
e 
h=O, 
o que afirma que J e DEFINIDO POSITIVO, e então existe uma constao 
te k>O ta I que 
OBSERVAÇAO - A equaçao de Riccati pode ser reduzida a uma equaçaa 
diferencial linear de segunda ordem fazendo 
UI 
VI - --P 
u 
( c o m uI O em [a , b l ) 
e da1 obtemos 
-------------------· 
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2 d P(Q+~-1')-vl o- dx(Pu')+Qu o 
chamada EQUAÇAO DE JACOBI. 
OBSERVAÇAO - Para obtermos uma solução global da equaçao de Ricca-
ti, a partir de uma solução uou(x) da equação de Jacobi, devemos 
ter· ui' O em [a, b], o que nem sempre acontece. 
L ___ ÇamQQ..â_de extrernantes -
DEFINIÇAO - Seja num subconjunto aberto e simplesmente conexo de 
') 
R". Um CAMPO DE EXTREMANTES para o funcional 
b 
J(y) o J F(x,y,y')dx 
a 
(onde F tern derivadas parciais de segunda ordem cont~nuas), ~ uma 
famí.iia de curvé!S yoc)l(x,a) satisfazendo: 
-(a) Cada y=cp(x,a) e um extremante de J, isto e, satisfaz a equaçao 
de Euler para J. 
(b) Se Pdl, existe uma unica curva da família que passa por P. 
(c) Se p(x,y)(definida em 5"2) ê o coeficiente angular da reta tan-
9ente ã curva y no ponto P=(x,y)sn, entao, p(x,y) tem derivadas par~ 
na1•,; de primeira ordem cont1nuas em (x,y). 
OBSERVAÇAO- O campo de extremantes ê denotado por (n,p(x,y)) e a 
função p(x,y) ê chamada FUNÇAO DO CAMPO (ou FUNÇAO INCLINAÇAO DO 
CAMPO). 
LEMA üE HILBERT - "Seja (n,p(x,y)) um campo de extremantes para o 
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funcional 
J ( y) 
e y uma curva fechada, retificã0el e inteiramente contida em n. En 
tão~ 
Jyj[F(x,y,p(x,y))-pFY,(x,y,p)]dx + Fy,(~,y,p)dy) =O" 
Dern Basta verificar que a forma diferencial da integral de l·i-
nha e exata; isto ê 
a a ãY [F ( X 'y ' p ) - p F y ' ( X 'y ' p ) J = d X F y ' ( X 'y ' p ) 
De fato, 
L[F-pF •]= F +F p -p(F +F il )-p F 
ay Y Y P Y ·y'y y'p Y Y y' = 
-F-'F -'F 
- y y y'y y y'y'Py 
pois y'(x)=p(x,y) ern n. Logo, 
0 
= o 
pois y e extremante de J, e dai, 
3 [F F J F + F ~v -p y' ·· y'x Px y'p (l = 3X Fy, (x,y,p(x,y)). 
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Seja y=y(x) uma curva extremante do funcional 
b 
J(y) =f F(x,y,y')dx 
a 
ligando os pontos A e B do plano e passando por C e D(pontos quais 
quer de y). Vamos considerar as curvas ~=~(x), variações de y(x) 
que passam pelos pontos A, D, C , 
C e B, tal que em [a,dJ e [c,b], 
~(x) coincide com y(x), em [d,cÀJ 
~ uma parte de un1a curva ~(x,!c) e 
em l-c, ,c] e um segmento de uma re 
"" .'\ -
ta r· dada por 
r(x)-y(c)=mr(x-c) (fig l) 
No intervalo [d,c] temos 
J ( ~) 
c 
c 
f F(x,r,m )dx = I(!c) c ( \) r 
Suponhamos que, para cada À, a curva ~(x,!c) seja do ti 
po 
~(x,\)=y(x)+cA(x-d) 
onde t:-0 se mr>y' (c) ou c<O se mr<y' (c). 
Fazendo 
r 
c p.) 
n(À)= F(x,~.~ )dx 
, d X 
lJ!(\)=fc F(x,r,m )dx, 
c ( \) r 
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ternos 
e, entào, 
n' (O) 
- 0) pois y e extrernante de J. Ternos tarnbern 
r
c d 
1~ ' ( 0) o -,,F (X , r , 1TI ) d X 
Jc(Q)UA r 
_ dc(:\)1 I 
-----erA F(x,r,rnr)] 
À=0 X=C 
=-ox 1-F(x,r,rn l] 
c " r x=c 
Portanto, ternos 
I ' (o)=- o X c í- F (X , y ( X) , y ' (X) ) I +F ( X , y (X) , m r r[ -
L X=C X=C 
DEF!NIÇAO - A FUNÇAO EXCESSO de WEIERSTRASS ~ definida por 
E(x,y,y!t:)=F(x,y,~)-F(x,y,y' )-(t;-y' )FY, (x,y,y') (corn r.eR) 
Com essa notação, a variação efetuada acima fica: 
I' (O) = -óxc E(x,y,y' ,111r) I 
! X =:c 
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TEOREM/\ l - "Se y=y(x) dâ m1nimo para o funcional 
então, temos 
b 
J(y) =f F(x,y,y')dx, 
a 
E(x,y,y',~)~ ;;O 
'X=C 
pu r a todo ~c R e Vcc [a, bJ '.' 
De m : Suponham os que ex i s ta 111 ~E R e c c [a , b J ta l que 
0 
Fazendo ~=m , vem 
r 
e, portanto, 
E(x,y,y' ,~)I <0. 
'X=C 
y(c(A))+EA(c(A)-d) y(c)+mr(c(A)-c) 
o que implica em 
d\ I ~,-----. ::: 
dq\) A=Ü 
lU_~l=ilffJI.r:..- y , ( c ( À , , l -kc.~:..22.filds~J ~ c , - y ( c ( À , , J I 
c(c(A)-d) 2 1 \=0 
e entâo, 
Portanto, 
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= ~C-- y ' (c) 
( c - d ) 
Mas, por outro lado, 
ox 
c 
=~'(c). 
oxc E(c-d) 
Corno E em -y'(c) têm sempre sinais opostos, vem 
r 
1'(0) = -ox 
c 
i 
E(x,y,y' .~) j <0 
·x=c 
e, para A suficientemente pequeno, 
J(y) I ( \ ) < I ( O ) J ( y) ' 
o que contradiz o fato de y ser "ponto de mínimo" para J. Logo, de 
vemos ter 
E(x,y,y' .~)I ?0 
·x=c 
para todo ~E" e qualquer cs[a,b]. 
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1_~_9 13~1:1_A_l ( C o n d i ç ã o s u f i c i ente de vi E I E R S T R AS S ) - "Se j a r , dada por 
y
0
=y
0
(x), uma curva com extremidades A e 8 no campo de extremantes 
(ll,p(x,y)). Então, se E(x,y,p(x,y),t;);;O para todo sER e (x,y) em ll 
com y ''pr5ximo'' de y
0
, J(y
0
) ê um mlnimo do funcional 
b 
J(y) = JaF(rx_,_Y_,v ___ 'l_d_x_': __________________ __ 
Dem: Seja r', uma curva de extre I 
midacles A e B, tal que y=rUr' es-
B 
i 
teja nas condiç6es do lema de Hil A 
bert, isto e; para todo y admissT 
vel, vale: 
r• 
' I 
b~0 a 
í j{[F(x,y,p(x,y))-pFY,(x,y,p(x,y))]dx+Fy,(x,y,p)dy}= O (fig 2) 
\ 
A integral acima pode ser desmembrada em duas integrais 
ao longo de r e r'_ Temos então, 
. f 8 I [(F(x,y,p)-pF ,)dx+F ,dy]= F(x,y,p)dx Jr Y Y - r 
Y - r F ( X , y , p ) d X +f { [F ( X , y , p ) - p F , ( x , y , p ) J d X+ F , ( X , y , p ) d y) 0 
Jr r' Y Y 
Por outro la do, se 
X= f_rF(x,y,y')dx- JrF(x,y,y' )dx, 
con1o Y=O, podemos escrever: 
-------------------------
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x = X+Y - Ir { [F(x,y,y' )-F(x,y,p)+pF , (x,y,p)]dx-F , (x,y,p)dy) = 
. -r, Y Y 
=f {F(x,y,y')-F(x,y,p)-(y'-p)F ,(x,y,p)}dx 
-r' Y 
= r E(x,y,p(x,y),y')dx; O. 
J-r' 
DaT concluimos que 
I F(x,y,y')dx 
-r' 
; I F(x,y,y' )dx 
r 
ou seja; a curva 1·, de equação y
0
=y
0
(x) minimizao funcional J. [! 
OBSERVAÇAO- (Resumo da condição suficiente de Weierstrass) Consi 
deremos a função de Weierstrass 
E(x,y,p,y') = F(x,y,y' )-F(x,y,p)-(y'-p)Fp(x,y,p) 
onde p=p(x,y) ~a inclinação, no ponto (x,y), do campo de extreman 
tes do problefua variacional para 
f 
X l 
J(y) = F(x,y,y' )dx 
X o 
con1 as condiç6es y(x 0 )=y 0 e y(x 1 )=y 1 . Para que a curva r:y 0 =y 0 (x) 
seja "ponto" de extremo fraco para J, são condições suficientes: 
(l.) A curva r:y
0
=y
0
(x) ê extremante de J, isto ê; satisfaz a e-
quação de Euler juntamente com as condições de fronteira. 
(2.) O extremante y
0 
pode ser inclu~do em um can1po de extremantes 
( o ' J • ) 
(n,p(x,y)), com y~(x)=p(x,y 0 ). 
A função E(x,y,p,y') conserva seu sinal em todos os ponto~ 
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(X' y) SUficientemente pr6ximos de f, para valores de y' pr6xiliiOS 
Nestas condições, o funcional J terâ MAXIMO FRACO em 
y=y 0 (x) se E~O; e M1NIMO FRACO se E~O. 
Para extremo forte, as condiç6es suficientes sao (l .) 
e (2.), acima, e ainda 
(3.)' E(x,y,p,y') conserva seu sinal em todos os pontos (x,y) pro-
ximos de y
0
, para quaisquer valores de y'(x). Assim, teremos MAXT 
MO FORTE se E~O e MTNIMO FORTE se E~O. 
EXEMPLO- Analisar os extremos do funcional 
r l l 2 
J ( Y ) = 1 ( x + 2 Y +-2 Y ' l d x ) o 
com as condições y(O)=y(l)=O. 
Sol uçiío: (I.) A equação de Euler para J nos dã 
2-y"=O 
que fornece extremantes do tipo 
O extremante que satisfaz as condições de fronteira e 
2 
x -x 
definido em [ü,lJ. 
( 2.) O extremante y
0 
pode ser incluído no campo de ex-
t r e 111 a n te s 
- l 2 o -
2 y = x +ex 
con1 a função do campo 
p(x,y) ~ y~(x) ~ Zx-1. 
(3.) A funçao de Weierstrass, nesse caso, fica 
E( ') 2 +l ,2 2 l 2 ( I ) x,y,p,y = x+ y ~Y -x- y-~p - y -p p = 
~y,2-y'p+~p2 = 
2 2 
= ~(y'-p)2"0 
para qualquer valor de y'. Portanto, o funcional J tem m~nimo for-
2 te em y (x)=x -x, e vale 
o 
l 
3 
txEHPLO- AnaJisar os extremos do funcional 
J
l 3 
J(y) = o(y' +y')dx 
com as condiç6es y(O)=O e y(l )~2. 
Sol uçáo: ( 1.) A equação de Euler para J fi c a 
yy" = o 
e da~ obtemos os extremantes do tipo 
que, con1 as condiç6es de fronteira nos fornece 
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A inclinação do campo~ dada pela função 
p(x,y) 2. 
(2.) Podemos incluir y
0 
no campo (central) de extreman-
tes 
y = ex 
con1 centro na origem. 
(3.) A função de Weierstrass sera 
3 3 2 E(x,y,p,y') = y' +y'-p -p-(y'-p)(3p +l) 
2 
= (y'-p) (y'+2p). 
Como (y'-p) 2>0, segue que 
E>O ""' y '+2p>0 
isto e; 
y'>-2p = -4. 
Assim, se os valores de y' estiverem proximos de 2, t~ 
ren1os E>O e portanto, y0=2x satisfaz as condições de m~nimo fraco 
para J. Se y'<-4 temos E<O e entio y0 (x)=2x não ~ extremo forte P! ® 
r a. ~J . 
VII - INTERPRETAÇAO GEOMETRICA - CONVEXIDADE 
Nesta parte, estudaremos a relação entre as condições 
suficientes para que uma curva y=y(x) dê minimo para o funcional 
b 
J(y) = JaF(x,y,y')dx 
e a convexidade da função F(x,y,y') na variâvel y'. 
DEFINIÇI\0- Uma função f(x) e CONVEXA em x
0 
se fsC[a,bJ e, para 
,-------------------
I 
. ' I 
' I 
----rquaisquer k1 ,k 2 positivos satis 
fazendo as condi çoes k1 +k 2=l e 
k1 x1 +k 2x2=x 0 , com x1 ,x 2s [a, b] e 
l
i .. l __ __:___j -------'-~--~ 
X X I o ! _________ _ 
Geometricament~ f CD 
----'e convexa em x
0 
se o grãfico de 
r(x), entre x1 e x2 , est~ abaixo de qualquer corda que passa pe-
os pontos A=(x 1 ,f(x 1 )) e C=(x 2 ,f(x 2 )) (fig 1), com x 1 ,x 2E[a,b]. 
De fato, 
xo-xl klxl+kzxz-xl Xl ( k1-l )+kzXz -k2xl+k2xl k? 
--·- -·---------
------- = 
x2··xl x2-kl xl-k2x2 x2 (l-k 2 )-k 1 x1 kl x2-kl xl k l 
e, por outro lado, sendo D=(x,y), temos, por semelhança de triãn 
gul os: 
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o que implica em 
e, portanto, 
~L_[_ondição de YOUNG- Vamos agora agrupar as condições de EULER 
e de WEJERSTRASS em uma ~nica - chamada condição de Young onde 
fica mais evidente a relação cotn convexidade. 
Consideremos o funcional 
b 
J(y) = J/(x,y,y')dx 
com FcC 2 e ycC 1 [a,b], tal que y(a)=y
0 
e y(b)=y 1 . Se FY(X) llllnlml 
za J, então, devem ser satisfeitas: 
(i) A equação de Euler 
( E ) d dx Fy' o 
que e equivalente a 
Fy,(x,y,y')- J>y(t,y(t),y'(t))dt 
com xc[a,bJ. 
(i i) A condição de Weierstrass 
c 
te (c--) 
E(x,y,y' .~) ; U (V~cR e xc[a,b]) 
que equivale a 
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F(x,y,y'+s) - F(x,y,y') - sFY,(x,y,y') ~O 
Substituindo Fy' de (E) em (I1J), obtemos 
( Y ) f' ( X , y ( X ) , y'( X ) +i; ) -F ( X , y ( X ) , y'( X ) ) -E; [C+ J > y ( t , y ( t ) , y ' ( t ) ) d t J ?- 0 . 
i' a r a q u a l que r E, c R , x c [a , b J , e c c o n s ta n te , c o n h e c i da c o mo C O N DI Ç )l, O 
DE YCUNG. 
Tem os então , que as c o n di ç êí e s ( E ) e ( W ) i m p l i c a m em ( Y ), 
e, como mostra o teorema abaixo, vale tambêm a rec~proca. 
\EOREt~.~ l - < . ''Se a condição de Young, para nnn1mo 
J(y) = Jb F(x,y,y')dx 
a 
do funcional 
f ô 1· s a ti s f e i ta , então , v a l em ta m b ê m a equação de Eu l e r e a c o n di ·· 
ÇJO de Weierstrass~ 
Dem: Temos 
Fy,(x,y,y') =i {F(x,y,y'+Ç)- F(x.y,y')) 
que, substituido em (Y), fica 
( E ) 
( w ) 
c + JXF (t,y(t),y'(t))dt a Y (Vxs[a,b]) 
F(x,y,y'+i;)- F(x,y,y')- i;Fy,(x,y,y');;O Vi;cR. 'l 
OBSERVAÇAO - A condição de Young corresponde a uma relação de co,>-
vexidade. 
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DEFINIÇAO- Uma função L(x), linear, tal que L(x)<f(x) Vx, satisfa 
zer1do L(x )=f(x ), ~chamada SUPORTE LINEAR DE f EM x . 
o o o 
:!:.~Q_I<_E_I'1~_Z - (Minkowsky) Uma função real f(x), contínua em x , 
o 
e 
convexa nesse ponto se e somente se admite urn supor·te linear em x
0
. 
Dern: (=>) Consideremos o ponto fixo P=(x ,f(x )) e os 
o o 
pontos va-
r·iãvE'is Q=(x,f(x)) e Q'=(x',f(x')) com x<x
0
<x'(fig 2). Se x-}.x en 
o 
~------·· .. -----------------,tão, Q+P, e o coeficiente angu· 
' lar da reta definida pelos pon-
tos P e Q tende crescentemente a 
um numero real m, pois f e conv::_ 
+ .. 
I xa. Se X 1 -rx
0
, entao, 0 1 -rP eo cce 
' 
x ~------xc 0 ficiente angular da reta Q'P de-
l. ___ , ___ , ________________ ._j c r e s c e te n d e n d o a u m num e r o n E R . 
Supondo que rn>n, poderíamos escolher x 1 e x 2 prôximos 
de x
0
, com x1 <x 0 <x 2 , para os qua 
p is, teríamos uma situação como 
I 
)/~--y2 
' I 
I : ~ 
1 ' go, devemos ter m~n, e então, p~ 
I ' ..J. ~---'---__,.. 
- x x 0 x 2 0 demos escolher rcR corn rn::r~n, e 
[ ________ 
1 
____________ __Jo suporte procurado L ( x), par a f 
na figura 3, ao lado, o que irio. 
contrariar a convexidade de f. Lo 
no ponto x
0
, pode ser a reta y-f(x
0
)=r(x-x
0
). 
(=) Suponhamos agora, que f(x) é cont1nua e admite um su-
porte linear L(x) em x
0
, isto ê, existe urna reta r passando p e l o 
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ponto P=(x 0 ,f(x 0 )), tal que o grâfico de f esteja acima de r. Con-
sideremos agora os pontos P1 =(x 1 ,f(x 1 )) e P2=(x 2 ,f(x 2 )), onde x1 e 
u 111 num e r o real qual que r e x 2 = 2 x 0 - x 1 ( x 0 e o ponto m ê d i o do se g me n-
to xjx2). Nestas condições, P1 e P2 estão acima de r e o ponto me-
diodo segmento P1 P2 estâ acima de P. Logo fê convexa em x0 . 
OBSERVAÇAO - Voltando ã desigualdade de Young, podemos escrever: 
(Y) f(E,)=F(x,y,y'+t,);;:F(x,y,y' )+E,[c+J>y(t,y(t) ,y' (t) )dt] 
que so sera satisfeita quando a função f(E,) tiver o suporte linear 
L(t;) = F(x,y,y') +~;[c+ J>Y(t,y(t),y'(t))dt] 
o .u a i n da , d i rem o s q u e ( Y ) ê s a t i s f e i ta s e e s õ s e f ( U ê c o n vexa em 
r=O. Assim, devemos ter, nas generalizaç6es dos métodos do cãlcu-
lo das variações, uma certa necessidade de generalizar o conceito 
de convex·i da de. 
De fato, a exist~ncia de minimo para o funcional 
b 
J(y) o IaF(x,y,y')clx 
depende da convexidade da função F(x,y,y') na variãvel y'. Por ou-
tro lado, pelo teorema de Weierstrass, a exist~ncia de m~nimo para 
J serâ garantida se a classe das curvas admi ss1vei s fÔr compactil OI.' 
tiver suficientes partes compactas, e o funcional fôr cont1nuo. 
itJ1~~e~ll_i_- c o~ ti nu i da de e o te o rem a de B A I R E - W E I E R S T R AS S - C o n ti nu i 
dade de funcionais ~mais do que se pode esperar, a nâo ser que se 
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restrinja consideravelmente a classe das funç5es admisslveis, o que 
nem sempre~ conveniente. Assim, tem sentido a seguinte 
DEFINIÇAO - Seja J(y) um funcional definido na classe A de curvas 
y~y(x), com xE[a,bJ. Dizemos que J e SEI11-CONTINUO INFERIORMENTE 
em y
0
d\ 
ta o 
0 se, para cada E>Ü, existe 6>0 tal que se ysA V8 (y 0 ), en-
Em outras palavras, 
J(y 0 ) ~ lim inf J(yn) n+m 
onde (yn)nr:N ~ uma sequencia de curvas de A que converge uniforme-
mente para y
0
. 
TE ()_~~::~1\_:!__.:_.J B a i r e - W e i e r s t r as s ) - " To d a f u n ç a o f s em i - c o n t 1 nu a 1 n -
feriormente, definida em um espaço metrico compacto S, admite um 
mln·lmo em S 1} 
Dem: Seja (x ) N uma sequencia em S tal que 
n ns 
lim f(xn) ~ inf {f(x) :xsSj 
n+co 
L 0 
e consideremos uma subsequencia (xn) de (xn) tal que 
J 
-t:a o, 
/~(·'c)" {:;:tA:~~·-J 0 :i<<'~L onde liy!!~np(ly(x)lc,Jm x<::[<<,U]! Q) :· . .;, ;;.;-,_,;Ú;-r;ci,~ .~ dur.or:,inada S't1NF::tCIA NIN.UfiZt:NTl::. 
* x +X r:S. En 
n. 
J 
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lim f(xn) 
J +(X) J 
inf{f(x) :xcS) L . 
Por outro lado, 
f(x*) ~ lim inf f(x ) 
J-r(X) nj limf(x )=L j>OJ nj 
e , p o l~ tanto > 
e, con1o x*rS, vem 
i s to e , 
f(x*) ~ infjf(x):xES) 
X 
f(x*) L 
f(x*)- m1n jf(x):xccS) 
~~ __ L_T __ eoremas de existência. 
0 DEF!NlÇAO- Seja H um espaço de Hilbert sabre R e consideren1os um 
subconjunto XCH. Se x0 EH, definimos a distância de x0 a X por 
lEOREMA 4- Seja H um espaço de Hilbert e XCH, X fechado e convexo. 
Então, para cada r EH existe um Gnico i eX tal que 
o o 
Dem: 
d(x ,X). 
o 
Seja (x ) N uma sequência em X tal que 
n nE 
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l i m li X ll- X 
0
/l - d = d ( X 
0 
, X ) . 
n->oo 
Sendo conhecido que num esoaço de Hilbert H, vale 
para quaisquer a,bcH, fazemos a=x -x e b=x -x e obtemos 
n o m o 
2 2 2 2 ll x -x 11 +llx +x -2x 11 = 2(/lx -x 11 +1/x -x 1,1) n m n m o n o m o 
Da convexidade de X, sabemos que 
e, portanto, 
Logo, obtemos 
e, fazendo n,rn->oo, vem 
x +x 
-n---m c X 
2 
llx +x fi li·--11----IH - X O ; d . 
,I 2 1. 
II X -X li +0 n m' ' 
isto ê, (x
0
)nEN e de Cauchy e converge para algum x
0
cX, pois X c 
fechado. Alem disso, temos 
- l 3 o -
li X - X li = l i m 11 X -X I! = d Ü Ü I 1 n Ü ' 
n-rCD 
e ent~o x
0 
dão mlnimo. Para provar a unicidade, suponhamos que x' 
e u1n elemento de X satisfazendo a condição de distância mlnima, is 
to ê ' 
llx - x 11 = 11 x ' - x 1! = d . o o o 
Ent'ão, (x
0
, x.', x
0
, x', x
0
, x' ... ) e uma sequência minimizante, po_r: 
tanto, de Cauchy. Da1 resulta que x
0
=x'. 
]_I:_ORE_;.1~_!i___: Seja V um espaço vetorial com duas normas !I 11 e 11 11 * ta;s 
que !I 11 * pro v e rn de um produ to esc a l a r e ex i s te um a c o n s ta n te k >O , 
tal que ilx~~kllx~* para todo xcV. Se C e um subconjunto convexo de 
- - j:;) V, então, para todo x
0
cV existe um unico x0 cC tal que 
Dem: Seja H o espaço de Hilbert obtido pelo completamente de V em 
relação ã norma 11 ~*. Sendo~* a aderência de C em H, temos r* fe-
chado, convexo e r*CH. Pelo teorema anterior, segue que, dado x 0 c~ 
existe um ~nico x ct* tal que 
o 
d(x ,x l 
o o 
=d(x ,1':*) = inf{llx -xll*:xEC} o o 
r~as, a condição 
C ê o compl.eta.me.ftto de C 1.'./11 Ae..taç.âo ã. noltma. 11 11. 
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k llxll *> l]xi 1 
implica em 
C* CC 
e, portanto, 
0 DEFINIÇAO - Uma função f: ~,b]+R ~ ABSOLUTAMENTE CONTINUA se, da-
do c>O, existe o>O tal que se {(ai,Si)}id e uma família finita de 
sub-intervalos disjuntos de [a., bJ com 
I (B -a.)<o, 
. I 1 1 1 E 
E jf(B· )-f(a.) ]<E. 
. I 1 1 1 c 
0 DEFINJÇ)\0- Uma função f: [a,bJ-rR ê de VARIAÇM LltHTADA se 
ll 
V(f)=sup{ l: ]f(x.)-f(x. 1 ) I :a=x <x 1< ... <x =b}<+m p i=l 1 1- o n 
para qualquer partição I' do intervalo [a,bJ. 
Consideremos agora, o funcional 
( *) J ( y) = r b 2 2 Ja{A(x)y' +2B(x)yy'+C(x)y )dx, 
---···---·--· --------·- -----· 
0 .I.Jol<tção: fc.AC. 
(0 l\'otaç1io: feB V. 
• 
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onde A, B e C são funções definidas em [a,b] tais que A e limita-
0 
da, BEL 2 [a,b] e CEL 1 [a,b], com a classe de funções admissíveis 
H1 [a,b]- das funções absolutamente contínuas definidas em [a,b] com 
der i v a da em L2 [a ,bJ. 
OBSERVAÇJ\0 - H 1 [a, b] e o compl etamento de C 1 [a, b] segundo a norma 
definida por 
li f li * ~ m ã x { I f ( x ) I : x E [a , b]) +li f ' 11 1 
- 2 
nu por sua equivalente 
lltll1 ~ lltiiL +llt'IIL 
H 2 2 
IJ.Q,~!'-~U....:: Seja J , o funcional de f i n i do em ( *) acima . Então , se 
(i) A(x)?-m>O (rn constante) 
(ii) C(x)- 62m(x) ;?-6>0 (c\ constante) 
existe uma constante k>O tal que, l para qual quer ycH [a ,b], temos 
Den1: Consideremos a expressao 
2B(x)yy'. 
Para todo c>O, temos 
2B(x)yy' ::- -21 B (X) y i I EY' I 
c 
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e, por outro lado, 
2 2 
f: y ' 
Logo, 
2B(x)yy'~- 2 2 1 2 y -E y 
e, entao 
J
b 2 s2 ( ) 2 2 2 2 J(y);: {A(x)y'- -- x Y - s y'-+C(x)y }dx-
a s 
J
b 2 2 B2 (x) 2-~ {(A(x)-s-)y' +(C(x)- --)y jdx. 
a s 
2 2 f'ixando-ses prÕximo de m tal que s <m,temos por (i) 
<',por (ii), 
C (X) - Bz(__;j>k>O 
" / E 
é da1, 
f
b 2 2 
J(y);: k (y' +y )dx 
a 
G.QKQ.LAEJJL...: Nas condições do teorema anterior, existe k'>O tal que 
para todo yEfll 
J(yJ;,k*IIYII 21 H 
-· 134-
Dem: De fato, 
J(y) "HI!YII~ 2 + IIY'II~ 2 l 
= r;_ 11 y 11 2 l 
2 H 
+ li y 'li' } = L2 
e, portanto, basta tomar k*= ~ e segue o resultado. 
2 
OllSEl<Vf,çl\0- f,s condições (i) e (ii) implicam em J(y))O e entao, 
l I 2 l (J(y)l 6 unia norma em H , proveniente do produto escalar 
l(y,z) ~ tL~(x)y'z' + B(x)(yz'+y'z) +C(x)yz}dx 
a 
Esta norma sera in di ceda por li !I* c, os resultados a 
cin1a mostram que existe k>O para o qual 
ki!YII* > IIYII l 
li 
TEOREI-111. 7 - Consideremos o funcional 
J
b o 
,J(y) = U.(x)y'' + 2il(x)n' 
a 
c seja Y a classe das funções ycH 1 [a,b] tais quE• y(a)=A e y(b)=B. 
Se l1(x) é limitada, B(x)EL 2 [u,b], C(x)cL 1 [il,b] e sao satisfeitas 
as condições (i)'" (ii), do teorema anterior, então, existe um u·-
J(y
0
) = inf {J(y) :yEY} 
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Dem: !.las ta aplicar o teorema 
bll'' ~ {J(y)J 112 . Notando que 
5 , faz r~ n cl o '-':::H 1 ) il I! =li li 1 e a i n (i a , H 
Y C convc:xo c rondo C"'Y, tcn1os T"= 
t*=C, pois 11 1 é completo na norma 11 11 1 cc 'lortanto na nomil 11 11. I! 
>lo teorema 5 fazemos a h i pÕtese 
li x- x il * = l i m 11 x - x 11 * o n o J1 -).-CO 
onde ( >: ) .,, ê de Cauchy na noma 11 
n n c li 11*. Tornan rio • =0 a demonstra o ' 
:;iio se reduz a n1ostrar que 
r··1as ) 
L2 c, daí vem 
( IIY li 1 >fi) => ( J ( Y n ) ->()) 
n H 
l - . l y 11 +0 em H e equ1va ente a yn~o em L7 e y'+O , n 
J ( y ) +O . 
n 
em 
DlcFHIIÇl\0 ··Dizemos que yEIIl,l+a[a,h] se ycM em [o,b] e sua deri 
vada y 4 cll+cC[a,b], ond(~ ex ê um nUmero reol rositivo. 
OiíSEPVr,ç!I.O - Estas funções são caracteri zac!as pela exi sténci a ele 
llma constante k tal que, para urna far6lia qualquer disjunta, de 
sub-intervalos (c1. ,S.) de [a,b], tem-se 
l l 
O . fll, l+u.[ bl conJunto , a,_ é o completamento do r 1 [a ,tj se 
uuncio a norma 
IIYII*l 1+~ H , ·~ = m ã x { I Y ( x) I : xc [i\ , h] l + [[y 'I [ 1 
. 1 +CI. 
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uu ~ sua (~qu·i valente. 
IIYii ·1 l+u "IIYII1 + l!v'lll, -li ' l + CJ. I+ li 
- - . l l +I'. [ J ( v ) e uma sec1ucnc1 a en H ) n ,b 
"n n c il · ta·! nue v ., .. n 
conv<->rqe uniforlllernentc 
tiio, ycHl,l+u 
rara y e l!y [[ 1 1 , "' !'·1 (t-~ constante). en-.. n H , .- n · 
[),,,,,, O fato 
li y I li n L 1 +o:. 
c en~3o, rara todo n2N temos 
I ( ) , 1 1 1 +n ~~ ,.1-r:r-1'-t-· -~l_l_"+LL < 
(Y. ""' (G--a-) l l 
Fazendo n·+D:) e notando que iJ. conver·0r::nci 0 e un·i forn1c, 
l' l -:- ('( 
t t ,1l,l+cx e por· an o yc,, 
TEO.rn~r.~/\ 9 - Seja (y ) 1 urna sequé:nci a de funções Qm H 1 'l+n tal 
---- --------- n n c h 
q u c '-' r i s te um a c o n s ta n te 1·1 , par a il qual ll_vll 1 1 . ::: H para todo n H ) -r-CI. 
c1n ,-":. [rltâo, é posslvel extl~ai r de ( " ) tUn o s uh s o q u ê n c i a u n i ·· 
J n n r: !i 
forme!- 1 Cnte convcr9ente para um elemento c;c: ltl,l+n 
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Dcm: Se y _,:y uniformemente, onde (y ) " é a subse~uênci a em que_s n n ns,, 
- l l +a tã.o, ja sabemos que yE:H ' :pela proposição anterior. fillta pi-o-
vara sua existência. Como 
IIYII 1 l+c~ ~ max {jy(x) I :xE[n,b]} + !IY'!l H , 
li Y n li H l , l +a "'- n' 
seç1w2 que as funções y 11 são equilirnitada~Y e sendo x1 ,x 2E:[c,b] 
\f ;,: 1il 
11v 1 x )-•.1 (x li 
"n' 1· -'n 2 
1 (), 
= rzy~(t)dt "'- [JX 2 jy~(t)jl+adt]T+C/.lxl-x2jT+ê(" 
X l X l 
l a ~ [rzjy~(t) ll+adtr+al xl-xz!T+ã --
xl 
CL 
1 1 1-l+a 
" r- I xl- xz 
do c·uc' concluimos que as funções y
11 
sao equicontínuil~e então, pe 
@ 
lo teorema de 1\scoli, existe uma subsequência uniformemente con--
v e rc1en te. 
I i : 
,.,. 
I \'' l, ' I ' '' ,: I . ' :, i ' i ~ ' \ J ' ' ~ ' 
''<i' (i 
"·'. 
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TEOfcUif, lO- Consideremos o funcionnl 
r I, 
J(y) = J f(x)y'(:<)rlx 
a 
dl?finido em H1 ,l+a, com f(x)cL 1 +_l_[a,b]. 5e (y 0 )nsN e 11ma se~u,"n-
. l l +n 11 11 a. 11 - ) c1a em 11' tal que y .1 1 ;::: r1 e v ·'y entao J(y +J("i. n H , +a ~ n ' ' . n J , 
Cem: Pela lirH?aridade de J, basta prov;;r que 
(y
0
-I!O) => (J(v
0
)+,J(O)). 
l ' l Observemos que se fcC La,bJ com f(a)=f(b)=O, vale 
r t.~ I b 
1 f(x)y'(x)dx = f(x)y(x) 
; ;:1 a 
- tf'(x)y(x)dx = 
a 
e então (Y ~!o) imnlica em J(y )+0. n - I n 
r~ 
, f'(x)y(x)dx 
J il 
Suponhamos a0ora que fel 1 r n tão podemos 
. -
l +-· 
- .CI. 
uma sequenc1 a la, na norma de L 1 , por 
0[!rOXlf11él-
f. 
1 1 ,._ @ a 
tenha suporte compacto e cl e r i v a da c o n t í n u a e r· ( a , b ) . Te 11 os e n tão 
onde a intenra·l 
rb b 
\ f(x)y~(x)dx = J (f-f.)v'clx + 1 • 11 
a , a 
I IJ f.y'dx _,O a 1 n 
I h 
J 
f.v'rlx 
1 · n 
a 
''"r'' todo i, pela observação inicial. Entiio, 
<li'f-·".11 llv'll 
' '1 I. on'L. 
1+1- l+n 
Cl. 
@ O .HtpoJt.ü de fê a adeltê..nci..a do conjun:t.o {xE:[a.,b]:f(x)ftO}. 
< 
' 
- l 3 9 -
:c; rtllf-f-lll 
l . - ' l 
I+-
a 
1ue converge para zero se i•=, o que demonstra o teor2ma. 
Consideremos a0ora, o funcionol 
J(y) = tf(x,y,y')dx, 
a 
onde f tem derivada cont1nua ern rel açao a y'. 
"["["]' 1 TÇA0 o· uc ,.... - .1zemos que J ê IIIFERIORiiENTC Llr'IHDO se existe 
tal que f(x,y,y');:-N, quaisquer que sejan: xc[a,b], y e y'. !\.ssim, 
o conjunto 
{J(y):y ê admissível} 
-e inferiormente !.imitado e 
J(y) > -:i(b-a) 
:1ara todo y admissfvel. 
Dt:Fr:nçl\0- Dizemos que J ê CONVEXO sr• E(x,y,y:r);fJ põra quaisquer 
X [ ~: (:\ ' h.J ' y ' y I ) t~ ou ' em ou t r as r a 1 a v r as ' s P. f ( X ) y 'y I ) e c o n v e X a 
em r· e l ação a .Y ' . No que segue, . l l +a vamos consl dcr'ar H ' como cl as-
se~ t~dm·issível para J. 
T~OJ\l:!!i\_l_l _ _.::_ Seja J, um funcional infrrionPente l in1i tarlo e convr'XO 
Lnt~1o J ii semi-contínuo inf~riorrnc;nte, corn relação a -· . con v e roen C1 a 
t l .. rl d lll,l+cé uniforn:c, em qualquer par e 1m1ta,a e,. 
:•cr~: Consideremos o conjunto 
,. { l'l ,l+o .. ll 1_1 k (' t t )} J- yc, . .Y: 1 l+ ~· K cons an e H , a 
- 1 4 o -
no qual usaremos a metr·i ca dn converoenci" uni fon1e 
Sr:ja (yn)n-'' uma sequêncii1 crn S, tal que y -~vcs, com 
I G<i n .. 
J(y 11 )<+w, para todo ncN. l'lr-'stas condir;oes, nnclerr.os ter J(y)<+o-• ou 
J(v);:;+t>=r. 
Suponhamos que J(y)<+oo e mostremos que, para todo c>O 
eY.iste \ tal que 
par·J todo n>\. Consideremos a9ora, o conjrrnto 
para o qual vale 
~ J_ ]y'(x)]clx < I>y'(x)]dx c: 
E R '-
[I b 1 l l __I__ ..,-":~ "3'< < ]_ , ( ) r +rYd J. +r\( 1,_ 1 r+n 'L:; '- .Y X 1 X ~- 0,1 
a 
Cs por·tanto, 
[1, 
(I .) Tf'ci ) -a 
que pode tor-nar·-se arbitrariamente pequen.1, par·n o que, ilast<J fa-
;:r_;J~ r; suficientemente qrande. Tc~1:1os cnti1o, 
- l ~, i -
=J_[f(x 'I y 1 )-f(x y V 1 )lrlx + j"r"(x" V1 )-f(x" 'I')J-rlx >-
- ,_n'· n ·' '"' - IJ ''Jn~-n · ''.) '- -· ---[_ 1- I "'I r a } _) - [ '"' 
- - I 
> -p ( E . ) ti + f [f ( X y v ' \ - f ( X v \j ' \]- d X "-
...- R -- ' n '" n / ~ ,, '·' · --
[a,b]-Ep 
;: -c+ J[f(x,yn,Y,;)-f(x,y,y')]dx. 
[a,b]-ER 
Vamos calcular esta iíltir1a intenral cor10 senue: 
J [f(x,y
11
,y
1
;)-f(x,y,y')]dx = 
[a,b]-E 0 
= f [f ( X V V ' ) - f ( X '! y ' )l_ d X + ~ '"n'vn '"n'· .I 
[n,b]-ER 
+ J [f(x,yn,y')-f(x,y,y')]dx 
[a , il] -E r 
Oltdc -:1 Sf2rJUnda inteClral do se0undo 1:1cn1hrn tcnrle a zero pois, rt se 
quenclo (yn)nE:tJ converge uniformemente rnrn y. Para a 
~íllte(_lt·'al~ temos 
f [f ( X , Y l1 , Y ,; ) - f ( X , y l1 , y 1 )] d X ;: 
[a ,il] -[ 1~ 
r f 1 x '! y')(v'-y')dx Y 1 \'n) ·-'n· 
' [a , !l] -F P 
pC11é; DO, pe"la convexidadc de f. :-ias , 
f /y 1 ( X , Y n , Y ' ) ( y ~- j 1 ) ri X 
ca,b]·-Ep 
;.rimeira 
- J [fy,(x,y 11 ,y')-fy,(x,y,y')](y~-y')dx + 
[a,b] -Er, f 
f (x" v'\1 (v'-y 1 )dx v 1 'J '" "' n · 
[a',h] -Fp 
- 1 42 -
@ 
onde a segunda inteqral do segundo membro tende a zero. 
pdrr:cira integral, temos 
lf~fy,(x,yn,y')-fy,(x,y,y')](y~-y')dxj ~ 
[a,b]-ER 
CY. 
~ sup {Jf ,(x,y ,y')-f ,(x,y,y')J}JJy'-y'JIL (b-a)T+a ::_ 
a~x~b Y n Y n l+a 
a 
~ 2k(b-a)T+a_ sup {Jf ~(x,y 11 ,y 1 )-f ~(x,y,y 1 )J} a~x~b Y Y 
Para a 
r; este ui ti mo fator tende a zero pela converqênci a uni forme da se 
quênci a (yn)nEN' Para n suficientemente g·rande, obtemos então, 
J(yn)-J(y) > -s, 
isto e, J e semi-contTnuo inferiormente. 
No caso em que J(y)~+oo, devemos mostrar ~ue ,J(y )+ +oo 
n 
quando W"", e para isso, observemos em primeiro 1 ugar que 
De fato, 
f f (X ,y ,y 1 ) d X + +00 
[a,b]-ER 
J ( y) "Jb f(x,y,y' )dx = 
a 
L f ( x ,Y ,y 1 ) ri x + 
La ,b] -EP 
····-------------------· 
'l', 1; :1 T : i . 
·,I. !: ,,, 
I,! ' I' I. 
" -. 'J ~ ' > ' ' • 
r f(x,y,y')dx 
j E R 
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e , c o lll o J ( y ) = +00 e p ( E R) +O se R++oo , a a f "i rm ação se v e r i f i c a . i' o r 
outro lado, o mesmo racioc1nio feito anteriormente mostrei 1ue 
e, como 
ternos 
mín l i m 
rb 
J 
f(x" y'\dx > ) .J n , n' r 
a 
mín 
Portanto, vale" 
Do f a to 
r 
J~(x,y,y')dx 
la , b] - [r. 
l i m 
n-HX> 
r 
jf(x,y 0 ,y~)dx 
[a,b]-E 0 
' ( 
Jf(x,y,y')dx 
[a,b]-ER 
J~(x,y,y')dx + = 
[a ,b] -E R 
qua.ndo R++oo, obtemos 
mín l·im rbf(x,y,y')dx- +'" 
n+co ,I a 
ou, er~ outras palavras, 
n1Í n l l m 
n+co 
rb 
1 f(:<,y ,y')dx = ) a n n (bc'x y y')dx J I \ , ' l , ' a 
Estdmos ElÇ~ri'(o t.::rn condições de enunciar o sequ·inte 
- l 4 4 -
TEDREii'J\ 12 - Consideremos o funcional 
!b J(y) = f(x,y,y')dx a 
com f convexa na terceira variavel, e tal que 
, 11l+u._N f(x,y,y 1 ) ?- IY i 
para quaisquer xc[a,b] ,y,y 1 e NsR. nestas conrliçoes, ,J admite m1. 
l l+o. 
1111110 em qualquet· classe YCH ' fechado em relaç~o ã 
da convergência uniforme. 
!)0rn: Observemos em princ~pio que se 
inf{cl(y):ycY} +'", 
o 1nin i mo e a ti n 9 i do em qual que r y c Y . 
Va~10s então, considerar 
= i n f { J ( y ) : y c Y } < += 
Y definido por (I 
Y 
0 
= { yc Y: J ( y) ::_i+ l} . 
Se ycY
0
, então, 
I 1 I l +a y ' 
que, no r integração fornece 
li Y I 111 +a < JIJ!_Lx '.y ,;L_'J I IL ' u l+a a I
h 
dx + !I cl;:· 
i\ 
topo l oni a 
- l 4 5 -
i + l ri ~ + (b-a) 
!1 11 
Loqo, temos 
IIY'IIL ~ k (k constilnte) 
l +[1. 
e então, pelo teorema anterior, J é semi-contínuo inferiormente. 
Corr1o Y é compacto, o mfnimo existe. 
o 
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