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1. INTRODUCTION 
Consider the Volterra equation 
x(t) = F(t) - 1’ g(x(t - T)) B(t, T) dr (0 :< t < so). (!.I) 
0 
THEOREM 1. Suppose F(t) is deJined and real-valued .for 0 :: t .: a, 
g(x) is real and continuous on (- CD, 03), and there exist $nite positive constants 
M, A, and X such that 
jF(t)i < M (0 SC t < co), d4 > - (--co < x < co), 
and xg(x) > 0 if ixi:*X. (1.2) 
Aswm that B(t, 0) = 0 a/Id B(t, t-) = B(t, t) (0 ::I t -: -x)), qt, T) yS 0 
(0 < T < t < co), and 
N = sup V(f, f) < c/3, 
0 .-: t < % 
(1.3) 
where V(t, 7) denotes the total variation of B(t, s) as a .function of s on [0, ~1. 
Finally, suppose that 
/3 = liT+&f B(t, t) > 0 
t (1.4) 
v  = sup 
s 
Td,V(t, T) < m. 
o<i<m 0 
If x(t) is a continuous solution of (l.l), then sup0G6cm / x(t)1 < m. 
* This author was supported in part by NSF Grant #GP-9658. 
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Our proof of Theorem 1 (see (2.6)) yields a specific bound for 1 x(t)\ 
in terms ofF, g, and B. 
COROLLARY 1. Suppose the hypotheses of Theorem 1 hold. Let K’ = 
2(X + M + XV)/& choose T,, > 0 such that B(t, t) > &fi if t > T, , and set 
K = max{K’, hT,). Then 
X(t) < hf + KN + 2hV (0 < t < co). 
One finds a specific lower bound for x(t) by rewriting (1 .l) in terms of 
y  = --x as done at the end of our pronf of Theorem 1. 
We impose no regularity conditions on F and B as functions of t, but 
we assume the existence of a continuous solution x(t). I f  one assumes 
conditions sufficient for local existence, then the a priori bounds obtained 
in our theorems imply the existence of x(t) on [0, 00). 
We note that g 2 --A could be replaced by g < X in Theorem 1. As 
in [l, Theorem 6’1, Theorem 1 can be read as an oscillation result. That is, 
if we assume all the hypotheses of Theorem 1 except g > --h, then 
sup 1 x(t)1 = cc implies lim sup x(t) = -1im inf x(t) = 00. 
ost<m t-tm tmm 
We have not determined whether one may replace the condition v < 00 
in Theorem 1 by the weaker assumption 
sup s 
t / B(t, t) - B(t, T)i fh < 00. 
ost<m 0 
Example 1 shows that the moment condition cannot be dropped entirely; 
a similar example with B(t, T) independent of t would be of interest. 
Example 2 shows that the condition j3 > 0 is necessary in Theorem 1. 
The case B(t, t) = 0, v  < co is covered by Theorem 2, which is easily 
proved. Observe, however, that neither p = 0 nor N < CC is necessary 
in Theorem 2. 
THEOREM 2. Suppose 
I F(t)1 < M (0 < t < a>, g E C( --a, co), 
g(x) > 4 > --a (-co < x < co) and sup g(x) < 00, 
--m <xi0 
Assume that B(t, C-) > 0 (0 < 7 < t < co) and 
s 
t 
B” = sup B(t, r) dr < co. 
o<t<m Cl 
If  x(t) is a continuous solution of (1.1) then supostCR 1 x(t)1 < 03. 
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Theorem 1 includes Theorem 3 of [2] but is slightly more general; in 
particular, we do not require the existence of lim, 1-71 B(t, 7). The method 
of [2] can be used to prove Theorem 1. Since this method is of independent 
interest, we outline it in Section 4. This alternate approach also viclds 
specific bounds for 1 x(t)l. 
I f  B is independent of t, (I. 1) may be written 
x(t) = F(t) -- j’g(x(t -- 7)) B(T) dT. 
0 
In this case, Theorem 1 is equivalent to Theorem I of [2]. J. J. Levin [I], 
generalizing earlier work of Smets [3, 41, proves a boundedness theorem 
for (1.5) similar to Theorem 1 but requiring B(7) to be eventually monotonic 
(either nonincreasing or nondecreasing). In our proof (Section 2) we express 
B(t, T) as a sum of terms in two different ways and apply Levin’s methods 
to the terms. 
2. PROOFS OF THEOREMS 1 AND 2 
For Theorem 1 we shall use the fact [ 1, Section 51 that if m(7) is a function 
of bounded variation on [0, t], then the inequality 
j: I W) - 441 dT < jl?- dVm(4 (2.1) 
is valid, where I?,, is the total variation function of m. 
Define T,, and K as in Corollary I. We first establish the estimate 
s :&(T)) dT 3 --K (0 ,< t < CD). (2.2) 
Let B,(t, T) and BP(t, T) denote, respectively, the positive and negative 
variation of B(t, s) as a function of s on [0, ~-1. Then 
40 + W, t) jt g(W) dT = F(t) + jh(t - 7))[B,(t, t) - B,(t, T)] do 
0 0 
+ j’ g(x(f - T)) B&(t, T) dT. 
0 
Integration by parts yields the estimate 
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Thus from (1.2), (I .4), and (2.1) we see that 
> --M-Av (0 < t < a). (2.3) 
we have $,g(x(~)) d7 >, --XT, > -K (0 < t < To). I f  Jig(x(T)) dT < --K 
for some t, then there is a T > To such that g(x(T)) < 0 and 
Then (1.2) implies that x(T) < X and we see from (2.3) that 
X + B(T, T) jTg(x(~)) d,r > --M - hv. 
0 
This implies that B(T, T) < 15/2 which is impossible for T > To ; therefore, 
(2.2) holds. 
Let 
and let B, = B - B, . Then B4(t, T) 3 0, B3(t, 0) = 0, B3(t, t) = B(t, t), 
and B3(t, T) is nondecreasing as a function of 7 (0 < t < 00). Moreover, 
Bz(t, 7) - Bs(t, 0) < v(t, T) - v(4 u) (0 < u ,( T < t), (2.4) 
so it follows from (2.1) that 
But 
02yj& jt P(t, t) - B,(t, T)] dT < v. 
0 
W, T) = P(h T) - B(t, t)] + [W, t) - B&, T)]; 
consequently, 
s 
* B&f, T) dr < 2v (0 < t < co). W) 
0 
Integration by parts in (1.1) shows that 
x(t) = F(t) - j” g(x(t - T)) B&, T) d7 - jt [j’-‘g+(s)) ds] d,B,(t, T). 
0 0 0 
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But it follows from (1.3) and (2.2) that 
j,: [j;-Tg(x(r)) ds] d,B&, 7) >L --KB(t, 1) KA 
while (1.2) and (2.5) imply that 
.t 
J g(x(t - 7)) B&t, T) d7 ;a -2AV (0 5; t 0 
Therefore, 
From (1.2) and (2.6) we see that 
Define h(y) = maxi-g(-y), -,u] (-CC < y  < CO), and let y(t) = -x(t). 
Then 
y(t) = --F(t) - jt h(y(t - 7)) B(t, 7) dT, 
0 
where (1.2) holds with g and h replaced by h and p, respectively. Repeating 
the preceding argument, we find that infoGtrCn x(f) > -a. This completes 
the proof of Theorem I. 
For Theorem 2, we have 
x(t) == -f g(x(t - T)) B(t, 7) d7 + F(t) 
0 
< X 
s 
t B(t, r) d7 + M < hB* +m ill (0 < t < co). 
0 
Let G = sup-, tzGAB*l.bl g(x). Then 
i 
t 
x(t) > -G B(t, T) dr - ilf > -GE* - M (0 < t < al). 
0 
Thus supo.<t<z I x(t)/ < co. 
3. EXAMPLES 
EXAMPLE 1. Suppose F(t) +- -7 and 
(0 
B(t, 4 = ,2 
(0 < 7 < t/2) 
(t 2 < 7 < t). 
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Then V(t, t) = 2, but Ji &V(t, T) = t --f 00. Let g(x) = x/max{l, / x I}. 
Then (1.1) . q IS e uivalent to the functional differential equation 
x’(t) = -g(x(tP)), x(0) = -7. (3.1) 
Note that (3.1) has a unique solution x(t) on [0, co) and that x(t) == -7 + f  
(0 < t < 6). I f  we let y(t) = -x(t) and apply the following lemma 
alternately to x(t) and y(t), we find that 
lim sup x(t) = -1im inf x(t) = 00. 
t--cc t-m 
LEMMA. Suppose t, > 6, y(t,) = -1, p)(t) < -1 (to/2 < t :< to), and 
p)‘(t) = -g(q(t/2)) (t > to), where g is as defined above. Then there exists 
t, > 2t, such that v(tl) = 1, q(t) 3 1 (t,/2 < t < tl), and max,OGtGt, x(t) > 
I,- 1. 
Proof, Since 
the conclusions of the lemma can be verified explicitly. 
EXAMPLE 2. Let F(t) = -1, and let g(x) = max{.v, -2). Let h(t) be a 
positive, bounded, differentiable function on (0, ~0) such that h(O+) = 1. 
Let B(t, 0) = 0 for all t and B(t, T) = h(t) (0 < 7 < t < cc). Then (1.1) 
reduces to the ordinary differential equation hx’ + (h2 - h’)x == h’, and 
x(t) = -1 + A(t) j; exp (- j” h(u) du) ds 
> -1 + th(t) exp c-j: hiu) du). 
This equation must satisfy the hypotheses of Theorem 1, except that /3 = 0 
is possible. But x(t) is unbounded if jz h(t) dt < cc and th(t) is unbounded; 
some choices of h g&(0, CD) also yield unbounded x(t). 
4. ALTERNATE PROOF OF THEOREM 1 
For details of the following method, see [2]. 
Rewriting (1.1) as 
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we see that it suffices to show 
lf J-i&x(s)) ds is not bounded below, select a sequence t, t co as n 1‘ CO 
such that 
and choose T such that 
g(x(t,l - ~))(B(tn , tn) - B(tn , T)> dT - M. (4.1) 
Letting SU~,,~+.~,.~~~~ B(t, T) -- B, we have 
.T 
.I o s(x(tn - ~))(B(tn > f,) - B(tn , 7)) dT 
T  
-- -B 
5’ I L!Mtn - 4) 
+ A] d7 - XBT o 
T 
> -B 
s 
” g(x(& - T)) d7 - 2hBT 3 -2ABT, (4.2) 
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where the last inequality follows from the conditions on t, . Integrating 
the second term in (4.1) by parts, we find that 
= (ml > L> - wn 7 T)) j;-’ ~(x(T)) d7 
- j; [f- g(x(s)) dsi d&t, , T) 
2p tn a:- 
s 3 0 
g@(T)) dr - AT/?/3 - Au, 
where the first inequality uses 
1 j::‘&(T)) dT / < ht - [:.g(P(T)) dT (0 e t < ha). 
Combining (4.1) (4.2) (4.3), and x(tn) < X, we obtain 
B(tn , tn) jtn&(T)) dr > T jtsg(x(T)) dT - 2XBT - y - Xv - M - X, 
0 0 
and hence 
lim inf e 
s 
tn xv 
n*= 3 0 
g@(T)) do > -2XBT - T - hv - M -- X 
a constant term independent of n, contradicting the assumption 
s 
Gl g(x(T)) dT 4-a. 
0 
Hence there exists K > 0 such that 
s 
t g@(T)) dT > --K (0 < t < co). 
0 
We next prove that there exists K’ such that 
(4.4) 
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Choose E > 0 such that /3 :‘a 5~. Choose 1’7 such that j$ d7bc(t, f) k- c 
(T” < t < a) and define the positive constant .-I :: (/3 - 5<)/2~I<. (‘hoose 
D such that 
D > max (AB7’* + M + A’ $- kT* + Av),~, 
1 
(BK + 3hB1’ * f  J-4 -}- x -/ /b);AxB, 
[(444 + 2h T -Jq,‘(/Q - c>, 27’“,& o,zm+* jig@(T)) d7, I$ 
0 
I f  (4.4) is false, th ere exists P, such that JOp’g(x(~)) & = D, Jig(x(~)) do < D 
(0 < t < PI>, &(Pl)) z 0, and x(PJ > --X. Define Q1 E [P, , PI -+ T*] 
such that 
and let R, = max(t 2 P, + T* j g(x(7)) < 0 for J’, + T* < 7 z.; t}. Since 
g(x(T)) < 0 for P, -t T* < r .< P, + 2T* but not for all 7 > P, + T*, 
R, is well defined. For k 3 I, define 
Qk E [PI,, Pk + T*] such that 
Rk = max{t > PTs $- T* / g(x(7)) dr < 0 for all Ph + T* < 7 < t}. 
We prove by induction that for all positive integers k we have 
(a) Pk , QL , R,< exist, 
(b) R, - Pk 3 A S?g(+)) dr, 
(4 S?&(T)) A- -=c D- 
The proof is completed by showing that jf”g(x(T)) d7 is bounded by a 
constant independent of k. 
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