Health degradation monitoring of rolling element bearing (REB) is of great significance to ensure safety and availability of mechanical equipment. This paper presents a new online health degradation monitoring method of REB based on growing self-organizing mapping (GSOM) and clustered support vector machine (CSVM). In the proposed method, multidimensional health degradation features of the REB are extracted to reflect health degradation process, including time-domain statistical features, frequency spectrum features, intrinsic mode function energy features, wavelet packet frequency band energy features. Multiple GSOMs are utilized to adaptively fuse each kind of the extracted features for the health indices. CSVM is constructed to achieve accurate health status identification of the REB. A health degradation experimental case of the REB is analyzed to demonstrate the effectiveness of the proposed method. The results show that the proposed method has obvious superior performance compared to other existing methods.
I. INTRODUCTION
Rolling element bearing (REB) is one of the most widely used parts in mechanical equipment, which is a precise mechanical element to change the sliding friction between the running shaft and the shaft seat into rolling friction so as to reduce friction loss [1] , [2] . However, the REB is a vulnerable part of mechanical equipment. Most of mechanical equipment faults are caused by bearing failures, such as electric motors, gearboxes, aircraft engines, industrial robots and wind turbines [3] - [6] . Hence, health degradation monitoring for REB is of great significance to ensure safety and availability of the mechanical equipment.
Health degradation monitoring is an advanced technology which uses monitoring signals to perceive health degradation The associate editor coordinating the review of this manuscript and approving it for publication was Nagarajan Raghavan. states of equipment [7] . It can effectively identify the health degradation states of REB so as to avoid the failure of the equipment. For the REB, the degradation process includes three states, i.e., initial health state, intermediate degradation state and final failure state. Fig. 1 illustrates the three health degradation states of the REB, where the longitudinal axis represents health index (HI) of the REB.
In recent years, health degradation monitoring of the REB has attracted the attention of many researchers. Soualhi et al. [8] constructed a new health indicator based on time-domain and frequency-domain features, and used it successfully to diagnose the health status of REBs and gears. Kim et al. [9] utilized support vector machine to estimate the health state probability of REB degradation process. Ma et al. [10] proposed a health state identification method for REB based on Weibull distribution and deep belief network. Sun and Zhang [11] employed hierarchical dirichlet process and hidden Markov models to analyze the health status of REB in railway vehicle. Chen et al. [12] introduced a deep convolutional neural network-based health state identification method which can effectively identify the health status of REB and gear. Generally speaking, health degradation monitoring method of REB can be categorized into two types, i.e., physics-based method and data-driven method. Herein, the data-driven method realizes the health degradation analysis by mining the monitoring data of REB, which is widely used because of its easy implementation.
As a classical data-driven method, support vector machine (SVM) has many unique advantages in solving small sample, non-linear and high-dimensional pattern recognition problems [7] , [13] , [14] . SVM is a kind of generalized linear classifier which classifies by finding the optimal classification hyperplane. For linear non-classifiable problems, SVM transforms the input space into a high-dimensional feature space by using the kernel function to achieve the optimal linear classification in the new space [15] - [17] . However, the process of using kernel function for non-linear transformation is complicated. And, the computational burden of kernel SVM limits its application to large scale datasets.
In this paper, a new health degradation monitoring method of REB is proposed based on growing self-organizing mapping (GSOM) and clustered support vector machine (CSVM). GSOM adjusts network structure and parameters adaptively and fuses the feature data for HIs of the REB automatically. CSVM groups the data into several clusters and then trains a linear SVM in each cluster to separate the data locally so as to improve the classification efficiency and shorten the classification time, which effectively solve the above problems.
The main contributions of this paper are summarized as the following three points. 1) Multidimensional health degradation features of REB are extracted by integrating time-domain statistical analysis, frequency spectrum analysis, variational mode decomposition and multiscale wavelet packet decomposition method to discover useful degradation features. 2) Multiple health indices (HIs) are discovered by using GSOM to reflect the health degradation mechanism of REB over time. 3) An improved SVM model named CSVM is constructed to achieve accurate health state identification of REB, which tackles data in a divide-and-conquer way to realize faster training. This paper is organized as follows. Section II details the feature extraction process of REB. The proposed health degradation monitoring method of REB is presented in Section III. The effectiveness and availability of the proposed method are demonstrated by an experimental case in Section IV. The conclusions are draw in Section V.
II. BACKGROUND
Raw vibration signals usually do not directly and clearly represent health degradation characteristics of REB. Feature extraction is a common method to analyze the vibration data of the REB [18] , [19] . In this paper, multidimensional features of the REB are extracted, including time-domain statistical feature, frequency spectrum feature, intrinsic mode function energy feature and wavelet packet frequency band energy feature.
A. TIME-DOMAIN STATISTICAL FEATURE
Time-domain statistical feature (TDSF) is one of the most commonly used features in vibration signal analysis, which has the advantages of clear statistical significance and simple calculation [20] , [21] . In this paper, seven TDSFs are extracted from vibration signal of REB. Table 1 shows the formulas of TDSF, where x(i) indicates the sampled vibration signals and L is the length of the vibration signals.
B. FREQUENCY SPECTRUM FEATURE
Frequency spectrum feature (FSF) might reflect fault and health degradation information of REB by converting vibration signals from time domain to frequency domain [22] - [24] . In this paper, fast Fourier transform is adopted to convert the vibration signal into a frequency spectrum. Table 2 shows a total of six frequency-domain features extracted by the frequency spectrum, where p(i) indicates the frequency spectrum, M represents the number of spectrum lines and f i is the frequency value of ith spectrum line.
C. INTRINSIC MODE FUNCTION ENERGY FEATURE
Variational mode decomposition (VMD) is a new version of empirical mode decomposition algorithm [19] , [25] . The VMD can non-recursively decompose the vibration signal into a series of band-limited intrinsic mode functions (BLIMFs) so that intrinsic mode function energy features (IMFEFs) are obtained.
VMD decomposes vibration signal x(i) into a discrete number of BLIMFs β k (t) with the certain sparsity properties. Each BLIMF is concentrated around a center pulsation ω k fixed during the decomposition process. And the bandwidth of each BLIMF in spectral domain is estimated using squared L 2 − norm of the gradient. Therefore, the signal decomposition in the VMD algorithm is treated as solving a constrained variational problem, which is given as:
where δ (t) represents the Dirac operation and k is the mode number. Introducing a quadratic penalty term α and Lagrangian multiplier λ, the above constrained optimization problem can be changed to unconstraint one, which is denoted as:
Further, alternate direction method of multipliers (ADMM) algorithm is utilized to solve the optimization problem in Eq. (2). By using VMD, the vibration signal can be decomposed into a set of BLIMFs which include different frequency bands ranging from low to high. On this basis, the IMFEFs of decomposed N component can be calculated as:
D. WAVELET PACKET FREQUENCY BAND ENERGY FEATURE
Vibration signals of REB are random and transient, which are typical non-stationary signals. Multiscale wavelet packet decomposition technique is one of the most powerful tools to analyze non-stationary random signals [26] , [27] , which extends from wavelet decomposition. Multiscale wavelet packet decomposition technique decomposes not only the low-frequency part of the signal, but also the high-frequency part. Therefore, it has a stronger ability to analyze the vibration signal of REB. Three-level multiscale wavelet packet decomposition diagram are shown in Fig. 2 . As shown in the Fig. 2 , the raw vibration signal x(i) is finally decomposed into eight sub-signals on different frequency bands after three decomposition. Wavelet packet is a linear combination of ordinary wavelet functions, so it has the time-frequency and orthogonality of the wavelet function, which is defined as
where ψ n is the wavelet function. ψ m n,k is the wavelet packet. m, n, k are the modulation, scale and translation coefficient of the wavelet function, respectively. t represents the time parameter.
The decomposition recurrence formula of wavelet function ψ n is shown as follows
where h (k) and g (k) are impulse response functions of low-pass filter and high-pass filter corresponding to wavelet function. The vibration signal x(i) is decomposed by n-layer wavelet packet, and the node (decomposition coefficient) 
The 2 n wavelet decomposition coefficients are reconstructed to obtain the wavelet packet of the source vibration signal, which is shown as
When the bearing is in different degradation stages, the characteristics in the wavelet packet band will change accordingly [28] . Hence, wavelet packet frequency band energy features (WPFBEFs) are utilized in this paper, which can be obtained as
III. PROPOSED METHOD A. FRAMEWORK
As shown in Fig. 3 , the framework of the proposed health degradation monitoring method for REB contains the offline process and online process.
In the offline stage, the features of REB are first extracted from the vibration signal, including TDSFs, FSFs, IMFEFs and WPFBEFs. After feature extraction is achieved, multiple GSOM models are constructed to fuse each kind of the extracted features into the HIs of REB. Finally, the CSVM models are built to identify the health states of REB.
In the online stage, the monitoring vibration signals at each time are collected in turn, and all kinds of features of the signals are extracted at the same time. Based on the trained GSOM model, the extracted feature values are input to obtain the HI values. Then, these HI values are input into the constructed CSVM to realize health degradation state identification of REB.
B. FEATURE FUSION BASED ON GROWING SELF-ORGANIZING MAP
The extracted degradation features of REB are highdimensional. It is necessary to implement feature fusion to obtain the HIs that synthetically represents the health degradation characteristics of REB.
Self-organizing mapping (SOM) is a traditional and widely used feature fusion method [29] . SOM network is a type of unsupervised learning artificial neural network, which mainly forms a kind of non-linear feature mapping from highdimensional data space to feature mapping network space. Although SOM has irreplaceable advantages, its network structure cannot be adaptively changed, so it is difficult to determine the best network structure. To overcome this problem, GSOM [30] , as a growing variant of SOM, is proposed with a variable network structure. Although the functions of GSOM and SOM are basically the same, it can adjust the shape and size of the neural network according to the input data. In the GSOM, not only the structure of the neural network changes according to the increase of node number, but also the weight vectors of the self-organizing nodes are accessed cross-wise by the neural network. Therefore, GSOM has better robustness and adaptability for data processing compared with SOM. Based on the characteristics, GSOM is utilized in this paper to achieve the feature fusion of REB.
The training process of GSOM-based feature fusion method are summaries as follows.
1) GSOM network is initialized and specific parameters are set, including neighborhood radius σ 0 learning rate α 0 , and growth threshold g max . 2) A part of feature data of REB in healthy condition is selected as training data set D n and the number of training sample is counted. 3) Randomly select s(i) ∈ D n without repetition. Then similarity measures, which means the weight vector of the neuron is closest to the input, are used to determine the best matching unit (BMU). The formula is shown as follow where the w T j indicates the weight between input vector and BMU.
4) After the BMU is found, it is decided that if there is a need to grow new neurons, the decision conditions are as follows: if ϕ i(s) (s) > g max , it is considered that the current network structure is insufficient to describe the characteristics of sampling points and a new neuron grows. Firstly, the feed-forward connection weight of the new neuron is set to s (i) T . Then, the distance d i from the new neuron to all other neurons is calculated. Next, the neuron set N 1 of d i < n 1 × ∼ g max (which is shown in Fig. 2(a) ) and the neuron set N 2 of d i < n 2 × ∼ g max (which is shown in Fig. 2(a) ) are searched where n 1 < n 2 . As shown in Fig. 2(c) , the solid line denotes the connection and the dotted line indicates that the intersection with the original connection will occur so that no connection is built. Finally, we determine whether the connection between the new neurons and the neurons in N 1 intersects with that in N 2. If they are not intersected, new connections need to be established. After the growth process is completed, the next step will be taken. If ϕ i(s) (s) ≤ g max , go directly to step (5). 5) The feedback connection value w i(s)j of neuron v i(s) → v j is calculated according to the following formula.
i(x)j 2σ 2 (j = 1, 2, . . . , N ) (10)
6) The feed-forward connection value w j (t + 1)(j ∈ {1, 2, . . . , N ) is calculated according to the formula.
7) If all training samples are completed, the training process is completed and a trained GSOM model is obtained, otherwise step 3 is returned. In the study of bearing health status, a GSOM model is trained by the feature data of REB in health status, so it can fully reflect the health status characteristics. Then the feature of online monitoring data are compared with the BMU in GSOM to calculate the minimum quantization error (MQE) which is expressed as
where F represent the features of online monitoring data. If the minimum error exceeds a certain preset threshold, it shows that the state of the bearing at this time has deviated from the healthy state. The larger the MQE, the more serious the health degradation.
C. CLUSTERED SUPPORT VECTOR MACHINES FOR HEALTH DEGRADATION IDENTIFICATION
Owing to the excellent performance in small sample, nonlinear and high latitude pattern recognition, SVM is widely used in many practical problems. In this paper, an improved SVM model named CSVM is proposed to tackle the data in a divide and conquer manner for faster training. CSVM groups the data into several clusters and then trains a linear support vector machine in each cluster to separate the data locally. Given the training data set S = {x 1 , x 2 , . . . , x n , where x n ∈ R γ ×1 and γ indicate the number of the obtained HIs.
{C 1 , C 2 , . . . , C k } are adopted to denote k health degradation states of all samples in S. All the training samples are first classified into k clusters based on K-means clustering algorithm. x l i , y l i , i = 1, 2, . . . , n l represents the examples in lth cluster where n l represents the sample number in lth cluster and 1 ≤ l ≤ k. Then, a linear SVM classifier g l (x) is trained in each class. The classifier of lth cluster can be expressed as
Here, the bias term b is contained in ω with an additional dimension, which is expressed as ω
Then, the final classifier is defined with indicator function as follows
where 1(·) represents an indicator function. Finally, the objective function of CSVM can be defined as follows:
where ω represents a global reference weight vector. 1 2 k l=1 ω l − ω 2 denotes a global regularization where weight vector of each local linear SVM ω l should be aligned with ω in CSVM. ω links all the clusters for each cluster to take advantage of the information from other clusters so that over-fitting can be avoided in each local cluster. λ is the weight for the ω, and ϑ l i indicates slack variables. The global regularization leverages the information from one cluster to another, and avoids over-fitting in each cluster [31] .
Let v l = ω l − ω, then ω l = v l + ω. To simplify the above optimization problems, it is defined that
where the (l+1)-th component ofx l i is x l i , v l = ω l −ω. Therefore, the optimization problem in Eq. (4) can be simplified as follows arg min 
IV. EXPERIMENTAL STUDY A. EXPERIMENTAL SETUP AND DATA DESCRIPTION
The degradation data utilized to validate the effectiveness of the proposed method was acquired from an accelerated degradation test platform of REB in Institute of Design Science and Basic Component at XJTU [32] . This platform allowed for an accelerated degradation of REB to provide run-to-failure experimental data that characterize the degradation of REB. Fig. 5 displays the overview of the accelerated degradation test platform. This acceleration degradation experiment of rolling bearings simulates the degradation process of bearings under heavy load by exerting a large force on the radial direction of bearings. As we can see from Fig. 5 , the accelerated degradation tests platform consists of an alternating current (AC) induction motor, a motor speed controller, a support shaft, two support bearings (heavy duty roller bearings), a hydraulic loading system, etc. Different radial force and rotating speed are adopted to represent various operating conditions. The radial force is generated by the hydraulic loading system and applied to the housing of tested bearings, and the rotating speed is set and kept by the speed controller of the AC induction motor.
The characterization of the REB's degradation is based on two PCB 352C33 accelerometers which are positioned at 90 • on the housing of the tested REB, i.e., one is mounted on the horizontal axis and the other one is mounted on the vertical axis. The sampling frequency of the vibration signals is set to 25.6 kHz. The sampling period is set as 1 min and 32768 data points are recorded in each sampling.
Fifteen REBs are tested under three different operation conditions. Run-to-failure data of six REBs are adopted as training sets and the rest of nine REBs are for testing which are regarded as online data. Operating conditions of REBs are shown in TABLE 3. The failure of the tested REBs are caused by different types of faults, including inner race, wear, cage fracture, outer race wear, outer race fracture etc. The photos of the failure REBs are show in Fig. 6 . Various fault type leads to great differences in the degradation process of different REBs which makes health degradation monitoring a complicated task. Fig. 7 shows the typical vibration signals for the whole life time. It can be seen from the Fig. 7 that the vibration signal remains smooth and stable in the initial health stage. After a period of time, the amplitude of vibration signal gradually increases, which may be due to the internal micro-damage, such as micro-cracks and micro-corrosion. This stage can be considered as a degradation stage. When the degradation reaches a certain degree, the bearing monitoring index suddenly increases, and the vibration becomes extremely violent. At this time, the bearing has entered the failure stage. 
B. RESULTS AND DISCUSSIONS
As described in Section II-A, the vibration signals were analyzed separately using statistical analysis, spectral analysis, VMD and multiscale wavelet packet decomposition methods. In the VMD method, mode number k is finally set to 10 after several attempts. In the multiscale wavelet packet decomposition method, three-level multiscale wavelet packet decomposition are adopted to decompose the vibration signals of REB. At the same time, TDSFs, FSFs, IMFEFs and WPFBEFs are extracted respectively. Fig. 8 shows the extracted features of vibration signal for REB 1-1.
After feature extraction, four GSOM models are constructed to fuse the extracted features to obtain HIs of REBs, which is described in Section III-B. In the initial stage of GSOM, neighborhood radius σ 0 is set as 0.5, learning rate α 0 is set as 0.1, and growth threshold g max is set as 0.8. Based on the trained GSOM model, The HIs can be acquired. Fig. 9 shows the HIs of REB 1-1.
Then, Three CSVM models are respectively constructed for health state identification in three cases. Obtained HIs of are used for training. In case 1, data of REB 1-1 and REB 1-2 are used as training data sets, 70% of which are randomly selected for training CSVM model, and the rest are for the validation of CSVM model. For three CSVM model in case 1, case 2 and case 3, the number of cluster centers is 3, and tolerance of termination criterion for optimization is set as 0.01. Parameter λ is determined to be 0.1, 0.001 and 0.15 in three cases, respectively. Two K-means algorithms are compared in CSVM, including K-means algorithm and kernel K-means (KK-means) algorithm. Table 3 compares the two K-means algorithms in CSVM. As can be seen from the table, the CSVM model using KK-means has no significant improvement in the validation accuracy compared with that using k-means, but it takes more time to train. Hence, the K-means is used in the CSVM model. Fig. 10 shows the state identification results in validation. It can be seen from Fig. 10 that only a few samples are misjudged which reflects the success of the training process. On the basis of above, health state identification for testing REB is executed.
In the online testing stage, each data point of online REB is preprocessed in turn. The features of online REB are extracted first, and then feature fusion is performed based on GSOM to acquire HIs. And after that the HIs data are send into the trained CSVM to identify the health degradation state of online REB. Fig. 11 shows the state identification confusion matrix for some online bearings including REB 1-3, REB 2-4 and 3-5. These state identification confusion matrixes prove that CSVM model has strong ability for health degradation identification.
Several other methods are used to compare CSVM in health degradation identification, including linear support vector machine (LSVM), quadratic support vector machine (QSVM), k-Nearest Neighbor (KNN), Subspace k-Nearest Neighbor (SKNN), and adaptive neuro-fuzzy inference system (ANFIS). In LSVM and QSVM method, One-vs-One is used as strategy for multi-category classification. In KNN method, distance metric is set as Euclidean distance. In SKNN, number of learners is adaptively set to 30 and subspace dimension is adopted as 2. In addition, nearest neighbors are used as learner type in Subspace KNN. In ANFIS method, Sugeno-type ANFIS model is constructed and training epoch is set to 20. It should be noted that all parameters in these methods have been tried and trained over 10 times to ensure that the model has the best performance of health degradation identification. Table 4 compares the testing accuracy of all methods. It can be seen from Table 4 that proposed method achieves higher average accuracy than all the other methods which proves the effectiveness and superiority of proposed method in health degradation monitoring. This is because the proposed CSVM model groups the data into several clusters and then trains a linear support vector machine in each cluster to separate the data locally, which makes CSVM model more robust in health degradation state classification. In addition, Fig. 12 shows comparison of the average training time consumption over ten runs for all methods, it is clear that the proposed method has the fastest training speed and the smallest time consumption, which proves that the divide and conquer manner in CSVM model can effectively improve the efficiency of model training and reduce training time. It should note that the methods in this paper are accomplished with RStudio1.1.456 and R3.5.1 as well as executed on a computer with Intel Core i5-4460 (3.20 GHz) CPU, 16 GB memory and Microsoft Windows 10 enterprise operation system.
In order to compare the performance of GSOM and SOM, two methods, GSOM and SOM, are used to fuse the extracted features. And the accuracy of two feature fusion methods combined with CSVM is compared. Fig. 13 compares the test accuracy of GSOM and SOM combined with CSVM. It can be observed from Fig. 13 that the accuracy of GSOM combined with CSVM is higher than that of SOM combined with CSVM on most test bearings. Only on a few bearings, the accuracy of the two methods is almost the same. This result fully demonstrates that GSOM-based method has better performance for health state identification of REB than SOM-based method
V. CONCLUSION
In this paper, a health degradation monitoring is proposed for REB based on GSOM and CSVM, which contains the offline process and online process. In the offline stage, the features of REB are first extracted from the vibration signal, including TDSFs, FSFs, IMFEFs and WPFBEFs. After feature extraction is achieved, multiple GSOM models are constructed to fuse each kinds of the extracted features for HIs of REB. Finally, the CSVM models are built to identity the health state of REB. In the online stage, the monitoring vibration signals at each time are collected in turn, and all kinds of features of the signals are extracted at the same time. Based on the trained GSOM model, the extracted feature values are input to obtain HI values. At last, HI values are input into the constructed CSVM to realize health degradation state identification of REB.
A health degradation experimental case of REB is analyzed to demonstrate the effectiveness of the proposed method. The results show that the proposed method has obvious superior performance compared to other methods. Meanwhile, the comparison of training time indicates that CSVM has faster model training speed than other methods.
In the future, we will try to apply and verify the proposed method in actual mechanical equipment. In addition, we will try to combine this method with fault diagnosis and residual life prediction to achieve a higher level of health management of mechanical equipment.
