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Silver iodide is one of the most potent inorganic ice nucleating particles known, a feature generally attributed
to the excellent lattice match between its basal Ag-(0 0 0 1) and I-(0 0 0 1) surfaces, and ice. This crystal
termination, however, is a type-III polar surface, and its surface energy therefore diverges with crystal size
unless a polarity compensation mechanism prevails. In this simulation study, we investigate to what extent
the surrounding aqueous environment is able to provide such polarity compensation. On its own, we find that
pure H2O is unable to stabilize the AgI crystal in a physically reasonable manner, and that mobile charge
carriers such as dissolved ions, are essential. In other words, proximate dissolved ions must be considered
an integral part of the heterogeneous ice formation mechanism. The simulations we perform utilize recent
advances in simulation methodology in which appropriate electric and electric displacement fields are imposed.
A useful by-product of this study is the direct comparison to the commonly used Yeh-Berkowitz method that
this enables. Here we find that naive application of the latter leads to physically unreasonable results, and
greatly influences the structure of H2O in the contact layer. We therefore expect these results to be of general
importance to those studying polar/charged surfaces in aqueous environments.
I. INTRODUCTION
The formation of ice is one of the most prevalent and
important phase transitions on Earth. In sufficiently
pure samples, water can exist in a supercooled liquid
state to temperatures as low as approx. −38◦C.1,2 The
fact that ice formation is routinely observed close to the
melting temperature is due to a process known as het-
erogeneous nucleation, whereby the presence of foreign
bodies facilitates crystallization. These foreign bodies
are often referred to as ice nucleating particles (INPs),3
and examples of particularly effective INPs include the
bacterium Pseudomonas syringae,4,5 cholesterol,6,7 and
feldspar.8–10 Owing to the importance of heterogeneous
ice nucleation across a range of fields from atmospheric
chemistry11 to cryobiology,12 understanding the molecu-
lar mechanisms by which such INPs promote ice forma-
tion is the frequent study of both experiments4,6,8–10,13–24
and simulations.7,25–43 The INP we investigate here is
AgI, which is perhaps the most potent inorganic INP
currently known.19–21,44 In particular, we consider the
basal Ag-(0 0 0 1) and I-(0 0 0 1) crystal faces—the focus
of numerous40–43,45–47 studies—and exploit recent ad-
vances in simulation methodology48–51 to better under-
stand plausible mechanisms by which the aqueous envi-
ronment can stabilize these interfaces.
The suggested reason for AgI’s excellent ice nucleating
ability is often stated to be its close structural similarity
to ice.52 Indeed, it was this fact that first led Vonnegut44
to test the efficacy of AgI as an INP. This rather appeal-
ing and intuitive suggestion of course presupposes that
the crystal structure, especially close to the surface of the
a)Electronic mail: sjc236@cam.ac.uk
crystal, is stable in an aqueous environment. This is not
a trivial matter. The complicating factor arises from the
wurtzite structure of the AgI crystal: When cleaved so
as to expose its Ag-(0 0 0 1) and I-(0 0 0 1) faces, it forms
a polar surface. (It is a type-III polar surface in Tasker’s
classification.53) If we assume that the Ag+ and I– ions
occupy positions that closely resemble that of bulk AgI,
a so-called ‘bulk termination’, then arguments based on
classical electrostatics show that the electrostatic contri-
bution to the surface energy of the crystal diverges with
the width54 of the crystal.53,55 Simply put, for crystals
thicker than a few atomic layers, this polar surface termi-
nation is unstable. Thus, if the Ag-(0 0 0 1) and I-(0 0 0 1)
surfaces are to promote ice formation by acting as a tem-
plate, a stabilization mechanism is required.
Polar surfaces similar to the Ag-(0 0 0 1) and I-(0 0 0 1)
surfaces of AgI are common in semiconductors and metal
oxides. Accordingly, there is a wide body of experimental
and theoretical work aimed at understanding the stabi-
lization mechanisms of such surfaces, which has been re-
viewed extensively by Noguera and co-workers.56,57 The
essential feature of any stabilization mechanism is polar-
ity compensation, where the presence of a compensating
net charge (CNC) at the interface ensures electrostatic
stability. Further details regarding polarity compensa-
tion are given in Sec. II. As discussed in Refs. 56 and
57, three plausible mechanisms are: (i) electronic recon-
struction i.e., partial filling of electronic surface states;
(ii) nonstoichiometric reconstruction i.e., modification of
the surface region’s composition; and (iii) adsorption of
charged foreign species. This last mechanism is of partic-
ular interest with regard to ice formation, as the aqueous
environment may be able to supply the required CNC,
either from dissolved ions, or from the dielectric proper-
ties of water itself. Understanding polarity compensation
from the aqueous environment is therefore one of the cen-
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2tral themes of this study.
Owing to its excellent ice nucleating properties, the
AgI/H2O interface has been the focus of many previ-
ous studies.19–22,40–43,45–47 From a simulation perspec-
tive, however, it is only recently that computational re-
sources have been such that ice formation at AgI has
been tackled directly. Zielke et al ,41 and Fraux and
Doye investigated ice formation at different crystal faces
of AgI.42 For the wurtzite structure considered here, both
sets of authors found that ice formation occurred at Ag-
(0 0 0 1), and that no ice formation was observed at either
the I-(0 0 0 1) or (1 0 1 0) faces. This was attributed to the
fact that the water in contact with Ag-(0 0 0 1) formed
hexagonal rings that had a bilayer structure similar to
ice. On the other hand, although hexagonal rings also
formed at I-(0 0 0 1), these had a more coplanar struc-
ture, and were less able to promote ice-like structures in
the water more distant from the interface. At the (1 0 1 0)
interface, both studies found no ice-like structures in the
contact layer. Glatz and Sarupria43 subsequently stud-
ied ice formation at Ag-(0 0 0 1), and found that changes
in the charge distribution within the crystal framework
had significant effects on ice formation. Consistent with
Zielke et al, and Fraux and Doye, they found that AgI
facilitated ice formation by promoting hexagonal ice-like
structures in the contact layer.
While the work in Refs. 41–43 have provided potential
molecular mechanisms by which ice forms at AgI, they
have assumed bulk termination of the crystal structure,
either by employing completely immobile AgI, or by im-
posing restraining potentials to the Ag+ and I– ions so as
to maintain a structure close to that of the bulk crystal.
Although Fraux and Doye did attempt to use a classical
force field to model the motion of the AgI crystal, they
reported that the crystal quickly dissolved. They also
found that in order to observe ice formation, unrealis-
tically strong restraining potentials had to be imposed.
When the strength of the restraining potentials was re-
duced so that the widths of the peaks in the bulk radial
distribution function were reproduced, no ice formation
was observed. This state of affairs is clearly far from
ideal, and establishing simulation protocols to tackle ice
formation not only at polar surfaces, but also charged
interfaces in general, presents a significant advancement
of the field. This is especially timely given recent experi-
mental studies regarding the role of ions on heterogeneous
ice nucleation.23,24
In this study, the central issue that we seek to address
is whether or not an aqueous environment can provide
adequate charge compensation such that the structures
of the Ag-(0 0 0 1) and I-(0 0 0 1) faces closely resemble
their bulk terminations, and if so, what effect the stabi-
lization mechanisms have on ice formation at these inter-
faces. To achieve this goal, we will exploit the finite field
methods recently developed in Refs. 49–51. We will show
that while the dielectric properties of water are in prin-
ciple sufficient to stabilize the AgI crystal, this leads to
unphysically large fields in the fluid, which would likely
result in the dielectric breakdown of water. This problem
is circumvented upon the introduction of free ions in so-
lution, which are able to stabilize the crystal while main-
taining zero average electric field in the solution. When
ice forms in this system, a proton ordered contact layer is
found at Ag-(0 0 0 1). Whereas in the absence of free ions
this proton ordering persists far from the surface, coordi-
nation of the water molecules to the ions is sufficient to
destroy this proton ordering beyond the contact layer.
The article is outlined as follows. First, we feel it is
instructive to give an account of the technical challenges
faced when trying to simulate polar systems such as AgI
in contact with water. In Sec. II we therefore present a
comparison study of the commonly used Yeh-Berkowitz58
method and the finite field methods. This also provides
a useful context in which to provide the required back-
ground theory. In Sec. III A we then go on to investigate
ice formation in a system that comprises pure water in
contact with a slab of AgI that is held fixed. The purpose
here is to compare the effects of different electrostatic
boundary conditions, which also allows us to compare to
previous studies.41–43 Where appropriate, we then extend
these results to systems in which the AgI is allowed to
move. We forewarn the reader that the results presented
in Sec. III A unlikely reflect an experimentally realizable
scenario; they are included for illustrative and compari-
son purposes. In Sec. III B we present the main results
of this article, namely, the influence of dissolved ions on
the ice formation mechanism at AgI. We summarize and
discuss future directions in Sec. IV. Methods are outlined
in Sec. V.
II. USING FINITE FIELDS TO MODEL SILVER IODIDE
CRYSTALS RELEVANT TO ICE FORMATION
Particles of AgI that promote ice formation typically
have diameters on the order 102 − 103 nm.19 Along any
particular crystallographic direction, we may therefore
expect to encounter on the order of 103−104 atomic lay-
ers. Such sizes are sufficiently large that any AgI crystals
exposing their Ag-(0 0 0 1) and I-(0 0 0 1) faces must un-
dergo some kind of polarity compensation mechanism.
This can be understood with the aid of Fig. 1, which
shows a schematic of an unreconstructed AgI slab expos-
ing its basal faces. Along this crystallographic direction,
the crystal comprises alternating layers of Ag+ and I–
ions, each bearing a surface charge density of σ0 and −σ0,
respectively. In Fig. 1 (a), the slab is surrounded on ei-
ther side by vacuum, and upon it we have superimposed a
representation of the electrostatic potential profile φ(z).
It is straightforward to infer from this that the potential
drop across the crystal |∆xtlφ| grows linearly with the
width of the slab. Consequently, the electrostatic contri-
bution to the surface energy diverges53,55 as the width of
the crystal increases, and necessitates polarity compensa-
tion. In Fig. 1 (b), we now consider the crystal immersed
in an aqueous environment, e.g. an electrolyte solution.
3FIG. 1. The unreconstructed Ag-(0 0 0 1) and I-(0 0 0 1) sur-
faces require polarity compensation for large crystal sizes. (a)
In vacuum, alternating layers of Ag+ (silver circles) and I–
ions (pink circles), respectively carrying surface charge densi-
ties σ0 and −σ0, establish a potential drop ∆xtlφ across the
slab. ∆xtlφ increases linearly with the width of the slab, re-
sulting in a divergence of the surface energy. (b) In an aqueous
electrolyte solution, a Helmholtz layer (orange dashes) with
surface charge density σ is established, which reduces |∆xtlφ|.
If σ = σCNC, then ∆xtlφ = 0, as shown. Blue dotted lines
show schematic electrostatic potential profiles φ(z). The sep-
arations between crystal planes are given by R1 and R2.
In this case, Helmholtz layers are established with sur-
face charge densities ±σ, which act to reduce |∆xtlφ|.
Under CNC conditions, σ = σCNC, and |∆xtlφ| = 0. For
large enough crystal widths, a sufficient number of ions
can adsorb to the Helmholtz layer such that CNC con-
ditions are achieved. For thin crystal widths, however,
incomplete screening occurs, establishing an electric field
across the crystal50,59,60 (|∆xtlφ| 6= 0). If our aim is to
model systems on the macroscopic scale, this poses a se-
vere challenge for molecular simulations, where one can
typically only afford to simulate on the order of 100−101
atomic layers.
The issue of incomplete screening under periodic
boundary conditions (PBC) that are often used in molec-
ular simulations has been the subject of recent investi-
gations by Zhang et al .50,59,60 In these studies, which
build upon the work of Stengel, Spaldin and Vanderbilt,48
a theoretical framework with which to model uniform
electric and electric displacements fields under PBC has
been established. We refer to these techniques as the fi-
nite field methods. Based on thermodynamic arguments,
Zhang and Sprik showed that the Hamiltonians,49
HD(pN , rN ) = HPBC(pN , rN ) + Ω
8pi
(
Dz − 4piPz(rN )
)2
,
(1)
and,
HE(pN , rN ) = HPBC(pN , rN )− ΩP (rN )Ez, (2)
generate dynamics for a system held under constant elec-
tric displacement field Dz and constant electric field Ez,
respectively. Both of these fields are aligned along the
surface normal, which we take to be the z direction in
a Cartesian coordinate system. The momenta and posi-
tions of the particles are denoted by pN and rN , respec-
tively, and HPBC describes the kinetic energy, and the
potential energy arising from molecular interactions. It
is important to note that the use of 3D Ewald summation
with tin-foil boundary conditions is implicitly assumed in
HPBC. The z component of the polarization at time t is
given by,
Pz(t) =
1
Ω
∑
i
qizi(t), (3)
where Ω is the total volume of the orthorhombic sim-
ulation cell, zi is the z-component of the i
th particle’s
position, which carries a charge qi. The polarization is
defined as the time integral of the current, and the sum
runs over all species in the system (including free ions).
This means that the only source of electric displacement
comes from charges at the ‘boundaries at infinity’. It is
also important to note that the zi that enter Eq. 3 do
not necessarily correspond to the particle’s position in
the primary simulation cell; when a particle traverses the
cell boundary, its position is followed out of the cell. This
is known as the itinerant polarization.61 We also stress
that all fields (Dz, Ez and Pz) that appear in Eqs. 1
and 2 are uniform, and that the forces derived from HE
and HD apply both to the solvent/electrolyte, and the
AgI ions. The finite field methods have been used to cal-
culate the dielectric constant of pure water using both
classical49 and ab initio molecular dynamics,62 as well
as the conductivities and dielectric constants of aqueous
electrolyte solutions.63 They have also been used to com-
pute the capacitance of the Helmholtz layer at charged
interfaces,50,59,60,64 including the polar NaCl (1 1 1) sur-
faces.
Armed with the Hamiltonians given by Eqs. 1 and 2,
the premise of using the finite field methods to overcome
the necessarily small widths of crystal is simple: If one
can impose a field (Ez or Dz) such that |∆xtlφ| = 0, then
one can force the aqueous environment to provide the ap-
propriate compensating charge. This was the approach
adopted in Refs. 50, 59, and 60 to calculate the capaci-
tance of the Helmholtz layer. In these studies, the crystal
was held fixed. Here we push the argument further and
test whether or not enforcing a compensating charge is
sufficient to stabilize AgI’s polar surfaces on timescales
relevant to ice formation. Before pursuing this, however,
we first briefly discuss the finite field methods in compar-
ison to the popular Yeh-Berkowitz (YB) correction.
The YB correction was developed as a relatively in-
expensive procedure to remove interactions between pe-
riodic images along the z-direction in simulations em-
ploying a slab geometry.58 It works by adding a force
F
(YB)
z,i = −4piqiPz to each particle i in the simulation. It
is straightforward to verify that this is the same force
arising from the second term in Eq. 1 with Dz = 0.
4The equivalence of the Dz = 0 ensemble and the YB
correction has been previously acknowledged in Ref. 50,
where it was also shown that the vacuum spacing nor-
mally employed is not a requirement. In the remainder
of this section, we will explain the procedures for estab-
lishing the CNC conditions in the constant Ez and Dz
ensembles, and then go on to directly compare results
from simulations performed at Dz = 0, Dz = DCNC and
Ez = ECNC, where DCNC and ECNC are the fields that
impose the appropriate compensating charge. We under-
take this task as the YB correction was explicitly used by
Fraux and Doye42 in their study of ice formation at AgI.
Moreover, in the supporting information, we argue that
the ‘mirrored slab’ geometry employed by Zielke et al ,41
and Glatz and Sarupria43 corresponds on average to the
Dz = 0 ensemble. We will show that use of the Dz = 0
ensemble has severe consequences regarding the stability
of the crystal. Importantly, in cases where the slab is
held fixed, we find that using Dz = 0 rather than DCNC
or ECNC has important implications for the structure of
the water at the interface.
A. Establishing the CNC conditions
Here we briefly overview how ECNC and DCNC are de-
termined. As the underlying theory has been given in de-
tail elsewhere,59,60 we limit ourselves to highlighting only
the most salient aspects relevant to the current study. A
more detailed derivation is given in the supporting infor-
mation. We will work exclusively with the so-called ‘insu-
lator centered supercell’ geometry (ICS),65 (see Fig. S3).
In this setup, the length of the simulation cell is Lz, and
the primary simulation cell spans −Lz/2 ≤ z < Lz/2.
The AgI slab comprises n + 1 layers of ions, where n is
an odd integer, and is centered around z = 0. We ini-
tially consider a case where the regions above and below
the crystal are filled with an aqueous electrolyte solution.
We begin by considering ECNC. The dark blue line
in Fig. 2 shows φ(z) for a AgI slab with n = 17, ob-
tained from a simulation in which Ez = 0. In this
simulation, the crystal was immobile. The location of
the Ag-(0 0 0 1) and I-(0 0 0 1) are indicated by dashed
lines at z+ ≈ −1.55 nm and z− ≈ 1.55 nm, respectively.
It is clear there is a potential drop across the slab of
∆xtlφ ≈ −3.33 V, corresponding to an average electric
field across the slab of approximately 1.1 V/nm. ECNC
can be found empirically by repeating the simulation, but
imposing different values of Ez, and measuring ∆xtlφ in
each instance (see Fig. S4). For this system, we find
ECNC ≈ −0.31 V/nm. The resulting φ(z) is shown by
the cyan line in Fig. 2. Whereas we have effectively elim-
inated ∆xtlφ, there is now a potential drop across the sim-
ulation cell ∆cellφ ≈ 3.64 V. Despite the form of φ(z), it is
important to realize that the particles do not experience
an impulsive force as they traverse the cell boundary; the
field exerts a force qiEz on each particle, irrespective of
the particle’s position. This can be seen from Eq. 2. Note
(b)
FIG. 2. Establishing CNC conditions under constant Ez. The
solid lines show φ(z) obtained at Ez = 0 (dark blue) and
ECNC = −0.31 V/nm (cyan). For clarity, the latter has been
shifted up by 6 V. With Ez = 0, there is a potential drop
∆xtlφ ≈ −3.33 V across the slab, whereas at ECNC, there is
instead a potential drop across the simulation cell, ∆cellφ ≈
3.64 V. The vertical dashed lines at ±1.55 nm indicate the
surfaces of the crystal. The solution is an aqueous electrolyte,
and results have been obtained at 298 K.
that from the Maxwell relation Dz = Ez + 4piPz, we can
obtain an estimate for DCNC by measuring 〈P 〉ECNC , the
average polarization at ECNC. In this instance, we find
〈D〉ECNC ≈ −14.95 V/nm. This can be used as a consis-
tency check for theoretical predictions of DCNC. Follow-
ing the symmetry-preserving mean-field theory of Hu,66
Pan et al.67 have recently derived an analytic formula for
ECNC for the case of two oppositely charged sheets (ef-
fectively n = 1 in the current context), provided one has
a reasonable estimate of the separation of the Helmholtz
layer from the crystal. Generalizing such an approach for
n > 1 may prove fruitful for future studies.
We now turn our attention to DCNC. While one could
take the approach based on trial-and-error outlined above
for ECNC, the Dz ensemble lends itself to a more elegant
solution. By solving a continuum Stern model, it was
shown in Ref. 60 that for the ICS, the CNC condition is
simply,
DCNC = −4piσCNC, (4)
where σCNC is the surface charge density of the
Helmholtz layer such that polarity compensation is
achieved. By solving a similar continuum Stern model,
we show in the supporting information that,
σCNC =
(n+ 1)R1
(n+ 1)R1 + (n− 1)R2σ0, (5)
with σ0 the surface charge density on each plane of the
crystal, and R1 and R2 are the distances separating the
planes (see Fig 1). For the wurtzite structure, R2/R1 =
3.2 such that limn→∞ σCNC ≈ σ0/4, in agreement with
Nosker et al.55 For the AgI crystal with n = 17 used in
our simulations, Eqs. 4 and 5 give DCNC = −14.99 V/nm
5in good agreement with 〈D〉ECNC ≈ −14.95 V/nm ob-
tained above. Performing a simulation at DCNC, we find
∆xtlφ ≈ 0.2 V. In the case of a mobile slab, however, we
have found it more robust to find DCNC empirically from
a simulation at ECNC. Table S1 gives the values of all
fields used in our simulations.
The ECNC and DCNC conditions given above were de-
rived in the case that the crystal was surrounded by an
electrolyte solution. Given water’s ability to screen elec-
tric fields almost entirely, as characterized by its high
dielectric constant, it is natural to ask whether or not
pure water is able to provide polarity compensation. The
trial-and-error approach for determining ECNC described
above provides a means for answering this question di-
rectly. If it is indeed found that water can provide po-
larity compensation, will the CNC conditions for the Dz
ensemble remain the same? We argue that the answer
is ‘yes’. In the derivation of the CNC conditions for
the electrolyte (see Refs. 50, 59, and 60 and support-
ing information), Dz determines the value of the surface
charge densities at the cell boundaries, and consquently
the surface charge density of the Helmholtz layer. This
is a direct consequence of a uniform polarization in the
electrolyte. In the case of zero ionic strength, there is
no longer a Helmholtz layer. Rather, a single bound-
ary between the solvent and the crystal must provide the
required charge compensation. If we were to observe a
uniform solvent polarization, it stands to reason that as
we require the same value of σCNC, then the value of
DCNC will be the same at zero ionic strength as it is for
the electrolyte.
B. Comparing Dz = 0 with ECNC and DCNC
As simulations of heterogeneous ice formation typically
consider pure water in contact with an INP, the prospect
of being able to enforce CNC without ions present is par-
ticularly intriguing, as it will permit a direct comparison
of how different electrostatic boundary conditions affect
the crystallization process. To this end, we have found
ECNC by trail-and-error for an immobile AgI crystal in
contact with pure water. In Fig. 3, we show φ(z) at
Dz = 0 and Ez = ECNC. The result for Dz = 0 is
striking, with |∆xtlφ| ≈ 46.2 V corresponding to an aver-
age electric field of 14.9 V/nm across the slab. On the
other hand, no such large electric field across the crys-
tal is seen at ECNC (albeit by construction). Rather,
what is now observed is a uniform field in the solvent,
|Ez,solv| ≈ 0.39 V/nm. Following our discussion at the
end of Sec. II A, we therefore expect the value of DCNC
to still be given by Eqs. 4 and 5. Indeed, we find
〈D〉ECNC ≈ −14.92 V/nm compared to the theoretical
prediction of DCNC = −14.99 V/nm. Performing a simu-
lation at the theoretical value of DCNC gives φ(z) shown
by the dotted line in Fig. 3, which agrees well with the
profile obtained at ECNC.
The consequences of such a large field across the crys-
FIG. 3. Comparing φ(z) from different ensembles for AgI
(n = 17) in contact with pure water at 298 K. At Dz = 0
(dashed line) there is a large potential drop across the slab,
∆xtlφ ≈ −46.2 V. At ECNC (solid line), the potential drop is
essentially zero by construction, but there is now a finite field
in the solvent, |Ez,solv| ≈ 0.39 V/nm. The result obtained
at DCNC = −14.99 V/nm (dotted line) agrees well with the
ECNC result. Note that the value of DCNC is the same as that
at finite ionic strength.
tal with Dz = 0 are severe. This is demonstrated in
Fig. 4 (a), which shows a snapshot from a Dz = 0 sim-
ulation in which the Ag+ and I– ions are free to move.
After just 50 ps, the slab no longer resembles the wurtzite
structure of AgI. In contrast, at ECNC or DCNC, the crys-
tal remains close to the wurtzite structure, even on the
nanosecond timescale, as shown in Fig. 4 (b) for ECNC.
While the above results demonstrate the extreme care re-
quired when dealing with polar surfaces like those at AgI,
it is still common practice to model crystalline lattices in
contact with water as rigid substrates. One may therefore
argue that enforcing CNC conditions by imposing ECNC
or DCNC is only of secondary importance. However, even
when using an immobile AgI crystal, the effects on the
structure of the water in the contact layer are profound.
This is demonstrated in Figs. 5 (a) and (b), where we
show snapshots that focus on the contact layer from sim-
ulations at Dz = 0 and DCNC, respectively. In the case of
the former, we see a large proportion of water molecules
directing O–H bonds toward the positively charged Ag-
(0 0 0 1) surface. In contrast, at DCNC no O–H bonds are
directed toward the interface. These observations from
single snapshots are corroborated by Figs. 5 (c) and (d),
where we show the probability distribution functions of
the O–H bond orientations in the contact layer obtained
from averages over the entire trajectory (see Sec. V C).
Also shown are distributions in the bulk region in both
cases. At Dz = 0, a uniform distribution of O–H bond
orientations is observed. In contrast, at DCNC there is
a preference for O–H bonds to be directed away from
the Ag-(0 0 0 1) surface. This broken symmetry is con-
sistent with Ez,solv 6= 0 reported in Fig. 3. Below we
will investigate the implications that these differences in
interfacial liquid structure have for ice formation. How-
ever, we expect the behavior observed at the AgI/H2O
6interface to be similar at other polar substrates. Given
the widespread use of the YB correction (or Dz = 0 en-
semble), we expect our findings to be important for the
modeling of a wide variety of other systems too.
III. ICE FORMATION AT SILVER IODIDE
A. Pure water
By enforcing CNC conditions with the finite field
Hamiltonians (Eqs. 1 and 2), we have established that
the polar Ag-(0 0 0 1) and I-(0 0 0 1) surfaces are stable
in an aqueous environment, at least on the nanosecond
timescale. We have also observed pronounced differences
in the structure of the interfacial water when simulated
at Dz = 0 and under CNC conditions. In the absence of
ions, however, we also observed a finite field in the sol-
vent, |Ez,solv| ≈ 0.39 V/nm. While a finite electric field
inside a dielectric is not a problem in principle, in prac-
tice such a large field would likely lead to the dielectric
breakdown of the water. Nevertheless, as simulations of
ice formation at AgI have typically focused on systems at
zero ionic strength,41–43 it is instructive to compare and
contrast ice formation for pure water in contact with AgI
both at Dz = 0 and at CNC conditions. Moreover, the
pure water system acts as a useful (albeit unphysical)
baseline to help understand the effects of ionic solutes.
To investigate ice formation, we adopted the simula-
tion protocol outlined in Sec V. For each ensemble (i.e.
Dz = 0, Dz = DCNC or Ez = ECNC), three simula-
(a) (b)
FIG. 4. Snapshots from simulations with a mobile AgI crys-
tal. (a) At Dz = 0 the AgI loses its wurtzite crystal struc-
ture almost immediately (snapshot taken after 50 ps). (b) At
ECNC, on the other hand, the AgI crystal maintains its crystal
structure on the nanosecond timescale (snapshot taken after
1.6 ns). In both cases, the central plane of Ag+ and I– ions are
held fixed. Color scheme: Ag+, silver; I– , pink; O, blue; and
H, white. The black lines indicate the simulation cell bound-
aries. Only part of the simulation cell is shown. The solution
is pure water, and results have been obtained at 298 K.
(a)
(b)
(c)
(d)
FIG. 5. Electrostatic boundary conditions greatly influence
the structure of water at the interface. (a) and (b) show
close up snapshots of the Ag-(0 0 0 1)/H2O interface with an
immobile AgI crystal at 298 K, with Dz = 0 and at DCNC,
respectively. At Dz = 0, a significant proportion of molecules
in the contact layer direct O–H bonds toward the positively
charged Ag-(0 0 0 1) surface. In contrast, at DCNC no O–H
bonds are directed toward the interface, as seen in (b). Color
scheme as in Fig. 4. Only part of the simulation cell is shown.
(c) and (d) show P (cos θ) at Dz = 0 and DCNC, respectively,
both for water molecules in the contact layer (blue circles) and
in bulk solvent (orange squares), where differences in struc-
ture are also observed. cos θ = +1 and cos θ = −1 indicate
O–H bonds directed immediately toward and away from Ag-
(0 0 0 1), respectively.
tions using this protocol were performed with an im-
mobile AgI crystal. Under CNC conditions, simulations
with a mobile AgI crystal were also performed; as this
did not appear to greatly affect the mechanism, however,
these results are included in the supporting information.
In Fig. 6 (a) we show a representative snapshot of the
system after ice formation with Dz = 0. Consistent
with previous studies, ice is seen to form preferentially
at Ag-(0 0 0 1) rather than I-(0 0 0 1). This demonstrates
that our simulation setup is sufficiently robust to cap-
ture the general results of previous studies, despite the
use of smaller simulation cells, and a lack of a vacuum
gap between periodic replicas normal to the AgI surface.
Under CNC conditions, this preference for ice formation
at Ag-(0 0 0 1) rather than I-(0 0 0 1) persists. However,
the occurrence of significant transient ice-like structures
is more pronounced at I-(0 0 0 1) under CNC conditions
than it is at Dz = 0, and indeed, in some of our simu-
lations ice formation is observed at I-(0 0 0 1) as well as
Ag-(0 0 0 1), see Fig. S11.
How does the structure of the ice that forms at Dz = 0
and under CNC conditions compare? In Figs. 6 (a)
and (b) we show snapshots of the system after ice forma-
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(c)
(d)
FIG. 6. Differences in liquid structure persist upon ice for-
mation. Panels (a)-(d) are analogous to those in Fig. 5, but
here they are obtained after ice formation at 242 K (results
shown for an immobile AgI crystal). At Dz = 0, O–H bonds
are directed both toward and away from the interface [(a) and
(c)]. In contrast, at DCNC no O–H bonds are directed toward
Ag-(0 0 0 1) [(b) and (d)].
tion for each ensemble, along with the corresponding dis-
tributions of O–H bond orientations in Figs. 6 (c) and (d).
It is apparent that the differences in liquid state struc-
ture reported in Fig. 5 greatly influence the structure of
the ice that form. At Dz = 0 we see O–H bonds directed
toward and away from the interface, both in the contact
layer, and in the ice that forms away from the surface.
In contrast, at DCNC no O–H bonds are directed toward
Ag-(0 0 0 1).
B. Finite ionic strength
The ‘pure H2O + AgI’ system investigated in Sec. III A
provides an interesting comparison study of the Dz = 0
and CNC ensembles. Nevertheless, in both instances
there are unphysical aspects. At Dz = 0 it is not possi-
ble to simulate the crystal with mobile Ag+ and I– ions
owing to a large potential drop across the slab. Con-
versely, under CNC conditions there is an unrealistically
large electric field in the solvent. This is strong motiva-
tion to investigate the effects of ions on ice formation,
as such mobile charge carriers may provide polarity com-
pensation while maintaining zero electric field far from
the crystal (see Fig. 2). Here we will restrict ourselves to
a simple NaCl aqueous electrolyte for which reasonable
simple point charge models are readily available.68 How-
ever, we emphasize that using the finite field methods to
enforce CNC conditions can be readily applied to other
systems too. As it is known experimentally that ions af-
fect ice formation in nontrivial ways—both at AgI20 and
other surfaces23,24—the work presented in this section
serves as a platform from which to study ice formation
in more complex electrolytes.
For the ECNC and DCNC ensembles, we simulated ice
formation using the same protocol as for the pure wa-
ter system (see Sec. V). In order to mitigate colligative
effects, we decided to simulate three ion pairs, which is
in principle sufficient to enforce CNC conditions (Eq. 5).
In Fig. 7 (a) we show a snapshot after ice formation has
occurred at DCNC in the presence of a mobile AgI slab.
As in the case without ions, ice formation is still ob-
served to occur preferentially at Ag-(0 0 0 1) rather than
I-(0 0 0 1). However, while the structure of the water in
the contact layer is similar to that seen in the absence of
ions, it is now clear that this structure is lost further from
the interface. This is shown quantitatively by the prob-
ability distribution functions of O–H bond orientations
in Fig. 7 (b). By acting as hydrogen bond acceptors, it
appears that the Cl– ions sufficiently disrupt the polar
hydrogen bond network found under CNC conditions in
the pure water case.
Finally, it is natural to ask about the effects of ions on
the kinetics of ice formation. Given the small simulation
cells and the limited number of simulations performed
(three for each set of conditions), we are not in a position
to make firm statements in this regard. Nevertheless, it
does appear that ice formation is generally slower in the
presence of dissolved ions, and undergoes a mechanism
more akin to traditional nucleation i.e. a long induc-
tion time followed by relatively rapid crystal growth (see
Figs. S9 and S10). These differences are particularly pro-
nounced when compared to the Dz = 0 ensemble results,
where crystal formation appears especially fast. We also
performed a set of simulations at ECNC with a mobile AgI
slab but with the signs of the dissolved ions swapped i.e.
a hypothetical “Na– + Cl+” system. In this case, no ice
formation was observed on the time scale of our simu-
lations (approx. 350 ns). This null result indicates that
ion specific details are indeed important for ice forma-
tion, and that the role of the ions extends beyond simply
providing mobile charge to stabilize the surface.
IV. CONCLUDING REMARKS
The focus of this article has been whether or not the
polar Ag-(0 0 0 1) and I-(0 0 0 1) surfaces of AgI are sta-
ble in aqueous solution on timescales relevant to ice for-
mation. To achieve this, we have exploited recent ad-
vances in simulation methodology49–51 that enable us to
enforce conditions of compensating net charge, thus en-
suring that the drop in electrostatic potential across the
crystal vanishes. This is a necessary condition for a finite
surface free energy. We have found that under CNC con-
ditions, the polar surfaces of AgI are indeed sufficiently
stable to facilitate ice formation. Importantly, however,
we have also found that the presence of dissolved ions is
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FIG. 7. Ice formation in the presence of ions gives rise to a
proton ordered contact layer, but proton disorder away from
the surface. (a) Close up snapshot after ice formation at
Ag-(0 0 0 1) at 242 K, with a mobile AgI slab at DCNC. (b)
P (cos θ) both for the contact layer and a layer in the bulk.
The Cl– ions are shown in yellow, otherwise the color scheme
is the same as Fig. 4.
crucial in this regard; without these mobile charge carri-
ers there exists a finite electric field in the aqueous phase.
For the systems studied here, the magnitude of this field
is unrealistically large. More generally, a finite uniform
electric field will engender stability issues as the thickness
of the liquid layer increases, in a similar manner to thin
film polar oxides.56,57 For macroscopic samples sizes, we
conclude that the presence of mobile charge carriers is
paramount for stability.
As discussed in the introduction, we have only consid-
ered a polarity compensation mechanism by which the
aqueous environment supplies the required compensat-
ing charge, and we have neglected the possibility of elec-
tronic and nonstoichiometric reconstruction. This was
motivated in part by the long held view that the close
structural similarity between AgI and ice is the cause of
its excellent ice nucleating properties.52 The results pre-
sented here indeed suggest that this is a plausible expla-
nation, although complicated by the polar surfaces’ need
for proximate dissolved ions. While we cannot preclude
electronic and nonstoichiometric reconstruction, a thor-
ough study of the latter would likely require the devel-
opment of improved force fields, while the former would
call for explicit calculation of the electronic structure.
These lie beyond the scope of the current article. Ulti-
mately, the relative importance of these different mech-
anisms will be determined by the relative free energies
and kinetic barriers separating the appropriate states.
Enforcing CNC conditions in the presence of the aqueous
environment will at the very least provide an appropriate
reference state.
For pure water in contact with Ag-(0 0 0 1) and I-
(0 0 0 1) we also compared to simulations performed at
Dz = 0, which has the same Hamiltonian as the com-
monly used Yeh-Berkowitz method.58 We found the con-
trast with the system under CNC conditions to be stark:
At Dz = 0 a significant proportion of O–H bonds were
found to be directed toward the positively charged Ag-
(0001) surface, whereas under CNC conditions no O–H
bonds were found to point at the surface. This difference
in contact layer structure was seen to persist upon intro-
duction of dissolved ions. We expect this result to have
implications beyond the AgI system considered here. It
is worth emphasizing that to enforce CNC conditions we
have used two different methods: Imposing a uniform
electric field, or imposing a uniform electric displacement
field. The equations of motion for these two ensembles
are different, and correspond to distinctly different elec-
trostatic boundary conditions.49,51 It is therefore rather
satisfying that results obtained at DCNC and ECNC are
broadly in agreement with each other.
Let us put this work in the context of ice nucleation
more broadly. Throughout this study we have used rel-
atively small simulation cells and “off-the-shelf” non-
polarizable force fields. These have been sufficient for the
purpose of demonstrating the effects of different electro-
static boundary conditions on the stability of Ag-(0 0 0 1)
and I-(0 0 0 1) in aqueous environments, and the potential
impact this has for ice formation. To obtain quantitative
kinetic data would require the use of much larger simula-
tions in combination with e.g. seeding techniques69–71 or
forward flux sampling7,31,37–39,72 to compute rates, which
should be readily compatible with the Hamiltonians given
by Eqs. 1 and 2. The finite field methods used here can
therefore be viewed as an additional tool for those in-
vestigating heterogeneous ice nucleation with computer
simulation. Given it is becoming increasingly apparent
that ions impact heterogeneous ice nucleation in complex
9ways,23,24 these techniques are likely to be important for
many future studies in this area. Perhaps most impor-
tantly, what our results highlight is the crucial role ions
can play in the heterogeneous ice formation mechanism
itself, and should not be considered as a small perturba-
tion to the water/solid interface.
V. METHODS
A. Force fields and molecular models
To model AgI we used a reparametrized version73,74
of the Parrinello-Rahman-Vashista (PRV) force field.75
Non-electrostatic interactions were computed from a ta-
ble, which gives consistent results with Ref. 74 for
molten AgI (see Fig. S18). To model water we used the
TIP4P/2005 model,76 which has a melting temperature
Tm = 252 K. For sodium chloride we used the recently
developed Madrid model,68 whose non-electrostatic in-
teractions with water are of a simple Lennard-Jones (LJ)
form. This model was designed specifically for use with
TIP4P/2005, and gives a good description of the solubility
of NaCl in water. With appropriate signs, silver and io-
dide ions carried a charge qAgI = 0.5815 e, while sodium
and chloride ions carried a charge qNaCl = 0.85 e. De-
spite the use of these partial charges, for ease of notation
we still refer to these ions as ‘Ag+’ etc. throughout the
article. Oxygen atoms of the water molecule carried a
charge qO = −1.1128 e and the charge on the hydrogen
atoms was qH = −qO/2. Following Fraux and Doye,42
who also used the TIP4P/2005 model in their study of
ice formation at AgI, the non-electrostatic interactions
between the AgI ions and the water molecules were de-
scribed by a LJ potential centered on the oxygen atoms
of the water molecules, using parameters originally from
Hale and Keifer.45 Lorentz-Berthelot mixing rules were
applied to obtain non-electrostatic interactions between
NaCl and AgI. Parameters for non-electrostatic interac-
tions are reported in Tables S2 and S3.
Following Zielke et al ,41 we used Burley’s lattice pa-
rameters (a = 0.4592 nm, c = 0.7510 nm) for AgI.77 All
simulations used in this work comprised n+ 1 = 18 lay-
ers of AgI, with each layer itself comprising 16 Ag+ or I–
ions. With the crystal held fixed, this resulted in a slab
width of 3.0934 nm. The lateral dimensions of the simu-
lation cell were Lx = 1.8368 nm and Ly = 1.5907 nm,
resulting in a formal charge density on each layer of
σ0 ≈ 3.18 e/nm2. The total length of the simulation
cell in the z-direction (which we take to be normal to
the surface) was Lz = 11.7475 nm. The remaining vol-
ume not occupied by AgI contained 750 water molecules,
resulting in a number density in the bulk fluid region
of ρw ≈ 30.4 nm−3 at 298 K. This is slightly lower than
the density of bulk liquid water, and has been chosen
as the finite field methods have been formulated strictly
in the canonical ensemble;49,51 using this lower density
therefore allows enough space for the growing ice crystal.
This is similar to the approach adopted by Zielke et al .41
We note that, in contrast, Fraux and Doye used liquid
films with one side in contact with AgI and the other
in contact with vacuum, effectively holding the fluid at
zero pressure. As our results without dissolved ions at
Dz = 0 appear broadly consistent with Fraux and Doye,
it suggests the general features of ice formation at AgI are
fairly robust to such simulation details. For simulations
with dissolved ions, three NaCl ion pairs were placed in
the fluid region, with no further adjustments to the sim-
ulation set up.
B. Simulation protocols
We have performed two types of simulations for the
system described above. First, we have performed simu-
lations at 298 K (i.e. water in the liquid state) in order
to establish the CNC conditions (see Sec. II A). Then,
we have performed simulations with a protocol described
below to observe ice formation. Throughout this arti-
cle we used the LAMMPS simulation package,78 suitably
modified to propagate dynamics in the constant Ez and
Dz ensembles with the TIP4P/2005 water model. The ve-
locity Verlet algorithm was used to propagate dynam-
ics with a time step of 2 fs. To maintain the rigid ge-
ometry of the TIP4P/2005 water molecules, we used the
RATTLE algorithm.79 Temperature was maintained using
a Nose-Hoover thermostat80,81 with damping constant
0.2 ps. The particle-particle particle-mesh Ewald method
was used to account for long-ranged interactions,82 with
parameters chosen such that the root mean square error
in the forces were a factor 105 smaller than the force be-
tween two unit charges separated by a distance of 1.0 A˚.83
For simulations performed at 298 K, at least 100 ps of
equilibration was performed, followed by a further 1.5 ns
of production. To compute the electrostatic potential
profiles φ(z), the procedure outlined in Ref. 84 was fol-
lowed. To investigate ice formation, we used the following
protocol. First, dynamics were propagated at 252 K for
5 ns. Then the system was cooled at a rate of 0.5 K/ns
for 20 ns to a target temperature of 242 K. Finally, the
dynamics of the system were propagated at 252 K un-
til ice formation was observed, or 470 ns had occurred
(whichever was sooner). Aside from the simulations in
which we reversed the signs of the dissolved ions’ charge
(see Sec. III B), ice formation was observed in all but one
simulation.
C. Bond orientation statistics
To quantify the bond orientation statistics at the inter-
face, we have calculated cos θ, where θ is the angle formed
between the O–H bond and the z-axis of the simulation
cell. Specifically, if we denote the unit vector pointing
from the oxygen atom of a water molecule to one of its
hydrogen atoms (the procedure is repeated for the other
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hydrogen) as bˆ and the unit vector along the z-direction
as zˆ, then what we in fact calculate is bˆ · zˆ = cos θ. In
our simulation setup, the surface normal of Ag-(0001)
points along −zˆ, thus cos θ = −1 corresponds to an O–
H bond directed away from the surface, and cos θ = +1
means an O–H bond is directed toward the surface. At
I-(0 0 0 1) the situation is reversed, that is, cos θ = −1
corresponds to an O–H bond directed toward the sur-
face, and cos θ = +1 means an O–H bond is directed
away from the surface (see Fig. S12).
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