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Abstract
Conjugated polymers have become an important class of functional materials for
a wide range of optoelectronic applications, from which polymer-based solar cells
stand out as one of the most promising new devices. While experimental progress
has been made at a good pace over the last couple of decades, the fundamental
processes governing the photophysics of conjugated polymers are not yet completely
understood.
A theoretical description is challenging, since these systems exhibit both strong
electron-electron and electron-nuclear interactions. A detailed understanding of the
photoexcitation process, and of the steps following photoexcitation, requires a nona-
diabatic treatment of the electron-nuclear dynamics, and a proper description of the
excited electronic states and interchain interactions, for which many-body effects
are important. Some of these ingredients have often been neglected in dynamical
calculations. In particular, most studies which include electron-electron interac-
tions have ignored the singlet character of the photoexcited state, by restricting the
wavefunction to the form of a single Slater determinant.
In this thesis, we develop a nonadiabatic molecular dynamics method which
allows for the coupled evolution of the nuclear degrees of freedom and of multicon-
figurational electronic wavefunctions. The proposed scheme effectively establishes
a compromise between efficiency and accuracy, which enables the study of large
systems. Furthermore, it is designed to take into account the appropriate spin sym-
metry of the electronic wavefunction, thus allowing us to distinguish between singlet
and triplet excited states, which exhibit quite different properties.
The formalism is applied to semiempirical single- and double-strand models of a
prototypical conjugated polymer, in order to investigate the effects of Coulomb in-
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teractions and interchain coupling on the dynamics of low-lying excitations. The na-
ture of the photoexcited states and the issue of charge photogeneration in conjugated
polymers are also addressed, as well as the charge transfer process at donor/acceptor
interfaces.
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Part I
Introduction
Chapter 1
Overview
1.1 Motivation
Until the late 1970s, it was thought that all carbon-based polymers were insu-
lators, and any manifestation of electrical conductivity in polymers was generally
regarded as a nuisance. Indeed, this property inherent of plastics has long been
exploited by the electronics industry, primarily for inactive packaging and insulat-
ing purposes. However, the discovery, in 1977, of a new family of polymers that
exhibit high electrical conductivity [1, 2] changed this limited perspective and es-
tablished a new field of research, which continues to grow to this day. Although
still at the outset, the potential applications of these novel materials, known as con-
jugated polymers, intrinsically conductive polymers, or synthetic metals, are quite
significant.
The unique properties of conjugated polymers arise from the presence of alter-
nating single and double or triple bonds along the polymer backbone, which leads to
electron delocalisation and allows the charge carriers to move throughout the chain.
While exhibiting the electrical and optical properties of metals or semiconductors,
they retain the advantages of conventional insulating polymers: mechanical flexi-
bility and ease of processing. Organic devices using conjugated polymers as active
components are expected to rival their inorganic counterparts, particularly in ap-
plications that require flexibility or fitting to extensive surfaces, or for those which
would benefit from the reduced cost of large-scale manufacturing [3, 4].
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Numerous electrical and optical organic devices relying on the properties of con-
jugated polymers have already been demonstrated. These include mechanical actu-
ators [5], batteries [6], photochromic [7] and electrochromic [8] devices, lasers [9, 10],
light-emitting electrochemical cells [11], light-emitting diodes [12–15], biological and
chemical sensors [16, 17], field-effect transistors [18–20], photodetectors [21], and so-
lar cells [22–34].
Polymer-based solar cells are one of the most promising new devices. The de-
mands for cheaper and cleaner energy sources have driven major research efforts to
develop this technology, which exploits the semiconducting properties of conjugated
polymers to generate electrical current from incident light. By using conjugated
polymers, it is possible to produce lightweight and flexible devices at a fraction of
the cost of current silicon-based technology. On the downside, these organic devices
still struggle with uncompetitive power-conversion efficiencies, limited stability, and
degradation issues [33, 34].
Progress in this new technology has been essentially empirical. Early devices,
based solely on a single layer of polymer sandwiched between two electrodes, showed
extremely poor performances, with power-conversion efficiencies of the order of
0.001% [22, 23]. A significant breakthrough, which revolutionised the design of
polymer-based solar cells, was achieved in the early 1990s with the discovery of ul-
trafast photoinduced charge transfer in composites of conjugated polymers as donors
and fullerene or its derivatives as acceptors [35, 36]. The efficiencies of the first de-
vices produced from polymer/fullerene composites, arranged in a bilayer or planar
heterojunction structure, were almost two orders of magnitude higher than those of
single layer devices [24, 25], a figure still unsatisfactory for practical applications. It
was later realised that blending a suitable fullerene derivative directly into the con-
jugated polymer film, thus forming an interpenetrating donor/acceptor network or
bulk heterojunction, was an improved solution [26]. The resulting cells had a power-
conversion efficiency of about 1%, as a consequence of the increased donor/acceptor
interfacial area and charge transfer efficiency [26]. Over the past decades, the per-
formance of polymer-based solar cells has continued to improve, through the opti-
misation of the film morphology [27], the introduction of optical spacers [28] and
Chapter 1. Overview 13
tandem architectures [29], and, more recently, the use of alternating copolymers
[30–32], specifically designed to increase the spectral coverage of the solar radiation.
The efficiency of state-of-the-art polymer/fullerene bulk heterojunction solar cells
is now above 10% [32], and approaching the limit of commercial viability [34]. But
before the widespread use of these cells becomes a reality, the efficiency will have to
be further increased. Also, achieving long-term environmental stability remains an
important challenge that will have to be tackled [33, 34].
Despite all the technological developments, the fundamental processes under-
lying the operation of organic donor/acceptor solar cells are not yet completely
understood. It is generally agreed that one of the limiting factors to the efficiency is
the lack of an optimised charge transfer at the polymer/fullerene interface [33, 34],
but the precise mechanism which governs the charge transfer process is still elusive
[37]. Moreover, the nature of the photoexcited states in conjugated polymers is
particularly controversial [38–43]. A central question, that theory has yet to rec-
oncile with experiments, pertains to the time scale and efficiency of charge carrier
photogeneration. The presence of free charges is evidenced by photoconductivity
measurements [38], but it is unclear whether the carriers are created on ultrafast
time scales, or produced on longer time scales through the dissociation of bound
electron-hole pairs, i.e., excitons. Achieving a theoretical understanding of these
elementary processes is not only of academic interest, but can also have a practical
impact on improving the performance of organic devices such as polymer-based solar
cells.
1.2 Aims and objectives
The theoretical treatment of the photophysics of conjugated polymers and poly-
mer/fullerene composites is challenging, since these systems exhibit both strong
electron-electron and electron-nuclear interactions. The coupling between the elec-
trons and the nuclei leads to a rich variety of nonlinear excitations [44–46], such as
solitons and polarons, a characteristic feature which establishes an important distinc-
tion between conjugated compounds and inorganic semiconductors. On the other
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hand, electron correlation effects have a drastic influence on the electronic structure,
playing a crucial role in determining the energetic ordering of the electronic states
[45], which explains why not all conjugated polymers luminesce. Thus, both types
of interactions are essential to describe the behaviour of conjugated systems.
A detailed understanding of the photoexcitation process, and of the steps fol-
lowing photoexcitation, requires a nonadiabatic treatment of the electron-nuclear
dynamics, and a proper description of the excited electronic states and interchain
interactions, for which many-body effects are important. Some of these ingredients
have often been neglected in photoexcitation dynamics calculations [43, 47–56]. In
particular, most studies which include electron-electron interactions have ignored the
singlet character of the photoexcited state [53–56], by restricting the wavefunction
to the form of a single Slater determinant. The present research aims at bridging
this gap, and achieving a better understanding of the photophysics of conjugated
polymers and polymer/fullerene composites. To this end, we define the following
objectives:
1) To develop a nonadiabatic molecular dynamics method which allows for the
coupled evolution of the nuclear degrees of freedom and of multiconfigura-
tional electronic wavefunctions, thus capturing the proper spin symmetry of
photoexcited states;
2) To assess the importance of electron-electron interactions on the dynamics
of low-lying excitations in conjugated polymers, by applying the method to
semiempirical models with and without Coulomb interactions;
3) To investigate the effect of interchain coupling on the dynamics of photoex-
citations in conjugated polymers, by applying the method to semiempirical
models which include interchain interactions;
4) To study the nature of the photoexcited states and address the question of
charge photogeneration in conjugated polymers (both in dilute solution and
in the dense form);
5) To study the charge transfer dynamics at donor/acceptor interfaces and assess
the conditions which lead to an optimised charge transfer process.
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1.3 Outline
This thesis is divided into four parts and nine chapters, which are now briefly
outlined. The remainder of this first part introduces the basic concepts of conjugated
polymers and some of the terminology used throughout the thesis (chapter 2). Part
II presents the analytical framework and the various methodological tools required
for the efficient simulation of excited-state dynamics in conjugated polymers. Chap-
ter 3 is devoted to a discussion of the approximations leading to simple semiempiri-
cal models, which have been successfully used to study the properties of conjugated
polymers. Chapter 4 deals with the approximate solution of the time-independent
Schro¨dinger equation, which is necessary for setting up the initial conditions of a
time-dependent simulation. The Hartree-Fock method is derived in detail, and self-
consistent field algorithms are briefly surveyed. Chapter 5 provides a derivation
of the Ehrenfest molecular dynamics and the multiconfigurational time-dependent
Hartree-Fock methods. When combined, these schemes provide a powerful tool to
study the dynamics of photoexcited states. The resulting formalism is applied to
the dynamics of low-lying excitations in conjugated polymers and polymer/fullerene
composites in part III. In chapter 6, we focus on the effects of electron-electron inter-
actions, by comparing results obtained using single-strand models of a prototypical
conjugated polymer, both with and without Coulomb interactions. In chapter 7, we
turn to the effects of interchain interactions, by investigating a double-strand model
of the same prototypical polymer, considering different regimes of the interchain
coupling strength. Both of these chapters also discuss the nature of the photoex-
cited states and the issue of charge photogeneration. Chapter 8 is devoted to the
study of charge transfer dynamics at donor/acceptor interfaces. By varying several
key parameters of a coupled-chain model, the conditions which lead to an optimised
charge transfer process are assessed. Finally, in the last part, we summarise our
main conclusions and discuss possible future research directions (chapter 9).
Chapter 2
Basic concepts of conjugated
polymers
2.1 Chemical structure
The carbon atom has the ground state configuration 1s2 2s2 2p2, with four elec-
trons in the valence orbitals. In the vicinity of other atoms, these levels may hy-
bridise into sp, sp2, or sp3 orbitals, in order to maximise the overlap with adjacent
wavefunctions, thus leading to a chemically stable bond [45, 57]. For instance, in
saturated polymers, the valence orbitals hybridise into the sp3 configuration, shown
in figure 2.1(a), and each carbon forms bonds with four surrounding atoms. The
classical example is polyethylene, whose chemical structure is depicted in figure
2.1(b). In this macromolecule, the sp3 hybrids overlap with similar wavefunctions
(a) (b)
Figure 2.1: sp3 orbital hybridisation (a), and the chemical structure of polyethylene (b), a saturated
polymer.
16
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(a) (b)
Figure 2.2: sp2 pz orbital hybridisation (a), and the chemical structure of trans-polyacetylene (b),
a conjugated polymer.
on neighbouring carbon atoms, and also with the 1s orbitals on adjacent hydrogen
atoms, forming molecular σ-bonds, which are highly directional and have a strong
covalent character [45, 57]. The lowest excitations in saturated polymers are created
by transferring an electron from a bonding σ-orbital to an antibonding σ∗-orbital,
for which a large amount of energy is required. Hence, there is a large energy gap
separating the valence and conduction bands, and these materials are insulators.
In conjugated polymers, on the other hand, the valence orbitals are typically
sp2 hybridised [unshaded lobes in figure 2.2(a)], and every carbon forms bonds with
only three other atoms. The chemical structure of the prototype of this class of
materials, trans-polyacetylene, is depicted in figure 2.2(b). In this linear polyene,
two of the sp2 orbitals give rise to covalent σ-bonds with surrounding carbon atoms,
while the third sp2 hybrid leads to a covalent σ-bond with the hydrogen 1s orbital.
The remaining unhybridised pz orbitals [shaded lobes in figure 2.2(a)], which lie
perpendicular to the sp2 hybrids, overlap in a sideways manner to form molecular
pi-bonds, resulting in a structure of alternating single and double bonds [45, 57].
Since the pi-bonds are weak, the positions of the single and double bonds may
interchange at small or no energy cost. The pi-electrons in a conjugated polymer
are thus delocalised throughout the entire chain, whereas the electrons in the σ-
orbitals are strongly localised [45, 57]. Furthermore, the energy required to promote
an electron from a bonding pi-orbital to an antibonding pi∗-orbital is much lower
than the energy needed to produce a σ → σ∗ excitation. Conjugated polymers are
typically semiconductors with an energy gap between 1 and 3 eV [45, 57], a range
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similar to that of conventional inorganic semiconductors. The chemical structures
of some of the conjugated polymers most frequently encountered in the literature
are shown in figure 2.3.
Figure 2.3: Chemical structures of some frequently studied conjugated polymers.
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2.2 Symmetry and ordering of the electronic states
Most conjugated polymers exhibit a twofold rotational symmetry about an axis
passing through their centre and perpendicular to the plane of the nuclei [45]. Such
polymers belong to the C2h symmetry point group [58], whose character table is
shown below (table 2.1). The C2h symmetry point group contains the symmetry op-
erations E, C2, i, and σh, respectively denoting identity, rotation around a twofold
axis, inversion through a centre of symmetry, and reflection through a horizontal
plane. The wavefunctions may be labelled by establishing whether they are sym-
metric or antisymmetric with respect to rotation around the C2 axis (a, b), and
under inversion at the symmetry centre (g, u). In the case of pi-electron states, the
ag and bu representations can be discarded, since the pz atomic orbitals are antisym-
metric with respect to reflection in the mirror plane [58]. As can be seen in table
2.1, this leaves only the au and bg possibilities.
The many-body wavefunctions describing the electronic states of conjugated
polymers are built by populating pi-electron levels in Slater determinants. Their
overall symmetry can be derived from the au or bg character of the occupied single-
particle orbitals, with the help of the multiplication rules [58, 59]
a⊗ a = b⊗ b = a,
a⊗ b = b⊗ a = b,
g ⊗ g = u⊗ u = g,
g ⊗ u = u⊗ g = u.
(2.1)
The above relationships imply that the many-body states with an even number of
Table 2.1: Character table of the C2h symmetry point group [58].
C2h E C2 (z) i σh
ag 1 1 1 1 Rz, x
2, y2, z2, xy
bg 1 −1 1 −1 Rx, Ry, xz, y z
au 1 1 −1 −1 z
bu 1 −1 −1 1 x, y
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electrons have two possible symmetries, conventionally labelled using capital letters
[45, 59]:
au ⊗ au = bg ⊗ bg = Ag,
au ⊗ bg = bg ⊗ au = Bu.
(2.2)
As depicted in figure 2.4, in the ground state the lowest pi-electron levels are all
doubly occupied, which leads to an overall Ag character. Given that the symmetry
of the single-particle orbitals alternates between au and bg [45] (with au correspond-
ing to the lowest energy level), an excitation from the highest occupied molecular
orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO) possesses Bu
character. There are also two possible ways of producing an excitation with Ag
symmetry: by promoting two electrons by an odd number of levels, or one electron
by an even number of states [59] (see figure 2.4). If we neglect the effect of electron
correlation, we may simply sum the single-particle contributions to obtain the ener-
gies of the many-body states. In this case, the ordering of the first singlet electronic
states reads
1 1Ag < 1
1Bu < 2
1Ag. (2.3)
However, electronic correlation has a drastic influence and, if sufficiently strong, can
lead to the reversal of the lowest excited states [45, 59]:
1 1Ag < 2
1Ag < 1
1Bu. (2.4)
Figure 2.4: Symmetry of the first singlet electronic states in conjugated polymers.
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This effect has been verified by two-photon spectroscopy experiments conducted
for polyene oligomers [60]. The ordering of the excited states may be further in-
fluenced by such diverse factors as conformational disorder, chain ends, interchain
interactions, and the presence of other chemical species in the molecule [59].
The relative energetic positioning of the first excited states is of utmost impor-
tance, since it is responsible for the optical properties of the system. The transition
1 1Bu → 1 1Ag is dipole-allowed, whereas the transition 2 1Ag → 1 1Ag is forbidden
[45, 59]. Consequently, when the 1 1Bu state lies below the 2
1Ag state, the poly-
mer is expected to luminesce strongly. Such is the case of phenyl-based systems,
like poly(para-phenylene) and poly(para-phenylene vinylene). If the 1 1Bu state lies
above the 2 1Ag state, then the compound is nonluminescent, as in the case of linear
polyenes, such as polyacetylene and polydiacetylene.
2.3 Elementary excitations
One of the most distinctive features of conjugated compounds is the strong in-
terdependence of the electronic and geometric structures. Introducing electrons or
holes in the polymer chain through chemical doping, photoexcitation, or charge in-
jection, leads to a drastic rearrangement of the pi-electron bonding surrounding the
charge. The emergence of solitons in trans-polyacetylene is a prime example of the
important role of structural relaxation [44–46].
The ground state configuration of trans-polyacetylene is degenerate, since the
(a)
(b)
Figure 2.5: Degenerate ground state configurations (a), and the structure of a neutral soliton (b)
in trans-polyacetylene.
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Figure 2.6: Different soliton excitations that arise depending on the occupancy of the associated
midgap state. Notice how the spin-charge relation is reversed compared to electrons.
positions of the single and double bonds may be interchanged at no energy cost.
There are two resonant chemical structures, known as the ‘A’ and ‘B’ phases [44–
46], as illustrated in figure 2.5(a). An additional charge leads to the creation of a
modified region in the chain, separating the two degenerate configurations. In order
to ensure the tetravalency of the carbon atom at the defect, a dangling bond must
form [see figure 2.5(b)]. This bond-defect is usually referred to as a soliton [44–46].
Whenever a soliton is present in degenerate ground state systems, an energy level
appears in the middle of the pi–pi∗ gap [44–46]. Depending on the occupation of the
midgap state, solitons may be neutral, as well as positively and negatively charged,
as shown in figure 2.6. In the case of the dangling bond, there is an electron and a
positively charged ion occupying the same lattice site [46]. The electronic and ionic
charges are balanced, which gives rise to a neutral excitation. However, since we are
left with an unpaired electron in the associated midgap state, the neutral soliton has
spin 1
2
. When there is no electron to balance the ion, the soliton becomes positively
charged. Similarly, two electrons overbalance the ion and the soliton is negatively
charged. In both cases, the resulting excitation is spinless, since all the states in the
system are spin-paired (see figure 2.6). The spin-charge relation of solitons is thus
reversed in comparison with that of electrons.
In contrast to trans-polyacetylene, most conjugated polymers favour a specific
state of bond alternation and possess a nondegenerate ground state [45, 46]. An
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(a)
(b)
(c)
Figure 2.7: Nondegenerate ground state configurations (a), and the structures of a positively
charged polaron (b) and bipolaron (c) in poly(para-phenylene).
example is poly(para-phenylene), whose possible ground state structures are de-
picted in figure 2.7(a). In this case, the aromatic configuration (with three double
bonds in each ring) is more stable than the quinoidal structure [46] (with only two
double bonds in each ring, but with the rings connected by double bonds rather
than single bonds). For polymers with nondegenerate ground states, solitons are no
longer stable excitations. Indeed, a soliton in such a system would be pushed to
the chain end, turning high-energy regions into low-energy ones as it moved along
[46]. Conjugational defects may be stabilised in these polymers by creating bound
double-defects, which are generally termed polarons [44–46]. Figure 2.7(b) shows a
polaron in poly(para-phenylene). This particular species is composed of a neutral
and a positive soliton, which are driven towards one another by the lattice, so as to
minimise the extent of the quinoidal region of the chain [46]. However, they are un-
able to recombine, because there is only one unpaired electron, which is insufficient
to create a bond. Figure 2.7(c) illustrates a defect consisting of two positive soli-
tons. This is usually referred to as a bipolaron, since when two polarons are brought
together, the neutral solitons may produce a bond and only the two charged solitons
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remain [44, 46].
The two confined midgap states associated with the soliton constituents of a
polaron interact to produce two levels equidistant from the midgap [44–46]. De-
pending on the occupation of the gap states, several species with different character
emerge. As shown in figure 2.8, polarons exhibit the usual spin-charge relationship,
while bipolarons are charged but spinless. The two possibilities of populating each
of the polaron levels with a single electron are analogous to the case of excitons in
Figure 2.8: Different polaron and bipolaron excitations that arise depending on the occupancy of
the associated gap states. The spin-charge relation of polarons is the usual one, while bipolarons
are charged but spinless.
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inorganic semiconductors. Hence, these defects are called polaron-excitons [45, 46].
Throughout this thesis, we will mostly refer to such excitations simply as ‘excitons’,
while the term ‘polaron’ will be used for the charged species.
2.4 Photophysical properties
The photophysics of conjugated polymers exhibits a wealth of excitation and
relaxation processes, which strongly depend on the electronic and structural prop-
erties [57, 61]. Absorption of a photon brings an isolated organic molecule into a
phonon level of one of the excited singlet electronic states, of Bu character. Exci-
tation into a phonon level of the lowest excited singlet state (if dipole-allowed) is
followed by ultrafast vibrational relaxation into the phonon ground state, within a
time scale of the order of 100 fs [62, 63]. Provided that the excitation energy is large
enough, a higher lying singlet level may be initially excited. In this case, ultrafast
internal conversion into the lowest excited singlet state occurs within about 50 fs
[64], and this is followed by relaxation into the vibrational ground state. Depending
on whether the 1 1Bu state lies below the 2
1Ag state, the molecule may decay into
the electronic ground state radiatively. This process, known as fluorescence, usually
takes place on a time scale in the range 0.1–1 ns [65]. Alternatively, the excitation
may decay nonradiatively, most notably through fast vibrational relaxation chan-
nels, which compete efficiently with the radiative decay process and contribute to
decreasing the luminescence efficiency [57, 61]. The lowest excited singlet state may
be further deactivated through intersystem crossing to the triplet manifold. This
process populates the lowest triplet state, which is usually long-lived. After a life-
time of up to 1 ms [65], the triplet level decays into the electronic ground state,
mainly via nonradiative channels.
In polymeric systems consisting of several chains, the photophysics is further
complicated by the prevalence of intermolecular interactions. A central question
that has been much debated in the literature [38–43] is whether excitons or polaron
pairs are the primary products of photoexcitation. The presence of the charged
species is evidenced by photoconductivity measurements [38], but the time scale
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(a)
(b)
Figure 2.9: Possible charge generation mechanisms at donor/acceptor interfaces: (a) exciton disso-
ciation through electron transfer to the acceptor, and (b) exciton hopping to the acceptor, followed
by hole transfer to the donor. In both cases, the final state is the same.
and efficiency of charge carrier photogeneration are unclear. From the experimental
viewpoint, this question appears to be settled, with considerable evidence [39–42]
suggesting that, in general, both excitons and polaron pairs are created on ultra-
fast time scales, but the branching ratio of such products depends critically on the
strength of interchain interactions. In dense conjugated polymer films, for which the
interchain coupling is typically strong, the charge carrier photogeneration yield can
approach about 25% [39, 42]. In the case of conjugated polymers in dilute solution
(and also of films depending on the preparation conditions [40, 42]), where the in-
terchain interactions are weak, this efficiency is considerably lower [41, 42] (. 1%),
and the formation of polaron pairs must rely almost exclusively on external exciton
dissociation mechanisms, such as the field-induced splitting. On the theory front,
however, there is still some inconsistency, with predictions presumably valid only for
isolated chains being used to explain results observed for dense conjugated polymer
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films [43]. Clarifying this issue is one of the main goals of the present thesis.
In addition to being dissociated into polaron pairs, excitons can move along
and between chains, mainly via Fo¨rster-type dipole-dipole interactions [66]. In this
process, known as exciton migration or hopping, the excitons navigate the density
of states in a random walk fashion, losing energy at each step, until they find a
suitable “trap”, i.e., a low-energy site from which light emission may occur [66].
Depending on certain material properties, such as chain conformation and packing,
exciton hopping can be a very efficient energy relaxation process, with time scales
as low as 1 ps for dense conjugated polymer films [57, 61].
In a photovoltaic device built from a single conjugated polymer material, most
photoexcitations decay via radiative or nonradiative recombination channels and do
not contribute to the power conversion. One possibility of enhancing the charge
carrier photogeneration yield is to combine the conjugated polymer with a suitable
electron acceptor material. Prominent examples of such acceptors include fullerene
and its derivatives [35, 36]. In polymer/fullerene composites, the excitons created in
the donor phase (usually the polymer) can undergo dissociation after reaching the in-
terface with the fullerene acceptor, by transferring an electron due to the favourable
energy offset of the bands [see figure 2.9(a)]. The photoinduced charge transfer
typically takes place within about 50 fs [67], a time scale much faster than that
of alternative loss mechanisms. Thus, the charge transfer can be nearly complete.
It has also been suggested [68] that the charge generation can occur in a two-step
process, through exciton hopping to the fullerene and subsequent hole transfer to
the polymer, as depicted in figure 2.9(b). The precise mechanism is not yet known
[37], and it may be very much system-dependent. Understanding the charge transfer
dynamics at donor/acceptor interfaces, as well as assessing which conditions lead to
an optimised charge transfer process, are two major goals of this thesis.
Part II
Theoretical framework
Chapter 3
Semiempirical pi-electron models
3.1 The Born-Oppenheimer approximation
In the nonrelativistic approximation, the many-body Hamiltonian describing a
system of interacting electrons and nuclei can be written as
Hˆ = Hˆn−n
(
R
)
+ Hˆe−e (r) + Hˆe−n
(
r,R
)
, (3.1)
where the term
Hˆn−n
(
R
)
= −
∑
α
~2
2Mα
∇2α +
1
2
∑
α,β 6=α
ZαZβ e
2∣∣Rα −Rβ∣∣ (3.2)
includes the nuclear kinetic energy and the potential energy arising from repulsive
Coulomb interactions between the nuclei,
Hˆe−e (r) = −
∑
i
~2
2me
∇2i +
1
2
∑
i,j 6=i
e2
|ri − rj| (3.3)
describes the electronic kinetic energy and the electron-electron Coulomb repulsion
energy, and
Hˆe−n
(
r,R
)
= −
∑
i,α
Zα e
2∣∣ri −Rα∣∣ (3.4)
represents the potential energy that results from the attractive electron-nuclear
Coulomb interactions. R =
{
R1,R2, . . .
}
and r = {r1, r2, . . .} denote the set
of nuclear and electronic coordinates, respectively, Mα and me are the nuclear and
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electronic masses, Zα denotes the atomic number of nucleus α, and e is the electronic
charge.
Most physical problems of interest consist of a large number of interacting elec-
trons and nuclei, and an exact solution of the many-body Hamiltonian is prohibitive.
In order to reduce the complexity to a tractable level, it is essential to introduce
suitable approximations. A widely used scheme, known as the Born-Oppenheimer
approximation, exploits the great disparity between the masses of electrons and nu-
clei to decouple the electronic and nuclear degrees of freedom [45]. Since electrons
are much lighter than the nuclei, they move faster and can rapidly adjust to changes
in nuclear position. Therefore, it is reasonable to consider the electrons to be moving
in the field of fixed nuclei.
Within the Born-Oppenheimer approximation, the many-body wavefunction is
factorised into a product of electronic and nuclear contributions, which can be
treated independently:
Ψ
(
r,R
)
= Ψe
(
r;R
)
Ψn
(
R
)
. (3.5)
The electronic wavefunction, Ψe
(
r;R
)
, only depends parametrically on the nuclear
coordinates, and is an eigenfunction of the Born-Oppenheimer Hamiltonian [45]:
HˆBO
(
r;R
)
Ψe
(
r;R
)
= Ee
(
R
)
Ψe
(
r;R
)
, (3.6)
with
HˆBO
(
r;R
)
= Hˆe−e (r) + Hˆe−n
(
r;R
)
+
1
2
∑
α,β 6=α
ZαZβ e
2∣∣Rα −Rβ∣∣ . (3.7)
The corresponding eigenvalue, Ee
(
R
)
, is known as the adiabatic potential energy
surface. In the second quantisation formalism, the Born-Oppenheimer Hamiltonian
takes the form [45]
HˆBO =
∑
i,j,σ
Tij cˆ
†
iσ cˆjσ +
1
2
∑
i,j,k,l
σ,σ′
Vijkl cˆ
†
iσ cˆ
†
jσ′ cˆlσ′ cˆkσ +
1
2
∑
α,β 6=α
ZαZβ e
2∣∣Rα −Rβ∣∣ , (3.8)
where cˆ†iσ (cˆiσ) creates (annihilates) an electron with spin σ in the spin-orbital
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χi (r, σ), and the one- and two-electron integrals, Tij and Vijkl, are defined as
Tij =
∫
χ∗i (r)
[
− ~
2
2me
∇2 −
∑
α
Zα e
2∣∣r −Rα∣∣
]
χj (r) dr,
Vijkl =
∫
χ∗i (r) χ
∗
j (r
′)
e2
|r − r′| χk (r) χl (r
′) dr dr′.
(3.9)
3.2 The pi-electron approximation
The Born-Oppenheimer Hamiltonian describes all the electronic degrees of free-
dom, and remains very difficult to solve. Further approximations leading to a model
reduction are thus desirable. In conjugated polymers, the separation of the energy
scales of σ and pi electronic processes can be exploited to build such simplified mod-
els [45]. The idea is to consider explicitly only the pi-electrons, one per CH group or
site, while acknowledging that the σ and core electrons have the effect of screening
the Coulomb interactions between the remaining degrees of freedom. This is ac-
complished through the truncation of the basis set and the introduction of effective
interaction potentials [45]. The Born-Oppenheimer Hamiltonian for the pi-electrons
can be expressed as
HˆpiBO =
∑
i,j,σ
T˜ij cˆ
†
iσ cˆjσ +
1
2
∑
i,j,k,l
σ,σ′
V˜ijkl cˆ
†
iσ cˆ
†
jσ′ cˆlσ′ cˆkσ + V
eff
n−n
(
R
)
. (3.10)
The various terms in the above equation acquire a new meaning. V effn−n
(
R
)
is the
screened nuclear-nuclear interaction potential, and cˆ†iσ (cˆiσ) now creates (annihilates)
a pi-electron with spin σ at site i. Equivalently, the basis functions, χi (r, σ), are
restricted to the set of orthonormalised pz atomic orbitals, centred on different sites.
The one- and two-electron integrals are now given by
T˜ij =
∫
χ∗i (r)
[
− ~
2
2me
∇2 + V effe−n
(
r;R
)]
χj (r) dr,
V˜ijkl =
∫
χ∗i (r) χ
∗
j (r
′) V effe−e (r − r′) χk (r) χl (r′) dr dr′,
(3.11)
where V effe−n
(
r;R
)
models the effective interaction between the pi-electrons and the
nuclei, and V effe−e (r−r′) denotes the effective electron-electron interaction potential.
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3.3 Fixed nuclei models
In principle, the effective potentials required in equation (3.10) could be derived
ab initio, but, in practice, semiempirical parameters, obtained by fitting the pre-
dictions of model Hamiltonians to known experimental data, are used instead [45].
Depending on the terms that are kept in equation (3.10), several semiempirical mod-
els can be devised. The simplest approximation is to assume that the one-electron
integrals are only nonzero for electrons in neighbouring orbitals, and to neglect the
electron-electron interactions and the constant V effn−n
(
R
)
term. This leads to the
Hu¨ckel model [69, 70]:
HˆH = −
∑
i,σ
ti
(
cˆ†iσ cˆi+1,σ + cˆ
†
i+1,σ cˆiσ
)
. (3.12)
The nearest-neighbour transfer (or hopping) integral, ti ≡ − T˜i,i+1, is defined as
ti = t0 (1− δi), (3.13)
where t0 denotes the hopping integral for the undistorted structure, and δi is the
relative change of the i-th bond length from its average value, or dimerisation.
Positive and negative values of δi correspond to single and double bonds, respectively.
Despite its simplified assumptions, the Hu¨ckel model is sufficiently robust to
predict trends in energy and spectroscopic properties of conjugated compounds [71,
72]. It is also particularly appealing, since it can be solved analytically in some
simple cases. For an infinite chain of equally spaced CH groups, i.e., when δi = 0,
the expectation values of the Hamiltonian are given by [45]
εκ = −2 t0 cosκ, (3.14)
where κ is a dimensionless wavevector. Figure 3.1(a) shows this energy dispersion
relation for the first Brillouin zone, which lies in the range −pi < κ < pi. As can be
seen, a single band, of width W = 4 t0, is obtained. There is no energy gap and,
in the half-filled case, the electronic band structure is that of a one-dimensional
metal. However, such a configuration is unstable with respect to a lattice distortion
which brings every other CH group towards one of its neighbours and further away
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(a) (b)
Figure 3.1: Electronic energy dispersion curves for an infinite Hu¨ckel chain, in the undimerised (a)
and perfectly dimerised (b) cases.
from the other, a result known as Peierls theorem [73]. Indeed, for a perfectly
dimerised infinite chain, such that δi = (−1)i δ, the expectation values of the Hu¨ckel
Hamiltonian read [45]
εκ = ±2 t0
√
cos2 κ+ δ2 sin2 κ. (3.15)
As depicted in figure 3.1(b), two bands are formed, separated by an energy gap of
magnitude Eg = 4 δ t0. Notice that the first Brillouin zone is restricted to the range
−pi
2
< κ < pi
2
, as a consequence of doubling the size of the unit cell. The energy of
the occupied electronic states is lowered in comparison with the undimerised case,
and the system is a semiconductor instead of a metal.
In order to increase the level of accuracy and predictive power of theoretical
models, it is crucial to consider the effect of Coulomb interactions [45]. The most
general approximation requires adding long-range potentials, which is typically ac-
complished by setting
V effn−n
(
R
)
=
NU
4
+
1
2
∑
i,j 6=i
vij, (3.16)
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T˜ij = −

U/ 2 +
∑
k 6=i
vik if i = j
ti if i = j − 1
ti−1 if i = j + 1
0 otherwise
, (3.17)
and
V˜ijkl =
vij if i = k and j = l0 otherwise . (3.18)
This choice leads to the Pariser-Parr-Pople (PPP) model [74–76]:
HˆPPP =−
∑
i,σ
ti
(
cˆ†iσ cˆi+1,σ + cˆ
†
i+1,σ cˆiσ
)
+ U
∑
i
(
nˆi↑ − 1
2
)(
nˆi↓ − 1
2
)
+
+
1
2
∑
i,j 6=i
vij (nˆi − 1) (nˆj − 1),
(3.19)
with
nˆi =
∑
σ
nˆiσ =
∑
σ
cˆ†iσ cˆiσ. (3.20)
In the above equations, N is the number of CH groups in the chain, U denotes
the screened onsite Coulomb repulsion energy, and vij is a suitable semiempirical
potential. Throughout this thesis, we will use the Ohno potential, defined as [77]
vij =
U√
1 + (β rij/r0)2
, (3.21)
where rij denotes the distance between sites i and j, r0 is the average bond length,
and β, the ratio between the onsite and intersite repulsion energies, determines the
length scale in which vij falls to a Coulomb potential, e
2/rij.
The PPP model has been used extensively to calculate the electronic structure
and spectroscopic properties of conjugated polymers, and established the decisive
role played by electronic correlations in determining the properties of these materials
[78–81]. Notable results include the prediction of the reverse ordering of 2 1Ag and
1 1Bu excited states in linear polyenes [78], which explains why not all conjugated
polymers luminesce, and the reproduction of multiple absorption features in the
optical spectra of phenyl-based polymers [80, 81].
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3.4 Dynamical nuclei models
A more realistic description of the low-energy physics of conjugated polymers re-
quires models that go beyond the Born-Oppenheimer approximation, by considering
dynamical nuclei explicitly coupled to the pi-electrons [45]. In the simplest approxi-
mation, the effective electron-nuclear interaction potential is expanded to first order
around some reference set of coordinates, usually taken as the undimerised config-
uration. This procedure yields [45]
Hˆpie−n = α
∑
i,σ
(ui+1 − ui)
(
cˆ†iσ cˆi+1,σ + cˆ
†
i+1,σ cˆiσ
)
, (3.22)
where α denotes the electron-phonon coupling constant, and ui is the displacement
of site i from its equidistant position, projected onto the chain axis. The lattice is
modelled by a simple harmonic Hamiltonian [45]:
Hˆn−n =
1
2M
∑
i
p2i +
K
2
∑
i
(ui+1 − ui)2. (3.23)
The second term in the above equation represents the potential energy associated
with small displacements from the undistorted structure, which is determined by
the σ-bonds alone. Thus, K is the elastic constant due to the σ-bonds, while M
denotes the mass of a CH unit, and pi the nuclear momenta.
Adding the contributions (3.22) and (3.23) to the Hu¨ckel and PPP Hamiltonians,
respectively leads to the Su-Schrieffer-Heeger (SSH) model [82, 83],
HˆSSH = −
∑
i,σ
ti
(
cˆ†iσ cˆi+1,σ + cˆ
†
i+1,σ cˆiσ
)
+
1
2M
∑
i
p2i +
K
2
∑
i
(ui+1 − ui)2, (3.24)
and to its extension to include long-range Coulomb interactions,
HˆSSH+PPP =−
∑
i,σ
ti
(
cˆ†iσ cˆi+1,σ + cˆ
†
i+1,σ cˆiσ
)
+ U
∑
i
(
nˆi↑ − 1
2
)(
nˆi↓ − 1
2
)
+
+
1
2
∑
i,j 6=i
vij (nˆi−1)(nˆj−1)+ 1
2M
∑
i
p2i +
K
2
∑
i
(ui+1− ui)2,
(3.25)
which we refer to as the SSH + PPP model. The nearest-neighbour transfer integral
is now given by
ti = t0 − α (ui+1 − ui), (3.26)
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which is appropriate for the special case of trans-polyacetylene, since the dimerisa-
tion is caused entirely by the pi-electron coupling to the lattice [45]. With the above
definition, the static ground state energy per site of a perfectly dimerised SSH chain,
for which ui = (−1)i u, reads [45]
E0 (u) = − 4 t0
pi
E
(
1−
(
2αu
t0
)2)
+ 2Ku2, (3.27)
where
E
(
x = k2
)
=
∫ pi/2
0
√
1− k2 sin2 θ dθ (3.28)
is the complete elliptic integral of the second kind. As shown in figure 3.2(a), the
adiabatic potential E0 (u) exhibits two equivalent minima at ±u0 (corresponding to
the A and B phases), separated by a local maximum at u = 0, which is consistent
with the Peierls theorem.
In most other conjugated polymers, extrinsic factors, such as the σ-bonding
structure (as in the case of cis-polyacetylene) or the presence of phenyl rings, also
contribute to the dimerisation. This effect is often modelled by adding an extrinsic
transfer term, (−1)i+1 te, to the hopping integral [84, 85]:
(a) (b)
Figure 3.2: Schematic representations of the ground state energy per site of a perfectly dimerised
SSH chain, considering a nearest-neighbour transfer integral with only intrinsic (a) and with added
extrinsic (b) terms.
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ti = t0 − α (ui+1 − ui) + (−1)i+1 te. (3.29)
It is this term that causes the ground state degeneracy to be lifted. Indeed, assuming
a perfectly dimerised ground state, the SSH energy per site in the static limit is
changed slightly to [84, 86]
E0 (u) = − 4 t0
pi
E
(
1−
(
2αu− te
t0
)2)
+ 2Ku2. (3.30)
As depicted in figure 3.2(b), the minimum energy configurations are no longer equiv-
alent, with the cis-transoid configuration (A phase) being the most stable one.
The SSH model has been widely used to study the formation and dynamical
properties of photoexcitations [43, 47–50], and to describe charge transport and
mobility [87, 88] in conjugated polymers. Despite lacking electron-electron interac-
tions, it has contributed decisively to the current understanding of many dynamical
processes inherent to these systems. In chapter 6, we will employ both the SSH and
SSH + PPP models to study the dynamics of photoexcitations in cis-polyacetylene
chains, with the goal of assessing the importance of Coulomb interactions.
3.5 Models with interchain interactions
To achieve a complete picture of the physics of conjugated polymers, especially
in the dense form, it is necessary to further include interchain interactions. A simple
way is to consider a system of two parallel chains, labelled by q = 1, 2, with the
parameterisation
V effn−n
(
R
)
= (N1 +N2)
U
4
+
1
2
∑′
q,q′,iq ,jq′
viqjq′ , (3.31)
T˜iqjq′ = −

U/ 2 +
∑′
q′′,kq′′
viqkq′′ if iq = jq′ and q = q
′
tiq if iq = jq′ − 1 and q = q′
tiq−1 if iq = jq′ + 1 and q = q
′
t⊥ if iq = jq′ +
Nq−Nq′
2
and q 6= q′
0 otherwise
, (3.32)
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and
V˜iqjq′kq′′ lq′′′ =
viqjq′ if iq = kq
′′ , q = q′′, jq′ = lq′′′ , and q′ = q′′′
0 otherwise
. (3.33)
Together with equations (3.22) and (3.23) written for each chain, this choice yields
the following coupled-chain model:
HˆCC =−
∑
q,iq ,σ
tiq
(
cˆ†iqσ cˆiq+1,σ + cˆ
†
iq+1,σ
cˆiqσ
)− t⊥ ∑
〈i1,i2〉,σ
(
cˆ†i1σ cˆi2σ + cˆ
†
i2σ
cˆi1σ
)
+
+ U
∑
q,iq
(
nˆiq↑−
1
2
)(
nˆiq↓−
1
2
)
+
1
2
∑′
q,q′,iq ,jq′
viqjq′ (nˆiq− 1)(nˆjq′ − 1)+
+
1
2M
∑
q,iq
p2iq +
K
2
∑
q,iq
(uiq+1 − uiq)2.
(3.34)
In the above expressions, the symbol
∑′
is used to indicate that the onsite terms
viqiq are excluded from the summation,
∑
〈i1,i2〉 means that the sum is restricted to
pairs of neighbouring sites in the opposite strands (i.e., sites facing each other), and
t⊥ denotes the interchain hopping integral. Throughout this thesis, we will assume
that this quantity decreases exponentially with the interchain distance, d, according
to
t⊥ =
t0
10
exp
(
1− d
5
)
, (3.35)
where d is expressed in angstroms. The intrachain hopping integral, tiq , and the
Ohno potential, viqjq′ , are of the same form as in the previous sections. Also, notice
that, within this model, the nuclei are constrained to move only along the chains.
By introducing suitable onsite energies, iq , and assuming chain-dependent pa-
rameters, a heterojunction between two different materials, or donor/acceptor in-
terface, may be modelled:
HˆD/A=−
∑
q,iq ,σ
tiq
(
cˆ†iqσ cˆiq+1,σ+ cˆ
†
iq+1,σ
cˆiqσ
)− t⊥ ∑
〈i1,i2〉,σ
(
cˆ†i1σ cˆi2σ+ cˆ
†
i2σ
cˆi1σ
)
+
+
∑
q,iq
Uq
(
nˆiq↑−
1
2
)(
nˆiq↓−
1
2
)
+
1
2
∑′
q,q′,iq ,jq′
viqjq′ (nˆiq− 1)(nˆjq′− 1)+
+
∑
q,iq
iq nˆiq +
∑
q,iq
p2iq
2Mq
+
∑
q,iq
Kq
2
(uiq+1 − uiq)2.
(3.36)
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Instead of defining a new set of parameters to calculate the interchain quantities
t⊥ and viqjq′ (with q 6= q′), it is convenient to use arithmetic averages of the donor
and acceptor parameters where appropriate. In this spirit, the interchain transfer
integral is now given by
t⊥ =
t¯0
10
exp
(
1− d
5
)
, (3.37)
and the Ohno potential takes the generalised form
viqjq′ =
U¯qq′√
1 +
(
β¯qq′ riqjq′/r¯0qq′
)2 , (3.38)
with
U¯qq′ =
Uq + Uq′
2
,
β¯qq′ =
βq + βq′
2
,
r¯0qq′ =
r0q + r0q′
2
.
(3.39)
We will use the model Hamiltonians (3.34) and (3.36) in chapters 7 and 8, respec-
tively, to study the effects of interchain interactions on the dynamics of photoexci-
tations in coupled cis-polyacetylene chains, as well as charge transfer dynamics at
donor/acceptor interfaces.
Chapter 4
Approximate solution of the
time-independent Schro¨dinger
equation
4.1 Geometry optimisation
A dynamic simulation of a system of interacting electrons and nuclei requires
the knowledge of its equilibrium configuration as a starting condition. To find the
initial state, Ψ, along with its energy, E, it is necessary to solve the time-independent
Schro¨dinger equation,
Hˆ |Ψ〉 = E |Ψ〉. (4.1)
In principle, Hˆ is the many-body Hamiltonian (3.1), but often a simplified form
is used instead, as discussed in the previous chapter. In any case, most physical
problems of interest consist of a large number of interacting electrons and nuclei,
and the resulting Schro¨dinger equation is very difficult to solve exactly, due to the
multidimensional nature of the problem. A standard technique used to obtain an
approximate solution relies on the Rayleigh-Ritz variational principle [89, 90], which
states that the stationary points of the energy functional,
E
[
Ψ
]
= 〈Ψ|Hˆ |Ψ〉, (4.2)
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correspond to the eigenstates of the Hamiltonian. The original eigenvalue problem
is thus equivalent to a variational optimisation. In particular, when looking for the
ground state, one needs to find the global minimum of the energy functional.
As discussed in the previous chapter, the problem is immensely simplified by
using the Born-Oppenheimer approximation [89, 90]. Since the nuclei are much
heavier than electrons, we can treat them as classical particles, and consider them
as fixed for the purpose of calculating the electronic properties. The nuclear and
electronic degrees of freedom are thus decoupled, and the problem is reduced to
minimising the adiabatic potential energy surface [89, 90],
EBO
(
R
)
= Ee
(
R
)
+ Vn
(
R
)
, (4.3)
where Vn
(
R
)
denotes the nuclear repulsion energy, and Ee
(
R
)
is a solution of the
electronic Schro¨dinger equation,
Hˆe |Ψe〉 = Ee |Ψe〉, (4.4)
for a given arrangement of the nuclei. The electronic part of the many-body Hamil-
tonian, Hˆe, and the electronic wavefunction, Ψe, only depend parametrically on the
nuclear coordinates, R, and hence equation (4.4) is a purely electronic problem.
The process of finding the minimum of the adiabatic potential energy surface is
called geometry optimisation [90]. For the pi-electron models devised in the previ-
ous chapter, the gradient of the energy with respect to the nuclear coordinates can
be written analytically and is typically well-behaved. In such cases, the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) algorithm [91] offers a robust and efficient way to
perform the energy minimisation. In this method, an initial guess for the geometry
(which, for conjugated polymers, may be taken as the undimerised configuration)
is iteratively improved, until the energy gradient becomes zero within a specified
tolerance. At each step of the iteration, it is necessary to solve the electronic sub-
problem (4.4). If the electronic part of the Hamiltonian only contains one-body
operators, as in the case of the SSH model, the solution is given efficiently by the
diagonalisation of the matrix representation of Hˆe in a suitable basis set. However,
when two-body operators are present, as in the case of the SSH + PPP model,
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further approximations are required. In the following sections, we will show how
the Rayleigh-Ritz variational principle can be used to obtain an approximate solu-
tion to the electronic Schro¨dinger equation in such cases. We will focus solely on the
electronic subproblem, and the subscript ‘e’ will be omitted to simplify the notation.
4.2 The Hartree-Fock approximation
4.2.1 Spin-restricted formalism for closed-shell singlet states
Consider a system of N interacting electrons, described by the spin-independent
Hamiltonian [92]
Hˆ =
∑
i,j,σ
Tij cˆ
†
iσ cˆjσ +
1
2
∑
i,j,k,l
σ,σ′
Vijkl cˆ
†
iσ cˆ
†
jσ′ cˆlσ′ cˆkσ, (4.5)
where cˆ†iσ (cˆiσ) creates (annihilates) an electron with spin σ in the molecular spin-
orbital φi (r, σ), and
Tij =
∫
φ∗i (r) Tˆ (r) φj (r) dr,
Vijkl =
∫
φ∗i (r) φ
∗
j (r
′) Vˆ (r, r′) φk (r) φl (r′) dr dr′.
(4.6)
The operators Tˆ and Vˆ gather all the one-electron and two-electron interaction
terms, respectively, and r denotes the set of orbital coordinates.
The Rayleigh-Ritz variational principle can be used to determine the ground
state of such a system, by considering a family of trial wavefunctions and finding
the member of that family, Ψ, which minimises the energy functional (4.2) [89, 90].
A necessary condition for the energy functional to be a minimum is that it should
be stationary,
δE = 〈δΨ|Hˆ |Ψ〉+ 〈Ψ|Hˆ |δΨ〉 = 0, (4.7)
with respect to arbitrary variations of the wavefunction, δΨ. When condition (4.7)
is satisfied, Ψ is said to be variationally optimised [89, 90]. Note that, since Ψ in
general is not exact, this approach can only provide an upper bound to the ground
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state energy, E0:
〈Ψ|Hˆ |Ψ〉 ≥ E0. (4.8)
For a system with an even number of electrons, a good approximation to the
ground state is the closed-shell singlet state,
|Ψ〉 = |φ1 φ¯1 φ2 φ¯2 · · · φn φ¯n 〉, (4.9)
which corresponds to a single Slater determinant where all the electrons are spin-
paired in n = N/2 spin-up (φi) and spin-down (φ¯i) states, possessing the same
spatial parts. The energy of such a state can be written as [89, 90]
E = 2
∑′
i
〈φi | Tˆ |φi〉+
∑′
i,k
(
2 〈φi | Jˆk |φi〉 − 〈φi |Kˆk |φi〉
)
= 2
∑′
i
Tii +
∑′
i,k
(
2Jik −Kik
)
,
(4.10)
where Jˆk and Kˆk are Coulomb and exchange operators [89, 90], defined by
Jˆk (r) φi (r) =
[ ∫
φ∗k (r
′) Vˆ (r, r′) φk (r′) dr′
]
φi (r),
Kˆk (r) φi (r) =
[ ∫
φ∗k (r
′) Vˆ (r, r′) φi (r′) dr′
]
φk (r),
(4.11)
and the symbol
∑′
means that the sum runs only over occupied molecular orbitals
(i.e., those included in the trial wavefunction), rather than a complete set. Note,
however, that the existence of such a complete set can always be assumed [92], by
further considering at least n virtual orbitals, φj, orthogonal to all the φi included
in the wavefunction (4.9).
Variation of the energy with respect to the spatial parts of the molecular spin-
orbitals yields
δE = 2
∑′
i
(
〈δφi | Fˆ |φi〉+ 〈φi | Fˆ |δφi〉
)
, (4.12)
where we have introduced the (closed-shell) Fock operator [89, 90],
Fˆ = Tˆ +
∑′
k
(
2 Jˆk − Kˆk
)
. (4.13)
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To enforce the stationarity condition (4.7), it is sufficient to consider a first order
change in the wavefunction [92, 93], which can be made through the orbital variation
δφi = ηφj, i.e., by replacing the spatial part of one of the occupied states with
φi+ηφj, where φj is a virtual orbital and η an arbitrarily small complex number. It
is clear that such a change preserves the orthonormality of the molecular orbitals,
〈δφi |φj 〉+ 〈φi |δφj 〉 = 0, (4.14)
and hence no further constraints are required [93]. Using the above orbital variation,
we obtain
η∗〈φj | Fˆ |φi〉+ η 〈φi | Fˆ |φj 〉 = 0. (4.15)
Replacing η with iη, and comparing the resulting equation with the above expres-
sion, yields
〈φj | Fˆ |φi〉 = 〈φi | Fˆ |φj 〉 = 0, (4.16)
which must hold for all pairs i, j of occupied and unoccupied states.
It is clear from equation (4.16) that the necessary condition to obtain a varia-
tional minimum only imposes the restriction that the matrix elements of the Fock
operator connecting the occupied and virtual subspaces must vanish. In contrast,
within both the occupied and unoccupied subspaces, they can be chosen arbitrarily.
It is conventional to change to the representation in which Fˆ is diagonal [89, 90].
This can be accomplished by taking appropriate linear combinations of the occu-
pied (unoccupied) orbitals to obtain the new occupied (unoccupied) states [92]. In
this representation, we can write the Hartree-Fock equation in the canonical form
[89, 90]
Fˆ |φi〉 = εi |φi〉, (4.17)
where εi denotes an orbital energy, whose meaning will become clear in section
4.2.3. The original many-body problem is thus reduced to that of solving a one-
electron Schro¨dinger equation, with an effective Hamiltonian describing an electron
whose potential energy is given by its interaction with the remaining electrons in
the system.
Chapter 4. Approximate solution of the time-independent Schro¨dinger equation 45
4.2.2 Spin-restricted formalism for general open-shell states
It is also instructive to consider the case of the ground state for a system with
an odd number of electrons, as well as low-lying excited states for even-numbered
systems. The latter are particularly important when preparing a photoexcitation
dynamics simulation. Since the nuclei are much heavier than electrons, the nuclear
coordinates immediately upon photoexcitation can be taken, to a good approxima-
tion, as those corresponding to the minimum of the ground state potential energy
surface. However, the electronic wavefunction is better described by the open-shell
singlet state,
|Ψ〉 = 1√
2
|φ1 φ¯1 · · · φn−1 φ¯n−1 φv φ¯c 〉+ 1√
2
|φ1 φ¯1 · · · φn−1 φ¯n−1 φc φ¯v 〉, (4.18)
which corresponds to a sum of two Slater determinants, describing a singlet arrange-
ment of a set of n − 1 doubly occupied orbitals and two singly occupied orbitals,
labelled ‘v’ and ‘c’ (motivated by the physical picture of an excitation from the va-
lence band to the conduction band in periodic systems, e.g., conjugated polymers).
In this section, we apply the Rayleigh-Ritz variational principle to general open-
shell states, which define a broad category of electronic states that includes those
mentioned above, along with many others relevant for several physical processes of
interest. They are characterised by an energy expression of the form [94–96]
E =
∑
µ
∑
iµ
nµTiµiµ +
1
4
∑
µ,ν
∑
iµ,jν
nµnν
(
2 aµνJiµjν − bµνKiµjν
)
, (4.19)
where, following the notation of Kollmar [96], we have gathered groups of orbitals
with the same occupancy and common sets of coefficients multiplying the two-
electron terms in a shell, labelled by the Greek indices µ, ν. The occupation number
of an orbital in shell µ is denoted by nµ, and
aµν = aνµ,
bµν = bνµ
(4.20)
are numerical coefficients (or state parameters) specific to the particular form of
the wavefunction [94–96]. For instance, in the case of an open-shell singlet (i.e.,
a photoexcited state), all the doubly occupied orbitals belong to the same shell
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(conventionally labelled by µ = 1), whereas the singly occupied orbitals stand in
separate shells (indexed by µ = 2, 3). In this case, the state parameters are given
by
a =

1 1 1
1 1 1
1 1 1
 ,
b =

1 1 1
1 2 −2
1 −2 2
 .
(4.21)
For high-spin multiplets, which include open-shell doublet (i.e., polaron) and triplet
states, there are only two occupied shells (µ = 1 gathers the doubly occupied or-
bitals, and µ = 2 the singly occupied ones), and the state parameters read
a =
1 1
1 1
 ,
b =
1 1
1 2
 .
(4.22)
In principle, the sums in equation (4.19) extend only over occupied molecular or-
bitals. However, it is convenient to further consider the subspace of unoccupied
orbitals as a proper shell, labelled by µ = 0, which can be safely included in those
sums since the various energy terms are always premultiplied by zero. Notice that
the state parameters involving virtual orbitals are not defined, and therefore this
shell is not included in the definitions of a and b given above.
Strictly speaking, in order to apply the Rayleigh-Ritz variational principle to
an excited state, it is necessary to further enforce the orthogonality of the chosen
wavefunction with all the lower energy many-body states [89, 90]. However, provided
that the trial wavefunction is chosen wisely, and important symmetries are taken
into account, such a constraint can be relaxed with good results [97]. We assume
that such is the case for general open-shell states, as evidenced by the large number
of different shell structures that may arise, and proceed with the usual variational
method for ground states.
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Variation of the energy (4.19) with respect to the spatial parts of the molecular
spin-orbitals yields
δE =
∑
µ
∑
iµ
(
〈δφiµ|nµFˆ µ |φiµ〉+ 〈φiµ|nµFˆ µ |δφiµ〉
)
, (4.23)
where we have introduced generalised Fock operators [94–96], given by (for µ 6= 0)
Fˆ µ = Tˆ +
1
2
∑
ν
∑
jν
nν
(
2 aµν Jˆjν − bµνKˆjν
)
. (4.24)
As in the work of Dahl et al. [93], we consider an orbital variation of the form
δφiµ = ηφjν . (4.25)
In order to preserve the orthonormality of the molecular orbitals,
〈δφiµ|φjν 〉+ 〈φiµ|δφjν 〉 = 0, (4.26)
it is necessary to set
δφjν = −η∗φiµ , (4.27)
but no further constraints are required [93]. Inserting the variations (4.25) and
(4.27) into equation (4.23), and applying the stationarity condition, we find
η∗〈φjν |nµFˆ µ − nνFˆ ν |φiµ〉+ η 〈φiµ|nµFˆ µ − nνFˆ ν |φjν 〉 = 0. (4.28)
Substituting iη for η, and comparing the resulting equation with the above expres-
sion, yields
〈φjν |nµFˆ µ − nνFˆ ν |φiµ〉 = 0, (4.29)
which must be satisfied for all pairs of orbitals (including virtual states).
Equation (4.29) is the necessary condition to obtain a variational minimum for
general open-shell states. Similarly to the case of a single Slater determinant, only
the intershell inner products must vanish, while the intrashell terms are arbitrary.
It is also possible to write an eigenvalue equation,
Rˆ |φiµ〉 = εiµ |φiµ〉, (4.30)
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by defining a single-particle operator, Rˆ, whose eigenstates fulfill condition (4.29).
This unified coupling operator [95, 96] has the general form
Rˆ =
∑
µ
Pˆ µXˆµPˆ µ +
∑
µ,ν 6=µ
λµνPˆ µ
(
nµFˆ µ − nνFˆ ν)Pˆ ν , (4.31)
where Pˆ µ is a projector onto the subspace spanned by shell µ,
Pˆ µ =
∑
iµ
|φiµ〉〈φiµ|, (4.32)
λµν = −λνµ denotes a scalar damping factor [96, 98], and Xˆµ is a Hermitian, but
otherwise arbitrary, operator. As we shall see in the following section, the choice of
the intrashell operators is of utmost importance in providing a physical meaning to
the one-electron energies.
4.2.3 The physical meaning of the one-electron energies
As discussed in section 4.2.1, in its canonical form, the Hartree-Fock equation for
a closed-shell singlet state provides a set of orbitals which diagonalise the (closed-
shell) Fock operator. The diagonal elements, denoted εi, are termed orbital energies.
Using equation (4.13) for the Fock operator, they are readily expressed as
εi = 〈φi | Fˆ |φi〉 = Tii +
∑′
k
(
2Jik −Kik
)
. (4.33)
By simply summing over the N occupied states, we obtain
∑′
i
εi = 2
∑′
i
Tii + 2
∑′
i,k
(
2Jik −Kik
)
. (4.34)
However, such quantity differs from the correct expectation value for a closed-shell
singlet state,
EN = 2
∑′
i
Tii +
∑′
i,k
(
2Jik −Kik
)
, (4.35)
where a double counting of electron interaction terms is avoided [89, 90]. It is thus
seen that the diagonal elements, εi, are not orbital energies in the traditional sense
of giving the individual contributions of the orbitals to the total energy.
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It is important to investigate what physical meaning may then be attached to
the orbital energies. Let us start by considering the process of removing an electron
from one of the doubly occupied molecular orbitals, say φd. Following this process,
the closed-shell singlet state is transformed into an open-shell doublet, with state
parameters given by expression (4.22). Assuming that only the shell structure is
changed, but not the orbitals themselves, it is possible to compare the energies
of the relevant N -electron and (N − 1)-electron states [89, 90]. With the help of
equation (4.19), we can write
EN−1 = 2
∑′
i6=d
Tii+
∑′
i6=d,k 6=d
(
2Jik−Kik
)
+Tdd+
∑′
k 6=d
(
2Jdk−Kdk
)
+Jdd−Kdd, (4.36)
where all of the sums take the doubly occupied orbitals of the closed-shell singlet
state as a reference and, hence, the symbol
∑′
is used. As it follows from the
definitions of the Coulomb and exchange operators, we have
Jdd = Kdd. (4.37)
Using this identity, and rearranging the summations in expression (4.36), yields
EN−1 = 2
∑′
i
Tii +
∑′
i,k
(
2Jik −Kik
)− Tdd − ∑′
k
(
2Jdk −Kdk
)
, (4.38)
or, by comparing with equations (4.33) and (4.35),
EN−1 = EN − εd. (4.39)
The ionisation potential associated with the removal of an electron from a closed-
shell singlet state is thus given by [89, 90]
Ip = EN−1 − EN = −εd. (4.40)
Let us now consider the process of adding an electron to one of the empty molec-
ular orbitals, φe, to produce an (N+1)-electron state with a single unpaired electron.
In the frozen orbital approximation (i.e., assuming that the orbitals do not change
in the process), the energy of this open-shell doublet state can be written as
EN+1 = EN + Tee +
∑′
k
(
2Jek −Kek
)
+ Jee −Kee = EN + εe. (4.41)
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The electron affinity for such a process thus reads [89, 90]
Ea = EN − EN+1 = −εe. (4.42)
Equations (4.40) and (4.42) provide a clear physical significance to the canonical
orbital energies: −εd is an approximation to the ionisation energy required to create
an (N−1)-electron doublet state, by removing an electron from the doubly occupied
molecular orbital φd, whereas −εe is approximately the electron affinity to produce
an (N + 1)-electron doublet, by adding an electron to the virtual orbital φe. This
result is known as Koopmans theorem [89, 90].
As discussed in the previous section, in the case of general open-shell states it
is also possible to write an eigenvalue equation analogous to the canonical Hartree-
Fock equation for a closed-shell singlet state. Given the form of the unified coupling
operator [equation (4.31)], the orbital energies can be expressed as [96]
εiµ = 〈φiµ|Xˆµ |φiµ〉, (4.43)
and are thus entirely dependent on the choice of the intrashell operators, Xˆµ. It
is instructive to investigate what choices may then lead to an interpretation of the
orbital energies as approximate ionisation potentials and electron affinities. It is not
clear whether a generalisation of Koopmans theorem is possible for all open-shell
states [96, 99], and such a study must be carried out on a case-by-case basis. In the
following, we will focus only on high-spin multiplets and open-shell singlet states.
Let us first consider the case of an N -electron multiplet with total spin S > 0,
corresponding to a single Slater determinant in which a core of doubly occupied
orbitals accommodates N − 2S spin-paired electrons, and 2S orbitals are singly
occupied with electrons of parallel spin. As we have seen in the previous section,
for such a high-spin state the occupied orbitals fall into two different shells, and the
state parameters are given by expression (4.22). According to equation (4.19), its
energy can be written as
EN = 2
∑′
i
Tii +
∑′
i,k
(
2Jik −Kik
)
+
∑′′
i
Tii +
1
2
∑′′
i,k
(
Jik −Kik
)
+
+
∑′
i
∑′′
k
(
2Jik −Kik
)
,
(4.44)
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where the symbol
∑′
means that the sum runs only over doubly occupied molecular
orbitals (i.e., it spans the shell µ = 1), and
∑′′
is used for sums which extend over
the singly occupied orbitals belonging to shell µ = 2.
By removing an electron from one of the doubly occupied orbitals, φd, in such
a way that the electron that is left behind is of parallel spin to the remaining
unpaired electrons [99], we obtain an (N − 1)-electron state of even higher spin.
The single-determinant form of the wavefunction is maintained and, in the frozen
orbital approximation, there is a mere transfer of an orbital from one shell to the
other. The energy of the new state is given by
EdN−1 = 2
∑′
i6=d
Tii +
∑′
i6=d,k 6=d
(
2Jik −Kik
)
+
∑′′
i
Tii +
1
2
∑′′
i,k
(
Jik −Kik
)
+
+
∑′
i6=d
∑′′
k
(
2Jik −Kik
)
+ Tdd +
∑′
k 6=d
(
2Jdk −Kdk
)
+
+
∑′′
k
(
Jdk −Kdk
)
.
(4.45)
Rearranging the sums in the above expression, and comparing with equation (4.44),
yields
EdN−1 = EN − Tdd −
∑′
k
(
2Jdk −Kdk
)− ∑′′
k
Jdk, (4.46)
or, by using equation (4.24) for the relevant Fock operators,
EdN−1 = EN − 〈φd |2 Fˆ (1) − Fˆ (2) |φd〉. (4.47)
If we remove one of the unpaired electrons instead, the total spin is lowered and
one of the singly occupied orbitals, say φs, is discarded from the Slater determinant.
In the frozen orbital approximation, the energy of the produced (N − 1)-electron
state reads
EsN−1 = EN − Tss −
∑′
k
(
2Jsk −Ksk
)− ∑′′
k
(
Jsk −Ksk
)
, (4.48)
i.e.,
EsN−1 = EN − 〈φs | Fˆ (2) |φs〉. (4.49)
Finally, suppose that we introduce an extra electron in the system, with spin
parallel to the already existing electrons in the open-shell orbitals. A new orbital,
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(a) (b)
Figure 4.1: Orbital energies obtained for a 1 1Bu state in a perfectly dimerised 20-site PPP chain,
considering intrashell operators of the forms (4.52) (a) and (4.53) (b). The model parameters were
chosen as r0 = 1.2 A˚, t0 = 2 eV, U = 4 eV, β = 3, and δ = 0.1, typical of conjugated polymers
[44, 45]. The energies of the singly occupied levels are shown in red.
previously unoccupied, φe, is then added to the wavefunction, whose form remains
that of a single Slater determinant. The shell structure is unchanged, as φe is simply
appended to the singly occupied shell µ = 2. The energy of the (N + 1)-electron
state thus created can be written as
EN+1 = EN + Tee +
∑′
k
(
2Jek −Kek
)
+
∑′′
k
(
Jek −Kek
)
= EN + 〈φe | Fˆ (2) |φe〉.
(4.50)
It is clear from equations (4.47), (4.49) and (4.50) that the choice
Xˆµ =
2 Fˆ
(1) − Fˆ (2) if µ = 1
Fˆ (2) otherwise
(4.51)
leads to an interpretation of the orbital energies for a high-spin multiplet state via
a generalised Koopmans theorem [99], i.e., as approximate ionisation potentials and
electron affinities.
A similar derivation shows that, in the case of an open-shell singlet state, the
same can be achieved by choosing the intrashell operators
Xˆµ =
Fˆ
(1) if µ = 0, 1
Fˆ µ otherwise
. (4.52)
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The orbital energies calculated with the above choice for a 1 1Bu state in a perfectly
dimerised 20-site PPP chain are depicted in figure 4.1(a). Since the PPP Hamil-
tonian (as well as the other pi-electron models discussed in the previous chapter)
exhibits a particle-hole symmetry [45], one would expect the energies to be dis-
placed symmetrically about the midgap. However, as can be seen in the figure, this
is not the case, which possibly indicates a breakdown of the frozen orbital approx-
imation. It is nevertheless convenient to neglect relaxation of the orbitals in the
(N ± 1)-electron states, and work with effective intrashell operators that strictly
enforce particle-hole symmetry. For open-shell singlet states, we suggest using
Xˆµ =
2 Fˆ
(1) − 1
2
(
Fˆ (2) + Fˆ (3)
)
for the valence band (µ = 1, 2)
1
2
(
Fˆ (2) + Fˆ (3)
)
for the conduction band (µ = 0, 3)
. (4.53)
As shown in figure 4.1(b), this choice guarantees the expected symmetry of the
orbital energies and, as such, should be preferred over expression (4.52).
4.3 Overview of self-consistent field algorithms
The numerical solution of the Hartree-Fock equations (4.17) or (4.30) requires the
introduction of known spatial basis functions. Usually, these functions are chosen
as a set of atomic orbitals, {χi}, which we will assume orthonormal. Expanding the
molecular orbitals as a linear combination of atomic orbitals (LCAO),
|φkµ〉 =
∑
i
Cikµ |χi〉, (4.54)
then leads to a set of equations which can be solved for the expansion coefficients,
Cikµ , through standard matrix techniques [90]. For general open-shell states, we
obtain∑
j
Rij Cjkµ = εkµCikµ . (4.55)
The matrix representation of the unified coupling operator can be written explicitly
in the atomic orbitals basis set as
Rij =
∑
µ
∑
k,l
P µikX
µ
kl P
µ
lj +
∑
µ,ν 6=µ
∑
k,l
λµνP µik
(
nµF µkl − nνF νkl
)
P νlj , (4.56)
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with
P µij =
∑
kµ
CikµC
∗
jkµ ,
F µij = T˜ij +
1
2
∑
ν
∑
k,l
nνP νlk
(
2 aµν V˜ikjl − bµν V˜iklj
)
,
(4.57)
and
T˜ij =
∫
χ∗i (r) Tˆ (r) χj (r) dr,
V˜ijkl =
∫
χ∗i (r) χ
∗
j (r
′) Vˆ (r, r′) χk (r) χl (r′) dr dr′.
(4.58)
It is clear that the unified coupling matrix, R, depends on the LCAO coefficients,
via the projector and Fock matrices. Hence, equation (4.55) poses a nonlinear
eigenvalue problem, which must be solved iteratively through a procedure called a
self-consistent field algorithm [90].
The simplest approach is a fixed-point iteration scheme, introduced by Roothaan
[100] and Hall [101]. Within this method, an initial guess for the expansion coef-
ficients (which may be taken as the solution for the case without electron-electron
interactions) is used to build a starting matrixR, which is diagonalised to yield a new
set of LCAO coefficients. A new unified coupling matrix can then be constructed and
diagonalised, and this process is repeated until self-consistency is reached [100, 101].
Since consecutive sets of coefficients may be subject to trivial phase differences, it
is convenient to introduce the density matrix [90],
ρij =
∑
µ
nµP µij =
∑
µ
∑
kµ
nµCikµC
∗
jkµ , (4.59)
to define the stopping criterion. A self-consistent solution is thus said to be obtained
when two successive densities are the same within a specified tolerance.
The Roothaan-Hall method has very slow and unstable convergence properties
[102, 103], and typically works well only for simple cases. Several modifications to
the original iterative procedure have been suggested [98, 104–106] to stabilise and
improve its performance. A simple strategy is to combine consecutive densities, ρk
and ρk+1, according to the damping scheme [104]
ρ˜k+1 = ρk + λ (ρk+1 − ρk), (4.60)
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rather than taking the full fixed-point step, which uses the latest build of the density
matrix. The idea is that if the damping factor, 0 < λ < 1, is sufficiently small, the
iterative sequence can be generated in a more controlled way, thus forcing conver-
gence in some problematic cases [104]. A more general approach in the same spirit is
to introduce intershell damping factors [98], λµν = −λνµ, directly in the definition of
the unified coupling matrix, which justifies the form of expression (4.56). A related
strategy is to exploit the arbitrariness of the intrashell blocks, Xµ, to make sure that
orbitals in different shells are well separated in energy, which can be accomplished
by introducing level-shift parameters [98, 105]. When combined, the damping and
level-shifting techniques can tackle even the most difficult convergence issues, pro-
vided that the damping factors and level-shifters are carefully chosen [98]. On the
downside, such method lacks a systematic way to optimise these parameters, which
can only be found on a trial-and-error basis.
The simple damping scheme of equation (4.60) can be thought of as performing a
sort of extrapolation between two consecutive densities. A natural extension is to use
the information gathered over multiple iteration steps to accelerate the convergence
through a general extrapolation method. The most successful procedure designed
to achieve this is known as direct inversion in the iterative subspace (DIIS) [106].
Central to this approach is the definition of a suitable error vector, ek, for every
iteration k, whose vanishing is a necessary and sufficient convergence condition [106,
107]. A popular choice is the commutator between the unified coupling and density
matrices [106, 107],
ek =
[
Rk,ρk
]
= Rk ρk − ρkRk, (4.61)
which is appropriate for systems where each shell has a unique occupation number.
If this is not the case (e.g., for an open-shell singlet state), a possible choice can be
formed from the intershell blocks of the unified coupling matrix alone [107]. The
DIIS method attempts to find the linear combination of the latest m error vectors
that provides the least-squares approximation to the zero vector [106]. This can be
accomplished through the minimisation of the squared norm
Sm =
∣∣∣∣∣
m∑
k=1
ζk ek
∣∣∣∣∣
2
(4.62)
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Figure 4.2: Flow diagram of the diagonalisation-based self-consistent field algorithms.
with respect to the coefficients ζk, subject to the constraint that they add up to one
[106]:
m∑
k=1
ζk = 1. (4.63)
An extrapolation of the previous m unified coupling matrices,
R˜ =
m∑
k=1
ζkRk, (4.64)
can then be constructed and diagonalised to yield a new set of orbital coefficients,
thus reestablishing the iterative procedure.
The flow diagram of figure 4.2 summarises the methods discussed so far. De-
spite having specific sets of building rules and parameters, they all share a common
structure, which relies on the construction and diagonalisation of the unified coupling
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matrix. An important limitation of such diagonalisation-based techniques is that,
in general, there is no guarantee that the energy will decrease at each iteration.
Such a desirable property can be met through the use of alternative approaches,
which seek to minimise the Hartree-Fock energy (4.19) directly [96, 108, 109]. The
direct (or diagonalisation-free) methods are built on the basis of an exponential
parameterisation of the molecular orbitals, whereby the transformation of a set of
LCAO coefficients into another one is expressed in terms of the exponential of an
anti-Hermitian matrix of orbital rotation (or mixing) parameters, q [96, 108]:
C˜ = C eq, (4.65)
with
q = −q†. (4.66)
The above parameterisation offers a convenient way to work with an independent
set of relevant parameters. As discussed in previous sections, the variational min-
imisation of the energy only requires mixing orbitals that belong to different shells.
In contrast, the mixing parameters associated with rotations between orbitals of the
same shell may be disregarded, since those rotations do not change the electronic
energy. The number of mixing parameters may be further reduced by exploiting
additional symmetries of the molecular orbitals [96, 108, 109]. Such a description
also allows for an easier handling of the orthonormality constraints, since the inde-
pendent parameters are all contained in the upper-right (or lower-left) triangle of
the matrix q.
If the exponential is expanded into a suitably truncated power series, the open-
shell electronic energy (4.19) can be approximated locally by a quadratic surface
[96, 108], whose minimum is then given by the Newton-Raphson equation [91]
q = −B−1 g, (4.67)
where g is the energy gradient in the space of orbital rotation parameters, with
elements given by [96, 108]
giµjν = 2 〈φiµ|nνFˆ ν − nµFˆ µ |φjν 〉, (4.68)
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and B denotes the matrix of second derivatives of the energy with respect to the
mixing parameters, or Hessian. For general open-shell states, the Hessian is also
known analytically [96, 108]. The successive application of equations (4.67) and
(4.65) thus establishes a viable iterative procedure to perform the energy minimisa-
tion, which benefits from a quadratic convergence rate [96, 108]. However, such a
method is impractical for large systems, since the dimension of the Hessian increases
with the size of the basis set, Nbasis, as N
4
basis. It is, therefore, convenient to avoid
the explicit inversion of the Hessian, which can be a costly numerical operation, and
use an approximate inverse matrix instead [96, 109].
The simplest approximation is to set the inverse Hessian to the identity matrix
for every iteration k,
B−1k = I, (4.69)
which forms the basis of the method of steepest descent [91]. A more sophisticated
approach is to use the orbital rotation and gradient information accumulated from
previous iterations to gradually build up an approximation to the inverse Hessian.
The most successful algorithm devised in this spirit relies on the BFGS update
formula [91, 109, 110]
B−1k+1 =
(
I− qk∆g
T
k
∆gTk qk
)
B−1k
(
I− ∆gkq
T
k
∆gTk qk
)
+
qkq
T
k
∆gTk qk
, (4.70)
where
∆gk = gk+1 − gk, (4.71)
and we have taken all matrix elements as real. For large systems, with associated
storage constraints, a good strategy is to consider only the orbital rotations and gra-
dients obtained in the last m iteration steps. Together with the recursive evaluation
of the product of the inverse Hessian and the gradient, this defines a limited-memory
variant [110] of the BFGS method (LBFGS).
Another difficulty with the Newton-Raphson technique is encountered when the
energy is not particularly well approximated by a quadratic function. This is the
typical scenario in electronic structure calculations, especially when dealing with
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Figure 4.3: Flow diagram of the diagonalisation-free self-consistent field algorithms.
excited states [96]. The full Newton step (or quasi-Newton, as it is referred to if
an approximate inverse Hessian is used) often leads outside of the quadratic region,
and divergent behaviour is observed. A simple solution is to take a restricted step
instead [91, 96],
q˜k = sk qk, (4.72)
where the step length, sk, is determined by minimising the energy along the direction
qk, a procedure known as a line search [91]. For best results, an exact line search
should be performed, but other possibilities exist [91]. In this sense, each iteration
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is broken down into two parts. Equation (4.67) first defines a search direction, and
then a step length is computed which decides how far the orbital rotation parameters
should move in that direction. The iteration is completed by using equation (4.65) to
obtain a new set of LCAO coefficients, and the process is repeated until the energy
gradient becomes zero within a specified tolerance. Such is the basic structure of
the diagonalisation-free methods devised to perform the energy minimisation, which
are summarised in the flow diagram of figure 4.3.
The performance of some of the methods discussed in this section is illustrated
in table 4.1, which lists the number of iterations they require to minimise the energy
of several electronic states of relevance in a perfectly dimerised 60-site PPP chain.
As can be seen, all of the techniques are able to successfully reach convergence
for the ground state (1 1Ag), with DIIS proving to be the most efficient algorithm.
It is clear from the table that the diagonalisation-based methods under scrutiny
Table 4.1: Convergence characteristics of different self-consistent field algorithms applied to a
number of electronic states in a perfectly dimerised 60-site PPP chain. The model parameters
were chosen as r0 = 1.2 A˚, t0 = 2 eV, U = 4 eV, β = 3, and δ = 0.1, typical of conjugated
polymers [44, 45]. For every method used, a calculation was considered to be converged when
the Frobenius norm of the difference between consecutive densities was less than 10−8, and was
aborted if convergence was not reached in 5000 iterations (this is indicated by ‘Failed’). Listed are
the number of iterations required to achieve convergence for successful calculations, as well as the
energy, in eV, of the converged state (given in brackets).
State
Roothaan- Damping DIIS Steepest LBFGS
Hall (λ = 0.1) (m = 5) descent (m = 10)
1 1Ag
14 225 10 40 38
(−522.88) (−522.88) (−522.88) (−522.88) (−522.88)
1 2Au Failed Failed
23 382 61
(−522.01) (−522.02) (−522.02)
1 1Bu Failed Failed
36 393 66
(−521.35) (−521.35) (−521.35)
1 3Bu Failed Failed Failed
400 69
(−521.56) (−521.56)
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typically fail to converge when dealing with excited states, with the scenario being
most extreme for the first excited triplet, 1 3Bu. The DIIS scheme provides the
only exceptions to this rule, as it manages to successfully achieve convergence when
applied to the electron-polaron doublet 1 2Au, and to the first excited singlet 1
1Bu
(and does so efficiently), even though it does not necessarily lead to the best overall
solutions. The diagonalisation-free techniques, on the other hand, prove to be very
robust, as they converge for all the states considered. Additionally, they consistently
provide the lowest energy solutions. The BFGS strategy is clearly more efficient than
steepest descent and, as such, should be the preferred method to perform the energy
minimisation.
Chapter 5
Approximate solution of the
time-dependent Schro¨dinger
equation
5.1 Ehrenfest molecular dynamics
The solution of the time-dependent Schro¨dinger equation for a system of inter-
acting electrons and nuclei,
i~
∂
∂t
Ψ
(
r,R, t
)
= Hˆ Ψ
(
r,R, t
)
, (5.1)
is generally a prohibitive task, for which approximate methods are necessary. A
widely used approach is to consider the nuclei as classical particles, governed by
Newton’s laws, while treating the electrons quantum-mechanically [111, 112]. This
section provides a derivation of the working equations of this method, known as
Ehrenfest molecular dynamics.
In principle, Hˆ is the many-body Hamiltonian (3.1), but, in practice, a simplified
form is used instead, as discussed in chapter 3. For the purpose of the following
discussion, we will write
Hˆ = −
∑
α
~2
2Mα
∇2α + Hˆe
(
r,R
)
= −
∑
α
~2
2Mα
∇2α −
∑
i
~2
2me
∇2i + Vˆe
(
r,R
)
,
(5.2)
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where Vˆe
(
r,R
)
gathers all the potential energy terms. The starting point in the
derivation is to decouple the electronic and nuclear degrees of freedom, through the
product ansatz [111, 112]
Ψ
(
r,R, t
)
= Ψe (r, t) Ψn
(
R, t
)
exp
[
i
~
∫ t
t0
E˜e (t
′) dt′
]
, (5.3)
where a suitable phase factor,
E˜e (t) =
∫
Ψ∗e (r, t) Ψ
∗
n
(
R, t
)
Hˆe
(
r,R
)
Ψe (r, t) Ψn
(
R, t
)
dr dR, (5.4)
has been included. Although similar in spirit to the Born-Oppenheimer separation
(3.5), this ansatz differs from the former in that the electronic wavefunction, Ψe (r, t),
is not, in general, an eigenfunction of Hˆe
(
r,R
)
(i.e., the Born-Oppenheimer Hamil-
tonian).
Inserting (5.3) into the time-dependent Schro¨dinger equation, multiplying from
the left with Ψ∗e (r, t) and Ψ
∗
n
(
R, t
)
, integrating over r and R, and imposing energy
conservation, yields [111, 112]
i~
∂Ψe
∂t
= −
∑
i
~2
2me
∇2iΨe +
[ ∫
Ψ∗n
(
R, t
)
Vˆe
(
r,R
)
Ψn
(
R, t
)
dR
]
Ψe,
i~
∂Ψn
∂t
= −
∑
α
~2
2Mα
∇2αΨn +
[ ∫
Ψ∗e (r, t) Hˆe
(
r,R
)
Ψe (r, t) dr
]
Ψn.
(5.5)
This set of coupled equations forms the basis of the time-dependent self-consistent
field method [111, 112]. Both electrons and nuclei evolve according to the laws of
quantum mechanics, in time-dependent effective potentials which are obtained by
averaging over the other type of particles. Hence, the product ansatz (5.3) leads to
a mean-field description of the coupled electron-nuclear dynamics.
To proceed with the derivation, it is necessary to approximate the nuclei as
classical point particles. To this end, we write the nuclear wavefunction, Ψn
(
R, t
)
,
as [111, 112]
Ψn
(
R, t
)
= A
(
R, t
)
exp
[
i
~
S
(
R, t
)]
, (5.6)
where the amplitude, A
(
R, t
)
> 0, and the phase factor, S
(
R, t
)
, can be taken as
real. Substitution into the equation for the nuclear degrees of freedom in the coupled
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system (5.5), leads to a new set of equations in terms of these variables [111, 112]:
∂A
∂t
+
∑
α
1
Mα
∇αA∇αS +
∑
α
1
2Mα
A∇2αS = 0,
∂S
∂t
+
∑
α
1
2Mα
(∇αS)2 + ∫ Ψ∗e HˆeΨe dr = ~2∑
α
1
2Mα
∇2αA
A
.
(5.7)
The first equation simply guarantees that the probability density of the nuclei,∣∣Ψn (R, t)∣∣2 ≡ A2 (R, t), is locally invariant under a flow. However, we are mostly
interested in the equation of motion for S
(
R, t
)
. The right-hand side of this second
equation is proportional to ~2, and thus becomes negligible in the classical limit,
~→ 0:
∂S
∂t
+
∑
α
1
2Mα
(∇αS)2 + ∫ Ψ∗e HˆeΨe dr = 0. (5.8)
The expression that emerges has the form of the Hamilton-Jacobi equation of clas-
sical mechanics [113],
∂S
∂t
+H
(
R,∇S) = 0, (5.9)
where the classical Hamiltonian,
H
(
R,P
)
= T
(
P
)
+ V
(
R
)
, (5.10)
is a function of the nuclear coordinates, R, and their conjugated momenta, defined
as P ≡∇S. The associated Newtonian equations of motion thus read [111–113]
Mα R¨α (t) = F α
(
R (t)
)
= −∇α
∫
Ψ∗e (r, t) Hˆe
(
r,R
)
Ψe (r, t) dr.
(5.11)
The nuclear motion now follows the laws of classical mechanics, with an effective
potential produced by the electrons.
For consistency, the nuclear wavefunction appearing in the equation for the elec-
tronic degrees of freedom in the coupled system (5.5) must be replaced by the nuclear
positions. In this classical limit, a time-dependent wave equation is obtained for the
electrons [111, 112]:
i~
∂
∂t
Ψe (r, t) = Hˆe
(
r,R
)
Ψe (r, t). (5.12)
Chapter 5. Approximate solution of the time-dependent Schro¨dinger equation 65
The above expression, together with (5.11) for the nuclei, describes the self-consistent
evolution of the entire system. The nuclei are considered as classical particles, obey-
ing Newton’s laws, while the electrons are still treated quantum-mechanically.
The set of coupled equations (5.11) and (5.12) forms the basis of the Ehrenfest
molecular dynamics method. Although at the foundation of Ehrenfest molecular
dynamics lies a mean-field approach, transitions between different electronic states
are possible in this formalism [111, 112], which is therefore nonadiabatic. However,
at this level of approximation, not all transitions are properly reproduced; the quan-
tum electron-ion correlation is partially missed, leading to an inadequate description
of nonadiabatic processes governed by spontaneous phonon emission, such as Joule
heating [114]. A more accurate description of the electron-nuclear interaction can be
obtained through a number of alternative approaches, which have been successfully
applied to conjugated polymers [115–117]. These include surface hopping [115] and
quantum dynamical methods, such as correlated electron-ion dynamics [116] and the
hierarchical electron-phonon model of Tamura et al. [117]. Nevertheless, whenever
the quantum nature of the nuclear motion can be safely neglected (as for the object
of this thesis), Ehrenfest molecular dynamics is the method of choice in condensed
phase dynamics because of its efficiency, which enables the study of large systems
over several hundreds (and even thousands) of femtoseconds.
5.2 The multiconfigurational time-dependent
Hartree-Fock approximation
5.2.1 General formalism
If the electronic part of the Hamiltonian only contains one-body operators, as in
the case of the SSH model, the solution of equation (5.12) is trivial (the individual
single-electron wavefunctions evolve independently according to the time-dependent
Schro¨dinger equation). However, when two-body operators are present, such as the
electron-electron interaction terms in the SSH + PPP model, further approxima-
tions are required. This section provides a derivation of the multiconfigurational
Chapter 5. Approximate solution of the time-dependent Schro¨dinger equation 66
time-dependent Hartree-Fock method, which allows for an approximate solution of
the time-dependent Schro¨dinger equation for the electronic degrees of freedom, by
restricting the wavefunction to a specified form. We will focus on the case of general
open-shell states, which are relevant for many physical processes of interest, such as
the dynamics of photoexcitations in molecules.
We start by writing the Hamiltonian describing a system of N interacting elec-
trons in the generalised form [92]
Hˆ =
∑
i,j
Tij cˆ
†
i cˆj +
1
2
∑
i,j,k,l
Vijkl cˆ
†
i cˆ
†
j cˆl cˆk, (5.13)
where cˆ†i (cˆi) creates (annihilates) an electron in the molecular spin-orbital φi, and
Tij =
∫
φ∗i
(
ξ
)
Tˆ
(
ξ
)
φj
(
ξ
)
dξ,
Vijkl =
∫
φ∗i
(
ξ
)
φ∗j
(
ξ′
)
Vˆ
(
ξ, ξ′
)
φk
(
ξ
)
φl
(
ξ′
)
dξ dξ′.
(5.14)
The operators Tˆ and Vˆ gather all the one-electron and electron-electron interactions,
respectively, and ξ = {r, σ} denotes collectively the orbital and spin coordinates of
an electron.
The task of finding an approximate solution to the time-dependent Schro¨dinger
equation (5.12) requires that we specify an ansatz for the electronic wavefunction.
We will assume that this has the form of a superposition of Slater determinants,
|Ψ〉 =
∑
α
Cα |φα1 · · · φαN 〉 ≡
∑
α
Cα |Φα〉, (5.15)
with fixed expansion coefficients, Cα. Although this multiconfigurational form is
quite general, we have in mind a minimal description of the electronic wavefunc-
tion, which retains the smallest possible number of Slater determinants required to
generate an eigenfunction of the spin operator. In this case, the expansion coeffi-
cients are uniquely defined (up to an overall phase factor) and can be regarded as
time-independent. For instance, in a photoexcitation process, absorption of a pho-
ton creates an open-shell singlet state, which can be written as a sum of two Slater
determinants, provided that electron correlation is not too important. The time
evolution of such a state, under a spin-independent Hamiltonian, clearly does not
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introduce a phase difference between the two configurations, in order to preserve the
proper spin symmetry. For this reason, in a minimal model to study the dynamics of
such an excited state, the expansion coefficients can be considered time-independent.
Each configuration in equation (5.15), Φα, is built using N molecular spin-
orbitals, indexed by αi, from the complete set {φj}. Although some orbitals may
not be included in the expansion, the existence of such a complete set can always
be assumed [92]. Our goal is then to derive a set of optimal equations of motion for
the (single-particle) molecular spin-orbitals. Stated in an equivalent way, we wish to
find a single-particle, Hermitian operator, Rˆ, that provides the best self-consistent
approximation to the true evolution of the many-body wavefunction, Ψ:
i~ |Ψ˙〉 ≈ Rˆ |Ψ〉 =
∑
i,j
Rij cˆ
†
i cˆj |Ψ〉, (5.16)
where
Rij =
∫
φ∗i
(
ξ
)
Rˆ
(
ξ
)
φj
(
ξ
)
dξ = i~
∫
φ∗i
(
ξ
)
φ˙j
(
ξ
)
dξ. (5.17)
Note that Rˆ |Ψ〉 is equivalent to a sum over the time derivatives of the single-
particle orbitals. It is clear that this can only provide an approximation to the
true evolution of the many-body wavefunction, since Rˆ is a single-particle operator,
unlike the Hamiltonian (5.13). This is a fundamental consequence of keeping the
coefficients fixed in the wavefunction expansion, which is meant to be highlighted
through the use of the approximation sign in equation (5.16).
The evolution operator Rˆ (and, hence, the optimal equations of motion for the
molecular orbitals) may be found using the Dirac-Frenkel time-dependent variational
principle [89, 90, 118]. In this formalism, the action integral [118]
I
[
Ψ
]
=
∫ t2
t1
〈Ψ|Hˆ − i~ ∂
∂t
|Ψ〉 dt (5.18)
is varied with fixed end points. This procedure yields the variational equation
〈δΨ|
(
Hˆ − i~ ∂
∂t
)
Ψ〉+ 〈
(
Hˆ − i~ ∂
∂t
)
Ψ|δΨ〉 = 0, (5.19)
which must be satisfied for arbitrary variations, δΨ, of the approximate many-
body wavefunction, Ψ. Although equation (5.19) is usually stated directly as the
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Dirac-Frenkel variational principle [89, 90], it should be stressed that the integral
formulation is the more fundamental one, and is required to explain the presence of
the time derivative acting on the bra (in the second term) by partial integration.
To write the variation, let us consider the effect of a small rotation of the or-
thonormal set of molecular orbitals:
|φ′i 〉 =
∑
j
e∆ji |φj 〉. (5.20)
Notice that, since the new orbitals also form an orthonormal set, the matrix of
orbital rotation (or mixing) parameters, ∆, must be anti-Hermitian:
∆ij = −∆∗ji. (5.21)
The transformed wavefunction can be written as
|Ψ′〉 =
∑
α
Cα
∏′
i
cˆ′†i cˆi |Φα〉, (5.22)
where the symbol
∏′
means that the product runs over the subset of spin-orbitals
included in Φα, and cˆ
′†
i creates an electron in the rotated orbital φ
′
i. This operator
can be expressed in the basis of the original orbitals as [92]
cˆ′†i =
∑
j
〈φj |φ′i 〉 cˆ†j, (5.23)
or, since we are considering small rotations,
cˆ′†i ≈
∑
j
(
δji +∆ji
)
cˆ†j. (5.24)
Inserting equation (5.24) into (5.22), we obtain, to first order in ∆,
|Ψ′〉 ≈
∑
α
Cα
[∏′
i
cˆ†i cˆi |Φα〉+
∑′
i
∑
j
∆ji cˆ
†
j cˆi |Φα〉
]
= |Ψ〉+
∑
i,j
∆ji cˆ
†
j cˆi |Ψ〉,
(5.25)
from which we identify
|δΨ〉 =
∑
i,j
∆ji cˆ
†
j cˆi |Ψ〉. (5.26)
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This methodology has the obvious advantage of incorporating the orthonormal-
ity constraints by construction. Furthermore, it provides physical insight into the
structure of the variation, thus facilitating the elimination of redundant parameters,
which is of key importance.
Combining expressions (5.16), (5.19), (5.21) and (5.26), the variational equation
can be recast in the form∑
i,j
∆ij 〈Ψ|
[
Hˆ − Rˆ, cˆ†i cˆj
]|Ψ〉 = 0, (5.27)
or, after inserting the Hamiltonian (5.13) and doing some operator algebra,
∑
i,j
∆ij
{∑
k
[(
Tki −Rki
)
ρ
(1)
kj −
(
Tjk −Rjk
)
ρ
(1)
ik
]
+
+
∑
k,l,m
[
Vklim ρ
(2)
klmj − Vjkml ρ(2)iklm
]}
= 0,
(5.28)
where
ρ
(1)
ij = 〈Ψ| cˆ†i cˆj |Ψ〉,
ρ
(2)
ijkl = 〈Ψ| cˆ†i cˆ†j cˆk cˆl |Ψ〉
(5.29)
denote the one- and two-body reduced density matrices [92, 119], respectively. Equa-
tion (5.28) constitutes the basic working equation of the multiconfigurational time-
dependent Hartree-Fock method. To carry on the derivation of the equations of
motion for the single-particle orbitals, it is necessary to further specify the form of
the one- and two-body reduced density matrices. After discussing the conservation
properties of the method, we will do so for general open-shell states, with the special
cases of closed-shell and open-shell singlet states being treated explicitly.
5.2.2 Conservation properties
In order to obtain proper dynamics, it is crucial that the equations of motion
conserve energy (for time-independent Hamiltonians) and preserve the orthonormal-
ity of the molecular spin-orbitals. To establish energy conservation, we can resort
to the Dirac-Frenkel variational principle directly. In general, we can write [89]
|δΨ〉 = |Ψ˙〉 δt. (5.30)
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Substitution into equation (5.19), yields
〈Ψ˙|Hˆ |Ψ〉+ 〈Ψ|Hˆ |Ψ˙〉 = 0, (5.31)
which shows that energy is conserved throughout the dynamics if the Hamiltonian
is time-independent. The conservation of orthonormality,
d
dt
〈φi |φj 〉 = 〈φ˙i |φj 〉+ 〈φi |φ˙j 〉 = 0, (5.32)
follows trivially from the requirement that the effective single-particle operator Rˆ is
Hermitian, on view of equation (5.17).
5.2.3 Application to a closed-shell singlet state
We now specialise the variational approach of section 5.2.1 to the case of a closed-
shell singlet state and a spin-independent Hamiltonian. The wavefunction takes the
form of a single Slater determinant:
|Ψ〉 = |φ1 φ¯1 φ2 φ¯2 · · · φn φ¯n 〉. (5.33)
In the above expression, φi (φ¯i) denotes a spin-up (spin-down) state and n = N/2.
Spin symmetry suggests the use of a restricted formalism, for which the spin-up and
spin-down states possess the same orbital part. It also suggests that we set
∆iσi,jσj = ∆˜ij δσiσj , (5.34)
thus considering only the mixing between the spatial parts of the molecular spin-
orbitals. The relevant operators are all spin-independent, with matrix elements
satisfying
Tiσi,jσj = T˜ij δσiσj ,
Viσijσj ,kσklσl = V˜ijkl δσiσk δσjσl ,
Riσi,jσj = R˜ij δσiσj ,
(5.35)
where
T˜ij =
∫
φ∗i (r) Tˆ (r) φj (r) dr,
V˜ijkl =
∫
φ∗i (r) φ
∗
j (r
′) Vˆ (r, r′) φk (r) φl (r′) dr dr′,
R˜ij =
∫
φ∗i (r) Rˆ (r) φj (r) dr = i~
∫
φ∗i (r) φ˙j (r) dr,
(5.36)
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and φi now denotes the spatial part of the molecular spin-orbitals alone.
Using the standard rules for the behaviour of creation and annihilation operators
[92], the elements of the one- and two-body reduced density matrices can be easily
computed. The result is
ρ
(1)
iσi,jσj
= δij δσiσj ,
ρ
(2)
iσijσj ,kσklσl
= δil δjk δσiσl δσjσk − δik δjl δσiσk δσjσl ,
(5.37)
when all the indices refer to occupied orbitals, and zero otherwise. Inserting (5.37)
into (5.28), we can write the variational condition as
∑
i,σi
∑′
j,σj
∆iσi,jσj
[(
Tjσj ,iσi−Rjσj ,iσi
)
+
∑′
k,σk
(
Vjσjkσk,iσikσk−Vjσjkσk,kσkiσi
)]−
−
∑′
i,σi
∑
j,σj
∆iσi,jσj
[(
Tjσj ,iσi−Rjσj ,iσi
)
+
∑′
k,σk
(
Vjσjkσk,iσikσk−Vjσjkσk,kσkiσi
)]
=0,
(5.38)
where the symbol
∑′
means that the sum extends only over occupied molecular
orbitals. Performing the summations over spin, with the help of relations (5.34) and
(5.35), yields
∑
i
∑′
j
2 ∆˜ij
[(
T˜ji − R˜ji
)
+
∑′
k
(
2 V˜jkik − V˜jkki
)]−
−
∑′
i
∑
j
2 ∆˜ij
[(
T˜ji − R˜ji
)
+
∑′
k
(
2 V˜jkik − V˜jkki
)]
= 0.
(5.39)
Let us now introduce the (closed-shell) Fock operator [89, 90],
Fˆ = Tˆ +
∑′
k
(
2 Jˆk − Kˆk
)
, (5.40)
where Jˆk and Kˆk are Coulomb and exchange operators [89, 90], already encountered
in the previous chapter. Clearly, we have
F˜ji = 〈φj | Fˆ |φi〉 = T˜ji +
∑′
k
(
2 V˜jkik − V˜jkki
)
, (5.41)
and thus the variational equation can be rewritten as∑
i
∑′
j
2 ∆˜ij
(
F˜ji − R˜ji
)− ∑′
i
∑
j
2 ∆˜ij
(
F˜ji − R˜ji
)
= 0. (5.42)
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Introducing the occupation numbers,
ni =
2 if φi is doubly occupied0 otherwise , (5.43)
it is possible to gather the two terms in equation (5.42):∑
i,j
∆˜ij
[
nj
(
F˜ji − R˜ji
)− ni (F˜ji − R˜ji)]= 0, (5.44)
i.e.,∑
i,j
∆˜ij (nj − ni) 〈φj | Fˆ − Rˆ |φi〉 = 0. (5.45)
Hence, the choice Rˆ = Fˆ satisfies the Dirac-Frenkel variational principle, and the
optimal equations of motion for the spatial part of the single-particle orbitals read
i~ |φ˙i〉 = Fˆ |φi〉, (5.46)
as expected (this is the usual time-dependent Hartree-Fock result [90]). Notice that,
in analogy with the time-independent case, there is a certain degree of arbitrariness
in this choice of the effective single-particle operator Rˆ, since equation (5.45) is
automatically satisfied when ni = nj. Thus, the relevant matrix elements are those
connecting the occupied and virtual subspaces, for which the choice of Rˆ is unique.
5.2.4 Application to an open-shell singlet state
Let us now consider the case of an open-shell singlet state and a spin-independent
Hamiltonian. The spin symmetry arguments of the single-configurational case can
still be invoked, and thus relations (5.34) through (5.36) remain valid. In this case,
the wavefunction is the sum of two Slater determinants,
|Ψ〉 = 1√
2
|φ1 φ¯1 · · · φn−1 φ¯n−1 φv φ¯c 〉+ 1√
2
|φ1 φ¯1 · · · φn−1 φ¯n−1 φc φ¯v 〉
≡ 1√
2
(|Φ1〉+ |Φ2〉), (5.47)
corresponding to a singlet arrangement of a set of n − 1 doubly occupied orbitals
and two singly occupied orbitals, labelled ‘v’ and ‘c’. As before, the elements of the
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one-body reduced density matrix are trivial:
ρ
(1)
iσi,jσj
=
ni
2
δij δσiσj , (5.48)
with the populations
ni =

2 if φi is doubly occupied
1 if φi is singly occupied
0 otherwise
. (5.49)
However, the two-body reduced density matrix possesses a more involved structure,
which we will describe briefly. When all the indices refer to occupied orbitals, its
elements can be written as the sum of two terms (we recall that they are zero
otherwise):
ρ
(2)
iσijσj ,kσklσl
=
1
2
(
γiσijσj ,kσklσl + ζiσijσj ,kσklσl
)
. (5.50)
The first one, given by
γiσijσj ,kσklσl =
(
δil δjk δσiσl δσjσk − δik δjl δσiσk δσjσl
)×
×
[(
1− δiv δσi↓ − δjv δσj↓
)(
1− δic δσi↑ − δjc δσj↑
)
+
+
(
1− δiv δσi↑ − δjv δσj↑
)(
1− δic δσi↓ − δjc δσj↓
)]
,
(5.51)
arises from contributions, such as 〈Φ1 | cˆ†iσi cˆ†jσj cˆkσk cˆlσl |Φ1〉, which are only nonzero
when we annihilate and create the same pair of orbitals. Since each configura-
tion is “missing” two states (φ¯v, φc are not included in Φ1, and φv, φ¯c are not
included in Φ2), some combinations of indices referring to occupied orbitals only
give a partial contribution to the total matrix element, via 〈Φ1 | cˆ†iσi cˆ†jσj cˆkσk cˆlσl |Φ1〉
or 〈Φ2 | cˆ†iσi cˆ†jσj cˆkσk cˆlσl |Φ2〉 (but not both). In equation (5.51), this is accounted for
by the term in square brackets. The second contribution is given by
ζiσijσj ,kσklσl = δiv δjc δσi↑ δσj↓
(
δkv δlc δσk↓ δσl↑ − δkc δlv δσk↑ δσl↓
)
+
+ δic δjv δσi↓ δσj↑
(
δkc δlv δσk↑ δσl↓ − δkv δlc δσk↓ δσl↑
)
+
+ δic δjv δσi↑ δσj↓
(
δkc δlv δσk↓ δσl↑ − δkv δlc δσk↑ δσl↓
)
+
+ δiv δjc δσi↓ δσj↑
(
δkv δlc δσk↑ δσl↓ − δkc δlv δσk↓ δσl↑
)
,
(5.52)
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and arises from the cross terms 〈Φ1 | cˆ†iσi cˆ†jσj cˆkσk cˆlσl |Φ2〉 and 〈Φ2 | cˆ†iσi cˆ†jσj cˆkσk cˆlσl |Φ1〉.
Since the configurations included in the wavefunction differ in two orbitals, namely
the singly occupied ones, these terms are only nonzero when we annihilate the singly
occupied states that appear in one configuration and create the respective states in-
cluded in the other. Equation (5.52) expresses all the allowed ways in which we can
accomplish this.
With these results, the variational equation (5.28) reads
∑
i,j,σi,σj
∆iσi,jσj
[
nj
2
(
Tjσj ,iσi −Rjσj ,iσi
)− ni
2
(
Tjσj ,iσi −Rjσj ,iσi
)]
+
+
∑
i,σi
∑′′′
j,σj
∆iσi,jσj
[∑
k,σk
nk
2
(
Vjσjkσk,iσikσk − Vjσjkσk,kσkiσi
)]−
−
∑′′′
i,σi
∑
j,σj
∆iσi,jσj
[∑
k,σk
nk
2
(
Vjσjkσk,iσikσk − Vjσjkσk,kσkiσi
)]−
− 1
2
∑
i,σi
∑′
j,σj
∆iσi,jσj
[∑′′′
k,σk
(
Vjσjkσk,iσikσk − Vjσjkσk,kσkiσi
)]
+
+
1
2
∑′
i,σi
∑
j,σj
∆iσi,jσj
[∑′′′
k,σk
(
Vjσjkσk,iσikσk − Vjσjkσk,kσkiσi
)]
+
+
1
2
∑
i,σi
[
∆iσi,v↑
(
Vv↑c↓,iσic↓ − Vc↓v↑,iσic↓ + Vc↑v↓,iσic↓ − Vv↓c↑,iσic↓
)
+
+∆iσi,v↓
(
Vv↓c↑,iσic↑ − Vc↑v↓,iσic↑ + Vc↓v↑,iσic↑ − Vv↑c↓,iσic↑
)
+
+∆iσi,c↑
(
Vc↑v↓,iσiv↓ − Vv↓c↑,iσiv↓ + Vv↑c↓,iσiv↓ − Vc↓v↑,iσiv↓
)
+
+∆iσi,c↓
(
Vc↓v↑,iσiv↑ − Vv↑c↓,iσiv↑ + Vv↓c↑,iσiv↑ − Vc↑v↓,iσiv↑
)]−
− 1
2
∑
j,σj
[
∆v↑,jσj
(
Vjσjc↓,v↑c↓ − Vjσjc↓,c↓v↑ + Vjσjc↓,c↑v↓ − Vjσjc↓,v↓c↑
)
+
+∆v↓,jσj
(
Vjσjc↑,v↓c↑ − Vjσjc↑,c↑v↓ + Vjσjc↑,c↓v↑ − Vjσjc↑,v↑c↓
)
+
+∆c↑,jσj
(
Vjσjv↓,c↑v↓ − Vjσjv↓,v↓c↑ + Vjσjv↓,v↑c↓ − Vjσjv↓,c↓v↑
)
+
+∆c↓,jσj
(
Vjσjv↑,c↓v↑ − Vjσjv↑,v↑c↓ + Vjσjv↑,v↓c↑ − Vjσjv↑,c↑v↓
)]
= 0,
(5.53)
where the symbol
∑′′′
means that the sum runs over both doubly and singly oc-
cupied molecular orbitals (but not empty ones), and
∑′
is used for sums which
extend only over singly occupied orbitals. Using the identities (5.34) and (5.35) to
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perform the summations over spin, yields
∑
i,j
∆˜ij
[
nj
(
T˜ji − R˜ji
)− ni (T˜ji − R˜ji)]+
+
∑
i
∑′′′
j
∆˜ij
∑
k
nk
(
2 V˜jkik − V˜jkki
)−
−
∑′′′
i
∑
j
∆˜ij
∑
k
nk
(
2 V˜jkik − V˜jkki
)−
−
∑
i
∑′
j
∆˜ij
∑′′′
k
(
2 V˜jkik − V˜jkki
)
+
+
∑′
i
∑
j
∆˜ij
∑′′′
k
(
2 V˜jkik − V˜jkki
)
+
+
∑
i
[
∆˜iv
(
V˜vcic + V˜vcci
)
+ ∆˜ic
(
V˜cviv + V˜cvvi
)]−
−
∑
j
[
∆˜vj
(
V˜jcvc + V˜jccv
)
+ ∆˜cj
(
V˜jvcv + V˜jvvc
)]
= 0.
(5.54)
Explicitly separating the sums that run over all occupied states into contributions
from orbitals with double and single occupancies, and collecting similar terms, we
obtain∑
i,j
∆˜ij
[
nj
(
T˜ji − R˜ji
)− ni (T˜ji − R˜ji)]+
+
∑
i
{∑′′
j
∆˜ij
∑
k
nk
(
2 V˜jkik − V˜jkki
)
+
+
∑′
j
∆˜ij
[∑′′
k
(
2 V˜jkik − V˜jkki
)
+
+
∑′
k
(
V˜jkik + V˜jkki
)(
1− δjk
)]}−
−
∑
j
{∑′′
i
∆˜ij
∑
k
nk
(
2 V˜jkik − V˜jkki
)
+
+
∑′
i
∆˜ij
[∑′′
k
(
2 V˜jkik − V˜jkki
)
+
+
∑′
k
(
V˜jkik + V˜jkki
)(
1− δik
)]}
= 0,
(5.55)
where the symbol
∑′′
means that the sum extends only over doubly occupied
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molecular orbitals. Equivalently,∑
i,j
∆˜ij
[
nj
(
T˜ji − R˜ji
)− ni (T˜ji − R˜ji)]+
+
∑
i
{∑′′
j
∆˜ij nj
[
1
2
∑
k
nk
(
2 V˜jkik − V˜jkki
)]
+
+
∑′
j
∆˜ij nj
[
1
2
∑′′
k
nk
(
2 V˜jkik − V˜jkki
)
+
+
1
2
∑′
k
nk
(
2 V˜jkik + 2 V˜jkki
)(
1− δjk
)]}−
−
∑
j
{∑′′
i
∆˜ij ni
[
1
2
∑
k
nk
(
2 V˜jkik − V˜jkki
)]
+
+
∑′
i
∆˜ij ni
[
1
2
∑′′
k
nk
(
2 V˜jkik − V˜jkki
)
+
+
1
2
∑′
k
nk
(
2 V˜jkik + 2 V˜jkki
)(
1− δik
)]}
= 0,
(5.56)
where we have conveniently introduced some occupation numbers.
It is clear from the form of equation (5.56) the emergence of Fock-like operators
which depend on the orbital occupation, in contrast with the case of a single Slater
determinant. Specifically, all the doubly occupied orbitals possess the same Fock
operator, whereas each singly occupied orbital has its own. Gathering groups of
orbitals with the same Fock operator in a shell, labelled by µ, ν, . . . , we can rewrite
equation (5.56) as∑
µ,ν
∑
iµ,jν
∆˜iµjν 〈φjν |nνFˆ ν − nµFˆ µ − (nν − nµ) Rˆ |φiµ〉 = 0, (5.57)
where iµ runs over orbitals of shell µ, n
µ = 0, 1, 2 denotes the occupation number of
an orbital in shell µ, and the Fock operator for shell µ (µ 6= 0) is given by
Fˆ µ = Tˆ +
1
2
∑
ν
∑
jν
nν
(
2 Jˆjν − bµνKˆjν
)
, (5.58)
with
b =

1 1 1
1 2 −2
1 −2 2
 , (5.59)
Chapter 5. Approximate solution of the time-dependent Schro¨dinger equation 77
where we adopted the conventional ordering [94–96], in which µ = 1 labels the
doubly occupied shell, and µ = 2, 3 refer to the singly occupied ones. Notice that
we also consider the subspace of unoccupied orbitals as a proper shell (labelled by
µ = 0), even though its Fock operator is undefined (this is, however, irrelevant since
it is always premultiplied by zero), and therefore this shell is not included in the
definition of b given above.
From (5.57), we can see that mixing orbitals that belong to the same shell does
not lead to any change in the variational quantity, and thus the terms with µ =
ν can be safely disregarded. Equivalently, as already encountered in the single-
configurational case, there is a gauge freedom to choose the matrix elements of Rˆ
within the subspaces spanned by each shell. For simplicity, these will be set to zero.
Additionally, the contributions which arise from mixing orbitals of different shells,
but with the same occupation number, in general differ from zero regardless of the
choice of the operator Rˆ. Hence, the corresponding orbital rotation parameters must
be set to zero in order to satisfy the variational principle. This is consistent with
neglecting two-electron processes which change the shell structure, and can only be
described using a formalism with time-dependent expansion coefficients.
With the above considerations, the variational equation reduces to∑
µ,ν
(nµ 6=nν)
∑
iµ,jν
∆˜iµjν 〈φjν |nνFˆ ν − nµFˆ µ − (nν − nµ) Rˆ |φiµ〉 = 0, (5.60)
which suggests that we set
Rˆ =
∑
µ,ν
(nµ 6=nν)
Pˆ ν
nνFˆ ν − nµFˆ µ
nν − nµ Pˆ
µ, (5.61)
where Pˆ µ is a projector onto the subspace spanned by shell µ:
Pˆ µ =
∑
iµ
|φiµ〉〈φiµ|. (5.62)
Clearly, this choice satisfies the Dirac-Frenkel variational principle. The optimal
equations of motion for the spatial part of the single-particle orbitals thus read
i~ |φ˙iµ〉 =
∑
ν,λ
(nν 6=nλ)
Pˆ λ
nλFˆ λ − nνFˆ ν
nλ − nν Pˆ
ν |φiµ〉. (5.63)
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5.2.5 Application to general open-shell states
We now turn to general open-shell states, within a spin-restricted formalism.
These are characterised by the one- and two-body reduced density matrices
ρ
(1)
iµσiµ ,jνσjν
=
nµ
2
δiµjν δσiµσjν ,
ρ
(2)
iµσiµjνσjν ,kλσkλ lκσlκ
=
nµnν
12
[(
4 aµν − bµν)(δiµlκ δjνkλ δσiµσlκδσjνσkλ−
− δiµkλ δjν lκ δσiµσkλδσjνσlκ
)
+
+ 2
(
aµν − bµν)(δiµkλ δjν lκ δσiµσlκδσjνσkλ−
− δiµlκ δjνkλ δσiµσkλδσjνσlκ
)]
,
(5.64)
where, as discussed in the previous chapter, the state parameters
aµν = aνµ,
bµν = bνµ
(5.65)
depend on the particular form of the wavefunction [94–96], which in general is a
sum of many Slater determinants. Equation (5.64) leads to the energy expression
E =
∑
µ
∑
iµ
nµ T˜iµiµ +
1
4
∑
µ,ν
∑
iµ,jν
nµnν
(
2 aµν J˜iµjν − bµνK˜iµjν
)
, (5.66)
which is the more familiar way to define a general open-shell state [94–96]. Notice
that the closed-shell and open-shell singlet states of the previous sections are special
cases of this broad definition. For a closed-shell singlet state there is only one
occupied shell, and the state parameters read a = b = 1. As we have already seen,
in the case of an open-shell singlet state there are three shells, b is given by (5.59),
and
a =

1 1 1
1 1 1
1 1 1
 . (5.67)
As discussed in the previous chapter, many other important electronic states of
atoms and molecules fall into this category. Most notably, it includes all possible
spin-adapted states that can be obtained from a specific electronic configuration
[94–96].
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To derive the optimal equations of motion for the single-particle orbitals, we now
proceed as in the previous sections. Inserting (5.64) into the variational equation
(5.28), yields
∑
µ,ν
∑
iµ,jν
∑
σiµ ,σjν
∆iµσiµ ,jνσjν
{
nν − nµ
2
(
Tjνσjν ,iµσiµ−Rjνσjν ,iµσiµ
)
+
+ nν
∑
λ,kλ,σkλ
nλ
12
[(
4 aνλ − bνλ)(Vjνσjν kλσkλ ,iµσiµkλσkλ− Vjνσjν kλσkλ ,kλσkλ iµσiµ)+
+ 2
(
aνλ − bνλ)(Vjνσkλkλσjν ,kλσkλ iµσiµ− Vjνσkλkλσjν ,iµσiµkλσkλ)]−
− nµ
∑
λ,kλ,σkλ
nλ
12
[(
4 aµλ − bµλ)(Vjνσjν kλσkλ ,iµσiµkλσkλ− Vjνσjν kλσkλ ,kλσkλ iµσiµ)+
+ 2
(
aµλ − bµλ)(Vjνσjν kλσkλ ,kλσiµ iµσkλ− Vjνσjν kλσkλ ,iµσkλkλσiµ)]
}
= 0.
(5.68)
Summing over spin, with the help of relations (5.34) and (5.35), we obtain
∑
µ,ν
∑
iµ,jν
∆˜iµjν
{
nν
(
T˜jν iµ − R˜jν iµ
)− nµ(T˜jν iµ − R˜jν iµ)+
+ nν
[
1
2
∑
λ
∑
kλ
nλ
(
2 aνλ V˜jνkλiµkλ − bνλ V˜jνkλkλiµ
)]−
− nµ
[
1
2
∑
λ
∑
kλ
nλ
(
2 aµλ V˜jνkλiµkλ − bµλ V˜jνkλkλiµ
)]}
= 0,
(5.69)
i.e.,
∑
µ,ν
∑
iµ,jν
∆˜iµjν 〈φjν |nνFˆ ν − nµFˆ µ − (nν − nµ) Rˆ |φiµ〉 = 0, (5.70)
where the Fock operator for shell µ (µ 6= 0) takes the generalised form
Fˆ µ = Tˆ +
1
2
∑
ν
∑
jν
nν
(
2 aµν Jˆjν − bµνKˆjν
)
. (5.71)
As before, in order to satisfy the Dirac-Frenkel variational principle it is necessary
to zero the mixing parameters between orbitals of different shells, but with the same
occupation number. Also, the terms with µ = ν may be ignored, as they do not
change the variational quantity (again, we will use this gauge freedom to set the
matrix elements of Rˆ within each shell subspace to zero). We are, thus, lead to the
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choice
Rˆ =
∑
µ,ν
(nµ 6=nν)
Pˆ ν
nνFˆ ν − nµFˆ µ
nν − nµ Pˆ
µ, (5.72)
and the optimal equations of motion for the spatial part of the single-particle orbitals
have the form of equation (5.63), with the Fock operators given by (5.71).
5.2.6 Computational cost
We conclude this chapter with a discussion of the cost of the numerical imple-
mentation of the proposed scheme. In all the applications we envisage, the number
of occupied shells, Nshells, will be fixed by the spin symmetry, independent of system
size, and in addition will be much lower than the size of the basis set, Nbasis. This is
typically the case when only a few configurations are included in the wavefunction
expansion, e.g., for an open-shell singlet state. In such a case, the computational
bottleneck lies in the calculation of the two-electron Coulomb and exchange terms
required to build the matrix form of the Fock operators, exactly as in the time-
dependent Hartree-Fock method. The formal scaling is NshellsN
4
basis, since the total
number of two-electron integrals increases as N4basis and Nshells different Fock op-
erators must be constructed. If semiempirical parameters are used instead, the
numerical effort can be more favourable, of the order of N3basis. In the limit of
Nshells  Nbasis, the proposed method requires only a few more matrix multiplica-
tions than the time-dependent Hartree-Fock method, and thus exhibits a comparable
computational cost.
This has to be contrasted to the case of a complete active space expansion with
time-dependent coefficients [120–124], for which the computational cost is exponen-
tial in the number of electrons, and thus quite rapidly becomes prohibitive as the
number of degrees of freedom increases. In many processes of interest, the descrip-
tion of electron correlation effects does not require the level of accuracy inherent
to a multiconfigurational method for a large wavefunction expansion with time-
dependent coefficients, and the essential physics is well described in terms of simple
spin-adapted states, for which the expansion coefficients can be regarded as time-
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independent. In such cases, the method devised in the previous section for general
open-shell states offers an attractive alternative. Strictly speaking, the description
of several important two-electron processes, such as those governing exciton trans-
fer between molecules [66], requires a formalism with time-dependent coefficients
(although not necessarily a large number of configurations). Within the proposed
scheme, this is only accounted for in a mean-field way. The advantage is, of course,
that it is designed to treat the dynamics of excited electronic states at a compu-
tational cost comparable to that of the time-dependent Hartree-Fock method, thus
allowing for the study of large systems of interacting electrons.
Part III
Applications
Chapter 6
Dynamics of photoexcitations in
single cis-polyacetylene chains
6.1 Equations of motion
In this chapter, we investigate the effect of electron-electron interactions on the
dynamics of low-lying excitations in single cis-polyacetylene chains. The formalism
discussed in the previous chapter is applied to a linear chain with N sites and fixed
ends, described by model Hamiltonians with and without Coulomb interactions. In
general, we write
Hˆ =−
∑
i,σ
ti
(
cˆ†iσ cˆi+1,σ + cˆ
†
i+1,σ cˆiσ
)
+ U
∑
i
(
nˆi↑ − 1
2
)(
nˆi↓ − 1
2
)
+
+
1
2
∑
i,j 6=i
vij (nˆi − 1) (nˆj − 1) + 1
2M
∑
i
p2i +
K
2
∑
i
(ui+1 − ui)2,
(6.1)
with
ti = t0 − α (ui+1 − ui) + (−1)i+1 te,
vij =
U√
1 + (β rij/r0)2
,
(6.2)
which is just the SSH + PPP model, as defined by equation (3.25). If we set U = 0,
this reduces to the SSH model (3.24).
The force on atom k, k = 2, . . . , N − 1 (we recall that atoms 1 and N are kept
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fixed), is a sum of electronic and nuclear contributions:
Fk ≡ F (e)k + F (n)k = −
∂
∂uk
Ve − ∂
∂uk
Vn, (6.3)
where Ve is the open-shell electronic energy, of the form (5.66), and
Vn =
K
2
∑
i
(ui+1 − ui)2 + 1
2
∑
i,j 6=i
vij. (6.4)
Let us consider the nuclear contribution first. We have
F
(n)
k = −K
∑
i
(ui+1 − ui) ∂
∂uk
(ui+1 − ui)− 1
2
∑
i,j 6=i
∂vij
∂rij
∂rij
∂uk
. (6.5)
The distance between sites i and j is given by
rij = |ri − rj| =
ri − rj if i > jrj − ri otherwise , (6.6)
where
ri = (i− 1) r0 + ui. (6.7)
Hence, we find
∂rij
∂uk
=
δik − δjk if i > jδjk − δik otherwise , (6.8)
and the nuclear contribution to the force reads
F
(n)
k =−K
∑
i
(ui+1 − ui)
(
δi+1,k − δik
)−
− 1
2
∑
i
[∑
j<i
∂vij
∂rij
(
δik − δjk
)
+
∑
j>i
∂vij
∂rij
(
δjk − δik
)]
.
(6.9)
From (6.2), we obtain
∂vij
∂rij
= − (β/r0)
2 rij
1 + (β rij/r0)2
vij, (6.10)
which leads to the final result
F
(n)
k = K (uk+1 + uk−1 − 2uk)−
∑
i
dik, (6.11)
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with
dik =
(β/r0)
2 (ri − rk)
1 + (β rik/r0)2
vik. (6.12)
Let us now turn to the electronic contribution to the force. Writing the molecular
orbitals, φkµ , as a superposition of atomic orbitals, χi,
|φkµ〉 =
∑
i
Cikµ |χi〉, (6.13)
and making use of (3.17) and (3.18), we can recast the electronic energy for a general
open-shell state in the form
Ve =−
∑
µ
∑
i
nµ
[
P µii
(
U
2
+
∑
j 6=i
vij
)
+ P µi+1,i ti + P
µ
i−1,i ti−1
]
+
+
1
4
∑
µ,ν
∑
i,j
nµnν
(
2 aµνP µii P
ν
jj − bµνP µji P νij
)
vij,
(6.14)
where
P µij =
∑
kµ
CikµC
∗
jkµ (6.15)
denotes an element of the projector onto shell µ, in the atomic orbitals basis set.
In principle, the implicit dependence of the expansion coefficients on the lattice
displacements should be taken into account when computing the gradient of (6.14).
However, this may be safely disregarded, since for any real parameter, x (t),
〈 ∂Ψ
∂x
|Hˆe |Ψ〉+ 〈Ψ|Hˆe | ∂Ψ
∂x
〉 = 1
x˙
(
〈Ψ˙|Hˆe |Ψ〉+ 〈Ψ|Hˆe |Ψ˙〉
)
= 0, (6.16)
as it follows from the Dirac-Frenkel time-dependent variational principle (see section
5.2.2). Thus, we have
∇n〈Ψ|Hˆe |Ψ〉 = 〈Ψ|∇nHˆe |Ψ〉, (6.17)
which is analogous to the Hellmann-Feynman theorem [90]. Using the above expres-
sion, the electronic contribution to the force reads
F
(e)
k =
∑
µ
∑
i
nµ
[
P µii
∑
j 6=i
∂vij
∂rij
∂rij
∂uk
+ P µi+1,i
∂ti
∂uk
+ P µi−1,i
∂ti−1
∂uk
]
−
− 1
4
∑
µ,ν
∑
i,j
nµnν
(
2 aµνP µii P
ν
jj − bµνP µji P νij
) ∂vij
∂rij
∂rij
∂uk
.
(6.18)
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From (6.2), we find
∂ti
∂uk
= α
(
δik − δi+1,k
)
, (6.19)
which, together with the identities (6.8) and (6.10), leads to
F
(e)
k =
∑
µ
nµ
[∑
i
(
P µii + P
µ
kk
)
dik + 2α
(
ReP µk,k+1 − ReP µk,k−1
)]−
− 1
2
∑
µ,ν
nµnν
∑
i
[
aµν
(
P µii P
ν
kk + P
µ
kk P
ν
ii
)− bµνRe (P µki P νik)]dik. (6.20)
Adding the contributions (6.11) and (6.20), we obtain for the total force:
Fk =
∑
µ
nµ
[∑
i
(
P µii + P
µ
kk
)
dik + 2α
(
ReP µk,k+1 − ReP µk,k−1
)]−
− 1
2
∑
µ,ν
nµnν
∑
i
[
aµν
(
P µii P
ν
kk + P
µ
kk P
ν
ii
)− bµνRe (P µki P νik)]dik+
+K (uk+1 + uk−1 − 2uk)−
∑
i
dik.
(6.21)
Setting U = 0, yields the expression for the special case of the SSH model:
Fk = 2α (Re ρk,k+1 − Re ρk,k−1) +K (uk+1 + uk−1 − 2uk), (6.22)
where we have introduced the density matrix [90],
ρij =
∑
µ
nµP µij =
∑
µ
∑
kµ
nµCikµC
∗
jkµ . (6.23)
In either case, the lattice displacements obey the equations of motion
M u¨k = Fk, (6.24)
for k = 2, . . . , N − 1.
As discussed in the previous chapter, the solution of the time-dependent wave
equation for the electronic degrees of freedom, in the case of the SSH + PPPmodel, is
provided by the multiconfigurational time-dependent Hartree-Fock approximation.
Using (6.13), the optimal equations of motion (5.63) can be written in terms of the
LCAO coefficients, Cikµ :
i~ C˙ikµ =
∑
j
Rij Cjkµ , (6.25)
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with
Rij =
∑
µ,ν
(nµ 6=nν)
∑
k,l
P νik
nνF νkl − nµF µkl
nν − nµ P
µ
lj . (6.26)
The Fock matrix for shell µ is expressed in the atomic orbitals basis set as
F µij =−
[
U
2
+
∑
k 6=i
vik
]
δij − ti δi+1,j − ti−1 δi−1,j +
+
[∑
ν
∑
k
nν aµνP νkk vik
]
δij − 1
2
∑
ν
nν bµνP νij vij,
(6.27)
where we have used (3.17) and (3.18).
In contrast, for the SSH model, equation (5.12) can be solved exactly, since the
Hamiltonian only involves one-body operators. In this case, the equations of motion
for the LCAO coefficients read [43]
i~ C˙ijµ = − tiCi+1,jµ − ti−1Ci−1,jµ . (6.28)
In both cases, the resulting coupled sets of differential equations can be efficiently
integrated numerically using, e.g., an eighth-order Runge-Kutta method with adap-
tive step-size control, due to Dormand and Prince [125].
It is also instructive to consider the presence of an external electric field, f (t),
which, in the dipole approximation, is assumed to be constant over the entire chain,
thus coupling to the total dipole moment [50]:
Hˆ ′ (t) = Hˆ + Hˆext (t), (6.29)
with
Hˆext (t) = e f (t)
∑
i
ri (nˆi − 1). (6.30)
From (6.30), it is straightforward to include the field contribution on the force on
atom k:
F ′k = Fk + e f (t) (1− ρkk). (6.31)
Moreover, since Hˆext (t) only contains one-body operators, the modifications to the
equations of motion for the electronic degrees of freedom are also trivial. For the
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SSH + PPP model, the Fock matrices are simply augmented with a diagonal term,
F µ′ij = F
µ
ij + e f (t) ri δij, (6.32)
while, for the SSH model, equation (6.28) is replaced by
i~ C˙ijµ = − tiCi+1,jµ − ti−1Ci−1,jµ + e f (t) riCijµ . (6.33)
6.2 Model parameterisation
The various parameters used in the calculations are chosen so as to model cis-
polyacetylene. This is typically accomplished through a fitting procedure aimed
at reproducing certain experimentally observed quantities, such as the optical gap,
Eg = 1.8 eV, band width, W = 10 eV, and ground state dimerisation, δ = 0.05 A˚
[44, 45]. For the special case of the SSH model, the best choice has been widely re-
ported in the literature [43–45] (see table 6.1). However, when Coulomb interactions
are included, the choice is less consensual [45, 126–128], which led us to perform our
own parameterisation of the SSH + PPP model.
To this end, we first restricted the parameter space to the set {t0, α, U, β}, by
keeping the remaining parameters fixed at their SSH values. The motivation behind
this methodology is twofold. First, since the SSH and SSH + PPP models only
Table 6.1: Model parameters appropriate for cis-polyacetylene.
Parameter SSH model SSH + PPP model
r0, A˚ 1.22 1.22
K, eV A˚
−2
21 21
M, eV fs2 A˚
−2
1349.14 1349.14
α, eV A˚
−1
4.1 3.2
t0, eV 2.5 2.1
te, eV 0.05 0.05
U, eV – 4.1
β – 3.4
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Figure 6.1: Schematic representation of the potential energy surfaces involved at each step of
the iterative procedure developed for the parameterisation of the SSH + PPP model. The band
width and dimerisation are computed at the ground state minimum, E11Ag (q
′), the optical gap
is given by Eg = E11Bu(q
′) − E11Ag (q′), and the exciton singlet-triplet splitting is calculated as
∆ =
[
E11Bu(q
′′)−E11Ag (q′′)
]− [E13Bu(q′′′)−E11Ag (q′′′)]. Note that the coordinate sets q′, q′′, and
q′′′ are found by geometry optimisation.
differ in their electronic parts, it is logical to take the same values for K and M in
both cases. Second, we found that the effect of te on the investigated quantities is
similar in both models, and thus it is reasonable to keep this parameter fixed. An
initial guess for the varying parameters was then iteratively improved, using Powell’s
direction set method [91], until a good agreement between the predictions of both
models for the optical gap, band width, and ground state dimerisation (for a given
chain length) was reached. To avoid falling in the SSH minimum (i.e., U = 0), we
also fitted the experimentally observed value for the exciton singlet-triplet splitting,
∆ = 0.7 eV [129], a quantity that is only nonzero when Coulomb interactions are
included. As depicted in figure 6.1, each step of the iteration process requires the
calculation of six points in some fairly complicated potential energy surfaces, which
renders this approach computationally demanding. For this reason, we were only
able to consider rather small chains, with N = 40 and 60. We found that the pa-
rameters listed in table 6.1 bring all the investigated quantities to within 10% of the
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expected values. Although the parameters used throughout the calculations only ap-
ply to cis-polyacetylene, the results of the following sections should be qualitatively
valid for other conjugated polymers with nondegenerate ground states.
6.3 Dynamics of the 1 1Bu photoexcited state
We now specialise to the case of a 1 1Bu photoexcited state. Initially, the ionic
momenta are set to zero, and the displacements are chosen so as to minimise the
ground state potential energy. This is achieved using the BFGS method [91]. Notice
that the electronic subproblem requires a self-consistent field calculation to be per-
formed at each iteration (for the SSH model, this is replaced by the diagonalisation
of the Hamiltonian matrix). As discussed in chapter 4, we found that a limited-
memory variant of the BFGS strategy [110] with exact line searches, based on an
exponential parameterisation of the wavefunction [96], is appropriate for general
open-shell states. A HOMO→ LUMO excitation (or simply 1→ 1, in the notation
in which the energy levels are counted downwards from the top of the valence band,
and upwards from the bottom of the conduction band) is then set up, which requires
an additional self-consistent field run in order to obtain the LCAO orbital coeffi-
cients at t = 0. In the special case of the SSH model, this only involves changing
the orbital occupation numbers accordingly, since the single-particle wavefunctions
take the same form as in the ground state. The initial conditions thus obtained are
then propagated by numerical integration of the equations of motion, as discussed
in section 6.1.
Figure 6.2 shows the time evolutions of the staggered bond order parameter, or
dimerisation [43, 44],
δi =
(−1)i+1
4
(ui+1 + ui−1 − 2ui), (6.34)
calculated for a 200-site cis-polyacetylene chain, considering both the SSH and SSH
+ PPP models. As can be seen, the results are qualitatively similar, with the lattice
relaxing to form a single local deformation in both cases. There is an almost periodic
behaviour, with alternating peaks and troughs, which corresponds to a continuous
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(a) (b)
(c) (d)
Figure 6.2: Side [(a) and (b)] and top [(c) and (d)] views of the time evolutions of the dimerisation
pattern, obtained for a 1 1Bu photoexcited state in a 200-site cis-polyacetylene chain, considering
the SSH [(a) and (c)] and SSH + PPP [(b) and (d)] models.
(a) (b)
Figure 6.3: Snapshots of the dimerisation pattern at t = 120 fs (a valley region in figure 6.2),
obtained for a 1 1Bu photoexcited state in a 200-site cis-polyacetylene chain, considering the SSH
(a) and SSH + PPP (b) models.
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interchange of the positions of the single and double bonds at the middle of the
chain (i.e., an oscillation between the A and B phases). This is most extreme in the
SSH case, for which the dimerisation pattern in the valley regions exhibits two small
split peaks rather than a single one. In contrast, by including Coulomb interactions
this dynamical process is somewhat suppressed, particularly at later times. Indeed,
as shown more clearly in figure 6.3, the single peak profile is preserved, and the
dimerisation at the centre of the chain is not as low. It is also clear from figure
6.2 that the elapsed time between peaks is shorter for the SSH + PPP model,
suggesting that Coulomb interactions have the effect of promoting the creation of
the local deformation. Moreover, while the peaks are of comparable width (at half
maximum) for both models, they are accompanied by “tails” which extend over
many more lattice sites in the SSH case. Hence, adding Coulomb interactions results
in the formation of a more localised region of lattice distortion.
In order to gain further insight into the nature of the 1 1Bu photoexcited state,
it is instructive to investigate the time evolution of the energies and occupation
numbers for the instantaneous adiabatic single-particle orbitals, ϕi. Notice that the
occupation numbers can vary, in contrast to the time-evolving orbitals, φiµ . For the
SSH model, this amounts to diagonalising the electronic part of the Hamiltonian at
selected times, whereas, for the SSH + PPP model, it is necessary to minimise the
electronic energy (6.14) through the self-consistent field procedure. In this case, we
define the “orbital energies” as the matrix elements
εi =
〈ϕi |2 Fˆ
(1) − 1
2
(
Fˆ (2) + Fˆ (3)
)|ϕi〉 for the valence band
〈ϕi | 12
(
Fˆ (2) + Fˆ (3)
)|ϕi〉 for the conduction band , (6.35)
which are conveniently distributed symmetrically about the midgap, as discussed in
chapter 4. Having found the instantaneous eigenstates, their occupation numbers
can be calculated as [50]
pi =
∑
µ
∑
jµ
nµ
∣∣〈ϕi |φjµ〉∣∣2. (6.36)
Figure 6.4 shows the time evolutions of the energies of the instantaneous eigen-
functions near the band edges, calculated for a 200-site cis-polyacetylene chain, both
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(a) (b)
Figure 6.4: Time evolutions of the energies of the instantaneous adiabatic orbitals (close to the band
edges), obtained for a 1 1Bu photoexcited state in a 200-site cis-polyacetylene chain, considering
the SSH (a) and SSH + PPP (b) models. The energies of the gap states are shown in red.
(a) (b)
Figure 6.5: Time evolutions of the occupation numbers of the instantaneous adiabatic orbitals,
obtained for a 1 1Bu photoexcited state in a 200-site cis-polyacetylene chain, considering the SSH
(a) and SSH + PPP (b) models. The occupancies of the gap states are shown in red.
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with and without Coulomb interactions. As for the dimerisation patterns, the re-
sults are qualitatively similar, exhibiting two states which oscillate back and forth,
splitting from the bands and entering the gap, where they become localised. It is
noteworthy that there is a direct correspondence between the time instants at which
those two states are deep within the gap in figure 6.4, and the instants at which
the peaks in the dimerisation patterns reach their maximum amplitude in figure 6.2.
It is clear from figure 6.4 that the period between oscillations is much shorter in
the SSH + PPP case, corroborating the important role of Coulomb interactions in
promoting localisation. As shown in figure 6.5, the occupancies of the gap states are
always close to one. All these results constitute a signature of an electron-hole pair,
trapped in the region of lattice distortion. Therefore, within both the SSH and SSH
+ PPP models, the 1 1Bu photoexcited state corresponds to a polaron-exciton.
6.4 Dynamics of the 2 1Bu photoexcited state
Let us now consider the case of a 2 1Bu photoexcited state. The initial conditions
are prepared as described in the previous section, with the difference that in this
case a HOMO − 1 → LUMO + 1 (or 2 → 2) excitation is created instead. The
dimerisation patterns obtained for a 200-site cis-polyacetylene chain, through the
numerical integration of the equations of motion for the SSH and SSH + PPP
models, are shown in figure 6.6. As can be seen, in this case the lattice relaxes
to form two separated local deformations rather than a single one. Similarly to
what was observed for the 1 1Bu photoexcited state, there is a dynamical oscillation
between the A and B phases at the centre of the regions of lattice distortion, leading
to alternating peaks and troughs. Again, the “period” between peaks is shorter
for the SSH + PPP model, which suggests that Coulomb interactions promote the
creation of the local deformations in this case as well. Additionally, it is clear from
the figure that the widths of the peaks are somewhat smaller in the SSH + PPP
case, and thus adding Coulomb interactions results in the formation of more localised
regions of distortion.
To properly understand the nature of the 2 1Bu photoexcited state, we now pro-
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(a) (b)
(c) (d)
Figure 6.6: Side [(a) and (b)] and top [(c) and (d)] views of the time evolutions of the dimerisation
pattern, obtained for a 2 1Bu photoexcited state in a 200-site cis-polyacetylene chain, considering
the SSH [(a) and (c)] and SSH + PPP [(b) and (d)] models.
(a) (b)
Figure 6.7: Time evolutions of the energies of the instantaneous adiabatic orbitals (close to the band
edges), obtained for a 2 1Bu photoexcited state in a 200-site cis-polyacetylene chain, considering
the SSH (a) and SSH + PPP (b) models. The energies of the gap states are shown in red (note
that these constitute sets of two pairs of nearly-degenerate states).
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ceed to investigate the instantaneous adiabatic single-particle orbitals, which are
obtained as described in the previous section. Figure 6.7 shows the time evolutions
of the energies of these orbitals near the band edges, calculated for the same 200-site
chain, considering both the SSH and SSH + PPP models. In this case, there are two
pairs of nearly-degenerate states oscillating back and forth between the bands and
the gap. Similarly to what was observed for the 1 1Bu photoexcited state, there is a
correspondence between the time instants at which those four states lie deepest in
the gap, and the instants at which the peaks in the dimerisation patterns reach their
maximum values. It is also clear from the figure that the period between oscillations
is shorter in the SSH + PPP case, supporting the decisive role played by Coulomb
interactions in promoting localisation.
Since the gap states, denoted by ϕ
(v)
1 , ϕ
(v)
2 and ϕ
(c)
1 , ϕ
(c)
2 , form nearly-degenerate
pairs, the symmetric and antisymmetric combinations
|χ(v)L,R 〉 =
1√
2
(|ϕ(v)1 〉 ± |ϕ(v)2 〉),
|χ(c)L,R 〉 =
1√
2
(|ϕ(c)1 〉 ± |ϕ(c)2 〉) (6.37)
are approximate eigenfunctions of the electronic part of the Hamiltonian (or, in the
SSH + PPP case, they still bring the electronic energy to a minimum). As shown
in figure 6.8, these new orbitals are localised either on the left or on the right side
of the chain. Moreover, if we calculate their occupation numbers using expression
(6.36), we find that there is a total of three electrons in the states that split from
the valence band, and only one in those which originated from the conduction band
(see figure 6.9). Thus, we may interpret the observed dimerisation patterns, with
two separated local deformations, as corresponding to four possible configurations,
depicted in figure 6.10. Depending on how the gap states are populated, species
with different character emerge, namely, an exciton localised on one side of the
chain, and two oppositely charged polarons localised on different sides (see figure
6.10). The probability of each case can be calculated by building an appropriate
many-body wavefunction, Φ, using the valence band states ϕ
(v)
i , i = 3, . . . , N/2, and
the necessary orbitals from the set
{
χ
(v)
L , χ
(v)
R , χ
(c)
L , χ
(c)
R
}
, and projecting it onto the
time-evolving many-body wavefunction, Ψ:
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(a) (b)
(c) (d)
Figure 6.8: Probability densities associated with the symmetric and antisymmetric combinations
of the gap states, obtained for a 2 1Bu photoexcited state in a 200-site cis-polyacetylene chain,
considering the SSH [(a) and (c)] and SSH + PPP [(b) and (d)] models. Such linear superpositions
lead to states localised on the left [(a) and (b)] or right [(c) and (d)] sides of the chain.
(a) (b)
Figure 6.9: Time evolutions of the occupancies of the gap states, obtained for a 2 1Bu photoexcited
state in a 200-site cis-polyacetylene chain, considering the SSH (a) and SSH + PPP (b) models.
The red (blue) line corresponds to the states that split from the valence (conduction) band.
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Figure 6.10: Possible configurations corresponding to a dimerisation profile with two separated
local deformations [43], as obtained for a 2 1Bu photoexcited state in a 200-site cis-polyacetylene
chain. These involve combinations of a few species localised on the left and right sides of the chain:
exciton (Ex), ground state (Gr), hole- or positive polaron (P+) and electron- or negative polaron
(P−).
(a) (b)
Figure 6.11: Probability of each of the configurations corresponding to a dimerisation profile with
two separated local deformations, obtained considering the SSH (a) and SSH + PPP (b) models.
Note that, in both panels, all the curves overlap.
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p (Ex + Gr) =
∣∣〈ΦEx+Gr |Ψ〉∣∣2,
p (Gr + Ex) =
∣∣〈ΦGr+Ex |Ψ〉∣∣2,
p (P+ + P−) =
∣∣〈ΦP++P−|Ψ〉∣∣2,
p (P− + P+) =
∣∣〈ΦP−+P+|Ψ〉∣∣2.
(6.38)
Using the general relation for the inner product of two Slater determinants [119],
〈Φ|Ψ〉 = detM, (6.39)
where M denotes the matrix of elements Mij = 〈φi |ψj 〉, the projections may be
easily computed. As shown in figure 6.11, we find that the probability of each
configuration is about 25%. Therefore, within both the SSH and SSH + PPP models,
the 2 1Bu photoexcited state corresponds to a superposition with equal weights of
exciton and oppositely charged polarons, as previously suggested by An et al. [43].
6.5 The 2 1Bu photoexcited state under external
field
In order to address the issue of charge photogeneration in conjugated polymers
in dilute solution, it is instructive to investigate how the photoexcited states respond
to an electric field. The case of a 2 1Bu state is particularly relevant, since, as we
have shown, this state is partly polaronic in nature.
To set the stage, let us first examine what happens to free charges under an
applied field. We consider a 200-site cis-polyacetylene chain with an added electron
(i.e., with a total of 201 electrons), and depart from the minimum of the potential
energy surface of this polaron state (which is found using the BFGS strategy, as
in previous sections). The initial conditions are completed by setting the ionic
momenta and the external applied electric field to zero. The field then increases
linearly with time, up to a strength of 5 mV/A˚ over a time window of 1 ps, as
the system is propagated via numerical integration of the equations of motion. In
figure 6.12 we show the time evolutions of the dimerisation and electronic charge
distribution,
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(a) (b)
(c) (d)
Figure 6.12: Time evolutions of the dimerisation pattern [(a) and (b)] and electronic charge distri-
bution [(c) and (d)], obtained for a polaron state in a 200-site cis-polyacetylene chain, considering
the SSH [(a) and (c)] and SSH + PPP [(b) and (d)] models with applied field.
(a) (b)
Figure 6.13: Electronic charge distributions at t = 0, obtained for a polaron state in a 200-site
cis-polyacetylene chain, considering the SSH (a) and SSH + PPP (b) models.
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qi = −e ρii, (6.40)
calculated both with and without Coulomb interactions. As can be seen, the added
electron leads to a compact region of charge and lattice distortion, initially located
at the centre of the chain. After a critical value of the field is reached, which is
relatively low and not significantly different for both models, this polaron structure
starts moving until it reaches the chain end, after which a series of oscillations take
place. These correspond to the polaron being successively reflected at the boundary,
and pushed back to the chain end by the field. It is clear from the figure that the
polaron width is somewhat smaller for the SSH + PPP model, and thus, as already
established for photoexcited states, adding Coulomb interactions gives rise to a
more localised excitation. It is also noteworthy that the charge distributions exhibit
oscillations in the region of distortion, a characteristic feature of soliton and polaron
excitations [45]. As shown more clearly in figure 6.13, the charge oscillations are
more pronounced when Coulomb interactions are included.
Let us now turn to the case of a 2 1Bu photoexcited state. We consider a 200-
site chain and an external electric field applied at t = 50 fs, increasing linearly up
to a strength of 5 mV/A˚ over a time window of 1 ps. The charge distributions
obtained through the numerical integration of the equations of motion for the SSH
(a) (b)
Figure 6.14: Time evolutions of the electronic charge distribution, obtained for a 2 1Bu photoexcited
state in a 200-site cis-polyacetylene chain, considering the SSH (a) and SSH + PPP (b) models
with applied field.
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and SSH + PPP models (with added field term), are shown in figure 6.14. The
first thing to notice is that including Coulomb interactions leads to a substantially
higher degree of charge confinement, which renders the picture obtained in the SSH
+ PPP case much more clear. In this case, it is seen that initially as the field
increases there is a slight lattice polarisation, as one would expect for excitons.
When the field strength reaches a value about 2–3 times higher than that required
to trigger polaron motion, there are two regions of opposite charge which split at
the centre of the chain, and start moving towards the chain ends. From this point
on, the results may be interpreted as two oppositely charged polarons moving under
an applied field. Although the picture obtained in the SSH case is less clear, since
the charge is spread over many more lattice sites, there does not seem to be any
evidence of polaron motion at the early stages, when the field strength is relatively
low. These results suggest that, although the 2 1Bu photoexcited state corresponds
to a superposition of exciton and oppositely charged polarons, the polarons do not
behave as free charges, and the charge carriers are the result of the field-induced
exciton dissociation.
6.6 Singlet vs triplet excitons
This section presents a comparison between the dynamics of the lowest singlet
and triplet excited states, 1 1Bu and 1
3Bu. The lack of Coulomb interactions in
the SSH model means that this model is “blind” to the spin symmetry of these
two states, and thus unable to reproduce any difference between them. Indeed, in
this case, the dynamics of the 1 3Bu state is exactly the same as for the 1
1Bu state,
already studied in section 6.3. In contrast, for the SSH + PPP model, within the
multiconfigurational time-dependent Hartree-Fock formalism, the difference in the
spin symmetries is captured by the different shell structures associated with each of
those states, which may have important consequences for the dynamics. Hence, in
the following we will only consider this latter model.
The initial conditions are prepared as described in section 6.3, with the appropri-
ate shell structures being set up. The time evolutions of the dimerisation obtained
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(a) (b)
(c) (d)
Figure 6.15: Side [(a) and (b)] and top [(c) and (d)] views of the time evolutions of the dimerisation
pattern, obtained for 1 1Bu [(a) and (c)] and 1 3Bu [(b) and (d)] excited states in a 200-site cis-
polyacetylene chain, considering the SSH + PPP model.
for the lowest singlet and triplet excited states in a 200-site cis-polyacetylene chain
are shown in figure 6.15. As can be seen, in both cases the lattice relaxes to form a
single local deformation, which corresponds to a polaron-exciton. There is a dynam-
ical oscillation between the A and B phases at the centre of the chain, leading to
alternating peaks and troughs, with a periodicity not significantly different in both
cases. It is clear from the figure that the width of the peaks is much smaller for the
1 3Bu state. Additionally, the dimerisation in the region of distortion reaches val-
ues substantially higher in this case as well. Thus, triplet excitons are much more
localised than singlet excitons, and they are accompanied by an enhanced lattice
distortion. This is in agreement with other theoretical predictions and experimental
observations [130–134].
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6.7 Conclusions
We have studied the effect of electron-electron interactions on the dynamics
of low-lying excitations in a prototypical conjugated polymer, described by simple
semiempirical models, both with and without Coulomb interactions. Our findings
suggest that adding Coulomb interactions promotes the localisation of photoexcita-
tions, leading to the formation of more confined regions of lattice distortion, which
are created more rapidly. At the same time, it also suppresses certain dynamical
processes, such as the continuous phase oscillation exhibited in the dynamics of
photoexcitations. Polarons are also more localised when Coulomb interactions are
included, and they show more pronounced charge oscillations in the region of dis-
tortion. Perhaps the most striking effect is the difference between the lowest singlet
and triplet excited states, which can only be observed when Coulomb interactions
are included. Our findings show that triplet excitons are much more localised than
singlet excitons, and they are accompanied by an enhanced lattice distortion, in
agreement with other theoretical predictions and experimental evidence [130–134].
The nature of the photoexcited states and the issue of charge photogeneration in
conjugated polymers in dilute solution were also addressed. Our results show that
the 1 1Bu photoexcited state corresponds to a polaron-exciton, while the 2
1Bu state
is a superposition with equal weights of exciton and oppositely charged polarons.
The conclusion is the same whether Coulomb interactions are included or not. This
result, together with the similar energies and transition dipole moments of those
excitations, has been used to argue that the charge carriers in conjugated polymers
are photogenerated directly on ultrafast time scales, with a quantum yield of about
25% [43]. However, as our calculations with an external electric field clearly indicate,
the polarons of the 2 1Bu photoexcited state do not behave as free charges. In order to
get a measurable photocurrent, the charge carriers must be produced on longer time
scales through exciton dissociation mechanisms, such as the field-induced splitting.
Chapter 7
Dynamics of photoexcitations in
coupled cis-polyacetylene chains
7.1 Equations of motion
This chapter is devoted to the study of interchain interaction effects on the
dynamics of low-lying excitations in coupled cis-polyacetylene chains. To this end,
the formalism described in chapter 5 is applied to a system of two parallel chains,
considering different regimes of the interchain coupling strength. The system is
modelled by the following coupled-chain Hamiltonian, introduced in section 3.5:
Hˆ =−
∑
q,iq ,σ
tiq
(
cˆ†iqσ cˆiq+1,σ + cˆ
†
iq+1,σ
cˆiqσ
)− t⊥ ∑
〈i1,i2〉,σ
(
cˆ†i1σ cˆi2σ + cˆ
†
i2σ
cˆi1σ
)
+
+ U
∑
q,iq
(
nˆiq↑ −
1
2
)(
nˆiq↓ −
1
2
)
+
1
2
∑′
q,q′,iq ,jq′
viqjq′ (nˆiq − 1) (nˆjq′ − 1)+
+
1
2M
∑
q,iq
p2iq +
K
2
∑
q,iq
(uiq+1 − uiq)2.
(7.1)
In the above expression, iq runs over sites of chain q (q = 1, 2), the symbol
∑
〈i1,i2〉
means that the sum is restricted to pairs of neighbouring sites in the opposite strands
(i.e., sites facing each other), and
∑′
is used to indicate that the onsite terms viqiq
are excluded from the summation. The intrachain hopping integral, tiq , and the
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Ohno potential, viqjq′ , respectively read
tiq = t0 − α (uiq+1 − uiq) + (−1)iq+1 te,
viqjq′ =
U√
1 + (β riqjq′/r0)
2
,
(7.2)
while the interchain hopping integral, t⊥, is calculated as a function of the interchain
distance, d (expressed in angstroms), using
t⊥ =
t0
10
exp
(
1− d
5
)
, (7.3)
which provides a value of ∼ 0.2 eV at a distance of 5 A˚, typical of dense conjugated
polymer films [56]. The remaining model parameters are taken as those appropriate
for cis-polyacetylene, which were used in the previous chapter for the SSH + PPP
model (see table 6.1). Also, note that the end sites for both chains are kept fixed,
and that the nuclei are constrained to move only along the chains.
To derive the equations of motion for the nuclear and electronic degrees of free-
dom, we now proceed as in section 6.1. The force on atom kq′ , kq′ = 2, . . . , Nq′ − 1,
is written as a sum of electronic and nuclear contributions:
Fkq′ ≡ F (e)kq′ + F
(n)
kq′
= − ∂
∂ukq′
Ve − ∂
∂ukq′
Vn, (7.4)
where Ve is of the form (5.66), and
Vn =
K
2
∑
q,iq
(uiq+1 − uiq)2 +
1
2
∑′
q,q′′,iq ,jq′′
viqjq′′ . (7.5)
Let us start with the nuclear contribution to the force. We can write
F
(n)
kq′
= −K
∑
q,iq
(uiq+1 − uiq)
∂
∂ukq′
(uiq+1 − uiq)−
1
2
∑′
q,q′′,iq ,jq′′
∂viqjq′′
∂riqjq′′
∂riqjq′′
∂ukq′
. (7.6)
The distance between sites iq and jq′′ can be calculated as
riqjq′′ =
√
(xiq − xjq′′ )2 + (yiq − yjq′′ )2, (7.7)
with the Cartesian components
xiq =
[
iq − 1− (q − 2) N2 −N1
2
]
r0 + uiq ,
yiq = (q − 1) d,
(7.8)
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where we have assumed N2 ≥ N1. The derivative of the distance with respect to
the lattice displacement ukq′ is thus given by
∂riqjq′′
∂ukq′
=
xiq − xjq′′
riqjq′′
(
δiqkq′ − δjq′′kq′
)
. (7.9)
Inserting the above expression into equation (7.6), yields
F
(n)
kq′
=−K
∑
q,iq
(uiq+1 − uiq)
(
δiq+1,kq′ − δiqkq′
)−
− 1
2
∑
q,q′′
∑
iq ,jq′′
∂viqjq′′
∂riqjq′′
xiq − xjq′′
riqjq′′
(
δiqkq′ − δjq′′kq′
)
.
(7.10)
From (7.2), we find
∂viqjq′′
∂riqjq′′
= − (β/r0)
2 riqjq′′
1 + (β riqjq′′/r0)
2
viqjq′′ , (7.11)
and the nuclear contribution to the force reads
F
(n)
kq′
= K (ukq′+1 + ukq′−1 − 2ukq′ )−
∑
q,iq
diqkq′ , (7.12)
where we have introduced
diqkq′ =
(β/r0)
2 (xiq − xkq′ )
1 + (β riqkq′/r0)
2
viqkq′ . (7.13)
Let us now consider the electronic contribution to the force. With the help
of equations (3.32) and (3.33), and the usual LCAO expansion of the molecular
orbitals,
|φkµ〉 =
∑
q,iq
Ciqkµ |χiq 〉, (7.14)
it is possible to rewrite the open-shell electronic energy as
Ve =−
∑
µ
∑
q,iq
nµ
[
P µiqiq
(
U
2
+
∑′
q′′,jq′′
viqjq′′
)
+ P µiq+1,iq tiq + P
µ
iq−1,iq tiq−1
]
+
+
1
4
∑
µ,ν
∑
q,q′′
∑
iq ,jq′′
nµnν
(
2 aµνP µiqiq P
ν
jq′′jq′′
− bµνP µjq′′ iq P νiqjq′′
)
viqjq′′ −
−
∑
µ
∑
〈i1,i2〉
nµ
(
P µi1i2 + P
µ
i2i1
)
t⊥,
(7.15)
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where the projector matrix elements read
P µiqjq′′ =
∑
kµ
CiqkµC
∗
jq′′kµ
. (7.16)
Using the result (6.17) to compute the energy gradient, yields
F
(e)
kq′
=
∑
µ
∑
q,iq
nµ
[
P µiqiq
∑′
q′′,jq′′
∂viqjq′′
∂ukq′
+ P µiq+1,iq
∂tiq
∂ukq′
+ P µiq−1,iq
∂tiq−1
∂ukq′
]
−
− 1
4
∑
µ,ν
∑
q,q′′
∑
iq ,jq′′
nµnν
(
2 aµνP µiqiq P
ν
jq′′jq′′
− bµνP µjq′′ iq P νiqjq′′
) ∂viqjq′′
∂ukq′
.
(7.17)
Writing
∂viqjq′′
∂ukq′
=
∂viqjq′′
∂riqjq′′
∂riqjq′′
∂ukq′
(7.18)
and making use of (7.9) and (7.11), together with
∂tiq
∂ukq′
= α
(
δiqkq′ − δiq+1,kq′
)
, (7.19)
leads to the final expression
F
(e)
kq′
=
∑
µ
nµ
[∑
q,iq
(
P µiqiq+P
µ
kq′kq′
)
diqkq′+2α
(
ReP µkq′ ,kq′+1−ReP
µ
kq′ ,kq′−1
)]−
−1
2
∑
µ,ν
nµnν
∑
q,iq
[
aµν
(
P µiqiq P
ν
kq′kq′
+ P µkq′kq′ P
ν
iqiq
)−
− bµνRe (P µkq′ iq P νiqkq′)]diqkq′ .
(7.20)
The lattice displacements thus evolve according to
M u¨kq′ = Fkq′ , (7.21)
for kq′ = 2, . . . , Nq′−1, with the total force given by the sum of contributions (7.12)
and (7.20).
As discussed in chapter 5, the time-dependent wave equation that governs the
evolution of the electronic degrees of freedom can be solved through the multicon-
figurational time-dependent Hartree-Fock approach. Combining expressions (5.63)
and (7.14), the optimal equations of motion for general open-shell states read
i~ C˙iqkµ =
∑
q′,jq′
Riqjq′ Cjq′kµ , (7.22)
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where
Riqjq′ =
∑
µ,ν
(nµ 6=nν)
∑
q′′,q′′′
∑
kq′′ ,lq′′′
P νiqkq′′
nνF νkq′′ lq′′′ − nµF
µ
kq′′ lq′′′
nν − nµ P
µ
lq′′′jq′
. (7.23)
Using (3.32) and (3.33), the Fock matrix for shell µ can be written explicitly in the
atomic orbitals basis set as
F µiqjq′ =−
{[
U
2
+
∑′
q′′,kq′′
viqkq′′
]
δiqjq′ + tiq δiq+1,jq′ + tiq−1 δiq−1,jq′ −
−
[∑
ν
∑
q′′,kq′′
nν aµνP νkq′′kq′′ viqkq′′
]
δiqjq′
}
δqq′ −
− t⊥ δiq−(Nq−Nq′ )/2,jq′
(
1− δqq′
)− 1
2
∑
ν
nν bµνP νiqjq′ viqjq′ .
(7.24)
As in the previous chapter, the coupled set of differential equations (7.21) and
(7.22) will be integrated numerically using an eighth-order Runge-Kutta method
with adaptive step-size control [125].
7.2 Interchain coupling effect on the dynamics of
the 1 1Bu photoexcited state
We now specialise to the case of a 1 1Bu photoexcited state. The initial conditions
are obtained by considering the chains to be uncoupled, so that the required minimi-
sations can be performed separately for each strand. The ionic momenta are set to
zero, and the initial displacements correspond to the minima of the ground state po-
tential energy surfaces (which are found using the BFGS method, as in the previous
chapter). The orbital coefficients are obtained by setting up a HOMO → LUMO
excitation (or 1 → 1, using the notation introduced in the previous chapter) on
the first chain, while the second one remains in the ground state. The interchain
coupling is then turned on, and the initial conditions are propagated via numerical
integration of the equations of motion, as discussed in the previous section.
Figure 7.1 shows the time evolutions of the dimerisation [43, 44],
δiq =
(−1)iq+1
4
(uiq+1 + uiq−1 − 2uiq), (7.25)
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(a) (b)
(c) (d)
(e) (f)
Figure 7.1: Side [(a), (c) and (e)] and top [(b), (d) and (f)] views of the time evolutions of the
dimerisation pattern, obtained for a 1 1Bu photoexcited state in a system of two coupled 120-
site cis-polyacetylene chains. The photoexcitation is initially localised on the first chain, and
three different regimes of the interchain coupling strength are considered: (a), (b) weak coupling
(d = 15 A˚), (c), (d) intermediate coupling (d = 10 A˚) and (e), (f) strong coupling (d = 5 A˚). Note
that, for visualisation purposes, the second chain has been shifted by 120 sites.
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calculated for a system of two coupled 120-site cis-polyacetylene chains, considering
three different regimes of the interchain coupling strength. As can be seen, when
the interchain distance is large (d = 15 A˚), the lattice relaxes to form a single local
deformation, which is essentially confined to the first strand. Indeed, in this weak
coupling limit, the distortion of the second chain slowly builds up, and within the
investigated time window is only a small fraction of that observed for the first strand.
The evolution of the dimerisation pattern closely resembles that of an isolated chain,
with a succession of peaks and troughs only on the first strand, corresponding to a
dynamical oscillation between the A and B phases, as discussed in section 6.3. As
the chains are brought closer together, the lattice distortion quite rapidly becomes
spread out across the two strands. In the intermediate coupling case (d = 10 A˚), such
interchain distribution is uneven (the dimerisation peaks are much more pronounced
on the first strand), while in the strong coupling regime (d = 5 A˚) a mirror-like
pattern is obtained, with two separated local deformations (one on each strand) of
about the same amplitude. The degree of delocalisation across strands increases
with the interchain coupling strength, which suggests that interchain interactions
play a fundamental role in determining the intra- or interchain character of the
states produced upon photoexcitation.
In order to better understand the effect of interchain coupling on the nature of
the 1 1Bu photoexcited state, we propose an interpretation based on a few many-
Figure 7.2: Configurations required to understand the nature of the 1 1Bu photoexcited state in a
system of two coupled polymer chains. These involve combinations of a few species localised on
the different strands: exciton (Ex), ground state (Gr), hole- or positive polaron (P+) and electron-
or negative polaron (P−).
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body states built from single-particle eigenfunctions localised on different chains.
The idea is to obtain the instantaneous adiabatic orbitals,
{
ϕ
(v)
iq
, ϕ
(c)
iq
}
, separately
for each strand through the self-consistent field procedure, and use them to construct
a number of many-body states with a well-defined nature. These are then projected
onto the time-evolving many-body wavefunction, Ψ, in order to quantify its intra-
or interchain character. It is sufficient to consider the four possible configurations
that arise from distributing a hole and an electron respectively over the HOMOs and
LUMOs of each strand (which are generally located in the gaps, as we have already
seen in section 6.3). As depicted in figure 7.2, depending on how the gap states are
populated, species with different character emerge, namely, an exciton localised on
one of the chains, and two oppositely charged polarons localised on different strands.
In this sense, the time-evolving many-body wavefunction is approximated as
|Ψ〉 ≈ CEx+Gr |ΦEx+Gr〉+ CGr+Ex |ΦGr+Ex〉+ CP++P− |ΦP++P−〉+
+ CP−+P+ |ΦP−+P+〉,
(7.26)
where each configuration, Φx (x = Ex+Gr, Gr+Ex, P
++P−, or P−+P+), is built
using the valence band states ϕ
(v)
iq
, iq = 2, . . . , Nq/2, and the necessary orbitals from
the sets
{
ϕ
(v)
1q , ϕ
(c)
1q
}
. The probability of each case is then given by
px =
∣∣Cx∣∣2 = ∣∣〈Φx |Ψ〉∣∣2, (7.27)
and can be readily calculated from the knowledge of the time-evolving and adiabatic
single-particle orbitals, as discussed in the previous chapter.
Figure 7.3 shows the time evolutions of the four configurational probabilities,
obtained for a system of two coupled 120-site cis-polyacetylene chains, separated by
the same distances considered before. The first thing to notice is that, in all cases,
the four contributions sum to well above 70% most of the time, which confirms that
expression (7.26) provides a reasonably good approximation to the time-evolving
wavefunction. It is seen that, when the interchain distance is large, the wavefunction
is mostly described by the configuration representing an exciton on chain one, in
agreement with the results obtained for the dimerisation. Note that, even if the
calculation is extended to much longer time scales, the interchain exciton transfer is
never significant in this weak coupling limit, as clearly shown in figure 7.4. This is
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likely a consequence of treating the ions classically in the Ehrenfest approach, as a
fully quantum method should predict complete transfer in the long run. The curves
obtained in the weak coupling regime exhibit fast oscillations with small amplitude,
modulated by the slower dynamical phase oscillation process. The fast oscillations
are not exclusive of interchain dynamics, and are also present in the single-strand
case (see figure 7.5). They can be understood by expanding the time-evolving single-
particle orbitals in terms of the adiabatic states. Since these have different energies,
there will be phases of different frequencies associated with them, leading to the
observed oscillations. As the interchain distance decreases, this nonadiabatic effect
(a) (b)
(c)
Figure 7.3: Probability of each of the configurations introduced to study the nature of the 1 1Bu
photoexcited state, obtained for a system of two coupled 120-site cis-polyacetylene chains, consid-
ering three different regimes of the interchain coupling strength: (a) weak coupling (d = 15 A˚),
(b) intermediate coupling (d = 10 A˚) and (c) strong coupling (d = 5 A˚). Note that, in all panels,
the curves corresponding to interchain polaron pairs overlap.
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Figure 7.4: Long-time dynamics of the yields of the configurations introduced to study the nature
of the 1 1Bu photoexcited state, obtained for a system of two coupled 120-site cis-polyacetylene
chains in the weak coupling limit of the interchain coupling strength (d = 15 A˚). Note that the
curves corresponding to interchain polaron pairs overlap.
Figure 7.5: Time evolution of the lowest exciton yield, calculated for a 1 1Bu photoexcited state in a
single 120-site cis-polyacetylene chain. This is obtained by building a HOMO→ LUMO excitation
using the appropriate instantaneous adiabatic orbitals, and projecting the resulting configuration
onto the time-evolving many-body wavefunction.
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Figure 7.6: Average yields of the configurations introduced to study the nature of the 1 1Bu pho-
toexcited state, calculated as a function of interchain distance for a system of two coupled 120-site
cis-polyacetylene chains. Note that the curves corresponding to interchain polaron pairs overlap.
becomes less noticeable, and faster and more pronounced oscillations take over,
as the ultrafast processes of exciton hopping and dissociation into polaron pairs
start to play a significant role. Indeed, as depicted in figure 7.3(b), the yields
of the configurations associated with an exciton on chain two and with interchain
polaron pairs increase considerably, and peak in less than 10 fs. In the strong
coupling regime, the dynamics is completely dominated by such ultrafast processes,
leading to a constant interchange between the four possible states: the intrachain
exciton curves oscillate out-of-phase and with comparable amplitude, while those
corresponding to the polaron pairs display a smaller amplitude and peak in between
them [see figure 7.3(c)].
To have an idea of the predominance of each configuration over the whole time
interval (denoted T ), it is useful to further calculate the average yield,
〈px〉 = 1
T
∫ T
0
px (t) dt. (7.28)
The results obtained from 51 simulations (up to 100 fs) with the interchain distance
varying in the range 15–5 A˚ are shown in figure 7.6. The three different regimes of
the interchain coupling strength can be clearly identified. For the longer distances
(d & 12 A˚), the dominant configuration is that corresponding to an exciton on the
first strand, whose average yield can reach values as high as 80%. A second region
follows, which is marked by a sharp decrease (increase) of the yield of exciton on
chain one (two), as well as a definite trend of increasing the average yields of inter-
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chain polaron pairs. Such intermediate coupling regime is also characterised by wild
oscillations of the intrachain exciton curves, due to the finite nature of the investi-
gated time window. Finally, when the chain separation is small (d . 8 A˚), the yields
of intrachain excitons stabilise at around 35%, while those of oppositely charged po-
larons sum to about 25%, in agreement with other theoretical investigations and
experimental evidence [39, 42, 56]. These results emphasise the importance of in-
terchain interactions in governing the ultrafast processes of exciton hopping and
dissociation into polaron pairs, which ultimately determine the intra- or interchain
character of the photogenerated species.
7.3 Interchain coupling effect on the dynamics of
the 2 1Bu photoexcited state
Let us now turn to the case of a 2 1Bu photoexcited state. The initial conditions
are prepared as described in the previous section, with the difference that in this
case a HOMO − 1 → LUMO + 1 (or simply 2 → 2) excitation is created on the
first strand instead (we recall that the second one is kept in the ground state). The
dimerisation patterns obtained through the numerical integration of the equations
of motion for a system of two coupled 120-site cis-polyacetylene chains, separated by
three different interchain distances, are shown in figure 7.7. As can be seen, when the
chain separation is large (d = 15 A˚), the lattice relaxes to form two separated local
deformations, which remain confined to the first chain. There is a dynamical oscil-
lation between the A and B phases at the centre of the regions of lattice distortion,
leading to alternating peaks and troughs only on the first strand, thus resembling
the dynamics obtained for an isolated chain (see section 6.4). Similarly to what
was found for the 1 1Bu photoexcited state, as the interchain distance decreases the
lattice distortion quite rapidly becomes spread out across the two strands, with the
interchain distribution being more even when the coupling strength is larger. Indeed,
in the strong coupling limit (d = 5 A˚) a mirror-like pattern is obtained, with four
separated local deformations (two on each strand) of about the same amplitude.
It is clear that the degree of delocalisation across strands increases as the chains
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(a) (b)
(c) (d)
(e) (f)
Figure 7.7: Side [(a), (c) and (e)] and top [(b), (d) and (f)] views of the time evolutions of the
dimerisation pattern, obtained for a 2 1Bu photoexcited state in a system of two coupled 120-
site cis-polyacetylene chains. The photoexcitation is initially localised on the first chain, and
three different regimes of the interchain coupling strength are considered: (a), (b) weak coupling
(d = 15 A˚), (c), (d) intermediate coupling (d = 10 A˚) and (e), (f) strong coupling (d = 5 A˚). Note
that, for visualisation purposes, the second chain has been shifted by 120 sites.
Chapter 7. Dynamics of photoexcitations in coupled cis-polyacetylene chains 118
are brought closer together, which suggests that the nature of the photogenerated
species depends critically on the strength of interchain interactions.
As discussed in the previous section, the nature of the photoexcited state lends
itself to an interpretation in terms of a few configurations built from the instanta-
neous adiabatic single-particle orbitals of each chain,
{
ϕ
(v)
iq
, ϕ
(c)
iq
}
. If we calculate
their energies using expression (6.35), we find that, in general, each strand exhibits
two pairs of nearly-degenerate states oscillating back and forth between the bands
and the gap, as shown in figure 7.8 for the strong coupling regime. Hence, in analogy
with the case of a 2 1Bu photoexcited state in an isolated chain, the symmetric and
antisymmetric combinations
|χ(v)Lq ,Rq 〉 =
1√
2
(|ϕ(v)1q 〉 ± |ϕ(v)2q 〉),
|χ(c)Lq ,Rq 〉 =
1√
2
(|ϕ(c)1q 〉 ± |ϕ(c)2q 〉) (7.29)
do not change the minima of the electronic energies, and are localised on the left
or right sides of the chains (see figure 7.9). A good description of the time-evolving
many-body wavefunction requires distributing a hole and an electron over such gap
states, instead of merely the HOMOs and LUMOs of each strand. This gives rise
(a) (b)
Figure 7.8: Time evolutions of the energies of the instantaneous adiabatic orbitals (close to the
band edges), obtained for the first (a) and second (b) strands of a system of two coupled 120-site
cis-polyacetylene chains, considering a 2 1Bu photoexcitation initially localised on the first strand
and an interchain distance of 5 A˚. The energies of the gap states are shown in red (note that these
constitute sets of two pairs of nearly-degenerate states).
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(a) (b)
(c) (d)
Figure 7.9: Probability densities associated with the symmetric and antisymmetric combinations
of the gap states, obtained for the first [(a) and (c)] and second [(b) and (d)] strands of a system of
two coupled 120-site cis-polyacetylene chains, considering a 2 1Bu photoexcitation initially localised
on the first strand and an interchain distance of 5 A˚. Such linear superpositions lead to states
localised on the left [(a) and (b)] or right [(c) and (d)] sides of the chains.
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Figure 7.10: Configurations required to understand the nature of the 2 1Bu photoexcited state in
a system of two coupled polymer chains. These involve combinations of a few species localised on
the left and right sides of the different strands: exciton (Ex), ground state (Gr), hole- or positive
polaron (P+) and electron- or negative polaron (P−).
to 16 possible configurations, depicted in figure 7.10. The emerging species (whose
character depends on how the gap states are populated) can be classified as intra-
chain excitons, as well as intra- or interchain oppositely charged polaron pairs (see
figure 7.10). Thus, in this case, the time-evolving wavefunction is approximated by
the expansion
|Ψ〉 ≈
∑
x
Cx |Φx〉, (7.30)
where the sum runs over the 16 configurations of figure 7.10 (labelled by x), which
are built using the valence band states ϕ
(v)
iq
, iq = 3, . . . , Nq/2, and the necessary
orbitals from the sets
{
χ
(v)
Lq
, χ
(v)
Rq
, χ
(c)
Lq
, χ
(c)
Rq
}
.
Figure 7.11 shows the time evolutions of the 16 configurational probabilities,
calculated for a system of two coupled 120-site cis-polyacetylene chains, considering
the same regimes of the interchain coupling strength as before. Notice that, in all
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cases, only three species are independent. Indeed, the four curves associated with
an exciton or an oppositely charged polaron pair localised on chain one all overlap,
and the same happens for those localised on chain two, as well as for the eight curves
corresponding to interchain polaron pairs. Also, notice that the 16 contributions sum
to well above 70% most of the time, thus confirming the validity of the approximate
expansion (7.30). It is clear from the figure that, when the interchain distance is
large, the wavefunction is mostly described by a superposition with equal weights
of exciton and oppositely charged polarons confined to the first strand. Similarly
to what was observed for the 1 1Bu photoexcited state, in such weak coupling limit,
(a) (b)
(c)
Figure 7.11: Probability of each of the configurations introduced to study the nature of the 2 1Bu
photoexcited state, obtained for a system of two coupled 120-site cis-polyacetylene chains, consid-
ering three different regimes of the interchain coupling strength: (a) weak coupling (d = 15 A˚),
(b) intermediate coupling (d = 10 A˚) and (c) strong coupling (d = 5 A˚). Note that, in all cases,
only three species are independent.
Chapter 7. Dynamics of photoexcitations in coupled cis-polyacetylene chains 122
Figure 7.12: Average yields of the configurations introduced to study the nature of the 2 1Bu
photoexcited state, calculated as a function of interchain distance for a system of two coupled
120-site cis-polyacetylene chains. Note that only three species are independent.
the curves exhibit small-amplitude oscillations related to the nonadiabatic mixing
of single-particle orbitals with associated phases of different frequencies, but the
modulation by the dynamical phase oscillation process is less apparent. As the chains
are brought closer together, faster and more pronounced oscillations take over, as
ultrafast processes analogous to exciton hopping and dissociation into polaron pairs
become increasingly important. In this case, it is the intrachain exciton/polaron
pair superposition that can move between chains as a whole entity, in addition to
being dissociated into interchain polaron pairs. This behaviour is consistent with
the findings of section 6.5, where it was shown that the polarons of the superposition
are entangled with the exciton and do not behave as free charges. As the interchain
coupling strength increases, the dynamics becomes dominated by ultrafast interchain
processes, leading to a constant interchange between the three independent species,
whose yields oscillate with “periods” of the order of 10 fs.
As discussed in the previous section, the predominance of each configuration over
the whole time interval is given by its average yield, which can be calculated using
equation (7.28). The results obtained from 51 simulations (up to 100 fs) with the
chain separation ranging between 15 and 5 A˚ are shown in figure 7.12. As before,
three distinct regimes of the interchain coupling strength can be clearly identified,
although the zone boundaries do not precisely match those observed in the case of
a 1 1Bu photoexcited state. For the longer chain separations (d & 13–14 A˚), the
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2 1Bu photoexcitation corresponds to a superposition with equal weights of exciton
and oppositely charged polarons localised on the first strand, whose components
can reach yields in excess of 20%, giving a total probability of finding the system
in any one of them of about 90%. A sharp drop (rise) of the curves associated with
an exciton/polaron pair on chain one (two), together with a significant increase of
the average yields of interchain polaron pairs, signals the beginning of an interme-
diate coupling stage. This region also exhibits somewhat wide oscillations of the
intrachain curves, as a consequence of the finite nature of the investigated time win-
dow. Finally, when the interchain distance is small (d . 8–9 A˚), the yields of the
superposition components total some 35% for each strand, while those of oppositely
charged interchain polarons sum to about 25%, which agrees well with other theoret-
ical predictions and experimental observations [39, 42, 56]. These results strongly
support the decisive role played by interchain interactions in governing ultrafast
processes analogous to exciton hopping and dissociation into polaron pairs, which
ultimately determine the intra- or interchain character of the species produced upon
photoexcitation.
7.4 The 1 1Bu photoexcited state for chains of
different lengths
It is also instructive to investigate how the dynamics of the photoexcited states is
changed when the chains have different lengths. As a typical example, we consider
a 1 1Bu photoexcitation in a system of two coupled strands, with N1 = 60 and
N2 = 120 sites. The initial conditions are prepared as described in section 7.2,
with the different chain lengths being set up. The 1→ 1 excitation is created on the
shorter strand, while the longer one remains in the ground state, and the evolution of
the coupled system is computed by numerical integration of the equations of motion
derived in section 7.1. Figure 7.13 shows the time evolutions of the dimerisation,
obtained for the weak and strong coupling limits of the interchain coupling strength.
As can be seen, when the interchain distance is large, the asymmetry of the chains
has no significant effect. Indeed, similarly to what was found for the symmetric case
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of section 7.2, the dynamics exhibits a single lattice distortion confined to the first
strand. In the strong coupling regime, on the other hand, the mirror-like pattern
observed for the symmetric case at the same chain separation is broken. In this
case, the amplitude of the lattice deformation that delocalises to the longer strand
is increased, while on the shorter chain the distortion is broader, particularly at later
times, and eventually loses its single peak profile.
In order to understand the effect of chain length difference on the nature of the
photoexcited state, we can perform the four-state configurational analysis introduced
(a) (b)
(c) (d)
Figure 7.13: Side [(a) and (c)] and top [(b) and (d)] views of the time evolutions of the dimerisation
pattern, obtained for a 1 1Bu photoexcited state in a system of two coupled cis-polyacetylene chains
with N1 = 60 and N2 = 120 sites. The photoexcitation is initially localised on the first chain, and
two different regimes of the interchain coupling strength are considered: (a), (b) weak coupling
(d = 15 A˚) and (c), (d) strong coupling (d = 5 A˚). Note that, for visualisation purposes, the
second chain has been shifted by 60 sites.
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(a) (b)
Figure 7.14: Average yields of the configurations introduced to study the nature of the 1 1Bu
photoexcited state, calculated as a function of chain length difference, ∆N , for a system of two
coupled cis-polyacetylene chains with N1 = 60 and N2 = 60 + ∆N sites. Two different regimes
of the interchain coupling strength are considered: (a) weak coupling (d = 15 A˚) and (b) strong
coupling (d = 5 A˚). Note that, in both panels, the curves corresponding to interchain polaron
pairs overlap.
in section 7.2. Figure 7.14 shows the average yields of the four configurations for
the weak and strong coupling limits of the interchain coupling strength, calculated
from sets of 16 simulations (up to 100 fs) with the number of sites of the first chain
fixed at N1 = 60 and that of the second one varying in the range N2 = 60–120. In
agreement with the results obtained for the dimerisation, in the weak coupling regime
the average yields are unchanged as the asymmetry of the chains becomes more
pronounced. The dominant configuration is that corresponding to an exciton on the
first strand, whose average yield remains constant at a value of about 80%, regardless
of the length of the second chain. In contrast, when the chains are brought closer
together, the intrachain exciton curves (which overlap for nearly-symmetric cases)
quickly split as the second strand becomes longer, with the difference between them
reaching values as high as 4% in favour of the exciton localised on the second strand.
Hence, in the strong coupling limit, the dominant configuration is that representing
an exciton on chain two, which reflects an increased hopping rate towards longer
polymer strands, where the exciton energy is lower [61, 66].
Also, note that when the number of sites exceeds a certain threshold value for
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both strands (Nq & 100–120), the effect of chain length difference is undiscernible.
Indeed, for such lengths the dynamics of the photoexcited states always resemble
that of the symmetric cases, since the band structure properties stabilise after a
certain length is reached. This means that, in effect, the system behaves as a set of
coupled infinite chains.
7.5 Conclusions
We have studied the effect of interchain interactions on the dynamics of pho-
toexcitations in a prototypical conjugated polymer, by considering a double-strand
semiempirical model under different regimes of the interchain coupling strength.
Our findings show that interchain interactions have a drastic impact, and are fun-
damentally important in governing the ultrafast processes of exciton hopping and
dissociation into polaron pairs, which ultimately determine the intra- or interchain
character of the photogenerated species. In the weak coupling regime, the pho-
toexcitations are essentially confined to the strand where they are created, but as
the interchain coupling strength increases, they quite rapidly become delocalised
across the two strands. For symmetric systems, mirror-like dimerisation patterns
are ultimately obtained in the strong coupling limit. However, as soon as a chain
length difference is introduced, the lattice distortion becomes more pronounced on
the longer chain, as a consequence of the increased hopping rate towards such longer
polymer strands, where the exciton energy is lower [61, 66].
By approximating the time-evolving wavefunction as a sum over a few configu-
rations built from single-particle eigenfunctions localised on different chains, it was
possible to quantify the intra- or interchain character of the photoexcited states.
Our results show that, when the chains are far apart, the 1 1Bu photoexcitation
corresponds to a polaron-exciton localised on the initially excited strand, while the
2 1Bu state is an intrachain superposition with equal weights of exciton and oppo-
sitely charged polarons. This latter species behaves very much like an exciton, in
the sense that it can move between strands as a whole entity, in addition to being
dissociated into polaron pairs. As the interchain coupling strength increases, so do
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the contributions of exciton-like configurations localised on the chain which was ini-
tially kept in the ground state, as well as those associated with interchain polaron
pairs. In the strong coupling limit, the yields of intrachain configurations (excitons
for the 1 1Bu state, or exciton/polaron pair superpositions for the 2
1Bu photoexcita-
tion) total some 35% for each strand, while those of oppositely charged interchain
polarons sum to about 25%. Since the 1 1Bu and 2
1Bu photoexcitations have sim-
ilar energies and transition dipole moments [43, 45] and, as shown in section 6.5,
the polarons of the intrachain superpositions do not behave as free charges, we can
conclude that the charge carrier photogeneration yield varies between nearly zero
in the weak coupling regime up to a maximum of about 25% in the strong coupling
limit and, as such, depends critically on the strength of interchain interactions. This
is in agreement with available experimental evidence [39–42], as well as with other
theoretical studies [56].
Chapter 8
Charge transfer dynamics at
donor/acceptor interfaces
8.1 Equations of motion
In this chapter, we apply the various methodological tools presented in part II
to the study of charge transfer dynamics at donor/acceptor interfaces. As discussed
in section 3.5, the photophysics of polymer heterojunctions may be simulated by
considering a system of two parallel chains of different materials, described by the
Hamiltonian
Hˆ =−
∑
q,iq ,σ
tiq
(
cˆ†iqσ cˆiq+1,σ + cˆ
†
iq+1,σ
cˆiqσ
)− t⊥ ∑
〈i1,i2〉,σ
(
cˆ†i1σ cˆi2σ + cˆ
†
i2σ
cˆi1σ
)
+
+
∑
q,iq
Uq
(
nˆiq↑ −
1
2
)(
nˆiq↓ −
1
2
)
+
1
2
∑′
q,q′,iq ,jq′
viqjq′ (nˆiq − 1) (nˆjq′ − 1)+
+
∑
q,iq
iq nˆiq +
∑
q,iq
p2iq
2Mq
+
∑
q,iq
Kq
2
(uiq+1 − uiq)2.
(8.1)
In comparison with the coupled-chain model used in the previous chapter, the above
expression introduces chain-dependent parameters and onsite energies, iq , which,
when adequately defined, can reproduce the energy offset characteristic of the band
structure at the interface between two different compounds (see figure 8.1). As be-
fore, iq runs over sites of chain q (q = 1, 2, hereafter respectively ‘donor’, ‘acceptor’),
the symbol
∑
〈i1,i2〉 means that the sum is restricted to pairs of neighbouring sites in
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Figure 8.1: Schematic representation of the band structure profile typical of a donor/acceptor
interface, with an energy offset, ∆E, between the conduction band edges.
the opposite strands,
∑′
is used to indicate that the onsite terms viqiq are excluded
from the summation, and the intrachain hopping integral, tiq , is given by
tiq = t0q − αq (uiq+1 − uiq) + (−1)iq+1 teq . (8.2)
In principle, in order to account for possible interfacial effects, it should be necessary
to define a new set of parameters to calculate the interchain quantities t⊥ and viqjq′
(with q 6= q′). However, it is convenient to rely only on the sets of parameters
used to describe the polymer chains in isolated form. In this spirit, we assume that
arithmetic averages of the donor and acceptor parameters are appropriate, and write
the interchain transfer integral, t⊥, and the Ohno potential, viqjq′ , respectively as
t⊥ =
t¯0
10
exp
(
1− d
5
)
,
viqjq′ =
U¯qq′√
1 +
(
β¯qq′ riqjq′/r¯0qq′
)2 , (8.3)
where the interchain distance, d, is expressed in angstroms, and
t¯0 =
t01 + t02
2
,
U¯qq′ =
Uq + Uq′
2
,
β¯qq′ =
βq + βq′
2
,
r¯0qq′ =
r0q + r0q′
2
.
(8.4)
The derivation of the equations of motion, within the framework of the Ehren-
fest molecular dynamics and the multiconfigurational time-dependent Hartree-Fock
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methods, follows closely that of section 7.1. The result for the nuclear degrees of
freedom reads
Mq′ u¨kq′ = Fkq′ . (8.5)
The total force, Fkq′ , for atoms kq′ = 2, . . . , Nq′ − 1 (we recall that the end sites for
both chains are kept fixed), is given by the sum of the contributions
F
(n)
kq′
= Kq′ (ukq′+1 + ukq′−1 − 2ukq′ )−
∑
q,iq
diqkq′ (8.6)
and
F
(e)
kq′
=
∑
µ
nµ
[∑
q,iq
(
P µiqiq+P
µ
kq′kq′
)
diqkq′+2αq′
(
ReP µkq′ ,kq′+1−ReP
µ
kq′ ,kq′−1
)]−
−1
2
∑
µ,ν
nµnν
∑
q,iq
[
aµν
(
P µiqiq P
ν
kq′kq′
+ P µkq′kq′ P
ν
iqiq
)−
− bµνRe (P µkq′ iq P νiqkq′)]diqkq′ ,
(8.7)
with
diqkq′ =
(
β¯qq′/r¯0qq′
)2
(xiq − xkq′ )
1 +
(
β¯qq′ riqkq′/r¯0qq′
)2 viqkq′ ,
P µiqkq′ =
∑
jµ
CiqjµC
∗
kq′jµ
.
(8.8)
The intersite distances, riqkq′ , and coordinates along each chain, xiq , are calculated
as in the previous chapter [equations (7.7) and (7.8)], while Ciqjµ denote the usual
LCAO expansion coefficients.
The equations of motion are completed by solving the time-dependent wave
equation for the electronic degrees of freedom, via the multiconfigurational time-
dependent Hartree-Fock approximation. In the case of general open-shell states, we
have
i~ C˙iqkµ =
∑
q′,jq′
Riqjq′ Cjq′kµ , (8.9)
where the unified coupling matrix is expressed in the atomic orbitals basis set as
Riqjq′ =
∑
µ,ν
(nµ 6=nν)
∑
q′′,q′′′
∑
kq′′ ,lq′′′
P νiqkq′′
nνF νkq′′ lq′′′ − nµF
µ
kq′′ lq′′′
nν − nµ P
µ
lq′′′jq′
, (8.10)
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and the Fock matrix for shell µ reads
F µiqjq′ =−
{[
Uq
2
+
∑′
q′′,kq′′
viqkq′′
]
δiqjq′ + tiq δiq+1,jq′ + tiq−1 δiq−1,jq′ −
− iq δiqjq′ −
[∑
ν
∑
q′′,kq′′
nν aµνP νkq′′kq′′ viqkq′′
]
δiqjq′
}
δqq′ −
− t⊥ δiq−(Nq−Nq′ )/2,jq′
(
1− δqq′
)− 1
2
∑
ν
nν bµνP νiqjq′ viqjq′ .
(8.11)
As discussed in the previous chapters, the coupled set of differential equations (8.5)
and (8.9) can be efficiently integrated numerically using an eighth-order Runge-
Kutta method with adaptive step-size control [125].
8.2 Band offset effect on the dynamics of the 1 1Bu
photoexcited state
The simplest way to obtain a band structure profile as depicted in figure 8.1, with
an energy offset at the interface between two phases, is to set the onsite energies to
zero for all sites of the donor chain, while for the acceptor chain they are all lowered
by ∆E. In this section, we consider only the effect of such a band offset parameter,
and choose the remaining model parameters (for both strands) as those appropriate
to describe cis-polyacetylene using the SSH + PPP model (listed in table 6.1). As
an illustrative example, we take the case of a 1 1Bu photoexcitation in a system of
two coupled 120-site cis-polyacetylene chains, with a band offset of ∆E = 0.3 eV.
As described in section 7.2, the initial conditions are prepared by treating the chains
independently. The ionic momenta are set to zero, and the lattice displacements are
obtained by minimising the ground state potential energy surfaces. To determine
the orbital coefficients, a 1 → 1 excitation (i.e., HOMO → LUMO) is created on
the donor phase, while the acceptor remains in the ground state. The interchain
coupling is then turned on, the appropriate onsite energies are set up, and the
initial conditions are propagated through the numerical integration of the equations
of motion given in the previous section.
Figure 8.2 shows the time evolutions of the dimerisation, calculated using equa-
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tion (7.25) for two different regimes of the interchain coupling strength. As can be
seen, when the chains are far apart (d = 15 A˚), the introduction of a band offset
between them has no noticeable effect. Indeed, the dynamics is comparable to that
obtained for the weak coupling case of section 7.2, with a single lattice distortion
confined to the first strand (the donor). In the strong coupling regime, on the other
hand, the symmetric pattern characteristic of the case of levelled bands at the same
chain separation (d = 5 A˚) is lost. In this case, most of the weight of the lattice
deformation is retained on the donor phase. Additionally, the distortions on both
(a) (b)
(c) (d)
Figure 8.2: Side [(a) and (c)] and top [(b) and (d)] views of the time evolutions of the dimeri-
sation pattern, obtained for a 1 1Bu photoexcited state in a system of two coupled 120-site cis-
polyacetylene chains with a band offset of ∆E = 0.3 eV. The photoexcitation is initially localised
on the donor chain, and two different regimes of the interchain coupling strength are considered:
(a), (b) weak coupling (d = 15 A˚) and (c), (d) strong coupling (d = 5 A˚). Note that, for visuali-
sation purposes, the acceptor chain has been shifted by 120 sites.
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(a) (b)
Figure 8.3: Probability of each of the configurations introduced in the previous chapter to study
the nature of the 1 1Bu photoexcited state, obtained for a system of two coupled 120-site cis-
polyacetylene chains with a band offset of ∆E = 0.3 eV. Two different regimes of the interchain
coupling strength are considered: (a) weak coupling (d = 15 A˚) and (b) strong coupling (d = 5 A˚).
strands progressively become broader, and eventually lose their initial single peak
profiles, an effect that is particularly drastic for the acceptor chain.
It is also instructive to perform the four-state configurational analysis introduced
in section 7.2. Figure 8.3 shows the time evolutions of the four configurational
probabilities, obtained for the same system considered before, by taking the weak
and strong coupling limits of the interchain coupling strength. The first thing to
notice is that the degeneracy of the curves associated with interchain polaron pairs
is lifted in favour of the configuration produced via electron transfer from the donor
to the acceptor (i.e., P+ + P−, with a hole-polaron localised on the donor chain
and an electron-polaron on the acceptor chain). In the weak coupling regime, the
probability of such a configuration slowly builds up, at the same time as the curve
corresponding to an exciton on the donor strand decreases. It is seen that these two
states are sufficient to describe the whole dynamics, even though, on average, the
yield of the charged species configuration is not as important, in agreement with
the results obtained for the dimerisation. In the strong coupling limit, the four
curves exhibit fast oscillations, all with a significant amplitude at the early stages
of the dynamics. However, in contrast to the weak coupling case, the quality of the
approximation deteriorates considerably with time, and thus the four-state model
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is insufficient to describe the full extent of the band offset effect.
A better understanding requires adding higher-order intrachain excitons and
interchain polaron pairs. In particular, it is necessary to further consider the many-
body states depicted in figure 8.4, which are produced by transitions between the
HOMO and LUMO of the donor and the acceptor orbitals of the same symmetry
(au or bg) that are closest to the band edges, HOMO − 2 and LUMO + 2. Taking
such configurations into account, the approximation to the time-evolving many-body
wavefunction reads
|Ψ〉 ≈ |Ψ′〉+ CGr+Ex3 |ΦGr+Ex3〉+ CP++P−3 |ΦP++P−3 〉+ CP−+P+3 |ΦP−+P+3 〉, (8.12)
where Ψ′ is given by expression (7.26) and the higher-order states, ΦGr+Ex3 , ΦP++P−3
and ΦP−+P+3 , are built from the appropriate instantaneous adiabatic single-particle
levels of each strand, which are obtained as discussed in the previous chapter. Also,
notice that, to simplify the notation, the excitonic configuration Gr +Ex3 has been
defined as consisting of three different states (its configurational probability is given
by the sum of the individual components, see figure 8.4).
Figure 8.5 shows the average yields of the many-body states involved in the above
approximation, calculated via equation (7.28) for the weak and strong coupling limits
Figure 8.4: Higher-order configurations required to understand the nature of the 1 1Bu photoexcited
state in a donor/acceptor system. These involve combinations of the usual species localised on the
donor strand – ground state (Gr), hole-polaron (P+) and electron-polaron (P−) – with higher-order
states localised on the acceptor, of excitonic (Ex3) and polaronic (P−3 and P
+
3) character. These
latter species are obtained by populating the acceptor orbitals that are closest to, and possess the
same symmetry as the band edges, HOMO− 2 and LUMO+ 2.
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(a) (b)
Figure 8.5: Average yields of the configurations introduced to study the nature of the 1 1Bu pho-
toexcited state (including higher-order configurations), calculated as a function of band offset for
a system of two coupled 120-site cis-polyacetylene chains. Two different regimes of the interchain
coupling strength are considered: (a) weak coupling (d = 15 A˚) and (b) strong coupling (d = 5 A˚).
of the interchain coupling strength, from sets of 51 simulations (up to 100 fs) with
the band offset varying in the range 0–1 eV. As can be seen, in both cases there is an
optimal value of the band offset for which the charge transfer process is maximised.
In the weak coupling regime, the optimal point occurs at a band offset of about ∆E =
0.4 eV. Even for such a large interchain distance, the yields of oppositely charged
polarons total some 35%, a value considerably higher than that observed in the case
of levelled bands. However, the configuration corresponding to an exciton localised
on the donor strand is always the most prevalent one. In the strong coupling limit,
the charge transfer process is maximised at around ∆E = 0.2 eV. In this region,
the yields of the polaronic configurations sum to about 50%, and the dominant
species is the interchain polaron pair P+ +P−. The predominance of such a species
is consistent with a charge generation mechanism governed by a one-step electron
transfer from the donor to the acceptor. However, since the configuration associated
with an exciton on the acceptor strand also carries a significant yield, we cannot
exclude a contribution arising from a two-step process, whereby hole transfer to the
donor follows exciton hopping to the acceptor, as discussed in section 2.4. Finally,
it is seen that the importance of the higher-order states tends to increase with
the band offset, particularly in the case of the interchain polaron pair P+ + P−3 ,
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whose average yield can reach values close to 10%. This can be understood as a
consequence of the increased electronic transition probability as the higher-lying
acceptor orbital becomes more closely matched to the LUMO of the donor. The
presence of a peak at around ∆E = 0.3 eV also suggests that such a species is
responsible for the broadening observed in the results obtained for the dimerisation
in the strong coupling regime, since the degree of delocalisation typically increases
with the order of the excitation [43, 131].
8.3 The 1 1Bu photoexcited state for chains with
different model parameters
We now turn to the case in which the polymer strands are described by different
sets of parameters. As in the previous section, we consider a 1 1Bu photoexcitation
in a system of two coupled 120-site chains, separated by a distance of 15 or 5 A˚.
Additionally, a band offset of ∆E = 0.5 eV is introduced, in order to obtain a
band structure profile characteristic of a donor/acceptor interface. For the donor
phase, the model parameters are taken as the SSH + PPP choices to describe cis-
polyacetylene (see table 6.1). For the acceptor, the same is done for all but one of the
parameters, which is varied in a range of values typical of conjugated polymers [44,
45]. In particular, we focus on the effect of varying the parameters (one at a time)
in the set {K, t0, α, U, β}. The initial conditions are prepared as described in the
previous section, with the different model parameters being set up, and the evolution
of the coupled system is computed by numerical integration of the equations of
motion given in section 8.1.
Figures 8.6 through 8.10 show the average yields of the configurations introduced
to describe the 1 1Bu photoexcitation (including higher-order states) for the weak and
strong coupling limits of the interchain coupling strength, calculated from sets of 51
simulations (up to 100 fs) in which one of the key parameters listed above is varied
for the acceptor strand. As can be seen, in all cases the maximum of the charge
carrier photogeneration yield is not significantly different from the value obtained
when the model parameters are equal for both chains and the same band offset is
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(a) (b)
Figure 8.6: Average yields of the configurations introduced to study the nature of the 1 1Bu pho-
toexcited state (including higher-order configurations), obtained by varying the parameter K for
the acceptor in a system of two coupled 120-site chains with a band offset of ∆E = 0.5 eV. The
remaining model parameters are taken as those appropriate for cis-polyacetylene, and two different
regimes of the interchain coupling strength are considered: (a) weak coupling (d = 15 A˚) and (b)
strong coupling (d = 5 A˚).
(a) (b)
Figure 8.7: Average yields of the configurations introduced to study the nature of the 1 1Bu pho-
toexcited state (including higher-order configurations), obtained by varying the parameter t0 for
the acceptor in a system of two coupled 120-site chains with a band offset of ∆E = 0.5 eV. The
remaining model parameters are taken as those appropriate for cis-polyacetylene, and two different
regimes of the interchain coupling strength are considered: (a) weak coupling (d = 15 A˚) and (b)
strong coupling (d = 5 A˚).
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(a) (b)
Figure 8.8: Average yields of the configurations introduced to study the nature of the 1 1Bu pho-
toexcited state (including higher-order configurations), obtained by varying the parameter α for
the acceptor in a system of two coupled 120-site chains with a band offset of ∆E = 0.5 eV. The
remaining model parameters are taken as those appropriate for cis-polyacetylene, and two different
regimes of the interchain coupling strength are considered: (a) weak coupling (d = 15 A˚) and (b)
strong coupling (d = 5 A˚).
(a) (b)
Figure 8.9: Average yields of the configurations introduced to study the nature of the 1 1Bu pho-
toexcited state (including higher-order configurations), obtained by varying the parameter U for
the acceptor in a system of two coupled 120-site chains with a band offset of ∆E = 0.5 eV. The
remaining model parameters are taken as those appropriate for cis-polyacetylene, and two different
regimes of the interchain coupling strength are considered: (a) weak coupling (d = 15 A˚) and (b)
strong coupling (d = 5 A˚).
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(a) (b)
Figure 8.10: Average yields of the configurations introduced to study the nature of the 1 1Bu
photoexcited state (including higher-order configurations), obtained by varying the parameter β
for the acceptor in a system of two coupled 120-site chains with a band offset of ∆E = 0.5 eV.
The remaining model parameters are taken as those appropriate for cis-polyacetylene, and two
different regimes of the interchain coupling strength are considered: (a) weak coupling (d = 15 A˚)
and (b) strong coupling (d = 5 A˚).
considered. Indeed, even though the optimal points may occur when there is a large
mismatch between the donor and acceptor parameters (e.g., for U such mismatch
is around 40–50%, see figure 8.9), there is only a marginal improvement in the
total yields of interchain polaron pairs, of up to 5%. These results suggest that the
most important parameter in determining the extent of the charge transfer process
is the band offset at the donor/acceptor interface. It is also noteworthy that, in
general, the results exhibit similar patterns. Two regions can be distinguished in all
cases, except when varying β. One of the regions, which occurs (for instance) when
K . 25 eV/A˚2, corresponds to a simple picture where the excitonic configuration
Ex + Gr (i.e., with an exciton localised on the donor) and the interchain polaron
pair P+ + P− are sufficient to characterise the photoexcitation. The other region
(visible, e.g., for t0 & 2.5 eV) is a more complex one, that involves a significant
contribution of most, if not all, of the states used to approximate the wavefunction.
In particular, for the strong coupling regime the trend is to level the average yields
of all the configurations. In such region, the higher-order states acquire an increased
importance and, in some cases, it would even be beneficial to include additional ones,
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(a) (b)
(c) (d)
(e)
Figure 8.11: Band structure profiles obtained for the ground state of a system of two coupled
120-site chains with a band offset of ∆E = 0.5 eV, by varying the parameters K (a), t0 (b), α (c),
U (d) and β (e) for the acceptor chain. In all cases, the model parameters that are kept fixed are
taken as those appropriate for cis-polyacetylene. The energies of the HOMO and LUMO of the
donor strand are shown in blue, while the red lines correspond to those of the acceptor.
Chapter 8. Charge transfer dynamics at donor/acceptor interfaces 141
e.g., for α . 2.5 eV/A˚ in the strong coupling limit [see figure 8.8(b)]. The higher-
order configuration Gr + Ex3 is especially important: its average yield can reach
values of about 10% and it can become the most predominant of all configurations,
as can be seen in figure 8.6(b). Additionally, there is a reversal of the roles played
by the interchain polaron pairs P+ + P− and P− + P+, with the latter generally
becoming the most important polaronic configuration, and even the most prevalent
of all, as shown in figure 8.9(b).
In order to understand what underlies such patterns, it is instructive to compare
the results of figures 8.6 through 8.10 with the band structure profiles obtained for
the ground state under the same conditions, which are shown in figure 8.11. As
can be seen for nearly all cases, in the vicinity of the zone boundaries observed
for the average yields, the HOMO of the acceptor crosses above that of the donor.
When the energy difference between the HOMOs is lower than the band offset,
electronic transitions involving orbitals close to the valence band edges become more
favourable, which explains the increase of the yields of higher-order states, as well
as the reversal of the predominance of the interchain polaron pairs P+ + P− and
P− + P+. Also, as shown in figure 8.11(e), for the values of β under consideration
there is no such crossing, which leads to a single region where the transition between
the LUMOs of the donor and acceptor chains is the most likely one, and thus the
1 1Bu photoexcitation is largely described by the configurations Ex+Gr and P
++P−.
These results indicate that, for a donor/acceptor system, the shape of the (ground
state) band structure profile can be used to predict, at least qualitatively, the nature
of the species produced upon photoexcitation.
8.4 Conclusions
We have studied the charge transfer dynamics at donor/acceptor interfaces, by
varying several key parameters of a pi-electron model with interchain interactions.
Our findings suggest that the dynamics of photoexcitations in a polymer heterojunc-
tion is determined by the shape of the ground state band structure profile. The most
important parameter in predicting the extent of the charge transfer process is the
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band offset at the donor/acceptor interface. The precise value that maximises the
charge transfer depends critically on the strength of interchain interactions. Our re-
sults show that the total yield of oppositely charged interchain polarons is increased
in comparison with the case of levelled bands, approaching 35% in the weak cou-
pling regime and about 50% in the strong coupling limit. While these figures are
consistent with the experimentally observed enhancement of the charge carrier pho-
togeneration yield in certain polymer/fullerene composites [135], the studied model
is insufficient to explain most technologically relevant cases [30–32, 136], for which
the charge transfer is much more complete.
When the chain separation is small, we find that, in the vicinity of the optimal
charge transfer point, the most prevalent species is the interchain polaron pair P++
P−. This is consistent with a charge generation mechanism governed by a one-step
electron transfer from the donor to the acceptor. However, since the configuration
representing an exciton localised on the acceptor also exhibits a significant yield,
we cannot exclude a contribution arising from a two-step process [68], whereby hole
transfer to the donor follows exciton hopping to the acceptor.
Another important result is obtained when the band offset is such that higher-
lying acceptor orbitals become closely matched to the LUMO of the donor, or when
the energy difference between the HOMOs is lower than the band offset. In such
cases, electronic transitions between the HOMO and LUMO of the donor and the
acceptor orbitals close to the band edges increase in probability, which can lead
to the reversal of the predominance of the interchain polaron pairs P+ + P− and
P−+P+, and requires adding higher-order states in order to capture the nature of the
photoexcitation. The importance of these states is manifested in the dimerisation
pattern as a significant broadening of the lattice distortions, and in the emergence of
distinct regions in the results obtained for the average yields as a function of several
parameters. We find that the higher-order configurations P+ + P−3 and Gr + Ex3
provide the most significant contributions, with average yields close to 10%.
Part IV
Conclusion
Chapter 9
Summary and outlook
We have developed a nonadiabatic molecular dynamics method, which allows for
the coupled evolution of classical ions and of multiconfigurational electronic wave-
functions. The proposed scheme effectively establishes a compromise between effi-
ciency and accuracy in the description of the coupled electron-nuclear dynamics and
the excited electronic states, which enables the study of large systems. Furthermore,
it is designed to take into account the appropriate spin symmetry of the electronic
wavefunction, by retaining the smallest possible number of configurations that cap-
tures its essential features. This provides a powerful tool to study the dynamics of
photoexcited states, and highlight the differences between singlet and triplet excited
states, which can be quite significant.
By applying the formalism to the dynamics of low-lying excitations in a prototyp-
ical conjugated polymer, described by simple semiempirical models, both with and
without Coulomb interactions, a number of important differences were uncovered.
Our findings suggest that the inclusion of electron-electron interactions leads to an
increased degree of localisation, both for polarons and photoexcited states. It also
suppresses the phase oscillation process characteristic of the dynamics of photoexci-
tations, and enhances the charge oscillations associated with polaronic distortions.
The most significant effect comes to light by comparing the evolutions of the lowest
singlet and triplet excited states, which can only differ when Coulomb interactions
are considered. Our results show that the degree of localisation and the amplitude
of lattice distortion are much higher for the triplet state, which agrees well with
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other theoretical investigations and experimental evidence [130–134].
Next, the method was employed to study the effect of interchain interactions on
the dynamics of photoexcited states in a prototypical conjugated polymer, by consid-
ering a double-strand semiempirical model under different regimes of the interchain
coupling strength. Our findings show that the degree of delocalisation across strands
increases with the coupling strength, which suggests that interchain interactions play
a fundamental role in determining the intra- or interchain character of the states
produced upon photoexcitation. In the weak coupling regime, the photoexcitations
keep to the strand where they are created. In the strong coupling limit, on the
other hand, mirror-like dimerisation patterns are ultimately obtained for chains of
the same length. By introducing a difference in chain length, this symmetry is lost
and the lattice deformation becomes more pronounced on the longer chain, which
reflects an increased hopping rate towards longer polymer strands, where the exciton
energy is lower [61, 66].
The nature of the photoexcited states and the issue of charge photogeneration
have also been discussed. Our results show that, in the case of conjugated polymers
in dilute solution, for which the interchain interactions are weak, the 1 1Bu photoex-
citation can be described by a polaron-exciton confined to a single strand, whereas
the 2 1Bu state corresponds to an intrachain superposition with equal weights of ex-
citon and oppositely charged polaron pairs. Most importantly, we have shown that
the polarons of the intrachain superposition do not behave as free charges. In fact,
this latter species behaves similarly to an exciton, since it can move between poly-
mer strands as a whole entity, in addition to being dissociated into polaron pairs.
For dense conjugated polymer films, the ultrafast processes of exciton hopping and
dissociation into polaron pairs produce additional species, which are essential to
fully characterise the photoexcited states, and become increasingly important with
the interchain coupling strength. In the strong coupling limit, the yields of exciton-
like intrachain configurations sum to about 35% for each strand (regardless of its
initial state), while those of oppositely charged interchain polarons total some 25%.
We are led to the conclusion that the charge carrier photogeneration yield varies
between nearly zero in the weak coupling regime up to a maximum of about 25%
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in the strong coupling limit and, thus, depends critically on the strength of inter-
chain interactions. This result is in agreement with other theoretical predictions
and experimental observations [39–42, 56].
Finally, we have studied the charge transfer dynamics at donor/acceptor in-
terfaces, by varying several key parameters of a pi-electron model with interchain
interactions. Our findings suggest that the relative positions of the HOMOs and
LUMOs obtained for the ground state of each strand can be used to predict the
charge transfer mechanism and the nature of the species produced upon photoexci-
tation. Maximising the charge transfer requires fine-tuning of the band offset at the
donor/acceptor interface, and depends critically on the strength of interchain inter-
actions. In the most favourable case, oppositely charged interchain polarons account
for about 50% of the character of the photoexcitation. The most prevalent species
is likely produced via a one-step electron transfer from the donor to the acceptor,
but a contribution arising from a two-step process [68], whereby hole transfer to
the donor follows exciton hopping to the acceptor, cannot be excluded. When the
band offset is such that higher-lying acceptor orbitals become closely matched to
the LUMO of the donor, the contribution of higher-order polaronic states becomes
vital to fully describe the nature of the photoexcitation. This is evidenced in the
dimerisation pattern as a considerable broadening of the lattice deformations. Ad-
ditionally, when the energy difference between the HOMOs is lower than the band
offset, hole transfer from the donor to the acceptor can become the most favourable
transfer mechanism, thus reversing the charges of the predominant polarons in the
opposite strands. In this region, particularly for the strong coupling regime, the
general trend is to level the yields of many configurations, with a notable increase
in the contribution of higher-order states of excitonic character.
While the maximum value obtained for the total yield of interchain polaron pairs,
of about 50% in the strong coupling limit, can explain the experimentally observed
enhancement of the charge carrier photogeneration yield in certain polymer/fullerene
composites [135], most technologically relevant cases exhibit a much more complete
charge transfer process [30–32, 136]. A possible explanation for this discrepancy
is the lack of further chains in the investigated donor/acceptor model to allow the
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charges to escape from each other. An immediate extension of the work presented
in this thesis is to include additional strands in the polymer heterojunction model.
Not only would this allow us to clarify the extent of the charge transfer process, it
would also make it possible to study the separation of charges prior to collection
at the electrodes, which is the next step crucial to understanding the operation of
polymer-based solar cells [33, 34, 37].
Another possible extension is to go beyond the mean-field approach in the de-
scription of the excited electronic states, through the use of a multiconfigurational
formalism with time-dependent coefficients. This would allow us to model more rig-
orously the two-electron processes responsible for exciton transfer between molecules
[66], which may be especially important to capture the correct flow of energy between
polymer strands in the weak coupling regime. Including the effect of spin-orbit cou-
pling [45, 61] is another interesting possibility. Although typically weak, this would
allow transitions between singlet and triplet states, which for some systems could
lead to very different dynamics.
It would also be interesting to go beyond the pi-electron approximation, by con-
sidering all-valence-electron semiempirical methods [137], such as the Austin model
1 (AM1) or parametric method 3 (PM3). This would allow for more general move-
ment of atoms, which could have important consequences for the dynamics. It
would also provide a more realistic description of the excited electronic states, and
possibly enable a direct comparison with experimental results. Another worthy re-
search direction is to increase the level of accuracy in the description of the coupled
electron-nuclear dynamics, by combining the multiconfigurational approach devel-
oped in this thesis with the method of correlated electron-ion dynamics [114, 116].
Including the quantum fluctuations of ions may open additional ultrafast vibrational
decay pathways and produce rapid de-excitation of excitons, in which case the dy-
namics would be very different. The yields of the photogenerated species could be
changed significantly, with profound impact on the performance of organic devices,
such as polymer-based solar cells.
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