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Abstract. We consider the problem of computing a minimum cycle ba-
sis in a directed graph G with m arcs and n vertices. The arcs of G have
non-negative weights assigned to them. We give an ˜ O(m
4n) algorithm,
which is the ﬁrst polynomial time algorithm for this problem. We also
present an ˜ O(m
3n) randomized algorithm. The problem of computing
a minimum cycle basis in an undirected graph has been well-studied.
However, it is not known if an eﬃcient algorithm for undirected graphs
automatically translates to an eﬃcient algorithm for directed graphs.
1 Introduction
1.1 The Problem
Let G =( V,A) be a directed graph with vertex set V and arc set A (no self-
loops). We will consider cycles in the underlying undirected graph and assign
each such cycle C a vector in {−1,0,1}|A|. This incidence vector, also called C,
is deﬁned as follows. For each arc a ∈ A
C(a)=

 
 
1i f C traverses a in forward direction
−1i f C traverses a in backward direction
0i f a/ ∈ C
The cycle space of G is the vector space over Q that is spanned bythese
incidence vectors. The cycle space of a connected digraph has dimension d =
m − n + 1, where |A| = m and |V | = n.Acycle basis of G is a set of cycles
C1,...,Cd whose incidence vectors permit a unique linear combination of the
incidence vector of anycy cle of G.
We assume that there is a weight function w : A → R+, i.e., the arcs of G
have non-negative weights assigned to them. The weight of a cycle is the sum
of the weights of its arcs. The weight of a cycle basis is the sum of the weights
of its cycles. A minimum cycle basis of G is a cycle basis with minimum weight,
that is, a cycle basis B such that
 
C∈B
 
a∈C w(a) is minimum. We consider
the problem of computing a minimum cycle basis in a given digraph.
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1.2 Background
The importance of the problem of computing a minimum cycle basis lies in its use
as a preprocessing step in several algorithms. That is, a cycle basis is generally
not wanted for its own sake, but to be used as an input for a later algorithm. And
the importance of a minimum cycle basis is to reduce the amount of work that
has to be done bythis later algorithm. In the problem of computing a minimum
cycle basis of an undirected graph U =( N,E), with each cycle we associate a
{0,1} vector x, indexed on E, where xe =1i fe is an edge of C, xe = 0 otherwise.
The vector space over GF(2) generated bythese vectors is called the cycle space
of U. A minimum cycle basis of U is a set of linearlyindependent (over GF(2))
cycles that span the cycle space of U and whose sum of weights is minimum.
The problem of computing a minimum cycle basis in undirected graphs has been
well-studied [2,5,7,8,9,10] and the current fastest algorithm for computing a
minimum cycle basis in an undirected graph with m edges and n vertices runs
in O(m2n + mn2 logn) time [10].
In manycases the network graphs of interest are intrinsicallydirected. For a
directed graph G, we obtain the underlying undirected graph of G byremoving
the directions from the arcs. A set of cycles C1,...,Cd of G projects onto an undi-
rected cycle basis, if by removing the orientations of the arcs in the cycles, we ob-
tain a cycle basis for the underlying undirected graph. It was shown by Liebchen
and Peeters in [11] that if C = {C1,...,Cd} is a set of cycles in a directed graph
G that projects onto an undirected cycle basis, then C is a cycle basis of G. But
the the converse is not true. Similarly, a minimum cycle basis of a digraph need
not project onto a cycle basis of the underlying undirected graph. The books by
Deo [6] and Bollob´ as [3] have an in-depth coverage of the subject of cycle bases.
Our Results. In this paper we give an an ˜ O(m3n) randomized algorithm and
an ˜ O(m4n) deterministic algorithm to compute a minimum cycle basis in a
digraph G =( V,A) where |A| = m and |V | = n. Veryrecently , Liebchen and
Rizzi [12] have also given an ˜ O(m4n) deterministic algorithm to compute a
minimum cy cle basis in a directed graph. Theyadapt Horton’s greedyapproach
[9] and using fast matrix multiplication, their algorithm can be implemented
in ˜ O(mω+1n) time, where ω is the best exponent of matrix multiplication. Our
approach is complementaryto theirs. Our algorithms use simple linear algebra
and elementarynumber theoryand are in the domain of arithmetical algorithms.
The techniques used here might be of independent interest.
2 The Algorithm
Our algorithm is broadlybased on the approach used in [5,2,10] for computing
a minimum cycle basis in an undirected graph. The basic idea is to have an
iterative algorithm that computes a new cycle Ci of the minimum cycle basis in
the i-th iteration. There is no loss of generalityin assuming that the underly ing
undirected graph of G is connected. Then d = m−n+1 is the dimension of the
cycle space of G. We can assume that m ≥ 2.656 T. Kavitha and K. Mehlhorn
2.1 The Basic Idea
Recall that each cycle in G is encoded as a {−1,0,1} vector in Qm. Let  S,C  =  m
i=1 sici denote the standard inner product between S =( s1,...,sm) and C =
(c1,...,cm), which are vectors in the space Qm. A high-level description of our
algorithm is as follows.
For i =1 ,...,d do:
1. let Si ∈ Qm be a non-zero vector such that  Si,C j  = 0 for all j where j<i .
2. compute Ci to be a shortest cycle in G such that  Si,C i   =0 .
That is, Si is a non-zero vector orthogonal to the cycles computed in the
ﬁrst i − 1 iterations. And the shortest cycle which is not orthogonal to Si is Ci.
Before we get into the details of how to implement these steps, let us ﬁrst check
if this approach gives us what we seek.
Theorem 1. The set {C1,...,C d} is a minimum cycle basis of G.
Proof. It is easyto see that Ci is linearlyindependent of {C1,...,Ci−1}. Si is a
witness of this linear independence since  Si,C j  = 0 for all j<i , so the inner
product of Si with anylinear combination of C1,...,C i−1 has to be zero but
 Si,C i   = 0. Hence the whole set {C1,...,C d} is linearlyindependent.
Suppose {C1,...,C d} does not form a minimum cycle basis. Then there exists
a minimal i such that {C1,...,C i}  ⊆ anyminimum cy cle basis. So {C1,...,C i−1}
⊆ some minimum cycle basis B. Then
Ci = λ1B1 + λ2B2 + ···+ λlBl where each λt ∈ Q and each λt  =0 ,
for some {B1,...,B l}⊆B. Since  Si,C i   =0 ,∃Bk ∈{ B1,...,Bl} such that
 Si,B k   = 0. Then bythe verydeﬁnition of Ci, it follows that weight(Bk) ≥
weight(Ci). Hence B  = B ∪{ Ci}\{ Bk} is also a minimum cycle basis. The
cycle Bk that has been omitted from B  cannot be one of C1,...,Ci−1 since the
inner product of each of C1,...,Ci−1 with Si is zero whereas  Si,B k   = 0. Hence,
{C1,...,Ci}⊆B  , which is a minimum cycle basis - a contradiction.    
So our basic idea works. Let us now consider how to implement the two steps
in the basic idea.
2.2 Implementation
Computing a shortest cycle Ci such that  Si,C i   = 0 for Si ∈ Qm can be reduced
to computing a shortest cycle Ci such that  Si,C i   = 0 for Si ∈ Zm. So let us
look at the following implementation. More speciﬁcally, in the i-th iteration:
Step 1. Compute Si ∈ Zm such that Si is a nontrivial solution to the set of
equations:
 x,C j  =0∀j<i .
We will show that we can ﬁnd an Si with  Si ∞ ≤ 2f(i), where f(i)i s
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Step 2. Compute f(i) + 1 distinct primes p0,...,pf(i), where each pt ≥ m.
For t =0 ,...,f(i) do:
– compute a shortest cycle Bt such that  Si,B t   =0( m o d pt).
– Now we have a list (probably, a multiset) of cycles (B0,...,B f(i)).
Ci := min(B0,...,B f(i)).
That is, Ci is assigned to be that cycle which has the least weight in
this list. If there is more than one cycle with the same least weight, then
Ci can be anyone of such cy cles.
Lemma 1. Ci is a shortest cycle in G such that  Si,C i   =0 .
Proof. Suppose there is a shorter cycle Di. Since Di is not in the list(B0,...,Bf(i)),
it must be the case that  Si,D i  =0( m o d p0), (modp1),···,(modpf(i)). This
forces  Si,D i  to be a multiple of Πtpt since all the pt’s are distinct primes.
Since each pt ≥ m, Πtpt >m f(i)+1.
Since  Si ∞ ≤ 2f(i) and Di is a vector in {−1,0,1}m,w eh a v e
| Si,D i | ≤ m2f(i) ≤ mf(i)+1 <Π tpt.
So the onlyway  Si,D i  can be a multiple of Πtpt is that  Si,D i  =0 .
Hence, anycy cle Di with a lesser weight than Ci necessarilyhas to obey
 Si,D i  =0 .    
A question that needs to be answered is whyshould there alway s be some
cycle Ci such that  Ci,S i   = 0. We will show that the Si that we compute has
the property that such a cycle always exists.
2.3 Computing Si
Let us ﬁrst order the arcs in the arc set A so that ad+1,...,am form the edges of
a spanning tree T of the underlying undirected graph. This means that in the
incidence vector representation of cycles, the ﬁrst d coordinates correspond to
arcs a1,...,a d which are outside the tree T and the last n − 1 coordinates are
the arcs of T.
This will enable us to maintain the invariant that each Si is of the form
(si1,...,s ii,0,...,0) with sii  = 0. So onlythe ﬁrst i coordinates of Si can be
non-zero and sii has to be non-zero. The fundamental cycle Fi formed bythe
adding the arc ai to the edges of the spanning tree T has the incidence vector
(0,...,0,1,0,...,0,∗,...,∗). That is, in the ﬁrst d coordinates only Fi(ai)  =0
and the ∗’s, which take {−1,0,1} values, are in the last n − 1 coordinates.
 Fi,S i  = sii  = 0. Hence, there is always at least one cycle whose inner product
with Si is non-zero.
In the ﬁrst iteration, S1 is anynon-zero vector. So we assign S1 to be the
vector (1,0,...,0). Thus S1 satisﬁes our invariant. In the i-th iteration we need
to ﬁnd a nontrivial solution to the set of equations  x,C j  =0∀j<i .W ed o
this as follows.658 T. Kavitha and K. Mehlhorn
– compute a vector (r1,...,ri−1,1,0,...0) ∈ Qm that is orthogonal to Cj for
each j<i .
Let the j-th cycle Cj have the incidence vector (cj1,...,cjm). Since the vector
(r1,...,ri−1,1,0,...0) is orthogonal to Cj,
i−1  
k=1
cjkrk = −cji, for 1 ≤ j ≤ i − 1.
Let ˜ Cj =( cj1,...cj(i−1)) be the restriction of Cj to its ﬁrst i−1 coordinates.
So (r1,...,ri−1) is a solution to the set of equations:
˜ Cj · (x1,...,xi−1)=−cji for j =1 ,...,i − 1.
A solution always exists to the above set of equations because ˜ C1,..., ˜ Ci−1
are linearlyindependent. Suppose the linear combination
i−1  
j=1
αj ˜ Cj = 0 (1)
and not all αj are 0. Then consider the largest k such that αk  = 0 and take
the inner product of both sides of Equation (1) with that ˜ Sk, where ˜ Sk is the
restriction of the vector Sk to its ﬁrst i−1 coordinates. (Note that ˜ Sk has all the
non-zero entries of Sk for each 1 ≤ k ≤ i − 1. So   ˜ Cj, ˜ Sk  =  Cj,S k .) Then the
left hand side is
 k
j=1 αj Cj,S k  = αk Ck,S k  since  Cj,S k  = 0 for all j<k .
Since αk and  Ck,S k  are non-zero while the right hand side is zero, we get a
contradiction. Hence each αj = 0 for 1 ≤ j ≤ i − 1.
Thus the (i−1)×(i−1) matrix of ˜ C’s which has ˜ C1,..., ˜ Ci−1 as its rows is
invertible and so there exists a unique solution to the set of equations:



˜ CT
1
. . .
˜ CT
i−1


x =



−c1i
. . .
−c(i−1)i


 (2)
Let (r1,...,r i−1) be the solution to the above set of equations. Then S 
i =
(r1,...,r i−1,1,0,...,0) is a vector in Qm that is orthogonal to C1,...,Ci−1.
ByCramer’s rule, each rj is of the form rj = yj/k, where k is the determinant
of the matrix of ˜ C’s (call this matrix Mi) and yj is the determinant of the matrix
obtained byreplacing the j-th column of Mi bythe vector on the right hand side
of Equation (2). In order to get an integral vector Si from S 
i, we multiply S 
i with
k.S oSi = kS 
i =( y1,...,yi−1,k,0,...,0) is an integral vector that is orthogonal
to all the cycles C1,...,Ci−1. And we have also maintained our invariant that Si
has non-zero entries in onlyits ﬁrst i coordinates and its i-th coordinate is non-
zero. Equivalently, (y1,...,yi−1) is the (integral) solution to the set of equations:
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Let us now bound the L∞ norm of Si. Since k is the determinant of an
(i−1)×(i−1) matrix whose entries are −1,0 or 1, using Hadamard’s inequality
we get
|k|≤Π
i−1
j=1  ˜ Cj ≤Π
i−1
j=1
√
i ≤ 2(ilog i)/2.
Similarly, each |yj|≤2(ilog i)/2. Hence max{y1,...,y j,...,k}≤2(ilog i)/2.
Thus we have shown that  Si ∞ ≤ 2f(i), where f(i)=( ilogi)/2.
The vector (y1,...,y i−1) can be obtained byGaussian elimination, or by
multiplying the matrix M
−1
i with the column vector (−kc1i,...,−kc(i−1)i).
These computations can be implemented in O(iω) steps, where ω is the best
exponent of matrix multiplication. We also need to account for the cost of per-
forming arithmetic operations, since we do arithmetic on large numbers. As-
suming that arithmetic on O( log ) bits takes O( ) time, we have the following
lemma.
Lemma 2. A nontrivial vector Si ∈ Zm such that  Si,C j  =0∀j<iand
 Si ∞ ≤ 2f(i) can be computed in O(mω+1) time.
3 Computing Bt
In order to compute a shortest cycle whose inner product with Si is non-zero
modulo pt, we build an undirected graph Ui,t using the given directed graph G,
the vector Si and the number pt. The graph Ui,t can be visualised as pt levels
of the digraph G. Call these levels as level 0,..., level (pt − 1). Each level has
a copyof everyvertex v ∈ V . Let vj be the copyof vertex v in level j. The
edge set of Ui,t also consists of pt copies of each arc a ∈ A. The edges corre-
sponding to arc a =( u,v) are (uj,v k) where k =( j +Si(a)) modulo pt for each
j =0 ,1,...,p t − 1.
That is, the edge in Ui,t that corresponds to copy j (for j =0 ,...,p t − 1) of
the arc a =( u,v)o fG goes from the copyof vertex u in level j to the copyof
vertex v in level (j + Si(a)) mod pt. Also, each edge (uj,v k)i nUi,t inherits the
weight of its corresponding arc (u,v)o fG.
Thus there is a well-deﬁned map from the vertex set of Ui,t to the vertex set
V of G and from the edge set of Ui,t to the arc set A of G. We can extend this
map to paths of Ui,t. So given anypath q in Ui,t, we can map q to a chain1 in
G bymapping the vertices and edges of q to their images in G.
Lemma 3 captures the essence of the graph Ui,t and Lemma 4 gives us an
eﬃcient wayof computing the desired cy cle. These lemmas are simple to show
and their proofs will be included in the full version of the paper.
Lemma 3. Any (vr,v s) path in Ui,t, whose edges map to distinct arcs of G,
maps to a cycle C in G. The incidence vector of such a cycle C satisﬁes  C,Si  =
±(s − r)(modpt).
1 A chain is an alternating sequence of vertices and arcs (x0,a 1,x 1,a 2,...,ar,x r) such
that either ak =( xk−1,x k)o rak =( xk,x k−1).660 T. Kavitha and K. Mehlhorn
Relabel the arcs of G so that ad+1,...,a m are the arcs of a spanning tree of the
underlying undirected graph.
Compute distinct primes p0,...,p f(m), where each prime ≥ m. {This can be done
by a sieving algorithm.}
for i =1 ,...,ddo
Compute Si =( si1,...,s ii,0,...,0) ∈ Z
m such that sii  = 0 and  Si,C j  = 0 for
all j<i .
for t =0 ,...,f(i) do
Compute the graph Ui,t from G using Si and pt (as described in Section 3).
Let q = minv min  =0 shortest (v0,v  ) path in Ui,t. Let Bt be the cycle in G that
the path q corresponds to.
end for
Ci = min(B0,...,B f(i)).
end for
Return {C1,...,C d}.
Fig.1. Algorithm-MCB: Algorithm to compute a minimum cycle basis in a digraph
Lemma 4. Let q = minv min  =0 shortest (v0,v  ) path2 in the graph Ui,t. Then
q corresponds to a shortest cycle Bt in G such that  Bt,S i   =0( m o d pt).
Remark. Whenever Si mod pt is not the zero vector, then there is always a path
in Ui,t between v0 and v  for some v ∈ V and    =0 .I fSi mod pt is the zero
vector, then q does not exist and so there would be no cycle Bt in the list
(B0,...,B f(i)). Indeed, there can be no cycle in G whose inner product with Si
is non-zero modulo pt, given that Si mod pt is the zero vector.
Cost of Computing Bt. Computation of the path q can be accomplished by
a shortest paths computation in the graph Ui,t from each vertex v0 in level 0
and taking the shortest (v0,v  ),  = 0 path over all v ∈ V . This can be done in
O(n(ptm+ptnlogptn)) time since one single-source shortest paths computation
in Ui,t would take O(ptm + ptnlogptn) time byDijkstra’s algorithm.
The value of π(r), the number of primes less than r, is given by r/6logr ≤
π(r) ≤ 8r/logr [1]. So each of the primes pt can be bounded from above by
O(f(m)logm). Hence we have shown the following lemma.
Lemma 5. We can compute a shortest cycle Bt such that  Bt,S i   =0(m o dpt)
in ˜ O(nmf(m)) time.
3.1 The Entire Algorithm
A summaryof our algorithm to compute a minimum cy cle basis in G =( V,A)i s
given in Fig. 1. The correctness of the algorithm follows from Lemmas 1, 3, 4 and
Theorem 1. Lemmas 2 and 5 ensure polynomial running time of the algorithm.
2 In case of many paths tied for the minimum, choose q to be any of these paths that
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Running Time. Recall that the cost of computing Si is O(mω+1) (byLemma 2).
This is o(m3n) since ω<2.376 [4]. The limiting factor in the running time of
the i-th iteration is the computation of the cycles B0,...,B f(i). Since each of
them can be computed in ˜ O(nmf(m)) time (byLemma 5), the time required to
compute Ci is ˜ O(nmf(m)f(i)). Since f(i)i sO(ilogi), the i-th iteration takes
˜ O(m3n) time. Thus Theorem 2 immediatelyfollows.
Theorem 2. Algorithm-MCB computes a minimum cycle basis of G in ˜ O(m4n)
time.
4A n   O(m3n) Randomized Algorithm
In this section we present a Monte Carlo algorithm to compute a minimum cycle
basis in G. The underlying ideas are the same as in Algorithm-MCB, except that
we will use the primes p0,...,p f(m) more sparinglynow.
Let us call a prime p ∈{ p0,...,p f(i)} a witness of Ci if  Si,C i   =0(m o dp).
Lemma 1 shows that since  Si ∞ ≤ 2f(i), there is at least one witness of Ci in
{p0,...,p f(i)}. We can easilyextend this idea to get the following lemma.
Lemma 6. If p1,...,p 2f(i) are distinct primes where each prime ≥ m, then Ci
has at least f(i) witnesses in {p1,...,p 2f(i)}.
So a prime p chosen uniformlyat random from {p1,...,p 2f(i)} has proba-
bility ≥ 1/2 of being a witness of Ci. So instead of computing f(i) + 1 cycles
B0,...,B f(i) and taking their minimum as Ci, we could ﬁrst sample a few primes
with uniform distribution from {p0,...,p 2f(i)} and compute the cycles corre-
sponding onlyto these few sampled primes. We will call the minimum of these
cycles as Ci. If the number of sampled primes is poly(logm), then we spend only
˜ O(m2n) time to compute Ci now. But of course, we have introduced some error.
So this Ci need not always be the cycle that we seek, however we can bound the
error probability.
The more diﬃcult problem is to eﬃcientlycompute Si =( si1,...,s ii,0,...,0)
in Zm where sii  = 0 and  Si,C j  = 0 for all j<i . We can no longer aﬀord to
spend Θ(mω+1) time to compute Si now.
4.1 Computing Si More Eﬃciently
The important observation is that we do not reallyneed Si, what we need
is Si mod pt, that is, the vector (si1 mod pt,...,s ii mod pt,0,...,0) in order
to compute Bt.I fq0,...,q r are the few sampled primes of iteration i, then
Si mod q0,...,S i mod qr are the vectors that we need. We had computed Si as
(y1,...,y i−1,k,0,...,0) where (y1,...,yi−1) is the (integral) solution to the set
of equations:
˜ Cj · x = −kcji for j =1 ,...,i − 1
(this is Equation (3) from Section 2.3). The integer k = det(Mi), where Mi
denotes the matrix of ˜ C’s on the left of the above equation. Now we want662 T. Kavitha and K. Mehlhorn
– Compute 3f(m) distinct primes p1,...,p 3f(m), where each prime ≥ m.
– For i =1 ,...ddo:
1. initialize Q = ∅.
2. For j =1 ,..., log
2 m  do:
• let rj be a random element of {p1,...,p 3f(m)}\{r1,...,r j−1} picked with
uniform distribution.
• if det(Mi)  =0( m o d rj), then Q = Q ∪ rj.
(Mi is the (i − 1) × (i − 1) matrix discussed above. M1 is the empty
matrix; let its determinant be ∞.)
3. if |Q|≤  logm , then declare failure and exit the program.
4. For each qt ∈ Q
• compute in the ﬁeld Zqt :  i = det(Mi) and ( 1,...,  i−1)=M
−1
i b.
• set Si mod qt =(  1,...,  i,0,...,0). (And when i =1 ,w es e tS1 mod qt =
(1,0,...,0).)
• compute Bt = shortest cycle such that  Bt,S i mod qt   =0( m o d qt).
5. Ci = min(B1,...,B |Q|).
– Return {C1,...,C d}.
Fig.2. Randomized-MCB: Randomized algorithm to compute a minimum cycle basis
in a digraph
to determine Si mod p directly, where p is a sampled prime. Let Si mod p =
( 1,...,  i,0,...,0). It follows from Equation (3) that ( 1,...,  i−1) satisﬁes the
set of equations:
˜ Cj · x = − icji for j =1 ,...,i − 1 in the ﬁeld Zp (4)
where  i = det(Mi)(modp). Whenever  i  =0 ,M
−1
i b (modp) is the unique
solution of Mix = b in Zp, where b denotes the column vector of − icji’s of
Equation (4). Then we can determine Si mod p directlybycomputing det( Mi)
and M
−1
i b in the ﬁeld Zp.
We know that det(Mi)  = 0 and that |det(Mi)|≤2f(i) from Hadamard’s
inequality(see Section 2.3). So, byexactlythe same argument as in the proof of
Lemma 1, we can show the following lemma.
Lemma 7. If p1,...,p f(i) are distinct primes, then for at least one prime p in
{p1,...,p f(i)}, det(Mi)  =0 ( m o d p).
Call such a prime p a witness of Mi. Again we can extend this argument
as in Lemma 6 to show that if p1,...,p 3f(m) are distinct primes, then Mi has
at most f(i) − 1 non-witnesses in {p1,...,p 3f(m)}. So if we take a sample P of
 log
2 m  elements from {p1,...,p 3f(m)}, each choice made uniformlyat random
(without replacement), then we can show that with high probability, there are
at least  logm  witnesses for Mi in P. For each of these witnesses p,w ec a n
compute Si mod p in O(mω) time because arithmetic in Zp takes O(1) time. So
the total time spent to compute Si mod p for all the elements in P is O(mω|P|)
or ˜ O(mω). This is o(m2n).A Polynomial Time Algorithm for Minimum Cycle Basis in Directed Graphs 663
Based on these ideas, we have the Monte Carlo algorithm presented in Fig. 2.
In some runs Randomized-MCB declares “failure” and does not return anyset
of cycles. In other runs it returns a set of cycles {C1,...,C d}. It is easyto see
that these cy cles are alway s linearlyindependent, but theymaynot alway s be
a minimum cycle basis. Call iteration i a “success” if in iteration i, the cycle Ci
that Randomized-MCB computes is indeed a shortest cycle whose inner product
with Si is non-zero. Let Ai denote the event that iteration i is a success. When
the event A1 ∩···∩Ad occurs, then Randomized-MCB remains faithful to the
basic idea (Section 2.1) and so the cycle basis {C1,...,C d} computed bythe
algorithm is indeed a minimum cycle basis. So the probability that Randomized-
MCB outputs a minimum cycle basis is Pr(A1 ∩···∩Ad).
Lemma 8. For each 1 ≤ i ≤ d, Pr[Ai|(A1 ∩···∩Ai−1)] ≥ 1 − 1/m.
Proof. For iteration i to begin, it must be the case that in the ﬁrst i−1 iterations,
the algorithm did not declare “failure” and exit the program. The event A1∩···∩
Ai−1 ensures that this is indeed the case. So iteration i begins and iteration i is a
success whenever the random sample of  log
2 m  primes, that we pick in iteration
i, has at least  logm  + 1 witnesses of Mi and among these witnesses of Mi,
there is at least one witness of Ci. We can bound from below the probabilitythat
this event occurs byupper bounding the complement event. The complement is
the union of two events: (i) the event that |Q|≤  logm  and (ii) the event that
Q has no witnesses of Ci given that |Q|≥  logm  +1 .
Let us look at the ﬁrst of these two events. We know that there are at most
f(i)−1 non-witnesses of Mi in {p1,...,p 3f(m)}. In iteration i, when we pick the
ﬁrst random element r1, the probabilitythat r1 is not a witness of Mi is at most
(f(i)−1)/(3f(m)). The j-th random element rj is chosen uniformlyat random
from {p1,...,p 3f(m)}\{r1,...,r j−1}. The probabilitythat rj is a witness of Mi
depends on how manyof {r1,...,r j−1} are witnesses of Mi. But we do not need
this exact value. We can easilysee that for each j =1 ,..., log
2 m 
Pr[rj is not a witness for Mi] ≤
f(i) − 1
3f(m) − j +1
≤
m
3m − logm
≤
1
2
So the probabilitythat there are exactly  logm  witnesses of Mi in Q is
at most
  log
2 m
 log m 
 
· (1/2) log
2 m − log m . Hence the probabilitythat there are at
most  logm  witnesses of Mi in Q is upper bounded by  logm  + 1 times this
number. This value is at most
( logm  + 1)(log
2 m) log m  4
mlog m−1 <
1
2m
∀m ≥ some constant m0.
(Also, we will modifyRandomized-MCB so that for small m, i.e. when m<m 0,
we do no random sampling - so Randomized-MCB is identical to our determin-
istic algorithm for small m.)
Let us now look at the second event that contributes to the failure of iteration
i. Given that |Q| >  logm , we would like to upper bound the probabilitythat
Q has no witnesses of Ci. There are at least 3f(m) − f(i) ≥ 2f(m) witnesses of664 T. Kavitha and K. Mehlhorn
Ci in {p1,...,p 3f(m)}. Mi also has at least 2f(m) witnesses in {p1,...,p 3f(m)}.
So at least half the witnesses of Mi are also witnesses of Ci. So the probability
that a random subset Q of witnesses of Mi contains no witness of Ci is at most
(1/2)|Q| ≤ 1/2m since |Q|≥logm +1 .
So thetotal error probabilityisatmost1 /2m+1/2m =1 /m. Hence Pr[Ai|(A1∩
···∩Ai−1)] ≥ 1 − 1/m, for each 1 ≤ i ≤ d.    
Since Pr(A1 ∩···∩ Ad)=Πd
i=0 Pr[Ai|(A1 ∩···∩ Ai−1)], Lemma 8 shows
that the success probabilityof Randomized-MCB is at least (1 − 1/m)d >
(1 − 1/m)m ≈ 1/e. Hence, byrunning Randomized-MCB a constant number
of times and taking the cycle basis whose weight is the least, we can make the
error probabilityless than δ for anygiven constant δ>0. The running time of
the algorithm follows from the discussion at the beginning of Section 4. Hence
Theorem 3 follows.
Theorem 3. A minimum cycle basis can be computed with high probability in
˜ O(m3n) time.
5 Further Analysis
In this section we would like to prove that any minimum cycle basis from the
set of all minimum cycle bases of G has a chance to be returned as {C1,...,C d}
bya variant of Algorithm-MCB (Fig. 1). First, ﬁx anyspanning tree T of the
underlying undirected graph of G and let {a1,...,a d} be the arcs of G \ T. Let
{D1,...,D d} be some minimum cycle basis of G. Let us assume that these cycles
are sorted bytheir weights. So we have weight( D1) ≤···≤weight(Dd). Let us
form the d×d matrix D whose i-th column is the incidence vector of Di restricted
to the arcs {a1,...,a d}. It is simple to show that D is a nonsingular matrix. The
next observation is that the rows of D can be permuted so that for each i, the
i × i submatrix consisting of the ﬁrst i rows and ﬁrst i columns is nonsingular.
Alternately, the LUP decomposition of D gives us a permutation matrix P such
that PD has this property. Permuting the rows ofD is just renumbering the arcs
a1,...,a d.
Let us now describe the slight variation in Algorithm-MCB so that we can
claim that {D1,...,D d} can be returned byour algorithm. The variation is
that we do an extra step, right at the beginning, where we permute the or-
der of the arcs in G \ T. That is, we generate a random permutation σ on
{1,...,d} and the order of coordinates in the incidence vectors of cycles will
be aσ(1),...,a σ(d),a d+1,...,a m. After this step, the rest of the algorithm is the
same as Algorithm-MCB (Fig. 1). In the case of a tie while computing a shortest
path or shortest cycle, let us assume that the algorithm breaks ties randomly so
that each of the candidate cycles tied as the shortest cycles has a chance to be
picked.
Our algorithm has a tree of possible executions and we want to show that
there is at least one execution where {D1,...,D d} is computed as a minimum
cycle basis. In the ﬁrst step let us assume that the permutation π was generated,A Polynomial Time Algorithm for Minimum Cycle Basis in Directed Graphs 665
where π is the permutation corresponding to the permutation matrix P in the
LUP decomposition of D. Using the special propertyof the d × d matrix PD,
that is, for each i, its leading i × i submatrix is nonsingular, we can show that
for 1 ≤ i ≤ d, there is a vector Li =(  i1,...,  ii,0,...,0) in Qm such that
(i)  Li,D j  = 0 for all j where j<iand (ii) Di is a shortest cycle such that
 Li,D i   =0 .
The above statement is the crux of the argument and Theorem 4 follows
directlyfrom this. The details will be given in the full version of the paper.
Theorem 4. The minimum cycle basis {D1,...,D d} can be returned by the
modiﬁed Algorithm-MCB.
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