We propose a novel type of quantum heat engine with functionality based on dynamical material design: the swift dynamical control of the magnetic properties of a chromium oxide Cr2O3 which we exploit as a working substance. We use density functional theory for the calculation of the magnetic and electronic properties of Cr2O3 and determine the time-dependent exchange coupling strengths. Exact diagonalization of the effective spin Hamiltonian yields the spin excitation spectrum which we use to construct the quantum heat engine and calculate its efficiency, the output power, the irreversible work, and the non-equilibrium work fluctuations. For the sake of completeness, we also consider a working substance composed of several unit cells. We show that even without an implementation of transitionless (adiabatic) driving the quantum friction is very low compared to the total produced work, which is an advantage of our working substance, as experimentally hard-to-implement adiabatic shortcuts are not necessary. Moreover, the working body shows some remarkable thermodynamic features due to the quantumness of the system.
I. INTRODUCTION
Experimentally feasible high-intensity terahertz (THz) laser pulses with peak fields of 300 kV cm −1 and an energy of 5 nJ [1] can excite long-wavelength phonon modes either in bulk materials or thin films. The amplitudes of excited lattice vibrations exceed several percents of the interatomic distance and can modify the structural material properties via nonlinear effects. Nonlinear phononics allows an ultrafast (on subpicosecond time scales) dynamical control of the sample material properties. This is an example of what is called dynamical material design, see recent works and references therein [2] [3] [4] [5] [6] [7] [8] [9] . The central mechanism is an infrared (IR) mode excited by terahertz-frequency optical pulses and anharmonically coupled to the Raman (R) mode. Through first-principles calculations done for the magnetoresistive manganites PrMnO 3 the energy surface for nonlinear lattice vibrations can be fitted to an anharmonic potential energy V ξ R , ξ IR , where ξ R , ξ IR are displacements of the R and IR modes with the corresponding frequencies ω R = 155 s m −1 , ω IR = 622 s m −1 , see [10, 11] for more details. The nonlinear dynamics governed by the anharmonic potential V ξ R , ξ IR has been explored in detail in a recent work [11] . Using first-principles density functional theory (DFT), Fechner et al. [11] studied a prototypical magnetoelectric material, Cr 2 O 3 . Calculations revealed the remarkable fact that the 9 THz frequency R mode causes a pronounced modification of the magnetic exchange interaction through a change in the average CrCr distance.
The emerging field of dynamical material design together with nonlinear phononics can be a fruitful tool for testing fundamental physical problems. Here we are interested in applications to quantum thermodynamics, a rapidly developing research field at the crossover of quantum mechanics and statistical physics, with a particular emphasis on the issue of whether the laws of classical thermodynamics hold when entering the quantum regime .
In the present work, we employ dynamical material design and propose a new type of quantum heat engine based on a nano-scale working body. The concept of our engine is quite straightforward and experimentally realizable. Intense laser pulses serve to dynamically control the magnetic coupling and the associated energy spectrum of the system through the activated R and IR modes. Thus the work done on/by the system is in essence electrical manifested as mechanical that changes the magnetic properties.
We consider a Cr 2 O 3 unit cell containing 4 Cr atoms as a prototype model of a working body, but our methods are quite general and can easily be extended to other materials.
The proposed quantum heat engine shows a much richer spectrum (including, e.g. level crossings) than other toy models with some intriguing features due to the quantumness of the system. Another merit of our system is that the quantum friction turns out to be reasonably small which allows an almost reversible cycle even without an implementation of adiabatic shortcuts.
The work is organized as follows: In section II we specify the model, in section III we present details of density functional theory calculations about the material properties of the chromium oxide Cr 2 O 3 . In section IV we describe the quantum Otto cycle, in sections V and VI we discuss quantum work and transitionless driving, respectively. The thermalization of the working body is explained in section VII, the generalization of the Hamiltonian based on multiple unit cells is discussed in section VIII. Finally, the obtained results are analyzed in section IX.
II. MODEL
The Hamiltonian of the single-unit-cell magnetoelectric chromium oxide Cr 2 O 3 derived in [11] 
Here, the magnetocrystalline anisotropy constant is equal to D = −27 µeV andŜ is the spin operator of a chromium atom with S = 3/2. TheJ n ξ R (t) are effective exchange interaction constants between the spins of Cr atoms, and depend on the R mode distortion ξ R (t), excited by THz pulses. The threeJ n ξ R (t) are obtained from the five bare exchange interaction constants J n ξ R (t) for the five nearest-neighbor Cr atoms in the Cr 2 O 3 lattice by identifying the Cr atoms of other unit cells with Cr atoms of the reference unit cell. The resulting mapping is J 1 (ξ R (t)) = J 1 (ξ R (t)) + 3J 3 (ξ R (t)), J 2 (ξ R (t)) = 3J 2 (ξ R (t)) + J 5 (ξ R (t)),
The exchange constants are considered to be quadratic functions of ξ R (t),
For strong, experimentally feasible THz pulses with appropriate frequencies (see below), the temporal variation of R modes ξ R (t) can lead to significant temporal variation of the exchange interactions, even inverting the sign ofJ 1 ξ R (t) , see Fig. 1 . In this work, we slightly simplify the full lattice distortion compared to [11] (see appendix) and restrict ourselves to a dependence on three frequencies ξ R (t) = ξ R0 + C R cos(ω R t) + C IR cos(2ω IR t)
whereω IR andω R are the renormalized infrared and Raman frequencies, respectively [11] , and Ω is the frequency of the THz pulse. For more details concerning the exchange constants J n ξ R (t) we refer to [11] , while details concerning the simplifications as well as numerical values for the parameters in Eq. (3) and Eq. (4) are given in the appendix.
The time-dependence of ξ R (t) andJ n (ξ R (t)) is shown in Fig. 1 for our choice of parameters. The exchange coupling constants change significantly with time, particularlyJ 1 ξ R (t) . They exhibit slow oscillations if Ω ≈ω IR due to the last term in Eq. (4) . One such oscillation of period 126 ps constitutes the quantum Otto cycle described in section IV. The other two terms in Eq. (4) lead to very fast oscillations with smaller amplitudes than the low-frequency oscillation (see inset in Fig. 1 ). FIG. 1. Time-dependence of (a) ξ R (t) and (b)Jn(ξ R (t)) over three periods. Apart from the low-frequency oscillations, there are two additional high-frequency terms yielding extremely fast oscillations of lower amplitude (see inset).
III. MATERIAL PROPERTIES OF THE CHROMIUM OXIDE
Previous theoretical studies using the Vienna ab initio simulation package (VASP) showed that for the magnetoelectric working body Cr 2 O 3 , DFT calculations can reproduce experimentally observable properties [49, 50] . As a validation step to the other numerical results, we are using the Korringa-Kohn-Rostoker (KKR) Green's Function method Hutsepot [51, 52] . The Perdew-BurkeErnzerhof [53] (PBE) exchange-correlation functional was used together with the Hubbard-U correction in the implementation of Dudarev [54] . The potentials are described within the atomic sphere approximation.
We use for our calculations the experimental rhombohedrical lattice structure with space group 167 (R3c) [55] , lattice constants a = 5.359 Å , and angles α = 55.097
• (structure and lattices vectors a 1 and a 2 are depicted in Fig. 2a ). As shown in [49, 50] , the application of U is essential for a good numerical description of Cr 2 O 3 .
We obtain for an antiferromagnetic spin orientation (indicated in Fig. 2a ) always insulating behavior (see Fig. 3 ). The electronic band gap increases slightly with increasing U (see Fig. 4a ). As it is typical for DFT calculations, the band gap is always underestimated with respect to the experimental band gap of either bulk Cr 2 O 3 (3.2 eV to 3.4 eV [56] ) or thin films (2.98 eV to 3.2 eV [57, 58] ). Hence, the magnetic properties should make a better indicator for a reasonable value for U (see Figs. 4b and 4c). However, also the experimentally measured magnetic moment at the Cr site varies between different studies from 2.48µ B to 2.76µ B [59, 60] and the comparison with our theoretical results does not indicate a unique U value. Only the antiferromagnetic transition . Note that only the uppermost Cr site can be shown. New lattice vectors can be expressed via the original single-unit-cell lattice vectors (shown as a1, a2, and a3): a1 + a2 , a2 + a3 , and a1 + a3 . (c) Top view of the structure with three unit cells as basis (named A, B, and C). They relate to the unit cells shown in (a). New lattice vectors for three unit cells are: a1 − a2 , a1 − a3 , and a1 + a2 + a3 . The structure pictures are created with VESTA [64] .
temperature calculated with the random phase approximation [61] agrees best for U = 1.6 eV with the experimentally determined T N = 307 K [62, 63] .
In conclusion, we observe also a strong dependence of the magnetic properties in Cr 2 O 3 with the correlation corrections U similar to the earlier ab initio calculations. Only the choice of the optimal Hubbard-U value differs for our KKR method compared to the studies using VASP [11, 49, 50] .
IV. A QUANTUM OTTO CYCLE
We consider a quantum Otto cycle consisting of two quantum isochoric and two quantum adiabatic strokes. Quantum isochoric means that in this stroke heat is exchanged between the working substance and heat baths, which are equilibrated phonon-like baths in our case, i.e., the baths consist of harmonic oscillators. The heat exchange does not affect the baths but reshuffles the level populations in the system, while the Hamiltonian is fixed during this period. Quantum adiabatic means that in these strokes the working body is isolated from the heat baths and does work to modify the exchange constants J n , as discussed in the previous section. The duration of the quantum adiabatic strokes are on the picosecond timescale, which in particular means that they are not performed in a quasi-static way, which is usually meant by adiabatic driving in quantum mechanics.
When the frequencies of the anharmonic IR and R modes are different from the thermal phonon excitations, the mismatch between frequencies only allows a slow energy exchange between IR and R modes and thermal phonons. Therefore, in a short timescale (i.e., during the adiabatic stroke), the process of steeringJ n ξ R (t) is only affected by the R modes, but not by the thermal bath.
The four strokes of our quantum cycle are thus defined as follows: in the first, isochoric stroke, a heat bath heats our four-spin working substance with temperature T H while ξ R = ξ (H) R is fixed. In the second stroke, the applied THz pulses drive the exchange constantsJ n ξ R (t) (i.e., shift the energy levels) of the system based on a changing Raman mode distortion from ξ
R . In the third, isochoric stroke, a cold heat bath cools the working substance. In the fourth stroke, the lattice of the working substance, and thus the exchange constants J n ξ R (t) and the energy spectrum ofĤ, Eq. (1), relax to the initial state. The schematics of the cycle is shown in Fig. 5 . We note that the separation of cycles is based on the assumption that the exchange constantsJ n ξ R (t) , i.e., the energy spectrum of the system, is solely driven by IR, R modes and that the thermal bath has no impact onJ n ξ R (t) .
At nonzero temperature the internal energy of the system can be evaluated as U = Tr ˆ Ĥ whereˆ is the density matrix. For the change in the internal energy we deduce [65] : dU = N n=1 E n d nn + nn dE n . The first term δQ = N n=1 E n d nn quantifies the heat exchange in terms of reshuffled level populations d nn T ) due to an infinitesimal change of the temperature T for fixed eigenenergies E n . The second term δW = N n=1 nn dE n corresponds to the produced work due to the change of the energy spectrum dE n of FIG. 5 . Schematics of the cycle under study. Heating (1→2) and cooling (3→4) are isochoric processes, the work strokes W2 (2→3) and W4 (4→1) are quantum adiabatic. the system.
While the notion of heat and heat exchange between the system and the heat bath is precisely defined, the concept of quantum work is nontrivial as quantum work is not an observable. Rather, the exponential average of the quantum work is given by time-ordered correlation functions of the exponentiated Hamiltonian and cannot be expressed through the expectation values of an operator representing the work (see Talkner et al. [13] ).
V. QUANTUM WORK
The work produced during the work strokes W 2 , W 4 can be quantified as [26] 
Here, E n (ξ is the transition probability between the eigenstates of the HamiltonianĤ(t), where we assume that the m th level is λ m -fold degenerate. The corresponding timeevolution operatorÛ (t) is defined bŷ
where T ← is the time-ordering operator. Moreover, P (2) n as well as P (4) n are the level populations at the beginning of the respective stroke. For a system prepared in a thermal equilibrium state the level populations P (2) n as well as P (4) n are described by Gibbs distributions with
In the case of adiabatic work strokes, we have no transitions, P mn (τ ) = δ mn in Eq. (5) . This means that at the end of the driving we have the same populations for all states as in the beginning, i.e., we arrive at the same state as if the system had been driven in an adiabatic manner.
The adiabaticity of the cycle can also be verified through the non-equilibrium work fluctuations δW ,
where W ad is the work done by an adiabatically performed stroke. In case that the work strokes are adiabatic, we have δW = 0 . Another definition of δW is given by [26] 
Here, ρ t denotes the propagated density matrix, ρ ad t denotes the adiabatically-driven density matrix, and ρ eq t denotes the instantaneous Gibbs-equilibrium density matrix, all of these taken at time t . Moreover,
is the quantum relative entropy between density matrices ρ A and ρ B . When the system is in thermal equilibrium at the beginning of the stroke, we can also use the relations Comparing the propagated system state ρ t to the instantaneous Gibbs equilibrium ρ eq t yields the irreversible work
which is a measure for the quantum friction caused by the employed driving protocol [26] .
VI. DRIVING BY SHORTCUTS TO ADIABATICITY
Apart from the work produced per cycle by the heat engine, it is also interesting to study its output power which depends on the duration of the cycles and thus is higher for faster cycles. The output power of the quantum Otto cycle can be estimated as
Here τ 1 (T H ), τ 3 (T L ) are the relaxation times of the working substance in contact with the hot and cold phonon baths, and τ 2 = τ 4 are the durations of the adiabatic strokes. For a quantum adiabatic stroke that is performed in finite time rather than adiabatically (in the sense of infinitely slow and reversibly) there will be a finite probability for inter-level transitions. To ensure adiabaticity and thus reversibility of the cycles in the simulation, we implement adiabatic shortcuts. In this work we will compare the evolution of the system during the work stroke with the evolution performed by counter-diabatic driving [26, 66, 67] , using the general formulation valid also for degenerate spectra [68] . This results in a modified, counter-diabatic (CD), HamiltonianĤ CD (t) which readŝ H CD (t) =Ĥ(t) +Ĥ 1 (t) , (13) where isĤ(t) the original system Hamiltonian, Eq. (??), and the second term
compensates the nonadiabatic effects of quantum friction that occur due to fast driving. The time-derivative of the Hamiltonian in Eq. (14) is the reason for changing the temporal dependence of the atomic displacement as pointed out in the appendix, as we aim at H 1 (0) =Ĥ 1 (τ ) = 0 . In other words, the counter-diabatic and the pure Hamiltonian coincide at the beginning as well as at the end of the strokes.
It is important to note that for our system the experimental realization of the counter-diabatic termĤ 1 (t) appears to be extremely difficult. However, our numerical results below show that even without the counterdiabatic term the non-equilibrium work fluctuations are rather small.
VII. THERMALIZATION OF THE WORKING BODY
For heating and cooling of the spin system, we need a heat bath which we assume is provided by the thermal phonons of the crystal. The thermal coupling between the phonons and the spins is approximated. The energy exchange between the bath and the spin system is described through the coupling of phonons with the longitudinal spin componentsŜ sity matrix [69] dρ S (t) dt = ω,ω n,γ e i(ω−ω )t Γ(ω) Ŝ x n (ω)ρ S (t)Ŝ 
where B(t) = dk g k (b † k e iω k t +b k e −iω k t ) and
Here, π(E n ) = |Ψ n Ψ n | is the projection operator on the eigenstates |Ψ n of the spin system Hamiltonian. The bath correlation functions Γ(ω) are 
VIII. THE WORKING SUBSTANCE CONSTRUCTED FROM SEVERAL UNIT CELLS
The four-spin unit-cell model has been shown to successfully describe experimentally observable material properties of the crystal such as the Néel temperature, the band gap or the spectral density [49, 50] . However, it is unclear whether work statistics are also well-captured by the corresponding effective Hamiltonian. In a working body consisting of several unit cells, the number of the energy levels and all types of interlevel transitions between them are drastically increased. This may influence the produced work and other thermodynamic characteristics of the engine. Therefore, we consider working bodies consisting of several unit cells and try to infer the scaling with size. In particular, we will look at a similar crystal, but use spin-1/2 particles instead of the spin-3/2 of the Cr atoms for computational capacity reasons. We will show that the qualitative behavior is quite similar, such that we can also expect scaling properties for the multiple-unit-cell case.
Most of the interactions taken into account are between atoms of neighboring unit cells. As explained in section II, in the single-unit-cell model we deal with an effective interaction approach by projecting the interactions with atoms of neighboring unit cells onto the respective atoms of the reference unit cell. In this case, the periodic continuation is straightforward. We now generalize the effective Hamiltonian to the settings of two and three unit cells (see Figs. 2b and 2c) , respectively, by considering a periodically extendable arrangement of unit cells. For example, when building the Hamiltonian for two unit cells, we keep the interactions between atoms of the original first and second unit cell as they are and project everything else on the corresponding atoms.
The Hamiltonian for the two-cell case then readŝ
Here, site numbers 1 to 4 represent the blue cell (A, counting from top to bottom), while site numbers 5 to 8 represent the yellow cell (B) in Fig. 2b . Note that here and in the following spin Hamiltonian J n (ξ R (t)) are the bare exchange interaction constants. We do the same for the three-unit-cell case, where the resulting Hamiltonian readŝ H 3 (t) := J 1 (ξ R (t)) Ŝ 1Ŝ2 +Ŝ 3Ŝ4 +Ŝ 5Ŝ6 +Ŝ 7Ŝ8 +Ŝ 9Ŝ10 +Ŝ 11Ŝ12 + 3J 2 (ξ R (t)) Ŝ 1Ŝ12 +Ŝ 2Ŝ7 +Ŝ 3Ŝ10 +Ŝ 4Ŝ5 +Ŝ 6Ŝ11 +Ŝ 8Ŝ9 + 3J 3 (ξ R (t)) Ŝ 1Ŝ6 +Ŝ 2Ŝ9 +Ŝ 3Ŝ8 +Ŝ 4Ŝ11 +Ŝ 5Ŝ10 +Ŝ 7Ŝ12 (20) + 3J 4 (ξ R (t)) Ŝ 1Ŝ7 +Ŝ 1Ŝ11 +Ŝ 2Ŝ8 +Ŝ 2Ŝ12 +Ŝ 3Ŝ5 +Ŝ 3Ŝ9 + +Ŝ 4Ŝ6 +Ŝ 4Ŝ10 +Ŝ 5Ŝ11 +Ŝ 6Ŝ12 +Ŝ 7Ŝ9 +Ŝ 8Ŝ10 + J 5 (ξ R (t)) Ŝ 1Ŝ4 +Ŝ 2Ŝ3 +Ŝ 5Ŝ8 +Ŝ 6Ŝ7 +Ŝ 9Ŝ12 +Ŝ 10Ŝ11
In addition to sites 1 to 8, we added sites 9 to 12 in the green unit cell (C) in Fig. 2c . All not-nearest-neighbor exchange couplings between the spins of different cells in Eq. (19) , Eq. (20) mimic the inter-cell coupling.
IX. RESULTS
The displacement of the Raman mode ξ R (t) that governs the exchange constants J n (ξ R (t)) contains slow and fast (up to 10 3 times faster) oscillating terms. The lowfrequency term constitutes the dominant contribution that also determines the duration of the cycle, while the high-frequency terms lead to fast oscillations around the low-frequency-based values of the quantities of interest. The realistic driving schemeJ n (ξ R (t)) is implemented in the Hamiltonian to propagate the state of the system. The exact numerical values for displacements ξ R are presented in the appendix.
In our simulations, we use a dimensionless coupling constant between phonons and spins g k = 0.1 and apply a magnetic field in the z direction to remove degeneracies. The strength of the magnetic field is set to 1.73 T.
A. Spectrum of the Hamiltonian and Level Populations
To gain some insight into our working substance, we first explore the instantaneous energy spectrum of the spin Hamiltonian, Eq. (1), as a function of the lattice displacement ξ R . This spectrum is shown in Fig. 6 . We note again that the value of ξ R shows a superposition of different frequencies, leading to a rather complicated behavior of the spectrum over time.
Obviously, the spectrum at hand is a lot more complicated than the spectrum of other toy models employed for quantum heat engines so far. In particular, we note that while the ground state stays the same for the whole driving there are level crossings for most of the excited states. Moreover, there are also many avoided crossings present, with splittings too small to be visible in Fig. 6 . One needs thus to be careful when considering the adiabatic driving since all (avoided) crossings must be tracked carefully.
For the Hamiltonian Eq. (1) at t = 0, we also consider the level populations at representative states of the system. Fig. 7 shows the Gibbs equilibrium populations at different temperatures. Only very few levels are occupied at 50 K, whereas at 1000 K, many more will contribute to the thermodynamic properties. The number of levels populated above a given threshold is indicated in Tab. I. 
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B. Irreversible work and non-equilibrium work fluctuations
We consider the stroke that starts at t = 0 ps and lasts until t = π/0.05 ≈ 63 ps, see Fig. 1 . As for the initial state, we adopt the Gibbs ensemble at T = 300 K . For this particular setting, we employ the quantum adiabatic, the nonadiabatic and the counter-diabatic driving scheme and use the obtained data to compute the irreversible work and the non-equilibrium work fluctuations.
We calculate the irreversible work according to Eq. (11) and compare it to the adiabatic work performed during the quantum-adiabatic stroke in Fig. 8 . The effect of quantum friction plays no role for the first 20 ps to 25 ps of the stroke and becomes relevant only after that stroke duration. Next, we consider the non-equilibrium work fluctuations. Using the same setting and Eq. (8), we calculate δW with and without a CD driving scheme. The result is presented in Fig. 9 .
Similar to the irreversible work, non-equilibrium work fluctuations arise only after 20 ps to 25 ps and continue growing until the end of the stroke. On the other hand, the CD-driving almost entirely eliminates the effect of fluctuations. The only small remnant of non-equilibrium work fluctuations is a numerical artifact and leads to a tiny, but non-zero value.
Thus, the chromium oxide heat engine is friction-free for CD-driven strokes. Nevertheless, even without CD shortcuts, the non-equilibrium work fluctuations (Fig. 9 ) are much smaller than the total work performed during the stroke (3-4 meV compared to 100 meV), despite the fast oscillations of the exchange coupling constants on top of the slow oscillation of the Otto cycle. This is convenient since the experimental realization of CD shortcuts, in general, is a complicated task. 
C. Efficiency
Next, we turn our attention to the performance of our heat engine. To this end, we study one whole cycle, where we assume that the baths are coupled to the system until complete Gibbs equilibration. Note that we do not need to simulate the thermalization processes for the Gibbs state. We calculate the efficiency η according to standard recipes, using the formula:
We show the results for different hot and cold bath temperatures in Fig. 10 . As expected, for a fixed temperature of the cold bath T L the efficiency increases with temperature of the hot bath T H within reasonable temperature ranges. It turns out that there can be a shallow maximum (not shown) for low-temperature cooling baths for heating temperatures above 1900 K. However such a high temperature is far beyond the limit of validity of the model. Nevertheless, there is a certain saturation value of efficiency for fixed T L . Moreover, we observe
We note that not all combinations of hot and cold baths lead to a non-negative efficiency value. In particular, if the hot bath temperature is too low, a negative efficiency value is observed meaning that our system works like a refrigerator in such cases. Note moreover that the theoretical output power (see following section) is zero here, since we assume an infinitely long thermalization time (corresponding to infinitely long isochoric strokes) to obtain a perfect Gibbs ensemble.
D. Output power
We now fix the bath temperatures to T H = 1500 K and T L = 50 K and consider different finite-time durations of the isochoric thermalization strokes for the evaluation of the output power. We use durations between 0.66 ps to 66 ps for heating, and durations between 1.3 ps and 330 ps for cooling. To obtain meaningful results, i.e., to make sure that the engine describes a closed-cycle loop, we let the engine perform several cycles to converge to a closed cycle. Fortunately, the necessary number of cycles is not too large as illustrated in Fig. 11 for one particular example: using a thermalization time τ L = 8 ps for cooling with the cold bath at a temperature T L = 50 K, and a thermalization time τ H ≈ 4.6 ps for heating with the hot bath at a temperature T H = 1500 K, we see that convergence to the limit cycle happens within a few cycles. Once the limit cycle is attained, we calculate both output power and efficiency (the latter is η = 20.81 % for the cycle in Fig. 11 ). The results for the output power for different durations of heating and cooling strokes are shown in Fig. 12 . We observe distinct maxima for fixed durations of either heating or cooling strokes (only fixed heating curves indicated). Interestingly, for most given heating durations, the peaks lie around 33 ps of cooling, while for most given cooling durations, the maxima are around 13 ps of heating (not shown). Hence, for the chosen system parameters the optimal quantum isochoric stroke durations are even a little shorter than the work stroke durations.
For the indicated curves in Fig. 12 , the efficiency values at the maximum output power are in the range of 32.9 % to 37.6 % (37.3 % at the maximal output power), which is very close to the efficiency when thermalizing until thermal equilibrium is obtained (see Fig. 10 , efficiency for T H = 1500 K and T L = 50 K is 37.9 %).
The large efficiency values estimated for the optimal output powers indicate that it is not even necessary to apply the isochoric strokes until the system is in perfect thermal equilibrium (Gibbs state). This fact is an advantage as the decrease of the cycle durations further enhances the output power.
E. Multi-unit-cell case
First, we qualitatively compare the efficiencies of the spin-1/2 and the spin-3/2 systems in Fig. 13 , where we use a single unit cell for both cases. We observe that the qualitative behavior (fast monotonic increase for low heating temperatures, build-up of a shallow maximum for low-temperature cooling, saturation for hightemperature heating), is rather similar, even if the scales of temperatures are different. Note that temperatures above 1500 K serve only as a comparison of the two models and will not yield physically reasonable results since our model will not be valid due to changes in the material properties in this temperature range. We now address the resulting efficiencies for two and for three unit cells, for which the Hamiltonians have been given in Eq. (19) and (20) . In particular, we assume perfect counterdiabatic driving, meaning that there are no transitions between energy levels during the driving period. We show the results for several cooling temperatures in Fig. 14 .
Still, the range of the efficiencies is very similar, although the heat engine seems to be more efficient when using more unit cells. As mentioned already above, we observe that the efficiency in not increasing monotonously with increasing temperature T H of the hot bath. As an example, a shallow maximum appears for a cooling temperature of 50 K and a heating temperature of 450 K for the three-unit-cell case. This can be explained by the following observation. Looking at the spectrum of the Hamiltonian (Fig. 6) , most of the energy levels (especially the lowest ones) show a monotonic energy increase with increasing ξ R . Nevertheless, some of the levels show exactly the opposite behavior. It is therefore clear that if such a level is occupied during the work stroke, it is going to lower the mean work of the whole system, such the engine would be more efficient if this level was not occupied. Since this effect is more pronounced with more unit cells, it seems highly interesting to take even more unit cells into account.
X. CONCLUSIONS
Dynamical material design is a frontier of material science -allowing dynamical control of properties of a broad class of materials. Desired values of the parameters (here the exchange interaction constants) are mainly achieved by selective laser heating of the Raman and infrared phonon modes. We implemented this idea in the field of quantum thermodynamics. Here, we proposed a model of a quantum heat engine with chromium oxide Cr 2 O 3 as a working body -consisting of a single unit cell or of several ones.
Combining earlier DFT calculations for the electronic part and mapping onto a spin Hamiltonian that we diagonalize exactly we study on the basis of the spin-spectrum a quantum heat engine driven by THz-electromagnetic radiation and calculate its cycle efficiency, the produced work, the irreversible work, and the non-equilibrium work fluctuations. Our main finding is that quantum friction of the quantum heat engine is very small. Increasing the number of cells enhances the cycle efficiency. Thus for the experimentally feasible realistic multi-cell quantum heat engines (that are beyond the numeric capacity), we predict a reasonably high cycle efficiency.
Moreover, we show that we obtain a high cycle efficiency together with a large output power even if the heat baths are detached before full equilibration is achieved. This is important since full equilibration increases the cycle duration which is, of course, unfavorable.
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APPENDIX

A. Lattice displacements and exchange constants
The time-dependence of the magnetic coupling parameters J n ( ξ R (t)) follows from the time-dependence of the lattice displacements ξ R . The latter are derived from solving a differential equation system governing the potential energy surface 
and the external driving field [11] F (t) = E drive sin(Ωt) . Hence, the lattice displacements themselves are timedependent:
Therein, the five amplitudes C R , C IR , C Ω , and C Ω± depend on the renormalized frequenciesω R ≈ 9 THz, ω IR ≈ 17 THz (see [11] for the complete expressions) and on the driving frequency Ω (see Tab. II). Those lattice displacements can then be connected with the magnetic coupling constants via a continuous quadratic function J n ( ξ R ) [11] , where the parameters are tabulated in Tab. III. Here, we consider only the variation of J n with the R mode because the variation due to the IR mode is much smaller.
We now explain the simplifications made to obtain Eq. (4). The last term in Eq. (A2) forms a long-wave solution, which dominates the variation of ξ R (t). The term includingω R yields a wave with frequency ≈ 9 THz . The other components with 2ω IR , 2Ω , and (Ω+ω IR ) have very similar frequencies at ≈ 34 THz, yielding rapid oscillations. We therefore decided to only keep the term with the largest contribution, C IR , for simplicity, yielding ξ R (t) ≈ ξ R0 + C R cos(ω R t) + C IR cos(2ω IR t) As a next step, we obtain ξ R (t) from ξ R (t) by shifting by half a period of the lowest frequency, yielding cos [(Ω −ω IR )t] instead of the corresponding sin [(Ω −ω IR )t] . This is advantageous since it yields ∂ t H(0) = ∂ t H(τ ) = 0, which is in turn important for the counter-diabatic Hamiltonian to coincide with the original one at the beginning and at the end of the strokes.
Summarizing, we arrive at ξ R (t) = ξ R0 + C R cos(ω R t) + C IR cos(2ω IR t)
which is to be employed for the determination of the exchange constants. Finally, we plug ξ R (t) into the quadratic Taylor expansions of the exchange constants J n (Eq. (3)) and use these for the definition of the time-dependent spin Hamiltonian (Eq. (1)) for E drive = 0.6 MV cm −1 at a driving frequency of Ω = 16.95 THz . The latter choice follows Fig. 8 in [11] showing a reasonable slow modulation of theJ n -almost five periods during 500 ps. The thermodynamic strokes follow then as described in the main text (Fig. 5) .
TABLE III. The ground state magnetic interaction constants (Jn(ξ R = 0)) and their first and second derivatives for the A1g(9) mode in Cr2O3 . The values are obtained from a quadratic fit to the Jn(ξ R ) variation depicted in Fig. 4b in [11] . The units are meV, meV/( √ uÅ), and meV/( √ uÅ) 2 , respectively. 
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