A new proof of a weighted norm inequality for multilinear singular integrals of Calderón-Zygmund type is presented through a more general estimate involving a sharp maximal function. An application is given to the study of certain multilinear commutators.
Introduction
The study of multilinear singular integrals of Calderón-Zygmun type continues to attract many researchers. Many results obtained parallel the linear theory of classical Calderón-Zygmund operators but new interesting phenomena have also been observed. A systematic analysis of many basic properties of such operators can be found in the article by Grafakos and Torres [GT1] . See also the work of Kenig and Stein [KS] and the survey article [GT2] for further references and details.
One aspect of the theory that still is being developed is the one related to the study of maximal operators associated to multilinear singular integrals and appropriate versions of multilinear weighted norm inequalities. In a recent work Grafakos and Torres [GT3] have obtained multilinear weighted norm inequalities based on a version of Cotlar's inequality in the multilinear setting. Their approach provides multilinear analogous of the works by Coifman [C] and Coifman and Fefferman [CF] . Here we present a different approach based on the use of a modified version of the sharp maximal function of Fefferman and Stein. Indeed, we are motivated by the work of Alvarez and Pérez who gave in [AP] a different proof of the main result of [C] . Such different approach turns out to be flexible enough to derive some sharp (weighted and unweighted) estimates for other operators such as the commutators of Coifman, Rochberg and Weiss [CRW] or some of their generalizations. This has been studied in the linear case by Pérez [P1] , [P2] , and more recently by , [PT2] . Our intention in this article is to combine both lines of research to provide some further insight into what techniques available in the study of linear singular integrals can be pushed and adapted to the study of multilinear operators. In this sense we also employ some ideas of Coifman, Rochberg and Weiss to introduce and study certain multilinear commutators of singular integrals with pointwise multiplication.
We will closely follow some of the notion from [GT1] . The multilinear operators T that we study are initially defined on the m-fold product of Schwartz space S(R n ) and take their values into the space of tempered distributions S (R n ). We will assume that the distributional kernel on (R n ) m+1 of the operator coincides away from the diagonal y 0 = y 1 = y 2 = · · · = y m in (R n ) m+1 with a function K so that
whenever f 1 , . . . , f m are C ∞ functions with compact support and x / ∈ ∩ m j=1 supp f j . Moreover, we will also assume that the function K satisfies the standard estimates
and, for some ε > 0,
Such kernels are called m-linear Calderón-Zygmund kernels and the collection of such functions is denoted in [GT1] by m-CZK(A, ε). These operators have the property that a boundedness estimate of the form
for 1 < q 1 , . . . , q m < ∞ and
However it will be more important for our purpose the following end-point estimate:
for 1 ≤ q 1 , . . . , q m ≤ ∞ satisfying (1.4). In particular, it will be relevant the case:
which extends the classical result in the linear case T :
for further details and references. These boundedness properties justify calling the operators m-linear Calderón-Zygmund operators, as we will refer to them in the rest of the paper. Moreover, as we already mentioned, weighted norm inequalities for multilinear Calderón-Zygmund operators are also available and were first obtained in [GT3] . In the next section we revisit them using different arguments, while in the last section we present a simple application of multilinear weighted norm inequalities to the study of multilinear commutators.
Part of the material presented in this article arose through the participation of the authors at the AMS Summer Research Conference on Harmonic Analysis, Mount Holyoke, Massachusetts. July, 2001. Both authors would like to thank the American Mathematical Society for its support and the organizers of the conference for facilitating a very stimulating forum for the discussion of mathematics and the interaction with colleagues.
Multilinear weighted estimates via the sharp maximal function
Our proof of Theorem 2.1 will use a variant of the sharp maximal operator M # of Fefferman and Stein [FS] . Recall that for a function f ∈ L 1 loc (R n ), the sharp maximal function is defined by
where the supremum is taking over all the cubes Q containing the point x, and where, as usual, f Q denotes the average of f over Q. For δ > 0 we denote by M # δ the operator
By M f we will denote the standard (uncentered) Hardy-Littlewood maximal function and, similarly as above, for δ > 0 we denote by M δ to the operator
Then the Fefferman-Stein's inequalities that we will be using are the following.
Let 0 < p, δ < ∞ and let w be any A ∞ weight. Then there exists a constant C such that the inequality
holds for any function f for which the left hand side is finite. Similarly, there exists another constant C > 0 such that
) for any function f for which the left hand side is finite.
The proof of these facts are based on the good-λ inequality relating M and M # . See [D] for a simple presentation. The above extension involving M δ and M # δ can be easily verified from the arguments therein.
Our main result can be seen as a sharpening of [C] with a different proof based on ideas from [AP] . As mentioned in the introduction, these ideas have already been exploited in [P1] , [P2] , [PT1] , and [PT2] .
In what follows we will sometimes use the notation f = (f 1 , . . . , f m ), y = (y 1 , . . . , y m ), and d y = dy 1 . . . dy m .
Theorem 2.1. Let T be an m-linear Calderón-Zygmund operator and let 0 < δ < 1/m. Then, there exists a constant C > 0 such that for any vector function f = (f 1 , . . . , f m ), where each component is smooth and with compact support, the following inequality holds
As a consequence we have the following a priori estimates: Let 0 < p < ∞ and let w be any weight satisfying the A ∞ condition, then there is a constant C > 0 such that
for any smooth vector function f such that the left hand side is finite. Similarly, there exists another constant C > 0 such that
for any smooth vector function f for which the left hand side is finite.
Proof. Fix a point x and a cube Q containing x. As it is well-known, to obtain (2.3) it suffices to prove (2.6) 1
for some constant c Q to be determined. In fact we will show, using ||α| r − |β| r | ≤ |α − β| r , 0 < r < 1, that
Let rQ be the cube with same center as Q and side-length r times the side-length of Q. Write each f j as f j = f
By multilinearity, we can write
, where in the last sum each k j = 0 or ∞ and in each term there is at least one k j = 0. Using the regularity of the kernel (1.3) and that 0 < δ < 1, we have
The above computations give the correct estimates for the first term in the right hand side of (2.8). To estimate the sum in the right hand side of (2.8) we distinguish between two kinds of terms. One, in which at least one of the k j = ∞, and one final term in which all the k j = 0. A typical representative of the first kind of terms
we have for such a term the estimates
where we have used that m > l.
To finish the proof we will use the following classical estimate which seems to be due to Kolmogorov: Let (X, µ) be a probability measure space and let 0 < p < q < ∞, then there is a constant C = C p,q such that for any measurable function f
Applying Kolmogorov's estimate to the term T ( f 0 (z)) = T (f 0 1 , . . . , f 0 m )(z) with p = δ and q = 1/m, we derive following
, and the proof of (2.3) is complete.
To prove (2.4) we use the estimate (2.1)
where, by standard arguments using properties of the A p weights, the second expression is finite. To prove (2.5) we use a similar argument using this time (2.2).
Remark 2.2. The range 0 < δ < 1/m in the theorem is sharp. For example, it is known that in the linear case the corresponding estimate is false for δ = 1.
We can now recover the following weighted estimate involving A p weights. 
and, hence, T extends as a bounded operator from
Similarly, if w is a weight in A 1 we have
Proof. We combine (2.4) from Theorem 2.1 together with Hölder's inequality and the classical theorem of Muckenhoupt. In fact, for any f = (f 1 , . . . , f m ) where each component is a smooth function with compact support we have, by standard arguments, that the left hand side of (2.4) is finite. Then, since A p0 = ∩ m j=1 A pj and M is bounded on L pj (w), j = 1, . . . , m, we can apply Theorem 2.1 to compute
This yields (2.9).
We finally choose t positive and smaller than δ/p. Hence whenever |Rez| < δ/p, it follows from the weighted estimate (2.4) in the previous section that 
where we have used in last estimate Muckenhoupt's theorem since e pRezbi ∈ A pi because |pRez| < δ i . The above methods, however, do not seem to work for such operator.
Another interesting aspect would be to study what is the right endpoint estimate in the above proposition along the lines of the work in [P1] , or the corresponding type of estimates derived in [P2] .
