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ABSTRACT
Detonations in non-ideal explosives are highly dependent on the initial state of reactants,
explosive charge size, and confining material properties. Most phenomenological reactive
burn models are constructed at specific densities. Thus, they lack a predictive capability
when applied to explosive systems that differ from the calibration experiments. This research
develops a reactive burn model that incorporates the initial charge compaction as parameter
in the continuum-level representation. Thermochemical, hydrodynamic, and experimental
analyses were conducted for a stoichiometric mixture of ammonium nitrate and fuel oil
(ANFO) at different initial densities. Thermochemical calculations revealed strong variations
in mole fractions and equilibrium states for the detonation products species. Chapman-
Jouguet (CJ) states were used to devise a reactive, chemistry-implicit equation of state based
on a pseudo-polytropic form. The non-equilibrium chemistry was modeled using a global
pressure-dependent rate law whose rate parameters track experimental size effect data. This
new reactive burn model matches CJ states and products release isentropes down to 1% of
the CJ pressure, and replicates the non-monotonic relation between detonation velocity and
reactants density at finite radii.
This work culminates in a multimaterial numerical framework to solve the reactive Euler
equations in confined, multidimensional high-explosive systems. The Ghost Fluid Method
(GFM) is used to handle the dynamic material interfaces for the detonation products, con-
fining materials, and surrounding medium. The solution sensitivity to different interface
boundary conditions is analyzed by replacing the original GFM with two Riemann solver-
based strategies. A novel method for defining the left and right states of the interfacial
Riemann problem eliminates the need for sorting or nodal interpolation during the projec-
tion along the material interface. Numerical tests indicate that populating the interface
node values using the Riemann solution mitigate overheating errors but at additional com-
iii
putational cost. Solution convergence and computational efficiency are also explored as a
function of the spatial and temporal order of the numerical discretization schemes.
Large-scale aquarium experiments are presented for ANFO encased in polymethyl methacry-
late (PMMA) using explosive grade and agricultural grade ammonium nitrate prills. The
time-resolved image data provided information on the detonation velocity, products expan-
sion, and inert shock wave in the water. Computational results for these aquarium tests
using the devised reactive burn model agree within 1% in terms to front velocities and re-
action products expansions. The proposed model and numerical framework, in conjunction
with high-fidelity experimental data, provides a reliable computational tool for simulating
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High explosives (HEs) are metastable substances that can burn through a supersonic
mode of combustion known as detonation. A traveling shock wave compresses the unreacted
material raising its pressure and temperature which in turns initiates chemical reactions. In
order to be self-sustaining, the leading shock front must be supported by a portion of the
chemical energy released [1].
HEs are often classified based on their susceptibility to initiation. The fundamental
groupings are primary, secondary, and tertiary explosives depending on the stimuli required
to set off a chemical reaction. A different classification can be drawn in terms of detonation
performance giving rise to the designation of ideal and non-ideal explosives. For ideal HEs,
the chemical processes that take place after the leading shock are equilibrated when the
flow becomes sonic at the Chapman-Jouguet (CJ) plane. At this point, the reaction zone is
decoupled from the downstream (choked flow) and any energy release perturbations behind
the sonic plane cannot reach and support the detonation front [2]. Detonations in ideal
explosives are characterized by short reaction zone lengths (ℓRZ ∼ O(0.1 mm)) and large
detonation pressures (PCJ ∼ 30–60 GPa). For non-ideal explosives, the chemical processes
continue beyond the sonic plane of the detonation driving zone (DDZ). The late-time fraction
of energy release cannot support the moving front, but it still does expansion work on
the surrounding media [2]. Non-ideal explosives produce broader reaction zones (ℓRZ ∼
O(10 mm)), much lower pressures (PCJ ∼ 5–10 GPa), and they are able to sustain velocities
significantly below their nominal CJ value. These performance characteristics are sought
in rock blasting applications and thermobaric weapon systems to create larger low-pressure
shock impulses.
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The detonation pressures generated by condensed-phase HEs at the reaction zone are
orders of magnitude above the yield strength of most practical confining materials [3]. In-
duced lateral motion of the confinement results in a multidimensional flow structure where
the chemical reactions are quenched near rapid expanding regions. Figure 1.1 depicts the
schematic of a detonation in a cylindrical explosive charge. The detonation wave propagates
across the unreacted material generating high pressure, high density reaction products that
expand radially outward driving an inert shock into the surrounding medium. As the explo-
sive charge diameter is reduced, rarefactions coming from the edges will lower the depletion
rates until the detonation fails. The dependence of detonation velocity on charge diameter
(cylinders) or thickness (slabs) becomes an important property of an explosive that can be









Figure 1.1: Schematic of a multidimensional detonation wave propagating across a cylindrical
explosive charge
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An additional HE classification comes from the dependence of the chemical length scales
with initial charge density. Price [6] reported the existence of two distinct groups of explo-
sives based on the response of their granular pressed charges. Group I explosives correspond
to monomolecular HEs, such as RDX or HMX, in which the reaction zone length and failure
diameter decrease with increasing density. In contrast, Group II explosives display the exact
opposite behavior whereby increasing the density also increases the reaction zone length and
failure diameter. Group II explosives frequently describe commercial fuel-oxidizer blasting
agents [5] but also insensitive HEs such as PBX 9502 [7, 8]. At finite radii, the presence of het-
erogeneities in the reactants mixture leads to a non-monotonic relation between detonation
velocity and pressing density that cannot be predicted from thermochemical calculations.
Lee and Persson [9] conducted a systematic study using emulsion explosives where the
packing density was varied using glass microballoons. They reported downward-concave
diameter effect curves and a more pronounced size effect with increasing density. Their
results show that the detonation velocity reached its maximum far below the theoretical
maximum density and that the failure diameter increased with increasing density. They also
reported that the initial temperature had a negligible effect on the detonation velocity –
based on a 35◦C difference between shots. Similar studies have been conducted using liquid
nitromethane with inert hollow particles [10, 11]. In [10], the authors hypothesized that
two distinct propagation mechanisms exist depending on the particle size and that there
is a scaling relation between the chemical reaction length and the size of those particles.
Such scaling can be used to draw the line between Group I and Group II explosives. Most
commercial blasting agents correspond to secondary or tertiary explosives that display a non-
ideal detonation behavior with size effect properties representative of Group II explosives.
1.1 Ammonium Nitrate - Fuel Oil
The most common blasting agent, ammonium nitrate-fuel oil (ANFO), is widely used
for mining and construction and accounts for approximately 80% of the explosives used
worldwide. It also constitutes the explosive of choice for specialty applications such as
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explosive cladding, avalanche control, or even large-scale nuclear simulations. Unfortunately,
it is also responsible for many civilian and military casualties due to its use as bomb-making
material in terrorist acts.
ANFO is a heterogeneous mixture of a hydrocarbon fuel oil (FO) and ammonium nitrate
(AN) oxidizing agent that remain molecularly distinct at typical atmospheric conditions.
Shock loading mechanically mixes and ionizes these two components sufficiently to support
the detonation reaction. The heterogeneous nature of the mixture results in a shock insensi-
tive explosive with long spatial reaction zones of O(10mm) and failure diameters near 75 mm
[12]. Detonation performance is highly dependent on charge size and confinement with ex-
perimentally observed velocities ranging from 3.5–5.5 km/s [13]. Additionally, ANFO is typ-
ically manufactured in the form of porous prills that vary in size and morphology. Figure 1.2
shows two examples of ammonium nitrate prills commonly used in explosive applications.
The larger prills (∼ 2 mm-diameter) are standard explosive grade AN (a) while the smaller
ones (∼ 0.5 mm-diameter) correspond to agricultural grade AN (b). The middle-right image
from the digital microscope shows the interior of each prill. The size and distribution of
voids not only affect the absorption of FO and charge packing density, but also the forma-
tion of hotspots during detonation initiation and propagation. The morphology of the prills
also determines important properties such as caking, rheology, attrition, and friability, all of
which have an effect on the explosive energy release [14].
A number of experimental studies found in the literature provide insight into the role
of AN physical parameters on detonation performance. For instance, Miyake and coworkers
[15] investigated the influence of pore and particle size on the detonation velocity of stoi-
chiometric ANFO confined by steel tubes. They reported that smaller prills increased the
detonation speed and that pores diameters below 8 µm act more efficiently than larger pores.
Zygmunt and Buczkowski [16] conducted similar studies by fine-tuning the prill porosity us-
ing a manufacturing process based on polymorphic transition. They found that decreasing







Figure 1.2: Explosive grade (a) and agricultural grade (b) ammonium nitrate prills from digi-
tal camera (top), digital microscope with bottom illumination (middle), and SEM (bottom).
The digital microscope images show intact prills (middle-left) and cracked prills (middle-
right)
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These results are in agreement with the classification proposed by Price [6] for Group II ex-
plosives. Salyer et al. [17] reported a series of high-fidelity unconfined size effect experiments
for three types of commercial AN prills mixed with No. 2 diesel fuel. Their results showed
that high-density prills are able to produce higher detonation velocities at large radii, yet
their diameter effect curve is much steeper than for low-density prills. In other words, the
relationship between detonation velocity and loading density has a maximum for charges
with finite radii.
Other experimental studies have focused on characterizing the dynamics of the ANFO-
confiner interaction for high sound speed materials [1, 18]. In a effort to reduce failure
diameters and the size of the test charges, steel tubes are often used by industry during the
characterization of their explosives. However, the transport of energy ahead of the detona-
tion front in a subsonic confiner flow may enhance or decrease the explosive performance
depending on the nature of the HE [19]. For conventional ANFO charges surrounded by
aluminum, Jackson et al. [18] reported an increase in detonation velocity and a decrease
in wavefront curvature. These results suggest that rate-stick data from unconfined shots is
generally preferred for the systematic study of the AN physical parameter on detonation
performance.
Another type of experiment used for characterizing the performance of commercial ex-
plosives is the aquarium test [20, 21]. It involves a cylindrical charge submerged in a water
tank and initiated at one end. As the reaction wave travels along the charge axis, sequential
photographic exposures provide time-resolved images of the detonation front position, ex-
pansion of the reaction products, and the shock wave propagation in the surrounding water.
For instance, Craig et al. [20] and Johnson et al. [21] used aquarium experiments to quantify
the non-ideality of ANFO by estimating the percentage of ammonium nitrate reacting in the
DDZ and in the sonically decoupled gaseous products. High-fidelity data from rate-sticks or
aquarium tests can be used to calibrate phenomenological models intended for the simulation
of more complex explosive systems.
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1.2 Hydrodynamic Modeling
Modeling the detonic and subdetonic regimes in non-ideal explosives has motivated a
large body of theoretical, numerical, and experimental work for the past decades [22–25]. As
mentioned previously, the strong dependence of the detonation structure on charge geometry
and confiner demands a full hydrodynamic treatment of the problem, rather than a simply
thermochemical one.
There are two main techniques for simulating detonation propagation in multidimen-
sional explosive systems: programmed burn and reactive burn. In the programmed burn
methodology, the detonation wave propagation is calculated using an evolution equation
whose solution describes the path of the detonation and post-detonation state [26]. The
best-known example of this class is Bdzil-Stewart’s Detonation Shock Dynamics (DSD) [27].
DSD is an asymptotic theory that can describe the dynamics of detonations when the curva-
ture of the shock is small compared to the reaction zone length. This front theory derives a
relationship between the normal detonation shock speed Dn and the total shock curvature κ
that can be used to compute the location of the shock front given some information about its
initial location [28]. High-order DSD theories have been applied to model ANFO explosives
[29] but these are only formally applicable to charge sizes away from failure regimes. In the
reactive burn approach, the simulation domain includes the entire fluid flow and requires the
reaction zone to be computationally resolved. Traditional reactive burn models operate at
the continuum scale where the HE and confining materials are treated as an Euler fluid with
negligible diffusive transport of mass, momentum, and thermal energy [3]. The choice of
equations of state, reaction rate laws, and thermodynamic mixture rules is what sets apart
the different models.
Both programmed burn and reactive burn are phenomenological in nature and lack pre-
dictive capability when they are applied to problems that differ widely from the calibration
experiments. Thanks to the latest advancements in experimental diagnostics and computer
power, two other modeling approaches are actively emerging: mesoscale and atomistic.
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Mesoscale models aim to predict the microstructural effects on the shock and detonation
response, while atomistic level calculations seek to build an understanding from quantum-
mechanical first principles [30]. Baer et al. [31] conducted a mesoscale reverse-ballistic
simulation for an representative volume element of ANFO prills. Thopsom and Shan [32]
presented reactive atomistic simulations of shock-induced initiation processes in ANFO mix-
tures. Both approaches can be used to inform continuum scale models, yet the development
of more detailed EOS and rate laws rooted to the underlying physics remains a grand chal-
lenge in high-explosive modeling. At the same time, there is a need for engineering-style
reactive burn models that capture the main features of the detonation dynamics but with
enough simplicity to be integrated into the existing calculations tools.
1.3 Statement of Work
The effect of physical parameters on the detonation performance of non-ideal explosives
has been known for decades. However, the complex physical processes and the cost of the
experiments have forced scientists and engineers to focus only on a reduced number of them.
As a result, most models and data sets for the estimation of blasting agents performance are
limited to specific conditions and cannot be extrapolated to more general cases.
The goal of this research is the development of a continuum-scale reactive burn model
along with a full numerical framework for predicting detonation propagation in non-ideal
explosives over a wide range of conditions. Specifically, this work incorporates the effect of
reactants packing density on the equations of state and rate law formulations for stoichio-
metric ANFO mixtures. The sensitivity of the numerical results to different multimaterial
algorithms is analyzed as well as the trade-offs between computational efficiency and nu-
merical accuracy for this class of problems. In addition, the calculations are compared to
large-scale aquarium experiments where the HE-water interface and the water shock front
locations are directly measured from time-resolved image data. It is expected that this mod-
eling tool will assist users in the design of explosive systems or the setup of experimental
tests.
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The remainder of this document is organized as follows:
• Chapter 2 quantifies the influence of the ANFO initial density on the detonation perfor-
mance through a series of ideal detonation calculations. Based on the thermochemical
results, a chemistry-implicit equation of state is proposed for modeling the reactants
and products of stoichiometric ANFO mixtures in the detonation propagation regime.
This chapter also incorporates the reactants initial density in a phenomenological rate
law that reproduces size effect data from Group II explosives.
• Chapter 3 summarizes the equations of state for different inert confinement materials
considered in this work. Several analytical models for liquid water are considered and
their thermodynamic response is compared against shock Hugoniot data.
• Chapter 4 describes the numerical algorithms developed for simulating one and two di-
mensional ANFO systems under different confinement conditions. A new methodology
for defining the interfacial Riemann problem in multimaterial calculations is proposed,
as well as a dynamic computational geometry for generating diameter effect curves.
• Chapter 5 presents a series of one- and two-dimensional calculations using the mod-
els and algorithms described in the previous chapters. Inert and reactive test cases
are utilized to assess the influence of the discretization schemes and material inter-
face treatments. The reactive burn model is also applied to multiple confined and
unconfined hydrodynamic simulations that reveal its main features.
• Chapter 6 introduces large-scale aquarium experiments for ANFO using explosive grade
and agricultural grade ammonium-nitrate prills (Figure 1.2). The time-resolved image
data is compared against computational results using the equation of state and rate
law developed in this work.






Reactive burn models aim to capture the shock and detonation behavior of complex
high-explosive systems using a continuum-level approach. They are composed of a number
of equations of state, chemical kinetic rate schemes, multiphase mixture rules, and ther-
modynamic closure conditions. The physics at the continuum scale is dominated by the
interaction between the energy release due to chemical reactions and the hydrodynamics.
As opposed to subscale models such as DSD, the simulation domain includes the reac-
tion zone that must be resolved computationally to capture the correct detonation speed.
Reactive burn descriptions are typically implemented in hydrocodes which solve the Euler
equations and often contain additional physics as required for the application of interest
[30]. Popular reactive burn models for shock initiation and detonation propagation include
Ignition and Growth (I&G) [33], History Variable Reactive Burn (HVRB) [34], Scaled Uni-
fied Reactive Front (SURF) [35], Computational Reaction Evolution dependent on Entropy
and Time (CREST) [36], or Arrhenius Wescott-Stewart-Davis (AWSD) [37]. For commercial
blasting agents, the JWL++ model [38] is commonly found in the literature [39–41]. Regard-
ing other aspects of the explosive response, such as the deflagration to detonation transition
(DDT), the majority of the modeling work to date is based on Baer-Nuziato multiphase
theories [42] which treat the interaction between the different phases at the continuum scale.
All the above approaches are phenomenological with EOS and rate laws calibrated against
a particular set of experiments. At this time, no model can be applied to all regimes of
explosive behavior [30]. However, reactive burn techniques continue to be a useful numerical
tool for design purposes in the shock initiation and detonation propagation regimes. The
goal of this chapter is to formulate the simplest possible reactive burn model that captures
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the dynamics of propagating detonations in non-ideal HEs, but with enough flexibility to
accommodate the range of conditions arising in engineering applications.
2.2 Reactive Euler Equations
Detonation is a balance between advection, reaction, and diffusion where adiabatic shock
compression provides the activation energy required to convert a metastable reactant mixture
to a product state of lower chemical potential energy [1]. Due to the extreme pressures
generated by condensed-phase HEs, both explosive and confiner will flow and can be treated


















= ω̇(P, λ), (2.1d)
where ρ is the density, V is the particle velocity vector in the laboratory frame, e is the
internal energy, P represents the thermodynamic pressure computed from the equation of
state, and λ is the mass fraction of reaction products. The D
Dt
operator represents the Lagra-
gian time derivative and ω̇(P, λ) indicates the rate of reactants depletion. Equations (2.1)
are closed by specifying an EOS and a form for the reaction rate law.
2.3 Ideal Detonation
The simplest description of a detonation process was proposed independently by Chap-
man [43] and Jouguet [44] and it is still in use today to quantify the maximum performance
attainable from gaseous and condensed phase detonating mixtures. It considers an instanta-
neous reaction with the shock and reaction zone collapsed into a jump discontinuity where
the end state is assumed to be in thermochemical equilibrium [45]. Equations (2.1) lead
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to algebraic relations between the state ahead and behind the discontinuity known as the
Rankine-Hugoniot (RH) jump conditions. The RH conditions approximate the detonation
wave by a self-sustained supersonic wave traveling through the material at constant velocity.
These can be expressed as,
ρ0D = ρ1(D − u1), (2.2a)
P1 − P0 = ρ0Du1, (2.2b)











where D is the detonation wave speed, u is the particle velocity in the shock-attached
frame, and the subscripts 0 and 1 denote the states ahead and behind the front respectively.
Equations (2.2) apply to inert and reactive fronts and are independent of the dissipative
mechanisms for shock heating. Eliminating the particle velocity u from the momentum
equation yields a linear relation between the shock pressure P1 and the shock specific volume
V1 = 1/ρ1 known as the Rayleigh line. Furthermore, the energy equation together with
an EOS for the detonation products leads to a convex curve in P–V space known as the
Hugoniot that encompass all the accessible thermodynamic states by shocking a material.
In the Chapman-Jouguet (CJ) theory for detonation waves, since energy is released at the
front making the wave self propagating, an additional condition is needed to determine the
detonation wave velocity D, i.e., the CJ condition [46]. The CJ condition postulates that an
unsupported detonation proceeds at the minimum wave speed which is given by the tangency
condition of the Rayleigh line to the Hugoniot curve. At the tangent point, the slope of the
Rayleigh is a minimum and the flow velocity relative to the shock front equals the local
equilibrium sound speed.
This simplified thermodynamic representation of the reaction process provides a well-
established approach to understanding reactivity in energetic materials. The only infor-
mation required from the reactants are the elemental composition, density, and heats of
formation. The success on the theoretical predictions is largely due to the fast time scales
12
involved during detonation in many solid and gaseous explosives [47]. But as the rates
of decomposition become slower, the fluid dynamic processes begin to play a stronger role
and the purely thermodynamic treatment losses accuracy. Nevertheless, if the chemical and
physical transformations have a finite relaxation path for energy release, the degree of ”ide-
ality” comes from the ratio between the chemical and engineering length scales. As this ratio
tends to zero, the state in the detonation products will approach the ideal thermochemical
prediction.
Calculating the chemical equilibrium composition from a number of reactants species is
usually done by thermochemical codes that numerically minimize the Helmholtz free energy
of a mixture of fluid and solid products [48]. Examples of such codes include Fortran BKW
(LANL), Tiger (LLNL), IDeX (ICI), CARTE (CEA), or Cheetah (LLNL) to mention some.
In this work, all the thermochemical calculations are conducted using the commercial soft-
ware EXPLO5TM which applies the free energy minimization method developed by White et
al. [49].
2.3.1 Becker-Kistiakowsky-Wilson
One of the most challenging parts involved in a thermochemical calculation is describ-
ing the EOS of the fluid components accurately [47]. For the conditions that take place
in detonating HEs, the thermodynamic parameters are determined from the sum of the
ideal (intra-molecular) and non-ideal (inter-molecular) fluid contributions [48]. One of the
most extensively used EOS for describing the fluid components is the empirical Becker-
Kistiakowsky-Wilson (BKW) [50] which is based upon a repulsive potential applied to the
Virial equation of state. The BKW EOS in its standard form is given by,
PV





V (T + θ)α
, (2.3b)
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where α = 0.5, β = 0.38, κ = 9.41, θ = 4250 are constants fitted to experimental Hugoniot
data or ab initio calculations, and ki are the individual species covolumes that represent
the repulsive potential for each detonation product species. The BKW EOS continues to
be widely used in the explosive field and can generally predict detonation properties with
reasonable accuracy. Regardless of its popularity, the BKW presents a number of deficiencies
due to its empirical nature such as anomalies in adiabatic derivatives or poor accuracy for
products containing large amounts of hydrogen (i.e., producing large amounts of polar water)
[51, 52].
2.3.2 Exponential-6
Efforts to develop better equations of state for detonation products have been based
largely on the concept of model potentials. Statistical mechanics is used to calculate the EOS
of a classical fluid consisting of a mixture of identical spherical particles where the energy of
interaction can be described by the Buckingham Exponential-6 (Exp-6) pair potential [47].
There are currently three theories based on pertubational and variational approaches that
provide good agreement with Monte-Carlo simulation data: the Mansoori-Canfield-Rasaiah-
Stell (MCRSR) variational pertubation theory, the Weeks-Chandler-Anderson (WCA) and
Kang-Lee-Ree-Ree (KLRR) hard-sphere pertubation theories, and the hypernetted mean
spherical approximation (HMSA) integral equation for pair distribution function [52]. For
the pertubational approach used in EXPLO5TM, the Helmholtz free energy, A, is expressed
in terms of an ideal and excess components,
A = Ai +Aexc (2.4)
where Ai and Aexc denote the ideal gas and intermolecular contributions to the energy
respectively. The problem consists in finding three variables such that the thermodynamic
excess properties vary smoothly in the P -V -T region of interest [53]. The fundamental
equation of the canonical ensemble of statistical mechanics for the excess thermodynamic
properties of a system of N molecules in a volume V and temperature T with pairwise
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additive central interactions whose translational motions are classical is [54],














where kB is the Boltzmann constant, Φ12 is the central pair potential, and F = Aexc/NkBT
is the dimensionless excess free energy factor. The Exp-6 pair potential for a mixture of
















where r is the separation distance between particles, ǫ is the well depth, rm is the position of











Figure 2.1: Schematic of the Exponential-6 interatomic pair potential versus distance be-
tween particles


























where ǫij is the interspecies energy, rm,ij is the interspecies size, and αij is the interspecies
repulsion. In the presence of polar molecules, such as H2O or NH3, Ree [55] also proposed
a correction for the attractive force contribution by adding a temperature dependent well
depth,







where the constant λii is set to zero for non-polar molecules. Additionally, the interaction
between unlike molecules (i 6= j) are obtained using the Lorentz-Berthelot combination
rules. These rules determine the interaction between unlike molecules to be the arithmetic











In Equations (2.8) and (2.9), the repeated indices pertain to the interaction between like
molecules, whereas the parameters with distinct indices refer to interaction between unlike
molecules. The pair potential parameter values for the different product species used in
EXPLO5TM are given in Table 2.1. The equation of state of the mixture is then mapped
onto a single component using van der Waals 1-fluid (vdW1) theory where the effective
potential corresponding to a simple component fluid is given by r3m = bx, ǫ = ax/bx, and
α = cx/ax. These approximations reduce the excess Helmholtz free energy to a function of
three variables, namely, the stiffness parameter α, the reduced temperature T ∗ = kBT/ǫ,
and the reduced density ρ∗ = Nr3m/V .
The major drawback with equations of state based on statistical mechanical theories is
the computational cost required for calculating the excess thermodynamic contributions from
the fundamental equations [48]. Byers Brown [54] removed this difficulty by using an analytic
representation of the excess Helmholtz free energy in terms of Chebyshev polynomials using
16
Table 2.1: Product species parameters for Exp-6 potential [52]
Product rm (Å) ǫ/kB(K) α (-) λ (-)
H2O 3.25 188 13.3 496
H2 3.49 30.4 11.2 0
O2 3.83 121.2 13.6 0
CO2 4.22 230.2 13.8 0
CO 4.16 105.5 13.2 0
N2 4.13 101 13.1 0
CH4 4.30 137.8 12.3 0
CH2O 4.40 330 13.0 0
CH2O2 4.62 150 13.0 0
HCNO 4.80 232 13.0 0
CH3OH 4.24 507 13.0 0
NH3 3.95 96.7 12.9 117
N2O 4.28 272.8 13.6 0
NO2 4.27 338 13.6 0
O 2.57 277 11.5 0
H 2.10 50 11.0 0
N 2.56 88.1 11.01 0
NO 3.71 151.9 13.1 0
rotated canonical thermodynamic variables. The excess thermodynamic data is first gener-
ated using the KLRR perturbation theory and later approximated by a trivariate analytical
representation of the thermodynamic EOS based on the Exp-6 potential [54]. In EXPLO5TM,
the domain of interpolation is given by 11 6 α 6 14, 2 6 T ∗ 6 100, and 0 6 ρ∗ 6 3 for
order 4× 4× 4 of the Chebyshev approximation. The value of the multinomial and rotation
coefficients can be found in [53]. Once the excess Helmholtz free energy is obtained, the rest
of thermodynamic quantities can be derived from it.
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2.3.3 Thermochemical Calculations
A series of ideal thermochemical calculations were conducted for a mixture of 94% wt
ammonium nitrate (NH4NO3) and 6% wt generic fuel oil (C10H16.24) representative of the
one commonly used in industrial ANFO [53]. The reactants density was varied from 0.01
to 1.62 g/cm3 in increments of 0.01 g/cm3. The upper limit is chosen from the ANFO
theoretical maximum density at STP, although ANFO mixtures will fail to detonate for
charge densities above approximately 1.35 g/cm3 [56]. Figure 2.2 shows the mole fractions
for each of the major products species (H2O, CO2, N2) as a function of the initial density
for the BKW and Exp-6 equations of state.

























































Figure 2.2: Mole fractions of the major products species (H2O, CO2, N2) as a function of
the initial density from BKW and Exp-6 for 94:6 ANFO
Similar mole fractions were obtained by both EOS although the BKW predicts larger
amounts of water (H2O) and carbon dioxide (CO2) in the detonation products. For the Exp-
6 EOS, the composition of diatomic nitrogen (N2) shows a global maximum near the density
value where the mole fraction of water goes through an inflexion point. Most commercial
explosives generate large amounts of water that raise the particle density of the detona-
tion products. Increased particle density shifts the energy from thermal to intermolecular
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potential which lowers the temperature and determine how much ammonium nitrate is de-
composed near the CJ plane [50]. In Figure 2.3, the mole fraction for the minor species is
shown for the BKW and Exp-6 separately.














































Figure 2.3: Mole fractions of the minor products species as a function of the initial density
from BKW (left) and Exp-6 (right) for 94:6 ANFO
Both EOS produce similar compositions for each of the minor product molecules. The
main difference can be seen in the fraction of ammonia (NH3) and the hydroxyl radical (OH).
Compositions shown in Figure 2.2 and Figure 2.3 only apply to detonation conditions and
will differ from those obtained in isobaric or isochoric combustion regimes. That is, the
same reactants will produce different products under different reaction conditions. At very
high pressures, the dissociation of larger molecules (e.g. H2O to H, O, and OH) is highly
suppressed. Consequently, dissociation products may be neglected as potential products if a
reaction takes place under detonation conditions [53]. Figure 2.4 shows the ideal detonation
speed DCJ, detonation pressure PCJ, heat of reaction Q, and adiabatic exponent γCJ at the
CJ point from each EOS as a function of the initial density for 94:6 ANFO.
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Figure 2.4: Detonation speed (DCJ), detonation pressure (PCJ), heat of reaction (Q), and
adiabatic exponent (γCJ) at the CJ point from each EOS as a function of the initial density
for 94:6 ANFO
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The variation in number of moles for each product species lead to noticeable differences
in the CJ state predicted by each EOS. According to Figure 2.4, the heat of reaction and
adiabatic gamma display a higher sensitivity to the choice of model. In particular, the heat
of reaction computed by the Exp-6 EOS reaches a maximum at ρ0 = 1.34 g/cm
3 rather
than increasing monotonically with density. A similar comparison could be made for other
variables such as temperature or products density. It is generally accepted that equations
of state based on intermolecular potentials provide a more realistic representation of the
thermodynamics of the product species, therefore the results from the Exp-6 EOS will be
used hereafter.
2.4 Chemistry-Implicit Equation of State
Ideal detonation calculations do not take into account the effect of finite chemical rates or
any energy dissipation terms. If there is a need to incorporate the fluid dynamic processes,
the use of a full EOS is often not practical and simplified, chemistry-implicit, representations
are adopted [48]. For condensed-phase explosives, different phases and species of the mixture
require different equations of state. To represent the average thermodynamic behavior at
the continuum level, reactive burn models include an EOS for the liquid/solid reactants, an
EOS for the detonation products, and a mixture rule. For the reactants, a common choice
is the analytic Mie-Grüneisen form referenced to the principal Hugoniot. Some examples of
products EOS models include the perfect gas EOS, Jones-Wilkins-Lee (JWL) [57], Davis [58],
or Williamsburg [59]. For the mixture rule, pressure and temperature equilibrium is often
used in practice but there is currently no consensus on what is the most adequate closure
condition for the reacting system [30]. Calculating the partially reacted states involves a
non-linear solution process, hence the choice of mixture rule becomes a balance between
accuracy and computational efficiency. If only the mechanical variables (pressure, sound
speed, etc.) are required during the hydrodynamic calculation, an incomplete EOS of the
form e = e(P, V ) suffices [3].
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2.4.1 Reactive Pseudo-Polytropic Model
Shock initiation is sensitive to the reactants EOS and insensitive to the reaction products
EOS. In contrast, detonation propagation is sensitive to the products EOS and relatively
insensitive to the reactants EOS [30]. This work focuses exclusively on the latter, thus the
proposed EOS model adopts a single phase representation of the reacting system where the
parameter calibration only pertains to the detonation products. The EOS chosen for the
ANFO reactants and products is a second order pseudo-polytropic with a heat release term










where V and e are the bulk specific volume and internal energy respectively, Q represents
the heat of reaction, and Ω(V ) is a polynomial function of V to be defined. For mixtures in
thermodynamic equilibrium, there is a unique solution provided that reactants and products
EOS are both thermodynamically consistent and stable [60]. Such mixture rule for (2.10)
and (2.11) can be written as follows,
er = e+ λQ, (2.12a)
ep = e− (1− λ)Q, (2.12b)
Vr = Vp = V, (2.12c)
where the subscripts ”r” and ”p” denote reactants and products respectively, and λ is the
reaction progress variable (i.e, λ = 0 for reactants, λ = 1 for products). The expressions in
(2.10) and (2.11) along with the mixture rule (2.12) reduce to a single-phase EOS for the
reacting system where λ enters the constitutive model as a state variable,
P (V, e, λ) =
Ω(V )− 1
V












In Equation (2.13), V0 is the initial reactants specific volume, ωk are fitting coefficients
dependent on the product state, and kmax is the fitting order. The pseudo-polytropic EOS
retains the simplicity of the perfect gas EOS but it is able to overcome some of its drawbacks
by introducing: (i) realistic sound speeds in the unreacted material and (ii) volume dependent
isentropic derivatives. It has also been applied in hydrodynamic simulations of neutron stars
[61] due to its ability to model high-density regimes.
In this work, the ωk parameters are determined by fitting the CJ state obtained from
the ideal thermochemical calculations based on the Exp-6 EOS (c.f., [22]). For kmax = 2,
three constraints are applied to solve for the three ωk: (i) ω0 represents the adiabatic gamma
at infinite volume states, thus it must be set to the ideal gas value; (ii) the slope of the
isentrope at the CJ state must match the value from the thermochemical calculation; (iii)
the detonation velocity from Equation 2.13 must contain a minimum at the ideal CJ velocity.
Constraints (ii) and (iii) result in a non-linear system of two equations for ω1 and ω2 that
can be solved using a multivariate non-linear root finding algorithm. Given the CJ state
from the thermochemical calculation, the residuals may be expressed as,
R1 = γ
Exp6











where γ is the adiabatic exponent for the pseudo-polytropic EOS and PH(V, λ = 1) is the
products Hugoniot. To solve for ω1 and ω2, the specific volume V must be defined in an
interval near VCJ (here V ∈ [0.5VCJ, V0]). Figure 2.5 shows the reactants (blue) and products
(red) pseudo-polytropic EOS surfaces for 94:6 ANFO with ρ0 = 0.90 g/cm
3.
Analytical expressions for the frozen sound speed c, fundamental derivative G, adiabatic
exponent γ, and Grüneisen coefficient Γ are also needed. The detailed derivation is given in
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Figure 2.5: Reactants (blue) and products (red) pseudo-polytropic EOS surfaces for 94:6
ANFO with ρ0 = 0.90 g/cm
3
Appendix A where the final forms are,























Γ = Ω− 1. (2.18)
Expressions (2.15) – (2.18) can be used to impose a series of constraints on the equation of
state. The acoustic families are genuinely non-linear when G > 0, i.e., the EOS is convex.
Convexity implies that compressive waves steepen to form shock waves and rarefaction waves
spread out in time [3]. This EOS definition excludes phase transitions where G may be dis-
continuous. Simulations can sample regions of phase space for which the EOS is quantitative
inaccurate but the conditions for thermodynamic stability must always be satisfied to avoid
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blow-ups. That is, the sound speed (and the adiabatic exponent) must remain positive. For









A stronger requirement comes from 2D stability of shock waves which is needed to guarantee









For kmax = 2, the fitting constraints (ii) and (iii) for ω1 and ω2 do not guarantee that the
conditions for thermodynamic and shock stability are satisfied. Conditions (2.19) and (2.20)
indicate that ω1 < 0 or ω2 < 0 can lead to stability issues in certain regions of phase space,
thus care must be exercised in using a particular calibration by ensuring the appropriate
EOS behavior in the domain of interest. For practical purposes, one can verify the absence
of poles in γ(V ) for compression ratios below the local extremum in the Hugoniot locus:
Vmin = V0Γ/(Γ+2). The value of Vmin corresponds to the strong shock limit which physically
results from the balance between thermal expansion due to shock heating and compression
from the shock pressure [3]. To be able to model detonation phenomena, a final constraint










For the pseudo-polytropic EOS, (2.21) along with (2.19) simply reduces to Q > 0.
2.4.2 Analytical Extension for Reactants Initial Density
As mentioned in Chapter 1, one of the main physical parameter affecting detonation
performance of Group II explosives is the reactants initial density. Two-phase mixture
theories based on the work of Baer and Nunziato [42] treat the mass fraction of solid and gas
separately but the interphase interactions and regularization coefficients remain a debate in
the literature. Reduced models that assume mechanical equilibrium of the mixture [63] have
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been applied to DDT and, more recently, to detonation propagation in commercial explosives
[24, 25]. However, these models constructed on continuum multiphase theory posses large
sets of governing equations and complex wave structures that limit their theoretical analysis
and applicability using conventional algorithms. Stewart et al. [64] (SPA model) and Xu
et al. [65] (GISPA model) proposed a simplified single-phase approach formulated in terms
of bulk quantities that retained the independent state variables of the Euler equations to
describe the endothermic compaction and exothermic reaction processes. Until recently,
traditional reactive burn models for SDT and detonation propagation did not include bulk
porosity as a parameter but implicitly assumed that the EOS were constructed at the density
of interest [30]. This required that the model be recalibrated for different initial densities.
To overcome this issue, CREST incorporated a snowplow model whereas SURF and AWSD
use a more sophisticated p− α model [66].
This section extends the pseudo-polytropic EOS by incorporating an analytic dependency
on the initial explosive density. Figure 2.4 showed the effect of varying the initial density of
ANFO on the ideal detonation parameters through a series of thermochemical calculations.
The results indicate that simplified porosity-based corrections in the reactants EOS are
insufficient for capturing the steady detonation characteristics because the products EOS
assumes the main role. For the model in (2.13), the CJ state is determined by the value of
the ωk coefficients and the heat of detonation Q. The initial reactants density then enters













where ρref represents the theoretical maximum density, and ρ̃i and Yi are the density and mass
fraction of each reactant species at STP respectively. For ANFO at STP, ρ̃AN = 1.722g/cm
3
and ρ̃FO = 0.860 g/cm
3 which yields ρref = 1.624 g/cm
3 for a 94:6 mixture. The initial
compaction φ0 is treated as a volume-averaged material property that remains independent
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of the local thermodynamic state. It represents the fraction of condensed-phase constituents,
i.e., φ0 = 1 indicates a material without porosity or voids. Note that φ0 is not necessarily
related to the miscrostructural porosity defined at the grain level. Such connection requires
the macroscopic averages of a microstructural theory [64]. Since spatial variations of φ0 are
possible in the systems of interest (e.g., density gradients in the explosive charge), φ0 must
be advected with the particle velocity, which leads to the following homogeneous evolution
equation of the Hamilton-Jacobi type,
∂φ0
∂t
+V · ∇φ0 = 0. (2.23)
A natural extension of the current model would treat the compaction as a dynamic entity that
would enter the constitute theory as a thermodynamic state variable. Equation (2.23) for φ
(rather than φ0) would be also coupled to the hydrodynamic system of PDEs (2.1) through a
source term that reflects the endothermic compaction process. This approach, along with an
adequate reactants EOS and constitutive parameters for the compaction behavior, would be
necessary for modeling inert weak-shock regimes that lead to partial or complete adiabatic
compaction of the unreacted bed. Due to the lack of experimental data for ANFO, such
extension will not be presented.
The effect of φ0 on ω0, ω1, ω2, and Q is investigated using the thermochemical calculations
based on the Exp-6 EOS described in Section 2.3.3. The first coefficient ω0 corresponds to
the ratio of specific heats at the reference state for the product composition resulting from
the equilibrium calculation. Considering an ideal gas mixture as the asymptotic limit for
infinite volumetric expansion, the value of ω0 is obtained from the mole fractions and heat
capacities at the reference temperature,








whereRu is the universal gas constant, andXi and CP,i are the mole fraction and specific heat
at constant pressure for each i product species. Figure 2.6 shows ω0 as a function of the initial
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compaction for the products composition obtained in Section 2.3.3. The ratio of specific
heats γ∞ for the reaction products in the ideal limit decreases monotonically with increasing
density. For the practical density values in prilled ANFO charges (ρ0 ∈ [0.5, 1.35] g/cm3),
the ideal value for the adiabatic gamma is relatively insensitive to the initial compaction and
will be taken as a constant for the remaining of this work.












Figure 2.6: Ratio of specific heats for 94:6 ANFO detonation products as a function of the
initial compaction
Conversely, the intermolecular coefficient ω1 that multiplies the linear term in Equa-
tion (2.13) displays a strong dependency on the initial reactants density. This dependency
can be modeled by an exponential function with a constant offset term,
ω1(φ0) = a1φ
a2
0 − ω∞, (2.25)
where a1 and a2 are fitting parameters determined by non-linear least squares regression,
and ω∞ is the asymptotic limit at infinite volumes. Figure 2.7 shows the values of ω1 as a
function of the reciprocal of the initial compaction, as well as the analytical representation
given by (2.25).
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Figure 2.7: Intermolecular coefficient ω1 as a function of the inverse of the initial compaction
for 94:6 ANFO
The leading coefficient ω2 in Equation (2.13) is also highly dependent on the reactants
density. In this case, the variation of ω2 with the inverse of the initial compaction was found
to follow a modified functional form of the classical Exp-6 potential,
















where ω∞ is the asymptotic limit at infinite volume, ǫ̃ − ω∞ is the depth of the attractive
well, α̃ is the stiffness of the repulsive term, and φm is the position of the well minimum.
Figure 2.8 shows the values of ω2 as a function of the reciprocal of the initial compaction
along with the analytical representation given by (2.26). Additionally, the variation of ω0,
ω1, and ω2 is plotted in Figure 2.9.
The last term in (2.13) that manifest a dependency on the initial density is the heat of
reaction Q. The heat of reaction accounts for the difference between the standard enthalpy
of formation of the reaction products and the standard enthalpy of formation of the reactants
29
















Figure 2.8: Intermolecular coefficient ω2 as a function of the inverse of the initial compaction
for 94:6 ANFO

















Figure 2.9: EOS parameters ωk as a function of the initial compaction for 94:6 ANFO
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[67]. It is a measure of the available chemical energy stored in the bonds and it is commonly
used for comparing different explosive formulations. Figure 2.10 shows the variation of the
heat of reaction with initial compaction for 94:6 ANFO. As the density of the unreacted
material increases, Q displays higher values following a logarithmic trend until it reaches a
maximum at φ0 ≈ 0.92. This maximum in the heat of reaction is associated to the local
minimum in the water composition and only appears in the Exp-6 EOS thermochemical
results (Figure 2.2). To model this behavior mathematically, a functional form composed of









1 + exp{12(1− φ0)}
)
, (2.27)
where q1 and q2 are dimensionless fitting parameters determined by least-squares regression,
P0 is the initial pressure, and Q
∗ represents the heat release limit at ρref predicted by the
logarithmic term. Figure 2.10 compares the model in (2.27) against the thermochemical
calculations.
Figure 2.10: Heat of detonation Q as a function of the initial compaction for 94:6 ANFO
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The calibration parameters for expressions (2.24) – (2.27) are summarized in Table 2.2
for a stoichiometric ANFO mixture.










q1 1.331 · 103
q2 0.600 · 103
2.4.3 Reactants Hugoniot and Products Isentrope
The thermodynamic behavior of the pseudo-polytropic model for the ANFO reactants
and products at different initial densities is reviewed next. The pseudo-polytropic EOS
inherits some properties from the ideal gas and stiffened gas EOS with a concave upward
shock-particle velocity Hugoniot curve and a local minimum in V that sets a maximum
compression ratio.
As previously stated, this work does not attempt to accurately model the shock response
on the unreacted ANFO bed, but a quantitative assessment of the pseudo-polytropic EOS is
expedient. Several authors (e.g., [25, 68]) have conducted shock measurements on crystalline
ammonium nitrate but the amount of publicly available data for porous AN and ANFO
mixtures is scarce. Dremin et al. [69] reported experimental shock Hugoniot (Us = 0.84 +
1.42up km/s) for porous AN at ρ0 = 0.86 g/cm
3. Brown and coworkers [70] described an
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stoichimetric ANFO mixture using a Parsafar-Maason-Vinet EOS. Esen et al. [39] and
James et al. [40] modeled the ANFO reactants using a Murnahan EOS with parameters for
ρ0 = 0.80g/cm
3 and ρ0 = 0.75g/cm
3 respectively. Wescott [71] constructed a mass-weighted
linear Us–up EOS for ANFO at ρ0 = 0.93 g/cm
3 using the AN data in [69] and shock data
for paraffin from Marsh [72]. Finally, Kittell et al. [73] approximated a reactants EOS for
a mixture of ANFO-K1 (”crushed” AN) and glass microballoons using data for crystalline
AN along with a phenomenological porosity model.
For the pseudo-polytropic model, an analytic expression for the Hugoniot can be derived
from the reactants EOS (2.10) and the jump conditions (2.2),
PH(V ) =
2e0 − P0(V0 − V )
2V
Γ(V )−1
− (V0 − V )
. (2.28)
Using the predicted ideal detonation speed for a given initial density, the intersection of the
Rayleigh line with (2.28) determines the Von Neumann (VN) state. Figure 2.11 shows a
comparison between the Hugoniot and shocked state for the pseudo-polytropic and a linear
Us–up EOS for ANFO at ρ0 = 0.86 g/cm
3 [69] and ρ0 = 0.93 g/cm
3 [71].
(a) ρ0 = 0.86 g/cm
3
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(b) ρ0 = 0.93 g/cm
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Figure 2.11: Reactants Hugoniot from linear Us–up (red) and pseudo-polytropic (blue) at
two different initial densities. The Rayleigh line corresponds to the black solid line and the
Von Neumann state is labeled as PVN on each curve
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According to Figure 2.11, the pseudo-polytropic EOS predicts VN states that differ from
the experimental Us–up in approximately 7 percent in compression and 5 percent in pressure.
The path along the Hugoniot in (2.28) is representative of a gas rather than a porous solid-
liquid mixture. Therefore, the use of the pseudo-polytropic to model ANFO reactants is
only justifiable for detonation propagation regimes in a limited domain of phase space. The
lack of shock data for ANFO at different initial densities motivates the use of simplified
models that lower the computational cost of the hydrodynamic simulations, but an adequate
reactants material model is required for the simulation of more complex explosive regimes.
For the detonation products, the fluid flow passing through the CJ state is close to an
isentrope [3]. The suggested calibration for the intermolecular coefficients ω1 and ω2 only
considered the CJ point. However, it is desirable that the pseudo-polytropic equilibrium
adiabat PS(V ) at S = SCJ reproduces the adiabatic expansion of the equilibrium fluid
mixture determined from the thermochemical calculations. Defining a new dimensionless
variable Ṽ , log(V/VCJ), the pressure along the isentrope [74] can be written as,








Figure 2.12 shows the isentrope points computed by the ideal detonation code EXPLO5TM
and the predictions from the pseudo-polytropic model at different initial densities for 94:6
ANFO. The pressure and specific volume were non-dimensionalized with respect to the CJ
values. The thermochemical calculations were conducted using the Exp-6 intermolecular
potential and assuming frozen detonation products composition below 2250 K [53]. The
frozen temperature value was determined from best agreement with calorimetry data [75].
Overall good agreement was found between the thermochemical calculations and the
reduced EOS model for ANFO at high pressures. The pseudo-polytropic isentropes begin
to diverge from the ideal values at approximately 1 percent of the CJ pressure, which is
well below the limit values (∼ 100 MPa) for the effective expansion work in commercial
applications [12]. Nonetheless, an important limitation to deem in all chemistry-implicit
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Figure 2.12: Detonation products isentropes for 94:6 ANFO at various initial densities.
Thermochemical calculations (markers) and pseudo-polytropic model (solid lines)
EOS models is the assumption of local equilibrium [3]. If pressure and temperature in the
flow changes rapidly due to side rarefactions, the reaction will quench and the products will
be frozen into a meta-stable composition that differs from the equilibrium calculations.
2.5 Reaction Rate Law
Knowledge of the chemical pathways is essential for understating the events that oc-
cur during deflagration and detonation conditions. For gaseous explosive mixtures, detailed
reaction mechanisms have become available for many hydrocarbon species, and it is a rel-
atively simple matter to implement accurate EOS from existing thermochemical databases
[76]. Contrarily, the sub-microsecond reaction timescales, the highly exothermic conditions,
and the heterogeneous nature of most condensed-phase HEs make experimental study and
modeling of the decomposition pathways exceedingly difficult [47, 76]. As a result, the ma-
jority of reactive burn models simplify the chemistry into a global phenomenological rate law
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that aims to represent the complex kinetic processes at the continuum scale. The parameters
are usually calibrated by adjusting the reaction rate until the hydrocode simulations fit a
suite of calibration data in the shock initiation or detonation propagation regimes [30].
Due to the heterogeneous nature of conventional and commercial HEs, most phenomeno-
logical continuum-scale models are built upon the ”hotspot” concept originally proposed by
Enring et at. [77] and Bowden and Yoffe [78]. A hotspot is a small localized region where
mechanical energy is converted into heat by rapid deformations which in turns lead to chem-
ical reaction [79]. If the chemical energy release is higher than the heat loss via thermal
conduction, deflagration fronts from each critical hotpot will propagate outward and collide
to consume the bulk explosive. A number of hotspot mechanism have been proposed, e.g.,
frictional contact between grains, work done in viscoplastic collapse of pores, impact of mi-
crojets into voids, and shock and shear interactions occurring at impedance interfaces [80].
There is no consensus regarding which hotspot mechanism dominates, but it is generally ac-
cepted that they are responsible for shock initiation in heterogeneous explosives [30]. It has
also been suggested that for some PBXs in the detonation regime, the bulk is sufficiently hot
to react before there has been any significant burn-front spreading and hotspots contribute
little to the overall reaction rate [81]. In most commercial explosives, homogeneous shock
heating cannot provide high enough temperature to initiate prompt reaction at the detona-
tion front. These explosives rely on the local heating at reaction centers for detonating [12].
Several experimental studies on the shock response of neat and porous ammonium nitrate
demonstrate the role of hotspots. Proud and coworkers [79, 82] used high-speed photography
and spectroscopy to investigate the number and evolution of hotspots produced in thin beds
of granular AN under dynamic loading. Their results indicated that reaction proceeds in
a self-similar fashion once impact velocities in the order of 400 m/s are exceeded. Robbins
et al. [68] conducted a series of gas gun-driven impact experiments on pressed neat AN at
1.72 g/cm3. Input shock pressures to the AN ranged from 16–22 GPa. They reported no
indication of reaction or initiation in the shock wave profiles of AN shocked up to 22 GPa.
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Other examples of the effect of heterogeneities on the propagation of detonation waves comes
from the non-linearity of diameter effect curves or the phenomenon of shock desensitization
[60].
The hotspot mechanisms lead to the Ignition and Growth (I&G) class of models [33]
commonly used to describe the subgrid chemistry in continuum-level simulations. In such
models, a small fraction of the explosive is assumed to be ignited by the passage of the shock
front and the burn rate is controlled by the pressure and the surface area as in a deflagration






si(λ)Ri(P, ρ, ...), (2.30)
where si(λ) is a function representing the scaling of the wavelet front area, and Ri(P, ρ, ...)
is a pressure dependent burn rate that may be also a function of other state variables [83].
Numerous surface topology functions in the literature are based on the shape and size of
hotspots (Table 2.3) whereby the choice of the reaction order ν leads to qualitatively different
reaction tail profiles (i.e., finite length, exponential, or algebraic). For ANFO detonations,
Table 2.3: Surface burn topology functions [73]
s(λ) Description
(1− λ)ν Generalized grain burning
(1− λ)2/3 Inward spherical grain burning
(1− λ) Bulk reaction
λν Generalized hole burning
λ2/3 Hole burning from spherical hotspots
some authors opted for bulk burn reaction models [22, 38, 84, 85], inward spherical grain
burning [86], or a combination of hole burning with grain burning [73]. Based on the size
and morphology of industrial AN prills, the existence of a spatially uniform distribution of
hotspots that can be adequately represented at the continuum level seems unlikely. At the
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mesoscale, the different rates of depletion expected from the collapse of empty voids versus
FO-filled pores [32], as well as the jetting and impedance mismatch occurring at the surface
contact between prills, convolutes the choice of a physically justifiable surface burn topology.
In addition, the pressure dependence in many of I&G models follows from experiments that
measure the laminar burn speed of the explosive. Menikoff [3] indicated that extrapolating
the burn speed from low-rate experiments to shock and detonation regimes is inconsistent
with the measurements of the pore distribution. He suggested that the observed pressure
dependence is a consequence of an underlying dependence on other thermodynamic variables
(e.g., temperature) that vary monotonically with pressure in the experiments. Other sim-
plified models for ANFO [87] have attempted the use of an Arrhenius law to represent the
global kinetics, but this causes physically unrealistic activation energies due to the steepness
of the size effect curves [88].
2.5.1 Analytical Extension for Reactants Initial Density
In this work, the bulk conversion from reactants to products is modeled by a global
irreversible exothermic reaction with simple depletion order (ν = 1). The motivation for
using a first-order pressure-dependent rate law is twofold: (i) only an incomplete EOS is
needed for solving the reactive flow problem, (ii) it eliminates numerical issues at the material
interface boundaries. The ODE for the reaction rate law can be expressed as,
dλ
dt






where K is the rate constant, n is the state sensitivity, Pign represents an ignition pressure,
and the Heaviside functionH(x) suppresses any reaction at states below Pign. Equation (2.31)
only aims to model the finite reaction zone length in steady detonation processes, and hence
K and n are calibrated against experimental diameter effect data. Salyer et al. [17] conducted
a series of unconfined, large-scale, rate-stick experiments for different type of commercial
ANFO prills that yielded different loading densities. Charge diameters of 8 and 12 inches
were fired in 14 diameter length cylinders for each ANFO mixture. The explosive charges
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were primed with 1-2 sheets of C6 Detasheet and initiated by a RP-83 Exploding Bridge
Wire (EBW) detonator. From their detonation velocity measurements and assuming that
the charge initial compaction has the dominant effect on the size effect curve, K and n
are calibrated for ρ0 = 0.80, 0.90, 1.17 g/cm
3 using the procedure described in Chapter 4.
Figure 2.13 shows diameter effect data for ANFO at different initial densities, as well as the
computed curves calibrated to the data from [17]. Error bars for the detonation velocity
values in [17] are equal or smaller than the marker size in Figure 2.13.















0 = 0.80 g/cm
3
0 = 0.90 g/cm
3
0 = 1.17 g/cm
3
Salyer et al. (2010)
Catanach & Hill (2001)
Dice Throw (1983)
Bdzil et al. (2002)
Esen et al. (2005)
Figure 2.13: ANFO diameter effect data [17, 29, 39, 89, 90] (markers) and reactive burn
calibrations (solid lines). Computed curves were calibrated against data from () Salyer et
al. [17]
According to Figure 2.13, ANFO exhibits a highly non-ideal behavior in that the det-
onation can propagate at velocities that depart significantly from their ideal CJ value. Its
behavior corresponds to a Group II explosive [6]: as the density increases, the diameter effect
curves become steeper and the failure diameter increases. Lee and Persson [9] reported the
exact same effect for emulsion explosives where the charge density was altered by varying
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the number of glass microballoons. Such trends suggest that the reactants initial density
is the main parameter affecting the detonation propagation and failure regimes. At lower
densities, the increased amount of voids lead to a larger number of critical hotspots but with
with a lower energy density (Joules per cubic meter). By increasing the compaction of the
charge, the explosive bed becomes less diluted (higher energy density) but the number of
local ignition sites reduces and makes the material more susceptible to reaction quenching
by side rarefactions.
At the continuum level, the chemical length scale that shapes the size effect curve is
controlled by the rate constant and state sensitivity in Equation (2.31). The objective is
to find an analytic dependency between the initial ANFO reactants density and the rate
parameters. Due to the paucity of available size effect data as a function of the initial
density, the following simplified forms for K = K(φ0) and n = n(φ0) are proposed,
K(φ0) = K0 exp{−κ̃φ0}, (2.32a)
n(φ0) = n0 + b1 exp{b2φ0}, (2.32b)
where K0, κ̃, n0, b1, and b2 are calibrated to the data in [17] (Table 2.4). Figure 2.14 shows
the calibration for K and n versus the analytical functional form from (2.32).
Table 2.4: Rate law parameters for 94:6 ANFO
Parameter Value
K0 4.326 · 106 (1/s)
κ̃ 9.75
n0 1.47
b1 1.021 · 10−4
b2 11.48
According to Figure 2.14, higher initial compactions lead to an increase in the state
sensitivity along with a decrease in the magnitude of the rate constant. This is physically
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Figure 2.14: Rate constant and state sensitivity calibration (markers) versus analytical forms
as a function of the initial compaction (solid lines)
consistent with the experimental behavior seen in Group II explosives, but additional data is
needed to determine the appropriate asymptotic limits. Also note that including a realistic
EOS for the ANFO reactants would require re-calibration of the reaction rate parameters.
2.5.2 Zel’dovich-Neumann-Döring Structure
The physical effect of varying the rate law parameters is better understood by solving
the 1D reaction zone structure. The ideal description of a detonation given in Section 2.3
provides no insight into the non-equilibrium processes occurring within the reaction zone.
Independently from each other, Yakov Zel’dovich [91], John von Neumann [92], and Werner
Döring [93] developed a model which explains the internal structure of detonation waves:
the ZND model. The ZND model is based on the following explicit assumptions [45, 94]:
• Flow is one dimensional.
• Leading shock wave is a jump discontinuity (Euler fluid).
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• Chemistry is frozen across the leading shock front.
• Post-shock flow is in local thermodynamic equilibrium.
• Post-shock flow relaxes to the chemical equilibrium state (CJ condition).
By expressing (2.1) in the shock-attached reference frame, the flow becomes steady and
the reaction progress variable λ defines the state along the Rayleigh line. The ZND structure
for the pseudo-polytropic model was solved numerically by integrating Equation (2.31) using
a explicit third-order Runge-Kutta scheme. Figure 2.15 shows the partially-reacted Hugoniot
and ZND structure at different initial densities for 94:6 ANFO. The half reaction zone length
ℓ50 and full reaction zone length ℓ99 are indicated in dark and light red respectively.
As previously mentioned in Section 2.3.3, higher reactant densities produce increased
shock pressures (PVN) and detonation pressures (PCJ). The ZND structure in Figure 2.15
also shows thicker reaction zones for higher ρ0 values. These results are consistent with the
conclusions by Frost and Zhang [5] for emulsion explosives. A deficiency present in both
polytropic and pseudo-polytropic models is the ratio PVN/PCJ have For the rate law model
proposed in (2.31) – (2.32), the reaction zone does not increase monotonically with density
but rather exhibits a maximum near φ0 ≈ 0.92. This maximum in ℓ50 and ℓ99 is likely due
to the exponential growth of the state sensitivity n with φ0. Additional experimental data
near the TMD limit would be required to validate this non-monotonic behavior.
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(a) ρ0 = 0.6 g/cm
3
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(b) ρ0 = 0.8 g/cm
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Figure 2.15: Hugoniot curves (left) and ZND structure (right) for the pseudo-polytropic
model at different initial densities for 94:6 ANFO. ℓ50 and ℓ99 are marked in dark and light
red respectively
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2.6 Summary of Reactive Burn Model Equations
For convenience in hydrocode implementation, the final analytic form of the equation of
state and reaction rate law are summarized below in terms of density ρ and total energy
density E:

































0 − ω∞, (2.33d)







































In Chapter 2, the ZND detonation model was used to resolve the thermodynamic con-
ditions in the detonation reaction zone assuming a one-dimensional flow. In real explosive
systems, induced lateral motion of the confining materials results in a multidimensional flow
structure where chemical reactions in the HE are quenched near rapid expanding regions [1].
The dynamics of a given HE-confiner pair depend on the pressure-loading properties of the
explosive, while in turn, the structure and speed of the propagating detonation are linked to
the material properties of the confiner [19]. Ultimately, the degree of coupling will depend
on the length scales over which these interactions occur, and accurate modeling requires an
adequate thermodynamic representation of both reactive and inert components.
Inert confining materials are usually characterized by an empirical equation of state
(EOS) valid on a limited domain of phase space. The use of an EOS, rather than a hyper-
elastic constitutive model, implies that the yield condition for plastic flow is exceeded hence
the neglect of material strength. The choice of model is generally based on trade-offs among
accuracy, domain of validity, and computational efficiency [3]. In this work, the three inert
materials under consideration are: ambient air, polymethyl methacrylate (PMMA), and
liquid water. The modeling only pertains to the compressed states although some of the
discussed EOS can be extended to include expansion regions.
3.2 Ambient Air
Ambient air constitutes the canonical example of a weak confiner material with low values
of density and sound speed [95]. In HE simulations, air is usually treated as a calorically
perfect gas with a constant adiabatic exponent γ = 1.4 (e.g., [19, 25]). The thermodynamic
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pressure as a function of the density and internal energy is given by,
P (V, e) = (γ − 1) e
V
. (3.1)
Equation (3.1) is thermodynamically consistent and well behaved in all phase space. The
Hugoniot and isentrope are controlled by the adiabatic exponent γ which also corresponds
to the ratio of specific heats [3]. Its mathematical behavior and algebraic simplicity makes
the perfect gas EOS the model of choice for most numerical test cases involving the Euler
equations. In some high-temperature applications, dissociation-ionization become important
and a more accurate description of the physical processes may be needed. Deal [96] conducted
experimental shock measurements of ambient air using explosively-driven plates. His results
show a significant deviation of perfect gas model (γ = 1.4) with respect to the Hugoniot
data for strong shocks.
3.3 Polymethyl Methacrylate
Polymethyl methacrylate (PMMA) is a transparent thermoplastic often used as window
material in shock and detonation applications. Its dynamic response has been the focus of
numerous high-fidelity experimental studies (e.g.,[2, 97, 98] and references therein). At low
pressures (< 22 kbar), the PMMA shows a highly non-linear behavior dominated by its visco-
elastic properties. At moderate pressures (22 kbar – 25 GPa), it is well approximated by a
linear Us–up relationship indicating that the post-shock equilibrium state is reached in short
times [2]. The PMMA Hugoniot locus shows a kink at approximately 25 GPa indicating a
phase transition. Polymers under shock compression decompose at high pressures causing
large scatters in the data sets and making its modeling a complex task. For the range of
detonation pressures generated by commercial explosives, the thermodynamic response of
PMMA can be adequately modeled using a Mie-Grüneisen EOS based on a linear shock
speed-particle velocity Hugoniot.
The Mie-Grüneisen EOS can be derived from the Grüneisen’s postulate which assumes
that the lattice frequencies are a function of the volume alone. Such approximation is
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reasonable for solids when temperatures are low enough to keep the specific heat below the
Dulong-Petit asymptotic limit and when the contribution from the electron vibrations can
be neglected [2, 83]. The Mie-Grüneisen EOS can also be derived from solid state physics of
quantum harmonic oscillators [2]. The incomplete form defined with respect to a reference
curve parameterized by V is written as,
P (V, e) = Pref(V ) +
Γ(V )
V
[e− eref(V )] , (3.2)
where a common choice for the Grüneisen coefficient is,






and Γ0 and q depend on the material [76]. Since most high-pressure data comes from shock
measurements, the principal Hugoniot locus is frequently used for the reference curve where
eref(V ) can be obtained from the Hugoniot equation [3]. A linear shock speed-particle velocity
Hugoniot is given by,
Us = c0 + sup, (3.4)
where Us is the shock speed and up is the particle velocity. The intercept c0 approximately
corresponds to the ambient sound speed in some materials (e.g., metals), and the slope s is












For the pressure range of interest in this work, the calibration parameters for PMMA were
chosen from [99]: ρ0 = 1.186g/cm
3, c0 = 2.598km/s, s = 1.516, Γ0 = 0.97. It is also assumed
that q = 1 in Equation (2.18) which yields Γρ = Γ0ρ0. Figure 3.1 shows the Hugoniot locus
against experimental shock data from Marsh [72] in the P -V plane.
According to Figure 3.1, the model is only adequate up to 25 GPa where the PMMA
data displays a kink corresponding to a phase change. The Mie-Grüneisen EOS based on
(3.4) also has a limited domain of validity in compression (V/V0 < 1−1/s) beyond which the
model becomes non-physical. The fact that the maximum compression depends on s rather
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Figure 3.1: Shock Hugoniot from linear Us–up versus shock data from [72] for PMMA
than Γ indicates a deficiency in the Γ = Γ(V ) assumption for strong shocks [3]. With regard
to expanded states, the Mie-Grüneisen EOS is often extended in practice [100] although its
accuracy is limited due to the lack of material strength.
3.4 Liquid Water
Liquid-phase water is treated as incompressible in most engineering applications, but this
approximation breaks down under shock and detonation conditions. This section overviews
some of the most commonly used analytical equations of state for modeling water under
shock loading. The EOS models considered here are: the Tait [101], the Mie-Grüneisen
based on a Murnaghan isentrope [102], the Tillotson [103], and a linearized version of the
Tillotson [104].
3.4.1 Tait
The Tait EOS that is applied to model the compressibility of water was devised by Kirk-
wood and Bethe [101] after a series of modifications on the original isothermal formulation
[105]. In its integrated form, the Tait equation represents a barotropic relation given by,














where P0, ρ0, c0, are the initial pressure, density, and speed of sound respectively. The
γ̃ parameter was reported by Cole [106] for a best fit to pressure-volume data within a
specific temperature range, and physically corresponds to the derivative of the isentropic
bulk modulus. The Tait functional form (3.6) also refers to the pressure along an isentrope
for the stiffened gas EOS (see [3, 25]). For modeling water, the following parameter values
are used: ρ0 = 1.0 g/cm
3, c0 = 1.538 km/s, γ̃ = 7.15, and P0 = 1 · 10−4 GPa.
3.4.2 Mie-Grüneisen – Murnaghan
Departing from the Mie-Grüneisen (3.2), Andrews and Aslam [107] proposed an EOS for













where ρ0 is the density at ambient conditions, KS,0 is the isentropic bulk modulus at the
reference state (ρref = ρ0, pref = 0), and K
′
S,0 represents the derivative of the isentropic
bulk modulus with respect to the pressure at the reference state. For water, the Grüneisen
coefficient is chosen to be a constant (Γ = Γ0) and es(ρ) is obtained analytically by integrating
the fundamental thermodynamic identity [107]. The values for the model parameters can be
derived from experimental shock data and their relationship to the Hugoniot. In this work,
these are given by ρ0 = 0.998 g/cm




The Tillotson EOS [103] was formulated originally for hypervelocity impact in metals
where the goal was to capture phase change processes by incorporating low and high pressure
regions. It assumes a Grüneisen coefficient that depends upon density and internal energy
providing a better thermodynamic representation at high pressures [108]. For the compressed
states, the model is given by,













where η = ρ/ρ0 is the compression ratio, µ = η − 1 represents the strain, ρ0 is the reference
density, e0 is a reference internal energy, and a, b, A, B are fitting parameters. The Tillotson
parameters for water are ρ0 = 0.998 g/cm
3, e0 = 7MJ/kg, a = 0.70, b = 0.13, A = 2.18GPa,
and B = 13.25 GPa. In expansion, the Tillotson EOS also include three separate regions
with different functional forms. For more details, the reader is referred to [108, 109] and
references therein.
3.4.4 Modified Tillotson
A linearized version of the Tillotson is often found in the literature for simulating un-
derwater blasts [104, 110, 111]. This modified form is only used to represent water under
compression but often includes a cutoff for cavitation regions. The pressure for the modified
Tillotson is as follows,
P (V, e) = P0 +
ω
V
(e− e0) + Aµ+Bµ2 + Cµ3, (3.9)
where µ, ρ0, and e0 are defined as in (3.8), and A, B, C are fitting parameters. The
parameter values for water are ρ0 = 1.0 g/cm
3, P0 = 1 · 10−4 GPa, e0 = 0.354 MJ/kg,
ω = 0.28, A = 2.20 GPa, B = 9.94 GPa, C = 14.57 GPa.
3.4.5 Hugoniot Loci
To compare the qualitative behavior of each EOS model, it is instructive to plot the Hugo-
niot locus in the Us–up, P–up, and P–V planes. Figure 3.2 shows loci versus experimental
shock data from four different sources.
Figure 3.2(a) demonstrates that all four EOS produce a concave downward Us(up) curve
that resembles the shock response in liquids. The models give ambient sounds speeds within
0.5% of the data, except for the Tait EOS which overpredicts it by about 4%. As one moves to
higher up values and stronger compression ratios, the Tait and Mie-Grüneisen – Murnaghan
models become too ”stiff” and only the Tillotson and Modified Tillotson provide an adequate
material response (Figure 3.2(c) and (d)). Figure 3.2(b) also shows reflected Hugoniots in the
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P–up plane. The four EOS provide reasonable values for reshock calculations at low particle
velocities. As the lead and reflected state increase in strength, the four models diverge from
each other and become less accurate. Chapter 5 further discusses how the four models yield
similar detonation velocities in aquarium simulations, even though visible discrepancies are





(c) P–V plane (low compression)
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(c) P–V plane (high compression)
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Figure 3.2: Hugoniot planes for each water EOS model (solid lines) versus shock data (mark-
ers). Data references: () Marsh [72], (▽) Al’tshuler et al. [112], (+) Skidmore and Morris





Most continuum-level descriptions of physical systems are given in terms of conservation
laws. These laws simply state that the rate of change of a conserved physical quantity in
some defined region of space is given by its internal sources and the flux through the region













By taking the control volume V to be infinitesimal and applying Gauss theorem, Equa-
tion (4.1) reduces to the differential form of the conservation law. Simulations of chemically
reactive flows involve the solution of a system of partial differential equations (PDEs) for the
conservation of mass, momentum, energy, and chemical species in the mixture. In convection-
dominated problems, the governing equations are often represented by the time-dependent
Euler equations. These are a system of non-linear hyperbolic conservation laws for which
the effect of body forces, viscous stresses, and heat flux are neglected [115]. In two spatial
dimensions with the possibility of cylindrical or spherical wave motion, the differential form
of the conservation of mass, momentum, and energy with chemical and geometrical source























































































where ρ is the density, u and v are the velocity components, E = ρe+ 1/2(ρu2 + ρv2) is the
total energy, P represents the thermodynamic pressure computed from the equation of state,
and λ is the mass fraction of reaction products. In the source terms S(U), the geometric
parameter ϕ is 0 for planar and 1 for cylindrical symmetry respectively. Since the nozzling
terms are applied along the x coordinate, z , y (axial direction) and r , x (radial direction)
in axisymmetric calculations. Equations (4.2) are closed by specifying an EOS and a form
for the reaction rate law ω̇(P, λ).
The system of equations (4.2) is hyperbolic given an appropriate EOS (γ > 0). That
is, the 5 × 5 Jacobian matrices of each of the flux functions, F(U) and G(U), have real
eigenvalues and a complete set of linearly independent eigenvectors. Hyperbolic systems
result in wave steepening that can lead to a discontinuous solution profile even for smooth
initial conditions. The presence of shock waves and contact discontinuities limits the class
of numerical techniques that can be applied to solve (4.2). This chapter focuses on shock
capturing methods which approximate discontinuous solutions automatically, without ex-
plicitly applying jump conditions [116]. To ensure that shocks and other steep gradients are
captured by the scheme, the governing equations must be written in discrete conservation
form. The reader is referred to [115–117] for a comprehensive description on the subject.
This chapter details the numerical techniques adopted for the integration of Equations (4.2).
The following sections describe respectively the discretization schemes, the level set al-
gorithms for treating each material interface, and a number of specialized techniques for
steady-state detonation propagation.
4.2 Spatial Discretization and Temporal Integration
The conservation form in Equations (4.2) is usually derived from control volume methods
that evolve the cell average values in time. This requires transforming between cell averages
of U(x, y) and the value at the cell interfaces to evaluate the spatial fluxes F(U) and G(U).
Shu and Osher [118] eliminated this difficulty by formulating a finite difference scheme that
evolves the nodal values directly. For a uniform 2D computational grid xi = i∆x, i = 1, .., Nx
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and yj = j∆y, j = 1, .., Ny, the half-grid points (or cell interfaces) are located at xi+1/2 =
xi + ∆x/2 and yj+1/2 = yj + ∆y/2. A conservative scheme for Equations (4.2) discretized






















where Uij is the value of each conserved variable at the node 〈i, j〉, and ∆x and ∆y represent
the grid size in each spatial direction. The numerical fluxes F̂i+ 1
2
,j = F̂(Ui−p,j, ...,Ui+p,j),
Ĝi,j+ 1
2
= Ĝ(Ui,j−p, ...,Ui,j+p) are consistent with each physical flux F̂(U, ...,U) = F(U),
Ĝ(U, ...,U) = G(U) and Lipschitz continuous with respect to all their arguments. The goal




































when U(x, y) is smooth in the stencil. Considering a scalar flux function in one dimension
f(x), Shu and Osher [118] defined the following lemma which establishes the relation between
finite volume and finite difference schemes for uniform discretizations,




























This simple lemma indicates that the discrete cell averages h̄i of a function h(x) correspond





, can be approximated directly by polynomial reconstruction. Note that this
differs from a finite volume approach where the cell averages of the conserved variables
Ūij are required to find the fluxes at the cell interfaces. For multidimensional problems, the
point-wise approach is computationally more efficient since the numerical fluxes are obtained
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in a dimension-by-dimension fashion removing the need for staggered grids or dimensional
splitting [118]. Similarly, the source terms Sij can be evaluated directly without any addi-
tional interpolation [65].
Stiff chemical source terms in Equations (4.2) can produce non-physical solutions de-
pending on the numerical flux approximations and mesh discretizations [119]. This work
compares results from three different schemes: the first-order Local Lax-Friedrichs (LLxF)
[120], the second-order minmod with LLxF flux [121], and the fifth-order WENO-Z with


















= max(|ui + ci|, |ui+1 − ci+1|). (4.6)
The LLxF is a first-order monotone scheme and a less dissipative alternative to the global
Lax-Friedrichs. The flux in Equation (4.5) can be used as building block for higher order







a |a| < |b| & ab > 0
b |a| > |b| & ab > 0
0 ab < 0
(4.7)





























Scheme (4.8) degenerates to first order at smooth extrema. Different second-order approx-
imations can be constructed by replacing (4.7) with an appropiate choice of limiter. For
instance, Harten and Osher [123] relaxed the TVD requirement with the uniformly non-
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oscillatory (UNO) notion creating a scheme that only degenerates to first order at discon-
tinuities but not at smooth extrema. This concept lead to the essentially non-oscillatory
(ENO) and weighted essentially non-oscillatory (WENO) methods.
Classical numerical schemes tend to either produce large spurious oscillations near steep
gradients (Gibbs phenomena) or smear out these gradients and fine flow features [124]. ENO
and WENO schemes were created to overcome these issues by removing the need of problem-
dependent limiters and by resolving the smooth parts of the flow with high accuracy. The
basic idea of ENO approximations is to adaptively avoid including in the solution stencil
nodes or cells that contain a discontinuity [118, 120, 123]. In WENO methods, instead of
using only one of the candidate stencils in the reconstruction, the scheme uses a convex
combination of all of them. The combination coefficients (also known as non-linear weights)
depend on the linear weights, often chosen to increase the order of accuracy, and on the
smoothness indicators which measure the smoothness of the reconstructed function in the
relevant stencils. Hence, the essential part of WENO schemes is an adaptive approximation
or reconstruction procedure [125]. The first WENO scheme was devised by Liu and coworkers
[126] for a third-order finite volume version. Jiang and Shu [127] constructed arbitrary-order
accurate finite difference WENO schemes (WENO-JS) with a general framework for the
design of the smoothness indicators and non-linear weights. However, the classical choice
of smoothness indicators failed to recover the maximum order of the scheme at solution
points where the first or higher derivatives of the flux function vanish. Henrick et al. [128]
devised a correcting mapping (WENO-M) that recovered the optimal order of convergence
at critical points of a smooth function and presented sharper results close to discontinuities.
To improve computational efficiency, Borges et al. [122] replaced this mapping by a modified
smoothness indicator that satisfies the sufficient conditions for optimal order.
Approximation of the interface fluxes using finite-difference WENO reconstruction re-
quires a smooth flux splitting to satisfy upwinding. Upwinding is achieved by using a biased
stencil according to the direction of the characteristics. Shu and Osher [120] devised the
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where the dissipation coefficients α± are chosen from the maximum eigenvalue in the biased














are approximated by the WENO-Z reconstruction procedure described in Ap-
pendix C. Schemes (4.5), (4.8), and (4.10) can be applied directly to the numerical flux
in the y-direction Ĝi,j+ 1
2
by replacing i with j. In this work, fluxes are computed using
a component-wise approach rather than the traditional field-by-field decomposition. Un-
published numerical tests for 1D and 2D detonations revealed that, for general EOS, the
approximation of the partial derivatives in the linearized Jacobian (e.g., [129, 130]) lead to
O(1) errors that caused positivity failure of pressure, density, and products fraction across
the captured shock. The use of flux limiters (e.g., [131, 132]) eliminate this issue but at
an additional computational cost. As pointed out by Liu and Osher [121], component-wise
reconstruction is computationally faster and allows solving weakly hyperbolic systems as
long as the numerical fluxes degenerate to the first-order flux at discontinuities.
After computing the fluxes, the resulting ODE system (4.3) is integrated using TVD
Runge-Kutta (RK) methods [118] of different orders: (i) a first-order Euler method for the
LLxF flux; (ii) a second-order TVD-RK for the minmod with LLxF flux; and (iii) a third-
order TVD-RK for the WENO5-Z with LLxF splitting. A r-th order TVD-RK scheme for













































where L(U) represents the right-hand side of Equation (4.3). The solution at the next time
level is obtained from the corresponding sub-step of the RK integrator: Un+1ij = U
(r)
ij for
orders r = 1, 2, 3. To ensure numerical stability, the time step ∆t is updated at the end of all
RK sub-steps using an appropriate Courant number. The criteria for selecting the Courant
number in reactive flows is affected by the system’s eigenvalues and by the chemical time
scales [133].
4.3 Ghost Fluid Method
The strong role of the confining materials on the final velocity and structure of a prop-
agating detonation demands an accurate numerical treatment of the HE-inert interaction.
The Ghost Fluid Method (GFM), originally proposed by Fedkiw et al. [134], introduced
a level set-based methodology for solving multimaterial compressible flows that eliminated
previous issues regarding numerical oscillations and smearing of moving material interfaces.
Using the sign of a level set function ψ to mark the location of each material, the GFM relies
on the definition of two fluid states (real and ghost) at every point of the computational
domain. This creates two separate single-fluid problems (one EOS for each) that can be
solved separately using standard one-phase numerical methods. After each fluid is advanced
in time, the level set function is updated using the velocity of the compressible flow field,
∂ψ
∂t
+V · ∇ψ = 0. (4.12)
Equation (4.12) is a hyperbolic PDE of the Hamilton-Jacobi (HJ) type. The simplest way to
formulate a consistent and stable scheme is by evaluating the spatial derivatives ∇ψ using
an upwind discretization. Osher and Sethian [135] realized that HJ equations are integrals of
conservation laws in one dimension. From this correspondence, Osher and Shu [136] proposed
a high-order numerical framework for the solution of HJ equations based on the theory and
numerical methods for conservation laws. In this work, Equation (4.12) is integrated using a
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the WENO-Z procedure described in Appendix C can be applied directly to approximate
∂−ψi/∂x and ∂
+ψi/∂x. The upwinded approximation is then chosen based on the sign of
V in a direction-by-direction fashion. The advection of the initial compaction variable φ0 in
Section 2.4.2 is also an evolution equation of the Hamilton-Jacobi type that can be integrated
by the same procedure.
4.3.1 Projection Method
Many HE systems involve more than two materials, thus the level set strategy described in
[134] requires an extension to capture the multiple regions. A common approach is to define
a level set function ψk for each separate material k, where ψk 6 0 represent the real regions
and ψk > 0 indicate the ghost ones. However, the independent advection of each level set
may lead to contradictory geometric information (overlaps and vacuums) due to numerical
errors. To circumvent this problem, Losasso et al. [137] proposed a projection method
that removes ill-defined regions of space and preserves the signed distance property. Their
method assumes N materials with level set functions for each material: ψ1, ψ2,...,ψN . After
advancing the level set functions in time with Equation (4.12), the two smallest level sets
are found at each spatial location and their average is subtracted from each ψk. Figure 4.1
depicts a one dimensional example using two separate level sets.
Subtracting these averages not only removes vacuum and overlaps but also preserves the
interface location without introducing any biasing in the algorithm (c.f. [138, 139]). The
last step of the projection method is to reinitialize each level set to the signed distance
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Figure 4.1: Schematic representation of the projection method in one dimension where an
overlap region is removed after the level set advection
contours become distorted due to large velocity gradients in the vicinity of the interface.
Due to the class of problems of considered in this work, the reinitialization step is omitted.
4.3.2 Constant Extrapolation
One of the most computationally demanding tasks in the original GFM is the extrapola-
tion of density or entropy across the material interface to form the ghost fluid states. This
is typically done by solving a separate first-order HJ PDE where the direction of propa-
gation of the information is determined by the unit normal vector n̂k = ∇ψk/|∇ψk|. The
extrapolation PDE is given by,
∂S
∂t
+H(ψk)n̂k · ∇S = 0, (4.14)
where S is the extrapolation variable, and H(x) is again the unit Heaviside function. The
three most popular techniques to accomplish this task are: (i) evolving Equation (4.14) to
steady-state in pseudotime [140], (ii) the Fast Marching Method [141], or (iii) the Fast Sweep-
ing Method [142]. Both (ii) and (iii) solve the static form of Equation (4.14) (∂/∂t = 0)
directly using an efficient iterative approach. However, the Fast Sweeping Method (FSM)
applies fixed stencils and discretization schemes at each grid point, which simplifies the im-
plementation and lowers the order of complexity of the algorithm [143]. The main ingredients
of the FSM are:
60
• A consistent upwind discretization scheme that guarantees convergence to the weak
solution of Equation (4.14).
• Gauss-Seidel iterations with alternating ordering of sweeping to cover all the directions
of information propagation.
The existence of characteristics emerging from the boundary where S is known guarantees
convergence in a finite number of iterations independent of the grid size [144]. In two
dimensions, S is extrapolated from the interfaces (ψk = 0) using the FSM with a first order



















where n̂ = 〈nx, ny〉, n+x = max(nx, 0), n−x = min(0, nx), n+y = max(ny, 0), and n−y =
min(0, ny). Assuming ∆x = ∆y for simplicity, Equation (4.15) provides a local updating
formula for Sij where ψij > 0,
Sij =
(n+x Si−1,j + n
+
y Si,j−1)− (n−x Si+1,j + n−y Si,j+1)
(n+x + n
+
y )− (n−x + n−y )
. (4.16)
Equation (4.16) can be easily generalized for an arbitrary number of spatial dimensions
with non-uniform discretizations. The second key feature of the FSM is the sweeping of
the domain following alternating orderings during Gauss–Seidel iterations. In 2D Cartesian
grids, four alternating orderings are needed to ensure that information arrives at a grid point
through one of the four quadrants:
Sweep (1): 〈i = 0 : Nx, j = 0 : Ny〉
Sweep (2): 〈i = Nx : 0, j = 0 : Ny〉
Sweep (3): 〈i = 0 : Nx, j = Ny : 0〉
Sweep (4): 〈i = Nx : 0, j = Ny : 0〉
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where Nx and Ny represent the total number of nodes in the x and y directions respectively.
The iterations stop once the solution satisfies a convergence criteria, i.e., |Sp − Sp−1|∞ 6 ε
for some tolerance ε > 0. As indicated by Aslam et al. [142], if the simulation only requires
the extrapolation of S to a narrow band of points next to the interface, one can restrict the
above steps to those nodes exclusively to save computational time.
4.3.3 Approximate Riemann Solvers
The key component of the GFM is the ability to capture the appropriate boundary con-
ditions at material interfaces through a layer of ghost nodes. In the original GFM (denoted
as GFM-ORIG hereafter), this was accomplished by simply copying the pressure and velocity
from the real fluid at each grid point and extending the density or entropy from the fluid on
the other side of the interface. The ghost fluid will then behave in a manner consistent with
the real fluid that it is replacing while still solving a single-phase problem [134]. However,
this criteria for defining the ghost states has some limitations for problems involving strong
shocks or materials with substantially different EOS. A more robust approach proposed by
Aslam [145, 146] and later extended by Liu and coworkers [147] sets the ghost states by
solving a Riemann problem at the interface.
A numerical artifact in the GFM-ORIG and its successors [145–147] arises from the so-
called overheating effect. The overheating effect results in an overshoot or undershoot in
temperature and density at material or solid boundaries [148]. Fixing the pressure and
velocity at the ghost states prescribes the isobar on which the solution must lay. If the nu-
merical method chooses a value from this parameter family that differs significantly from the
physically admissible value, the density or temperature will have a local maximum/minimum
at the interface. In a confined detonation problem, a local extremum in state variables may
affect the rate of energy release at the interface and potentially lead to different detonation
structures and phase speeds.
The traditional approach to reduce overheating (i.e., the isobaric fix [148]) was to ap-
ply an interface boundary condition for the linearly degenerate field using the surrounding
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flow. Along these lines, Wang et al. [149] proposed a further extension of the Riemann
solver-based GFM in [147] where the overheating was significantly reduced by redefining the
value of the real fluid states at the interface using the Riemann solution (star states). This
work compares steady-state solutions from two approximate Riemann solvers applied to the
interfacial problem: the Primitive Variable Riemann Solver (PVRS) and the Harten-Lax-van
Leer with Contact (HLLC). The structure of the Riemann solution for the one-dimensional



































Figure 4.2: Solution structure of the Riemann problem for the one-dimensional Euler equa-
tions. The dotted line indicates the contact discontinuity and the double lines represent
either a shock or a rarefaction
The PVRS devised by Toro [115] uses a linearization of the characteristic equations to
solve the Riemann problem of the Euler equations approximately. The characteristic equa-
tions are a set of ordinary differential equations that hold true along the characteristic
directions dx/dt = Λi, where Λi represent the eigenvalues of the flux Jacobian in x. For the
one-dimensional Euler equations, these are given by,
dP − ρcdu = 0 along dx
dt
= u− c, (4.17a)




dP + ρcdu = 0 along
dx
dt
= u+ c. (4.17c)
By setting CL = ρLcL and CR = ρRcR using the left and right states, an approximate
solution for the star states can be found explicitly by integrating each equation along its
corresponding characteristic,
P ∗ =




CLuL + CRuR + (PL − PR))
CL + CR
, (4.18b)
ρ∗L = ρL +
P ∗ − PL
c2L
, (4.18c)
ρ∗R = ρR +
P ∗ − PR
c2R
. (4.18d)
Equations (4.18) provide a simple, non-iterative way to approximate the solution of a Rie-
mann problem across the material interface. A different approximation is the one proposed
by Harten, Lax, and van Leer [150] and modified by Toro, Spruce, and Speares [151]: the
HLLC approximate Riemann solver. The HLLC uses a three-wave model for the structure
of the exact solution and requires estimates for the fastest signal speeds emerging from the
discontinuity. Knowledge of these speeds provides a closed-form approximation of the fluxes
by simply applying the integral form of the conservation laws. There are a number of ways
to obtain wave-speed estimates with a complete summary given in [115]. In this work, left
and right wave speeds are approximated directly using the method by Einfeldt [152],
SL = ū− d̄, (4.19a)
SR = ū+ d̄, (4.19b)

























(uR − uL)2. (4.20)
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Once the wave-speed estimates are known, the corresponding star states for the primitive




[PL + PR + ρL(SL − uL)(u∗ − uL) + ρR(SR − uR)(u∗ − uR)] , (4.21a)
u∗ =
PR − PL + ρLuL(SL − uL)− ρRuR(SR − uR)










The best choice of approximate Riemann solver is usually problem dependent. Chapter 5
presents one and two dimensional calculations that assess the effect of the material interface
treatment on the final solution.
4.3.4 Interfacial Riemann Problem
Difficulties arise in calculating the star states in 2D and 3D problems where the interface
does not always align with the Cartesian grid (Figure 4.3). In such cases, definition of the
left and right states that determine the initial conditions for the local initial-value-problem is







A ) in Fluid (2) that contain information about the right state. Similarly,







depending on the interface geometry. Common approaches in finite differences and finite
volumes to overcome this issue include: (i) search for each pair of interfacial nodes (one at
each side) where the angle made by their respective normal vectors is a minimum [149]; (ii)
identify the closest node to the interface (i0, j0) and use its normal direction to determine the
spatial location r = r(i0, j0) ± 1.5min(∆x,∆y) where the primitive variables are computed
by interpolation [147, 153]; (iii) solve the Riemann problem for each pair of cut cells, flag
those used in two or more local Riemann problems, and determine the final ghost state from
the weighted average of all the interfacial Riemann solutions [154]. These approaches rely
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on the conventional single level set representation for two materials where the left and right
states are chosen based on the sign of the level set function, i.e., ψ 6 0 indicate the left

































Figure 4.3: Schematic of a 2D interfacial Riemann problem in a Cartesian grid. The red and
blue nodes represents Fluid (1) and (2) respectively. The green nodes represent a left state
and the yellow nodes indicate all possible right states
This work proposes a simplified methodology for determining the left and right states
that eliminates any sorting or interpolation steps and removes any biasing from the algo-
rithm. In this methodology, both states are defined at each grid location by using a two-way
extrapolation of the primitive variables. Based on the sign of the level set vector, two mir-
rored Riemann problems are defined in order to capture the local geometric information of
the interface.
For the sake of clarity, the implementation steps are described here using a 1D example
with three different fluids, (1),(2), and (3), each represented by an independent level set
initialized to the signed distance function (show in Figure 4.4). The first step is to extrapolate
the values of pressure, density, velocity, and sound speed from the real regions to the ghost
nodes immediately adjacent to the interface (Figure 4.5, (A)). For a uniform Cartesian
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Figure 4.4: Schematic representation of three adjacent fluids in one dimension. ψk is the
signed distance function for each fluid
grid, such nodes satisfy the criteria where 0 < ψk 6
√
2∆x . Next, the normal velocity
component Vn = V · n̂ at each side of the interface is calculated, and the left and right states
can be obtained from the sign of the level set vector: the left states (WL) correspond to
√
2∆x 6 ψ 6 0 and the right states (WR) are those where 0 < ψ 6
√
2∆x. Unfortunately,
this convention leads to a different Riemann problem on each side of the interface if more
than one level set function exists. For example in Figure 4.5 (B), WL corresponds to Fluid
(1) and WR to Fluid (2) on the left side of the interface, while on the right side of the
interface WL is given by Fluid (2) and WR corresponds to Fluid (1). The normal velocities
for each Riemann problem have opposite signs such that the star states are different at
each side of the interface. The approach presented here circumvents this issue by using the
”real” normal vector at each grid point for calculating the normal velocity component to
the interface. That is, Vn = V · n̂real where n̂real , n̂∗ ∀ {n̂∗ ∈ n̂k : ψk 6 0} (as shown by
the arrow directions in Figure 4.5 for the left state). The Riemann solution at each side
of the interface is solved and overwrites the existing real variables at the interfacial grid
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points using the star states. The velocity vector from the normal component is recovered by
applying the complementary projection method [155] using n̂real instead of n̂k. Finally, the
star states are extrapolated to the ghost regions in the traditional fashion using the FSM
described in Section 4.3 (Figure 4.5, (C)). These steps can be applied directly to an arbitrary




























Figure 4.5: Steps for defining real and ghost nodes near the interface using the star states.
Glossy and matte nodes represent real and ghost nodes respectively, while white nodes
indicate a zero value. Grey vertical bars indicate the location each material interface and
solid horizontal arrows represent the normal vector for each level set function
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4.4 Detonation Velocity Estimation
The conserved variables in Equations (4.2) do not provide intrinsic shock front informa-
tion such as detonation phase velocity or front curvature. Most approaches for estimating
steady-state shock velocities differentiate the time-position data numerically using a finite
difference approximation and later average the local velocity values. Given a collection of
data points from simulations or experiments, one can minimize the error in the velocity
estimate by using high-order differences. However, if a particular simulation must compute
steady phase speeds ”on the fly” to calibrate rate parameters, local velocity estimates will be
at best O(∆x) and likely display an oscillatory pattern. The problem of estimating velocities
from discrete time-position data has been studied extensively for feedback control systems
[156]. As pointed out by Brown et al. [156], least-squares regression algorithms provide more
accurate estimates for quasi-steady velocities while backward differences estimators respond
better to velocity transients. In this work, the steady detonation velocity is calculated using












where z∗i represents the shock position at time ti for M data points (sample size). The bar
quantities indicate the mean value for the particular data set where the front location is
tracked every time increment δt∗ = ∆x/DCJ rather than every time step of the Runge-Kutta
integrator. Additionally, one can determine how accurate D̂0 is by calculating the standard






















Tracking the shock position in a numerical simulation that uses a shock capturing scheme can
introduce O(δ∗∆x) errors, where δ∗ is a measure of the number of transition points across
the captured shock. Using a cut-off value in one of the primitive variables (e.g., density or
pressure) to locate the shock will result in inaccurate shock positions specially for low order
schemes and with shocks that vary spatially in magnitude. To circumvent this problem and
assuming a single reactive shock front, the maximum value of the modulus of the pressure
gradient ‖∇P (t, 0, z)‖ is used to track the shock location. The variable pressure, as opposed
to the density, is continuous across contact discontinuities and its gradient will only show a
local maximum in captured non-linear waves.
4.5 Dynamic Domain Truncation
The substantial computational requirements for simulating multimaterial compressible
reactive flows motivate the use of techniques to reduce simulation run times. For steady-
state detonation velocities and front curvatures, the computational domain can be limited to
the flow regions that influence the DDZ. Schoch et al. [24] proposed a simple methodology
referred to as the shock-following method where the simulation domain was adjusted every
time step based on the location of the DDZ. However, the formation of large subsonic flow
zones in the confining materials with respect to the shock-attached frame may require an
extension of the truncation algorithm where the criteria for adjusting the domain become
more restrictive. This is the case of aquarium tests where cropping locally subsonic regions
in the water (or PMMA) will cause O(1) perturbations originating at the zero-gradient
boundaries to reach the DDZ and affect the final speed and structure of the detonation.
This work extends the shock-following method [24] where the domain limits are deter-
mined by the local Mach number in the shock-attached reference frame. In addition, the
truncation scheme is limited to every time increment δt∗ = ∆x/DCJ. This approach is only
valid for CJ and sub-CJ detonations where the DDZ is sonically decoupled from the rear
domain boundary. For overdriven detonation waves (D0/DCJ > 1), Hwang et al. [157]
proposed a methodology to determine the 1D domain length requirements.
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4.6 Rate Parameters Calibration
The rate constant K and state sensitivity n in Equation (2.31) set the chemical reaction
length scale and are typically calibrated to reproduce experimental size effect data in phe-
nomenological reactive flow models. Each K–n pair leads to different D0–R
−1 curves, thus
the fitting process becomes a computationally demanding task even for only two parameters.
Furthermore, if the D0–R
−1 curves are generated through a series of 2D hydrodynamic sim-
ulations, the calibration for a single initial density value can take several weeks to complete.
A number of simplified techniques have been suggested to alleviate the computational
cost. For instance, Souers and Vitello [158] proposed a simple analytic model where a relation
between detonation velocity and inverse radius is derived using the empirical relation by
Eyring et al. [77]. More sophisticated methods based on perturbation [159] or asymptotic
theories [27] are also utilized. More recently, Watt et al. [160] proposed a Straight Streamline
Approximation (SSA) suitable for non-ideal explosives that reduces the 2D hydrodynamic
problem to an eigenvalue problem along each streamline. The solution provides detonation
speeds as a function of the charge diameter from the local shock shape. However, Cartwright
and Falle [161] reported that the SSA performs poorly near failure and for reactive burn
models other than the polytropic.
For the framework described in this work, the calibration process is accomplished by
solving the hydrodynamic equations (4.2) in an adaptive domain geometry denoted here as
stepped failure cone. To reduce the CPU time, the procedure assumes that the steady phase
velocity is a continuous and monotonic function of the charge radius and that it can be
locally linearized away from the failure point. Therefore, the effect of K and n on D0(R)
can be decoupled leading to two independent root-finding problems: n affects the vertical
offset and curve concavity, while K varies the slope [40]. This approximation is reasonable
for non-ideal explosives since they are highly insensitive to the local thermodynamic state.
That is, n < 2 would produce quasi-linear D0–R
−1 curves in a limited domain of R.
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4.6.1 Stepped Failure Cone
Finding steady-state detonation velocities from two-dimensional simulations is a compu-
tationally expensive task. Even if the ZND solution is used to initialize the calculations, the
relaxation from a 1D to a 2D divergent structure accounts for most of the run time. The
detonation failure cone provides a test whereby a detonation wave propagating through a
cone is observed to decelerate and eventually fail to propagate due to release waves from
the edges [30]. But the dynamics of such cones are inherently unsteady and the failure
characteristics are largely dependent on the cone angle (e.g., [162]). To overcome those
drawbacks, a modified failure cone geometry is proposed here to calculate diameter effect
curves numerically: the stepped failure cone. Instead of having a smooth edge, the domain
constrains the charge diameter in a steeped pattern and the detonation is allowed to evolve
to steady state (σD̂0 < ε) before reducing the charge size any further. As the radius shortens,
side rarefactions take less time to reach the charge axis thus the length of each cylindrical
sections shortens gradually. Figure 4.6 shows an example geometry of a stepped failure cone.
Note that in practical calculations, only a section of the cone appears in the computational
domain which is adjusted dynamically using the procedure described in Section 4.5.
Figure 4.6: Example of a stepped failure cone geometry (not to scale)
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As depicted in Figure 4.6, the step size ∆R from one radius to the next does not need
to be uniform. Diameter effect curves are usually plotted against the inverse of the charge
radius R−1, thus for constant ∆R, the spacing between points will increase gradually as the
charge becomes smaller. To avoid producing jagged D0–R
−1 curves near the failure radius,
∆R → 0 as R → 0 or R−1 → ∞. For practical purposes, an uniform spacing ∆Z can be
defined such that the step size ∆R becomes a function of the charge radius,







where Z , R−1 and Rk indicates the current charge radius. A cutoff value ∆Rmin = 2∆x
is recommended to avoid computational issues. Once the new charge radius is determined,
a gradual contraction is inserted at the end of the solution domain producing a funneled
region. This requires generating a new signed distance function which can be expressed
analytically as,
ψ∆R = x−Rk + (y −∆Rk) tan(θ). (4.25)
Using θ = 45◦ avoids modifying the signed distance function in the region upstream of the
contraction. Figure 4.7 shows an example of a level set function for the explosive material
across the funneled section.
Once the detonation wave passes the contraction and relaxes to steady-state, the new
phase velocity is calculated using the method in Section 4.4. The detonation will reach
the point of failure for a diameter value in which the chemical reaction decouples from the
leading shock.
4.6.2 Rate Constant Calibration
Given an experimental data set of diameter effect points, it is assumed that they can
be adequately represented by a linear function Dexp = Dexp (R
−1) in a reduced domain R ∈
[Rmin, Rmax] for Rmin ≫ Rc where Rc is the critical radius. The slope mexp = dDexp/d (R
−1)
is physically related to the length of the reaction zone, thus it can be used to estimate the
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Figure 4.7: Signed distance function for a 45◦ gradual contraction section. The black solid
line marks the location of the zero level set
value of the rate constant.
D0–R
−1 curves can be generated using the stepped failure cone geometry along with the
dynamic domain truncation method. The slope from each calculation msim is assumed to
be a continuous and monotonic function of the rate constant msim = msim(K) over a closed
interval [Ka, Kb] with Kb > Ka. The rate constant calibration involves finding the root of the
function M(K) = |mexp| − |msim(K)| for which M(Ka) < 0 and M(Kb) > 0. Since M(K)
is moderately insensitive to changes in the independent variable K, a bisection method is
employed to find the root K∗ for which msim(K
∗) = mexp. Both slopes, mexp and msim, are
obtained using linear regression.
Given an initial guess for the interval endpoints Ka and Kb, the simulation runs for
Ki = 1/2(Ka +Kb) and the slope msim is calculated over the interval [Rmin, Rmax]. The sign
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i) if M(Ki) > 0
1/2(Ki +Kb) if M(Ki) < 0
Ki if M(Ki) = 0
(4.26)
The iterations are repeated until the relative error ε = |M(K)/mexp| goes below a specified
tolerance (0.01 here).
4.6.3 State Sensitivity Calibration
Once the rate constant has been estimated, the state sensitivity is determined from the
unconfined detonation velocity values. For a given charge radius R and a constant K, the
numerical phase velocity is assumed to be a continuous and monotonic function of the state
sensitivity Dsim = Dsim(n) over a closed interval [na, nb] with nb > na. The calibration
involves finding the root of the function N (n) = Dexp − Dsim(n) for which N (na) < 0
and N (nb) > 0. A bisection method is employed once again to find the root n∗ for which
Dsim(K
∗) = Dexp. The calibration uses the dynamic truncation methodology described in
Section 4.5 where the shock location along the symmetry axis is tracked every time increment
δt∗ = ∆x/DCJ rather than every time step of the Runge-Kutta integrator.
With an initial guess for the interval endpoints na and nb, the simulation runs to a steady
state for ni = 1/2(na + nb) and the mean phase velocity is calculated over the last N − k
shock positions where z∗N − z∗k = ℓ̂99. The sign of N (ni) determines the updated guess for








i) if N (ni) > 0
1/2(ni + nb) if N (ni) < 0
ni if N (ni) = 0
(4.27)
The simulation time limit is then increased by δtfinal = ℓ̂99/D̂0 such that the wave travels
for another ℓ̂99 distance units. The rate update and time extension are repeated until the
relative error ε = (|N (n)|+ σD̂sim)/Dexp goes below a specified tolerance (0.005 here).
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Since varying the state sensitivity modifies the concavity of the D0–R
−1 curve, it is ex-
pected that different charge radii will produce different n calibrations for a fixed K. There-
fore, the new diameter effect curve will also have a slope somewhat different than the pre-
viously obtained msim. Such coupling inevitably leads to an iterative procedure whereby
multiple rate constant and state sensitivity calibrations must be carried out until D0–R
−1
matches the experimental data. The general steps are described as follows: (i) given a initial
guess for n, adjust K to reproduce mexp; (ii) determine the state sensitivity twice using the
extrema Rmin and Rmax yielding nmin and nmax respectively; (iii) taking the average value
nave = 1/2(nmin + nmax), re-calibrate the rate constant K. Steps (i) – (iii) are repeated until
nmin = nmax and msim = mexp. In practice, convergence is achieved in approximately 3 to 6
iterations. Figure 4.8 shows a flowchart summarizing the calibration steps for the reaction
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This chapter presents a series of one- and two-dimensional calculations using the algo-
rithms and discretization schemes discussed in Chapter 4. The first section of this chapter
focuses on numerical verification through inert and reactive test cases. The second section
presents steady detonations in ANFO systems.
5.1 Numerical Tests Cases
Verification of the numerical algorithms is accomplished through the following canonical
test problems: 1D Sod’s shock tube, 2D shock-Helium bubble interaction, and 1D ZND
detonation. Each problem is solved using the following schemes:
• First-order local Lax-Friedrichs and Euler time integration (labeled as LLxF),
• Second-order minmod reconstruction with local Lax-Friedrichs flux and second-order
Runge-Kutta time integration (labeled as Minmod-LLxF),
• Fifth-order WENO-Z reconstruction with local Lax-Friedrichs flux splitting and third-
order Runge-Kutta time integration (labeled as WENOZ-LLxF).
The formal convergence properties are given elsewhere [120–122] but acknowledging that
all three schemes degenerate to at best first-order near discontinuities. As indicated by
Banks et al. [163], convergence rates may become sub-linear if the solution also contains
linearly degenerate discontinuous waves. Additionally, this section analyzes the effect on the
numerical solution from the various versions of the Ghost Fluid Method presented in the
previous chapter: GFM-ORIG, GFM-PVRS, and GFM-HLLC.
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5.1.1 Riemann Problem of Sod
The shock tube problem of Sod [164] is a one-dimensional Riemann problem commonly
utilized to test the ability of a scheme to resolve shock, contacts, and rarefactions. The
initial data consists of two constant states in x ∈ [0, 1] given by,
(ρ, u, P ) =
{
(1, 0, 1) if x 6 0.5,
(0.125, 0, 0.1) if x > 0.5,
(5.1)
with zero-gradient boundary conditions at x = 0 and x = 1. Closure is brought to the
system by the perfect gas EOS with γ = 1.4. Figure 5.1 shows the density and material
velocity profiles at t = 0.2 computed by each scheme with Nx = 100 and CFL = 0.9. The
exact solution was computed using the exact Riemann solver described in [115].
Figure 5.1: Density (left) and material velocity (right) profiles for the Sod’s shock tube
problem at t = 0.2 with Nx = 100 and CFL = 0.9
The sharpest shock and contact profiles are produced by the formally higher order
WENOZ-LLxF scheme but some oscillations are visible in the solution. This is the con-
sequence of using a component-wise approach instead of the traditional field-by-field decom-
position (c.f. [122, 127]). According to Figure 5.1, all three schemes are able to produce an
entropy satisfying sonic rarefaction that remains free of glitches. The contact discontinuity
is generally more difficult to resolve than the shock due to its linear character (i.e., no wave
steepening mechanism).
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Next, Sod’s problem is modified by defining two separate fluids in x 6 0.5 and x > 0.5
respectively. Both materials are again modeled by the perfect gas EOS with γ = 1.4 and
coupled by the Ghost Fluid Method. The effect of applying an isobaric fix is also considered
in all three GFM versions. In the case of GFM-PVRS and GFM-HLLC, the isobaric fix simply
consists of choosing the left and right states one node away from the interface. That is,
WL , Wi−1 and WR , Wi+2 in one dimension for an interface located between xi and xi+1.
For GFM-ORIG, the fluid density is extrapolated across the interface to define the ghost
states. Figure 5.2 shows the density profiles generated by each GFM without isobaric fix,
cases (a)–(c), and with isobaric fix, cases (d)–(f). The exact solution was computed using the
exact Riemann solver described in [115]. All the numerical profiles are displayed at t = 0.2
with Nx = 100 and CFL = 0.9.
Solving problem (5.1) for two distinct fluids using the GFM leads to a jump discontinuity
across the material interface rather than a smeared out profile. Significant wall overheating
occurs in the GFM-ORIG solutions even with isobaric fixing applied (Figure 5.2 (a) and
(d)). Fedkiw et al. [134] showed that extrapolation of entropy rather than density yields
finer results, but an entropy definition is generally not available for incomplete equations
of state. For both Riemann solver-based GFM, the calculations provide a somewhat better
approximation of the exact solution near the material interface. Nonetheless, the GFM-HLLC
solver discretized by the WENOZ-LLxF scheme also shows strong signs of overheating on both
sides of the interface (Figure 5.2 (c)). Figure 5.2 reveals that the degree of overheating is
not only a function of the EOS pair and interface boundary treatment, but it also depends
on the choice of numerical discretization scheme.
It is noteworthy that the contact discontinuity is shifted by one grid point to the left in
Figure 5.2 (d). This is caused by slight discrepancies between the contact and local fluid
velocities during wave interactions [134]. In level set methods, the position of the material
interface is determined from the advection of the level set function using the velocity of the
surrounding flow field (Equation (4.12)). This O(∆x) error in the interface location persists
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(d) GFM-ORIG    
(c ̅ Isofix)
(e) GFM-PVRS    
(c ̅ Isofix)
(f) GFM-HLLC    
(c ̅ Isofix)
Figure 5.2: Density profiles computed by each GFMmethod for the Sod’s shock tube problem
at t = 0.2 with Nx = 100 and CFL = 0.9. The s̄ and c̄ characters indicate ”with” and
”without” isobaric fix respectively
81
under refinement yet its effect remains unnoticeable in practical engineering computations
with realistic grid resolutions. Further notions on conservation and convergence properties
of the GFM can be found in [124, 165] and references therein.
5.1.2 Shock-Helium Bubble Interaction
A classical 2D multimaterial test case is the collapse of a helium bubble from a Mach
1.22 air shock [134, 166]. Experimental results for this problem can be found in [167]. A 25
mm-radius cylindrical helium bubble is placed at xHe = 175 mm within a 352 × 44.5 mm
rectangular domain. The shock is initially located at xs = 100 mm separating ambient air
from post-shocked air. Solid-wall boundary conditions are applied on the top and bottom
of the domain, and zero-gradient on the left and right boundaries. Helium and air are both
modeled by a perfect gas EOS with γHe = 1.67 and γair = 1.4 respectively. The initial
conditions for each material are given by,






(1.200, 0, 0, 105) Pre-shocked Air
(1.652, 113.95, 0, 1.57 · 105) Post-shocked Air
(0.165, 0, 0, 105) Helium
(5.2)
where ρ, u-v, and P are expressed in kg/m3, m/s, and Pa respectively. The analytical form
of the level set functions for the helium bubble and air are given by,
ψHe = −25 +
√
(x− xHe)2 + y2, (5.3a)
ψair = 25−
√
(x− xHe)2 + y2. (5.3b)
Figure 5.3 shows a numerical schlieren plot at t = 472 µs (c.f, [134]). The calculation
was run using the GFM-ORIG and WENOZ-LLF scheme on a uniform mesh with ∆x =
∆y = 0.3 mm and CFL = 0.8. A complex flow structure arise from the multiple wall
reflections and impedance mismatch between the helium and air. The He bubble interface is
Kelvin-Helmholtz unstable, hence its time-dependent profile is highly susceptible to the grid
resolution and numerical scheme. Such hydrodynamic instability is not well-posed for the
Euler equations giving no unique solution without a regularization in the form of viscosity or
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Figure 5.3: Numerical schlieren of shock-He bubble interaction at t = 472 µs with ∆x =
∆y = 0.3 mm. The red contour indicates the position of the He-air interface
surface tension [134]. No visible differences were found between the solutions by the original
and Riemann solver-based GFMs.
The numerical schlieren was generated by plotting the Euclidean norm of the vector
gradient ‖∇ρ‖ using a grayscale colormap that follows a power function. This colormap
function can be written as cmap = color(1, 1, 1) − ξ1/5[color(1, 1, 1) − color(0, 0, 0)], where
color(R,G,B) defines an specific color, and the variable ξ goes from 0 to 1. The shading can
be adjusted by varying the ξ-exponent based on the magnitude of the flow features present
in the solution. Note that the dominant gradients will always occur across the discontinuous
material interface, hence a correction in the ‖∇ρ‖ field is needed in the neighborhood of
ψk = 0. Such correction can be simply applied by setting the value of ‖∇ρ‖ in the cut nodes
to the maximum value of ‖∇ρ‖ away from the interface.
5.1.3 ZND Detonation
Solving the ZND structure for the ANFO model in Equations (2.33) provides a means
of verifying the numerical schemes for the non-homogeneous system. Figure 5.4 shows the
exact solution from Chapter 2 versus the captured detonation shock at t = 100 µs for 94:6
ANFO. The computations were performed on a uniform grid with ∆x = 1 mm which gives
between 30 and 40 points along the full reaction zone length (ℓ99). The initial conditions in
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the hotspot region were set to the Chapman–Jouguet state and the computational domain
was adjusted using the dynamic domain truncation algorithm described in Section 4.5.

























WENOZ-LLxF               
p exact λ  exact
Figure 5.4: Exact vs numerical ZND solution at t = 100 µs with ∆x = 1 mm
At the given resolution, Figure 5.4 shows how the formally fifth-order WENOZ-LLxF
scheme captures the shock front sharply with minimum clipping of the Von Neumann (VN)
spike. Conversely, both Minmod-LLxF and LLxF produce an increasingly viscous lead shock
with significant clipping. The smearing of the shock front may become problematic in certain
occasions if the problem is overly stiff or if coarse meshes are used. This is due to artificial
chemical energy release occurring at transition points across the captured shock. In such
cases, the scheme may produce a non-physical solution characterized by a discontinuity that
travels with a speed of one grid point per time step (see [119, 168]).
5.2 Calculations for ANFO Systems
This section presents a number of reactive burn simulations for 94:6 ANFO using the
model described in Chapter 2. The goal is to assess the computational requirements in
terms of resolution and to determine the influence of the material interface treatment on
the steady-state results. Two-dimensional axisymmetric calculations illustrate the effect of
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the confinement properties on the detonation structure and the failure characteristics due
to charge size reduction. Based on the ZND reaction time scales for the initial densities of
interest, a CFL number of 0.8 is used in the following calculations.
5.2.1 Two-dimensional Mesh Convergence
Steady-state solution convergence was studied for a 2D axisymmetric test case using a
cylindrical ANFO charge with a diameter of 170mm and surrounded by air (unconfined case).
The material coupling was achieved through the GFM-ORIG and the solution was evolved
to steady-state using the dynamic domain truncation procedure. Figure 5.5 shows the non-
dimensionalized phase speed (top) and captured peak shock pressure (bottom) as a function
of the spatial resolution for each scheme. The mesh spacing was non-dimensionalized with
respect to the ZND half reaction zone length (ℓ50 = 2.4 mm for rho0 = 0.9 g/cm
3).
























Figure 5.5: Detonation velocity (top) and peak pressure (bottom) as a function of the relative
mesh spacing for an unconfined, cylindrical ANFO charge (170 mm in diameter)
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According to Figure 5.5, the detonation velocity converges to within 0.5% with ap-
proximately 10 points in the ZND half reaction zone length for both Minmod-LLxF and
WENOZ-LLxF schemes. However, Minmod-LLxF still produces a noticeable clipping of the
peak shock pressure, unlike compared to the WENOZ-LLxF. Figure 5.5 also reveals that
the first-order LLxF requires much finer resolutions to produce well converged solutions in
terms of detonation velocity and peak pressure. For the initial density values of interest in
this work, WENOZ-LLxF with ∆x = ∆y = 0.25 mm is selected for computing steady-state
detonation propagation in 2D confined and unconfined cylindrical ANFO charges. Below
rho0 ≈ 0.85 g/cm3, finer spatial discretizations would be required due to shorter ZND half
reaction zone lengths.
5.2.2 Material Interface Treatment
To assess the influence of the material interface treatment, GFM-ORIG, GFM-PVRS, and
GFM-HLLC are compared using 1D and 2D reactive test cases. The 1D case consisted of
a right-traveling ZND detonation in ANFO that impinges directly into water and evolves
to steady-state. The objective is to evaluate the response of the gaseous ANFO products
(pseudo-polytropic EOS) and the stiffer liquid water (Tait EOS) near the material boundary.
The computations were performed on a uniform grid with ∆x = 0.15 mm and discretized
by the Minmod-LLxF scheme. No isobaric fixing was applied and the density served as the
extrapolation variable for the GFM-ORIG.
Figure 5.6 shows the density profile for each GFM after transients from the detonation
wave impingement decay and the flow relaxes to the steady-state. Excellent agreement was
found between the three numerical solutions far from the interface, yet GFM-ORIG produces
significant overheating in the interfacial ANFO products. Both GFM-PVRS and GFM-HLLC
mitigate this effect, but at higher computational costs.
The 2D simulations consisted of a 170mm-diameter cylindrical ANFO charge surrounded
by a 5 mm-thick PMMA case (Mie-Grüneisen EOS) and liquid water (Tait EOS). The
WENOZ-LLxF scheme was used to reconstruct the intercell fluxes in a uniform grid with
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Figure 5.6: Steady-state flow resulting from 1D ZND detonation in ANFO (left) impacting
liquid water (right)
∆x = ∆y = 0.25 mm. The resulting steady detonation velocities obtained for each GFM
scheme were the following: 3.914 km/s (GFM-ORIG); 3.922 km/s (GFM-PVRS); and 3.920
km/s (GFM-HLLC). The variation of 0.008 km/s is an order of magnitude lower than the un-
certainty of the experimental measurements. As shown in Section 5.2.3, larger discrepancies
in detonation velocity may arise from using different equations of state to model the water.
Both 1D and 2D results indicate that GFM-ORIG yields an adequate material coupling for
the ANFO-PMMA-water system of interest here. However, the density profile in Figure 5.6
confirms that special care is needed in the modeling of confined HEs where chemical kinetic
rates are calculated from temperature or include a density term in the rate law (e.g., I&G
models). Spurious extrema in density and temperature near the DDZ-inert interface may
affect the depletion rates of reactants and thereby alter the final detonation speed and
structure. The phenomenological reactive burn model proposed in this work uses a pressure-
dependent burn law that prevents any spurious effect from wall overheating, even though
GFM-ORIG results in a non-physical temperature reduction across the interface. To reduce
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computational time, all the following steady-state calculations use GFM-ORIG to impose
boundary conditions at the material interfaces.
5.2.3 Confiner Properties Effect
Four multimaterial simulations are presented next for a 170 mm-diameter ANFO cylin-
der at two different initial densities and under two confinement conditions: ANFO-air and
ANFO-PMMA-water. The first case represents an unconfined test while the second one
replicates the aquarium experiments reported in Chapter 6. The reactants initial densi-
ties were 0.86 g/cm3 and 1.05 g/cm3 which correspond respectively to the experimental
values for explosive grade and agricultural grade ANFO. The four calculations were run
to steady-state using the dynamic domain truncation and WENOZ-LLxF on a uniform grid
with ∆x = ∆y = 0.25 mm. The multifluid coupling was achieved through the GFM-ORIG
with density extrapolation and no isobaric fixing. The air, PMMA, and water were modeled
using the perfect gas, Mie-Grüneisen based on a linear Us–up, and Tait equations of state
respectively. Figure 5.7–Figure 5.10 show the flow structure in the subsonic and supersonic
regions (top) as well as the pressure contours in each material (bottom) for each case. The




(v −D0)2 − c2
u(v −D0)± c
√
(v −D0)2 − c2 + u2
, (5.4)
where z , y and r , x in axisymmetric calculations, and D0 is the steady-state phase
velocity. Table 5.1 summarizes the peak pressure values and detonation velocities from each
simulation, as well as the experimental velocities measured from the image data in Chapter 6.
Following the classification by Aslam and Bdzil [95], atmospheric air corresponds to
a weak confiner with low density and sound speed that leads to an unconfined HE-inert
interaction. Figure 5.7 and Figure 5.8 show how a Prandtl-Meyer (PM) fan in the ANFO
turns the flow to match the confiner flow streamline angle and pressures at the material
interface. In this case, it is often assumed that the flow in the confiner does not influence
the DDZ structure. However, Chiquete and Short [169] recently showed that a subset of
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Figure 5.7: Axysymmetric simulation for ANFO surrounded by air with ρ0 = 0.86 g/cm
3.
Top figure: the green areas indicate the subsonic regions, and the red and blue curves
represent the C+ and C− characteristics respectively. Bottom figure: the color contours
represent the pressure and the red curves indicate the reaction progress at two depletion
levels
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Figure 5.8: Axysymmetric simulation for ANFO surrounded by air with ρ0 = 1.05 g/cm
3.
Top figure: the green areas indicate the subsonic regions, and the red and blue curves
represent the C+ and C− characteristics respectively. Bottom figure: the color contours
represent the pressure and the red curves indicate the reaction progress variable at two
depletion levels
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Figure 5.9: Axysymmetric simulation for ANFO surrounded by PMMA and water with
ρ0 = 0.86 g/cm
3. Top figure: the green areas indicate the subsonic regions, and the red and
blue curves represent the C+ and C− characteristics respectively. Bottom figure: the color
contours represent the pressure and the red curves indicate the reaction progress variable at
two depletion levels
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Figure 5.10: Axysymmetric simulation for ANFO surrounded by PMMA and water with
ρ0 = 1.05 g/cm
3. Top figure: the green areas indicate the subsonic regions, and the red and
blue curves represent the C+ and C− characteristics respectively. Bottom figure: the color
contours represent the pressure and the red curves indicate the reaction progress variable at
two depletion levels
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Table 5.1: Summary of numerical and experimental results for 170 mm-diameter ANFO
Initial Density ρ0 = 0.86 g/cm
3 ρ0 = 1.05 g/cm
3
ANFO-Air
Pmax (GPa) 5.49 4.96
Dsim (km/s) 3.47 3.19
Dexp (km/s) N/A N/A
ANFO-PMMA-Water
Pmax (GPa) 7.09 8.62
Dsim (km/s) 3.91 4.06
Dexp (km/s) 3.91± 0.18 4.01± 0.07
characteristics from the fan always impinge and deposit information on the sonic locus.
The effect on the DDZ may become significant for near-sonic transition angles, but for
the streamline deflections in Figure 5.7 and Figure 5.8, the confinement effect has become
saturated. From the plots and the values given in Table 5.1, it is the lower density ANFO
the one that produces a shallower shock profile with higher pressures and detonation speeds
than ANFO at ρ0 = 1.05 g/cm
3. This is a direct consequence of shorter reaction length
scales that makes it less susceptible to side rarefactions.
Figure 5.9 and Figure 5.10 shows a very different detonation structure that resembles a
stiff-strong multilayer confinement configuration. The sonic locus in ANFO intersects the
PMMA interface behind the detonation shock, such that the flow in the confinement influ-
ences the DDZ structure. Figure 5.9 and Figure 5.10 also show a number of C+ characteristics
in ANFO that impinge directly in the subsonic section of the PMMA. These characteristics
carry information from the supersonic ANFO products to the subsonic confinement regions
that are acoustically connected to the DDZ. Therefore, as mentioned in Section 4.5, the
truncation of the numerical domain needs to be done carefully to avoid cropping regions of
the flow that may affect the final steady-state solution. According to Table 5.1, the higher
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density ANFO produces higher pressures and detonation speeds in the confined configura-
tion while still displaying more shock front curvature. These results are consistent with the
presence of a crosspoint in the diameter effect curves (Figure 2.13). Measured and computed
detonation velocities agree to the experimental uncertainty which suggests that the ANFO
model developed in Chapter 2 can predict front speeds in confined multilayered configura-
tions. Additional experimental and hydrodynamic results will be presented in Chapter 6.
A specific type of HE-confiner interaction takes place locally at the intersection between
the detonation shock and the shock in the PMMA. The PMMA sound speed is slower
than the detonation velocity, but the pressure magnitude induced by a normal shock is
lower than the Von Neumann spike. This results in a confiner wave that lies ahead of the
detonation shock and causes a locally negative streamline deflection angle at the interface.
This subsonic, shock-driven confiner flow was described by Aslam and Bdzil [170] and Short
and Quirk [19] and requires highly-resolved calculations for analyzing the local structure in
detail. Figure 5.11 shows the effect of varying the PMMA thickness on the steady detonation
velocity computed from a series of multimaterial simulations in ANFO with ρ0 = 0.86g/cm
3.
As the thickness of PMMA is increased, the phase velocity asymptotes to a constant value
about 4 percent higher than the one predicted without PMMA. This difference reveals a
non-negligible effect from using thin, watertight cases in aquarium tests.
All the simulation of confined ANFO systems reported to this point used the Tait EOS
to model the thermodynamic response of liquid water. Chapter 3 summarized four common
analytical equations of state for water under shock compression, namely the Tait, Mie-
Grüneisen–Murnaghan, Tillotson, and modified Tillotson. To assess the influence of each
model on the numerical results, a sensitivity analysis using ANFO-PMMA-water systems will
be presented next. The calculations for each water EOS used the same configuration and
algorithms presented in the previous section. The EOS parameters for ANFO correspond to
those reported in [22]. Since comparing the water profiles demands a larger computational
domain, the grid resolution was relaxed to ∆x = ∆y = 0.4 mm yielding about 60 points
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Figure 5.11: Steady detonation velocity as a function of the PMMA thickness for 94:6 ANFO
with ρ0 = 0.86 g/cm
3
along the full ZND reaction length. According to Figure 5.5, this resolution is adequate
for the WENOZ-LLxF scheme. Figure 5.12 shows the HE shock and sonic locus, material
interfaces, and inert water shock predicted by each EOS model.
The computed HE loci and material interfaces are visually identical at the given grid
resolution. Contrarily, the water shock profiles show visible discrepancies that become more
accentuated at larger reaction products expansions. In terms of steady detonation veloci-
ties, the following values were obtained for each EOS: 4.077 km/s (Tait); 4.074 km/s (Mie-
Grüneisen–Murnaghan); 4.090 km/s (Tillotson); and 4.085 km/s (modified Tillotson). At
the low water pressures induced by ANFO, the four EOS yield a similar material response
and the maximum difference in detonation velocities is only 0.016 km/s. This value lays
within the experimental uncertainty for most commercial explosives (PCJ ∼ 5 GPa), but
the choice of model will likely become significant for the simulation of conventional high
explosives (PCJ ∼ 30 GPa). These variations in phase speed also affect the angle formed by
the bow shock in water and are ultimately linked to the ANFO and PMMA models as well.
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Figure 5.12 indicates the importance of taking caution in using the water shock position as










Figure 5.12: Computed water shock profiles using four separate EOS model to model liquid
water
5.2.4 Detonation Failure Characteristics
Detonation failure phenomena is a direct consequence of the non-linear coupling between
the chemical and fluid dynamic processes. For divergent steady-state detonations propagat-
ing at sub-CJ velocities, the EOS and rate law determine the relation between the phase
speed and the curvature of the wave front. The greater the curvature, the further the sonic
plane progresses into the reaction zone [30]. At a certain point (failure curvature), the
chemical energy release is not able to support the leading shock front any further and the
detonation suddenly fails.
Figure 5.13 shows a sequence of pressure contours from a stepped failure cone calculation
where a reduction in charge radius causes detonation failure. Rarefactions emanating from
the ANFO boundary reduce the axial shock strength below the ignition pressure quenching
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the chemical reaction. The pressure decrease starts at the interface and propagates inward
until the detonation wave fails. Menikoff [171, 172] explained this pressure drop across the













whereR+ represents the right Riemann invariant, R+s is a measure of the shock strength, and
κ is the curvature of the shock front. Resting on the shock-attached frame, Equation (5.5)
represents a balance between three terms: (i) the chemical energy release rate, (ii) the
pressure change along the streamlines, and (iii) the geometric divergence. The cumulative
effect of the three terms determines whether the shock strengthen or weakens. In Figure 5.13,
the transverse flow induced by the radial constriction leads to dR+s /dt < 0. The pressure-
dependent burn rate is not able to compensate for this decrease in shock strength, hence the
effect propagates radially inward and the detonation wave fails.
This chapter explored the trade-offs between computational efficiency and numerical
accuracy for the simulation of multidimensional, multimaterial, high-explosive systems. In
terms of 2D detonation velocities, solution convergence was achieved with approximately
10 points in the ZND half reaction zone length for the Minmod-LLxF and WENOZ-LLxF
schemes. The LLxF produced monotone solutions but largely smeared shock profiles that
increased the mesh resolution requirements. One-dimensional inert and reactive calculations
also indicated that GFM-PVRS yields superior results at material interfaces. Nonetheless,
GFM-ORIG provided correct material coupling at a reduced computational cost in all steady-
state detonation calculations.
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Figure 5.13: Detonation failure sequence for unconfined ANFO with ρ0 = 0.86 g/cm
3. The
white solid line indicates the location of the material interface
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CHAPTER 6
EXPERIMENTAL TESTING AND MODEL COMPARISON
6.1 Aquarium Test
The high-explosive aquarium test has been used for decades to assess the performance
of military explosives and commercial blasting agents [20, 21]. It was developed to measure
simultaneously detonation velocity, confinement effects, and the release isentrope from the
CJ state [50]. The test consists of cylindrical explosive charge submerged in a transparent
water tank and initiated at one end. The explosive material may be contained within a
watertight case if it is affected by water and/or comes in a prilled or emulsified form. As the
detonation wave travels along the charge axis, sequential photographic exposures provide
time-resolved images of the detonation front position, expansion of the reaction products,
and shock wave propagation in the surrounding water. As opposed to cylinder or plate dent
tests, aquarium data provides information that can be used to evaluate a products EOS over
several orders of magnitude of pressure along the isentrope. The shock wave in the water
and the interface between the explosive cylinder and the water expand in a smooth manner
without distortions, which makes it particularly attractive for numerical modeling [50].
6.2 Experimental Setup
Two large-scale aquarium tests were conducted using conventional explosive grade (EG)
ammonium nitrate (AN) with prill diameters dEG = 2 ± 0.7 mm, and agricultural grade
(AG) ammonium nitrate with prill diameters dAG = 0.8 ± 0.3 mm. Images of both prill
types at different scales were shown in Figure 1.2. The prills were mixed with commercial
No.2 diesel fuel (FO) yielding a stoichiometric mixture composition of 94% AN and 6% FO
by weight. The EG ANFO and AG ANFO had bulk bed densities of ρEG = 0.86 g/cm
3 and
ρAG = 1.05 g/cm
3 respectively.
99
The ANFO mixtures were independently poured into 5 mm-thick transparent PMMA
cylinders for visualization of the luminous reaction front. The charges were 875 mm-long
with an inner diameter of 170 mm. The mass of ANFO for the EG and AG charges were 18.40
kg and 21.55 kg respectively. The ANFO-filled PMMA cylinders were submerged in a water
tank made of four 915 × 1220 mm untempered glass sheets with a thickness of 9.525 mm.
A polyvinyl chloride (PVC) bracket was used to hold the charge above the bottom of the
tank. The detonation was initiated from the top-end using an RP-1 Exploding Bridgewire
(EBW) detonator and a 5 lb (2.27 kg) Austin White Cap pentolite booster. Figure 6.1 shows
a diagram of the aquarium setup.
For fiducial markings, a 1 inch (25.4 mm) grid paper was attached to the back-wall of
each aquarium relative to the field of view of the camera. To protect the camera from blast
and fragments, the events were visualized through a rotating mirror. Figure 6.2 shows a
schematic of the experimental setup. The distances in meters from the camera hut to the
mirror and from the mirror to the charge are summarized in Table 6.1.
Table 6.1: Experimental setup distances in meters











The events were captured using a ultra-high speed framing camera SIMX16 (Specialised
Imaging Ltd.) with 80 to 400 zoom lenses. The exposures were set to 100 ns and 50 ns for
the EG and AG tests respectively with a gain value of six. An external light source was
incorporated to the experimental setup using the PrismScience MegaSun lighting system.
The MegaSun system produces a 700 µs pulse that illuminated the events for their full
duration. The system used six Genesis GN34-FT xenon lamps powered at 6 kV. The lamps
were aligned vertically on either side of the field of view of the SIM camera. An Standford
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DG645 delay generator was used to adjust the triggering of the camera and lighting system
with respect to the detonator. Figure 6.3 shows a photograph of the general test setup.
Figure 6.1: Schematic of the explosive charge setup inside the water tank
6.3 Results and Analysis
A total of 10 frames with 13.327 µs interframe time were captured for the EG ANFO
detonation, and 12 frames at 8.663µs for the AG ANFO. Two sample frames from each test
are shown in Figure 6.4 and Figure 6.5 with an image resolution of 1280 × 980 pixels. The
rest of the frames are included in Figure D.1 and Figure D.2 in Appendix D.
The image analysis was done using the open-source software ImageJ [173]. Using the back-
wall grid paper, the EG and AG frames yielded a scaling of 1.78±9.3·10−3 and 1.75±8.1·10−3
pixels per mm respectively. The fiducial grid spacing was corrected using the geometrical
magnification factor and the distances in Table 6.1. The position of the reactive front was
tracked using a post-processed 8-bit binary image stack along the PMMA-water interface as

















































Figure 6.5: Sample image frame from agricultural grade ANFO test
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of detonation luminosity is produced in porous explosives [174]. The existence of luminous
precursors causes higher uncertainities with regard to the location of the detonation front.
Following the procedure in Section 4.4, the steady detonation velocity was calculated using
linear least-squares regression for the position and time data. Figure 6.6 and Figure 6.7 show
the instantaneous position data and the linear approximation, as well as the residual from
the fit for the EG and AG ANFO tests respectively.
From linear regression, the steady-state detonation velocity was DEG = 3.91± 0.18 km/s
for the EG ANFO and DAG = 4.01 ± 0.07 km/s for the AG ANFO. Both residuals in
Figure 6.6 and Figure 6.7 reveal an oscillatory behavior that lays outside the uncertainty
of the pixel resolution. The amplitude of these oscillations is greater in the EG ANFO
which suggests a possible relation with respect to the AN prill size. This behavior resembles
the detonation propagation in nitromethane with hollow microballoons where local failure
and re-initiation events might occur due shock-bead interactions [5]. In both ANFO and ni-
tromethane slurries, the characteristic spacing between heterogeneities ultimately determines
if the detonation wavelets can successfully propagate through the geometric irregularities of
the reacting mixture.
The high-speed frames also provide optical information on the bow shock in the water
and detonation products expansion. The compressed water between the shock front and the
PMMA-water interface has a different optical refraction index which distorts the image of
the case expansion. Therefore, a refraction correction is necessary to determine the actual
PMMA-water interface location. Craig et al. [20] provided an approximate geometrical
approach to account for refraction effects. The position of the water shock can also be
utilized to infer peak shock pressures delivered to the water and to evaluate the influence of
different water EOS in numerical modeling. From Figure 6.4 and Figure 6.5, the reaction
products expansion measured at 350 mm behind the front was 5 percent larger for the AG
ANFO versus the EG ANFO. This difference is consistent with the higher pressure values
produced along the release isentrope at higher initial charge densities (see Figure 2.12).
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Figure 6.6: Time-resolved front location and regression curve (top), and discrete residuals
from the position data (bottom) for the EG ANFO test
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Figure 6.7: Time-resolved front location and regression curve (top), and discrete residuals
from the position data (bottom) for the AG ANFO test
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6.4 Comparison to Simulations
Finally, the reactive burn model and numerical framework developed in this work are
evaluated against the experimental image data presented in this chapter. Chapter 5 showed
two calculations for an ANFO-PMMA-water system at ρ0 = 0.86g/cm
3 and ρ0 = 1.05g/cm
3
in a truncated computational domain. The calculated detonation velocities agreed well
with the experimentally measured values for EG and AG ANFO. This section presents two
similar hydrodynamic simulations but using a spatial domain that captures the detonation
products expansion. Both calculations employ the WENOZ-LLxF scheme on a uniform grid
with ∆x = ∆y = 0.5mm. The multifluid coupling was achieved through the GFM-ORIG with
density extrapolation and no isobaric fixing. The PMMA and water were modeled using the
Mie-Grüneisen based on a linear Us–up, and Tait equations of state respectively.
Figure 6.8 and Figure 6.9 show each experimental aquarium frame (left) versus the nu-
merical fluid flow (right) computed for EG and AG ANFO respectively. The simulations
reproduce adequately the global features of each test in terms of phase speed and reaction
products expansion. The experimental and computed water shock profiles are also in good
agreement, but the influence of the water EOS model prevents a more quantitative compar-
ison. As shown in Chapter 5, the AG ANFO (ρ0 = 1.05 g/cm
3) produced higher shock and
detonation pressures compared to the EG ANFO (ρ0 = 0.86 g/cm
3), despite the fact that
the former has more shock front curvature and a somewhat thicker detonation driving zone
(DDZ). Figure 6.8 shows a significant fraction of the EG ANFO reactants depleting behind
the sonic surface. The late-time energy release in the supersonic expanding products cannot
support the leading shock front but contribute to maintain higher pressures in the partially
reacted products. Conversely, the AG ANFO produces higher detonation pressures followed
by a more pronounced drop in value. This behavior corresponds to steeper release isentropes
at higher initial charge densities, i.e., γAG > γEG.
As expected, no front pulsations were detected in the numerical shock front position. This
is consistent with the use of a continuum model to simulate state-insensitive explosives away
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from failure. It also reinforces the hypothesis that the experimentally observed oscillations
arise due to the macroscale heterogeneities which cause local failure of detonation wavelets.
Since prill diameter constitutes a design parameter, additional experiments and mesoscale
modeling are required to determine the nature of this unsteady pattern and how it could
impact the global stability of the detonation wave.
The numerical results in Figure 6.8 and Figure 6.9 suggest that the reactive burn model
proposed in Chapter 2 captures adequately the effect of varying the initial packing density
in ANFO mixtures. The calculations also provide insight into the DDZ structure and super-
sonic flow expansion that can be utilized in engineering predictions. Nonetheless, additional
size effect measurements with larger density disparities are required to determine the proper
asymptotic limits for the rate parameters. As the state sensitivity value in Equation (2.31)
increases, disruption of the balance between chemical energy release and transport may orig-
inate spurious, acoustically-based transverse wave structures that affect the global stability
of the wave. Therefore, care must be taken in using a continuum-level model to represent



























Figure 6.8: Experimental results (left) versus numerical simulation (right) for the aquarium
test with explosive grade ANFO. The red curves indicate the experimental water shock and




























Figure 6.9: Experimental results (left) versus numerical simulation (right) for the aquarium
test with agricultural grade ANFO. The red curves indicate the experimental water shock




CONCLUSIONS AND FUTURE WORK
This research developed a reactive burn model along with full numerical framework
for predicting detonation propagation in non-ideal explosives over a wide range of condi-
tions. The main goals were (i) to incorporate the effect of charge packing density using
a continuum-level representation; and (ii) to construct an accurate and computationally
efficient hydrodynamic solver for the integration of the governing equations. All thermo-
chemical, hydrodynamic, and experimental analyses were conducted using a stoichiometric
mixture of ammonium nitrate and fuel oil (ANFO), yet the conclusions and methodology
can be generalized to other blasting agents.
7.1 Major Accomplishments
The main contributions of this work advance the state of the art in terms of physical
modeling of explosive systems and computational algorithms. These are summarized as
follows:
• Chemistry-implicit EOS and rate law to model detonation propagation that incorporate
the effect of the charge initial density in the reactive burn description;
• Dynamic computational geometry for calculating size effect curves in a single hydro-
dynamic simulation (stepped failure cone);
• Efficient algorithm for calibrating rate parameters in global pressure-dependent rate
laws by solving the reactive Euler equations;
• Level set-based procedure for defining the interfacial Riemann problem with an arbi-
trary number of materials and spatial dimensions.
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The proposed model and numerical framework, in conjunction with high-fidelity experi-
mental data, provides a reliable computational tool for simulating non-ideal explosive systems
in a wide range of geometries, confinement, and pressing densities.
The effect of varying the ANFO initial density on detonation products composition and
computed Chapman-Jouguet states was investigated using a series of ideal thermochemical
calculations. The calculations employed an empirical BKW EOS and an Exponential-6 pair
potential for representing the excess Helmholtz free energy of the fluid mixture. Within the
domain of physically attainable initial densities, the results revealed strong variations in mole
fractions and thermodynamic states for the equilibrium product species. Therefore, the use
of an empirical products EOS constructed at a specific initial density cannot be accurately
applied to other pressing values without re-calibration. To overcome this deficiency, a reac-
tive, chemistry-implicit equation of state was devised for simulating detonation propagation
regimes. Using a pseudo-polytropic model as starting point, the ANFO packing density
was incorporated to the EOS functional form by deriving mathematical expressions for the
intermolecular contributions and heat release terms. This new compaction-dependent EOS
model matches CJ states and products release isentropes down to 1% of the CJ pressure.
Apart from the products state and composition, simulation of multidimensional ANFO
systems requires a reaction rate law to represent the non-equilibrium chemistry. The in-
fluence of the initial charge density was included in the rate parameters by fitting a phe-
nomenological burn law to experimental diameter effect data. Increasing the packing density
of the unreacted explosive lowered the reaction rate constant but increased the pressure or-
der. Each parameter followed an exponential function of the compaction variable but more
size effect data is required to validate this dependency.
The parameterization of the EOS and reaction rate law was evaluated by solving the
ZND structure at different initial densities. Increasing the intial compaction produced higher
shock pressures (PVN), higher detonation pressures (PCJ), and longer reaction zones (ℓ99).
These results are consistent with experimental evidence found in the literature for Group II
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explosives. However, the calculations revealed that ℓ99 does not increase monotonically with
density but rather exhibits a global maximum near 92% of the theoretical maximum density
(TMD). This maximum is likely due to the power growth of the state sensitivity hence
experimental data near the TMD limit would be required to validate this non-monotonic
behavior.
The chemical reaction length scales encountered in most commercial explosives are some-
what near the engineering length scales. As a result, the multidimensional detonation struc-
ture is intimately coupled to the properties of the inert confining materials. Ambient air,
PMMA, and liquid water were utilized in the systems of interest in this work. Due to the lack
of consensus in the literature, four different analytical EOS for water were considered: Tait,
Mie-Grüneisen–Murnaghan, Tillotson and modified Tillotson. All four models produced a
similar Hugoniot locus for shock pressures below 10 GPa but the curves diverge substantially
at higher values. Applying each EOS model to two-dimensional aquarium test simulations in
ANFO revealed negligible differences in phase speed (within 0.016 km/s), yet the computed
water shock profiles displayed different degrees of compression. Based on these results, the
Tait EOS was adopted for the simulation of ANFO systems but a different EOS choice would
be more appropriate for modeling conventional HEs (PCJ > 10 GPa).
The simulation of multidimensional, multimaterial, high-explosive systems requires a full
numerical framework for the integration of the governing equations. This work explored the
sensitivity of the numerical results to different Eulerian techniques, as well as the trade-
offs between computational efficiency and numerical accuracy for this class of problems.
Three different temporal and spatial discretization schemes were considered: (i) first-order
local Lax-Friedrichs with first-order Euler time integration (LLxF); (ii) second-order minmod
reconstruction with local Lax-Friedrichs flux and second-order Runge-Kutta time integration
(Minmod-LLxF); and (iii) fifth-order WENO-Z reconstruction with local Lax-Friedrichs flux
and third-order Runge-Kutta time integration (WENOZ-LLxF). In terms of 2D detonation
velocities, solution convergence was achieved with approximately 10 points in the ZND half
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reaction zone length for the Minmod-LLxF and WENOZ-LLxF schemes. The LLxF produced
monotone solutions but largely smeared shock profiles that increased the mesh resolution
requirements.
The material interface treatment under the original and two Riemann solver-based Ghost
Fluid Methods (GFM) was also studied. This work proposed a new procedure for defining
the left and right states that eliminates the need for a decision process (sorting) or nodal
interpolation during the projection along the interface direction. Based on a series of 1D
inert and reactive calculations, the Primitive Variable Riemann Solver yielded superior re-
sults compared to the original GFM and the Harten-Lax-Leer with Contact Riemann Solver.
Nonetheless, the additional computational cost of non-iterative Riemann solvers might not
always be justified in steady-state calculations. That is, detonation velocities obtained from
each GFM strategy had a variation well within the uncertainty of the experimental mea-
surements. Therefore, the majority of 2D ANFO simulations were conducted using the
most-efficient original GFM. It is noteworthy that the overheating produced by this GFM
might cause difficulties in modeling confined HEs with temperature or density dependencies
in the rate law. Spurious extrema in density and temperature near the HE-inert interface
can affect the depletion rates of reactants and thereby alter the final detonation speed and
structure.
The rate law calibrations and detonation failure analyses employed a new dynamic do-
main geometry intended to alleviate computational cost: the stepped failure cone. Based
on the acoustic isolation of the detonation driving zone (DDZ), the stepped failure cone
gradually constrains the explosive charge radius through a series of funnel-like steps. The
numerical domain limits are determined from the local Mach number in the shock-attached
frame. Cropping locally subsonic regions of the confiner causes O(1) perturbations at the
zero-gradient boundaries that reach the DDZ and affect the speed and structure of the steady
wave. This geometry permitted a systematic study of the failure characteristics of ANFO
mixtures for the EOS and rate models proposed in this work.
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Finally, large-scale aquarium experiments were presented for ANFO using explosive grade
and agricultural grade ammonium nitrate prills. The time-resolved image data provided
information on the detonation velocity, products expansion, and inert shock in the water.
Both tests revealed an oscillatory behavior that laid outside the uncertainty of the pixel
resolution. The amplitude of these oscillations was larger in the explosive grade ANFO
which suggests a possible scaling relation with respect to the AN prill size. Two reactive
hydrodynamic simulations of the aquarium test were conducted using the reactive burn model
proposed in this work. Excellent agreement was found between experiments and simulations
in terms of detonation velocity and products expansion. The experimental and computed
water shock profiles followed a close path but no further comparisons were made due to the
substantial influence of the water EOS model. As expected, no front pulsations were detected
in the simulations results. This is consistent with the use of a continuum model to simulate
state-insensitive explosives away from failure. It also reinforces the hypothesis that the
experimentally observed oscillations arise due to the large-scale heterogeneities which cause
local failure of detonation wavelets. Since prill diameter constitutes a design parameter,
additional experiments and mesoscale modeling are required to determine the nature of this
unsteady pattern and how it could impact the global stability of the detonation wave.
7.2 Future Work
The current work provided the modeling and numerical tools for capturing the leading-
order features of steady-state detonations in non-ideal explosives. Nonetheless, there are
a number of avenues for future work that would improve the modeling capabilities at the
theoretical and applied level. An essential advancement is the addition of a reactants EOS
that reproduces the shock response of porous ANFO adequately. The reactive burn model
could then be augmented with a compaction law that would allow simulating the effect
of precursors waves on detonation performance. Examples in common blasting applications
include, shock desensitization from detonation in adjacent boreholes or the effect of subsonic,
shockless rocks on the upstream unreacted explosive.
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There is also a need to better establish the role of the initial porosity in phenomenolog-
ical rate laws. Additional size effect measurements could assist in determining the proper
asymptotic limits for the rate parameters. Such limits are particularly relevant for non-ideal
explosives modeled at the continuum scale. At sub-CJ detonation regimes, the disrup-
tion of the balance between chemical energy release and transport may originate spurious,
acoustically-based transverse wave structures that affect the global stability of the wave. The
granular structure of most high explosives inhibits the formation of these acoustic waves in
real systems. Therefore, care must be taken in using simplified continuum representations
to model features of real heterogeneous explosives.
There is much experimental, theoretical, and computational research to be done on high
explosives. The design of new systems is dependent upon improving the current computa-
tional tools and the ability to validate them. As our experimental diagnostics and computer
power improves, so it will our understanding of the underlying physics. Time will tell how
far this exciting field goes and its implications to other branches of science and engineering.
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the mie-grüneisen equation of state. Technical Report FM99-8, California Institute of
Technology, 2004.
[77] Eyring, H., Powell, R. E., Duffy, G. H., and Parlin, R. B. The stability of detonation.
Chemical Reviews, 45(1):69–181, 1949.
[78] Bowden, F. P. and Yoffe, A. D. Initiation and growth of explosion in liquids and solids.
American Journal of Physics, 20(4):250–251, 1952.
[79] Proud, W. G., Kirby, I. J., and Field, J. E. The nature, number and evolution of hot-
spots in ammonium nitrate. AIP Conference Proceedings, 706(1):1017–1020, 2004.
[80] Higgins, A. J. Discrete effects in energetic materials. Journal of Physics: Conference
Series, 500(5):052016, 2014.
[81] Howe, P. M. and Benson, D. C. An engineering model of shock initiation. In Twelfth
Symposium (International) on Detonation, 2002.
[82] Proud, W. G. The measurement of hot-spots in granulated ammonium nitrate. AIP
Conference Proceedings, 620(1):1081–1086, 2002.
[83] Kittell, D. E. Analysis and simulation of small scale microwave interferometer exper-
iments on non-ideal explosives. PhD thesis, Purdue University, 2016.
[84] Leiper, G. A. and Cooper, J. Reaction rates and the charge diameter effect in hetero-
geneous explosives. In Ninth Symposium (International) on Detonation, 1989.
[85] Kennedy, D. L. and Jones, D. A. Modelling shock initiation and detonation in the
non-ideal explosive PBXW-115. In Tenth Symposium (International) on Detonation,
1993.
[86] Kirby, I. J. and Chan, S. K. Analysis of VOD-diameter data using an analytical
two-dimensional non-ideal detonation model. AIP Conference Proceedings, 845(1):
453–456, 2006.
[87] McKay, M. W., Hancock, S. L., and Randall, D. Development of a low-density am-
monium nitrate/fuel oil explosive and modeling of its detonation properties. Technical
report, Physics International CO, 1974.
122
[88] Haskins, P. J. and Cook, M. D. Detonation failure in ideal and non-ideal explosives.
AIP Conference Proceedings, 955(1):377–380, 2007.
[89] Catanach, R. A. and Hill, L. G. Diameter effect curve and detonation front curvature
measurements for ANFO. AIP Conference Proceedings, 620(1):906–909, 2002.
[90] Petes, J., Miller, R., and McMullan, F. User’s guide and history of ANFO (ammonium
nitrate/fuel oil) as a nuclear weapons effect simulation explosive. DNA Technical
Report DNA-TR-82-156, Kaman Tempo, 1983.
[91] Zel’dovich, Y. B. On the theory of the propagation of detonation in gaseous systems.
Zhurnal Eksperimentalnoi i Teoreticheskoi Fiziki, 10:542–568, 1940.
[92] Von Neumann, J. Theory of detonation waves. Technical Report OSDR-549, Institute
for Advanced Study Princeton, 1942.
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DERIVATION OF THERMODYNAMIC QUANTITIES
The thermodynamic constraints on the pseudo-polytropic EOS (Equation (2.13)) are
based upon a number of properties and dimensionless parameters, namely the thermody-
namic speed of sound c, adiabatic gamma γ, Grüneisen coefficient Γ, and fundamental
derivative G. The speed of sound for frozen chemical composition is connected to other

































































Therefore, an alternative expression for the frozen sound speed defined in Equation (A.1) is,






















































Finally, substitution of the partial derivatives and carrying out the pertinent algebraic sim-
plifications lead to,






In Equation (A.3), the function Ω = Ω(V ) is defined as a polynomial of arbitrary order N ,
















































The adiabatic exponent γ and Grüneisen coefficient Γ determine the variation of the
pressure with density and entropy [3],
V dP = −γPdV + ΓTdS, (A.6)












Replacing the expression for the frozen sound speed (A.3) gives,














Γ = Ω− 1. (A.8)
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The fundamental derivative G determines the variation of the characteristic velocity along

























































































































































ANALYTICAL HEAT RELEASE FORM
The heat release predicted by the Exp-6 EOS for 94:6 ANFO is a quasi-logarithmic
function of the initial reactants compaction φ0 that displays a global maximum within the
density range interest (Figure 2.10). This behavior can be modeled mathematically by
devising a functional form composed of low and high compaction regions. A possible choice








where Q∗ is the shift heat release at φ0 = 1, P0 is the initial pressure, ρref is the theoretical
maximum density in g/cm3, and q1 is a dimensionless constant. Equation (B.1) is adequate
for reproducing the heat release values predicted by the BKW EOS. However, thermochem-
ical calculations based on the Exp-6 potential predict a local minimum in the water mole
fraction that causes a non-monotonic behavior in Q. To capture its local maximum, the







where q2 is a dimensionless constant. A smooth transition between the low and high
compaction regions can be achieved using a modified sigmoid function of the form (Fig-
ure B.1 (right)),
ξ(x) = − 1
1 + exp {12(1− x)} . (B.3)
The global heat release term can be expressed as,
Q(φ0) = Qlow(φ0) + ξ(φ0)Qhigh. (B.4)
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1 + exp {12(1− φ0)}
)
. (B.5)
Figure B.1: Qlow and ξ(φ0)Qhigh functional forms
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APPENDIX C
WEIGHTED ESSENTIALLY NON-OSCILLATORY RECONSTRUCTION
This appendix outlines the steps for reconstructing interface fluxes using the WENO-Z
scheme of Borges et al. [122]. Reconstruction of a smooth function differs from interpolation
in that the approximation at a desired location is found from known discrete averages rather
than point values. Let us consider a uniform 1D computational grid, xi = i∆x, i = 1, .., Nx,
where the nodal midpoints (or cell interfaces) are located at xi+ 1
2
= xi + ∆x/2 and the







. The cell average values of a











The objective is to find a polynomial approximation of h(x) whose cell averages on the stencil
agree with the given values. For example, in the stencil S1 = {Ii−2, Ii−1, Ii}, a second degree








































can be expressed as a















which is third-order accurate if h(x) is smooth in the stencil S1. Different stencils will lead
to different approximations. For the fifth-order WENO scheme, stencil S1 = {Ii−1, Ii, Ii+1}
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From Lemma 4.1 in Section 4.2, a fifth-order approximation for the numerical flux f̂(x) can
















where ω̃k > 0 and ω̃1 + ω̃2 + ω̃3 = 1. Each non-linear weight ω̃k is determined by an
smoothness indicator βk which measures the relative smoothness of the function h(x) in the
























The above expression is the sum of the square L2 norms of the derivatives of the recon-
struction polynomials multiplied by a scaling factor to make βk independent of the grid size.
A larger βk indicates that the function h(x) is less smooth in the stencil Sk. The explicit




(h̄i−2 − 2h̄i−1 + h̄i)2 +
1
4




(h̄i−1 − 2h̄i + h̄i+1)2 +
1
4




(h̄i − 2h̄i+1 + h̄i+2)2 +
1
4
(3h̄i − 4h̄i+1 + h̄i+1)2. (C.8c)
Borges et al. [122] defined a modified smoothness indicator βzk by using the absolute difference
between the β0 and β2,
βzk =
βk + ǫ
βk + |β0 − β2|+ ǫ
(C.9)
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where ǫ = 10−40 following the discussion in Henrick et al. [128]. Finally, the non-linear















where the constants γ1 = 1/10, γ2 = 3/5, and γ3 = 3/10 are known as the linear weights.







Figure D.1: Camera frames for explosive grade ANFO. The exposure is 100 ns with 13.327µs
interframe time
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