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ABSTRACT The postsynaptic density (PSD) is a cytoskeletal specialization within the postsynaptic membrane of a neuron that
helps to concentrate and organize neurotransmitter receptors at a chemical synapse. The total number of receptors within the
PSD, which is a major factor in determining the physiological strength or weight of a synapse, ﬂuctuates due to the surface diffu-
sion of receptors into and out of the PSD, and the interactions of receptors with scaffolding proteins and cytoskeletal elements
within the PSD. In this article, we present a stochastic model of protein receptor trafﬁcking at the PSD that takes into account
these various processes. The PSD is treated as a stochastically gated corral, which contributes a source of extrinsic or environ-
mental noise that supplements the intrinsic noise arising from small receptor numbers. Using a combination of stochastic analysis
and Monte Carlo simulations, we determine the time-dependent variation in the mean and variance of synaptic receptor numbers
for a variety of initial conditions that simulate ﬂuorescence recovery after photobleaching experiments, and indicate how such
data might be used to infer certain properties of the PSD.
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Recent fluorescent recovery after photobleaching (FRAP)
and single-particle tracking experiments have revealed that
neurotransmitter receptors undergo periods of free diffusion
within the plasma membrane of a neuron interspersed with
periods of restricted motion in confinement domains that
coincide with synapses (1–7). This is consistent with the
notion that when a receptor flows into a synapse it is tempo-
rarily confined through interactions with scaffolding proteins
and cytoskeletal elements within the postsynaptic density
(PSD), which is the protein-rich region directly apposed to
the active zone of the presynaptic terminal (see Fig. 1 A).
It follows that under basal conditions, the steady-state
receptor concentration within a synapse is determined by
a dynamical equilibrium in which the various receptor fluxes
into and out of the PSD are balanced. Activity-dependent
changes of one or more of these fluxes can then modify
the number of receptors in the PSD and thus alter the strength
or weight of a synapse. Indeed, there is growing experi-
mental evidence that the activity-dependent regulation of
receptor trafficking plays an important role in synaptic plas-
ticity (8,9).
The dynamical processes underlying receptor trafficking
are stochastic in nature, suggesting that the strength of
a synapse will undergo random fluctuations due to activity-
independent variations in the number of synaptic receptors.
Quantifying such fluctuations is important both for interpret-
ing FRAP experiments and for understanding how synaptic
weights can provide a robust subcellular substrate for
learning and memory. It is useful to distinguish between
two sources of stochasticity: intrinsic noise arising from
fluctuations in synaptic receptor number within a fixed
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number of receptors is small, and extrinsic noise arising
from fluctuations of the environment itself. Possible sources
of extrinsic noise include dynamical reorganization of trans-
membrane proteins or submembranous cytoskeletal elements
that corral receptors within a synapse, fluctuations in the
number of scaffolding proteins, and fluctuations in the back-
ground concentration of extrasynaptic receptors.
In a recent model of receptor trafficking, Holcman and
Triller (10) analyze the steady-state mean and variance of
bound receptors in a PSD as a function of the rates of entry
into and exit from the PSD as well as the rates of binding to
and unbinding from scaffolding proteins. The entry, exit,
binding, and unbinding rates are taken to be fixed so that
the variance arises solely from the intrinsic noise associated
with small receptor numbers. In this article, we generalize the
Holcman and Triller model by incorporating a source of
extrinsic noise in the form of a stochastic gate, and calculate
the resulting time-dependent and steady-state mean and vari-
ance of both free and bound receptors within the PSD. We
treat the PSD as a single homogeneous compartment within
which receptors exist in one of two states: either bound to
scaffolding proteins or unbound and diffusing freely within
the PSD. The number of scaffolding protein binding sites
is held fixed, as are the binding and unbinding rates.
However, the rates of entry and exit are taken to be stochastic
variables that fluctuate with the opening and closing of the
gate. To determine the steady-state and time-dependent
statistics of both free and bound receptors in this extended
model, we generalize the analysis of the so-called dynamic
corral model due to Brown et al. (11) (see also (12–14)).
In the dynamic corral model, proteins diffuse both within
and without a homogeneous region called the corral, and
the rates at which these proteins enter and exit the corral
are taken to be stochastic. In fact, our extension of Holcman
and Triller’s model (by treating the PSD as stochastically
doi: 10.1016/j.bpj.2008.12.3889
FIGURE 1 (A) Schematic illustration of receptor trafficking at the post-
synaptic density (PSD). In the case of a glutamatergic synapse, the PSD is
typically located at the tip or head of a dendritic spine, which is a small,
submicrometer membranous extrusion that protrudes from a dendrite. The
rest of the membrane of the spine and surrounding dendrite is called the
extrasynaptic membrane (ESM). Receptors stored in intracellular pools are
continually exchanged with surface receptors through exo/endocytosis
(EXO/END) and sorted for degradation (DEG). Local production of intracel-
lular receptors can also replenish these pools. Surface receptors enter and
exit the PSD via diffusion in the postsynaptic membrane and can be immo-
bilized within the PSD through interactions with scaffolding proteins. It is
possible that some intracellular receptors are inserted directly into the
Dynamic Corral Model of a Synapsegated) is also an extension of the dynamic corral model in
that proteins within the corral can now bind to and unbind
from sites within the corral. It turns out that our analysis of
the extended dynamic corral model is only valid in two
distinct trafficking regimes: one in which most binding sites
are unoccupied (termed the ‘‘unsaturated regime’’) and the
other when most binding sites are occupied (termed the
‘‘saturated regime’’). Therefore, we supplement our
stochastic analysis with Monte Carlo simulations, which
are used to determine the time-dependent variation in the
mean and variance of free, bound, and total synaptic receptor
numbers for a variety of parameter values and initial condi-
tions that simulate FRAP-like experiments. We show that
a stochastic gate can have a significant effect on the
dynamics of receptor trafficking, often increasing the vari-
ance of receptor numbers dramatically and, conversely,
binding/unbinding to scaffolding proteins can have a signifi-
cant effect on the behavior of a dynamic corral.
We note that in Holcman and Triller’s model (10) the
boundary of the PSD is considered to be impermeable except
for a collection of small holes through which receptors can
enter and exit. Treating the PSD in this way may account
for how adhesion proteins like N-cadherin, which occur
at the periphery of the PSD, may act like pickets preventing
the passage of receptors into and out of the PSD except where
these proteins are not sufficiently clustered (15,16). Under this
representation of the PSD, fluctuations in the position of these
picketlike proteins may provide a physiological representa-
tion of our proposed stochastic gate, since one might imagine
that such fluctuations cause the small holes to transiently
appear and disappear. However, Holcman and Triller’s model
does not require the boundary of the PSD to be represented in
this way; in fact, the existence of small holes is only used to
calculate the mean dwell time of a receptor in the PSD (see,
e.g., (17,18)) but this calculation is not required for their anal-
ysis. Hence, Holcman and Triller’s model and our extension
of it are generic in the sense that there may be many factors
that determine the rates of entry and exit, and each of these
factors may themselves be sources of additional extrinsic
noise. As an example of another such factor, submembranous
structures like the actin cytoskeleton interact with the cyto-
plasmic tails of the subunits comprising some receptors, and
these interactions often confine these receptors within the
PSD (15,16). One might imagine, therefore, that fluctuations
in the composition of these structures could give rise to the
gating mechanism we are proposing. The main point to
emphasize here is that treating the PSD as stochastically gated
is a plausible way of generically introducing extrinsic noise
into the model of Holcman and Triller.
PSD, although we ignore that here. (B) Schematic representation of Eqs. 1
and 2. Note that although panel A illustrates receptor trafficking at PSDs
located in dendritic spines, Eqs. 1 and 2 apply equally well to receptor traf-
ficking at PSDs occurring in the dendrite itself, in which case the ESM refers
not to the extrasynaptic membrane of the spine head but to the dendritic
membrane surrounding the PSD.
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DYNAMIC CORRAL MODEL WITH BINDING
Experimental estimates for the diffusivity D of receptors in
the PSD ranges from 0.01 to 0.1 mm2 s1 (4). Given that
the typical length-scale of a synapse is [¼ 0.1 mm, it follows
that the timescale [2=D for diffusion within the PSD is
0.1–1 s, which is faster than other transport processes such
as binding and unbinding. Ultrastructural studies of the PSD
suggest that it is a heterogeneous structure (19). For example,
in the case of glutamatergic synapses, different classes of
receptor appear to be clustered in different regions of the
PSD with NMDA receptors at the center and AMPA recep-
tors in the periphery. We will ignore such fine structure here
and treat the PSD as a homogeneous compartment with
a spatially uniform distribution of receptors and scaffolding
protein binding sites. Let p denote the mean number of freely
diffusing receptors within the PSD and q denote the mean
number of bound receptors. We can then model receptor
dynamics within the PSD according to this pair of kinetic
equations:
dp
dt
¼ aðL qÞp þ bq mp þ s; (1)
dq
dt
¼ aðL qÞp bq: (2)
Here L is the number of binding sites within the PSD, a is the
particle binding rate per unoccupied binding site, b is the
unbinding rate of particles, s is the number of extrasynaptic
receptors entering the PSD per unit time, and m is the escape
rate of free receptors within the PSD. (See Fig. 1 B for a sche-
matic representation of Eqs. 1 and 2.) In the case of constant
parameters, we have (p(t),q(t))/ (p; q) as t/ N, where
p ¼ s
m
; q ¼ aLp
ap þ b (3)
are the steady-state particle numbers.
Single-particle tracking data suggests that as much as half
of the AMPA receptors within a glutamatergic synapse
exhibit confined diffusion within the PSD and are thus
mobile (4). However, certain care must be taken in identi-
fying mobile and immobile receptors with bound and
unbound receptors, respectively, since it is possible that
a receptor/scaffolding protein complex could also be
partially mobile within the PSD (15). Another important
issue concerning the distinction between bound and unbound
receptors is to what extent each receptor class contributes to
the synaptic current induced by the release of neurotrans-
mitter from the presynaptic terminal, and hence the synaptic
weight. It is often assumed that the predominant contribution
arises from bound receptors (10). However, activation of ex-
trasynaptic receptors also generates a current, suggesting that
a receptor does not have to be bound to a scaffolding protein
to act as an ion channel gate. On the other hand, there is
growing evidence that receptors form complexes with other
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1788proteins that modify channel properties. One well-known
example is the binding of AMPA receptors to transmem-
brane AMPA receptor regulatory proteins such as stargazin
(20). Stargazin modulates the gating of AMPA receptors
by increasing the rate of channel opening (21). Interestingly,
it also contributes to receptor trafficking by facilitating the
surface delivery of receptors and by binding to the PDZ-
domain-containing protein PSD-95, a major scaffolding
protein of the PSD (22). Hence, it is possible that both free
and bound receptors contribute to the strength of a synapse,
but with different weightings. Here we will simply identify
synaptic strength with the total number of receptors within
the PSD.
It remains for us to specify the form of the source term s in
Eq. 1. In addition to the lateral movement of receptors within
the plasma membrane, there is a continual exchange of
surface receptors with intracellular pools known as constitu-
tive recycling. This has been found both for excitatory
AMPA receptors (23–25) and inhibitory GABA receptors
(26,27). During constitutive recycling, receptors diffuse
laterally from the PSD to extrasynaptic sites where they
undergo clathrin-dependent endocytosis; internalized recep-
tors are then either sorted to lysosomes for degradation or
recycled to the surface. It is currently unclear whether recep-
tors are reinserted directly into the PSD or at extrasynaptic
sites, although it is likely that this will depend on the partic-
ular type of receptor (see, for example, (28,29)). In our single
corral model of the PSD, we will assume that receptors are
inserted into the surface extrasynaptically so that the only
contribution to the source term s is from lateral membrane
diffusion. As a further simplification, we assume that the
background concentration of extrasynaptic receptors is fixed
such that s ¼ Cm, where C is a constant. It then follows that
for a constant escape rate m, the steady-state number of free
receptors in the PSD is p ¼ C. Note that elsewhere we have
developed a multisynapse model of receptor trafficking, in
which the extrasynaptic receptor concentration is determined
dynamically by solving an associated reaction-diffusion
equation (30). Such a model couples the lateral membrane
diffusion of receptors along a dendrite with the internal
dynamics of receptor trafficking at a synapse, including
constitutive recycling and binding to scaffolding proteins.
(In the particular case of AMPA receptors, it is also neces-
sary to take account of the fact that the PSD of a glutamater-
gic synapse is typically located at the tip or head of a dendritic
spine, which is a small, submicrometer membranous protru-
sion of the dendritic membrane. That is, the PSD couples to
the dendrite indirectly via the extrasynaptic membrane of the
spine, which can be treated as a second homogeneous
compartment (31); and see Fig. 1 A.)
The simple PSD model given by Eqs. 1 and 2 represents
receptor dynamics in terms of a system of kinetic equations
describing the temporal variation of the mean number of
bound and unbound receptors within the PSD. However,
the number of receptors within a typical synapse can vary
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between zero and a few hundred (32), suggesting that
random fluctuations about the mean receptor number could
be significant. (Roughly speaking, the size of fluctuations
relative to the mean number of receptors N varies as
1=
ﬃﬃﬃﬃ
N
p
.) For fixed values of the various trafficking parame-
ters, these fluctuations reflect the inherent stochasticity or
intrinsic noise of receptor trafficking. In addition to intrinsic
noise, there can be a number of extrinsic noise sources arising
from fluctuations in one or more trafficking parameters,
including the number of binding sites L and the extrasynaptic
receptor concentration C. As discussed in the Introduction,
we will focus on a generic source of extrinsic noise, namely
fluctuations in source term s and the escape rate m. More
specifically, we incorporate the dynamic corral model of
Brown et al. (11) by assuming that the escape of a receptor
from the PSD is controlled by a stochastic gate that can be
in two states, anopen state forwhichm(t)¼mo>0 and a closed
state for which m(t)¼ mc¼ 0. The opening and closing of the
stochastic gate is governed by the rate equations
dP
dt
¼ gP þ gþPc
dPc
dt
¼ gP  gþPc
; (4)
where PðtÞ (PcðtÞ) is the probability that the gate is open
(closed) at time t, and g are the transition rates between
the two states. Thus, the time-dependent escape rate m(t)
describes a dichotomous noise process. The rate at which
receptors enter the PSD is then taken to be s(t) ¼ Cm(t)
with C fixed. As noted in the Introduction, one possible inter-
pretation of the stochastic gate is that it represents the random
opening and closing of a small hole within the boundary of the
PSD (10,17,18). This suggests that one could consider amulti-
state version of the stochastic gate, which corresponds to the
random opening and closing of multiple small holes within
the PSD boundary. In this article, however, we will focus
on the simplest case of a two-state stochastic gate.
We now formulate a stochastic version of Eqs. 1 and 2 that
accounts for fluctuations in receptor numbers due to both
intrinsic noise (i.e., small receptor numbers) and fluctuations
in the boundary of the PSD (i.e., m(t) follows the two-state
Markov process of Eq. 4). Let Pn, m(t) denote the probability
that there are n free and m bound particles within the PSD at
time t. Given the various kinetic processes occurring in Eqs.
1 and 2, it follows that the probability distribution evolves
according to the master equation
dPn;m
dt
¼ sðtÞPn1;m þ mðtÞðn þ 1ÞPnþ 1;mðtÞ
 ½sðtÞ þ mðtÞnPn;m þ aðn þ 1Þ½L ðm 1Þ
 Pnþ 1;m1ðtÞ þ bðm þ 1ÞPn1;mþ 1ðtÞ
 ½anðL mÞ þ bmPn;mðtÞ; ð5Þ
with nR 0, LR mR 0 and s(t)¼ Cm(t). The positive terms
represent the various transitions into the state (n, m) whereas
Dynamic Corral Model of a Synapsethe negative terms represent the various transitions from
the state (n, m). We take the initial condition to be
Pn;mð0Þ ¼ dn;n0dm;m0 ; i.e., at time t ¼ 0, there are n0 free
and m0 bound particles within the PSD. In the case of a static
PSD model (i.e., when m(t) is constant in time), Eq. 5 reduces
to Holcman and Triller’s model of receptor trafficking (10).
On the other hand, if a ¼ b ¼ 0 (no binding/unbinding) and
m(t) evolves according to Eq. 4, then Eq. 5 reduces to the
dynamic corral model of Brown et al. (11). Note that when
the PSD boundary is fluctuating, we think of the term m in
Eq. 5 as being a single realization of the process described
in Eq. 4. As a consequence, different realizations of m will
yield different probability distributions Pn, m.
ANALYSIS OF MODEL
The analysis of Eq. 5 is nontrivial due to the stochastic nature
of the gating parameter m(t) and due to the nonlinear reaction
rate a(L – m)n for binding to scaffolding proteins. Therefore,
we will proceed by considering two distinct approximation
schemes, both of which allow us to carry out averaging
with respect to the stochastic gating dynamics based on an
extension of Brown et al. (11) to the multivariate case. The
first scheme involves a linearization of the binding reaction
rate under the assumption that the binding sites are unsatu-
rated, that is, m(t) << L for all t (such a regime arises
when an(t) << b). The resulting master equation can then
be analyzed using generating functions. In the second
scheme we assume that the binding sites are saturated, that
is, m(t) ¼ L for all t (such a regime arises when an(t) >> b).
This effectively eliminates the dynamics of bound receptors
from the model, and we are left with the master equation
considered in Brown et al. (11).
Unsaturated binding sites: linearized reaction
rates and generating functions
Suppose that we linearize the reaction rates in Eq. 5 by
making the approximation a(L – m)n z aLn, which as we
noted above is valid when the binding sites are unsaturated
(when m << L). Note that this approximation is exact in
the limit L/ N while holding aL fixed (i.e., if L/ N
then m << L for all m). It is important to note that while
holding aL fixed in this limit requires the binding rate per
unoccupied binding site a to go to zero, in practice this
means that as long as m << L only the product aL is rele-
vant, not the individual values of a and L.
Introducing the generating function
Gðu; v; tÞ ¼
XN
n¼ 0
XN
m¼ 0
unvmPn;mðtÞ; (6)
oneobtains fromEq. 5 (after applying toEq. 5 the limitL/N
holdingaLfixed) the first-order linear partial differential equa-
tion for G,
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vG
vt
þ ½mðtÞðu 1Þ þ aLðm vÞvG
vu
 bðu vÞvG
vv
¼ sðtÞðu 1ÞG; ð7Þ
with initial condition Gðu; v; 0Þ ¼ un0vm0 (as expected, a and
L appear in Eq. 7 only as the product aL). Equation 7 can be
solved using the method of characteristics (33), which we do
in Appendix A. The solution is
Gðu; v; tÞ ¼ f1ðu; v; tÞn0 f2ðu; v; tÞm0eLuðtÞðu1ÞeLvðtÞðv1Þ; (8)
where
fiðu; v; tÞ ¼ 1 þ N i1ðtÞðu 1Þ
þ N i2ðtÞðv 1Þ ði ¼ 1; 2Þ ð9Þ
and
LuðtÞ ¼ C

1N 11ðtÞ  aL
b
N 21ðtÞ

; (10)
LvðtÞ ¼ C

aL
b
N 12ðtÞ  aL
b
N 22ðtÞ

: (11)
HereN ij is the ijth entry of the matrixN defined according to
NðtÞ ¼ exp
0
@Z
t
0
Mðt0Þdt0
1
A;
MðtÞ ¼

mðtÞ þ aL aL
b b

; ð12Þ
see also Eq. 38.
Equations 8–11 allow us to calculate the mean and variance
ofn (number of free receptors),m (number of bound receptors),
and N ¼ n þ m (total number of receptors) via the formulae
EmðnÞ ¼ vG
vu

u¼ v¼ 1
; EmðmÞ ¼ vG
vv

u¼ v¼ 1
Emðn2  nÞ ¼ v
2G
vu2

u¼ v¼ 1
; Em

m2  m ¼ v2G
vv2

u¼ v¼ 1
EmðnmÞ ¼ v
2G
vvvu

u¼ v¼ 1
;
where the subscriptm indicates that thesemeans are calculated
with respect to a single realization of the random variable m
only, and may therefore take on different values for different
realizations of m. Calculating these derivatives yields
EmðnÞ ¼ C þ ðn0  CÞN 11 þ ðm0  CaL=bÞN 21; (13)
EmðmÞ ¼ CaL=b þ ðn0  CÞN 12 þ ðm0  CaL=bÞN 22;
(14)
EmðNÞ ¼ EmðnÞ þ EmðmÞ; (15)
and
VarmðnÞ ¼ EmðnÞ  n0ðN 11Þ2m0ðN 21Þ2; (16)
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VarmðNÞ ¼ VarmðnÞ þ VarmðmÞ  2ðn0N 11N 12
þ m0N 21N 22Þ; ð18Þ
where we have omitted any t-dependence for notational
convenience. Note that the variance in the total number of
receptors is not simply the sum of the variances of the bound
and unbound receptor numbers because the two receptor
states co-vary. In the case n0 ¼ m0 ¼ 0 (zero receptors in
the PSD at t ¼ 0), the generating function defined by Eq. 8
reduces to the product of two Poissonian generating func-
tions of mean Lu and Lv, respectively, implying that the
joint distribution of free and bound particle numbers decom-
poses into the product of two time-dependent Poissonian
distributions,
Pn;mðtÞ ¼ e
LuðtÞLuðtÞn
n!
eLvðtÞLvðtÞm
m!
and Eqs. 13–18 simplify to
EmðnÞ ¼ VarmðnÞ ¼ Lu;
EmðmÞ ¼ VarmðmÞ ¼ Lv;
EmðNÞ ¼ VarmðNÞ ¼ Lu þ Lv:
To obtain a more useful characterization of the means and
variances given in Eqs. 13–18, we average over all possible
stochastic realizations of the gate along lines analogous to
the scalar case considered in Brown et al. (11). As was noted
previously, when the PSD gate is fluctuating, the solution Pn, m
of Eq. 5 depends on the particular realization of m chosen.
Each realization m is itself drawn from a distribution of real-
izations evolving according to Eq. 4, and it is with respect to
this distribution that we are averaging. Formally denoting
this average over realizations of m by h.i, we obtain
EðnÞhhEmðnÞi ¼ C þ ðn0  CÞhN 11i
þ ðm0  CaL=bÞhN 21i; ð19Þ
EðmÞhhEmðmÞi ¼ CaL=b þ ðn0  CÞhN 12i
þ ðm0  CaL=bÞhN 22i; ð20Þ
EðNÞhhEmðNÞi ¼ EðnÞ þ EðmÞ; (21)
and
VarðnÞhEmn2	 hEmðnÞi2¼ EðnÞ  n0ðN 11Þ2	
 m0
ðN 21Þ2	 þ ðn0  CÞ2ðN 11Þ2	
 hN 11i2
 þ ðm0  CaL=bÞ2ðN 21Þ2	
 hN 21i2
 þ ðn0  CÞðm0  CaL=bÞðhN 11N 21i
 hN 11ihN 21iÞ; ð22Þ
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VarðmÞhEmm2	 hEmðmÞi2¼ EðmÞ  n0ðN 12Þ2	
 m0
ðN 22Þ2	 þ ðn0  CÞ2ðN 12Þ2	
 hN 12i2
 þ ðm0  CaL=bÞ2ðN 22Þ2	
 hN 22i2
 þ ðn0  CÞðm0  CaL=bÞ
 ðhN 12N 22i  hN 12ihN 22iÞ; ð23Þ
VarðNÞhEmN2	 hEmðNÞi2¼ VarðnÞ þ VarðmÞ
 2ðn0hN 11N 12i þ m0hN 21N 22iÞ
þ 2ðn0  CÞ2ðhN 11N 12i  hN 11ihN 12iÞ
þ 2ðm0  CaL=bÞ2ðhN 21N 22i  hN 21ihN 22iÞ
þ 2ðn0  CÞðm0  CaL=bÞðhN 11N 22i
 hN 11ihN 22iÞ þ 2ðn0  CÞðm0  CaL=bÞ
 ðhN 21N 12i  hN 21ihN 12iÞ: ð24Þ
Evaluating the averages hN iji, hN ijN kli, and hN i1N j2i can
be performed using a method originally developed by Kubo
(34) in the study of spectral line broadening in a quantum
system, and subsequently extended to chemical rate
processes with dynamical disorder by Zwanzig (35). The
details of these calculations for the averages hN iji and
hN ijN kli are given in Appendix B while the details for the
calculation of hN i1N j2i can be found in Appendix C. One
can verify from these calculations that each of these averages
approaches zero as time increases, hence the steady-state
means and variances in the unsaturated regime are
ENðnÞ ¼ VarNðnÞ ¼ C; (25)
ENðmÞ ¼ VarNðmÞ ¼ CaL=b; (26)
ENðNÞ ¼ VarNðNÞ ¼ Cð1 þ aL=bÞ: (27)
Saturated binding sites: corral model
of Brown et al.
At the other extreme, we now assume that m(t) ¼ L for all t.
From Eq. 3 we see that the mean steady-state value q of m is
approximately L only when a p>> b, hence we expect the
approximation m(t) ¼ L to be valid only when an(t) >> b.
In such a regime, the timescale associated with unbinding is
orders-of-magnitude larger than that associated with binding,
hence whenever a bound receptor unbinds, the binding site it
leaves unoccupied is rapidly occupied by a free receptor. In
the limit that this exchange is instantaneous, an unbinding
event produces no change in either free or bound receptor
numbers, effectively eliminating the dynamics of the bound
receptors. Therefore, the probability distribution Pn for the
number of free receptors n evolves according to the simpli-
fied master equation
dPn
dt
¼ mðtÞ½CPn1 þ ðn þ 1ÞPnþ 1ðtÞ  ðC þ nÞPn;
(28)
Dynamic Corral Model of a Synapsewhere we have already employed the relationship s(t) ¼
Cm(t). This is precisely the master equation studied by
Brown et al. (11) for the dynamics of a freely diffusing
particle in an isolated, stochastically gated corral. It therefore
follows from their work that by setting
wðtÞ ¼ exp
0
@Z
t
0
mðt0Þdt0
1
A;
we have
EmðnÞ ¼ ðn0  CÞw þ C; EmðNÞ ¼ EmðnÞ þ L; (29)
VarmðnÞ ¼ EmðnÞ  n0w2; VarmðNÞ ¼ VarmðnÞ; (30)
and
EðnÞ ¼ ðn0  CÞhwi þ C; EðNÞ ¼ EðnÞ þ L; (31)
VarðnÞ ¼ EðnÞ  n0

w2
	 þ ðn0  CÞ2w2	 hwi2;
(32)
VarðNÞ ¼ VarðnÞ; (33)
where

wðtÞj	 ¼  1
1
T
exp


 t

jmo þ g gþ
g gþ



Po
Pc

; ðj ¼ 1; 2Þ:
Here Pl, l ¼ o, c, are the stationary probability distributions
for the dichotomous noise process of Eq. 4:
Po ¼ gþ
gþ þ g
; Pc ¼ g
gþ þ g
:
It is important to note that since m(t) is always L, its mean is
L and variance is zero. The averages hwji, j ¼ 1, 2, approach
zero as time increases, hence the steady-state means and vari-
ances are
ENðnÞ ¼ VarNðnÞ ¼ C; (34)
ENðNÞ ¼ C þ L; VarNðNÞ ¼ C: (35)
RESULTS
In this section we use the analytical expressions for the mean
and variance of receptor numbers derived in the previous
section, along with Monte Carlo simulations of the master
equation from Eq. 5 in cases where our analytical approxi-
mations are not valid, to investigate the stochastic dynamics
of receptor trafficking within the PSD. In particular, we
determine how fluctuations in receptor number depend on
the rates of receptor binding/unbinding and the dynamics
of the stochastic gate. We highlight differences in behavior
that arise when the PSD operates in either a saturated or an
unsaturated regime, and when the effective rate of escape
Biophysical Journal 96(5) 1786–1802
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the rates of binding/unbinding. Using our model to charac-
terize fluctuations across a wide range of parameter regimes
is particularly useful given that the detailed biophysical prop-
erties of corrals and other confining structures within the
PSD have not yet been determined experimentally. It is
also difficult to specify the values of the binding/unbinding
rates, since they are likely to take on a range of values,
from seconds to hours, depending on the configurational
state of the receptor (10,31).
Another motivation for our study is to determine how
inclusion of binding and unbinding into the dynamic corral
model of Brown et al. (11) modifies the time-dependent
FIGURE 2 Steady-state trafficking of synaptic receptors. (A) Variance in
the total receptor number as a function of C for a ¼ b ¼ 103 s1, L ¼ 20.
Note that the steady-state statistics do not depend on gate dynamics. Monte
Carlo simulations (thick solid) are compared with predictions for a saturated
(thin solid) and unsaturated (dashed) PSD. As C increases, the PSD transi-
tions from being unsaturated to being saturated. (B) Steady-state mean
(solid) and variance (dashed) of the bound receptor number as a function
of C. These values were obtained from the Monte Carlo simulation of A.
The variance is initially equal to the mean while the PSD is unsaturated,
but as C increases the PSD becomes saturated and the variance decays
back to zero. Compare to Fig. 2 of Holcman and Triller (10).
Biophysical Journal 96(5) 1786–1802statistics of protein fluctuations. When we wish to compare
our results with those of Brown et al. (11), we will take
the gating parameters proposed in that article: gþ ¼ 20 s1,
g– ¼ 320 s1, and mo ¼ 300 s1. (We remind the reader that
gþ and g– are the opening and closing rates of the stochastic
gate, respectively, and that mo is the escape rate of receptors
when the gate is open.) Brown et al. choose the closing rate
g– to be an order-of-magnitude larger than the opening rate
gþ so that the corral spends enough time in the closed state
between gate openings to allow receptors to redistribute
uniformly via diffusion, consistent with our treatment of
the PSD as a uniform compartment. When the gate is not
fluctuating, we also follow Brown et al. and take the static
escape rate m to be the following function of g and mo:
m ¼ gþ þ g þ mo
2
 
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 4mogþðgþ þ g þ moÞ2
s !
:
(36)
Doing so ensures that the time course of the mean number of
receptors is the same in both the static and stochastic cases,
regardless of the particular values of g and mo (see (12) for
an explanation of this expression). For the values of g and
mo mentioned above, we find that mz 9.52 s
1. It should be
remembered that the gate parameters of Brown et al. (11)
were not chosen with receptor trafficking at a PSD in
mind, hence these rates do not necessarily reflect those that
might be measured at an actual PSD; nevertheless, using
these values allows us to make clear how our model extends
the dynamic corral model.
Finally, we mention that all Monte Carlo simulations were
performed by computing the statistics of a large number
(10,000–50,000) of stochastic realizations of Eq. 5, each
of which was obtained using the Gillespie algorithm (36).
This method of Monte Carlo simulation is known to be
exact in the limit where the number of realizations becomes
large.
Fluctuations in the steady state
Let us begin by considering the mean and variance of
receptor numbers in the steady state. In Fig. 2 A we plot,
using Monte Carlo simulations, the steady-state variance in
the total number of receptors as a function of the steady-state
mean number of free receptors C in the case of a static gate
with a ¼ b ¼ 103 s1, L ¼ 20. Also shown is the variance
predicted by both our unsaturated and saturated theory, as
given in Eqs. 27 and 35, respectively. In Fig. 2 B, we plot
using Monte Carlo simulations the corresponding mean
and variance of bound receptors as a function of C. We
remark that the Monte Carlo simulations were performed
with a static gate; however, performing these simulations
with a stochastic gate would give the same steady-state
mean and variance provided that the stochastic gating param-
eters are related to the static escape rate m according to
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FIGURE 3 Steady-state trajectories illustrating temporal fluctuations in the number of receptors for C¼ 20 and other parameters as in Fig. 2. (A) Static gate
with escape rate m ¼ 103 s1. (B) Dynamic gate with fast switching. Gating variables are gþ ¼ 0.1 s1, g– ¼ 1 s1, and mo ¼ 0.0111 s1. (C) Dynamic gate
with slow switching. Gating variables are gþ ¼ 0.0011 s1, g– ¼ 0.011 s1, and mo ¼ 0.1110 s1.Eq. 36. When C is small (C % 1), the PSD is in an unsatu-
rated state, hence the total number of PSD receptors follows
our unsaturated approximation and the variance in bound
receptors is equal to the mean number of bound receptors.
However, as C gets larger there is a clear transition of the
PSD from an unsaturated to a saturated state: the variance
in the total receptor number approaches our saturated
approximation, and the variance in the bound number of
receptors decays to zero.
Note that Holcman and Triller (10) carry out a similar
steady-state analysis of the master equation, Eq. 5, for a static
gate. However, their approach to solving Eq. 5 differs from
ours in that they do not consider saturated and unsaturated
regimes, but instead assume that the unbinding rate b is
much faster than both the binding rate a and the escape
rate m. They also assume that the entry rate s is large. These
assumptions assure that most of the receptors found in the
PSD are free, which allows the authors to approximate the
mean and variance of bound receptor numbers by decoupling
the dynamics of receptor entry and exit from the dynamics of
receptor binding and unbinding. As a consequence, their
approximations are valid over a wide range of values of C,
not just those that put the PSD in either a saturated or unsat-
urated regime. In fact, although Holcman and Triller do not
provide a comparison of their results with Monte Carlo simu-
lations, we report here that their approximations for the
steady-state mean and variance of bound receptor numbers
(see (10), Eqs. 10 and 11 and Fig. 2) agree well with the
Monte Carlo simulation shown in Fig. 2 B, especially for
larger values of C.
In Fig. 3 we show single stochastic realizations of the
number of PSD receptors in steady-state for a static gate (A),
a stochastic gate with fast switching (B), and a stochastic gate
with slow switching (C). The escape rate for the static gate is
m ¼ 103 s1, whereas the gating variables for the fast gate
are gþ ¼ 0.1 s1, g– ¼ 1 s1, and mo ¼ 0.0111 s1; and for
the slow gate we take gþ ¼ 0.0011 s1, g– ¼ 0.011 s1, and
mo ¼ 0.1110 s1. This particular value of m is representative
of the escape rates we have used in previous studies of
receptor trafficking (see, e.g., (31)). The rates g are chosen
arbitrarily except that g– is taken to be an order-of-magnitudelarger than gþ in order that our treatment of the PSD as
a homogeneous compartment be valid (see beginning of
this section). The escape rate mo is then determined from
Eq. 36 so that the dynamic and static gates produce the
same steady-state first-order statistics. Other parameter
values are as in Fig. 2, with C ¼ 20. Although the choice
C ¼ 20 puts the PSD in a nearly saturated regime, bound
receptor numbers still fluctuate throughout the simulations,
mainly in response to large fluctuations in the number of
free receptors. One interesting observation is that although
the steady-state mean and variance of the total number of
receptors is the same for the three examples shown in
Fig. 3, there are clear differences in the trajectory of the
slow stochastic gate compared to the static and fast stochastic
gates. That is, in the case of the slow gate there are long time
intervals over which the gate is closed, so that the total
number of synaptic receptors does not change. To extract
such behavior analytically it would be necessary to consider
higher-order statistics such as two-point correlation func-
tions.
Relaxation to the steady state: simulating FRAP
and inverse FRAP experiments
Significant differences between a static and a stochastic gate
arise when the PSD is not in steady state, as we demonstrate
for a variety of FRAP and inverse FRAP-like simulations
(see Fig. 4 for a schematic illustration of FRAP and inverse
FRAP experiments). Before we begin, in Fig. 5 we determine
how well our time-dependent analytical approximations for
the mean and variance of total receptor numbers in the satu-
rated and unsaturated regimes agree with the mean and vari-
ance obtained by Monte Carlo simulation of an extension of
the master equation, Eq. 5, that tracks both bleached and
unbleached receptors. This extended master equation is
comprised of two copies of Eq. 5, one for bleached receptors
and the other for unbleached receptors, with modifications
that account for the fact that both kinds of receptors bind
to the same population of binding sites. We emphasize that
while the extended master equation accounts for both
bleached and unbleached receptors simultaneously, our
Biophysical Journal 96(5) 1786–1802
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FIGURE 4 Schematic illustration of
FRAP and inverse FRAP experiments.
Here PSD is postsynaptic density, and
ESM is extrasynaptic membrane. In
a FRAP experiment, all receptors within
the PSD are bleached at time t¼ 0, then
the recovery of the unbleached recep-
tors is observed thereafter. In an inverse
FRAP experiment, all receptors outside
of the PSD are bleached at time t ¼ 0;
the loss of unbleached receptors is
observed thereafter.analytical approximations can only account for one or the
other receptor type separately. Nevertheless, we will show
that in certain regimes our analytical results approximate
the results obtained by Monte Carlo simulation of the
extended master equation with high precision.
We mention that for each simulation in Fig. 5, the PSD is
assumed to have a static gate with escape rate m ¼ 9.52 s1,
although similar conclusions would be made using
a stochastic gate. In Fig. 5, A–C, we plot the mean total
number of receptors as a function of time during a FRAP-
like simulation, meaning that initially there are neither free
nor bound unbleached receptors (n0 ¼ m0 ¼ 0), but C ¼ 1
so that the mean steady-state number of free unbleached
receptors is one. (We note that the qualitative results of
Fig. 5, A–C, are the same for any choice of C > 0.) The
parameters L, a, and b are chosen differently in these figures,
but always in a way so that the mean steady-state number
of bound unbleached receptors is also one. In Fig. 5 A, we
show results for a PSD in an unsaturated regime: L ¼ 100,
a ¼ 102 s1, and b ¼ 1 s1. In this case, our approxima-
tions for the mean and variance in the unsaturated regime,
given in Eqs. 21 and 24, respectively, agree with the Monte
Carlo simulation, because the PSD remains unsaturated
during the entire simulation (i.e., an(t) << b). One may
wonder why it is that our unsaturated approximation agrees
with the Monte Carlo simulation if the Monte Carlo simula-
tion accounts for both bleached and unbleached receptors but
the unsaturated theory does not. The answer is that in the
unsaturated regime the number of unoccupied binding sites
is so large that unbound receptors do not compete with
each other for them; i.e., the binding rates are nearly linear
in the variables n and m, so the bleached and unbleached
populations do not interact with each other. Fig. 5 B is
similar to Fig. 5 A except L ¼ 1, a ¼ 1 s1, hence the
PSD is neither saturated nor unsaturated. As one might
Biophysical Journal 96(5) 1786–1802expect, neither the mean nor variance of the saturated theory,
given in Eqs. 31 and 33, respectively, nor those of the unsat-
urated theory approximate the mean and variance of the
Monte Carlo simulation. Fig. 5 C is similar to Fig. 5 B except
b ¼ 0.01 s1, hence the PSD is in a saturated regime. The
Monte Carlo variance agrees with the saturated theory vari-
ance, as is expected, yet the means are very different. This is
not unexpected, however, since our saturated approximation
always assumes that all binding sites are occupied, yet in a
FRAP simulation the number of bound receptors is initially
zero (i.e., they have been bleached). This illustrates an
important shortcoming of our saturated approximation: it is
only valid when m(t) z L.
In Fig. 5, D–F, we show similar results for an inverse
FRAP-like simulation. These figures are like Fig. 5, A, B,
and C, respectively, except that for inverse FRAP we assume
that initially there is one free and one bound receptor (n0 ¼
m0 ¼ 1), but C ¼ 0 so that the mean steady-state number of
free and bound receptors is zero. (We note that the qualitative
results of Fig. 5, D–F, are the same for any choice of initial
number of free and bound receptors.) When the PSD is in an
unsaturated regime, our unsaturated theory agrees with the
Monte Carlo simulation (see Fig. 5 D). In Fig. 5 E, we again
consider a PSD that is neither saturated nor unsaturated.
However, as bleached receptors leave the PSD during the
course of the simulation, the PSD enters the unsaturated
regime, and our unsaturated theory offers a good approxima-
tion in this case. In Fig. 5 F, a saturated PSD is again consid-
ered. Here the saturated theory offers a good approximation
to the Monte Carlo simulation during the length of the simu-
lation. Nevertheless, one can observe that near the end of the
simulation the Monte Carlo mean begins to decrease as
a result of the unbinding and escape of the bound receptor,
while the saturated theory mean remains constant since the
bound receptor never unbinds. Similarly, the Monte Carlo
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FIGURE 5 Comparison of saturated and unsaturated theory with Monte Carlo simulations. In all figures we assume PSD is static with m¼ 9.52 s1. Similar
results would be obtained with a dynamic gate. (A–C) Time-course of mean and variance of total receptor number during FRAP-like simulation. Initially there
are no free or bound receptors (n0¼m0¼ 0), but C¼ 1 so that the mean steady-state number of free receptors is one. The parameters L, a, and b are also chosen
so that the mean steady-state number of bound receptors is one. (A) Here L¼ 100, a¼ 102 s1, and b¼ 1 s1, hence PSD is in an unsaturated regime. Monte
Carlo simulation is equal to unsaturated theory (Eqs. 21 and 24). Note mean and variance of unsaturated theory are equal because the zero initial conditions
yield a Poissonian process. (B) Similar to panel A, except L ¼ 1, a ¼ 1 s1, hence PSD is neither saturated nor unsaturated. Monte Carlo variance is between
variances from saturated theory (Eqs. 31 and 33) and unsaturated theory. The mean from both regimes overestimates the Monte Carlo mean. (C) Similar to
panel B, except b ¼ 0.01 s1, hence PSD is in a saturated regime. Monte Carlo variance and saturated theory variance are equal, but means are different since
our saturated theory assumes all binding sites are occupied. (D–F) Time-course of mean and variance of total receptor number during inverse FRAP-like simu-
lation. Initially there is one free and one bound receptor (n0¼ m0¼ 1), but C¼ 0, so that the mean steady-state number of free and bound receptors is zero. (D)
Here L ¼ 100, a ¼ 102 s1, and b ¼ 1 s1, hence PSD is in an unsaturated regime. Monte Carlo simulation and unsaturated theory agree. (E) Similar to
panel D, except L ¼ 1, a ¼ 1 s1, hence PSD is neither saturated nor unsaturated. Unsaturated theory offers good approximation, especially as the number
of receptors decreases and PSD transitions into an unsaturated regime. (F) Similar to panel E, except b ¼ 0.01 s1, hence PSD is in a saturated regime. The
saturated theory approximates the Monte Carlo simulation well at first, but the approximation worsens near the end of the simulation since the bound receptor in
the Monte Carlo simulation can unbind and escape, whereas it cannot in saturated theory.variance increases near the end of the simulation while the
saturated theory variance remains at zero.
Fig. 5 illustrates the fact that care must be taken when
using the saturated regime approximation to infer the statis-
tics of a saturated PSD, as the PSD may only be saturated
during a portion of the simulation. Thus, in the following
we will use our analytical calculations when considering
the unsaturated regime but use Monte Carlo simulations
when considering the saturated regime.
We now carry out in Figs. 6–8 a more detailed study of
how receptor numbers relax to steady state during both
FRAP and inverse FRAP simulations. To make comparisons
with the dynamic corral model of Brown et al. (11), in each
of these figures we take the gating parameters to be gþ ¼
20 s1, g– ¼ 320 s1, and mo ¼ 300 s1 for a stochastic
gate and m ¼ 9.52 s1 for a static gate, as determined by
Eq. 36. We want to systematically determine how the gating
of the PSD in conjunction with the binding and unbinding ofreceptors within the PSD affect the outcome of FRAP and
inverse FRAP simulations. Hence, in Figs. 6 and 7 we
consider such simulations when the PSD is unsaturated
and the binding and unbinding rates are, respectively, slow
and comparable relative to the gating rates, and in Fig. 8
we consider a saturated PSD with binding and unbinding
rates comparable to the gating rates. A summary of our
results is given in Table 1.
In Fig. 6 we assume the PSD is unsaturated and that
binding and unbinding are relatively slow compared to the
dynamics of the gate: binding rate a ¼ 103 s1 and
unbinding rate b ¼ 101 s1, with number of binding sites
L ¼ 100. In Fig. 6, A–C, we plot the time course of the
variance in total receptor numbers over 20 s using the unsat-
urated theory for different values of C (¼ 1, 5, and 10,
respectively) during a FRAP-like experiment. Notice that
here aL/b ¼ 1, so that the steady-state mean number of
free and bound receptors is equal in each case. Also, since
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FIGURE 6 Time-course of mean and variance of total receptor numbers during FRAP- and inverse FRAP-like experiments for a dynamic (solid) and static
(dashed) gate when the rates of binding and unbinding are slow compared to gate dynamics. We take a ¼ 103 s1, b ¼ 101 s1, and L ¼ 100. Gating
parameters are taken to be gþ ¼ 20 s1, g– ¼ 320 s1, mo ¼ 300 s1, and m ¼ 9.52 s1 to compare with the work of Brown et al. (11). Plots constructed
using Eqs. 19–24 for an unsaturated PSD. (A–C) FRAP-like simulations for C ¼ 1, 5, and 10, respectively. The steady-state mean number of free and bound
receptors is equal in each case as aL/b ¼ 1, and the mean and variance are equal throughout since the statistics are Poissonian. Compare the insets to Fig. 4 of
Brown et al. (11). (D–F) Inverse FRAP-like simulations for initial conditions n0¼ m0¼ 1, 5, and 10, respectively. The mean is explicitly included (dotted). In
panel D, the variances for both gates coincide. Compare the insets to Fig. 5 of Brown et al. (11).there are initially no receptors, the statistics are Poissonian,
implying that the mean and variance are equal throughout.
The inset of each figure shows the first 0.2 s of each time
course, and comparing these with Fig. 4 of Brown et al.
(11), we see that the two models agree very well over this
initial time interval. This is because we have taken binding
to be slow relative to the opening and closing of the gate
and to the entry of receptors through the gate, so that initially
the mean/variance is dominated by free receptors entering
the PSD. If there were no binding, our plots would approach
a steady-state mean/variance of C free receptors in the same
manner as Brown et al. (11). However, after ~0.5 s, the
mean/variance begins to increase slowly toward C free and
C bound receptors as free receptors bind to unoccupied
binding sites. Notice also how in each figure except Fig. 6
A the variance is much larger for the stochastic PSD than
for the static one during an initial transient. These observa-
tions suggest how an experimentalist might use FRAP to
detect the presence of binding sites and/or a stochastic gate
from a single set of experiments: the existence of two distinct
timescales suggests the presence of a process like relatively
slow binding/unbinding, and a large transient rise in the
initial time-course of the variance suggests the presence of
a stochastic gate.
In Fig. 6, D–F, we plot similar time courses for an inverse
FRAP-like experiment where initially there are equal
Biophysical Journal 96(5) 1786–1802numbers of free and bound receptors, but in steady state there
are C¼ 0 receptors. Comparing the insets to Fig. 5 of Brown
et al. (11), we again find excellent agreement over short time-
scales due to the initial dominance of the dynamics by free
receptors exiting the PSD. However, over longer times we
observe a slow rise and fall in the variance due to the
unbinding of bound receptors. As with the FRAP-like
figures, in each case except for Fig. 6 D, the initial transient
rise in variance is much larger for the stochastic PSD than for
the static one. Hence it is clear that, using a set of inverse
FRAP experiments, inferences could be made about the pres-
ence of binding/unbinding or a stochastic gate in a manner
similar to that outlined in the previous paragraph for FRAP
experiments.
Fig. 7 is similar to Fig. 6 except that now we choose
binding and unbinding rates comparable to the dynamics
of the gate: a ¼ 1 s1, b ¼ 100 s1. As before, Fig. 7, A–C,
are FRAP-like so that initially there are no receptors and in
steady state there are C free and C bound receptors, and
Fig. 7, D–F, are inverse FRAP-like so that initially there
are equal numbers of free and bound receptors and no recep-
tors in steady state. To illustrate further the effect that
binding has on the mean and variance, we plot in shading
the mean and variance when there is no binding. To make
this comparison meaningful, in Fig. 7, A–C, we assume
that in steady state there are 2C free receptors and in
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FIGURE 7 Similar to Fig. 6, except the rates of binding and unbinding are taken comparable to the dynamics of the gate: a ¼ 1 s1, b ¼ 100 s1.
Simulations without binding are also included (shaded) and assume C ¼ 2, 10, and 20 in the FRAP-like simulations, for panels A–C; and n0 ¼ 2, 10, and
20, with m0 ¼ 0, in the inverse FRAP-like simulations in panels D–F.Fig. 7, D–F, there are initially twice as many free receptors.
Notice that for both kinds of experiments and especially in
the case of a stochastic gate, fast binding/unbinding
suppresses the transient rise in variance. This is due to two
facts: 1), there is a great deal of variance arising from free
receptors entering and exiting the stochastic gate; and 2),
when binding is fast, free receptors quickly become bound
after entering the PSD, minimizing their contribution to the
variance. Such a tempering of the variance could indicate
the presence of fast binding sites when the PSD is also
stochastically gated. In the presence of a static gate,
however, this tempering is not obvious in either of the two
experiments, and so such an inference is not well justified.
Of course, any such inference is based on the assumption
that the PSD is in an unsaturated regime. In Fig. 8, we show
plots similar to those in Figs. 6 and 7, except now we assume
that the PSD is saturated: a ¼ 100 s1, b ¼ 1 s1, and the
number of binding sites L is small (L ¼ 1 in Fig. 8,
A and D; L ¼ 5 in Fig. 8, B and E; and L ¼ 10 in Fig. 8,
C and F). We note that, as was seen in Fig. 5, our saturated
theory is not valid during the entire duration of either
a FRAP or inverse FRAP experiment, and so the plots in
Fig. 8 were obtained directly from Monte Carlo simulations
of the extended master equation, Eq. 5. One immediately
sees a difference between the saturated and unsaturated
regimes in the FRAP-like experiments, since the steady-state
variance in the saturated regime is only half that observed
in the unsaturated regime (compare Fig. 8, A–C, with
Fig. 6, A–C, or Fig. 7, A–C). This is because in the saturatedregime only free receptors contribute to the steady-state vari-
ance. However, in the inverse FRAP experiments the differ-
ence in regimes is not at all apparent. In fact, Fig. 8,D–F, looks
strikingly similar to Fig. 6,D–F, where unbindingwas taken to
be slow. Although the unbinding rates in these two sets of
figures differ by an order of magnitude, the saturated regime
makes unbinding effectively slow since free receptors are
quick to bind available binding sites. Thus, one cannot easily
distinguish between saturated and unsaturated regimes using
inverse FRAP data alone, although the presence of
a binding/unbinding-like process can again be inferred from
the existence of two distinct timescales. As for the presence
of a stochastic gate, one can again detect it in the large initial
transient rise in variance, but this is obvious only in Fig. 8,
C, E, and F, whereas, in Fig. 8 B, it is only slightly apparent.
DISCUSSION
In this article, we analyzed a simple stochastic model of
receptor trafficking at a synapse in which both intrinsic
and extrinsic sources of noise were included. Our model
can be considered as an extension of two related models:
1), our model extended the receptor trafficking model of
Holcman and Triller (10) by treating the PSD as stochasti-
cally gated, which provided our model with a generic source
of extrinsic noise; and 2), our model extended the dynamic
corral model of Brown et al. (11) by including binding sites
within the corral. Combining analytical solutions of the
master equation, Eq. 5, with Monte Carlo simulations, we
Biophysical Journal 96(5) 1786–1802
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FIGURE 8 Similar to Fig. 6, except that the PSD is saturated: a ¼ 100 s1, b ¼ 1 s1, L ¼ 1 in panels A and D, L ¼ 5 in panels B and E, and L ¼ 10 in
panels C and F. Plots constructed usingMonte Carlo simulations of an extension of the master Eq. 5 which includes both bleached and unbleached receptors, as
these compete with each other for binding sites in the saturated regime.determined the steady-state and time-dependent behavior of
the mean and variance of both free and bound receptor
numbers under a variety of parameter regimes and initial
conditions. Our purpose in doing this was to provide insight
into how both intrinsic aspects (small receptor numbers,
binding/unbinding) and extrinsic aspects (stochastic switch-
ing of the entry/exit rate) of receptor trafficking contribute to
fluctuations in receptor number. By simulating FRAP and
inverse FRAP-like experiments, we found that intrinsic and
extrinsic sources of noise contribute differentially to these
fluctuations, often with distinct signatures. Additionally,
we showed that the relative contributions of intrinsic and
extrinsic noise vary, depending upon whether the PSD is
stochastically or statically gated; the PSD is in a saturated
or unsaturated regime; and upon the type of experiment
(e.g., FRAP or inverse FRAP) one is performing.
An important issue in cellular neuroscience is under-
standing how various sources of noise at a synapse influence
information transmission and induce variability (37). One
well-known manifestation of synaptic noise is the sponta-
neous miniature postsynaptic current (mPSC) that can begenerated in the absence of any presynaptic input. The exis-
tence of mPSCs reflects the stochastic nature of neurotrans-
mitter vesicle release, and establishes the quantal nature of
synaptic transmission (38). There is also a trial-to-trial vari-
ability in the postsynaptic current evoked by the arrival of
a single presynaptic action potential (39). In addition to the
same stochastic processes that generate mPSCs, there are
a number of other factors contributing to this variability.
First, variability in the width of an action potential due to
axonal channel noise can influence both the number of vesi-
cles released and the probability of release (40). Second,
there is randomness associated with the diffusion of neuro-
transmitter across the synaptic cleft and the subsequent
binding to a fixed distribution of postsynaptic receptors;
the efficacy of binding to receptors will also depend on the
location of vesicle release within the presynaptic membrane,
which itself varies from trial to trial (41). Third, receptor
channel noise can also increase variability, particularly
when the number of receptors is small. All of these mecha-
nisms should influence variability in postsynaptic response
sampled over relatively short timescales of seconds.TABLE 1 Summary of FRAP and inverse FRAP results shown in Figs. 6–8
Unsaturated PSD, binding << gating (Fig. 6) Unsaturated PSD, binding ~ gating (Fig. 7) Saturated PSD, binding ~ gating (Fig. 8)
Static gate Two timescales, no initial transient
in variance, variance ¼ mean*
One timescale, no initial transient
in variance, variance ¼ mean*
Two timescales, no initial transient
in variance, variance < mean*
Stochastic gate Two timescales, initial transient in
variance, variance ¼ mean*
One timescale, suppressed initial
transient in variance,
variance ¼ mean*
Two timescales, initial transient
in variance, variance < mean*
*Relationship between the mean and variance only apply to FRAP.
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(10)) is that there is another potentially important source of
synaptic noise, namely fluctuations in the number of synaptic
receptors,whichmaymanifest itself on the longer timescale of
minutes rather than seconds. The variability in synaptic
receptor number is illustrated by the individual trajectories
shown in Fig. 3. In this article, we focused on how this vari-
ability might influence the fluorescent signal in FRAP exper-
iments, for example, and what that might indicate about the
structure of the PSD. However, it is clear that fluctuations in
receptor number will also contribute to the trial-to-trial vari-
ability in the postsynaptic response to an action potential. In
fact, a recent study (42) showed that immobilizing AMPA
receptors reduced the coefficient of variation in evoked excit-
atory postsynaptic currents, a phenomenon usually attributed
to presynaptic mechanisms. Stochastic models like ours could
help in understanding how receptor trafficking contributes to
such changes in variability. Note, however, that in estimating
the size of such a contribution one cannot simply take the size
of the evoked postsynaptic current to be proportional to the
number of synaptic receptors, since the receptors may differ
in their channel properties and there may be additional
nonlinear interactions between receptors (43). Fluctuations
in receptor number could also have an impact on synaptic plas-
ticity, for there is growing experimental evidence that the
activity-dependent regulation of AMPA receptor trafficking,
which results in changes in the number of receptors within
the PSD, is a major expression mechanism for modifying
the strength of glutamatergic synapses (8,9). As an example,
the same study (42) showed that the recovery of evoked excit-
atory postsynaptic currents after postsynaptic depression is
due in part to the rapid exchange of desensitized synaptic
AMPA receptors with naive, functional extrasynaptic
AMPA receptors via lateral membrane diffusion. How
intrinsic and extrinsic sources of receptor trafficking influence
this exchange will be part of the focus of our future studies.
APPENDIX A
In this Appendix, we solve Eq. 7 for the generating functionG defined in Eq.
6 with the initial condition Gðu; v; 0Þ ¼ un0vm0 via the method of character-
istics (33). The associated set of characteristic equations are
du
dt
¼ mðtÞðu 1Þ þ aLðu vÞ;
dv
dt
¼ bðu vÞ;
dG
dt
¼ sðtÞðu 1ÞG;
with initial conditions u(U, V) ¼ U, v(U, V) ¼ V, and GðU;VÞ ¼ Un0Vm0 .
Here U, V parameterize the corresponding set of characteristic curves. The
solution for u(t), v(t) can be written in the matrix form
uðtÞ  1
vðtÞ  1

¼ NðtÞ1

U  1
V  1

; (37)
whereNðtÞ ¼ exp
0
@Z
t
0
Nðt0Þdt0
1
A; (38)
and
MðtÞ ¼

mðtÞ þ aL aL
b b

: (39)
Substituting s(t) ¼ Cm(t) into the characteristic equation for G, we find that
dlogG
dt
¼ C

du
dt
þ aL
b
dv
dt

;
which can be integrated to give
G ¼ Un0Vm0exp

CðuðtÞ  UÞ þ CaL
b
ðvðtÞ  VÞ

:
Inverting Eq. 37 to express the initial data U, V in terms of u(t), v(t) then
gives, after some algebra, the solution given in Eq. 8.
APPENDIX B
In this Appendix, we calculate the averages hN iji and hN ijN kli, where N ij
is the ijth entry of the matrix N of Eq. 38. First, we introduce the stochastic
dynamical system
d
dt

x1
x2

¼ MðtÞ

x1
x2

; (40)
with M(t) defined in Eq. 39. Setting x ¼ (x1, x2)T, e1 ¼ (1, 0)T and e2 ¼
(0, 1)T, it follows that xðtÞ ¼ MðtÞxð0Þ and xi(t) ¼ N ij(t) when x(0) ¼ ej.
Next, we introduce the probability densities Pjl, j ¼ 1, 2, l ¼ o, c, defined as
P ljðx; tÞdxhProbðx%xðtÞ < x þ dx;mðtÞ ¼ mlÞ
with the initial conditions
P ljðx; 0Þ ¼ d

x ej

Pl:
Here d is a Dirac delta function andPl, l¼ o, c, are the stationary probability
distributions for the dichotomous noise process of Eq. 4:
Po ¼ gþ
gþ þ g
; Pc ¼ g
gþ þ g
:
The averages hN iji and hN ikN jki can then be determined in terms of first
and second moments of the probability densities Plj. That is,D
N ijðtÞ
E
¼ moi;jðtÞ þ mci;jðtÞ
and D
N ikðtÞN jkðtÞ
E
¼ moij;kðtÞ þ mcij;kðtÞ;
where
mli;jðtÞ ¼
Z
R2
xiP ljðx; tÞdx ði; j ¼ 1; 2; l ¼ o; cÞ (41)
and
mlij;kðtÞ ¼
Z
R2
xixjP lkðx; tÞdx ði; j; k ¼ 1; 2; l ¼ o; cÞ:
(42)
Biophysical Journal 96(5) 1786–1802
1800 Bressloff and EarnshawTo calculate these moments we derive a system of linear ordinary differential
equations for them in the following manner. For l ¼ o, c, letMl denote the
matrix obtained by setting m(t) ¼ ml in Eq. 39. Given the underlying
stochastic dynamical system Eq. 40, it follows from the theory of stochastic
processes (33) that Poj and Pcj evolve according to the master equation
vP j
vt
¼ V , MoxP j gP j þ gþP j
vP j
vt
¼ V , McxP j þ gP j  gþP j
;
or, expanding the divergences,
vPoj
vt
¼ v
vx1
ð½ðmo þ aLÞx1  aLx2Poj Þ
 b v
vx2
ð½x1  x2Poj Þ  gPoj þ gþPcj ; ð43Þ
vPcj
vt
¼ v
vx1
ð½ðmc þ aLÞx1  aLx2Pcj Þ
 b v
vx2
ð½x1  x2Pcj Þ þ gPoj  gþPcj ; ð44Þ
with the initial conditions Pljðx; 0Þ ¼ dðx ejÞPl. One interprets these
equations as follows: at x the probability densityPlj is advected with velocity
Mlx, as dictated by Eq. 40, while transitions between the open and closed
distributions occur at rates g. To calculate the first-order moments mi,j
l of
Eq. 41, multiply both sides of Eqs. 43 and 44 by xi and integrate with respect
to x. This leads to the matrix equation
d
dt
0
BB@
mo1;j
mc1;j
mo2;j
mc2;j
1
CCA ¼ Q
0
BB@
mo1;j
mc1;j
mo2;j
mc2;j
1
CCA
with
Q ¼
0
BB@
mo þ aLþ g gþ aL 0
g mc þ aLþ gþ 0 aL
b 0 bþ g gþ
0 b g bþ gþ
1
CCA
and initial conditions
mli;jð0Þ ¼
Pl; i ¼ j;
0; isj:

Setting
q1 ¼ ð1; 1; 0; 0Þ;q2 ¼ ð0; 0; 1; 1Þ;
q1 ¼ ðP0;Pc; 0; 0ÞT ; q2 ¼ ð0; 0;P0;PcÞT ;
it follows thatD
N ijðtÞ
E
hmoi;jðtÞ þ mci;jðtÞ ¼ qieQtqj ði; j ¼ 1; 2Þ:
(45)
Similarly, the second-order moments mij,k
l can be calculated by multiplying
both sides of Eqs. 43 and 44 by xixj and integrating with respect to x. This
leads to the matrix equation
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dt
0
BBBBBB@
mo11;k
mc11;k
mo12;k
mc12;k
mo22;k
mc22;k
1
CCCCCCA
¼ R
0
BBBBBB@
mo11;k
mc11;k
mo12;k
mc12;k
mo22;k
mc22;k
1
CCCCCCA
;
where R is the 6  6 matrix
R ¼
0
@J 2ð2aLÞ Ið2aLÞ Ið0ÞIðbÞ J 1ðaL þ bÞ IðaLÞ
Ið0Þ Ið2bÞ J 0ð2bÞ
1
A
and we have introduced the 2  2 matrices
IðaÞ ¼
a 0
0 a

;
J kðaÞ ¼

a þ kmo þ g gþ
g a þ kmc þ gþ

for integers k. The initial conditions are
mlij;kð0Þ ¼
Pl; i ¼ j ¼ k;
0; else:

Set
r11 ¼ ð1; 1; 0; 0; 0; 0; Þ;
r12 ¼ ð0; 0; 1; 1; 0; 0; Þ;
r22 ¼ ð0; 0; 0; 0; 1; 1Þ;
r1 ¼ ðP0; Pc; 0; 0; 0; 0; ÞT ;
r2 ¼ ð0; 0; 0; 0; P0; PcÞT :
Then for i, j, k ¼ 1, 2 with i% j, we have
D
N ikðtÞN jkðtÞ
E
hmoij;kðtÞ þ mcij;kðtÞ ¼ rijeRtrk: (46)
APPENDIX C
In this Appendix, we compute the averages hN i1N j2i, which arise as part of
the covariance of the free and bound particle numbers n and m (see Eq. 24).
Unfortunately, they cannot be determined from moments of the probability
densities Plj defined in Appendix B, since these do not express any codepen-
dence of n and m. (Roughly speaking, the index j, which indicates the initial
condition x(0) ¼ ej for Eq. 40, tracks n-dependence when j ¼ 1 and
m-dependence when j ¼ 2.) To proceed, therefore, we introduce the
expanded stochastic dynamical system
d
dt
0
BB@
x1
x2
y1
y2
1
CCA ¼ 
MðtÞ 0
0 MðtÞ
0BB@
x1
x2
y1
y2
1
CCA; (47)
Dynamic Corral Model of a Synapse 1801with M(t) given by Eq. 39, and the joint probability densities
P lðx;y; tÞdxdy ¼ Probðx%xðtÞ < x þ dx;
y%yðtÞ < y þ dy;mðtÞ ¼ mlÞ
subject to the initial conditions
P lðx;y; 0Þ ¼ dðx e1Þdðy e2ÞPl:
It follows that x(t) ¼ N (t)x(0) and y(t) ¼ N (t)y(0), with xi(t) ¼ N i1(t) and
yi(t) ¼ N i2(t) when x(0) ¼ e1 and y(0) ¼ e2. Defining the second moments
nlijðtÞ ¼
Z
R2
Z
R2
xiyjP lðx;y; tÞdxdy ði; j ¼ 1; 2;
l ¼ o; cÞ; ð48Þ
we see that D
N i1ðtÞN j2ðtÞ
E
¼ noijðtÞ þ ncijðtÞ:
Again, the moments can be calculated by solving a linear system of ordinary
differential equations. The stochastic dynamical system given by Eq. 47
implies that Pl evolves according to the master equation
vPo
vt
¼ V ,

Mox
Moy

Po

 gPo þ gþPc; (49)
vPc
vt
¼ V ,

Mcx
Mcy

Nc

þ gPo  gþPo; (50)
where againMl indicates the matrix obtained by setting m(t) ¼ ml in Eq. 39.
The initial conditions are
P lðx;y; 0Þ ¼ dðx e1Þdðy e2ÞPl:
Multiplying both sides of Eqs. 49 and 50 by xiyj and integrating with respect
to x and y leads to the matrix equation for the second-order moments nlij of
Eq. 48:
d
dt
0
BBBBBBBBBB@
no11
nc11
no12
nc12
no21
nc21
no22
nc22
1
CCCCCCCCCCA
¼ S
0
BBBBBBBBBB@
no11
nc11
no12
nc12
no21
nc21
no22
nc22
1
CCCCCCCCCCA
;
where S is the 8  8 matrix
S ¼
0
BB@
J 2ð2aLÞ IðaLÞ IðaLÞ Ið0Þ
IðbÞ J 1ðaLþ bÞ Ið0Þ IðaLÞ
IðbÞ Ið0Þ J 1ðaLþ bÞ IðaLÞ
Ið0Þ IðbÞ IðbÞ J 0ð2bÞ
1
CCA:
The initial conditions are
nlijð0Þ ¼
Pl; i ¼ 1; j ¼ 2;
0; else:
Letting
s11 ¼ ð1; 1; 0; 0; 0; 0; 0; 0; Þ;
s12 ¼ ð0; 0; 1; 1; 0; 0; 0; 0Þ;
s21 ¼ ð0; 0; 0; 0; 1; 1; 0; 0Þ;
s22 ¼ ð0; 0; 0; 0; 0; 0; 1; 1Þ;
s ¼ ð0; 0; P0; Pc; 0; 0; 0; 0ÞT ;
we haveD
N i1ðtÞN j2ðtÞ
E
hnoijðtÞ þ ncijðtÞ ¼ sijeSts ði ¼ 1; 2Þ:
(51)
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