We consider the problem of referring image segmentation. Given an input image and a natural language expression, the goal is to segment the object referred by the language expression in the image. Existing works in this area treat the language expression and the input image separately in their representations. They do not sufficiently capture long-range correlations between these two modalities. In this paper, we propose a cross-modal self-attention (CMSA) module that effectively captures the long-range dependencies between linguistic and visual features. Our model can adaptively focus on informative words in the referring expression and important regions in the input image. In addition, we propose a gated multi-level fusion module to selectively integrate self-attentive cross-modal features corresponding to different levels in the image. This module controls the information flow of features at different levels. We validate the proposed approach on four evaluation datasets. Our proposed approach consistently outperforms existing state-of-the-art methods.
Introduction
Referring image segmentation is a challenging problem at the intersection of computer vision and natural language processing. Given an image and a natural language expression, the goal is to produce a segmentation mask in the image corresponding to entities referred by the the natural language expression (see Fig. 4 for some examples). It is worth noting that the referring expression is not limited to specifying object categories (e.g. "person", "cat"). It can take any free form language description which may contain appearance attributes (e.g. "red", "long"), actions (e.g. "standing", "hold") and relative relationships (e.g. "left", "above"), etc. Referring image segmentation can potentially be used in a wide range of applications, such as interactive photo editing and human-robot interaction.
A popular approach (e.g. [10, 15, 22] ) in this area is to ⇤ Zhi Liu and Yang Wang are the corresponding authors Figure 1 . (Best viewed in color) Illustration of our cross-modal self-attention mechanism. It is composed of three joint operations: self-attention over language (shown in red), self-attention over image representation (shown in green), and cross-modal attention between language and image (shown in blue). The visualizations of linguistic and spatial feature representations (in bottom row) show that the proposed model can focus on specific key words in the language and spatial regions in the image that are necessary to produce precise referring segmentation masks.
use convolutional neural network (CNN) and recurrent neural network (RNN) to separately represent the image and the referring expression. The resultant image and language representations are then concatenated to produce the final pixel-wise segmentation result. The limitation of this approach is that the language encoding module may ignore some fine details of some individual words that are important to produce an accurate segmentation mask. Some previous works (e.g. [17, 20] ) focus on learning multimodal interaction in a sequential manner. The visual feature is sequentially merged with the output of LSTMbased [8] language model at each step to infer a multimodal representation. However, the multimodal interaction only considers the linguistic and visual information individually within their local contexts. It may not sufficiently capture global interaction information essential for semantic understanding and segmentation.
In this paper, we address the limitations of aforementioned methods. We propose a cross-modal self-attention (CMSA) module to effectively learn long-range dependencies from multimodal features that represent both visual and linguistic information. Our model can adaptively focus on important regions in the image and informative keywords in the language description. Figure 1 shows an example that illustrates the cross-modal self-attention module, where the correlations among words in the language and regions in the image are presented. In addition, we propose a gated multilevel fusion module to further refine the segmentation mask of the referred entity. The gated fusion module is designed to selectively leverage multi-level self-attentive features.
In summary, this paper makes the following contributions: (1) A cross-modal self-attention method for referring image segmentation. Our model effectively captures the long-range dependencies between linguistic and visual contexts. As a result, it produces a robust multimodal feature representation for the task. (2) A gated multilevel fusion module to selectively integrate multi-level selfattentive features which effectively capture fine details for precise segmentation masks. (3) An extensive empirical study on four benchmark datasets demonstrates that our proposed method achieves superior performance compared with state-of-the-art methods.
Related Work
In this section, we review several lines of research related to our work in the following fields.
Semantic segmentation: Semantic segmentation has achieved great advances in recent years. Fully convolutional networks (FCN) [18] take advantage of fully convolutional layers to train a segmentation model in an end-to-end way by replacing fully connected layers in CNN with convolutional layers. In order to alleviate the down-sampling issue and enlarge the semantic context, DeepLab [3] adopts dilated convolution to enlarge the receptive field and uses atrous spatial pyramid pooling for multi-scale segmentation. An improved pyramid pooling module [30] further enhances the use of multi-scale structure. Lower level features are explored to bring more detailed information to complement high-level features for generating more accurate segmentation masks [1, 18, 21] .
Referring image localization and segmentation: In referring image localization, the goal is to localize specific objects in an image according to the description of a referring expression. It has been explored in natural language object retrieval [11] and modelling relationship [9, 28] . In order to obtain a more precise result, referring image segmentation is proposed to produce a segmentation mask instead of a bounding box. This problem was first introduced in [10] , where CNN and LSTM are used to extract visual and linguistic features, respectively. They are then concatenated together for spatial mask prediction. To better achieve word-to-image interaction, [17] directly combines visual features with each word feature from a language LSTM to recurrently refine segmentation results. Dynamic filter [20] for each word further enhances this interaction. In [22] , word attention is incorporated in the image regions to model key-word-aware context. Low-level visual features are also exploited for this task in [15] , where Convolutional LSTM (ConvLSTM) [25] progressively refines segmentation masks from high-level to low-level features sequentially. In this paper, we propose to adaptively integrate multi-level self-attentive features by the gated fusion module.
Attention: Attention mechanism has been shown to be a powerful technique in deep learning models and has been widely used in various tasks in natural language processing [2, 23] to capture keywords for context. In the multimodal tasks, word attention has been used to re-weight the importance of image regions for image caption generation [26] , image question answering [27] and referring image segmentation [22] . In addition, attention is also used for modeling subject, relationship and object [9] and for referring relationship comprehension [28] . The diverse attentions of query, image and objects are calculated separately and then accumulated circularly for visual grounding in [5] .
Self-attention [23] is proposed to attend a word to all other words for learning relations in the input sequence. It significantly improves the performance for machine translation. This technique is also introduced in videos to capture long-term dependencies across temporal frames [24] . Different from these works, we propose a cross-modal selfattention module to bridge attentions across language and vision.
Our Model
The overall architecture of our model is shown in Fig. 2 . Given an image and a referring expression as the query, we first use a CNN to extract visual feature maps at different levels from the input image. Each word in the referring expression is represented as a vector of word embedding. Every word vector is then appended to the visual feature map to produce a multimodal feature map. Thus, there is a multimodal feature map for each word in the referring expression. We then introduce self-attention [23] mechanism to combine the feature maps of different words into a crossmodal self-attentive feature map. The self-attentive feature 
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Multimodal Features
Gated Multi-Level Fusion Cross-Modal Self-Attention Figure 2 . An overview of our approach. The proposed model consists of three components including multimodal features, cross-modal self-attention (CMSA) and a gated multi-level fusion. Multimodal features are constructed from the image feature, the spatial coordinate feature and the language feature for each word. Then the multimodual feature at each level is fed to a cross-modal self-attention module to build long-range dependencies across individual words and spatial regions. Finally, the gated multi-level fusion module combines the features from different levels to produce the final segmentation mask. map captures rich information and long-range dependencies of both linguistic and visual information of the inputs. In the end, the self-attentive features from multiple levels are combined via a gating mechanism to produce the final features used for generating the segmentation output.
Our model is motivated by several observations. First of all, in order to solve referring image segmentation, we typically require detailed information of certain individual words (e.g. words like "left", "right"). Previous works (e.g. [10, 15, 22] ) take word vectors as inputs and use LSTM to produce a vector representation of the entire referring expression. The vector representation of the entire referring expression is then combined with the visual features for referring image segmentation. The potential limitation of this technique is that the vector representation produced by LSTM captures the meaning of the entire referring expression while missing sufficiently detailed information of some individual words needed for the referring image segmentation task. Our model addresses this issue and does not use LSTM to encode the entire referring expression. Therefore, it can better capture more detailed word-level information. Secondly, some previous works (e.g. [17, 20] ) process each word in the referring expression and concatenate it with visual features to infer the referred object in a sequential order using a recurrent network. The limitation is that these methods only look at local spatial regions and lack the interaction over long-range spatial regions in global context which is essential for semantic understanding and segmentation. In contrast, our model uses a cross-modal selfattention module that can effectively model long-range dependencies between linguistic and visual modalities. Lastly, different from [15] which adopts ConvLSTM to refine segmentation with multi-scale visual features sequentially, the proposed method employs a novel gated fusion module for combining multi-level self-attentive features.
The input to our model consists of an image I and a referring expression with N words w n , n 2 1, 2, ..., N. We first use a backbone CNN network to extract visual features from the input image. The feature map extracted from a specific CNN layer is represented as V 2 R H⇥W ⇥C v , where H, W and C v are the dimensions of height, width and feature channel, respectively. For ease of presentation, we only use features extracted from one particular CNN layer for now. Later in Sec. 3.3, we present an extension of our method that uses features from multiple CNN layers.
For the language description with N words, we encode each word w n as a one-hot vector, and project it into a compact word embedding represented as e n 2 R C l by a lookup table. Different from previous methods [10, 15, 22] that apply LSTM to process the word vectors sequentially and encode the entire language description as a sentence vector, we keep the individual word vectors and introduce a crossmodal self-attention module to capture long-range correlations between these words and spatial regions in the image. More details will be presented in Sec. 3.2.
In addition to visual features and word vectors, spatial coordinate features have also been shown to be useful for referring image segmentation [10, 15, 17] . Following prior works, we define an 8-D spatial coordinate feature at each spatial position using the implementation in [17] . The first 3-dimensions of the feature map encode the normalized horizontal positions. The next 3-dimensions encode normalized vertical positions. The last 2-dimensions encode the normalized width and height information of the image.
Finally, we construct a joint multimodal feature representation at each spatial position for each word by concatenating the visual features, word vectors, and spatial coordinate features. Let p be a spatial location in the feature map
the "slice" of the visual feature vector at the spatial location p. The spatial coordinate feature of the location p is denoted as s p 2 R 8 . Thus we can define the multimodal feature f pn corresponding to the location p and the n-th word as follows:
where || · || 2 denotes the L 2 norm of a vector and Concat(·) denotes the concatenation of several input vectors. The feature vector f pn encodes information about the combination of a specific location p in the image and the n-th word w n in the referring expression with a total dimension of (C v + C l + 8). We use F = {f pn : 8p, 8n} to represent the collection of features f pn for different spatial locations and
Cross-Modal Self-Attention
The multimodal feature F is quite large which may contain a lot of redundant information. Additionally, the size of F is variable depending on the number of words in the language description. It is difficult to directly exploit F to produce the segmentation output. In recent years, the attention mechanism [9, 22, 23, 26, 28] has been shown to be a powerful technique that can capture important information from raw features in either linguistic or visual representation. Different from above works, we propose a cross-modal self-attention module to jointly exploit attentions over multimodal features. In particular, inspired by the success of self-attention [23, 24] , the designed cross-modal self-attention module can capture long-range dependencies between the words in a referring expression and different spatial locations in the input image. The proposed module takes F as the input and produces a feature map that summarizes F after learning the correlation between the language expression and the visual context. Note that the size of this output feature map does not depend on the number of words present in the language description.
Given a multimodal feature vector f pn , the cross-modal self-attention module first produces a set of query, key and value pair by linear transformations as q pn = W q f pn , k pn = W k f pn and v pn = W v f pn at each spatial location p and the n-th word, where {W q , W k , W v } are part of the model parameters to be learned. Each query, key and value is reduced from the high dimension of multimodal features to the dimension of 512 in our implementation, i.e. W q , W k , W v 2 R 512⇥(C v +C l +8) , for computation efficiency.
We compute the cross-modal self-attentive featurev pn as follows:
where a p,n,p 0 ,n 0 is the attention score that takes into account of the correlation between (p, n) and any other combinations of spatial location and word (p 0 , n 0 ). Then b v pn is transformed back to the same dimension as f pn via a linear layer and is added element-wise with f pn to form a residual connection. This allows the insertion of this module into to the backbone network without breaking its behavior [7] . The final feature representation is averagepooled over all words in the referring expression. These operations can be summarized as: Figure 3 illustrates the process of generating cross-modal self-attentive features. Figure 3 . An illustration of the process of generating the crossmodal self-attentive (CMSA) feature from an image and a language expression ("man in yellow shirt"). We use ⌦ and to denote matrix multiplication and element-wise summation, respectively. The softmax operation is performed over each row which indicates the attentions across each visual and language cell in the multimodal feature. We visualize the internal linguistic and spatial representations. Please refer to Sec. 4.2 and Sec. 4.4 for more details.
Gated Multi-Level Fusion
The feature representation b F obtained from Eq. 4 is specific to a particular layer in CNN. Previous work [15] has shown that fusing features at multiple scales can improve the performance of referring image segmentation. In this section, we introduce a novel gated fusion technique to integrate multi-level features.
Let d F (i) be the cross-modal self-attentive feature map at the i-th level. Following [15] , we use ResNet based DeepLab-101 as the backbone CNN and consider feature maps at three levels (i = 1, 2, 3) corresponding to ResNet blocks Res3, Res4 and Res5. Let C v i be the channel dimension of the visual feature map at the i-th level of the network. We use d
p : 8p} to indicate the collection of cross-modal self-attentive features b f
for different spatial locations corresponding to the i-th level. Our goal is to fuse the feature maps d F (i) (i = 1, 2, 3) to produce a fused feature map for producing the final segmentation output.
Note that the feature maps d F (i) have different channel dimensions at different level i. At each level, we apply a 1 ⇥ 1 convolutional layer to make the channel dimensions of different levels consistent and result in an output X (i) . For the i-th level, we generate a memory gate m i and a reset gate r i (r i , m i 2 R H i ⇥W i ), respectively. These gates play a similar role to the gates in LSTM. Different from stage-wise memory updates [4, 8] , the computation of gates at each level is decoupled from other levels. The gates at each level control how much the visual feature at each level contributes to the final fused feature. Each level also has a contextual controller G i which modulates the information flow from other levels to the i-th level. This process can be summarized as:
where denotes Hadamard product. j is a learnable parameter to adjust the relative ratio of the memory gate which controls information flow of features from different levels j combined to the current level i.
In order to obtain the segmentation mask, we aggregate the feature maps F i o from the three levels and apply a 3 ⇥ 3 convolutional layer followed by the sigmoid function. This sequence of operations outputs a probability map (P ) indicating the likelihood of each pixel being the foreground in the segmentation mask, i.e.:
where (·) and C 3⇥3 denote the sigmoid and 3 ⇥ 3 convolution operation, respectively. A binary cross-entropy loss function is defined on the predicted output and the groundtruth segmentation mask Y as follows:
where ⌦ is the whole set of pixels in the image and m is mth pixel in it. We use the Adam algorithm [13] to optimize the loss in Eq. 7.
Experiments
In this section, we first introduce the datasets and experimental setup in Sec. 4.1. Then we present the main results of our method and compare with other state-of-the-art in Sec. 4.2. Finally, we perform detailed ablation analysis to demonstrate the relative contribution of each component of our proposed method in Sec. 4.3. We also provide visualization and failure cases to help gain insights of our model in Sec. 4.4.
Datasets and Setup
Implementation details: Following previous work [15, 17, 22] , we keep the maximum length of query expression as 20 and embed each word to a vector of C l = 1000 dimensions. Given an input image, we resize it to 320 ⇥ 320 and use the outputs of DeepLab-101 ResNet blocks Res3, Res4, Res5 as the inputs for multimodal features. The dimension used in X (i) for gated fusion is fixed to 500. The network is trained with an initial learning rate of 2.5e
4 and weight decay of 5e 4 . The learning rate is gradually decreased using the polynomial policy with power of 0.9. For fair comparisons, the final segmentation results are refined by DenseCRF [14] .
Datasets:
We perform extensive experiments on four referring image segmentation datasets: UNC [29] , UNC+ [29] , G-Ref [19] and ReferIt [12] .
The UNC dataset contains 19,994 images with 142,209 referring expressions for 50,000 objects. All images and expressions are collected from the MS COCO [16] dataset interactively with a two-player game [12] . Two or more objects of the same object category appear in each image.
The UNC+ dataset is similar to the UNC dataset. but with a restriction that no location words are allowed in the referring expression. In this case, expressions regarding referred objects totally depend on the appearance and the scene context. It consists of 141,564 expressions for 49,856 objects in 19,992 images.
The G-Ref dataset is also collected based on MS COCO. It contains of 104,560 expressions referring to 54,822 objects from 26,711 images. Annotations of this dataset come from Amazon Mechanical Turk instead of a two-player game. The average length of expressions is 8.4 words which is longer than that of other datasets (less than 4 words).
The ReferIt dataset is built upon the IAPR TC-12 [6] dataset. It has 130,525 expressions referring to 96,654 distinct object masks in 19,894 natural images. In addition to objects, it also contains annotations for stuff classes such as water, sky and ground.
Evaluation metrics: Following previous work [15, 17, 22] , we use intersection-over-union (IoU ) and prec@X as the evaluation metrics. The IoU metric is a ratio between intersection and union of the predicted segmentation mask and Table 2 . Ablation study of different attention methods for multimodal features on the UNC val set.
the ground truth. The prec@X metric measures the percentage of test images with an IoU score higher than the threshold X, where X 2 {0.5, 0.6, 0.7, 0.8, 0.9} in the experiments.
Experimental Evaluation
Quantitative results: Table 1 presents comparisons of our method with existing state-of-the-art approaches. Our proposed method consistently outperforms all other methods on all four datasets. The improvement is particularly significant on the more challenging datasets, such as UNC+ which has no location words and G-Ref which contains longer and richer query expressions. This demonstrates the advantage of capturing long-range dependencies for cross-modal features and capturing the referred objects based on expressions by our model.
Qualitative results: Figure 4 shows some qualitative examples generated by our network. To better understand the benefit of multi-level self-attentive features, we visualize the linguistic representation to show attention distributions at different levels. For a given level, we get the collection of the attention scores {a p,n,p 0 ,n 0 : 8p, 8n, 8p
0 } in Eq. 3 and average over the dimensions p, p 0 and n 0 . Thereby we can get a vector of length N . We repeat this operation for all three levels and finally obtain a matrix of 3 ⇥ N . This matrix is shown in Fig. 4 (2nd column) . We can see that the attention distribution over words corresponding to a particular feature level is different. Features at higher levels (e.g. l 3 ) tend to focus on words that refer to objects (e.g. "suitcase", "vase"). Features at lower levels (e.g. l 1 , l 2 ) tend to focus on words that refer to attributes (e.g. "black") or relationships (e.g. "bottom", "second").
Ablation Study
We perform additional ablation experiments on the UNC dataset to further investigate the relative contribution of each component of our proposed model.
Attention methods:
We first perform experiments on different attention methods for multimodal features. We alternatively use no attention, word attention, pixel attention and word-pixel pair attention by zeroing out the respective components in Eq. 2. As shown in Table 2 , the proposed cross-modal self-attention outperforms all other attention methods significantly. This demonstrates the language-tovision correlation can be better learned together within our cross-modal self-attention method.
Multimodal feature representation: This experiment evaluates the effectiveness of the multimdoal feature representation. Similar to the baselines, i.e. multimodal LSTM interaction in [17] and convolution integration in [15] , we directly take the output of the Res5 of the network to test the performance of multimodal feature representation without the multi-level fusion. We use CMSA-W to denote the proposed method in Sec. 3.2. In addition, a variant method CMSA-S which also uses the same cross-modal self-attentive feature, instead encodes the whole sentence to one single language vector by LSTM.
As shown in Table 3 (top 4 rows), the proposed crossmodal self-attentive feature based approaches achieve significantly better performance than other baselines. Moreover, the word based method CMSA-W outperforms sentence based method CMSA-S for multimodal feature representation.
Multi-level feature fusion: This experiment verifies the relative contribution of the proposed gated multi-level fusion module.
Here we use our cross-modal selfattentive features as inputs and compare with several wellknown feature fusion techniques, such as Deconv [21] and PPM [30] in semantic segmentation and ConvLSTM [15] in referring image segmentation.
In order to clearly understand the benefit of our fusion method, we also develop another self-gated method that uses the same gate generation method in Sec. 3.3 to generate memory gates and directly multiply by its own features Method prec@0.5 prec@0.6 prec@0.7 prec@0.8 prec@0. 9 IoU RMI-LSTM [17] 42 [15] are slightly higher than original numbers reported in their paper which did not use DenseCRF postprocessing.
Query: "the bottom two luggage cases being rolled"
Query: "small black suitcase"
Query: "second vase from right" Figure 4 . Qualitative examples of referring image segmentation: (a) original image; (b) visualization of the linguistic representation (attentions to word at each of the three feature levels); (c) segmentation result using only features at the 3rd level (i.e. Res5); (d) segmentation result using multi-level features and; (e) ground truth.
without interactions with features from other levels. As presented in the bottom 5 rows in Table 3 , the proposed gated multi-level fusion outperforms these other multi-scale feature fusion methods.
Visualization and Failure Cases
Visualization: We visualize spatial feature representations with various query expressions for a given image. This helps to gain further insights on the learned model.
We adopt the same technique in [15] to generate visualization heatmaps over spatial locations. It is created by normalizing the strongest activated channel of the last feature map, which is upsampled to match with the size of original input image. These generated heatmaps are shown in Fig. 5 . It can be observed that our model is able to correctly respond to different query expressions with various categories, locations and relationships. For instance, in the second row, when the query is "woman" and "umbrella", our model highlights every woman and umbrella in the image. Similarly, when the query is "red", it captures both the red clothes and the red part of the umbrella. For a more specific phrase such as "a woman in a green coat", the model accurately identifies the woman being referred to.
Failure cases: We also visualize some interesting failure "chair" "couch" "partial chair in front" "bottom left portion of couch on left"
"woman" "umbrella" "red" "a woman in a green coat"
"pot" "pot on left" "two pot on the right" "the pot on the far left" cases in Fig. 6 . These failures are caused by the ambiguity of the language (e.g. two boys on right in the 1st example and the feet in the 2nd example), similar object appearance (e.g. car vs cab in the 3rd example), and occlusion (the wheel of the motorbike in the 4th example). Some of these failure cases can potentially be fixed by applying object detectors.
Conclusion
We have proposed cross-modal self-attention and gated multi-level fusion modules to address two crucial challenges in the referring image segmentation task. Our crossmodal self-attention module captures long-range dependencies between visual and linguistic modalities, which results in a better feature representation to focus on important information for referred entities. In addition, the proposed gated multi-level fusion module adaptively integrates features from different levels via learnable gates for each individual level. The proposed network achieves state-of-theart results on all four benchmark datasets.
