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Cocktail BPSK: Energy Reused Scheme for High Achievable
Data Rates
Bingli Jiao, Yuli Yang and Mingxi Yin
Abstract—The present paper proposes a novel transmission
strategy, referred to as cocktail BPSK, whereat two independent
BPSKs are superposed with the non-orthogonal basis in a parallel
transmission. In contrast to the conventional signal superposi-
tions, the proposed scheme avoids the interference between the
two symbols, allows the symbol-energy-reuse of each other and
gains the extra energy. Based on the formulation of the mutual
informations, the theoretical analysis shows that the cocktail
BPSK scheme can achieve high data rate beyond the channel
capacity at very low SNR, and the numerical results confirm
this approach eventually.
Index Terms—Achievable data rate, mutual information, cock-
tail BPSK, channel capacity
I. INTRODUCTION
Along with the development of information theory, the
derivation of mutual information plays an important role in
theoretical establishment, because it specifies the achievable
data rate (ADR) of error-free transmissions through a memo-
ryless additive white Gaussian noise (AWGN) channel by
y = x+ n, (1)
where y is the received signal and x is the transmitted signal,
and n is the AWGN component from a normally distributed
ensemble of power σ2N , denoted by n ∼ N (0, σ
2
N ).
The ADR of the transmission in (1) is characterized by the
mutual information between x and y, expressed as [1]
R = I(X ;Y ) = H(Y )−H(N), (2)
where H(Y ) is the entropy of the received signal and H(N) =
log2(
√
2pieσ2N ) is the entropy of the AWGN.
When the transmitted signals are selected from a Gaussian
ensemble of power σ2X , i.e., x ∼ N (0, σ
2
X), the channel
capacity, i.e., the maximum ADR, reaches
C = log2(1 + ρ) = log2(1 + σ
2
X/σ
2
N ), (3)
where C is the channel capacity measured in the unit of
[bits/sec/Hz], and ρ = σ2X/σ
2
N is the signal-to-noise power
ratio (SNR) .
The channel capacity predicts the upper bound of ADRs
in concept of error-free transmission. The numerical inves-
tigations have been carried out as shown in Fig. 1(a) and
(b) for various finite-alphabet inputs using popular modulation
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Fig. 1. Data rates achieved by the Gaussian-distributed input and the
modulations of BPSK, 4ASK, QPSK, 8PSK over AWGN channels versus
(a) logarithmic ratio of Eb/σ
2
N
in [dB] and (b) linear ratio of ρ = σ2
X
/σ2
N
.
schemes, such as ADRs of BPSK, 4ASK, QPSK, and 8PSK.
ADRs are plotted versus the logarithmic ratio of energy per
bit to that of the noise in decibels (Eb/σ
2
N [dB]) in Fig. 1(a)
and the linear ratio of ρ in (b), where ρ represents the ratio
of energy per symbol to that of the noise.
We remark two features of ADRs at low SNR, i.e., the SNR
is in the vicinity of Eb/σ
2
N
.
= −1.59dB [2] or ρ
.
= 0: i) All the
ADRs converge to zero, and ii) derivatives of ADRs of BPSK
and QPSK are approximately of the same value log2e [see
Fig. 1(b)]. The second feature comes from the fact that ADRs
can be expressed by logarithmic functions of their received
SNRs like the channel capacity [3], [4]. Thus, when the SNR
ρ is very low, ADRs are approximately equal to the channel
capacity [5]
C
.
= R
.
= ρlog2e, (4)
with ρ << 1, where C is the capacity, R is the ADR of BPSK
2or QPSK.
For increasing the ADR fundamentally, this work is in-
spired by the strict concavity of logarithm function that
log2(ρ) ≤ log2(ρ1) + log2(ρ2) with ρ = ρ1 + ρ2. Concerning
this, in [6] we employed multiple data streams in parallel
transmissions to convey the information sources for achieving
higher ADRs than that of a single data stream. Since both
Euclidean geometry and Hamming distance were involved in
the formulation, we have not sorted out a specific solution
due to the complicity. However, in this work, we track the
conception of the parallel transmissions and simplify the
formulation in Euclidean geometry only.
As has been known, splitting a single signal stream into
multiple signal steams transmissions has been realized mostly
in two manners: One uses orthogonal codes to perform parallel
transmissions [7], [8]; however, its sum-data-rate can not
be increased at all in comparison with the use of single
signal stream, because the orthogonality in Euclidean geome-
try divides simply the resources of the spectrum and power
among signal streams, and each of the split-stream works
in the conventional manner eventually. The other method
uses the non-orthogonal signal-superposition that provide more
degrees of freedom and can enable complicated mathematical
operations for improving the transmission rate; however, this
method suffers from the inter-stream interference problem,
thus, prevents any gain in terms of total ADRs over a single
channel.
To the best knowledge of the authors, there has been no
method so far that formulates two non-orthogonal streams
without any interference and enable the power reuse between
them. By creating the method of the signal superposition
addressing these two points, we can achieve the high spectral
efficiency beyond the channel capacity as explained in the
following sections.
The remainder of this paper is organized as follows. Section
II prescribes the basic strategy of the proposed communication
scheme and sets up the theoretical framework for the analysis,
and section III demonstrates numerical results to confirm this
approach. Finally, the paper is concluded in Section IV.
II. COCKTAIL BPSK
This section explains mechanism of the signal transmission
and reception, formulates the ADR based on the mutual
information and presents the analytic comparison with the
channel capacity at low SNR.
A. Communication Scheme
Consider two independent BPSK-modulated symbol
streams, x1 = [x1,1, x1,2, · · · ] and x2 = [x2,1, x2,2, · · · ], to
be transmitted in parallel manner over a memoryless AWGN
channel, where the BPSK symbols x1,k, x2,k ∈ {+1,−1} for
k = 1, 2, · · · .
For simplicity, we shall omit the symbol’s index, k, of
BPSKs and work on the 4 possible combinations of the two
symbols in categorization of two cases, wherein x1 = −x2
belongs to case I and x1 = x2 case II, of equal occurrence
probability η = 1/2.
In each channel realization, the symbol x1 is transmitted by
adjusting its amplitude with respect to case I or II
x =
{
αx1 if x1 = x2, case I,
1
2
βx1 if x1 6= x2, case II,
(5)
where x is the transmitted signal, α and β are two positive real
numbers, to adjust the amplitude of x1, with the assumption of
(α > β > 0). Transmitted signals are listed in the 4th column
of Table I.
Under the assumption that β has been known to the receiver,
signal detection formulas are designed for detections of x1 and
x2, separately, as expressed below.
The symbol x1 is detected first by
y1 = x+ n, (6)
then the symbol x2 by
y2 = y1 − βx1, (7)
at the receiver, where y1 is the received signal and y2 is the
modified signal of y1 for detections of x1 and x2, n is the
AWGN component. Values of y1 and y2 are listed in the 5th-
and 6th column of Table I, respectively.
TABLE I
THE PARALLEL TRANSMISSIONS OF COCKTAIL BPSK SYMBOLS.
Case x1 x2 x y1 y2
I
+1 +1 α α+ n0 (α− β) + n0
−1 −1 −α −α+ n0 −(α− β) + n0
II
−1 +1 −β/2 −β/2 + n0 β/2 + n0
+1 −1 β/2 β/2 + n0 −β/2 + n0
In contrast to the conventional modulated signals, the sym-
bol x2 does not require any power at the transmitter, because it
can reuse the symbol energy of x1 at the receiver to its BPSK
detection explained below.
In the detection of x1, (6) is used by y1 > 0 or y1 < 0 for
making a decision of x1 = +1 or x1 = −1, respectively.
Then, the result of x1 is taken to (7) for the detection of x2.
Because that equation (6) can be an error-free transmission as
explained in the next subsection, the error propagation from
x1 can be precluded in the following discussions.
The detection of x2 can be carried out by y2 > 0 or y2 < 0
for making a decision of x2 = +1 or x2 = −1, respectively.
The energy reuse of the proposed method can be immedi-
ately found by viewing the input energy, which is exactly of
the same value as that of the averaged symbol energy of x1
with the two cases, i.e., case I and II,
Ein = E1 = ηα
2 + (1− η)(1
2
β)2, (8)
where η = 1/2 is the occurrence probability of case I, Ein is
the input energy and E1 is the symbol energy of x1. From the
conventional point of view, the energy in (8) has been fully
used in the transmission of x1.
However, we have additionally symbol x2 conveyed by the
amplitudes of (α− β) and β/2 in case I and II, respectively.
3The reused energy can be found by
E2 = η(α − β)2 + (1− η)(
1
2
β)2, (9)
where E2 is the averaged symbol energy of x2.
In comparison with the convention methods, we can find an
energy gain by
∆E = ET − Ein = E2, (10)
with ET = E1 + E2, where ET is the total energy averaged
over the two cases in signal detections of the proposed scheme
and ∆E is defined as the energy gain factor in this paper.
We refer the proposed method to as the cocktail BPSK,
because the total energy of x1 and x2 can be attributed to the
use of α and β, which adjust the energy ratio between the two
BPSKs.
Since the cocktail BPSK restricts its construction in one di-
mension, using its vertical dimension to set up another cocktail
BPSK to increase the bandwidth efficiency is straightforward.
B. Theoretical Comparison
The spectral efficiency analysis of the cocktail BPSK can
start from (6), in which the detection of x1 works on the two
possible amplitudes of x, i.e., α and β/2, in case I and II. The
ADR can be calculated by the mutual information
R1 = ηRBPSK(α, σ
2
N ) + (1− η)RBPSK(
1
2
β, σ2N ), (11)
where R1 is the averaged ADR of x1 and the function
RBPSK(·, ·) is the mutual information of BPSK, which is
explained in the appendix.
It is noted that equation (11) describes the ADR of x1 for the
error-free transmission, which theoretically requires to work
with an infinitive long data stream. In this theoretical research,
we use the assumption of error-free transmission to calculate
the ADR of x2 by taking the result of x1 into (7)
R2 = ηRBPSK(α− β, σ2N ) + (1 − η)RBPSK(
1
2
β, σ2N ), (12)
where R2 is the averaged ADR of x2.
The spectral efficiency of this approach can be estimated by
the summation of
R = R1 + R2, (13)
where R is the total ADR of the cocktail BPSK scheme.
Using Taylor’s expansion of (13) to subtract (4) with the
assumption of η = 1/2 yields
∆C = (∆E/σ2N )log2e, (14)
where ∆C is the ADR gain in comparison with both of the
BPSK and the channel capacity at very low SNR.
The authors note that the energy gain factor, ∆E, places
the key role for achieving the high spectral efficiency beyond
the channel capacity.
III. NUMERICAL RESULTS
Herein, we compare the cocktail BPSK with the conven-
tional BPSK for the ADR performances by setting the same
input-energy/symbol-energy in the both methods.
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Fig. 2. Data rate comparisons between the proposed cocktail BPSK (C-
BPSK) and conventional transmission schemes over AWGN channels versus
(a) Ein/σ
2
N
[linear] and (b) Eb/σ
2
N
[dB].
To express the ADR appropriately for the cocktail BPSK,
we use the linear SNR, i.e., Ein/σ
2
N , at the horizontal axis.
The numerical results of (13) are taken to the comparison as
shown in Fig. 2(a) for the various ratios of α to β.
In addition, for better understanding, we convert the linear
SNR in Fig. 2(a) to the conventional manner by [9]
Eb/σ
2
N =
Ein/σ
2
N
R
, (15)
and use decibel measurement at the horizontal axis, where Eb
is the bit-energy of the conventional BPSK and QPSK. The
numerical results are plotted as shown in Fig. 2(b).
Viewing the ADRs curves horizontally in Fig. 2 for a value
at the vertical axis, we can find that the ADR curves of
the cocktail BPSK can be on the left side of the channel-
capacity-curve when the SNRs are very low. This indicates
the outperforming of this approach compared to the channel
capacity. The largest gain of 1.8 dB is found by the use of the
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Fig. 3. Data rate differences between the proposal cocktail BPSK and
Gaussian-distributed inputs versus (a) Ein/σ
2
N
[linear] and (b) Eb/σ
2
N
[dB].
ratio α to β = 3.5 as shown in Fig. 2(b), when the ADR is
close to zero.
To show the results more distinctly, numerical results of (14)
are plotted by two measurements, i.e., the linear SNR and the
decibel measurement in Fig. 3(a) and (b), respectively. Spectral
gains are found again when SNR is very low. However, as the
SNR increases, values of the gain become smaller and, even,
negative. The reason is explained below.
The ADR performance of the cocktail BPSK is dominated
by that of BPSK’s function (see the appendix), because it
consists of 4 BPSKs with difference SNRs as the arguments
in the function. When the SNR increases, the ADRs of the
all cocktail BPSKs go up. In comparison with performances
among cocktail BPSKs. we can find that the use of the larger
ratio of α to β performs better than that of the smaller ones
at low SNR, while worse at high SNR.
The reason can be found by examining the SNR values
in BPSK components of the cocktail BPSK: the component
having the relative higher SNR argument can bring larger
contribution to ADR at the very low SNR due to the linear
property of the ADR as explained in (4), however, it can reduce
its contribution faster when the SNR increases because of the
concave-downward nature of BPSK. Actually, the ADR per-
formance derails from the linearity and becomes increasingly
concave-downward, when SNR goes away from the zero. The
higher the SNR argument of the BPSK component is, the less
contribution we can have at the high SNR.
As can be found in (6) and (7), using a large ratio of α
to β can lead to a larger difference of amplitudes of BPSK
components. Consequently, the SNR differences of BPSK
components are also larger. This means that the cocktail BPSK
of large value of α/β will contain the BPSK component
of relative higher SNR arguments. When SNR increases,
these components show their disadvantages in the performance
and the total up-going ADR will be more encumbered in
comparison with those of smaller ratio of α to β.
Finally, the ADR performances are saturated at the very high
SNR due to the limitation from freedom degrees of modulated
symbols.
IV. CONCLUSION
In this paper, the cocktail BPSK was proposed by con-
figuring two independent symbol streams at the transmitter
on a non-orthogonal basis. In contrast to the conventional
modulation schemes, this approach enables the energy reuse
between the two symbols and gains energy at the receiver.
Theoretical work proves that the proposed method can achieve
higher ADR beyond the channel capacity at low SNR. In
addition, the cocktail BPSK is discussed for performances
at both low- and high SNR. Numerical results of the mutual
information confirm this approach.
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APPENDIX
The analysis framework with the achievable data rate of
conventional BPSK that is characterized by a function of the
BPSK amplitude A and the AWGN power σ2N , expressed
as [1]
RBPSK(A, σ
2
N ) = H(Y )−H(N)
= −
∫ +∞
−∞
p(y)log2p(y)dy − log2(
√
2pieσ2N ),
(16)
where H(Y ) = E{− log2 p(y)} is the entropy of the received
signal with the probability density function given by
p(y) =
1
2
1√
2piσ2N
(
e
−
(y−A)2
2σ2
N + e
−
(y+A)2
2σ2
N
)
. (17)
Here, E{·} denotes the expectation operator. Moreover,
H(N) = log2(
√
2pieσ2N ) is the entropy of the AWGN.
