It is well-known that images are comprised of multiple objects at different scales. Thus, we propose a spatially adapted first and second order regularization for image reconstruction to better localize image features. More specifically, we minimize the L 1 norm of the Weingarten map of the image surface (x, f (x)) for a given image f : Ω → R, which is further reformulated into a combined first and second order regularizer with adapted parameters. We analytically prove our model can keep the greyscale intensity contrasts of images and preserve edges. In what follows, we present the numerical solution to the proposed model by employing the alternating direction method of multipliers (ADMM) and analyze the convergence under certain conditions. Various numerical experiments on image denoising, deblurring and inpainting are implemented to demonstrate the effectiveness and efficiency of the proposed regularization scheme. By comparing with several stateof-the-art methods on synthetic and real image reconstruction problems, it is shown that the proposal can enhance image regions containing fine details and smoothness in homogeneous regions, while being simple and efficiently numerically solvable.
1. Introduction. Image restoration has attracted extensive attention in the fields of image processing and computer vision, where variational formulations are particularly effective in high quality recovery. Let Ω be an open bounded subset of R n with Lipschitz continuous boundary, f : Ω → R be a given image defined on the domain Ω, and u : Ω → R be the latent clean image. Rudin, Osher and Fatemi [41] proposed the total variation (TV) regularization for image restoration as a constrained minimization problem (ROF model) where the constraints correspond to the assumption that the noise is of zero mean and standard deviation σ. Chambolle and Lions [10] linked the constrained minimization problem (1.1) and the following minimization problem
where λ ≡ const > 0 represents the Lagrange multiplier associated with the constraints. Indeed, an alternative way to express the TV model (1.2) for image reconstruction is given as
where α = λ > 0 is the regularization parameter. It is well-known that the Lagrange multiplier λ in (1.2) and the regularization parameter α in (1. 3) are used to control the trade-off between the data fidelity and regularization. The proper choice of λ and α is delicate, and automatic methods have been developed in the literature. For example, Liao et al. [32] exploited the generalized cross-validation (GCV) technique to determine the regularization parameter used in each restoration step. Wen and Chan [47] used the Morozov's discrepancy principle to find the best regularization parameter.
Recently, parameter learning has been investigated in a bilevel optimization framework. Kunisch and Pock [28] casted the parameter selection as a learning problem by minimizing a certain loss function on a training data base. Reyes and Schönlieb [16] proposed a nonsmooth PDE constrained optimization approach to determine the correct noise model in TV image denoising.
Since images are comprised of multiple objects at different scales, it is more reasonable to use spatially varying variables instead of constant values. Possible small λ or α is better in preserving the fine details in the images, while large λ or α is good at achieving the smoothness in the homogeneous regions. Bertalmío et al. [5] proposed a variant TV restoration model using a set of {λ i } r i=1 with each one corresponding to a region set {Ω i } r i=1 of the image, where {Ω i } r i=1 can be obtained by simple segmentation algorithms. Almansa et al. [1] further developed the idea in [5] by using local variance estimation for obtaining λ(x) : Ω → R without involving the segmentation in the process. Gilboa et al. [23] designed a pyramidal structure-texture decomposition of images, which isolated the noise and then estimated the spatially varying constraints based on local variance measures. Li et al. [31] extended this approach to Aubert-Aujol (AA) model for multiplicative noise removal. Dong et al. [18] improved the local variance estimator for λ(x) and update it automatically in a multi-scale TV scheme for removing Gaussian-distributed noise. The spatially adaptive regularization parameters was extended into the multi-scale vectorial L τ -TV framework [19] for color image restoration, which recover more texture details than classical color image restoration method [48] . Chung et al. [15] used a bilevel optimization approach in function space for the choice of spatially dependent regularization parameter for (1.2) . In the case of impulsive noise, Hintermüller and Rincon-Camacho [27] proposed to develop the TVL1 model with spatially adapted regularization parameters based on local expected absolute value estimation for enhancing the image details and preserving the image edge. Another branch of these methods pursues a spatially varying α(x) : Ω → R for (1.3) , which are also known as weighted TV. Strong and Chan [43] considered α(x) as a spatially adapted weight in TV regularization to remove smaller-scaled noise while leaving lager-scaled features essentially intact. Yuan et al. [51] proposed a spatially weighted TV model in multiframe super-resolution reconstruction for efficiently reducing the staircase artifacts and preserving the edge information. Liu et al. [34] presented an adaptive-weighted TV minimization algorithm for sparse-view low-dose CT image reconstruction, where the corresponding weights can be adaptively adjusted by the local image-intensity gradient for preserving the edge details. Langer [29] realized the automated parameter selection of (1.3) based on the discrepancy principal. Recently, Hintermüller et al. [25, 26] computed the spatially adaptive weights for (1.3) using a bilevel optimization approach.
Although spatially varying λ(x) or α(x) in the ROF model (1.2) and (1.3) can improve the reconstruction quality, they can not eliminate the staircase effect in the relatively large piecewise linear regions. Thus, high order variational models are proposed and studied in last two decades. Chambolle and Lions [10] proposed a high order model by minimizing the infimal convolution of the total variation (ICTV) and the total variation of the image gradient. Assume a noisy image can be approximated by a piecewise constant part u 1 , a piecewise smooth part u 2 and noises, i.e., f = u 1 + u 2 + n, the ICTV model is defined as
where ∇ 2 u 2 denotes the Hessian of u 2 . Later, Chan et al. [11] modified the ROF model by adding a nonlinear fourth order diffusion term to the associated Euler-Lagrange equation. Lysaker et al. [35, 36] proposed the noise removal model using the high order regularization term, that is
The optimality condition of (1.5) gives a fourth-order partial differential equation, which have been further studied both theoretically and numerically in [24, 12, 49, 38] . Especially, Papafitsoros and Schönlieb [38] suggested the following combined first and second order variational model
which can recover both high detailed and homogeneous areas in the image with properly selected parameters α > 0 and β > 0. Recently, Reyes et al. [40] used a bilevel optimization approach for parameter learning in ICTV and TGV reconstruction models, where the α and β are scalars learned from the training dataset. Another important high order TV model was proposed by Bredies et al. [8] , the so-called total generalized variation (TGV), which can integrate to incorporate smoothness from the first up to the k-th derivatives. The automatic regularization parameter selection proposed in [18] was applied to the TGV-regularized variational model [7] . In addition, curvature based regularization has also been introduced into image and surface reconstruction. The well-known Euler's elastica model [42, 44, 50] has achieved great success in image reconstruction problems, which minimizes the total elastica of all level contours in images
To the best of our knowledge, one has not identified, yet, the proper functional framework to formulate problem (1.7); see [17] for more discussion. By considering the associated image surface or graph of f in R n+1 , the noise removal problem becomes the task of finding an approximate piecewise smooth surface. Then it is straightforward to employ the geometric invariants as the regularization such as Gaussian curvature [30, 20] and mean curvature [52, 53] .
In this work, we propose a novel regularizer for image reconstruction, which is derived from the Weingarten map in differential geometry. Specifically, we minimize the following spatially adapted first and second order regularized energy functional where α(u) and β(u) are functions of u defined as
We theoretically prove the proposed model (1.8) can preserve image contrasts, while neither the ROF model (1.2) nor the combined first and second order variational model (1.6) can. Due to the nonlinearity of α(u) and β(u), we use a dynamical update strategy to estimate them explicitly using the latest value of u. Then, an efficient numerical algorithm can be developed based on the proximal ADMM and the convergence of the algorithm is also discussed under certain conditions. Although the proposed model is not totally parameter-free, the selection of λ is relatively easy to handle according to the noise levels. Fig. 1 presents the recovered results obtained by the combined first and second-order model (1.6 ) and the proposed model (1.8) , which demonstrates that more details are persevered by the spatially varying regularization term. Especially, α(u) is large (relatively to β(u)) nearby edges and texture structures to promote the first order regularizer, which together with the non-loss of contrast property makes the edges more enhanced. On the other hand, β(u) becomes large (relatively to α(u)) in homogenous regions to promote more the second order regularizer for overcoming staircase effect and enhancing the smoothness. The rest of the paper is organized as follows. In Section 2, we introduce the Weingarten map-based regularization, its geometric properties, and derive the spatially adapted first and second regularization model for image reconstruction. Section 3 presents an proximal ADMM-based algorithm for solving the proposed model and discusses the convergence of the proposed algorithm. Section 4 implements the comprehensive numerical experiments to demonstrate its effectiveness and superiority. We summarize our specific work with a conclusion in Section 5.
Note that various derivation in the following sections may somehow lack rigorous mathematical foundations. Similar to the curvature-based regularizers such as Euler's elastica and mean curvature, we do not know the proper functional space to formulate problem (1.8), obviously a subspace of L 2 (Ω). Hence, the existence of minimizers will be tasks for further studies. 
The established mean curvature regularized image denoising model in [52] is to minimize the divergence of the unit normal
The mean curvature regularization has been shown with good geometric properties including preserving contrast, edges and corners. Indeed, by minimizing the L 1 norm of the first component of unit normal vector, we can obtain the following nonlinear first order regularizer
the denominator of which measures the surface area. Targeted to derive a combined first and second order regularization, we further pursue the gradient of the regularizer (2.3) and obtain
where · denotes the dot product operation. It is easy to validate the matrix form of (2.4) can be expressed as
which is the well-known Weingarten map or shape operator [45] and can be formally defined for each point p = (x, u(x)) ∈ S ⊂ R 3 as a linear self-conjugate map
with T p S denoting the tangent space of p. Particularly, the Weingarten map has very good geometric properties, which can be also interpolated as the combination of the first fundamental form I and the second fundamental form II of the image surface, i.e., W p = I −1 II. According to the differential geometry theory, the eigenvalues of W p are the two principle curvatures κ 1 , κ 2 and it follows that Definition 2.1. Let S ⊂ R 3 be an oriented surface and W p be its Weingarten map at a point p = (x, u(x)) ∈ S. Then the mean curvature and Gaussian curvature of S can be defined by
The Gaussian curvature is an intrinsic measure of the curvature, depending only on distances that measured on the surface, not on the way it is isometrically embedded in Euclidean space. Although the mean curvature is not intrinsic, a surface with zero mean curvature at all points is called the minimal surface. Instead of employing Gaussian curvature or mean curvature as the regularizer, we minimize the L 1 norm of the Weingarten map and obtain the following regularization
Similar to mean curvature regularizer, we illustrate that our regularizer (2.5) can preserve image contrasts. Consider a simple image f = h χ B (0,R) (x, y) defined on a rectangle Ω = (−2R, 2R) × (−2R, 2R), with χ being the characteristic function, B(0, R) being an open disk in R 2 centered at the origin with radius R, and h > 0.
As the image f is not even continuous, we generate a sequence of smooth radial symmetric functions {u n }, which are pointwise converges to f . Then we can define Ω |W f |dxdy to be lim n→+∞ Ω |W un |dxdy. More details of the setting can refer to [52] .
denotes an open disk in R 2 centered at the origin with radius R, and h > 0. We obtain
Proof. Referring to the Lemma 2.1 in [52] , we need to calculate the integral Ω |W u |dxdy to approach Ω |W f |dxdy for u ∈ S. The functions u in the set S are defined as follows:
If u ∈ S, for the radial symmetric surface z = u(r) with r = x 2 + y 2 , in order to eliminate the ambiguity of notation, we denote u(x, y) = u( x 2 + y 2 ). Then we have
Therefore, as the Weingarten map of a surface z = u(x, y) takes the form
For a radial symmetric surface represented by z = u(r) = u( x 2 + y 2 ), the Weingarten map can be rewritten as follows
with u = u (r). Correspondingly, we obtain the following result:
If u ∈ S, one can see that u ≤ 0 and u ≤ 0 for r ∈ [0, R), we obtain
Note that
Thus we have
When r ∈ (R, 2R), u ≥ 0 and u ≤ 0, we get
It follows that (2.10)
Based on (2.8), adding the formulas (2.9) and (2.10), we obtain the following inequalities:
Considering {u n } ∈ S is any sequence of functions that pointwise converges to f = h χ B(0,R) , it is easy to obtain that u n (R) → −∞ and u n (r) → 0 with r = R when n → +∞. In addition, through the dominated convergence theorem, we have
Moreover, according to the inequalities (2.11), there is
Therefore, we obtain the following integral:
Remark 2.1. The integral gives twice as much as the mean curvature regularizer, both of which do not rely on heights of signals. This is an important property of the regularizer and will be used to demonstrate the restoration model with our regularizer can preserve image contrast. In contrast, the integral of total variation gives Ω |∇f |dxdy = 2πRh, where the height h directly affects the value of the integral.
Spatially adapted first and second order regularization.
Although the proposed regularizer (2.5) has good geometric attributes, it is also highly nonconvex and nonlinear. Indeed, we can further reformulate it based on the well-known Minkowski's inequality and Cauchy-Schwarz inequality as follows
Based on the above combined first and second order regularizer, we propose a novel variational model for image restoration by integrating the L 2 norm data fidelity as follows
Similar discussion can be applied to the data fidelity Ω (u − f ) 2 dx in (2.14) to obtain the following lower bound result.
is an image defined on a rectangle Ω = (−2R, 2R) × (−2R, 2R), where χ represents the characteristic function, B(0, R) denotes an open disk in R 2 centered at the origin with radius R, and h > 0. Let u ∈ S be an arbitrary smooth radial symmetric function. We have
Proof. This proof can be referred to the Theorem 2.2 in [52] . With the conclusion of Lemma 2.2 and Lemma 2.3, we can further prove that f = h χ B (0,R) is a minimizer of our model (2.14) as long as λ is chosen to be small enough, which means our model can preserve image contrast for image denoising. The claim is presented in the following theorem.
Proof. Using Lemma 2.2 and Lemma 2.3, we have
Especially, we consider the function y(
48R . This demonstrates that the proposed model (2.14) can keep the image contrast when λ is small enough.
Remark 2.2. This theorem indicates that our proposed model (2.14) can keep the image contrast once λ is small enough. In contrast, according to [43] 
, which means that the ROF model will lose image contrast no matter how small λ is.
Remark 2.3. The theorem also indicates that our proposed model (2.14) can keep sharp edges, which is another important property for image denoising.
3. Numerical algorithm. Because α(u) and β(u) in (2.14) are functions of u and unknown in principle, the optimality condition will lead to a highly nonlinear fourth order partial differential equation (PDE). In order to avoid to solve the fourth order evolution equation, we explore considering the proposed model (2.14) as a weighted first and second order minimization problem. It can be observed that β(u) is small at edges and large at smooth regions, acting as the edge detector function. Once β(u) is obtained, α(u) can be directly estimated as the variation of β(u). Thus, the main task is to derive β(u) in our model.
Bresson et al. [9] introduced the edge detector function as the weight for TV minimization, which estimates the edge detection function using the observed image through β(f ) = 1 1+|∇f | 2 . Indeed, if the clean/solution image u * is available, we can compute β(u * ) = 1 1+|∇u * | 2 . For these two cases, both α(u) and β(u) in (2.14) are spatially varying weights independent of u, in which case the minimization (2.14) becomes convex and can be solved by convex optimization methods. On the other hand, we can estimate α(u) and β(u) using the latest u in the iterative scheme which means both of them are updated in a dynamical way. Fig. 2 presents the denoising results of the spatially adapted first and second order regularized model (2.14), where we use the observed image ( Fig. 2 (b) ), dynamical update ( Fig. 2 (c) ) and the clean image ( Fig. 2 (d) ) to estimate the weight functions. It is clearly shown that the best recovery result is obtained by using the weight functions achieved by the clean image, and the dynamical update for the weight functions also gives the satisfactory results compared to the one obtained by the noisy image. Of course, there is no clean images for real applications. Thus, we use the dynamical update to balance the recovery results and computational efficiency.
3.1. Constrained optimization and ADMM. For the algorithm, we solve the minimization problem (2.14) with a separate step of evaluating α(u) and β(u). Specially, we introduce two auxiliary variables v and w and rewrite the original unconstrained optimization problem (2.14) into a constrained version as follows
where λ 1 , λ 2 are the Lagrange multipliers, and r 1 , r 2 , µ, γ, τ are the positive penalty parameters. During each iteration, by the alternating direction method of multipliers, we tend to sequentially minimize (3.2) over variables (u, v, w) while keeping the reminder variables fixed. The minimizers u k+1 , v k+1 , w k+1 are gives from
and then update the Lagrange multipliers (λ 1 , λ 2 ) through a standard dual-ascent rule from λ k+1
where both α(u k+1 ) and β(u k+1 ) are of known values as
2 Ω (w − w k ) 2 dx into the u, v and w subproblems to guarantee the convergence of the proposed numerical algorithm in theory, the parameters µ, γ and τ of which are all set to zero in numerical implementations.
Subproblems.
3.2.1. The sub-minimization problem w.r.t. u. Given the fixed variables v k , w k , λ k 1 , λ k 2 at the (k + 1)-th outer iteration, the u-subproblem can be easily derived by differentiating with respect to u and setting the result equal to zero. That is the corresponding solution is obtained by considering the following first-order necessary optimality condition, i.e.,
which can be simplified as
with I being the identity matrix and 2 = div 2 ∇ 2 . As long as the periodic boundary condition is adoptted, we can utilize the fast Fourier transform (FFT) to obtain the optimal solution u k+1 from
where F and F −1 represent the commonly-used forward and inverse FFT operation, respectively.
3.2.2.
The sub-minimization problem w.r. t. (v, w) . The solutions of (v, w)subproblems in (3.3) can be easily generated using the popular shrinkage operator [3, 6] as follows
where the shrinkage operator is defined as
with • denoting the point-wise multiplication.
In brief, an efficient ADMM-based numerical algorithm is proposed to deal with the hybrid spatially adapted variational model (2.14) . The optimization procedure of the proposed method is summarized as Algorithm 1. 3.3. Convergence Analysis. In this subsection, we give the theoretical analysis for the proposed ADMM-based numerical algorithm under certain conditions. Theorem 3.1. Let {u k , v k , w k , λ k 1 , λ k 2 } k∈N be the sequence generated by the proposed ADMM-numerical algorithm and (ū,v,w,λ 1 ,λ 2 ) be a point satisfying the firstorder optimality conditions,
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is nonnegative, then the following holds: (a) The sequence {e k } k∈N defined by
is monotonically decreasing.
− λ k 2 converge to zero in L 2 (Ω) as k approaches infinity.
(c) The generated sequence {(u k , v k , w k , λ k 1 , λ k 2 )} k∈N converges to a limit point (u * , v * , w * , λ * 1 , λ * 2 ) that satisfies the first-order optimality conditions (3.9). Proof. First, the part (a) is proved by the introduced error sequences. Note that the optimality conditions of subproblems in our proposed algorithm can be indicated as follows
(3.12)
Then, we express these equations in the form of errors, i.e.,
).
Furthermore, we take the inner product of each equation respectively with u k+1 e , v k+1 e , w k+1 e , λ k 1e and λ k 2e , i.e., Finally, we add the right and left sides of these equations, i.e.,
In particular, note that α(u k+1 )s ≥ 0. It is obvious that the term u k+1 e 2 /λ ≥ 0 with λ > 0. We drop these three nonnegative terms to obtain
where e k is defined in (3.11) . Owing to the term r1
Next, we prove the part (b) according to the sequence {e k } k∈N . Considering that {e k } k∈N is nonnegative and monotone decreasing, we sum the inequality (3.13) from k = 0 to infinity and obtain the inequality
This further indicates
Moreover, using the last two equalities in (3.12) and Minkowski's inequality, we obtain
Thus, according to (3.14) we have Fig. 3 . The behavior of 1 and 2 versus iteration numbers on the test images showed in Fig.  4 , which can be observe that 1 ≥ 0 and 2 ≥ 0 for all iterations.
Last, we prove part (c) by part (a) and part (b). Since the error term {e k } k∈N is a monotone decreasing sequence in R + and for any point (ū,v,w,λ 1 ,λ 2 ) that satisfies (3.9). Moreover, according to (3.14) and (3.15) , the sequence {(u k , v k , w k , λ k 1 , λ k 2 )} k∈N ⊂ (L 2 (Ω)) 5 generated by our proposed algorithm is uniformly bounded in Ω. Therefore, there exists a weakly convergent subsequence {(u k l , v k l , w k l , λ k l 1 , λ k l 2 )} l∈N , which has a limit point (u * , v * , w * , λ * 1 , λ * 2 ). Analogously, due to v k l → v * , w k l → w * a.e. in Ω as l → ∞ and s k l ∈ ∂|v k l |, p k l ∈ ∂|p k l |, there exists a subsequence of {s k l } l∈N and {p k l } l∈N that converges weakly to s * ∈ ∂|v * | and p * ∈ ∂|p * | respectively.
The sequence {(u k l , v k l , w k l , λ k l 1 , λ k l 2 )} l∈N satisfies the optimality conditions in (3.12), i.e.,
). Taking the limit from the convergent subsequence, based on part (b) we obtain
for almost every point in Ω. This implies that the generated limit point satisfies the first-order optimality conditions (3.9). One can see that the proof of this theorem started with an arbitrary extreme point (ū,v,w,λ 1 ,λ 2 ), it follows that the specific extreme point (ū,v,w,λ 1 ,λ 2 ) = (u * , v * , w * , λ * 1 , λ * 2 ) can be considered as the limit of converging subsequence {(u k l , v k l , w k l , λ k l 1 , λ k l 2 )} l∈N . More precisely, since e k l tends to zero, then the error sequence {e k } k∈N converges to zero correspondingly, which denotes that {(u k l , v k l , w k l , λ k l 1 , λ k l 2 )} converges to (u * , v * , w * , λ * 1 , λ * 2 ) almost everywhere in Ω and satisfies the optimality conditions (3.9). Hence, this completes the proof.
Remark 3.2. Obviously, it is necessary to guarantee 1 ≥ 0 and 2 ≥ 0 in the proof of Theorem 3.1. Although the lower bounds of 1 and 2 are difficult to be found, we can indicate the rationality of our assumption by numerical experiment with some case. Fig. 3 presents the behavior of 1 and 2 versus iteration numbers on different test images in Fig. 4 , where 1 ≥ 0 and 2 ≥ 0 hold for all iterations. In our work, the popular peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) indexes [46] are adopted to quantitatively evaluate the imaging performance under different image degradation conditions. In general, the PSNR is defined as
and the SSIM is
where u 0 denotes the clear image, u represents the recovery image, MSE indicates the mean square error of u 0 and u. µ u0 and µ u , respectively, express the local mean values of images u 0 and u, σ u0 and σ u signify the respective standard deviations, c 1 and c 2 are two constants to avoid instability for near-zero denominator values, and σ u0u is the covariance value between images u 0 and u. Theoretically, higher PSNR and SSIM values normally denote better performance in image reconstruction. In particular, the variation of the residuals as well as the relative errors and energy will give us important information about the convergence of the iterations. During the iterations, the relative residuals are given by
where · 1 is the L 1 norm on Ω and |Ω| is the area of domain. To check the convergence of the iteration process, we also check the relative errors of Lagrange multipliers
and the relative error in u k
In addition, the numerical energy is calculated as Table 1 The tunable parameters of comparative image reconstruction methods. Here, λ 0 indicates the initial value of λ, which is dynamically updated for the SATV model.
Methods
Model parameters Algorithm parameters Euler's elastica [44] η
Without loss of generality, our image will be 2dimensional matrices of size M ×N . In the discrete setting, we let u(i, j) be an element of Euclidean space
For an image u, we define the periodic partial derivatives with the spatial mesh size h as follows
Therefore, the discrete gradient operator ∇ :
and the discrete divergence operator div :
Note that the regularizer of our proposed model is not homogeneous in u since it is obtained by the level set of an image surface, which is differentiated from some classical image reconstruction models, for instance, the ROF model [41] and high order variational models [2, 4, 33] . Therefore, similar to the mean curvature regularization, the choice of spatial mesh size h turns into an important issue when discretize the derivatives to achieve excellent reconstruction performance [53] . 
Parameters discussing.
In all experiments, we set the parameters µ = 0, γ = 0 and τ = 0, which are required for convergence analysis. Since our models are derived on image surface, the spatial mesh size h influences the reconstruction performance to a certain extent. It is well known that an image is defined on a finite number of grid points such that small spatial mesh size will result in residual noises and large spatial mesh size will lead to the over-smoothed performance. We choose h = 5 throughout the experiments for the best balance between the smoothness and fine details. General speaking, the penalty parameters of r 1 and r 2 control the convergent speed and stability of Algorithm 1. Note that large values of r 1 and r 2 reduce the algorithm's efficiency and reconstructed image quality, conversely, choosing small values of r 1 and r 2 can obtain extremely fast convergent results but is unstable w.r.t. different test images. It is crucial to select appropriate penalty parameters r 1 and r 2 for balancing both algorithm's efficiency and stability. The positive constant λ affects the balance between the data-fidelity and regularization terms, which should be selected according to the structures of image and different noise-levels.
We compare the proposed model with the most relevant methods including the Euler's elastica model (Euler) [44] , mean curvature (MC) [53] , hybrid first and second order model (TV-TV 2 ) [38] , the second order total generalized variation model (TGV) [8] and the spatially adapted TV method (SATV) [18] . The tunable parameters of all comparative algorithms are listed in Table 1 . As shown, the number of model parameter in our model is smaller than or equal to other comparative methods, which greatly eases the difficulty in selecting parameters. Simultaneously, our model also has fewer algorithm parameters than other high order models including the Euler's elastica, MC, TV-TV 2 and TGV method, which means fewer subproblems are contained in each iteration and may achieve better computational efficiency. The specific values of parameters for all comparative algorithms are provided in each experiment.
Experiments on denoising.
We first illustrate the efficiency and superiority of the proposed method via various examples in image denoising. We choose four grayscale images in Fig. 4 and compare with the aforementioned denoising methods. The synthetic images "bars" and "triangle" are degraded by Gaussian noise with zero mean and the standard deviation 30, while the real images "cameraman" and "peppers" are degraded by Gaussian noise with zero mean and the standard deviation 20. The iteration terminated parameters T max = 300 and = 2 × 10 −3 are exploited for all comparative algorithms throughout this numerical experiment. According to different noise levels, the experience-dependent parameters for our model are set as r 1 = 0.1, r 2 = 0.5, λ = 160 for σ = 30 and r 1 = 1, r 2 = 2, λ = 100 for σ = 20 in the denoising performances respectively.
Comparison results.
The denoising results and the residual images f −u of the synthetic images are visually exhibited in Fig. 5 and Fig. 7 , while the denoising results and the selected local magnification views of the real images are shown in Fig. 9 and Fig. 11 . In general, all methods can efficiently eliminate the noise, and some methods can well preserve the image structures and features such as MC and SA-TV-TV 2 model. From the magnified images in Fig. 9 and Fig. 11 , the TV-TV 2 model tends to obtain over-smooth recovery results resulting in some important image details and textures loss. The restored images of the Euler's elastica and TGV method are not as smooth as others in the homogeneous regions. Although the SATV method can achieve almost satisfactory visual results owing to the spatially adapted regularization parameter, it still suffers from some unnatural staircase-like artifacts in the large homogeneous regions such as the black region in Fig. 7 . On the other hand, Fig. 5 and Fig. 7 show that the residual images obtained by the Euler's elastica, TV-TV 2 and SATV method contain much image details, while there is almost no signal information inside the residual images f − u by MC and our method. Obviously, the contrast preserving methods can help to produce better reconstruction results, which is further demonstrated by the PSNR and SSIM in Tables 2 and 3 . Although both MC and our method can preserve image contrasts, the higher PSNR and SSIM are always achieved by our SA-TV-TV 2 as the parameters of our algorithm are fewer than MC model and are easy to select. We also track the decay of relative residuals (4.3), the relative errors in multipliers (4.4), the relative errors in u k (4.5) and the numerical energy (4.6), which are displayed with log-scale in Fig. 6 and Fig. 10 . The plots demonstrate the convergence of the iterative process and show that the process leads to some saddle points of the constrained minimization problem. Fig. 8 records the curves of the relative error in u k and numerical energy decay for the image "triangle" and "peppers" in log-scale by the MC and SA-TV-TV 2 model. The plots reveal that the numerical convergence of our SA-TV-TV 2 model is more stable than the MC model. Moreover, the numerical energies obtained by the SA-TV-TV 2 model are close to the ones obtained by the MC model when both algorithms converge.
Besides, we present the CPU time of each method in Table 4 , where SA-TV-TV 2 method is faster than other methods except for the Euler's elastica model. The convergence curves in Fig. 12 of "triangle" and "peppers" also confirm that the Euler's elastica method converges fastest, and our proposal converges faster than others within the same relative error 2 × 10 −3 . Although our model is somehow slower than the Euler's elastica model, we always obtain better recovery results, around 2dB higher. Compared to the MC and SATV method, much CPU time is saved by our SA-TV-TV 2 model without loss of recovery quality. The reason is that our algorithm contains less subproblems in each iteration and can terminate using relative errors, while MC and SATV method usually converge using the maximum iteration number. The above evaluations indicate that our method can produce better image denoising results with high computational efficiency.
Spatially varying parameters.
The superior results benefits from the spatially adapted regularization parameter α(u) and β(u). Fig. 13 and Fig. 14 show that the final values of α(u) and β(u) are accord with our assumption, i.e., varying with image gradients in an opposite way. More especially, the model adaptively chooses small values of α(u) and large values of β(u) in the homogeneous regions to remove the noises as well as avoid staircase effect. On the other hand, large values of α(u) and small values of β(u) are selected in textural regions to allow jumps and enhance edges. Thanks to the non-loss of contrast property, our SA-TV-TV 2 model can well balance the performance of noise removal and feature preservation, and achieve satisfactory recovery results.
Impact of parameters.
In order to discuss the impact of r 1 , r 2 and λ in Algorithm 1, we use the images "bars" and "cameraman" as examples to illustrate the recovery qualities with respect to different parameters. First, we vary the pa- rameters (r 1 , r 2 ) ∈ {r 0 1 × 2 −l1 , r 0 1 × 2 −l1+1 , · · · , r 0 1 × 2 l1−1 , r 0 1 × 2 l1 } × {r 0 2 × 2 −l2 , r 0 2 × 2 −l2+1 , · · · , r 0 2 × 2 l2−1 , r 0 2 × 2 l2 } with r 0 1 = 16, r 0 2 = 32 and l 1 = l 2 = 12. Then, we select λ ∈ {80, 160, 320} for the image "bars" and λ ∈ {40, 100, 250} for the image "cameraman". As shown in Fig. 15 and Fig. 16 , for fixed λ, there are relative large intervals for r 1 and r 2 to generate good restoration results. Furthermore, we also show the best recovery results among various combinations of r 1 , r 2 for each λ = 80, 160, 320 of the image "bar" in Fig. 15 and λ = 40, 100, 250 of the image "cameraman" in Fig.  16 . It can be observed that small λ leads to non-smooth recovery results with some noise remaining, while large λ results in over-smooth recovery results with some details missing. Hence, the choice of λ is related to the noise level contained in the images such that the larger the noises are, the larger λ should be.
Experiments on deblurring.
In this subsection, we implement the image deblurring experiments under different degradations to illustrate the efficiency of our proposed method. The corresponding deblurring model can be formalized as
where the operator K denotes blur kernel. The clear image "house" is corrupted by Gaussian blur kernel (fspecial('gaussian', [7 7],2)) and Gaussian noise of zero mean and standard deviation 5 in Fig. 17(a) , and the original image "tomato" is degraded by the average blur kernel (fspecial('average', [7 7])), followed by adding Gaussian noise of zero mean with standard deviation 10 in Fig. 18(a) . We set r 1 = r 2 = 4, λ = 5 and r 1 = r 2 = 0.2, λ = 15 for "house" and "tomato", respectively. A series of experiments are conducted by comparing the SA-TV-TV 2 and TV-TV 2 method with different combinations of regularization parameters, i.e. β = 0, α = 0 and α = 0, β = 0. The image deblurring results and their local magnification views of the SA-TV-TV 2 and TV-TV 2 method are displayed in Fig. 17 and Fig. 18 , while the quantitative results are detailed in Table 5 and 6.
We can see that both the recovery images of SA-TV-TV 2 and TV-TV 2 model suffer from serious staircasing artifacts in the case of β = 0, the main reason behind which is that the first order TV regularizer favors piecewise constant solutions. On the other hand, when α = 0, the results tend to be over-smoothed. It is worthy to mention that, compared to the TV-TV 2 model, our SA-TV-TV 2 model can well recover the sharp edges in restoration results, see the magnified view of the images "house" and "tomato". The visual comparisons are further confirmed by the quantitative results in terms of PSNR and SSIM as explored in Tables 5 and 6 , where the best PSNR and SSIM are always obtained by the SA-TV-TV 2 model with non-zero spatially varying 
Experiments on inpainting.
Finally, we demonstrate some examples of our SA-TV-TV 2 method for image inpainting problems. In general, the task of image inpainting is to reconstruct a missing part of an image using information from the intact part. The missing part of the image is called the inpainting domain and is denoted by D ⊆ Ω. Image inpainting has attracted extensive attention in the fields of image processing and computer vision, such as TV inpainting [22] , curvature driven Fig. 17 . Deblurring comparisons of different parameters in TV-TV 2 and SA-TV-TV 2 methods on test image "house". From left to right: (a) clear image and degraded image, (b) recovery images by TV-TV 2 method with α = 0.4, β = 0 and SA-TV-TV 2 method with β = 0, (c) recovery images by TV-TV 2 method with α = 0, β = 0.4 and SA-TV-TV 2 method with α = 0, (d) recovery images by TV-TV 2 method with α = 0.4, β = 0.4 and SA-TV-TV 2 method, respectively.
Table 5
Evaluated comparisons of different parameters in TV-TV 2 and SA-TV-TV 2 methods on test image "house" for restoring degraded image corrupted by Gaussian blur kernel with Gaussian noise of standard deviation σ = 5. diffusion inpainting [13] , Mumford-Shah based inpainting [21] and Euler's elastica inpainting [44] . The spatially varying first and second order regularized inpainting model is given as follows More details for dealing with the constraint optimization problem (4.8) can be referred to [39] . In Fig. 19 , we present two convincing examples of image inpainting by our method. We can observe that the reconstructed images, i.e., Fig. 19 (a2) and (b2), Fig. 18 . Deblurring comparisons of different parameters in TV-TV 2 and SA-TV-TV 2 methods on test image "tomato". From left to right: (a) clear image and degraded image, (b) recovery images by TV-TV 2 method with α = 1.5, β = 0 and SA-TV-TV 2 method with β = 0, (c) recovery images by TV-TV 2 method with α = 0, β = 1.5 and SA-TV-TV 2 method with α = 0, (d) recovery images by TV-TV 2 method with α = 1.5, β = 1.5 and SA-TV-TV 2 method, respectively.
Table 6
Evaluated comparisons of different parameters in TV-TV 2 and SA-TV-TV 2 methods on test image "tomato" for restoring degraded image corrupted by Average blur kernel with Gaussian noise of standard deviation σ = 10. are quite natural and extremely similar to the original images. In addition, we compare the SA-TV-TV 2 model, TV-TV 2 model [39] and Euler's elastica model [44] on a synthetic image in Fig. 20 . As shown by Fig. 20 (b) and (f), the TV inpainting model with constant parameter gives nearly piecewise constant result inside the inpainting domain, while the TV model with adaptive parameter also fails to fill such a large gap between the two branches. Actually, the TV 2 model can somehow connect the gap as shown by Fig. 20 (c) and (u), the drawback of which is the boundaries between the two branches are not straight enough, especially Fig. 20 (c) . Similar problem happens for Fig. 20 (d) obtained by the TV-TV 2 method and the Euler's elastica method as shown in Fig. 20 (e) . It is clearly shown that our SA-TV-TV 2 model gives the visually best inpainting results, which well recovers the inpainting domain without too much outliers, see Fig. 20 (h).
Conclusion.
Images are commonly composed of multiple objects of different scales, the constant regularization parameters can easily result in remaining noises and losing details in image reconstruction. From this point of view, we proposed a spatially adapted first and second order regularization for image reconstruction, which can not only overcome the staircase artifacts and eliminate the degraded effects, but also have the capacity to preserve image contrast and edges. The minimization problem is effectively solved by the ADMM-based algorithm, where all subproblems can be solved by either FFT or the closed-form solutions. Moreover, we showed the subsequence generated by the ADMM converges to a point satisfying the first-order optimality condition under certain conditions. The numerical experiments on both real and synthetic images have illustrated the efficacious and ascendant performance of our proposed method by comparing with several advanced algorithms. Obviously, the novel regularization scheme can be applied to other image processing problems such as image segmentation, image smoothing, etc. Another possible research direction is to develop an automatic way to select the parameter λ in (2.14), which will further improve its friendliness in real applications.
