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ABSTRACT
In this paper, we compare the (1+1)-CMA-ES to the (1+2sm)-
CMA-ES, a recently introduced quasi-random (1+2)-CMA-
ES that uses mirroring as derandomization technique as well
as a sequential selection. Both algorithms were tested using
independent restarts till a total number of function eval-
uations of 104D was reached, where D is the dimension
of the search space. On the non-separable ellipsoid func-
tion in dimension 10, 20 and 40, the performances of the
(1+2sm)-CMA-ES are better by 17% than the best perfor-
mance among algorithms tested during BBOB-2009 (for tar-
get values of 10−5 and 10−7). Moreover, the comparison
shows that the (1+2sm)-CMA-ES variant improves the per-
formance of the (1+1)-CMA-ES by about 20% on the ellip-
soid, the discus, and the sum of different powers functions
and by 12% on the sphere function. Besides, we never ob-
serve statistically significant results where the (1+2sm)-CMA-
ES is worse than the (1+1)-CMA-ES.
Categories and Subject Descriptors
G.1.6 [Numerical Analysis]: Optimization—global opti-
mization, unconstrained optimization; F.2.1 [Analysis of







The (1+1)-CMA-ES is an elitist version of the CMA-ES
algorithm [10] that uses the (1+1) selection scheme where at
c©ACM, 2010. This is the authors’ version of the work. It is posted here
by permission of ACM for your personal use. Not for redistribution. The
definitive version was published at GECCO’10, July 7–11, 2010, Portland,
OR, USA. http://doi.acm.org/10.1145/1830761.1830772
each iteration, an offspring (new probe point) is created from
the single parent (current solution) and the best among the
offspring and parent is selected for becoming the new parent
at the next iteration [11]. The (1+1)-CMA-ES implement-
ing an independent restart mechanism was benchmarked for
the BBOB-2009 workshop on the noiseless and noisy testbed
[3, 4]. The overall best performing algorithm of the BBOB-
2009 workshop [8] was the BI-POP variant of the CMA-ES
algorithm, combining restarts of CMA-ES with large and
small population sizes [6]. Surprisingly, the (1+1) variant
of CMA-ES could outperform the BI-POP-CMA-ES algo-
rithm by a significant factor on the Gallagher functions f21
and f22 [2]. On f21, the (1+1)-CMA-ES is 8.2 times (resp.
68.7 times) faster than the BI-POP-CMA-ES in dimension
20 (resp. 40); for f22, the (1+1)-CMA-ES is 37 times faster
than the BI-POP-CMA-ES in 20D and is able to solve the
problem in 40D which the BI-POP-CMA-ES does not allow.
Motivated by this surprisingly large improvement over the
BI-POP-CMA-ES, new local search variants of CMA-ES
have been designed combining derandomization by means
of mirroring and sequential selection [1]. In this paper, we
benchmark the elitist variant of these newly introduced al-




The (1+1)-CMA-ES with independent restarts used in
this paper is the same as the one used in [3] and we re-
fer to this paper for a thorough description of the algorithm
and of the parameter setting. Because the function instances
changed for the BBOB-2010 workshop, we ran the experi-
ments again using the same parameters and stopping crite-
ria. No parameter tuning per function has been done such
that the crafting effort CrE equals 0.
2.2 The (1+2sm)-CMA-ES
The (1+2sm)-CMA-ES is a derandomized variant of the
(1+2)-CMA-ES that, moreover, employs a sequential selec-
tion [1]. The derandomization of the (1+2)-CMA-ES is done
by mirroring the two offspring with respect to the parent: let
us denote Xn ∈ RD, σn and Cn the current parent solution,
step-size and covariance matrix respectively at iteration n.
The first offspring equals X1n = Xn + σnN1 (0,Cn) where
N1 (0,Cn) is a random vector sampled from a multivariate
normal distribution with mean vector 0 and covariance ma-
trix Cn. The second offspring is the symmetric of X
1
n with
respect to Xn and thus equals X
2
n = Xn − σnN1 (0,Cn).
Instead of selecting the best among X1n and X
2
n to become
the next parent Xn+1, as it is done in a (1+2) selection
scheme, we compute the objective function value of X1n and
compare it to Xn, if f(X
1
n) ≤ f(Xn)1 we set Xn+1 = X1n
and continue with the next iteration, else we compute the
objective function value of X2n and set Xn+1 to the argmin
of f(X1n), f(X
2
n) and f(Xn) as in the (1+2) selection scheme
where f : RD → R is the objective function to be minimized.
The notation for the parameters used are the one from











with λ = 2. For the







. Moreover, an independent
restart mechanism has been implemented for the (1+2sm)-
CMA-ES using the same stopping criteria as for the (1+1)-
CMA-ES (see [3]). Each initial solution X0 was uniformly
sampled in [−4, 4]D and the step-size σ0 was initialized to
2. The source code used for the experiments is available2.
As for (1+1)-CMA-ES, the crafting effort of (1+2sm)-CMA-
ES equals 0.
3. CPU TIMING EXPERIMENTS
For the timing experiment, both algorithms were run on
f8 with a maximum of 10
4 × D function evaluations and
restarted until at least 30 seconds have passed (according
to Figure 2 in [7]). The experiments have been conducted
with an 8 core Intel Xeon E5520 machine with 2.27 GHz
under Ubuntu 9.1 linux and Matlab R2008a. The time per
function evaluation was 5.3; 5.3; 5.4; 5.9; 7.1; 12 times 10−4
seconds in dimensions 2; 3; 5; 10; 20; 40 respectively for the
(1+1)-CMA-ES and 4.6; 4.7; 4.7; 5.0; 5.3; 7.4 times 10−4
seconds in dimensions 2; 3; 5; 10; 20; 40 respectively for
the (1+2sm)-CMA-ES. Note that MATLAB distributes the
computations over all 8 cores only for 20D and 40D.
4. RESULTS
Results from experiments according to [7] on the bench-
mark functions given in [5, 9] are presented in Fig. 2, 3 and
4 and in Table 1. Moreover, Fig. 1 shows results of the
(1+2sm)-CMA-ES function by function.
The expected running time (ERT), used in the figures
and table, depends on a given target function value, ft =
fopt + ∆f , and is computed over all relevant trials as the
number of function evaluations executed during each trial
while the best function value did not reach ft, summed over
all trials and divided by the number of trials that actually
reached ft [7, 12]. Statistical significance is tested with
the rank-sum test for a given target ∆ft (10
−8 in Figure 2)
using, for each trial, either the number of needed function
evaluations to reach ∆ft (inverted and multiplied by −1),
or, if the target was not reached, the best ∆f -value achieved,
measured only up to the smallest number of overall function
evaluations for any unsuccessful trial under consideration.
We refer to a test with a p-value of p ≤ 0.05 as statistically




When comparing the (1+1)-CMA-ES and the (1+2sm)-
CMA-ES, three main observations are worth to mention.
First, the (1+2sm)-CMA-ES is never statistically significantly
slower than the (1+1)-CMA-ES. Second, in case both algo-
rithms solve a function and a statistically significant differ-
ence can be observed, i.e., on functions f1, f2, f10, f11, and
f14 (in 20D and for a target of 10
−7), the (1+2sm)-CMA-
ES is 10–20% faster than the (1+1)-CMA-ES. And third,
on f11 in 5D (target value 10
−7), and on f10 (target val-
ues 10−3, 10−5, 10−7) and f14 in 20D (target value 10
−7),
the (1+2sm)-CMA-ES beats the best result obtained in the
BBOB-2009 benchmarking for those functions [2]. In par-
ticular on the non-separable ellipsoid function (f10), where
the best algorithm in the BBOB-2009 benchmarking was the
(1+1)-CMA-ES for target values of 10−5 and 10−7, this dif-
ference is statistically highly significant—improving the best
algorithm of BBOB-2009 on this function in dimensions 10,
20 and 40 by 17% (for target values of 10−5 and 10−7), cp.
Table 1 but also Fig. 1. Note that on f10, the factor of the
(1+1)-CMA-ES in Table 1 is not exactly 1 as the experimen-
tal procedure changed from 5 instances per function with 3
runs each in 2009 to 15 independent instances in 2010 and
we, therefore, rerun the experiments.
According to Fig. 4, the biggest impact of the sequential-
ism and mirroring in the (1+2sm)-CMA-ES can be seen in the
separable, ill-conditioned, and weakly structured problems,
whereas for the moderate functions no impact can be ob-
served and the multi-modal functions f15–f19 are not solved
by both algorithms. The large difference in the weakly struc-
tured problems are only due to the two Gallagher functions—
the two problems where already in 2009, the (1+1)-CMA-ES
showed better results than the BI-POP-CMA-ES. Here, the
number of successes does not or only slightly differs between
the (1+1)-CMA-ES and the (1+2sm)-CMA-ES, but in case
of a success, the (1+2sm)-CMA-ES is even faster than the
(1+1)-CMA-ES by about 30% (not statistically significant).
5. CONCLUSION
In this paper, we have compared the recently introduced
(1+2sm)-CMA-ES algorithm with the (1+1)-CMA-ES. The
(1+2sm)-CMA-ES algorithm beats the best performing algo-
rithm of BBOB-2009 on the rotated ellipsoid function f10
with a 17% smaller expected running time. We see that
mirroring and sequentialism improve the performance of the
(1+1)-CMA-ES by a factor of 10–20% on the unimodal func-
tions f1, f2, f10, f11 and f14. Moreover, there is no statisti-
cally significant result where the (1+2sm)-CMA-ES is worse
than the (1+1)-CMA-ES.
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Figure 1: Expected Running Time (ERT, •) of (1+2sm)-CMA-ES to reach fopt + ∆f and median number of
f-evaluations from successful trials (+), for ∆f = 10{+1,0,−1,−2,−3,−5,−8} (the exponent is given in the legend
of f1 and f24) versus dimension in log-log presentation. For each function and dimension, ERT(∆f) equals to
#FEs(∆f) divided by the number of successful trials, where a trial is successful if fopt + ∆f was surpassed.
The #FEs(∆f) are the total number (sum) of f-evaluations while fopt + ∆f was not surpassed in the trial,
from all (successful and unsuccessful) trials, and fopt is the optimal function value. Crosses (×) indicate the
total number of f-evaluations, #FEs(−∞), divided by the number of trials. Numbers above ERT-symbols
indicate the number of successful trials. Y-axis annotations are decimal logarithms. The thick light line with










































































































































































































































































































































































































































































































































































Figure 2: ERT ratio of (1+2sm)-CMA-ES divided by (1+1)-CMA-ES versus log10(∆f) for f1–f24 in 2, 3, 5, 10,
20, 40-D. Ratios < 100 indicate an advantage of (1+2sm)-CMA-ES, smaller values are always better. The line
gets dashed when for any algorithm the ERT exceeds thrice the median of the trial-wise overall number of
f-evaluations for the same algorithm on this function. Symbols indicate the best achieved ∆f-value of one
algorithm (ERT gets undefined to the right). The dashed line continues as the fraction of successful trials
of the other algorithm, where 0 means 0% and the y-axis limits mean 100%, values below zero for (1+2sm)-
CMA-ES. The line ends when no algorithm reaches ∆f anymore. The number of successful trials is given,
only if it was in {1 . . . 9} for (1+2sm)-CMA-ES (1st number) and non-zero for (1+1)-CMA-ES (2nd number).







































































































































































































































































































































































































































Figure 3: Expected running time (ERT in log10 of number of function evaluations) of (1+2sm)-CMA-ES versus
(1+1)-CMA-ES for 46 target values ∆f ∈ [10−8, 10] in each dimension for functions f1–f24. Markers on the
upper or right edge indicate that the target value was never reached by (1+2sm)-CMA-ES or (1+1)-CMA-ES
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Figure 4: Empirical cumulative distributions (ECDF) of run lengths and speed-up ratios in 5-D (left) and 20-
D (right). Left sub-columns: ECDF of the number of function evaluations divided by dimension D (FEvals/D)
to reach a target value fopt+∆f with ∆f = 10
k, where k ∈ {1,−1,−4,−8} is given by the first value in the legend,
for (1+2sm)-CMA-ES (solid) and (1+1)-CMA-ES (dashed). Light beige lines show the ECDF of FEvals for
target value ∆f = 10−8 of algorithms benchmarked during BBOB-2009. Right sub-columns: ECDF of FEval
ratios of (1+2sm)-CMA-ES divided by (1+1)-CMA-ES, all trial pairs for each function. Pairs where both trials
failed are disregarded, pairs where one trial failed are visible in the limits being > 0 or < 1. The legends
indicate the number of functions that were solved in at least one trial ((1+2sm)-CMA-ES first).
5-D 20-D
∆f 1e+11e+0 1e-1 1e-3 1e-5 1e-7 #succ
f1 11 12 12 12 12 12 15/15
(1+1)-CMA-ES 2.1 5.6 9.6 17 24 32 15/15
(1+2sm)-CMA-ES 1.5 4.9 8 15 21 28
?2 15/15
f2 83 87 88 90 92 94 15/15
(1+1)-CMA-ES 11 13 13 14 15 15 15/15
(1+2sm)-CMA-ES 10 11 12 13 13 14 15/15
f3 720 1600 1600 1600 1700 1700 15/15
(1+1)-CMA-ES 7.2 ∞ ∞ ∞ ∞ ∞5.0e4 0/15
(1+2sm)-CMA-ES 3.4 91 ∞ ∞ ∞ ∞5.0e4 0/15
f4 810 1600 1700 1800 1900 1900 15/15
(1+1)-CMA-ES 22 ∞ ∞ ∞ ∞ ∞5.0e4 0/15
(1+2sm)-CMA-ES 7.1 440 ∞ ∞ ∞ ∞5.0e4 0/15
f5 10 10 10 10 10 10 15/15
(1+1)-CMA-ES 2 2.9 3 3 3 3 15/15
(1+2sm)-CMA-ES 1.8 2.7 2.9 2.9 2.9 2.9 15/15
f6 110 210 280 580 1000 1300 15/15
(1+1)-CMA-ES 1.8 1.5 1.9 1.4 1.1 1.4 15/15
(1+2sm)-CMA-ES 1.1 1.2 1.6 1.4 1.6 2.2 15/15
f7 24 320 1200 1600 1600 1600 15/15
(1+1)-CMA-ES 4.1 2.8 3.2 3.6 3.6 3.5 15/15
(1+2sm)-CMA-ES 3.7 2.6 1.4 1.9 1.9 1.8 15/15
f8 73 270 340 390 410 420 15/15
(1+1)-CMA-ES 2.3 3.5 3.8 3.8 4 4.1 15/15
(1+2sm)-CMA-ES 1.9 3 3.2 3.3 3.4 3.5 15/15
f9 35 130 210 300 340 370 15/15
(1+1)-CMA-ES 3.3 13 9 7.2 6.8 6.4 15/15
(1+2sm)-CMA-ES 4.6 6.2 5 4.2 4 3.9 15/15
f10 350 500 570 630 830 880 15/15
(1+1)-CMA-ES 2.6 2.1 2.1 2 1.7 1.7 15/15
(1+2sm)-CMA-ES 2.2 1.7 1.7
?2 1.7?2 1.4?2 1.4?2 15/15
f11 140 200 760 1200 1500 1700 15/15
(1+1)-CMA-ES 5.8 6.9 2.1 1.5 1.3 1.2 15/15
(1+2sm)-CMA-ES 4.9 5.2 1.7
? 1.2?3 1.1?2 0.98?2 15/15
f12 110 270 370 460 1300 1500 15/15
(1+1)-CMA-ES 7.8 6.8 6.9 6.9 3.1 3 15/15
(1+2sm)-CMA-ES 6 4.2 4 4.2 1.8 1.8 15/15
f13 130 190 250 1300 1800 2300 15/15
(1+1)-CMA-ES 3.7 7.1 8.3 2.4 2.2 3.1 15/15
(1+2sm)-CMA-ES 3.1 7.9 7.1 1.9 2 2.3 15/15
f14 9.8 41 58 140 250 480 15/15
(1+1)-CMA-ES 1.2 1.8 2.3 2.7 4.1 3.3 15/15
(1+2sm)-CMA-ES 0.82 1.4 1.7 2.7 3.2 2.7
?2 15/15
f15 510 9300 1.9e4 2.0e4 2.1e4 2.1e4 14/15
(1+1)-CMA-ES 6.1 ∞ ∞ ∞ ∞ ∞5.0e4 0/15
(1+2sm)-CMA-ES 4.6 38 ∞ ∞ ∞ ∞5.0e4 0/15
f16 120 610 2700 1.0e4 1.2e4 1.2e4 15/15
(1+1)-CMA-ES 2 21 19 ∞ ∞ ∞5.0e4 0/15
(1+2sm)-CMA-ES 1.7 7.7 16 ∞ ∞ ∞5.0e4 0/15
f17 5.2 210 900 3700 6400 7900 15/15
(1+1)-CMA-ES 15 25 94 ∞ ∞ ∞5.0e4 0/15
(1+2sm)-CMA-ES 15 17 24 ∞ ∞ ∞5.0e4 0/15
f18 100 380 4000 9300 1.1e4 1.2e4 15/15
(1+1)-CMA-ES 8.6 52 87 ∞ ∞ ∞5.0e4 0/15
(1+2sm)-CMA-ES 15 48 33 ∞ ∞ ∞5.0e4 0/15
f19 1 1 240 1.2e5 1.2e5 1.2e5 15/15
(1+1)-CMA-ES 13 5.1e3 1.5e3 ∞ ∞ ∞5.0e4 0/15
(1+2sm)-CMA-ES 17 6.0e3230 ∞ ∞ ∞5.0e4 0/15
f20 16 850 3.8e4 5.4e4 5.5e4 5.5e4 14/15
(1+1)-CMA-ES 2.8 10 19 13 13 13 1/15
(1+2sm)-CMA-ES 2.6 5.4 19 13 13 13 1/15
f21 41 1200 1700 1700 1700 1800 14/15
(1+1)-CMA-ES 2.7 3.4 5.6 5.5 5.5 5.4 15/15
(1+2sm)-CMA-ES 7.6 3.8 7.5 7.4 7.3 7.2 14/15
f22 71 390 940 1000 1000 1100 14/15
(1+1)-CMA-ES 3.7 8 8.5 8 7.9 7.8 15/15
(1+2sm)-CMA-ES 3.1 6.5 4.9 4.6 4.6 4.5 15/15
f23 3 520 1.4e4 3.2e4 3.3e4 3.4e4 15/15
(1+1)-CMA-ES 5 5.4 5.5 ∞ ∞ ∞5.0e4 0/15
(1+2sm)-CMA-ES 4.7 1.3 9.3 ∞ ∞ ∞5.0e4 0/15
f24 1600 2.2e5 6.4e6 9.6e6 1.3e7 1.3e7 3/15
(1+1)-CMA-ES 6.2 ∞ ∞ ∞ ∞ ∞5.0e4 0/15
(1+2sm)-CMA-ES 4.7 3.3 ∞ ∞ ∞ ∞5.0e4 0/15
∆f 1e+1 1e+0 1e-1 1e-3 1e-5 1e-7 #succ
f1 43 43 43 43 43 43 15/15
(1+1)-CMA-ES 5.5 9.6 14 21 29 37 15/15
(1+2sm)-CMA-ES 4.9 8.5 12 19 26
? 33?2 15/15
f2 380 390 390 390 390 390 15/15
(1+1)-CMA-ES 32 38 41 43 44 45 15/15
(1+2sm)-CMA-ES 29 33
? 35?2 36?3 37?3 37?3 15/15
f3 5100 7600 7600 7600 7600 7700 15/15
(1+1)-CMA-ES ∞ ∞ ∞ ∞ ∞ ∞2.0e5 0/15
(1+2sm)-CMA-ES ∞ ∞ ∞ ∞ ∞ ∞2.0e5 0/15
f4 4700 7600 7700 7700 7800 1.4e5 9/15
(1+1)-CMA-ES ∞ ∞ ∞ ∞ ∞ ∞2.0e5 0/15
(1+2sm)-CMA-ES ∞ ∞ ∞ ∞ ∞ ∞2.0e5 0/15
f5 41 41 41 41 41 41 15/15
(1+1)-CMA-ES 3.1 3.6 3.8 3.8 3.8 3.8 15/15
(1+2sm)-CMA-ES 2.5 3.1 3.2 3.2 3.2 3.2 15/15
f6 1300 2300 3400 5200 6700 8400 15/15
(1+1)-CMA-ES 13 92 830 ∞ ∞ ∞2.0e5 0/15
(1+2sm)-CMA-ES 12 110 850 ∞ ∞ ∞2.0e5 0/15
f7 1400 4300 9500 1.7e4 1.7e4 1.7e4 15/15
(1+1)-CMA-ES 24 41 37 180 180 170 1/15
(1+2sm)-CMA-ES 24 54 96 180 180 180 1/15
f8 2000 3900 4000 4200 4400 4500 15/15
(1+1)-CMA-ES 3.2 4.8 5.1 5.3 5.3 5.3 15/15
(1+2sm)-CMA-ES 3 5.4 5.6 5.7 5.7 5.7 15/15
f9 1700 3100 3300 3500 3600 3700 15/15
(1+1)-CMA-ES 3.6 6.2 6.4 6.5 6.5 6.5 15/15
(1+2sm)-CMA-ES 3.4 6.9 7.1 7.1 7.1 7 15/15
f10 7400 8700 1.1e4 1.5e4 1.7e4 1.7e4 15/15
(1+1)-CMA-ES 1.7 1.7 1.4 1.1 0.99 0.99 15/15
(1+2sm)-CMA-ES 1.3
? 1.3?2 1.2?3 0.91?3↓ 0.82?3↓4 0.82?3↓415/15
f11 1000 2200 6300 9800 1.2e4 1.5e4 15/15
(1+1)-CMA-ES 7.7 5.9 2.7 2.6 2.4 2.1 15/15
(1+2sm)-CMA-ES 5.8
? 4.3? 2.1? 2?2 1.9?2 1.7?3 15/15
f12 1000 1900 2700 4100 1.2e4 1.4e4 15/15
(1+1)-CMA-ES 6.6 9.7 10 9.1 3.6 3.7 15/15
(1+2sm)-CMA-ES 6.3 8.3 8.2 6.9 2.9 3.1 15/15
f13 650 2000 2800 1.9e4 2.4e4 3.0e4 15/15
(1+1)-CMA-ES 6.5 4.8 10 4.1 7.6 13 4/15
(1+2sm)-CMA-ES 4.9 6 7.7 3.3 5.2 18 2/15
f14 75 240 300 930 1600 1.6e4 15/15
(1+1)-CMA-ES 2.9 1.9 2.3 2.2 5.4 1.2 15/15
(1+2sm)-CMA-ES 2.3 1.6 1.9
?2 1.9 4.5 0.97? 15/15
f15 3.0e4 1.5e5 3.1e5 3.2e5 4.5e5 4.6e5 15/15
(1+1)-CMA-ES ∞ ∞ ∞ ∞ ∞ ∞2.0e5 0/15
(1+2sm)-CMA-ES ∞ ∞ ∞ ∞ ∞ ∞2.0e5 0/15
f16 1400 2.7e4 7.7e4 1.9e5 2.0e5 2.2e5 15/15
(1+1)-CMA-ES 31 ∞ ∞ ∞ ∞ ∞2.0e5 0/15
(1+2sm)-CMA-ES 15 ∞ ∞ ∞ ∞ ∞2.0e5 0/15
f17 63 1000 4000 3.1e4 5.6e4 8.0e4 15/15
(1+1)-CMA-ES 53 ∞ ∞ ∞ ∞ ∞2.0e5 0/15
(1+2sm)-CMA-ES 42 ∞ ∞ ∞ ∞ ∞2.0e5 0/15
f18 620 4000 2.0e4 6.8e4 1.3e5 1.5e5 15/15
(1+1)-CMA-ES ∞ ∞ ∞ ∞ ∞ ∞2.0e5 0/15
(1+2sm)-CMA-ES 4.7e3 ∞ ∞ ∞ ∞ ∞2.0e5 0/15
f19 1 1 3.4e5 6.2e6 6.7e6 6.7e6 15/15
(1+1)-CMA-ES 290 2.9e6 ∞ ∞ ∞ ∞2.0e5 0/15
(1+2sm)-CMA-ES 850 ∞ ∞ ∞ ∞ ∞2.0e5 0/15
f20 82 4.6e4 3.1e6 5.5e6 5.6e6 5.6e6 14/15
(1+1)-CMA-ES 3.3 20 ∞ ∞ ∞ ∞2.0e5 0/15
(1+2sm)-CMA-ES 2.9 18 ∞ ∞ ∞ ∞2.0e5 0/15
f21 560 6500 1.4e4 1.5e4 1.6e4 1.8e4 15/15
(1+1)-CMA-ES 3.5 5.5 5.4 5.2 4.9 4.4 14/15
(1+2sm)-CMA-ES 3.3 4.6 3.9 3.8 3.6 3.2 14/15
f22 470 5600 2.3e4 2.5e4 2.7e4 1.3e5 12/15
(1+1)-CMA-ES 17 9.4 15 14 13 2.6 7/15
(1+2sm)-CMA-ES 10 4.4 9.8 9.2 8.6 1.7 8/15
f23 3.2 1600 6.7e4 4.9e5 8.1e5 8.4e5 15/15
(1+1)-CMA-ES 18 8.1 ∞ ∞ ∞ ∞2.0e5 0/15
(1+2sm)-CMA-ES 7.9 6 ∞ ∞ ∞ ∞2.0e5 0/15
f24 1.3e6 7.5e6 5.2e7 5.2e7 5.2e7 5.2e7 3/15
(1+1)-CMA-ES ∞ ∞ ∞ ∞ ∞ ∞2.0e5 0/15
(1+2sm)-CMA-ES ∞ ∞ ∞ ∞ ∞ ∞2.0e5 0/15
Table 1: Expected running time (ERT in number of function evaluations) divided by the best ERT measured
during BBOB-2009 (given in the respective first row) for (1+1)-CMA-ES and (1+2sm)-CMA-ES for different
∆f values for functions f1–f24. The median number of conducted function evaluations is additionally given in
italics, if ERT(10−7) =∞. #succ is the number of trials that reached the final target fopt + 10−8. Bold entries
are statistically significantly better compared to the other algorithm, with p = 0.05 or p = 10−k where k > 1 is
the number following the ? symbol, with Bonferroni correction of 48.
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