Introduction
Many situations require judiciously choosing particular pieces of information to acquire before otherwise acting. Consider the case of a scientist studying gravity. Dropping an apple from a bridge, to see whether it will fall, is a possible experiment. But it does not appear to be a useful experiment, perhaps because all plausible theories predict the apple will fall. In a Bayesian optimal experimental design (OED) framework, simply testing predictions of various theories does not constitute good science. Rather, possible experiments are judged useful to the extent that plausible competing theories make contradictory predictions about the results.
Beginning roughly 1980, psychologists began to use OED theories of the value of information as normative (theoretically optimal) or descriptive models of human queries and intuitions about the value of information (Table 7 .10). Examples of scenarios studied include people's intuitions about what medical tests are most useful , about what features would be most helpful to categorize objects (Skov & Sherman, 1986; Slowiaczek et al., 1992) , and about what cards are most useful on Wason's selection task (Klayman & Ha, 1987; Oaksford & Chater, 1994) ; human eye movements for learning an object's shape (Walker-Renninger et al., 2005) , for finding an object hidden in noise (Najemnik & Geisler, 2005) , or for categorization (Nelson & Cottrell, 2007) ; and monkeys' eye movements to query the location of a hidden target (Nakamura, 2006) .
In life, of course, information gathering is frequently also coupled with other goals Box & Hill, 1967; Chater et al. 1998; Lindley, 1956) . For instance, a foraging animal may wish to learn the geographical 07-Charter&Oaksford-Chap07 11/3/07 3:52 PM Page 143 distribution of a food source, while simultaneously maximizing immediate energy intake. Similarly, a physician diagnosing an illness would want to balance the expected informational value of diagnostic tests with their monetary cost and possible harm to the patient. (An expensive test that deposits large quantities of radiation on the patient, such as a CT scan, should be avoided if an inexpensive blood test provides equivalent information.) It would be inappropriate to build mathematical models of these situations based solely on information gathering; the other goals must also be incorporated. There is evidence that in some situations people can optimize fairly arbitrary utility functions (Trommershäuser et al., 2003) and that in other situations, people have difficulty doing so . In this chapter, however, our focus is on situations in which information gathering is the only goal. A unified theory of information gathering might be possible in these situations, depending on the consistency of intuitions across people and across tasks. Whether or not a unified theory is plausible will be discussed further on.
The issue of how to assess potential experiments' usefulness is complicated by the fact that an experiment's outcome is not known until the experiment is conducted. But in some cases, people have strong intuitions about which experiments (or questions, or queries) are most useful. The planet Vuma scenario (Fig. 7 .1), introduced by Skov and Sherman (1986) , illustrates this. The experimental subject imagines that they are on the planet Vuma, which is inhabited by two species of creatures, gloms and fizos. Because of the blinding light and blowing sand, the creatures are effectively invisible. The task is to categorize a randomly chosen creature as a glom or a fizo, by asking either whether it wears a hula hoop or whether it drinks iced tea. As in scientific inference, the hypotheses of interest (species of creature) cannot be queried directly, but probabilistic predictions of the hypotheses (presence or absence of features) can be tested. Suppose that P(glom) = P(fizo) = 0.50, P(hula | glom) = 0.90, P(hula | fizo) = 0.50, P(drink | glom) = 0.28, and P(drink | fizo) = 0.32. Which feature would be the most useful to query, based on the probabilities involved?
Most everyone thinks the hula feature is more useful. Why? Note that its usefulness depends on whether the feature is present or absent. Absence of the hula feature provides strong evidence for fizo: using Bayes' (1763) theorem, we can calculate that P(fizo | ~hula) = 0.88. Presence of the hula feature provides moderate evidence for glom: P(glom | hula) = 0.64. To assess the usefulness of the hula question, however, we need precise methods to:
(1) quantify the usefulness of each possible answer (presence or absence of the feature), and (2) weight each possible answer's usefulness, to quantify the usefulness of the question.
Several mathematical ideas for doing this have been proposed, in a Bayesian optimal experimental design (OED) framework. (Optimal data selection, a term used by Oaksford & Chater, 1994 , 2003 , and optimal experimental design are equivalent terms.) Note that environmental probabilities, and posterior probabilities of fizo or glom, given presence or absence of a feature, do not depend on what feature is queried. Suppose, for sake of illustration, that we were to use probability gain (Baron 1981 , as cited in Baron, 1985, pp. 130-167) to calculate the usefulness of obtained answers. Probability gain defines an answer's usefulness as the extent to which the answer improves the probability of correct guess (or reduces probability of error). If probability gain is used to calculate the utility (usefulness) of each answer (query result), absence of the hula hoop is worth 0.33 utility units, and presence of the hula hoop is worth 0.14 utility units. But how do we calculate the usefulness of the hula question? We could average the usefulness of the two answers, e.g. (0.33 + 0.14)/2 = 0.24. However, the hula hoop is present 70% of the time, so it would not make sense to weight presence and absence equally. Savage (1954, chap. 6) suggested weighting the usefulness (utility) of each answer according to its probability of occurrence. If we use probability gain to measure utility, then the expected utility of the hula question: eu(Hula) = P(hula) u(hula) + P(~hula) u(~hula) = 0.70 u(hula) + 0.30 u(~hula) = 0.20 utility units.
Note that here and throughout the chapter, we use capitals for random variables, such as the hula question (Hula), and lowercase for specific values taken by random variables, such as the answers that a hula hoop is worn (hula) or is not worn (~hula).
We can think of calculating the expected utility of the question as a balancing game ( Fig. 7. 2), in which we represent particular answers' utilities with weights on the right side of a fulcrum, and find what weight will balance the fulcrum on the left side. Balancing the fulcrum, as described below, is mathematically equivalent to calculating the expected usefulness of a question's possible answers. The more frequent an answer, the farther from the center of the fulcrum. Suppose we let 0.01 utility unit = 1 gram, and 1% probability of occurrence = 1 cm. We would then weight the hula absent answer at 33 grams, and put it 30 cm right of the fulcrum; and the hula present answer at 14 grams, and put it 70 cm right of the fulcrum. To find out what the hula question is worth, we check how much weight needs to be placed 100 cm to the left of the fulcrum to balance it: in this case, 20 grams. The expected utility of the hula hoop question is therefore 0.20 utility units, if probability gain is used to measure utility. (We could similarly calculate that the drink question is worth only 0.02 utility units.)
We would like to know whether human information acquisition is optimal (rational, in the sense of Anderson, 1990) . But, as mentioned above, in this chapter we are dealing with situations where no extrinsic utility (cost) function is given. Several different optimal experimental design (OED) theories of the value of information have been proposed, in most cases by statisticians considering how to calculate the usefulness of possible experiments. It would therefore be unreasonable to arbitrarily pick a particular measure of the value of information, against which to test people's intuitions. However, it would be remarkable if people's intuitions approximate any of these theories. But the data will push us to conclude something even stronger. We will find (1) that among the OED models, some are better motivated than others as normative models of the value of information, and (2) that among the OED models, the better-motivated models also provide better description of human intuition and behavior!
Optimal experimental design theories of the usefulness of information
Each theory that we will consider follows Savage's (1954, chap. 6) suggestion to define a question Q's usefulness as the expected usefulness, given current knowledge, of the possible answers q j :
The six OED theories of the value (utility or usefulness) of information that we will consider are Bayesian diagnosticity, log diagnosticity, information gain (uncertainty reduction), Kullback-Liebler (KL) distance, impact (absolute difference), and probability gain (error reduction). Table 7 .1 gives how each theory calculates the usefulness of a particular answer q. Individual c i are particular categories, on a categorization task. (Mathematically, we will treat possible categories c i as hypotheses to test.) The inquirer's (or learner's) goal in each case is to identify which category (or hypothesis) 07-Charter&Oaksford-Chap07 11/3/07 3:52 PM Page 146 is correct. Nelson (2005, pp. 996-997) gives example calculations of each theory. Here are some very brief highlights of each OED theory: -Probability gain (Baron, 1981 , as cited in Baron, 1985) quantifies the value of an answer as the extent to which that answer improves probability of correct guess of the true category. Maximizing probability gain corresponds to maximizing probability correct, as well as to minimizing probability of error. In this chapter we assume an optimal response strategy (rather than probability matching or other suboptimal strategies) when calculating probability gain. -Information gain (Lindley, 1956; Box & Hill, 1967; Fedorov, 1972) is based on the idea that an answer that reduces uncertainty (Shannon, 1948, entropy) about the true category is useful. Chater (1994, 2003) used expected information gain (mutual information) in their probabilistic models of Wason's selection task as optimal data selection. -Kullback-Liebler (KL) distance defines an answer's usefulness as the distance from prior to posterior beliefs about the categories (Kullback & Liebler, 1951; Cover & Thomas, 1991) . The expected KL distance of a query and the expected information gain of a query are identical (Oaksford & Chater, 1996) , although KL distance and information gain sometimes give different ratings of the usefulness of individual answers. -Impact measures the usefulness of information as the absolute change from prior to posterior beliefs. Impact appears to have been independently proposed on three 
separate occasions (by Wells & Lindsay, 1980; Klayman & Ha, 1987, pp. 219-220; Nickerson, 1996) . It was initially defined for situations with two categories; Nelson (2005) generalized it to situations with two or more discrete categories. It has been slightly reformulated here, in a way functionally equivalent to Nelson (2005) , but so that the presence or absence of very-low-probability categories does not change its scale. Impact and probability gain are equivalent if prior probabilities of the categories are equal. -Bayesian diagnosticity (Good, 1950 (Good, , 1975 (Good, , 1983 and log diagnosticity are based on the likelihood ratio of the answer obtained. (Note that despite their names, these measures are in no way more Bayesian than any others; nor does being Bayesian compel the use of these or other measures.) The idea is that answers are useful if they are more probable given one category than given the other category. However, both of these diagnosticity measures have serious flaws (Nelson, 2005) . One flaw is that Bayesian diagnosticity and log diagnosticity are unbounded, and consider a question to be infinitely useful if there is any probability that its answer will rule-out one hypothesis, even if the probability of that answer is very low. 1 Another is that in some cases they are independent of priors. Another limitation is that they are only defined for cases with exactly two categories, c 1 and c 2 , whereas the other theories are defined for two or more categories c i . In some cases, both diagnosticity measures make strange claims; in others, only one of the measures does. For instance, Nelson describes how log diagnosticity has bizarre nonmonotonicities in some situations in which diagnosticity is monotonic. What does each OED theory of the usefulness of information say about our example scenario? As we would hope, these six OED theories agree that the hula question is far more useful than the drink question (Table 7 .2).
In the remainder of this chapter we will consider a number of issues important for a rational theory of human information acquisition. How do various OED theories differ from each other? Which are best motivated? Which best describe human intuitions? Do people follow suboptimal heuristic strategies when picking queries? Do monkeys, people, and other animals have similar intuitions about the value of information? Finally, can OED principles be used to design the most informative experiments for addressing these issues?
Nonnegativity, additivity, and sequential questions
Before making statements about whether human information acquisition is rational, it would be helpful to know what theoretical OED models best capture the value of information. This is difficult in the situations we are considering, because there
TOWARDS A RATIONAL THEORY OF HUMAN INFORMATION ACQUISITION
are no (at least no obvious) unique externally-imposed utility functions. Despite some statements in the literature (Good, 1975, pp. 52-53 , said Bayesian diagnosticity 'was central to my first book and occurred also in at least 32 other publications…. What I say thirty-three times is true'), we will refrain from calling any particular utility optimal by definition. Two people could both be perfectly calibrated to the same environment, completely Bayesian in how they update their beliefs as new information is obtained, and yet choose to use different utility functions to evaluate potential queries' usefulness.
One issue in the literature is whether it is better to have a measure of information that is always positive if beliefs change (nonnegativity), such as impact or KL distance; or a measure of information in which two questions' sum utility, if the questions are answered sequentially, is the same as the utility if both questions are answered at once (additivity), such as probability gain or information gain. As a very rough analogy, we can think of current beliefs as a location on a journey to the desired destination, where a single category will have probability one, and the other categories will have probability zero. In this analogy, the various OED models of the utility of information are different metrics of distance traveled (the nonnegative measures), or of the distance remaining toward the destination (the additive measures). Distance traveled may or may not correspond to getting closer to the destination (as lost travelers can attest). It is hopefully intuitive that one could not have a measure that is guaranteed to be positive if beliefs change (e.g. an odometer), and also guaranteed to be additive (because driving in circles is possible, and beliefs sometimes do fluctuate in ways that do not bring the goal closer).
To make this more explicit, suppose a physician determines that a particular patient has Disease A with 76% probability, and Disease B, C, or D each with 8% probability. Note. In this example, P( glom) = P(fizo) = 0.50, P(hula | glom) = 0.90, P(hula | fizo) = 0.50, P(drinks | glom) = 0.28, and P(drinks | fizo) = 0.32. Therefore, P(hula) = 0.70, and P(~hula) = 0.30. The expected utility of the hula hoop question is given by eu(Hula). The utility of the answers that the hula hoop is (or is not) worn are given by u(hula) and u(~hula), respectively.
Suppose further that a diagnostic test, Test 1, provides evidence against Disease A, such that after seeing the test results the physician determines that each disease has 25% probability. Information gain and probability gain treat these results of Test 1 as having negative utility, whereas the other measures value the change in beliefs. Now suppose that Test 2 provides such strong evidence for Disease A that beliefs once again become 76% Disease A, and 8% for each of the other diseases. Evans and Over (1996) stated that the possible negativity of information gain was counterintuitive and theoretically problematic. (This criticism would apply equally to probability gain.) Evans and Over were also concerned that the probability of a category might fluctuate, sometimes above 50% and sometimes below 50%, indefinitely, as new information came in. The following section uses an example Planet Vuma scenario which was designed so that it is possible for beliefs about the probability of a category go from 75% to 25%, and back to 75%. The scenario illustrates (1) that indefinite fluctuation of beliefs of this sort is implausible, and (2) that nonnegativity itself can cause counterintuitive results. For instance, Bayesian diagnosticity values both Test 1 and Test 2 in the above medical diagnosis example, if the test results are obtained sequentially. However, if those test results are obtained simultaneously, such that beliefs about the probability of the diseases do not change, then Bayesian diagnosticity does not value them at all, despite the fact that the same information is obtained, and resulting beliefs are identical.
In the discussion below, F1 refers to the question, whose answer is unknown, about whether or not feature 1 is present, and f1 and ~f1 are the specific answers that feature 1 is present or not. eu(F1) is the expected utility (usefulness) of querying whether or not feature 1 is present; u(f1) and u(~f1) are the utility of learning that feature 1 is or is not present, respectively. Suppose that P(glom) = 0.75, P(fizo) = 0.25; P(f1 | glom) = 0.11, P(f1 | fizo) = 0.99; P(f2 | glom) = 0.99, and P(f2 | fizo) = 0.11. The features are conditionally independent, given the species (there are no symmetries). Consider two learners, who encounter the same creature, as follows: -the sequential learner first asks about feature 1, learning whether or not it is present, and then asks about feature 2, and learns whether it is present or not; -the all-at-once learner asks about features 1 and 2 in a single question, and learns in one fell swoop whether each feature is present or not.
Both learners have perfect knowledge of environmental statistics and are optimal Bayesians in updating their beliefs. This means that irrespective of what creature they encounter, both learners come to identical posterior beliefs (Table 7. 3). Yet if the learners use certain OED models to compute the utility of information, they may disagree about the information's usefulness! Two examples will illustrate.
Both features present case. The vast majority of the time, exactly one feature is present, such that the learner becomes almost certain of the true category once the presence or absence of each feature is known (Table 7. 3). (This argues against the assertion that beliefs could fluctuate indefinitely.) About 11% of the time, however, both features are present. For the sequential learner, this causes beliefs about the probability of glom to change from 75% to 25%, after feature 1 is observed, and then back to 75% after feature 2 is observed. For the all-at-once learner, beliefs do not change at all, because P(glom | f1, f2) = 0.75, and P(fizo | f1, f2) = 0.25. Note, again, that both learners had the same prior beliefs, obtained the same information, and have the same posterior beliefs. How does each learner value this information (Table 7 .4)? The all-at-once learner considers this information to be useless, irrespective of which OED utility they use to measure the value of information. Sequential learners who use information gain or probability gain to measure the value of information also consider the information to be useless. However, sequential learners who use KL distance, impact, Note. P( glom)=0.75, P(fizo) = 0.25, P(f1 | glom) = 0.11, P(f1 | fizo) = 0.99, P(f2 | glom) = 0.99, and P(f2 | fizo) = 0.11. Features are class-conditionally independent. Probability of these combinations of feature values, and posterior probabilities of the categories, are the same for both the sequential and all-at-once learners. Note. The two learners have the same posterior beliefs: P(glom | f1, f2) = 0.75, and P(fizo | f1, f2) = 0.25; these beliefs are equal to the prior beliefs. However, if KL distance, impact, Bayesian diagnosticity, or log diagnosticity are used to measure queries' usefulness, the learners disagree about whether the obtained information is useful.
Bayesian diagnosticity or log diagnosticity regard each obtained answer as informative, despite the fact that beliefs (in the end) did not change at all! Expected utility, averaging over all possible answers. Would the two learners agree, even on average, about the usefulness of the obtained information in our example scenario? The sequential learner first experiences the usefulness of the first question (F1, about whether feature 1 is present), and then experiences the usefulness of the second question (F2), given what they already learned about the first feature. For the sequential learner, then, we need to calculate the expected usefulness of the first question, eu(F1) ( Table 7 .5), plus the expected usefulness of the second question given the first question, eu(F2 | F1) (Table 7.6). For the all-at-once learner, who learns the presence or absence of both features simultaneously, we only need to compute eu(F1, F2) ( Table 7 .7). Do the two learners, who obtain the same information and have the same posterior beliefs, equally value that information (Table 7 .8)? If the learners use KL distance, probability gain, or information gain, then on average, they equally value the Note. See Table 7 .3 for the probability of each combination of feature values. Note. P(f1) = 0.33, P(~f1) = 0.67, eu(F1) = 0.33 . u(f1) + 0.67 . u(~f1).
obtained information. If the learners use impact, Bayesian diagnosticity, or log diagnosticity, they do not equally value that information, even on average. Suppose the learners were to use Bayesian diagnosticity. For the sequential learner, the total expected diagnosticity is 90 (eu(F1) = 62.6; eu(F2 | F1) = 27.4). Yet the all-at-once learner values the same information as having expected diagnosticity of 706.76! Which property is more important:
1. additivity, where eu(f1) + eu(f2 | f1) = eu(f1, f2); or 2. nonnegativity in cases where beliefs change?
It seems that with respect to these properties, we can have additivity (probability gain, information gain) or nonnegativity (KL distance, impact, Bayesian diagnosticity, log diagnosticity), but not both. The above example shows how lacking additivity can lead to strange contradictions between sequential and all-at-once learners. Is nonnegativity also a critical property? Actually, neuroeconomic theories (e.g. Schultz, 1998) suggest Note. See Table 7 .3 for the probability of each combination of feature values. Note: learners who use impact, Bayesian diagnosticity, or log diagnosticity will on average experience different sum utility if querying the features sequentially, vs. simultaneously, despite having the same prior and posterior beliefs.
that having negative utility is critical for learning. Savage's (1954, chap. 6 ) account of information acquisition also allows for zero or negative utility. It is ultimately an empirical question whether people experience some information as having zero or negative utility. Physiological measures such as recording from individual neurons (Nakamura, 2006) , or EEG, MEG, fMRI, and galvanic skin response, as well as behavioral experiments, could potentially address this.
Would it ever make sense to use the diagnosticity measures?
Nelson (2005) argued that Bayesian diagnosticity and log diagnosticity are poor theoretical models of the utility of information, and are not needed to explain empirical data. Perhaps because those measures highly (even infinitely) value high certainty, several people have subsequently inquired whether the diagnosticity measures should be used in situations that require high certainty. The short answer is no. If a learner wishes to maximize a particular goal, they should directly compute the utility of candidate queries with respect to achieving that goal (Savage, 1954) , without use of any OED theories of the value of information. However, we can still ask whether the diagnosticity measures might approximate the learner's goals in situations that require high certainty. This section illustrates that even in situations where high certainty is required, relying on the diagnosticity measures can be counterproductive (Table 7 .9). In each situation here:
• querying feature 2 leads to higher probability of achieving the learner's goal;
• KL distance, information gain, impact, and probability gain prefer feature 2;
• Bayesian diagnosticity and log diagnosticity either prefer feature 1 or are indifferent between the features. Scenario 1. Suppose that the learner must become 99% sure of the true category for the information to be useful, and therefore wishes to maximize the probability that their posterior beliefs will be at least 99% in favor of one category or the other. Would they then want to use Bayesian diagnosticity to choose what question to ask? Table 7 .9. Evidence-acquisition scenarios with more specific goals than information acquisition alone Feature 2 offers 100% chance of being useful; feature 1 offers 5% chance of being useful. Yet the Bayesian diagnosticity (and log diagnosticity) of feature 1 is infinitely greater than that of feature 2. Scenario 2. Suppose the learner needs to falsify their working hypothesis (glom) with 100% confidence for the information to be useful. This goal implements Popper's (1959) suggestion that scientists should do the experiment with the best hope of falsifying their current best hypothesis. Feature 2 falsifies the working hypotheses 24% of the time, whereas feature 1 falsifies the working hypothesis only 6% of the time. Yet Bayesian diagnosticity is indifferent between the features, as both features have infinite diagnosticity.
Scenario 3. Suppose the learner wishes to almost eliminate their working hypothesis (glom), by reducing its probability to no more than 1%. If feature 2 is present, this goal is achieved: P(glom | f2) = 0.0029; feature 2 is present about 24% of the time. Feature 1 never achieves this criterion, yet the diagnosticity measures prefer it.
Scenario 4. Suppose the learner wishes to have the highest probability of eliminating their alternate hypothesis (or, equivalently, achieving 100% confidence in their working hypothesis). If either feature is present, the alternate hypothesis is ruled-out. Feature 2 is present four times as often as feature 1 (56% versus 14% of the time). Yet the diagnosticity measures are indifferent between the features.
Research to date. Which OED model best explains human intuitions?
Several articles (Table 7 .10), involving a diverse set of tasks, have examined whether human (or monkey) information acquisition follows OED principles. Some recent work has even explored whether eye movements could also be modeled in an OED framework, where each eye movement is modeled as a query of the visual scene that returns high-resolution information from the center of gaze and lower-resolution information from the periphery.
Which OED model best approximates human intuitions about the value of information, and choices of questions to ask? Most articles use only a single OED theory of information. Thus, it is entirely possible that different theories would disagree about which queries are most informative, and about whether human information acquisition is rational. To address this possibility, Nelson (2005) re-analyzed the tasks in several articles (Skov & Sherman, 1986; Slowiaczek et al., 1992; Oaksford & Chater, 2003; McKenzie & Mikkelsen, 2007) to identify the predictions of each of six OED models of the value of information, on each task. There was high agreement between models on which questions were most (and least) useful. 2
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2 An important caveat is that small changes in the hypotheses and prior probabilities in a model can have strong implications on the apparent usefulness of subjects' queries (Nelson, 2005; . How can researchers know what hypotheses and prior probabilities most accurately model subjects' beliefs? The complexity of various hypotheses (Feldman 2000 (Feldman , 2003 (Feldman , 2006 Nelson & Cottrell, 2007) , meta-hypotheses about the types of hypothesis spaces that are feasible (Kemp et al., 2006) , generalization ratings (Tenenbaum, 1999 (Tenenbaum, , 2000 Tenenbaum & Griffiths, 2001) , and error data can provide guidance. Use of natural sampling 07-Charter&Oaksford-Chap07 11/3/07 3:52 PM Page 155 Table 7 .10. Value of information tasks that have been modeled in an OED framework
Task References
Medical diagnosis Good & Card (1971) ; Card & Good (1974) ; Baron, Beattie, & Hershey (1988) Personality characteristics Trope & Bassok (1982 ; Bassok & Trope (1983 -1984 Planet Vuma Selection task, Reduced Oaksford & Chater (1994 , 2003 ; array selection task Laming (1996); Over & Jessop (1998); Oaksford et al. (1997 Oaksford et al. ( , 1999 ; Klauer (1999) ; Hattori (2002); Oaksford & Wakefield (2003) Covariation assessment McKenzie & Mikkelsen (2006) Hypothesis testing Klayman & Ha (1987) ; Klayman (1987) 2-4-6 task, Baron (1985) ; Ginzburg & Sejnowski (1996) ; Nelson & active number concept task
Movellan (2001); Alien mind reading (inferring Steyvers et al. (2003) causal structure) Urns and poker chips Baron (1985) Eyewitness identification Wells & Lindsay (1980) ; Wells & Olson (2002) Social contingency detection Movellan (2005) Eye movement tasks:
Free viewing Lee & Yu (2000) ; Itti & Baldi (2006) ; Bruce & Tsotsos (2006) Reading Legge et al. (1997 Legge et al. ( , 2002 ; Legge et al. (2002) Visual search Najemnik & Geisler (2005); Zhang & Cottrell (submitted) Shape learning Renninger et al. (2005 Renninger et al. ( , 2007 Contrast entropy reduction Raj et al. (2005) Target detection Nakamura (2006) Concept learning Nelson & Cottrell (2007) Note. Most of the articles here concerned experimental data with human subjects; some were purely theoretical. Pseudodiagnosticity articles (e.g. Doherty et al., 1996) address similar issues. Some eye movement models are 'bottom-up,' driven by image properties in a task-blind manner, in an OED framework.
to convey environmental statistics to subjects (Knowlton et al., 1994; Oaksford & Wakefield, 2003) may help ensure that subjects assimilate the hypothesized probabilities better than via reading words and numbers alone. People seem well calibrated to statistics of visual scenes (Knill & Richards, 1996; Kersten et al., 2004; Yuille et al., 2004; Knill, 2006) . Given this, eye movement tasks, in which each eye movement is modeled as a query of a visual scene, can also be helpful. Irrespective of how subjects learn prior probabilities, it is helpful to show (1) that subjects' beliefs are accurately described by a particular probability model, or (2) that the ordering of the usefulness of various queries does not depend on which plausible model best describes subjects' beliefs.
This result supported the feasibility of a rational (Anderson, 1990 ) theory of information acquisition, suggesting that irrespective of which OED model is the best motivated theoretically, human behavior closely agrees with it. However, this result left unclear which theoretical model best matches human intuitions. Is it possible to differentiate which OED models best describe human intuitions? Nelson (2005) used computer optimization to find a limiting scenario in which the various OED models strongly disagree about which features are most useful, and then tested that scenario (Table 7 .11) with human subjects. Subjects were asked to rank order the features from most to least useful, if they could just ask about one feature to classify a creature as a glom or fizo. Most OED models predict that the harmonica feature will be ranked as most useful, and the hula feature as least useful. Bayesian diagnosticity and log diagnosticity, however, hold that the hula feature is infinitely useful, because it sometimes (with probability 1 in 200) leads to certainty of the true species.
What did the 148 subjects think? Responses were strongly positively correlated with most OED models (Spearman rank correlations of 0.69-0.78), yet negatively correlated with Bayesian diagnosticity (correlation = −0.41) and with log diagnosticity (correlation = −0.22). A majority of the subjects gave a rank order that exactly matched information gain, KL distance, impact, or probability gain. No subjects gave a rank order that matched either Bayesian diagnosticity or log diagnosticity. This result suggests that the diagnosticity measures do not provide the most accurate approximation of human intuitions about the value of information.
Results from Nelson's (2005) experiment do not distinguish among probability gain, impact, information gain, and KL distance, because the predictions of those models were highly (or perfectly) correlated. Nelson did describe situations in which the remaining theories make moderately contradictory predictions. However, these situations include unequal prior probabilities of the categories (glom and fizo), which could not be effectively conveyed to subjects with a words-and-numbers-based experiment. If the desired environmental probabilities could be effectively conveyed to subjects, it could prove feasible to discriminate which of the remaining OED models best describes human intuitions. Note: Prior P( glom) = P(fizo) = 0.50. From Table 10 in Nelson (2005) , copyright American Psychological Association; adapted with permission.
Suboptimal heuristics vs. OED models
The research discussed in the chapter suggests that OED theories provide a good approximation to human intuition about the usefulness of information. But do OED theories provide the best descriptive account? Perhaps people rely on heuristic strategies that only partly approximate optimal models. How could we tell? Here we briefly consider three heuristic strategies that have been reported in the literature. (Many others, including fast and frugal heuristics, e.g. Chase et al., 1998 , could be considered as well.) Feature difference heuristic. Skov and Sherman (1986) , and Slowiaczek et al. (1992) noted that many subjects query features with the highest absolute difference in feature probabilities, e.g. the feature with maximal abs(P(f | h 1 ) -P(f | h 2 )). Those authors called this strategy heuristic, implying that it is suboptimal. However, Nelson (2005) , who also observed this heuristic empirically, proved that the feature difference heuristic exactly implements the impact OED model. This is true in all situations where there are two categories of objects and binary features, irrespective of the prior probabilities of the categories and the specific feature probabilities. Because the feature difference heuristic exactly implements an optimal model, its use does not support claims of suboptimality in human information acquisition.
Information bias. reported that even when a feature (a medical test, in their experiment) had zero probability gain, subjects judged it as useful if it would change beliefs. Baron et al. called this phenomenon information bias. This phenomenon may be a bias if probability gain, which Baron et al. used as their normative benchmark, is uniquely applicable as a normative model. However, information gain, KL distance, and impact also value queries that lead to changed beliefs but not improvement in probability of correct guess. In other words, whether or not information bias is in fact a bias depends on what normative model one applies to the situation.
Hypothesis confirmation. Skov and Sherman (1986) , in a planet Vuma scenario, defined hypothesis-confirming queries as testing features for which P(f | h 1 ) > P(f | h 2 ), where h 1 is the focal hypothesis. (As Klayman, 1995, noted, if Bayes' theorem is used to update beliefs, no question can introduce bias, although some questions can be more informative than others. Skov and Sherman's definition of hypothesis confirmation, which we adopt here, implies that a feature's presence favors h 1 , and its absence favors h 2 .) The questions available to subjects in Skov and Sherman's experiment included a variety of high, medium, and low usefulness features. Most subjects were in conditions where glom or fizo was marked as the working hypothesis, such that features could also be classified as confirmatory or disconfirmatory. Subjects were very sensitive to usefulness: about 74% of choices of questions were to high usefulness features, 21% to medium usefulness features, and 4% to low usefulness features (chance would be 33% each). Were subjects also influenced by hypothesis confirmation? Despite Skov and Sherman's statement (p. 93, echoed later in reviews by Klayman, 1995 , Nickerson, 1998 ) that subjects showed a 'strong and consistent tendency to ask hypothesisconfirming questions,' the evidence was comparatively weak. About 60% of choices were to hypothesis-confirming features (chance would be 50%). This result is consistent with 80% of subjects being indifferent to whether a feature is hypothesis-confirming or not, and just 20% of subjects preferring hypothesis-confirming features.
But because there was no tradeoff between usefulness and hypothesis confirmation, the results do not show whether any subject would give up any information to test a hypothesis-confirming feature.
Optimal experimental design as a way to implement strong inference By and large, research to date suggests that human information acquisition is in good accord with rational (Bayesian optimal experimental design) principles, on a wide variety of tasks. In situations where some OED theories are better motivated than others, the better-motivated theories tend to better describe human intuitions and queries. Yet the tasks studied to date barely scratch the surface of the theoretical issues that are important in information acquisition. For instance, planning several steps ahead is more efficient than just planning the next query, but little research has studied sequential queries. Similarly, whether human information acquisition is sensitive to class-conditional feature dependencies (such as bilateral symmetries in vertebrates) is not known. Some research suggests that monkey eye movements (Nakamura, 2006) may follow OED principles. It would be helpful to also study other cases of perceptual information acquisition, such as bat echolocation and rat whisking. Can OED principles be used to design the most informative experiments for addressing these issues? Platt (1964) , inspired by a tradition of scientific thought, suggested that science progresses most quickly when scientists enumerate alternate hypotheses to explain a phenomenon, devise experiments in which those hypotheses make strongly contradictory predictions, and then conduct those experiments. A limit in some research is that the stimuli were not designed to maximally differentiate between competing theoretical models. In some cases the theoretical account reduces to 'theory X claims query 1 is more useful than query 2; subjects agree; therefore subjects follow theory X.' The problem is that if every theory holds that query 1 is more useful than query 2, it is neither surprising nor interesting that people agree. A challenge in future work is to find and test cases in which candidate theories most strongly disagree about which queries people will conduct. If people have strong intuitions and consistent behavior in those cases, the results will of course contribute to theory of human information acquisition. But equally importantly, those scenarios may enhance our own developing concepts (Baron 2002 (Baron , 2004 of what utilities are best suited to quantify the value of information in scientific inference and in other tasks.
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