An ant colony optimization (ACO) is employed to solve uncapacitated facility location (UFL) problem, which is one of the most widely studied in combinatorial optimization. This is the first approach to solve this problem using ACO technique. Various exact algorithms like branch and bound, linear programming, Lagrangean relaxation algorithms had already been used to solve the problem. On the other hand the meta heuristic approach like continuous particle swarm optimization algorithm (CPSO) [1] has been found very useful to solve this problem. The same benchmark suites that were used in CPSO algorithm collected from OR-library [2] are applied here.
INTRODUCTION
Efficient supply chain management has led to increased profit, increased market share, reduced operating cost and improved customer satisfaction for many businesses. One strategic decision is related to physical distribution structure in supply chain management including locating facilities and allocating customers to them is facility location. On operational level, decisions on transportation flows and inventory levels have to be made considering customer demands, transportation cost, inventory cost and other cost. Facility Location, also known as Location Analysis, is a branch of Operation Research [3] concerning itself with mathematical modeling and solution of problems concerning optimal placement of facilities in order to minimize the transportation costs, avoid placing hazardous materials near housing, outperform competitors' facilities, etc. 'Uncapacitated Facility Location Problem' is tried to be solved which finds the number of facilities to be established and specify those facilities such that the total cost will be minimized considering the total cost means a fixed cost of setting up a facility in a given site and a transportation cost of satisfying the customer requirements from a facility. The constraints maintained here are that there is no limit of capacity for any candidate facility and the whole demand of each customer has to be assigned to one of the facility.
The organization of the paper is as follows: in Section 2, a basic idea is given for Ant Colony Optimization Technique. Section 3 reports about the definition of the Uncapacitated Facility Location Problem along with the constraints. Section 4 describes the earlier related work for this problem. Section 5 represents the ACO algorithm for solving the Uncapacitated Facility Location problem. Section 6 provides the result obtained from the algorithm. Finally, Section 7 presents the conclusion driven.
ANT COLONY OPTIMIZATION (ACO)
Ant Colony Optimization (ACO) is a paradigm for designing meta-heuristic algorithms for combinatorial optimization problems. The essential trait of ACO algorithms is the combination of a priori information about the structure of a promising solution with a posteriori information about the structure of the previously obtained good solutions. It is using natural metaphor to solve complex combinatorial problems. It has demonstrated significant successes in dealing with the traveling salesman problem, graph coloring problem, quadratic assignment problem, vertex covering problem, generalized minimal spanning tree problem and scheduling problems due to the attractiveness of the ant behaviors and simplicity in implementations. Since the development of the first ACO system, called Ant System, several refined versions have been proposed. Basically, a problem under study is first transformed into a weighted graph. Then the ACO system iteratively distributes a set of potential ants onto the graph to construct tours corresponding to potential solutions. The optimization mechanism of the ACO system is based on two important features. The first one is the probabilistic state transition rule that is applied when an ant is choosing the next vertex to visit. The second one is the pheromone-updating rule that dynamically changes the preference degree for the edges that have been traveled through. The state transition rule is a random proportional scheme that assigns the probability with which ant k on vertex i choose vertex j as next vertex to visit, and this probability can be calculated according to the following equation:
where A k is the set of vertices that are open or accessible to ant k, τ ij is the dynamic desirability measure (called the pheromone in a biological sense) about the access to the edge (i, j), η ij is the static desirability measure about the same edge based on a problem specific local heuristic, and β is the parameter controlling the relative significance between the two measures. The state transition rule can be triggered as follows. First, draw a random number q from the open interval (0, 1), and if q is less than a specified threshold q 0 , the edge with the maximal product τ ir . η β ir is always selected (as per the first &second condition of equation (1)); otherwise the edge is selected according to the probability given in the third condition of equation (1) . The pheromone updating rule changes the dynamic desirability measure of accessing a specific edge based on the experiences cumulated over time. It can be reinforced using the following form:
whereαthe evaporation is rate and ∆τ ij is the amount of new increment. There are two situations to perform the pheromone-updating rule. One is called the global pheromone-updating rule that is performed at the end of each cycle. In this case, ∆τ ij is set of value that reflects the quality of a completed tour. The other is called the local pheromone-updating rule that is performed at the end of each step. In this case, ∆τ ij is usually constant. 
UFL DEFINITION
In a UFL problem, there are a number of customers, m, to be satisfied by a number of facilities, n. Each facility has a fixed cost, fc j . A transport cost, c i j , is accrued for serving customer, i, from facility, j. There is no limit of capacity for any candidate facility and the whole demand of each customer has to be assigned to one of the facilities. We are asked to find the number of facilities to be established and specify those facilities such that the total cost will be minimized. The mathematical formulation of the problem can be stated as follows:
subject to:
0 ≤ x ij ≤ y j (5) where i = 1...m; j = 1, ..., n; x i j represents the quantity supplied from facility i to customer j; y j indicates whether facility j is established (y j = 1) or not (y j = 0). Constraint (4) makes sure that all customers' demands have been met by an open facility and (5) is to keep integrity. Since it is assumed that there is no capacity limit for any facility, the demand size of each customer is ignored and therefore (3) established without considering demand variable.
EARLIER RELATED WORK FOR UFL PROBLEM
There is a variety of exact algorithms to solve the UFL problem, such as branch and bound, linear programming, Lagrangean relaxation algorithms, dual approach (DUALLOC) of Erlenkotter and the primal -dual approach of Korkel. Alves and Almeida proposed a simulated annealing algorithms and reported that they produce high quality solutions, but quite expensive in computation times. A new version of evolutionary simulated annealing algorithm (ESA) called distributed ESA presented by Aydin and Fogarty. They stated that with implementing it they get good quality of solutions within short times. Another popular metaheuristic, tabu search algorithm, is applied by Al-Sultan and Al-Fawzan in [4] . Their application produces good solutions, but takes significant computing time and limits the applicability of the algorithm. Michel and Van Hentenryck [5] also applied tabu search and their proposed algorithm generates more robust solutions. Sun [6] examined tabu search procedure against the Lagrangean method and heuristic procedures reported by Ghosh [3] . Genetic algorithms (GA) are also applied by Kratica and Jaramillo [7] . There are artificial neural network approaches to solve UFL problems in Gen et al. [8] and Vaithyanathan et al [9] . Finally there are Particle Swarm Optimization approach applied by Guner1 & Sevkli [10] and Modified Particle Swarm Optimization by Saha, Kole & Dey [1] .
ACO ALGORITHM FOR UFL PROBLEM
Step 1: Transform each of the data set into a completely connected non-directed graph. Number of facilities will be the number of nodes in the graph and number of nodes will be the number of ants.
Step 2: Assign unequal weights in the range [20, 120 ] to all of the nodes.
Step 3: Place each ant on a node arbitrarily and assign some equal pheromone to all the nodes. The value of the initial pheromone will be 1 n × ∑ i∈C ω i (6) where C is the sequence of the initial solution based on some greedy method, n is the number of nodes in the sequence and ∑ i∈C ω i is the summation of the weights of those nodes that are there in the initial sequence.
Step 4: Any ant k situated at vertex i will choose the next vertex j based on the state transition rule that defines the probability as follows:
if q < q 0 and j = arg max τ r . η β rk r∈A k 0, if q < q 0 and j = arg max τ r . η
where A k is the set of accessible vertices for ant k and the variableη jk , which evaluates the local preferences for vertex j for ant k to follow, changes dynamically and is given by
i.e. η jk is the number of edges not covered by ant k which is currently connected to vertex j divided by the weight of the vertex j.
Step 5:
When each ant has chosen a new vertex, say vertex i, the pheromone on the vertex will be updated by
where ϕ ∈ (0 , 1) is a parameter adjusting the pheromone previously laid on vertex i and τ 0 is the initial pheromone laid on each vertex calculated by equation (6).
Step 6: Repeat step 4 and step 5 until a particular ant completes its tour. When a particular ant completes its tour, calculate the fitness value of the objective function based on the open facilities which are nothing but the nodes that the ant has visited in a tour. The process of fitness value calculation is as follows (considering facilities 1, 2 and 5 are open):
Total cost of open facility vector can be calculated as follows: Table 1 . An example of fitness value calculation for 5-facility to 6-customer problem This fitness value for a particular tour will be kept as local best.
Step 7: Repeat step 4, step 5 and step 6 until all the ants have completed their tours. After completion of all the tours and calculating the fitness values which is the local best, the total number of local bests will be the total number of ants.
Step 8: Now minimum of all these local bests will be called the global best. The nodes that are there in the minimum local best tour, those nodes will be in the optimal path that will be updated in the successive iterations if still better path can be achieved.
Step 9: Let vertex subset V c be the currently best solution. The pheromone left on vertex i will be updated according to the global updating rule as follows:
where ∆τ i = 1 ∑ j ∈ Vc w (j ) . and ρ ∈ (0, 1) is a parameter, which simulates the evaporation rate of the pheromone intensity and enables the algorithm to forget bad decisions previously done.
Step 10: Repeat steps 4 -9 until the maximum iterations are reached.
RESULT & DISCUSSION
The ACO algorithm is coded with C language in Linux Platform and run on an Intel Core2Duo 2.4 GHz Laptop with 1GB memory. The results are shown in the following table: The parameters of ACO for this problem are set as: α = 0.9, β = 1, q 0 = 0.9,ρ = 0.9, τ 0 = 1 n ×∑ i∈C ω i where n is the number of nodes in the initial approximation of the solution and ω i is the weights of those nodes that are there in the initial solution. For getting better result instead of keeping the w value fixed, i vary the w value from 0.9 to 0.4 in various iterations.
CONCLUSION
In this paper, ACO algorithm is applied to solve Uncapacitated Facility Location Problem. This problem had also been solved using another meta-heuristic method Particle Swarm Optimization technique [1] . As the future scope of that work, to get better result, the same UFL problem is tried to be implemented with the same data set using this Ant Colony Optimization technique which is giving almost same result for some data set in comparison with PSO technique. But as this is the first approach to solve this kind of problems using Ant Colony Optimization, various modifications can be done to get better result in comparison to PSO technique. These modifications can be the value of the heuristics, the range of the initial weight of the nodes, the greedy method to get the initial solution or the termination condition.
