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Descripcio´n de los colores de una imagen
mediante te´cnicas de Deep learning
Oscar Prades Palacios
Resumen– En este proyecto proponemos una solucio´n para la descripcio´n de los colores de una
imagen, basada en el modelo propuesto por Wang et al. [10]. En una primera fase, se implementa un
modelo auto-supervisado en el cual se utilizan como supervisio´n los histogramas de color generados
por las mismas ima´genes utilizadas durante el aprendizaje. Este modelo refleja las caracterı´sticas
del color de las ima´genes sin la influencia de muestras erro´neas. Para lidiar con las ima´genes mal
etiquetadas, implementamos un me´todo de seleccio´n de muestras que filtra dichas ima´genes y las
descarta de la fase de entrenamiento del modelo. En una segunda fase, procedemos a refinar el
modelo para que aprenda a etiquetar los colores con su respectivo nombre. Se propone una mejora
respecto al modelo previo utilizando ima´genes distintas durante el entrenamiento, obteniendo ası´ un
modelo con mayor rendimiento. Para finalizar se hacen varios experimentos con todos los modelos
implementados para poder analizar y comparar su rendimiento.
Palabras Clave– Redes neuronales, CNN, Etiquetado de colores, Tensorflow, Aprendizaje
auto-supervisado
Abstract– The aim of this project is to propose a solution for the description of the colors of an
image, based on the model proposed by Wang et al. [10]. In a first stage, a self-supervised model
is implemented and trained with the color histograms generated by the images used in the learning
process. This model reflects the color characteristics of images without the influence of noisy
samples. To deal with poorly labeled images, we implemented a sample selection method that
filters these images and excludes them from the training phase of the model. In a second stage,
we proceed to refine the model so it learns to label the colors with their appropriate name. It is
proposed an improvement over the previous model using different images in the process training,
obtaining a model with higher performance. Finally, several experiments are carried out with all
models implemented in order to analyze and compare their performance.
Keywords– Neural networks, CNN, Color naming, Tensorflow, Self-supervised learning
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1 INTRODUCCIO´N
LOS colores que percibimos, se pueden describir porvarios aspectos como matiz, brillo, saturacio´n, etc.Sin embargo, aunque el sistema visual humano fun-
ciona aproximadamente para todos por igual, las interpreta-
ciones que hace nuestro cerebro de estos estı´mulos de en-
trada pueden ser diferentes segu´n el observador.
El sistema visual es un conjunto de o´rganos, vı´as y cen-
tros nerviosos que permiten la captacio´n, procesamiento y
aprovechamiento de la informacio´n visual que nos llega a
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trave´s del globo ocular, y que mediante un proceso de trans-
duccio´n de la informacio´n visual recibida desde nuestro
campo de visio´n, hace que seamos capaces de alcanzar una
percepcio´n muy precisa del mundo fı´sico que nos rodea.
Las ce´lulas o mecanismos encargados de captar la luz en
nuestro sistema visual son llamados fotorreceptores. E´stos
se localizan en el interior del ojo y existen dos tipos: conos
y bastones. Mientras que los conos forman una especie de
mosaico hexagonal, los bastones esta´n distribuidos de for-
ma ma´s desorganizada que los conos. Existe una zona del
globo ocular donde no hay ningu´n tipo de fotoreceptor, esta
zona es denominada el punto ciego.
Los bastones son los responsables de la visio´n escoto´pica
(condiciones de baja luminosidad), los conos por su parte,
contienen tres tipos de opsinas y cada una de ellas tiene una
mayor sensibilidad a diferentes longitudes de onda. Por ello
los conos son los responsables de la percepcio´n del color y
dan lugar a la visio´n tricroma´tica. De aquı´ proviene el co-
Junio de 2017, Escola d’Enginyeria (UAB)
2 EE/UAB TFG INFORMA´TICA: DESCRIPCIO´N DE LOS COLORES DE UNA IMAGEN MEDIANTE TE´CNICAS DE DEEP LEARNING
nocido espacio de color RGB. La interpretacio´n final de los
colores que percibimos se hace hace en base a unas cate-
gorı´as de color que tienen un nombre asociado [1, 2].
Segu´n Correa et al. [3], la percepcio´n del color puede va-
riar entre personas o incluso puede deberse a factores no
fisiolo´gicos. Por ejemplo la forma de los objetos, la distan-
cia de la imagen respecto al observador, la luminosidad del
objeto observado, e incluso puede deberse a factores cul-
turales y/o sociales. Todas estas diferencias hacen que el
problema de la identificacio´n o clasificacio´n de colores de
forma computacional, sea un problema complejo y en oca-
siones muy costoso.
En este proyecto se propone abordar el problema de la
clasificacio´n automa´tica de los colores de una imagen me-
diante el uso de redes neuronales. El objetivo es crear un
sistema automa´tico capaz de identificar cada color de una
imagen y etiquetarlo con su respectivo nombre. Nos basa-
remos en la definicio´n de los 11 colores ba´sicos definidos
por Berlin y Kay [4] 1, para ası´ poder etiquetar cualquier
conjunto de colores de una imagen en un grupo reducido de
ellos.
Las aplicaciones practicas que se le puede dar a un siste-
ma automa´tico de este tipo son muy variadas. Desde siste-
mas auto´nomos que basan sus decisiones en ima´genes que
requieren informacio´n del color, etiquetado automa´tico de
ima´genes para su posterior tratamiento, sistemas de ayuda
y/o transcripcio´n de colores para personas con problemas
de visio´n, etc.
2 OBJETIVOS
El objetivo general del proyecto consiste en dar una so-
lucio´n al problema del etiquetado del color de una imagen.
Para ello se pretende desarrollar y documentar una arquitec-
tura de red neuronal convolucional capaz de proporcionar
una resolucio´n competente del problema, basa´ndonos en la
descripcio´n de los 11 colores ba´sicos definidos por Berlin y
Kay [4]. Ma´s especı´ficamente los objetivos son:
Estudiar e investigar las redes neuronales existentes
que abordan el problema de la clasificacio´n de colo-
res y su etiquetado (color naming).
Ana´lisis de las herramientas disponibles para trabajar
con redes neuronales.
Desarrollar, implementar y entrenar un modelo de red
neuronal convolucional a partir de las estudiadas en el
punto anterior.
Estudiar la posibilidad de introducir mejoras en la red
implementada.
Documentar, analizar y comparar el rendimiento de to-
das las arquitecturas de red implementadas, para su
posterior conclusio´n.
3 ESTADO DEL ARTE
El problema de la asignacio´n de nombres a los colores, se
ha estudiado principalmente en campos como la psicologı´a
1negro, azul, marro´n, verde, gris, naranja, rosa, lila, rojo, blanco y ama-
rillo.
y la lingu¨ı´stica. Sin embargo, a partir del an˜o 2000, gra-
cias a la evolucio´n de los sistemas computacionales, surge
el intere´s por la automatizacio´n de esta tarea. Existen varias
investigaciones con resultados interesantes resolviendo el
problema de la clasificacio´n de color. Como por ejemplo, el
trabajo de Menegaz et al. [5], en el que se propone modelar
cada color como un conjunto difuso, cuya funcio´n de perte-
nencia se define ajustando el modelo a los resultados de un
experimento psicofı´sico. O los trabajos de Benavente et al.
[6, 7]. En el primero se presenta un conjunto de datos obte-
nido a partir de un experimento de etiquetado de colores y se
ofrece un amplio ana´lisis mediante conjuntos estadı´sticos.
En el segundo, se presenta un modelo parame´trico, donde
cada categorı´a de color es modelada como un conjunto di-
fuso con una funcio´n de pertenencia parame´trica. Tambie´n
podemos destacar el trabajo realizado por van de Weijer et
al. [8] donde se utiliza el me´todo del ana´lisis sinta´ctico pro-
babilı´stico latente (PLSA [9]), para aprender la informacio´n
del color de ima´genes extraı´das de Google Ima´genes.
En cua´nto a la clasificacio´n de color mediante redes neu-
ronales convolucionales, destacamos el trabajo realizado
por Wang et al. [10] en el cual se basa este proyecto. En
e´l, se aborda el problema de la clasificacio´n del color de
una imagen mediante una red, bajo la implementacio´n de
un framework definido en dos fases. Tambie´n es interesan-
te el estudio realizado por Rafegas y Vanrell [11], donde se
profundiza en como el color es codificado en una red neuro-
nal convolucional. Uno de los trabajos ma´s recientes a des-
tacar es el llevado a cabo por Cheng et al. [12], aparte de
contribuir con un conjunto de datos extenso para la clasifi-
cacio´n de color, se aborda el problema con una red neuronal
convolucional para la clasificacio´n pı´xel a pı´xel.
La mayorı´a de los trabajos revisados actualmente sobre
redes neuronales convolucionales se enfocan en deteccio´n
de bordes, segmentacio´n de formas, deteccio´n de movi-
miento y sobretodo en el reconocimiento y clasificacio´n de
ima´genes o de caracterı´sticas asociadas a ellas [13].
4 METODOLOGI´A
Para dar una solucio´n al problema de la clasificacio´n de
colores, se pretende hacer uso de redes neuronales convo-
lucionales (Convolutional Neural Networks, CNN). Estas
redes esta´n inspiradas en el comportamiento biolo´gico de
nuestro cerebro. Las entradas equivalen a las sen˜ales recibi-
das por los fotorreceptores del sistema visual, y las salidas a
la respectiva informacio´n que recibimos de nuestro cerebro
una vez que la informacio´n ha sido transferida e interpre-
tada. En la figura (1) se muestra la equivalencia entre una
neurona biolo´gica y la adaptacio´n artificial de e´sta.
Fig. 1: Representacio´n computacional de una neurona.
Las redes neuronales son sistemas de aprendizaje compu-
tacional capaces de aproximar un modelo matema´tico a ba-
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se de recibir datos de entrada, proporcionar datos de salida
y de comparar estos u´ltimos con datos correctos verificados.
A partir del modelo de error resultante, las redes son capa-
ces de modificar valores en su estructura para aproximarse
al resultado correcto esperado. El proceso de proporcionar
datos de entrada a una red para que reajuste su estructura se
llama entrenamiento. Cuando una red ha recibido suficiente
informacio´n, llega al estado deseado y decimos que la red
ha sido entrenada.
4.1. Propuesta de la arquitectura de la red
Despue´s de la revisio´n del estado del arte y del ana´lisis
de las posibles soluciones existentes para el problema del
etiquetado de colores, se decide basar nuestra solucio´n en
el modelo propuesto por Wang et al. [10]. En su trabajo
proponen una arquitectura de red que consta de dos partes
bien definidas:
En una primera fase se entrena un modelo de CNN
con capas de extraccio´n de caracterı´sticas generaliza-
das de manera que se puedan preservar y concentrar
las caracterı´sticas del color de las ima´genes, sin la in-
fluencia de un etiquetado previo de los colores. Para
ello se propone un modelo auto-supervisado de CNN
(SS-CNN) entrenado con recortes de ima´genes selec-
cionadas aleatoriamente del conjunto de entrenamien-
to y se utilizan los histogramas del color de esos recor-
tes como su propia supervisio´n para el entrenamiento
del modelo.
La segunda fase trata de afinar la SS-CNN obteni-
da en la primera fase y re-entrenar solo la u´ltima ca-
pa de la CNN con ima´genes etiquetadas con su nom-
bre de color correspondiente. El modelo obtenido esta´
claramente afectado por las muestras mal etiquetadas.
Debido a esto se aplica un proceso de refinamiento
sobre las muestras del conjunto de aprendizaje, para
desechar aquellas que an˜aden ruido al proceso de en-
trenamiento de la CNN. La idea es predecir la etiqueta
de todos los recortes de las ima´genes de entrenamiento
y para cada color, seleccionar las N muestras etiqueta-
das correctamente con la prediccio´n ma´s alta y asig-
narlas como “semillas”. A continuacio´n, mediante las
caracterı´sticas extraı´das de la tercera capa del modelo,
se calcula la media de estas “semillas” en cada uno de
los 11 colores y se asigna un centro de clase para cada
color. Finalmente, las muestras que quedan demasiado
alejadas de estos centros, son desechadas. Una vez se
obtienen las muestras de entrenamiento “purificadas”,
se procede con otra fase de entrenamiento de la red
con las muestras filtradas. La seleccio´n de muestras y
el proceso de entrenamiento se aplican N veces sobre
el modelo.
4.2. Herramientas (APIS)
Existe una gran variedad de librerı´as para implementar
CNN’s. En esta seccio´n vamos a revisar algunas de ellas y
analizar que´ ventajas nos pueden ofrecer.
Caffe [14]: Librerı´a desarrollada por el Berkeley Vi-
sion and Learning Center (BVLC) y por contribucio-
nes de la comunidad. Tiene muy buena acogida por
la comunidad y un gran soporte por parte del equipo.
Tambie´n ofrece una gran velocidad a la hora de pro-
cesar ima´genes, alrededor de 60 millones de ima´genes
por dı´a con una u´nica NVIDIA K40 GPU.
Torch [15]: Framework de computacio´n cientı´fica pa-
ra LuaJIT [16] con un amplio soporte para machine
learning, especializado en algoritmos destinados para
GPU. Desarrollada bajo licencia open source.
Tensorflow [17]: Es una librerı´a open source creada
por el equipo de Google Brain Team [18], que permi-
te hacer ca´lculos nume´ricos usando diagramas de flu-
jo de datos. Debido a su arquitectura flexible en for-
ma de grafo permite su ejecucio´n en varias CPU’s o
GPU’s y en diferentes dispositivos. La API de Ten-
sorflow esta´ disponible para varios lenguajes de pro-
gramacio´n, aunque el u´nico que ofrece una estabilidad
total de la API por el momento es Python.
MatConvNet [19]: Es una toolbox (librerı´a) de Matlab
desarrollada por el equipo de Andrea Vedaldi de la
Universidad de Oxford. Implementa CNN’s, esen-
cialmente destinadas para aplicaciones de visio´n por
computador. Incluye algunos modelos de CNN’s ya
entrenadas para clasificacio´n de ima´genes, reconoci-
miento facial, segmentacio´n, etc. Tambie´n incluye las
herramientas necesarias para la ejecucio´n sobre GPU.
Keras [20]: Es una API de alto nivel para desarrollar
redes neuronales, escrita en Python y capaz de correr
por encima de Tensorflow o Theano, actuando como
wrapper de dichas librerı´as. De este modo permite ha-
cer prototipos de redes neuronales de una forma ra´pida
y sencilla. Ofrece soporte tanto para redes convolucio-
nales como para redes recurrentes o la combinacio´n de
ambas.
Theano [21]: Es una librerı´a de Python que permite de-
finir, optimizar y evaluar expresiones matema´ticas efi-
cientemente. Su uso para trabajar con redes neuronales
es bastante extendido.
Despue´s de haber analizado varias librerı´as como base
para nuestro proyecto, se decide utilizar Tensorflow sobre
Python v3.5 para implementar nuestro modelo de CNN.
Tensorflow es una herramienta muy utilizada y con un
gran soporte (Ape´ndice A.3). La implementacio´n que ha-
ce de modelos de clasificacio´n es muy atractiva. El modelo
construido es representado como un grafo en el que los no-
dos son las operaciones y las aristas las transmisiones de
datos entre estos nodos. Este grafo generado, se inicializa y
se lanza para su procesamiento en la computadora mediante
el uso de sesiones predefinidas en el programa, obteniendo
ası´ una mejora en el rendimiento del modelo respecto a otras
implementaciones. Estas sesiones son capaces de mantener
un registro de todas las operaciones, variables y resultados
que forman nuestro modelo, para ası´ poder recuperar un es-
tado concreto.
4.3. Conjuntos de ima´genes (Datasets)
Para llevar a cabo el proyecto se van a utilizar dos con-
juntos de ima´genes distintos [22], creados en los trabajos de
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van de Weijer et al. [8, 23] sobre el etiquetado de los colores
en ima´genes.
Ebay colors: Este conjunto de ima´genes ha sido reco-
lectado del sitio de subastas Ebay (www.ebay.com). El
conjunto de ima´genes contiene 4 clases distintas: co-
ches, zapatos, vestidos y alfarerı´a. Cada clase contiene
10 ima´genes dedicadas a testing y 2 de evaluacio´n pa-
ra cada uno de los 11 colores ba´sicos. El etiquetado de
los colores de las ima´genes ha sido realizado por usua-
rios de Ebay. Cada imagen tambie´n tiene su correspon-
diente ma´scara de la regio´n que ocupa el objeto en la
imagen (Figura 2).
Google colors: Este conjunto de ima´genes contiene
100 ima´genes para cada uno de los 11 colores ba´si-
cos. Las ima´genes han sido recolectadas mediante el
buscador de Google ima´genes, especificando en cada
bu´squeda el color esperado.
Fig. 2: Ima´genes de Ebay y sus respectivas ma´scaras.
5 IMPLEMENTACIO´N DE UNA CNN PARA EL
ETIQUETADO DE COLORES
La CNN implementada en este trabajo consta principal-
mente de dos fases explicadas en la seccio´n 4.1. Primero
entrenamos el modelo SS-CNN para aprender caracterı´sti-
cas ba´sicas de los colores. Seguidamente, procedemos a re-
entrenar la u´ltima capa del primer modelo para obtener el
etiquetado de la imagen con el nombre del color al cual per-
tenece. Los pasos seguidos son:
Implementar el algoritmo k-means y etiquetar las
ima´genes de entrenamiento con su respectivo histogra-
ma de color (Seccio´n 5.1).
Implementar la arquitectura de la SS-CNN (Seccio´n
5.2).
Refinamiento de la red (Seccio´n 5.3).
5.1. Generacio´n de los histogramas
El modelo SS-CNN es entrenado con los histogramas de
color de las ima´genes de entrenamiento como supervisio´n,
ya que se considera que estos histogramas describen la dis-
tribucio´n de probabilidad de diferentes colores en cada una
de las ima´genes utilizadas como entrenamiento. No se uti-
liza la implementacio´n habitual del histograma que divide
el espacio de color de una forma regular, porque la distribu-
cio´n de los colores en el espacio RGB es desigual. Algunos
colores, ocupan a´reas muy pequen˜as y pueden ser difı´ciles
de separar con una divisio´n regular del espacio de color. Por
esta razo´n, se utiliza el algoritmo k-means (ver seccio´n A.2)
para clasificar todos los pı´xeles que provienen del conjunto
de entrenamiento en 128 clu´sters representados en el es-
pacio RGB. Estos clu´sters obtenidos como resultado del k-
means, se utilizan como centros de clase para construir cada
uno de los histogramas de cada imagen, clasificando cada
uno de los pı´xeles de dicha imagen, en la particio´n (clu´ster)
de su representante ma´s cercano en el espacio RGB. Estos
histogramas son los que posteriormente se utilizara´n como
prediccio´n para dichas ima´genes.
Fig. 3: Representacio´n de los 128 centros en el espacio
RGB.
Utilizamos el conjunto de ima´genes de Google colors pa-
ra el entrenamiento. Si asumimos que cada imagen consta
de 90.000 pı´xeles de media (300 x 300), clasificar todo el
conjunto de ima´genes en 128 clu´sters podrı´a ser muy costo-
so, ma´s de 99 millones de pı´xeles por clasificar.
Limita´ndonos al hardware del que disponemos (CPU
AMD A10-7700K, 3.4 Mhz, 16 Gb RAM), en una primera
aproximacio´n clasificamos una sola imagen con todos sus
pı´xeles. El k-means tarda aproximadamente 700 segundos
en completarse. Si procesa´ramos el conjunto de entrena-
miento al completo, el algoritmo tardarı´a dı´as en encontrar
una solucio´n. Para lidiar con este problema, se realiza un
muestreo aleatorio de 500 pı´xeles por imagen. En la figu-
ra (3) se muestran los 128 centroides obtenidos con el al-
goritmo k-means. Se puede ver como cubren una gama de
colores potencialmente representativa de todo el espacio de
color RGB.
Con estos centroides como base, para cada imagen ob-
tenemos un histograma representado en un vector de 128
posiciones, do´nde cada una de estas posiciones representa
la cantidad de pı´xeles de esa imagen que esta´n ma´s cercanos
al centroide que ocupa esa posicio´n en el vector. Normali-
zando cada uno de los histogramas, obtenemos un vector
de probabilidades. La suma de todos los elementos de un
mismo vector siempre sera´ 1.
5.2. Implementacio´n del modelo SS-CNN
Siguiendo el trabajo realizado por Wang et al. [10], nues-
tro modelo consta de 3 capas convolucionales y una u´ltima
capa fully connected de 32, 96, 96 y 128 nodos para cada
una de ellas respectivamente. Las neuronas de la capa fully
connected, esta´n completamente conectadas con cada una
de las neuronas de la capa previa. Aparte de estas capas,
existen un seguido de capas intermedias:
Rectifier Linear Units (ReLU): Estas capas implemen-
tan la funcio´n de activacio´n de las neuronas: f(x) =
OSCAR PRADES PALACIOS: DESCRIPCIO´N DE LOS COLORES DE UNA IMAGEN MEDIANTE TE´CNICAS DE DEEP LEARNING 5
max(0,x). El objetivo es incrementar las propiedades
no lineales de la funcio´n de decisio´n.
Max pooling: Estas capas aplican un proceso de mues-
treo sobre los datos que reciben (Figura 4). El objetivo
es reducir la dimensionalidad de la representacio´n de
los datos de entrada aplicando un filtro de taman˜o N x
N.
Fig. 4: Funcionamiento de una capa max pooling.
Local response normalization (LRN) : Estas capas
ba´sicamente normalizan la salida de las capas ReLU,
ya que las activaciones de estas suelen generar datos
en un rango arbitrario.
Mientras que la primera y la segunda capa convoluciona-
les son seguidas por capas ReLU, max pooling y LRN, la
tercera capa convolucional no incluye una capa LRN. Los
taman˜os de los filtros convolucionales son de 3 x 3 y despla-
zamiento (strides) de 1, 1 y 2 respectivamente. Para todas
las capas max pooling, se utilizan filtros de 3 x 3 y strides
de 2. El taman˜o de los recortes extraı´dos de las ima´genes
utilizadas para el entrenamiento son de 37 x 37 pı´xeles.
Para entrenar la red se utiliza el algoritmo de propaga-
cio´n hacia atra´s de errores o retropropagacio´n (Backpropa-
gation), que se utiliza conjuntamente con un me´todo de op-
timizacio´n como por ejemplo el descenso del gradiente en
nuestro modelo (ver seccio´n A.1). Definimos la loss fun-
ction que calcula la entropı´a cruzada (cross entropy) para
minimizar la divergencia entre el vector que utilizamos co-
mo supervisio´n y las predicciones hechas por la red neuro-
nal:
Loss = −−1
n
n∑
i=1
c∑
j=1
pˆij log(pij) (1)
donde n es el taman˜o del conjunto de ima´genes (batch) uti-
lizado cuando entrenamos el modelo SS-CNN, c el nu´mero
de centros de clase (128 en nuestro modelo), pij es la pro-
babilidad de la imagen i de pertenecer a la clase j dada por
la red y pˆij , la probabilidad correspondiente en el vector de
supervisio´n.
En el trabajo de Wang et al. [10], no se especifica la con-
figuracio´n de los para´metros utilizados en el entrenamiento
de su modelo. Hemos hecho varias pruebas durante el entre-
namiento y hemos decidido utilizar los valores siguientes:
Iteraciones (steps) = 2000. Nu´mero de iteraciones du-
rante el entrenamiento que se aplican al modelo.
Conjunto de muestras en cada iteracio´n (batch size) =
1100. Definimos el batch size con el mismo taman˜o del
grupo de recortes que usamos para entrenar el modelo.
De esta manera el modelo sera´ entrenado con todos
los recortes de 37 x 37 disponibles en cada una de las
iteraciones.
E´pocas (epochs) = 100. Asumimos que tenemos
20.000 ejemplos de entrenamiento. Por lo tanto,
20.000 / batch size = 19 iteraciones para completar un
epoch. Como tenemos 2000 iteraciones, redondeando
obtenemos que cada 100 iteraciones sera´ aplicado un
paso de forward y uno de backward en el algoritmo de
backpropagation que reduce el error durante la fase de
entrenamiento.
Ratio de aprendizaje (learning rate) = 0.1. Se usa en
el algoritmo del descenso del gradiente, y afecta en la
velocidad a la que los pesos son ajustados durante el
entrenamiento de la red.
5.3. Refinacio´n del modelo SS-CNN (finetu-
ning)
A partir del modelo inicial de SS-CNN (en adelante
Net1), se aplica un proceso de refinamiento (finetuning).
La u´ltima capa de la Net1 es reentrenada con las mismas
ima´genes de entrenamiento utilizadas previamente. Duran-
te el finetuning, el modelo es entrenado con todas las capas
fijadas y solo la u´ltima capa fully connected es reentrena-
da siguiendo las estructuras cla´sicas de los modelos CNN.
Sin embargo, la salida de la u´ltima capa se modifica para
adaptar el modelo a la clasificacio´n de colores en 11 cla-
ses distintas. Se etiquetan los recortes con el color de sus
ima´genes de origen, para hacer la prediccio´n sobre los 11
colores definidos por Berlin y Kay[4]. El nuevo modelo ob-
tenido (en adelante Net2), se vera´ afectado claramente por
las ima´genes mal etiquetadas y estara´ muy lejos de ser pre-
ciso.
Las ima´genes utilizadas para el entrenamiento del mo-
delo esta´n etiquetadas globalmente, pero en muchos casos,
ese color solo aparece en una pequen˜a regio´n de la imagen o
corresponden a un objeto en concreto pero la imagen consta
de ma´s colores. Incluso algunas ima´genes esta´n incorrecta-
mente etiquetadas por completo, pudie´ndose dar el caso de
que una imagen etiquetada con un color, no tenga ni un solo
pı´xel de ese color. Por ello en los siguientes pasos se aplica
un proceso de seleccio´n de muestras sobre las ima´genes de
entrada para desechar las muestras etiquetadas erro´neamen-
te y obtener ası´ un conjunto de muestras “purificadas” con
las que el modelo sera´ reentrenado.
5.3.1. Purificacio´n del conjunto de entrenamiento
Se implementa un me´todo de seleccio´n de muestras (sam-
ple selection) capaz de filtrar las ima´genes que se utilizan en
el entrenamiento de la red basa´ndose en la extraccio´n de las
caracterı´sticas de estas ima´genes desde la tercera capa de la
red. Recordemos que en la Net2, solo la u´ltima capa ha sido
entrenada y las capas previas contienen los pesos resultantes
del entrenamiento del modelo Net1. Como este modelo es
auto-supervisado y ha sido entrenado con los histogramas
de la distribucio´n del color de una imagen, la tercera capa
de la red tiene un alto potencial para extraer las caracterı´sti-
cas del color de una imagen. Usamos dichas caracterı´sticas
para filtrar las futuras ima´genes de entrenamiento.
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El proceso del algoritmo es el siguiente:
1. Con el modelo Net2, hacemos la prediccio´n de los re-
cortes utilizados para su entrenamiento y para cada
color, seleccionamos las 10 mejores muestras correc-
tamente clasificadas (las ima´genes predichas correcta-
mente con el mı´nimo error o score ma´s alto).
2. Definimos estas 10 ima´genes como representantes del
color al que pertenecen y se extraen las caracterı´sticas
desde la tercera capa de la red para todos los recortes.
A continuacio´n se calcula la media de aquellos selec-
cionados como representantes.
3. La media de estas caracterı´sticas se toma como centros
de clase.
4. Seleccionamos las muestras (recortes) cuyas carac-
terı´sticas extraı´das de la tercera capa de la red, esta´n
a una distancia euclı´dea menor a un umbral respecto
al centro de su clase, y desechamos las muestras que
quedan demasiado alejadas.
5. Tras obtener estas nuevas muestras, procedemos a re-
entrenar de nuevo el modelo Net2. Este proceso de se-
leccio´n de muestras y entrenamiento se aplica de forma
repetida durante N veces para mejorar los resultados de
nuestro modelo.
Encontramos un problema con el me´todo sample selec-
tion. Si partimos de un color en el cual existen ma´s mues-
tras mal etiquetadas que correctas, cuando seleccionamos
el centro de referencia para ese color basa´ndonos en la pre-
diccio´n de la red, el algoritmo filtrara´ las ima´genes con ca-
racterı´sticas erro´neas para dicho color y sera´ incapaz de re-
presentar correctamente el centro de clase en su siguiente
iteracio´n. Por ma´s iteraciones que apliquemos de sample se-
lection y entrenamiento, el resultado nunca converge hacia
la solucio´n esperada.
Para solucionar este problema, proponemos un me´todo
alternativo. Seleccionamos manualmente 10 ima´genes del
conjunto de entrenamiento para cada color, do´nde realmen-
te estas ima´genes este´n bien etiquetadas y hacemos la me-
dia de sus caracterı´sticas extraı´das de la tercera capa de la
red. De este modo, podemos comparar los valores obteni-
dos, con los valores de los centros de clase adquiridos me-
diante el me´todo sample selection. Estos valores son simila-
res en ambos casos excepto con el color negro. Esto se debe
a que el conjunto de este color es el peor etiquetado. Para
corregir esto, en la primera iteracio´n del sample selection,
substituimos el valor del centro de clase del color negro con
el obtenido manualmente, de manera que en las siguientes
iteraciones, las ima´genes obtenidas, sera´n ma´s cercanas al
color pertinente.
6 RESULTADOS
Para el entrenamiento y el proceso de finetuning, se ha
utilizado el conjunto de ima´genes de Google colors y pa-
ra verificar la fiabilidad del modelo, el conjunto de Ebay
colors. Dentro del dataset de Ebay colors, seleccionamos
u´nicamente las 2 ima´genes dedicadas a la parte de valida-
cio´n (ver subseccio´n 4.3), en total 88 ima´genes. Para va-
lorar el rendimiento de nuestro modelo en la clasificacio´n
de colores, se llevan a cabo varios experimentos, tanto de
prediccio´n del color de un objeto, como a nivel de pı´xel.
6.1. Prediccio´n a nivel de objeto
Para evaluar u´nicamente el color de los objetos y no te-
ner en cuenta el resto de la imagen, aplicamos las ma´scaras
incluidas en el dataset de Ebay colors, eliminando ası´ toda
la regio´n de la imagen que no forma parte del objeto que
queremos clasificar. De cada imagen resultante extraemos
100 recortes de taman˜o aleatorio y los redimensionamos al
taman˜o en el cual ha sido entrenada nuestra red (37 x 37).
La prediccio´n del color del objeto, se obtiene mediante la
media de las predicciones de los 100 recortes extraı´dos de
dicho objeto. En la tabla 1 se muestra la accuracy de nuestro
modelo por categorı´as de objetos y su respectiva media.
Los resultado de la Net2-NSS (no sample selection), per-
tenecen a la prediccio´n hecha por el modelo entrenado sin
aplicar el sample selection. Este modelo ha sido reentrena-
do una u´nica vez con las mismas ima´genes que la Net1.
Por esta razo´n este modelo obtiene los peores resultados.
Habiendo sido entrenado en su gran mayorı´a con ima´genes
mal etiquetadas su capacidad de clasificacio´n es bastante
baja.
La Net2–SS (sample selection), es el modelo obtenido a
base de aplicar el proceso de sample selection 10 veces y
reentrenando el modelo despue´s de cada iteracio´n con las
nuevas muestras obtenidas. En este caso el modelo mejora
algo ma´s respecto al anterior debido precisamente a la “pu-
rificacio´n” de estas muestras que se utilizan para entrenar la
red.
Aun ası´, los resultados siguen siendo bajos, sobretodo en
la categorı´a de coches y alfarerı´a. Debido a la superficie de
algunos de estos objetos, las ima´genes se ven condiciona-
das por la iluminacio´n en el momento en el que han sido
tomadas. En nuestro caso esto ocurre principalmente con
los colores acroma´ticos (gris, blanco y negro). En el caso
del color blanco, tambie´n es fa´cil confundirlo con el gris en
cualquier regio´n ensombrecida del objeto.
Fig. 5: (a): Imagen de la categorı´a alfarerı´a, color negro. (b):
Recorte extraı´do de la regio´n marcada en rojo de la imagen
(a).
En la figura (5), podemos ver un ejemplo de como afecta
el reflejo de la luz en ima´genes reales. En esta imagen en
concreto, se debe a la reflexio´n especular de la luz al incidir
en un determinado punto de la imagen.
Proponemos una variacio´n en el modelo para mejorar los
resultados de la clasificacio´n. Igual que en el trabajo de van
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COCHES VESTIDOS ALFARERI´A CALZADO MEDIA
Net2-NSS 42.31 60.63 49.52 50.39 50.67
Net2-SS 53.76 70.99 57.05 69.91 62.87
Net2-Ebay 79.02 86.42 69.52 78.82 78.42
CNN-Wang [10] 73.18 91.82 83.36 91.18 84.89
Tabla 1: RESULTADOS EN PORCENTAJE DE LAS IMA´GENES BIEN CLASIFICADAS EN CADA MODELO.
Fig. 6: Resultados de la clasificacio´n por colores.
de Weijer et al. [8], decidimos utilizar ima´genes del con-
junto de Ebay colors para el aprendizaje. Utilizamos las 10
ima´genes dedicadas a a la fase de testing para el aprendizaje
de este nuevo modelo. Obtenemos de este modo el modelo
Net2–Ebay. La diferencia respecto al modelo Net2-SS, es
que en este caso durante la fase de finetuning, hemos utiliza-
do las ima´genes de Ebay en vez de las de Google. Tampoco
hemos aplicado sample selection ya que consideramos que
las muestras esta´n lo suficientemente bien etiquetadas.
En la figura (6) se muestra la media de las muestras bien
clasificadas (accuracy), obtenida por colores en los dos mo-
delos: Net2-SS y Net2-Ebay. Estos resultados incluyen las
4 categorı´as de objetos distintos. Podemos ver una gran me-
jora en el modelo Net2–Ebay, sobretodo en los colores gris
y blanco. Estos colores pertenecen al espectro acroma´tico
y son fa´ciles de confundir segu´n su luminosidad. Aunque
en algunos colores como el lila o el verde se reduce la ac-
curacy, otros colores como el amarillo, el rosa o el naran-
ja suben notablemente en los resultados. El nuevo modelo
Net2-Ebay, obtiene mejores resultados y es capaz de clasi-
ficar cada uno de los 11 colores de una forma ma´s regular.
Fig. 7: A la izquierda la imagen original, en el centro la
imagen resultado de la clasificacio´n con el modelo Net2-
Ebay y a la derecha por el modelo Net2-SS.
En la figura (7), se observa como la Net2-Ebay esta´ por
encima de la Net2-SS. Aparte de predecir los colores co-
rrectos de una forma ma´s precisa, mejora el problema que
tenı´amos debido a reflejos, degradados en los colores de la
imagen, etc. En la figura (8) otro ejemplo comparativo entre
los dos modelos, esta vez, con las ima´genes de Ebay colors.
En la tabla 1, se incluyen los resultados obtenidos por el
modelo de Wang et al. [10], en el cual esta basada la ar-
quitectura de nuestro modelo. Este modelo ha sido entrena-
do u´nicamente con ima´genes de Google colors al igual que
nuestro modelo Net2-SS. Aunque los modelos sean simila-
res y las ima´genes utilizadas en el proceso de aprendizaje
sean las mismas, el modelo de Wang, registra aproximada-
mente un 20 % ma´s de accuracy que nuestro modelo. Esto
puede deberse a varios factores:
El submuestreo de pı´xeles que hemos aplicado en el
algoritmo k-means. Al reducir el nu´mero de pı´xeles a
clasificar por el algoritmo tambie´n reducimos la exac-
titud de los 128 clu´sters que obtenemos como resulta-
do.
El tiempo y los recursos de co´mputo dedicados duran-
te la fase de entrenamiento de la red. Estos modelos
se suelen entrenar en ma´s de una GPU, durante varios
dı´as e incluso semanas.
Para´metros de la red. Diferentes valores asignados en
para´metros como el learning rate o las epochs entre
otros, producen diferentes resultados.
Adema´s de estos motivos, pueden existir ma´s detalles en
la implementacio´n que influyen en el resultado final del mo-
delo obtenido.
Fig. 8: A la izquierda la imagen original, una de la cate-
gorı´a coches y otra de alfarerı´a, ambas de color blanco. En
el centro, la imagen resultante de la clasificacio´n con el mo-
delo Net2-Ebay y a la derecha por el modelo Net2-SS.
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6.2. Prediccio´n a nivel de pı´xel
En este experimento se quiere comprobar el rendimien-
to de nuestro modelo clasificando los pı´xeles de una ima-
gen determinada. Para estas pruebas utilizamos los mode-
los Net2–SS y Net2–Ebay. Comparamos nuestros resulta-
dos con los obtenidos con el me´todo PLSA y PLSA-bg en
el trabajo de van de Weijer et al. [8], y con el modelo de
Wang et al. [10].
Fig. 9: Resultados de la clasificacio´n a nivel de pı´xel, segu´n
el padding radius aplicado.
Para clasificar un u´nico pı´xel, simplemente lo replicamos
en una imagen de 37 x 37. Tambie´n se ha llevado a cabo la
prediccio´n del color de un pı´xel teniendo en cuenta sus veci-
nos, ya que muchas veces los pı´xeles adyacentes de ima´ge-
nes reales tienden a tener un color similar al pı´xel central
y pueden ayudar a mejorar el rendimiento del modelo. El
radio de seleccio´n de pı´xeles vecinos (padding radius), se
establece entre 0 y 16, do´nde 0 indica hacer la prediccio´n
para un u´nico pı´xel. Por ejemplo, para padding radius = 1,
escogeremos un pı´xel y todos sus vecinos a distancia 1, de
manera que se obtiene un recorte de 3 x 3 el cual se acaba
redimensionando a 37 x 37.
En la figura (9) se muestran los resultados de la clasifi-
cacio´n a nivel de pı´xel segu´n el padding radius utilizado.
En ambos modelos de PLSA no se han tenido en cuenta los
pı´xeles vecinos, u´nicamente el pı´xel central. En el caso de
los modelos solo entrenados con ima´genes de Google (PL-
SA y Net2–SS), el primero obtiene mejores resultados. Sin
embargo, para los modelos Net2–Ebay y PLSA–bg, ambos
entrenados con ima´genes de Google y tambie´n con ima´ge-
nes de Ebay, nuestro modelo registra mejores resultados aun
sin tener en cuenta los pı´xeles vecinos. En cua´nto al mode-
lo de Wang, los resultados siguen el mismo patro´n que los
explicados en la seccio´n 6.1.
En los dos modelos de Net2, se observa una mejorı´a en
los resultados al aumentar el padding radius. Mientras que
Net2-SS se estabiliza con padding radius igual a 10, la
Net2–Ebay, sigue creciendo hasta el final. Los pı´xeles cer-
canos incrementan la robustez de nuestro modelo a la hora
de predecir el color de un pı´xel. Nuestro modelo Net2-Ebay
registra los mejores resultados en la clasificacio´n de un pı´xel
en concreto o de pequen˜as regiones de una imagen.
Para demostrar la eficiencia del modelo Net2-Ebay en la
clasificacio´n del color a nivel de pı´xel, clasificamos un pe-
quen˜o conjunto de las ima´genes del dataset de Ebay colors.
Predecimos el color de cada pı´xel y recreamos cada uno
de los pı´xeles del objeto con el color etiquetado por nues-
tro modelo. En la figura (10) se muestran los resultados.
Debido a que los objetos han sido extraı´dos de ima´genes
reales, estos se ven condicionados por factores que ya he-
mos explicado ma´s arriba (ver seccio´n 6.1), sin embargo,
la prediccio´n a nivel de pı´xel tiene un rendimiento acepta-
ble, pudiendo representar estas variaciones del color de un
objeto con un error muy bajo.
7 CONCLUSIONES
En este trabajo se ha abordado el problema del etique-
tado de colores (color naming), mediante te´cnicas de deep
learning. Hemos implementado y entrenado nuestro propio
modelo de CNN, basa´ndonos en la arquitectura propuesta
en el trabajo de Wang et al. [10], aportando una solucio´n
competente al problema del etiquetado de colores.
Hemos implementado el algoritmo k-means, para gene-
rar 128 clases distintas dentro del espacio de color RGB
clasificando un porcentaje de todos los pı´xeles extraı´dos de
un conjunto de ima´genes. Con estas 128 clases, hemos ge-
nerado los histogramas de la distribucio´n del color de las
ima´genes. Hemos implementado un modelo de red neuro-
nal auto-supervisada, que aprende a clasificar ima´genes en
estas 128 clases. Hemos creado otro nuevo modelo de red
neuronal a partir de la red anterior ya entrenada, cambian-
do la u´ltima capa de la red para substituir la clasificacio´n
de 128 clases a los 11 colores descritos por Berlin y Kay
[4]. Durante la implementacio´n de la red, se han tenido que
definir y probar para´metros relacionados con el aprendiza-
je del modelo. Hemos implementado un me´todo llamado
sample selection, capaz de extraer caracterı´sticas del color
de las ima´genes desde la tercera capa de la red, y mediante
estas caracterı´sticas filtrar las ima´genes que se utilizan en
el entrenamiento del nuevo modelo, evitando ası´, muestras
mal etiquetadas y por consiguiente aumentando la capaci-
dad de prediccio´n de nuestro modelo. Finalmente, hemos
propuesto una mejora consistente dando buenos resultados
y demostrando como esta nueva mejora ayuda a incremen-
tar la fiabilidad de la CNN que se propone en el trabajo
de Wang et al. [10]. Con todos los modelos implementados
hemos llevado a cabo una serie de experimentos pudiendo
comparar la capacidad de clasificacio´n de nuestros modelos
en varias situaciones y la diferencia que ofrecen respecto a
otros modelos ya existentes.
Como resultado de la solucio´n llevada a cabo, se ha obte-
nido una red neuronal capaz de clasificar los colores de una
ima´gen, pequen˜as regiones de la misma o los pı´xeles de es-
tas, con un rendimiento considerable. Este modelo puede
ser utilizado en tareas de deteccio´n de colores o como so-
porte para otros sistemas en los cua´les se deba obtener la
informacio´n de los colores de una imagen. Por lo tanto, se
considera que se han conseguido los objetivos previstos pa-
ra este trabajo en el tiempo planificado.
Como mejoras a corto plazo, se podrı´a ejecutar el algorit-
mo k-means en un computador ma´s potente, incluso en un
clu´ster, para realizar la clasificacio´n en 128 clases, con ma´s
pı´xeles de los actuales. Esto podrı´a mejorar en la especifi-
cidad de los centros generados por el algoritmo. Tambie´n
se podrı´a realizar el entrenamiento de la CNN sobre una o
varias GPUs, aumentando la velocidad en el aprendizaje y
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Fig. 10: Algunos ejemplos de objetos etiquetados con el modelo Net2-Ebay. A la izquierda de cada columna la imagen
original, a la derecha la representacio´n de los pı´xeles etiquetados con los 11 colores ba´sicos. Los colores por filas son los
siguientes: negro, azul, marro´n, verde, gris, naranja, rosa, lila, rojo, blanco y amarillo. Por columnas, las categorı´as de los
objetos: coches, vestidos, alfarerı´a y calzado.
pudiendo aumentar la duracio´n de la fase de entrenamiento
de la red. Otra mejora, serı´a incluir variaciones en los datos
utilizados, por ejemplo, aumentar el nu´mero de muestras o
utilizar otros datasets, tanto en la fase de aprendizaje como
en la validacio´n.
En cua´nto a vı´as de continuacio´n, la CNN resultante de
nuestra solucio´n propuesta, puede asistir a otros sistemas
automa´ticos. Por ejemplo, en sistemas de deteccio´n de ob-
jetos, segmentacio´n de regiones de una imagen por colores
o sistemas que necesitan conocer el color de los pı´xeles de
una imagen para su posterior tratamiento. Tensorflow apor-
ta la posibilidad de ejecutar sus modelos en un dispositivo
mo´vil, ası´ que se podrı´a crear una aplicacio´n para smartp-
hones y tablets. A trave´s de la ca´mara, se podrı´an tomar
las ima´genes y nuestro modelo que previamente ha sido en-
trenado, se encargarı´a de etiquetar los colores de la imagen
tomada. Del mismo modo, se podrı´a crear una aplicacio´n de
escritorio, para que un usuario cualquiera pueda introducir
cualquier imagen y obtener el etiquetado de los colores que
la conforman.
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A.1. Backpropagation
El algoritmo de backpropagation, repite un ciclo de dos
fases: la propagacio´n del error y la actualizacio´n de los pe-
sos. Una vez la red ha recibido un estı´mulo como entrada, se
propaga por toda la red, capa a capa hasta llegar a la capa de
salida, do´nde mediante una funcio´n (loss function) se com-
para la salida de la red con la salida deseada y se calcula el
error para cada una de las neuronas de la capa de salida. Es-
tos valores de error son propagados hacia atra´s empezando
desde la capa de salida y a cada neurona de la red se le aso-
cia uno de estos valores que representan la contribucio´n de
dicha neurona a la salida de la red. El algoritmo utiliza estos
valores de error para calcular el gradiente de la loss function
y el gradiente, es el encargado de actualizar los pesos de la
red con la intencio´n de minimizar dicha funcio´n.
A.2. K-means
El algoritmo k-means es un me´todo de agrupamiento, que
tiene como objetivo la particio´n de un conjunto de n obser-
vaciones en k grupos en el que cada observacio´n pertenece
al grupo cuyo valor medio es ma´s cercano. Dado un conjun-
to inicial de K centroides (grupos) m1, ...,mk y despue´s de
una inicializacio´n de los mismos, el algoritmo alterna entre
dos pasos:
Asignacio´n: Asigna cada muestra al grupo con la me-
dia ma´s cercana.
S
(t)
i ={
xp : ‖xp −m(t)i ‖ ≤ ‖xp −m(t)j ‖∀1 ≤ j ≤ k
}
(2)
Donde cada xp va exactamente dentro de un S
(t)
i , in-
cluso aunque pudiera ir en dos de ellos.
Actualizacio´n: Calcula los nuevos centroides y se asig-
na como el centroide de las muestras en el grupo.
m
(t+1)
i =
1∣∣∣S(t)i ∣∣∣
∑
xj∈S(t)i
xj (3)
El algoritmo se considera que ha convergido cuando las
asignaciones ya no cambian.
A.3. Datos de intere´s sobre Tensorflow
A continuacio´n, algunos datos de intere´s extraı´dos del re-
positorio donde se encuentra el proyecto de este framework
y que muestran la importancia y el potencial que esta´ ad-
quiriendo en la comunidad.
Ma´s de 15.000 commits desde Noviembre de 2015.
Ma´s de 700 contribuidores.
Ma´s de 1 millo´n de descargas de sus archivos.
Ma´s de 20.000 forks hechos a sus repositorios.
Siempre esta´ entre los 15 repositorios ma´s populares
en github, entre todas las categorı´as.
Hoy en dı´a se utiliza en las aulas de muchas universi-
dades como en Toronto, Berkeley y Stanford.
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A.4. Planificacio´n del proyecto
A continuacio´n se muestra el diagrama de Gantt de la planificacio´n del proyecto.
