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Abstract
The necklace Lie algebra for a quiver was introduced simultaneously by Bocklandt
and Le Bruyn in [2] and Ginzburg in [6] to study the noncommutative symplectic
geometry of preprojective algebras. Later, Van den Bergh in [14] linked the necklace
Lie algebra to double Poisson structures and used it to define the structure of Poisson
varieties on the spaces of isomorphism classes of semi simple representations of an
algebra A.
In this note, we initiate the systematic study of the Lie algebra structure of
the necklace Lie algebra n of a free algebra in 2d variables. We begin by giving a
description of n as an sp(2d)-module. Specializing to d = 1, we decompose n into
a direct sum of highest weight modules for sl2, the coefficients of which are given
by a closed formula. Next, we observe that n has a nontrivial center, which we link
through the center C of the trace ring of couples of generic 2 × 2 matrices to the
Poisson center of S(sl2). The Lie algebra structure of n induces a Poisson structure
on C, the symplectic leaves of which we are able to describe as coadjoint orbits
for the Lie group of the semidirect product sl2 ⋊ h of sl2 with the Heisenberg Lie
algebra h. Finally, we provide a link between double Poisson algebras on one hand
and Poisson orders, introduced by Brown and Gordon in [3] on the other hand,
showing that all trace rings of a double Poisson algebra are Poisson orders over
their center.
Preprint submitted to arXiv.org 11 November 2018
1 Introduction
In the last decade there has been an increasing interest in the study of non-
commutative symplectic geometry, motivated amongst others by the study of
deformed preprojective algebras in general and Calogero-Moser phase space
in particular. An important concept introduced in this subject is the notion of
the necklace Lie algebra, which was used by Ginzburg in [6] to show that the
space of isomorphism classes of semi simple representations of a preprojective
algebra is very similar to a coadjoint orbit. Later, Van den Bergh in [14] placed
the necklace Lie algebra in a more general context of noncommutative Poisson
geometry, and it is this more general point of view which motivates the study
of the necklace Lie algebra in this note.
When one wants to define a meaningful framework of noncommutative alge-
braic geometry, there are several approaches possible. One approach, advo-
cated by Kontsevich in e.g. [8] and Le Bruyn in [9], is by approximation and
is motivated by the observation that for any algebra A, we have an infinite
number of classical algebraic varieties associated to it, namely its representa-
tion spaces. In particular, if A is an affine associative algebra, that is, A is
given by a finite number of generators subject to the relations in an ideal I,
A =
C〈x1, . . . , xd〉
I
,
we have the spaces
repn(A) = {R ∈Mn(C)
⊕d | ∀f ∈ I : f(R) = 0}.
Each of these spaces has a natural action of the general linear reductive
group GLn(C) on them by conjugation. That is, for g ∈ GLn(C) and R =
(R1, . . . , Rd) ∈ repn(A) we have
g.R := (gR1g
−1, . . . , gRdg
−1).
The quotient space with respect to this action is denoted by issn(A) and clas-
sifies isomorphism classes of semi simple representations of A. The main idea of
the approximation strategy now states that a suitable notion in noncommuta-
tive geometry should be visible on all representation spaces. The archetypical
example of such a noncommutative geometric notion is a formally smooth al-
gebra [5]. Recall that an affine associative algebra is called formally smooth if
it satisfies the following lifting property. For all affine associative algebras B,
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nilpotent ideals I in B and maps ϕ : A→ B/I we have
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For a formally smooth algebra A, it is known that all its finite dimensional
representation spaces repn(A) are smooth varieties.
As all representation spaces repn(A) have natural actions of the correspond-
ing GLn(C) on them, it is also meaningful in this context to determine what
one can say about the structure of all quotient spaces issn(A). Whereas the
geometry of all repn(A) is governed by additional structure on A, the geom-
etry of all issn(A) is governed by additional structure on the necklaces of A.
That is, the geometry of issn(A) is governed by additional structure on the
vector space quotient
nA :=
A
[A,A]
.
This follows immediately from Procesi’s Theorem on GLn-invariants, which
states that the coordinate ring C[issn(A)] = C[repn(A)]
GLn(C) of issn(A) is
generated by traces of words in generic matrices X1, . . . , Xd. That is, we know
the coordinate ring C[repn(A)] is generated by elements xi,kl which simply
project R ∈ repn(A) to the (k, l)-th entry in Ri. Now consider the generic
matrices Xi = (xi,kl), then C[issn(A)] is generated by elements of the form
tr(Xi1 . . .Xim) with m ∈ N, where tr is the trace map. Now note that this
is actually the image of the element xi1 . . . xim ∈ A under the map which
replaces each generator of A by its corresponding generic matrix and then
takes the trace of the matrix thus obtained. Finally, observe that the trace
map is a linear map which is invariant under cyclic permutation, so the map
considered is actually a map from the vector space quotient nA to C[issn(A)],
from which we deduce that it is indeed nA which should be studied if one
wants to make statements about all quotient spaces at the same time.
Suppose in particular that A = CQ is the path algebra of the double of a
quiver. That is, we have an oriented graph Q and we turn this into a symmetric
oriented graph Q by adding for each arrow a in Q an arrow a∗ in the opposite
direction. Then it was observed by Kontsevich in [7] that the necklaces in
n
CQ have a natural structure of a Lie algebra, which is called the necklace Lie
algebra. The definition of this Kontsevich Lie bracket is recalled in Figure 1. In
[14], Van den Bergh now observes that if A is a double Poisson algebra, then its
necklaces have the structure of a Lie algebra. Moreover, the corresponding Lie-
Poisson structure on S(nA) induces Poisson structures on all quotient spaces
issn(A).
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Fig. 1. Lie bracket [w1, w2] in nCQ. For each occurrence of an arrow a ∈ Q in w1
we look for each occurrence of a∗ in w2, we remove a from w1 and a
∗ from w2
and connect the opened necklaces. We add up all necklaces thus obtained and then
reverse the roles of w1 and w2, subtracting this from the first expression.
Motivated by this last observation, we initiate the systematic study of the most
canonical example of a necklace Lie algebra, namely the necklace Lie algebra
of the free algebra A = C〈x1, . . . , xd, x
∗
1, . . . , x
∗
d〉 in 2d variables, equipped with
the Kontsevich Lie bracket. Alternatively, this can be seen as the necklace Lie
algebra of the free algebra A, equipped with the canonical symplectic double
bracket defined on the generators of A as
{{xi, xj}} = 0, {{x
∗
i , x
∗
j}} = 0 for all i, j,
{{xk, x
∗
ℓ}} = 0 for all k 6= l and {{xi, x
∗
i }} = 1⊗ 1.
This necklace Lie algebra, which from now on we will denote by n, then induces
a Poisson bracket on the center C[issn(A)] of the trace ring of 2d-tuples of n×n
generic matrices. Observe that this necklace Lie algebra can be considered as
a generalization of the symplectic Lie algebra, and this symplectic viewpoint
was already explored by Crawley-Boevey, Etingof and Ginzburg in [4], where
in particular the center of this Lie algebra is determined.
The necklace Lie algebra carries a natural grading induced from the natural
grading of A, and we begin our study by observing that homogeneous parts
in lowest degree have a nice description in terms of classical Lie algebras. In
particular, we have that n≤1 ∼= h(2d + 1), n2 ∼= sp(2d) and n≤2 ∼= h(2d +
1)⋊ sp(2d). The fact that n2 ∼= sp(2d) in combination with the fact that the
necklace Lie bracket is graded of degree −2 then allows us to consider n as an
sp(2d)-module, which is seen to be canonically identified with a quotient of
the tensor representation of the canonical representation of sp(2d) on
V = Cx1 ⊕ · · · ⊕ Cxd ⊕ Cx
∗
1 ⊕ · · · ⊕ Cx
∗
d.
Specializing to d = 1, we are able to give an explicit Clebsch-Gordan decom-
position of n as an sl2-module, where the homogeneous part of degree n, nn
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decomposes in highest weight modules nn,m of weight n−2m which occur with
multiplicity
(
n
m
)
−
(
n
m− 1
)
−
∑
ℓ|n|ℓm
ℓ− 1
ℓ
∑
k| gcd(ℓ, ℓ
n
m)
µ(k)
(
ℓ
k
ℓm
kn
)
+
∑
ℓ|n|ℓ(m−1)
ℓ− 1
ℓ
∑
k| gcd(ℓ, ℓ
n
(m−1))
µ(k)
(
ℓ
k
ℓ(m−1)
kn
)
,
where µ is the Mo¨bius function. Next, we observe that for d = 1 the necklace
Lie algebra has an infinite dimensional center, which means in particular that
as Poisson varieties, all issn(C〈x, x
∗〉) have nontrivial Poisson center, implying
for instance that they all have infinite dimensional zero-th Poisson cohomology.
We conclude by observing that for a general double Poisson algebra A, for
each n ∈ N the trace ring of generic matrices of A is a Poisson order, linking
the notion of a double Poisson algebra to another notion of noncommutative
Poisson geometry introduced in the study of symplectic reflection algebras.
We organized the paper as follows. In Section 2, we gather all preliminary
material needed for the remainder of the paper. In Section 3 we show the
homogeneous part of degree two of the necklace Lie algebra is isomorphic to
sp(2d) and then use this description for d = 1 to decompose n as sl(2)-module.
In Section 5 we then turn our attention towards the center c of the necklace
Lie algebra, showing it is infinite dimensional and linking this center with the
unique generating Casimir of the symmetric algebra of sl(2). We then turn our
attention to the lowest dimensional approximations of the noncommutative
geometry of C〈x, x∗〉, and describe the symplectic leaves of iss2(C〈x, x∗〉)
as coadjoint orbits in Section 6. We conclude the paper with a link between
double Poisson algebras and Poisson orders in Section 7.
Throughout the paper, all associative algebras will be unital over C. Un-
adorned tensor products will be tensor products over the base field C.
2 Preliminaries
In this section, we gather the necessary preliminary material needed for the re-
mainder of the paper. We refer to [14] for the details of the results summarized
here.
We will consider two actions of an affine associative C-algebra A on A ⊗ A.
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The outer action of A on A⊗A is defined as
a.(b′ ⊗ b′′).c := (ab′)⊗ (b′′c),
whereas the inner action is defined as
a ◦ (b′ ⊗ b′′) ◦ c := (b′c)⊗ (ab′′)
for all a, b′, b′′ ∈ A.
There is a canonical action of the cyclic permutation σ = (1 . . . n) on elements
of A⊗n, defined as
σ.a1 ⊗ · · · ⊗ an := an ⊗ a1 ⊗ · · · ⊗ an−1,
which extends to a canonical action of the cyclic group Zn generated by σ.
We will use the following shorthand notation for the action of σ and σ−1:
−→w := σ.w and ←−w := σ−1.w.
Now recall
Definition 1 Let A be an affine associative C-algebra, then a linear map
{{−,−}} : A⊗A→ A⊗A
is called a double Poisson bracket if and only if it satisfies
(1) ∀a, b ∈ A : {{a, b}} = −{{b, a}}o;
(2) ∀a, b, c ∈ A : {{a, bc}} = b.{{a, c}}+ {{a, b}}.c;
(3) ∀a, b, c ∈ A :
{{a, {{b, c}}′}}⊗{{b, c}}′′+
−−−−−−−−−−−−−−−−→
{{b, {{c, a}}′}} ⊗ {{c, a}}′′+
←−−−−−−−−−−−−−−−−
{{c, {{a, b}}′}} ⊗ {{a, b}}′′ = 0.
The last identity is known as the double Jacobi identity.
An algebra equipped with a double Poisson bracket is called a double Poisson
algebra.
In [14] it was observed that if A is a double Poisson algebra with double
Poisson bracket {{−,−}}, this double bracket induces something very close to
a Poisson bracket on A. Recall that
Definition 2 A Loday algebra is a vector space L together with a bilinear
map
{−,−} : L× L→ L
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which satisfies :
∀a, b, c ∈ L : {a, {b, c}} = {{a, b}, c}+ {b, {a, c}}.
A Loday-Poisson algebra is an affine associative algebra L together with a
bilinear map {−,−} : L×L→ L which is a derivation in its second argument
and which makes L into a Loday algebra.
We then have
Theorem 1 If A is a double Poisson algebra with double bracket {{−,−}} and
multiplication map µA, then the associated bracket
{−,−}L : A⊗ A→ A : a⊗ b 7→ µA({{a, b}})
(1) defines a Loday-Poisson algebra structure on A which satisfies
∀a, b, c ∈ A : {[a, b], c} = 0;
(2) induces a Lie algebra structure, denoted by {−,−} on the vector space
quotient
nA :=
A
[A,A]
of the algebra A by the vector space spanned by all commutators in A.
If A is a double Poisson algebra, we will call nA with the induced Lie algebra
structure the necklace Lie algebra of A.
In general, nA is an infinite dimensional Lie algebra which is generated as a
vector space by the equivalence classes of words in the generators of A under
cyclic permutation. These basis elements will be called necklaces. Observe
there is a natural grading on the necklace Lie algebra by the length of the
necklaces. This necklace Lie algebra structure now induces Poisson structures
on all spaces issn(A):
Theorem 2 Let A be a double Poisson algebra with corresponding necklace
Lie algebra nA and consider the induced Lie-Poisson structure on the symmet-
ric algebra S(nA), then the kernel of the canonical algebra morphism
S(nA)։ C[issn(A)],
induced by the linear map nA → C[issn(A)] : w 7→ tr(w), is a Poisson ideal
and hence C[issn(A)] is a Poisson algebra.
Now consider the free algebra A = C〈x1, . . . , xd, x∗1, . . . , x
∗
d〉 then this algebra
has a canonical double Poisson bracket on it defined as
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∀1 ≤ i, j ≤ d : {{xi, xj}} = {{x
∗
i , x
∗
j}} = 0
∀1 ≤ i 6= j ≤ d : {{xi, x
∗
j}} = 0
∀1 ≤ i ≤ n : {{xi, x
∗
i }} = 1⊗ 1
on the generators, and extended to a double Poisson bracket using the fact
that the bracket has to be twisted antisymmetric and a derivation with respect
to the outer bimodule structure. Observe that this bracket is a graded bracket
of degree −2 for the canonical grading of A. In particular, this bracket respects
the natural grading of the necklace Lie algebra.
For the greatest part of the remainder of this paper, we will study this partic-
ular necklace Lie algebra, which we will simply denote by n. We will consider
it as a Lie algebra with an underlying graded vector space and a bracket of
degree −2.
3 The sl2-Module Structure of n.
We begin by observing there is a nice description of the Hilbert series of the
necklace Lie algebra.
Proposition 3 Let n be the necklace Lie algebra in 2d variables and let nk be
its homogeneous part of degree k, then
dimC nk =
1
k
k∑
i=1
(2d)gcd(k,i).
Proof. This is a well-known expression for the number of different necklaces
with 2d beads, which is a version of Moreau’s necklace counting function [12].

Next, observe that
Theorem 3 Let n be the necklace Lie algebra in 2d variables, and let Aab =
C[x1, . . . , xd, x
∗
1, . . . , x
∗
d] be the polynomial algebra in 2d variables equipped with
its canonical symplectic Poisson bracket, then
(1) all homogeneous subspaces of n are n2-modules;
(2) we have a graded morphism of Lie algebras
ϕ : n→ Aab : w 7→ w mod ([A,A]);
(3) in particular, there are Lie algebra isomorphisms
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(a) n≤1 ∼= h(2d+ 1),
(b) n2 ∼= sp(2d),
(c) n≤2 ∼= h(2d+ 1)⋊ sp(2d).
Proof. The fact that n2, n≤1 and n≤2 are Lie subalgebras of n as well as
the fact that all homogeneous subspaces ni, i ∈ N, are n2 modules follows
immediately from the fact that the bracket on the necklace Lie algebra is of
degree −2.
Now observe that by Theorem 2, we have a Poisson algebra morphism
S(n)։ C[iss1(A)] = Aab = C[x1, . . . , xd, x
∗
1, . . . , x
∗
d],
which maps a generator xi to tr(xi). Because we are looking at one-dimensional
representations, tr(xi) is canonically identified with xi, so the Poisson bracket
on C[x1, . . . , xd, x
∗
1, . . . , x
∗
d], defined by the necklace Lie algebra becomes
∀1 ≤ i, j ≤ d : {xi, xj}ab = {x
∗
i , x
∗
j}ab = 0
∀1 ≤ i 6= j ≤ d : {xi, x
∗
j}ab = 0
∀1 ≤ i ≤ n : {xi, x
∗
i }ab = µ(1⊗ 1) = 1,
which exactly corresponds to the canonical symplectic Poisson bracket on
Aab. But then this morphism induces in particular a graded morphism of Lie
algebras
ϕ : n→ Aab : w 7→ w mod ([A,A]).
Now observe that ϕ is an isomorphism when restricted to n2, as both n2 and
Aab,2 are generated by all necklaces of the form xy with
x, y ∈ {x1, . . . , xd, x
∗
1, . . . , x
∗
d}.
Finally, note that the symplectic Lie algebra sp(2d) is the restriction of {−,−}ab
to the degree two subspace of Aab, whence the desired isomorphism.
Similarly, ϕ is an isomorphism when restricted to n≤1 and the Heisenberg Lie
algebra h(2d + 1) is easily seen to be the restriction of {−,−}ab to Aab,≤1.
Finally, as n≤2 = n≤1 ⊕ n2 is isomorphic as a graded Lie algebra to Aab,≤2 =
Aab,≤1 ⊕ Aab,2, and as the bracket on Aab,≤2 corresponds to the semidirect
product, we have the last isomorphism. 
An immediate corollary from this theorem is
Corollary 1 Denote by c the center of n. We have the following strict inclu-
sions of infinite dimensional Lie algebras
0 ( c ( ker(ϕ) ( n≥4
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Proof. From Theorem 3 we know we have a graded morphism of Lie algebras
from n to Aab. It now simply suffices to observe that the dimensions of the
homogenous parts of degree n of the necklace Lie algebra are strictly bigger
than the dimensions of the corresponding homogeneous parts of Aab as soon
as n ≥ 4.
Moreover, the fact that c is included in ker(ϕ) follows from [4, Cor. 8.6.2],
which states that c is generated by all powers cn, of the element
c :=
d∑
i=1
[xi, x
∗
i ].

Next, let us take a closer look at the action of n2 on the homogeneous subspaces
ni. Consider the vector space
V = Cx1 ⊕ · · · ⊕ Cxd ⊕ Cx
∗
1 ⊕ · · · ⊕ Cx
∗
d,
and consider the natural action of sp(2d) on V induced from the canonical
Poisson bracket on C[V ]. Recall that the canonical extension to an action on
the tensor power V ⊗n is given by
g.v1 ⊗ · · · ⊗ vn :=
n∑
i=1
v1 ⊗ · · · ⊗ vi−1 ⊗ g.vi ⊗ vi+1 ⊗ · · · ⊗ vn.
Lemma 1 Let
Cn := 〈v1 ⊗ · · · ⊗ vn − v2 ⊗ · · · ⊗ vn ⊗ v1 | v1, . . . , vn ∈ V 〉,
then Cn is an sp(2d)-submodule of V
⊗n.
Proof. Indeed, we have for g ∈ sp(2d) that
g.(v1 ⊗ · · · ⊗ vn − v2 ⊗ · · · ⊗ vn ⊗ v1)
=
n∑
i=1
v1 ⊗ · · · ⊗ vi−1 ⊗ g.vi ⊗ vi+1 ⊗ · · · ⊗ vn
−
n−1∑
j=2
v2 ⊗ · · · ⊗ vi−1 ⊗ g.vi ⊗ vi+1 ⊗ · · · ⊗ vn ⊗ v1 − v2 ⊗ · · · ⊗ vn ⊗ g.v1
=
n−1∑
i=2
(v1 ⊗ · · · ⊗ vi−1 ⊗ g.vi ⊗ vi+1 ⊗ · · · ⊗ vn
− v2 ⊗ · · · ⊗ vi−1 ⊗ g.vi ⊗ vi+1 ⊗ · · · ⊗ vn ⊗ v1)
+ g.v1 ⊗ · · · ⊗ vn − v2 ⊗ · · · ⊗ vn ⊗ g.v1
10
∈ C(n).

So we have a canonical action of sp(2d) on V cn := V
⊗n/C(n) = nn. In partic-
ular, we have
Theorem 4 Let n be the necklace Lie algebra in 2d variables and consider
nn as a sp(2d)-module through the canonical identification n2 = ϕ
−1(sp(2d)),
then the canonical identification
V cn→˜nn : v1 ⊗ · · · ⊗ vn 7→ v1 . . . vn
is an isomorphism of sp(2d)-modules.
Proof. Recall that the Lie algebra structure on n is induced by the Loday-
Poisson bracket on A through
{w1, w2} = {w˜1, w˜2}L mod [A,A]
for necklaces w1 and w2. Now {−,−}L is a derivation in its second argument,
so we have for w ∈ n2 and v = v1 . . . vn ∈ nn that
w.v = {w, v1 . . . vn} =
n∑
i=1
v1 . . . vi−1{w, vi}Lvi+1 . . . vn mod [A,A],
which exactly corresponds to the image of
w.(v1 ⊗ · · · ⊗ vn) =
n∑
i=1
v1 ⊗ · · · ⊗ vi−1 ⊗ {w, vi} ⊗ vi+1 ⊗ · · · ⊗ vn.

From now on, assume n is the necklace Lie algebra in 2 variables, so n2 becomes
isomorphic to sl(2), where the isomorphism identifies
E =
(x∗)2
2
, F = −
x2
2
and H = xx∗,
with
[H,E] = 2E, [H,F ] = −2F and [E, F ] = H.
The graded Lie algebra morphism from Theorem 3 becomes a morphism from
n2 to C[x, x
∗]. In this commutative setting, all homogeneous spaces C[x, x∗]n
become simple sl2-modules. However, their noncommutative counterparts in
the necklace Lie algebra will in general be no longer simple. We have
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Proposition 4 Let n be the necklace Lie algebra in two variables. If n ≥ 4
then nn is not a simple sl2 representation.
Proof. This follows immediately from the fact that the morphism ϕn in par-
ticular is a morphism of sl2-modules which is an isomorphism if and only if
n ≤ 3, as can be seen easily by looking at the dimensions of the corresponding
homogeneous subspaces. 
If we want to describe n as a sl2-module, we first have to study the sl2-module
structure of Cn. Of particular use in this study is the action of the generator
H = xx∗ on words in V ⊗n. We have
Lemma 2 Let w = w1⊗ · · ·⊗wn ∈ V ⊗n, denote the total degree of w in x as
degx(w) and the total degree of w in x
∗ as degx∗(w), then
H.w = (degx∗(w)− degx(w))w.
Proof. We know that H.x = −x and H.x∗ = x∗, so
w1 ⊗ · · · ⊗H.wi ⊗ wi+1 ⊗ · · · ⊗ wn = (−1)
δwixw1 ⊗ · · · ⊗ wn,
whence
H.w=
n∑
i=1
w1 ⊗ · · · ⊗ h.wi ⊗ wi+1 ⊗ · · · ⊗ wn
=
n∑
i=1
(−1)δwixw1 ⊗ · · · ⊗ wn
= (degx∗(w)− degx(w))w.

Now let B be the canonical basis of V ⊗n consisting of all words of length n in
x and x∗, then we can stratify B as
B =
⋃
m≤n
Bm
with
Bm = {w ∈ B | degx(w) = m, degx∗(w) = n−m}.
The number of elements in Bm is then equal to
bm =
(
n
m
)
,
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Now Lemma 2 implies each of these elements is an eigenvector of weight n−2m.
From this, we easily deduce that
Lemma 3 In the decomposition of V ⊗n as sl2-module, the highest weight mod-
ule with weight n− 2m occurs with multiplicity
(
n
m
)
−
(
n
m− 1
)
.
That is, if n is odd, this means we have a decomposition
V ⊗n =
n−1
2⊕
m=0
V
⊕(nm)−(
n
m−1)
n−2m .
If n is even, we have a decomposition
V ⊗n =
n
2⊕
m=0
V
⊕(nm)−(
n
m−1)
n−2m .
Proof. It suffices to observe that the number of elements in Bm counts the
total number of eigenvectors ofH with weight n−2m. The number of elements
in Bm−1 is the total number of eigenvectors with weight n − 2m+ 2, each of
which is mapped to an eigenvector with weight n − 2m under the action of
E. This means in particular that of all eigenvectors counted in Bm, we have
exactly |Bm−1| eigenvectors which are elements of a highest weight module
with weight different from n− 2m, whence the desired multiplicity. 
In order to obtain a decomposition of the necklace Lie algebra, we have to
identify which parts in the decomposition of V ⊗n occur in the decomposition
of Cn. For this purpose, we first of all need to find a suitable basis for Cn.
Consider the action of Zn on B by cyclic permutation. Let O be an orbit for
this action in Bn and define
C(O) = 〈w −−→w | w ∈ O〉 ⊂ Cn,
then the (disjoint) union of all C(O) forms a basis for Cn, denoted by B. This
basis can again be stratified according to the degree of w:
B =
⋃
m≤n
Bm
with
Bm = {w ∈ B | degx∗(w) = m, degx(w) = n−m}.
Observe that |C(O)| = |O| − 1, and the action of H on an element w =
w−−→w ∈ C(O) is again with weight dimx∗(w)− dimx(w). Using this basis we
can show
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Lemma 4 In the decomposition of Cn as sl2-module, the highest weight mod-
ule with weight n− 2m occurs with multiplicity
∑
ℓ|n|ℓm
ℓ− 1
ℓ
∑
k| gcd(ℓ, ℓ
n
m)
µ(k)
(
ℓ
k
ℓm
kn
)
−
∑
ℓ|n|ℓm−1
ℓ− 1
ℓ
∑
k| gcd(ℓ, ℓ
n
(m−1))
µ(k)
(
ℓ
k
ℓ(m−1)
kn
)
,
where µ is the Mo¨bius function.
Proof. Let ℓ|n, then the Orbit-Stabilizer Theorem tells us each orbit O of a
point with stabilizer (ℓ) ⊂ Zn has exactly ℓ points, so the number of orbits in
Bm of words that have stabilizer (ℓ) ⊂ Zn is equal to
oℓ =
1
ℓ
|{w ∈ Bm | Stab(w) = (ℓ)}|.
Next, observe that a word w has stabilizer (ℓ) if and only if w can be written
up to cyclic permutation as w = v
n
ℓ with v a word of length ℓ with trivial
stabilizer and with dimx(v) =
ℓ
n
m. Observe that in particular this means we
only have stabilizer (ℓ) if n|mℓ.
The orbit of a word of length ℓ with trivial stabilizer corresponds to an aperi-
odic necklace (also known as a Lyndon word) of length ℓ with ℓ
n
m occurrences
of x. Moreau’s necklace counting function tells us this number is given by
L2(ℓ,
ℓ
n
m) =
1
ℓ
∑
k| gcd(ℓ, ℓ
n
m)
µ(k)
(
ℓ
k
ℓm
kn
)
.
Now we know each orbit contains ℓ words, so we have
oℓ =
1
ℓ
ℓL2(ℓ,
ℓ
n
m) =
1
ℓ
∑
k| gcd(ℓ, ℓ
n
m)
µ(k)
(
ℓ
k
ℓm
kn
)
.
Each of the orbits O counted here gives rise to a basis set C(O) ⊂ Bm with
ℓ− 1 elements, so for fixed ℓ, we obtain
ℓ− 1
ℓ
∑
k| gcd(ℓ, ℓ
n
m)
µ(k)
(
ℓ
k
ℓm
kn
)
distinct basis elements in Bm. But then the total number of basis elements
in Bm is simply obtained by summing over all ℓ that occur, yielding a total
number of elements in Bm of
∑
ℓ|n|ℓm
ℓ− 1
ℓ
∑
k| gcd(ℓ, ℓ
n
m)
µ(k)
(
ℓ
k
ℓm
kn
)
.
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8 7 6 5 4 3 2 1 0
1 0 0 0 0 0 0 0 1 0
2 0 0 0 0 0 0 1 0 0
3 0 0 0 0 0 1 0 0 0
4 0 0 0 0 1 0 0 0 1
5 0 0 0 1 0 0 0 1 0
6 0 0 1 0 0 0 2 0 1
7 0 1 0 0 0 2 0 2 0
8 1 0 0 0 3 0 3 0 3
Table 1
Multiplicities of the highest weight modules in the decomposition of n. The columns
list the weights, whereas the rows list the degrees of the homogeneous parts.
Now we conclude by observing again that |Bm−1| of these elements come from
highest weight modules of weight different from n− 2m, which concludes the
proof. 
Combining Lemma 3 with Lemma 4 we arrive at the following Clebsch-Gordan
decomposition of the necklace Lie algebra.
Theorem 5 Let n ≥ 0 and let m ≤ n
2
, then the highest weight module Vn−2m
occurs in the decomposition of nn with multiplicity(
n
m
)
−
(
n
m− 1
)
−
∑
ℓ|n|ℓm
ℓ− 1
ℓ
∑
k| gcd(ℓ, ℓ
n
m)
µ(k)
(
ℓ
k
ℓm
kn
)
+
∑
ℓ|n|ℓ(m−1)
ℓ− 1
ℓ
∑
k| gcd(ℓ, ℓ
n
(m−1))
µ(k)
(
ℓ
k
ℓ(m−1)
kn
)
,
where µ is the Mo¨bius function.
In Table 1 we list for small total degree the multiplicities of the corresponding
highest weight modules.
4 Non-Symplectic Necklace Lie Algebras
Before continuing our study of the symplectic necklace Lie algebra, we would
like to make some remarks about generalizations of the results above to non-
symplectic necklace Lie algebras, induced by linear double Poisson brackets.
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In [13, Prop. 10], a one-to-one correspondence was established between finite
dimensional associative algebra structures on a vector space V on one hand
and linear double Poisson structures on the tensor algebra T (V ) on the other
hand. Explicitly, let V be a vector space of dimension n, generated by elements
x1, . . . , xn, and let a
k
ij with 1 ≤ i, j, k ≤ n be the structure constants of an
associative multiplication defined on V , then the bracket
{{xi, xj}} :=
n∑
k=1
akijxk ⊗ 1− a
k
ji1⊗ xk
is a double Poisson bracket. Moreover, these are the only linear double Poisson
brackets on T (V ). This leads to the following necklace Lie algebras
Proposition 5 Let V be a finite dimensional associative algebra of dimension
n, generated by elements xi, 1 ≤ i ≤ n and with multiplication
xixj =
n∑
k=1
akijxk
with akij ∈ C for all 1 ≤ i, j, k ≤ n. Let A = T (V ) = C〈x1, . . . , xn〉 be the
tensor algebra of V with double Poisson bracket
{{xi, xj}} := xixj ⊗ 1− 1⊗ xjxi,
then the associated necklace Lie algebra nA has a bracket of degree −1 with
respect to the natural grading on T (V ), for which the degree 1 component is a
Lie subalgebra, equal as a Lie algebra to (V, [−,−]). Here the latter bracket is
the commutator bracket in the associative algebra V :
[xi, xj] := xixj − xjxi.
Proof. This follows immediately from the definition of the double Poisson
bracket and the fact that
[xi, xj ] =
k∑
i=1
(ckij − c
k
ji)xk.

An example of particular importance here would be V = gln as a finite di-
mensional associative algebra. The corresponding necklace Lie algebra, which
we denote by ngln, would be the necklace Lie algebra of necklaces in n
2 beads
eij , 1 ≤ i, j ≤ n, with the bracket induced from the double bracket defined as
{{eij , ekℓ}} := δjkeiℓ ⊗ 1− δiℓ1⊗ ekj
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for 1 ≤ i, j, k, ℓ. The morphism ϕ in Theorem 3 in this situation becomes a Lie
algebra morphism from ngln to S(gln), inducing an equality as Lie algebras
between the degree 1 component of nln and the Lie algebra gln we started with.
Moreover, we now have that all homogeneous components of the necklace Lie
algebra are Lie algebra modules for the degree 1 part because of the degree of
the bracket.
This has two important consequences. Firstly, we can again try determine
a decomposition of these homogeneous components into simple modules for
the degree 1 part. Secondly, we can construct the necklace equivalents of the
classical Lie subalgebras of gln by restricting the beads of ngln to the generators
of these Lie subalgebras. Suppose g is such a Lie subalgebra, and let ng be
the corresponding Lie subalgebra of nln, then it is easy to see ng is a necklace
Lie algebra of the tensor algebra Ag := T (g) and hence induces a Poisson
structure on all spaces issd(Ag). One could say that in this way we have
defined a noncommutative thickening of the Lie-Poisson algebra S(g).
Observe moreover that the necklace Lie algebras ng we have constructed in
this way no longer come from double Poisson structures on the tensor algebra
Ag. Indeed, consider for instance the case of sl2 in gl2. To construct nsl2, we
restrict ourselves to the Lie subalgebra of ngl2 on the beads E = e12, F = e21
and H = e11− e22. The bracket {E, F} = H is induced by the double Poisson
bracket on T (gl2) via
{{e12, e21}} = e11 ⊗ 1− 1⊗ e22,
which is not in Ansl2⊗Ansl2 when considering Ansl2 as embedded in T (gl2). As a
matter of fact, it follows from [13, Prop. 10] and Proposition 5 that the necklace
Lie bracket constructed this way cannot be induced from a double Poisson
bracket on Ansl2 as the Lie bracket of sl2 is not induced as the commutator
bracket of an associative multiplication on sl2.
5 The Center of the Necklace Lie Algebra
From Corollary 1 we already knew that the necklace Lie algebra was not a
simple Lie algebra. In fact, more is true, and in this section we will show that
the necklace Lie algebra in fact has a nontrivial, infinite dimensional center.
We will denote the center of n by c. We have
Theorem 6 For all n ∈ N, the element cn = [x, x∗]n ∈ n is a central element.
These elements are distinct and nontrivial for n > 1, and hence c is infinite
dimensional.
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Proof. A straightforward computation on the level of the double Poisson
algebra C〈x, x∗〉 yields
{{[x, x∗], x}}=x⊗ 1− 1⊗ x
{{[x, x∗], y}}= y ⊗ 1− 1⊗ y
Which yields because of the twisted antisymmetry and the derivation property
of a double Poisson bracket that
{{[x, x∗]n, x}}=
n−1∑
i=0
(x[x, y]n−1−i ⊗ [x, y]i − [x, y]n−1−i ⊗ [x, y]ix)
{{[x, x∗]n, x∗}}=
n−1∑
i=0
(x∗[x, x∗]n−1−i ⊗ [x, x∗]i − [x, x∗]n−1−i ⊗ [x, y]iy).
From which we deduce that for the Poisson-Loday bracket we have
{[x, x∗]n, x}L=n(x[x, x
∗]n−1 − [x, x∗]n−1x)
{[x, x∗]n, x∗}L=n(x
∗[x, x∗]n−1 − [x, x∗]n−1x∗),
and so
{[x, x∗]n, xa(x∗)b}L=n(x
a(x∗)b[x, x∗]n−1 − [x, x∗]n−1xa(x∗)b).
But then for a general word w = xa1(x∗)b1 . . . xak(x∗)bk we obtain
{[x, x∗]n, w}L=
k∑
i=1

i−1∏
j=1
xaj (x∗)bj

 {x, xai(x∗)bi}L

 k∏
ℓ=i+1
xaℓ(x∗)bℓ


=n
k∑
i=1

i−1∏
j=1
xaj (x∗)bj

 (xa(x∗)b[x, x∗]n−1
−[x, x∗]n−1xa(x∗)b)

 k∏
ℓ=i+1
xaℓ(x∗)bℓ


=−n([x, y]n−1w − w[x, y]n−1),
which is easily seen to be zero modulo commutators and hence
{[x, x∗]n, w} = 0 ∈ n.
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To establish that these elements are all distinct, it suffices to evaluate cn, for
n > 1, in the matrix couple (X,X∗) given by
X =


0 λ 0
0 0 −λ
0 0 0

 and X
∗ =


0 0 0
1 0 0
0 1 0

 ,
with λ ∈ C∗. Indeed, we have that
cn(X,X
∗) = tr(


λ 0 0
0 −2λ 0
0 0 λ


n
) = 2λn + (−2)nλn 6= 0.

Remark 1 Observe that the description of the center obtained here is actually
a special case of the stronger result [4, Thm. 8.6.1, Cor. 8.6.2]. However,
we feel that the proof presented here, through direct computation using the
double Poisson structure, provides an interesting alternative approach for the
particular case considered in this note.
An immediate consequence for the induced Poisson geometry on the quotient
spaces is
Corollary 2 For any n ≥ 2, the zeroth Poisson cohomology
PH0(C[issn(C〈x, x
∗〉)])
is infinite dimensional.
6 The Poisson Geometry of C2
As an extended example of the Poisson geometry induced by the necklace
Lie algebra, we will have a look at the Poisson structure induced by n on
small dimensional representation spaces. First of all observe that the space of
one-dimensional representations,
rep1(C〈x, x
∗〉) = iss1(C〈x, x
∗〉),
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{−,−} tr(x) tr(x∗) tr(x2) tr((x∗)2) tr(xx∗)
tr(x) 0 2 0 2tr(x∗) tr(x)
tr(x∗) −2 0 −2tr(x) 0 −tr(x∗)
tr(x2) 0 2tr(x) 0 4tr(xx∗) 2tr(x2)
tr((x∗)2) −2tr((x∗)2 0 −4tr(xx∗) 0 −2tr((x∗)2
tr(xx∗) −tr(x) tr(x∗) −2tr(x2) 2tr((x∗)2) 0
Table 2
The Poisson structure on the generators of C.
simply becomes the symplectic plane when equipped with the induced Poisson
structure.
The first degenerate case we encounter already is the variety
iss2(C〈x, x
∗〉).
It is known that this is a five dimensional affine space, and so cannot be
a symplectic manifold. The coordinate ring of this space is generated as a
polynomial algebra by tr(x), tr(x∗), tr(x2), tr((x∗)2) and tr(xx∗).
The Poisson structure induced on the coordinate ring
C = C[iss2(C〈x, x
∗〉)]
then exactly corresponds to the Poisson structure induced by n≤2 = sl2⋊h on
the quotient of its symmetric algebra (the center of which was studied in [1])
by the ideal (tr(1) − 2). We summarized this structure in the multiplication
table listed in Table 2. Denote the canonical generators of sl2 by E, F and
H and denote the canonical generators of h by X , Y and Z then Table 2
yields the identification H = tr(xy), F = − tr(x
2)
2
, E = tr((x
∗)2)
2
, X = tr(x∗),
Y = −tr(x) and Z = 2. Now consider the following automorphism of S(sl2⋊h)
(Z−2)
:
H ′=H +
XY
2
E ′=E −
X2
4
F ′=F +
Y 2
4
X ′=X
Y ′=Y
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Then we obtain that
S(sl2 ⋊ h)
(Z − 2)
∼=
S(sl2)⊗ S(h)
(Z − 2)
as Poisson algebras. Indeed, observe for instance that
{H ′, E ′}= {H,E} − {H,
X2
4
}+ {
XY
2
, E} − {
XY
2
,
X2
4
}
=2E −
X2
2
−
X2
2
+
X2Z
4
= 2E ′.
Similarly one obtains {H ′, F ′} = −2F ′, {E ′, F ′} = H ′, identifying the sub-
algebra generated by H ′, E ′ and F ′ with sl2. Analogously, one observes that
H ′, E ′ and F ′ act trivially on X ′ and Y ′, finishing the claim.
Remark 2 When dealing with n × n matrix invariants, a canonical way of
obtaining nicer relations is by looking at traceless matrices. That is, instead of
looking at the generators tr(w) where w is a word in the generic matrices, one
looks at the generic matrices tr(xi) in combination with tr(w
′) where w′ is a
word in the traceless generic matrices xi −
1
n
tr(xi). It is a general principle
that the relations with respect to these generators behave more nicely.
Now observe that the automorphism above actually corresponds to changing
from traces of generic matrices to traces of words in traceless matrices. For
instance,
H ′ = tr(xx∗)−
tr(x)tr(y)
2
= tr((x−
1
2
tr(x))(x∗ −
1
2
tr(x∗))).
But now
S(sl2)⊗ S(h)
(Z − 2)
∼= S(sl2)⊗
S(h)
(Z − 2)
,
which means in particular that the center of S(sl2)⊗S(h)
(Z−2)
is equal to the center
of S(sl2). This center is known to be the polynomial algebra generated by the
Casimir
csl2 = H
′2 + 4E ′F ′.
This allows us to conclude the Poisson center of C is generated as a polynomial
algebra by the element csl2 under the identification listed above. We have
Proposition 6 The canonical morphism S(n)։ C maps for n ≥ 0
c2n 7→−2
1−ncnsl2
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c2n+1 7→ 0
Proof. This is an immediate consequence of the Cayley-Hamilton relations
satisfied by matrices. Recall that for any 2× 2 matrix A we have
A2 − tr(A)A + det(A) = 0,
and
det(A) =
1
2
(tr(A)2 − tr(A2)).
This means in particular that
tr([x, x∗]2n) = tr((tr([x, x∗])[x, x∗]−
1
2
(tr([x, x∗])2 − tr([x, x∗]2)))n)
= tr((
1
2
tr([x, x∗]2))n)
= 21−ntr([x, x∗]2)n,
and
tr([x, x∗]2n+1)= tr((tr([x, x∗])[x, x∗]−
1
2
(tr([x, x∗])2 −
tr([x, x∗]2)))n[x, x∗])
= tr((
1
2
tr([x, x∗]2))n[x, x∗])
= 21−ntr([x, x∗]2)ntr([x, x∗])
= 0.
Now we compute
tr([x, x∗]2)= tr(x2(x∗)2)− tr((xx∗)2)
= tr((tr(x)x− det(x))(tr(x∗)x∗ − det(x∗)))
−tr(tr(xx∗)xx∗ − det(x)det(x∗))
= tr(x)tr(x∗)tr(xx∗)− det(x)tr(x∗)2 − det(x∗)tr(x)2
+2det(x)det(x∗)− tr(xx∗)2 + 2det(x)det(x∗)
= tr(x)tr(x∗)tr(xx∗)− tr(xx∗)2 + tr(x2)tr((x∗)2)
−
1
2
(tr(x2)tr(x∗)2 + tr(x)2tr((x∗)2),
which finishes the proof under the identification H = tr(xy), F = − tr(x
2)
2
,
E = tr((x
∗)2)
2
, X = tr(x∗) and Y = −tr(x). 
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Another consequence of the isomorphism above is the following.
Theorem 7 The symplectic leaves of iss2(C〈x, x∗〉) correspond to the coad-
joint orbits of sl2 and hence correspond to the level sets of the Casimir element
csl2
Sλ := {ρ ∈ iss2(C〈x, x
∗〉) | csl2(ρ) = λ},
for λ ∈ C∗ together with the two sets
S ′0 := {ρ ∈ iss2(C〈x, x
∗〉) | csl2(ρ) = 0, (E
′, F ′, H ′) 6= 0},
and
S ′′0 := {ρ ∈ iss2(C〈x, x
∗〉) | (E ′, F ′, H ′) = 0},
Proof. This follows immediately from the above coordinate change, the fact
that the Poisson structure on S(h)
(Z−2)
is the canonical symplectic structure and
the fact that the Poisson structure on S(sl2) is a Lie-Poisson structure, the
symplectic leaves of which correspond to the coadjoint orbits. These are known
to be equal to the description in the theorem. 
We would like to point out a relationship between the symplectic leaves and
the Luna stratification of iss2(C〈x, x
∗〉). Recall for a general associative alge-
bra A, elements in issn(A) correspond to isomorphism classes of semi simple
representations. That is, an element ρ ∈ issn(A) corresponds to an isomor-
phism class of
σ⊕e11 ⊕ · · · ⊕ σ
⊕ek
k ,
with all σi distinct simple representations of dimension si and s1e1 + · · · +
snen = 0. The unordered k-tuple τ = [(s1, e1); . . . ; (sk, ek)] is called the rep-
resentation type of ρ, and for fixed τ the set Sτ of all elements in issn(A) of
representation type τ is called the Luna stratum of representation type τ .
For iss2(C〈x, x
∗〉) we have three Luna strata corresponding to representation
type τ1 = [(2, 1)], τ2 = [(1, 1); (1, 1)] and τ3 = [(1, 2)]. Using the identification
from the beginning of this section, consider
H := {(X, Y, E, F,H) ∈ iss2(C〈x, x
∗〉) | csl2(X, Y, E, F,H) = 0}
S := {(X, Y, E, F,H) ∈ iss2(C〈x, x
∗〉) | E ′ = F ′ = H ′ = 0},
then (for the actual computations we refer to [9])
Sτ1 = iss2(C〈x, x
∗〉)\H
Sτ2 =H\S
Sτ3 =S.
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So observe that the stratification by symplectic leaves refines the simple stra-
tum, whereas the other strata each are exactly one coadjoint orbit.
Remark 3 Observe that because in this setting the Poisson structure on issn(A)
is induced by a Poisson structure on repn(A), the stratification by symplectic
leaves will always be finer than the Luna stratification (see [10, Prop. 10.5.2] or
[11, Lemma 4.3]). This means that checking whether or not a given representa-
tion is simple becomes equivalent to checking whether or not the representation
belongs to a certain family of symplectic leaves. As the Poisson structure in-
duced on issn(A) actually comes from a linear double Poisson structure, one
could hope that these symplectic leaves still have a nice description, thus pro-
viding an easy method for checking whether a given representation is simple
or not. Moreover, the symplectic flows give a canonical way of constructing
new, non-isomorphic simple representations from a given representation.
7 Poisson Orders and the Trace Algebra
In this final section, A is once again any affine associative algebra. We begin
with some definitions, motivated by the definition of a formal necklace algebra
and a formal trace algebra in [9].
Definition 7 Let A
[A,A]
be the vector space of necklaces of an algebra A, then
the necklace algebra of A is the symmetric algebra
N := S(
A
[A,A]
)
generated by all necklaces. The trace algebra of A is the algebra
T := N ⊗C A.
Now recall the notion of a Poisson order, introduced in [3].
Definition 8 Let A be an algebra with a central subalgebra Z, and let H :
Z → DerC(A) be a linear map satisfying the Leibniz identity, then (A,Z,H)
is called a Poisson order if
(1) A is finitely generated as a module over Z;
(2) H |Z defines a Poisson structure on Z.
We will need a slightly relaxed version of this definition.
Definition 9 Let A, Z and H be as in the previous definition, then (A,Z,H)
is called a formal Poisson order if H |Z defines a Poisson structure on Z.
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We have
Proposition 10 Let A be a double Poisson algebra with bracket {{−,−}} and
corresponding necklace Lie algebra n. Consider the Lie-Poisson bracket {−,−}
induced by {{−,−}} on N and define
H˜ : N → N : w 7→ {w,−},
Extend this map using the Leibniz rule to a map H on T , then (T ,N , H) is
a formal Poisson order.
Proof. This follows immediately from the well-definedness of the map H˜ and
the definition of a formal Poisson order. 
Which implies
Corollary 3 Let T dn be the trace ring of d-tuples of generic n × n matrices,
then any double Poisson bracket on C〈x1, . . . , xd〉 turns T dn into a Poisson
order over its center.
Proof. This follows from the fact that the map H˜ is equivariant under taking
traces and hence respects the formal Cayley-Hamilton relations which form
the kernel of the canonical map T ։ T dn . 
Remark 4 It was shown in [3] that the stratification by symplectic cores has
a nice link with the representation theory of a Poisson order. More precisely,
given a Poisson order (A,Z,H) and a point x ∈ MaxSpec(Z), one can look at
the finite dimensional algebra Ax :=
A
mxA
, with mx the defining maximal ideal
of x. Now [3, Theorem 4.2] shows that if x and y belong to the same core, Ax
and Ay are isomorphic. An interesting question one can ask now is whether or
not it is always possible to find a double Poisson bracket such that this result
is optimal for the trace ring of the double Poisson algebra. That is, can one
find a double Poisson bracket such that Ax and Ay are isomorphic if and only
if x and y belong to the same core?
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