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Abstract
We give a time-randomness tradeoff for the quasi-random rumor spread-
ing protocol proposed by Doerr, Friedrich and Sauerwald [SODA 2008] on
complete graphs. In this protocol, the goal is to spread a piece of informa-
tion originating from one vertex throughout the network. Each vertex is
assumed to have a (cyclic) list of its neighbors. Once a vertex is informed
by one of its neighbors, it chooses a position in its list uniformly at random
and then informs its neighbors starting from that position and proceeding
in order of the list. Angelopoulos, Doerr, Huber and Panagiotou [Elec-
tron. J. Combin. 2009] showed that after (1 + o(1))(log
2
n+ lnn) rounds,
the rumor will have been broadcasted to all nodes with probability 1−o(1).
We study the broadcast time when the amount of randomness available
at each node is reduced in natural way. In particular, we prove that if
each node can only make its initial random selection from every ℓ-th node
on its list, then there exists lists such that (1− ε)(log
2
n+ lnn− log
2
ℓ−
ln ℓ) + ℓ − 1 steps are needed to inform every vertex with probability at
least 1 − O
(
exp
(
−
n
ε
2 lnn
))
. This shows that a further reduction of the
amount of randomness used in a simple quasi-random protocol comes at
a loss of efficiency.
1 Introduction
1.1 Randomized Rumor Spreading
We consider the rumor spreading problem, i.e., the problem of dissemanting
information on networks: given a graph G and a node v that has some piece of
information, the goal is to spread this piece of information to all nodes, where
in each step only adjacent nodes can communicate with each other. A simple
randomized algorithm for this problem is for each informed node to select, in
each iteration, one of its neighbors uniformly at random and then to send the
piece of information to that neighbor. In case of the complete graph, Frieze
and Grimmett [5] showed that (1 + o(1))(log2 n + lnn) iterations are sufficient
in order to inform every node with probability 1− o(1). This was tightened by
Pittel [9] who proved that log2 n+ lnn+O(1) iterations are sufficient for that.
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Note that each node needs ⌈log2(n − 1)⌉ random bits in order to choose
one of its neighbors uniformly at random. Since most nodes keep informing
for Ω(log n) rounds until all nodes are informed, a node will use Ω(log2 n) bits
on average with probability 1 − o(1). Recently, Doerr et al. [4] reduced the
amount of randomness needed for each node to O(log n) while maintaining a
logarithmic running time. In their quasi-random model, they assume that every
node has a (cyclic) list of its neighbors. This list dictates the order in which the
node informs its neighbors. Once a node v gets informed, it selects a position
in its list uniformly at random and proceeds by informing all nodes starting
from this position. In other words, after an initial random choice that requires
⌈log2(n − 1)⌉ random bits, the node proceeds deterministically and needs no
further random bits.
In this paper, we complement this effort of reducing the amount of random-
ness by providing a tight time-randomness tradeoff. Whereas the reduction of
random bits from O(log2 n) to O(log n) at each vertex comes at no loss of effi-
ciency, we show that a subsequent reduction of randomness in a more general
model will incur additional rounds for particular choices of the lists. In this
gate model, we assume that every vertex makes its random choice only from a
subset of special vertices equidistantly distributed on its list. Roughly speak-
ing, we prove that if ℓ is the distance between two gates, then, with probability
1− o(1), ℓ additional rounds are needed to inform all vertices.
1.2 The Dilemma of Randomization
Probabilistic methods have given rise to a large number of algorithms that utilize
random choices to perform difficult tasks efficiently. Often, these probabilistic
algorithms beat deterministic algorithms not only in terms of running time, but
also in terms of complexity, or rather simplicity. On the downside, probabilistic
algorithms have two major drawbacks: First, it is highly non-trivial to produce
truly random bits. Second, although these algorithms perform quite well in
expectation or even with high probability, there is no guarantee that they will
always do so. Derandomized versions of these algorithms are therefore highly
desirable. Unfortunately, it remains one of the big open questions in computer
science whether it is always possible to completely derandomize polynomial time
randomized algorithms without sacrificing the polynomial running time. For
recent developments on this question, we refer the interested reader to a survey
by Impagliazzo [6]. There are two ways to work around this problem. First, one
can try to reduce the amount of randomness needed in these algorithms without
any (or minor) sacrifices in terms of efficiency. Second, one can can study the
relationship between the running-time and the amount of randomness used.
Both approaches have been applied to several problems (see, e.g., [2, 3, 7, 8, 4]).
In this paper, we apply the second approach to the rumor spreading problem.
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2 Time-Randomness Tradeoff
We consider a generalization of the quasi-random model, where the number of
available random bits at each vertex is less than log2 n. More precisely, in the
gate model we assume that every vertex makes his random choice only from a
subset of special vertices among his neighbors. These gates are equidistantly
distributed in the list of each node at distance ℓ ≤ n−1 from each other, starting
from the first neighbor in the list. Since the number of random bits needed
decreases when ℓ increases, we can think of ℓ as a randomness measure. After
the initial random choice of a gate neighbor, the vertex continues to inform all
the subsequent neighbors as before. Note that for ℓ = 1, the gate model reduces
to the standard quasi-random model. For clarity, we assume that n/ℓ is integral.
Theorem 1. There exist lists such that the quasi-random gate model with ran-
domness parameter ℓ ∈ [n] on the complete graph on n vertices needs at least
(1− ε)(log2 n+ lnn− log2 ℓ− ln ℓ) + ℓ− 1
steps to inform every vertex with probability 1−O
(
exp(− n
ε
2 lnn )
)
.
Theorem 1 gives a natural tradeoff between the amount of randomness used
and the broadcast time needed. Note that such a result cannot hold for arbitrary
lists. In particular, for randomly chosen lists the starting point does not matter.
So even if all lists start informing from the first node on their list, the process
amounts exactly to the classical quasi-random model for which Angelopoulos et
al. proved the following lower bound.
Theorem 2 (Angelopoulos et al. [1]). For all lists, the quasi-random protocol
on the complete graph on n vertices informs all vertices in
(1 + o(1))(log2 n+ lnn)
steps with probability 1− o(1).
The proof simulates a process consisting of two phases that finishes no later
than the actual model. The second phase of the process can be reduced to the
following problem. Let e1, . . . , en be a sequence of n elements. Assume that
m elements are already marked. In addition, we mark i elements uniformly
at random with replacement. The following lemma shows that there is a large
interval of unmarked elements with high probability for a reasonable choice of
m and i.
Lemma 3. Let e1, . . . , en be a sequence of n elements out of which m elements
are ‘pre-marked’ and, furthermore, i ∈ ω
(
ln2 n
)
elements are marked uniformly
at random with replacement. Then, for all ε > 0 and large n, the largest interval
of unmarked elements has length at least
k = ni (1− ǫ) lnn
with probability at least 1− exp
(
− 12
(
nε/k +mn−1+ε
))
.
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Proof. We partition the sequence into disjoint intervals of length k. We have
n
k such intervals. We call an interval marked if it contains at least one marked
element. At most m of these intervals contain a previously (deterministically)
marked element. For any other interval I, we have
Pr (I is marked) = 1−
(
1− kn
)i
. (1)
Note that these intervals are not marked independently. However, the fact that
some of these intervals I1, . . . , Ij are marked by the random process implies that
there are at most i − j random selections left that could lead to the marking
of another interval J since all intervals are disjoint. Thus, the events that
intervals are marked are negatively correlated : if some intervals are marked, the
probability that another one is also marked cannot increase, i.e.,
Pr (I is marked | I1, . . . , Ij are marked)
≤ Pr (I is marked) .
(2)
Let I1, . . . , In/k denote the intervals. By a slight abuse of notation, we also
denote by Ij the event that interval Ij is marked.
We will need the following fact to complete the proof: for x ≤ 12 , we have
1− x ≥ e−x−x
2
. (3)
We compute,
Pr (all intervals are marked) (4)
= Pr

 ∧
1≤j≤n/k
Ij


= Pr (I1) · Pr (I2 | I1) · Pr (I3 | I1 ∧ I2)
· · ·Pr
(
In/k | I1 ∧ · · · ∧ In/k−1
)
≤
∏
1≤j≤n/k
Pr (Ij) by (2)
≤
(
1− (1− kn )
i
)n
k
−m
≤
(
1− exp
(
i(− kn −
k2
n2 )
))nk −m
by (3)
≤
(
1− n−1+ǫn−
(1−ǫ)2 lnn
i
)n
k
−m
(5)
≤
(
1− 12n
−1+ǫ
)n
k
−m
(6)
≤ exp
(
− 12n
−1+ǫ(nk −m)
)
. (7)
Here, (5) follows from the definition of k = ni (1−ε) lnn, (6) follows, for large
n, from the assumption that i ∈ ω
(
ln2 n
)
, and (7) follows from 1 + x ≤ ex.
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With those facts at hand we now prove Theorem 1.
Proof of Theorem 1. Assume that all vertices have (almost) the same list [1, 2, . . . , n],
except that each vertex is excluded from its own list. As a result the nodes do
not have exactly the same gates. However, the i-th gate of any list will be either
node (i− 1)ℓ+1 or node (i− 1)ℓ+2. We will therefore treat both as essentially
the same node, i.e, whenever the i-th gate of any node is informed, the i-th gate
of every other node is also informed immediately. Clearly, this assumption only
speeds up the process. We now bound from below the time needed to inform
all vertices by a process consisting of two phases that finishes at least as early
as the actual rumor spreading model.
In the first phase, which lasts for (1 − ε) log2(n/ℓ) steps, we only assume
that the number of informed vertices doubles in each step. Note that this is
optimal since in each step the number of informed vertices can at most double.
So we end up with at most (nℓ )
1−ε informed gates. We shall not use any further
information on how these gates became informed.
In the second phase, we assume that every vertex is allowed to spread the
rumor even if it has not received it yet. In other words, we bring forward the
random choice of each vertex that has not yet started to spread the rumor. This
modification will only speed up the process. In particular, at the beginning of
the second phase, every such vertex chooses one of the gates uniformly at random
and then spreads the rumor accordingly. We will prove that even under this
assumption, we additionally need (1− ε) ln(n/ℓ)+ ℓ− 1 steps until every vertex
has received the rumor.
Using Lemma 3, we argue that after the random choice of all these vertices,
there is a large interval of uninformed gates. Let n0 denote the number of
such vertices. Note that now the length of the sequence is n/ℓ. So by Lemma
3 with i = n0 and m = (
n
ℓ )
1−ε, there is such a free interval of length k =
n
n0ℓ
(1− ε) ln(n/ℓ) ≥ 1−εℓ ln(n/ℓ) with probability at least
1− exp
(
− 12 (n/ℓ)
ε/k +m(n/ℓ)−1+ε
)
= 1− exp
(
− 12 (n/ℓ)
ε/k + 1
)
≥ 1− exp
(
− n
ε
2 lnn + 1
)
.
We need at least ℓ − 1 steps to reach this interval and additionally ℓ · k ≥
(1− ε) ln(n/ℓ) steps to inform all vertices in this interval. So in total, we need
(1− ε)(log2 n+ lnn− log2 ℓ− ln ℓ) + ℓ− 1 (8)
steps in order to inform every vertex with probability at least 1−O
(
exp
(
− n
ε
2 lnn
))
.
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