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Abstract. In the context of spectrum sensing in cognitive 
radio networks, collaborative spectrum sensing has been 
proposed as a way to overcome multipath and shadowing, 
and hence increasing the reliability of the sensing. Due to 
the high amount of information to be transmitted, 
a dynamic compressive sensing approach is proposed to 
map the PSD estimate to a sparse domain which is then 
transmitted to the fusion center. In this regard, CRs send 
a compressed version of their estimated PSD to the fusion 
center, whose job is to reconstruct the PSD estimates of the 
CRs, fuse them, and make a global decision on the 
availability of the spectrum in space and frequency 
domains at a given time. The proposed compressive 
sensing based method considers the dynamic nature of the 
PSD map, and uses this dynamicity in order to decrease the 
amount of data needed to be transmitted between CR 
sensors’ and the fusion center. By using the proposed 
method, an acceptable PSD map for cognitive radio 
purposes can be achieved by only 20 % of full data 
transmission between sensors and master node. Also, 
simulation results show the robustness of the proposed 
method against the channel variations, diverse compres-
sion ratios and processing times in comparison with static 
methods.  
Keywords 
Power Spectral Density Map (PSD-Map), Cognitive 
Radio Sensors (CRS), Dynamic Compressive 
Sensing. 
1. Introduction 
The number of wireless customers as well as their 
usage of the service will continue to grow, therefore scarce 
spectrum resources will continue to face huge demands. 
CR can improve spectrum utilization by allowing second-
ary users (SUs) to opportunistically access a licensed band 
provided that the primary user (PU) is absent. To this end, 
SUs have to sense the spectrum constantly in order to 
detect the presence of a primary transmitter signal [1]-[3]. 
Recently, cooperative spectrum sensing algorithms have 
been proposed to improve the performance of spectrum 
sensing. PU detection probability can be greatly increased 
by allowing different SUs to share their information and to 
create collaboration through distributed transmission/ 
processing, in which each user’s information is sent out not 
only by the user, but also by the collaborating users [4]. 
Some studies on collaborative spectrum sensing include 
cooperative scheme design guided by game theory [5], 
optimum detection-location based method [6], random 
matrix theory [7], cluster-based cooperative spectrum 
sensing [8], and distributed rule-regulated cooperative 
spectrum sensing [9]. 
In order to enable the CR to reuse the frequency 
resources and to allow a dynamic spectrum allocation 
scheme, creating an interference map of the operational 
region at arbitrary locations and frequencies plays a funda-
mental rule [10]. When a frequency band is occupied, there 
could be locations where the transmitted power is low 
enough so that these frequencies can be reused without 
suffering from or causing harmful interference to the 
primary system. These reusable zones may be estimated by 
means of a collaborative scheme whereby receiving CR 
Sensors (CRSs) cooperate to estimate the distribution of 
power in space and frequency as well as localize the 
positions of transmitting PUs. In [11], sparsity assumption 
is used in CRs in order to distribute spectrum sensing 
process and PSD map construction by using Lasso and D-
Lasso algorithms. By knowing the spectrum status (i.e. idle 
or occupied), the remote CRSs can be enabled to reuse 
dynamically the unoccupied bands. The idea of creating the 
interference map has been used in [12] in order to build up 
deterministic power level map with the aim of routing. In 
addition, in [13] geographical-spectral pattern in CR 
networks are reconstructed based on the assumption that 
the pattern is sparse in a certain transform domain. 
Compressive sampling is a method for acquisition of 
sparse signals at rates significantly lower than Nyquist rate, 
and signal reconstruction is a solution of an optimization 
problem [14], [15]. In [16], [17], a spectrum sensing 
scheme based on compressive sampling is introduced 
which works for special signals whose Fourier transform is 
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real. In [18], a two-step compressed spectrum sensing 
scheme for efficient wideband sensing is proposed. In [19], 
a Bayesian compressive sensing framework reduces the 
sampling requirements and computational complexity by 
bypassing signal reconstruction. In [20], to collect spatial 
diversity against wireless fading, multiple CRs cooperate 
and establish consensus among local spectral estimate 
through running a decentralized consensus optimization 
algorithm. In [21], compressive sampling is performed at 
local CRs to scan wide spectra, and measurements from 
multiple CR detectors are fused to collect spatial diversity 
gain, which improves the detection quality, in particular, 
under fading channels. Moreover, the authors of [22], [23] 
have applied matrix completion and joint sparsity recovery 
to reduce sensing and transmitting requirements and 
improve sensing results. Specifically, they equipped CR 
nodes with a frequency selective filter, so the CR nodes 
sense linear combinations of multiple channel information 
and report them to the fusion center, where occupied 
channels are then decoded from the reports by using matrix 
completion and joint sparsity recovery algorithms. How-
ever, in all of these works only a static environment is 
considered. The authors in [24] proposed a dynamic 
compressive sensing system in order to detect the 
occupancy status of a certain channel. They have used the 
least square technique as a recovery method instead of 
methods such as ?? minimizations or greedy pursuit 
algorithms because they believe that this method is the best 
when the number of changes in PSD status is just one. 
Existing papers in the literature mostly focus on the 
collaborative spectrum sensing performance examination 
when the master node (fusion center) receives and 
combines all CR reports. In a  channel CR network with 
 CRs, the master node has to deal with  ? reports and 
combine them wisely in order to form a PSD Map for 
arbitrary locations in space and frequency domains. 
However, it is known that wireless channels are subject to 
fading and shadowing. When SUs experience multi-path 
fading or happen to be shadowed, the reports transmitted 
by CR users are subject to transmission loss. As a result in 
practice, the entire data set of the report is not available at 
the master node. Besides, when the number of sensors is 
large, this data transmission which is required for PSD map 
construction can be challenging. Then, we seek to release 
CRs from sending, and the master node from gathering 
such excessively large number of reports, As a con-
sequence, the communication cost, energy consumption 
and the number of reports sent from the CRs to the master 
node may significantly be reduced. 
The present paper goes in the direction of improving 
our previous work [25] which gains static compressed 
sensing in order to construct a dynamic PSD map in 
frequency, time and space domains, by assuming that the 
wide-band spectrum has been sensed individually by each 
CR with one of the mentioned spectrum sensing methods in 
the literature. Then, the information of changes in spectrum 
usage at each CR should be transmitted to a master node. 
To this end, a dynamic compressive sensing based scheme 
is presented in order to reduce the amount of this 
transmitted data. In comparison with a static environment 
[25], the sensed PSD by each CR is sent to a fusion center, 
while in dynamic one the recent changes in PSD are 
transmitted continuously to the fusion center. Therefore, 
the recent changes of the sensed PSDs at different locations 
and frequencies is compressed by a certain compression 
ratio and sent over a Rician fading channel with an AWGN 
noise to the master node. Master node collects the 
information from all CRSs, reconstructs the received PSDs, 
constructs the PSD map of each frequency band ??and then 
identifies the available spectrum, accordingly. The 
identification of the available spectrum is performed by 
setting a threshold for deciding occupancy of a frequency 
band based on the comparison between PSD estimates and 
a minimum power level which is given by the PUs. The 
recovery process of the received information in the master 
node is done by taking advantage of compressive sensing 
methods, e.g. BP [26], OMP [27], Lasso and Lars [28]. The 
key contribution here is the idea that in order to follow the 
dynamics of the PSD map, it is only needed to send the 
changes of the previous status of the PSD map with respect 
to the new one, with a proper rate. Then, the master node 
broadcasts the information of PSD maps to all cognitive 
radios in the support region or directly controls the 
cognitive radio traffic, itself. Therefore, cognitive radio 
users in each spatial region are informed of idle parts of the 
spectrum they can use. Moreover, it should be mentioned 
that the present work is a comprehensively extended 
version of our previous one in [31]. 
The rest of this paper is organized as follows. In 
Section 2, preliminaries about spectrum sensing problem 
formulation including topographical PSD map and its 
benefits, the compressive sampling method, and the 
compressive sampling based spectrum sensing is 
introduced. Section 3 contains our proposed method for 
PSD Map data transmission between CRSs and master 
node in order to build the PSD map. In Section 4, we 
present the experimental results which show the 
performance of the proposed method. Finally, the article is 
concluded in Section 5. 
2. PSD Map in Space and Frequency 
A PSD map is defined in a six dimension 
??? ?? ?? ?? ?? ?? space, and denotes the usage of the radio 
resources of time, frequency and power level ??? ?? ??, for 
any location of ??? ?? ?? in the considered geographic area. 
The necessary dimensions of PSD map to be used in 
cognitive radio applications including spectrum sensing 
and opportunistic data transmission in physical layer or 
medium access control (MAC) layer can be reduced to 
??? ?? ??? where ?? ? ??? ?? ??, for the sake of simplicity. 
This PSD map offers a network-wide knowledge about the 
quality of different wireless links, thus being significantly 
helpful for upper layer issues like routing [12] and 
congestion controls [13] in cognitive radio networks. 
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In this paper, it is assumed that a sensing approach 
has been used to get the wide-band spectrum power 
spectral density by several sensors which are distributed in 
the considered area. Then, through a master node, CRS 
cooperate with each other to estimate the distribution of 
power in space and frequency domains. In this way, the 
(un)used frequency bands are identified at different 
locations and times, and thus the spatial frequency reuse is 
facilitated; the CRSs reuse the idle frequency bands 
dynamically by knowing the spectrum at any location. PSD 
map also enables SUs to adapt their transmit-power so as to 
minimally interfere with PUs. This can be particularly 
helpful for sensor networks that are supposed to work in an 
unlicensed frequency band. The decision on the spectrum 
state (occupied or unoccupied) is made by the comparison 
of PSD estimations with minimum power levels which 
have been given by the PUs. The required accuracy of PSD 
map is determined by the level of accuracy in identification 
of the (un)used bands, in space, time and frequency 
domains. In Fig. 1, an exemplary PSD map is shown in 
three dimensions including frequency band, ? axis and ? 
axis in a certain time, ?. Fig. 1 helps to better understand 
how it is possible for the sensor networks to make 
a connection without causing harmful interference on the 
PUs. 
 
Fig. 1. Illustration of typical PSD maps created by the 
cooperation of several sensors in distinct frequency 
bands. 
The PSD maps illustrated in Fig. 1 for typical 
frequency bands have been created by the cooperation of 
sensor nodes in a zone of support. High energy levels mean 
that the PUs are active in those areas in the frequency 
subbands ??? ? ? ????? ? ? ??. The PSD map in this figure 
includes different clusters like ? ? ? ?  and F. The level 
of energy at the sensed spectrum in clusters ? ? ?? 
and ? is low while in other areas the sensed energy level is 
high. For each frequency band, there is a distinct PSD map. 
Suppose that there are several CR users and sensors in each 
cluster. It can be inferred that in order to avoid the 
interference on the PUs, only the CR users which are 
placed in the same cluster could connect to each other over 
the frequency bands ??. A given set of points may be 
located in a cluster in a certain frequency of fi and time ti, 
but not in other frequencies and times. 
3. Compressive Sensing Based 
Proposed Model 
Wideband spectrum sensing methods try to find the 
locations of vacant frequency bands (also called spectrum 
holes), by analyzing the irregularities in the PSD. The basic 
idea of this approach is to view the entire wide-band 
spectrum as several subbands, where subband edges 
indicate changes in spectrum occupancy. These spectrum 
edges can be detected using different image processing 
methods such as Mumford shah [29] and wavelet based 
detectors [30]. The compressive sensing-based spectrum 
sensing approach works under the assumptions that the 
PSD is realistic, with relatively flat and almost smooth 
regions over its supported frequency domain such as the 
one shown in Fig. 4. The compressive sensing based 
approach is applied to wide-band spectrum sensing as 
follows. The transmitted signal from the CRS ???? is 
received and the discrete-time signal stacked into ? size 
vectors as follows: 
 ?? ? ????????? ???????????? ? ?????? ? (1) 
Assuming that the signal is wide-sense stationary with 
zero mean, the autocorrelation vector can be found as 
a vector with size ?: 
 ??? ? ??????? ? ????????????? ? ???? (2) 
where ? ? ??. A smoothing operator ? followed by 
Fourier transform ? are then performed to ??? as ??? ?
????? where the size of ? and ? matrices are ? ? ?. 
Assuming that the PSD is almost flat and piecewise 
constant, the edge map of the vector ??? will be sparse. This 
edge map can easily be found by using difference operator 
(first derivation) or second derivation of the vector. This 
means that, the number of significant singularities in the 
PSD, ???? and consequently the number of significant non-
zero values in the difference vector, ??? are much smaller 
than ?. The edge map operator can be performed by using  
 ??? ? ????? ? ?????? (3) 
where 
 ? ? ?
? ? ? ?











 ??? ? ??????? ? ?????? ? ??????? ? ??????. (5) 
Now we can use the compressive sensing theorem in 
order to take ? samples from vector ??? by using a ? ? ? 
measurement matrix ? as 
 ??? ? ????? ? ?????? (6) 
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Fig. 2. A typical scenario of CRSs, user and master node in 
the considered area. 
Thus, in the reconstruction process, the sparse edge 
map vector can be found from ??? by solving the following 
optimization problem: 




subject to ??? ? ??????? 
and the estimated PSD will be achieved as:  
 ??????? ? ? ???????????? ? ???????????? ? ???? ??. (8) 
4. Proposed Method for Dynamic PSD 
Map Data Transmission between 
CRSs and Master Node  
Since the dynamic PSD map problem is divided into 
a sequence of time periods, in a dynamic environment, ?? 
changes continuously. In this paper we assume that PSD 
map experiences changes due to the PUs way of spectrum 
usage, for example a certain PU starts or stops using 
a frequency band, or changes the level of the sending 
power in one channel, significantly. 
In order to explain the proposed algorithm for PSD 
map construction, consider the following scenario. Suppose 
that the CRS are distributed in the observed area as shown 
in Fig. 2. The first step is to sense PSD in each CRS, 
(??
???????) and send it to the master node. Sensing PSDs can 
be performed by one of the mentioned schemes described 
in Section 1. These sensed PSDs are saved in a buffer at 
CRSs for a certain time, instead of sending the amount of 
??




???????, which means the changes in the sensed PSD, is 
sent to the master node for the period time ?th. So, the 
attained ?- dimensional ??
?????? ? ? ????? ? ???? ? ?
????? ? ??? vector (6) from the ??? ??th CRS is sent to the 
master node. The channel parameters among the sensors 
and master node depend on the distance, noise levels, 
geographical tomography, etc. 
 
Fig. 3. PSD Map creation by individually PSD reconstruction 
of all CRSs [31]. 
In the master node, in order to reconstruct each 
observed PSD, the base station solves (7) for each received 
??
????? and finds the ???
?????. Consequently, the reconstructed 
PSD (???
?????) can be obtained by using (8) and the achieved 
???
?????. The master node collects these ???
?????’s that come from 
each sensor and can construct the spatial-frequency PSD 
map by interpolating. The proposed algorithm for PSD map 
construction is depicted in Fig. 3. The overall proposed 
algorithm is as follows:  
Step 1:? Each sensor located in the ??? ??th grid point 
where ? ? ????? ? ???? ? ? ????? ? ???, senses the PSD of 
the channel in its local region in time ? and calculates its 
difference to the previous sample at time ? ? ?, ???
?????. 
Then, each achieved ??
????? (6) will be sent to the master 
node. 
Step 2:? For each received??
?????, the master node 
solves (7) and finds the corresponding ???
?????. 
Step 3:? For each calculated ???
?????, the master node 
solves (8) to estimate the related PSD in time ?, ???
?????. 
Step 4:? Master node collects all the reconstructed 
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???
?????? ? ? ????? ? ???? ? ? ????? ? ???. By considering the 
location of each grid node (the location of each CRS ??? ??), 
master node fits a 2-D interpolation such as bilinear 
method in order to construct the PSD map in each 
frequency subband, ??. 
5. Simulation Results and Discussion 
In this section, the evaluation of the proposed method 
of PSD map data transmission in different experimental 
scenarios is considered. In simulation results we 
individually reconstruct PSDs in order to create PSD maps 
using Procedure 1. 
 
Procedure 1. Procedure of reconstruction PSDs in order to construct 
PSD maps. 
1: Uniformly distribute M×M CR sensors in the region of support.  
2: for time=?: number of time periods do 
3:  for i=1:number of CR sensors do 
4:     Sense wide-band spectrum in time ?. 
5:     Compute the difference between sensed PSD in time ?  
    and ? ? ?. 
6:     Compute the edges and multiply by measurement matrix 
   ? in a certain compression ratio ???. Then send over  
    the channel. 
7:     Generate the path-gains and path-delays of the channel 
    fading. 
8:     Compute the received information and reconstruct 
   individually the PSD of the CRS ?th. 
9:  end for 
10:  Construct the PSD maps in time ? by using reconstructed 
PSDs of all CR sensors. 
11: end for 
12: Output all PSD maps. 
Tab. 1. Procedure of PSDs reconstruction in the fusion center. 
In order to simulate the PSD map, the following 
constrains are considered: 
- The PSD of each sensor consists of 32 frequency 
subbands while each channel interval contains 8 samples 
(therefore,  ? ???). Fig. 4 shows a typical PSD which is 
related to the sensor ? ? ?? ? ? ?.  
- Occupancy and un-occupancy of each subband is 
modeled as a random number. 
- While the occupancy state of the subbands is 
modeled as a random number, we assume that neighbor 
sensors should sense similar energy levels in frequency 
subbands. Fig. 5 depicts a 3D representation of a PSD map 
in a fixed frequency in which, regions with higher and 
lower values show occupied and unoccupied spatial zones 
in that frequency, respectively. 
- The sensing zone consists of M×M ( ? ??) 
uniformly distributed sensors. 
As we have considered a wireless sensor network 
scenario for CRSs in an open area, all of the experimental 
results are simulated by using a Rician channel with 3 paths 
by different path-gains and delays depending on the 
relative locations of the sensors with respect to the master 
node. The spatial distribution of Rician channel’s path 
gains (dB) and the normalized Rician channel’s path delay 
for each CRS are depicted in Fig. 6, respectively. The 
maximum of each path-gains are [10e-1; 9.0e-01; 8.0e-1] 
(dB), the minimum of each path delays are [1.0000e-015; 
1.0000e-017; 1.0000e-019] seconds. 
 
Fig. 4. An example of a sensed PSD by a sensor (?? ? ? ?). 
 
Fig. 5. A 3D representation of a PSD Map in a given fre-
quency subband. 
It is clearly shown that when one CRS is far away 
from the master node, the received signal is very weak, 
therefore the farthest CRS’ data over the channel 
experiences the maximum delay and minimum path-gain 
and vice versa. In addition, we assume an additive white 
Gaussian noise with different noise levels. Measurement 
matrix ? for all of the sensors is identical and designed by 
Discrete Cosine Transform (DCT) dictionary. This section 
consists of five different simulation sets which are 
explained as follows. 
5.1  SNRs of ??? 
Our simulations were done with different SNRs of 
???. In this subsection, we discuss several factors that 
determine the SNR of ???: the SNR of ?????? and ????, as 
well as the powers of the changed channel. The SNR of 
?????? further depends on the level of thermal noise, the 
accuracy of the recovered ????? (since some entries of 
?????? are not directly received but recovered from 
??????), as well as the length of the previous time period, 
during which there is no significant change in the channel 
powers. The SNR of ?????? usually improves over time as 
more measurements are received and noise gets averaged
RADIOENGINEERING, VOL. 22, NO. 2, JUNE 2013 531 
 
Fig. 6. Spatial distribution of Rician channel’s path gains (dB) and normalized path delay: Line of Sight, second and third path, respectively. 
over time. Hence, the longer the stationary period, the 
higher the SNR. The SNR of ???? also depends on the 
thermal noise level and the number of measurements 
received.  
However, the missing entries of ???? are not used. For 
fixed SNRs of ?????? and ????, the SNR of ??? will be 
higher if the change in power (i.e., the signal of ???) is 
stronger, which translates to the unique nonzero rows of 
???? ? ?????? containing larger values. Physically, if 
a nearby or high-power PR starts or stops, the SNR of ??? 
will be large. On the contrary, if a distant or low-power PR 
starts or stops, the SNR of ??? will be small. Since the SNR 
of ??? depends on several factors, it is tedious to run 
simulations with all the factors varying. Instead, we 
directly varied the SNRs of ???. 
5.2 Average Unsuccessful Detection Rate 
vs. Compression Ratio (K/N) 
In Fig. 7, we show average fail rate versus the 
sampling rate, which is defined as the number of received 
entries of ??? over its total number of entries. We varied the 
sampling rate from 5 % to 40 %. Note that ???is already 
highly compressed as compressive sensing is applied to ??, 
and the reference of our sampling rate is to the size of ???, 
not that of ??. Figures 5(a) and (b) correspond to the 
performance for SNR = 10 dB and SNR = 20 dB, respect-
tively. When SNR =10 dB (shown in Fig. 7a), we only need 
less than 25 % of the samples at the fusion center to 
guarantee a successful detection. As SNR increased to 
20 dB (shown in Fig. 7 b), the sampling rate can be further 
reduced to 20 % for reliable detection. 
5.3  Reconstructed PSD 
This simulation shows the capability of the proposed 
method in reconstruction of the sensed PSDs in master 
node. The considered PSD is the ????? which is sampled by 
compressive sensing method by a compression rate of 
??? ? ???, and then, the corresponding ??????? is sent 
over a 3 path Rician channel with 20 dB SNR value.  
 
a) SNR = 10 dB 
 
b) SNR = 20 dB 
Fig. 7. Average rate (300 runs each point) of correct recovery. 
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Fig. 8a. Reconstructed PSD by BP method. 
 
Fig. 8b. Reconstructed PSD by Lasso method. 
In order to solve (7), the solvers BP, OMP, Lars and 
Lasso have been used and their reconstructed PSDs are 
shown in Fig. 8. It can be inferred that the reconstructed 
PSD by BP, Lasso and OMP are closer to the transmitted 
one which is shown in Fig. 4, particularly in the place of 
the PSD edges and its reconstructed values. But in the 
reconstructed PSD by OMP and Lars, some mistakes in the 
calculation of the magnitude of the reconstructed PSD are 
happened in some frequency bands. It is because of the 
channel variations and path delays. 
5.4 RMS Error Performances 
We compute the normalized RMSE between the 
referenced and the estimated PSDs, which is defined as 
 ???? ? 







where ???  denotes the ?th PSD sample of the ?th CR 
sensor which has been sent to the master node and ????  is 
the ?th sample of the estimated PSD in the master node 
related to the ?th sensor data. ? is the number of PSD 
samples and ?? is the number of all CR sensors which has  
 
 
Fig. 8c. Reconstructed PSD by OMP method. 
 
Fig. 8d. Reconstructed PSD by Lars method. 
been placed in the region of support. The RMS error 
performance is considered with respect to several different 
???? as well as different compression ratios ??? in both 
static [25] and dynamic models. Fig. 9 shows the 
comparison of the RMS error performance of the BP, 
Lasso, OMP and Lars methods in both static [25] and 
dynamic models in SNR = 5 dB and 25 dB. As we 
expected, the RMS error of the dynamic algorithm is lower 
that the static one. The dynamic model is not only simpler 
but also outperforms the static one. Since each period 
requires solutions from its previous period, the success of 
dynamic recovery is based on the success in every period. 
On the other hand, in case dynamic model fails due to 
either lack of measurement or inaccurate previous solution, 
the model should be changed to standard one and the PSD 
at each CRS must be send completely. 
Moreover, the performance of reconstruction will be 
improved for all four approaches when the compression 
ratio ??? grows up. While the RMSE performance of the 
Lars method is worse than others, BP and Lasso methods 
have got better performance compared to the other two. 
Also, by increasing the compression ratio ???, the RMSE 
performance of the methods merges to each other. 
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Fig. 9a. Comparison of the RMS Error performance of the BP, 
Lasso, OMP and Lars methods in both static [25] and 
dynamic models in  SNR= 5 dB. 
 
Fig. 9b. Comparison of the RMS Error performance of the BP, 
Lasso, OMP and Lars methods in both static [25] and 
dynamic models in SNR = 25 dB. 
 
Fig. 10. Reconstruction PT versus compression ratio ? in 
SNR = 20 dB for both static [25] and dynamic algo-
rithms. 
5.5 Process Time 
In order to evaluate how quickly the master node can 
solve the reconstruction in (7) and (8), the Process Time 
() is defined as follows: 





where ???  is the reconstruction time of the ?th CR sensor 
PSD in a distinct comparison rate ?. It is clear that by 
increasing the ??? ratio, the ?? grows up as it is shown in 
Fig. 10. Since the dynamic model requires fewer measure-
ments than the static one, the reconstruction times of the 
dynamic model decreased. In addition, as mentioned 
before, while the BP and Lasso methods have got better 
performance than the other two, their processing time is 
worse than OMP and Lars methods. These results are 
attained by a system with Matlab 2009, Processor Intel(R) 
Core(TM) i7 2.67 GHz, RAM 6.00 GB and 64-bit 
operating system. 
5.6 ROC Comparisons 
The receiver operating characteristic (ROC) curve is 
an established means to evaluate the spectrum sensing 
system performance. These ROC curves plot the 
probability of miss-detection (??), the probability that the 
CR fails to detect the presence of the PU, versus the 
probability of false-alarm (?? ), the probability that the CR 
decides the PU is in operation while it was actually off. 
Missed detection and false-alarm probabilities are defined 
as follows: 
 ?? ? ????????????, (11) 
 ?? ? ???????????? (12) 
where ????denotes the actual absence (for i = 0) and the 
actual presence (for i = 1) of the primary signal respect-
tively, ????indicates the decision made based on the 
received signals during the spectrum sensing process at the 
cognitive terminal on the absence (for i = 0) and on the 
presence (for i = 1) of the primary transmitter signal. 
Fig. 11 shows the ROC curves for BP, OMP, Lasso and 
Lars algorithms in SNR = 10 dB in both static [25] and 
dynamic models. It is clearly seen that the low RMS error 
values cause low false alarms and missed detections in the 
dynamic model. In order to show the sensitivity to the 
choice of the ??? values, Fig. 12 depicts the ROC curves 
for BP, Lasso Lars and OMP algorithms in  dynamic model 
for =30dB for ?= 20% and 97% , respectively. The 
distinguished areas have zoomed out to clarify the 
performance of the algorithms. It is observed that, by 
increasing the comparison ratio of ?, the performance of 
the four compressive sensing methods become more 
similar to each other. 
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Fig. 11. ROC curves obtained by BP, Lasso, Lars and OMP 
algorithms in  ? ??? for both static [25] and 
dynamic schemes. 
 
Fig. 12. ROC curves obtained by BP, Lasso, Lars and OMP 
algorithm for SNR = 30 dB in ? = 20 % and 97 % 
respectively. 
6. Conclusion 
Compressive sampling is a method for acquisition of 
sparse signals at rates significantly lower than Nyquist rate, 
and this idea has been used in this paper for cognitive 
radios. In this paper, in order to transmit the CR sensors’ 
data to the master node at a sampling rate lower than the 
Nyquist rate, a dynamic compressive sensing based scheme 
is presented. Instead of sending the whole PSD, just the 
changes between the current PSD status and previous one 
is sent to the master node. While static (standard) compres-
sive sampling algorithms have to reconstruct received PSD 
of each sensor, a dynamic algorithm needs to reconstruct 
the recent changes, which is either a released frequency 
band or an occupied one of each sensor’s PSD. On the 
other hand, the dynamic compressed sensing algorithm 
reconstructs the changes just in time. We have shown that 
the proposed dynamic based algorithm outperforms the 
static (standard) model in several simulated conditions. The 
capability of the proposed method in PSD map construction 
and its benefits are shown in this paper by simulation 
results and comparison between the standard and dynamic 
models are comprehensively discussed. Moreover, it is 
shown that using the compressive sensing based methods 
such as BP, Lasso, OMP and Lars increases the perfor-
mance level of the reconstructed PSDs and decreases the 
interferences on primary users. 
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