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Abstract:  This study evaluates and compares two-dimensional (2D) numerical models of 11 
different complexity by testing them on a floodplain inundation event that occurred on the 12 
Secchia River (Italy). We test 2D capabilities of LISFLOOD-FP and HEC-RAS (5.0.3); 13 
implemented using various grid size (25-100m) based on 1m DEM resolution. As expected, 14 
best results were shown by the higher resolution grids of 25m for both models, which is 15 
justified by the complex terrain of the area. However, the coarser resolution simulations (50 16 
and 100m) performed virtually identical compared to high-resolution simulations. 17 
Nevertheless, spatial distribution of flood characteristics varies; the 50 and 100m results of 18 
LISFLOOD-FP and HEC-RAS misestimated flood extent and water depth in selected control 19 
areas (built-up zones). We suggest that the specific terrain of the area can cause ambiguities in 20 
large-scale modelling, while providing plausible results in terms of the overall performance.  21 
 22 
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1. Introduction  31 
Recent and historical data demonstrate the large share of monetary damage and fatalities that 32 
can be attributed to hydrological natural hazards (Munich RE 2015b). Some of the most costly 33 
floods in the past decades occurred in central European countries, for example the 2002 flood 34 
resulted in 16.5 billion $ and 2013 about 12.5 billion $ damage, altogether caused 64 deaths 35 
(Munich RE 2015a). Additionally, a related issue is climate change, which will likely to affect 36 
the frequency and magnitude of floods in the future (Milly et al. 2002; Lehner et al. 2006; 37 
Alfieri et al. 2015; Arnell and Gosling 2016). With global economic and population growth the 38 
consequences of severe flooding events induced by climate change are likely to increase in the 39 
future, so the overall flood risk is projected to increase significantly (Alfieri et al. 2017).  40 
Although some studies demonstrate the difficulty of predicting future flood frequency and 41 
magnitude changes due to the high complexity of forcing mechanisms, it is evident that the 42 
flood damages will continue to grow (Kundzewicz et al. 2013). Such conditions emphasise the 43 
importance of developing efficient flood risk management strategies which would help to lower 44 
the upcoming losses. The 2007 European Flood Directive (2007/60/EC), among others, 45 
contributes to increasing resilience to hydrological natural disasters by requiring each EU 46 
Member State to develop cyclically updated flood hazard and risk maps and establishing long-47 
term management plans (EC 2007). 48 
The Flood Directive identifies flood risk as “a product of the probability of the flood event and 49 
its potential adverse consequences” (EC 2007), and it has to be re-assessed and updated every 50 
six years. Therefore, a crucial element in flood risk assessment is efficient and accurate flood 51 
hazard mapping and, functional to this, the identification of the most suitable models and tools 52 
for adequately addressing this task, thereby enhancing the overall quality of risk analysis. 53 
A considerable number of studies have demonstrated the use of the one- and two-dimensional 54 
(1D and 2D) numerical models to delineate floodplains (Bates and Roo 2000; Aronica et al. 55 
2002; Horritt and Bates 2002; Büchele et al. 2006; Moel et al. 2009; Di Baldassare et al. 2009; 56 
Neal et al. 2012; Falter et al. 2013; Domeneghetti et al. 2013; Alfieri et al. 2014; Domeneghetti 57 
et al. 2015; Di Baldassare et al. 2010), which allow an accurate representation of river 58 
hydraulics and floodplain inundation dynamics. There is an ongoing debate, however, on which 59 
schematization under which conditions should be used (1D, coupled 1-2D or fully 2D)  (Apel 60 
et al. 2009).  61 
Recent studies suggest using fully 2D models with high level of details in order to avoid 62 
uncertainties and limitations coming from the incorrect interpretation of flood dynamics and 63 
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unrealistic reproductions of the terrain topography (Morsy et al. 2018). Some studies, however, 64 
point out that for the large scale studies, coarser resolution (i.e. 50m) is an optimum between 65 
the accuracy and computational expenses for 2D simulations (Savage et al. 2016). While 1D 66 
models have proved to be able to represent the processes within the channel, the flood wave 67 
dynamics across inundated floodplains can be only captured using 2D scheme (Tayefi et al. 68 
2007; Falter et al. 2013). Using fully 2D codes can, however, be difficult, as most areas are not 69 
covered by the high-resolution terrain datasets (LiDAR surveys) that such modelling requires. 70 
In addition, another evident constraint of using fully 2D codes lies in their higher computational 71 
burden relative to simplified coupled 1D/2D codes (Apel et al. 2009; Falter et al. 2013; 72 
Dimitriadis et al. 2016). Yet, the tendency to run high-resolution global and regional flood 73 
scenarios is increasing (Falter et al. 2013; Sampson et al. 2015; Savage et al. 2016; Schumann 74 
et al. 2016, 2016). Furthermore, with increasing computational capacity, parallelization 75 
techniques and affordable access to cloud computing services, the utilisation of 2D codes in 76 
combination with high-resolution DEMs becomes more and more viable for hydraulic 77 
engineers and researchers (Morsy et al. 2018). Moreover, the 20x and 100x speed-ups gained 78 
by executing codes on graphical processing units (GPU) hardware comparing to central 79 
processing unit (CPU) clusters show the potential in applying high-resolution flood models 80 
over large areas  (Vacondio et al. 2014; Morsy et al. 2018). 81 
Among 2D models, there are codes, which use fully 2D shallow-water or diffusion wave 82 
equations and those, which simplify certain terms (Teng et al. 2017). The main differences in 83 
the performance of such models lie in the governing equations used, the mesh representation 84 
(structured, unstructured, raster-based, flexible) and numerical scheme (finite-element, finite-85 
volume, finite-difference). Simplified 2D models have a solid advantage by being 86 
computationally significantly more efficient than, for instance, fully 2D models based on the 87 
complete Saint-Venant equation (Néelz S. and Pender G. 2013). Previous research done in this 88 
domain has covered benchmark analysis of a number of 2D codes. A benchmark study 89 
performed by the UK Environment Agency on 2D hydraulic modelling packages revealed that 90 
2D models based on shallow-water equations deliver better results in terms of flood water 91 
velocity, than the ones which used simplified equations (Néelz S. and Pender G. 2013). 92 
Nevertheless, the same study clearly indicates that for the representation of flood extent all 2D 93 
packages perform comparably (those which solve full shallow water equations and those, 94 
which neglect/simplify certain terms). Another benchmarking study for 2D codes was 95 
performed by Hunter et al. (2008) who compared six 2D codes of different complexity for 96 
urban flood modelling using hyper-resolution LiDAR data. They concluded that such data is 97 
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accurate enough to simulate flow in urban environments, however  the uncertainties arise from 98 
parameterisation of the models (Hunter et al. 2008).  Haile and Rientjes (2005) also investigated 99 
2D flood modelling using LiDAR data and confirmed that urban areas require high-resolution 100 
data (maximum 15m grid size) and additional pre-processing to represent buildings. However, 101 
such studies are applied solely for urban areas; in different landscapes (natural and artificial) 102 
the data resolution and parametrisation should be further investigated.  103 
 104 
Building on the existing literature, our study aims at further deepening our knowledge and 105 
understanding of the potential and capabilities of different types of 2D inundation models in 106 
the context of flood hazard assessment and mapping. In particular, our study compares two 107 
models, the well-known  LISFLOOD-FP (Horritt and Bates 2002) and the recently launched 108 
2D version (release 5.0.3) of Hydrologic Engineering Center-River Analysis System (HEC-109 
RAS) model. The two codes represent different model complexities, LISFLOOD-FP is a  110 
raster-based 2D model based on inertial formulation of the shallow-water equations, while 111 
HEC-RAS is a widespread modelling tool for hydraulic engineers that can be used for a large 112 
spectrum of applications and deploy different schematization complexities, and, in more recent 113 
releases, solves the fully 2D equations.  114 
A previous study performed by Horritt and Bates (2002) looked into  differences in terms of 115 
flood extent for a 2D diffusion-wave LISFLOOD-FP model, a 1D HEC-RAS model and a 2D 116 
finite-element TELEMAC 2D model. They identified that HEC-RAS and TELEMAC 2D are 117 
different from LISFLOOD-FP because of their different response to friction coefficients used 118 
in calibration (Horritt and Bates 2002). It is important to point out, that this study is based on 119 
the older version of the models. For instance, HEC-RAS has been improved and is now used 120 
not only for 1D but also for fully 2D simulations with additional advantages of implying fully 121 
momentum shallow water equation on high resolution DEMs with unstructured grid., 122 
LISFLOOD-FP has also been updated from a diffusion wave to inertial formulation of the 123 
shallow water equation and now uses an adaptive time step, which ensures numerical stability 124 
of the code.  125 
 LISFLOOD-FP and HEC-RAS codes are governed not only by different schemes, but mesh 126 
representations, capabilities and input data requirements, and hence a thorough comparison is 127 
needed to better understand their advantages and limitations relative to topographical 128 
complexity, inundation dynamics and data availability of the codes updated versions. Regional 129 
and continental applications of LISFLOOD-FP are already a reality (Alfieri et al. 2014; 130 
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Schumann et al. 2016; Sampson et al. 2015), while such applications can be envisaged in the 131 
near future for fully 2D HEC-RAS due to the rapid expansion of computational means and 132 
strategies cited above. For instance, a  recent study by Liu et al. (2019) compared the 1D and 133 
2D modules of HEC-RAS and LISFLOOD-FP where the channel flow is linked to the 134 
floodplain by lateral structures using a uniform grid resolution of 30m. They concluded that 135 
the 2D models showed slightly better results than 1D. It is crucial to remember, that small and 136 
big changes made to the codes together with emerging accuracy of LiDAR data may drastically 137 
affect models’ performance and results. Therefore, in this study we would focus on the newest 138 
versions of the codes and investigate the advantages disadvantages and their correlation with 139 
the DEM resolution f r floodplain modelling. 140 
Our study aims at quantitatively highlighting differences and similarities in terms of accuracy 141 
of representation of inundation processes within heterogeneous floodplains and computational 142 
efficiency between the models with regard to different grid and terrain resolutions. We focused 143 
our study on such aspects as the capabilities and accuracy of 2D models of different complexity 144 
to capture flood extent and water depth in areas with complex topography. Additionally, we 145 
discuss model limitations in the context of future large-scale applications of detailed fully 2D 146 
models.  147 
 148 
2. Tools and study scope 149 
2.1. HEC-RAS (5.0.3) 150 
HEC-RAS (5.0.3) was developed to perform fully 2D computations, and solves both the 2D 151 
Saint Venant equations or the 2D Diffusion Wave equations through an implicit finite volume 152 
solution. The selection of the equation depends on the study case (dam breach, wave 153 
propagation analysis, existence of multiple hydraulic structures within the area) (Brunner 154 
2016). Previous studies done on benchmarking of the codes with different physical complexity 155 
showed that, in cases where subcritical flow is unlikely (gradually varied flow), simpler codes 156 
perform comparably well in terms of water depth and velocity (Neal et al. 2012; Almeida and 157 
Bates 2013). In order to utilise more stable numerical solutions and reduce the computation 158 
time for the current case, we selected the 2D Diffusion Wave solver. It identifies the barotropic 159 
and bottom friction terms as prevailing.  160 
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  =  − ∇𝐻                                                               (1) 161 
The above equation can be further rearranged by dividing both sides by the square root of their 162 











                                                                         (2) 164 
Where V is the velocity vector, R is the hydraulic radius and −∇H is the surface elevation 165 
gradient, n is Manning´s n. 166 
The differential form of the Diffusion Wave Approximation of the Shallow Water equation can 167 
be obtained by combining the diffusion wave equation in the mass conservation equation, 168 
𝜕𝐻
𝜕𝑡
− ∇ • 𝛽∇𝐻 + 𝑞 = 0                                                                       (3) 169 








                                                                    (4) 171 
(Brunner 2016) 172 
Mesh computation is done automatically within the 2D flow areas and meshes can be structured 173 
(i.e. regular connectivity) or unstructured (irregular connectivity). The selection of the grid type 174 
(structured/unstructured) depends on the terrain topography and data availability, enabling the 175 
user to adopt reduced mesh resolution in more homogenous areas and a highly detailed 176 
description along critical terrain features such as embankments or levees. Additionally, the 177 
model gives an opportunity to reduce the computation time by implementing a coarser grid on 178 
fine topographic details through a so-called sub-grid bathymetry approach (see Figure 1)  179 
(Brunner 2016).  For instance, the DEM resolution might be 2 meters, while the mesh cell size 180 
is 25m (see Figure 1). During a pre-processing step, hydraulic radius, volume and cross-181 
sectional data are collected for each mesh cell using the finer resolution data and stored in 182 
property tables (a function for cell face area (A) and water surface elevation (H); see Figure 2). 183 
The sub-grid approach allows the computation of more detailed property tables for larger mesh 184 
cell sizes.  185 
2.2. LISFLOOD-FP 186 
LISFLOOD-FP is a raster-based low-complexity hydraulic model, which was designed for 187 
research purposes and in particular allows for high-resolution simulations. The model used in 188 
this paper is employed in  2D mode and solves an inertial formulation of the shallow-water 189 
equations in explicit form through a finite difference scheme (Bates et al. 2010; Savage et al. 190 
2016).  The model further simplifies the computation by decoupling flows in the x and y 191 
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directions and treating the 2D problem as a series of 1D calculations through the cell face 192 








                                               (5) 194 
Where, 𝑞𝑡+∆𝑡 is a unit flow at the next time step t, g is gravitational acceleration, h is depth, n 195 
is a Manning’s roughness coefficient, Δ is the cell resolution, z is cell elevation, ℎ𝑡 is the 196 
difference between highest bed elevation and highest water surface elevation between two cells  197 
(Savage et al. 2016; Bates et al. 2010).  198 
The discharge through the four faces of each cell is then used to update the water depth in each 199 













                                                   (6) 201 
Where, i and j are the coordinates of a cell (Coulthard et al. 2013). 202 
In order to secure the model stability we used an adaptive time step  based on the Courant-203 




                                                         (7) 205 
Where  α is a coefficient ranging from 0.3 to 0.7, which ensures the numerical stability 206 
(Coulthard et al. 2013). 207 
Despite the governing equations used to compute the flow between cells, another important 208 
distinction between the two models is the way in hich the codes treat topographic data. 209 
Differently from HEC-RAS, mesh size in LISFLOOD-FP is forced by the resolution of the 210 
input DEM data and cannot be further manipulated.  There is not an option to include sub-grid 211 
(see details above) terrain in the 2D computations with larger mesh sizes, meaning the mesh 212 
face cross-section profile has a rectangular shape. 213 
2.3. Objective of the study 214 
Our study tests and compares the models on an inundation event that occurred on 19th January, 215 
2014 in the dike-protected floodplain of the Secchia River (a right bank tributary of the Po 216 
River), Northern Italy (see Figure 3). We compare HEC-RAS with LISFLOOD-FP using 217 
various grid sizes 25, 50 and 100m generated from a LiDAR DEM of 1m resolution. Moreover, 218 
along with the resampled DEMs we use the sub-grid capabilities of HEC-RAS by applying 219 
sub-grid terrain of 1m resolution within the 25, 50 and 100m sized meshes. 220 
We explicitly focus on the fully 2D formulations for both models addressing the representation 221 
of the floodplain wave dynamics, i.e. no 1D component is included in the simulations (no 222 
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channel flow simulated). This is done in order to see the difference in the codes’ ability to 223 
simulate inundation propagating over complex topography and an initially dry floodplain. 224 
 225 
3. Study event and data used, models set-up and 226 
calibration  227 
3.1. Study event and data 228 
The event was characterized by a levee breach and consequent flooding of over 50 km² of the 229 
plain behind the dike within 48 hours causing significant population displacement, one death 230 
and economic losses in excess of 400 million Euro (D’Alpaos et al. 2014; Carisi et al. 2018). 231 
It occurred around 6:00 am on January 19 when a part of the levee in the right bank of Secchia 232 
River collapsed (see Figure 3). Although the water levels in the river did not exceed the 233 
designed embankment crest height, right after the breach the crest lowered by about 1m 234 
compared to the water elevation in the Secchia River. The conclusion driven from the post-235 
event analysis is that the reason for the levee collapse was the activity of burrowing animals in 236 
the area (Vacondio et al. 2016; Orlandini et al. 2015).  237 
Over the event the breach width reached nearly 100m and the inflow water volume that 238 
penetrated the floodplain reaching the municipalities of Modena, Bastiglia and Bomporto was 239 
estimated in 38.7·10x6 m³ (Figure 4). Previous studies showed that linear terrain irregularities 240 
strongly affected the flooding dynamics (Castellarin 2014; Hailemariam et al. 2014; Carisi et 241 
al. 2018; Domeneghetti 2014). Post event field surveys made by the local authorities together 242 
with other publicly available data (photographs, videos and Google Earth images) provided us 243 
with the water marks (maximum water depths) at certain points. The study of Horritt et al. 244 
(2010) shows that the post-event collection and evaluation of the water marks and wreck marks 245 
is not always matches the actual maximum values. Field measurement methods and their 246 
interpretation done by surveying groups, approximations of the elevation of water marks 247 
acquired from images may produce uncertainties. Horritt et al. (2010) reports that accuracy 248 
range in such estimations is likely to be up to 0.5m, which could be a potential source of errors. 249 
In order to check the liability of the observed water marks, we plotted them in relation to the 250 
1m LiDAR DEM in order to see if there are water surface elevation outliers (points in closer 251 
vicinity with the large difference in depth). We looked at their weighted average and 252 
observations difference and removed the outliers (>0.5m). As the result we further used 46 253 
water mark points to validate the maximum simulated water depth.  We, however, left the 254 
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points in very close distance from each other (<50m) in order to look at the models’ 255 
performance with different sub-grid configurations.   256 
Official reports recorded vast damage in the small town of Bomporto (Carisi et al. 2018). 257 
During the event the area within the embankment was completely flooded (Figure 5). We 258 
selected the area surrounding this particular town due to its complex and highly 259 
anthropogenically altered terrain (e.g. minor levees, embankments, irrigation and drainage 260 
channel networks, etc.) to test how the models were able to reproduce the propagation of 261 
inundated extent in such topography. The water marks are located within the populated areas; 262 
therefore they are concentrated within the affected settlements of Bastiglia and Bomporto and 263 
the close vicinity around them. Fewtrell et al. (2008) in their study explicitly showed that the 264 
2D models behaviour is strongly affected by the heterogeneity of the urban fabric and requires 265 
a very fine mesh to represent the building dimensions. Thus, we are particularly interested how 266 
the selected models will perform in built-up zones. We used these data to validate the models 267 
by comparing them to maximum water depths observed during the event (Carisi et al. 2018). 268 
The study by Carisi et al. (2018) reproduced the Secchia event simulating the  inundation 269 
dynamic.. The simulations of Carisi et al. (2018) were based on the higher resolution 1m 270 
LiDAR DEM with unstructured mesh, whose faces ranged in size from 1 to 200m  in more 271 
homogenous zones. The linear terrain irregularities were explicitly represented. The official 272 
reports done on the post-event field data collection and simulations made possible to 273 
reconstruct the flood extent as detailed as possible (D’Alpaos et al. 2014). The simulations 274 
showed a high correspondence with the maximum flood extent records (up to 0.9 in terms of 275 
measure of fit) (Carisi et al. 2018).   276 
3.2. Models configuration and set-up 277 
Previous modelling studies of the January 2014 inundation event showed that the topography 278 
of the area strongly controls the model performance (Vacondio et al. 2016; Carisi et al. 2018).  279 
As our interest is to show how the models behave at large scales, we considered downscaling 280 
the 1m LIDAR DEM to 25, 50 and 100 meters by taking the mean of the pixels’ value. The 281 
vertical accuracy of the bare earth DEM is ± 0.15m (Geoportale Nazionale 2017). The study 282 
of Savage et al. (2016) on regional flood modelling showed that resolution coarser than 100m 283 
decreases the reliability of the model’s outcomes, therefore, we avoided using lower 284 
resolutions. The same study showed that probabilistic flood mapping does not benefit much 285 
from resolution higher than 50m. Nevertheless, as our study is specifically focused on 286 































































For Peer Review Only
 
 
heterogeneous topography, we intentionally included a 25m DEM in order to have a more 287 
profound comparison of the two different models. 288 
The flow leaving the breach was estimated based on the difference between observed discharge 289 
hydrographs 200m upstream and 200m downstream along the reach (see Figure 4) (Vacondio 290 
et al. 2016). 291 
Both models were constructed adopting the same hydraulic loads.  The upstream boundary 292 
condition was represented by the discharge flowing through the levee breach and it was fixed 293 
in each simulation as a point (a pixel) located at the failure location. The breach width was set 294 
in all simulations equal to 100m, simultaneously involving 1, 2 and 4 pixels in the simulations 295 
using 100m, 50m and 25m resolutions, in this order. The inflow hydrograph was represented 296 
by the values retrieved from the studies of Carisi et al. (2018), Vacondio et al. (2016) and 297 
Orlandini et al. (2015). In order to avoid possible errors coming from different widths of the 298 
upstream boundary (levee breach breadth), we insured that the water marks are located further 299 
downstream from the inflow location.   300 
We referred to the CORINE Land Cover (EEA 2007) and OpenStreetMap (Contributors OSM 301 
2012) data sets for classifying land-use in the study area, which we represented in the models 302 
using spatially varying roughness coefficients. In particular, we adopted a subdivision of the 303 
study area into 2 main classes: built up (i.e. urban and industrial zones) and rural (i.e. all other 304 
land-use types mostly represented as agricultural fields) areas. 305 
Fully 2D HEC-RAS was used and tested with and without its sub-grid function capability with 306 
structured mesh cell sizes of 25x25, 50x50 and 100x100m based on the 1m LiDAR DEM. 307 
Structured mesh selection significantly decreases the model set-up time and does not require 308 
additional data (i.e. linear infrastructure outlines) as is the case for configuration of an 309 
unstructured mesh. This is of a high importance for large-scale simulations, where such details 310 
might be unavailable or their implementation would require significant effort. 311 
The meshes were also used with the corresponding aggregated DEM (25x25 mesh with 25m 312 
DEM resolution, 50x50 mesh with 50m DEM resolution, 100x100 mesh with 100m DEM 313 
resolution). Overall, we apply 9 mesh/terrain configurations as indicated in Table 1. 314 
3.3. Models calibration  315 
The models were calibrated using roughness coefficients for HEC-RAS and LISFLOOD-FP at 316 
25m resolution. We looked into previous research and post-event surveys done to describe and 317 
analyse this event. In particular, we considered the publication of Carisi et al. (2018) and the 318 
accurate reconstruction of the flood extent reported therein. We compared the maximum flood 319 
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extent resulting from the models with the reference flood extent from Carisi et al. (2018) by 320 
means of a well-known method to compare binary maps (wet and dry areas) of the simulated 321 




∗ 100                                                                         (8) 323 
Where A is the area correctly predicted as flooded (wet in both observed and simulated), B is 324 
the area overpredicting the extent (dry in observed but wet in simulated) and C is the 325 
underpredicted flood area (wet in observed but dry in simulated). F defined in (8) varies 326 
between 0 and 100%, where 100% corresponds to a perfect match between the modelled extent 327 
and the reference inundation map  (Horritt and Bates 2002).  328 
Calibration consisted of varying the Manning’s roughness coefficient, n, of rural areas from 329 
0.03 to 0.2𝑚−1/3s, by 0.005𝑚−1/3s increments, while keeping n of urbanised zones constant 330 
(0.3𝑚−1/3s, (Syme 2008)) and referring to the land-use description resulting from CORINE 331 
Land Cover data (EEA 2007) and OpenStreetMap (2012). So, for each simulation we would 332 
use one roughness coefficient for rural and one for urban areas. LISFLOOD-FP resulted in the 333 
highest F value (81%) for a floodplain roughness coefficient n = 0.155𝑚−1/3𝑠; with F varying 334 
between 73% for n = 0.030𝑚−1/3𝑠 and 77% for n = 0.200𝑚−1/3𝑠. HEC-RAS showed similar 335 
performance, maximum F value is equal to 78% at n = 0.195𝑚−1/3𝑠, however F values plateau 336 
at 78% for n values larger than 0.185𝑚−1/3𝑠. For the further analysis we selected the value of 337 
0.195𝑚−1/3. These values (0.195𝑚−1/3 for rural and 0.3𝑚−1/3 for urban areas) do not reflect 338 
the actual vegetation/soil cover in the area, they are aimed at compensating for the possible 339 
errors coming from the overall flooding extent used to calibrate the model and possible 340 
limitations related to the inability of the terrain to capture the linear features, which played a 341 
crucial role in routing the flow. Also, we calibrated both models at 50m and 100m resolution, 342 
obtaining optimal values of the calibration parameters that differed from the optimal values at 343 
25m resolution by less than 1%. Therefore, we decided to use uniform optimal values for all 344 
resolutions.    345 
Both models were validated against 46 water marks (see e.g. Figure 5) for which the maximum 346 
water depth (m) was surveyed in the event aftermath (water marks, post-event surveys, 347 
interviews and geolocating the marks using aerial and ground photographs). Dry simulated 348 
points were given zero value. Comparison was performed by means of Root Mean Square Error 349 
(RMSE). All simulations were performed on the 4 cores with the Intel Core i7 3.60 GHz CPU, 350 
64 GB RAM.  351 
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4. Results 352 
From Figure 6 we can see that the overall performance in terms of inundation extent (i.e. F 353 
values defined as in (8)) of LISFLOOD-FP is slightly better than HEC-RAS. The 25m 354 
LISFLOOD-FP simulation (L25) was able to correctly simulate 81% of the flooding extent, 355 
while the 50m LISFLOOD-FP simulation (L50) was as good as the HEC-RAS simulation with 356 
1m sub-grid terrain (78%). All other configurations produced almost identical results, with an 357 
F value of ~77%.  However, the spatial pattern of the flooded areas differs for all configurations 358 
(Figure 6). 359 
Together with the analysis of the overall inundation extent, the performance of each model was 360 
scrupulously assessed relative to specific areas in the towns of Bomporto and Bastiglia. Figure 361 
5 illustrates the observed extent and the location of focus areas. From Figure 7 we can see that 362 
the LISFLOOD-FP model was able to correctly simulate the maximum flood extent in 363 
Bomporto for the fine resolution of 25m, while with other LISFLOOD-FP resolutions the same 364 
results were not achieved. The red line in these maps demarcates the observed inundation 365 
extent, so we can see that the L25 configuration output is in good agreement with the 366 
observations (the flood propagated to the observed inundation boundary and covered all water 367 
marks).  The LISFLOOD-FP 50m and 100m simulations (L50 and L100) did not properly 368 
simulate the flood propagation in this area. The water marks display the accuracy of predicted 369 
water levels in relation to the observations. Figure 7 shows that the flood extent simulated by 370 
HEC-RAS for 25, 50 and 100m mesh sizes with 1m sub-grid terrain was consistent with the 371 
observations, especially the larger meshes of 50 and 100m. The HEC-RAS models without 372 
sub-grid terrain (HR25_25, HR50_50 and HR100_100) were unable to simulate the flood wave 373 
propagation in the Bomporto focus area. 374 
As for the other focus area, from Figure 8 we can see that the flood extent in Bastiglia produced 375 
by all LISFLOOD-FP resolutions is in-line with the observed flood extent. The L25 376 
configuration was more successful in reproducing the flood extent over the control areas, while 377 
the L50 and L100 models just slightly underestimate the flood boundaries (see Figure 7 and 378 
Figure 8). HEC-RAS coarser grid simulations (25, 50 and 100m sub-grid), similar to 379 
LISFLOOD-FP (50 and 100m), produce plausible results in terms of the inundation extent. The 380 
accuracy decreases with increasing mesh size. The HEC-RAS configurations using sub-grid 381 
terrain of 1m resolution struggle to produce a continuous inundation pattern, resulting in 382 
numerous dry islands.   383 
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Figures 7 and 8 display the water marks and the colour indicates on the level of absolute 384 
difference between simulated and surveyed maximum water levels through a red 385 
(underestimation) to dark green (overestimation) colour scale. The largest difference is 386 
especially visible in Bomporto focus area (up to 1.8 meters), as most of the simulations did not 387 
succeed in inundating the town. While in Bastiglia such difference is less pronounced. There, 388 
the values vary between 0.1m and 1.2m. General tendency for all simulations is 389 
underestimation of the water depth values at water marks. 390 
In addition, we compared observed and simulated maximum water levels using RMSE. 391 
Overall, the best results (see Table 3) are of L25 configuration (0.61m).  Same performance 392 
was obtained from HEC50_1 (0.62m). The results from L50 and L100 are similar to those 393 
gotten from HR25_25, HR50_50 and HR100_100 (0.79-0.84m), while the other high-394 
resolution sub-grid terrain of HEC-RAS produced somewhat better outcomes 0.71m.   395 
Another important factor to be considered in the mesh size and DEM resolution evaluation is 396 
the computation time. From Figure 9 we can see that in all simulations LISFLOOD-FP was 397 
significantly faster than HEC-RAS, no numerical instabilities reported. For instance, the 100m 398 
resolution HEC-RAS simulation lasted about a minute, while the 25m mesh size simulation 399 
with this model would take about 45 minutes (See Figure 9).  400 
LISFLOOD-FP was about 20 times faster than HEC-RAS for the same grids and time step 401 
(L50 was 1 min 20 sec computation time, HR50_1 was 25 min computation time). HEC-RAS 402 
of 25m resolution and 25m subgrid terrain is faster than the same resolution with 25m terrain, 403 
but this difference become less evident for large mesh. HEC-RAS of 100m large mesh and 1m 404 
subgrid resolution is 4 times slower than HR100_100, it means that considering high 405 
performance (overall extent 78% accuracy and 0.71m RMSE at water marks) HR100_1 is the 406 
best choice in HEC-RAS simulations. When 1m subgrid is implemented in HEC-RAS 407 
simulations, the model performs similarly in terms of flood extent (See Table 3), however the 408 
computation time can be drastically decreased by using large mesh (HR100_1).  L25 has shown 409 
best performance in terms of flood extent and water depth at selected control points, however 410 
it is 2 times slower than HR100_1.  411 
 412 
5. Discussion 413 
The two codes of different complexity and terrain resolution, used in this study, strongly affect 414 
the quality of the outputs. Diffusion wave model (HEC-RAS) and inertial formulation of the 415 
shallow water equation (LISFLOOD-FP) are distinct in different ways. The ability of HEC-416 
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RAS to include the sub-grid bathymetry component makes it effective in terms of 417 
representation of topographic details by computing more informative property tables for each 418 
cell face. LISFLOOD in turn, operates with the rectangular mesh of the same resolution as the 419 
input terrain raster.  420 
5.1. Performance comparison  421 
As it was outlined in the Results section, the structured regular mesh of both models is able to 422 
reproduce the flooding event with sufficient correspondence with observations and capture the 423 
overall inundation extent and water depth marks at selected water marks. The mesh size played 424 
a great role in the accuracy of the outputs of LISFLOOD-FP; the 25m grid model performed 425 
somewhat better than coarser girds considering the inundation boundary. One of the main 426 
reasons for such performance is the ability of the finer resolution models to capture more terrain 427 
details and route the flow into the right direction considering depressions and the elevations of 428 
the relief. The flood extent of the 50 and 100m models (L50 and L100, respectively) were 429 
virtually similar, differing by only 1% from each other in terms of the measure of fit value F. 430 
HEC-RAS, in turn had comparable results across the resolutions and sub-grid terrain 431 
configurations considering flood extent in the whole study area; nevertheless, compared to 432 
LISFLOOD-FP (L25), the F value is slightly less accurate. This is of specific importance for 433 
areas with complex topography. Overall extent differences between best performing L25 and 434 
the rest of configurations, however, are minimal.  This can be explained by rather confined 435 
area, which is shaped by the embankments of the Secchia River from the west and another river 436 
from the east, moreover the northern boundary is also well-pronounced and acts as a barrier to 437 
the flood water preventing it propagating further north. Therefore, we suggest that the terrain 438 
configuration explains the similar performance of the models (77-78% accuracy, apart from 439 
L25 with 81% accuracy). This also  confirms the previous findings that inundation extent over 440 
larger areas can be properly identified with the low-resolution datasets (in our case 50 or 100m), 441 
with additional benefit of lower computational costs (Savage et al. 2016). Such findings can be 442 
relevant for areas with similar terrain configurations regardless geographical location.  443 
However, as predicted the behaviour of the models in the focus areas had diverse patterns. For 444 
instance, HR50_1 and HR100_1 were able to represent the inundation boundaries in Bomporto 445 
fairly well, unlike in Bastiglia (see Figure 7 and Figure 8). While LISFLOOD-FP was more 446 
accurate at high resolution of 25m compared to 50 and 100m. L25 performed strikingly better 447 
than HR25_25 both overall and in the two focus areas (i.e. Bomporto and Bastiglia). We 448 
explicitly highlight such results, as L25 provided best outcomes in terms flood extent and water 449 
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depth across all selected configurations (see Table 2 and Table 3). We suggest that this outcome 450 
of both models is strongly related to their ability to simulate floods in built-up areas with given 451 
resolution. It is known that the towns of Bomporto and Bastiglia are not only represented by 452 
urban fabric but also surrounded by a network of smaller channels and embankments, which in 453 
case of 2014 flood event played a crucial role in the inundation dynamics.  454 
One of the similarities between both models is the performance of the 50m and 100m 455 
LISFLOOD-FP and HEC-RAS models when sub-grid terrain resolutions are not considered 456 
for the latter code. For instance, by applying configurations L50 and HR50_50 we attained 457 
rather comparable inundation patterns in Bastiglia (see Figure 8) and almost identical in 458 
Bomporto (see Figure 7). 459 
The water mark errors evaluated in the current study show how models represented water depth 460 
spatially. A point that deserves attention is the vertical accuracy of the input and calibration 461 
data. As was discussed earlier, the vertical accuracy of the used LiDAR dataset (±0.15m) and 462 
the observed data (±0.5m), is a subject of uncertainties. Looking at the differences between 463 
observed and simulated water mark values, we may suggest that the RMSEs are within the 464 
input data error range. Despite eliminating the outliers, we cannot be 100% confident that the 465 
values perfectly match the reality. Therefore, here we treat the results as a relative comparison 466 
between the two models rather than compare absolute observed and simulated values. In 467 
addition, the points also serve as an indicator to evaluate the simulations, where the water marks 468 
did not get inundated. Overall, in terms of RMSE HEC-RAS with 1m subgrid terrain for all 469 
resolutions was better compared to coarser terrains (approx. 0.13m difference in terms of 470 
RMSE between HEC-RAS 1m sub-grid and coarse sub-grids, including LISFLOOD-FP 471 
simulations). The only exception is LISFLOOD-FP of 25m resolution, which was comparable 472 
to high-detailed sub-grid of HEC-RAS (RMSE error equal to 0.61 and 0.62m correspondingly).  473 
We suggest that such performance can be reasoned by the fact that most of the points are located 474 
within rather short distance (up to 200m) on heterogeneous terrain, meaning the water depth 475 
points varied by over 1m. At Bomporto and Bastiglia focus areas, some points were located 476 
within short distance of 30-40m, which was far denser than the resolution of the underlying 477 
terrains (50-100m). Therefore, HEC-RAS on 1m sub-grid performed the best due to its ability 478 
to operate with highly-detailed terrain compared to other configurations with coarse sub-grids 479 
(both, LISFLOOD-FP and HEC-RAS).  480 
The differences in terms of computation time outlined in the Results section are crucial for 481 
instance for calibration and running Monte Carlo simulation scenarios, especially, if we intend 482 
to extrapolate this performance parameter to the larger-scale studies. Therefore, we may draw 483 
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a suggestion, that flood mapping for geographically large areas can still be performed with the 484 
coarser grids (50 or 100 meters) and produce reasonable results to identify the flood risk 485 
hotspots. Such hotspots can be then analysed using high-resolution datasets. In HEC-RAS 486 
configurations the use of high-resolution (1m) sub-grid outperforms those of the same 487 
resolution as size of the mesh (25, 50, 100m). However, the computational costs for 1m sub-488 
grid increases. The modeller should select among the two options in relation to the mesh size, 489 
when the mesh size is small (25m) the difference in computation time is significant. On the 490 
other hand, when the mesh size is larger, the difference in terms of computation time among 491 
two becomes smaller. 1m sub-grid becomes more beneficial to be used in terms of computation 492 
time, as it additionally shows high performance.   493 
Nevertheless, speaking of large-scale simulations, we expect that smaller areas complicated by 494 
highly heterogeneous terrain but with the potential for large socio-economic impacts (as it is 495 
in Bomporto) will still be misr presented and wrongly estimated. As shown in the example of 496 
this study, the resolution of the topographic description is not the only key factor; another 497 
element of paramount importance is the ability of the model mesh/grid to correctly capture 498 
critical terrain features which determine the flood wave propagation. This aspect becomes 499 
particularly crucial when simulating floods over heavily anthropogenically altered floodplains, 500 
as it was the case in our study.  501 
The solution of the problem can be assisted by performing a bottom up assessment, where the 502 
most vulnerable and susceptible areas are initially considered in hazard modelling, such as was 503 
done in the current study. As it was known which areas were impacted the most, we particularly 504 
focused on the model behaviour in these regions. It helped us to attain better performance based 505 
on the study of Carisi et al. (2018) for the January 2014 event. In probabilistic assessment, 506 
these areas can be particularly outlined by intentionally focusing on the locations with high 507 
concentration of population/assets, meaning, more attention should be given to analyse flood 508 
characteristics in the calibration stage. By doing this, we may reduce uncertainties related to 509 
the identification of hotspots. 510 
5.2. Limitations  511 
One of the main issues for the HEC-RAS applications is the way in which the model distributes 512 
the water within a mesh cell. The volume-elevation curve drawn for each cell-face while pre-513 
processing does not recognise the exact location of the higher/lower ground of the sub-grid 514 
terrain.  In case of rectangular mesh, when the cell faces are not aligned with the elevated linear 515 
features, they are not captured into the property tables. We may therefore observe a leaking 516 
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effect (Figure 10), or the opposite way when the model would not recognise the obstacles for 517 
the flow and route it further onto a neighbouring cell. This is a known limitation, previously 518 
observed in the used version of HEC-RAS 5.0 (Goodell 2015). In our case, we noticed that 519 
there is a certain amount of hydraulically disconnected flooded areas. Moreover, this effect is 520 
particularly obvious in the simulations with coarser sub-grid terrains. Some areas (Figure 10) 521 
simulated as flooded are, however disconnected from the main inundated area. This might be 522 
a limitation in the calculations of the flood extent and, in some cases, the distribution of local 523 
water depth values. This problem is normally solved by refining the mesh with the breaklines, 524 
reducing the mesh sizes along such linear irregularities, however, as explained above, the 525 
current study did not look into such property.  526 
Inundation boundaries produced by LISFLOOD-FP should be also taken with great care, as the 527 
model operates with a raster grid, and the water is distributed equally across the whole cell.  528 
For coarse grid resolutions (i.e. pixel size equal or larger than 100m) it might thus misestimate 529 
the flood extent. In areas with complex topography, it is necessary to include important terrain 530 
features into the model. Due to the fact that LISFLOOD-FP simulates 4 directional water 531 
propagation at each cell face (i.e., D4 routing), the linear irregularities captured by L25 532 
configuration (see Figure 11) would actually be sufficient to limit the flood propagation over 533 
such an elevation distribution. We suggest that this simplification of LISFLOOD-FP in case of 534 
high-elevation fine linear terrain features (i.e. levees, embankments, see  Figure 11 light green 535 
cells) could help to route the water in the right direction and not to “leak” through the 536 
embankments. Nevertheless, the same peculiarity would restrain the water propagation in 537 
lower-elevation fine linear terrain features (i.e. rivers, canals, drainage networks) (blue cells in 538 
Figure , area near Bomporto). The same point applies to structured grid of HEC-RAS.  539 
By having 25m mesh cell size (smallest in this case) it is not always possible to capture 540 
important local topographical features, such as embankments, small channels, etc., especially, 541 
when the linear features are significantly narrower than the model resolution. The known and 542 
widely used practice to include the actual terrain heights (levees, embankments, etc.) by 543 
“burning” them into the coarser terrain enables capturing such features, even when their width 544 
is smaller than the terrain resolution and mesh size. We intentionally avoided such option to 545 
see how the models would respond to the simplified approach of terrain pre-processing. 546 
Supposedly, on the geographically larger scale such manipulation when the complex and dense 547 
network of narrow levees in a specific area are “burnt” in the terrain, may not be always feasible 548 
and/or effective. Especially, in cases when such modifications would greatly affect the storage 549 
volume of floodplains (i.e. when 100x100m raster cell is given the height of the much narrower 550 































































For Peer Review Only
 
 
feature of 10m breadth). Moreover, this is certainly a challenging task for the areas, which are 551 
not covered with LIDAR data acquisition and areas with poor data availability and quality in 552 
general.  553 
6. Conclusions  554 
Due to the specific nature of the event described in this study and the growing use of fully 2D 555 
codes for flood modelling, we evaluated and compared the performance of the well-known 556 
HEC-RAS and LISLOOD-FP models for a floodplain with a complex and highly 557 
anthropogenically altered topography. The aim of the study was to see how the models of 558 
different complexity with given terrain resolution reproduce the flooding event and how 559 
accurate the results are. The resolutions were rather coarse for the given study area as our main 560 
goal was to identify the potential of the codes and mesh dimensions to simulate events over 561 
large regions.  562 
One of the conclusions from the study is that 50m resolution for describing terrain with 563 
complex linear features is a reasonable compromise between output accuracy and computation 564 
time for LISFLOOD-FP model, while HEC-RAS optimum solution would be the configuration 565 
of 1m subgrid terrain and 100m mesh size.. This experience may contribute to simulations 566 
performed at catchment scales designed to capture large-scale system behaviour. Specific 567 
floodplain morphology may serve as water storage areas during flooding events and hence, 568 
lower the risks in the downstream part of the catchment.  569 
Another point is the complexity of the modelling schemes. Raster-based LISFLOOD-FP was 570 
more efficient at representing overall flood extent and water depth at water marks, while HEC-571 
RAS performed better at representing spatial distribution details (i.e. inundation boundary) 572 
considering given terrain (due to its high-resolution sub-grid feature). Therefore, a selection of 573 
the modelling scheme and resolution should be carefully considered depending on the purpose 574 
of each given case study.  575 
Finally, a topical issue in 2D code usage for large-scale simulations using high-resolution 576 
datasets is computational cost. As mentioned above, this can be significantly advanced by using 577 
GPU version of the codes. In this study we highlight the computational advantage of the inertial 578 
formulation of the shallow water LISFLOOD-FP model compared to diffusion wave HEC-579 
RAS. This study shows that codes with simplified physics are a necessary tool for 580 
probabilistic/preliminary flood risk assessment. Moreover, by including high-resolution sub-581 
grid (HEC-RAS with 1m terrain) we obtain more detailed hazard maps even for large meshes 582 
(i.e. 25, 50, 100), however, sacrificing the computational time. When comparing the overall 583 
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performance of L25 and HR100_1, the latter one is two times faster, however L25 showed 584 
somewhat better results in flood extent and water depth representation.  585 
Nevertheless, we suggest that more complex tools (i.e. full momentum shallow water codes) 586 
have their place in local-scale studies to provide hyper-detailed hydrodynamic modelling. 587 
Moreover, future work should consider the cases when the channel flow simulation is included 588 
in the model. Such advances will shed more light on the application of 2D models of different 589 
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Figure 2. Cell face terrain data (left) and schematic representation of A (area) – H (elevation) relationship 799 
reproduced with the Property Table (right) (adapted from Brunner (2016)). 800 
Figure 3. Breach location and flow direction during the event. 801 
Figure 4. Outflowing discharge at the levee breach point over time (adopted from D’Alpaos et al. 2014). 802 
Figure 5. Observed flood extent, hotspot focus areas (green and red boxes) and water marks (control points). 803 
Green box captures the inundation in Bastiglia; the red box shows the inundation extent in Bomporto. 804 
 805 
Table 1. Simulation configurations 806 
 Mesh 
Resolution LISFLOOD 
HEC RAS 1m sub-grid terrain 
resolution 
HEC RAS 25/50/100m sub-
grid terrain resolution 
25 L25 HR25_1 HR25_25 
50 L50 HR50_1 HR50_50 
100 L100 HR100_1 HR100_100 
 807 
Figure 6. Overall simulated extent for all configurations (blue), compared to the observed extent (red outline) 808 
 809 
 810 
Figure 8. LISFLOOD-FP and HEC-RAS flood extent for different configurations at Bastiglia (green box in 811 
Figure 5). Water depth difference (m) between predicted and observed at water marks. 812 
 813 
Table 2. Measure of Fit F (in %), inundation extent accuracy. 814 





25 81 78 78 
50 78 78 77 
100 77 78 77 
 815 
Table 3. RMSE [m] of the water depth at water marks 816 







25 0.61 0.69 0.79 
50 0.80 0.62 0.80 
100 0.82 0.71 0.84 
   817 
Figure 9. Approximate computation time of HEC-RAS and LISFLOOD-FP configurations 818 
 819 
Figure10. Leakage effect of HEC-RAS sub-grid mesh examples of HR100_100 (left), HR25_1 (right). Larger 820 
ponds of water in both images are disconnected from the inundation extent. 821 
 822 
Figure 1. RasMapper representation of 2m sub-grid DEM and 25m mesh cell size of HEC-RAS 2D (adapted from 
Brunner (2016)). 
 
Figure 7. LISFLOOD-FP and HEC-RAS flood extent for different configurations at Bomporto (red 
box in Figure 5). Water depth difference (m) between predicted and observed at water mark points. 
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Figure 11. 25m resolution DEM. Dark blue - canal, light green – levee. 823 
 824 












































































Figure 2. Cell face terrain data (left) and schematic representation of A (area) – H (elevation) relationship 





Figure 1. RasMapper representation of 2m sub-grid DEM and 25m mesh cell size of HEC-RAS 2D (adapted from 
Brunner (2016)). 
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Figure 5. Observed flood extent, hotspot focus areas (green and red boxes) and water marks (control points). 
Green box captures the inundation in Bastiglia; the red box shows the inundation extent in Bomporto. 
 
 
Table 1. Simulation configurations 
 Mesh 
Resolution LISFLOOD 
HEC RAS 1m sub-grid terrain 
resolution 
HEC RAS 25/50/100m sub-
grid terrain resolution 
25 L25 HR25_1 HR25_25 
50 L50 HR50_1 HR50_50 
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Figure 6. Overall simulated extent for all configurations (blue), compared to the observed extent (red outline) 
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Figure 7. LISFLOOD-FP and HEC-RAS flood extent for different configurations at Bomporto (red 
box in Figure 5). Water depth difference (m) between predicted and observed at water mark points. 
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Figure 8. LISFLOOD-FP and HEC-RAS flood extent for different configurations at Bastiglia (green box in 
Figure 5). Water depth difference (m) between predicted and observed at water marks. 
Table 2. Measure of Fit F (in %), inundation extent accuracy. 





25 81 78 78 
50 78 78 77 
100 77 78 77 
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Table 3. RMSE [m] of the water depth at water marks 







25 0.61 0.69 0.79 
50 0.80 0.62 0.80 
100 0.82 0.71 0.84 
 
 
Figure 9. Approximate computation time of HEC-RAS and LISFLOOD-FP configurations 
 
    
Figure 10. Leakage effect of HEC-RAS sub-grid mesh examples of HR100_100 (left), HR25_1 (right). Larger 
ponds of water in both images are disconnected from the inundation extent. 
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Figure 11. 25m resolution DEM. Dark blue - canal, light green – levee. 
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