Abstract-Background subtraction is an essential technique for automatic video analysis. The main idea is to construct and update the model of the background scene. Foreground pixels are detected if they deviate from the background model to a certain extent. The model can consist of color, texture and gradient information [1] . In this paper, we focus on both color and texture information. The proposed texture feature is based on local binary pattern (LBP), while the color feature is represented by local color pattern (LCP). LBP is known to work well on texture rich regions and is invariant to subtle illumination variations, but it is inefficient on uniform regions. In view of this, color information can be incorporated to complement the texture feature. On the other hand, when the scene contrast or video quality is poor, color information may be unreliable and should be assigned lower priority than texture information. We propose a fuzzy rule-based system that adaptively adjusts the weights of the texture and color features based on the pixel's local properties. Experimental results on real scenes demonstrate the robustness of the proposed method.
I. INTRODUCTION
Background subtraction is often regarded as the fundamental module in many video processing applications especially video surveillance. Although there were many object detection algorithms being proposed in the literature to detect objects of interest in the scene, the objects must be rigid. Deformable objects such as human body pose a great challenge for the detector. For example, a human detector trained from upright standing postures will not be able to detect a person who is sitting. In addition, the object must be first known to the system (i.e., training is required), otherwise the system will fail to detect unseen object types. As a result, background subtraction still plays an important role to separate foreground objects of any shapes from background. A robust background subtraction algorithm must be able to handle dynamics in nature such as swaying trees, flickering monitors, rippling water,and illumination changes.
Gaussian Mixture Model (GMM) [2] has been a popular approach to background modeling. Each pixel is modeled by a mixture of Gaussian distributions where each Gaussian represents the pixel's intensity distribution over time. However, the Gaussian assumption for the distribution does not always hold [3] . The estimation of the model parameters (especially variance) can become unreliable for noisy images [4] . A Type-2 fuzzy GMM variant was introduced in [5] , [6] to better handle the environment dynamics. The background is modeled as type-2 fuzzy membership functions with uncertain means or variances. Barnich et al. [4] , [7] proposed a novel background modeling method which relies on random sampling policy. Heikkila et al. [3] proposed a novel background modeling method based on LBP histogram to extract the texture information. Likewise, Xue et al. [8] combined center-symmetric LBP with its second order derivative by concatenating their histograms. Zhang et al. [9] further extended the LBP operator from spatial domain to spatio-temporal domain. While LBP is more invariant to local illumination changes, it is unable to detect uniform foreground objects in large uniform background (except at the objects' edges). The problem is known as foreground aperture and it is common for other color-based methods 1 [10] . Yao et al. [11] proposed to use both color and texture information, they modeled each pixel with LBP and photometric invariant RGB color features. The invariance is achieved by measuring the relative angle between foreground and background pixels in RGB space with respect to origin and extreme values for the background pixels which are obtained in the background learning process. However, the learning process requires background frames containing no foreground object. As a result, the learned background parameters are inaccurate if the background is noisy or the background is changing.
In this paper, we propose a novel background model that consists of a fuzzy rule-based system which adaptively adjusts the weights of the texture and color features based on the pixel's local properties. The method is leveraging on the complementary nature of texture and color features and it does not require parameter learning from the clean background scene. Experimental results on nine challenging videos show that our method can provide more robust background subtraction under dynamic conditions. This paper is organized as follows. Section II describes the texture and color features. Background modeling steps are presented in Section III while the fuzzy rule-based system is delineated in Section IV. Experiment results and discussions are given in Section V. Finally, Section VI concludes the paper. 
II. TEXTURE AND COLOR FEATURES
In this section, texture and color features based on local histograms are discussed.
A. Local Texture Feature
LBP is a grayscale invariant texture feature that extracts local textures (such as curved edges, spots, and flat areas). The operator labels the pixels of an image region by thresholding the neighborhood of each pixel with the center value and form a binary string. Given a center pixel ( , ) with gray value and its equally spaced neighborhood pixels on a circle of radius with gray value , the LBP can be represented as follows:
where is a noise parameter. The larger the value of | |, the larger the changes in pixel values are allowed without affecting the thresholding results. Fig. 1 illustrates the LBP procedure.
where ( ) is defined as:
Note that for neighbors, the number of binary patterns is 2 and it will increase rapidly with the number of neighbors. In order to reduce the computational effort, we only use a subset of these patterns, known as uniform patterns. The uniform patterns refer to the binary patterns which contain at most two bitwise transitions 2 . From texture image experiments, Ojala et al. [12] discovered that uniform patterns account for just slightly less than 90% of all patterns when using = 8, = 1 neighborhood. The mapping from conventional LBP to uniform LBP is as follows:
where is the number of bitwise transitions and (.) is an index function that assigns a particular index to each of the binary patterns. The indexes range from 0 to ( − 1) + 1. Therefore the number of patterns is reduced from 2 to ( − 1) + 3. Consider a 8 neighborhood, the numbers of patterns for LBP and uniform LBP are 256 and 59 respectively. Finally, LBP histogram is obtained over a × pixels structuring element (SE).
B. Local Color Feature
Many color space conversion schemes define a saturation coordinate which is dependent on the brightness coordinate of the image. Therefore, they are not very suitable for image analysis applications. The Improved Hue, Luminance and Saturation (IHLS) colour space was introduced in [13] to overcome this shortcoming. The scheme has two advantages: (a) the saturation of achromatic pixels is always low and (b) the saturation is independent of the brightness function used. The conversions from RGB to hue , luminance , and saturation are given as follow: (5) where and denote the chrominance coordinates and ∈ [0, 1] the chroma. In this work, RGB color space is first converted into IHLS color space. Next, the hue, luminance and saturation channels are quantized into levels respectively. Similar to the texture feature, a × pixels structuring element is defined to collect the local color statistic of a pixel as shown in Fig. 2 . Finally, the local color pattern (LCP) histogram is formed by concatenating the quantized hue, luminance, and saturation histograms, summed over the structuring element.
where [.] is the concatenate operator.
III. BACKGROUND MODEL UPDATING AND FOREGROUND DETECTION
The background model of a pixel has layers where each ℎ layer is represented by a texture and color histogram pair, i.e., = { , } . Each layer is associated with a weight, between 0 and 1, and the sum of all weights is equal to unity. Higher weight implies that the layer has a higher probability to be regarded as the background layer. The steps for background model learning and foreground detection are as follows: 2) Learning and Detection: Starting from the + 1 frame, the layers are sorted in descending order according to their weights. Next the first layers are selected as the background layers:
where is a user-defined threshold. Larger denotes that more layers are selected to represent the background. The current frame histograms are compared with the selected layers' histograms. The similarity measure between two histograms ℎ 1 and ℎ 2 is defined as:
where stands for the histogram length. Since the background model is represented by the LBP and LCP histograms, the final similarity is obtained by computing:
where is the weight that controls the importance of the texture and color features. Higher indicates that the texture feature is more important than the color feature. This value is determined by our proposed fuzzy rule-based system which will be presented in Section IV. and denote the LBP and LCP similarity measures obtained through Eqn. 8. Let a user-defined threshold to compare with the total similarity value,
. If the similarity values are below for all background layers, the current pixel is classified as a foreground pixel. Conversely, the pixel is classified as a background pixel. For pixels that are classified as foreground, all of their model histograms are updated as follows:
where ∈ [0, 1] is the foreground decay rate and denotes the current pixel histograms. The foreground decay rate determines how fast the foreground pixel is absorbed into the background. This is an important modification compared to the foreground update step proposed by Heikkila et al. [3] to deal with 'bootstrap' situation where clean background training images are not available. Imagine a scenario where the initial frames contain pedestrians walking in the scene. In Heikkila et al. implementation, the pedestrians that move away from the initial positions in the subsequent frames will leave ghost images permanently. This is because the background models in those regions are trapped. As soon as the pedestrians leave the initial positions, the regions are classified as foreground. The true background pixels that being revealed in the regions can only update their model histograms with the lowest weight and the weight is reassigned to a low value (e.g.: 0.01). According to Eqn. 7, this newly updated model will never be included as the background model. Consequently, the process repeats and the ghosting image remains.
For pixels that are classified as background, the best matched (the one with highest similarity) background layer, ′ histogram is updated as follows:
The weights of the model layers are also updated:
∈ [0, 1] is background learning rate. Faster adaptation can be achieved by using larger learning rate.
IV. FUZZY RULE-BASED SYSTEM FOR ADAPTIVE FEATURE WEIGHT ADJUSTMENT
As mentioned in Section I, conventional LBP approaches fail to detect uniform foreground objects in large uniform areas. This is because the texture information in these regions is very low. As such, color information should be more reliable in identifying the foreground objects. Conversely, hue values are unstable when saturation values are approaching zero (achromatic axis) [13] . Thus, texture information should be emphasized instead. The decision should also factor in whether the current pixel is more likely to be classified as foreground or background. For example, if both texture and color similarity scores are high, then it is quite confident that the pixel belongs to the background and the importance of both features should be on par. In view of this, we propose a fuzzy rule-based system that adaptively adjusts the weight of the texture and color features based on the pixel's local properties, namely the current pixel texture similarity score, the uniformity of the binary pattern, the color similarity score and the saturation value. This is in contrast to the trial and error method which is a common practice in the literature.
Medium', and 'High'.
The fuzzy rule-based system is summarized in Table I • : The texture similarity score, i.e., The color saturation, i.e, component in Eqn. 5 divided by 255. and one output -weight, which is defined in Eqn. 9. The antecedent membership functions are shown in Fig. 3 . We used max-product composition and centroid defuzzification.
V. EXPERIMENT RESULTS
We evaluate the performance of the proposed method on nine challenging sequences with dynamic scenes as summarized in Table II . The proposed algorithm is compared with the state-of-the-art methods: GMM [2] , ACMM03 [14] , Yao-1, Yao-2 [11] , Vibe [4] , and LBP [3] . The difference between Yao-1 and Yao-2 is that the former only stores a set of background parameters across the training frames whereas the latter stores the background model pixel-by-pixel across the frames. For Yao-1 and Yao-2 methods, the first 100 frames of every sequence are used as the training frames. We used the implementation provided by the authors 3 . Likewise, the implementation for Vibe can be found from the author website 4 . For GMM and ACMM03, we used the OpenCV implementation. We omitted morphological operation for all algorithms and used the default parameters recommended by the respective authors. For LBP and our proposed algorithms, both shared the same set of parameters: = 3, = 8, = 1, = 3 = = 9, = 0.9, = 0.01. The only parameter that we varied is the threshold : 0.55 (sequence 1), 0.6 (sequences 2, 8), 0.65 (sequences 4, 5, 6, 9), 0.7 (sequences 3, 7). The parameter is unique to our algorithm and it was set to 0.005. Each color channel of ILHS color space is quantized to 16 levels (i.e., = 16). As for the fuzzy membership functions, the selected parameters generally work well for all test sequences. We did not specifically fine tune the parameters for each test sequence.
The algorithm was implemented in C++ language. The processing speed of the unoptimized codes is about 18 fps at the image resolution of 160 × 120 pixels on a 2.4GHz PC, which is modest for many real-time applications.
As in [3] , [8] , the performance of the algorithm is evaluated by visual and numerical methods. Fig. 4 shows the qualitative comparison of the different methods. It is noticed that the proposed algorithm performs significantly better than other algorithms across all the test sequences. In particular, our method can deal well with dynamic background such as swaying vegetation, rippling water, flickering monitor, illumination changes and moving escalators. It can be clearly seen that the conventional LBP method has problems dealing with uniform objects (see the upper body part of 'Camouflage' sequence). In particular, the problematic foreground updating rule has caused the ghosting effect in 'Escalator' sequence. Those problems are solved in our algorithm. Moreover, from 'TimeOfDay' sequence it is evident that for Yao-1 and Yao-2 algorithms, the background models learned from the initial 100 frames are inaccurate to cater for the gradually varying illumination in the later frames. It is worthwhile to mention that unlike the GMM, ACMM03 and Vibe algorithms, the background produced by LBP and our proposed algorithm has less noises due to the region-based approach. This comes with a slight tradeoff that most false positives occur at the edges of the foreground objects. The implication is that the segmented foreground object may look slightly bigger than it is. Nevertheless, as observed in Fig. 4 this drawback is fairly minimal in all the test sequences.
The numerical method is by means of F-Measure:
where Recall = #correctly classified foreground pixels #foreground pixels in groundtruth (14) Precision = #correctly classified foreground pixels #pixels classified as foreground .
Table III is the corresponding numerical evaluation which further prove the effectiveness of our algorithm. Our method achieves the highest F-Measure (averaged across all sequences) which is 0.81, followed by LBP (0.64), Yao-2 (0.62), ACMM03 (0.59), GMM (0.57), Vibe (0.54), and lastly Yao-1 (0.46). In particular, our algorithm achieves the best FMeasure in all sequences except for 'water surface' which is just slightly lower than Yao-2 method. However, the ability of Yao-2 algorithm to deal with wide ranges of dynamic scenes is questionable especially for 'TimeOfDay' sequence which simulates the illumination changes caused by the moving sun. This scenario is very common for video surveillance applications.
VI. CONCLUSION
A robust texture-color based background subtraction algorithm is proposed in this paper. The algorithm takes the advantages of the fuzzy rule-based system that adaptively adjusts the weight of the texture and color similarity scores based on the pixel's local properties. Based on the experiment results, it is convincing that the proposed method not only surpass the conventional LBP algorithm by a big margin, but it also outperforms some state-of-the-art methods. The ability to adapt the weight of color and texture information makes our algorithm very suitable for video surveillance applications especially those with dynamic scenes.
