This paper studies the advantages and disadvantages of using a parallel link based on wavelength division multiplexing for long-distance data transmission through a single-mode ber as an alternative to a high-speed serial link. A long-distance optical link operating near the 1.55 m or 0.85 m wavelength regions su ers the large group-delay dispersion of a standard ber. On these wavelengths, the skew between bit-channels is the major problem for wordwide WDM transmission. We propose a method to compensate for bit-skew greater than the bit time, and analyze its performance gain in terms of the increase in the maximum data throughput achievable. With bit-skew compensation, the wordwide parallel link achieves a maximum aggregate data rate that is greater than what a serial link can obtain for the same link length.
Introduction
As the demand for higher data rates and lower cost in computer networks grows, data transmission in serial form confronts a limitation. With current technology, it is di cult to produce integrated support circuits (serializer/deserializer and protocol handling logic) with the required speed at a reasonable cost. The cost of integrated circuits of modest complexity operating at microwave speeds will seriously curtail the practical exploitation of the bandwidth available in optical channels when the transmission is serial. An alternative strategy is to transmit data in parallel form, that is, a byte at a time or a word at a time on a ber link. One method of doing this is to assign one ber for each bit of a word. However, this multi ber approach is not scalable in word-width since it requires complex multiple ber connectors and ber ribbons of xed width. Irregular time delays of the individual devices and their random uctuations can cause skew between bit channels. As the bandwidth-length product of the optical links increases, the e ective length variation among the bers in the ribbon produces signi cant timing skew. Moreover, only multimode bers are feasible at low cost because of coupling di culties. Thus the data rate and link length are severely limited by modal dispersion. High timing skew ( 10 ps/m) limits the range of the multimode ber link to 10-100 m at 1 Gb/s for NRZ (nonreturn-to-zero) data 1] 2] 3]).
For a long-distance data link, Loeb 4] proposed to use wavelength division multiplexing (WDM) in transmitting the data words in parallel over a single ber. Each bit of the word is transmitted on a separate wavelength. This wordwide WDM system uses a single ber, eliminating the limitations imposed by multiple path lengths and complex connectors. Yet bit-skew remains a problem in a long-distance optical link operating on either a 0.85 m or an 1.55 m wavelength window where a standard ber exhibits a large group-delay dispersion. In the future, more systems will employ GaAs-based vertical-cavity surface-emitting laser (VCSEL) arrays which operate on a 0.85 m wavelength window because VCSELs have low manufacturing cost and low threshold currents. Also many long-distance links favor the 1.55 m wavelength window because of a low transmission loss in a ber and the availability of ber ampli ers. Group-delay dispersion implies that the velocity of light in the ber is a function of wavelength, and thus varies for di erent wavelength channels (i.e. di erent bits). This bit-skew problem is also present in other schemes based on long-distance WDM systems, such as SONET multiplexing 5] and WDM coding 6].
In this paper, we will examine the advantages and disadvantages of using WDM in wordwide transmission of data at high speed on an optical ber link. We assume that raw data are not serialized but are available in parallel form. Bit-skew, which is ubiquitous in synchronous WDM systems, will be shown to be the major problem of wordwide WDM transmission at 0.85 m and 1.55 m wavelength regions. To solve the bit-skew problem, we propose a training sequence method that measures the propagation delay di erence or the bit-skew of each channel. Once the receiver learns what the dispersion pro le of the WDM link is by measuring di erential delays, it then compensates for the bit-skew by adding more electrical delay elements to faster channels than to slower ones, which is simpler and more powerful than using ber delays of xed length 7] . We consider placing a compensator only at the receiving side for adaptive compensation. The adaptive compensator in the receiver measures the bit-skew whenever the data path changes. An adaptive compensation is necessary in all-optical networks 8] where the data paths are changing dynamically. The method proposed is also applicable to parallel ber links such as POLO, OETC 2], OPTOBUS 3] and the multi-ber form of the HIPPI-6400 standard now being established.
Word-wide WDM Transmission
Since computers are internally organized with wordwide communication paths, a parallel architecture is more suitable than a serial architecture for the transfer of data and instructions between computers as well as within a computer. Thus, wordwide bus links are employed for short links between a computer and its peripheral devices because of the simplicity of the architecture. A high-speed serializer/deserializer or extra framing information is not needed, and parallel coding simpli es error detection 6]. On longer links with high data rates, however, serial transmission has replaced parallel transmission because of two major factors, among many others. First, multi ber ribbons are too costly for long links. Second, and more importantly, it is hard to predict and correct bit-skew, which limits the data rate on parallel links. However, as the speed demanded for computer links grows, the cost of serial transmission grows more rapidly since it requires very high-speed laser sources and supportcircuits for temperature stabilization and proper laser performance. The performance and cost of high-speed integrated circuits also become a limiting factor.
One can improve the throughput of a data link employing WDM for wordwide transmission, i.e., transmitting each bit of a word on separate wavelength in a single ber, as an alternative to a multi ber approach. The prevailing reason for using WDM in transmission is to fully utilize the potential throughput of an optical ber, by keeping the data rate for the individual wavelength channels high. Instead, a wordwide WDM system aims mainly at reducing the speed per bit-channel (wavelength) by the number of optical channels, N, thus simplifying implementation of the required signal processing in optical networks. For a hybrid serial-parallel link 9], N is less than (N divides) the word width. In this paper we consider fully parallel links where the word width is identical with the the number of wavelength channels. Although parallelizing the data path increases the number of circuits by a factor of N, lowered speed translates into a faster increase in the number of transistors that can be integrated in a single chip (speed-scale trade-o ). For example, the maximum number of transistors integratable in a chip at a 10 Gb/s processing rate is smaller by a factor of 1000 than at a 100 Mb/s rate 10]. As a result, with N = 100, use of a parallel data link decreases the chip area needed to process data at 10 Gb/s throughput by a factor of the order of 10. The use of wordwide WDM transmission is imperative in particular when the aggregate data rate exceeds electrical circuit capability.
Figure 1 (a) shows the FC-0 physical layer and FC-1 encode/decode layer of Fiber Channel 1 implemented in a typical serial link. A cascade of a word-to-byte shifter, an 8b/10b encoder and serializer is used to modulate a laser for 32-b-wide data, which requires high-speed electronics. A 32-b CRC word should be added at the end of every frame to provide error detection capability. On the other hand, Figure 1 (b) illustrates a typical WDM link whose objective is to reduce the speed per bit-channel by the word width and to allow the use of low-speed electrical circuits. Figure 1 (a) shows a single high-speed circuit for a laser driver, a receiver, clock-recovery, and protocol handling blocks, while Figure 1 (b) shows an array of low-speed circuits. In addition, a wordwide WDM link employs an optical device for multiplexing/demultiplexing channels in the frequency domain while a serial link uses an electrical serializer/deserializer in the time domain.
As the price for lowered speed per channel, WDM requires additional devices such as transceiver arrays and wavelength multiplexer/demultiplexers. These devices, needed to provide economical wordwide data transmission on a single ber, are identical to those used in a WDM telephone trunking system. Recent progress in optical device technology has reported essential components for WDM systems: multi-wavelength laser arrays 11], wavelength multiplexer/demultiplexer 12], and a photodiode array 2], all of which are integrated in a single chip. The wordwide WDM link replaces a serial link by trading the serializer/deserializer for the wavelength multiplexer/demultiplexer, and trading the high-speed circuits for low-speed multiple circuits in an array. The link speed at which this trade-o between high-speed circuits and additional devices is e ective depends on the degree to which the WDM optical devices can be realized in integrated form.
In Figure 1 (b), the parity channel carries the parity-check bits generated in bit-parallel from an N-bit wide word. The N bit-channels plus a parity channel intensity-modulate a laser array at wavelengths 1 N+1 , respectively, to form an (N + 1)-channel WDM transmission. At the receiving end, those parallel wavelength channels are separated by a wavelength demultiplexer and detected directly by a photodiode array. The data/clock recovery block extracts clock from received signals, and detects N data streams, independently. Alternatively, a separate wavelength is reserved to carry a clock signal 2]. The clock channel provides a synchronous data regeneration without a clock-recovery circuit, and enables dc-coupled operation 1].
A bit-skew compensator block is located between the data/clock recovery block and the parity decoder. The wordwide WDM link removes the serialization and consequent change in bit rate, and a parallel parity check would replace the additional CRC word insertion for error control. A di erential front-end of the receiver allows photodiodes to be dc-coupled, and does not require scrambling or block line coding like 8b/10b coding 13]. Transmitting wordwide data in parallel without serialization enables all the low-layer operations to be implemented in a single CMOS chip operating at lower speed both at the transmitter and at the receiver. The wordwide WDM system will not alter the switching and transmission system of the computer network to support Fiber Channel, which was originally aimed at serial link implementation. Instead, the Gigabit Link Module (a lower layer adapter of Fiber Channel) has only to be modi ed at the transmitter/receiver ends for wordwide WDM implementations, leaving the higher logical layer board intact. From a power budget viewpoint, a parallel link improves signal-to-noise ratio by using a laser array and reducing the noise bandwidth of each channel.
Aside from the speed limitations of the integrated support circuits, the data rate in lightwave systems is inherently limited by intersymbol interference or pulse broadening, both in a serial channel and in a bit-channel of a WDM system. Pulse broadening is caused by chromatic and polarization dispersion in the ber. Assuming that the spectral width of the laser is far narrower than B n , the data rate of a single wavelength channel, the data rate limitation due to pulse spreading is given by 14]
where L is the transmission distance, c is the speed of light and D is the dispersion parameter at wavelength c . For a wordwide WDM system, in addition to the intersymbol interference limitation which a ects each bit-channel, di erent group velocities of the wavelengths cause skew between corresponding bits of a word as illustrated in Figure 2 .
The following section shows that the bit-skew limitation in the wordwide link is more severe than the pulse broadening limitation in a serial link for a given throughput and distance. However, the proposed method for bit-skew compensation increases the maximum data rate and distance of the wordwide link such that it exceeds that of the serial link.
Bit-Skew Compensation Subsystem
The ultimate objective in a WDM system is to realize the elements in an integrated circuit (IC) form. Therefore, the bit-skew compensation subsystem should also be amenable to IC fabrication. It should be electronic in nature and not require complex optical devices.
Eventually, the bit-skew compensation circuits should be integrated with the multichannel optical receiver to produce a skew-free clocked wordwide output.
Bit-skew compensation requires two forms of synchronization: bit synchronization and word synchronization. Bit synchronization aligns the transition edges of the waveforms in each channel by adjusting sampling clocks within a bit boundary, while word synchronization aligns the word boundary by shifting bits of each channel di erently. Bit synchronization can compensate a fractional bit-skew by inserting elastic bu ers 15]. Alternatively, oversampling data and selecting the best sample or choosing a sampling instant among multiphase clocks adaptively 2] 16] can compensate a fractional bit-skew.
To compensate the multiple-bit timing skew, it is necessary to determine the time delay among the bit-channels. It is possible to measure the relative delays by transmitting the same sequence of bits over all the bit-channels simultaneously and then comparing the sequences received on individual bit-channels. A pseudo-white noise binary sequence 2 has good properties for word synchronization 17], and binary circular correlation is adequate for comparison of the received sequence, since circular correlation is performed by simple Exclusive-NOR logic and accumulation. One can train the compensator by sending a training frame that contains R-bit pseudo-random sequences. This training method incurs a penalty in data overhead, compensator size, and computation time. The length of the training sequence, or equivalently the size of the registers in the compensator, R determines the penalty for one training. The overall penalty is determined by the frequency of training which depends on the type of optical link. A point-to-point link needs to train the compensator just once in its initialization since the path length doesn't change. Also for networks using virtual circuit routing, i.e. in which the route for a session is xed over the life of the session, training is performed just once as part of connection set-up, and the receiver preserves the compensator state until the connection is closed. In these cases, the overhead of training data and computation time is negligible. On the other hand, datagram networks do not have a connection phase. Rather, each data packet is routed individually, and successive packets of a session might travel on di erent routes. Thus, in photonic-switched datagram networks, each data packet requires training the compensator each time before transmission, and the pre x overhead becomes signi cant. However, immature technology for optical bu ering requires that most current all-optical networks must be circuit-switched 8], and their penalty for training is marginal.
In electronic-switched networks with ber links, skew compensators at each switching node are trained only when synchronization error is detected. Because a transceiver at each switching node demodulates and remodulates optical signals, this link-based compensation does not accumulate timing skew. The one-shot training proposed does not incur signi cant throughput loss because optical links are stable enough to keep the misframe rate (i.e., the inverse of the average duration between two synchronization errors) small. A conventional added-bit framing 9] 19] used in SONET incurs throughput loss due to pre x overhead in every frame.
In the measurement mode, a transmitter sends the same training frame over all the bitchannels simultaneously. The training frame contains a 2R bit payload that repeats the training sequence twice. A receiver array detects the sequences and latches them into the shift-registers for each channel using the clock signals recovered from each channel. The group velocity of each channel determines how many bits of a training sequence are fed to its shift-register. After the bit-skews are determined in the measurement mode, the corresponding delays must be set in the setting mode. In the setting mode, relative delay di erences are determined by comparing the bit patterns of shift-registers, and the measured delay di erences are used to control the switch array composed of a register and a CMOS transmission gate array, and consequently to determine from which slot of a register an output must be taken, or how many delay elements must be set for each channel output.
The skew compensator in Figure 3 consists of a shift register for each channel, a coe cient register (a circular register), a correlator, and decision circuits. A Training Enable (TREN) signal is used to distinguish the measurement mode from the setting mode. While TREN is high, the received sequences are latched on the shift-registers by the recovered clock of each channel. TREN goes low as soon as the last bit of the rst period of the sequence is detected at the slowest channel. TREN low disables inputs to shift-registers, and initializes the contents of the coe cient register to (1; 0; ; 0). The position of`1' indicates how many bits faster than the slowest channel this channel is and where the output should be extracted. The algorithm to set up the coe cients is as follows. Note that channel 1 indicates the slowest channel.
Repeat for each target channel i = 2 to N.
1. Correlate the target channel (received) sequence with the slowest channel sequence.
2. while (correlation < threshold) shift the slowest channel sequence and the coecient register one-bit right.
3. Set the coe cient of the i-th channel.
End
By setting a proper threshold, and measuring how many bits must be shifted right to get a correlation greater than the threshold, we can determine the bit-skew relative to the neighboring channel. The above algorithm is simple in computation and does not entail the use of fast logic. The above one-pass algorithm requires at most R correlating operations, where R is the length of the pseudo-random sequence used for training. It can be implemented with a microprocessor and microcode.
The propagation length L and the dispersion parameter D determine the propagation time di erences among the channels. The di erence in propagation time of the fastest and the slowest bit-channel determines the maximum ber bit-skew. Since the dispersion parameter depends on the wavelength 20], the maximum ber bit-skew time can be expressed as 
where 0 is the zero-dispersion wavelength, S 0 is the dispersion slope at 0 , and f and s are the wavelengths of the fastest channel and the slowest channel, respectively. The total wavelength span, , de ned as the di erence of f and s , equals (N ? 1) , where is the wavelength spacing, which is determined by the resolutions of the optical devices, such as the laser and the wavelength multiplexer.
In order that all the channels may feed a bit of the NRZ-coded training sequence into the same slot of each shift-register, the falling edge of the bit in the fastest channel must not arrive before the decision instant at the read clock of an elastic bu er in Figure 3 , and the rising edge of the bit in the slowest channel must arrive at least T h + T h ahead the decision instant such that the previous bit is set up and held stably as illustrated in Figure 4 . Here T s is the set-up time and T h is the hold time. Thus, without compensation the tolerable bit skew time t is less than T n ?T s ?T h , where T n = 1=B n is the symbol period of a bit-channel.
The delay di erence compensation with R-bit-wide shift-registers increases this tolerance. In the worst case, the R-th bit of the fastest channel which goes through R delays, has to arrive later than (T n ? T s ? T h ) ahead the rst bit of the slowest channel which experiences only one D ip-op. Or equivalently, the bit skew time is tolerable up to RT n ? T s ? T h .
This bit-skew tolerance should be greater than the ber bit-skew (2).
The solid lines in Figure 5 and Figure 6 show these bit-skew limit curves for three di erent R values for c = 1:55 m and c = 0:85 m, respectively. The dashed line shows the pulse spreading limit curve given by (1) . Table 1 lists the values of the variables used in calculation. As shown in Figure 5 , in an 1.55 m system for an aggregate data rate of 10 Gb/s, pulse spreading limits the transmission distance of a serial link less than 26 km as indicated by \x" in the gure. The parallel transmission of 32-bit-words reduces the bit rate per channel to 312.5 Mb/s for the same aggregate data rate. Without bit-skew compensation, the bit-skew limit of the wordwide link is 17 km (indicated by \+" for R = 1), which is shorter than the pulse-spreading limit of the serial link. Bit-skew compensation with 100-bit wide registers extends this limit up to 1700 km (indicated by \o") for wordwide transmission. A similar argument can be made about the maximum aggregate data rate for a given transmission distance; for a distance of 26 km, the maximum aggregate data rate of the wordwide link is 64 Gb/s with only 10-bit wide registers for bit-skew compensation.
In Figure 6 , a 0.85 m system for an aggregate data rate of 10 Gb/s shows a pulse spreading limit in the transmission distance of a serial link less than 18 km as indicated by \x" in the gure. The parallel transmission of 32-bit-words reduces the bit rate per channel to 312.5 Mb/s for the same aggregate data rate. Without bit-skew compensation, the bit-skew limit of the wordwide link is 3.6 km (indicated by \+" for R = 1), which is far shorter than the pulse-spreading limit of the serial link. Bit-skew compensation with 100-bit wide registers extends this limit up to 360 km (indicated by \o") for wordwide transmission. A similar argument can be made about the maximum aggregate data rate for a given transmission distance; for a distance of 18 km, the maximum aggregate data rate of the wordwide link is 21 Gb/s with only 10-bit wide registers for bit-skew compensation.
Conclusion
A wordwide WDM system enjoys two major advantages over a high-speed serial system. First, the wordwide link is simpler from the architectural viewpoint since serialization is not needed and parallel error coding is possible. Second, the serial link requires high-speed integrated circuits and transceivers, the cost of which is extremely high. A wordwide WDM link acquires these advantages over the serial link by trading the electrical serializer/deserializer for the optical wavelength multiplexer/demultiplexer, and trading high-speed circuits for lowspeed multiple circuits in an array. In addition, for long-distance transmission at 0.85 m or 1.55 m wavelength, a wordwide link needs a bit-skew correction circuit for its performance to be equal to or better than that of the serial link. Bit skew resulting from group-delay di erence limits the link performance of the wordwide transmission system, while pulse broadening caused by chromatic dispersion limits that of the serial link. An electronic method using a training sequence is proposed for adaptive bit-skew compensation, which is indispensable for all the dispersion-limited multiwavelength systems to increase transmission distance and data rate. Bit-skew compensation makes the performance of the parallel link exceed that of the serial link. The proposed method is not con ned to a wordwide WDM system, but is equally applicable to other multiple carrier systems, such as multi ber transmission and discrete multitone transmission. 
