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1 INTRODUCTION 
For monitoring the condition of a component, a 
(typically empirical) model estimating the values 
of measurable signals in normal conditions is 
built; during operation, the measured values are 
compared with those estimated (‘recon-
structed’) by the model: a deviation between 
the observed and reconstructed values reveals 
the presence of an abnormal condition (Reif-
man, J. 1997).  
In practical industrial implementations, the per-
formance of a single model estimating all the 
signals measured by the sensors, usually a 
very large number, may not be satisfactory. It 
has been shown that grouping the signals and 
then building a specialized model for each 
group allows to remarkably increase the condi-
tion monitoring performance (Roverso, D. et al. 
2007; Baraldi, P. et al. 2010). 
In this work, a Wrapper approach has been 
employed to group the signals: a search algo-
rithm is used as a "wrapper" around the condi-
tion monitoring model; during the optimization 
search, the performance of the condition moni-
toring model itself is directly used as evaluation 
function to compare the different groups se-
lected by the search engine (Fig. 1). 
The algorithm considered in this work for re-
constructing the equipment behavior in normal 
conditions is based on the Auto-Associative 
Kernel Regression method (AAKR) (Hines, 
J.W. & Garvey D.R. 2006). AAKR is an empiri-
cal modeling technique that uses historical ob-
servations of the signals taken during normal 
plant operation. 
We use the Differential Evolution (DE) algo-
rithm as search engine for the identification of 
the optimal signal groups. The motivation of the 
choice is found in the DE ability of finding the 
optimal solution by efficiently scanning the 
search space in an acceptable computational 
time.  
Differential Evolution is a derivation of Genetic 
Algorithms (Storn, R. & Price, K. 1995). DE ap-
plies evolution operations on the individuals’ so-
lutions of a population in order to perturb them 
by transmission of good properties, with the aim 
of finding an optimum. One difference with re-
spect to GA is that DE is specifically built for 
optimization over continuous spaces and does 
so based on a floating-point representation. 
The specific evolutionary operations used in DE 
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are suited for such representation of the chro-
mosomes, and drive the main improvements of 
DE with respect to GA. The DE-based wrapper 
approach is tested on a real case study con-
cerning 46 signals selected among those used 
to monitor the reactor coolant pump of a Pres-
surized Water Reactor (PWR). The condition 
monitoring performance is evaluated with re-
spect to metrics that measure i) the accuracy, 
i.e. the ability of the overall model to correctly 
and accurately reconstruct the signal values 
when the plant is in normal operation; ii) the ro-
bustness, i.e. the overall model ability to recon-
struct the signal values in case of abnormal op-
eration and consequent anomalous behavior of 
some monitored signals (Efron, B. 1983). The 
results are compared with those achieved by 
considering groups based on signal correlation 
and groups previously found in (Baraldi, P. et 
al. 2011) by using a GA wrapper approach. 
 
 
Figure 1. Wrapper approach for optimal signals grouping. 
2 CONDITION MONITORING 
Figure 2 shows a typical scheme of condition 
monitoring of a component. Sensor measure-
ments obsx are sent to an auto-associative em-
pirical model of the component behavior in 
normal condition (nc). Thus, the model provides 
in output the values expected in case of normal 
condition ncx

ˆ
 of the input signals. A deviation 
between the measured obsx  and reconstructed 
nc
x

ˆ
 values in one or more signals reveals the 
presence of faults (Reifman, J. 1997).  
In other words, in case of normal condition, the 
measured value ncobsobs xx −=   should be very 
similar to the model reconstructions ncx

ˆ , whe-
reas in case of abnormal condition (ac) the 
model still reconstructs  ncx

ˆ , which differs from 
the measured values  acobsobs xx −=  . Notice that 
one usually does not know whether the compo-
nent is working in normal or abnormal condi-
tions, i.e. if ncobsobs xx −=   or  acobsobs xx −=  , whe-
reas, by observing the residuals  ncobs xxr


ˆ−= , it 
is possible to detect the component condition. 
In this respect, several methods of analysis of 
the residuals r for fault detection exist, e.g. the 
Sequential Probability Ratio Test (SPRT) 
(Hines, J.W. & Garvey D.R. 2006). 
The model considered in this work for recon-
structing the component behavior in normal 
condition is based on the AAKR method (Hines, 
J.W. & Garvey D.R. 2006). The basic idea of 
the method is to reconstruct, using historical 
observations, the signal values in case of nor-
mal condition, ncx

ˆ , given a current signal mea-
surement vector, =obsx (xobs(1),…,xobs(n)), as a 
weighted sum of the historical observations. 
Appendix A provides the details of the method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Condition monitoring scheme. 
3 DIFFERENTIAL EVOLUTION 
DE is an optimization method aiming at finding 
the global optimum of a set of real objective 
functions, ≡F {f(.)}, of one or more decision va-
riables, ≡U {u}, possibly subject to various li-
near or non linear constraints. 
DE has emerged from Price’s attempts to solve 
the Chebychev polynomial fitting problem 
posed to him by Storn (Storn, R. & Price, K. 
1995). The analogies between DE and real-
coded GA are several, but the shrewdnesses 
adopted by the novel operations of DE are the 
strengths of the DE technique. 
The revolutionary idea of DE lies in the pertur-
bation of the current population: this is obtained 
by adding to a chromosome the weighted dif-
ference between two others randomly selected 
from the population. 
Optimal Grouping 
Fitness Evaluation: 
Condition monitoring per-
formance evaluation 
through metrics of accuracy 
and robustness 
Candidate groups 
DE search  
engine 
N signals 
Search Algorithm 
Successive  
generation 
This is the original scheme proposed in (Storn, 
R. & Price, K. 1997): at the Gth generation, for 
each vector xi,G in the population, called target 
vector, a noisy vector vi is generated randomly 
choosing three mutually different vector indices 
r1 r2 r3∈ {1,2,…,NP} with 1∉{r1 r2 r3} 
( )1 2 3, , , ,i G r G r G r Gv x F x x= + ⋅ −  (1) 
where the weighting (or scaling) factor F∈[0,2] 
is a user-defined parameter, kept constant dur-
ing the optimization. This operation is termed 
mutation in DE. 
Using the weighted difference, the entire proc-
ess becomes self-organized because the step 
length for the perturbation is mainly affected by 
the progress state of the evolutionary process. 
Through the evolution, the search space con-
tracts or expands if the direction taken by the 
algorithm is correct or wrong, so the random 
step-length is self-adapted in every dimension 
accordingly with the dependence of the vari-
able. 
After mutation, the noisy vector is not directly 
compared with the target vector, but it is further 
modified by the crossover process, in which the 
noisy and target vectors are mixed according to 
some rule to create the trial vector ui, which in-
herits from them different pieces of chromo-
some. The crossover operator contributes to 
maintaining diversity inside the perturbed popu-
lation, shuffling old and new information. This 
increases the probability of maintaining some 
good property from the target vector, and 
avoids drastic changes during the generation of 
new solutions. On the other hand, the role of 
crossover in DE has a secondary relevance 
compared to GA (Storn, R. & Price, K. 1995). 
Due to the chromosome vectorial representa-
tion, as for real-coded GA, the crossover opera-
tor for DE is applied to each element of the ar-
ray: each variable of the noisy vector and the 
target vector has the possibility to be part of the 
trial vector, entering the final fight for survival. 
The most common crossover type adopted is 
the binomial approach: the trial vector is built by 
the following rule, gauged by a control parame-
ter CR∈[0,1], which influences the probability 
that a noisy vector’s variables are selected for 
the mutation process.  
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where U(0,1) is a uniform continuous random 
value ∈[0,1], whereas irand(NP) is a uniform 
discrete random number in the set 
∈{1,2,…,NP}.  
This ruling applied to the Bernoulli trials guaran-
tees the inheriting of at least one element from 
the noisy vector in the trial vector even if the 
crossover rate CR is set to zero. The binomial 
crossover operator acts independently on every 
“gene”, i.e. variable of the chromosome, as for 
classic GA multi-site crossover. A relevant dif-
ference with GA is that in the DE crossover 
procedure a chromosome of the current popu-
lation and one just generated, the noisy vector, 
are mixed, rather than two solutions of the 
population. The resulting trial vector 
( ), 1 , 2 , ,, , ,i G i G i G ni Gu u u u= …  (3) 
inherits portions from the noisy vector and from 
the target vector, as regulated by the parameter 
CR. 
The trial vector obtained then enters the selec-
tion process where it is compared with the tar-
get vector xi,G, that is partially its parent accord-
ing with the crossover rule. During the selection 
process, the population S is modified by substi-
tution. 
Referring to a Single Objective (SO) problem 
aiming at minimizing a single function f, if the 
trial vector’s fitness is less than the target vec-
tor’s fitness, the first will be a member of the 
next generation, replacing the target vector in 
the set S, and the trial vector is discarded: 

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The selection criterion in DE is greedy and 
quite different from the classical replacement 
criterion of GA: for sure the next generation will 
be better or at least equal to the previous gen-
eration. 
The evolution of the DE algorithm follows these 
steps: 
1. creation of an initial population of NP po-
tential solutions and evaluation of their fit-
nesses; 
2. for each solution of the population (target 
vector), selection of three solutions for re-
production; 
3. for each target vector, creation of a noisy 
vector using the mutation process; 
4. creation of a trial vector mixing target and 
noisy vectors; 
5. comparison between each target vector  
and its related trial, and eventual replace-
ment; 
6. control of the stopping criteria: if some crite-
rion is met, then stop, else return to step 2. 
The stopping criteria adoptable are the same 
as for GA. DE has been shown to have robust-
ness, higher convergence speed than GA and 
even superior accuracy thanks to its greedy 
search preference. 
4 APPLICATION 
A real case study concerning 46 signals used to 
monitor the Reactor Coolant Pumps (RCPs) of 
a French PWR is considered. A dataset con-
taining the signals values measured every hour 
for a period of 11 consecutive months has been 
considered to build the reconstruction model. 
To this purpose, the 46-dimensional available 
patterns (5798) have been divided into a set XS 
of 2798 patterns used to perform the DE opti-
mization, i.e. to find the optimal grouping, and a 
validation set XV of 3000 patterns used to vali-
date the condition monitoring performance of 
the grouping found. To this purpose a cross va-
lidation procedure has been performed on the 
patterns of XV order to accurately estimate the 
values of the performance metrics, in particular, 
a “4-fold” cross-validation error estimate is 
used. To this purpose, the original dataset is 
randomly partitioned into 4 blocks of equal size. 
One of these blocks is used as validation data 
subset for the evaluation of the performance 
metrics of interest, and the remaining three 
blocks are combined together to constitute the 
training data subset. The cross-validation 
process is then repeated 4 times, each time us-
ing a different block as validation set (Efron, B. 
& Tibshirani, R.J. 1995; Kohavi, R. 1995). 
The objective of the search has been the mini-
mization of a function which takes into account 
both the accuracy and the robustness of the 
grouping. 
The accuracy, i.e. the ability of the model to re-
construct correctly the signal values in normal 
plant behavior, has been measured by consi-
dering the metric auto
acA , which is the global accu-
racy obtained applying the disturbance to all the 
signals. An accurate condition monitoring mod-
el allows to reduce the number of false alarms, 
i.e. detections of faulty behaviors when no faul-
ty conditions are actually occurring. The accu-
racy metric is typically defined as the mean 
square error (MSE) between the model recon-
struction and the signal measured values. In 
this work, according to the (Zaharie, D. 2007), 
the metric auto
acA has been chosen, instead the 
MSE, because has been seen that using this 
metric as fitness function in the search engine 
allows to obtain a signal grouping which is able 
to achieve higher accuracy when applied to all 
data than with a little data set used to perform-
ing the search. This is due to the fact that the 
two metrics, MSE and auto
acA , differs only for the 
signal values which are disturbed in case of 
auto
acA , running a cross-validation procedure, 
while MSE is performed with all signals value in 
normal condition. 
The accuracy in the reconstruction of the dis-
turbed signal i is defined as: 
∑
=
−−
−=
testN
k
nctestiactest
nctest
auto
iac ikXikXN
iA
1
2)(
)( )),(),(ˆ(
1)(  (5) 
This metric measures the mismatch between 
signal reconstructions and signal values in 
normal plant operation. However, since it does 
not consider neither the difference between the 
reconstructions in the cases of disturbed and 
undisturbed signals, nor the magnitude of the 
signal deviation )),(),(( )( ikXikX nctestiactest −− −  it 
cannot be directly interpreted as a measure of 
model robustness.  
The robustness, i.e. the capacity to reconstruct 
properly the signals value when an anomaly 
occurs to the component has been measured 
by the metric auto
acS , which is the global robust-
ness obtained applying the disturbance to all 
the signals. In abnormal plant conditions, a ro-
bust model reconstructs the value of a plant 
signal as if the plant were in normal operation: 
then, the differences between the measured 
and the reconstructed signal values can easily 
identify the abnormal condition. 
In this respect, real data measured by the sen-
sors in abnormal plant conditions are usually 
not available because these latter are rare; 
then simulation is used to artificially inject ab-
normality by adding realistic deviations to the 
signals measured during normal plant opera-
tion. Let )(iacobsX −  be a matrix of test patterns 
whose values of the i-th signal have been dis-
turbed with deviations, with ),()( jkX iacobs−  indi-
cating the value of the j-th signal of the k-th test 
pattern, k=1,…,Ntest, and ),(ˆ )( jkX iactestnc −  its re-
construction provided by the condition monitor-
ing model which is expected to be the signal 
value in normal condition ),( jkX nctest− . 
Quantitative indicators of robustness can then 
be introduced as follows. The auto-sensitivity of 
the model to a disturbance applied on signal i is 
defined as (Efron, B. 1983): 
∑
=
−−
−−
−
−
=
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k
nctestiactest
nctest
nc
iactest
nc
test
auto
iac ikXikX
ikXikX
N
iS
1
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This metric measures the ability of the model to 
provide the same reconstructions in the two 
cases of disturbed or undisturbed signal i. In 
this respect, notice that a model characterized 
by a very low accuracy (high MSE) and very 
high robustness (small )()( iS autoiac ) is not satisfac-
tory for condition monitoring since it still pro-
vides signal reconstructions very different from 
signal values in normal plant operation. 
These two metrics actually measure errors and, 
thus, low values are desired. Global accuracy 
and robustness measures autoacA  and autoacS , re-
spectively, are then obtained by applying a dis-
turbance to all the signals, computing the 
)()( iAautoiac  and )()( iS autoiac , and finally taking, respec-
tively, their mean values: 
q
iA
A
q
i
auto
iac
auto
ac
∑
=
=
1
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q
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For the grouping optimization problem, single 
objective (SO) function is obtained by aggrega-
tion of the two metrics as follows: 
auto
ac
auto
acagg ASf ⋅=  (9) 
In the next Section, the results obtained by the 
‘wrapper’ scheme of Figure 2 with DE search 
engine are presented. As chromosomes, we 
simply take n-dimensional vectors of positive in-
tegers r∈{1,R}, where n is the number of moni-
tored signals and R is the maximum number of 
groups reached by the DE: the integer value Rj 
of the j-th element of the vector indicates the 
group to which the j-th signal is assigned (Fig. 
3). 
 
 
 
 
 
 
 
Figure 3. Chromosome structure. 
 
In our application, R has been taken equal to 5 
as in (Baraldi, P. et al. 2011), in order to allow a 
fair comparison between the results achieved 
by the DE and the GA wrapper approaches. 
The crossover rate CR is set to 0.8 to 
adequately explore the search space, since it is 
very complex. The role of scaling factor is heav-
ily significant in the convergence speed and 
success, with values under 0.15 success is not 
guaranteed and values over 0.5 the 
convergence speed slows down gradually. Ac-
cording to the recommendations reported in 
(Storn, R. & Price, K. 1997; Zaharie, D. 2007) 
the scaling factor F is set to 0.5. 
5 RESULTS 
5.1 Simulation Pure DE 
Table 1 reports the DE parameters used: 
 
Table 1. DE parameters. 
______________________________________________
____ 
Population size               50 
Maximum number of generation         500 
Scaling factor  (F)              0.5 
Crossover rate (CR)             0.8 
Number of patterns in the training set       500 
Number of patterns in the validation set       170 
Gene possible values             
[1,2,3,4,5] 
______________________________________________
____ 
 
Notice that the optimization problem of identify-
ing the best group for each one of the 46 sig-
nals requires a search in a very large search 
space formed by 546 ≈ 1032 possible solutions. 
For this reason, large number of generations 
(500) has been chosen for convergence of the 
DE to a satisfactory solution. 
After 300 generations, the whole population is 
basically converging : auto
acS  slightly increases af-
ter generation 250, whereas auto
acA  tends to mo-
notonously decrease. This is due to the fact 
that the optimization is based on the minimiza-
tion of a single fitness function which aggre-
gates the two accuracy and robustness metrics 
(eq. 9), and thus a slight increasing of the ro-
bustness can be compensated by a decreasing 
of the accuracy. 
In this respect, optimization approaches in the 
framework of the Pareto analysis based on Mul-
ti-Objective Differential Evolution (MODE), 
could be explored to find a set of optimal solu-
tions characterized by different compromises 
between accuracy and robustness. The groups 
obtained by the single-objective DE search are 
reported in Appendix B. Table 3 (columns 2) 
reports the performances obtained by the best 
solution found by the DE. These results are 
compared with those obtained by grouping the 
signals according to their correlation, i.e. by as-
signing to the same group the signals with an 
absolute value of the correlation coefficient 
larger than 0.8 (Baraldi, P. et al. 2010). Follow-
ing this procedure, 4 groups have been identi-
fied, whereas the remaining 4 signals, charac-
terized by a correlation coefficient with all other 
signals lower than 0.8, have been put together 
in a fifth group of uncorrelated signals (Appen-
dix C). 
Although the two groupings are characterized 
by very similar values of fagg, they have different 
behaviors in terms of accuracy and robustness 
with the DE grouping being more robust but 
less accurate. 
5.2 Simulation Hybrid DE 
To improve auto
acA , we consider the opportunity of 
reducing the DE search space by decreasing 
the number of signals that must be reorganized 
in groups. 
To this purpose, it has been observed that out 
of the 46 signals the correlation grouping builds 
a group formed by 30 highly correlated temper-
ature signals that enables a very accurate and 
robust reconstruction of 24 of these 30 signals. 
Than we have decided to adopt an hybrid ap-
proach which consists in keeping these 24 sig-
nals in a group (i.e. group 1) and using the DE 
search to optimize the group assignment of the 
remaining 22 signals. The correlating chromo-
some is formed by a vector of 22 elements (the 
signals which should be assigned to a group) 
which can take a value between 1 and 5 (the 
group to which the signal is assigned). We ob-
serve that one of the group to which the signals 
can be assigned is the group of the 24 signals 
identified by the correlation grouping itself. In 
this way, the dimension of the search space is 
reduced from the 546 (≈ 1032) possible combina-
tions to 524 (≈ 1017). Table 2 reports the DE pa-
rameters used within this hybrid approach. 
With the reduced dimension of the search 
space, the number of generations has been re-
duced to 250 leading to a reduction of the com-
putational time. 
Appendix D reports the groups obtained by the 
hybrid approach. With respect to the correlation 
grouping one can notice that:  
• groups 1 and 4 are identical in the two 
grouping approaches; 
• the other three groups differ only with re-
spect to signals 10a and 10d, which are as-
signed to groups 2 and 5 by the hybrid ap-
proach and to group 3 by the correlation 
grouping. 
 
Table 2. Hybrid DE parameters. 
______________________________________________
____ 
Population size             50 
Maximum number of generation       250 
Scaling factor  (F)            0.5 
Crossover rate (CR)           0.8 
Number of patterns in the training set     500 
Number of patterns in the validation set     250 
Gene possible values          
 [1,2,3,4,5] 
______________________________________________
____ 
 
Figures 4-6 show the evolution of the fitness 
function fagg, the metrics autoacA  and autoacS , respec-
tively, with the number of generations. The 
mean and best fitness at the first generation 
are lower (0.0103 and 0.0062) than those pre-
viously obtained in the previous search (0.0125 
and 0.0095). This is due to the fact that in the 
hybrid correlation and DE approach, the pres-
ence of a high performing group composed by 
24 signals is guaranteed. With respect to the 
global improvement between the first and the 
last generation, in the hybrid approach, DE has 
been able to reduce the fitness of the best indi-
vidual of about 50%, i.e. (fagg(1)-fagg(250))/fagg(1) 
≈50%. 
The robustness of the solutions tends to re-
markable decrease after generation 200 (Fig. 
6). This behavior, which is found also in the 
pure DE search, is in this case more remarka-
ble given that the robustness decreases of 
about 30%. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Evolution of the best (x) and mean (.) population 
fitness value at each generation. 
 
 
 
 
 
 
 
 
 
 
Figure 5. Evolution of the best (x) and mean (.) accuracy 
value at each generation. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Evolution of the best (x) and mean (.) robust-
ness value at each generation. 
Table 3 (column 4) reports the performances of 
the grouping found by the hybrid approach. The 
fitness results are lower than those obtained by 
the correlation grouping and pure DE approach. 
With respect to the correlation grouping, the DE 
allows finding a solution with about the same 
accuracy but more robust. 
5.3 Comparison with a GA wrapper approach 
In this Section, we compare the performance of 
the grouping obtained by DE with that obtained 
by GAs in (Baraldi, P. et al. 2011). First of all, 
notice that GAs are not able to find a satisfacto-
ry solution in the case in which the search 
space is formed by all the possible combina-
tions of the 46 signals, the fitness of the best 
grouping being equal to 0.0095. 
Using an hybrid correlation and GAs approach, 
where, analogously to what is done in the hybr-
id correlation and DE approach, the 24 highly 
correlated temperature signals are kept in a 
fixed group, we have obtained a grouping cha-
racterized by the performances reported in Ta-
ble 3. 
 
Table 3. Performances of the different grouping methods. 
______________________________________________
____ 
Grouping   Correlation     Pure DE 
metrics 
______________________________________________
____ 
A      0.00833 ± 0.00066   0.01173 ± 
0.00089 
S      0.29719 ± 0.00573   0.22515 ± 
0.00171 
 fagg     0.00247 ± 0.00025   0.00264 ± 
0.00020 
______________________________________________
____ 
______________________________________________
____ 
Grouping   Hybrid DE     Hybrid GA 
metrics 
______________________________________________
____ 
A      0.00867 ± 0.00062   0.00861 ± 
0.00075 
S      0.26781 ± 0.00282   0.28927 ± 
0.00227  
 fagg     0.00229 ± 0.00017   0.00248 ± 
0.00023 
______________________________________________
____ 
 
The solution found by the hybrid DE and corre-
lation approach is more performing than that 
found by the hybrid GAs and correlation ap-
proach with respect to robustness, for approx-
imately the same accuracy. 
The groupings found by the two approaches 
(Appendixes D and E) differ only for the as-
signment of signals 10a and 10d which are two 
flow measurement signals characterized by a 
low correlation with all other 44 signals. 
In order to compare the robustness of the 
groupings found by the two hybrid approaches, 
the reconstructions of signals 10d are com-
pared in case of abnormal conditions. The ab-
normal conditions have been simulated by add-
ing a linear drift to the signal values collected 
for 100 hours in normal conditions. Figure 7 
shows the signal 10d behavior in case of nor-
mal conditions (top) and abnormal conditions 
(bottom). The signal values in abnormal condi-
tions are then given in input to the AAKR re-
construction models. Figure 8 (top) shows the 
reconstructions obtained by using the hybrid 
GA and correlation grouping and Figure 9 (top), 
the hybrid DE and correlation grouping. 
Finally, Figure 8 (bottom) and Figure 9 (bottom) 
show the difference between the abnormal 
condition measurement and the reconstruction, 
which is used for the abnormal condition detec-
tion. Notice that after 60 hours the signal 10d 
reconstruction obtained by the hybrid DE and 
correlation grouping tends to be different from 
the abnormal condition measurement, allowing 
to identify the onset of an abnormal condition. 
On the contrary, the identification of the abnor-
mal conditions results difficult using the hybrid 
correlation and GA grouping, given that the re-
siduals between the signal measurement in ab-
normal conditions and the reconstruction do not 
remarkable deviate from zero. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Time evolution of signal 10d in normal condition 
during 100 consecutive hours (top); time evolution of sig-
nal 10d in abnormal condition, linearly drifted by 0.7% of 
the standard deviation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. GA grouping. Reconstruction performed of sig-
nal 10d in abnormal condition, linearly drifted by 0.7% of 
the standard deviation (top); difference with respect ab-
normal conditions (solid line) and normal conditions 
(crosses) (bottom). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. DE grouping. Reconstruction performed of sig-
nal 10d in abnormal condition, linearly drifted by 0.7% of 
the standard deviation (top); difference with respect ab-
normal conditions (solid line) and normal conditions 
(crosses) (bottom). 
6 CONCLUSION 
In this paper, we have proposed an approach 
to optimal grouping for condition monitoring, 
based on a wrapper DE search approach. The 
approach has been applied to the condition 
monitoring of 46 RCP signals. The objective of 
the search has been to minimize a proper ob-
jective function which takes into account both 
the accuracy and robustness of the signal re-
constructions. The obtained grouping has re-
sulted more performing than that obtained by 
grouping the signals according to their correla-
tion, or using a previously developed wrapper 
GA approach. We intend to continue our re-
search work focusing on grouping approaches 
based on Multi-Objective Differential Evolution 
(MODE) optimization techniques in the frame-
work of Pareto analysis. These approaches are 
expected to provide a set of optimal solutions 
characterized by different compromises be-
tween accuracy and robustness. Using these 
approaches, one can choose the solution with 
the most satisfactory tradeoff between the two 
objectives. 
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APPENDIX A: AUTO-ASSOCIATIVE KERNEL 
REGRESSION METHOD 
Let ncobsX −  be a matrix of observed data whose 
generic element ( )jkX ncobs ,−  represents the k-th 
time observation, k=1,…,N, of the j-th meas-
ured signal, j=1,…,q, taken during normal plant 
condition. The basic idea of the method is to 
reconstruct the signal values in case of normal 
condition, ncx

ˆ , given a current signal measure-
ment vector, =obsx (xobs(1),…,xobs(q)), as a 
weighted sum of the observations in ncobsX − . 
Thus, )(ˆ jxnc , the reconstruction of )( jxobs , the 
j-th component of obsx , is given by: 
∑
∑
=
=
−
⋅
= N
k
N
k
ncobs
nc
kw
jkXkw
jx
1
1
)(
),()(
)(ˆ  (A1) 
The weights w(k) are similarity measures ob-
tained by computing the Euclidean distance be-
tween the current sensor measurements obsx  
and the k-th observation of ncobsX − : 
∑
=
−
−=
q
j
ncobsobs kjXjxkd
1
22 )),()(()(
 (A2) 
and inserting it in the Gaussian kernel: 
2
2
2
)(
2
1)( h
kd
e
h
kw
−
=
pi
 (A3) 
where the signal h defines the Gaussian band-
width. 
In order to provide in Eq. (A2) a common scale 
across the different signals measuring different 
quantities, it is necessary to normalize their 
values. In the present work, the signal values 
are normalized according to: 
)(
)()()( j
jjxjxn σ
µ−
=
 (A4) 
where )( jx  is a generic measurement of signal 
j and )( jµ  and )( jσ  are the mean and stan-
dard deviation of the j-th signal in ncobsX − . 
APPENDIX B: PURE DE GROUPING 
Group 1: 04a, 05a, 07a, 04b, 05b, 07b, 04c, 05c, 
07c, 04d, 05d, 07d, 17, 20, 31a, 31b, 31c, 
31d 
Group 2: 09a, 12a, 13a, 14a, 09b, 12b, 13b, 14b, 
09c, 12c, 13c, 14c, 09d, 12d, 13d, 14d, 
29a, 29b, 29c, 29d 
Group 3: 08a, 08b, 08c, 08d, 10a 
Group 4: 10b, 10c, 10d 
APPENDIX C: CORRELATION GROUPING 
Group 1: 04a, 05a, 07a, 09a, 12a, 13a, 14a, 04b, 
05b, 07b, 09b, 12b, 13b, 14b, 04c, 05c, 
07c, 09c, 12c, 13c, 14c, 04d, 05d, 07d, 
09d, 12d, 13d, 14d, 17, 20 
Group 2: 08a, 08b, 08c, 08d 
Group 3: 10a, 10b, 10c, 10d 
Group 4: 29a, 29b, 29c, 29d  
Group 5: 31a, 31b, 31c, 31d 
APPENDIX D: HYBRID DE 
Group 1: 04a, 05a, 07a, 09a, 12a, 13a, 14a, 04b, 
05b, 07b, 09b, 12b, 13b, 14b, 04c, 05c, 
07c, 09c, 12c, 13c, 14c, 04d, 05d, 07d, 
09d, 12d, 13d, 14d, 17, 20 
Group 2: 08a, 08b, 08c, 08d, 10a 
Group 3: 10b, 10c 
Group 4: 29a, 29b, 29c, 29d  
Group 5: 31a, 31b, 31c, 31d, 10d 
APPENDIX E: HYBRID GA 
Group 1: 04a, 05a, 07a, 09a, 12a, 13a, 14a, 04b, 
05b, 07b, 09b, 12b, 13b, 14b, 04c, 05c, 
07c, 09c, 12c, 13c, 14c, 04d, 05d, 07d, 
09d, 12d, 13d, 14d, 17, 20 
Group 2: 08a, 08b, 08c, 08d 
Group 3: 10a, 10b, 10c 
Group 4: 29a, 29b, 29c, 29d, 10d 
Group 5: 31a, 31b, 31c, 31d 
