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A Stochastic Analysis of Pumping Tests in Laterally Nonuniform Media 
JAMES J. BUTLER, JR.I 
Kansas Geological Survey, Unh•ersity of Kansas, Lawrence 
Conventional pumping test analysis methodology assumes that aquifer transmissivity is invariant in 
space. The ramifications. of this assumption are examined for_ hypothetic~! ~nits who~e va~ations in 
transmissivity are considered to be reasonable representatmns of vanatmns possible m natural 
systems. The dependence of pumping test transmissivity on spatial (angular and radial) and temporal 
location of observations and the method of drawdown analysis is assessed. The dependence on the 
angular position of an observation well appear~ of little significance. Dependence on radial position, 
however, can be strong. The dependence on the interval of time used in the pumping test analysis is 
only important in highly variable systems. Methods of drawdown analysis that yield identical estima~es 
in uniform units yield differing estimates in nonuniform ones as a result of a difference in data-fitting 
procedures. A reasonable estimate of transmissivity at a regional scale can ?e obtained from a 
Cooper-Jacob analysis applied at a large duration ofpurnpage. In general, convent1o~al approaches for 
pumping test analysis should be viable in the nonuniform aquifers of the type considered here. 
INTRODUCTION 
A pumping test is the primary means of assessing the 
transmissive and storage properties of subsurface material 
on a scale of significance for issues involving water supply or 
the gross movement of a contaminant plume. The parame-
ters characterizing the transmissive and storage nature of a 
unit are estimated from pumping-induced drawdown using 
aaa.lytical solutions to the partial differential equation gov-
erning the flow of groundwater to a central pumping well. 
~analytical solutions assume that the aquifer is uniform 
or can be subdivided into, at most, two or three uniform 
regions [Streltsova, 1988]. Although most hydrogeologists 
recognize that natural systems are characterized by a con-
siderable degree of spatial variability, only limited work has 
been done to evaluate the ramifications of that variability for 
~test analyses [e.g., Warren and Price, 1961; Van-
dtn.berg, 1977]. This article describes an attempt to address 
these ramifications in more depth than previous work. 
The major purpose of the work reported here is to examine 
theoretically the applicability of conventional pumping test 
analysis methodology, developed for uniform units, to units 
whose properties vary in space. Specifically, this examina-
Uon focuses on the impact of lateral variations in the 
transmissive properties of a unit on the transmissivity esti-
mates obtained from conventional pumping test analysis 
methodology. The impact of these lateral variations is quan-
tilicd using the dependence of the estimated transmissivity 
oo the spatial and temporal location of the drawdown data 
employed in the analysis (in this work spatial location refers 
to position of the observation well, and temporal location 
refers to the interval of time represented by the drawdown 
data). Only behavior in perfectly confined aquifers is con-
sidered here. This simplification allows the effect of lateral 
vanations in transmissivity to be more readily evaluated. 
The emphasis of this study is on conditions in units that 
i11'C representative of those that might be found in natural 
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systems. Thus an effort is made to employ mathematical 
representations of units whose spatial variations in transmis-
sivity can be considered to be reasonably similar to those of 
aquifers in the field. Since detailed deterministic descriptions 
of variations in transmissivity over a field area are not 
available, a stochastic process representation is employed to 
incorporate the limited existing field data into this study. An 
important advantage of a stochastic representation is that it 
allows the uncertainty concerning the actual spatial varia-
tions in natural systems to be incorporated into the analysis. 
The results of this work are therefore phrased in terms of 
behavior in the class of units that can be represented by a 
specific stochastic process. . 
Since conventional pumping test analysis methodology is 
often used to provide estimates of the regional properties of 
a fl.ow system, this work also examines the viability of the 
transmissivity calculated from a pumping test analysis for 
use in a regional fl.ow model. The aim of this aspect of the 
work is to define appropriate procedures for estimation of 
the regional transmissivity from drawdown data collected 
during a pumping test. 
METHODOLOGY 
The basic approach of this research is to numerically 
simulate a pumping test in a realization drawn from a 
stochastic process characterizing the variations in transmis-
sivity over the modeled area. A pumping test transmissivity 
is then estimated from the simulated drawdown data using 
conventional analytical approaches. The dependence of the 
estimated transmissivity on the spatial and temporal location 
of observations, and the method of drawdown analysis (the 
various forms of transmissivity dependence are henceforth 
denoted as dependence relationships). is then calculated for 
that realization. Monte Carlo simulation is employed to 
repeat this procedure over a sample of realizatio_ns _d_rawn 
from the stochastic process. The average and vanabthty of 
the dependence relationships over the realizations drawn 
from the stochastic process are then used to assess the 
viability of conventional pumping test analysis methodology 
in the class of units represented by that process. Four 
stochastic processes are examined in the work discussed 
here. Given the large computational demands of Monte 
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Carlo simulation, the emphasis of this study will be on 
obtaining a general understanding of these dependence rela-
tionships, rather than the definition of highly precise expres-
sions describing their form. 
A finite element model, the FE3DGW model of Gupta et 
al. [1984], is employed for the simulations of this work. 
Equation (1) is the form of the flow equation used here: 
(aT)(as) a
2s Tas 1 a ( as) as - - +T-+--+-- T- -S-ar ar ar2 r ar r2 a6 a6 - at 
where 
T transmissivity, equal to KB, L 2 IT; 
(1) 
S storage coefficient, equal to S0B, dimensionless; 
s integrated vertical average of drawdown, L; 
B aquifer thickness, L; 
K, S0 integrated vertical average of hydraulic 
conductivity and specific storage, respectively; 
r radial direction, L; 
8 angular direction, rad. 
The initial and boundary conditions used in the simulations 
are 
s(r,6,0)=0 
s(rb, 6, t) = o 
rwT LZw (::) 'w d6 = -Q 






where Q is the pumpage from the central well, L 3 !T; r w is 
the radius of the pumping well, L; and r b is the radius of the 
outer aquifer boundary, L. 
For the simulations of this work a pumping well with a 
radius of 0.07 m, an outer aquifer boundary that is 1930 m 
from the pumping well, and a pumpage rate of 6250 m 3 /d are 
employed. The finite element grid, which consists of quad-
rilateral elements, utilizes an equal log spacing in the radial 
direction, with approximately four elements per log cycle. 
Sixteen elements are employed in the angular direction. A 
pumping period of 2.7 days is used in the majority of the 
simulations, a duration considered adequate to represent 
conditions faced in many pumping tests. One set of simula-
tions is carried out for a significantly longer duration (43.25 
days) in order to evaluate behavior at very large times. In 
neither case does the constant head boundary at 1930 m 
significantly influence the observation well drawdown. 
Drawdown data are simulated for the observation well 
network depicted in Figure 1. The drawdown record at each 
well is then used to obtain a separate estimate for the 
transmissivity of the aquifer. Storativity is assumed a known 
constant throughout this work. The approaches used for the 
transmissivity estimation are based on the analytical solution 
by Theis [1935] to the following equation and auxiliary 
conditions describing radial flow to a pumping well in a 
uniform aquifer: 
a2s r as as 
T-+--=S-
ar2 r ar at (3) 
Initial conditions 
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Fig. 1. Observation well network used in this study (r A = 49.6 
m, rs = 12.6 m, re = 1.3 m, not to scale); the flow model ba.l aiat 
elements over re, five elements between re and rs, and t1ree 
elements between rs and r A. Sixteen wells are spaced at equal 
intervals along the circumference of each circle of obsc:~ 
wells, although only eight are shown for re. 
Boundary conditions 
t > 0 (4bi 
s(oo, t) = 0 t> 0 (4cl 
An unweighted nonlinear least squares minimization ap-
proach employing Theis' solution to (3) and (4) and aa 
automated analogue of the Cooper-Jacob semilog procedwt 
[Cooper and Jacob, 1946] are the two estimation approaches 
used here. The nonlinear least squares (NLS) routine il-
volves fitting a theoretical drawdown versus time curve from 
the solution of (3) and (4) to the drawdown data. The fitting 
is done using untransformed drawdown and time. The Ci» 
per-Jacob (C-J) procedure involves fitting a straight line to 
the moderate- and large-time drawdown data on a semiloc 
plot. In both procedures, simulated drawdown are analyzed 
over intervals of approximately one, two, and three logandt-
mic cycles in time. For the one set of simulations represctll· 
ing a pumping test of 43 days in duration, an aJditiollll 
analysis over an interval of four log cycles in time ~ 
performed. In all cases the drawdown analyses begin at 111 
initial time of 0.0023 days. Simulated drawdown at ea.rlic1" 
times is ignored in order to avoid using data from the pcnod 
when well bore storage effects are present [Papadapulos a~ 
Cooper, 1967]. Error introduced by the spatial and tempo!11 
discretization schemes employed in the finite element model 
propagate into the transmissivities estimated from the simU-
lated drawdown, requiring the correction procedure. de-
scribed in Appendix C be applied before the transmissiVJUC! 
can be used further. 
Several functions are employed in order to quantify lk 
dependence of pumping test transmissivity on the angulll. 
radial, and temporal location of observations and the~~ 
of drawdown analysis. Angular dependence in transm1ssi'll! 
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vaAies is assessed using a coefficient of variation and the 
ll(X'llllllized absolute value of the transmissivity difference. 
This coefficient of variation consists of the standard devia-
lioll of transmissivity values calculated at individual wells 
abotlt the circumference of a circle of observation wells (see 
figure 1) over the mean of these values. The normalized 
di(ereoce consists of the absolute difference between trans-
missivity values calculated at two wells spaced at a given 
.ia.r separation normalized by the value at the first well. 
Both wells are at the same radial distance from the pumping 
well. In this paper the coefficient of variation is primarily 
Clljlk>yed for describing the angular dependence, since it 
more succinctly summarizes the studied relationships. Note 
dill the observation well network displayed in Figure I 
results in drawdown being measured at equal angular inter-
vals at different radial distances from the pumping well. 
Measurement at equal angular intervals produces sampling 
scllcmes that are not strictly comparable from one circle of 
observation wells to the next, because the sampling interval 
relative to the correlation structure of the stochastic process 
ilcreases with radial distance from the pumping well. Given 
Ille goals of this work, however, the differences between 
sampling schemes are considered insignificant. 
Radial and temporal dependence are characterized by the 
nmalized absolute value of the transmissivity difference. 
In each case a transmissivity value calculated from draw-
down at the pumping well is considered the base value for 
die realization. The absolute value of the difference between 
this base value and a transmissivity computed at a different 
radial or temporal location is normalized by the base value. 
The nonnalized absolute value of the transmissivity differ-
eacc is also used to characterize parameter dependence on 
tic method of drawdown analysis, with the NLS transmis-
sivity being used as the normalizing value for the difference 
between the NLS and C-J parameters. 
The mean and standard deviation of these functions over a 
5'0chastic process are the quantities of interest in this work. 
In order to estimate these statistics, the procedure of pump-
ill(! test simulation and drawdown analysis is repeated for a 
SBlp1e of realizations drawn from a given stochastic pro-
cess. The TUBA program [Mantoglou and Wilson, 1981], 
which implements a two-dimensional form of the turning 
t.nds method of Matheron [1973], is used for the generation 
of realizations of spatially correlated transmissivity values. 
The TUBA program generates rectangular elements in a 
C'.artcsian grid system. As is described in Appendix A, the 
Cartesian coordinate output from the TUBA program is 
transformed into the polar coordinate grid system used in the 
pumping test simulations. A stratified sampling scheme 
described in Appendix A is employed to reduce the number 
<i ~izations required for the repetitive Monte Carlo sim-
Wa.tion. A stratified sample of twenty realizations is used in 
all. but one of the cases examined here. This sampling 
Pl'OCedure is considered appropriate, given the earlier-stated 
~is of this work on general understanding rather than 
detailed description. 
The stochastic processes employed in this work are based 
Clll the Quaclra Sands data of Smith [1978]. As is described in 
~ B, the core-scale data of Smith [1978] are regular-
ized to the scale of a block 10 m by 10 m in lateral extent in 
~ to reduce the computational demands of the realiza-
~ncratio~ procedure. The stochastic process defined 
the regulanzed Quadra Sands data is then modified by 






E{Y} = -3.32 
')'<r) = 0.04537(1 - e -1rl380. i~) 
E{Y} = -3.32 
')'<r) = 0.04537(1 - e -1r195 . i>) 
E{Y} = -3.32 
-y{r) = 0.1589(\ - e-(r/95.i>) 
E{t'} = -3.32 
'l'<.r) = 0.3452(1 - e-(r/95.i>) 
E{ } is the expected value operator; r = In K. K (hydraulic 
conductivity averaged over a 10 by 10 by 30 m (xy::) block) is 
measured in centimeters per second; and ')'(r) is the semivariogram 
value for separation distance r (see (81) and (84) of Appendix. B for 
further details). Since all the stochastic processes are Gaussian, 
isotropic, and second-order stationary, the expected value and 
semivariogram expressions given for each case are sufficient to fully 
describe that process. A double-exponential semivariogram model is 
employed for all cases in order to allow the greater continuity at the 
origin produced by regularization to be included in the analysis. 
decreasing the distance over which values are correlated and 
increasing the variance in order to allow behavior under 
conditions of greater variability to be assessed. These mod-
ifications are based on geologic considerations and a litera-
ture review of existing laboratory and field data. Table l lists 
the Quadra Sands-based stochastic process (case l) and the 
modifications used in this work. The stochastic processes of 
Table l are written in terms of the hydraulic conductivity 
averaged over the block. Given the aquifer thickness of 30 m 
used here, this translates into an expected value for trans-
missivity between 959 and 1114 m 2/d for the four cases 
examined in this work. The span of conditions represented 
by these four cases allows pumping test behavior in laterally 
nonuniform units to be assessed over conditions that might 
be met in the field. Further details concerning these cases 
and the motivation for their selection can be found in 
Appendix B. Note that a constant storativity of 0.0795 is 
used throughout this work. 
RESULTS 
Dependence on Angular Location 
The dependence of pumping test transmissivity on the 
angular location of observation wells is the first issue to be 
examined. Figure 2 is a dimensionless plot for the results of 
an analysis using the first stochastic process (case 1) of Table 
1. This graph depicts the mean coefficient of variation as a 
function of the normalized distance from the pumping well to 
the ring of observation wells. Throughout this work, the 
distance between the pumping and observation wells is 
normalized by the range of the semivariogram of the sto-
chastic process. This normalization is used only to relate the 
observation well location to the correlation structure of the 
stochastic process and does not indicate that the results are 
independent of the specific semivariogram range used in the 
analysis. Note that the confidence intervals shown on Figure 
2 and following figures are approximate 95% confidence 
intervals calculated assuming a finite sample drawn from a 
normal distribution of an unknown mean and variance. 
Figure 2 clearly shows that the coefficient of variation 
increases with distance from the pumping well. This rela-
tionship is seen in all the cases examined here, and it 
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Fig. 2. Mean coefficient of variation versus distance plot for 
case I of Table I (distance normalized by semivariogram range); 
duration of analysis is three log cycles in time. 
essentially reflects the greater variability in transmissivity 
that is being met about the circumference of the ring of 
observation wells as this circumference increases in size. 
Note that the pumping test transmissivity values employed 
in the analysis of angular and radial dependence are deter-
mined using the NLS procedure. The C-J procedure is only 
used for the analysis of temporal dependence, as is explained 
shortly. 
Figure 3 summarizes the results of the analysis of angular 
dependence for cases 2-4 of Table 1. Clearly, as the variance 
of the stochastic process increases, the mean coefficient of 
variation also increases. These increases in the coefficient of 
variation are expected, as greater variability is being met 
over the same separation distance. The Monte Carlo simu-
lation for case 3 is carried out for thirty realizations. Table 2 
details how the statistics change with the number of realiza-
tions. The magnitude of S cv relative to CV demonstrates 
that the number of realizations employed in this study is 
reasonable, given the previously stated goals of this work. 
Note that the relative magnitude of S cv indicates that, 
although the estimate of the mean might be acceptable, there 
may be considerable uncertainty concerning the applicability 
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Fig. 3. Mean coefficient of variation versus distance plot b 
cases 2-4 of Table 1 (distance normalized by semivariogram nqel 
duration of analysis is three log cycles in time. 
For case 4 of Table 1 a ring of observation wells is also 
placed at a distance of 124 m from the pumping well. Tlis 
additional ring of wells allows behavior at distances of tic 
order of the range of the semivariogram of the stocha.slX 
process to be examined. As shown in Figure 3, the meaa 
coefficient of variation continues to increase through dis-
tances close to the range of the stochastic process. Althougi 
not examined further here, such increases in the meaa 
coefficient of variation with distance would be expected IC 
continue until the portion of the aquifer controlling tbe 
response at each observation well reaches a size at which the 
degree of correlation between volumes of that size begins IC 
overwhelm the effect of the separation distance. Note thal 
the analytical solution described by Butler and Liu [1989; Al 
analytical solution for flow to a well in radially asymmetrical 
nonuniform media, submitted to Water Resources Research, 
1991 (hereinafter J. Butler and W. Liu, submitted manu-
script, 1991)] and Butler [1990] for fl.ow in a radially asym-
metric nonuniform aquifer can be used to study how the 
portion of the aquifer controlling the response at an obscr· 
vation well increases with radial distance from the pumpillg 
well. On the basis of results from a study using that anal>t· 
ical solution (J. Butler and W. Liu, submitted manuscrij:(. 
1991) it is clear that for a circle of observation wells at a hu1e 
TABLE 2. Dependence of Monte Carlo Results on the Number of Realizations for Case 3 of 
Table 1 
Radius of Number of 
Observation,* m Realizations cvt Scv:t: Scv§ 
1.3 (0.008) 10 9.91 x 10-4 6.56 x 10-4 2.07 x 10-4 
20 9.50 x 10-4 5.30 x 10-4 1.19 x 10-4 
30 9.75 x 10-4 4.89 x 10-4 0.89 x 10-4 
12.6 (0.08) 10 2.35 x 10-2 1.48 x 10-2 4.68 x 10-3 
20 2.34 x 10-2 1.33 x 10-2 2.97 x 10-3 
30 2.36 x 10-2 1.20 x 10-2 2.19 x 10-3 
49.6 (0.3) 10 4.36 x 10-2 1.33 x 10-2 4.21 x 10-3 
20 4.52 x 10-2 1.92 x 10-2 4.29 x 10-3 
30 4.51 x 10-2 1.96 x 10-2 3.58 x 10-3 
*Normalized radius in parenthesis. 
tCV is the mean coefficient of variation. 
:t:S cv is the standard deviation of the coefficient of variation. 
§SCii is the standard deviation of the mean coefficient of variation. 
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F:g. 4. Mean angular difference versus distance plot for case 4 
GITablc 1 for three different angular separations (difference normal-
llJDiby the transmissivity value at the first well, distance normalized 
~- semivariogram range, and each curve labeled according to the 
..,.m separation in degrees); duration of analysis is three log 
cycles in time. 
disatBce from the pumping well the mean coefficient of 
wriation would be expected to approach zero in aquifers 
ftosc: transmissivity variations can be represented by a 
seooad-order stationary stochastic process. 
lie mean normalized difference can also be employed to 
eDllliDe the nature of angular dependence. Figure 4 depicts 
Ille mean normalized difference in the angular direction as a 
mtion of distance for case 4 of Table 1. Results for three 
aapiar spacings are displayed. The increases with angular 
!pEiog seen up to at least 90° are as expected, since greater 
vaiability in transmissivity is being met at greater separation 
listmc:es. 
Tiits examination of angular dependence has primarily 
foc:nsed on the estimation of means taken over a stochastic 
Jl'OCCSS. In order to quantify the error that might be incurred 
by using these mean values to characterize behavior in a 
silicle realization, the variability of the coefficient of varia-
tioll across the realizations is examined. Standard deviations 
Ii the coefficients of variation are estimated to characterize 
this variability and are given in Table 3. In no case is a 
staadard deviation greater than 50% of the mean observed 
for wells at 49.6 m. 
Histogram plots of the coefficients of variation are also 
coastructed. A representative plot from this group is given in 
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Fig. 5. Histogram of the coefficient of variation within a real-
ization for case 3 of Table 1 using observations wells at 49.6 m; 
duration of analysis is three log cycles in time. 
cases, no distant outlier values are observed, giving cre-
dence to the assumption that the sample histograms reason-
ably represent the form of the population distributions. 
Given the relative and absolute magnitude of the variability 
across the realizations, the mean values determined in this 
analysis should be reasonable estimates of behavior in a 
single realization. 
In summary, the results of the analysis of angular depen-
dence show that the variability of pumping test transmissiv-
ity values calculated about the circumference of a circle of 
observation wells centered on the pumping well increases 
with the variance of the stochastic process and the distance 
between the pumping and observation wells. In none of the 
examined cases, however, does the magnitude of the vari-
ability reach a level of much concern for practical applica-
tions. Although the significance of the magnitude of the 
coefficient of variation or the mean normalized difference is 
a function of the specific use for which the transmissivity 
estimates will be applied, a coefficient of variation and a 
normalized difference of less than 0.1 can certainly be 
assumed negligible for most practical applications. 
TABLE 3. Sample Means and Standard Deviations of Functions Used to Characterize the 
Dependence of Pumping Test Transmissivity on Angular and Radial Position of Observations 
Angular Analysis Radial Analysis 
Case Number CV Scv AND* SANDt 
1 1.56 x 10-2 7.66 x 10-3 2.22 x 10-2 7.55 x 10-3 
2 2.39 x 10-2 9.67 x 10-3 9.32 x 10-2 6.71 x 10-2 
3 4.51 x 10-2 1.96 x 10-2 NC NC 
4 6.73 x 10-2 2.95 x 10-2 3.06 X 10-I 2.53 x 10- 1 
Both analyses have their observation points at 49.6 m; the nonlinear least squares analyses are 
perfonned over an interval of approximately three log cycles in time. NC. not computed (radial 
analysis not carried out for this case). 
•AND is the mean of the average normalized difference within a realization. 
tSANn is the standard deviation of the average normalized difference within a realization. 
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Fig. 6. Mean radial difference versus distance plot for cases 2 
and 4 of Table 1 (difference normalized by the transmissivity value 
at the pumping well and distance normalized by the semivariogram 
range); duration of analysis is three log cycles in time. 
Dependence on Radial Location 
The dependence of pumping test transmissivity on the 
radial location of observation wells is the next issue to be 
examined. As discussed earlier, the normalized absolute 
value of the difference in transmissivity between that calcu-
lated at an observation well and that at the pumping well is 
the quantity employed to characterize radial dependence. 
Figure 6 depicts the radial dependence relationships ob-
served for cases 2 and 4 of Table 1. The relationships are 
similar to those illustrated in Figure 3, with increases in the 
variance of the stochastic process and the distance to the 
observation well leading to a larger mean difference. Al-
though the general form of the relationships is similar to that 
observed in the angular analysis, the magnitude of the 
dependence is considerably greater. If, as in the angular 
analysis, a mean normalized difference of less than 0.1 can 
be assumed negligible, Figure 6 indicates that the difference 
between a transmissivity value calculated at the pumping 
well and one calculated at a distant observation well may be 
significant in the more variable aquifers. Unlike the angular 
case, this difference should not decrease to zero at a very 
large distance from the pumping well. Although not demon-
strated here, theoretical considerations indicate that the 
difference should stabilize near the mean value of the fol-
lowing quantity [see Butler and Liu, 1989, also submitted 
manuscript, 1991]: 
I 1 - ~::I (5) 
where Tgm is the geometric mean of the transmissivities 
employed in the realization, and T pw is the transmissivity 
calculated from drawdown at the pumping well. The geomet-
ric mean is used in (5) as a surrogate for the value toward 
which the transmissivity of increasingly larger volumes of 
the aquifer will converge as a result of the methodology 
employed in this study, an issue that is discussed further in 
succeeding pages. 
The analysis of radial dependence is incomplete without 
considering the error that may be introduced when employ-
ing an estimate of the mean radial dependence to character-
ize ?e~avior in a single reali_zation. The sample standard 
?ev1at~ons, employed to quantify the va:1ation in the llOrJn». 
ized ddference across the sampled realizations, are listed· 
Table 3. Note that standard deviations greater than 70%: 
the mean are calc~lated for cas~s 2 and 4. Such large reJati\.e 
values coupled with the magmtude of the estimated lllealll 
imply that there is considerable uncertainty when estimatiig 
b~havior in a single realization using the mean relation~. 
Histogram plots of the absolute normalized difference witim 
a realization reinforce this point. For case 4 the mean O¥tr 
the sampled realizations is shown to have relatively limittd 
value for characterizing behavior in a single realization whca 
considering observations at 49.6 m (Figure 7, line AJ. The 
average difference from one realization indicates that at least 
an order of magnitude change in transmissivity is possil* 
over that separation distance. Although the average llOl"llW-
ized differences are smaller closer to the pumping wcl 
(Figure 7, line B) or for a less variable process at the same 
radial distance (Figure 7, line C), even in these instances. 
differences of over 3 times the mean value are seen. Thus the 
mean values must be used cautiously when characterizillg 
the radial dependence in any single realization. Note that tllc 
form of the histogram given by line A of Figure 7 indical.es 
that more realizations would be required in the Monte Cn 
simulation to better estimate the nature of the distribution d. 
the average normalized difference in the more variable 
cases. 
In summary, the results of the above analysis show thll 
for case 4 the issue of radial dependence is of concern b 
distances greater than about 15 m. For case 2, however, IX 
issue of radial dependence is only a concern at much large' 
distances, although considerable variations are possible al 
distances as small as 50 m. Note that a much greater 
variability across realizations is seen in the radial analysis 
than in the angular. This is due to small areas of anomaloos 
character in the vicinity of the pumping well having a 
20 
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Fig. 7. Histograms of the average radial difference w.itlla 
1 
realization for a duration of analysis of three log cycles di t1llC 
(difference normalized by the transmissivity value at t~e ~ 
well; line A, results for case 4 of Table 1 using observatl~ ..: 
49.6 m; line 8, results for case 4 of Table 1 using ob.servauOll llJOll 
at 12.6 m; and line C, results for case 2 of Table I usmg observ 
wells at 49.6 m). 
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rig. 8. Mean temporal difference versus duration of analysis for 
cases 2 and 4 of Table I (difference normalized by the transmissivity 
Cllculated over one log cycle in time and duration normalized as 
kussed in text); observation point is the pumping well. 
considerable influence on the radial dependence as a result 
cl their large impact on drawdown at or near the pumping 
wdl. Such small anomalous areas have much less influence 
oa drawdown when located near observation wells placed 
aloog the circumference of a circle at a distance from the 
pumping well. This radial dependence in the impact of small 
areas of anomalous properties on drawdown, which is con-
sidered further by Butler and Liu [1989, also submitted 
manuscript, 1991], results in greater variability being seen 
across the realizations for the radial analysis. 
Dtpendence on Temporal Location 
The issue of temporal dependence can only be partially 
addressed using the simulation results, owing to discretiza-
tion effects propagating into the transmissivity calculations 
and producing sizable uncertainties at small dimensionless 
times, as discussed in Appendix C. Therefore only the 
lempOral dependence at the pumping well is considered 
here. The normalized absolute difference described earlier is 
empioyed to characterize temporal variations in transmissiv-
ity. In this case the transmissivity calculated over the first 
loc cycle in time serves as the normalizing quantity. 
Figure 8 is a dimensionless plot of the mean normalized 
absolute transmissivity difference versus the duration of the 
11111.ysis. This plot shows that the mean difference does not 
exceed 5% for either case. Thus for observation points near 
tl:ae )lllmping well the calculated transmissivity is essentially 
independent of the duration over which the analysis is 
performed. Note that the analysis is carried out for a larger 
~tion for case 4, owing to the longer pumping period used 
• that case. Note also that the duration of the analysis is 
~ted as a dimensionless quantity (4T Evt1Sr 2), where T EV 
IS the expected value of the stochastic process. 
Up to this point, only pumping test transmissivities calcu-
lllal using the nonlinear least squares routine have been 
~yed. Often, however, the Cooper-Jacob approach is 
lllilmd for analysis of pumping-induced drawdown. Though 
llileat: two methods produce identical results in uniform units 
•dlinensKmiess times greater than 100, the question of their 
~y in nonuniform units needs to be addressed. This 
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Fig. 9. Mean temporal difference versus duration of analysis for 
case 4 of Table I (difference normalized by the transmissivity 
calculated over one log cycle in time, duration normalized as 
discussed in text, and curves labeled according to the method of 
drawdown analysis); observation point is the pumping well. 
the two approaches using drawdown at the pumping well, 
where dimensionless times are much greater than the sug-
gested limiting value of 100. 
The temporal dependence of transmissivity values calcu-
lated using the NLS and C-J approaches is illustrated in 
Figure 9 for case 4. Though, clearly, the transmissivities 
calculated using the C-J approach display a greater temporal 
dependence, the magnitude of the mean normalized differ-
ence does not merit a great deal of concern. An analysis of 
the variability of the normalized difference across the sam-
pled realizations, however, indicates that temporal depen-
dence may be important in the C-J case for the more variable 
aquifers. This is shown by the histogram plot of Figure 10, 
where normalized differences of greater than 0.30 are ob-
served for the C-J estimates. Variability across the sampled 
realizations is not important for the NLS estimates. Al-
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Fig. IO. Histograms of the temporal difference within a realiza-
tion for case 4 of Table I for a duration of analysis of four log cycles 
in time (difference normalized by the transmissivity calculated over 
one log cycle in time: solid line, results for transmissivity calculated 
using the Cooper-Jacob approach and dashed line, results for 
transmissivity calculated using the nonlinear lea~t squares ap-
proach); observation point is the pumping well. 
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Fig. 11. Mean difference between transmissivities calculated 
using Cooper-Jacob and nonlinear least squares methodologies 
versus duration of analysis for case 4 of Table I (difference normal-
ized by the nonlinear least squares transmissivity value and duration 
normalized as discussed in the text); observation point is the 
pumping well. 
indicate that the C-J plot of Figure 9 should eventually 
stabilize at a level near that given in (5) (see J. Butler and W. 
Liu, submitted manuscript, 1991). 
The actual difference between the NLS and C-J transmis-
sivities is shown in Figure 11, a plot of the mean normalized 
absolute transmissivity difference versus the duration of the 
analysis. The NLS transmissivity serves as the normalizing 
quantity for this plot. Figure 11 indicates that the normalized 
difference between the NLS and C-J parameters increases 
with the duration of the analysis. This difference is solely a 
function of aquifer nonuniformity, since experiments with 
the same numerical model produced identical transmissivity 
estimates from NLS and C-J analyses in a uniform aquifer. 
Butler [1990] provides a lengthy discussion of the basis for 
the difference in parameter estimates produced by these two 
analytical techniques. Essentially, these two procedures 
provide dissimilar estimates in nonuniform aquifers because 
of their emphasis on properties of material in different 
portions of the aquifer. This difference in emphasis arises 
from the fact that the NLS procedure involves the fitting of 
a theoretical drawdown versus time curve to the data, while 
the C-J procedure, as conventionally performed, simply 
involves fitting a straight line to data on a semilog plot. The 
result is that the NLS approach places a heavier emphasis on 
the transmissivity of material in the vicinity of the observa-
tion well, while the C-J approach emphasizes the transmis-
sivity of material in the front of the cone depression (the 
leading edge of the cone of depression from which the 
majority of the pumped water originates). As discussed by 
Butler [1990], one consequence of this difference in emphasis 
is that the NLS procedure is more appropriate for parame-
ters used to estimate pumping-induced drawdown, while the 
C-J procedure is more appropriate for parameters used to 
estimate aquifer yield. Another consequence of this differ-
ence is that parameters estimated from the NLS approach 
display a greater angular and radial dependence, while the 
C-J parameters display a greater temporal dependence. It 
should be noted that the relationships depicted in Figure 11 
pertain to observation wells located near the pumping well. 
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Fig. 12. Mean difference between pumping test transmissivitic5 
and the geometric mean of the realization versus duration of analysis 
for case 4 of Table I (difference normalized by the geometric mean. 
duration normalized as discussed in the text, and labels as detinedm 
the text); observation point is the pumping well. Note that the (.J 
plot has been artificially offset a small amount in time in order to 
distinguish the difference in confidence intervals. 
C-J parameters will decrease with increases in the distance 
between the observation and pumping wells. 
Estimation of Regional Transmissivity 
An important use of transmissivities estimated from a 
pumping test is as inputs into regional fl.ow models, with the 
test estimates being employed to characterize the transmis-
sivity over an area of considerable extent. The results of the 
temporal dependence analysis of case 4 can be employed to 
briefly assess the viability of using pumping test transmis-
sivities to characterize regional properties. The geometric 
mean of the realization is used here to represent the regional 
transmissivity as a result of the methodology employed ill 
this study. As described in Appendix A, the geometric meaa 
is used in this work to combine the block transmissivities 
produced by the turning bands generation into effective 
transmissivities for elements of the fl.ow model. At a very 
large distance from the pumping well, the increasing size of 
the elements of the fl.ow model results in the convergence ci 
the element transmissivity on the geometric mean of the 
realization. Thus if a pumping test transmissivity is area· 
sonable representation of the property at the regional scale. 
the test estimate should converge on the geometric mean of 
the realization with increases in the duration of the analysis. 
Figure 12 is a plot of the mean absolute normalized 
difference between the pumping test transmissivities and the 
geometric mean of the realization versus duration of the 
pumping test analysis. The geometric mean of the realization 
serves as the normalizing quantity in this plot. Note that tilt 
C-J transmissivity appears to approach the geometric mean 
much faster than the NLS parameter. The apparent conver· 
gence of C-J transmissivities on the geometric mean of tac 
realization, coupled with the assertion that the C-J approacll 
emphasizes the material in the front of the cone of depres· 
sion [Butler, 1988, 1990], suggests that a possible approach 
for estimating transmissivity on a regional scale would be to 
analyze the drawdown data over a single log cycle a.t ~ 
times of pumpage (assuming boundary effects are neghgible). 
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~- 13. Mean di1ference between the pumping test transmissiv-
iliss and the geometric mean of the realization at a large duration of 
..tysis for case 4 of Table 1 (difference normalized by the geomet-
ric mean, duration normalized as discussed in the text, and labels as 
llleiDecl in the text); observation point is the pumping well. 
figure 13 displays the markedly better estimates achieved 
lilrough this approach and the analogous results produced 
lliillg the NLS methodology. The C-J approach applied at a 
lmge dimensionless time thus appears to yield a viable 
llJPl'Oximation of the regional transmissivity. This result is in 
keeping with an earlier suggestion [Toth, 1967] that late time 
amlysis of the drawdown record using the Cooper-Jacob 
methodology would be a reasonable approach for evaluation 
at'regiooal aquifer properties. 
An analysis of the variation of the normalized difference 
ICfOSS the sampled realizations is useful to assess the general 
~ty of the findings of the previous paragraph. Line 
A of Figure 14 is a histogram plot depicting the spread of 
valaes corresponding to the leftmost point of Figure 12, valid 
for both the NLS and C-J analyses. This spread does not 
dricrease substantially with increases in either duration or 
ile initial time of a NLS analysis. For a C-J analysis, 
llowcver, a notable decrease in the variability across real-
izations is seen with increases in both the duration and the 
iliDal time of the analysis. Line B of Figure 14 illustrates the 
spread corresponding to the rightmost point of Figure 12 for 
a C.J analysis, while line C displays the dramatic decreases 
observed when a C-J analysis is carried out over a single log 
c1de at a large time of pumpage. The results of this analysis 
lithe variation across the sampled realizations thus support 
lhe conclusion of the previous paragraph that a C-J analysis 
• a large dimensionless time would be a reasonable ap-
Pl'Oldl for estimation oftransmissivity on a regional scale. It 
s8ookl be noted that, as with Figures 9-11, these results 
pertain to observation wells located near the pumping well. 
The NLS methodology applied to pumping-induced draw-
-. at a distant observation well should produce a better 
~of the regional transmissivity than that given by the 
NLS results in Figures 12 and 13. 
SUMMARY AND CONCLUSIONS 
. Tiia article has examined the dependence of the transmis-
liwity eatimated from a pumping test in a nonuniform aquifer 
•the spatial and temporal location of observations and the 
method of drawdown analysis. The results of this work can 
be summarized as follows: 
1. For the network of observation wells employed here 
the variability of pumping test transmissivity values calcu-
lated about the circumference of a circle of observation wells 
centered on the pumping well increases with the variance of 
the stochastic process and the distance between the pumping 
and observation wells. The magnitude of the variability, 
however, never reaches a level of practical concern in any of 
the cases examined here. Although this conclusion concern-
ing angular dependence is based on the mean behavior over 
the sampled realizations, it is considered a reasonable de-
scription of conditions within a single realization, since the 
variability over the sampled realizations is small. In addi-
tion, theoretical considerations and the analytical results 
discussed by Butler [1990] indicate that the angular varia-
tions should go to zero at a large distance from the pumping 
well for aquifers of the type considered here. Therefore in 
such aquifers a transmissivity value calculated from draw-
d.own at a single well should adequately characterize the 
property in the angular direction for most practical applica-
tions. 
2. The variability of pumping test transmissivity values 
in the radial direction also increases with the variance of the 
stochastic process and the radial distance from the pumping 
well. Unlike the angular dependence, however, the radial 
dependence is large enough to be of concern for practical 
applications. In addition, the variability over the sampled 
realizations is large enough to cause the mean estimates to 
be of limited value at large distances from the pumping well. 
Transmissivity values calculated using drawdown from dis-
tant observation wells must therefore be used with caution to 













- - - -




o-+-~~-+-~..--+~-.-~f----.-~+1~-.---1'~ ........ ---1' 
0 20 40 60 80 100 120 
NORM IT DIF I * 1 00 
Fig. 14. Histograms of the difference within a realization be-
tween the pumping test transmissivities and the geometric mean of 
the realization for case 4 of Table 1 (difference normalized by the 
geometric mean; line A. results for leftmost position of Figure 12, 
valid for both C-J and NLS analyses, where duration of analysis is 
one log cycle in time; line B, results for rightmost position of Figure 
12, valid only for C-J analysis, where duration of analysis is four log 
cycles in time; and line C, results for C-J analysis of Figure 13, 
where duration of analysis is one log cycle in time); observation 
point is the pumping well. 
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3. Transmissivity values calculated from observation 
points near the pumping well have a relatively weak depen-
dence on the duration of the drawdown analysis. This 
dependence is a function of the specific methodology em-
ployed in the analysis. Variability over the sampled realiza-
tions is large enough in the case of the Cooper-Jacob 
methodology to merit some concern when employing the 
results obtained from a test of a short duration to character-
ize aquifer response to pumpage of a much greater duration, 
even in the absence of boundary effects. Although not 
directly examined here, Figures 12 and 13 indicate that 
parameter dependence on the initial time of the analysis is 
much greater than the dependence on the total duration of 
pumpage for the Cooper-Jacob approach. 
4. Analytical approaches that are equivalent in uniform 
aquifers yield differing parameters in nonuniform units as a 
result of different data-fitting procedures. This difference in 
fitting procedures causes the nonlinear least squares and 
Cooper-Jacob approaches to heavily weight properties of 
material in different portions of the aquifer. As Butler [1990] 
discusses, the superiority of one approach over the other 
depends upon the specific use of the parameters (e.g., 
drawdown predictions versus yield predictions). Note that 
the magnitude of this difference decreases with distance 
from the pumping well. 
5. A transmissivity value obtained from a Cooper-Jacob 
analysis applied at large dimensionless times is, given that 
boundary effects are negligible, a reasonable representation 
of the transmissivity on the regional scale. The viability of a 
NLS analysis for characterization of regional properties is 
dependent on the distance of the observation well from the 
pumping well. 
The general conclusion resulting from this work is that the 
conventional approaches for the analysis of pumping-
induced drawdown, for the most part, appear viable in 
nonuniform aquifers of the type considered here. Viable is 
used here in the sense that drawdown at one observation 
well can be used to calculate a transmissivity value that is a 
reasonable estimate for most practical applications. Clearly, 
however, the dependence of pumping test transmissivity on 
the spatial and temporal location of observations, and the 
method of drawdown analysis, must be understood in order 
that the design, performance, and analysis ofa pumping test 
be directed toward answering the questions of most rele-
vance for the particular application. 
Clearly, the results and conclusions of this work must be 
viewed within the context of the assumptions that are 
employed in the research. Further work is required to 
remove some of these assumptions and increase the gener-
ality of the analysis. The most important limitations arising 
from the assumptions employed here are the following: 
1. The results are only applicable to aquifers with a 
considerable degree of horizontal continuity, since the semi-
variogram ranges employed here are quite large. Although it 
would be instructive to extend this analysis to systems with 
considerably smaller ranges, the results of this work do give 
a clue as to what might be expected in such systems. 
Comparison of cases 1 and 2 of this study indicates that the 
angular dependence should change relatively little while the 
radial dependence should increase greatly, over the dis-
tances considered here, with a decrease in the semivario-
gram range. The distance at which the angular dependence 
becomes negligible should also decrease. Similarly, radial 
and temporal dependence relationships should stabilize ne. 
the level given in (5) at smaller distances and times, respec. 
tively. If the semivariogram range is very small (on the ordtz 
of a few meters), pumping test transmissivity should dispiay 
only a very weak dependence on spatial and temJJOnl 
location of observations, and Tpw of (5) should be approxj.. 
mately equal to T gm • Thus the worst case condition sholil 
be an aquifer with a moderate degree of horizontal contilltlfy 
(i.e., ranges of the order of tens of meters). 
2. This analysis only considers the impact of va.riatioiis 
in the transmissive properties of an aquifer on pumping I.QI 
transmissivity. Additional work is required in order to assess 
the impact of variations in the storage properties of 11 
aquifer on pumping test parameters. A major issue in such 11 
extension would be the definition of the cross-correia.tx. 
relationships between the storage and transmissive proper. 
ties of a unit. 
3. The results of this work are limited to aquifers whose 
transmissivity variations can be represented by a speciic 
class of stochastic processes. These stochastic processes :!ft 
composed of random variables (In K) characterized by 
normal marginal probability density functions (pdfs) with 
first- and second-order moments that are stationary in spact 
and coefficients of variation that are relatively small. }a 
addition, the correlation between the random variables ca 
be represented by isotropic semivariograms. Further wort is 
necessary to extend the analysis to units that can be !"CPI'" 
sented by nonstationary marginal pdfs, marginal pdfs with 
large coefficients of variation, and/or anisotropic semivaro 
grams. Systems with large coefficients of variation 11111 
anisotropic correlation, such as systems of sand and clay 
lenses in alluvial aquifers, would be expected to haw 
significantly different dependence relationships than those 
observed here. The analytical solution developed by B11tltr 
and Liu [1991] for the case of pumping-induced drawdowBia 
the vicinity of a strip of one material embedded in a matrix rJ. 
differing properties can provide some information coocem-
ing the dependence relationships that would be expected ii 
such systems. Note that this analytical solution also indi-
cates that temporal dependence in parameter values could be 
very large in units that can be represented by nonstatiorw}' 
marginal pdfs. 
4. The analyses of this work are limited to pumping tests 
in confined fl.ow systems or in unconfined systems in wbD 
the pumping-induced drawdown is small relative to the tolll 
saturated thickness. Considerable additional work would be 
required for the analysis of pumping tests in unconfined 
systems in which pumping-induced drawdown is large reb-
tive to the total saturated thickness. A three-dimensiollll 
representation of the property variations would be necessary 
in the unconfined case since the vertical variations in by· 
draulic conductivity within the aquifer cannot be ignored as 
in the confined case [Javandel and Witherspoon. 1969. 
Butler, 1986]. 
Finally, it must be emphasized that the research described 
in this article focuses on the viability of conventional pulllP" 
ing test analysis methodology in nonuniform aquifers. Lil* 
direct attention is given to the issue of how the results frOII 
pumping test analyses can be used to characterize the~ 
of aquifer nonuniformities. The definition of observ&UOI 
well networks and pumping strategies to help deli~ ~ 
nature of property variations over an area are the subject 
ongoing work. 
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APPENDIX A 
An estimate of the dependence of pumping test transmis-
sivity on spatial and temporal location of observations is 
obWned in this work by using Monte Carlo simulation. One 
d the primary attractions of this methodology Lies in its 
silllJlicitY. Realizations of a stochastic process representing 
!he u-ansmissivity variations within the modeled area are 
perated. and the deterministic ft~w equation is ~olved over 
mch realization. The procedure is repeated until the sum-
..-y output statistics are considered an acceptable approx-
illaboo of the parameters of the output stochastic process. 
f{ithin this process of repetitive generation and solution lie 
IWO major issues associated with Monte Carlo simulation: (1) 
aileria for terminating the procedure, and (2) the large 
.-her of computations necessary to achieve an acceptable 
solution. This appendix briefly describes how these issues 
11t1 addressed in this work. 
The standard approach for terminating Monte Carlo sim-
Illatiorl is to evaluate the estimates of the moments of the 
GdlJUl stochastic process. When the standard deviations of 
dlesc estimates decrease to a level defined as acceptable, the 
procedure is terminated. The dependence of the standard 
deviations on the inverse square root of the number of 
realizations often results in a large number of realizations 
being required in order to achieve an acceptable level of 
emir. A major thrust of research on Monte Carlo simulation 
- mvolved the development of realization (or variance) 
redllctioo techniques, methods designed to reduce the num-
her rl realizations required to achieve a certain level of error 
(Htll11111ersley and Handscomb, 1964; Rubinstein, 1981]. 
Sb'ded sampling is the realization-reduction technique 
c:aployed in this work. This approach involves the subdivi-
&ioa or a probability density function describing some char-
IC&Cristic of realizations of the input stochastic process 
(input pelf) into disjoint intervals and then the selection 
(random oc otherwise) of a certain number of samples from 
m interval. This method forces the sampling of values in 
lllldt of the intervals and thus relatively rapidly approxi-
maes the input pdf. 
The Monte Carlo simulation approach employed here 
talphasizes the utilization of a stratified-sampling scheme, in 
COlljuaction with a method for approximating the sampled 
u..it pdf, in order to greatly reduce both the realization-
tcaeration and the flow simulation computations. Essen-
lidy, the approach can be divided into the following three 
steps: 
I. The form of the input pdf that is to be sampled by the 
IU'lfified..sampling scheme is determined. For this work the 
IUlplcd quantity is the variance of the transmissivities 
l'ilhin a realization. This variance is considered to suc-
cinctly characterize the variability of transmissivity within a 
~ion. The form of the pdf for the realization variances 
• approximated by repeated generation of realizations until 
die intervals of the pdf can be reasonably estimated. One 
iieasand realizations is considered a sufficient number for 
._ wort. Since, in a pumping test, the significance of 
ptOperty variations decreases with distance from the pump-
ilc Wdl [McElwee and Yuk/er, 1978; Butler, 1990], the above 
dieae is modified so that each of the generated realizations 
~ tncompasses a portion of the circular ( 1930 m in radius) 
llflllifer used in the pumping test simulations. The portion 
llled here is the 200 by 200 m square centered on the 
pumping well. The error introduced by considering the 
variability within 100 m of the pumping well (the near-well 
variance) as playing the major role in determining the 
dependence relationships is assumed minimal for the aquifer 
and observation well configurations of this work. Computa-
tional reductions achieved by using this assumption are 
significant. 
2. The pdf of the near-well variance is then subdivided 
into disjoint intervals of approximately equal probability. 
Ten intervals are used here, based on the deciles of the 
generated pdf. Variance values are selected randomly from 
each interval. Realizations of the entire aquifer with the 
selected near-well variances are then generated. It is impor-
tant to note that, although the selection of realizations is 
based on the near-well variance, the realizations generated 
for the flow simulations cover the entire aquifer. The vari-
ance of the portion of the generated realizations at a distance 
from the pumping well is just not considered in the sampling 
process. This variation, however, is included in the realiza-
·tions. 
3. Each of the generated realizations is then input into 
the finite element flow model. A pumping test is simulated, 
and the computed drawdown at the observation wells is 
analyzed using one of the procedures described in the text. 
The mean and standard deviation of the various functions 
employed to characterize spatial and temporal dependence 
over the sampled realizations are the statistics of primary 
interest. It is assumed that the mean is approximately 
normally distributed, at least in the central portions of its 
distribution, by invoking the central limit theorem [Hunts-
berger and Billingsley, 1973]. This assumption allows confi-
dence intervals about the expected value of the various 
functions to be calculated. These confidence intervals are 
then employed as part of the criteria to determine whether 
the Monte Carlo simulation should be terminated. 
The convergence criteria employed to terminate the 
Monte Carlo procedure, although based on the confidence 
intervals described above, are rather subjective in nature. 
These criteria are the width of the confidence intervals, the 
clarity of the studied relationships, and the magnitude of the 
involved quantities. For example, consider the plot of Figure 
2. Even though the confidence intervals are relatively wide, 
termination of the computations occurs because the distance 
dependence ofthe coefficient of variation is clearly displayed 
and the magnitude of the coefficient of variation is small. In 
this work the convergence criteria are considered met in 
most cases after two rounds of stratified sampling (one 
sample per interval per round) from the input pdf of the 
near-well transmissivity variance. Note that several rounds 
of stratified sampling allow the variations both between and 
within intervals of the input pdf to be sampled, thus facili-
tating convergence. 
As noted in the text, a realization oftransmissivities is first 
generated in a Cartesian coordinate system. This output is 
then transformed into the polar coordinate system used in 
the pumping test simulations. Essentially, the polar coordi-
nate grid of elements is lain directly over the grid of 
rectangular blocks generated by the TUBA program. The 
portion of each rectangular block lying within an element of 
the flow model is calculated, and element transmissivities 
are computed as area-weighted geometric averages of the 
block contributions. Note that the use of the geometric mean 
to compute the effective transmissivities of the elements of 
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the flow model should be viewed as a measure of conve-
nience. Further work is required to actually define the 
appropriate form for effective transmissivity in transient 
simulations. 
APPENDIX B 
The Quadra Sands data set of Smith [1978] is the basis of 
the stochastic processes employed in this study. The portion 
of the data set used here consists of hydraulic conductivity 
measurements taken on repacked cores collected every 0.3 
m during vertical and horizontal traverses along the outcrop 
of the formation. Both traverses were 30 m in length, 
resulting in 100 cores being collected in each direction. The 
bedding plane was subhorizontal so that the vertical and 
horizontal traverses are considered to be perpendicular and 
parallel to bedding, respectively. A considerable amount of 
data processing is required before the traverse data are in a 
form that allows the definition of a stochastic process that 
can be used in the Monte Carlo simulation. This appendix 
briefly outlines the major steps in this processing effort. 
Since this data set is to be used to characterize the 
variability in the transmissive properties of a unit, the first 
step is to quantify that variability. The semivariogram [Jour-
nel and Huijbregts, 1978] is chosen here as the statistic to 
quantify the degree of correlation between property values 
at different points within a unit. Theoretical exponential 
semivariogram models of the following form are fit to the 
experimental data: 
(Bl) 
where ')'(r) is the semivariogram value for separation vector 
r, u2 is the sill (variance), a is the normalizing parameter 
(equal to range/3), and the range is the distance beyond 
which correlation can be considered essentially zero. The 
two semivariograms resulting from the fitting of the vertical 
and horizontal traverse data are 
y,,(r) = 0.400 + 0.297(1 - e -rtt.33) (B2) 
y h(r) = 0.0394(1 - e -r/0.9) (B3) 
where Yv(r), 'Yn(r) are semivariograms based on data from 
the vertical and horizontal traverses, respectively. Note that 
a nugget effect [Journel and Huijbregts, 1978] has been 
included in (B2) in order to consider the large variations at a 
scale smaller than the sampling interval. 
As shown by (B2) and (BJ), the variance in the vertical 
direction is significantly greater than that in the horizontal 
over the scale of measurement. This is to be expected since 
data from a sampling traverse perpendicular to bedding 
should generally display much greater variability than data 
from a traverse of equal length in the bedding plane. This 
occurs because the traverse perpendicular to bedding 
crosses a significantly greater number of beds. For purposes 
of this work, property variations are divided into those 
observable over the scale of a single bed (intrabed varia-
tions) and those observable over a collection of beds (inter-
bed variations). Equation (B2) is assumed to be a reasonable 
representation of the variations over the interbed scale 
within the Quadra Sand. Given the much smaller variation 
seen in the horizontal traverse, it is assumed that (B3) is a 
representation of the variations over the intrabed scale. A 
fun?a~~nt~l questi~n there~ore _is how to represent the 
vanab1hty m the honzontal du-ection at an interbed scale. h 
is assumed here that the variance in the vertical directiQi 
would be reproduced in the bedding plane if a large ellOUji 
separation distance is employed. This is somewhat anaJo, 
gous to Walter's law of sedimentology [Mial/, 1984], wbic:ii 
states that lateral facies relationships will be reproduced iu 
vertical section. 
Given the variance (sill plus nugget) of the vertical 
traverse, the question then becomes, what is the form 1111 
range of the interbed horizontal semivariogram? An expo. 
nential form is chosen here to model the nested strucnn 
that would be expected on the horizontal interbed scale (di! 
Marsily, 1984]. It is assumed that the nested structure 
consists of a series of intrabed semivariograms, each widi 
the same variance. Given the interbed sill, (Bl) can be used 
to calculate the interbed range if the relationship between y 
and r is known at one point on the interbed semivariograa. 
The approach used here is to set r equal to an estimate oftlac 
average length of a bed and set '}'(r) equal to the intrabeQ 
variance, thus forcing the interbed semivariogram to roupey 
approximate the variability observed on the intrabed scale. 
An average bed length of 12 m is used, based on tic 
experimental horizontal semivariogram of the Quadra Sal 
data, which shows no indication of a bed boundary prior to 
that separation distance [see Butler, 1986]. At larger separa-
tion intervals the experimental semivariogram is more dif. 
ficult to interpret because of the considerable ftuctuatiollS 
arising as a result of the small number of samples at such 
separation intervals. This approach results in an interbed 
range of 619 m for the Quadra Sand data. 
A core-scale stochastic process can now be defined on tic 
basis of the two interbed semivariograms. It is not compi-
tationally feasible, however, to generate realizations oftlle 
size necessary for this work from core-scale data. Therefore 
the core-scale stochastic process is regularized over a rect· 
angular block (10 m by 10 m by 30 m (xyz)) in order to 
reduce the computational demands of the realizatiol-
generation procedure. This block size is chosen from boll 
computational and geologic considerations and is not ca&-
sidered to introduce a significant amount of bias into the 
results since the horizontal range of the core-scale semivari-
ogram is quite large. The horizontal component of tic 
semivariogram model fit to the regularized core-scale model 
is the following: 
y(r) = 0.0454(1 - e -(r/JS0.) 2) (84) 
The horizontal component of the regularized semiv~ 
is all that is required for this study, since the focus of this 
work is on the ramifications of variations in transmissivity, a 
vertically integrated property. Note that the theorc~ 
semivariogram model used jn (B4) is of a double-exponential 
(Gaussian) form in order to better represent the increastd 
continuity near the origin [Journel and Huijbregts, 1978]. 
For a double-exponential semivariogram model, the normal-
izing parameter is equal to the range over the square root ci 
three. Also note that, as expected, the regularization J>fOOC" 
dure has greatly reduced the variance of the semivariogrlll 
model. 
A stochastic process based on the Quadra Sands data Clll 
now be defined. The mean and variance, determined fl1lll 
the natural logarithm of the regularized hydraulic cond~· 
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It)' (centimeters per second), are -3.32 and 0.0454, respec-
iively. The semivariogram describing correlation in the 
horizontal plane is given by (B4). A semivariogram that is 
~ in the horizontal plane is employed since there are 
jasUfficient data to characterize directional dependence in 
me horizontal plane. Vector notation is therefore not used in 
(B4). The stochastic process is Gaussian (characterized by a 
piat!Y normal distrib~tion of ra~dom variables~ and second-
rier stationary. This stochastic process, which serves as 
die base case for the Monte Carlo simulations of this work, 
is listed as case I in Table 1. The other stochastic processes 
ii Table I are modifications of this base case. The modifi-
cations consist of decreasing the range of the semivariogram 
by 1 factor of 4 and increasing the variance up to the 
muimum value reported for sandy units by Freeze [1975]. 
further details concerning these modifications can be found 
•the work by Butler [1986]. Finally, it must be reempha-
siled that the stochastic processes used to characterize the 
interbed variability of this work are assumed to represent the 
5'aOOnary intrinsic variability of the unit. No trends in either 
Ille mean or covariance of the random variable components 
r:I the stochastic processes are employed. This interbed 
nriability can be considered to represent the residual vari-
ability after major trends have been removed. Hantuslz 
[196.2) and Butler and Liu [1991] describe the impact of 
treads in transmissivity on pumping-induced drawdown. 
APPENDIX C 
The mathematical model employed for the pumping test 
simulations discussed in the text is a finite element model 
[G11pta et al., 1984], discrete in both space and time. The 
spHial and temporal discretization schemes used in this 
model introduce an error into the calculation of the pumping-
liduced drawdown. The discretization error propagates into 
Ille transmissivities estimated from the simulated drawdown. 
This appendix briefly outlines the approach used in this 
srudy to correct the estimated transmissivities for the dis-
cretization error. 
The approach employed for transmissivity correction is 
quite straightforward. A pumping test simulation is run for 
the lllliform aquifer case using the same spatial and temporal 
discretization schemes employed in the nonuniform aquifer 
!imulatioos. The simulated drawdown are analyzed using the 
NLS or C-J procedure, and the calculated transmissivity 
IT_.) is compared to the known transmissivity of the model 
IT~). A plot of the normalized difference (Teat - Tknown)/ 
Tw.-. versus dimensionless time (4Tknowntinitiatlr 2S) is pre-
pared, where tinitiat is the beginning time of the drawdown 
lllllysis. A separate plot is prepared for each radial location 
lllld each duration (in terms of log cycles) and method of 
drawdown analysis. 
The basic procedure used for the correction is to estimate 
the oonna.lized difference from the plots and then apply 
tqllation ( c 1): 
Teal 
T corrected = ( C I ) 
1 + normalized difference 
Note that oormalized differences can be estimated to within 
6:01 for all the results reported on here. If the normalized 
~cannot be estimated to within 0.01, transmissivi-
llel wt 11-0t calculated for that radial location and duration of 
analysis. For cases when the initial dimensionless time and 
the duration of the analysis are small, it may be difficult to 
estimate the normalized difference to within 0.01. Thus. for 
example, the analysis of temporal dependence is confined to 
drawdown at the pumping well where the normalized differ-
ences can be estimated to within 0.0025. For analyses of 
small durations using drawdown at large radial distances 
from the pumping well. the normalized difference cannot be 
estimated to within 0.1, an unacceptably large error for this 
work. Note that experimental simulations indicate that the 
majority of the discretization error arises because of the 
spatial discretization scheme. A considerably finer spatial 
discretization scheme would be required in order to signifi-
cantly reduce the uncertainty in the normalized differences 
for analyses of small durations beginning at small dimension-
less times. The increased computational burden produced by 
a much finer discretization scheme was not feasible given the 
computer resources available to the author at the time of this 
study. 
Finally, it must be noted that the transmissivity correction 
scheme used here is based on discretization error relation-
ships developed for uniform aquifers. The focus of this 
work, however, is on simulations performed in nonuniform 
aquifers. Therefore it is necessary to assess whether the 
character of the discretization error for simulations in uni-
form units is essentially the same as that for simulations in 
nonuniform units. This question is addressed here by com-
paring the model output to an analytical solution for flow to 
a pumping well in a nonuniform aquifer. As described by 
Butler [1986], the analytical solution presented by Barker 
and Herbert [1982] is employed to assess the performance of 
the numerical model in the presence of a single radial 
discontinuity in transmissivity. In this case a transmissivity 
contrast of 2 orders of magnitude is employed, and no grid 
refinement is used in the vicinity of the discontinuity (radial 
distance 7 .84 m). The discretization error does not appear to 
be affected by the radial discontinuity. Thus it is assumed 
that the correction plots developed for uniform units are 
essentially equally applicable for nonuniform units. Note 
that the transmissivity contrast between neighboring ele-
ments never exceeds 2 orders of magnitude in this work. 
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