Abstract. In this paper we systematically study the (maximal) robust invariant set generation problem for switched discrete-time polynomial systems subject to state constraints and perturbation inputs from theoretical and computational perspectives 1 . The (maximal) robust invariant set of interest in this paper is a set of (all) states such that every possible trajectory starting from it stay inside a specified state constraint set forever regardless of actions of perturbations. We show that the maximal robust invariant set can be characterized as the zero level set of the unique bounded solution to a modified Bellman equation. Especially when there is only one subsystem in the system, the solution to the derived equation can be Lipschitz continuous. The uniqueness property of bounded solutions renders possible the gain of the maximal robust invariant set via value iteration methods. We further relax the equation into a system of inequalities and encode these inequality constraints using sum of squares decomposition for polynomials. This results in the gain of robust invariant sets by solving a single semi-definite program, which can be addressed via interior point methods in polynomial times. In this way we could obtain tractable solutions to problems more efficiently. Finally, we demonstrate our computational approaches on two illustrative examples.
Introduction
Robust invariant sets of interest in this paper, which refer to a set of sates such that every possible trajectory initialized in it never violates a specified This is an extended version of [31] . The robust invariant set in the present paper is equivalent to the robust nontermination set in [31] when the program of interest in [31] is transformed into switched discrete-time systems. In this version we further theoretically characterize the maximal robust invariant set as the zero level set of unique bounded solution to a Bellman equation, thus rendering possible the gain of the maximal robust invariant set via value iteration methods. Especially if there is only one subsystem in the switched system, we further explore the continuity property of the solution. Moreover, we compare the performances of the methods in the current paper and the ones in [31] on two illustrative examples. 1 A switched system is defined by a family of subsystems and a switching rule orchestrating the switching between subsystems.
state constraint irrespective of actions of disturbaces, is central to validation of systems, such as programs (considering discrete-time systems), physical systems (considering continuous-time systems), or hybrid systems. This set goes by many of other names in literatures, e.g., invariance kernels in viability theory [2] .
Due to its widespread applications such as the ones mentioned above, robust invariant sets generation has been the subject of extensive research over past several decades, thereby producing a large amount of works on this topic. For contiunous-time systems, a common practice is to exploit the tight connection between invariance and Lyapunov functions and seek invariant sets as sub-level sets of a Lyapunov function; see [9, 15] and references therein. This, however, typically leads to non-convex bilinear optimization problems (e.g., [14, 12] ) which are notoriously hard to solve. Another direction of studying the (maximal) robust invariant set generation problem is the viability theory [2] , which is mainly concerned with state constrained problems for systems such as viability kernels, discriminating kernels as well as invariance kernels, where the invariance kernel in an inifnite time horizon context when the time space is discrete is equivalent to the maximal robust invariant set in the present paper. For detailed concepts of the first two kernels and their corresponding computation methods, we refer interested readers to, e.g., [2, 7, 17, 10] and the references therein. A highly attractive means in viability theory is by exploiting the link to optimal control through viscosity solutions of HJB equations when the time space is continuous (e.g., [2, 22, 23] ), extending the use of HJB equations widely used in optimal control theory (e.g., [3] ) to perform reachability analysis. One advantage of HJB equations based approach is its capability of characterizing the exact various kernels of interest using its viscosity solutions, rendering possible the gain of kernels considered. Despite the rich literature regarding nonlinear continuous-time systems, studies on the computation of (maximal) robust invariant sets for its counterpart, i.e. discrete-time systems, are relatively sparse, especially for switched discrete-time nonlinear systems, which is defined by a family of subsystems and a switching rule orchestrating the switching between subsystems. However, the importance of discrete-time systems is self-evident in real applications. The widely known application is the simulation of a continuous-time system by a digital computer. Most of existing works on the computation of robust invariant sets for discrete-time systems focus on linear systems, e.g. [16, 25, 13, 26, 5, 1, 28, 29] . Only a small amount is on nonlinear cases, for instance, [11] proposed an algorithm for computing a polytopic robust invariant set for disturbance-affine discrete-time nonlinear systems. [20] considered the estimation of the domain of attraction for switched and hybrid nonlinear systems based on semi-definite programming under the assumption that a Lyapunov function is given.
In this paper we systematically study the robust invariant sets generation for switched discrete-time nonlinear systems subject to state constraints and perturbation inputs via exploiting the link of the maximal robust invariant set to modified Bellman equations, a class of equations widely used in discretetime optimal control theory. We firstly define a bounded value function with a positive-valued parameter such that its zero sublevel set is equal to the maximal robust invariant set. Then the value function is reduced to a bounded solution to a modified Bellman equation. When the value of the parameter is between 0 and 1 (including 0, but not 1), the solution is unique, therefore render possible the gain of the maximal robust invariant set via value iteration methods. Especially, when there is only one subsystem in the system, the value function is either Lipschitz continuous in the case of the parameter value being less than one or lower semicontinuous when the parameter value is equal to one. Besides value iteration methods, we present a new computational method by firstly relaxing the equation into a system of inequalities and then encoding these inequalities into polynomial sum-of-squares constraints such that a robust invariant set could be synthesized via addressing a single semi-definite program falling within the convex programming category. Finally, two illustrative examples are employed to evaluate and discuss our method.
The main mathematical tools we use are dynamic programming, which allows us to reduce the maximal robust invariant set of switched discrete-time nonlinear systems to the zero (sub)level set of bounded solutions to Bellman equations, and sum-of-squares decomposition for polynomials, which facilitates the construction of robust invariant sets via solving a single semi-definite program. The main contributions of this paper can be summarized as follows:
1. We for the first time infer that the maximal robust invariant set of switched discrete-time polynomial systems subject to state constraints and perturbation inputs can be exactly characterized as the zero level set of unique bounded solution to Bellman equations, which can be solved by classical value iteration methods. This renders possible the gain of the maximal robust invariant set via widely used value iteration methods. To the best of our knowledge this is the first possibility to calculate the maximal robust invariant set for switched discrete-time nonlinear systems subject to state constraints and perturbation inputs available in the literature. Although we only consider systems of the polynomial type in the current paper, this approach can work with more general nonlinear systems. 2. The classical value iteration methods for solving the derived equation generally require gridding the state space and thus exponential cost in the dimension of the problem. In order to overcome such limitation, on the basis of the derived Bellman equation we construct a semi-definite program belonging to the convex programming category to synthesize robust invariant sets.
Organization of the paper. The structure of this paper is as follows. In Section 2, basic notoins used throughout this paper and the problem of interest are introduced. Then we elucidate our approach for synthesizing robust invariant sets in Section 3. After demonstrating our approach on two illustrative examples in Section 4, we end up with concluding this paper in Section 5.
Preliminaries
The following basic notations will be used throughout the rest of this paper: N stands for the set of nonnegative integers and R for the set of real numbers; R [·] denotes the ring of polynomials in variables given by the argument, R k [·] denotes the vector space of real multivariate polynomials of degree k, k ∈ N. Vectors are denoted by boldface letters.
Problem Description
In this section we describe the switched discrete-time polynomial system subject to state constraints and perturbations, and the notion of the (maximal) robust invariant set of interest in this paper. Definition 1. A switched discrete-time polynomial system ( SD) subject to state constraints and perturbations is a quintuple (x 0 , X 0 , X , D, L) with -x 0 ∈ Ω is the condition on initial states; -X 0 ⊆ R n is the domain constraint, which is a compact set. A path can evolve complying with the discrete dynamics only if its current state is in X 0 ;
where
Before defining the trajectory to SD, we define an input policy controlling the trajectory. Under an input policy π, the trajectory φ π x0 : N → R n to SD starting from an initial state x 0 follows the discrete dynamics defined by
. . , k, representing the indicator function of the set X i , i.e.
Now, we define our problem of deciding a set of initial states such that SD starting from them never leave the set X 0 .
Definition 3 (Maximal Robust Invariant Set).
The maximal robust invariant set R 0 is a subset of X 0 such that every possible trajectory of system SD starting from it will stay inside X 0 for always, i.e.
A robust invariant set is a subset of the maximal robust invariant set R 0 .
Robust Invariant Sets Generation
In this section we elucidate our approach of addressing the problem of (maximal) robust invariant sets generation for SD. We firstly in Subsection 3.1 characterize the maximal robust invariant set R 0 by means of a value function, which can be reduced as a unique bounded solution to a modified Bellman equation. Besides classical value iteration methods for solving such equation, via encoding a system of constraints inferred from the aforementioned equation using sum-of-squares decomposition for polynomials, a semi-definite program is further constructed to facilitate the gain of robust invariant sets in Subsection 3.2.
Characterization of R 0
In this subsection we firstly introduce a value function to characterize the maximal robust invariant set R 0 and then formulate it as a bounded solution to a modified Bellman equation. The properties of the solution such as uniqueness and continuity are explored as well.
. Thus, −1 < h 0,j (x) < 1 over x ∈ R n for j = 1, . . . , n 0 . For x ∈ R n , given a scalar value α ∈ (0, 1], the value function V : R n → R is defined by:
Obviously, −1 < V (x) < 1 holds for ∀x ∈ R n . Different from [31] , we introducing a parameter α into the construction of the value function (4). This enables us to compute the maximal robust invariant set, as shown later.
The following theorem shows the relation between the value function V and the maximal robust invariant set R 0 , that is, the zero sublevel set of V (x) is equal to the maximal robust invariant set R 0 .
, where R 0 is the maximal robust invariant set as in Definition 3. Typically, when α ∈ (0, 1), V (x) ≥ 0 for ∀x ∈ R n and thus
Proof. Let y ∈ R 0 . According to Definition 3, we have that
holds, implying that h 0,j (φ π y (i)) ≤ 0 for ∀i ∈ N, ∀π ∈ D and ∀j ∈ {1, . . . , n 0 } and thus V (y) ≤ 0. Therefore, y ∈ {x | V (x) ≤ 0}.
On the other side, if y ∈ {x ∈ R n | V (x) ≤ 0}, then V (y) ≤ 0, implying that (5) holds. Therefore, y ∈ R 0 . This concludes that R 0 = {x ∈ R n | V (x) ≤ 0}. As to the case of α ∈ (0, 1), it is evident that V (x) ≥ 0 for ∀x ∈ R n since
Therefore,
From Theorem 1, the maximal robust invariant set R 0 could be constructed by computing V (x). When there is only one subsystem in the system, V (x) is lower semicontinuous as shown in Lemma 1 if α = 1 and Lipschitz continuous as shown in Lemma 2 if α ∈ (0, 1). However, such continuity property may be not applicable to V (x) when switching occurs.
Lemma 1.
When there is only one subsystem in SD, i.e. X = {X i } with
Proof. We need to prove that for every > 0 there exists a δ > 0 such that
To see this, consider any x ∈ R n . For every > 0 there exists a K ∈ [0, ∞) and a π ∈ D such that
Since h 0,j (x), j = 1, . . . , n 0 , and
for ∀y satisfying x − y < δ. therefore, we have that
for ∀y satisfying y − x < δ. The proof is completed.
Proof. First, it is evident that for y ∈ B(x, δ), where B(x, δ) = {y | y−x ≤ δ} with δ > 0,
As h 0,j (·) : R n → R is bounded over R n for j = 1, . . . , n 0 and α ∈ (0, 1), 
Due to the fact that the map
where L h and L f are respectively the Lipschitz constants of h and f over Ω(B(x, δ), K) with Ω(B(x, δ), K) being the reachable set of B(x, δ) within the
(10) shows the desired Lipschitz continuity.
Moreover, V (x) satisfies the following dynamic programming principle:
Lemma 3. For ∀x ∈ R n and ∀l ∈ N, we have:
Proof. Let
We will prove that for > 0,
According to the definition of V (x), i.e. (4), for any 1 , there exists an input policy π such that
We
On the other side, by the definition of W (l, x), for any 1 > 0, there exists a
Also, by the definition of V (x), i.e. (4), for any 1 > 0, there exists a π 2 such that V (y) ≤ sup i∈N max j∈{1,...,n0}
Combining (15) and (17), we finally have |V (x)−W (l, x)| ≤ = 2 1 , implying that V (x) = W (l, x) since 1 is arbitrary. This completes the proof.
Based on Lemma 3 stating that the value function V (x) complies with the dynamic programming principle (12), we derive a central equation of this paper, to which V (x) is a solution. The equation is formulated formally in Theorem 2.
Theorem 2. The value function V (x) : R n → R in (4) is a bounded solution to the modified Bellman functional equation
Moreover,
V (x)
is the unique bounded solution to (18) when α ∈ (0, 1). 2. when there is only one subsystem in SD, i.e. X = {X i } with X i = R n in SD, i ∈ {1, . . . , k}, if α ∈ (0, 1), V (x) is unique Lipschitz continuous solution to (18) . (18) is the special case of (12) when l = 1.
Proof. It is evident that
(1). Assume that U (x) is a bounded solution to (18) as well, and U (y) = V (y). Without loss of generality, we assume that U (y) < V (y), i.e. there exists a δ > 0 such that V (y) − U (y) = δ.
Since U (y) − max j∈{1,...,n0} h 0,j (y) ≥ 0,
holds. Consequently, we have that
Via repeating the above procedure, we can construct a sequence {y j } ∞ j=0 satisfying V (y j ) − U (y j ) ≥ β j δ for each i. Thus,
for each j, implying that V (y j ) approach infinity when j tends to infinity due to the fact that U is bounded over R n and lim j→∞ β j δ = ∞.
Such conclusion contradicts the fact that V is bounded over R n . Therefore, V (y) = U (y). Based on the above deduction technique with U (y) and V (y) reversed, a similar contradiction can be gained for the case of U (y) > V (y).
Above all, we conclude that the value function V (x) : R n → R in (4) is a unique bounded and Lipschitz continuous solution to (18) .
(2). When X = {X i } in SD, where i ∈ {1, . . . , k}, i.e. X i = R n , and α ∈ (0, 1), the related continuity property of V (x) : R n → R is assured by Lemma 2. Uniqueness is guaranteed via (1). Therefore, V (x) : R n → R in (4) is a unique bounded and Lipschitz continuous solution to (18) when α ∈ (0, 1).
From Theorem 2, we obtain that the maximal robust invariant set R 0 can be constructed by addressing (18) . One feasible technique for addressing (18) with α ∈ (0, 1) is the classical value iteration algorithm in the framework of reinforcement learning. Theorem 3. When α ∈ (0, 1) in (18), assume that a sequence of functions {V k } is generated by the value iteration algorithm starting from some bounded function V 0 : R n → R, according to
then V k (x) uniformly approximates V (x) with α ∈ (0, 1) over R n as k tends to infinity, where V (x) is the unique solution to (18), i.e. the value function (4).
Proof. According to (19), we have
and
Moreover, since V 0 and max j∈{1,...,n0} h 0,j are bounded over R n , therefore, V 1 is bounded as well. Consequently, according to (20) , (21) and α ∈ (0, 1), we have that V k (x) uniformly approximates a function V (x) over R n as k tends to infinity. In the following we just need to prove that
n . This conclusion can be assured by replacing V k in (20) and (21) with V , resulting in the fact that V k (x) uniformly approximates a function V (x) over R n as k tends to infinity.
The value iteration algorithm for addressing (18) with α ∈ (0, 1) is presented as follows:
1. Decide on a grid Λ = {x 1 , . . . , x N } of admissible values for the state variable x, and decide on a grid ∆ = {d 1 , . . . , d M }; 2. Formulate an initial guess for the value function V 0 (x) and choose a stopping criterion > 0; 3. For each x i ∈ Λ, i = 1, . . . , N , compute
then compute a interpolated value function at each x i,j :Ṽ k (x i,j ) and compute
4. If max x∈Λ |V k+1 (x) − V k (x) < , go to the next step, else k = k + 1 and go back to 2; 5. Compute the final solution as
The termination of the value iteration algorithm is guaranteed by Theorem 3. In this way the value of V (x) can be calculated on the grid points of X 0 . However, this is a computationally expensive process and as the size of the state and perturbation spaces grows, it becomes intractable. Remark 1. When α = 1, we cannot guarantee the convergence of {V k } k∈N in (19) . Even if the sequence {V k } k∈N converges, it is not guaranteed that lim k→∞ V k (x) = V (x), where V (x) is the value function (4), since (18) may not have a unique solution.
Semi-definite Programming Implementation
When the dimension of the product space of state and perturbation spaces is low, value iteration methods could be employed to solve (18) , rendering possible the gain of the maximal robust invariant set. However, the limitations of such methods are quite strict, due to the curse of dimensionality, highlighting the need of approximation methods. Regarding the potential nontrivility in handling (18) directly, we in this section present an alternative approach to synthesize robust invariant sets by encoding (25) constrained in a compact set of R n using sum of squares decomposition for polynomials as a semi-definite programming problem.
Inspecting (18), we have a corollary stating that any continuous solution to a system of inequalities derived from (18) forms a robust invariant set.
n and consequently
Proof. Its proof is presented in Appendix.
Firstly, (25) has indicator functions on the expression u(
, which is beyond the capability of the solvers we use. We would like to obtain a constraint by removing indicators according to Lemma 4.
, where x ∈ R n , k , l ∈ N, and F i , G j ⊆ R n , i = 1, . . . , k , j = 1, . . . , l . Also, F 1 , . . . , F k and G 1 , . . . , G l are respectively disjoint. Then, f ≤ g if and only if (pointwise)
Consequently, according to Lemma 4, the equivalent constraint without indicator functions of (25) is equivalently formulated below:
We define the set Ω(X 0 ) of states being reachable from the set X 0 within one step computation, i.e.,
which can be obtained by semi-definite programming or linear programming methods as in [18, 21] . Herein, we assume that it was already given. In addition, we define [y] to be the set of sum of squares (SOS) polynomials over variables y, i.e., (25) is constrained to polynomial type and is restricted in a ball (25) is relaxed as the following sum-of-squares programming problem:
where c · w = B udµ(x), w is the vector of the moments of the Lebesgue measure µ(x) over B indexded in the same basis in which the polynomial u(
. . , n k+1 , s 1,j ∈ SOS(x), j = 1, . . . , n 0 , are sum-of-squares polynomials of appropriate degree. The constraints that polynomials are sum-ofsquares can be written explicitly as linear matrix inequalities, and the objective is linear in the coefficients of the polynomial u(x); therefore problem (24) is reformulated as an semi-definite program, which falls within the convex programming framework and can be solved via interior-points method in polynomial time (e.g., [30] ). Note that the objective of (24) facilitate the gain of the less conservative robust nontermination set. Theorem 4. Let u(x) ∈ R[x] be solution to (24) , then {x ∈ B | u(x) ≤ 0} is a robust invariant set. Furthermore, if α ∈ (0, 1), u(x) ≥ 0 over x ∈ R n and consequently {x ∈ B | u(x) ≤ 0} = {x ∈ B | u(x) = 0}.
Proof. Its proof is shown in Appendix.
Remark 2. From Theorem 4, we observe that a robust invariant set is described by {x ∈ B | u(x) = 0} when α > 0. Due to such typical description, this will hinder the computation of u(x) through polynomial parameterization and sum of squares programming and as a result extremely conservative robust invariant sets could be often returned by solving (24) , thus preventing the application of the semi-definite program (24) in practice. This statement is further justified on some examples in Section 4. Therefore, when employing the semi-definite program (24) for synthesizing robust invariant sets, we are inclined to assign 0 to α. From Theorem 4, when α ∈ (0, 1) in (24), we observe that a robust invariant set is described by {x ∈ B | u(x) = 0}, where u(x) is a solution to (24) , rendering the estimated robust invariant set extremely conservative for some cases and thus preventing the application of the semi-definite program (24) in practice. Therefore, when employing (24) for synthesizing robust invariant sets, we are inclined to assign 1 to α.
Experiments
In this section we implement both value iteration methods and the semi-definite program (24) for synthesizing (maximal) robust invariant sets on two illustrative examples. The parameters that control their performances are presented in Table  1 . All computations were performed on an i7-7500U 2.70GHz CPU with 32GB RAM running Windows 10. For numerical implementation, we formulate the sum of squares problem (24) 
, that is, no switching occurs in this system, the inner-approximations of the maximal robust invariant set R 0 when d u = 10 and d u = 12 are illustrated in Fig. 2 , which presents the maximal robust invariant set estimated via the value iteration method as well. The level sets of the value function obtained via the value iteration method is illustrated in Fig. 1 , conforming the statement in Theorem 1, i.e. V (x) is nonnegative.
Example 2. In this example we consider SD with f 1 (x, y) = (x; (0.5+d)x−0.1y), f 2 (x, y) = (y; 0.2x
The inner-approximations computed by solving (24) when d u = 8, 10 and 12 respectively are illustrated in Fig. 4 , which presents the maximal robust invariant set estimated via the value iteration method as well. (24), respectively, i = 1, . . . , k, l 1 = 1, . . . , n i , l 2 = 1, . . . , n k+1 , j = 1, . . . , n 0 ; T SDP : computation times (seconds) in solving (24) ; : the stopping criterion in the value iteration method; N, M : numbers of elements in Λ and ∆ respectively in the value iteration method; T VI : computation times (seconds) in solving (18) using value iteration methods. The level sets of the value function obtained via the value iteration method is illustrated in Fig. 3 , conforming the statement in Theorem 1 again, i.e. V (x) is nonnegative.
From these two examples, we conclude that the semi-definite programming based method with polynomials of appropriate degree, i.e. (24) , indeed increases the computational efficiency in computing robust invariant sets, compared with the value iteration method. This advantage is especially evident for Example 1 by comparing the computation times for these two methods. On the other side, the semi-definite programming based method brings conservativeness in estimating the maximal robust invariant sets, which can be observed from the visualized results in Fig. 2 and 4 . With the degree of the used polynomial u(x) increasing in solving (24) , this conservativeness could be reduced with increas- ing computational complexity. The choice of two methods depends upon actual demands: if just a robust invariant set is needed, the semi-definite programming based method with polynomials of appropriate degree is preferred. Otherwise, the value iteration method is the first choice. Additionally, there are two open problems regarding this semi-definite programming based method. One is whether there definitely exist feasible solutions to (24) . The other is how well the computed robust invariant sets approximate the maximal robust invariant set with the degree of polynomials tending to infinity. Besides, we compare the methods in the present paper with the ones in [31] . We firstly compare the value iteration method. Based on the same parameter inputs listed in Table 1 , the value iteration method to solve the Bellman equation in [31] does not terminate after one hour for Example 1 and 2. The underlying reason is that the convergence of the value itartion method in solving Bellman equation in [31] is not guaranteed. Consequently, it may be not used to synthesize the maximal robust invariant set. Next, we compare the semi-definite programming based method (24) with the one in [31] based on the same parameter inputs listed in Table 1 . The results obtained by these two methods for Example 1 and 2 are visualized in Fig. 5 and 6 , respectively. We from Fig.5 observe that almost the same inner-approximations are produced for Example 1 by these two methods. According to Fig. 6, (24) produces a more conservative estimation of the maximal robust invariant set than the one in [31] in the case of d u = 8 for Example 2 however, it gives less conservative estimations when d u = 10 and d u = 12. 
Conclusion and Future Work
In this paper we systematically studied the (maximal) robust invariant set generation problem for switched discrete-time polynomial system subject to state constraints and perturbations, and theoretically characterize the maximal robust invariant set as a zero level set of the unique bounded solution to a modified Bellman functional equation, which can be solved via classical value iteration methods. When no switching occurs, the solution to the derived bellman equation can be Lipschitz continuous and unique. Besides classical value iteration methods, based on the derived Bellman equation, we construct a semi-definite program to synthesize robust invariant sets. two examples are used to illustrate the semi-definite programming method.
We will extend our method to the computation of the (maximal) robust invariant set for the state-constrained perturbed hybrid systems with bounded control inputs in our future work.
