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In this work the problem of the approximate numerical determination of a semi-infinite
supported, continuous probability density function (pdf) from a finite number of its
moments is addressed. The target space is carefully defined and an approximation theorem
is proved, establishing that the set of all convex superpositions of appropriate Kernel
Density Functions (KDFs) is dense in this space. A solution algorithm is provided, based
on the established approximate representation of the target pdf and the exploitation
of some theoretical results concerning moment sequence asymptotics. The solution
algorithm also permits us to recover the tail behavior of the target pdf and incorporate
this information in our solution. A parsimonious formulation of the proposed solution
procedure, based on a novel sequentially adaptive scheme is developed, enabling a very
efficient moment data inversion. The whole methodology is fully illustrated by numerical
examples.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In many problems in Physics, Technology and Finance, modeled in a probabilistic way, it is much easier to calculate
the moments of the underlying probability measures than the probability measures (distributions) themselves. Thus, it
has been an important question to understand how partial information contained in a number of moments can be used
to approximately reconstruct the corresponding (unknown) probability measure. This is, in essence, the truncated moment
problem of mathematical analysis, originated by Stieltjes in his paper ‘‘Recherchers sur les fractions continues’’ [1], and
simply stated as follows:
‘‘Recover a function f (x) , given its moments µn =

xnf (x) dx, n = 0, 1, . . . ,N ’’.
The moment problem, in the univariate case, is naturally subdivided in three different subproblems, in accordance
with the support of the target pdf: the Hausdorff moment problem (supp (f ) = [a, b]), the Stieltjes moment problem
(supp (f ) = [0,∞)), and the Hamburger moment problem (supp (f ) = (−∞,∞)). The three subproblems exhibit both
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common features and differences. In this paper we shall focus on the case of continuously distributed probability measures,
supported by the half-axis [0,∞), i.e. the Stieltjes moment problem.
Theoretically, various necessary and sufficient conditions under which the Stieltjes moment problem has a solution,
either unique or not, can be found in the mathematical literature; see, e.g., the special monographs of [2–4] and the recent
works [5–11], containing very interesting results on the Stieltjes moment problem. These results have been applied to
several problems arising in mathematics, physics and economics; see e.g., [12–19]. The applied problem of the recovery
of a semi-infinite supported pdf from moment data plays a key role in diverse scientific fields, ranging from molecular
theory [20,21] to cosmology [22], stochastic mechanics [23–25], quantum mechanics [26–28], chemical engineering [29–31],
finance and economics [32–35].
Numerically, the moment problem is universally recognized as a difficult inverse problem which leads to the solution
of highly ill-posed systems of equations [36–38]. Thus, a fundamental question is how to reformulate the numerical
moment problem in a way permitting the reliable and efficient determination (approximation) of the underlying
pdfs.
In accordancewith the general principles concerning the regularization of ill-posed problems (see, e.g., [36,39,40,37]), the
following two points have been found to be of fundamental importance in implementing a well-posed numerical solution
scheme to the moment problem:
(i) the choice of an appropriate representation for the function to be recovered, and
(ii) the use of appropriate restrictions on the (approximate) moment data, ensuring that the given moment sequence
µ1, µ2, . . . , µN does belong to the appropriate moment space.
In this way, it is possible to exploit much (if not all) of the existing a priori knowledge about the unknown pdf, resulting
in regularized numerical solution schemes. Some properties of the target pdf that should be built in the solution space
a priori (before starting the numerical procedure) in order to improve the numerical solution are: positivity, boundary
conditions, tail behavior, modality information [41] and the knowledge about the ‘‘localization’’ of the target pdf [42] (i.e.
the identification of the main-mass interval).
For a globally satisfactory, and at the same time ‘‘detailed’’, solution to the Stieltjes moment problem it is
important to recover both the main-mass distribution and the tail behavior. The latter feature, indicating the main
difference between the Stieltjes and the Hausdorff moment problems, has not been treated up to now, to the best
of our knowledge. Existing methods treating the pdf-from-moments reconstruction either disregard (truncate) the tail,
eventually solving a Hausdorff moment problem, or they are restricted to prespecified tail behavior (see e.g. [43,44]),
lacking the flexibility to fit the ‘‘correct’’ tail behavior of the target pdf, as dictated by the moment sequence. It is
known, however, that ‘‘the asymptotic behavior of the moments is important for determining the tails of the probability
density function’’ [45]. Abate et al. (1999) proved a quantitative result relating the tail behavior with the asymptotic
behavior of the moment sequence. In the present paper, this connection is exploited, in an efficient way, in order
to dig out the ‘‘hidden’’ information leading to a rational tail selection on the basis of moment data. Although,
formally speaking, these results concern high-order moment sequence asymptotics, it has been found in this work
that 10 moments are enough to provide all the necessary information in order to rationally approximate the tail
form.
The method proposed herewith for solving the Stieltjes moment problem, called the Kernel Density Element Method
(KDEM), has the following main features:
• It controls the admissibility of the moment data
• It is able to exploit asymptotic (moment) results in order to pick out the correct tail behavior and incorporate it in the
approximate solution
• It is based on a positivity-preserving kernel-type representation
• It takes into account the support of the pdf to be approximated
• Its numerical solution is obtained by solving a constraint optimization problem
• It allows improvement by means of a sequentially adaptive scheme.
The structure of the main part of this paper is as follows. In Section 2, some aspects of the theoretical background
of the Stieltjes moment problem are presented. In Section 3, the function space where the target pdfs ‘‘live in’’ (i.e. the
solution space) is defined. It contains continuous pdfs having a parametric tail behavior with ‘‘free’’ tail parameters
(to be determined during the solution procedure). In this connection the moment-sequence asymptotics is studied
and related with the parameters of the target pdfs. In Section 4 an approximation theorem is proved, establishing
that the set of all convex superpositions of appropriate kernel density functions is dense in the target (solution)
space. Section 5 presents the implementation of the new moment-based method (KDEM) for approximating pdfs.
The steps of the proposed reconstruction procedure are fully analyzed in an example. In Section 6, a parsimonious
formulation for the proposed representation based on a novel, iterative, adaptive scheme, is presented and its
performance is studied by an example. Finally, concluding remarks and indications for further developments are given in
Section 7.
P.N. Gavriliadis, G.A. Athanassoulis / Journal of Computational and Applied Mathematics 236 (2012) 4193–4213 4195
List of abbreviations and basic notation.
pdf: probability density function KDF: Kernel Density Function
cdf: cumulative distribution function KDR: Kernel Density Representation
ccdf: complementary cumulative distribution function KDEM: Kernel Density Element Method
gG: generalized Gamma SAA: Sequentially Adaptive Algorithm
X, Y : random variables K : Kernel Density Function (KDF)
f , fX , fY : probability density functions K gG: generalized Gamma KDF
f (I)X , f
(I)
Y : reconstructed (approximate) pdf xi, yi: location parameter of the ith KDF
f gGX : generalized Gamma pdf h: bandwidth parameter of KDF
µn, µ
(X)
n , µ
(Y )
n : nth-order moments d: tail-form parameter of pdf and KDF
µ
(X)
n,exact : nth-order exact moments pi: probability weight of the ith KDF
µˆn, µˆn,k: nth-order approximate moments I: index of complexity (number of KDFs)
N: total number of moments Bn,i: nth-order moment of the ith KDF
T =d>0 C˜0 ([0,+∞) ; d): solution or target space s: main-mass delimiter
2. The Stieltjes moment spaceM (N)
This section is a brief overview of some known results, which are important for the correct formulation of the Stieltjes
moment problem, and will be used in the numerical implementation (to define the admissible data sets; see Section 5.1 and
Example 2).We shall restrict ourselves only to the truncated Stieltjes problem, i.e. the recovery of a density function f (x) if we
know only a finite set of its moments, sayµN = (µ1, µ2, . . . , µN). A givenN-dimensional vector (point)µN may ormay not
correspond to the N first moments of some pdf supported by [0,+∞). The set of all pointsµN ∈ RN , for which there exists
at least one pdf having µ1, µ2, . . . , µN , as its first, second, . . . ,Nth-order moments, respectively, is called the (Nth-order)
moment space M(N). The moment spaceM(N) is a convex subset of the non-negative orthant of RN , not necessarily closed or
bounded [46].
If the point µN belongs to the interior of the moment spaceM(N) (denoted by IntM(N)), the truncated moment problem
is indeterminate, i.e., it has infinitely many solutions. If the point µN belongs to the boundary of the moment space M(N)
(denoted by ∂M(N)), the truncated moment problem is determinate, i.e. it has a unique solution, which is represented by a
discrete probability distribution [2,3].
Exact characterization of the Stieltjes moment spaceM(N) can be given in terms of the Hankel determinants:
H(0)2s :=

µ0 · · · µs
...
...
µs · · · µ2s
 , H(1)2s+1 :=

µ1 · · · µs+1
...
...
µs+1 · · · µ2s+1
 .
In fact, a necessary and sufficient condition for a given vector µN , lying in the non-negative orthant of RN , to belong to
the Stieltjes moment spaceM(N) is that the following inequalities hold true:
H(0)2s > 0, for all s, 2 ≤ 2s < N, and (1a)
H(1)2s+1 > 0, for all s, 3 ≤ 2s+ 1 < N. (1b)
The proof of this result can be found in [47] or [3].
3. The solution space T
In this section, an appropriate admissible solution space for the target pdfs supported by the semi-infinite interval
[0,+∞), is defined in terms of its boundary behavior. In this way, the theoretical and numerical connection between the
moment sequence asymptotics and the tail behavior of the target pdf is established.
3.1. Definition of the solution space
The first restriction we impose to the solution space is the assumption that all moments exist, a natural assumption in the
context of the moment problem.
Since inmany engineering and environmental applications,R+-supported pdfs are assumed to have a zero value at x = 0,
we adopt this assumption in our solution space, i.e.
(i) f (x) = 0, at x = 0.
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Furthermore, we assume that all considered target pdfs have a tail of the form (generalized Gamma tail, gG-tail)
(ii) f (x) ∼ ax−b exp −cxd , as x →∞, (a, c, d > 0, b ∈ R), (2a)
where f (x) ∼ g (x)means that f (x) /g (x)→ 1 as x →∞, or, more precisely,
(∀ε > 0) (∃M (ε) > 0) (∀x ≥ M (ε)) : f (x)− ax−b exp −cxd < ε. (2b)
The tail form (2) contains the exponential (f (x) ∼ a exp {−cx}), the semi-exponential (f (x) ∼ ax−b exp {−cx}) and the
maximum entropy tails as special cases. The parameters a, b, c and d appearing in (2) will be called tail form parameters. Of
special importance is the parameter d, which controls the rate of exponential decay of f .
The set of all continuous pdfs satisfying the boundary conditions (i) and (ii) for a specific value of d > 0, will be denoted
by C˜0 ([0,+∞) ; d). In this work, a target pdf will be looked for in the set
T =

d>0
C˜0 ([0,+∞) ; d) , (3)
which will be referred to as the solution or target space. It can be easily proved that T is a convex metric space under the
distance d (f , g) = supx∈[0,+∞) |f (x)− g (x)|.
Modifications of the solution space (e.g., by using different boundary conditions either at x = 0 or at x →∞) are possible.
In such a case, the numerical procedure presented below should be modified appropriately.
It can be easily proved that any element of the target space T is a bounded and uniformly continuous function over
the infinite interval [0,+∞). The target space T is wide enough, so that it can provide solutions to a great number of
problems and, at the same time, permits us to construct an explicit approximate representation of its elements (Section 4),
incorporating the tail behavior of the target pdf (the parameter d) by exploiting asymptotic properties for the moments,
presented in the next subsection.
3.2. The tail of the target pdf and the moment sequence asymptotics
Under the assumption (2) it is possible to obtain an asymptotic expansion of themoment sequence {µn}, dependent only
on the tail form parameters c and d, as follows:
µn ∼ AΓ [((n+ B) /d)+ 1]c(n+B)/d , as n →∞, (4)
where A, B are constants dependent on a, b but not on n. This asymptotic result has been established by Abate et al. (1999).
The dependence ofµn on n is clarified further by using the following enhanced version of thewell-known Stirling formula
for the Gamma function (see Eq. (44) in [48]),
Γ [az + b] = √2π e−az (az)az+b−1/2

1+ g1 (b)
az
+ · · · + gm−1 (b)
(az)m−1
+ O (az)−m , as z →∞, (5)
where gm (b) are functions dependent only on b. The first two of them are given by formulae g1 (b) =

6b2 − 6b+ 1 /12,
g2 (b) =

36b4 − 120b3 + 120b2 + 36b+ 1 /288. Combining (4) and (5) we obtain
µn ∼ A
√
2π c(n+B)/de−n/d
n
d
((n+B)/d)+ 12 
1+ λ1
n
+ · · · + λm−1
nm−1
+ O n−m , as n →∞, (6)
where λm are dependent on d but not on n.
The asymptotic expansion (6) will now be exploited in order to approximately determine the tail parameters c and d
from moment asymptotics. To proceed with, let us consider the ratios
rn := µn
µn−1
, dn := rnn (rn+1 − rn) and cn :=
n
d (rn)d
. (7)
It can be shown (see Theorem 6.1 in [49]) that
lim
n→∞ dn = d and limn→∞ cn = c. (8)
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Table 1
The initial sequences cn and dn along with the (n− 1)-th order approximations
d˜n (n− 1) and c˜n (n− 1), for n = 5, . . . , 12 (the case shown in Fig. 1).
n cn c˜n (n− 1) dn d˜n (n− 1)
5 1.4296840534 2.5865626661 8.7825844741 3.9789586220
7 1.6861081285 2.9197650731 7.4074808076 3.9946490178
10 1.9481675714 2.9963911805 6.3788462027 3.9996889523
12 2.0735688726 2.9996656160 5.9797683734 3.9999788544
Furthermore, by using asymptotic expansion (6), it is straightforward to show that both sequences cn and dn converge to
the exact values c and dwith a slow rate O

n−1

, i.e.
dn = d+ σ1n−1 + σ2n−2 + · · · and cn = c + τ1n−1 + τ2n−2 + · · · as n →∞, (9)
where (σ1, σ2, . . .) and (τ1, τ2, . . .) are n-independent quantities. This slow convergence rate seems to preclude the
possibility of exploiting the above asymptotic result for the determination of the parameters c and d, in the context
of the truncated moment problem (where only a small number of moments are usually known). The situation is
changing dramatically, however, if we exploit a Richardson extrapolation scheme [49,50], which leads to nice convergence
acceleration results. The Richardson extrapolation scheme is formulated as follows:
Consider first the k equations (derived from (9))
dn+i = d+ σ1 (n+ i)−1 + σ2 (n+ i)−2
+ · · · + σk−1 (n+ i)−(k−1) + O

(n+ i)−k , for i = 0, 1, . . . , k− 1, (10a)
and then truncate system (10a), retaining the k first terms
dn+i = d˜n (k)+ σ1 (n+ i)−1 + σ2 (n+ i)−2 + · · · + σk−1 (n+ i)−(k−1) , for i = 0, 1, . . . , k− 1. (10b)
Solving this system, we obtain a closed-form expression for d˜i (k) in terms of dn+i, i = 0, 1, . . . , k− 1 (called the k-th order
approximation of d; see Eq. (8.1.16) in [50] or [49]):
d˜n (k) = n
k−1
(k− 1)!dn −
(n− 1)k−1
(k− 2)! dn−1 + · · · + (−1)
k−1 (n− k+ 1)k−1
(k− 1)! dn−(k−1), (11)
with d˜n (1) = dn. The new sequence d˜i (k), for i = 2, . . . , n, . . ., k = 1, . . . , i − 1, converges to the same limit value d,
with the highly improved rate O

n−k

[49]. The same acceleration procedure is also applied to sequence c1, c2, . . . , cn, . . ..
In some cases, it is more efficient to apply the extrapolation scheme to sequences 1/dn, 1/cn instead of dn, cn.
To illustrate the practical significance of the Richardson extrapolation formulae (11), an elementary example is presented.
A specific pdf is considered, for which the analytic form and the tail parameters and the moment sequence are explicitly
known, so that it is easy to calculate the sequences cn, dn and c˜n, d˜n and illustrate their convergence towards the exact values
of c and d, respectively.
Example 1. Consider a generalized gamma distribution
f gGX (x; b, c, d) =
dcb
Γ [b]
xbd−1 exp
−cxd , x ≥ 0, (b, c, d > 0), (12a)
having moments
µ
(X)
n,exact = c−(n/d)Γ
[(n/d)+ b]
Γ [b]
, n = 1, 2, . . . . (12b)
The choice of the parameters in our example (Fig. 1) is as follows: b = 2, c = 3, d = 4. First, we calculate the N = 40
first moments (Eq. (12b)) and then the sequences cn and dn (Eq. (7)) for n = 5, . . . , 39. The two sequences cn and dn, as the
number of moments increases, are presented in Fig. 1 (using stars). Their disappointing slow convergence is clearly seen
in the figure (see also Table 1). Then, we calculate the k = (n− 1)-th order approximations d˜n (n− 1) and c˜n (n− 1), for
n = 5, . . . , 12 (Eq. (11)), and plot the results in the same Fig. 1 (using small circles). It is clearly seen that the accelerated
sequences d˜n (n− 1) and c˜n (n− 1) converge much faster, providing a very good accuracy by using only 5–7 moments
(c˜7 (6) = 2.9197650731, d˜7 (6) = 3.9946490178; see also Table 1).
4. The Kernel Density Representation (KDR) of the target pdfs
In this section, we establish a convenient approximate representation of the elements of the target space T , in the form
of convex superpositions of kernel density functions. The main result is Theorem 2, ensuring that the set of all convex
superpositions of KDFs is dense in T .
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Fig. 1. Extrapolation of the tail form parameters d, c with respect to the number of moment data.
A natural constraint whichwill be implemented as an a priori condition of any approximate representation of an element
in the solution space, is the positivity (non-negativity) constraint:
Definition 1. A representation f

x; p(I)
 = f (x; p1, p2, . . . , pI) of a pdf f (x)will be called positivity-preserving iff it satisfies
the following property
p(I) ≥ 0⇒ f

x; p(I)
 ≥ 0, for any I = 1, 2, 3, . . . . (13)
The positivity-preserving property ensures that the recovered function will be a legitimate (bona fide) pdf, that is it will
not become negative at any part of the real axis. This property is not inherent in general approximation or representation
theorems. For example, any truncated Fourier series (or Fourier integral) representation of pdfs may (and usually does)
become negative in some intervals of the real line [51,52]. There are only a few positivity-preserving representations
of functions. Except from the kernel-based representation (see below, Eq. (14a)), we mention representations defined
in terms of a linear combination of the product of positive polynomials with exponential functions [53], and various
exponential-type representations (e.g., exponentials of orthogonal polynomials [54] and the famous Maximum Entropy
representation [55,25,56,35]). A detailed review on the positivity-preserving representations can be found in [38].
A convenient candidate to serve as a positivity-preserving, approximate representation of pdfs, is the family of all convex
superpositions of Kernel Density Functions:
f (I)X (x) = f

x; p(I)
 := I
i=1
pi K (x; xi, h, d) , x ∈ [0,+∞) , (14a)
where
K (x; xi, h, d) ith component KDF ; the specific choice made in the present work for the KDF is the generalized gamma
function, which is explicitly given and discussed in Appendix A,
xi location parameter; in this work xi is chosen to be the mode of each KDF,
h bandwidth parameter; in this work h is chosen to be the standard deviation of each KDF,
d tail-form parameter associated with the limiting behavior of f (x) as x →∞ (see Eq. (2)),
pi probability weight of the ith KDF,
I index of complexity, i.e. the order of the mixture model.
The index I is supposed to be finite, while the coefficients pi, i = 1, 2, . . . , I , are always restricted to comply with the
conditions:
pi ≥ 0, i = 1, 2, . . . , I and
I
i=1
pi = 1. (14b)
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For fixed I ∈ N, the admissible domain Q (I) of the pi coefficients forms a simplex (convex compactum), defined by
Q (I) :=

pi, i = 1, . . . , I :Ii=1 pi = 1, pi ≥ 0 ⊂ R+0 I .
Remark 1. Note that the usual assumption K (x; xi, h, d) = K (x− xi; h, d) is not imposed here, because it is not compatible
with the condition f (x) = 0, for x < 0, which is an essential condition for the Stieltjes problem.
Remark 2. The location parameters xi, i = 1, . . . , I , are I points belonging to a finite subdomain Aˆ = [0, s] of A = [0,+∞).
In this work they are chosen to be equi-distributed on Aˆ = [0, s]. The choice of swill be discussed in Section 5.1. It should be
emphasized that the specific value of s does not affect the tail form of the target pdf. The latter is determined bymeans of the
tail form parameter d, which is incorporated in the KDFs and is calculated independently by using themoment asymptotics,
developed in Section 3.2.
KDF forma special case of kernel functions (cf. summability kernels in harmonic analysis), commonly used for constructing
representation theorems in Analysis [57]. In our case, KDF is assumed to be a specific appropriate element of the target space
T = C˜0 ([0,+∞) ; d). The essential properties of our kernel density functions are the following:
(i) K (x;w, h, d) is a unimodal, uniformly continuous pdf, with location parameter (mode) w and bandwidth (standard
deviation) h, defined in DK = A× A× B× B, where A = [0,+∞) and B = (0,+∞);
(ii) K (x;w, h, d) ≥ 0, ∀ (x;w, h, d) ∈ DK ;
(iii)

A K (x;w, h, d) dxi = 1,∀ (x;w, h, d) ∈ DK ;
(iv) (∀ε > 0) (∀δ > 0)

∃ h˜ (ε, δ) > 0
 
∀h ∈

0, h˜ (ε, δ)

: |x−w|>δ K (x;w, h, d) dw < ε, uniformly in x ∈ A, for any
given d ∈ B.
For example, the Gamma, the generalized Gamma and the Chi-square density functions satisfy all the above properties,
being appropriate candidates for KDFs.
The main result of this section, which will be established by means of the following two theorems, is that the set of all
convex superpositions of KDFs satisfying properties (i)–(iv) form a dense set in the solution space T .
Theorem 1. Let f ∈ T = C˜0 ([0,+∞) ; d) be a pdf from the target space, and K (·; ·, ·, d) be any KDF satisfying properties
(i)–(iv), stated above. Then, for any ε > 0, there exists an h˜ (ε) > 0, such that
A
K(x;w, h, d) f (w) dw − f (x)
 < ε, uniformly in x ∈ A, (15)
provided that 0 < h < h˜ (ε).
Proof. The proof is based on the following decomposition of the difference between

A K(x;w, h, d) f (w) dw and f (x):
A
K(x;w, h, d) f (w) dw − f (x)

≤
 +∞
0
K(x;w, h, d) |f (w)− f (x)| dw
=
 x−δ
0
K(x;w, h, d) |f (w)− f (x)| dw +
 x+δ
x−δ
K(x;w, h, d) |f (w)− f (x)| dw
+
 +∞
x+δ
K(x;w, h, d) |f (w)− f (x)| dw = I0,x−δ + Ix−δ,x+δ + Ix+δ,+∞. (16)
In order to estimate the various terms appearing in the r.h.s of the above inequality, some preliminary inequalities
are first introduced, coming from the aforementioned properties of the target space (see Section 3.1) and the KDFs
(properties (i)–(iv), above).
(a) Since f is uniformly continuous in [0,+∞), given ε > 0, there exists a δ (ε) > 0 such that
|x− w| < δ (ε)⇒ |f (x)− f (w)| < ε
3
.
(b) Since f is bounded in [0,+∞), for every δ > 0 there existsM0 > 0 such that
|f (x)− f (w)| < M0, ∀w ∈ [0, x− δ] , and
|f (x)− f (w)| < M0, ∀w ∈ [x+ δ,+∞) .
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(c) Keeping the same ε > 0, choosing δ = δ (ε) > 0 andM0 as defined in (a) and (b) above, and invoking property (iv) of
KDFs, there exists an h˜ (ε, δ (ε)) > 0 such that
|x−w|>δ(ε)
K (x;w, h, d) dw < ε
3M0
, for 0 < h < h˜ (ε, δ (ε)) ,
which, in conjunction with property (ii), implies that x−δ(ε)
0
K (x;w, h, d) dw < ε
3M0
, and
 +∞
x+δ(ε)
K (x;w, h, d) dw < ε
3M0
.
On the basis of the inequalities appearing in (b) and (c), above, the integrals I0,x−δ(ε) and Ix+δ(ε),+∞ can be estimated as
follows:
I0,x−δ(ε) =
 x−δ(ε)
0
K(x;w, h, d) |f (w)− f (x)| dw ≤ ε
3M0
·M0 = ε3 , (17a)
Ix+δ(ε),+∞ =
 +∞
x+δ(ε)
K(x;w, h, d) |f (w)− f (x)| dw ≤ ε
3M0
·M0 = ε3 . (17b)
Furthermore, taking into account the inequality appearing in (a), the integral Ix−δ(ε),x+δ(ε) can be estimated as follows:
Ix−δ(ε),x+δ(ε) =
 x+δ(ε)
x−δ(ε)
K(x;w, h, d) |f (w)− f (x)| dw ≤ ε
3
·
 +∞
0
K(x;w, h, d)dw ≤ ε
3
· 1 = ε
3
. (17c)
Combining now inequalities (17a)–(17c) with (16), we obtain (15). This completes the proof of Theorem 1. 
Theorem 2. Let f ∈ T = d>0 C˜0 ([0,+∞) ; d) and K (·; ·, ·, ·) be any KDF satisfying properties (i)–(iv), stated above. Then,
given any ε > 0, there exists a finite set p = (p1, p2, . . . , pI) ∈ Q (I) of non-negative constants, a finite set of centers {xi}Ii=1 from
A = [0,+∞), and an h˜ (ε) > 0, such thatf (x)− I
i=1
piK(x; xi, h, d)
 < ε, uniformly in x ∈ A, (17)
provided that 0 < h < h˜ (ε).
Proof. Since f ∈ T =d>0 C˜0 ([0,+∞) ; d), there exists a d > 0, such that f ∈ C˜0 ([0,+∞) ; d). Choose a KDF K (·; ·, ·, d)
with the same tail parameter d. Thus, any convex superposition
I
i=1 piK(x; xi, hi, d) decays to zero as x−b exp
−cxd, when
x →+∞.
On the basis of (15), given any ε > 0, there exists an h˜ (ε) > 0 such thatf (x)− 
A
K(x;w, h, d) f (w) dw
 < ε2 , (18a)
provided that h < h˜ (ε). In addition, the following two properties hold true:
(a) Given any ε > 0, there exists anM (ε) > 0, such that +∞
M(ε)
K(x;w, h, d) f (w) dw
 ≤ ε4 , for all x ∈ [M (ε) ,+∞) .
(b) For the same M (ε) > 0, as defined above, the integral of K · f over the finite domain [0,M (ε)] can be uniformly
approximated by its Riemann sum. That is, for the same ε > 0, as in (a), it is possible to find I ∈ N and xi ∈ [0,M (ε)],
i = 1, . . . , I , such that
 M(ε)
0
K(x;w, h, d) f (w) dw −
I
i=1
piK(x; xi, h, d)
 < ε4 , uniformly in x ∈ A,
where pi = f (xi) ∆xi, and∆xi = xi+1 − xi, i = 1, . . . , I . Combining the above inequalities, we obtain:

A
K(x;w, h, d) f (w) dw −
I
i=1
piK(x; xi, h, d)

=

 M(ε)
0
K(x;w, h, d) f (w) dw +
 +∞
M(ε)
K(x;w, h, d) f (w) dw −
I
i=1
piK(x; xi, h, d)

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≤

 M(ε)
0
K(x;w, h, d) f (w) dw −
I
i=1
xi∈[0,M(ε)]
piK(x; xi, h, d)

+
 +∞
M(ε)
K(x;w, h, d) f (w) dw
 ≤ ε4 + ε4 = ε2 . (18b)
Combining now (18a) and (18b), we easily obtain inequality (17). This completes the proof of Theorem 2. 
5. Numerical solution of the moment problem. The KDEM
In this section we describe a numerical method to reconstruct pdfs from a number of their moments by using the KDR.
The inherent ill-posedness of the moment problem is fully controlled by means of the a priori specification of the moment-
data space (Section 2) and the KDR (Section 4). These tools are combined in this section with additional moment-based
information, such as e.g., the ‘‘localization’’ of the target pdf, and a constrained optimization formulation, defining the
proposed KDEM.
5.1. Data preprocessing
– Numerical ‘‘admissibility’’ of the moment data
The numerical ‘‘admissibility’’ of the moment data, i.e. whether they belong to the moment space or not, is checked and
controlled by means of conditions (1a) and (1b) (see [58] for more details).
– Rescaling to a computationally efficient interval
For numerical purposes, i.e. avoiding to perform computations with numbers exhibiting a very large difference in their
order of magnitude, the domain A ≡ A(X) = [0,+∞), i.e. the sample space of the underlying random variable X , is
subdivided into two subintervals, themain-mass interval A(X)main and the tail interval A
(X)
tail :
A(X) = [0,+∞) = [0, s] ∪ (s,+∞) = A(X)main ∪ A(X)tail , (19)
where s, themain-mass delimiter, is defined by
s : F (s) > 1− ε, (20)
where ε is a small positive quantity. Two different approaches for the determination of the main-mass delimiter s, based
on the knowledge of moments, have been recently proposed [42,59]. In the present work method [42] will be used. See
Example 2.
After calculating the main-mass delimiter s, a linear transformation Y = (l/s) X is applied, transforming the main-mass
interval A(X)main = [0, s] into the normalized interval A(Y )main = [0, l], where l ≤ 1 (usually l ≈ 0.8). See Fig. 2. Since
fY (y) = (s/l) fX (sy/l) , (21a)
the moments are transformed in accordance with the equation
µ(Y )n = (l/s)n µ(X)n , n = 0, 1, . . . ,N. (21b)
Remark 3. The transformation Y = (l/s) X is defined on the basis of main-mass delimiter s, but it applies on the whole
domain A = [0,+∞). That is, it is a rescaling and not a tail-truncation of the target pdf.
5.2. Constrained-optimization solution of the truncated moment problem
Multiplying both sides of Eq. (14a) by xn, and integrating over [0,+∞), we obtain the following equations, connecting
the parameters pi, i = 1, 2, . . . , I , and the moment data of the target pdf:
µn =
I
i=1
Bn,i pi, n = 0, 1, . . . ,N, or, in matrix form, µ = Bp, (22a)
where
Bn,i = Bn (xi) =
 ∞
0
xnK (x; xi, h, d) dx, n = 0, 1, . . . ,N, i = 1, 2, . . . , I, (22b)
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Fig. 2. Rescaling. Transformation of the main-mass interval A(X)main = [0, s] into the normalized interval A(Y )main = [0, l].
are the moments of the kernel density functions. Let us note that in all numerical examples which presented in this work,
the generalized Gamma KDF is used (see Appendix A for details on its form and its moments).
As is well known, Problem (22) is a typical severely ill-conditioned inverse problem [36,37]. A key idea in reformulating
problem (22) as a well-posed problem is to a priori restrict the moment data µ = (µ1, µ2, . . . , µN) to belong to the
admissible moment space M(N) and the sought-for solution p = (p1, p2, . . . , pI) to belong to the appropriate compactum
Q (I), defined by Eq. (14b). Thus, problem (22) is restated as a constrained optimization problem:
MinimizeΦ (p) = 1
2
∥µ− B p∥2 , subject to p ∈ Q (I). (23)
The constraint optimization problem (23) is numerically realized using the function lsqlin of the MATLAB optimization
package [60,61].
5.3. Measures of numerical convergence
To track the numerical convergence of the proposed numerical scheme, three distances are introduced. The standard,
pdf-based, maximum and L1 distances, denoted by
dmax (f , g) := max {|f (x)− g (x)| , x ∈ [0,+∞)} , (24a)
d1 (f , g) :=
 +∞
0
|f (x)− g (x)| dx, (24b)
and a specific,moment-based, semi-distance, defined by
dmom

{µn}Nn=1 ,

µˆn
N
n=1

:= 1
N
 N
n=1

µn − µˆn
(1/2)

µn + µˆn
2
1/2 , (25)
where {µn} is the set of given moments and

µˆn

is the set of the corresponding moments of the approximate solution.
The latter distance measures how well the moments of the reconstructed pdf fit to the moment data, and it is calledMean
Relative Error (MRE).
Remark 4. Let us note here that the approximatemoments µˆn :=
∞
0 x
nf (I)X (x) dx, n = 1, . . . ,N , of the approximate solution
f (I)X (x) are given by µˆn =
I
i=1 pi
∞
0 x
nK (x; xi, h) dx =Ii=1 pi Bi,n, n = 1, . . . ,N .
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Table 2
The values of the initial and transformed moments (µ(X)n and µ
(Y )
n ), for n = 1, . . . , 16.
n 1 2 3 4 5 6
µ
(X)
n 2.1371071785 5.2174052327 13.8374999774 38.6983478663 1.1219630534×102 3.3397312208×102
µ
(Y )
n 0.4382712764 0.2194259465 0.1193459676 0.0684477610 0.0406969707 0.0248434410
n 7 8 9 10 11 12
µ
(X)
n 1.0149316141×103 3.1380763299× 103 9.8501109361× 103 3.1342266465× 104 1.0098976892×105 3.2926252662×105
µ
(Y )
n 0.0154829502 0.0098174149 0.0063196273 0.0041237986 0.0027249663 0.0018219765
n 13 14 15 16
µ
(X)
n 1.0855715335×106 3.6174917497× 106 1.2178808992× 107 4.1408494276× 107
µ
(Y )
n 0.0012319004 8.4186300894× 10−4 5.8123987770× 10−4 4.0528145140× 10−4
The detailed, pdf-based, distances (24a) and (24b) can be used onlywhen the target pdf is analytically known, that is only
for validation purposes; see Example 2. In general, the target pdf is unknown, and thus the use of distances (24a) and (24b)
is meaningless. In these cases, the moment-based, distance (25) is always used to evaluate the ‘‘goodness’’ of the solution
and, in particular, to establish the numerical convergence of any iterative solution schemes (see Section 6). Let it be noted
that some discrepancy (dmom ≠ 0) is expected to exist even for the final solution of the moment problem, since the number
of equations is not equal to the number of unknowns, and the problem is solved in the mean-square sense.
5.4. An example
To illustrate the above described numerical method of solution of the moment problem, we will apply it to reconstruct a
pdf from a small number of (inexact) moments. For this purpose, a mixture of generalized gamma distributions is selected
as the target pdf, and it is reconstructed using KDR from its 16 moments. In this example, we allow the noise to come into
the inversion procedure by means of the numerical calculation of the moments.
Example 2. Consider the two-component mixture
fX (x) = (1/2) f gGX (x; b1, c1, d1)+ (1/2) f gGX (x; b2, c2, d2) , x ≥ 0, (26)
where f gGX is given by Eq. (12a) for b1 = 1.2, b2 = 7, c1 = c2 = 0.296, d1 = d2 = 3.
The pdf reconstruction procedure will be based exclusively on the numerical values of the N = 16 first moments µ(X)n , as
calculated by (trapezoidal) numerical integration (with some numerical errors) by considering 2000 equally-spaced points
in the interval [0, 5]. The values of thesemoments are shown in Table 2. The error of eachmoment is identified andmeasured
by means of the (relative error) ratio µ
(X)
n,exact − µ(X)n
(1/2)

µ
(X)
n,exact + µ(X)n

 , for each n = 1, 2, . . . , 16,
where µ(X)n,exact = (1/2)
2
i=1 c
−(n/di)
i
Γ [(n/di)+bi]
Γ [bi]
are the exact moments of (26). The results are presented in Fig. 3. Note that
the relative error in low-order moments is less than the relative error in the high-order ones.
Now, the steps taken up towards the reconstruction are described in detail here below.
Step 0. Numerical ‘‘admissibility’’ of the moment data
The nonnegativity of the Hankel determinants (1a) and (1b) guarantees the admissibility of the (inexact) moment data
µ
(X)
n (see [58] for more details). In the present case all Hankel determinants are positive, as expected. The values of the two
last are H(0)16 = 6.7646409373× 10−4 and H(1)15 = 6.2891997484× 10−2.
Step 1. Determination of the main-mass delimiter s
The main-mass delimiter s is approximately determined by means of the first 14 moments as follows (see [42] for more
details):
Let xk,1, xk,2, . . . , xk,k, in ascending order, be the roots of polynomials (see Section 2 for the notation)
Pk (x) :=

H(0)2k H
(0)
2k−2
−(1/2)
Dk (x) , Dk (x) := det

µ0 µ1 · · · µk
...
...
...
µk−1 µk · · · µ2k−1
1 x · · · xk
 , k = 7.
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Fig. 3. The ratio
 µ(X)n,exact−µ(X)n(1/2) µ(X)n,exact+µ(X)n 
 (error on moments), for n = 1, 2, . . . , 16.
Table 3
The values of the lower and upper bounds (Lk,k andUk,k) calculated at the last
root of the kth-order polynomial Pk (x), k = 3, 4, 5, 6, 7.
n = 2k xk,k Lk,k Uk,k
6 x3,3 = 3.1491155528 0.6967445962 0.9999993576
8 x4,4 = 3.3876509471 0.8804232721 0.9999993576
10 x5,5 = 3.5786243485 0.9577713180 0.9999993589
12 x6,6 = 3.7519683210 0.9871658792 0.9999993921
14 x7,7 = 3.9009760271 0.9962099265 0.9999975752
Then, in accordance with a variant of Chebyshev–Stieltjes–Markov inequality [2,47], for the last root xk,k, we have
Lk,k ≡ 1− λk

xk,k
 ≤ F xk,k ≤ k
j=1
λk

xk,j
 ≡ Uk,k, k = 7,
where λk (x) :=
k
n=0 |Pn (x)|2
−1
are the Christoffel functions [62].
The last root x7,7 gives a very good estimate of the main-mass delimiter. In Table 3 the last roots xk,k of the polynomials
Pk (x) and the values of the lower and upper bounds, Lk,k and Uk,k are shown, for 2k = 6, 8, 10, 12, 14. For example, the
interval

0, x7,7 = 3.9009760271

, contains at least 99.6% of the total probability mass providing us with a very good
estimate for the location of the main-mass region, and defining the semi-infinite interval

x7,7,+∞

as the tail region.
Note that even x5,5 (corresponding to 10 moments) is a good indication for the main-mass delimiter. Let us note here that
the roots of the polynomials are numerically realized by the MATLAB function roots.
Step 2. Transformation to the normalized interval
Under the knowledge of the main-mass delimiter s, the initial main-mass interval A(X)main = [0, s = 3.9009760271] is
transformed into the normalized interval A(Y )main = [0, l = 0.8].
Step 3. Transformation of moments µ(X)n to µ
(Y )
n
Following (21b), the initial moments µ(X)n , n = 1, . . . , 15, are transformed to µ(Y )n , n = 1, . . . , 15 (see Table 2).
Comparing the values of the two moment datasets, it is clear that the transformed moments µ(Y )n exhibit a significantly
smaller variation in their order of magnitude than the initial ones µ(X)n . More precisely, the values of µ
(X)
n span 7 orders of
magnitude (100–107) while µ(Y )n span 4 orders of magnitude (100–10−4).
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Table 4
The (n− 1)-th order approximations d˜n (n− 1), for n = 10, . . . , 14 (Eq. (11)), by applying the
extrapolation scheme to sequence 1/dn .
n = 10 n = 11 n = 12 n = 13 n = 14
d˜n (n− 1) 3.3528917105 3.3558414518 3.2594675606 3.1504291141 3.0784839727
Table 5
The location parameters {yi}Ii=1 of each KDF and the corresponding probability weights {pi}Ii=1 , for I = 11, 13, 15.
I i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
11 yi · 10
2 3.6 10 18 25 32 40 47 54 61 69 76
pi · 102 0 0 8.7 14 17 7.5 2.8 25 21 1.3 0
13 yi · 10
2 3 9.2 15 21 27 33 40 46 52 58 64 70 76
pi · 102 0 0 2.1 14 6.5 21 0 6.1 11 27 9 0.3 0.0003
15 yi · 10
2 2.6 8 13 18 24 29 34 40 45 50 56 61 66 72 77
pi · 102 0 0 0.1 9.6 5.5 18 4.7 10 0 7.6 21 17 3.4 0.09 0.0001
Step 4. Determination of the tail-form parameter d
Now, the extrapolation scheme (11) is applied to the transformedmomentsµ(Y )n and the (n− 1)-th order approximations
d˜n (n− 1) of d, for n = 10, . . . , 14 are obtained (see Table 4). For example, the critical exponent d, as recovered by the 14
moments, is found to be d = 3.0784839727. Recall that the correct value is 3.00.
Step 5. Choice of the index of complexity I , locations {yi}Ii=1 and bandwidth h
If no other information is available, the suggested range of values for the index of complexity I is 10–15. It has been
found, by means of various numerical experiments, that taking I ≤ 15 resolves well unimodal and bimodal pdfs. Thus, in
the present example we choose I = 11, 13, 15. A systematic procedure leading to a rational choice of I will be described in
the next section.
Once the index of complexity I is chosen, the normalized main-mass interval A(Y )main = [0, l] (l ≤ 1) is subdivided into
equal subintervals by means of the partition 0 ≡ y∗0 < y∗1 < · · · < y∗I−1 < y∗I ≡ l. On each subinterval, the middle points
yi = y∗i−1+ (∆y∗/2),∆y∗ = yi− yi−1, i = 1, . . . , I , are chosen to serve as the location parameters of each KDF. Appropriate
choices for the bandwidth parameter span the range h = 0.06l–0.08l, dependent on the choice of I . A sensitivity analysis
concerning the values h/l is presented in Appendix B. In this example, the choice h = 0.075l has been made. Note that we
obtain practically identical reconstructions for all values h = [0.06l–0.08l].
Step 6. Numerical determination of the KDR approximants
Once the parameters I , h and d are determined, for each i, 1 ≤ i ≤ I , the generalizedGammaKDFsKG are defined (see (A.1)
of Appendix A) and the moments of the KDFs Bn,i, i = 1, 2, . . . , I , n = 1, . . . , 15 (see Eqs. (22b) and (A.5)) are numerically
calculated. Then, by solving the constrainedminimization problem (23) by means of the routine lsqlin of MATLAB we obtain
the probability weights pi, i = 1, 2, . . . , I (see Table 5). Accordingly, the KDR (Eq. (14a)) is determined and provides us
with the approximate solution f (I)Y (y), from which the target pdf fX (x) is approximated by means of the transformation
f (I)X (x) = (l/s) f (I)Y (l x/s).
Step 7. Numerical convergence and comparison of the KDR approximants with the target pdf
The numerical efficiency of the proposed algorithm is illustrated in Fig. 4, where the reconstructed f (I)Y , for I = 11, 13, 15,
have been plotted, along with the transformed target pdf fY (y) (see Eq. (21a) for the transformation). In a special zoom
window, in the same figure, the pdfs’ tail behavior is indicated on a logarithmic scale. The y-axis of the zoom window is
[0.8, 1.4]while the corresponding values of the fY (y) are in the range

10−2, 10−20

. From this figure it is clearly seen that the
reconstructed pdfs f (I)Y are ‘‘uniformly valid’’, with both in themain-mass interval, as well as in the tail region. Approximants
f (11)Y and f
(13)
Y have a very small discrepancy around the peaks, while f
(15)
Y gives an almost perfect reconstruction along the
whole range of the y-axis. In this (validation) example all three distances (24a), (24b) and (25) are used to measure the
‘‘goodness’’ of solution and the numerical convergence (see Table 6 for further indications).
Remark 5. As can be seen from Table 5, the numerical solution of problem (23) results in some ‘‘significant’’ weights pi,
while a few others have negligible contribution (i.e. pi ≈ 0). For example, for I = 11, the non-zero pi come from 8 location
parameters yi, while for I = 15 the corresponding yi are 12. Furthermore, numerical experience has shown that the solution
remains essentially the same if we eliminate the KDFs with very small pi values. These remarks have motivated an adaptive
procedure permitting us to implement the following basic rule: less KDFs must be used in regions of low probability and more
KDFs in regions of high probability.
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Fig. 4. Reconstruction of a bimodal pdf using 15 moments, for different values of the index of complexity I (h = 0.075l, l = 0.8).
Table 6
The pdf-based distances (24) and themoment-based semi-distance (25), for N = 15 given moments.
I = 11 I = 12 I = 13 I = 14 I = 15
dmax

fY , f
(I)
Y

· 102 3.3180261581 7.1775754147 6.6115041152 4.2926330115 1.5895692705
d1

fY , f
(I)
Y

· 102 0.7176615729 1.6566607110 1.3323740431 0.9327570856 0.3215936680
dmom

µ
(Y )
n

,

µˆ
(Y )
n

· 106 1.5593729896 0.1692662859 0.0930681286 0.0044908229 0.0004312789
6. Algorithm for optimal selection of KDFs’ location: a sequentially adaptive algorithm (SAA)
A possible drawback of the previously presented numerical solution method is that the index of complexity I is given
an arbitrary value (with no rule) and the location parameters {yi}Ii=1 are considered to be uniformly distributed, without
considering any ‘‘optimality’’ criterion. Here, we propose an iterative, adaptive algorithm, having similarities with updating
and learning in probabilistic expert systems [63,64] and with training algorithms in neural networks [65]. The philosophy
behind this scheme is the principle of parsimony, i.e. to use the minimal number of parameters, under the condition that the
prediction power of available data has been fully exploited.
6.1. Description of the iterative, adaptive algorithm
The proposed algorithm, called Sequentially Adaptation Algorithm (SAA), is depicted in a number of steps, in Fig. 5.
According to this scheme, the ‘‘basis’’ system

I, {yi}Ii=1

‘‘propagates’’ using a death/birth procedure, based on the current
values of {pi}Ii=1, in conjunction with the following set of criteria (move types) (see steps 5 and 6 in Fig. 5):
(a) the death of insignificantly weighted KDFs; see step 5.1,
(b) the birth of new yi’s around significantly weighted KDFs; see step 6.1,
(c) splitting one KDF component into two; see steps 5.2, 6.1,
(d) merging two KDF components into one; see steps 5.3, 6.2.
The move (a) saves computational time simplifying the KDR by allowing to get rid of KDFs with insignificant weights.
The moves (b) and (c) replace KDFs of high probability weight with two nearly located KDFs. The move type (d) merges
two adjacent components when their location distance is relatively small. Let us note that the moves (a) and (d) permit
us to avoid the progressive ‘‘impoverishment’’ or ‘‘degeneracy’’ [66] of the resulting KDR model. At the end, after applying
the moves (a)–(d) to a specific basis system, a new ‘‘refreshing’’ one is produced, for which the corresponding probability
weights are calculated by means of (23).
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Fig. 5. Basic steps of the SAA.
Stopping criteria. The regular stopping criterion is formulated in terms of the moment-based distance (25), i.e. when
dmom

{µn}Nn=1 ,

µˆn
N
n=1

is lower than a given threshold. If this criterion fails, the procedure will be stopped when either
the number of iterations reaches a maximum value kmax, or the index of complexity I exceeds a prespecified value Imax.
Example 3 (Application of the SAA to Example 2). Recall that
• the input data

µ
(X)
n ,N

are summarized by Table 2,
• the calculated intermediate data

µ
(Y )
n , s, d

are given in Tables 2–4,
• the user-defined numerical parameters are h = 0.075l, l = 0.8.
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As the initial basis systemwe consider the following two-point set

I0 = 2,

y1,0 = 0.05, y2,0 = 0.7

. The SAA is applied
to the above data, producing the output data

Ik,

yi,k
Ik
i=1 ,

pi,k
Ik
i=1

, for k = 0, 1, . . . , 17, and a sequence of approximants
f (Ik)Y ,k (y), k = 0, 1, . . . , 17. The propagation of the iteration algorithm, shown in Fig. 6, can be subdivided into three phases:
• Initialization phase: the zero iteration(k = 0, Fig. 6(a)). The approximant f (2)Y ,0 (y) shares only the same tail behavior with
the target pdf (see the special zoom window in the same figure).
• Evolution phase: the first iterations (k = 1–7, Fig. 6(b)–(f)). As the KDF locations’ propagate, through iterations, the
approximants adjust their shape in order to ‘‘capture’’ the main features of the target pdf in the main-mass interval,
while the tail behavior remains the same.
• Limit phase: the last iterations (k = 8–17, Fig. 6(g)–(h)). The convergence has been essentially reached and thus the
variation of the approximants is negligible, and the error is practically constant (see Fig. 6(i)). 
7. Discussion and conclusions
In this paper a stable and efficient numerical solution to the truncated Stieltjes moment problem, called KDEM, has
been presented. A key feature of this method is the a priori exact characterizations of the data space and the solution
space, enabling a Thikhonov (conditional) regularization of the inversion of the moment data. Another feature of the
proposed solution method is the determination of the pdf’s tail behavior directly, through moments. Let it be noted that
even though, theoretically, the pdf tail behavior is defined in terms of high-order moment asymptotics, the sought-for
asymptotic limits are numerically realized on the basis of a small number of moments, after applying the Richardson
extrapolation (acceleration) scheme. More specifically, the tail parameters are efficiently numerically determined by using
only 5–6 moments for unimodal cases (see Table 1 and Fig. 1) and 5–10 for bimodal cases (see Table 4). The KDEM has been
tested in various cases (unimodal and bimodal target pdfs, inexact and noisy moment data), giving in almost all cases very
satisfactory results.
Various important questions still remain to be addressed. Among them we refer to the following:
• Extension of the KDEM to the determination of pdfs supported on the whole real line (Hamburger moment problem), by
simultaneous determination of the two tails.
• Extension of the KDEM to the bivariate and multivariate cases.
• Use of different ‘‘moment’’ information (fractional moments, see e.g., [67–69] with the KDR).
• Use of different methods (e.g. the maximum entropy method [23]) for the calculation of the probability weights pi of the
KDR.
• Use of the KDEM in stochastic systems (see e.g., [70–72]).
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Appendix A. The generalized Gamma kernel density function
In this work, the generalized Gamma (gG) KDF K gG (x) has been chosen to serve as an appropriate kernel, from the target
space T (see Section 3.1). Other KDF choices (e.g. Gaussian, lognormal, etc.) are avoided as they do not comply with the
boundary conditions of the solution space T .
The generalized Gamma KDF K gG (x) is defined to be the gG pdf f gGX (x) under appropriate definition of the kernel
parameters: location parameter w, bandwidth parameter h and tail form parameter d, i.e.
K gG (x;w, h, d) ≡ f gGX (x; b, c, d) =
dcb
Γ [b]
xbd−1 exp
−cxd , x ∈ [0,∞) , (A.1)
where the (tail form) parameter d is calculated from the asymptotic behavior of the moment sequence, as explained in
Section 3.2, and the parameters b ≡ b (w, h; d) and c ≡ c (w, h; d) are defined by solving the algebraic nonlinear system
w ≡ xmode

f gGX (x; b, c, d)

, (A.2)
h ≡ σ

f gGX (x; b, c, d)

. (A.3)
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Fig. 6. In (a)–(h). The reconstructed f IkY ,K (y) are plotted, for k = 0, 1, 2, 3, 6, 7, 8, 12, by using the SAA, along with the target pdf (the same target pdf as
in Fig. 3). In (i), the Mean Relative Error (25) is plotted for all k iterations.
That is
• the location parameter w is defined to be the mode (most probable value) of f gGX ;
• the bandwidth parameter h is defined to be the standard deviation of f gGX .
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Fig. 6. (continued)
Recall that
xmode : df gGX (xmod e) /dx = 0⇒ xmode

f gGX

= c−(1/d)

b− 1
d
(1/d)
,
σ 2

f gGX

= c−(2/d)Γ

b+ 2d

Γ [b]
−

c−(1/d)
Γ

b+ 1d

Γ [b]
2
.
Using the above results, Eqs. (A.2) and (A.3) can be written in the form
w = c−(1/d)

b− 1
d
(1/d)
, (A.4)
h2 = c−(2/d)Γ

b+ 2d

Γ [b]
−

c−(1/d)
Γ

b+ 1d

Γ [b]
2
. (A.5)
Expressing c−(1/d) in terms ofw, b and d from Eq. (A.4), and substituting in Eq. (A.5), we obtain
b− 1
d
(2/d)
−
w
h
2Γ b+ 2d 
Γ [b]
−

Γ

b+ 1d

Γ [b]
2 = 0, (A.6)
which provide us the value of b ≡ b (w, h; d). Then, c is obtained by
c = w−d

b− 1
d

. (A.7)
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Fig. B.1. The distances d1

fY , f
(I)
Y

and dmax

fY , f
(I)
Y

as a function of h/l, (l = 0.8), for different values of I and given number of moments N .
The moments of the gG kernel, located at anyw, are given by
Bn (w) =
 +∞
0
xnK gG (x;w, h, d) dx = c−(n/d) Γ
 n
d + b

Γ [b]
, n = 1, 2, 3, . . . , (A.8)
where b ≡ b (w, h; d) and c ≡ c (w, h; d) are the solutions of system (A.6) and (A.7).
The above results generalize similar ones for the Gamma KDF (d = 1) developed and used in [73].
Appendix B. Selection of the bandwidth h in the case of equally spaced partition
Our goal here is to justify the selection of the numerical parameter h (bandwidth of the KDF). For this purpose, a typical
member of the target space (e.g., the density of the form (26)) is considered, and the two distances dmax

fY , f
(I)
Y

and
d1

fY , f
(I)
Y

are plotted (see Fig. B.1), as a function of the ratio h/l (l = 0.8) for different values of I and given number
of moments N = 16.
As seen from the figure, both distances share a very similar pattern. In particular, as I increases, three error regions are
clearly indicated:
• h/l ∈ [0.05, 0.06]; the error decreases,
• h/l ∈ [0.06, 0.08]; the error attains the lower values and remains practically constant,
• h/l ∈ [0.08, 0.1]; the error increases.
Based on these results, we propose as the ‘‘optimal’’ h range the interval [0.06l, 0.08l], which ensures an ‘‘almost ’’
uniformly valid reconstruction. Let it be noted that similar results have also been obtained for various other members of
the target space T .
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