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Abstract
We consider the dividend payments of a self-financing firm in the stochastic Ramsey model. The firm
invests in capital stock and its production technology is given by the Cobb–Douglas function. Our objective
is to maximize the expected present value of future real dividends subject to a positive constraint on the
capital stock. We use the penalization method to obtain a solution for the variational inequality associated
with the optimal growth problem and give a synthesis of the optimal dividend policy.
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1. Introduction
This paper is concerned with dividend payments of a firm in the stochastic Ramsey model
studied by Merton [12], Liu and Morimoto [10], Morimoto and Zhou [13]. The firm grows by
investing in capital stock and the production technology is represented by the Cobb–Douglas
function:
F(K ) = AK γ , 0 < γ < 1, A > 0,
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for the amount of capital stock K . Let Kt be the stock of capital at time t ≥ 0. The flow of
production cost in real terms at time t is uncertain and is given by
κF(Kt )dt − σKtdBt κ > 0, σ > 0,
where the constant κ denotes the expected unit cost for production and {Bt } is a standard
Brownian motion on a complete probability space (Ω ,F ,P) endowed with the natural filtration
Ft generated by σ(Bs, s ≤ t). We allow the existence of negative cost which can be regarded as
the uncertain revenue of the firm. Hence the flow of real net revenue (or profit) at time t turns
F(Kt )dt − {κF(Kt )dt − σKtdBt } = K γt dt + σKtdBt ,
where we take (1 − κ)A = 1 for the simplicity of notations. All profits are invested in capital
stock and the firm grows according to the stochastic differential equation:
dKt = K γt dt + σKtdBt , K0 = x > 0. (1.1)
Dividends are paid from the profit of the firm for shareholders and the remainder accumulates
in capital stock. We assume that the flow of dividend payments Ut at time t can be written as
KtdDt , where dDt denotes the per capital stock dividend payments. Let A be the class of all
nonnegative, nondecreasing, continuous, {Ft }-adapted stochastic processes D = {Dt } such that
xD := x − D0 > 0. Given a policy D ∈ A, the capital stock process {Kt } evolves according to
the stochastic integral equation:
Kt = x +
∫ t
0
K γs ds +
∫ t
0
σKsdBs −
(
D0 +
∫ t
0
KsdDs
)
. (1.2)
As is shown in Lemma 2.1, (1.2) admits a positive unique solution {Kt }.
The purpose of this paper is to find an optimal policy D∗ = {D∗t } so as to maximize the
expected total discounted dividends:
J (D) = E
[∫ ∞
0
e−αtdUt
]
= E
[∫ ∞
0
e−αtKtdDt
]
for D ∈ A, (1.3)
with discount factor α > 0. The variational inequality associated with this problem is given by
v′(x) ≥ 1, x > 0, v′(0+) > 1, (1.4)
−αv + 1
2
σ 2x2v′′ + xγ v′ ≤ 0, x > 0, (1.5)(
−αv + 1
2
σ 2x2v′′ + xγ v′
)
(v′ − 1)+ = 0, x > 0. (1.6)
In order to solve the variational inequality (1.4)–(1.6) without the boundary condition, we
investigate the penalty equation of the form:
− αu + 1
2
σ 2x2u′′ + xγ u′ + x
ε
(u′ − 1)− = 0, x > 0, (1.7)
where ε ∈ (0, 1). Using the penalization method, we obtain a unique solution u of (1.7) and
prove that u converges to a solution v of (1.4)–(1.6) as ε → 0. Moreover, we show that there is
an optimal capital stock level (or scale)
x∗ = inf{x > 0 : v′(x) = 1} > 0 (1.8)
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of the dividend payments and an optimal dividend policy {D∗t } of barrier type is given by
dK ∗t = (K ∗t )γ dt + σK ∗t dBt − K ∗t dD∗t , K ∗0 = x − D∗0 > 0, (1.9)
D∗t = (x − x∗)+ +
∫ t
0
1{K ∗s =x∗}dD
∗
s , (1.10)
D∗t is continuous a.s., (1.11)
K ∗t ∈ R, ∀t ≥ 0, a.s., (1.12)∫ t
0
1{K ∗s =x∗}ds = 0, ∀t ≥ 0, a.s., (1.13)
where R := (0, x∗].
Our method is quite different from those of Shreve, Lehoczky and Gaver [16], Sethi and
Taksar [15], which characterize the optimal dividend in the case when the drift coefficients of
(1.1) are Lipschitz. Furthermore, we refer to Karatzas [7] for the singular control problem related
to dividend policies and Højgaard and Taksar [5] for dividend strategies of insurance companies
which have no physical capital goods.
This paper is organized as follows. In Section 2, we provide some preliminary results on
the growth equation of the firm (1.2) and the variational inequality (1.4)–(1.6). We examine a
probabilistic solution of the penalty equation (1.7). The classical solution u of (1.7) is obtained
in Section 3. In Section 4, we show the existence of the classical solution v to the variational
inequality (1.4)–(1.6). In Section 5, we verify the optimality of {D∗t } of (1.9)–(1.13).
2. Probabilistic solution of the penalty equation
In this section, we study a probabilistic solution u of the penalty equation (1.7). Let C be the
class of all {Ft }-progressively measurable processes c = {ct } such that
0 ≤ ct ≤ 1, a.s., t ≥ 0.
For each c ∈ C, we take dDt = ct/ε dt in (1.2). Then we can obtain the solution {X t } of
dX t = Xγt dt + σ X tdBt −
1
ε
ct X tdt, X0 = x > 0, (2.1)
by the following result shown in Appendix.
Lemma 2.1. For each D ∈ A, there exists uniquely a positive solution {Kt } of (1.2) such that
E[Kt ] ≤ 2β(xD + tβ), (2.2)
E[K 2t ] ≤ 22βeσ
2t (x2D + t2γβ/σ 2), (2.3)
where β = 1/(1− γ ).
Now, we rewrite (1.7) as
− αu + 1
2
σ 2x2u′′ + xγ u′ + x
ε
max
0≤c≤1
(1− u′)c = 0, x > 0. (2.4)
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Then we observe that (2.4) is the Hamilton–Jacobi–Bellman equation associated with the
maximization problem:
u(x) := sup
c∈C
E
[∫ ∞
0
e−αt 1
ε
ct X tdt
]
, (2.5)
subject to (2.1), where the supremum is taken over all systems (Ω ,F , P, {ct }, {Bt }).
Proposition 2.2. We assume σ = 0. Then there exists a concave solution v0 ∈ C2(0,∞) of
(1.4)–(1.6).
Proof. We can easily see that the equation
−αh + xγ h′ = 0, x > 0,
admits a solution h of the form h(x) = Q exp{αx1−γ /(1− γ )}. We choose x∗, Q > 0 as{
x∗ = (γ /α)1/(1−γ ),
Q = (x∗)γ exp{−αx1−γ∗ /(1− γ )}/α. (2.6)
Then we get
h′(x∗) = αh(x∗)/(x∗)γ = αQ exp{αx1−γ∗ /(1− γ )}/(x∗)γ = 1,
and
h′′(x) = αh(x)x−2γ (α − γ xγ−1) < 0 = h′′(x∗) for x < x∗.
Define
v0(x) =
{
h(x) if x ≤ x∗,
x − x∗ + h(x∗) if x∗ < x .
Since H(x) := xγ − αx is concave and H ′(x∗) = 0, we have
−αv0 + xγ v′0 = −α{x − x∗ + h(x∗)} + xγ
= H(x)− H(x∗) ≤ 0 for x > x∗.
Therefore, v0 is of C2, concave and fulfills (1.4)–(1.6). 
Theorem 2.3. We have
0 ≤ u(x) ≤ v0(x) ≤ C(1+ x), x > 0, (2.7)
for some constant C > 0.
Proof. By Proposition 2.2, we get
−αv0 + 12σ
2x2v′′0 + xγ v′0 +
x
ε
(v′0 − 1)− ≤ −αv0 + xγ v′0 ≤ 0, x > 0.
Then
−αv0 + 12σ
2x2v′′0 + xγ v′0 +
1
ε
(1− v′0)cx ≤ 0, 0 ≤ c ≤ 1.
Clearly, v0(x) ≤ C(1+ x) for some constant C > 0. Furthermore, by concavity
v′0(x)x ≤ v0(x)− v0(0) ≤ v0(x), x > 0.
H. Morimoto / Stochastic Processes and their Applications 120 (2010) 427–441 431
Hence, by (2.3)
E
[∫ s
0
{e−αtv′0(X t )X t }2dt
]
≤ 2C2E
[∫ s
0
e−αt (1+ X2t )dt
]
<∞, s ≥ 0.
By Ito’s formula, we have
0 ≤ E[e−αsv0(Xs)]
= v0(x)+ E
[∫ s
0
e−αt
{
−αv0(X t )dt + v′0(X t )dX t +
1
2
σ 2X2t v
′′
0 (X t )dt
}]
≤ v0(x)− E
[∫ s
0
e−αt 1
ε
ct X tdt
]
.
Therefore, letting s →∞, we get
E
[∫ ∞
0
e−αt 1
ε
ct X tdt
]
≤ v0(x),
which implies (2.7). 
Theorem 2.4. For any ρ > 0, there exists Cρ,ε > 0 such that
|u(x)− u(y)| ≤ Cρ,ε|x − y| + ρ(1+ x + y), x, y > 0. (2.8)
Proof. Let xt = X1−γt and yt = Y 1−γt for the solution {Yt } of (2.1) with Y0 = y. Then, by virtue
of (A.1) in Appendix, we have
d(xt − yt ) = (1− γ )
{
−
(
ct
ε
+ σ
2
2
γ
)
(xt − yt )dt + σ(xt − yt )dBt
}
,
which implies
xs − ys = (x0 − y0) exp
{
(1− γ )
(
−
∫ s
0
ct
ε
dt − σ
2
2
γ s + σ Bs
)
− σ
2
2
(1− γ )2s
}
.
Hence
E[|xt − yt |β ] ≤ |x0 − y0|βE
[
exp
{
σ Bt − σ
2
2
t
}]
= |x1−γ − y1−γ |1/(1−γ ) ≤ |x − y|.
By Young’s inequality, we note that there exists Cρ > 0, for any ρ > 0, such that
|xβ − yβ | ≤ Cρ |x − y|β + ρ(1+ xβ + yβ), x, y > 0.
By (2.2), we recall that
E[X t ] ≤ 2β(x + tβ).
Hence
E[|X t − Yt |] = E[|xβt − yβt |]
≤ CρE[|xt − yt |β ] + ρE[1+ xβt + yβt ]
≤ Cρ |x − y| + ρE[1+ X t + Yt ]
≤ Cρ |x − y| + ρ{1+ 2β(x + tβ)+ 2β(y + tβ)}.
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Therefore
|u(x)− u(y)| ≤ sup
c∈C
E
[∫ ∞
0
e−αt 1
ε
ct |X t − Yt |dt
]
≤
(
Cρ |x − y| + ρ
{
1+ 2β+1
∫ ∞
0
αe−αt tβdt + 2β(x + y)
})/
αε,
which implies (2.8). 
Theorem 2.5. u is concave on (0,∞).
Proof. Let x (i) > 0, i = 1, 2, and 0 < ξ (i) < 1, ξ (1) + ξ (2) = 1. By (2.5), there exists c(i) ∈ C,
for any ρ > 0, such that
u(x (i))− ρ ≤ E
[∫ ∞
0
e−αt 1
ε
c(i)t X
(i)
t dt
]
,
where {X (i)t } is the solution of (2.1) with X (i)0 = x (i) corresponding to c(i) = {c(i)t }. In view of
Theorem IV-1.1 [6], we can take these processes on the same probability space. Define
X˜ t =
2∑
i=1
ξ (i)X (i)t , c˜t =
2∑
i=1
ξ (i)c(i)t X
(i)
t
/ 2∑
i=1
ξ (i)X (i)t .
Then
dX˜ t =
2∑
i=1
ξ (i)(X (i)t )
γ dt + σ X˜ tdBt − 1
ε
c˜t X˜ tdt
≤ (X˜ t )γ dt + σ X˜ tdBt − 1
ε
c˜t X˜ tdt, X˜0 =
2∑
i=1
ξ (i)x (i) > 0.
By the comparison theorem [6,8], we have X˜ t ≤ X¯ t for all t ≥ 0, where {X¯ t } is the solution of
dX¯ t = (X¯ t )γ dt + σ X¯ tdBt − 1
ε
c˜t X¯ tdt, X¯0 =
2∑
i=1
ξ (i)x (i) > 0.
Therefore
u
(
2∑
i=1
ξ (i)x (i)
)
≥ E
[∫ ∞
0
e−αt 1
ε
c˜t X¯ tdt
]
≥ E
[∫ ∞
0
e−αt 1
ε
c˜t X˜ tdt
]
=
2∑
i=1
ξ (i)E
[∫ ∞
0
e−αt 1
ε
c(i)t X
(i)
t dt
]
≥
2∑
i=1
ξ (i)u(x (i))− ρ.
Letting ρ → 0, we obtain the concavity of u. 
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3. Solution of the penalty equation
In this section, we show that u of (2.5) is a classical solution of the penalty equation (1.7) or
(2.4).
Definition 3.1. Let w ∈ C(0,∞). Then w is called a viscosity solution of (1.7) if
(a) w is a viscosity subsolution of (1.7), that is, for any φ ∈ C2(0,∞) and any local maximum
point z > 0 of w − φ,
−αw + 1
2
σ 2x2φ′′ + xγφ′ + x
ε
(φ′ − 1)−
∣∣∣∣
x=z
≥ 0,
and
(b) w is a viscosity supersolution of (1.7), that is, for any φ ∈ C2(0,∞) and any local minimum
point z¯ > 0 of w − φ,
−αw + 1
2
σ 2x2φ′′ + xγφ′ + x
ε
(φ′ − 1)−
∣∣∣∣
x=z¯
≤ 0.
Theorem 3.2. u is a viscosity solution of (1.7).
Proof. By (2.7) and (2.8), we can show that the dynamic programming principle holds for u, i.e.,
u(x) = sup
c∈C
E
[∫ s
0
e−αt 1
ε
ct X tdt + e−αsu(Xs)
]
for any s ≥ 0 (cf. [13, Thm. 3.3] or [11]). By the theory of viscosity solutions, taking into account
Lemma 2.1, we have the viscosity property of u. For details, we refer to [3,4]. 
Theorem 3.3. We have
u ∈ C2(0,∞). (3.1)
Proof. Let 0 < a < b be arbitrary. Consider the boundary value problem:
−αw + 1
2
σ 2x2w′′ + xγw′ + x
ε
(w′ − 1)− = 0, a < x < b,
w(a) = u(a), w(b) = u(b). (3.2)
By uniform ellipticity, there exists a unique solution w ∈ C[a, b]∩C2(a, b) of (3.2). Since xγ is
Lipschitz on [a, b] and the mapping p→ (p − 1)− is Lipschitz, we see by [3] that the viscosity
solution of (3.2) is unique. Thus we have u = w. Since [a, b] is arbitrary, we obtain (3.1). 
4. Variational inequalities
In this section, we study the convergence of u = uε to a viscosity solution v of the variational
inequality (1.4)–(1.6) as ε→ 0.
4.1. Limit of the penalized problem
Definition 4.1. Let w ∈ C(0,∞). Then w is called a viscosity solution of (1.4)–(1.6), if the
following assertions are satisfied:
434 H. Morimoto / Stochastic Processes and their Applications 120 (2010) 427–441
(a) For any φ ∈ C2 and any local minimum point z¯ > 0 of w − φ,
φ′(z¯) ≥ 1, −αw + 1
2
σ 2x2φ′′ + xγφ′
∣∣∣∣
x=z¯
≤ 0,
(b) For any φ ∈ C2 and any local maximum point z > 0 of w − φ,(
−αw + 1
2
σ 2x2φ′′ + xγφ′
)
(φ′ − 1)+
∣∣∣∣
x=z
≥ 0.
Theorem 4.2. There exists a subsequence {uεn } such that
uεn → v ∈ C(0,∞) locally uniformly in (0,∞) as εn → 0. (4.1)
Furthermore, v is a viscosity solution of (1.4)–(1.6).
Proof. By concavity and (2.7), we get
0 ≤ u′ε(x)x ≤ uε(x)− uε(0) ≤ v0(x), x > 0.
Hence, for any 0 < a < b,
sup
ε
‖u′ε‖C[a,b] <∞. (4.2)
Thus, by the Ascoli–Arzela` theorem, there exists a subsequence {uεn } satisfying (4.1).
Let z¯ > 0 be the local minimum point of v − φ for φ ∈ C2 such that
v(z¯)− φ(z¯) < v(x)− φ(x), x ∈ I¯δ(z¯), x 6= z¯,
where I¯δ(z¯) = [−δ+ z¯, z¯+ δ], δ > 0. By uniform convergence, un − φ attains a local minimum
at x¯n ∈ I¯δ(z¯) for sufficiently large n. Extracting a subsequence, we obtain
x¯n → z¯.
By Theorem 3.2, we get
−αuεn +
1
2
σ 2x2φ′′ + xγφ′ + x
εn
(φ′ − 1)−
∣∣∣∣
x=x¯n
≤ 0.
Hence
x(φ′ − 1)−
∣∣∣∣
x=x¯n
≤ εn
(
αuεn −
1
2
σ 2x2φ′′ − xγφ′
) ∣∣∣∣
x=x¯n
,
and
−αuεn +
1
2
σ 2x2φ′′ + xγφ′
∣∣∣∣
x=x¯n
≤ 0.
Letting n→∞, we have
φ′(z¯) ≥ 1, −αv + 1
2
σ 2x2φ′′ + xγφ′
∣∣∣∣
x=z¯
≤ 0.
Next, let z > 0 be the local maximum point of v−φ, and xn be the maximizer of un −φ near
z with xn → z. Then, by Theorem 3.2
−αuεn +
1
2
σ 2x2φ′′ + xγφ′ + x
εn
(φ′ − 1)−
∣∣∣∣
x=xn
≥ 0.
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Hence(
−αuεn +
1
2
σ 2x2φ′′ + xγφ′
)
(φ′ − 1)+
∣∣∣∣
x=xn
≥ 0.
Letting n→∞, we deduce(
−αv + 1
2
σ 2x2φ′′ + xγφ′
)
(φ′ − 1)+
∣∣∣∣
x=z
≥ 0.
Thus the proof is complete. 
4.2. Regularity
In this subsection, we study the regularity of the viscosity solution v of (1.4)–(1.6).
Theorem 4.3. For any 0 < a < b, we have
sup
n≥1
‖u′′εn‖C[a,b] <∞. (4.3)
Proof. We rewrite (1.7) as
−u′′ε =
2
σ 2x2
{
−αuε + xγ u′ε +
x
ε
(u′ε − 1)−
}
.
To prove (4.3), by (4.2), it is sufficient to show that
u′εn ≥ 1 on [a, b]. (4.4)
By Theorem 2.5 and (4.1), we note that v is concave and twice differentiable almost everywhere.
Let r > b be a differentiable point of v such that J 2,+v(r)∩ J 2,−v(r) is non-empty, where J 2,+
and J 2,− are the second-order superjet and subjet [3]. Then, for (p, q) ∈ J 2,+v(r) ∩ J 2,−v(r),
there exists φ ∈ C2 such that (φ′(r), φ′′(r)) = (p, q) and v − φ has a local minimum at r . By
Theorem 4.2, we have
v′(r) = φ′(r) ≥ 1.
Define
L = inf
n
u′εn (r).
Then there exists a subsequence {un(k)} of {uεn } such that u′n(k)(r) → L as k → ∞. By
concavity, we get
L ≤ u′εn (r) ≤ u′εn (x) for x ∈ [a, b],
un(k)(x) ≤ u′n(k)(r)(x − r)+ un(k)(r), x > 0.
Letting k →∞, we have
v(x) ≤ L(x − r)+ v(r), x > 0.
Hence, L belongs to the generalized gradient ∂v(r) of v [2]. Since v′(r) exists, we see that
∂v(r) = {v′(r)}, and thus L = v′(r) ≥ 1. Therefore, we deduce (4.4). 
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Theorem 4.4. We have
v ∈ C1,1loc (0,∞), piecewise C2, (4.5)
v′ ≥ 1 on (0,∞). (4.6)
Proof. By (4.2) and (4.3), extracting a subsequence, we have
u′εn → v′ locally uniformly in (0,∞) as n→∞,
and v′ is locally Lipschitz on (0,∞). Hence, (4.6) follows from (4.4).
To prove that v is piecewise C2, let 0 < a < b be arbitrary. Suppose v′ > 1 on [a, b]. By
Theorem 4.2, we easily see that v is a viscosity solution of the boundary value problem:
−αw + 1
2
σ 2x2w′′ + xγw′ = 0 in (a, b), (4.7)
w(a) = v(a), w(b) = v(b).
By the same argument as (3.2), (4.7) admits a unique solution w ∈ C[a, b] ∩ C2(a, b).
Furthermore, we have the uniqueness result on viscosity solutions of (4.7). Therefore, v = w
and v ∈ C2(a, b). By concavity, we obtain (4.5). 
Theorem 4.5. We have
v′(0+) > 1, (4.8)
x∗ of (1.8), (4.9)
and
v ∈ C2(0,∞). (4.10)
Proof. Suppose v′(0+) = 1. Then v(x) = x + v(0+). Substituting v into (1.5), we have
H(x) = xγ − αx ≤ αv(0+), x > 0.
By (2.7), we note that
v(x) ≤ v0(x), x > 0. (4.11)
Then, by (2.6)
αx1−γ∗ = γ,
v(0+) ≤ v0(0) = Q = xγ∗ exp{−αx1−γ∗ /(1− γ )}/α,
max H(x) = H(x∗) = (1− γ )xγ∗ .
Hence
1− γ ≤ exp{−γ /(1− γ )},
that is,
e ≤ (1+ 1/ζ )ζ ,
where ζ = 1/γ − 1 > 0. This is a contradiction. Therefore we get (4.8).
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Suppose v′(x) > 1 for all x > 0. By the same argument as (4.7), we see that v is a C2-solution
of
xγ v′ = −1
2
σ 2x2v′′ + αv, x > 0.
By concavity and nonnegativity,
xγ v′(x) ≥ α{v(x)− v(0)} ≥ αv′(x)x, x > 0.
Dividing both sides by v′, we have xγ ≥ αx for all x > 0. This is a contradiction. Thus we
obtain (4.9).
To prove (4.10), we recall that
−αv + 1
2
σ 2x2v′′ + xγ v′ ≤ 0, x > x∗.
Then, by (4.9)
−αv + xγ v′ ≤ 0, x > x∗,
and
− αv(x∗)+ (x∗)γ v′(x∗) ≤ 0. (4.12)
On the other hand, by (1.6) and (4.5)
−αv + 1
2
σ 2x2v′′ + xγ v′ = 0, 0 < x < x∗.
Passing to the limit, we have
1
2
σ 2(x∗)2v′′(x∗−) = αv(x∗)− (x∗)γ v′(x∗).
By the concavity of v and (4.12), we deduce v′′(x∗−) = 0. This proves that v is of C2 at x∗ with
v′′(x∗) = 0. Thus we obtain (4.10), which completes the proof. 
5. Optimal policies
In this section, we give a synthesis of the optimal policy D∗ ∈ A of the maximization problem
(1.3) subject to (1.2). Consider the stochastic differential equations (1.9)–(1.13) with reflecting
barrier conditions.
We assume that
the initial position x ≤ x∗, (5.1)
by making D0 = x − x∗ if x > x∗ (cf. [5]).
Our objective is to prove the following.
Theorem 5.1. Under (5.1), the optimal policy D∗ = {D∗t } is given by (1.9)–(1.13).
Lemma 5.2. There exists a unique solution ({K ∗t }, {D∗t }) of (1.9)–(1.13).
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Proof. According to [1,9], there exists a unique solution {(Mt ,∆t )} of the stochastic differential
equation with reflecting barrier conditions:
dMt = (1− γ )
(
dt − σ
2γ
2
Mtdt + σMtdBt
)
− d∆t , M0 = x1−γ −∆0 > 0, (5.2)
∆t = (x1−γ − (x∗)1−γ )+ +
∫ t
0
1{Ms∈∂S}d∆s, (5.3)
∆t is continuous a.s., (5.4)
Mt ∈ S, ∀t ≥ 0, a.s., (5.5)∫ t
0
1{Ms∈∂S}ds = 0, ∀t ≥ 0, a.s., (5.6)
where S = [0, (x∗)1−γ ] and {∆t } is a bounded variation process. Define
K ∗t = Mβt , D∗t = ∆β0 +
∫ t
0
βM−1s 1{Ms>0}d∆s .
Then, by Ito’s formula and β > 1,
dK ∗t = βMβ−1t dMt +
1
2
β(β − 1)Mβ−2t (1− γ )2σ 2M2t dt
= (K ∗t )γ dt + σK ∗t dBt − βMβ−1t d∆t
= (K ∗t )γ dt + σK ∗t dBt − K ∗t dD∗t ,
and
K ∗0 = Mβ0 = x − (x − x∗)+ ∈ R.
This yields (1.9). By (5.4) and (5.5), it is clear that {D∗t } satisfies (1.11) and K ∗t ∈ R¯ for all
t ≥ 0 a.s. By Lemma 2.1, K ∗t is positive a.s. Hence, by (5.6), we get (1.12) and (1.13). Finally,
by (5.3), we have
dD∗t = βM−1t 1{Mt>0}1{Mt∈∂S}d∆t = 1{K ∗t =x∗}dD∗t ,
which implies (1.10). 
Proof of Theorem 5.1. Let D ∈ A be arbitrary. By (1.5) and (4.10), applying Ito’s formula to
{Kt }, we have
e−αsv(Ks)− v(xD) =
∫ s
0
e−αt
{
−αv + 1
2
σ 2x2v′′ + xγ v′
} ∣∣∣∣
x=Kt
dt
+
∫ s
0
e−αtv′(Kt )σKtdBt −
∫ s
0
e−αtv′(Kt )KtdDt
≤
∫ s
0
e−αtv′(Kt )σKtdBt −
∫ s
0
e−αtv′(Kt )KtdDt , a.s. s ≥ 0
Hence
E
[∫ τR
0
e−αtKtdDt
]
≤ v(xD) ≤ v(x).
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where τR := R ∧ inf{t ≥ 0 : Kt ≥ R or Kt ≤ 1/R} for R > 0. Letting R→∞, we deduce
J (D) = E
[∫ ∞
0
e−αtKtdDt
]
≤ v(x).
Under (5.1), we use the same argument as above. By (1.12), (1.13) and (1.6), we have
E[e−α(ϑ∧s)v(K ∗ϑ∧s)] − v(x) = E
[∫ ϑ∧s
0
e−αt
{
−αv + 1
2
σ 2x2v′′ + xγ v′
} ∣∣∣∣
x=K ∗t
dt
]
− E
[∫ ϑ∧s
0
e−αtv′(K ∗t )K ∗t dD∗t
]
= −E
[∫ ϑ∧s
0
e−αtv′(K ∗t )K ∗t dD∗t
]
, s ≥ 0,
where ϑ denotes τR for {K ∗t }. Letting R→∞ and then s →∞, by (4.11) and (2.2), we get
v(x) = E
[∫ ∞
0
e−αtv′(K ∗t )K ∗t dD∗t
]
.
By (1.10),
E
[∫ ∞
0
e−αtv′(K ∗t )K ∗t dD∗t
]
= E
[∫ ∞
0
e−αtv′(K ∗t )1{K ∗t =x∗}K
∗
t dD
∗
t
]
= E
[∫ ∞
0
e−αtK ∗t dD∗t
]
.
Therefore we deduce
J (D∗) = E
[∫ ∞
0
e−αtK ∗t dD∗t
]
= v(x).
The proof is complete. 
Appendix. Proof of Lemma 2.1
Proof of Lemma 2.1. We set kt = K 1−γt . Then, by Ito’s formula
dkt = (1− γ )K−γt dKt +
σ 2
2
(1− γ )(−γ )K 1−γt dt
= (1− γ )
{(
1− σ
2
2
γ kt
)
dt + σktdBt − ktdDt
}
, k0 = x1−γD . (A.1)
By linearity, there exists a unique solution {kt } of (A.1). Now, let {χt } be the solution of
dχt = (1− γ )
(
−σ
2
2
γχtdt + σχtdBt − χtdDt
)
, χ0 = x1−γD .
By the comparison theorem for continuous increasing processes [14], we get
kt ≥ χt = χ0 exp
{
(1− γ )
(
−σ
2
2
γ t + σ Bt − Dt
)
− σ
2
2
(1− γ )2t
}
> 0, a.s.
Thus, we obtain the existence of a unique positive solution {Kt } of (1.2).
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Next, let {zt } be the solution of (A.1) corresponding to Dt = 0, i.e.,
dzt = (1− γ )
{(
1− σ
2
2
γ zt
)
dt + σ ztdBt
}
, z0 = x1−γD .
By the comparison theorem, we get
kt ≤ zt , a.s.
Furthermore, by Ito’s formula
ztΨt = x1−γD + (1− γ )
∫ t
0
Ψsds,
where
dΨt = σ
2
2
{
(1− γ )+ (1− γ )2
}
Ψtdt − (1− γ )σΨtdBt , Ψ0 = 1.
We note that Ψt = exp{σ 22 (1− γ )t − (1− γ )σ Bt } and
E
[
Ψ−βt Ψβs
]
= E
[
exp
{
σ(Bt − Bs)− σ
2
2
(t − s)
}]
= 1, s ≤ t.
Hence, by Ho¨lder’s inequality
E[Kt ] = E[kβt ] ≤ E[zβt ] = E
[
Ψ−βt {x1−γD + (1− γ )
∫ t
0
Ψsds}β
]
≤ 2β
{
xD + E
[
Ψ−βt (
∫ t
0
Ψsds)β
]}
≤ 2β
{
xD + E
[
Ψ−βt
∫ t
0
Ψβs ds
]
tγβ
}
= 2β(xD + tβ),
which implies (2.2). Since
E[Ψ−2βt Ψ2βs ] = E[exp{2σ(Bt − Bs)− σ 2(t − s)}] ≤ eσ
2(t−s), s ≤ t,
we have
E[K 2t ] ≤ E
[
Ψ−2βt
{
x1−γD + (1− γ )
∫ t
0
Ψsds
}2β]
≤ 22β
{
eσ
2t x2D + E
[
Ψ−2βt
∫ t
0
Ψ2βs ds
]
t2γβ
}
≤ 22βeσ 2t (x2D + t2γβ/σ 2),
which implies (2.3). 
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