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Une méthode est plus importante qu’une dé-
couverte, puisque la bonne méthode mène




Cette thèse porte sur l’obtention de solutions au problème d’impureté de la théorie
du champ moyen dynamique sur amas. Le problème d’impureté consiste en des sites en
interaction submergées dans un bain d’électrons sans interaction. Ce bain est déterminé
par la condition d’autocohérence du champ moyen dynamique. Dans le contexte du champ
moyen dynamique, la solution prend la forme d’une fonction de Green, une observable
dynamique. La fonction de Green est riche en information : elle encode la densité d’état à
une particule, l’énergie potentielle ainsi que les valeurs moyennes de toute observable à
un corps. Plusieurs classes de solutionneurs existent pour ce problème d’impureté ; on se
concentre sur ceux usant du formalisme hamiltonien. Dans ce formalisme, la qualité des
résultats est limitée par la représentation hamiltonienne du bain.
Dans le formalisme hamiltonien, le bain du champ moyen dynamique a une grande
liberté de jauge : il existe de nombreuses façons de le représenter. Cette liberté crée certaines
difficultés : bien que toutes les représentations soient formellement équivalentes, elles ne sont
pas toutes également faciles à traiter numériquement. Il faut donc choisir judicieusement.
Historiquement, on obtenait une paramétrisation pratique en imposant des contraintes
heuristiques au bain. On montre qu’en utilisant les symétries du réseau on peut créer une
paramétrisation complète qui se prête au traitement numérique. Avec cette paramétrisation
et un solutionneur par diagonalisation exacte, on a revisité le problème de la compétition
entre l’antiferromagnétisme et la supraconductivité dans le modèle de Hubbard pour les
cuprates. Cette étude montre que la coexistence homogène est possible avec un dopage
en électrons, mais impossible avec un dopage aux trous, contrairement aux résultats déjà
publiés.
La taille du bain est aussi limitée avec un solutionneur hamiltonien : il doit être discret
et fini. Avec un solutionneur par diagonalisation exacte, la difficulté du problème croît
exponentiellement avec le nombre d’orbitales. On est limité àmoins de vingt orbitales au total
avec cetteméthode. En utilisant lesméthodes sur réseaux de tenseurs, la difficulté numérique
des problèmes hamiltoniens croît plutôt de façon polynomiale. Avec les réseaux de tenseurs,
calculer la fonction de Green demeure ardu. On pallie cette difficulté en extrapolant la
représentation en fractions continues de la fonction de Green. Contrairement aux méthodes
par diagonalisation exacte, cette méthode donne une densité d’état qui peut être continue.
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Introduction
Historiquement, l’amélioration de la connaissance humaine au sujet des matériaux est
la clé de nombreux développements technologiques. Certainement la plus célèbre de ces
technologies, le transistor, l’élément central de tous les ordinateurs modernes, découle de
l’étude des semi-conducteurs. Une autre technologie, les aimants nécessaires à l’imagerie
médicale par résonnance magnétique, découle de la découverte des supraconducteurs à
haute température. Dans le cas des supraconducteurs à haute température et de nombreux
autres matériaux aux propriétés exotiques, on croit que ce sont les fortes corrélations et les
propriétés quantiques des électrons qui sont à l’origine des comportements observés. L’étude
théorique de ces matériaux se fait à l’aide de modèles, souvent le modèle de Hubbard ou
des variations sur celui-ci. Les fortes corrélations font en sorte que ces modèles sont souvent
difficiles à résoudre, des méthodes adaptées sont donc nécessaires.
Dans l’étude des électrons fortement corrélés, les méthodes sur amas quantiques ont
fait leurs preuves. Ces méthodes nous permettent d’étudier des systèmes avec des cou-
plages électroniques trop forts pour les méthodes traditionnelles, comme la théorie des
perturbations. Grossièrement, les méthodes sur amas quantiques procèdent en obtenant
la solution d’un petit système, qu’on appelle impureté ou amas. On en extrapole ensuite
une solution approximative pour un réseau infini ; cette étape du problème est appelée le
problème d’impureté. La fidélité de cette extrapolation est contrôlée par la taille de l’impureté.
Les méthodes sur amas sont particulièrement bien adaptées au modèle de Hubbard. Dans
notre quête vers des résultats toujours plus précis et fidèles à la réalité, ces méthodes sur
amas souffrent d’un point faible saillant : le problème d’impureté devient rapidement trop
dur pour les ordinateurs actuels et ceux d’un avenir proche.
Il y a présentement deux types de solutionneurs bien établis pour résoudre le problème
d’impureté des méthodes sur amas : la diagonalisation exacte et les solutionneurs Monte-
Carlo à champs auxiliaires. D’une certaine façon, les deux méthodes sont complémentaires :
le Monte-Carlo doit travailler à des températures relativement élevées alors que les méthodes
de diagonalisation exacte sont confinées à des températures très basses. En pratique, les
méthodes Monte-Carlo travaillent en «temps imaginaire», ce qui a comme conséquence que
seules les propriétés thermodynamiques sont directement accessibles. La dynamique est
indirectement accessible avec des méthodes de prolongement analytiques numériques. Avec
la diagonalisation exacte, il est possible de calculer des quantités relevant de la dynamique
aussi facilement que celles relevant de la thermodynamique. Malheureusement pour les
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partisans de la diagonalisation exacte, ces méthodes ont une limitation supplémentaire
lorsqu’on fait appel à la théorie du champmoyen dynamique sur amas (CDMFT) : alors que
les solutionneurs Monte-Carlo sont en mesure de traiter implicitement un champ moyen dy-
namique de complexité arbitraire, la diagonalisation exacte doit le traiter dans le formalisme
hamiltonien et la richesse du champ moyen dynamique s’en trouve limitée.
Des développements plus récents ont établi le formalisme des réseaux de tenseurs.
Celui-ci a été appliqué avec beaucoup de succès à plusieurs classes de problèmes à faible
dimension, notamment les isolants unidimensionnels avec la DMRG [1, 2], les changements
de phase en 1D avec la TNR [3] et certains problèmes bidimensionnels avec les PEPS [1,
4]. Ce formalisme consiste à exprimer la fonction d’onde ou encore la matrice densité sous
la forme d’un réseau de tenseurs et ensuite d’en optimiser l’énergie. Le problème pour
le physicien devient donc celui d’adapter la topologie du réseau de tenseurs de façon à
maximiser sa capacité à encoder l’information pertinente au problème d’intérêt, tout en
gardant ce réseau le plus simple possible. Très récemment, quelques problèmes d’impureté
ont été résolus avec des réseaux de tenseurs [5-7].
Cette thèse a deux objectifs. Dans un premier temps (chap. 2), on tente d’améliorer
au maximum la fidélité des résultats de la CDMFT dans les limites de la diagonalisation
exacte. On accomplit ceci en s’assurant que le bain contient tous les paramètres indépendants
possibles étant données les symétries du problème étudié. Dans un deuxième temps (chap. 3-
5), onmet au point uneméthode numérique de solution d’impuretés exploitant le formalisme
des réseaux de tenseurs. Cette méthode doit être en mesure de traiter un champ moyen
dynamique plus complexe que ce qui est possible avec la diagonalisation exacte.
Cette thèse est organisée comme suit : on explique au chapitre 1 le formalisme de la
DMFT et les besoins desméthodes sur amas. Au chapitre 2, on présente les travaux accomplis
avec un solutionneur par diagonalisation exacte. Au chapitre 3, on explore le formalisme des
réseaux de tenseurs et on l’applique au problème d’impureté. Au chapitre 4, on explique les
principes de base de la méthode récursive [8] et on explique comment l’adapter au problème
d’impureté. Finalement, au chapitre 5, on présente les résultats obtenus en combinant la
méthode récursive avec les réseaux de tenseurs.
Chapitre 1
Champ moyen dynamique sur amas
Les méthodes d’amas quantiques visent à obtenir une approximation de la fonction de
Green d’un modèle d’électrons fortement corrélés sur réseau. L’intérêt d’obtenir la fonction
de Green 1 tient à sa relation à plusieurs observables communément étudiées dans les
laboratoires, par exemple la densité d’états, et à notre capacité à calculer des solutions
approximatives à des problèmes difficiles en fonction de celle-ci. Un avantage de la fonction
de Green est sa simplicité lorsqu’on la compare à la fonction d’onde du même système : pour
la fonction d’onde, il faut considérer la position et la quantité de mouvement de chacune
des particules présentes, tandis que la fonction de Green dépend, dans le pire des cas, de
seulement deux temps et deux positions. Lorsqu’on se préoccupe des propriétés collectives
d’un grand nombre de particules, cette différence devient un avantage substantiel de la
fonction de Green.
Dans cette thèse, on s’attarde tout particulièrement à une méthode d’approximation
de la fonction de Green d’un modèle sur réseau : la théorie du champ moyen dynamique
sur amas. Dans ce chapitre, on explique d’abord ce qu’est une fonction de Green dans le
cadre de la mécanique quantique, ensuite on explique en quoi consiste le champ moyen
dynamique et finalement on décrit une méthode élémentaire pour obtenir numériquement
la fonction de Green d’un amas quantique, la diagonalisation exacte (ED).
1. Dans cette thèse, l’expression fonction de Green désigne ce qu’on appelle plus généralement la fonction de
Green à une particule.
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1.1 Les fonctions de Green
La définition mathématique originale de la fonction de Green ne correspond pas tout
à fait à celle des théories des champs ou de l’état solide ; pour ces dernières, il serait plus
approprié de parler du propagateur. Dans cette section, on explique ce qu’est une fonction
de Green du point de vue mathématique et la situation où celle-ci coïncide avec le propa-
gateur de particules. Le propagateur d’ondes ou de particules est la fonction de Green des
physiciens.
La fonction de Green est un objet mathématique inventé en 1841 par George Green, un
meunier anglais, dans le but de résoudre des équations différentielles linéaires avec des
termes sources, spécifiquement celles décrivant le potentiel électrostatique [9]. Dans les dix
années qui suivirent, George Green appliqua la même technique pour décrire la propagation
d’ondes dans différents milieux [10]. Dans cette thèse, on s’attarde seulement aux quelques
propriétés de la fonction de Green immédiatement importantes pour les méthodes de
solutions numériques utilisées et le calcul des observables. Pour une exploration plus en
profondeur de la fonction de Green dans le problème à N-corps, consultez les références [11-
14].
1.1.1 Équations diérentielles ordinaires
Pour un opérateur différentiel linéaire Lr agissant sur un ensemble de variables {ri},
une solution f (r) et un terme de source y(r), l’équation différentielle est :





f (r) = y(r). (1.1)
La fonction de Green G(r) est alors définie par
LrG(r − r′) ≡ δ(r − r′). (1.2)
La fonction de Green est donc la solution à l’équation différentielle lorsque le terme de
source est un delta de Dirac. D’un certain point de vue, il s’agit de l’inverse multiplicatif de
l’opérateur différentiel. Avec la fonction de Green, on peut obtenir une solution à l’équation
différentielle pour n’importe quel terme de source à l’aide de la convolution suivante :
f (r) =
∫︂
dr′G(r − r′)y(r′). (1.3)
Ce formalisme est aussi applicable aux équations intégro-différentielles, et ce sans aucune
modification. En fait, la propriété centrale de l’opérateur Lr est sa linéarité.
Pour les mathématiciens, c’est (1.2) qui définit ce qu’est une fonction de Green. L’utilité
de cette équation est limitée aux problèmes linéaires.
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1.1.2 Application à la mécanique quantique
La définition de la fonction de Green dans la section précédente n’est pas celle utilisée
pour le problème à N-corps ; comme l’équation de Schrödinger est toujours homogène,
l’équation (1.3) est inutile pour obtenir une solution exacte. Il est possible d’utiliser cette
dernière dans le cadre de la théorie des perturbations : une perturbation peut être traitée
comme un terme inhomogène. Dans le cadre du problème à N-corps, il y a plusieurs
définitions possibles de la fonction de Green. Dans le cadre de cette thèse, une seule d’entre
elles est nécessaire : la fonction de Green retardée. Elle est définie ainsi :
G(r, r′; t) = −i⟨{Ψ(r, t), Ψ†(r′, 0)}⟩Θ(t). (1.4)
où {Ψ(r, t), Ψ†(r′, 0)} est l’anticommutateur de l’opérateur d’annihilation fermionique au
temps t et à la position r avec l’opérateur de création à la position r′ et au temps 0, la
valeur moyenne est prise dans l’état à l’équilibre du système, et Θ(t) est la distribution de
Heaviside. La variable de position r contient aussi l’ensemble des degrés de liberté internes
d’une particule, par exemple le spin. La distribution de Heaviside fait en sorte que la fonction
de Green est un objet causal : la particule ajoutée au temps 0 dans le commutateur peut
seulement disparaître plus tard, jamais avant d’être apparue. Il s’agit donc d’une observable
dépendant du temps et de la position. En inspectant cette formule, on peut immédiatement
constater que la fonction de Green contient de l’information au sujet de la propagation de
particules et de trous dans un milieu. En effet, la valeur moyenne du premier terme de
l’anticommutateur est l’amplitude de probabilité qu’une particule créée à la position r′ au
temps 0 se retrouve à la position r au temps t, et le deuxième terme est le conjugué complexe
de l’amplitude de probabilité qu’un trou apparu en r′ au temps 0 se retrouve en r au temps
t.
Cette fonction de Green n’est pas celle de l’équation de Schrödinger pour la fonction
d’onde, mais celle d’une équation connexe. Dans le cas sans interaction entre les particules,
la fonction de Green (1.4) est la solution de l’équation
∫︂
dr′′[iδ(r − r′′) ∂
∂t
− H0(r, r′′)]G0(r′′, r′; t) = δ(r − r′)δ(t) (1.5)
où H0(r, r′) est l’élément dematrice entre les positions r et r′ du hamiltonien et les unités sont
choisies de sorte que h̄ ≡ 1. Cette équation a la structure de l’éq. (1.2) : il s’agit d’une fonction
de Green au sens de la section précédente. Pour les systèmes invariants par translation, cette
équation peut être résolue analytiquement. L’équation de Schrödinger de l’état à N-corps




|Φ(t)⟩ = H0|Φ(t)⟩ =
∫︂∫︂
drdr′H0(r, r′)Ψ†(r, 0)Ψ(r′, 0)|Φ(t)⟩. (1.6)
Maintenant, on doit se demander comment extraire de l’information pertinente de la
fonction deGreen. Pour ce faire, on passe du temps aux fréquences à l’aide d’une transformée
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Figure 1.1 Le parcours fermé C sur le-
quel on intègre sur le plan
complexe. Les croix symbo-
lisent la position des pôles
de la fonction de Green.
Tous les pôles situés à une
fréquence négative sont in-
clus dans le parcours C.
de Fourier. On peut aisément démontrer que la transformée de Fourier sur le temps de (1.4)
est
G(r′, r; ω) = lim
η→0+ ∑n
⟨0 |Ψ(r)| n⟩ 1
E0 − En + ω + iη
⟨n |Ψ†(r′)| 0⟩
+⟨0 |Ψ†(r′)| n⟩ 1
En − E0 + ω + iη
⟨n |Ψ(r)| 0⟩
(1.7)
où | 0⟩ est l’état fondamental du système, | n⟩ est le ne état propre du système et En l’énergie
de l’état propre n.
Cette formule est communément appelée la représentation de Lehmann. Sous cette forme,
quelques identités très utiles sont obtenues. Tout d’abord, en inspectant les deux termes de
la représentation de Lehmann, on remarque que tous les pôles du premier terme sont situés
à des fréquences réelles et positives et ceux du deuxième à des fréquences réelles négatives.
En intégrant sur le plan complexe les fréquences le long du trajet C (fig. 1.1) choisi de
façon à inclure uniquement les pôles du deuxième terme, on obtient, par le théorème des

















G(r′, r; ω). (1.10)
La densité d’états à une particule est une autre quantité qui s’exprime en termes de la
fonction de Green pour le problème à N-corps. La densité d’états à une particule, dans le
cas sans interaction, est définie par :
N(ω) = ∑
i
δ(w − ϵi) (1.11)
où les ϵi sont les énergies des états à une particule du système. Elle peut aussi être exprimée
par la fonction de Green :




drG(ω, r, r). (1.12)
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Les équations (1.11) et (1.12) sont équivalentes seulement dans le cas sans interaction et la
première est pertinente seulement dans ce cas. Quand des interactions sont présentes, il n’y
a pas de relation triviale entre l’énergie des états à une particule et les variations d’énergie
dues aux excitations à une particule de l’état fondamental.
On peut même définir une généralisation de la densité d’états qui est fonction des degrés
de liberté des particules : le poids spectral 2,
A(ω, r, r′) ≡ −2Im(G(ω, r, r′)). (1.13)
Si on substitue la représentation de Lehmann dans la formule précédente et qu’on évalue la
limite sur η on obtient :
A(r′, r; ω) = 2π ∑
n
{︂
⟨0 |Ψ(r)| n⟩δ(E0 − En + ω)⟨n |Ψ†(r′)| 0⟩




Le poids spectral contient toute l’information présente dans la fonction de Green. En
effet, celle-ci s’exprime ainsi en fonction du poids spectral :







ω + iη − ω′ . (1.15)
Cette dernière équation est une conséquence de la causalité de la fonction de Green et est
une relation de Kramers-Krönig . Une conséquence importante de (1.15) est que les éléments
diagonaux de la fonction de Green, G(w, r, r), peuvent être exprimés sous la forme de
fractions continues [15, Chap.13]. L’algorithme présenté à la section 1.3 exploite ce fait afin
d’obtenir une description de la fonction de Green dans cette représentation.
1.1.3 L'interaction et la self-énergie
Lorsqu’on ajoute un ou plusieurs termes d’interaction au hamiltonien, obtenir la fonction
de Green devient significativement plus compliqué. Un terme supplémentaire apparaît dans
l’équation de la dynamique de la fonction de Green (1.5) : la self-énergie. La présence de la
self-énergie rend l’équation beaucoup plus difficile à résoudre exactement ; il n’y a pas de
solution exacte connue dans la vaste majorité des cas.




′, r′′, ω)− Σ(r′, r′′, ω)]G(r′′, r, ω) = δ(r′ − r), (1.16)
2. Cette équation est simplifiée grâce à la symétrie sous inversion du temps. Pour les systèmes n’ayant pas
cette symétrie, il faut utiliser une formule un peu plus compliquée [11].
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où G0(r, r′, ω) est la transformée de Fourier de la solution à (1.5) et Σ(r, r′, ω) est la self-
énergie. Pour un hamiltonien avec un terme d’interaction à deux corps :






la self-énergie est définie comme ceci :






[︂ ⟨Ω |Ψ†(r1)Ψ(r1)Ψ(r)| n⟩⟨n |Ψ†(r′′)|Ω⟩
E0 − En + ω + iη
+
⟨Ω |Ψ†(r′′)| n⟩⟨n |Ψ†(r1)Ψ(r1)Ψ(r′)|Ω⟩
En − E0 + ω + iη
]︂
× G−1(r′′, r′, ω).
(1.18)
Cette fonction encode l’impact de l’interaction entre les particules sur leur propagation et
l’impact de leur propagation sur l’énergie d’interaction. Comme on peut le constater en
inspectant la définition de la self-énergie (1.18), on peut en extraire la valeur moyenne de
l’interaction. On fait cela en intégrant sur le parcours illustré à la fig. 1.1 (le même que pour









Obtenir une solution exacte à l’équation de Dyson (1.16) est aussi difficile que de résoudre
l’équation de Schrödinger, car la self-énergie est définie en termes de deux propagateurs,dont
un est la fonction de Green qu’on souhaite résoudre. Il faut donc faire appel à des méthodes
approximatives. Dans les situations où la contribution sans interaction à la fonction de Green
peut être obtenue de façon exacte, le problème devient celui de calculer la self-énergie. Le
champ moyen dynamique nous offre une solution approximative dans cette situation.
1.2 Champ moyen dynamique sur amas
Le champ moyen dynamique sur amas (CDMFT) est une méthode approximative pour
obtenir la fonction de Green d’un modèle défini sur un réseau cristallin. Cette méthode
est typiquement utilisée dans le régime du couplage intermédiaire, lorsque l’amplitude du
terme d’interaction est comparable à la largeur de bande de la densité d’états sans interaction.
Il s’agit du régime où ni l’énergie cinétique des particules, ni l’interaction entre celles-ci
ne domine, rendant les approches plus traditionnelles, telle la théorie des perturbations,
incapables de produire des résultats satisfaisants.
Le principe du champmoyen dynamique sur amas est le suivant : on substitue au réseau
un amas de quelques sites dans un bain de particules sans intéraction. Le hamiltonien de
l’amas est celui du réseau où tous les sites sauf ceux de l’amas sont tronqués. La fonction de
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Figure 1.2 Réduction d’un réseau à un amas. Dans l’illustration seulement une plaquette
de quatre sites du réseau est conservée dans l’amas. Le nuage bleu autour de la
plaquette représente le bain sans-interaction qui est couplé à l’amas.
Green du réseau est calculée en utilisant la self-énergie de l’amas dans l’équation de Dyson
du réseau. Les paramètres du bain sont ajustés de telle sorte que la fonction de Green du
réseau soit localement équivalente à celle de l’amas [16-18]. Expliquons plus en détail.








où c(†)rσ est l’opérateur d’annihilation (de création) d’un électron de spin σ au site r du
réseau cristallin, la matrice tr−r′ contient l’amplitude de saut entre les sites r et r′, ainsi que
le potentiel chimique dans le terme t0 et finalement U est le coût en énergie d’avoir deux


















où bα est l’opérateur d’annihilation d’une particule à l’orbitale α du bain, et les sommes
sur les sites R sont restreintes aux sites de l’amas. Ce Hamiltonien est celui d’un problème
d’impureté, le modèle d’Anderson. Pour reconstruire la fonction de Green du réseau, on
considère que l’amas est répété de façon à créer un super-réseau reproduisant tous les sites
du réseau original, tel qu’illustré à la figure 1.3. À moins d’avoir un seul site par amas, ce
super-réseau ne sera pas invariant par translation comme le réseau original. Il s’agit d’un
des principaux défauts de la CDMFT. La zone de Brillouin du super réseau est plus petite
que celle du réseau original ; on la nomme la zone de Brillouin réduite. Dans cette zone de
Brillouin réduite, l’approximation pour la fonction de Green est
Gr(ω, k̃) = [ω − t(k̃)− Σa(ω)]−1 , (1.22)
où t(k̃) est la matrice de saut du réseau représentée dans la zone de Brillouin réduite, Σa(ω)
est la self-énergie de l’amas et les opérateurs en gras sont des matrices en R, R′. Pour alléger
la notation, la limite η → 0 sur la fréquence ω + iη est implicite. Cette fonction de Green est





Figure 1.3 Un super-réseau construit avec des amas 2 × 2. Un vecteur du réseau original,r,
est décomposé en termes d’un vecteur du super-réseau r̃ et un vecteur intra-amas
R. Si tous les sites du réseau sont identiques, la zone de Brillouin du super-réseau
a un quart de la surface de la zone de Brillouin du réseau. Quatre bandes sont
situées à l’intérieur de la zone de Brillouin du super-réseau, une pour chacun des
sites de l’amas.
formule pour la fonction de Green du réseau, nous sommes en mesure d’écrire l’équation
de la condition d’auto-cohérence de la CDMFT :
∫︂ dd k̃
(2π)d
Gr(ω, k̃)− Gc(ω) = 0. (1.23)
Cette équation demande que la fonction de Green du réseau Gr(k, ω) soit localement équi-
valente à la fonction de Green de l’impureté Gc(ω) et ce pour toute fréquence ω. Cette
condition est satisfaite en optimisant les paramètres du bain θrσ,α et ϵα. En pratique, on
optimise ces paramètres en les ajustant avec une self-énergie fixe. C’est-à-dire qu’on obtient
la self-énergie d’un amas avec un bain donné, et qu’on minimise la différence entre les deux
fonctions de Green en variant seulement les paramètres du bain dans le deuxième terme de
l’éq. (1.23) et on réévalue la self-énergie de l’amas avec les nouveaux paramètres jusqu’à
ce que le bain soit optimal. Les étapes de la procédure sont illustrées à la fig. 1.4 Dans le
cadre de cette approximation, la dépendance de l’éq. (1.23) sur les paramètres du bain est
relativement simple ; seul Gc en dépend :






La simplicité de cette dépendance de Gc sur le bain est une conséquence de l’absence
d’interaction dans ce dernier. En effet, c’est seulement à cause de l’absence d’interaction que
la fonction d’hybridation Γ(ω) est connue. Notons que la fonction de Green de l’impureté
Gc(ω) et l’hybridation Γ(ω) sont indépendantes de la base utilisée pour décrire le bain.
Il ne nous manque plus qu’un ingrédient pour mettre en pratique le champ moyen
dynamique sur amas : une méthode numérique pour calculer la fonction de Green et la
self-énergie d’un amas, c’est-à-dire résoudre le problème d’impureté.
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Figure 1.4 Schéma de l’algorithme (C)DMFT.
1.3 Calcul de la fonction de Green et de la self-énergie
1.3.1 Algorithme de Lanczos pour la fonction de Green
La causalité de la fonction de Green entraîne qu’il est possible de représenter celle-ci sous
la forme d’une fraction continue. En effet, l’éq.(1.15) est une conséquence de la présence de
la distribution de Heaviside dans la fonction de Green dépendant du temps. L’intégrale de
cette équation est une transformée de Stieltjes et la solution de celle-ci peut être représentée
sous la forme d’une fraction continue de Jacobi [15]. En fait, on peut même aller un peu plus
loin : chacun des deux termes provenant de l’anticommutateur admet une représentation
sous forme de fraction continue dans sa représentation de Fourier, puisque ces deux termes
sont causaux. Dans la représentation de Lehmann de la fonction de Green (1.7) chacun de
ces deux termes est un élément de l’inverse d’une matrice hermitienne. Cela devient plus
explicite lorsqu’on enlève les relations de fermeture de l’équation (1.7) :
G(r′, r; ω) =⟨0 |cr[E0 − H + ω]−1c†r′ | 0⟩
+⟨0 |c†r′ [H − E0 + ω]−1cr| 0⟩.
(1.26)
Nous allons représenter les éléments diagonaux (r = r′) de [E0 − H + ω]−1 et [H −
E0 + ω]−1 sous la forme d’une fraction continue de Jacobi (voir la section 4.1 pour une
introduction aux fractions continues) :
b20
ω − a0 −
b21









La première étape pour obtenir les coefficients ai et bi de la formule précédente est
d’appliquer l’algorithme de Lanczos au hamiltonien. Cet algorithme effectue un changement
de base sur une matrice de telle sorte que celle-ci devient tridiagonale. Si la base générée
par l’algorithme de Lanczos est formée des états orthonormaux {| ϕi⟩} et que dans cette














alors trivialement, les vecteurs et coefficients répondent aux relations suivantes :
βi+1| ϕi+1⟩ = (H − αi)| ϕi⟩ − βi| ϕi−1⟩, (1.29)
αi = ⟨ϕi |H| ϕi⟩ ∀ (i ≥ 0) et (1.30)
βi = ⟨ϕi |H| ϕi−1⟩ ∀ (i ≥ 1). (1.31)
L’équation (1.29) nous permet de calculer le vecteur suivant étant donné les deux précédents
et les coefficients correspondants du hamiltonien. Cette formule effectue une projection
sur un sous-espace de Krylov [19]. La taille de la matrice projetée m contrôle le degré de
convergence des états de basse énergie dans se sous-espace. Pour le calcul de la fonction de
Green, on doit choisir | ϕ0⟩ = cr | 0⟩|cr | 0⟩| ou | ϕ0⟩ =
c†r | 0⟩
|c†r | 0⟩| , selon le terme de (1.26) qu’on désire
calculer.
Étant donné notre choix d’état | ϕ0⟩ pour la procédure de Lanczos, seul le premier
élément de la diagonale de la matrice inverse nous intéresse. Pour obtenir une expression






















Le hamiltonien dans sa forme tridiagonale est H = H0 et les matrices ci-dessus peuvent être







En solutionnant pour gi dans le système d’équations linéaire par blocs
⎛
⎝ z − αi Bi
















z − αi − Bi+1[z − Hi+1]−1B†i+1
. (1.36)
Dans l’expression précédente, on ne s’intéresse encore une fois qu’au premier élément de
la matrice inverse [z − Hi+1]−1. On peut donc substituer β2i+1gi+1 à Bi+1[z − Hi+1]−1B†i+1.
Comme Hm−1 n’est qu’un scalaire, gm−1 = (z − αm−1)−1 termine la formule récursive (1.36).
On trouve donc que les coefficients de (1.27) sont simplement bi = βi et ai = αi, b0 étant la
norme de l’état déterminant le premier vecteur de la base de Lanczos, soit b20 = ⟨0 |crc†r | 0⟩
ou ⟨0 |c†r cr| 0⟩.
Cette approche est pratique tant que la matrice a une taille qui permet l’application
de l’algorithme de Lanczos. Cette procédure peut être optimisée pour les matrices n’ayant
qu’une petite fraction d’éléments non nul, comme c’est le cas du modèle de Hubbard dans
la base spatiale. Avec cette optimisation, il est possible de travailler dans l’espace de Hilbert
entier du modèle de Hubbard ayant un peu moins de 20 sites. Au premier abord, 20 sites
semble peu, mais l’espace de Hilbert d’un tel système comporte 420 ≈ 1012 vecteurs de base,
un nombre si grand que seuls des superordinateurs sont en mesure d’en manipuler les
vecteurs. Des systèmes aussi gros peuvent être traités avec une algèbre linéaire traditionnelle,
car l’algorithme de Lanczos tronque le hamiltonien, d’une façon particulièrement bien
adaptée au calcul de la fonction de Green. En effet, seule une infime partie de l’espace de
Hilbert complet est pertinente au calcul de la fonction de Green et l’algorithme de Lanczos
n’explore que cette partie. Cette affirmation tient à l’observation suivante : chaque étage
successif qu’on ajoute à la fraction continue ajoute un nouveau pôle à la fonction de Green
et modifie la position et l’amplitude des pôles déjà présents. Lorsqu’un nombre suffisant
d’étages est obtenu, les nouveaux pôles sont de très faibles amplitudes et les modifications
aux pôles déjà présents sont négligeables.
1.3.2 État fondamental
L’état fondamental est le premièr élément nécessaire au calcul de la fonction de Green
dans le formalisme hamiltonien. Il existe nombre d’algorithmes standards capables de
calculer l’état fondamental d’une grande matrice creuse tel le hamiltonien du modèle de
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Hubbard. Notamment, c’est l’usage original de l’algorithme de Lanczos qu’on a décrit à la
section précédente.
En effet, en démarrant l’algorithme avec un état quelconque et en effectuant un nombre
suffisamment grand d’itérations, l’état fondamental de la matrice projetée (1.28) est une
bonne approximation de l’état fondamental de la matrice entière. Diagonaliser la matrice
tridiagonale donne l’état fondamental en fonction des états construits par la récurrence
de Lanczos. À chaque itération, on peut reconstruire l’état fondamental dans l’espace de
Hilbert complet avec les deux derniers états de Lanczos et les coefficients αi et βi définissant
leur relation avec le reste de l’espace projeté.
1.3.3 Éléments hors-diagonaux de la fonction de Green
L’approche décrite 1.3 n’est pas directement applicable aux éléments de la fonction de
Green qui ne sont pas sur la diagonale. C’est-à-dire qu’on ne peut pas appliquer l’algorithme
précédent pour des expressions comme
⟨0 |cr M−1c†r′ | 0⟩ (1.37)
où M = ω ± (H − E0) si r ̸= r′. Il existe plusieurs solutions à ce problème. Ici on décrit
l’une des plus simples.
Cette solution est la conséquence de l’observation suivante :
⟨0 |(cr + a∗cr′)M−1(c†r + ac†r′)| 0⟩ = ⟨0 |crM−1c†r | 0⟩
+ aa∗⟨0 |cr′M−1c†r′ | 0⟩
+ a⟨0 |crM−1c†r′ | 0⟩
+ a∗⟨0 |cr′M−1c†r | 0⟩.
(1.38)
En choisissant une fois a = 1 et une fois a = i on peut isoler une expression pour (1.37)
en fonction d’éléments d’inverses qui peuvent tous être exprimés sous forme de fraction
continue :
⟨0 |crM−1c†r′ | 0⟩ =
1
2




⟨0 |(cr + icr′)M−1(c†r − ic†r′)| 0⟩









Notez que dans le cas où tous les éléments deM sont réels, ⟨0 |crM−1c†r′ | 0⟩ = ⟨0 |cr′M−1c†r | 0⟩
et l’équation précédente se simplifie à
⟨0 |crM−1c†r′ | 0⟩ =
1
2











Il n’est donc pas nécessaire de faire intervenir des nombres complexes dans les routines
d’algèbre linéaire si tous les éléments du hamiltonien sont réels.
Cette méthode pour calculer les éléments hors diagonaux est numériquement économe :
le nombre total de fractions continues à calculer est égale au nombre d’éléments distincts
présents dans la fonction de Green.
Résumé du chapitre
Dans ce chapitre, on a expliqué (i) ce qu’est la fonction de Green et la self-énergie dans
le cadre du problème à N-corps et de la CDMFT,(ii) la CDMFT et (iii) un algorithme pour
obtenir une solution par diagonalisation exacte du problème d’impureté de la CDMFT.
Concernant la fonction de Green et la self-énergie, on a vu comment calculer la valeur
moyenne d’observables à un corps, l’énergie potentielle, le poids spectral et la densité d’états.
On a expliqué que la fonction de Green est une fonction causale. Cette propriété entraîne une
relation exprimant la fonction de Green en fonction du poids spectral ainsi que la possibilité
d’exprimer la fonction de Green sous la forme d’une fraction continue.
La CDMFT est une méthode de solution approximative de la fonction de Green de
particules sur un réseau. Elle fait l’approximation que la self-énergie d’une impureté située
dans un bain autocohérent et sans interaction est équivalente à celle du réseau. La CDMFT se
réduit à la DMFT dans le cas ou l’impureté ne contient qu’une seule orbitale interagissante.
Finalement, on a vu que l’algorithme de Lanczos est uneméthode permettant de calculer
les éléments de matrices de la fonction de Green sous la forme d’une fraction continue ainsi
que l’état fondamental d’un hamiltonien.
Chapitre 2
Applications au modèle de
Hubbard pour les cuprates
Avant de tenter d’aller au-delà de ce qui est possible avec les solutionneurs d’impureté
par diagonalisation exacte, nous avons éffectué des améliorations techniques à la CDMFT et
étudié ses limitations et défauts. Quelques articles ont résulté de ces efforts.
Le premier [20] est inclus dans son intégralité dans ce chapitre. On y effectue une para-
metrisation rigoureuse du bain et on y illustre l’importance de cette paramétrisation grace
au problème de coexistence microscopique de la supraconductivité avec l’antiferromagné-
tisme dans le modèle de Hubbard pour les cuprates. Un élément central de ce travail est la
comparaison avec une paramétrisation plus simple utilisée auparavant. Les résultats avec la
paramétrisation simple ont été obtenus par Simon Verret dans le cadre de sa maitrise [21].
L’analyse des données et l’écriture de l’article est le résultat d’une collaboration étroite de
tous les auteurs.
Le deuxième article [22] est bâti sur le premier : on y calcule la rigidité superfluide à
l’aide des fonctions deGreen obtenues dans le premier article. Ce sont des calculs effectué par
Olivier Simard dans le cadre de sa maitrise, sous la direction d’André-Marie Tremblay [23].
Le dernier article [24] est une étude du principal défaut de la CDMFT, la brisure de
l’invariance par translation du réseau, l’accord surpenant avec les expériences qui résulte de
cette brisure et des tentatives de correction qui ont été utilisées dans la communauté. Cet
article fut le fruit de multiples et longues conversations entre les auteurs au fil de plusieurs
années. Les calculs furent effectué par Joyrtimoy Roy et Simon Verret.
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2.1 Paramétrisation du bain et coexistence de la
supraconductivité avec l'antiferromagnétisme dans le
modèle de Hubbard [20]
Lorsqu’on s’attaque au problème d’impureté de la CDMFT avec des méthodes hamil-
toniennes, on doit paramétriser le bain de façon explicite : le bain doit avoir son propre
hamiltonien ainsi que des termes le couplant à l’amas. On a une très grande liberté dans
la façon d’effectuer cette paramétrisation, beaucoup plus grande que ce qui est nécessaire :
comme les paramètres du bain n’interviennent dans les équations de la CDMFT qu’au travers
de la fonction d’hybridation, toutes les paramétrisations générant la même fonction d’hybri-
dation sont équivalentes. On peut parler de classes d’équivalences dans la paramétrisation
de l’hybridation.
Avec la diagonalisation exacte, on optimise typiquement le bain en minimisant une













Cette fonction de poids est évaluée le long d’une grille de fréquences imaginaires iωj = ij/β
déterminé par la température fictive β−1 = 50−1 et une fréquence maximale ωN = 2. Cette
fonction est le carré de la différence entre la fonction de Green du réseau projeté sur l’amas
et la fonction de Green de l’amas en fonction des paramètres de bain, à self-énergie fixe. La
condition d’autocohérence stipule que ces deux fonctions de Green doivent être égales. La
somme sur les fréquences est prise le long de l’axe imaginaire, car les fonctions de Green de
système finis sont toujours une somme de pôles sur l’axe réel, ce qui se prête très mal à des
manipulations numériques.
La structure de la fonction de poids peut être une source de difficultés lorsqu’on utilise
une méthode de moindres carrés dans la recherche des paramètres optimaux. En effet, les
méthodes de moindre carrés sont des techniques d’optimisation locale. Pour les fonctions
qui ont plus d’un minimum, on ne peut garantir que le minimum est global. De plus, ces
méthodes deviennent instables lorsque plusieurs points dans l’espace des paramètres sont
équivalents, en particulier lorsque ces points forment un continuum. La procédure de
CDMFT (voir fig. 1.4) risque alors de se mettre à alterner entre plusieurs points équivalents
sans être capable de s’arrêter d’elle-même. C’est pour cela qu’il faut imposer un minimum
de contraintes sur la paramétrisation du bain. Dans le meilleur des cas, ces contraintes font
en sorte que chacun de ces ensemble de configurations équivalentes de la paramétrisation a
exactement une configuration accessible.
À ce jour, dans la plupart des études CDMFT avec diagonalisation exacte, les contraintes
de la paramétrisation sont choisies de façon heuristique. Ce choix donne des résultats
généralement satisfaisants et est facile d’utilisation. Une paramétrisation plus rigoureuse,
qui impose seulement des contraintes justifiées par les symétries de l’impureté, peut être
construite à l’aide de la théorie des groupes. Pour un même nombre d’orbitales de bain,
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beaucoup plus de paramètres libres sont présents. Cette paramétrisation rigoureuse requiert
conséquemment un effort substantiellement plus important lors de son optimisation, mais,
en principe, devrait mener à des résultats plus fiables. On l’a appliqué au problème de la
coexistence de la supraconductivité avec l’antiferromagnétisme dans le modèle de Hubbard
pour les cuprates.
La proximité de ces deux phases est une caractéristique commune chez les supraconduc-
teurs non-conventionnels, et la coexistence uniforme des ces deux phases semble possible
dans plusieurs familles de supraconducteurs non-conventionnels, notamment dans les cu-
prates dopés en électrons. C’est en contraste marqué aux cuprates dopés en trous. Dans ces
derniers, la phase antiferromagnétique est bien moins résiliente au dopage, et laisse place à
une onde de spin incommensurable bien avant que la supraconductivité apparaisse. Des
études CDMFT-ED antérieures, faites avec la paramétrisation heuristique, ont trouvé de la
coexistence microscopique, du côté dopé aux trous autant que du côté dopé aux électrons.
Dans cet article, on montre qu’avec les paramètres de bande du cuprate YBCO, cette co-
existence du côté dopé au trous est un artéfact causé par les lacunes de la paramétrisation
heuristique du bain. En effet, avec la paramétrisation générale, la coexistence microscopique
est absente de ce système lorsqu’on dope en trous. On croit que les résultats présentés dans
cet article sont les plus fidèles qui peuvent être obtenus avec un solutionneur ED. Pour faire
mieux dans le formalisme hamiltonien, il faut faire appel à des méthode de solutions diffé-
rentes pour le problème d’impureté. Les méthodes de réseaux de tenseurs sont la direction
qu’on explore dans le chapitre 3 et qu’on met en application au chapitre 5, pour un problème
simple.
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Antiferromagnetism and d-wave superconductivity are the most important competing ground-state
phases of cuprate superconductors. Using cellular dynamical mean-field theory (CDMFT) for the Hubbard
model, we revisit the question of the coexistence and competition of these phases in the one-band Hubbard
model with realistic band parameters and interaction strengths. With an exact diagonalization solver, we
improve on previous works with a more complete bath parametrization which is carefully chosen to grant
the maximal possible freedom to the hybridization function for a given number of bath orbitals. Com-
pared with previous incomplete parametrizations, this general bath parametrization shows that the range
of microscopic coexistence of superconductivity and antiferromagnetism is reduced for band parameters for
Nd2−xCexCuO4, and confined to electron-doping with parameters relevant for YBa2Cu3O7−X.
I. INTRODUCTION
The proximity of antiferromagnetism (AF) with super-
conductivity (SC) is common in unconventional supercon-
ductors: Bechgaard salts, heavy-fermion superconductors,
high-temperature superconductors (cuprates), iron pnic-
tides and selenides, can all go from antiferromagnetic to su-
perconducting upon varying some parameter (doping, pres-
sure, etc.). Microscopic, i.e., spatially homogeneous, coex-
istence of superconductivity with antiferromagnetism is a
definite possibility in iron pnictides [1] and selenides [2],
in the heavy-fermion compound CeRhIn5 [3, 4] and in
electron-doped cuprate superconductors [5]. In this re-
spect, hole-doped cuprates are quite different: the only
magnetic phase with which superconductivity coexists is
an incommensurate spin-density wave [6–9]. A clear dif-
ficulty is to distinguish microscopic coexistence (a pure
phase) from macroscopic coexistence resulting from inho-
mogeneities in the sample or from thermodynamic separa-
tion of competing phases.
The antiferromagnetic phase breaks rotation symmetry
(SO(3)) and can be characterized by an order parameter
M, the staggered magnetization. Superconductivity, on the
other hand, breaks the U(1) symmetry associated with elec-
tron number conservation and the associated order param-
eter is the pairing amplitude ∆. A signature of the mi-
croscopic coexistence of these two phases would be the
presence of the so-called π-triplet order parameter[10–12],
which is necessarily nonzero if both M and the d-wave or-
der parameter ∆ are nonzero. Note that the π-triplet is a
kind of pair-density wave [13–15]. However, it is differ-
ent from the pair-density wave observed experimentally in
scanning tunnelling microscopy [16]. A unified descrip-
tion of the two broken symmetries can be formulated in
the language of SO(5) symmetry [10]. A phenomenological
Landau-Ginzburg theory of the interplay and coexistence of
the two phases can also be formulated without reference to
the SO(5) description [11].
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The issue of a possible AF-SC coexistence in high-Tc su-
perconductors has been addressed theoretically using the
one-band Hubbard model and its strong-coupling limit,
the t-J model. Inui et al. found microscopic AF-SC co-
existence in a slave-boson (mean field) treatment of the
Hubbard model [17]. Himeda et al. found it in a vari-
ational Monte Carlo study of the t-J model [12]. The
presence of the π-triplet order parameter was studied in
the mean-field approximation by Kyung [18], also in the
t-J model. Beyond the mean-field approximation, micro-
scopic AF-SC coexistence was predicted to occur within the
Hubbard model with the Variational Cluster Approxima-
tion (VCA) [19] and Cluster Dynamical Mean Field Theory
(CDMFT) [20, 21]. In Ref. [20], microscopic coexistence
for the nearest-neighbor hopping model was found only for
small interaction strength (U ≤ 8t). Functional Renormal-
ization Group (FRG) methods, although more relevant to
weak and moderate coupling, also predict the occurrence
of such a microscopic coexistence phase [22, 23].
The lack of microscopic coexistence of superconductiv-
ity with commensurate antiferromagnetism in hole doped
cuprates casts some doubt on the prediction of quantum
cluster methods or on the relevance of the one-band Hub-
bard model to these materials. In this paper, we show that
a more careful application of CDMFT to the one-band Hub-
bard model makes this AF-SC microscopic coexistence dis-
appear in models relevant to hole-doped cuprates, while
reducing its range in a model of electron-doped cuprates.
We use a CDMFT impurity solver based on exact diag-
onalization at zero temperature, like in Refs [20, 21],
and compare the simple parametrization that they used
with the most general parametrization of the bath orbitals,
as used in Ref. [24–26]. Quantum Monte Carlo (QMC)
solvers, especially state of the art continuous-time (CT-
QMC) solvers [27] are free of bath parametrization ambi-
guities. Up to now, CT-QMC solvers have been used to study
only the superconducting [28–42] and the antiferromag-
netic phases [28, 43, 44] separately. In principle, the ques-
tion of coexistence can be addressed with these approaches,
but this has yet to be done.
A QMC cluster size scaling study [45] has demonstrated
that 2×2 plaquettes give reasonably well converged results
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and exponential convergence of local observables with clus-
ter size has been observed [46–48]. Because of this and
since a 2 × 2 cluster is already very close to the limit of
what is feasible with ED-CDMFT1 given the computational
resources available to us, we only consider that one size of
cluster.
This paper is organized as follows: In Section II we
present the model and explain the method used (ED-
CDMFT), with a particular attention towards the bath
parametrization. In Section III we present and discuss our
results, before concluding.
II. MODEL AND METHOD
Although high-temperature superconductors are charge-
transfer insulators [49], they are often modelled by the one-













The hopping amplitudes tr,r′ depend on the particular com-
pound and are restricted to nearest-neighbor (t), second-
neighbor (t ′) and third neighbour (t ′′). We use two sets of
parameters: one for YBa2Cu3O7−X ( YBCO: t ′/t = −0.3,
t ′′/t = 0.2) [50], a hole-doped compound, and one for
Nd2−xCexCuO4 ( NCCO: t ′/t = −0.17, t ′′/t = 0.03) [51],
an electron-doped compound. The first neighbour hopping,
t, defines the energy scale and is set to unity (t = 1). The
NCCO hoppings can also be considered representative of a
class of hole-doped cuprates to which La2−xSrxCuO2 belongs
(see Fig. 5 of Ref.52).
A. Cluster Dynamical Mean Field Theory
In CDMFT, for the purpose of computing the electron self-
energy Σ, the above model is replaced by a cluster model
(in this paper, a four-site plaquette) immersed in an effec-
tive medium. With an exact diagonalization solver, this
medium is represented by a finite set of uncorrelated bath
orbitals hybridized with the cluster sites. This discretization
of the medium is an additional approximation that must be
made to accommodate an ED solver, and as such can lead
to additional finite size effects [24]. These bath orbitals,
together with the cluster, are described by an Anderson im-
purity model (AIM):














where Hclus is the restriction of the Hubbard Hamilto-
nian (1) to the cluster. aν annihilates an electron on the
1 The bath structure being simpler in one dimension, computations with
more than four correlated orbitals are possible with an ED solver. [24]
bath orbital labelled ν (ν stands for both orbital and spin
indices and so does α for cluster orbitals). The matrix θαµ
defines the hybridization between bath and cluster, and εµν
defines the dynamics of the bath. The bath parameters θαµ
and εµν are determined by an iterative procedure, as ex-
plained below.
The one-electron Green function G′ takes the following
form as a function of complex frequency ω:
G′−1(ω) =ω− t− Γ (ω)−Σ(ω) (3)
where the hybridization matrix Γ (ω) is defined as
Γ (ω) = θ (ω− ε)−1θ † (4)
in terms of the matrices θαµ and εαβ . In practice, the cluster
Green function is computed from an exact diagonalization
technique and the self-energy is extracted from Eq. (3).
The Green function G(k̃,ω) for the original lattice Hub-
bard model is then computed from the cluster’s self-energy
as
G−1(k̃,ω) = G−10 (k̃,ω)−Σ(ω) . (5)
Here k̃ denotes the wave vectors belonging to the Brillouin
zone associated with the superlattice of plaquettes, and G0
is the non-interacting lattice Green function. All Green
function-related quantities are 2Nc × 2Nc matrices, Nc = 4
being the number of sites in the plaquette.
The bath parameters are ideally determined by the self-






and where the integral is carried over the reduced Brillouin
zone (the domain of k̃). In other words, the local Green
function G′(ω) should coincide with the Fourier transform
Ḡ(ω) of the full Green function at the origin of the super-
lattice. This condition should hold at all frequencies, which
is impossible in ED-CDMFT because of the finite number of
bath parameters ε and θ at our disposal. Thus, the self-














with respect to the bath parameters for a given value of
Σ. The weight function W (x) is meant to give more im-
portance to small frequencies and a fictitious temperature
is used to define the grid of Matsubara frequencies over
which the above merit function is evaluated. Details can
be found, for instance, in Refs [21, 53–55]. In this work,
we use a fictitious temperature β = 50/t and set W (iωn)
to 1 if ωn < ωc , with ωc = 2t; W (iωn) is set to zero for
higher Matsubara frequencies.
To summarize, the ED-CDMFT procedure runs as follows:
1. An initial, trial set of bath parameters is chosen.
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2. The ED solver is applied to Hamiltonian (2) and pro-
vides a numerical representation of G′ that allows for
a quick computation of G′(ω), and hence of Σ(ω), at
any complex frequency.
3. The Fourier transform Ḡ(ω) is computed for the set
of Matsubara frequencies appearing in (7).
4. A new set of bath parameters {θαµ,εµν} is obtained
by minimizing the distance function (7).
5. We go back to step 2 with the new set of bath param-
eters until convergence is achieved.
Note that superconductivity is allowed in the procedure
through the use of the Nambu formalism, by which a
particle-hole transformation is performed on the spin-down
orbitals (e.g. cα,↓→ c†α,↓). This does not require a doubling
of the degrees of freedom in the Green function if no spin-
flip terms are present in the model, which is the case here.
With 8 bath orbitals, we introduce two Nambu spinors, one
for the cluster and one for the bath:
C = (c1↑ . . . c4↑, c
†
1↓ . . . c
†
4↓) (8)
A= (a1↑ . . . a8↑, a
†
1↓ . . . a
†
8↓) . (9)












where the matrices θ and ε can now contain anomalous
terms.
Two different bath parametrizations are used in this pa-
per, as described in the next section. They parametrize the
same number of bath orbitals, but they differ in the num-
ber of free parameters that are set by the CDMFT procedure.
The first bath parametrization is essentially the same as the
one used in Ref. [21]; the second, inspired by Ref. [24, 25],
contains many more independent parameters. One may
naturally expect that increasing the number of bath parame-
ters brings the system closer to perfect self-consistency. Us-
ing the second parametrization gives us the best possible
self-consistency for a given number of orbitals; this is where
this paper improves upon previous studies. On the other
hand, the CDMFT procedure itself becomes more time con-
suming, in particular optimizing the merit function Eq. (7).
B. Simple bath parametrization
A simple and intuitive way to configure the bath orbitals
for a 4-site plaquette is illustrated on Fig. 1. Time and mem-
ory constraints limit the number of bath orbitals to 8, for a
total of 12 orbitals in the AIM Eq. (2). The 8 bath orbitals
are separated into two sets, numbered 1 and 2, each with
four orbitals. Each set can be thought of as a “ghost” of the











































Figure 1. Schematic description of the simple bath parametriza-
tion. The blue circles represent the cluster sites and red squares
the bath orbitals. Intra bath terms are shown in red and hybridiza-
tion terms in blue. Cluster and bath orbitals are numbered sepa-
rately. (a): terms that are used when not probing antiferromag-
netism, with C2v symmetry. (b): additional terms needed when
probing antiferromagnetism and breaking C2v down to C2. See
text for details.
the bath through a hopping amplitude θi . The presence of
superconductivity in the effective medium is characterized
by a singlet pairing amplitude ∆i with opposite signs along
the x and y directions, in accordance with d-wave sym-
metry. This makes a total of 6 independent parameters, as
summarized on Fig. 1a. If only superconductivity is probed,
the AIM has a C2v symmetry (horizontal and vertical reflex-
ions) and only those 6 bath parameters are used.
If antiferromagnetism is considered as well, then the sym-
metry is reduced to C2 (aπ rotation). Six additional param-
eters are introduced, as illustrated on Fig. 1b: Spin antisym-
metric bath energies εAFi and hybridizations θ
AF
i that alter-
nate in sign between sites, and triplet-pairing amplitudes
πi whose signs are defined on the figure (via arrows). This
makes a total of 12 independent bath parameters.
Let us specify the matrices introduced in Eq. (10). We
4
order the bath orbitals so the two sets of 4 spin-up orbitals
are consecutive and followed by the two sets of spin down
orbitals, in the same order. Overall, the 16 × 16 matrix ε
associated with this bath model has the following structure,





E1 + EAF1 0 D1 0
0 E2 + EAF2 0 D2
D1 0 −E1 + EAF1 0












0 −∆i +πi ∆i −πi 0
−∆i −πi 0 0 ∆i +πi
∆i +πi 0 0 −∆i −πi





The minus signs in the bottom half of the ε matrix comes
from the Nambu representation of spin down orbitals. On




Θ1 +ΘAF1 Θ2 +Θ
AF
2 0 0
0 0 −Θ1 +ΘAF1 −Θ2 +ΘAF2

(13)
where Θi = θi14×4, ΘAFi = θ
AF
i diag(1,−1,−1,1).
C. General bath parametrization
The bath parametrization defined above is not the most
general one. In order to construct the most general bath ap-
propriate to each point group (C2v and C2), one must first
realize that any unitary transformation of the bath orbitals
is possible, and that this gauge freedom must be fixed some-
how. We do this by requiring (1) that the matrix ε be diag-
onal and (2) that it falls into irreducible representations of
the symmetry group of the AIM.
If only superconductivity is probed, we can impose C2v
symmetry (horizontal and vertical reflexions) on the AIM.
In addition to C2v symmetry, we also assume spin symme-
try, which reduces the number of independent parameters.
C2v has four distinct irreducible representations to each of
which we associate two bath orbitals orbitals, for a total of
8, the same number as in the simple parametrization of the
previous section. We label these orbitals from 1 to 8, in two
consecutive series of four, each series corresponding to the
four irreducible representations: 1 and 5 in the first repre-
sentation, 2 and 6 in the second, 3 and 7 in the third, and
4 and 8 in the fourth. Fig. 2a illustrates the hybridization
of the first four orbitals. The coefficients θi and ∆i are the
parameters present in the hybridization between the cluster
and the ith bath orbital: θi is the amplitude of the simple
hoppings and ∆i is the amplitude of the singlet pairing op-
erators.
In this bath parametrization, the matrix ε is diagonal:
diag(εi)⊕diag(−εi), with i = 1, . . . , 8. Again, the last 8 com-
ponents correspond to the spin-down orbitals in the Nambu











































≡ ±(θiX a†i c jX +∆iX ai(iσy)c jX
+θ siX a
†
i σzc jX + TiX aiσx c jX +H.c.)
(b) C2
Figure 2. Top (a): Schematic description of the general
parametrization of the bath when probing superconductivity with
C2v symmetry. Blue circles represent the cluster sites and red
squares the bath orbitals. The 4 subfigures correspond to the first
four bath orbitals, each associated with a different irreducible rep-
resentation of C2v . The blue dashed lines and accompanying sym-
bols represent a hybridization operator as defined below the fig-
ure. The four diagrams correspond to the first 4 columns (or the
last 4 columns) of the expressions (15) and (16) in the text. Bot-
tom (b): the same, for C2 symmetry, used when probing antifer-
romagnetism and superconductivity. The operators symbolized by
the dashed line are once again defined below the figure. The su-
perscripts Aand B correspond to the two sublattices when AF order
is present. In the equations of (a) and (b), spinor notation is used:
the Pauli matrices define the spin part of each term.














θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8
θ1 θ2 −θ3 −θ4 θ5 θ6 −θ7 −θ8
θ1 −θ2 θ3 −θ4 θ5 −θ6 θ7 −θ8









∆1 ∆2 ∆3 ∆4 ∆5 ∆6 ∆7 ∆8
∆1 ∆2 −∆3 −∆4 ∆5 ∆6 −∆7 −∆8
∆1 −∆2 ∆3 −∆4 ∆5 −∆6 ∆7 −∆8





The number of independent bath parameters is 8 in ε and
2× 8= 16 in θ , for a total of 24.
If antiferromagnetism is probed as well, the symmetry
reduces to C2, which has only two irreducible representa-
tions. Since we can afford 8 bath orbitals, we associate 4
bath orbitals to each irreducible representation, with the
same pattern as the C2v bath. Namely, all the odd labelled
bath orbitals have the same structure as the first orbital,
and all the even bath orbitals have the same structure as
the second orbital. The cluster-bath couplings of the first
and second bath orbitals are illustrated in Fig. 2b. The su-
perscripts A and B refer to the two sublattices induced by
antiferromagnetic order. The parameters associated with
different sublattices may differ.
The energy Ei (i = 1, . . . , 8) has a component εi even
in spin and a component εsi odd in spin, which makes 2×




1, . . . ,ε8 + ε
s
8,−ε1 + εs1, . . . ,−ε8 + εs8) (17)





i , and T
A
i , where θ
A
i is a spin-symmetric hopping
operator, θ sAi a spin antisymmetric hopping, ∆
A
i a singlet
pairing and TAi a triplet pairing; likewise forΘ
B
i . This makes
8 parameters for each bath index i, therefore 8 × 8 = 64
hybridization parameters in total. The hybridization matrix











































θ B1 −θ B2 θ B3 −θ B4 θ B5 −θ B6 θ B7 −θ B8





and likewise for Θs (with components θ sAi ,θ
sB
i ), D (with
components ∆Ai , ∆
B





The total number of independent bath parameters in this
parametrization is 16 + 64 = 80. Note that any hy-
bridization function that can be produced with the sim-
ple parametrization can also be produced by the general
parametrization we described. By applying an unitary
transformation on the simple parametrization, we could
obtain a bath Hamiltonian with the same structure as the
general parametrization, except for a large number of ad-
ditional constraints between bath parameters.
D. Order parameters
Once a CDMFT solution is found, various order param-
eters may be computed. The quantities of interest are the


























The first is just the spin-density operator with the antifer-
romagnetic wavevector Q. The second defines the d-wave
pairing operator: singlet pairing on nearest-neighbour
bonds x and y with opposite signs. The third is the π-triplet
operator: triplet pairing on nearest-neighbour bonds with
opposite signs along x and y and a spatial modulation de-
fined by the antiferromagnetic wavevector Q.
In ED-CDMFT, there are two ways to estimate the aver-
age of one-body operators. The first, and also the simplest,
consists in computing the expectation value of the restric-
tion of these operators to the cluster in the ground state of
the impurity model. The averages obtained in this way will
be called cluster averages.
The second method involves the lattice model Green
function (5). Specifically, the average of any one-body op-






tr [OG(ω)] . (22)
The frequency integral is taken along a contour that sur-
rounds the negative real axis. In practice, this is done in
the mixed basis of superlattice wavevectors k̃ and cluster










The averages obtained in this way will be called lattice av-
erages.
An operator Ô that is defined on sites only, not on bonds,
like M̂ above, or the electron density n̂, will be called a local
operator. For such an operator O(k̃) does not depend on k̃






where the local Green function Ḡ is defined in Eq. (6). For
a local operator, the cluster average, instead of being com-






















































0.8 0.9 1.0 1.1 1.2 1.3
electron density
U = 12
Figure 3. Phase diagrams (order parameter as a function of electron density) obtained with the simple (left) and general (right) bath
parametrizations, with YBCO-like band parameters (t ′/t = −0.3, t ′′/t = 0.2) and three values of onsite repulsion U . Blue symbols
represent the AF order parameter 〈M̂〉, red symbols the dSC order parameter 〈D̂〉 (times 2) and the orange symbols the π-triplet order
(times 10). Dark symbols are obtained when allowing microscopic coexistence of the two orders. Pale symbols are obtained when
probing pure solutions. Deep in the superconducting regime, the dark symbols can be from pure SC simulations; allowing for AFM there
would have significantly increased computational time with no benefits.
be computed from Eq. (24), but with the impurity Green
function G′ substituted for Ḡ, which yields the cluster aver-
age mentioned before.
Cluster and lattice averages are not equal for two reasons.
First, operators that live on bonds, like D̂ and π̂, differ from
their restrictions to the cluster: inter-cluster bonds are ig-
nored. Lattice averages take these inter-cluster bonds into
account, cluster averages do not. Second, in ED-CDMFT
the self-consistency is only approximate; therefore the lo-
cal Green function Ḡ is not exactly the same as the impurity
Green function G′. Thus even for a local operator, for which
Eq. (24) applies, the lattice average will be only approxi-
mately the same as the cluster average.
III. RESULTS
In this section we present zero-temperature phase dia-
grams: the order parameters as a function of density, for
two sets of band parameters and five values of U . We dis-
play cluster averages for local operators (electron density
n̂ and staggered magnetization M̂) and lattice averages for
bond operators (D̂ and π̂). See the supplementary mate-
rial for other combinations and for comments on the dif-
ferences between them [56]. The lowest value of U for
each set (YBCO- and NCCO-like) lies below the Mott transi-
tion; hence superconductivity, when probed alone, extends
all the way to half-filling. The other values of U are above



































Figure 4. Phase diagrams (order parameter as a function of elec-
tron density) obtained with the general bath representations, with
NCCO-like band parameters (t ′/t = −0.17, t ′′/t = 0.03) and two
values of onsite repulsion U . Symbols have the same meaning as
on Fig. 3. Note that the dSC order parameter is multiplied by 2
and the π-triplet order parameter by 7, for clarity.
exactly at half-filling in the underdoped regime. In larger
clusters, both in dynamical cluster approximation with a
Quantum Monte Carlo solver[33] and in exact diagonal-
ization with the variational cluster approximation [57], it
is found that d-wave superconductivity (dSC) starts away
from half-filling.
A. YBCO-like parameters
Fig. 3 shows the AF and dSC order parameters obtained
in CDMFT for a one-band dispersion appropriate to YBCO
and three values of U (6, 8 and 12), as a function of electron
density n (half-filling corresponds to n= 1). The left panels
show the solutions obtained using the simple parametriza-
tion of Sect. II B and the right panels the solutions obtained
using the general parametrization of Sect. II C. Even though
YBCO is a hole-doped compound, we have obtained solu-
tions on both hole- and electron-doped sides of the phase
diagram.
Solutions were obtained either by allowing both orders
to emerge simultaneously in microscopic coexistence, or by
allowing only one order at a time, suppressing the other.
For instance, in the simple parametrization, antiferromag-
netism is suppressed by forcing the bath parameters illus-
trated in the lower panel of Fig. 1 to zero. Similarly, sup-
pressing superconductivity is done by setting to zero all
bath pairing operators (∆1,2 and π1,2). Even when both
orders are allowed, microscopic coexistence does not nec-
essarily happen: one of the two orders (AF or dSC) may
dominate, in which case the variational parameters of the
other order (dSC or AF) reach zero by the end of the self-
consistency loop. To construct our phase diagrams, we let
the self-consistency procedure choose which phase is the
right one, rather than comparing ground-state energy. We
proceed this way because thermodynamic potentials are un-
reliable with a small finite bath.
In Figs. 3 and 4, dark symbols indicate the order param-
eter, blue for AF and red for dSC, in the microscopically
coexistent or dominant solution. Pale symbols indicate sub-
dominant solutions, i.e., solutions obtained by suppressing
one order in the coexisting regime. Orange circles denote
the average of the π-triplet operator of Eq. (21), which is
nonzero in regions of microscopic AF-dSC coexistence.
One notices the following features:
1. Microscopic coexistence does not occur at U = 6, in
both simple and general bath parametrizations. It oc-
curs only at U = 8 and, in a wider range of doping,
at U = 12.
2. In the general parametrization, microscopic coexis-
tence only occurs on the electron-doped side, whereas
it also occurs on the hole-doped (i.e. physical) side in
the simple parametrization.
3. The pure antiferromagnetic solutions show many dis-
continuities, especially on the hole-doped side and at
stronger coupling, and especially in the more general
parametrization.
4. Where microscopic coexistence occurs with the gen-
eral parametrization, the transitions from a pure
phase to microscopic coexistence are of second order.
5. A small superconducting region can be seen around
n= 1.01 at U = 12 with the general parametrization.
This is a finite size effect due to a change in the num-
ber of particles in the AIM. On either side of this small
dome, the AIM has a well defined number of particles.
The small superconducting order parameter breaks
particle number conservation and allows the change
in the number of particles to happen smoothly over a
finite range of doping, instead of abruptly as it would
were particle number conservation enforced.
6. On the hole-doped side, the transition from supercon-
ductivity to antiferromagnetism is of first order, and
the two solutions are separated in density. In princi-
ple, this leads to a macroscopic phase coexistence.
B. NCCO-like parameters
Fig. 4 shows the same quantities for band parameters ad-
equate for NCCO and two values of U . One can make the
following observations:
8
1. Microscopic coexistence occurs on both sides of the
phase diagram, for both values of U considered.
2. On the hole-doped side, the transition from micro-
scopic coexistence to pure SC (upon decreasing n) is
discontinuous for U = 5; the two solutions (pure SC
and microscopic coexistence) are separated in den-
sity, which leads in principle to macroscopic phase
coexistence. Macroscopic coexistence between a pure
SC phase and a microscopic SC-AF coexistence phase
has been seen before in VCA for different band pa-
rameters [58].
3. On the hole-doped side, the transition from micro-
scopic coexistence to pure AFM (upon increasing n) is
discontinuous at U = 6.55 and continuous at U = 5.
4. On the electron doped (i.e. physical) side, the transi-
tion to microscopic coexistence is continuous for both
values of U .
IV. DISCUSSION
On general grounds, the phase diagrams of Fig. 3 ob-
tained with the general parametrization should be more
representative of the result obtained with an infinite bath;
in other words, closer to an accurate solution of the Hub-
bard model. Since we find that the results for this general
parametrization are closer to the experimental phase dia-
gram of cuprates, the appropriateness of the one-band Hub-
bard model for cuprate superconductors is reinforced.
On physical grounds, we can argue that the phase dia-
grams obtained with the general parametrization are more
accurate. Consider U slightly below the critical value for
the Mott transition, in our case at U = 6: the simple
parametrization leads to a superconducting ground state at
half-filling, whereas the general parametrization favor anti-
ferromagnetism. The latter result is more sensible consider-
ing antiferromagnetism at half-filling can be obtained at the
Hartree-Fock level while d-wave superconductivity is a dy-
namical effect. Another example is the reentrant behavior
of superconductivity upon underdoping obtained with the
simple parametrization at U = 12, between half-filling and
4% electron doping: it is inexplicable on physical grounds.
This reentrant behavior is suppressed when using the gen-
eral parametrization: there is a slight reduction in ampli-
tude and it appears at lower electron doping, before 3%.
It also becomes well separated from the superconducting
dome. This distance from the dome allows for a meaning-
ful analysis of the particle number of the AIM on each side
of this reentrant feature and leads us to believe that it is a
finite-size effect, as pointed out in section III A.
One can observe in Fig. 3 that, as U increases, the differ-
ence between the phase diagrams of the two parametriza-
tions becomes more subtle, especially on the hole doped
side. At U = 12, the results are qualitatively equivalent on
the hole-doped side. We can only speculate on why this hap-
pens. As the general parametrization can reproduce any hy-
bridization function the simple one can generate, it is possi-
ble the converged hybridization functions produced by the
two parametrizations are more similar at higher U values.
This would mean that the additional constraints of the sim-
ple parametrization become less of an issue as the states
become more localized. In other words, it could mean that
some of the constraints of the simple parametrization are
physically meaningful at strong coupling.
Let us note that even our “simple parametrization” has
more variational parameters than what was used in previ-
ous ED-CDMFT studies [20, 21]. In these previous studies,
the π-triplet had no associated variational parameter in the
AIM Hamiltonian, even if its expectation value does not van-
ish in the microscopic coexistence phase. These additional
degrees of freedom allow for slightly stronger d-wave su-
perconductivity, although the overall qualitative shape of
the phase diagram is unchanged. One should also note that
Ref. 20 considers a particle-hole symmetric lattice, leading
to notably different phase diagrams.
At intermediate coupling, the regime relevant for
cuprates, details of the band structure, the value of t ′ in par-
ticular, are just as important as the interaction strength to
determine the phase diagram, as noted in Ref. 21. Indeed,
Figure 3, with band parameters relevant to YBCO, shows
that electron-hole symmetry is strongly violated. In the
general parametrization, microscopic coexistence between
d-wave superconductivity and antiferromagnetism is con-
fined to the electron-doped region. On the hole-doped side,
the transition between antiferromagnetism and d-wave su-
perconductivity is of first order for U = 8 and U = 12, for
both parametrizations. Note that the wider range of dop-
ing for antiferromagnetism on the electron-doped side sim-
ply reflects the better nesting at the antiferromagnetic wave
vector [19].
It is quite remarkable that the electron-doped side real-
izes a proposal by Sachdev [59] that the presence of d-wave
superconductivity leads to a large displacement of the dop-
ing at which antiferromagnetism ends. This can be seen by
comparing the end of the pale blue dots for U = 8 or 12 with
the end of the dark blue dots in Fig. 3. However, Sachdev’s
conjecture concerned the hole-doped compound where we
do not observe this effect.
A continuous time QMC computation [44] of the antifer-
romagnetic phase with t ′ = −0.1 shows that it extends to
15% hole doping, like what we can see in Fig. 4. This sug-
gests that, with these band parameters and coupling, the
presence of superconductivity has very little effect on the
antiferromagnetic phase. An FRG study of microscopic co-
existence [22] at weaker coupling but similar band param-
eters finds a hole doped phase diagram strikingly similar
to Fig. 4 at U = 5. This shows that those results are ro-
bust when long wavelengths and incommensurate orders
are suppressed.
Our small clusters cannot sustain waves with periods
longer than two unit cells, like the charge order seen in
experiments [60] or the incommensurate spin-waves seen
in both experiments [6–9, 61] and infinite lattice weak-
coupling calculations [23, 62–64]. We expect that if we
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could probe such orders, parts of our phase diagram would
be different. Indeed, a VCA study [65] has found a charge
density wave with a four-unit-cell period coexisting micro-
scopically with superconductivity on the hole-doped side.
Although magnetism disappears at small doping on the
hole-doped side even when superconductivity is absent, we
cannot exclude that spiral order could persist to large hole
dopings. This is one of the explanations offered [62] for the
abrupt change in the Hall effect when one enters the pseu-
dogap regime at low temperature and in magnetic fields
sufficiently strong to destroy superconductivity. Collinear
incommensurate magnetism, however, cannot explain this
Hall data [66]. It has been proposed that Seebeck measure-
ments can tell apart the various phenomenological theories
for this Hall data [67].
Comparing the two sets of band parameters, we observe
that increasing second- and third-neighbour hopping re-
duces the regions of microscopic coexistence. This is un-
derstandable from the bare band structure that shows re-
duced nesting in that case [52], weakening antiferromag-
netism. This effect is especially pronounced on the hole-
doped side. The effect of U on the amplitude of the triplet
order hints that microscopic coexistence is more stable the
closer the system is to the Mott transition, as the triplet or-
der is stronger there. Increasing U also increases the do-
main of filling that supports microscopic coexistence on the
electron-doped side. The phase transitions are generally
second order, except on the hole-doped side where the tran-
sition between antiferromagnetism and superconductivity
is often first order. This reflects the weakness of antiferro-
magnetism away from half-filling on the hole-doped side.
V. CONCLUSION
Following the lead of Ref. [24–26], we used symme-
try and gauge-invariance considerations to propose the
most general parametrization of the bath for an exact-
diagonalization CDMFT solution of the Hubbard model
with a 4-site cluster hybridized with 8 bath orbitals. The
parametrization must be chosen according to the phases
that are put in competition, here antiferromagnetism and
d-wave superconductivity. A simpler parametrization gives
qualitatively correct results only when antiferromagnetism
and d-wave superconductivity do not coexist. We found
phase diagrams that are much closer to observations than
previous results found with simpler parametrizations.
In particular, microscopic coexistence between antiferro-
magnetism and d-wave superconductivity is more robust
for electron-doped compounds. For large U and |t ′|, the
filling where antiferromagnetism ends in the absence of su-
perconductivity is much larger than in the presence of su-
perconductivity.
Given the generality of the bath parametrization, our re-
sults are the most accurate that can be obtained with a finite
bath and an exact diagonalization solver. They will be a use-
ful guide for calculations that include an infinite bath but
are performed with more resource-hungry continuous-time
quantum Monte Carlo solvers.
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Dans les sections suivantes, on décrit le travail fait dans les articles qui ne sont pas inclus
dans cette thèse.
2.2 Calcul de la rigidité superuide [22]
La rigidité superfluide est une propriété centrale des supraconducteurs. Il s’agit d’une
conséquence directe de la cohérence de phase des paires de Cooper, nécessaire à la formation
de courants sans dissipation. La rigidité nous renseigne aussi sur la stabilité du condensat :
la cohérence de phase est plus facile a briser, et la supraconductivité détruite, dans un
condensat moins rigide. Il s’agit possiblement du meilleur substitut de la température
critique auquel on a accès à température nulle. Un premier objectif de cet article est de
caractériser l’effet de la coexistence avec l’antiferromagnétisme sur la rigidité superfluide et
à comparer l’importance de cet effet à celui de la proximité de l’isolant de Mott. Un second
objectif est de tenter de déterminer s’il y a un régime de dopage ou le supraconducteur est
plus proche d’être conventionnel. Un dernier objectif est de caractériser l’effet de sauts entre
les plans de cuivre-oxygène sur la rigidité.
Les calculs de l’article peignent une image assez différente pour le dopage en trous et
le dopage en électrons. Du côté dopé aux trous, la physique de Mott semble jouer un rôle
important dans l’affaiblissement de la supraconductivité à l’approche du demi-remplissage.
Du côté dopé aux électrons, c’est plutôt la compétition avec l’antiferromaimant qui contrôle
le dôme supraconducteur.
2.3 Brisure de la symétrie de translation en CDMFT [24]
La CDMFT cause une brisure artificielle de l’invariance par translation. Malgré cela, il
s’agit d’une méthode qui a démontré de grands succès dans l’étude des systèmes d’électrons
fortement correlés. Dans cette étude, on investigue en détail comment cette brisure de
l’invariance par translation se manifeste. Ceci nous permet de démêler les effets de cette
brisure des véritables conséquences des fortes correlations dans les résultats CDMFT.
On observe des ondes de densité artificielles ayant la forme des amas dans tous nos
résultats de CDMFT, ainsi qu’une onde de densité de paires dans l’état supraconducteur.
On discute des limites des méthodes de périodisation cherchant à réduire ce problème et on
présente des résultats de champ moyen reproduisant les résultats CDFMT à faible énergie
dans l’état supraconducteur. Les résultats de champ moyen nous permettent d’identifier
les attributs des spectres qui sont des conséquences des ondes de densité. On observe
que ces ondes de densité artificielles améliorent l’accord de la CDMFT avec les spectres
expérimentaux obtenus par microscopie à effet tunnel. Ce coup de chance suggère que les
inhomogénéités spatiales sont un élément clé de la physique de basse énergie des cuprates
supraconducteurs. Cet article approfondit notre compréhension de la CDMFT et identifie
les signatures de la brisure de l’invariance par translation en présence de correlations fortes.
Chapitre 3
Réseaux de tenseurs
L’obstacle principal dans l’obtention de solutions au problème à N-corps quantique est
la croissance exponentielle de l’espace de Hilbert en fonction du nombre de degrés de liberté.
Cette croissance rend rapidement impossible le traitement exact de la plupart des modèles
et nous force à faire appel à des méthodes approximatives, parmi celles-ci les méthodes de
réseaux de tenseurs [1, 4, 25, 26]. Un réseau de tenseurs est un ansatz variationnel pour la
fonction d’onde d’un système défini sur un réseau. Une fois optimisé, le réseau de tenseurs
est une représentation compressée de la fonction d’onde. Tout l’intérêt de ces méthodes vient du
fait qu’avec un ansatz bien pensé, toute l’information physique est accessible sans effectuer
une décompression de la fonction d’onde, donnant à ces méthodes un avantage substantiel
sur les approches directes en temps de calcul et en espace de stockage [3, 27-32].
On se concentre ici sur un ansatz particulier pour la fonction d’onde, l’état en produit
de matrices (Matrix Product State ou MPS) et son équivalent pour les opérateurs, l’opérateur
en produit de matrices (Matrix Product Operator ou MPO). Ces deux réseaux de tenseurs
sont possiblement les plus simples, et forment la base des méthodes développées ici pour
calculer la fonction de Green de problèmes d’impureté.
Dans ce chapitre, on explique d’abord les principes de base des méthodes de réseaux de
tenseur. On explique ensuite une méthode pour obtenir l’état fondamental d’un hamiltonien
interagissant : le groupe de renormalisation de la matrice densité (Density Matrix Renormali-
zation Group ou DMRG) et une variation de celle-ci qui permet de résoudre simultanément
plusieurs états de faible énergie. Finalement, on explique un algorithme variationnel pour
accomplir les opérations d’algèbre linéaire de l’algorithme de Lanczos.
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3.1 Principes de base
Les tenseurs sont des objets existant dans un espace vectoriel qui est le produit tensoriel
de plusieurs espaces vectoriels «élémentaires». Les états et opérateurs de la mécanique
quantique en sont. En pratique, ils sont représentés par des tableaux multidimensionnels
de données. Typiquement, on représente un état par un vecteur, un tenseur de rang 1, et
un opérateur par un tenseur de rang 2, mais il s’agit d’un choix et non d’une obligation. En
fait, pour le problème à N-corps sur un réseau cristallin, les états dans l’espace de Hilbert se
prêtent assez naturellement à une représentation en tenseurs ayant un rang proportionnel
au nombre de sites du réseau. Considérons, par exemple, un système de particules de spin
1/2 sur 4 sites : un état quelconque peut être décrit par
|ψ⟩ = ∑
ijkl
ψijkl | ijkl⟩, (3.1)
où ψijkl sont les coefficients de chacun des états de base | ijkl⟩ et chacun des indices i, j, k, l
prend quatre valeurs : vide, un spin up, un spin down et deux particules de spin opposé.
Dans cette base, cet état peut être interprété comme un tenseur de rang 4 dont les coefficients




i j k l
(3.2)
Le tenseur est représenté par une forme avec autant de pattes qu’il y a d’indices. Un opérateur
quelconque O dans le même espace est décrit par
O = ∑
ijklmnop
Omnopijkl | ijkl⟩⟨mnop |. (3.3)





i j k l
m n o p
(3.4)
Le produit entre un opérateur et un état s’écrit comme une contraction de certains indices




Omnopijkl ψmnop| ijkl⟩. (3.5)
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Les indices contractés sont représentés par des pattes joignant les deux tenseurs, et leurs
étiquettes (m,n,o et p) sont omises.
Il est possible d’effectuer une compression de l’information contenue dans un tenseur
en le décomposant en un réseau de tenseurs. Une telle compression peut être faite à l’aide
de la décomposition en valeurs singulières (singular value decomposition ou SVD). La SVD est
un analogue de la décomposition en valeurs propres applicable aux matrices rectangulaires.
Pour une matrice [M]m×n la SVD s’écrit ainsi :
M = UDV. (3.7)
La matrice D est diagonale et contient les valeurs singulières : des nombres positifs ou
nuls. Cette matrice est carrée, et sa dimension est dicté par le plus petit des deux côtés
de M, les deux cas sont illustrés à la fig. 3.1. Pour simplifier la discussion et sans perte de
généralité, on peut supposer que n < m. Les colonnes de la matrice U sont des vecteurs
orthonormaux, tout comme les rangés de V. Si certaines des valeurs singulières sont très
petites ou nulles, on peut les tronquer. C’est-à-dire qu’on rejette les colonnes de U et les
rangés de V associées à ces valeurs singulières négligeables. Après la troncation des valeurs
singulières négligeables la taille de la matrice D est réduite à l, un nombre inférieur à n. On
peut reconstruire une approximation de M en effectuant le produit UDV après la troncation.
La qualité de l’approximation est contrôlée par la taille des valeurs singulières rejetées. On a
alors l’option de garder enmémoire les deuxmatrices L = UD et V (ou encore U et R = DV)
plutôt que la matrice M elle-même. La décomposition nécessite moins de mémoire que la















Figure 3.1 Schéma des dimensions des matrices de la décompostion aux valeurs singulières
selon le côté le plus large de la matrice décomposée.
Pour effectuer la décomposition en valeurs singulières d’un tenseur, il faut d’abord le
remodeler en une matrice, c’est-à-dire joindre des indices jusqu’à ce qu’il n’en reste que deux.
Voici trois exemples de remodelage de l’état |ψ⟩ :




Pour les différents remodelages illustrés, l’état |ψ⟩ devient une matrice 4 × 43, 42 × 42 ou
43 × 4. Les autres remodelages en matrice possibles sur |ψ⟩ nécessitent de changer l’ordre
des indices ; on représente typiquement cette opération par des pattes qui se croisent. Une
fois le choix de représentationmatricielle fait, on peut procéder à la décomposition en valeurs
singulière et ensuite inverser le remodelage :
ψ = U1 D1 V1
ψ = U1 D1 V1
.
(3.9)
À la deuxième ligne, la décomposition est effectuée avec un remodelage implicite : seul
le trait pointillé rouge indique le choix de représentation matricielle utilisé. Les indices à
droite du trait pointillé deviennent les indices libres du tenseur V et celui à gauche du trait
correspond à l’indice libre du tenseur U. Le côté droit de l’équation est une représentation
en réseau de tenseurs de l’état |ψ⟩. L’opération illustrée précédemment est la première étape
pour calculer la représentation enMPS de l’état. Pour compléter le calcul de la représentation
MPS, il faut d’abord contracter le tenseur D avec le tenseur V et ensuite effectuer une autre
décomposition en valeurs singulières et continuer, ainsi de suite jusqu’à ce que tous les
tenseurs n’aient qu’un seul indice libre :
|ψ〉 = U1 D1V1
= U1 U2 D2V2
= U1 U2 U3 C4
.
(3.10)
La dernière ligne est un MPS de l’état |ψ⟩ avec un centre d’orthogonalité au site 4. Un MPS
avec un centre d’orthogonalité est dit canonique. Le centre d’orthogonalité est le seul tenseur
du réseau qui ne peut être remodelé trivialement en une matrice de colonnes ou de rangées
orthonormales. Le réseau contient un nombre d’indices contractés entre les tenseurs de
chacun des sites ; on les nomme liens. Les indices libres sont les indices physiques du réseau
de tenseurs. La dimension de ces liens quantifie la compression de la représentation.
Il est possible d’effectuer des transformations de jauge sur n’importe quel lien. Par
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exemple, le centre d’orthogonalité peut être déplacé à l’aide de la SVD.
|ψ〉 = U1 U2 U3 C4
= U1 U2 U3 U4D4 V4
= U1 U2 C3 V4
.
(3.11)
À la première ligne, on signifie qu’on effectue une SVD sur le tenseur C4 avec le trait pointillé
rouge et à la deuxième on indique qu’on effectue la contraction des indices partagés de deux
tenseurs en les encerclant d’un trait pointillé. Le résultat de cette contraction est le tenseur C3,
le nouveau centre d’orthogonalité du réseau. La présence d’un centre d’orthogonalité dans
un MPS est très utile pour calculer la valeur moyenne d’observables localisées à proximité
du centre. À cause de la propriété d’orthonormalité des colonnes des Ui et des rangées des
Vi, les calculs avec ces observables sont grandement simplifiés : lorsque l’indice physique de
U1 ou de V4 est contracté avec l’indice physique de leur conjugués hermitiens respectifs, le
résultat de la contraction est trivialement l’identité. Similairement, pour les tenseurs qui ne
sont pas sur les bords, si on contracte le lien gauche et l’indice physique de Ui ou le lien droit
et l’indice physique de Vi avec leur conjugués hermitiens respectifs, il en résulte trivialement
l’identité. Conséquemment,





où O3 est un opérateur agissant seulement sur le site 3. Il n’est donc pas nécessaire de
considérer explicitement les tenseurs Ui et Vi lors du calcul de telles valeurs, ce qui peut
épargnerune quantité considérable de temps lors d’un calcul numérique : cette simplification
est indépendante de la taille du système. L’avantage est d’autant moins prononcé que
l’opérateur agit loin du centre d’orthogonalité. Considérons







où O2 agit seulement sur le site 2. On doit alors faire le calcul explicite des contractions
impliquant les tenseurs U2 en plus des tenseurs C3.
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Ces optimisations sont possibles grâce à l’indépendance par rapport à l’ordre des contrac-
tions du résultat d’une séquence de contractions. Bien que le résultat de la contraction ne
dépende pas de l’ordre, le temps de calcul nécessaire à l’obtention du résultat en dépend. Il
n’y a pas de solution parfaite pour déterminer l’ordre optimal de contraction d’un réseau.
Une méthode habituellement rapide est de faire la contraction de deux tenseurs à la fois,
en choisissant l’ordre des contractions de façon à construire des tenseurs du plus petit
rang possible pour les étapes intermédiaires. La difficulté d’une contraction est mesurée
en fonction du nombre de multiplications et d’additions effectuées. On obtient ce nombre
en multipliant la dimension de chacun des liens présents dans la contraction d’une paire
de tenseurs. Si, par exemple, on contracte les tenseurs U2 et C3 de l’équation précédente, le
coût est O(lUgd2lUdlCd) où lUg est la dimension du lien gauche de U2, lUd est la dimension
du lien droit de U2 et du lien gauche de C3, lCd est la dimension du lien droit de C3 et d est
la dimension des indices physiques, 4 pour cet exemple. Si on utilisait plutôt le tenseur (3.2)
pour calculer la même valeur moyenne, le coût serait O(dN) où N est le nombre de sites
dans le réseau. Le premier est un polynôme indépendant de la taille du système alors que le
deuxième est une fonction exponentielle.
3.1.1 Construction d'un MPO
La représentation en MPO d’opérateurs, souvent le hamiltonien d’un réseau ou des
fonctions de celui-ci, est nécessaire dans pratiquement tous les algorithmes qui optimisent
les MPS. Construire et manipuler des MPO est un sujet de recherche en soi [33-36]. Dans
cette sous-section, on s’attarde à la construction du hamiltonien de l’impureté d’Anderson.
Il est souvent possible de construire les tenseurs d’un MPO par inspection de l’opérateur
dans sa représentation en deuxième quantification. Considérons d’abord un modèle simple
pour se familiariser avec la notation : le modèle d’Ising 1D avec un champ transverse,
H = ∑
i
JiSx,iSx,i+1 + hiSz,i, (3.14)
où So,i est l’opérateur de la composante o du spin (o ∈ [x, y, z]) au site i, Ji est l’échange
entre les sites i et i + 1 et hi l’amplitude du champ transverse au site i. On cherche à réécrire
le hamiltonien sous la forme d’un MPO :
H = M(0) M(1) M(2) ... M(N)
.
(3.15)










Chaque élément de cette matrice est un opérateur local agissant sur le site i. Les indices de la
matrice correspondent aux indices de liens du tenseur dans le MPO. Les indices physiques
sont ceux des opérateurs qui servent d’éléments à la matrice. Le premier et dernier site
de la chaine sont des cas spéciaux : les tenseurs sont de rang 3, on peut donc les exprimer
comme des vecteurs d’opérateurs. Le vecteur du premier site peut être obtenu en prenant
la dernière rangée de la matrice précédente et celui du dernier site est obtenu en prenant
la première colonne. Avec les tenseurs dans cette représentation de matrice et de vecteur
d’opérateurs, le hamiltonien (3.14) est égal au produit matriciel des tenseurs, dans l’ordre
des sites. À noter : on doit faire le produit tensoriel des éléments de matrice. Si on fait le
produit de n’importe quelle paire de tenseurs voisins, on observe que le hamiltonien local






hiSz,i1i+1 + hi+1Sz,i+11i + JiSx,iSx,i+1 Ji+1Sx,i+1 1i+1
⎤
⎥⎥⎥⎦ . (3.17)
Cette accumulation du hamiltonien dans un coin de la représentation enmatrice des tenseurs
du MPO est la mécanique qu’on exploite souvent dans la construction par inspection d’un
MPO résultant d’une somme d’opérateurs locaux.
Les fermions posent une difficulté supplémentaire par rapport au cas plus simple des
spins localisés : les relations d’anticommutation des opérateurs de création et d’annihilation
signifient que ceux-ci ne sont pas des opérateurs complètement locaux. En effet, l’action de
l’opérateur de création à un site sur un état induit une phase qui dépend du nombre de parti-
cules à tous les sites précédents. Heureusement, les opérateurs de création et d’annihilation




où Fi et c̃rσ sont des opérateurs locaux définis par les relations suivantes :
F2r = 1 (3.19)
F†r = Fr (3.20)
{c̃rσ, c̃rσ′} = 0 (3.21)
{c̃rσ, c̃†rσ′} = δσ,σ′ (3.22)
[c̃rσ, c̃sσ′ ] = 0 ∀ r ̸= s (3.23)
[c̃rσ, c̃†sσ′ ] = 0 ∀ r ̸= s (3.24)
{Fr, c̃rσ} = 0 (3.25)
[Fr, c̃sσ] = 0 ∀ r ̸= s (3.26)
[Fr, Fs] = 0 ∀ r ̸= s. (3.27)
Il s’agit d’une décomposition parmi d’autres pour traiter les fermions avec des réseaux de
tenseurs [4]. La propriété nécessaire est de faire en sorte que tous les opérateurs situés à des
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où i ≤ j. Notez que l’opérateur de densité est complètement local sans aucune transforma-
tion : nrσ = c†rσcrσ = c̃†rσc̃rσ.
Le MPO que nous allons maintenant décrire représente l’impureté d’Anderson avec
un choix particulier de base pour le bain : la géométrie en étoile (fig. 3.2 et 3.3). Plusieurs
articles montrent que les états sont plus faciles à compresser dans cette géométrie que dans
la géométrie en chaine plus souvent utilisée dans le passé [5, 6, 37]. La représentation du
bain utilisée dans la section 2.1 est une généralisation au problème d’impureté à plusieurs
orbitales de la géométrie en étoile. Pour passer d’une représentation quelconque de l’impu-
reté d’Anderson à la géométrie en étoile, il faut simplement diagonaliser le hamiltonien du
bain. Comme cette fraction du hamiltonien complet ne contient que des termes à un corps,
cette transformation peut être faite numériquement pour des systèmes extrêmement grands.
Figure 3.2 L’impureté d’Anderson dans la géométrie en étoile, avec cinq orbitales de bain.
Toutes les orbitales du bain se couplent par un saut au site d’impureté et à aucun
autre.
Le hamiltonien est
HAIM = Un0↑n0↓ − µ(n0↑ + n0↓) + ∑
i ̸=0,σ
(︂





Figure 3.3 L’impureté d’Anderson placée sur un axe horizontal. L’ordre dans lequel les bains
sont placés est arbitraire.
Pour construire le MPO, il faut assigner un ordre conventionnel aux orbitales. Lorsqu’on
met toutes les orbitales sur lemême axe, on crée un système 1d avec des sauts de particules sur
des distances aussi grandes que le système (voir figure 3.3). Représenter un tel hamiltonien
sous la forme d’un MPO n’est pas plus difficile que pour les hamiltoniens ayant seulement
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des sauts au premier voisin : la dimension de lien est la même dans ce cas. Le MPO associé
à ce hamiltonien a la structure suivante :







1l 0 0 0 0 0
θl c̃†l↑ Fl 0 0 0 0
θl c̃l↑ 0 Fl 0 0 0
θl c̃†l↓ 0 0 Fl 0 0
θl c̃l↓ 0 0 0 Fl 0







1l 0 0 0 0 0
0 Fl 0 0 0 0
0 0 Fl 0 0 0
0 0 0 Fl 0 0
0 0 0 0 Fl 0









10 0 0 0 0 0
c̃†0↑ 0 0 0 0 0
c̃0↑ 0 0 0 0 0
c̃†0↓ 0 0 0 0 0
c̃0↓ 0 0 0 0 0




Le tenseur I(0) contient les paramètres du site d’impureté, les tenseurs G(l) contiennent les
paramètres des orbitales de bain qu’on a placées à gauche du site d’impureté et les tenseurs
D(l) les paramètres des orbitales de bain qu’on a placées à droite du site d’impureté. Comme
dans l’exemple du hamiltonien d’Ising, les tenseurs aux extrémités du MPO sont obtenus
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en prenant la dernière rangée (au bord gauche) ou la première colonne (au bord droit) de
la matrice du site concerné. L’ordre des sites est sans importance pour la construction du
MPO, mais on peut se demander si le choix d’ordre à un effet sur la représentation en MPS
des états propres du hamiltonien.
3.2 Groupe de renormalisation de la matrice densité
Le groupe de renormalisation de la matrice densité (Density matrix renormalization
group ou DMRG) est une méthode pour obtenir l’état fondamental de systèmes unidimen-
sionnels [1, 2, 25, 27]. Lorsqu’on exprime l’état sous la forme d’un MPS canonique et le
hamiltonien sous la forme de MPO, la DMRG est une méthode variationnelle optimisant un
MPS de sorte à minimiser l’énergie du hamiltonien.




CH(⟨ψ |, |ψ⟩, E) ≡ min⟨ψ |,E ⟨ψ |H|ψ⟩+ E(1 − ⟨ψ |ψ⟩) (3.34)
où l’énergie propre E est un multiplicateur de Lagrange imposant la normalisation. La
DMRG procède à la minimisation de cette fonction en optimisant un tenseur à la fois dans
le MPS, et en balayant les tenseurs du MPS, un après l’autre. Lors du balayage, on déplace
le centre d’orthogonalité du MPS vers le prochain site à optimiser. Toujours optimiser le
centre d’orthogonalité simplifie grandement le problème de minimisation :

























où les hi sont les tenseurs formant la représentation en MPO du hamiltonien et les Ui, Vi et
Ci sont les tenseurs formant la représentation en MPS canonique de l’état qu’on optimise,
tel que discuté à la sect. 3.1. Comme on optimise toujours le centre d’orthogonalité du
MPS, la structure locale du problème est la même que sa structure globale : il s’agit d’un
problème aux valeurs propres. La contraction HRi = RGihiRDi est un hamiltonien et Ci est
l’état à déterminer. En principe, l’énergie propre et le tenseur local peuvent être obtenus
avec n’importe quelle méthode pour résoudre le problème aux valeurs propres. Résoudre
toutes les énergies et tous les vecteurs propres de cet hamiltonien local requiert un temps
∼ O((χGidχDi)3) où χGi et χDi sont les dimensions de lien du tenseur Ci et d est la dimension
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de l’indice physique. Un seul de ces vecteurs propres est pertinent ; on accomplirait donc une
quantité considérable de travail inutile en calculant tous les vecteurs propres. En pratique,
on essaie de faire bon usage de l’information qu’on a déjà et d’éviter les efforts inutiles : on
fait une amélioration incrémentale du tenseur Ci.
RGi hi
Ci
RDi = E Ci
Figure 3.4 Problème aux valeurs propres pour la mise à jour du centre d’orthogonalité
On accomplit cette mise à jour du centre d’orthogonalité à l’aide d’une itération de
l’algorithme de Lanczos avec le tenseur Ci comme état initial. La mise à jour du centre
d’orthogonalité est donc la combinaison linéaire de Ci et HRiCi qui minimise l’énergie
totale. Cette mise à jour prend un temps de calcul de l’ordre de O(χ2DdDχG + χDdDχ2G)
où D est la dimension de lien de hi. Il existe certainement des mises à jour qui minimisent
mieux l’énergie, mais elles ne méritent pas d’effort supplémentaire [38]. En effet, le résultat
de la mise à jour est influencé par les tenseurs RGi et RDi. Ceux-ci ont tout autant besoin
d’amélioration, ce qui est accompli par le balayage des sites.
Après avoir fait la mise à jour du site i, on déplace le centre d’orthogonalité vers le
prochain site et on tronque les valeurs singulières dont la somme des carrés est inférieure à
une tolérance ϵ. On tronque le carré des valeurs singulières, car l’erreur sur l’énergie propre
est proportionnelle à celle-ci. En effet, en tronquant sur le carré des valeurs singulières on






L’erreur introduite dans l’énergie propre est alors d’ordre ϵ :
⟨ψ |H|ψ⟩ ≈ Eexact + ϵ(2Eexact + ⟨H⟩⊥). (3.37)
Un ingrédient manque à la DMRG telle que décrite jusqu’ici : une façon d’augmenter
les dimensions de lien dans le MPS si besoin est. En effet, avec la mise à jour naïve décrite
ci-dessus, la dimension de lien du MPS peut seulement diminuer par rapport au MPS initial
fourni à l’algorithme. Il existe plusieurs stratégies [39, 40] pour permettre la croissance de
la dimension de liens des tenseurs, la plus simple étant de mettre à jour deux sites à la fois.
3.2.1 Eet de l'ordre des sites sur l'état MPS
On a observé précédemment que le MPO de l’impureté d’Anderson dans la géométrie
en étoile n’impose pas d’ordre aux sites. Il faut donc se demander si l’ordre des sites a un
effet sur les MPS des états propres. On observe à la figure 3.5 que la dimension de lien du
MPS est affectée par l’ordre qu’on assigne aux orbitales de l’impureté. Les paramètres du
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Figure 3.5 Dimensions de lien du MPS de l’état fondamental pour différents ordres des
sites. Le site d’impureté est soit au centre du système, ou au bord gauche. Les
orbitales du bain sont ordonnées aléatoirement, en ordre de dopage, ou en ordre
de remplissage. "En ordre de dopage" signifie que les orbitales avec le nombre
de particules le plus proche de 1 sont situées à gauche et les orbitales presque
pleines ou presque vides sont à droite. "En ordre de remplissage" signifie que
les orbitales sont en ordre décroissant du nombre de particules. Les états sont
obtenus par DMRG avec 500 balayages du MPS et une troncation du carré des
valeurs singulières inférieures à 10−12.
hamiltonien sont à la table 3.1. L’ordre optimal pour les orbitales (site d’impureté inclus)
semble être en ordre de remplissage : c’est cet ordre qui à la plus petite dimension de lien
maximale et moyenne.
L’amplitude de l’hybridation joue certainement aussi un rôle dans la détermination de
l’ordre optimal des orbitales, mais l’exemple considéré ici ne nous permet pas de déterminer
leur influence indépendamment de celle des énergies de bain. Les paramètres du hamiltonien
ont la structure typique des solutionsDMFTqu’on obtient avec laméthode décrite au chapitre
suivant : les amplitudes de l’hybridation diminuent rapidement avec l’augmentation de
l’énergie de bain. On utilise donc cet ordre pour les calculs de champ moyen dynamique.
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ϵn −12.2296 −10.6199 −8.91215 −6.837 −4.52511 −3.14077 −1.7930
θn 0.0002140 0.001370 0.005014 0.02509 0.1458 0.4063 0.3551
ϵp 1.7930 3.1408 4.5251 6.8370 8.9121 10.6199 12.2296





Table 3.1 Paramètres du hamiltonien
3.2.2 Optimisation simultanée de plusieurs états
On peut modifier la DMRG de façon à optimiser plus d’un état à la fois. Une nouvelle
façon d’accomplir ceci est en instance de brevet [41]. Dans ces circonstances, il a été jugé
préférable par plusieurs des auteurs du brevet que la description détaillée de cette approche
soit omise de cette thèse.
À moins de contraindre le hamiltonien de façon similaire à ce qui est fait avec les solu-
tionneurs d’impureté basés sur le groupe de renormalisation numérique de Wilson [42],
le nombre d’états propres à l’intérieur d’une fenêtre d’énergie donnée augmente très ra-
pidement avec le nombre d’orbitales du hamiltonien. Ces contraintes font en sorte que la
résolution du poids spectral diminue très rapidement avec la fréquence, une conséquence
qu’on souhaite éviter. Sans ces contraintes on ne peut pas calculer un nombre suffisant
d’états propres pour avoir une approximation raisonnable de la fonction de Green avec la
méthode décrite dans ce brevet.
Cette méthode est plus pratique lorsqu’un nombre restreint d’états est nécessaire à
l’étude d’un système. Cette extension de la DMRG s’est avérée très utile dans l’étude numé-
rique d’une architecture de qbit supraconducteur [43]. Dans le cadre de la DMFT, on utilise
cette méthode pour détecter et traiter un état fondamental dégénéré.
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3.3 Calcul de fonction de Green à l'aide de réseaux de
tenseurs
Plusieurs méthodes de calcul de la fonction de Green ont été implémentées avec des
méthodes de réseaux de tenseurs [5-7, 37, 44]. Celles qui ont démontré le plus de potentiel
avec la DMFT sont des méthodes itératives assez similaires à l’algorithme de Lanczos décrit
au chapitre 1 [5, 7] : l’évolution temporelle et les polynômes de Tchébyshev.
L’algorithme de Lanczos a été brièvement considéré dans [6] et les difficultés numériques
associées y ont été jugé trop grandes. Les autres méthodes itératives souffrent du même
problème, mais moins sévèrement : chaque état subséquent est plus difficile à représenter
sous la forme d’un MPS que le précédent ; à précision constante, la dimension de lien croît
avec le nombre d’itérations. Ceci impose une limite au nombre d’itérations qu’il est pratique
de faire. Contrairement à la méthode de Lanczos, l’évolution temporelle et les polynômes de
Tchébyshev construisent un modèle linéaire pour la fonction de Green en fréquences (une
combinaison linéaire de sinusoïdes ou de polynômes de Tchébyshev, respectivement). Avec
cesméthodes, il est possible de pallier le nombre limité de termes dans la représentation de la
fonction de Green à l’aide d’un prédicteur linéaire [45-47]. L’usage d’un prédicteur linéaire
suppose que les coefficients de la série convergent exponentiellement et les extrapole en
conséquence. Cette hypothèse n’est pas universellement justifiée ; la présence de singularités
dans le spectre fait en sorte que la décroissance des coefficients n’est pas si rapide.
Le nombre de coefficients qu’on est en mesure de calculer avec une précision suffisante
est plus limité avec la méthode de Lanczos qu’avec les autres méthodes itératives, mais il
s’agit d’un problème moins sévère qu’il semble au premier abord. Comme on l’explique
au prochain chapitre, les fractions continues peuvent aussi être extrapolées et les quelques
premiers coefficients sont très riches en information au sujet du comportement global de la
fonction.
Expliquons d’abord une méthode pour accomplir l’algorithme de Lanczos avec des MPS
et des MPO.
3.3.1 Calcul de la récurrence de Lanczos avec des MPS et MPO
Le calcul qu’on a à accomplir est le suivant :
| ψ̃i+1⟩ = Mi|ψi⟩ − βi|ψi−1⟩ (3.38)
où Mi = (H − αi1) est un MPO et les états |ψi⟩ sont des MPS. Soustraire une matrice
proportionnelle à l’identité d’un MPO n’est généralement pas difficile. Dans le cas où H est
le hamiltonien de l’impureté d’Anderson en étoile, il faut soustraire ai1s au coin inférieur
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c̃†0↑ 0 0 0 0 0
c̃0↑ 0 0 0 0 0
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Étant donné ces deux MPS et ce MPO, l’objectif est de construire un MPS raisonnablement
bien compressé pour l’état | ψ̃i+1⟩. On transforme donc l’équation (3.38) en un problème de
minimisation qu’on va résoudre de façon similaire à celui de la DMRG : en effectuant des
mises à jour du centre d’orthogonalité et en balayant le réseau de tenseurs. En minimisant
f (⟨ψ̃i+1 |, | ψ̃i+1⟩) = ⟨ψ̃i+1 | ψ̃i+1⟩ − ⟨ψ̃i+1 |Mi|ψi⟩+ βi⟨ψ̃i+1 |ψi−1⟩ (3.40)
par rapport à ⟨ψ̃i+1 |, on récupère l’équation (3.38). Au voisinage du centre d’orthogonalité
j de | ψ̃i+1⟩ l’équation en réseau de tenseurs peut-être écrit sous la forme














où les mij, ψi,j et ψ̃i,j sont les tenseurs au site j du MPO pour Mi et des MPS pour les
états |ψi⟩ et | ψ̃i⟩, respectivement. Le tenseur Gij (Dij) est obtenu en contractant tous les
tenseurs situés à gauche (à droite) du centre d’orthogonalité dans ⟨ψ̃i+1 |Mi|ψi⟩. Le tenseur
G′ij (D′ij) est obtenu en contractant tous les tenseurs situés à gauche (à droite) du centre
d’orthogonalité dans ⟨ψ̃i+1 |ψi−1⟩. Les réseaux de tenseurs définissant Gij et G′ij sont illustrés
à la figure 3.6.
La mise à jour du centre d’orthogonalité de | ψ̃i+1⟩ est obtenue en imposant que la
dérivée de f par rapport au centre d’orthogonalité de ⟨ψ̃i+1 | soit nulle :
ψ̃i+1,j Gij= mij
ψij
Dij − βi G′ij D′ij
ψi−1,j .
(3.42)
Comme dans le cas de la DMRG, il faut adopter une stratégie pour permettre à la
dimension de lien de croître et maintenir une bonne précision. Les mêmes techniques sont
applicables ici.
Une fois | ψ̃i+1⟩ obtenu, sa norme donne βi+1, et on le normalise pour obtenir |ψi+1⟩. Il
ne reste qu’à calculer αi+1 = ⟨ψi+1 |H|ψi+1⟩ et passer à l’état suivant.
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Figure 3.6 Définition des tenseurs Gij et G′ij.
Résumé du chapitre
Dans ce chapitre, on a exposé les principes de base des réseaux de tenseurs, notamment
la contraction et la compression, et leur notation graphique.
Ensuite, on a présenté une formule pour les tenseurs de la représentation en MPO de
l’impureté d’Anderson dans sa représentation avec un bain diagonal. On a montré que
l’ordre qu’on assigne aux orbitales de bain affecte le niveau de compression possible dans la
représentation en MPS de l’état fondamental. On a découvert qu’ordonner les sites selon
leur nombre moyen de particules donne les meilleurs résultats.
On a expliqué les principes du groupe de renormalisation de la matrice de densité
(DMRG) dans le cadre des réseaux de tenseurs, une méthode pour calculer les états propres
d’un hamiltonien. Considérant un hamiltonien représenté sous la forme d’un MPO, la
DMRG calcule son état fondamental sous la forme d’un MPS.
Finalement, on amontré comment exprimer les états obtenus par l’algorithme de Lanczos




La théorie de la convergence des fractions continues nous apprend qu’il est possible de
faire beaucoup plus avec les premiers coefficients du développement en fraction continue
que ce qu’on fait typiquement en ED [8, 15]. C’est pour cela qu’il est possible d’appliquer la
méthode de Lanczos en conjonction avec les réseaux de tenseurs malgré les difficultés notées
par Wolf [6]. En effet, l’algorithme doit être effectué avec un degrée de précision élevé sans
quoi des composantes de haute énergie du spectre sont perdues avec chaque itération. On
contourne ce problème à l’aide de la méthode récursive [8]. Cette méthode consiste à calculer
un nombre fini et restreint de coefficients de la fraction continue et exploite la théorie de la
convergence de ces objets pour extrapoler les coefficients connus vers la limite du nombre
d’étages infini.
Dans ce chapitre, on discute d’abord de la convergence des fractions continues dans
le contexte de fonctions de Green. Ensuite, on illustre leur convergence avec un exemple
pratique et pertinent à la (C)DMFT, une impureté d’Anderson. Puis, on montre comment
calculer la représentation en fraction continue d’une fonction échantillonnée numériquement.
Après, on explique comment extrapoler le nombre d’étages d’une fraction continue vers
l’infini. Finalement, on décrit commentmettre en application cette procédure d’extrapolation
dans le contexte de la DMFT.
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4.1 Convergence des fractions continues
Les fractions continues générées par l’algorithme de Lanczos sont de type Jacobi. Nous
allons donc nous concentrer sur celles-ci malgré l’existence de plusieurs autres types de
fractions continues. Une fonction respectant les relations de Kramers-Kronig (1.15) et ayant
un poids spectral positif prend la forme
f (ω) =
β20






où les coefficients αi et βi sont réels. Cette même fraction continue peut être écrite à l’aide







− · · · , (4.2)
ou encore à l’aide d’un opérateur d’accumulation,





La fonction de Green d’un système de taille finie, même très grande, est la somme d’un
nombre fini de pôles en fonction de la fréquence, alors que dans la limite thermodynamique
on a plutôt une fonction continue. Il n’est pas évident qu’il est possible de converger la limite
thermodynamique de la fonction de Green en calculant la solution d’un système fini, même
très grand. À proximité de l’axe réel, cette convergence ne peut pas être définie «point par
point».
En diagonalisation exacte, on ne considère typiquement pas la relation entre l’impureté
finie et l’impureté dans sa limite thermodynamique. Conséquemment, la théorie des fractions
continues n’y joue qu’un rôle mineur. La fonction de Green d’un système fini est toujours
la somme d’un nombre fini de pôles, donc la représentation en fraction continue de la
fonction possède un nombre fini d’étages. En pratique, on ne calcule pas tous les coefficients
de la fraction continue. Quelques centaines sont généralement suffisants pour obtenir des
résultats de bonne qualité pour les méthodes sur amas. En effet, l’essentiel de l’information
se trouve dans les premiers étages. Une fois un nombre suffisant d’étages obtenu, chaque
étage supplémentaire ne fait que modifier légèrement les positions et les amplitudes des
pôles déjà présents, et ajoute de nouveaux pôles de très faibles amplitudes.
Qu’arrive-t-il à la représentation en fraction continue de la fonction de Green lorsqu’on
s’approche de la limite thermodynamique?
Dans la limite thermodynamique, la fraction continue a un nombre d’étages qui tend
vers l’infini et elle doit être convergente. Le concept de convergence est considérablement
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plus subtil pour les fractions continues que pour les séries de puissance. On peut consulter
[15, 48] pour plus de détails à ce sujet. Nombre d’expressions connues liant des fractions
continues à des fonctions de densité f (ω) nous permettent d’affirmer que la structure
asymptotique des coefficients de la fraction continue est une conséquence des propriétés de
f (ω), telles la présence de singularités, la présence d’un gap, sa largeur caractéristique, ainsi
que l’exposant de la chute de la densité à haute fréquence. Les détails de la distribution sont
encodés dans les variations des coefficients autour de la structure asymptotique.
Dans les systèmes finis, les coefficients des premiers étages de la fraction continue ont
des valeurs proches de ceux du système dans sa limite thermodynamique. Au-delà de ces
premiers étages, il n’y a pas de relation claire avec la solution dans la limite thermodynamique.
Une formule empirique pour le nombre d’étages convergés dans les modèles couplés aux
premiers voisins est N1/d−12 , où N est le nombre de sites du système et d est le nombre de
dimensions [8]. Ceci nous suggère une stratégie pour s’attaquer à des réseaux infinis qui sont
intraitables par une approche directe : résoudre un réseau fini juste assez grand pour que la
fraction continue qu’on en extrait puisse être extrapolée. Il s’agit de l’approche proposée
dans [8].
4.2 Impureté d'Anderson
L’impureté d’Anderson est le problème qu’un solutionneur d’impureté doit être en
mesure de résoudre pour obtenir la solution (C)DMFT d’un modèle sur réseau infini.
Dans cette section, on calcule les coefficients de la représentation en fraction continue de la
fonction de Green pour une impureté d’Anderson située dans un métal en une dimension.
Le hamiltonien de l’impureté est
Himp = Un0,↑n0,↓ −
U
2







Figure 4.1 Impureté d’Anderson en une dimension. Le carré bleu est le site d’impureté, le
seul site sur lequel les électrons entrent en interaction. Les cercles bleus sont les
sites sans interaction.
Le réseau correspondant à ce hamiltonien est illustré à la fig. 4.1. Il s’agit d’un modèle
symétrique particule-trou. Conséquemment, le poids spectral de l’impureté a la propriété
A(ω) = A(−ω). Les coefficients αi d’une fraction continue générant un tel poids spectral
doivent tous être nuls. Avec la méthode présentée aux chapitres précédents, on doit calculer
la contribution des fréquences positives indépendamment de la contribution des fréquences
négatives. Pour observer explicitement cette propriété, il faut donc être en mesure d’expri-
mer en une seule fraction continue la somme de deux fractions continues. Un algorithme
effectuant cette somme est décrit à l’annexe A.1
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Pour résoudre ce système numériquement, on doit le tronquer de sorte qu’il ne comporte
qu’un nombre fini d’orbitales. Pour maximiser la pertinence de chacune des orbitales du
modèle, on effectue d’abord une transformation unitaire sur les orbitales du hamiltonien
avant de le tronquer, de telle sorte que la chaine soit semi-infinie, que le site d’impureté soit
à l’extrémité et que tous les sauts soient uniquement aux premiers voisins (fig. 4.2). Pour ce
faire, on écrit la partie à un corps du hamiltonien et on y applique l’algorithme de Lanczos
avec l’état à un corps [|ψ0⟩]i = δi0. Utilisé de la sorte, l’algorithme de Lanczos transforme
tous les sites à l’exception du site d’impureté. Ce dernier change seulement de position
dans la chaine. En conséquence, la fonction de Green locale à l’impureté, celle qui nous
intéresse, est la seule qui n’est pas modifiée par cette transformation. Si on effectuait plutôt
la transformation après avoir tronqué de façon à ce que l’impureté soit au milieu d’une
chaine finie, on constaterait que la moitié des orbitales est découplée du site interagissant,
créant des difficultés inutiles pour le solutionneur. Cette procédure fait en sorte qu’aucune
Figure 4.2 Réseau réorganisé en une chaine semi-infinie avec l’algorithme de Lanczos. Le
site d’impureté est amené à l’extrémité d’une chaine semi-infinie et les sites non
interagissants sont combinés linéairement de telle sorte que tous les sauts soient
aux premiers voisins. Il ne reste qu’à tronquer à la taille souhaitée.
orbitale découplée ne demeure après la troncation, doublant la taille effective du système.
Après troncation, la représentation en chaine du modèle demeure simple : l’impureté, située
à une extrémité de la chaine, est couplée au premier site sans interaction avec une amplitude
de saut t0 =
√
2, les autres sites sont couplés à leur premier voisin avec une amplitude
ti = 1. Grâce à la symétrie particule-trou, aucun terme d’énergie locale c†iσciσ n’est créé. Pour
caractériser nos algorithmes, on considère le cas particulier U = 4.

































Figure 4.3 Coefficients αi de la décomposition en fraction continue de la fonction de Green
d’une impureté d’Anderson, pour plusieurs tailles. À gauche, les coefficients sont
obtenus avec la diagonalisation exacte et à droite avec les méthodes de réseaux
de tenseurs. La symétrie particule-trou entraîne que toute valeur non nulle des
coefficients est une erreur provenant de la procédure numérique. Les calcul de
réseau de tenseurs sont fait avec une troncation à 5 × 10−16, la dimension de lien
est entièrement controllée par la troncation et toujours inférieure à 2000
À la figure 4.3, les 17 premiers coefficients αi de la fonction de Green sont illustrés sur
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une échelle logarithmique pour différentes longueurs de chaine. Comme on peut l’observer,
les coefficients αi croissent exponentiellement et plafonnent aux environs de l’unité, plutôt
que de rester négligeable comme attendu à cause de la symétrie particule-trou. Cette dérive
par rapport à la valeur attendue est donc l’erreur absolue sur le coefficient αi et comme βi est
calculé avec les mêmes quantités, il est raisonnable de supposer une erreur similaire dans
ces derniers. Pour effectuer une extrapolation des coefficients, il faut que les coefficients
soient plutôt fiables. Cette croissance de l’erreur avec le nombre d’itérations est donc le
principal facteur qui limite le nombre de coefficients qu’il est utile de calculer avec une
application directe de la récursion de Lanczos. Les calculs réalisés par diagonalisation exacte
exhibent une croissance des coefficients αi plus rapide lorsque la taille du système augmente,
contrairement aux résultats calculés avec les réseaux de tenseur. Dans ces derniers, le rythme
de croissance semble indépendant de la taille du système. Dans la mesure où l’on se contente
de peu de coefficients, on croit que la méthode de Lanczos sur réseaux de tenseurs peut être utilisée
pour étudier des systèmes dont la taille dépasse ce qui est possible de faire avec la diagonalisation
exacte.




















Figure 4.4 Les coefficients βi de la fonction de Green en fonction de l’étage pour une impureté
d’Anderson avec 8, 10, 12, 14 et 16 orbitales, obtenus par diagonalisation exacte
(ED) ou par réseaux de tenseurs (TN).
À la figure 4.4, on voit les 17 premiers coefficients βi de la fonction deGreen de l’impureté
d’Anderson, obtenue par ED et par TN. Aucun désaccord n’est visible entre les différentes
méthodes et tailles de système avant le quinzième étage. À la figure 4.5, la différence absolue
des coefficients βi avec ceux des plus gros systèmes calculés est illustrée. On observe que
la convergence semble uniforme jusqu’au quatorzième étage pour toutes les tailles. Ceci
suggère que le problème d’impureté se prête mieux à la procédure d’extrapolation que
les réseaux considérés dans [8], puisque qu’aucun effet de taille finie sévère ne semble
se présenter avant l’explosion de l’erreur numérique. Dans l’application de la méthode
de récursion à des modèles sur réseaux, les effets de taille finie se manifestent dans un
comportement imprévisible des coefficients de la fraction continue après un nombre d’étages
contrôlé par la taille du réseau, phénomène illustré à la figure 8-1 de [8]. On peut donc
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espérer obtenir une mesure fiable d’environ 12 étages pour la DMFT. Pour la diagonalisation
exacte, cette limite est due à l’usage de nombres à précision double (64bits) et à la taille
de l’espace de Hilbert. Pour les réseaux de tenseurs, l’amplitude des valeurs singulières
tronquées, en plus de la précision des nombres utilisé, controle cette limite.











































Figure 4.5 Convergence des coefficients βi en fonction de la taille du système. À gauche,
la différence des coefficients βi avec ceux du système à 14 orbitales obtenus par
diagonalisation exacte. À droite, la différence des coefficients βi avec ceux du
système à 16 orbitales obtenus par récursion sur réseau de tenseurs.
En ce qui concerne la CDMFT, l’évolution des coefficients αi observée dans 4.3 donne
confiance qu’il sera possible de calculer, avec une bonne précision, un nombre de coefficients
similaire au cas de l’impureté d’Anderson à un seul site interagissant. La présence de
plusieurs orbitales en interaction change presque certainement le rythme de convergence
des coefficients en fonction de la taille du système. À priori, on s’attend à ce que la quantité à
maintenir constante pour garder le nombre d’étages convergé constant soit le ratio du nombre
d’orbitales de bain au nombre d’orbitales d’impureté. Si c’est le cas, obtenir suffisamment
d’étages convergés pour procéder à une extrapolation est fermement hors d’atteinte des
solutionneurs ED, mais tout à fait possible avec les méthodes de réseaux de tenseurs.
4.3 Développement numérique de fonctions en fractions
continues
Le nombre de fonctions ayant un développement en fraction continue connu analyti-
quement est très limité. L’extrapolation d’une fraction continue compte à la fois sur notre
connaissance de fonctions sous leur forme analytique et sur leur représentation en fraction
continue. Pour pallier au nombre limité de formules analytiques disponibles, il faut être en
mesure de calculer numériquement la fraction continue associée à un poids spectral connu.
Pour les fonctions positives qui n’ont pas de développement en fraction continue connu
analytiquement, il est possible d’utiliser l’algorithme de Lanczos pour calculer les premiers
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coefficients de la fraction continue numériquement. Pour ce faire, on doit écrire la fonction
f (ω) sous une forme compatible avec la partie imaginaire de
F(z) = ⟨ψ |[z − H]−1|ψ⟩. (4.5)
On peut accomplir ceci en échantillonnant la fonction sur une grille de fréquences ωi suffi-
samment serrée. Le vecteur |ψ⟩ est la racine carrée des échantillons : [|ψ⟩]i ∝
√︁
f (ωi). La
matrice H est simplement une matrice diagonale ayant les fréquences de la grille comme





dω = ⟨ψ |ψ⟩. (4.6)
En principe, la grille de fréquence peut provenir de n’importe quel algorithme de quadrature
pour lequel tous les poids sont positifs. En pratique, on trouve que la règle de Riemann
(une grille de points équidistants) donne des résultats satisfaisants. La fonction F(z) ainsi
construite est une fonction causale dans la représentation de Lehmann. Une approximation
de notre fonction originale peut être obtenue immédiatement en évaluant la partie imaginaire
de F(z) aux fréquences limη→0+ z = ω − iη. Plus la grille de fréquence est serrée, plus on
peut utiliser une petite partie imaginaire pour récupérer la fonction originale directement
de cet approximant. La représentation en fraction continue de la fonction F(z) est obtenue
en appliquant l’algorithme de Lanczos à la matrice H avec |ψ⟩ comme vecteur initial.
Nous allons d’abord démontrer la qualité de cette approche numérique en calculant un
grand nombre de coefficients de fonctions dont le développement en fraction continue est
connu analytiquement. On trouve que cetteméthode pour calculer la fraction continue donne
des résultats de bonne qualité dans tous les cas testés. Ces fonctions connues analytiquement
vont aussi servir à illustrer les relations entre les propriétés de la distribution et les coefficients
de la fraction continue.
4.3.1 Distribution semi-elliptique







où r est la moitié de la largeur de bande de la distribution. La fonction de Green ayant ce







Une conséquence de l’éq. (4.8) est que sa représentation en fraction continue a les coefficients
αi = 0 et βi = r2 pour tous les i > 0. Comme toujours, β0 est fixé par l’aire sous la courbe.
La distribution avec r = 3 ainsi que ses coefficients de fraction continue sont à la fig. 4.6. On
y voit que les βi ont précisément le comportement attendu.
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Figure 4.6 À gauche : la distribution semi-elliptique avec r = 3. À droite : les coefficients βi
obtenus en applicant l’algorithme de Lanczos à la fonction échantillonnée sur une
grille uniforme de 10000 points dans le domaine [−5, 5]. Seul le premier coefficient
diffère de r2 , celui-ci est contrôlé par la surface de la fonction.
4.3.2 Distribution avec un gap







La solution formelle [48] de cette équation récursive, obtenue en isolant Gg(ω), est
G±g (ω) =
ω2 + b2 − a2 ±
√︁
(ω2 − b2 − a2)2 − 4a2b2
2ωb2
, (4.10)
où a et b sont des paramètres réels et le signe qu’on doit choisir pour la racine dépend de la







ω2 − a2 − ωb2G−g (ω)






Dans le cas où le ratio dans l’équation (4.11) est 1, il faut choisir la branche qui a une partie
imaginaire négative. À noter que, dans la littérature mathématique [15, 48], les fractions
continues sont dites «elliptiques divergentes» pour les fréquences réelles qui ont un poids
spectral non nul. Ces divergences d’une fraction continue sont précisément ce qui nous
intéresse : elle y possèdent deux solutions également bonnes, la fonction de Green retardée
et la fonction de Green avancée.
Cette fonction possède quelques cas particuliers à considérer : si a2 = b2 elle est égale à
la fonction semi-elliptique et si a2 < b2, il y a un delta de Dirac à ω = 0. De façon générale,
cette fonction a deux bandes séparées par un gap de largeur 2||a| − |b|| centré à ω = 0 et la
largeur de bande totale est 2(|a|+ |b|).
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Figure 4.7 À gauche, une distribution à support fini ayant un gap. La fonction est égale à la
partie imaginaire de l’éq. (4.10) avec a = 1.75 et b = 1.25. À droite, les coefficients
βi obtenus en appliquant l’algorithme de Lanczos à la fonction échantillonnée
sur une grille uniforme de 10000 points dans le domaine [−5, 5]
Cette fonction nous suggère que les oscillations dans les coefficients de la fraction
continue sont la conséquence de gaps et de singularités.
Le poids spectral de cette fonction de Green est illustré à la figure 4.7, encore une fois
les coefficients calculés numériquement sont en accord avec le résultat attendu.
4.3.3 Distribution comportant des singularités
La prochaine fonction illustre l’importance des premiers coefficients de la fraction







définie sur le domaine [−r, r]. La fonction de Green associée est
GT(ω) =
1
ω − 2( r2 )2Ge(ω)
. (4.13)
Comme on peut le constater en inspectant l’éq. (4.12), les bords de la distribution divergent
en ω−1/2. L’équation pour la fonction de Green générant ce poids spectral nous apprend
que sa représentation en fraction continue diffère de celle de l’éq.(4.8) seulement par le
coefficient β1. le simple changement du premier coefficient d’une fraction continue peut
créer une distribution drastiquement différente.
Le poids spectral de cette fonction de Green est illustré à la figure 4.8. Encore une fois
les coefficients calculés numériquement sont en accord avec le résultat attendu.
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Figure 4.8 À gauche, une distribution avec des singularités en racine carrée aux bords . À
droite, les coefficients βi obtenus en applicant l’algorithme de Lanczos à la fonction
échantillonnée sur une grille uniforme de 10000 points dans le domaine [−5, 5]
4.3.4 Distribution normale







Contrairement aux distributions considérées précédemment, cette fonction est non nulle
pour toutes les fréquences réelles. Les fonctions précédentes suggèrent que la moyenne des
coefficients βi dans leur régime asymptotique est contrôlée par la largeur du poids spectral.
Comme ce poids spectral n’a pas une largeur finie, on peut supposer que les coefficients βi
croissent sans limite. La fraction continue générant ce poids spectral a les coefficients αi = 0
et βi = σ
√︂
i
2 pour tous les i entiers supérieurs à zéro.

















domaine [ 30, 30]
domaine [ 10, 10]
Figure 4.9 À gauche, une gaussienne avec une variance σ2 = 4. À droite, les coefficients βi
obtenus en appliquant l’algorithme de Lanczos à la fonction échantillonnée sur
une grille uniforme de 10000 points dans les domaines [−10, 10] et [−30, 30]
Avec les fonctions à support infini, la fréquence maximale utilisée pour générer les
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coefficients de la fraction continue peut avoir un impact important. En effet, le domaine
échantillonné détermine la valeur maximale des βi dans le régime asymptotique. Ce phé-
nomène est illustré à la figure 4.9, où on voit qu’avec le domaine [−10, 10], les coefficients
βi plafonnent à 5. C’est précisément la valeur de βi attendue pour une distribution semi-
elliptique occupant le même domaine. Un fait important : la représentation des nombres
impose une taille effective à notre domaine qu’il n’est pas possible de dépasser. En effet, avec
des nombres à virgule flottante à précision double, le plus petit nombre différent de zéro
qui peut être représenté est de l’ordre de 10−300. Lorsque la fonction est plus petite, elle est,
en pratique, très exactement égale à zéro. Cette barrière peut se manifester surprenamment
tôt dans les coefficients de la fraction continue.
Ce plafonnement des coefficients βi peut s’avérer utile, puisque la séquence ainsi générée
correspond à une approximation à support fini de la fonction originale : la fonction est
tronquée pour se conformer au support utilisé.
4.3.5 La sécante hyperbolique
La sécante hyperbolique est une autre fonction ayant un support infini, mais celle-ci









correspond à la fraction continue ayant les coefficients αi = 0 et βi = σi2 .


















domaine [ 30, 30]
domaine [ 10, 10]
Figure 4.10 À gauche, une sécante hyperbolique avec une largeur caractéristique σ = π3 .
À droite, les coefficients βi obtenus en applicant l’algorithme de Lanczos à
la fonction échantillonnée sur une grille uniforme de 10000 points dans les
domaines [−10, 10] et [−30, 30]
Un exemple de la distribution avec σ = π3 est illustré à la figure 4.10. Encore une fois, le
domaine d’échantillonnage joue un rôle plus important que ce qu’une inspection visuelle de
la fonction le suggère. Comme les coefficients βi croissent plus vite que pour la gaussienne, il
est encore plus important de s’assurer d’avoir un domaine suffisamment large pour obtenir
le nombre désiré de coefficients.
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4.3.6 La gaussienne avec un gap
Finalement, une fonction pour laquelle les coefficients de la fraction continue ne sont





0 si |ω| < g
exp(− (|ω|−g)2
σ2
) si |ω| ≥ g
, (4.16)
où 2g est la largeur du gap.
















Figure 4.11 À gauche, la gaussienne avec une variance σ2 = 4 et un gap 2g = 1. À droite,
les coefficients βi obtenus en applicant l’algorithme de Lanczos à la fonction
échantillonnée sur une grille uniforme de 10000 points dans le domaine [−30, 30]
D’après notre expérience avec les fractions continues précédentes, on peut faire l’hy-




2 et une oscillation d’amplitude g.
Comme on peut le voir à la figure 4.11, les coefficients βi croissent effectivement comme
une racine carrée et exhibent une oscillation. Pour vérifier quantitativement la prédiction,
on calcule 350 étages de la fraction continue sur le domaine [−200, 200] avec 40000 points
équidistants. Comme on le voit à la figure 4.12, les deux séquences de coefficients βi croissent
au même rythme, et l’oscillation semble tendre vers une amplitude de 0.5. La différence
entre les deux derniers points illustrés est 0.499472. C’est sans surprise qu’on observe que le




















Figure 4.12 La différence entre les coefficients βi de la gaussienne et ceux de la gaussienne
avec un gap de largeur 1, les deux ayant lamême variance. Calculé sur le domaine
[−200, 200] avec 40000 points équidistant.
4.3.7 Coecients αi  analyse d'erreur
Comme avec l’impureté d’Anderson à la section précédente, les coefficients αi de toutes
les fonctions présentées ici sont identiquement nuls avec une algèbre exacte. Toutes les
déviations sont donc dues à l’erreur numérique qui se propage d’une étape à l’autre de
l’algorithme. Comme démontré à la figure 4.13, l’algorithme de Lanczos est stable pour le
calcul de la représentation en fraction continue de fonctions échantillonnées numériquement.
Ceci nous apprend que la source de l’erreur à chaque étape de l’itération est le produit matrice-vecteur
dans l’espace de Hilbert. Comme l’application de l’algorithme de Lanczos à des fonctions
échantillonnées est faite dans un espace vectoriel de petite taille et avec unematrice diagonale,
l’erreur croit substantiellement moins vite comparé à celui d’un amas quantique.












Figure 4.13 Les coefficients αi des différentes
fonctions présentés dans cette sec-
tion sur une échelle logarithmique.
Comme toutes les fonctions discu-
tées ont un plan de symétrie mi-
roir à ω = 0, on sait que αi = 0 et




Si on connaît les premiers étages d’une fraction continue, il est tentant de procéder à
la reconstruction de la fonction complète grâce à une extrapolation des coefficients. En
pratique, l’extrapolation est faite en introduisant une fonction de terminaison au dernier étage
connu de la fraction continue. Cette fonction de terminaison est choisie de telle sorte que sa
propre fraction continue extrapole la séquence de coefficients de la fonction d’intérêt.
La plupart du temps, il n’existe pas de fonction avec une fraction continue connue
analytiquement ayant la bonne structure pour extrapoler la séquence calculée, surtout
lorsqu’on a seulement une dizaine d’étages. On fait donc appel à des fonctionsmodèles qu’on
construit manuellement, pour lesquelles on calcule la fraction continue numériquement
avec l’algorithme de la section précédente. Une fois le modèle choisi et la fraction continue
déterminée, on procède au calcul de la fonction de terminaison associée. La fonction de
terminaison est alors placée au dernier étage de la fraction à extrapoler. Il en résulte alors un
poids spectral correspondant à celui d’un système thermodynamique, c’est-à-dire de taille
infinie. Dans cette approche, le modèle de poids spectral a seulement besoin d’être défini
sur l’axe réel pour calculer le poids spectral sur l’axe réel. Si le modèle est défini sur tout le
plan complexe, le résultat de l’extrapolation l’est aussi. Dans le cas contraire, la valeur de la





ω est une fréquence réelle, z une fréquence complexe et f (ω) est un poids spectral ou une
fonction de Green définie au moins sur l’axe réel.
La stratégie d’extrapolation qu’on adopte est donc la suivante :
— on calcule directement les M premiers coefficients de la fraction continue de la
fonction de Green ;
— on extrait la tendance asymptotique de la fraction continue à l’aide d’un modèle de
densité d’états qui est en mesure de reproduire autant de caractéristiques du régime
initial que possible ;
— une fonction de terminaison reflétant les caractéristiques asymptotiques identifiées
est utilisée à l’étage M + 1. Cette fonction de terminaison est extraite du modèle de
densité utilisé.
Une fois le modèle de poids spectral choisi, il faut construire la fonction causale associée
pour effectuer le calcul de la fonction de terminaison. Le modèle de poids spectral est pro-
portionnel à la partie imaginaire du modèle de fonction causale qu’on cherche à construire,
la partie réelle peut être obtenue grâce aux relations de Kramers-Krönig. Étant donné le









ω′ − ω. (4.17)
La fonction causale associée est alors
χ(ω) = χ′(ω) + iχ′′(ω). (4.18)
Comme l’intégrande est une fonction singulière, on doit recourir à un algorithme spécialisé
pour obtenir une valeur fiable de χ′(ω). En pratique, l’algorithme d’Ivanov [49] est un
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bon compromis entre vitesse et précision. On peut ensuite procéder au calcul de χN , la
fonction de terminaison à l’étage N. Le modèle de fonction causale χ(ω) est la fonction de
terminaison à l’étage 0, et étant donné la fonction de terminaison à l’étage i on peut calculer




ω − ai − χi+1(ω)
. (4.19)
4.4.1 Exemple d'extrapolation
Pour donner une meilleure idée de la procédure d’extrapolation d’une fraction continue
lorsqu’on à seulement accès à 12 étages, on explique en détail dans cette section comment le
modèle d’extrapolation est choisi pour un exemple. La sélection du modèle d’extrapolation
est un problème non trivial en soi, tout particulièrement lorsque peu d’étages de la fraction
sont disponibles. Dans ce cas, les contributions asymptotiques sont mélangées avec les
contributions provenant des détails de la fonction sous-jacente. Conséquemment, le modèle
d’extrapolation doit tenter de reproduire ces détails, au moins partiellement, en plus du
caractère asymptotique.























Figure 4.14 À gauche : les coefficients βi d’une fraction continue tronquée ; les coefficients
αi sont identiquement nuls. À droite : la distribution semi-elliptique avec une
largeur de bande de 10 est utilisé comme premier modèle d’extrapolation de
la fraction continue. Le résultat de cette extrapolation grossière informe les
raffinements auxquels on procède. Les barres rouges sont situées à l’énergie des
pôles de la fraction continue de 12 étages, la hauteur de chacunne des bar est
proporitionnelles à la surface du pôle correspondant.
Les coefficients de la fraction continue tronquée dont on souhaite reconstruire la fonction
originale sont illustrés sur le panneau gauche de la figure 4.14. Comme on peut le voir,
la séquence de coefficients oscille avec une période non entière. Aucune des fonctions
présentées précédemment n’est en mesure de générer une telle séquence de coefficients.
On n’a donc pas grand-chose pour nous aider à choisir un modèle dans l’immédiat. La
seule caractéristique qu’on peut extraire immédiatement est une largeur de bande finie
d’environ 10 car les coefficients ne semblent pas croître et oscillent autour de ∼ 2.5. C’est
pour cette raison qu’on commence avec le modèle d’extrapolation le plus simple auquel on
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La fonction résultant de cette extrapolation est illustrée dans le panneau droit de la
figure 4.14. On peut observer dans la fonction résultante deux pics à ω = ±2 et des oscilla-
tions un peu partout où la fonction est non-nulle. Comme les pics sont plutôt prononcés, il
s’agit probablement d’une vraie caractéristique de la fonction, contrairement aux oscilla-
tions qui sont presque certainement un phénomène de Gibbs dû à un désaccord entre les
caractéristiques singulières du modèle et la fonction à reconstruire. Dans ce cas-ci, il y a
deux sources potentielles pour ce phénomène de Gibbs : les bords de la bande et les pics.
On raffine donc le modèle d’extrapolation en incluant la présence de pics dans celui-ci et en






(w − f )2 + l2 +
1
(w + f )2 + l2
]︃)︃
. (4.21)
Dans ce modèle, M1, A, W, a, f et l sont des paramètres qu’on optimise de sorte à reproduire
au mieux la fraction continue. L’optimisation dumodèle est réalisée en minimisant la somme
des différences au carré des coefficients du modèle avec ceux de la fraction à extrapoler
(on utilise pour cela la méthode du simplexe de Nelder-Mead). On démarre l’algorithme
d’optimisation avec A = 0.016, W = 5, a = 0.5, f = 2 et l = 0.1. W et a caractérisent les
bords de la bande et sont choisis de façon à être équivalent au modèle M0. f et l contrôlent
la position et la largeur des pics, on utilise la position à laquelle les pics sont apparus
avec l’extrapolation M0. A contrôle seulement l’aire sous la courbe ; on le choisit donc de
façon à avoir β0 = 1. L’optimisation propose les paramètres suivants : A = 0.14, W = 4.95,
a = −0.043, f = 1.97, l = 0.70. La fonction résultant de l’extrapolation ainsi que les
coefficients de fraction continue sont illustrés à la figure 4.15

























Figure 4.15 À gauche : extrapolation de la fraction continue avec le modèle M1(ω). À droite :
les coefficients βi du modèle et de la fonction inconnue.
Comme on peut le voir, ce modèle explique bien les premiers coefficients, mais ne fait
pas mieux que la simple distribution semi-circulaire pour les derniers. C’est le contraire
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de ce qu’on souhaite accomplir avec une fonction modèle, ce sont les derniers coefficients
qu’il faut reproduire fidèlement. Ce modèle n’est donc pas une amélioration par rapport à
la distribution semi-elliptique.









(w − f )2 + l2 +
1
(w + f )2 + l2
)︃]︃)︃
. (4.22)
On optimise le modèle M2(ω) avec A1 = 0.125 et A2 = 0.565 et les autres paramètres égaux
au résultat de l’optimisation de M1(ω). Les valeurs initiales des Ai sont choisis avec une

































Figure 4.16 À gauche : extrapolation de la fraction continue avec le modèle M2(ω). À droite :
les coefficients βi du modèle et de la fonction inconnue.
Le résultat de l’extrapolation avec cemodèle ainsi que les coefficients de fraction continue
sont illustrés à la figure 4.16. On peut voir que la qualité d’extrapolation ne s’est guère
améliorée. Malgré cela, la prochaine étape à suivre est maintenant un peu plus claire : la
principale différence entre le modèle M1 et le modèle M2, se trouve dans la largeur des pics,
et on voit que l’amplitude d’oscillation des coefficients de la fraction continue décroît moins
vite avec le nombre d’étages. Ceci suggère que des pics plus minces et plus hauts pourraient
faire l’affaire. On va aller à l’extrême et utiliser des pics divergents :
M3(ω) = Re
[︁











Le résultat, illustré à la figure 4.17, montre un accord nettement amélioré entre les fractions
continues : l’oscillation est présente avec à peu près la bonne période et la bonne amplitude.
On peut observer des oscillations qu’on pourrait attribuer a un phénomène de Gibbs localisé
sur le bord de la bande dans la fonction extrapolée, ce qui suggère que le modèle laisse
à désirer dans ces régions. Les derniers coefficients de fraction continue du modèle sont
systématiquement inférieurs à ceux qu’on souhaite extrapoler, ce qui suggère que la largeur
de la bande devrait être un peu plus grande.

























Figure 4.17 À gauche : extrapolation de la fraction continue avec le modèle M3(ω) et la
solution première solution trouvée. À droite : les coefficients βi du modèle et de
la fonction inconnue.
On va donc donner une poussée dans cette direction aux paramètres du modèle et









L’extrapolation et les coefficients de fractions continues avec ce nouvel ensemble de para-
mètres optimisés sont illustrés à la figure 4.18. On n’observe aucune oscillation suspecte
dans le résultat de l’extrapolation et l’accord des fractions continues est particulièrement
bon pour les derniers coefficients connus ; il s’agit d’un résultat satisfaisant.

























Figure 4.18 À gauche : extrapolation de la fraction continue avec le modèle M3(ω) et la solu-
tion raffinés. À droite : les coefficients βi du modèle et de la fonction inconnue.
Comme il s’agit seulement d’un exemple, la fonction générant la fraction continue qu’on
a analysée est connue. Il s’agit de






Cette fonction n’est pas exactement la même que le modèle, mais elle est très similaire.
On remarque que les exposants a et x n’ont pas convergé à 1/2 comme dans la solution
exacte au problème. La fonction discutée à la section 4.3.3 suggère que la valeur précise
de l’exposant a est largement déterminée par les premiers étages de la fraction continue,
l’identifier avec précision n’est donc pas critique à une extrapolation de bonne qualité. Il
semble qu’il se produit un phénomène similaire avec l’exposant x. La figure 4.19 illustre cette
fonction accompagnée du résultat de l’extrapolation ainsi que les coefficients des fractions
continues jusqu’à l’étage 30. On voit que la fraction continue du modèle donne une bonne
extrapolation de la fraction continue tronquée avec laquelle on l’a optimisé. L’accord n’est
pas parfait, mais la structure générale est capturée par le modèle.
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Figure 4.19 À gauche : extrapolation de la fraction continue avec le modèle M3(ω) et la
fonction qui a généré la fraction continue tronqué. À droite : les coefficients βi
du modèle et de la fonction.
4.5 Procédure DMFT
La procédure d’extrapolation nécessite une certaine mesure d’intervention humaine : il
faut choisir unmodèle de poids spectral. Ce choix est effectué en partie à l’aide des tendances
observées dans les coefficients mesurés et à l’aide de propriétés physiques connues d’autres
sources, telles les règles de sommes. La DMFT est une procédure itérative prenant le résultat
d’un solutionneur d’impureté pour générer un nouveau modèle qu’on espère meilleur que
le précédent. Il est possible de faire des dizaines d’itérations avant de trouver une bonne
approximation d’un modèle autocohérent. Les tendances dans la séquence de coefficients
peuvent changer significativement d’une itération de DMFT à l’autre et les bonnes propriétés
physiques à donner au modèle de poids spectral sont inconnues avant de connaître la
phase du système (métallique, isolante, supraconducteur, etc.). Une solution est de modifier la
procédure DMFT de sorte à converger les coefficients de la représentation en fraction continue de
la fonction de Green. Une extrapolation ne modifie jamais la valeur de ces coefficients, il est donc
possible d’en faire une très grossière sans modifier les résultats.








où β0 = 1 car {c†i , cj} = δij. La condition d’autocohérence (1.23) est
G(ω) = GI(ω), (4.26)
où G(ω) est la fonction de Green locale du réseau. Cette dernière est définie par l’intégrale







ω − µ − t(k)− ΣI(ω)
(4.27)
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où ΣI(ω) est la self-énergie de l’impureté, t(k) est la relation de dispersion du réseau, µ est le
potentiel chimique et d la dimension du réseau. Le seul élément de l’impureté apparaissant
explicitement dans la fonction de Green du réseau est sa self-énergie. Il s’agit donc de l’objet
qu’on doit extrapoler. La self-énergie de l’impureté est définie par
ΣI(ω) = ω − µ − G−1I (ω)− Γ(ω)








où Γ(ω) est la fonction d’hybridation. À l’annexe A.2, on décrit et explique un algorithme
nous permettant de représenter le résultat de la formule précédente sous la forme d’une
fraction continue. Sans un algorithme de soustraction de fractions continues, effectuer la DMFT
sans extrapoler l’hybridation est impossible. À chaque itération DMFT, on extrapole la self-
énergie avec une distribution semi-elliptique ayant un rayon égal à deux fois le dernier
coefficient β de la self-énergie, et centré sur la moyenne des coefficients α. Si l’on procédait
plutôt à l’extrapolation de la fonction de Green de l’impureté, on serait forcé d’extrapoler
la représentation en fraction continue de la fonction d’hybridation. Ce serait une occasion
supplémentaire de commettre des erreurs et une extrapolation de bonne qualité serait alors
critique. L’objectif de l’extrapolation de la self-énergie lors des itérations DMFT est seulement
d’avoir un poids spectral continu sur l’axe réel, sans modifier les étages calculés de la fraction
continue. On propose donc de mettre à jour les paramètres de l’impureté en évaluant sur
l’axe réel la fonction de Green locale du réseau G(ω) calculée avec la self-énergie extrapolée
de l’impureté. En isolant l’hybridation Γ(ω) de (4.28) et (4.26), on obtient une nouvelle
hybridation pour une impureté avec un bain infini. On construit un bain fini en calculant
N − 1 étages de la représentation en fraction continue de l’hybridation, où N − 1 est le
nombre d’orbitales dans le bain, en appliquant l’algorithme de Lanczos au poids spectral de
la fonction d’hybridation. C’est pour réaliser cette étape de mise à jour de l’impureté que
l’extrapolation de la self-énergie est nécessaire. Sans une forme quelconque d’élargissement,
l’intégrale de (4.27) est numériquement impossible à calculer. Utiliser un élargissement
lorenzien, en ajoutant une petite partie imaginaire à la fréquence, n’est pas une option :
cela force le poids spectral à avoir une tendence en ω−2 à haute fréquence. Les seuls étages
de cette nouvelle fonction d’hybridation affectés par l’extrapolation sont ceux situés à des
niveaux plus profonds que ceux calculés explicitement dans la self-énergie. Avec cette
approche, on parvient à mettre à jour le modèle d’impureté sans faire intervenir de fonction
de poids, ce qui était nécessaire avec à la diagonalisation exacte.
On mesure le degré d’autocohérence par les variations des coefficients dans les M
premiers étages de la représentation en fraction continue de l’hybridation, où M est le
nombre d’étages calculés pour la self-énergie. On suppose ici que l’extrapolation n’a qu’un
impact minimal sur l’autocohérence des M premiers étages. On peut montrer, grâce aux
relations entre la représentation en fraction continue et la décomposition en moments
(section 4-3 de [8]), que l’extrapolation n’a aucun effet sur la mise à jour des paramètres
des M premières orbitales de bain. Le seul effet que cette extrapolation peut avoir est via
son effet sur l’état fondamental de l’impureté si N − 1 > M.
Avec cette procédure, on demande à ce que la fonction de Green locale du réseau, lorsque
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représentée sous la forme d’une fraction continue de M + 1 étages, soit égale à la fonction
de Green de l’amas. Cette dernière est elle aussi une fraction continue de M + 1 étages.
Une fois la DMFT convergée, on peut procéder à une extrapolation plus rigoureuse de
la self-énergie.
Résumé du chapitre
Dans ce chapitre, on a discuté des fractions continues de Jacobi et de leur relation avec
des distributions de probabilité. On a montré que l’erreur commise dans l’algorithme de
Lanczos implémenté avec des réseaux de tenseurs est différente des implémentations basées
sur une algèbre linéaire classique : le rythme de croissance de l’erreur ne dépend pas de la
taille du système.
On a aussi conçu un algorithme basé sur la méthode de Lanczos pour calculé numérique-
ment la représentation en fraction continue d’une distribution échantillionnée en fréquence.
On a utilisé cet algorithme pour montrer comment extrapoler une fraction continue à l’aide
d’un exemple.
Finalement, on a expliqué comment adapter la DMFT à cette méthode de solution.
L’idée centrale est d’isoler la self-énergie de l’amas en la représentant sous la forme d’une
fraction continue avec un nombre fini d’étages et de ne considérer que les variations de ses
coefficients dans l’équation d’auto-cohérence. Comme l’objet central de la (C)DMFT est la
self-énergie, c’est celle-ci qu’on doit isoler et extrapoler.
Chapitre 5
Application au réseau de Bethe
Pour tester la procédure décrite à la fin du chapitre précédent, on choisit d’utiliser le
réseau de Bethe avec un nombre de coordination z → ∞. Le réseau de Bethe n’est pas un
réseau de Bravais, mais un graphe connecté sans cycle (deux exemples sont illustrés à la
figure 5.1). On choisit ce réseau parce que (i) la densité d’état sans interaction a une largeur
de bande finie W = 4t si l’amplitude de saut est t∗ = t√z et (ii) le nombre de coordination
infini fait en sorte que l’équation d’autocohérence de la DMFT n’est pas une approximation :
la self-énergie est complètement locale dans cette limite [50-52]. On peut donc comparer
nos résultats à ceux de la littérature en sachant que toutes les déviations proviennent du
solutionneur d’impureté lui-même et non de l’effet d’une dimension spatiale finie. La densité
















et le poids spectral local est
A0(ω) = 2πD0(ω). (5.3)
Comme le nombre de coordination est infini, l’équation d’autocohérence doit être trans-
formée demanière à évacuer la présence des vecteurs d’ondes. On accomplit ceci en calculant
analytiquement l’intégrale sur les vecteurs d’ondes G définie par l’éq. (4.27). La fonction de
Green du réseau est définie par l’équation de Dyson :
G(ω, k) = [ω − H0(k)− Σ(ω)]−1 = G0(ω − Σ(ω), k), (5.4)
où G0(ω, k) = [ω − H0(k)]−1. Dans le cas où la self-énergie est scalaire, on peut interpréter











































































































































































. . . . .
Figure 5.1 Deux exemples de réseaux de Bethe dont tous les sites sont placés dans un plan,
avec un nombre de coordination fini. À gauche, les 46 sites les plus proches de
l’origine avec z = 3. À droite, les 171 sites les plus proches de l’origine avec z = 4.
Les sites sont représentés par les points noirs, le nombre de coordination est le
nombre de premiers voisins de chacun des sites. Les sites du réseau de Bethe sont
équidistants dans un espace hyperbolique, il ne s’agit pas d’un réseau possible
dans un espace euclidien.






G0(ω − Σ(ω), k)
= G0(ω − Σ(ω)).
(5.5)
Cette identité n’est utile que si la fonction de Green locale du réseau sans interaction est
connue sous la forme d’une fonction analytique sur le plan complexe, comme c’est le cas de














ω − Σ(ω)− ω′ .
(5.6)
La dernière ligne de l’éq. (5.6) peut être intégrée numériquement sur l’axe réel si A0(ω) est
connu.
Dans ce chapitre, on analyse les résultats de simulations DMFT du modèle de Hubbard
sur le réseau de Bethe au demi-remplissage et à plusieurs valeurs du couplage U. L’échelle
d’énergie est définie par t ≡ 1. Comme notre objectif est de caractériser la méthode, on ne
résout que des cas au demi-remplissage : la symétrie attendue des poids spectraux signifie
que les valeurs numériques des coefficients αi des fractions continues sont des mesures de
l’erreur de la méthode. On ignore s’il existe une façon aussi simple d’évaluer l’erreur de la
méthode sans la symétrie particule-trou. On tente d’abord de déterminer dans quelle mesure
le choix du nombre d’étages de la représentation en fraction continue de la self-énergie et
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du nombre de sites de bain dans l’impureté affecte la solution DMFT. Ensuite on observe les
poids spectraux résultant des simulations, et l’effet de l’extrapolation sur ceux-ci. Finalement,
on calcule l’occupation, la double occupation et le poids de quasi-particules.
5.1 Eet du nombre d'étages et d'orbitales sur la solution
DMFT
Commençons par le comportement de l’erreur en fonction des paramètres de l’algo-
rithme et de l’interaction. On peut observer les coefficients αi des fractions continues conver-
gées par DMFT à la figure 5.2. Comme dans le cas de l’impureté dans un milieu métallique
étudié au chap. 4, l’erreur augmente rapidement avec le nombre d’étages calculés, mais il
ne s’agit pas d’une exponentielle. Il s’agit d’une différence qui rend réaliste de calculer plus
d’étages de fraction continue sur des impuretés plus grandes. On remarque que l’erreur
à l’étage 0 de la self-énergie varie d’une série à l’autre. Cette valeur de l’erreur provient
de la différence d’occupation entre les électrons de spin down et ceux de spin up sur le
site d’impureté. On observe que cette contribution à l’erreur ne semble pas être amplifiée
par la procédure de Lanczos. En effet, dans les cas avec un état fondamental moins précis,
l’erreur est initialement légèrement décroissante, et suit le même comportement que les
courbes ayant un état fondamental plus précis une fois qu’elles ont croisé ces courbes aux
fondamental plus précis. On observe aussi que l’amplitude du couplage de Hubbard ne
semble pas avoir d’effet sur la précision des résultats. Ceci nous encourage à penser que
varier le potentiel chimique n’affectera pas la qualité des résultats non plus. Cela reste à
confirmer dans des études futures.
La courbe U6 M16N16 est calculée avec une précision supérieure aux autres, et montre
qu’en effectuant les efforts nécessaires, la méthode de Lanczos sur des MPS est en mesure
d’évaluer plus de 13 étages d’une fraction continue. Comme les implémentations des algo-
rithmes à notre disposition avaient un parallélisme très limité au moment d’effectuer les
calculs, effectuer plusieurs calculs avec ce niveau de précision n’était pas réaliste. Il s’agit
donc de la seule fraction continue calculée avec autant de précision. Ce calcul de DMFT à
pris plus d’une journée à lui seul, et la procédure de DMFT n’a pas convergé avec un niveau
de précision aussi élevé que les autres.
À la figures 5.3, on peut voir comment les solutions DMFT sont affectées par le choix
de nombre d’étages calculés et par la taille du bain. Dans ces figures, on peut ignorer les
coefficients β0 de la self-énergie : ceux-ci ne dépendent que de l’interaction et du nombre de
particules sur le site d’impureté. On sait intuitivement qu’augmenter le nombre d’orbitales
de bain et que calculer le plus d’étages possible dans les fractions continues améliore la
qualité de nos résultats. Les deux figures nous montrent que la convergence en fonction du
nombre d’orbitales est exponentielle. La tendance en fonction du nombre d’étages calculés
est un peu moins claire ; à U = 8 elle semble exponentielle, alors qu’à U = 4 la convergence
stagne à onze et douze étages. Dans les deux cas, le coefficient du dernier étage calculé ne
semble pas converger à une précision supérieure à ≈ 5−2, ceci peut-être dû à l’accumulation
d’erreur dans l’algorithme. Ces figures suggèrent une convergence de l’ordre de 10−2 à
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Figure 5.2 Coefficient αi de la self-énergie pour l’ensemble des solutions présentées. M est le
nombre d’étages calculés avec l’algorithme de Lanczos, N le nombre total d’orbi-
tales électroniques du hamiltonien de l’impureté et U l’amplitude du terme de
Hubbard. Les courbes grises ont été obtenues avec des valeurs de M ∈ [10, 11, 12]
et N ∈ [12, 14, 16]. Il y a 18 courbes au total. Tous les calculs exceptés U6 M16N16
ont été faits avec une troncation de 5 × 10−16 sur le carré des valeurs singulières
des MPS lors des itérations de Lanczos. L’état fondamental est obtenu par DMRG
avec une troncation du MPS à 1 × 10−18. La série U6 M16N16 est calculée avec
une troncation de l’ordre de 1 × 10−21 pour l’algorithme de Lanczos et 1 × 10−22
pour la DMRG.
U = 4 et de l’ordre de 10−3 à U = 8, par rapport à la limite infinie en nombre d’étages et
orbitales de bain.
À la figure 5.4, on voit l’évolution de la dimension de lien maximale des états de l’al-
gorithme de Lanczos en fonction du nombre d’itérations. La croissance est rapide : elle est
comparable à exp(i5/9). Une croissance exponentielle comme celle-ci est trop rapide pour
calculer un nombre d’étages très grand pour la fonction de Green. Les MPS tels qu’utilisés ici
ne sont pas la voie à suivre pour calculer un grand nombre d’étages dans la représentation
en fraction continue de la fonction de Green. Bien qu’il soit certainement possible de calculer
plus d’étages que ce qui est fait ici, cette croissance impose une limite sur ce qui est faisable en
pratique avec les MPS.
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Figure 5.3 Variation des coefficients βi en fonction du nombre d’étages ou d’orbitales, calculé
à plusieurs étages i. À la rangée du haut, U = 4. À la rangée du bas U = 8. Dans
la colonne de gauche, les variations sont en fonction du nombre d’orbitales N
et avec M = 12 étages calculés. Dans la colonne de droite, les variations sont en
fonction du nombre d’étages calculés M et avec N = 16 orbitales.
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Figure 5.4 Dimension de lien maximale de la représentation MPS des états en fonction
du nombre d’itérations de la méthode de Lanczos. Les séries de données sont
identifiées par la valeur de l’intéraction, le nombre d’étages utilisés lors de la
DMFT et le signe des fréquences calculées. Par exemple U4M13+ est la dimension
de lienmaximale desMPS servant au calcul des fréquences positives de la fonction
de Green à U = 4 et M = 13 étages.
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5.2 Poids spectraux
On présente dans cette section les poids spectraux projetés du réseau de Bethe, obtenus
par DMFT avec la méthode récursive comme solutionneur d’impureté. Les coefficients de la
fraction continue sont convergés à 10−5 pour 15 orbitales de bain, la dimension de lien des
MPS est contrôlée par une troncation du carré des valeurs singulières à 5 × 10−16. Dans ces
conditions, la simulation DMFT prend un peu moins de trois heures sur un macbook pro
2013 pour chaque valeur de U simulé. Ce portable est équipé d’un processeur Intel i5 ayant
une horloge de 2.6GHz et de 8Gb de mémoire vive. À cause de la capacité limité de notre
implémentation à tirer avantage d’un grand nombre de processeurs, l’algorithme n’est pas
en mesure de profiter pleinement d’un super-ordinateur. De plus, l’usage de cet ordinateur
personnel illustre bien les avantages de la méthode par rapport à l’ED : ce calcul aurait été
impossible en ED avec aussi peu de mémoire vive. Treize étages de la représentation en
fraction continue de la fonction de Green sont calculés avec la récurrence de Lanczos sur
des MPS pour une impureté d’un site avec quinze orbitales de bain. Des modèles de poids
spectraux extrapolent les étages manquants.














Figure 5.5 La partie imaginaire de la self-énergie Σ, du modèle d’extrapolation Mmi et de la
fonction de Green G à U = 2 et avec 15 orbitales de bain.
Aux figures 5.5, 5.6 et 5.7 on peut observer le modèle de poids spectral pour la self-
energie, la self-energie extrapolée et la fonction de Green projeté du réseau de Bethe dans
la phase métallique. Pour les trois valeurs d’interaction U, les modèles ont la même forme
fonctionnelle ; seuls les paramètres diffèrent. Les modèles pour les parties imaginaires des
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Figure 5.6 La partie imaginaire de la self-énergie Σ, du modèle d’extrapolation Mmi et de la
fonction de Green G à U = 4. Le trait horizontal noir situé à 1.1 marque le passage
d’une échelle linéaire à une échelle logarithmique.
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où les Di sont les paramètres optimisés de sorte à reproduire les coefficients connus de la
self-énergie. Ce modèle intègre la conséquence principale des règles de sommes de Luttinger
(applicable au réseau de Bethe) et de Friedel (applicable au problème d’impureté) : la self-
énergie doit être nulle à fréquence nulle dans la phase métallique [50, 53]. Les résultats des
extrapolations respectent donc aussi ces règles de sommes : la partie imaginaire de la fonction
de Green projetée est exactement 1 à fréquence nulle. Les valeurs utilisées aparaissent dans
le tableau 5.1. Tel qu’attendu, la densité d’états a un pic de quasi-particule bien défini à
ω = 0 et des bandes de Hubbard se forment de part et d’autre du pic avec l’augmentation de
l’interaction. On a construit la fonction servant à l’extrapolation de cette fonction seulement
en analysant les coefficients de la fraction continue obtenue pour U = 4. On peut voir au
panneau gauche de la fig. 5.10 qu’elle donne une extrapolation tout à fait raisonnable de la
séquence connue, mais plus d’étages seraient utiles pour raffiner les détails du spectre, en
particulier la largeur du pic de quasi-particules.
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Figure 5.7 La partie imaginaire de la self-énergie Σ, du modèle d’extrapolation Mmi et de la
fonction de Green G à U = 5. Le trait horizontal noir situé à 1.1 marque le passage
d’une échelle linéaire à une échelle logarithmique.
À la figure 5.8, on voit le résultat DMFT à U = 8, fermement dans l’isolant de Mott. On
y voit deux bandes piquées à ±U2 . Dans ce cas-ci, le modèle d’extrapolation correspond à
1
ω−Σ(ω) plutôt qu’à la self-énergie elle-même. On fait cette transformation pour éviter d’avoir
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et les paramètres sont
D = [3.553 × 10−5, 13.029, 7.8686, 0.023335, 3.1814, 2.7051,
3.5966 × 10−8, 9.7406, 2.6925, 1.1356, 3.8810].
(5.9)
Malheureusement, dans ce cas-ci, treize étages calculés explicitement semblent ne pas être
suffisants pour bien caractériser le spectre : on voit au panneau gauche de la figure 5.9 que
les coefficients de fraction continue prédits par la fonction modèle ont un comportement
plutôt différent des coefficients calculés. Il faut donc considérer ce résultat avec prudence :
le vrai poids spectral est peut-être en réalité très différent, particulièrement la largeur du
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U D1 D2 D3 D4 D5
2 2.4572 × 10−4 2.8507 0.27822 2.6640 15.887
4 0.0011237 3.5457 0.0051880 4.8514 16.923
5 0.0012461 3.0876 0.0033126 4.3254 12.757
U D6 D7 D8 D9 D10
2 0.44974 0.72610 0.79913 1.1751 9.2859 × 10−4
4 0.056187 3.1377 0.89645 1.1407 0.095807
5 0.038900 3.9462 0.97940 1.1412 0.15281
Table 5.1 Valeurs des paramètres optimisés pour la fonction modélisant les fractions conti-
nues dans l’état métallique.
gap et la forme de la chute à haute fréquence. Dans ce cas-ci, plus d’étages dans la fraction
continue sont nécessaires pour construire un modèle d’extrapolation de bonne qualité.
Les fonctions modèles présentées précédemment ont été construites en analysant les
fractions continues à U = 4 pour la phase métallique et à U = 8 pour l’isolant. Dans le
processus de conception des fonctions modélisant les fractions continues, quelques autres
fonctions légèrement moins bonnes ont été découvertes avant celle utilisée aux figures 5.5-
5.8. Les coefficients βi de ces différents modèles, incluant le modèle final, ainsi que les poids
spectraux projetés résultants sont illustrés aux figures 5.10 et 5.9, pour U = 4 et U = 8,
respectivement. Les paramètres des modèles sont obtenus en minimisant le carré de l’erreur
de prédiction du modèle. Pour toutes les courbes présentées, la moyenne de l’erreur au carré
est inférieure à 0.4. Cette mesure de la qualité du modèle est bien imparfaite, et on peut
conclure en observant le panneau de gauche de la fig. 5.9 que plus d’étages doivent être
calculés dans le cas isolant, car la structure des coefficients de la fraction continue change
drastiquement aussitôt que la séquence connue de l’impureté se termine. En d’autres mots,
la structure asymptotique de la fraction continue n’est pas révélée par le nombre d’étages
calculé pour l’impureté. En effet, l’oscillation des coefficients extrapolés de la fig. 5.9 a une
enveloppe relativement compliquée et cette enveloppe n’est pas visible dans les coefficients
calculés de la self-énergie. C’est l’enveloppe de cette oscillation qui fait la différence entre
une self-énergie qui est nulle ou qui diverge (à ω = 0 dans ce cas-ci). La présence du
delta de Dirac à fréquence nulle est une caractéristique qu’on a imposée par le choix de
fonction modèle. Le panneau droit de la figure 5.9 montre le poids spectral résultant de
quatre modèles d’extrapolation différents. Les quatre modèles ont des erreurs de prédiction
similaires, mais la courbe rouge est celle qui performe le mieux. Cette dernière est la même
qu’on retrouve à la figure 5.8. Plus de détails concernant les modèles d’extrapolation sont
fournis à l’annexe B. Comme on peut le voir, les différents modèles sont en désaccord quant
à la largeur du gap, et l’un des modèles assigne une forme différente au bord des bandes.
Les endroits où les différends modèles donnent des résultats différents sont ceux qu’on
devrait considérer comme les plus incertains.
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Figure 5.8 La partie imaginaire de la self-énergie Σ, du modèle d’extrapolation Mfi et de
la fonction de Green G à U = 8. La self-énergie est singulière à ω = 0, le delta
de Dirac contribue environ 70% de l’aire totale de la partie imaginaire de la
self-énergie.
Dans le cas U = 4, la situation est moins critique. Néanmoins plus d’étages seraient
nécessaires pour mieux caractériser les détails du spectre, principalement la forme du pic de
quasi-particule, qui doit largement contribuer aux modulations dans l’amplitude de l’oscil-
lation qu’on observe dans la séquence de coefficients βi. Le panneau droit de la figure 5.10
montre le spectre à U = 4 avec plusieurs extrapolations de fraction continue différentes. La
courbe verte est la même qu’on trouve à la figure 5.6. Les modèles d’extrapolation des trois
courbes ont des erreurs de prédiction similaire sur les coefficients connus, le modèle de la
courbe verte performant légèrement mieux. Plus de détails concernant les autres modèles
d’extrapolation sont à l’annexe B. On peut voir que les trois spectres sont qualitativement
similaires, mais ont des différences quantitatives significatives. Ces différences nous donnent
une idée des caractéristiques les plus incertaines du spectre : la hauteur du pic au bord des
bandes de Hubbard, l’épaulement à ω = ±4 et la largeur du pic de quasi-particule.
À la figure 5.11, on montre les spectres obtenus si on utilise une distribution semi-
elliptique comme fonction de terminaison dans la self-énergie. On observe qu’avec cette
extrapolation, la règle de somme de Luttinger n’est pas respectée dans la phase métallique :
−Im[G(ω = 0)] ̸= 1. De plus, cette extrapolation suggère qu’à U = 6, le réseau est toujours
dans la phase métallique, car il y a un petit pic à ω = 0. La littérature [50, 52, 54] établit la
valeur supérieure de la transition métal-isolant sur le réseau de Bethe à Uc = 5.84 ± 0.1, une
valeur légèrement inférieure à 6. On peut interpréter la présence de cette bosse comme un
phénomène de Gibbs dû à la mauvaise qualité de l’extrapolation, mais ce résultat montre
que le nombre d’étages calculés dans les fractions continues est insuffisant pour établir la
phase du système par inspection du poids spectral à proximité de la transition. Si on porte
attention à la courbe à U = 8, on voit que le poids spectral n’est pas nul à fréquence nulle :
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Figure 5.9 Résultats de plusieurs extrapolations différentes de la self-énergie à U = 8. À
gauche : les coefficients βi de la self-énergie des différents modèles. À droite : la
partie imaginaire des fonctions de Green projeté résultantes.





























Figure 5.10 Résultats de plusieurs extrapolations différentes de la self-énergie à U = 4. À
gauche : les coefficients βi de la self-énergie des différents modèles. À droite : la
partie imaginaire des fonctions de Green projeté résultantes.
on a un pseudogap plutôt qu’un vrai gap. Ceci est une conséquence générale de l’utilisation
d’une terminaison semi-elliptique : il ne peut y avoir de gap ou de singularité avec ce modèle
d’extrapolation. Il faut donc faire preuve de beaucoup de prudence dans l’interprétation
des résultats avec cette fonction de terminaison, mais celle-ci est très facile à appliquer à
n’importe quelle fraction continue.
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Figure 5.11 Poids spectral des fonctions de Green projetées du réseau de Bethe obtenues avec
une fonction de terminaison semi-elliptique. En haut : solutions métalliques. En
bas : solutions isolantes.
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5.3 Valeurs moyennes
À la figure 5.12 on peut voir l’occupation de spin up sur un site. Comme tous les calculs
sont faits au demi-remplissage en l’absence de symétrie brisée, la valeur exacte de cette
observable est 12 . On voit dans cette figure qu’il y a très peu de fluctuations des résultats,
en fonction de U et en fonction de la méthode de calcul utilisée. À priori, ceci est vrai pour
toutes les observables à 1-corps : la procédure d’extrapolation ne devrait avoir à peu près
aucun impact. Ces quantités sont contrôlées par l’aire du poids spectral aux fréquences
négatives. En imposant que le modèle d’extrapolation reproduit les valeurs moyennes des
observables à un corps de l’amas, on peut garantir l’équivalence entre le réseau et l’amas
pour celles-ci.
























Figure 5.12 Densité d’électrons de spin up en fonction de U, calculée de plusieurs façons.
La série "CF" est calculée avec la fraction continue sans aucune extrapolation,
"ellipse" est calculée avec une fonction de terminaison semi-elliptique, "impureté"
est calculée avec l’état fondamental de l’impureté, "modèle" est calculée avec
les modèles de la section précédente. Les séries identifiées "M16" ont 16 étages
calculés dans leur fraction continue, les autres ont 13 étages. Toutes les données
à l’exception de celle identifiée "impureté" sont calculées sur le réseau de Bethe
plutôt que sur l’impureté. Notez que l’échelle verticale est très serrée autour de
0.5.
La figure 5.13 illustre la double occupation en fonction de l’interaction. La double
occupation réseau est calculée en intégrant Σ(ω)G(ω)U−1 sur les fréquences négatives pour
les fonctions extrapolées et le long de l’axe imaginaire pour les fonctions sans extrapolation.
Cette quantité est égale à la double occupation, car il s’agit de la seule observable contribuant
à l’énergie potentielle des électrons. On observe que l’extrapolation semi-elliptique donne
généralement le meilleur accord avec les données de la littérature et que cet accord est le
moins bon près de U = 6, à la transition métal-isolant. On explique le meilleur accord par
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la présence de l’extrapolation semi-elliptique lors de la procédure DMFT. Bien qu’on n’en
tienne pas compte pour déterminer l’autocohérence, il demeure que cette extrapolation
détermine N − M orbitales du bain lorsque celui est arrangé en une chaine. À U = 6,
on voit que le calcul de DMFT effectué avec M = N = 16 donne un meilleur accord
avec les résultats d’ED sans extrapolation. Dans ce dernier cas, l’extrapolation n’a aucune
influence sur la DMFT. On observe que 13 étages évalués dans les fractions continues est
insuffisant pour avoir un accord quantitatif avec la littérature, particulièrement à proximité
de la transition de phase. Le résultat à 16 étages est significativement meilleur que les autres,
mais suggère tout de même qu’il faudrait calculer davantage de coefficients de fraction
continue explicitement et donc augmenter la taille du bain. Notez que la double occupation
calculée à l’aide de fractions continues extrapolées a un très bon accord avec les valeurs
calculées sur l’impureté et avec la fraction continue, et que cette valeur sur l’impureté est
plutôt éloignée des données de la littérature aux environs de la transition de phase. Combiné
à l’amélioration significative de l’accord avec la litérature obtenu en calculant M = N = 16
étages dans la fraction continue, ceci indique deux choses : (1) qu’il est idéal de calculer un
nombre d’étages dans la fraction continue égal au nombre d’orbitales de l’impureté et (2)
qu’on doit concevoir les modèles d’extrapolation de sorte à conserver la valeur de double
occupation de la fraction continue sans extrapolation.

























Figure 5.13 Double occupation en fonction de U, calculée de plusieurs façons. La série "CF"
est calculée avec la fraction continue sans aucune extrapolation, "ellipse" est
calculée avec une fonction de terminaison semi-elliptique, "impureté" est calculée
avec l’état fondamental de l’impureté (un MPS), "modèles" est calculée avec les
modèles de la section précédente, "ED" sont des résultats de diagonalisation
exacte tirés de [50]. Les séries identifiées "M16" ont 16 étages calculés dans leur
fraction continue, les autres ont 13 étages.
La figure 5.14 montre le poids de quasi-particules en fonction de U. Cette quantité est
donnée par une dérivée de la self-énergie : [1 − dRe(Σ(ω))dω ]−1. Les quantités de ce genre sont
très sensibles à l’extrapolation qu’on applique à la fraction continue ; comme on peut le voir,
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le modèle d’extrapolation donne un résultat très différent de la terminaison semi-elliptique.
De plus, on peut voir que le modèle à un poids de quasi-particule systématiquement plus
élevé que les résultats de NRG, indiquant que le modèle donne une aire trop grande au
pic de quasi-particule. La valeur calculée avec la fraction continue de 16 étages illustre
bien la faiblesse de la terminaison semi-elliptique : les trois étages supplémentaires n’ont
fait pratiquement aucune différence au poids de quasi-particule obtenue. Pour étudier des
quantités locales en fréquences comme le poids de quasi-particules, il est important d’avoir
une extrapolation de très bonne qualité.
























Figure 5.14 Poids de quasi-particule en fonction de U, calculé de plusieurs façons. La série
"ellipse" est calculée avec une fonction de terminaison semi-elliptique,"modèle"
est calculée avec les modèles de la section précédente. Les séries identifiées "M16"
ont 16 étages calculés dans leur fraction continue, les autres ont 13 étages. Les
données du groupe de renormalisation numérique (NRG) sont tirées de [54]
Résumé du chapitre
Dans ce chapitre on a observé les résultats de calcul DMFT fait avec un solutionneur
d’impureté basé sur la méthode récursive pour le modèle de Hubbard sur le réseau de Bethe
avec un nombre de coordination infini.
On a d’abord regardé l’effet des paramètres de la simulation, le nombre d’étages calculé
et la taille de l’impureté, sur la fraction continue convergé par DMFT et la dimension de
lien des MPS. En observant les coefficients αi, on observe que l’erreur ne croit pas aussi vite
que dans le cas de l’impureté d’Anderson dans un milieu métallique. Ceci rend réalistes des
calculs à beaucoup plus grande échelle que ce qui a été effectué dans cette thèse. L’évolution
des coefficients βi suggère une convergence rapide des coefficients par rapport au paramètre
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de la simulation : l’information obtenue par la méthode est de bonne qualité. Malheureusement, la
dimension de lien des MPS croit comme une exponentielle en fonction du nombre d’étages
calculé. Ceci limite le nombre d’étages qu’on peut calculer en pratique.
Ensuite, on s’est penché sur les spectres résultants. Les spectres montrent que la quantité
d’information à notre disposition ici est insuffisante pour bien caractériser le spectre à
proximité de la transition de phase. Il faudrait calculer plus de 16 étages aux fractions
continues dans cette région.
Finalement, on regarde quelques observables physiques. On y observe que la densité a
un accord quantitatif avec les résultats attendus. On peut être confiant que ce résultat est
généralisable à toute observable à un corps. Pour la double occupation, comme dans le cas
des spectres, calculer plus d’étages semble nécessaire pour obtenir un accord quantitatif
avec la littérature. La taille du désaccord suggère que quelques étages de plus seraient
suffisants pour avoir un accord quantitatif. Le poids de quasi-particule montre que les
quantités exprimées en fonction de la dérivée par rapport à la fréquence sont très sensibles
à l’extrapolation de la fraction continue, contrairement aux valeurs moyennes.
Conclusion
Dans cette thèse, on a expliqué la théorie du champ moyen dynamique (sur amas) et
comment calculer la densité spectrale et certains types d’observables à partir de la fonction
de Green qu’on obtient avec cette théorie. On a expliqué comment calculer la fonction de
Green à l’aide de l’algorithme de Lanczos avec une algèbre linéaire ordinaire, une méthode
de diagonalisation exacte.
On a présenté trois articles utilisant la CDMFT et l’ED appliquées aumodèle deHubbard
pour les cuprates. Ces résultats illustrent bien la puissance de la CDMFT ainsi que ses limites
et celles de la diagonalisation exacte. Dans ces publications, la CDMFT permet l’étude de
changements de phases, de la compétition entre phases et de la rigidité superfluide du
supraconducteur. Le nombre d’orbitales limité a un impact sur la fidélité des résultats et
l’usage d’amas impose la présence d’ondes de densité factices dans les solutions.
Dans le but d’améliorer la fidélité des résultats tout en gardant une approche permettant
d’évaluer directement sur l’axe réel le poids spectral et la densité d’états, on amis au point un
solutionneur d’impureté basé sur la méthode récursive. Ce nouveau solutionneur exploite
l’algèbre de fractions continues développée à l’annexe A pour isoler la self-énergie sous
la forme d’une fraction continue et effectuer l’extrapolation directement sur celle-ci. Cette
approche nécessite un bain plus grand que ce qui est faisable avec la diagonalisation exacte :
on a donc implémenté l’algorithme de Lanczos sur des réseaux de tenseurs et utilisé la
DMRG pour calculer l’état fondamental du système.
On a appliqué ce solutionneur au réseau de Bethe demi-rempli avec un nombre de coor-
dination z → ∞ afin d’évaluer sa performance. Les résultats obtenus démontrent le potentiel
du solutionneur ainsi qu’un besoin d’algorithmes plus performants pour effectuer le calcul
des fractions continues. En effet, la qualité des résultats n’est pas suffisante, particulièrement
à proximité de la transition métal-isolant. L’évolution de la double occupation en fonction
du nombre d’orbitales de bain et d’étages montre que quelques orbitales et étages de plus
seraient suffisants pour obtenir une double occupation en accord avec la littérature.
En ce qui concerne les spectres, sans ajouter de contraintes supplémentaires au modèle
d’extrapolation de fractions continues, il faudrait calculer plus d’étages. Une implémentation
hautement parallélisée de l’algorithme de Lanczos sur tenseurs est une avenue possible
pour remédier à ce problème. L’attrait principal de la méthode de Lanczos est qu’elle ne
requiert de stocker que trois états et le hamiltonien pour effectuer l’entièreté du calcul. C’est
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donc dire qu’elle est très bien adaptée aux forces et aux faiblesses de l’ED. Cette particularité
est beaucoup moins attrayante lorsque les états sont représentés sous la forme de réseau de
tenseurs : les états prennent alors relativement peu de mémoire et il est envisageable de les
garder tous en mémoire. On pourrait envisager de développer une méthode de projection
vers un sous-espace de Krylov mieux adapté aux forces et aux faiblesses des réseaux de
tenseurs. On pourrait tenter d’adapter au MPS des méthodes développées pour des sommes
de déterminants de Slater [55, 56].
Dans le contexte de cette thèse, la procédure d’extrapolation de fractions continues est
ardue et compliquée. Avec plus d’étages calculés, cette procédure devrait devenir signifi-
cativement plus aisée : le régime asymptotique de coefficients serait mieux caractérisé. Ce
régime asymptotique est ce que l’on cherche à reproduire avec le modèle d’extrapolation.
Avec suffisamment d’étages calculés, on serait en mesure de faire une extrapolation de bonne
qualité avec des fonctions modèles générant un régime initial très différent de la fraction
continue calculée, contrairement à ce qu’on a dû faire ici.
On a noté que la dimension de lien des MPS augmente trop vite pour permettre le
calcule de beaucoup plus d’étages en un temps raisonnable. Plusieurs solutions s’offrent à
nous. D’abord, on pourrait utiliser un autre réseau de tenseurs pour les états de Lanczos,
comme l’anzatz de renormalisation de l’enchevêtrement [29, 32, 57] parce que le choix de réseau
de tenseurs à beaucoup d’effet sur la dimension de liens nécéssaire. Ensuite, des développe-
ments récents concernant la manipulation de MPO [35, 36] laissent croire que l’approche
Liouvillienne de la méthode récursive [8] pourrait calculer un nombre d’étages supérieurs
à ce qui est possible avec l’algorithme de Lanczos sur MPS : ils observent une croissance
polynomiale de la dimension de lien des MPO en fonction du nombre d’itérations.
Annexe A
Algèbre des fractions continues
Dans cette annexe, on décrit les algorithmes pour effectuer les opérations algébriques
de base sur des fractions continues de Jacobi ayant un nombre fini d’étages : l’addition,
le produit, la soustraction et la division. Ces algorithmes sont tous exacts, il n’y a pas
d’approximation, bien qu’une implémentation pratique sera certainement teintée d’erreur
numérique, surtout s’il y a un grand nombre d’étages à calculer.
L’addition est l’algorithme le plus simple et évident, le premier qu’on présente. Les
autres sont des problèmes un peu plus épineux et requièrent une classe de fraction continue
un peu plus générale que celle acceptable pour les éléments diagonaux d’une fonction de
Green. Considérons la soustraction de deux fractions continues f (ω)− g(ω). Les poids
spectraux de celles-ci sont deux sommes de deltas de Dirac, et toutes leurs amplitudes sont
positives. Il est évident que s’il y a un seul delta de g(ω) qui n’est pas situé très exactement à
la même position qu’un des deltas de f (ω), le résultat aura un poids spectral avec un poids
négatif à certaines fréquences. Même si, pour des raisons physiques, le poids résultant de
la soustraction devrait être partout positif, ceci est impossible a satisfaire en pratique. Une
erreur numérique infinitésimale peut faire en sorte que les deltas ne se superposent pas
parfaitement. Les algorithmes pour la soustraction, le produit et la division doivent donc
produire une classe de fraction continue un peu plus générale : elles doivent être en mesure
d’admettre des pôles de n’importe quel signe.
Cette nouvelle classe de fraction continue n’est pas très différente, au premier coup
d’oeil, de celle discutée au Chapitre 4. Leur forme générale est





où les αi, βi et δi peuvent être des nombres complexes. Comme on peut le voir, la définition





βiδi et on retrouve une fraction continue de Jacobi ; le poids spectral est donc
positif. Si le signe d’un des δi diffère de celui de βi on peut alors supposer qu’il y aura des
régions de poids spectral négatif à la fonction.
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Dans la plupart des usages qu’on fait de ces opérations algébriques, le résultat attendu
devrait être représenté par une fraction continue de Jacobi, avec un poids spectral partout
positif. Malgré cela, on obtient en pratique des fonctions qui ont des régions de poids
spectral négatif, en partie à cause de l’erreur numérique, mais surtout parce qu’on choisit
typiquement de tronquer la fraction continue à un nombre restreint d’étages. Les coefficients
à l’étage n du résultat est contrôlé par les coefficients situés aux étages [1, n] des arguments
de l’algorithme. Donc si les fractions continues données à l’entrée sont tronqué à N étages,
seuls les N premiers étages du résultat reflètent de l’information qu’on à calculé ; les étages
additionnels reflètent plutôt les troncations effectuées à l’entrée, et peuvent être ignorés.
A.1 Addition
On peut procéder à l’addition de deux fractions continues à l’aide de la représentation
matricielle de celles-ci. Considérons deux fractions continues f (ω) et g(ω) :
f (ω) + g(ω) = ⟨ψ f |[ω − H f ]−1|ψ f ⟩+ ⟨ψg |[ω − Hg]−1|ψg⟩
=
(︂
⟨ψ f | ⟨ψg |
)︂
⎛
⎝ ω − H f 0









À la deuxième ligne de (A.2) on réarrange la somme des deux inverses en l’inverse d’une
seule matrice diagonale par blocs. On peut donc obtenir une fraction continue pour la
somme en utilisant l’algorithme de Lanczos sur la matrice par bloc H f ⊕ Hg avec l’état initial
|ψ f ⟩ ⊕ | ψg⟩.
A.2 Soustraction
Comme pour l’addition, la première étape est de réécrire la différence de deux fonctions
en termes d’une seule matrice par bloc.
f (ω)− g(ω) = ⟨ψ f |[ω − H f ]−1|ψ f ⟩ − ⟨ψg |[ω − Hg]−1|ψg⟩
=
(︂
⟨ψ f | ⟨ψg |)
)︂
⎛
⎝ ω − H f 0








= ⟨G |[w − A]−1| D⟩.
(A.3)
L’expression en fonction d’une seule matrice est très similaire à celle construite pour l’ad-
dition, avec une différence très importante : dans le ket | D⟩ , |ψg⟩ apparaît avec un signe
opposé au bra : le résultat n’est pas un élément diagonnal de matrice. Comme les états de
part et d’autre de l’inverse ne sont pas les mêmes, il n’est plus possible d’utiliser l’algorithme
de Lanczos tel que présenté au chap.1. Une variation de celui-ci est adaptée à notre pro-
blème : l’algorithme de bi-orthonormalization de Lanczos [58]. Il est important de noter
que l’algorithme fonctionne uniquement si ⟨G | D⟩ ̸= 0. Cet algorithme est normalement
90
utilisé pour résoudre un état | x⟩ dans un système d’équations linéaires | b⟩ − A| x⟩ = 0 ou
A est une matrice potentiellement non-hermitienne. L’algorithme procède en effectuant une
projection oblique de la matrice de sorte que celle-ci devient tridiagonale.
T = W† AV (A.4)
W†V = I (A.5)
Les colonnes des matrices de la projection oblique W et V sont définies par les états |wi⟩ et
| vi⟩, respectivement. Ces états sont déterminés par les équations :
δi+1| vi+1⟩ = Avi − αivi − βi| vi−1⟩, (A.6)
β∗i+1|wi+1⟩ = A†wi − α∗i wi − δ∗i |wi−1⟩, (A.7)
αi = ⟨wi |A| vi⟩, (A.8)
βiδi tel que ⟨wi | vi⟩ = 1. (A.9)
avec | v−1⟩ = |w−1⟩ = 0 et δ0| v0⟩ = A| x0⟩ − | b⟩, | x0⟩ et |w0⟩ sont au choix. La solution
| x⟩ du système d’équations est
| x⟩ = | x0⟩+ V T−1 W†| v0⟩δ0. (A.10)
Pour la construction de la fraction continue résultant d’une soustraction, le problème est de
faire en sorte que ⟨G |[w − A]−1| D⟩ soit égal au premier élément de l’inverse d’une matrice
tridiagonale. Pour ce faire, il faut choisir | x0⟩ = 0 =⇒ δ0| v0⟩ = | D⟩ et β0|w0⟩ = | G⟩ et
ensuite appliquer l’algorithme de bi-orthogonalization à la matrice A définie par éq. (A.3).
Ayant fait ceci,
⟨G |[w − A]−1| D⟩ = ⟨G |V[w − T]−1W†| D⟩







Notons que cette variation de l’algorithme de Lanczos peut être utilisée pour calculer la
représentation en fraction continue des éléments hors diagonale de la fonction de Green ou
toute autre valeur moyenne dépendent du temps de la forme ⟨A(t)B(t′)⟩. Le poids spectral
de ces fonctions n’a pas à être positif.
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A.3 Produit
Pour effectuer le produit, on utilise la représentation de Lehmann pour réécrire le
produit en une soustraction équivalente. Une fraction continue f (ω) = ⟨ψ f |[w −H f ]−1|ψ f ⟩
ayant un nombre fini d’étages peut être réécrite dans sa représentation de Lehmann en
diagonalisant la matrice H f = U†EU. Dans cette base





où ei = [E]ii et fi = [U| f ⟩]i. Une fois les fonctions qu’on désire multiplier écrites dans cette
représentation, il est possible de réécrire leur produit sous la forme d’une soustraction en
effectuant une décomposition en fractions partielles :
f (ω)g(ω) = ∑
i
fi f ∗i






fi f ∗i gjg
∗
j
(ei − ϵj)(ω − ei)
−
fi f ∗i gjg
∗
j












où hi ≡ ∑j
fi f ∗i gjg
∗
j
(ei−ϵj) et bj ≡ ∑i




Nous avons donc deux nouvelles fonctions dont la soustraction est égale au produit
des fonctions originales. Dans le but d’appliquer l’algorithme de soustraction décrit à la
section précédente, nous devons faire deux chose : (1) ajouter un terme faisant en sorte
qu’il y a une contribution en 1ω à la fonction, sans quoi la fonction ne peut être exprimée
sous la forme d’une fraction continue d’un des types qu’on considère. (2) réécrire le tout
sous la forme d’un élément de matrice. La matrice sur laquelle appliquer l’algorithme de




= ⟨a |[ω]−1| a⟩+ ⟨bg |[ω − Hb]−1| bd⟩+ ⟨hg |[ω − Hd]−1| hd⟩
=
(︂





0 ω − Hb 0


























[| hg⟩]i = signe(hi)
√︂
|hi|, (A.19)
[Hb]ij = δi,jϵj et (A.20)
[Hh] = δijei. (A.21)
A.4 Division
Pour la division de fractions continues, on peut aisément la transformer en un produit.
Considérons g(ω)f (ω) , où les deux fonctions sont des fractions continues. Explicitement pour f ,
f (ω) = b
2
0




g(ω)(ω − a0 − fr(ω))
b20
= b−20 (ωg(ω)− a0g(ω)− g(ω) fr(ω)).
(A.22)
Le produit de g avec fr peut être décomposé en la différence de deux autres fonctions, comme
on l’a montré à la section précédente et le terme a0g(ω) peut être combiné sans problème
aux autres termes pour créer la matrice sur laquelle on agit avec l’algorithme de soustraction.
Il ne reste qu’à décider quoi faire avec ωg(ω). Avec un peu de travail, on peut transformer ce
terme en la somme d’une constante avec une fonction de de la fréquence. Cette dernière peut
être combinée aux autres pour ne former qu’une seule fraction continue. La première étape
pour préparer le terme ωg(ω) est encore une fois d’utiliser la représentation de Lehmann.






























− a0g(ω)− g(ω) fr(ω)
)︄
. (A.24)
La partie dépendante de la fréquence peut être combinée en une fraction continue avec l’al-
gorithme de biorthogonalisation et les transformations décrites dans la section précédente.
Annexe B
Autres modèles d'extrapolation
Dans cette annexe, on donne plus d’information au sujet des modèles d’extrapolation
de fractions continues. L’erreur de prédiction des différentes fonctions est au tableau B.1.
Les meilleurs modèles, Mfm et Mfi, sont définis au chapitre 5. Les autres sont définis par les
équations suivantes :
M0m M1m Mfm M0i M1i M2i Mfi
Erreur 0.2400 0.2204 0.1860 0.3537 0.2828 0.2760 0.2130
Table B.1 Erreur de prédiction des différents modèles : la somme des différences au carré
entre les coefficients de fraction continue calculés à partir de l’impureté et ceux
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gap(ω, W) = θ(|ω| − W). (B.8)
Les paramètres des différentes fonctions sont au tableau B.2
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M D1 D2 D3 D4 D5
0i 3.00751 × 10−5 13.2040 8.2668 0.027541 3.3331
1i 3.12693 × 10−5 13.025 7.7729 0.027720 3.3176
2i 3.37171 × 10−5 13.026 7.8517 0.048276 3.5034
0m 3.5935 × 10−5 3.4127 4.7377 × 10−4 5.4737 2.9122
1m 6.0832 × 10−4 3.3539 0.0032415 6.6896 3.6172
M D6 D7 D8 D9 D10 D11
0i 2.6076 9.6546 × 10−4 9.7889 2.6888 0.99934
1i 2.5924 1.2876 × 10−7 9.7269 2.7831 1.0005 2.1890
2i 2.3496 3.1863 × 10−8 9.7538 2.6889 0.9998 4.1150
0m 0.47443 1.7577 1.4998 1.2853 4.4585 × 10−4
1m 0.45987 1.5397 1.6109 1.3162 9.8967 × 10−4
Table B.2 Valeurs des paramètres optimisés pour les différents modèles d’extrapolation de
fractions continues. U = 8 Pour les modèles Mxi et U = 4 pour les modèles Mxm.
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