Abstract. In this paper, we study the existence and uniqueness of a degenerate parabolic equation, with nonhomogeneous boundary conditions, coming from the linearization of the Crocco equation [12] . The Crocco equation is a nonlinear degenerate parabolic equation obtained from the Prandtl equations with the so-called Crocco transformation. The linearized Crocco equation plays a major role in stabilization problems of fluid flows described by the Prandtl equations [5] . To study the infinitesimal generator associated with the adjoint linearized Crocco equation -with homogeneous boundary conditions -we first study degenerate parabolic equations in which the x-variable plays the role of a time variable. This equation is doubly degenerate: the coefficient in front of ∂x vanishes on a part of the boundary, and the coefficient of the elliptic operator vanishes in another part of the boundary. This makes very delicate the proof of uniqueness of solution. To overcome this difficulty, a uniqueness result is first obtained for an equation in which the elliptic operator is symmetric, and it is next extended to the original equation by combining an iterative process and a fixed point argument (see Th. 4.9). This kind of argument is also used to prove estimates, which cannot be obtained in a classical way.
Introduction
A two dimensional boundary layer over a flat plate can be described by the Prandtl equations. In this model, the thickness of the boundary layer is represented by the interval (0, ∞). The matching condition with the external flow corresponds to a condition at infinity for the velocity field and the pressure. The stationary Prandtl system has been widely studied [12] . Despite its importance in engeneering applications [7] , [15] , very few results are known for the existence of (global in time) solutions of the instationary system [12, 13, 14] . In both cases, the stationary and the instationary one, a possible way to tackle the problem consists in using the so-called Crocco transformation [12] . Using this transformation when the velocity of the external flow U ∞ is positive and only depends on t, the Prandtl systemdescribing the velocity field in the boundary layer over a flat plate -is transformed into a degenerate parabolic equation stated on a bounded domain Ω = (0, L) × (0, 1), and called the Crocco equation [5, System 4.7 p . 85], [12, p. 174] , written down below:
w(x, y, 0) = w 0 (x, y) in Ω, ν w ∂w ∂y (x, 0, t) = v c w(x, 0, t) − U ∞ U ∞ (t) for (x, t) ∈ (0, L) × (0, T ), lim y→1 w(x, y, t) = 0 for (x, t) ∈ (0, L) × (0, T ), w(0, y, t) = w 1 (y, t) for (y, t) ∈ (0, 1) × (0, T ).
(1.1)
Here (0, L) represents a part of the plate where the flow is laminar, (0, 1) is the thickness of the boundary layer in the Crocco variables, U ∞ is the first component of the incident velocity, w 0 is the initial condition, v c is a suction velocity through the plate, w 1 is a nonhomogeneous boundary condition depending on U ∞ , the positive constant ν is the viscosity of the fluid. When the velocity U ∞ of the incident flow is constant, equal to U Under regularity and compatibility conditions on w 1 and v c (see [12, Theorem 3.3.2] ), the stationary equation (1.2) admits a unique solution w s in the class of functions satisfying
where, for i = 1, . . . , 5, the constants K i are positive. Theorem 3.3.2 in [12] is stated for the stationary Prandtl system. The transformation leading to (1.2), (1.3) is the Crocco transformation defined in [12, page 129] . Observe that the functions w satisfying (1.3) are Lipschitz continuous on Ω. Thus the boundary conditions at y = 1 and x = 0 are defined in a classical manner.
Another existence result for a different class of solutions is also stated in [12, Theorem 3.3.1] .
We are interested in studying -to next control, see [5] -the velocity field in the boundary layer in the presence of perturbations of the incident velocity U s ∞ . That is, we consider an incident velocity U ∞ of the form U ∞ (t) = U s ∞ + u ∞ (t), (1.4) where |u ∞ (t)| << U s ∞ . In that case, strictly speaking, we should consider the instationary Prandtl system, or the corresponding Crocco system (1.1). But global in time existence is proved for system (1.1) only for a very specific profile U ∞ [12, Theorem 4.4.5] . Due to the lack of result when U ∞ is of the form (1.4), and since |u ∞ (t)| << U s ∞ , we have chosen to describe the velocity field in the boundary layer by solving the linearized Crocco equation around the steady state solution w s . The corresponding system is a degenerate parabolic equation of the form:
∂z ∂y (x, 0, t) = g(x, t) for (x, t) ∈ (0, L) × (0, T ), (bz)(x, 1, t) = 0 for (x, t) ∈ (0, L) × (0, T ), √ az(0, y, t) = √ az 1 (y, t) for (y, t) ∈ (0, 1) × (0, T ), Numerical computations for the Prandtl system is a wide field of interest in the Computational Fluid Dynamic community [7] . When we compare numerical solutions of the Prandtl system, and the one obtained by solving the linearized Crocco equation (1.5) , and next calculating the velocity field from the knowledge of the solution w of (1.5), we obtain a very good agreement when the condition |u ∞ (t)| << U s ∞ is satisfied [5] . To the best of our knowledge, there is no published paper establishing the existence and uniqueness of solution to the linearized Crocco equation (1.5) (or to a similar degenerate parabolic equation). We have already studied equation (1.5) in [4] , but in the very specific case where
c(x, y) ≡ c(y).
Mainly due to the dependence of b with respect to x, the method developped in [4] cannot be adapted to the case we consider here. In particular the results in [10, Chapter 4 ] cannot be used (see remark 4.1 and section 7). Partial results have been obtained in the PhD thesis by the first author [5] , but we here improve them in many aspects.
The main objective of this paper is to study the existence and uniqueness of weak solutions to equation (1.5) 
, and z 0 ∈ L 2 (Ω). In this setting f , z 0 and z 1 are modelling perturbations of the stationary equation satisfied by w s , and g is given by
where v c is a control function with support in (x 0 , x 1 ) ⊂ (0, L), which can be used to stabilize the solution of the Crocco equation around the stationary solution w s . This is the reason why studying equation (1.5) is a crucial step for the feedback stabilization of fluid flows described by boundary layer equations [3, 5] . The first difficulty in studying equation (1.5) comes from the fact that, for all x ∈ [0, L], the elliptic operator
is a degenerate elliptic operator because the coefficient b vanishes for y = 1. Indeed it satisfies the following estimate
for all (x, y) ∈ Ω, where C 1 > 0, C 2 > 0 and C 3 > 0. The second difficulty is due to that the coefficient a vanishes for y = 0. Because of the degenerate character of equation (1.5), we cannot hope to prove the existence of a solution z continuous on Ω, contrarily to the stationary solution w s . Therefore the boundary condition
has to be replaced by a weaker condition. The correct one is to look for a solution z belonging to
is an appropriate weighted Sobolev space taking into account the boundary condition at y = 1. In this space, z satisfies
It is the reason why, in equation (1.5) , the boundary condition at y = 1 is shortly written in this form, instead of writing the more precise condition
, which is actually the correct one. Similarly, because of the degenerate character of a, we cannot prove that the
Thus the boundary condition at x = 0 is not necessarily well posed. But we are able to prove that √ az belongs to
) (see Theorems 6.2 and 6.6). It is the reason why the boundary condition at x = 0 is written in the form √ az(0, y, t) = √ az 1 (y, t). Before presenting the method that we use to study equation (1.5), let us observe that a function z in L 2 (Ω × (0, T )) satisfies the first equation in (1.5), in the sense of distributions in Ω × (0, T ), if and only if ζ = e −kx z satisfies
Therefore, to study the system (1.5), we can first consider another system in which Az is replaced by
in the first equation of (1.5) (the initial condition and the boundary conditions have to be modified accordingly). Throughout what follows the positive constant k is chosen fixed and it is determined in Lemma 3.1.
To study equation equation (1.5) when g = 0 and z 1 = 0, we first study in section 3, for an arbitrarily fixed x ∈ (0, L), the elliptic boundary value problems
where c L ∞ (Ω) ≤ C 0 . Recall that the conditions z ∈ H 1 (0, 1; d) and φ ∈ H 1 (0, 1; d) are respectively stronger than (bz)(1) = 0 and (bφ)(1) = 0. In section 4 we study the degenerate parabolic equations
(1.12)
Based on these results, in section 5, we define two unbounded operators (
and equation (1.12) is equivalent to
We prove that (A k , D(A k )) is the infinitesimal generator of a strongly continuous semigroup on L 2 (Ω) (Theorem 5.6), and that (
The main result of the paper is the existence and uniqueness of solution to equation (1.5) stated in Theorem 6.6. In section 7, we compare our results with others existing in the literature.
Assumptions
Due to (1.3) and to the definition in (1.7) of the coefficients b and c the conditions hereinafter stated are satisfied.
. There exist positive constants C i , i = 1 to 4, such that
, and we denote by
4) The nonhomogeneous terms f , g, z 1 and the initial condition z 0 satisfy (
We consider spaces of functions with values in R. We denote by C ∞ c ([0, 1)) the space of C ∞ functions with compact support in [0, 1). We introduce Sobolev's spaces with weights. We denote by
Proof. The proof can be adapted from the one in [17, Theorem 2.9.2/1].
The following proposition can be easily deduced from estimate (2.1).
Proposition 2.2. There exists a positive constant α 2 such that
for all x ∈ [0, L], and all z ∈ H 1 (0, 1; d), with α 1 = min(C 1 , 1).
Degenerate elliptic equations
In this section we study equations (1.9) and (1.10), and we show that there exists k > 0 for which these equations are well posed. For all x ∈ [0, L] and k ≥ 0, consider the family of bilinear forms in
and
A weak solution to equation (1.9) is a function z ∈ H 1 (0, 1; d) satisfying
A similar definition can be stated for equation (1.10).
Lemma 3.1. For all r 0 > 0, there exists k > 0 such that
,
Proof. We establish the coercivity condition for β k (x; ·, ·), the other condition can be proved in a similar way. Using Proposition 2.2 and inequality (2.1), we have
From inequality (2.2), and Young's inequality, it yields
for all ε > 0. Consequently, β k (x; ·, ·) satisfies the estimate
Now, we choose ε such that
To establish the first estimate in (3.4), it is enough to prove that, for all r 0 > 0, there exists k > 0 such that
This can be shown by arguing by contradiction. We suppose that exists a sequence (z n ) n ∈ H 1 (0, 1; d) that satisfies
Due to the second condition in (3.5), the sequence (z n ) n tends to 0 almost everywhere in [0, 1] and strongly in L 2 ( , 1) for all > 0. Since the imbedding from
. We know that the sequence (z n ) n converges to 0 in L 2 (1/2, 1), and that the sequence
, which is in contradiction with the first condition in (3.5).
Throughout the following we suppose that k > 0 is fixed so that the conclusion of Lemma 3.1 holds true for a given fixed r 0 > 0.
As a consequence of Lemma 3.1, we can claim that, for all f ∈ L 2 (0, 1) and all x ∈ [0, L], equation (1.9), respectively (1.10), admits a unique solution in
Degenerate parabolic equations

Existence theorems
With the results obtained in the previous section, we can study the following degenerate parabolic equations
Recall that, as mentioned in the introduction, the precise boundary conditions at y = 1 in (4.1) and (4.
Remark 4.1. Evolution equations of type (4.1) and (4.2) have been studied by Favini and Yagi [10, Chapter 4] when the right hand sides, f and ψ are regular with respect to x, and when the coefficient b is regular enough. Here we want to study these equations when f ∈ L 2 (Ω), ψ ∈ L 2 (Ω), and b obeys assumption (H 1 ). Thus the results of [10] cannot be used (see section 7 for more detailed comments).
To define weak solutions to equation (4.1) we introduce the space
Equipped with the norm
. Let H be the dual space of H, equipped with the corresponding dual norm. We clearly have 
, and the function √ az belongs to
) endowed with its weak topology.)
To prove the existence of a weak solution to equation (4.1), we proceed by regularization. We replace a by a + ε in equation (4.1) and we study the equation
Since equation (4.5) is not degenerate, we can prove the existence and uniqueness of weak solution to equation ( 
where the constant C is independent of ε.
Moreover
for all φ ∈ H.
Before giving the proof, observe that (4.7) is the analogue of (4.3), but does not correspond to the definition in [8, p. 618] . It is the reason why it is given as a statement even if its proof is obvious.
Proof. The existence and uniqueness of
) follows the lines of [8] . To prove estimate (4.6), we multiply equation (4.5) by (a + ε)z ε and integrating over (0, x) × (0, 1), where x ∈ (0, L), we obtain
Estimate (4.6) can be deduced from (4.8) and the coercivity condition (3.4) satisfied by β k (x; ·, ·).
Proof of Theorem 4.3. According to estimate (4.
, and a subsequence, still indexed by ε to simplify the notation, such that
By passing to the limit, when ε tends to zero, in estimate (4.6), we can verify that z obeys estimate (4.
In the same way, by passing to the limit, when ε tends to zero, in the weak formulation (4.7), we conclude that z is a weak solution to equation (4.1). Let us show that the function
where the derivative is taken in the sense of distributions in (0, L) with values in (
Denoting by X the closure of L 2 (0, 1) in the norm
Uniqueness theorems
To prove that the weak solution to equation (4.1) is unique, we proceed as follows. We first prove that the weak solution to equation 
In equation (4.11), α is a positive parameter, small enough and such that 1/α is an integer, which is defined later on, and the integer n takes values in 0, . . . , Definition 4.5. Let f be in L 2 (Ω) and n be in 0, . . . , In Lemma 4.6 we prove that if equation (4.11) admits a unique solution for a given integer n ∈ 0, . . . , 1 α , then the solution obeys (4.13) with the same constant C 6 independent of n.
α . Equation (4.11) admits at least a weak solution z satisfying the estimate
where the positive constant C 6 is independent of n.
Proof. We can use a regularization argument as in the proof of Theorem 4.3.
We first study equation (4.11) for n = 0.
. Equation (4.10) admits a unique weak solution that satisfies:
(4.14)
Proof. The existence of a weak solution is established in Lemma 4.6. Estimate (4.14) also follows from Lemma 4.6 once the uniqueness will be proved.
To prove the uniqueness, we use the method by Carroll and Showalter For all ζ, φ ∈ H 1 (0, 1; d), we define 0x (x; ζ, φ) by
Due to (2.3), we have 16) for almost all x ∈ (0, L), and all ζ, φ ∈ H 1 (0, 1; d). From [6, Chapter 3, Lemma 5.1] and the symmetry of the bilinear form 0 (x; ·, ·), it follows that and from condition (4.16), it follows that
With the equality v(x, y) = w(x, y) − w(s, y) and classical calculations, we obtain
Now, we choose 0 < s 0 < L such that 2s 0 C 4 < 
Proof. The proof is divided into 3 steps.
Step 1. From Lemma 4.7, we know that, for n = 0, equation (4.11) admits a unique solution which satisfies the estimate (4.13).
Step 2. Letn be given in 0, . . . ,
Due to Lemma 4.6, this solution necessarily obeys estimate (4.13). We want to prove that, for n =n + 1, equation (4.11) admits a unique solution. For that we use a fixed point theorem in
) and α be the positive constant defined in (4.23). Denote z v the solution to equation 
.
With inequalities (2.2) and (2.4), we obtain
with C 7 = C 0 + C 3 . By choosing α > 0 such that
and that 1 α be an integer, we obtain Proof. Let z ε be the weak solution of equation
Thus, the mapping
By classical calculations we can prove that for all x ∈ (0, L]. As in Theorem 4.3, we can prove that Taking v = z, where z is the solution of (4.11) for n = 1, we obtain , and we cannot replace φ by z in the above identity. This is the reason why we cannot replace the inequality by an equality in (4.24).
Inequality (4.24) is used to obtain estimates in Theorem 6.2.
To define weak solution to equation (4.2), we introduce the space 
Proof. The proof is similar to that of Theorem 4.9.
Theorem 4.14. For all f ∈ L 2 (Ω) and all ψ ∈ L 2 (Ω), the weak solution z to equation (4.1) and the weak solution φ to equation (4.2) obeys the formula
(4.27)
Proof. Let f and ψ be in L 2 (Ω). Let z ε be the solution of equation (4.5), and φ ε be the solution of
We know that (z ε ) ε tends to the solution z of equation (4.1) in L 2 (Ω), and (φ ε ) ε tends to the solution φ of equation (4.2) in L 2 (Ω). We can easily verify that z ε and φ ε satisfy
Thus, by passing to the limit when ε tends to zero, we obtain
which is nothing else than (4.27). From the above identities we deduce
Definition of the operator
0 (Γ 0 ), the proof is complete.
From Lemmas 5.1 and 5.2 it follows that
We are going to prove the reverse inclusion. Step 2. Let φ be in
, and
) and a finite number of measurable subsets in (0, L),
is constant with respect to x ∈ I j , ψ ε | I ×(0,1) = 0, and
since it is constant in I j . Due to the density of
For j = , we set ψ ε = 0. Now we set ψ ε = Σ j=1 χ Ij ψ j ε , where χ Ij is the characteristic function of I j . We have
The lemma clearly follows from steps 1 and 2. By a density argument this identity is also true for all φ ∈ H. Thus Therefore the identity D(A k ) = W is established. 
The m-dissipativity follows from Theorem 4.9 and Lemma 5.4. From Hille-Yosida's Theorem we deduce that (A k , D(A k )) is the infinitesimal generator of a strongly continuous semigroup on L 2 (Ω). To prove that the semigroup generated by (A k , D(A k )) is exponentially stable on L 2 (Ω), we consider the equation
As in the proof of Theorem 4.9, by using a regularization argument, we can prove that the above equation admits a unique weak solution in
4) for all λ ∈ R such that λ > −r 0 . The proof is complete.
We can also define the unbounded operator (
The analogue of Lemmas 5.1 and 5.2 are stated below. 
Introducing the space
we can show that W = D(A k ) by proving the following Lemma. 
Let φ be in D(A k ). From Theorem 4.14 it follows that 
The proof is complete. Throughout the following, we use the notation (A *
The linearized Crocco equation
We define the unbounded operators (A, D(A)) and (
. We want to prove the following
The first part of the theorem follows from well known perturbation results. To prove the second part of the theorem, we first consider evolution equations for the operator A k . 2) and the estimate
Moreover the following inequality is satisfied 
We prove the other estimates when
is m-dissipative. Using Theorem 4.10 with
and integrating over (0, t) we obtain (6.4) in the case where z 0 ∈ D(A k ) and
. With a density argument we can show that (6.4) is also true
We can derive estimate (6.3) from (6.4) in a classical way.
To prove that
By a density argument we can conclude that
Proof of Theorem 6.1. Let us suppose that z 0 ∈ D(A). We can verify that z is the solution to the evolution equation
if and only if ζ = e −kx z is the solution of
Recall that (e tA k ) t≥0 is an exponentially stable semigroup of contractions on L 2 (Ω). More precisely, with (5.4) we have
for all ω > −r 0 . Thus we can write
for all ω > −r 0 . The proof is complete.
We hereafter state a result similar to that of Theorem 6.2 for the adjoint equation 6) and the following estimate holds
A classical way to define weak solutions to evolution equations with nonhomogeneous boundary conditions consists in using the extrapolation method [2] . In the case of equation (1.5) , the extrapolation method is a way to extend the
, where g(t) and z 1 (t) are defined by
, and g(t) and z 1 (t) are well defined as elements in (D(A * )) . By this way equation (1.5) can be rewritten in the form:
Thus we obtain a unique mild solution to equation ( 
Remark 6.5. If g = 0 and z 1 = 0, we recover the definition of weak solution to the evolution equation
We have the following estimate 8) where the constant C is independent of T . 1) ), the solution z to equation (1.5) exists over the interval (0, ∞), and it satisfies estimate (6.8) for T = ∞ with the same constant C.
In addition, z obeys the following formula
, where φ is the solution of equation (6.5).
Proof. To prove the uniqueness we suppose that f = 0, z 0 = 0,
) is a weak solution to equation (1.5), then z is also a weak solution to equation (6.1) with f = 0 and z 0 = 0. Thus z = 0 and the uniqueness is proved.
To prove the existence result, we proceed by approximation. We set g n (x, y, τ ) = ng(x, τ )χ n (y) and z 1n (x, y, τ ) = nz 1 (y, τ )χ 1n (x, y), where χ n is the characteristic function of the interval (0, 1 n ) and χ 1n the characteristic function of the subset (0, 1 n ) × (0, 1) ⊂ Ω. Let z n be the solution to equation 10) corresponding to f n = f −bg n +az 1n ∈ L 2 (Q). We establish estimates independent of n for the function ζ n = e −kx z n . Since ζ n is the solution of (6.1), corresponding to the nonhomogeneous term e −kx f n and the initial condition ζ n (0) = e −kx z 0 , we are going to use the inequality (6.4). Let t be in (0, T ) and x ∈ (0, L). By classical calculations we obtain
for all ε > 0, and C I is the continuity constant in the embedding inequality
With these two majorizations and with inequality (6.4), we obtain 1 2
for all t ∈ (0, T ) and all x ∈ (0, L). From this inequality and with Lemma 3.1, we obtain 1 2 13) and Z is the solution of
Of course, this is completely formal since we have not studied equations of the form (6.12) and (6.13). For t given fixed in [0, T ], these equations correspond to equation (4.1) with nonhomogeneous boundary conditions. For t given fixed in [0, T ], weak solutions to equations (6.12) and (6.13) can be defined by the transposition method. Proceeding by approximation as in the first part of the present proof, we can show that
Thus it is clear that u and v belong to 1) ). To prove formula (6.9), we first establish a similar one for the solution z n of equation (6.10), and we recover (6.9) by passing to the limit when n tends to infinity.
Conclusion
Let us compare our existence and uniqueness results with others existing in the literature. Degenerate parabolic equations of the form
where, for all x ∈ [0, L], Λ(x) is an elliptic operator (possibly degenerate) have been widely studied in the literature. Equations (4.1) and (4.2) are of this type.
In the case when a ≡ 1 and when Λ(x) = Λ is a degenerate elliptic operator, the natural framework for such equations consists in introducing Lebesgue and Sobolev spaces with weights to prove that (Λ, D(Λ)) is the infinitesimal generator of a strongly continuous semigroup on a Banach space Y . We refer to [1] for the case when Λz = b(y)z yy , y ∈ (0, 1), b(0) = b(1) = 0. The analyticity of the associated semigroup is also a widely studied question [1] , [9] , which plays a crucial role in the resolvent estimates -even in the doubly degenerate case where Λ is degenerate and a may vanish -and in the obtention of maximal regularity results. The situation where a(y) may vanish in (0, 1) is studied by Favini and Yagi in [11] , [10, Chapter 3] . In [11] and [10, Chapter 4] , the coefficient a may also depend on x ∈ (0, L). In the case where a and Λ do not depend on x, the existence and uniqueness of strict solution may be obtained by proving estimates for the modified resolvent [10, Theorem 3.8] and [11, Theorem 3.2] . It is required there that f be Hölder continuous with respect to x. By proving maximal regularity results for strict solutions, weak solutions can be defined by the transposition method. This is the way we have followed in [4] in the particular case where b(x, y) = |y − 1| 2 . The passage from the case of an operator Λ with constant coefficients to the case where the operator depends on x is studied in [10, Chapter 4] . But the theory in Under assumptions (2.1) and (2.3), we can take µ = 1. But to apply the theory in [10] , it is required that µ obey the condition 2α + 3β + αµ > 5, where α and β are exponents appearing in the estimate of the modified resolvent (see [10, page 106] and [10, Assumption (Ex.i), page 92]). In our case we have α = 1 and β = 1 2 in the estimate of the modified resolvent for the operator Λ(x 0 ) with frozen coefficients (see [4] ). Thus the condition 2α + 3β + αµ > 5 is not satisfied. Moreover the results in [10, Chapter 4] and [11] are obtained only when the source term f is Hölder continuous with respect to x. Thus the results in [10, Chapter 4 ] cannot be used to study the degenerate parabolic equations of section 4.
The model in [6, equation 5.1, page 187] is very similar to that of equations (4.1) and (4.2), except that in [6, equation 5.1, page 187] the elliptic operator is symmetric. Our contribution in section 4 has been to show how the method by Caroll and Showalter can be adapted to some nonsymmetric operator, by using a fixed point argument. To the best of our knowledge this argument is new, as well as the way in which we obtain the estimate in Theorem 4.10 (also obtained by the same fixed point argument). The continuity of √ az obtained in Theorem 4.3 is more precise than the one obtained in [6, Theorem 5.6, page 192] . This continuity property allows us to define solutions to equation (1.5) when the boundary conditions are nonhomogeneous (Definition 6.4).
Problems with nonhomogeneous boundary conditions, as those in section 6, are not studied in the literature.
