1. Introduction. This paper is devoted to the study of L-functions attached to certain Siegel modular forms. In the case of holomorphic modular forms of one variable, i.e. modular forms for congruence subgroups of finite index of SL2(Z), one has a very rich and extensive theory. Classical results by Hecke and others tell that the Dirichlet series associated to cusp forms which are common eigenforms for the so called Hecke operators, have analytic continuation and satisfy a functional equation. Eichler, Shimura, Kuga and more generally Deligne and Serre have shown that these L-series can also be obtained from (compatible systems of ?-adic) Galois representations. Deligne proved the 'Ramanujan conjecture', which asserts that the eigenvalues of Frobenius elements in these representations are algebraic integers, all having the same absolute value (depending of course on the prime at which one takes Frobenius elements) for any embedding into the complex numbers. There are still a lot of very interesting open problems in this theory. One has e.g. Serre's conjecture ([19], p. 196; compare [18]) and the celebrated Taniyama-Weil conjecture (compare [1], pp. 27-28).
The aim of this paper is to provide examples of cusp forms of weight 2 in the g = 2 case. It seems desirable to have such examples. One can multiply them by any modular form of weight at least 1 and thus obtain cusp forms of higher weight. One can also try to find more examples where the generalized Ramanujan conjecture does not hold, or examples which seem to correspond to abelian surfaces. Especially, we hoped to find an example where the corresponding abelian surface has a -1 in its functional equation. Such an example we did not find. What we did find is a complete description of the cusp forms of weight 2 for the group F2(4, 8) , and a basis for it consisting of eigenfunctions for the Hecke operators. Moreover, we have formulas for the eigenvalues, hence a precise description of the corresponding Andrianov L-functions. They turn out to be all equal and provide very simple counterexamples to the generalized Ramanujan conjecture.
In the next section some results concerning the commutator subgroup of the principal congruence subgroups of SP2g(Z) are given. We also compute orbits and stabilizers of the action of Sp4(Z) on certain characters of quotients of congruence subgroups. These calculations will allow us to decompose the space of modular forms of weight 2 for F2(8) arising from theta constants into 'manageable' subspaces. This will be done in Sections 3 and 4. Section 5 contains the main results; in the remainder of the paper some examples of forms of higher level are given. All these groups are normal subgroups of Fg, except if g is odd and 1 in which case rg(n, 2n, 4n) is not normal. Also, if g is even, by [9] , Proposition 2.8, rg(n, 2n, 4n) is the unique normal subgroup of rg lying between rg(4n) and l7g(2n, 4n).
Computations with subgroups of Sp2g(Z). Let
The first result we want to prove is PROPOSITION 2.1. Take g > 1. The commutator subgroup of rg(n) is { rg(n2, 2n2) in case n is even; rg(n2) in case n is odd.
Proof. Write Hn for the commutator subgroup of rg(n). This is a normal subgroup of Sp2g(Z). A direct verification shows that rg(n)/rg(n2), which can be regarded as subgroup of Sp2g(Z/n2Z), is abelian. Hence Hn C rg(n2). is not in Fg('n2, n2, 2n2) in case n even, respectively not in Fg(n2, 2n2) in case n is odd. (We did not define this group for odd n; see [11] , last line of p. 220.) It is straightforward to verify that no normal subgroup of SP2g(Z) exists properly between rg(n2, 2n2) and rg(n2). This can e.g. be done by checking that the conjugation action of SP2g on the set of matrices A A and with A a nonzero diagonal matrix, is transitive. This proves the proposition for odd n. For even n, a computation in SP2g(Z/2n2Z) yields that Hn C rg(n2,2n2). Since we know all normal subgroups of SP2g(Z) between Ig(n2, 2n2) and Fg(2n2) by [9] , Proposition 2.8, it follows that H_ = rg(n2 2n2) in this case. O The remainder of this section will be devoted to the study of the action of SP2g(Z) on characters of r(2n)/r(4n). Since we only deal with g = 2 the notation F instead of F2 is used. We will omit the proof of the following lemma, which reviews some easy facts about quotients like I(2n)/I(4n). Compare [11] , pp. 222-223 for analogous and more general statements. Our main result needed about these actions is provided by the following proposition. PROPOSITION 
Consider the g x g matrix

The action by conjugation of Sp4(Z) on the set of characters of I(2n)/I(4n)
, which are nontrivial on I(n, 2n, 4n)/I(4n), divides this set into 12 different orbits. For each of these orbits, a character in it is given in the following 
By a straightforward calculation one obtains the action of these generators on a basis of I(2n)/I(4n)
. The result is given in the following table. Throughout, the matrix ei(n) defined above is written as ei. Also, multiplication in the group I(2n)/I(4n) is written as +, to stress the fact that we work in a vectorspace over F2. In order to find the orbits and stabilizers for the action of Sp4(Z) on the characters of I(2n)/I(4n), one may proceed as follows. First, it will turn out that for later use only characters which are nontrivial on the subgroup I(n,2n,4n)/F(4n) are of importance. We restrict ourselves to those characters. Any character of a group which is a vectorspace over F2 is of course determined by its kernel. In our situation, starting from a nontrivial character of I(n, 2n, 4n)/F(4n), or equivalently, a codimension 1 subspace of this group, it is easy to compute the orbit of this kernel. It turns out that there are three such orbits:
An orbit of length 10, coming from the character Xi which has as kernel (el,e2,e3,e4);
One of length 15, coming from X2 with kernel (el, e2, e3, e5); The orbit of X3, the character with kernel (el, e2, e3 + e5, e4 + e5); this one has length 6. The condition mentioned here is e.g. satisfied for each of the inclusions Fg(q) C Fg(n), Fg(q) C Fg(2n,4n) and Fg(q) C Fg(n 2n,4n).
In the special case g = 2, q = 8 and X a homomorphism: F(2)/F(4, 8) -+C* the Hecke operators Tk(m) for m _ 1 mod 4 leave Mk(F(2), X) invariant, while those for m -3 mod 4 send Mk(F(2), X) to Mk(1(2), X-). Here X is the complex conjugate of X.
The proof of this lemma is a straightforward calculation using the definition of Hecke operators. It is indicated e.g. on the first part of p. 305 of [5] . Note however that there it is claimed that the Hecke operators leave the character spaces invariant, which is false in general.
The great advantage of Lemma 3.1 is, that it reduces the problem of finding eigenforms for the Hecke operators in the (usually) very big space Mk(1) to the easier problem of studying the character spaces Note that this notation differs from the one introduced above. In Mk(1, X) the character X is defined on F. In the notation Mk(Fg(q), Xi ... Xg), the Xi are characters on (Z/qZ)*. We trust that this will not lead to any confusion. Concerning the action of the quotient F(2n2)/F(4n2, 8n2) on products of four theta constants with characteristics in 1 Z4, we know generators of such a quotient by Lemma 2.2. The transformation formula for the theta function is given above. Hence the remainder of the proof is just a straightforward calculation. OJ We will now consider the Siegel operator and investigate whether such products of theta constants can be cusp forms. The basic property one needs for that, is a precise criterion when a function Om(T) is nontrivial. This is provided by [ The main ingredient in the proof is a result of Igusa, which states that all modular forms for P2(4, 8) are products of an even number of theta constants mj, for mj E 2Z4 (see [12] , Theorem 1, p. 396). This provides us with generators. To find all relations, cusp forms and eigenspaces for the Hecke operators, we decompose the space M2 (172(4, 8) ) into character spaces for the action of 172(2). By Lemma 3.1, we only have to look for Hecke eigenfunctions inside these character spaces. The same is true for cusp forms; more precisely, One has dimM2(F(2)) = 5, dimM2(F(2,4)) = 35 and dimM2(F(4)) = 50. None of these spaces contains a nonzero cusp form. F(4, 8) ), we have the following The trivial character yields the description of M2(17(4)) given in Proposition 5.3.
Mk(T, X) = {f E Mk(fg(q)); f Ikc = x(U)f Va E f}.
With the Hecke operators defined above, one can introduce the Andrianov Lfunction. To do this, one starts by decomposing Mk(Fg(q)) into character spaces for the action of the 'torus group' of diagonal matrices in SP2g(Z/qZ). Let 1 < i < g be an integer, and a E (Z/qZ)*. Define vi(a) to be any matrix in SP2g(Z) with vi(a) mod q the diagonal matrix
Suppose f E Mk
Let f E Mk(172(q), Xi, X2) be given, with Fourier coefficients a(n, r, m). For prime numbers p which do not divide q, formulas for a(pe; n, r, m) in terms of
Fourier coefficients of f can be found in Evdokimov's paper [4], p. 440; see also [20], Appendix A for a more explicit version of it. There is one very
Concerning the Andrianov L-functions corresponding to the 15 cusp forms in M2(
Using the same method this space M2(17(4)) will be treated first. The action of 17(2,4) yields M2 (17(2, 4) ), plus 15 more forms on which 17 ( 
2, 4)/17(4) acts by nontrivial characters. One of these corresponds to the character given in the 7th line of the table in Proposition 2.3 for n = 1, namely O(o,o,,o)(OO 1)0((OOO O0)0(00) 1( 1).
Since the orbit of that character has length 15, the 15 forms we have are in different 1-dimensional character spaces for the action of 17(2)/17(4). In particular, they are linearly independent. The form given above is obviously not a cusp form, hence none of these 15 is.
With the space M2 (17(2, 4) If a nontrivial linear combination of these forms would be a cusp form, then applying the Siegel operator yields that 0l12o) O) is also a cusp form. This is not the case, as can e.g. be seen by applying the matrix ( 12 -12 We also conclude that such a space is 2-dimensional (compare [8] , Proposition 4.15, p. 347). For the space M2(17(2)) one has 10 generators. The Riemann theta formula provides 5 relations. As above, one can check that 5 remaining forms are independent (see also [10] , pp. 336-337 or [8] , Corollary 4.10, p. 345) and that there are no cusp forms in this space. We continue with the proof of Theorem 5. a classical result ([21], p. 182, formula (9) or [7] , p. 246) that these are integral multiples of the forms given in Theorem 5.1 (see also [14] , a(l, 0, 1) = 1. Hence A(p1) = a(pi; 1, 0, 1 ) which we will compute now for i = 1, 2 using Evdokimov's formulas.
The question whether a product F = H. jm with mi E 1/2 Z4 defines a cusp form for 17(4,8), can be answered as follows. The function F4 is a modular form for F(2), and F is a cusp form if and only if F4is a cusp form. This is the same as saying that F4 vanishes on all 15 1-dimensional boundary components of a certain compactification of H2/17(2). By [10], Proposition 1.1, p. 323 these boundary components correspond to the 15 nonzero vectors in F2. Under this bijection, the action of Sp4(Z)/F(2) on the set of 1-dimensional boundary components corresponds to the linear action of Sp4(F2) on
Using this criterion, one computes the table given below. Vectors in F2 are written as column vectors. A minus sign means that the characteristic given in the same row yields a theta function which vanishes at the 1-dimensional boundary component given in the column. A plus sign means it does not vanish on the corresponding component.
The only space that remains to be investigated is M2(F(4), X), for the nontrivial character X on r(4)/F(4, 8) introduced above. It is straightforward to check that this space is spanned by 43 forms. One finds 30 forms of the type O2 0m20m3 and 13 products of 4 pairwise unequal theta constants. It turns out that the action of r(2)/F(4, 8) completely decomposes this space into 1-dimensional spaces. In 42 cases one easily finds using the table above a a such that
It is
Using this description one can compute the action of most of the generators of F(2)/F(4, 8) on these forms directly. Of course, one could also do that using Weber's result [21] mentioned above. As a result one finds that a 0m,n corresponds to that
For primes p 3 mod 4 one has A(pe) = a(pe, 0, pe). A straightforward calculation reveals that a(p, 0, p) = 0 and a(p2, 0, p2) = p2 in this case. It follows that the corresponding Euler factors come from the polynomials Qp(t) = (1 -t2)(1-p2t2). Obviously the zeroes of these Qp(t) do not have the same absolute value, hence we find a counterexample to the 'generalized Ramanujan conjecture'. This proves the first part of Proposition 5.4.
From now on we can assume p is a prime number congruent to 1 modulo 4. Let 0 < j < p/2 be the unique integer such that 1 + 8212 =j 0 mod p. Then A(p) = a(p; 1,90, 1) = a(p, 0,p) +a (1 + 812j2161gp) +a (1 + 8212 16jp)
As mentioned above, computing a(p, O, p) is the same as computing all integral matrices A which are -1 mod 2 and satisfy
AtA=(g 7 ?) . see that a(n, r, m) = a(n, -r, m) in our case is provided  by the remark that the diagonal matrix with entries (1, -1, 1, -1 The matrices contributing to a(l + 64j2, 16jp, p2) have determinant ?p, and second row (b, a) with a odd and a2 + b= p2. One finds 4 possibilities with b = 0, having first row of the form (?1, ?8j) . Using an argument similar to the one given for a((l + 64j2)/p, 16j, p) above one finds 4 possibilities with b 7 0 as well. It follows that a(l + 64j2, 16jp, p2 
Since p can be written in a unique way as the sum of two squares, one finds 8 such matrices A. It easily follows that a(p, 0, p) = 2p. Before computing the other contributions to A(p), note that a(n, r, m) = a(n, -r, m) for this form D(T). This follows from the fact that if
An alternative way to
The remaining coefficient to compute is a ((l + 64W2)/p2, 16k, p2 ). Again the second row of a matrix contributing to it is of the form (b, a) with a odd and a2 + b2 -p2. In this case one verifies that b 7 0, and as before there are 4 matrices. It turns out that a((l + 64e2)/p2, 16t, p2) = 1.
Adding all the contributions it follows that A(p2) = 3p2 + 4p + 2.
To finish the proof one could go through a similar calculation for the other 14 eigenforms. Alternatively one may use the fact that the forms are in the same orbit for the action of I(1), plus the transformation formula, to show that the L-functions at worst differ by a character modulo 8. Using a machine it is easy to compute for small primes in each congruence class modulo 8 the eigenvalues for all the 15 forms. It turns out they are all equal, hence the L-functions are all the same. This finishes the proof of Proposition 5.4. 6. Some cusp forms of weight 2 for F2 (8) . The next case to be considered is M2 (F2(8) ). Here one does not have an explicit description of all modular forms. Analogous to the situation above we will study subspaces (for F D F2(8))
Remark. It is interesting to consider other eigenforms of the Hecke operators as well. For instance, the product
4\
Th2(F,X)= ( mi EM2(F,X); mi E 4z ).
Here X is any character of F which is trivial on F2(8). It follows from a result of Igusa ([13], p. 224) that the quotient field of the ring of modular forms for F2(8) is the same as the quotient field of Th* (F2(8) ). However, the spaces M2(F2(8)) and Th2 (F2(8) ) are not the same. We will see this by looking at certain products Om, (T)0m2(T)0m3
(T)0m4(2T),
with mi E IZ4. The first result needed is a description of Th2 (F2(8) ). This is provided by PROPOSITION 
Let n > 0 be an integer. A product
Omi (T)0m2 (T)0m3 (T)0m4 (T),
with mi E I Z4, defines a modular form for F2(2n2) if and only if mi_ mj mod -Z4, for all i, j.
Proof. This follows by considering the action of F2(2n2)/F2(4n2 8n2) on such a product. This is described in Lemma 4.1. From the action of e7,... , elo one concludes that the condition on the characteristics is necessary. It is easy to see that it is also sufficient. O We want to decompose Th2(F2(8)) into character spaces for the action of F2(4)/F2(8). LEMMA 
One has
Th2(r2(8)) n M2(r2(4, 8)) = Th2(r2(8)) n M2 (`2(2, 4, 8) ). F2(4, 8)/F2(2, 4,8) . We have to prove that the space Th2 (F2(4, 8), 8) Proof. The only assertion in this proposition for which no proof was sketched in the preceding discussion, is the one about the Fourier coefficients. From the definition of such a product of theta constants it follows that these coefficients can be written as a sum of primitive eighth roots of unity in the case of XI. One checks that for each term C, also a term Z occurs. For X2 the situation is similar, but with fourth roots of unity. E We found a description of Th2 (F2(8) ) as a direct sum of 35 character spaces, each with an explicit set of 40 generators which can be computed using Proposition 6.4. What remains to be computed is the subspace of cusp forms. The following is only a partial result in that direction. LEMMA 6.5. The 16 products fT 0mi with mi 7 mj for i 7 j which are given in Proposition 6.4, are cusp forms.
Proof. Let 6 be the nontrivial character of
Proof. If such a product were not a cusp form, then by the discussion at the end of Section 4 one can find a E Sp4(Z) such that (upto translation by an element of Z4) the characteristics satisfy au mi = (0,bi,ci,di). All bi or all ci or all di can be chosen 1. Since (0, bi, ci, di) (0, bj, cj, dj) mod 2Z4 there are essentially 4 possibilities for these au mi. In particular, all 4 must occur and one concludes that Z a * mi E Z4. This contradicts the fact that E M, V Z4, because af acts as a linear automorphism on sums of an even number of theta characteristics.
El
By computing for odd primes p < 41 the action of the Hecke operators T(p) on a large number of Fourier coefficients, and of T(p2) on some Fourier
coefficients, one is led to the conjecture that the 8 cusp forms in Th2(F2(4), Xi) described above are common eigenforms for all Hecke operators. If this is true, then in all 8 cases the Euler factors at these primes correspond to the polynomials given in the following table. One can exhibit more modular forms for 172(8) by searching for products of theta series of the form m1 (r))m2(T)0m3(r)On(2T). Our aim is to prove PROPOSITION 6.7. Let mi,n E 2Z4 T
X4 -2X2
Oml (T)0m2 (T)0m3(T))n(2F)
is a modular form in M2(172(8, 16) ).
It is a modular form for 12 
)=1
Using this it is straightforward to check that f is even modular for 12(8, 16) . A similar computation involving the generators e7(4), . . ., eio(4) of F2(8) /172(8, 16 ) yields that here one does find an obstruction. The matrices eg(4) and elo(4) act on f = Om (T)0(a,b,c,d)(2T) by multiplication by exp 27riq(a,b,c,d)(e9,lo(4) ). This implies that f is modular for 172 ( One can try to relate such a Gm,n to the function F2 just as the E0m,n correspond to the cusp forms of weight 2 for F2 (4, 8) . If this can be achieved, then at least for primes p 5, 7 mod 8 it follows that the corresponding Euler factors are as desired. However, we did not push this method through.
