Abstract. Many frameworks of logic programming have been proposed to manage uncertain information in deductive databases and expert systems. Roughly, on the basis of how uncertainty is associated to facts and the rules in a program, they can be classified into implication-based (IB) and annotation-based (AB). However, one fundamental issue that remains unaddressed in the IB approach is the representation and the manipulation of the non-monotonic mode of negation, an important feature for real applications. Our focus in this paper is to introduce nonmonotonic negation in the parametric IB framework, a unifying umbrella for IB frameworks. The semantical approach that we will adopt is based on the well-founded semantics, one of the most widely studied and used semantics of (classical) logic programs with negation.
Introduction
The management of uncertainty within deduction systems is an important issue in all those AI application domains in which the real world information to be represented is of imperfect nature (which is likely the rule rather than an exception). An impressive work has been carried out in the last decades, resulting in a number of concepts being investigated, a number of problems being identified and a number of solutions being developed (see, e.g. [1, 6, 17, 29] ).
First-Order Logic (FOL) has been the basis for most knowledge representation formalisms. Its basic units -individuals, their properties, and the relationship between them-naturally capture the way in which people encode their knowledge. Unfortunately, it is severely limited in its ability to represent our uncertainty about the world: a fact can only be known to be true, known to be false or neither. By contrast, most of our knowledge about the real world is not absolutely true. Additionally, practical considerations dictate that the framework used for knowledge representation with uncertainty admit efficient implementation and efficient computations. Logic database programming, with its advantage of modularity and its powerful top-down and bottom-up query processing techniques, has attracted the attention of researchers and numerous frameworks for deductive databases with uncertainty have been proposed [2, 4, 5, 9, 10, 14-16, 18-22, 25-27, 35-39] , where the underlying uncertainty formalism include probability theory [10, 19, 22, [25] [26] [27] 39] , fuzzy set theory [2, 35, 37, 38] , multi-valued logic [9, 15, 16, 20, 21] and possibilistic logic [5] . Roughly, based on the way in which uncertainty is associated with the facts and rules of a program, these frameworks can be classified into annotation based (AB) and implication based (IB).
In the AB approach (se e.g. [15, 16, [25] [26] [27] 36] ), a rule is of the form A : f (β 1 , . . . , β n ) ← B 1 : β 1 , . . . , B n : β n which asserts "the certainty of the atom A is at least (or is in) f (β 1 , . . . , β n ), whenever the certainty of the atom B i is at least (or is in) β i , 1 ≤ i ≤ n", where f is an n-ary computable function and β i is either a constant or a variable ranging over an appropriate certainty domain.
On the other hand, in the IB approach (see e.g. [7, 9, [18] [19] [20] 37] ), a rule is of the form A α ← B 1 , ..., B n which says that the certainty associated with the implication B 1 ∧...∧B n → A is α. Computationally, given an assignment I of certainties to the B i s, the certainty of A is computed by taking the "conjunction" of the certainties I(B i ) and then somehow "propagating" it to the rule head. It is not our aim to compare the two approaches in this paper. Refer to [20] for an exhaustive comparison. We limit our contribution in this sense to recall the following facts [20] : (i) while the way implication is treated in the AB approach is closer to classical logic, the way rules are fired in the IB approach has a definite intuitive appeal and (ii) the AB approach is strictly more expressive than the IB. The down side is that query processing in the AB approach is more complicated, e.g. the fixpoint operator is not continuous in general, while it is in the IB approaches. From the above points, it is believed that the IB approach is easier to use and is more amenable for efficient implementation. However, one fundamental issue that remains still unaddressed in the IB approach is the representation and the manipulation of the non-monotonic mode of default negation, not A, an without doubts important feature to be used in applications. The major distinctive feature is that not A is assumed in the absence of sufficient evidence to the contrary. The meaning of "sufficient evidence" depends on the specific semantics used. Due to its importance, the problem of negation in logic programs has attracted many researchers and a broad variety of semantical approaches have been invented. For example, in Reiter's Closed World Assumption [34] , not A is assumed for atomic A if A is not provable, or, equivalently, if there is a minimal model in which A is false. On the other hand, in Minker's Generalised Closed World Assumption [24, 13] , or in McCarthy's Circumscription, [23] , not A is assumed only if A is false in all minimal models. In Clark's Predicate Completion semantics for logic programs [3] this form of negation is called negation-as-failure because not A is derived whenever attempts to prove A finitely fail. The more recent semantics proposed for logic programs and deductive databases, such as the stable semantics [12] , well-founded semantics [28] , partial stable or stationary semantics [33] , and static semantics [30] , propose even more sophisticated meanings for default negation.
Contributions: We will extend the parametric IB framework [20] , a unifying umbrella for IB frameworks, with default negation. The semantical approach that we will adopt is based on the well-founded semantics, one of the most widely studied and used semantics of (classical) logic programs with negation. From a semantics point of view, we will combine an alternating fixpoint semantics similar to [11] with the fixpoint characterisation of [20] . We will show that in case of positive programs, the parametric IB framework is obtained, while restricting logic programs to Datalog programs, the classical well-founded semantics is obtained, i.e. our extension is a conservative extension.
The use of default negation has already been considered in some deductive databases with uncertainty frameworks. For instance, in [25] , the stable semantics has been considered within the AB approach, but limited to the case where the underlying uncertainty formalism is probability theory. The stable semantics has been considered also in [38] , where a semi-possibilistic logic has been proposed. In it, a particular negation operator has been introduced and a fixed min/max-evaluation of conjunction and disjunction is adopted. To the best of our knowledge, there is no work dealing with default negation within the parametric IB approach.
The remaining part of the paper is organized as follows. The syntax of programs, called normal parametric programs, is given in Section 2. In Section 3 the notions of interpretation and model of a program are defined, while Section 4, we define the intended model of a normal parametric program and show that our semantics extends the well-founded semantics [28] and the Shiri-Lakshmanan's semantics [20] to normal parametric programs. Section 5 contains concluding remarks.
Preliminaries
We recall the syntactical aspects of the parametric IB framework presented in [20] and extend it with negation.
Consider an arbitrary first order language that contains infinitely many variable symbols, finitely many constants, and predicate symbols, but no function symbols. The predicate symbol π(A) of an atomic formula A given by A = p(X 1 , . . . , X n ) is defined by π(A) = p. While the language does not contain function symbols, it contains symbols for families of propagation (F p ), conjunction (F c ) and disjunction functions (F d ), called combination functions.
Let L = T , , ⊗, ⊕ be a certainty lattice (a complete lattice), where T is a set of truth values, and let B(T ) the set of finite multisets over T (multisets are indicated with { | · | }). With ⊥ and we denote the least and greatest element in T , respectively. A propagation function is a mapping from T × T to T and a conjunction or disjunction function is a mapping from B(T ) to T . Each kind of function must verify some of the following properties 1 :
We also assume that there is a function from T to T , called negation function and denoted ¬, that is anti-monotone w.r.t. and satisfies ¬¬α = α, ∀α ∈ T and ¬⊥ = .
Definition 1 (Normal parametric program).
A normal parametric program P (np-program) is a 5-tuple L, R, C, P, D , whose components are defined as follows:
1. L = T , , ⊗, ⊕ is a complete lattice, where T is a set of truth-values partially ordered by , ⊗ is the meet operator and ⊕ the join operator. We denote the least element of the lattice by ⊥ and the greatest element by ; 2. R is a finite set of normal parametric rules (np-rules), each of which is a statement of the form:
where A is an atomic formula and B 1 , ..., B n , C 1 , ..., C m are atomic formulas or values in T and α r ∈ T \ {⊥} is the certainty of the rule; 3. C is a mapping that associates with each np-rule a conjunction function in F c ; 4. P is a mapping that associates with each np-rule a propagation function in F p ; 5. D is a mapping that associates with each predicate symbol in P a disjunction function in F d .
For ease of presentation, we write
to represent a np-rule in which f d ∈ F d is the disjunction function associated with the predicate symbol π(A) of A and, f c ∈ F c and f p ∈ F p are respectively the conjunction and propagation functions associated with r. The intention is that the conjunction function (e.g. ⊗) determines the truth value of the conjunction of B 1 , ..., B n , ¬C 1 , ..., ¬C m , the propagation function (e.g. ⊗) determines how to "propagate" the truth value resulting from the evaluation of the body to the head, by taking into account the certainty α r associated to the rule r, while the disjunction function (e.g. ⊕) dictates how to combine the certainties in case an atom appears in the heads of several rules. We further define the Herbrand base HB P of an np-program P as the set of all instantiated atoms corresponding to atoms appearing in P and define P * to be the Herbrand instantiation of P , i.e. the set of all ground instantiations of the rules in P . We can note that any classical logic program P is equivalent to the np-program constructed by replacing each classical rule in P of the form
is defined by f t, ⊕ = max , ⊗ = min , ¬f = t and ¬t = f . Example 1. The following example describes a legal case where a judge has to decide whether to charge a person named John accused of murder. To do so, the judge collects facts that he combines using an np-program in order to reach a decision.
Consider the complete lattice T , , ⊗, ⊕ , where
, and a ⊕ b = max(a, b). Consider the disjunction function f d (α, β) = α + β − α · β, the conjunction function f c (α, β) = α · β and the propagation function f p = f c . The negation function is the usual function ¬(α) = 1 − α. Then the following is an np-program P :
Some comments on the rules. The two first rules of R describe how a person X is shown to be a suspect, i.e. by providing a motive (first rule) or a witness against X (second rule). The third rule of R describes how a person X is shown to be innocent, i.e. by providing an alibi for X by a person who is not a friend of X. The fourth and fifth rules describe the relation friend. Finally, the sixth rule of P is the "decision making rule" and the last rules are the facts collected by the judge. Note that e.g. for predicate suspect, the disjunction function f d is associated, as if there are different ways to infer that someone is suspect, then we would like to increase (summing up) our suspicion and not just to choose the maximal value. In the fifth rule, the function f p allows us to infer some friendship relations taking into account the fact that friendship decreases with transitivity. Moreover, the rules are associated to different propagation coefficients and functions corresponding to the reliability we associate to the information inferred from those rules. 2
Interpretations of programs
An interpretation of an np-program P is a function that assigns to all atoms of the Herbrand base of P a value in T . We denote V P (T ) the set of all interpretations of P . An important issue is to determine which is the intended meaning or semantics of an np-program. Following the usual approach, the semantics of a program P is determined by selecting a particular interpretation of P in the set of models of P . In logic programs without negation, as well as in the parametric IB framework, that chosen model is usually the least model of P w.r.t. .
Introducing negation in classical logic programs, some np-programs do not have a unique minimal model, as shown in the following examples.
Example 2. Let P be the classical program defined by the two rules
The program P has two minimal models: I 1 = {A: f, B: t} and I 2 = {A: t, B: f } that are not comparable w.r.t. the truth ordering.
2
Of course, we can observe the same problem in our parametric IB framework as shown in the following example.
, f p (α, β) = α·β and the usual negation function. Consider the program P defined by the following rules : In this paper we address solution 1. and leave solution 2. for future work. In order to allow some atom's truth value to be unspecified, we will introduce partial interpretations: partial interpretations correspond to interpretations that assign values only to some atoms of HB P and are not defined for the other atoms.
Definition 2 (Partial interpretation).
Let P be an np-program. A partial interpretation I of P is a partial function from HB P to T .
A partial interpretation I can be seen as a set {A : µ | A ∈ HB P and µ ∈ T }, such that each atom in HB P appears at most once in that set, defined by: for all ground atoms A, A : µ ∈ I if I(A) = µ. Of course, an interpretation is a partial interpretation. Interpretations and partial interpretations will be used as functions or as sets following the context. In the following, given an np-program P , given an interpretation I such that each premise in the body is defined under I, (i) with r A we denote a rule (r : A αr ← B 1 , ..., B n , ¬C 1 , ..., ¬C m ; f d , f p , f c ) ∈ P * , whose head is A; and (ii) with I(r A ) we denote the evaluation of the body of r A w.r.t. I, i.e.
I(r
I(r A ) is undefined in case some premise in the body is undefined in I, except for the case where there is an i such that I(B i ) = ⊥ or I(C i ) = . In that case, we define I(r A ) = ⊥.
Definition 3 (Satisfaction of an np-program).
Let P be an np-program and let I be a partial interpretation of P . Then we say that I satisfies (is a model of ) P, denoted |= I P , iff ∀A ∈ HB P :
1. if there is a rule r A ∈ P * such that I(r A ) = , then I(A) = ; 2. if I(r A ) is defined for all rules r A ∈ P * , then It is worth noting that if we restrict our attention to positive programs only then the definition reduces to that presented in [20] if the interpretation I is not partial but defined for all atoms in HB P .
Alternating fixpoint and compromise semantics
In this section we will define our well-founded semantics for np-programs.
Immediate Consequence Operators
First, we extend the ordering on T to the space of interpretations V P (T ). Let I 1 and I 2 be in V P (T ), then I 1 I 2 if and only if I 1 (A) I 2 (A) for all ground atoms A. Under this ordering V P (T ) becomes a complete lattice, and we have (I 1 ⊗ I 2 )(A) = I 1 (A) ⊗ I 2 (A), and similarly for the other operators. The actions of functions can be extended from atoms to formulas as follows:
, and similarly for the other functions. Finally, for all α in T and for all I in V P (T ), I(α) = α. We now define a new operator T P inspired by [8, [30] [31] [32] . It infers new information from two interpretations: the first one is used to evaluate the positive literals, while the second one is used to evaluate the negative literals of the bodies of rules in P .
Definition 4. Let P be any np-program. The immediate consequence operator T P is a mapping from V P (T ) × V P (T ) to V P (T ), defined as follows: for every pair (I, J) of interpretations in V P (T ), for every atom A, T P (I, J)(A) = f d (X), where f d is the disjunction function associated with π(A), the predicate symbol of A, and f c ({I(B 1 ), . . . , I(B n ), ¬J(C 1 ), . .., ¬J(C m )})) :
(r :
Note that the T P operator applies to interpretations only and not to partial interpretations. Additionally, the interpretation T P (I, J) is in V P (T ).
It is easy to prove that Proposition 1. Let P be any np-program. T P is monotonic in its first argument, and anti-monotone in its second argument w.r.t. .
Compromise semantics of an np-program
Using Proposition 1 and the Knaster-Tarski theorem, we can define an operator S P , inspired from [11] and derived from T P , that takes an interpretation J as input, first evaluates the negative literals of the program w.r.t. J, and then returns the minimal model of the resulting "positive" np-program w.r.t. . Let I ⊥ be the interpretation that assigns the value ⊥ to all atoms of HB P , i.e. the minimal element of V P (T ) w.r.t. , while let I be the interpretation that assigns the value to all atoms of HB P , i.e. the maximal element of V P (T ) w.r.t. .
Definition 5.
Let P be any np-program. We define S P (J) = T ∞ P (I ⊥ , J), i.e. the least fixpoint of T P w.r.t. for a given interpretation J.
Intuitively, S P (J) is the interpretation that assigns to negative literals the evaluation of them in the fixed interpretation J and then applies the usual T P operator. Note that the closure ordinal is at most the first ordinal limit ω. From Proposition 1, we easily derive the following property of S P .
Proposition 2. Let P be any np-program, then S P is anti-monotone w.r.t. and, thus, S P • S P is monotone.
There is a well-know property, which derives from the Knaster-Tarski theorem and deals with anti-monotone functions on complete lattices: 40] ). Suppose that a function f is anti-monotone on a complete lattice L = T , , ⊗, ⊕ . Then there are two unique elements µ and ν of T , called extreme oscillation points of f , such that the following hold:
-µ and ν are the least and greatest fixpoint of f • f (i.e. of f composed with f ; -f oscillates between µ and ν in the sense that f (µ) = ν and f (ν) = µ; -if x and y are also elements of T between which f oscillates then x and y lie between µ and ν.
Under the ordering , S P is anti-monotone and V P (T ) is a complete lattice, so S P has two extreme oscillation points under this ordering.
Proposition 4. Let P be any np-program, S P has two extreme oscillation points under , S
As in Van Gelder's alternated fixpoint approach [11] , S ⊥ P and S P are respectively an under-estimation and an over-estimation of P . As the meaning of P , we propose to consider the consensus or compromise between those two interpretations, i.e. to consider as defined only the atoms whose values coincide in both limit interpretations. We define the compromise between S ⊥ P and S P to be the intersection between S ⊥ P and S P . Definition 6. Let P be any np-program, the compromise semantics of P , denoted CS(P ), is defined by CS(P ) = S ⊥ P ∩ S P .
The following theorem asserts that, for any np-program P , CS(P ) satisfies P and will be seen as its the intended meaning or semantics. Theorem 1. Let P be any np-program, then |= CS(P ) P . Sketch of proof. Given an np-program P , it can be proved that for all rules r A ∈ P * , if CS(P )(r A ) is defined, then it means that either there is one literal L in the body of r A such that CS(P )(L) = ⊥, or all the literals are defined in CS(P ). In the first case, we have S ⊥ P (L) = S P (L) = ⊥, and it follows that S ⊥ P (r A ) = S P (r A ) = ⊥. In the second case, for all literals L ∈ r A , S ⊥ P (L) = S P (L), so S ⊥ P (r A ) = S P (r A ). It follows that for all atoms A ∈ HB P , -if there is a rule r A ∈ P * such that CS(P )(r A ) = , then it means that S ⊥ P (A) = S P (A) = , thus CS(P )(A) = ; -if CS(P )(r A ) is defined for all rules r A ∈ P * , then S ⊥ P (r A ) = S P (r A ) for all rules r A ∈ P * , and we have
We can conclude that CS(P ) satisfies P . 
Comparison with existing semantics
We conclude this section by showing that our extension is a conservative one. Our semantics extends the Lakshmanan and Shiri's semantics of parametric programs presented in [20] to normal parametric programs. This is due to the fact that the machinery developed in order to deal with negation has no effect in positive programs. 4 Note that it follows from S ⊥ P = S P that CS(P ) is a totally defined interpretation. But, for ease of presentation, we will indicate only the atoms whose values are different from 0. Finally, we compare our semantics with the well-founded semantics of classical logic programs defined in [28] .
Proposition 6. Let P be a Datalog program with negation. The compromise semantics CS(P ) of P coincides with the well-founded semantics of P . 
Conclusions
We have extended the parametric IB approach [20] , a general framework for the representation and the manipulation of uncertainty in logic databases and expert systems, with default negation. The semantical approach that we adopted for default negation in logic programs is based on the well-founded semantics, a widely studied and used semantics of classical logic programs with negation. Technically, we integrated the fixpoint semantics of the parametric IB approach with the alternating fixpoint techniques proposed in [11] . We have also shown that our extension is a conservative extension. In the future we will address the issue in which intervals are specified for those atoms for which no consensus exists.
