Abstract-Within the fusion community, a large number of codes are in use to simulate various aspects of the plasma behaviour. Many codes have been written by physicists with a big emphasis on the physics without using the latest technologies available in computer science. For improving this situation, a project with acronym EUFORIA [1] was created. The main target of this project is to increase the performance of key existing codes, either parallelizing the sequential codes or improving their parallelization.
I. INTRODUCTION

A. Architecture background
Microprocessors have evolved increasing transistor count and frequency. The technology scaling trend will continue to follow Moore's Law: "increasing in transistor integration capacity, improving transistor performance and reducing transistor integration cost by half every generation" [2] .
A great amount of resources were used to improve the performance of single core processors extracting instructionlevel parallelism: out-of-order execution, register renaming, branch prediction, etc. As a result, each generation of processors grew faster but dissipated more heat and consumed more power. Power became the most important barrier to take advantage of technology scaling [3] . So, the High-Performance Computing (HPC) community turned its attention to a higher-level parallelism for a more efficient use of power.
The most important trend in contemporary computer architecture is the movement toward processors with multiple independent cores per socket. This approach allows to run at lower frequencies and gets better performance than a single core processor, but adding new issues.
The multicore implementations vary greatly (may or may not share caches, may implement message passing or shared memory inter-core communication methods, may change the number of cores per processor and the functions of each core) but they can be divided into two groups: homogeneous if all cores are identical, and heterogeneous if they are not identical.
Homogeneous architectures seem to be easier to produce than heterogeneous ones, since each core contains the same hardware. On the other hand, heterogeneous architectures are more efficient than homogeneous ones, since each core could have an specific function and run its own specialized instruction set. So, serial portions of an algorithm could run on a large, fast and relatively power-inefficient core while parallel portions could run on multiple small power efficient cores [4] . In all, the benefits of heterogeneous architecture (heat dissipation and power saving) outweigh its complexity.
B. Particle-In-Cell method
The Particle-in-Cell (PIC) is a technique used to model physical systems whose behaviour varies on a large range of spatial scales. At the macroscopic level, the dynamics is described by a continuous model (a system of partial differential equations), whereas at the microscopic level it is modeled by a set of discrete particles. Dealing with both levels separately can be problematic, so PIC methods attempt to bridge the gap between the microscopic dynamics and the macroscopic behaviour of the system. In other words, in a PIC method, the individual particles (or fluid elements) are tracked in a continuous phase space, whereas moments of the distribution (such as densities and currents) are computed concurrently on stationary mesh points.
Historically, PIC methods were already in use as early as the 1950s [5] . They gained popularity for plasma simulation after the works of Buneman, Dawson, Hockney [6] , Birdsall [7] , Morse and others. Nowadays, PIC methods are used in several research areas such as astrophysics, plasma physics and semiconductor device physics [6] . In plasma physics, the PIC method is a numerical approach used for simulating the interaction of independent charged particles with each other and with electromagnetic fields [8] .
The usual implementation of full kinetic description in the PIC method is to replace the distribution function f s by a number of macroparticles. A macroparticle represents a cloud of particles. The macroparticles' charge and densities are accumulated on a spatial grid using an interpolation method. The field equations are solved on the grid, and the forces ( F tot ) acting on macroparticles are obtained by interpolating the fields back to the macroparticles [9] .
The basic PIC algorithm consists of an initialization phase followed by four steps that are repeated many times [10] :
• scatter: the particle attributes are interpolated to nearby points of a regular computational mesh that discretizes the problem domain.
• solve: the appropriated moment equations are solved on the computational mesh.
• gather: the momentum of each particle is found by interpolation on the mesh.
• push: the particles are repositioned under the influence of the momentum and the required particle attributes are updated. Within the fusion community, a large number of codes are in use to simulate various aspects of the plasma behaviour. To mention some of them: 1) EUTERPE [11] : It is a Lagrangian electromagnetic delta-f PIC gyrokinetic code for the simulation of fusion plasma instabilities. It has been developed at Centre de Recherches en Physique des Plasmas (CRPP) and the MaxPlanck-Institut für Plasmaphysik (IPP) as a parallel code using MPI, and has been adapted to different platforms.
2) VPIC [12] : It is an explicit, relativistic, chargeconserving, electromagnetic PIC code developed at Los Alamos (LANL) to simulate laser-plasma instabilities (LPI).
3) PAR-T [13] :
The PARallel-Tristan is a parallel relativistic fully 3D electromagnetic PIC code. It is based on the sequential code Tristan and is designed for rod-shaped geometries, which often occur in astrophysical problems.
4) ELMFIRE [15]:
It is a gyrokinetic PIC code for plasmas in toroidal geometry. The code has been built to study the development of instabilities in a quasi-neutral plasma, and its influence in the transport coefficients.
C. A detailed example of a PIC code: EUTERPE
The EUTERPE code solves the gyroaveraged Vlasov equation for the distribution function of each kinetically treated species (ions, electrons, or a third species)
where f s is the distribution function of the species s. The code is based on the particle-in-cell (PIC) scheme, i.e. the distribution function f s is discretized using markers. The markers follow the equations of motion, giving the evolution with time of R and v || as functions of the electromagnetic fields. The evolution of the electric and magnetic fields is given by the Poisson equation and Ampère's law (in the electromagnetic version) where the charge and current density is calculated using a charge assignment procedure. The Poisson equation from ref. [16] is symplified neglecting high order terms and making a long wavelength approximation, so that a quasi-neutrality equation is obtained. The δf approximation is used: the distribution function is decomposed into an equilibrium part (Maxwellian) and a time-dependent perturbation. Only the evolution of the perturbation is followed, which allows to reduce the noise and the needed resources, as compared to the alternative of simulating the evolution of the full distribution function.
The electromagnetic potential is represented on a spatial grid, the electric charge being carried by the markers. Two coordinate systems are used in the code: a system of magnetic coordinates (PEST) (s, θ, φ) is used for the potential and cylindrical coordinates (r, z, φ) are used for pushing the particles, where s = Ψ/Ψ 0 is the normalized toroidal flux. The equations for the fields are discretized using finite elements (B-splines) and the PETSc library (Portable, Extensible Toolkit for Scientific Computation) [17] is used to solve the resulting matrix equations. An equilibrium state calculated with the code VMEC [18] is used as a starting point. More details about the code in [11] .
II. PARALLELIZATION STRATEGIES
The parallelization of PIC codes is an important and necessary task for increasing the capabilities of simulations. However, it is a hard mission, since PIC codes have data accesses with multiple levels of indirection and complicated message-passing patterns.
The parallelization strategy will depend on the selected decomposition of the grid points and particles among the processors (figure 1): domain decomposition, particle decomposition and domain cloning.
Once the problem has been divided, the simulation starts injecting particles in the domain. The phase of moving the particles to a new positions dominates the cpu time consumption of the PIC algorithm. This phase can be parallelized because of the independent behaviour of particles.
A. Domain decomposition
The most usual technique used to parallelize a PIC code is the domain decomposition. The distribution of work between processors is based on the division of the physical domain into portions. The particles are distributed according to their physical coordinates in the domains in order to balance the computation efficiently among processors. At the end of each time step, the particles which have moved from its original domain to a new one are transferred to their new processor, also the electromagnetic potential values from boundary nodes of the grid are sent to the neighbour processors ( figure 2(a) ). A main advantage of this technique is the intrinsic scalability of the physical-space resolution when the number of processors is increased, although the parallelization is limited by the grid divisions. On the other hand, due to particle migration between domain partitions on different processors, the load balancing varies during the simulation and imbalances may appear between processors.
B. Particle decomposition
This technique [19] does not distribute the physical domain. So, the whole spatial grid is assigned to each processor, which takes care only of a subset of the particle population. To update the electromagnetic fields, the contributions of each subset have to be communicated among processors and accumulated at the grid points ( figure 2(c) ).
This strategy presents the advantages of intrinsic load balancing, a modest amount of inter-processor communications (it avoids particle communication) and a moderate effort to port the code in the parallel form. On the contrary, the strategy requires that the whole spatial grid fits in the memory of the processor and increasing the number of processors only allows to increase the number of particles and not the spatial resolution. Also, there is an expensive allreduce communication over all processors to update the field data stored on each processor. So, particle decomposition is not suitable for highly parallel architectures.
C. Domain cloning
The domain cloning [20] is a combination between domain decomposition and particle decomposition. The pro- Figure 3 . Scalability of EUTERPE using 10 9 markers. The percentage with respect to the ideal speedup is specified for each measurement.
cessors are distributed into a number of groups, each one of which is assigned to one of the domain clones. These clones are copies of the same domain and the particles are distributed between them. A domain decomposition is applied also to the clones and as a result a larger amount of processors can be used ( figure 2(b) ).
III. PERFORMANCE IN SEVERAL ARQUITECTURES
The chosen data set to study the parallelization of EU-TERPE is a typical scenario of Ion Temperature Gradients (ITG), specifically a cylindrical geometry. The initial equilibrium corresponds to a θ-pinch with radius a = 0.55 m, length l = 5.55 m and a fixed homogeneous magnetic field along the axis of the cylinder. The resolution of the spatial grid used in the simulations was n s × n θ × n φ = 32 × 512 × 512. The number of markers used in the simulation is 10 9 . The scalability of the code has been studied maintaining fixed the size of the problem while the number of processors used in the simulation has been increased (hard scaling).
A. MareNostrum
MareNostrum consists of 2560 nodes, 2 dual core processors (IBM PowerPC 970MP, 2.3 GHz) per node and 8 GBytes of memory per node. The total peak performance is 94 Teraflops. On MareNostrum, the simulations ran on 128 up to 1024 processors. The figure 3(a) shows an almost linear scalability.
B. Huygens
Huygens is an IBM pSeries 575 system. It consists of 104 nodes, 16 dual core processors (IBM Power6, 4.7 GHz) per node and either 128 GBytes or 256 GBytes of memory per node. The total peak performance is 60 Teraflops. On Huygens, the simulations ran on 128 up to 2560 processors. The figure 3(b) shows a very good scalability.
C. Jugene
Jugene is a Blue Gene/P system. It consists of 73728 nodes, 4 core processors (32-bit PowerPC 450, 850 MHz) per node and 2 GBytes of memory per node. The total peak performance is about 1 Petaflops. On Jugene the number of processors ranged from 512 up to 61440. The figure 4(a) shows a limited scalability, because a degradation of the speedup appears for more than 12288 processors. The amount of work per processor is not enough to hide the increasing time of the inter-processor communications for a large number of processors and it causes the speedup degradation. When the number of markers is increased up to 5 · 10 9 (this number is limited by the small available memory per processor on Jugene) the scalability improves considerably, as it is shown in figure 4(b) .
IV. HYBRIDIZATION OF THE CODE
EUTERPE implements the domain decomposition and domain cloning strategies that entails it only uses the parallelism at task level, which is provided by MPI. For that reason, we developed an hybrid code to take advantage of all the levels of parallelism that a multicore architecture offers and also to enable one MPI task accessing all the memory of a node. This approach, using EUTERPE code, will allow us to have a reference program for evaluating the performance of the proposed hybrid implementation. To exploit the thread-level parallelism of multicore architecture, our decision was to introduce OpenMP in the most time-consuming routines. Additionally, as the communications between threads are via shared memory, there would be a reduction of the communication cost between processors.
Consequently, we analyzed the distribution of the execution time and identified the most time-consuming routines: the routine that moves the particles (push), the one that determines the charge density (setrho) and the one that solves the field equation (poisson).
A. push and setrho
For the introduction of OpenMP, we looked for large code regions that enclose a entire computation to convert them in parallel regions. This approach involves more programming effort because there are more data structures to control, but it can provide a higher level of scalability since large parallel regions reduce the overhead of thread creation and synchronization, offer more chances to reuse data in cache and provide a bigger context for compiler optimizations.
In the push routine, the loop in charge of moving the particles inside a domain, was selected to introduce OpenMP ( figure 5(a) ), because it was the most suitable loop due to its coarse granularity and the computation of the movement of any particle is independent from the rest of particles. So, the "parallel do" directive was placed on the loop and no critical regions are needed. About the setrho routine, the choosen loop to introduce OpenMP was situated inside the call to the grid routine. This loop goes through the particles in the domain ( figure 5(b) ) and its granularity is coarse. Nevertheless, this time the computation (the charge density on the grid) can not be performed fully independently between iterations, because some of the particles can update the same position of rho array in the grid at the same time. As a result, critical regions would be required to avoid memory conflicts between threads.
However, the use of critical regions can serialize the execution, since only one thread can execute the region at a time meanwhile the other threads must wait to enter. Therefore, we chose to remove the critical regions by creating a private copy of rho array per thread and adding a reduction operation outside the loop to merge the data from the private copies.
B. poisson
Most of the time in the poisson routine is consumed by a call to the petsc solve routine for solving the field equation.
The petsc solve routine belongs to the PETSc library, which is a well known package to solve Partial Differential Equations on parallel machines. Since PETSc routines are not thread safe, we decided to develop a hybrid version of Figure 7 . Trace of the hybrid version of EUTERPE for one time iteration. The name of the routines is specified on the top of the graphic: push, solver and grid. On the right, the legend to interpret the states of threads. the solver. The new solver (PCG) is a Jacobi preconditioned conjugate gradient and it has been completely parallelized.
The dependencies between iterations are due to the dot products and they have been solved using reductions. The results obtained show that the speedup of both versions are similar ( figure 6) .
Moreover, the most time consuming part in the solver is the sparse matrix-vector multiplication, where the computational cost is driven by the memory access. This is due to the low data reuse and a lack of float operations to hide the elapsed time in memory operations. So, we are in front of a memory bound problem. This explains the speedup obtained by PETSc and our new solver.
The figure 7 shows graphically the behavior of the hybrid version of EUTERPE (MPI+OpenMP) using the PARAVER tool [21] . The dark blue colour means that the thread is running and the light blue colour means that the thread is idle. Therefore we can observe that the work is well balanced and the threads are running almost always.
Finally, the figure 6 gives a first impression about the good behavior of the parallelized routines and the hybrid version of EUTERPE.
V. CONCLUSION
Many PIC code follows basically the same schema, described in the section I-B, the introduction of hybrid techniques into our example code (EUTERPE) is straightforward to apply to others similar codes.
To hybridize any application starting from an existing MPI code, the first step usually consists of analysing the code and optimizing it. In the case of EUTERPE, this first step has demanded relatively little work, because its starting point was a code of excellent performance, just as the performed studies show up to several thousands of processors.
Next step is identifying and classifying the routines to be hybridized according to the time consumed. A great care should be taken to find the right place to add the OpenMP directives in the selected routines: the larger the loops, the easier is to hide the overhead introduced by thread managmenti, but there are more chances that data dependences between iterations appear and critical regions have to be used to control them. Whenever possible the critical regions have to be avoided, since they can serialize the execution. All these concepts are put into the practice in the EUTERPE routines with good results.
