Introduction
Due to the ability to handle control and state constraints, MPC has become quite popular recently. In order to guarantee the stability of MPC, a terminal constraint and a terminal cost are added to the on-line optimization problem such that the terminal region is a positively invariant set for the system and the terminal cost is an associated Lyapunov function [1, 9] . As we know, the domain of attraction of MPC can be enlarged by increasing the prediction horizon, but it is at the expense of a greater computational burden. In [2] , a prediction horizon larger than the control horizon was considered and the domain of attraction was enlarged. On the other hand, the domain of attraction can be enlarged by enlarging the terminal region. In [3] , an ellipsoidal set included in the stabilizable region of using linear feedback controller served as the terminal region. In [4] , a polytopic set was adopted. In [5] , a saturated local control law was used to enlarge the terminal region. In [6] , SVM was employed to estimate the stabilizable region of using linear feedback controller and the estimated stabilizable region was used as the terminal region. The method in [6] enlarged the terminal region dramatically. In [7] , it was proved that, for the MPC without terminal constraint, the terminal region can be enlarged by weighting the terminal cost. In [8] , the enlargement of the domain of attraction was obtained by employing a contractive terminal constraint. In [9] , the domain of attraction was enlarged by the inclusion of an appropriate set of slacked terminal constraints into the control problem. In this paper, the domain of attraction is enlarged by enlarging the terminal region. A novel method is proposed to achive a large terminal region. First, the sufficient conditions to guarantee the stability of MPC are presented and the maximal terminal region satisfying these conditions is defined. Then, given the terminal cost and an initial subset of the maximal terminal region, a subsets sequence is obtained by using one-step set expansion iteratively. It is proved that, when the iteration time goes to infinity, this subsets sequence will converge to the maximal terminal region. Finally, the subsets in this sequence are separated from the state space one by one by exploiting SVM classifier (see [10, 11] for details of SVM).
Model predictive control
Consider the discrete-time system as follows www.intechopen.com , f = 00 0 is known. The system is subject to constraints on both state and control action. They are given by k xX ∈ ， k uU ∈ ，where X is a closed and bounded set, U is a compact set. Both of them contain the origin. The on-line optimization problem of MPC at the sample time k , denoted by
where ( ) 
and assumption 1 is satisfied, it is guaranteed that, 0
x will be steered to 0 by using the control law of MPC. The proof can be found in [1] .
Proof. The proof of lemma 1 is composed of two parts: the existence of feasible solution; the monotonicity of () * N J ⋅ . P a r t 1 . A t t h e s a m p l e t i m e 1 , ( ) 
Using subsets sequence to approach the maximal terminal region
Using SVM classifier to estimate the terminal region is not a new technology. In [6] , a large terminal region was achieved by using SVM classifier. However, the method in [6] is somewhat conservative. The reason is that, the obtained terminal region actually is the stabilizable region of using a predetermined linear feedback controller. In this section, a novel method of computing a terminal region is proposed. Given the terminal cost and a subset of the maximal terminal region, a subsets sequence is constructed by using one-step set expansion iteratively and SVM is employed to estimate each subset in this sequence. When some conditions are satisfied, the iteration ends and the last subset is adopted to serve as the terminal region.
The construction of subsets sequence
Consider an assumption as follows. Assumption 2. A terminal cost is known.
If the stage cost is a quadratic function as ( ) , TT qxu xQ x uR u =+ in which Q , R are positive definite, a method of computing a terminal cost for continuous-time system can be found in [3] . In this paper, the method in [3] is extended to discrete-time system. Consider the linearization of the system (1) at the origin 
Step 2. Getting a locally stabilizing linear state feedback gain K , 
Fx xGx = can serve as a terminal cost.
Given () F ⋅ and from conditions (C1,C2), the terminal region f X can be defined as
where
Fx is the minimum of the following optimization problem X , it is obvious that, the terminal region is essentially a positively invariant set of using the optimal control resulting from the optimization problem (4) when () F ⋅ is given. Remark 3. In [3, 4, 6] , the linear feedback control is attached to the construction of f X and f X is the stabilizable region of using the linear feedback controller. In [5] , a saturated local control law was used. But, in this paper, there is no explicit control attached to the definition of f X . So, the requirement on f X is lower than that in [3] [4] [5] [6] while guaranting the stability of the controlled system. From the definition of f X , it can not be determined whether a state point belongs to f X .
The difficulty lies in that, the f X itself acts as the constraint in the optimization problem (4).
To avoid this problem, the method of using one-step set expansion iteratively is adopted. Define (6) 
Fx is the minimum of () ( ) (9) and (10) f xu X ∈ . Obviously, this is contradicted with that system. The only negative influence is that its corresponding domain of attraction is smaller than that corresponding to ,max f X . Untill now, it seems that we can choose any j f X in the subsets sequence as the terminal region. This is infeasible. Since j f X is not described in explicit expression, it can not serve as the terminal constraint in the optimization problem (2) directly. Then, an estimated one described in explicit expression is needed. Due to the strong optimizing ability of SVM, SVM is exploited to separate each j f X from the state space.
Support vector machine
SVM is the youngest part in the statistical learning theory. It is an effective approach for pattern recognition. In SVM approach, the main aim is to obtain a function, which determines the decision boundary or hyperplane. This hyperplane optimally separates two classes of input data points. There are many software packages of SVM available on internet. They can be downloaded and used directly. To save space, it is not introduced in detail in this paper. For more details, please refer to [10] and [11] . . But, it is impossible to keep computation until j →+∞. To avoid this problem, the iteration should be ended when some conditions are satisfied. When jE = , if it is satisfied that, for 
1 j f X − is known.
Simulation experiment
The model is a discrete-time realization of the continuous-time system used in [3, 6] : 
, and the state constraint and control constraint are Set the prediction horizon as 3 N = , some points in the region of attraction (this example is very exceptional, the region of attraction is coincident with the terminal region in rough. Therefore, these points are selected from the terminal region) are selected and their closedloop trajectories are showed in Figure 2 . figure 2 , the blue ellipsoid is the terminal region in [3] and the region encompassed by black dash lines is the result in [6] . The region encompassed by black solid lines is the terminal region in this paper. We can see, the terminal region in this paper contain the result in [3] , but not contain the result in [6] although it is much larger than that in [6] . The reason is that, the terminal region in this paper is the largest one satisfying conditions (C1) and (C2). However, (C1) and (C2) are just the sufficient conditions to guarantee the stability of the controlled system, not the necessary conditions as showed in remark 6. The red solid lines denote the closed-loop trajectories of the selected points. Note that, with the same sampling interval and prediction horizon as those in this paper, these points are not in the regions of attraction of MPC in [3] and [6] . But, they can be leaded to the orgin by using the control law of MPC in this paper.
Conclusion
Given the terminal cost, a sequence of subsets of the maximal terminal region are extracted from state space one by one by employing SVM classifier. When one of them is equal to its
