If the factor structure of a test does not hold over time (i.e., is not invariant), then longitudinal comparisons of standing on the test are not meaningful. In the case of the Wechsler Intelligence Scale for Children-Third Edition (WISC-III), it is crucial that it exhibit longitudinal factorial invariance because it is widely used in high-stakes special education eligibility decisions. Accordingly, the present study analyzed the longitudinal factor structure of the WISC-III for both configural and metric invariance with a group of 177 students with disabilities tested, on average, 2.8 years apart. Equivalent factor loadings, factor variances, and factor covariances across the retest interval provided evidence of configural and metric invariance. It was concluded that the WISC-III was measuring the same constructs with equal fidelity across time which allows unequivocal interpretation of score differences as reflecting changes in underlying latent constructs rather than variations in the measurement operation itself.
Intelligence is presumed to be an enduring trait; thus, factor analyses of tests measuring intelligence should also produce similar factor structures over time. Cross-sectional analyses of the WISC-III by age have been conducted to test this assumption. Sattler (1992) analyzed the WISC-III standardization sample across 11 separate age groups and reported that a three-factor (VC, PO, and PS) model best fit the normative data. In contrast, Keith and Witta's (1997) hierarchical confirmatory factor analysis of the WISC-III normative sample supported the primacy of a second-order g factor and four first-order factors (i.e., VC, PO, FD, and PS). Although there was agreement on three factors (i.e., VC, PO, and PS), there was disagreement on the samller FD factor and the utility of a higher-order structure.
There is, however, no empirical evidence regarding the stability of the factor structure of the WISC-III across time for the same individuals. This evidential lacuna is alarming because crosssectional designs are inadequate tests of change over time (Willett, Singer, & Martin, 1998) . Consequently, the present longitudinal study was conducted to investigate the temporal stability of the WISC-III factor structure among students with disabilities.
Method

Participants
Participants in the present study are a subset (n ϭ 177 with data on 12 WISC-III subtests) of the total sample (n ϭ 667) from a long-term WISC-III stability study by Canivez and Watkins (1998) . Students included in the present study were independently classified with specific learning disability (SLD, n ϭ 115), serious emotional disability (SED, n ϭ 9), mental retardation (MR, n ϭ 17), and other disabilities (i.e., speech, health, etc.; n ϭ 36) by multidisciplinary evaluation teams according to state and federal guidelines governing special education classification.
Participants were students twice tested with the WISC-III. Of the 177 students who participated, 120 (67.8%) were male and 57 (32.2%) were female. Race/ethnicity included 146 (82.5%) Caucasian, 12 (6.8%) Hispanic/Latino, 16 (9.0%) Black /African American, 2 (1.1%) Native American/American Indian, and 1 (0.6%) Other/Missing. The mean age of students at first testing was 8.6 years (SD ϭ 1.76) with a range from 6 to 13 years. The mean age of students at second testing was 11.4 (SD ϭ 1.84) with a range from 7 to 16 years. The mean test-retest interval was 2.8 years (SD ϭ 0.54) with a range of 1 to 4 years. Descriptive statistics for WISC-III subtest and composite scores across test and retest occasions are presented in Table 1 .
Instrument
The WISC-III is an individually administered test of intelligence for children aged 6 years, 0 months through 16 years, 11 months. It contains 13 subtests, but only 10 are mandatory. The WISC-III was standardized on a nationally representative sample (n ϭ 2,200) closely approximating the 1988 United States Census on gender, parent education (SES), race/ethnicity, and geographic region. Extensive evidence of reliability and validity is presented in the WISC-III Manual (Wechsler, 1991) .
Procedure
Two thousand school psychologists were randomly selected from the National Association of School Psychologists membership list and invited to participate by providing test scores and demographic data for anonymous students who were administered the WISC-III during a special education triennial reevaluation. They were asked to report data if a student was administered the WISC-III during both the current reevaluation and an earlier evaluation, but there was no specification of how many cases to report nor were additional selection criteria (i.e., disability, gender, age, etc.) imposed. The 145 school psychologists from 33 states who responded provided an average of 4.6 cases each with a range of 1 to 25 cases. Additional details about this sample and procedure are provided in Watkins (1998, 1999) .
Cases were selected for inclusion in the present study if they contained complete data on all twelve WISC-III subtests that are associated with the four factors (Mazes was not included). Based on this criterion, 56 school psychologists from 26 states contributed WISC-III data on 177 evaluation-reevaluation cases. This reduction in usable cases is consistent with previous research which also found that practitioners do not routinely administer the Digit Span and Symbol Search supplemental subtests associated with the four factors of the WISC-III (Konold, Glutting, McDermott, Kush, & Watkins, 1999) .
Analytic Procedures
Factorial invariance. There are several possible criteria to apply when testing whether the factor structure of the WISC-III is invariant over time. For example, the following tests, either alone or in combination, might be considered indicative of invariance: (a) equality of the covariance matrices, (b) equality of factor loadings, (c) equality of the number of common factors, (d) equality of factor variances, (e) equality of factor intercorrelations, or (f ) equality of unique/error variances. Horn, McArdle, and Mason (1983) pointed out that these are levels of factorial invariance which may be successively more demanding.
In one sense, the most stringent test of factorial invariance is equivalence of covariance matrices. Horn and McArdle (1992) suggested that such precise equality is unlikely to hold in real-life situations and does not necessarily indicate that the same constructs are not being measured. Equivalence of factor and error variances are also very demanding tests of invariance and are generally not expected in applied research (Byrne, 1994; Keith et al., 1995; Long & Brekke, 1999) . However, the less stringent standard of factor loading equality, also called metric invariance, supports the assumption that the same constructs are being measured across time. This "provides support for a hypothesis of measurement invariance" and "is a reasonable ideal for research in the behavioral sciences" (Horn, 1991, p. 124) . The least demanding test is of configural invariance. That is, equality of the number of salient factor loadings but not necessarily equivalence of the magnitude of those loadings. Configural invariance is the minimum condition required for factorial invariance (Schaie, Maitland, Willis, & Intrieri, 1998) . Failure to achieve configural invariance suggests that changes have occurred in the factor structure and no interpretable comparisons of WISC-III scores could be made over time (Schaie et al., 1998) . Although more stringent forms of invariance should be tested (Cunningham, 1991) , only configural and metric invariance are necessary for unambiguous interpretation of the WISC-III.
Data analysis. Testing factorial invariance simultaneously across groups was first described by Joreskog (1971) . This procedure entails a series of multiple-groups confirmatory factor analyses (CFA), beginning with one that restrains the covariance structure to be equal across groups. Failure to reject the hypothesis that the covariances are equal suggests that strong factorial invariance holds. However, rejection of this stringent model suggests that the groups are nonequivalent and successive CFA then test increasingly restrictive models to identify the source of noninvariance.
Unfortunately, there are problems with this classical approach to testing factorial invariance. As illustrated by Keith, Quirk, Schartzer, and Elliott (1999) , this procedure requires several successive CFA. By conducting multiple tests, the overall Type I error rate is inflated (Bentler, 2000) . Byrne (1994) also pointed out that this approach can generate contradictory results at successive levels.
These problems can be amelioriated by simultaneously testing the validity of equality constraints with Lagrange multiplier tests, which are asymptotically equivalent to chi-square difference tests (Anderson & Gerbing, 1988; Bentler, 1995) . As implemented in the EQS program (Bentler & Wu, 1995) , this multivariate strategy makes it unnecessary to compare a series of more restrictive models to determine factorial invariance because all equality constraints can be tested simultaneously in one CFA. Consequently, WISC-III factor invariance was analyzed via confirmatory factor analysis with EQS for the Macintosh version 5.6 (Bentler & Wu, 1995) according to the description provided by Byrne (1994) .
Results
Determination of baseline models as a prerequisite for the testing of factorial invariance followed the CFA models presented in the WISC-III Manual (Wechsler, 1991) because the purpose of this study was to examine longitudinal factor invariance, not to establish the correct factor model for the WISC-III (Long & Brekke, 1999) . Four alternative models were tested: Model One (One Factor) where all 12 subtests loaded on a general factor; Model Two (Two Factors) with 6 Verbal and 6 Performance subtests; Model Three (Three Factors) with 6 Verbal, 4 Performance, and 2 Processing Speed subtests; and Model Four (Four Factors) with 4 Verbal, 4 Performance, 2 Processing Speed, and 2 Freedeom from Distractability subtests.
Analysis of WISC-III subtests suggested that they followed a multivariate normal distribution (multivariate kurtosis ϭ .44). Given multivariate normality and simple CFA models (Anderson & Gerbing, 1988; Bentler & Chou, 1987) , maximum likelihood estimation was used (Byrne, 1994) . WISC-III covariance matrices at Time 1 and Time 2 were analyzed separately to establish a unique baseline model for each (Byrne, 1994) .
Statistical results indicated that Model Four was superior (see Table 2 ) at both times. The generalized likelihood chi-square statistic for Model Four was nonsignificant on both testing occa-sions, indicating an acceptable fit to the sample data. Additionally, the chi-square difference test indicated statistically significant improvements in fit sequentially across models for both testing occasions (i.e., Model Three to Model Four difference chi-square for Time 1 P ϭ .011; Time 2 P ϭ .055). Third, the 90% confidence interval for the RMSEA statistic included zero only for Model Four, indicative of a very good fit (MacCallum, Browne, & Sugawara, 1996) . Finally, Model Four met the combinational rule recommended by Hu and Bentler (1999) which requires both a CFI cutoff value close to .95 and an RMSEA value near .06 to minimize Type I and Type II error rates. These statistical results are also consistent with those reported for the WISC-III normative sample (Wechsler, 1991) . Consequently, the first-order, four-factor model represented by Model Four was accepted as the baseline model for both test and retest occasions (see Figure 1 for this measurement model).
Although baseline models were equivalent, this does not guarantee equality across groups because estimation of baseline models involved no between-group constraints (Byrne, 1994) . Consequently, test and retest data were next analyzed simultaneously with EQS (Bentler & Wu, 1995) to test for factorial invariance. Factor loadings, factor variances, factor covariances, and subtest error variances were constrained to be equal across time. Fit of this combined, restrained model was inferior to the baseline models with 2 (126) ϭ 170, P ϭ .006. More importantly, the multivariate Lagrange multiplier chi-square test was statistically significant, indicating that equality across the retest interval was not likely to be true. Three individual parameters significantly contributed to this multivariate effect: error variances for VO, CD, and AR.
When the model was respecified by releasing the cross-occasion constraint of equal error variances for VO, CD, and AR, model fit was significantly improved, 2 (123) ϭ 148.5, P ϭ .058. The resultant multivariate Lagrange multiplier chi-square test was not statistically significant, indicating that WISC-III factor loadings, factor variances, factor covariances, and subtest error variances (with the exception of VO, CD, and AR) were equivalent from Time 1 to Time 2 (or across test and retest). Thus, the WISC-III exhibited both configural and metric invariance across time.
Discussion
The longitudinal factor structure of the WISC-III was analyzed for invariance with a group of 177 students with disabilities tested, on average, 2.8 years apart. Equivalent factor loadings, factor variances, and factor covariances across the retest interval provided evidence of both configural and metric invariance. Only three subtest error variances (AR, CD, and VO) were not equivalent across test and retest. These longitudinal results are almost identical to the cross-sectional analyses reported by Keith and Witta (1997) . However, the present study rejected the equality of error variances of three subtests whereas Keith and Witta accepted the equality of all subtest error variances. Nevertheless, error variances are generally not expected to be equal across groups or over time and their invariance does not invalidate equivalence of the factor structure (Byrne, 1994; Marsh, 1993) . Therefore, these data suggest that the WISC-III measures the same constructs equally well across time and consequently allows unequivocal interpretation of score differences as reflecting changes in underlying latent constructs rather than variations in the measurement operation itself.
As with all research, these conclusions must be considered within the context of the limitations of this study. For example, non-random sample characteristics may make the results difficult to generalize. In this study school psychologists chose to report data from reevaluation cases that they personally selected and most did not administer all 12 WISC-III subtests. Additionally, the use of reevaluation cases meant that those students who were no longer enrolled in special education were not reevaluated and thus not included in the sample. Beyond sampling, there was no way to validate the accuracy of WISC-III test scores. Results could therefore have been influenced by administration, scoring, or reporting errors. Finally, the purpose of this study was to examine longitudinal factor invariance, not to establish the correct factor model for the WISC-III. Consequently, the longitudinal invariance demonstrated in this study has not been strictly proven for alternative factor structures.
