Abstract. The operator convex functions of several variables are characterized in terms of a non-commutative generalization of Jensen's inequality, extending previous results of F. Hansen and G.K. Pedersen for functions of one variable and of F. Hansen for functions of two variables.
Introduction and the main result
Let I 1 , . . . , I k be intervals in R and let f : I 1 × · · · × I k → R be an essentially bounded real function defined on the product of the intervals. Let x = (x 1 , . . . , x k ) be a k-tuple of bounded selfadjoint operators on Hilbert spaces H 1 , . . . , H k such that the spectrum of x i is contained in I i for i = 1, . . . , k. We say that such a k-tuple is in the domain of f. If
is the spectral resolution of x i for i = 1, . . . , k, then we define f (x) = f (x 1 , . . . , x k ) = 
It is called a unitary row, if there exists a unitary operator U on the direct sum of l copies of H such that (a 1 , . . . , a l ) is the first row in the l × l block matrix representation of U.
If a = (a 1 , . . . , a l ) is a contraction row, it follows that the norm a i ≤ 1 for i = 1, . . . , l. A necessary but in general not sufficient condition for an l-tuple (a 1 , . . . , a l ) to be a unitary row is that
A unitary row is in particular a contraction row. If one of the operators in a contraction row is normal, then (1.3) is a sufficient condition for the row to be a unitary row; cf. Remark 2.3 below. This result was obtained in [5] for l = 2. In particular, any l-tuple of orthogonal projections (p 1 , . . . , p l ) with sum p 1 +· · ·+p l = 1 is a unitary row. This also follows explicitly, because the operator represented by the block matrix 
It is a non-trivial problem to determine whether a general contraction row satisfying (1.3) is a unitary row.
We are going to present Jensen's operator inequality for functions of several variables. It generalizes previous results for functions of one variable and for functions of two variables; cf. [7] and [5] . 
is valid for all partitions of unity Remark 1.3. The statements in (ii) and (iii) l extended to l = 1 are trivially true with equality for any f. To get (i) from (iii) l for any fixed l ≥ 2, it is enough to assume the inequality in (iii) l for j = 0 and identical partitions of the unity acting on the same infinite dimensional Hilbert space H for i = 1, . . . , k.
Corollary 1.4. Let f be a continuous real valued function defined on
is valid for all natural numbers 
valid for all contractions a and selfadjoint x in the domain of f. This is Jensen's operator inequality for functions of one variable [7] . If we set k = 2, l = 1, and m = 2 in the corollary and choose projections p and q as contraction rows of length 1, then we get Aujla's inequality [2] 
which characterizes separately operator convex functions of two variables.
Remark 1.6. If we put l = k and j = 0 in (ii) of Theorem 1.2 and take the submatrix corresponding to coinciding indices
then we obtain the inequality
(1 
.
This is for k = 2 the generalization of Jensen's operator inequality to functions of two variables obtained in [5] , except that in the reference it was obtained only for unitary rows of a certain type.
It appears that the inequality (1.9) is too weak to imply operator convexity of f except in the cases k = 1, 2 which were already settled in the literature [7, 5] . (a 1 , . . . , a l , a) , where
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, as well as (a 1 , . . . , a l , a, 0, . . . , 0) for any number of zeros are unitary rows.
Proof. The block matrix with operators on H as its elements
is by the assumption a contraction on H ⊗C l . Indeed, the norm AA * = a i a * i ≤ 1. The 2l × 2l block matrix . . . The root of unity β = e 2πi/l is a simple root of the polynomial X l − 1. In the following we make repeated use of the identities β l = 1,β = β −1 , and 1 +
given by the diagonal block matrix representation
For i = 1, . . . , k and any unitary row a i = (a 1i , . . . , a li ) acting on a Hilbert space
which defines a unitary operator on H i ⊗ C l . Relative to these unitary operators we define the average ∆ Ui (X i ) of an operator X i acting on H i ⊗ C l by setting
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is naturally identified with
under the block matrix representation of tensor products. Applying Lemma 2.4 and the convexity of f, we thus obtain
The last inequality is a consequence of the assumption that f (r 1 , . . . , r k ) ≤ 0 whenever r i = 0 for some i = 1, . . . , k. The matrix elements of each term of the last sum are calculated as
The average over m gives rise to
and this automatically splits the above inequality into l parts. Take j = 0, 1, . . . , l−1 and let Q j denote the projection on the subspace corresponding to the indices
The left-hand side is a diagonal matrix with non-trivial diagonal entries for |s| = j (mod l) and D l k (f (x 1 , . . . , x k )) is a diagonal matrix which has its only non-trivial element at 1(k) = (1, . . . , 1). Because
we conclude that the above inequality, when restricted to the image subspace of Q j , is Jensen's operator inequality (1.5). and consequently we obtain
