Codebook Optimization is a concept of vector quantization which is applied to achieve lossy compression. Optimization of the codebook helps in maintaining the quality of the image. The codebook is generated using Kekre's Fast Codebook Generation (KFCG) algorithm and Random Selection Method. The K-means algorithm is used to optimize the codebook. The Mean Square Error (MSE) is used as the measurement parameter. The point where the MSE converges is the optimal point and the codebook at that point is said to be the optimized codebook. The results obtained show that when K-means algorithm is applied to the codebook generated by KFCG Algorithm, less MSE is obtained as compared to Random Selection Method.
INTRODUCTION
In the era of internet, fast transmission of images has become a necessity. But fast image transmission requires high bandwidth. It is not always possible to get high bandwidth. So, image compression techniques are used which serves the purpose. In image compression, the irrelevant and redundant image data is reduced in order to store or transmit the image in an efficient way. Compression techniques can be classified as lossy and lossless [1] . Lossless compression techniques are suitable where each and every minute technical detail of the image is significant. For example, in the medical domain, if a very small part of the image is missing then it creates havoc. On the other hand, lossy compression methods are suitable for natural images where minor loss of fidelity is acceptable. One such lossy compression technique is Vector Quantization (VQ) [2] . In this technique, the image is represented in the form of vectors. VQ is a mapping function, Q that maps a vector in K-dimensional vector space, R k into a finite subset of the vector space W containing N distinct vectors [3] . Hence, Q: R k  W.
In vector quantization, the image data is stored in a codebook. [7] . After the codebook is generated, optimization of the codebook is done using various algorithms. H.B. Kekre and Tanuja K. Sarode has proposed K-means algorithm for optimization of codebook [8] . LBG [9] and KFCG [10] algorithm has been applied by them for generating the codebook and to optimize it, they have used K-means algorithm [11] .
In this paper, the K-means Algorithm [11] which is a clustering technique, will be used on the codebook for optimization. In this technique, initially, the codevectors are selected randomly which doesn't lead to optimization. So, this process is repeated for many iterations and the MSE value is calculated for each iteration. The MSE reduces in each iteration. After some iterations, the MSE value converges. This point is the optimal point and the optimized codebook is obtained. The K-means Algorithm is applied to the codebook generated by KFCG Algorithm [10] and Random Selection method. The image is reconstructed back using the optimized codebook.
This paper consists of six sections. In Section 2 the proposed system has been discussed. Section 3 contains the description of the codebook generation algorithms. Section 4 consists of description of the optimization algorithm used. Section 5 provides the results obtained after application of various techniques. The conclusion is given in Section 6.
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VQ IMAGE COMPRESSION SYSTEM
The VQ image compression system is shown in Fig. 1 . The process of vector quantization consists of encoding and decoding phases.
The encoding and decoding phases can be described as follows:
A. Encoding Phase
The input image is converted into vectors by dividing the image matrix into 2×2 non overlapping blocks. The RGB components of each pixel are separated and values of each block are written together. This forms the codevector. The collection of all codevectors gives the training vector space of the image. From the training vector space, codebook is generated using different algorithms. The generated codebook is then optimized using the K-means algorithm. An index is created which keeps track of each codevector. The optimized codebook and the index are used to reconstruct the image.
B. Decoding Phase
In the decoding phase, the image is reconstructed back using the optimized codebook and the index. A new training vector space is created in the receiver's side which consists of the codebook values. The correct position is obtained using the index. The image is reconstructed back using this training vector space. 
CODEBOOK GENERATION ALGORITHMS
The technique applied for the generation of codebook is KFCG algorithm [10] . A Random Selection method has also been introduced for obtaining the codebook.
Kekre's Fast Codebook Generation Algorithm
Kekre's Fast Codebook Generation (KFCG) algorithm [10] uses comaprision between members of training vectors and codevectors. The codebook generation is faster. The training vector space is considered as a single cluster initially. The centroid obtained is the codevector. The 1 st iteration of KFCG Clustering is shown in Fig. 2 . C1 is the codevector obtained after centroid calculation. The first member of training vector is compared to the first member of codevector in the first iteration. The training vector is put in first cluster if its first member is less than the first member of codevector. Otherwise, the training vector is put in the second cluster. In the second iteration, the first cluster is split into two by comparing second member of the training vector with the second member of codevector. The 2 nd iteration of KFCG Clustering is shown in Fig. 3 . Again second cluster is split into two by comparing the second member of the training vector with that of the codevector. This procedure is repeated till desired codebook size is reached. 
Random Selection Method
In this method, codebook of the desired size is obtained by random selection of vectors from the training vector space. In other words it can be said that the size of the codebook is dependent on the number of random vectors initially chosen.
The steps are as follows:- 
CODEBOOK OPTIMIZATION ALGORITHM
The K-means algorithm is used for optimizing the codebook obtained from KFCG algorithm and Random Selection Method.
K-means Algorithm
The K-means algorithm [11] is a clustering algorithm where K denotes the size of the cluster. The basic idea behind this algorithm is to form K clusters and assign each object to one of the K clusters in such a way that the measure of dispersion within the cluster is minimized [12] [13] . The dispersion can be measured using the squared Euclidean distance.
The following formula is used to calculate the Euclidean distance:-
where, X i is the training vector, C j is the codevector.
This algorithm aims at minimizing the objective function. Here, the mean square error is the objective function. So, the MSE reduces at each iteration and after the codebook is optimized, the MSE reaches a value after which it stops reducing. It converges at the optimal point.
In The MSE is calculated using the following formula:-
where, m is the cluster number, Z is the number of vectors in that cluster, k is the dimension, X r is r th training vector, C m is the codevector of m th cluster
Instead of selecting K random vectors, the codebook of size K obtained by KFCG and Random Selection Method are used for optimization using the K-means algorithm.
RESULTS
The algorithms are implemented on Intel Core i5-3210M, 2.50 GHz, 4GB RAM machine and Matlab R2011b is used. We have applied these techniques on four color images each having size of 256×256×3.
Training Images of size 256×256×3 are shown in Fig. 4 .
The mean square error and the number of iterations required for optimization of codebook obtained from KFCG algorithm and Random Selection Method on codebook size 512 and 1024 are shown in Table I and II respectively.
The sample initial and final images for codebook size 512 when KFCG algorithm is used are shown in Fig. 5 .
The variation of MSE for codebook size 512 when KFCG algorithm is used is shown in Fig. 6 . 
CONCLUSION
Codebook generation and optimization can be done using various algorithms. In this paper, codebook is generated using KFCG and Random Selection Method. The K-means algorithm is used on the generated codebook for optimization. We have varied the codebook size to show the change in mean square error. It is observed that, in most of the cases, the codebook obtained from KFCG algorithm gives less mean square error as compared to other algorithms. So, when the Kmeans algorithm is applied to the codebook obtained from KFCG algorithm, the best optimized codebook is obtained.
