Abstract. We show that in the Gevrey topology, a d-torus flow close enough to linear with a unique rotation vector ω is linearizable as long as ω satisfies a Brjuno type diophantine condition. The proof is based on the fast convergence under renormalization of the associated Gevrey vector field. It requires a multidimensional continued fractions expansion of ω, and the corresponding characterization of the Brjuno type vectors. This demonstrates that renormalization methods deal very naturally with Gevrey regularity expressed in the decay of Fourier coefficients. In particular, they provide linearization for frequencies beyond diophantine in non-analytic topologies.
Introduction
The study of quasiperiodic motion yields a remarkable problem where dynamics, number theory and functional analysis meet intrisically. It consists on the straightening of orbits, hoping that there are invariant sets which are essentially minimal translations with zero Lyapunov exponents. It turns out that the existence and regularity of the corresponding coordinate change depends deeply on the arithmetical properties of the motion frequency. This phenomenon relies on the subtile control of Fourier modes which are resonant with respect to the frequency, the so-called small divisors.
Flows on the torus provide one of the simplest but fundamental examples where to tackle small divisors problems. The same ideas can be extended to more elaborated systems such as the Hamiltonian ones. The dimension plays also an important role in the type of results that can be obtained. Indeed, the Poincaré transversal map of the equilibria-free two dimensional torus flow consists in a circle diffeomorphism whose theory was largely developed by Arnold [1] , Herman [7] and Yoccoz [31, 32] in the real-analytic, smooth and finite regularity classes. On the other hand, in higher dimensions many questions remain unanswered besides the case of small perturbations around linear dynamics. Those questions include the optimality of the frequency conditions and non-perturbative results. In this work we study vector fields on the d-torus
, having Gevrey regularity. The conjugacy class of a constant vector field ω depends on the arithmetical properties of ω and on the considered topology. It is well-known that for real-analytic vector fields, if ω satisfies a Brjuno diophantine condition, the topological and real-analytic conjugacy classes coincide in some neighbourhood of ω (cf. [26] ). This property is known as rigidity, in the sense that the topology implies the geometry of the system. Here we show that local rigidity also holds for Gevrey vector fields with rotation vector of a particular Brjuno type. This shows that the diophantine condition is not optimal for Gevrey vector fields as in the smooth case, since the new class of vectors strictly contains all diophantines.
Functions with s-Gevrey regularity are, in a sense, an interpolation between real-analytic (s = 1) and smooth (s = ∞) ones. Their decay of Fourier coefficients behaves like e −ρ|k| 1/s where ρ > 0. For s = 1 this is the decay for analytic functions on a complex strip of width ρ. A special feature for s > 1 is that we can construct s-Gevrey bump functions.
An s-Brjuno vector is defined to be any ω ∈ R d such that
The classical Brjuno condition is given by s = 1.
Theorem 1.1. Let s ≥ 1. If an s-Gevrey flow on T d has a unique rotation s-Brjuno vector ω and it is s-Gevrey-close enough to linear, then it is s-Gevrey-conjugate to the torus translation x → x + ωt mod Z d , t ≥ 0.
Notice that if a vector field is topologically conjugate to ω, then its rotation vector is unique and equal to ω. Therefore, local rigidity follows from the above theorem.
We show Theorem 1.1 using a renormalization method, taking advantage of the multidimensional continued fraction expansion of a vector in the spirit of Lagarias [16] and Cheung [5] (cf. [6] ). The renormalization acts on the space of Gevrey vector fields and convergence to a trivial limit set implies conjugacy to a constant vector. Requiring a sufficiently fast convergence rate restricts the class of frequencies, thus determining the s-Brjuno condition ω using continued fractions (see section 3).
The above theorem also holds for the related problems of existence of invariant tori in Hamiltonian systems near integrable on T * T d , including lower dimensional tori, and quasiperiodic linear skew-product flows on T d × SL(d, R). The proofs, to be detailed in a separate publication, are adaptations of the renormalization constructed in this work for Gevrey vector fields as is done in [8, 9, 14, 18, 12, 15] for the realanalytic class. Moreover, the equivalent results for the discrete time version of all these systems are also achievable using similar methods.
Carletti and Marmi [4] studied the Siegel center problem [27] of onedimensional germs of diffeomorphisms for ultradifferentiable classes including Gevrey. In particular, they find that the Brjuno condition is sufficient to obtain linearization in this context. Other results on quasiperiodic systems in the Gevrey topology and Diophantine frequencies have only been obtained by analytic approximation techniques and using KAM methods [3, 23, 24, 28, 29, 30, 34] , similarly to what is usually done for the finite differentiability case [33] . It is however a cumbersome strategy, with some obvious limitations when confronted with direct methods. As shown in this work, the renormalization approach is naturally constructed for the Gevrey case, giving simpler and stronger results as it is capable of dealing with some Liouville frequencies. Moreover, since the rescaling in the renormalization iteratively increases ρ, it avoids a common limitation while working with Gevrey and ultradifferentiable regularities related to estimates for the composition of functions (which have the effect of decreasing ρ).
The work of Koch [10] initiated a rigorous construction of renormalization operators on the space of real-analytic vector fields and Hamiltonian functions (cf. [21] ). It was later improved by Khanin, Lopes Dias and Marklof [8, 9] in order to deal with diophantine frequencies (see also [13] ) by incorporating multidimensional continued fractions. Renormalization consists on rescaling space and reparametrizing time. Zooming into a region in phase space requires an acceleration of the orbits in order to detect self-similarity, a fixed point (or other simple orbits) of the renormalization. Such fixed points are vector fields and can be trivial or critical. The former corresponds to the scope of KAM theory, namely the stability of persistence of invariant tori. The latter is related to invariant tori on the verge of breakup, i.e. at the boundary of the domain of attraction of the trivial points. Evidence of this is harder to obtain, and it is mostly through the help of computer-assisted methods (cf. [20, 11] ).
Standard notations are included in section 2 and section 3 presents the multidimensional continued fractions scheme and the derivation of the set of s-Brjuno vectors. Section 4 is on s-Gevrey functions. Sections 5 and 6 define the renormalization operator, and section 7 includes the construction of the conjugacy for vector fields which are attracted under renormalization to the orbit of the constant system.
Preliminaries
We set the notations N = {1, 2, . . . } for the positive integers and N 0 = N ∪ {0} for the non-negative integers. The ℓ 1 -norm on C d is denoted by
The canonical inner product between vectors u, v ∈ C d is given by
and it satisfies |u · v| ≤ |u| |v|. Given a fixed constant µ > 0 (whose choice will be motivated later in section 7.2 and it will be defined in (7.10)), define the norm
where we use the notations
The above also defines the corresponding norm of a matrix A = (a i,j ) as the operator norm
The transpose matrix of A is denoted by A ⊤ and its inverse (if it exists) is writtten as
In addition, |A ⊤ | ≤ d |A|.
Multidimensional continued fractions
We introduce here a multidimensional continued fractions expansion of vectors in R d and its main properties related to renormalization.
3.1.
A special orbit on homogeneous spaces. Consider the homogeneous space Γ\G with G = SL(d, R) and Γ = SL(d, Z), the space of d-dimensional unimodular lattices. On its fundamental domain F ⊂ G consider the right action of the one-parameter subgroup
that generates the flow
This flow is known to be ergodic [2] . In the following we will be interested in the properties of one particular orbit.
The size of the shortest non-zero vector in a lattice M ∈ F is given by δ :
Notice that δ(Φ t (M)) = δ(ME t ) and that, due to Minkowski's theorem, there is some universal constant δ 0 ≥ 1 depending only on d and the norm such that δ(M) ≤ δ 0 , M ∈ G. In the following fix ω = (α, 1) ∈ R d . As we will see, the forward orbit Φ t (M 0 ), t ≥ 0, of the matrix
will present us many arithmetical properties of the vector ω. We have,
Define the map
Notice that the function W can be written as
where we have the continuous piecewise functions for each k,
The function W is continuous since {∆ k } k is equicontinuous. We observe that ∆ k (t) ≤ t for any t. Indeed, the only case that is not immediate from (3.4 
Moreover, we can write
where
We have
Take the sequence q 0 = 1 and for n ∈ N
Thus, W is a continuous piecewise affine function with slopes either equal to 1 or −(d − 1) given by
where p n = p(q n ) and
The terms in the ordered sequence τ n of the local minimizers of W ,
are called stopping times. Their number can be either finite or infinite. The local maximizers of W are
Notice that
It is also simple to check that
for each n ≥ 0 such that τ n exists.
Lemma 3.1. For any n ∈ N,
Proof. Recall that W (τ n ) ≥ − log δ 0 and that the difference between consecutive minima and maxima of W is given by
Thus,
and, by replacing the formulas of τ n and T n−1 ,
Proposition 3.3. ω is rationally independent iff there are infinite stopping times τ n → +∞.
Proof. Assume that there is an integer vector k = 0 such that k · ω = 0. Then, W (t) = ∆ k (t) = t − log k for every t ≥ log k , which eliminates the possibility of infinite local minimizers.
On the other hand, if there are only finite local minimizers, take the largest one τ n . Thus, for t > τ n the function W has to be increasing and thus equal to t → t − log k for some integer vector k. That is only possible if log(1/|k · ω|) = +∞.
Proof. From the relation
we obtain the first claim. Finally,
Let a ≥ 1 and the sets of integer vectors given by
Proof. Since K a ⊂K a the second inequality follows immediately. Now, notice that minK a |k · ω| ≤ |(1, 0, . . . , 0) · ω| ≤ |α|. Moreover, for any
Notice that the convergence (and divergence) of B 1 is independent of the norm used. It follows that
The case s = 1 corresponds to the well-known Brjuno contition. It is also clear that ω being s-Brjuno implies that all its coordinates are non-zero. Also, ω is s-Brjuno iff cω is s-Brjuno with c = 0, and this class of vectors is SL(d, Z)-invariant.
Recall the sequence of vectors p n that correspond to the local minima of the function W of a vector ω = (α, 1). Proposition 3.6. Let ω = (α, 1) and s ≥ 1. The following propositions are equivalent:
(1) ω ∈ BC(s).
Proof. By Lemma 3.5 we have that B 1 < ∞ iff
For each n ∈ N we can find j n ∈ N such that
Notice then that j 0 = 1 and
Choose now i n ∈ N for each n ∈ N such that
So,
Using Lemma 3.1 we get
where ξ = − log δ 0 / log |p 0 · ω| and we have used the fact that |p n · ω| ≤ |p 0 · ω|. Finally, by (3.5) and (3.6)
3.3. Contraction of orthogonal cones. Consider any strictly increasing unbounded sequence t n > 0, n ∈ N, and set t 0 = 0. Let
a sequence of points in the orbit of M 0 . This is computed using a matrix P n ∈ Γ such that M n is in F . That is,
P n is the i-th row of P n since e i is the i-th vector of the canonical basis of R d . Moreover, set P 0 = I. The last column of M n is
Notice that ω 0 = ω. In addition, we define the matrices
and P n = T n . . . T 1 for any n ∈ N.
Lemma 3.7. For every n ≥ 1 the following holds:
where C 1 and C 2 are the constants in Proposition 3.2 and
Proof. This follows immediately from Proposition 3.2. Notice that
The hyperbolicity of the matrices T −⊤ n , n ≥ 1, can be derived by looking at the contraction of the subspace
orthogonal to ω n−1 . Denote byP n the matrix P n with zeros on its last column.
Given a sequence σ n > 0 consider the following cones of integers vectors
We will refer the vectors in I + n as resonant and in I − n as far from resonant. Let
Proposition 3.9. For any n ≥ 1
where C 1 and C 2 are the constants in Proposition 3.2.
Proof. Any k ∈ I + n−1 \ {0} can be written as k = k 1 + k 2 where
Hence,
by the fact that the first column on M n is always a best diophantine approximation [16, 6] and (3.6).
Lemma 3.10. If for every n ≥ 1, ξ n > 0 and
Proof. It follows from Lemmas 3.7, Proposition 3.9, and (3.11). Notice that we use the following relations: v · v ≥ |v| 2 /d and |ω n | ≥ 1.
Functional Spaces
In the following we shall use multi-index notation.
Lemma 4.1. Let a n ≥ 0, n ∈ N, and s ≥ 1. Then,
(2) By the convexity of the function x → x s ,
is s-Gevrey with s ≥ 1 if there exist constants C > 0 and ρ > 0 such that
Gevrey functions constitute an intermediate regularity class between smooth (s = +∞) and real-analytic functions (s = 1). Every 1-Gevrey function is real-analytic because its Taylor series converges in a complex strip of radius ρ.
It is worthwhile observing that, unlike analytic functions, it is possible to construct s-Gevrey functions supported on any compact subset if s > 1.
Remark 4.2. The above definition of s-Gevrey function requires
Other sequences M α give more general ultradifferentiable classes (or Carleman classes) of functions widely used in other branches of mathematics (see [22] and references therein).
Fixing the constant ρ > 0, Marco and Sauzin have defined the following spaces of Gevrey functions [22] .
The advantage of introducing this norm is that C s,ρ (T d ) becomes a Banach algebra [22] . It is also clear that f C s,ρ ′ ≤ f Cs,ρ for 0 < ρ ′ < ρ and that any s-Gevrey function belongs to C s,ρ (T d ) for some ρ > 0. That is, the set of s-Gevrey functions is ρ>0 C s,ρ (T d ). Moreover, we have the following Cauchy-type estimate.
Another important property of Gevrey functions is that the composition of Gevrey functions is again Gevrey.
Other interesting results about Gevrey functions can be found in [22, Appendix A] . See also [25] .
We denote by
and ρ > 0 we define the following s-Gevrey norm,
Similarly, we denote by 
where e j are the canonical basis vectors of
. Since s will be fixed, in order to simplify the notation we shall write
Proof.
(1) From the definitions of the norms and Theorem 4.4 one gets
(3) The estimate (2) with ρ replaced by ρ := (ρ+d
and Lemma 4.3 implies that
(4) By (2) we get
Finally, Lemma 4.3 implies that
Therefore,
Lemma 4.6. If for each n ≥ 1 we have 0 < d s−1 s ρ n < ρ n−1 and f n − Id ∈ C ρn such that
Proof. By writing ϕ n = f n − Id ∈ C ρn , it is simple to check that
Thus, by Theorem 4.4,
The claim follows immediately.
Lemma 4.7. If for each n ≥ 1 we have 0 < d s−1 s ρ n < ρ n−1 and f n − Id ∈ C ρn such that
Proof. Write h n = f 1 • · · · • f n and ϕ n = f n − Id ∈ C ρn for any n ≥ 1.
It is simple to check that
Finally,
We write the constant Fourier mode of f through the projection
The following is a well-known estimate, we include here a proof only for the convenience of the reader.
Lemma 4.8 (Decay of Fourier coefficients).
If f ∈ C ρ , then
In order to estimate the sum inside the product we recall the Hölder inequality. For any sequences of positive real numbers (x n ) n≥0 and (y n ) n≥0 we have . Taking
lim s→∞ h(s) = e. So 1 ≤ h(s) < e for every s ≥ 1. Since j |k j | 1/s ≥ |k| 1/s , we get
Using this lower bound in (4.5) we obtain the desired estimate on the Fourier coefficients.
Lemma
Proof. We will prove only the first inequality. The second follows directly from the first and the definition of the norm. Notice that,
where we have used the fact
for any sequences a i and(4.1).
Since j |k j | 
Several properties of this norm are easy to establish. Firstly, f C 0 ≤ f Fs,ρ for any ρ > 0. Secondly, f F s,ρ ′ ≤ f Fs,ρ for every ρ ′ < ρ. Moreover, it is simple to check that F s,ρ (T d ) endowed with the norm · ρ is a Banach algebra.
Similarly, we denote by
To control the derivatives of Gevrey functions it is convenient to introduce the following family of norms,
to be the subset of Gevrey functions that have the above norm finite. Notice that,
To simplify the notation we shall denote these spaces by F s,ρ and F ′ s,ρ , and when there is no need for the explicit dependence of s we remove it from our notation.
It is clear that F ′ ρ is also a Banach space. Moreover,
This means that Df is a bounded operator on F ρ whenever f ∈ F ′ ρ . We also denote by Df Fρ its induced norm.
Another useful property is the following upper-bound on the norm of the derivatives of a function. Lemma 4.10 (Cauchy's estimate). Given ρ ′ < ρ and f ∈ F ρ ,
Proof. Note that
where we have used the inequality d 
Stirling's approximation, we get
In the following lemma we show how the norms of the various Banach spaces are related. To simplify the notation we define the constants:
where ν > 0 1 .
Lemma 4.11 (Inclusions).
Let ρ ′ > 0 and ν > 0. The following holds:
Proof. By Lemma 4.9, we have
This proves the first inequality of (1). Using Lemma 4.8 we get
which shows the first inequality of (2). The remaining inequalities are proved similarly.
Remark 4.12. It follows from the previous lemma that the set of s-Gevrey functions is given by ρ>0 F s,ρ .
Proposition 4.13. Given ρ > 0 and 0 < ν < ρ/(1 + β + β 2 ) let
1 Notice that C ν can be bounded from above as follows,
If f ∈ F ρ and u ∈ F ρ ′ such that
(1) By (2) of Lemma 4.11,
Since, by (1) of Lemma 4.11,
we get by Theorem 4.4 and (1) of Lemma 4.11 that,
(2) Similarly, by (2) of Lemma 4.11,
Thus, by (1) of Lemma 4.5,
Arguing as before we conclude using Lemma 4.11 and (2) of Lemma 4.5 that,
To prove the last estimate we can apply (4.5) of Lemma 4.5 to get
When restricted to non-constant modes, its norm can be estimated as follows.
Proof. This follows simply by noticing that
Coordinate transformations and time reparametrization
A coordinate transformation φ on the d-torus
Notice that the set of vector fields on T d can be identified with the set of functions from T d to R d , i.e. 2πZ d -periodic maps of R d . Since s ≥ 1 is fixed throughout the paper and only the Banach spaces F ρ and F ′ ρ will be used, we shall simplify the notation by denoting their norms by · ρ and · ′ ρ , respectively. 5.1. Elimination of far from resonance modes. Fix w ∈ R d . Given σ > 0 we call far from resonance modes to the Fourier modes with indices in
The resonant modes are the ones in I 
The following theorem is an adaptation of a result in [17, 8] to the Gevrey class. For the convenience of the reader a proof can be found in the appendix.
Theorem 5.1. Given 0 < σ < |w|, ρ > 0 and 0 < ν < ρ/(1 + β + β 2 ), let
There exist a smooth homotopy of Fréchet differentiable maps U t :
and
Remark 5.2. It follows from the definition of ε and estimate (5.6) that,
Rescaling. A fundamental step in the renormalization scheme is a linear transformation of the domain of definition of our vector fields.
Suppose that T ∈ SL(d, Z) and η ∈ R \ {0}. Consider X ∈ F ρ . We are interested in the following coordinate and time linear changes:
Notice that η < 0 means inverting the direction of time. These changes determine a new vector field as the image of the map
It is simple to check that E • T = T • E.
Let |T | denote the induced norm of the matrix T , i.e.
where T i,j is the i, j entry of T . Clearly, |T | ∈ N. Given σ > 0 and w ∈ R \ {0}, define 
Using the inequality ξe −δ ξ 1/s ≤ s δ s with ξ ≥ 0, we get
Given P ∈ SL(d, Z), σ > 0 and w ∈ R \ {0}, define
Lemma 5.4. Let ρ > 0 and
Renormalization
As in the previous section, s ≥ 1 is fixed throughout and to simplify the notation we shall denote by · ρ and · ′ ρ the norms of F ρ and F ′ ρ , respectively.
, η ∈ R\{0} and T ∈ SL(d, Z). Recall also (4.6). The renormalization operator
For any X ∈ V ε and 1 ≤ φ < e ρ ′ we have that R(X) ∈ F ′ ρ ′ and
Proof. Using Theorem 5.1, Lemma 5.3 and Lemma 4.14 we obtain the above statement.
6.2.
Infinitely renormalizable vector fields. For a rationally independent vector ω ∈ R d \ {0} consider its multidimensional continued fractions expansion, namely the sequences ω n , T n and η n , n ≥ 1. Moreover, consider some chosen sequences ρ n , σ n , ν n > 0 satisfying σ n < |ω n | and ν n < ρ n /(1 + β + β 2 ).
We now define a sequence of renormalization operators R n in the following way. Each renormalization operator is the conposition of the operators T n := η n (T −1 n ) * and U n obtained by Theorem 5.1 for t = 1 and w = ω n−1 , i.e.
The domain of the operator R n is the open ball
centered at ω n−1 with radius
as given by (5.3). Notice that X and R n (X) are Gevrey-equivalent vector fields, i.e. their flows are conjugated by an s-Gevrey diffeomorphism.
Definition 6.1. We say that X ∈ F ′ ρ is infinitely renormalizable if X belongs to the domain of the operator R n • · · · • R 1 for every n ≥ 1, i.e.
X n−1 − ω n−1 ρ n−1 < ε n−1 .
We will show later that infinitely renormalizable vector fields such that the renormalization converges to a constant have a flow which is linearizable by a Gevrey conjugacy. In the remaining part of this section we want to find conditions for which a vector field is infinitely renormalizable.
6.3. Sufficient conditions. Let ρ 0 := ρ. We fix the sequence ν n := ν > 0 to be constant along the iterations and so that
for every n ≥ 0. This can be achieved for the choice
for any sequence φ n ≥ 1 and δ > 0, as long as inf n ρ n > 0. Iterating the equation above we get
is an increasing sequence. Define
where 0 < θ n ≤ 1 is any chosen sequence. Notice that B n depends on the choice of the sequence σ n through the sequences ε n and A n . Moreover, if for some sequence σ n we have lim B n < ∞, then necessarily
Let X 0 := X and X n := R n (X n−1 ) whenever X n−1 is in the domain of R n .
then X is infinitely renormalizable and
Proof. If at each step X n is in the domain of U n+1 , i.e.
then X n is renormalizable and X n+1 = R n+1 (X n ). Being true for any n ∈ N, then X is infinitely renormalizable. The inequality (6.5) can be estimated using [19, Proposition 3.3] and Proposition 6.1. First we get,
We now proceed by induction. Assuming that (6.4) holds for n − 1, we substitute the value of φ n and use Remark 5.2 to get,
Conjugacy to torus translation
In this section we give a sufficient condition for a conjugacy of the flow of X to a torus translation to have Gevrey regularity. 7.1. Convergence of the conjugation. Fix s ≥ 1 and let ρ > 0. Assume that X is infinitely renormalizable, i.e.
and lim n ρ n = ∞. Furthermore, we can write P * n X n = λ n h * n (X) (7.2) by considering the s-Gevrey diffeomorphisms
For convenience of notations, set T 0 = P 0 = I to be the identity matrix. Notice that |I| = 1.
Define,
We recall that 0 < ν < ρ n /(1 + β + β 2 ).
Lemma 7.1. For every n ≥ 1,
Proof. Lemma 4.11, Lemma 5.4 and Theorem 5.1 imply that P
d -periodic function which have ℓ continuous derivatives. We consider the C ℓ -norm,
Also define,
From now on we consider a sequence of positive real numbers {R n } n≥0 satisfying, R n ≤ r n and d
then h := lim n h n is a homeomorphism and φ
Notice that, by Lemma 4.1,
The convergence of the series in the hypothesis implies that
Thus, for n sufficiently large we have
This condition is sufficient to apply Lemma 4.7. So we get,
Follows from Lemma 7.1, the properties of R n and n Θ n < ∞ that Γ := sup n Γ n < ∞. So,
Using again Lemma 7.1, we have
To show that h is a homeomorphism we prove that the inverse h −1 n also converges in C 0 . Notice that,
n − Id C 0 , and g
Finally, we show that h conjugates the flow of X to a linear flow with frequency ω. First notice that
Since σ n < |ω n | by definition of the sequence σ n (see Theorem 5.1) and |ω n | ≤ C 1 |ω|λ n by Lemma 3.7, the time-t map φ t λ −1 n P * n Xn converges to φ t ω in the C 0 -topology for every t ∈ R.
Theorem 7.3 (C ℓ conjugacy). If there exists ℓ ∈ N, η > 0 and C > 0 such that,
then h := lim n h n is a C ℓ diffeomorphism and moreover
where C ′ > 0 is independent of ℓ.
Proof. Define
By hypothesis, there exists ℓ ∈ N such that n D n < ∞. From the definition of the C Rn -norm we have for each
So, by (7.7) we get
where Γ = sup n Γ n and
By the hypothesis of the theorem we conclude that Γ ≤ C ′ η sℓ for some constant C ′ > 0 independent of ℓ. Since n D n < ∞, the sequence
where h := lim n h n . Taking in consideration Lemmas 4.6 and 4.7 we obtain, for any m ≥ 1 sufficiently large, that,
In view of Lemma 7.1 and n Θ n < ∞, the previous estimate gives h − Id C 1 < 1. Thus, h is a diffeomorphism. Let |α| = ℓ. To get the final estimate we write using a telescopic argument,
where we have assumed for convenience h 0 = Id.
7.2. Sufficient conditions. Define R 0 := ρ 0 − lim B n , recalling (6.3), and
where,
Notice that Ω n ≤ Ω n+1 . For convenience we set Ω 0 = 1.
Lemma 7.4. For every n ≥ 1, (7.5) holds and R 0
Proof. Using (6.2) we see that
This shows the first inequality in (7.5) . The other one is immediate from the definition of R n . Finally, the last inequalities follow by induction on n.
In the following we give a sufficient condition for the conjugacy h to have C ℓ -smooth regularity in terms of the growth of the sequence t n . Recall that W n = W (t n ) and ∆ n = τ kn − W (τ kn ). Define
then there are constants C, η > 0 not depending on ℓ such that (7.8) holds.
Proof. By Lemma 7.4
Moreover, from the definition of Θ n and ε n (see Theorem 5.1) we have that,
Thus, by Lemma 7.4,
n−1 |σ n−1 , where
By Lemma 3.10,
Moreover, by Lemma 3.7 and the definition of σ n ,
Putting these estimates together we get
and, using the definition of µ,
By the hypothesis on t n we conclude that a n ≤ e −d(ℓ+1)t n−1 and t n ≥ t 1 (5(ℓ + 1)) n−1 ≥ t 1 n. Hence,
Class of frequency vectors.
Recall that the numbers A n , η n and |T n | depend on the choice of a strictly increasing unbounded sequence t n .
Lemma 7.6. If
Proof. It follows from the definition of ε n (see (5.3)) that
for every n ≥ 1 sufficiently large. Moreover, from the definition of sequences σ n and θ n = 1 we have that
for every n sufficiently large and some constant c 0 > 0 independent of n. Moreover, by Lemma 3.7,
Hence, log φ n ≤ c 1 t n+1 , for every n sufficiently large and some constant c 1 > 0 independent of n. Now the claim follows since by Lemma 3.10, we have that
for some constant c 2 > 0 independent of n.
Gevrey conjugation.
Notice that if t n = τ n , the sequence of stopping times for ω, then (7.11) holds for s-Brjuno vectors.
The following theorem is the main result of this paper.
be an s-Gevrey vector field such that
Proof. Denote by B(ω) the limit of B n for a vector ω. As in [19, Theorem 8.1] we can iterate the renormalization operator a finite number of steps N ≥ 1 to get ρ N > B(ω N ). Therefore, we assume from the very beginning that ρ 0 > B(ω). Notice that B(ω) < ∞ by Lemma 7.6. We now apply Theorem 6.2 with σ n defined in (7.9) and θ n = 1 to conclude that X is infinitely renormalizable. The value of ε 0 is given by (5.3).
Define the following modified sequence. Lett 1 = t 1 and
Notice thatt n ≥ t n andt n satisfies the assumption of Proposition 7.5. Moreover, ift n+1 = t n+1 , then
where m n = max{j ∈ N 0 : t j ≤t n } and c > 0 is a constant independent of n. Notice that m n ≥ n and m n → ∞ sincet n is unbounded. In either case, we conclude that
So, both the hypothesis of Theorem 6.2 and Proposition 7.5 hold using the modified sequencet n . By Theorems 7.2 and 7.3, the vector field X is C ℓ conjugated to the constant vector field ω. The conjugacy h has s-Gevrey estimates (7.8). Since ℓ ∈ N is arbitrary and the conjugacy h is unique up to a composition with a translation, we conclude that h is s-Gevrey smooth. . We want to find u ∈ B δ such that G(u) = 0. We solve this problem using a homotopy, i.e. we will look for a smooth family u t : [0, 1] → B δ satisfying the equation,
G(u t ) = (1 − t)G(0).
Differentiating with respect to t we conclude that u t has to satisfy the differential equation
In order to solve this differential equation we invert DG(u t ). The following lemmas provide the necessary estimates. Moreover, L f is a bounded linear operator from I
. Hence, It follows from Proposition 4.13 that,
Taking into account that u This implies that u t ∈ B δ for every t ∈ [0, 1]. So X → u t defines an operator U t from V ε to I − σ F ′ ρ ′ and X → (Id +U t (X)) * X defines another operator U t from V ǫ to (1 − t)I (−Du t ) n (w + f • (Id +u t )) .
