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Abstract— Levenberg-Marquardt (LM) algorithm, a powerful
off-line batch training method for neural networks, is adapted
here for online estimation of power system dynamic behavior.
A special form of non-linear neural network compatible with
the feedback linearization framework is used to enable non-
linear self-tuning control. Use of LM is shown to yield better
closed-loop performance compared to conventional recursive least
square (RLS) approach. For successive disturbance use of LM
in conjunction with non-linear neural network structure yields
consistent convergence compared to RLS obviating the need for
parameter reset in steady state. A case study on a test system
demonstrates the effectiveness of the online LM method for both
linear and nonlinear estimation over RLS estimation (linear).
Index Terms— Damping, Levenberg-Marquardt, Power system
oscillations, Self-tuning controller, Feedback linearization.
I. INTRODUCTION
NEURAL network is used for function approximation,curve fitting and data mining. Neural networks, trained
off-line, is applied for pattern recognition, data structuring
and even estimation of non-linear dynamical systems. Power
system behavior is inherently non-linear and under severe
operating conditions nonlinearities are clearly manifested in
the measured signals. Hence, linearized models might not
represent the system behavior accurately over a wide range of
operating conditions. Thus linear controllers designed based on
such system models can not ensure satisfactory performance
under scenarios other than those considered during design and
tuning.
Robust control techniques have been proposed to extend
the stability and performance radius around a nominal op-
erating condition [1], [2], [3]. However, lack of availability
of accurate and updated information about each and every
dynamic component of a large inter-connected system and its
ever changing nature often puts a fundamental limitation on
such theoretical model based approaches. As a result, self-
tuning control, relying solely on measured signals, has been
proposed for power system stabilizers (PSS) [4] and flexible
ac transmission systems (FACTS) devices [5], [6] which can
adapt to the parameter changes. Damping control relies on
accurate identification of system oscillatory behavior which
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can be represented in auto regressive moving average (ARMA)
form. The coefficients of the ARMA model is estimated using
recursive least square (RLS) based upon which pole-shifting
control can be derived [7].
In the nonlinear framework, use of multi-layer perceptron
(MLP), radial basis function (RBF), recurrent and simulta-
neous recurrent neural network (RNN and SRN) has also
been reported for online estimation of input-output mapping
of systems. But, these methods typically use back-propagation
(BP) or back-propagation through time (BPTT) for online
updation of the neural network parameters. However, each of
these has their own limitations related of convergence time
and accuracy. Although estimation through neural network is
usually in non-linear form, pole-shifting is essentially in linear
control framework. Neural network based control in non-linear
form has also been proposed, however, without any guarantee
of closed-loop stability [8], [9].
In this paper an online Levenberg-Marquardt (LM) [10]
algorithm is adopted that can be used with both linear and
non-linear neural networks in conjunction with pole shifting
control (linear) or feedback linearization (FL) based approach
[11], respectively. A special form of non-linear neural network
- feedback linearizable neural network (FLNN) - compatible
with the FL based control, is also used for estimation. LM
algorithm is applied, instead of conventional RLS, for online
estimation of the neural network parameters to ensure better
accuracy and convergence. For the current online application,
the classical LM is adapted to work in sliding window batch
mode. Feedback linearization based control can be used on the
estimated non-linear neural network model (FLNN) which we
plan to investigate in future work.
A case study on a two-area test system [12] with an installed
FACTS device demonstrates that use of LM yields better
closed loop response compared to RLS approach both using
a linear neural network structure. The simulation results also
illustrate the effectiveness of feedback linearization based non-
linear estimation with faster convergence and better stability.
II. ONLINE LM ALGORITHM
To estimate the parameters of the neural network, LM
algorithm is used as it leads to faster convergence within a few
cycles following a large disturbance. It is a mix of steepest
descent and Gauss-Newton method and is generally applied
for off-line batch learning. For non-linear estimation, LM
2outperforms the steepest-descent and other conjugate gradient
methods. It performs similar to steepest-descent method when
the gradient of the error surface is small while it performs as
Gauss-Newton method when the gradient is large. Thereby, it
avoids any shallow region of the error surface once it is close
to the minima [10].
For online estimation, the conventional LM algorithm is
adapted here to work in sliding window batch mode. A
suitable window size is first selected such that it covers half
to one cycle of the lowest frequency oscillatory mode. The
LM update equations (1) - (8) trains the nonlinear neural
network multiple times for a single window as illustrated in the
flowchart in Fig. 1. The neural network output can be written
as in (1).
yˆ(k + 1) =
n∑
j=1
wjφjuj +
m+n∑
j=n+1
wjφj (1)
The output weights can be updated as (2):
∂yˆ(k)
∂θ
=
∂
∂θ
n∑
j=1
wjφjuj +
m+n∑
j=n+1
wjφj (2)
∂yˆ(k)
∂wj
=
{
φjuj if j ≤ n,
φj j > n.
(3)
where j = 1, 2, · · · , n+m
Jwo
4
=

∂yˆ(k)
∂w1
∂yˆ(k)
∂w2
...
∂yˆ(k)
∂wn+m
 , ∈ Rn+m
Jwo = diag{u} Φ (4)
The input weights are updated as follows:
Jw =
∂yˆ(k)
∂W
=
∂
∂W
n∑
j=1
wjgj
(
n+m∑
i=1
wjiui
)
uj
+
m+n∑
j=n+1
wjfj
(
n+m∑
i=1
wjiui
)
(5)
Jw = diag{u} u⊗ diag{w} diag{Φ} diag{1− Φ} (6)
so the Jacobian matrix is given by:
J = [Jwo Jw]T (7)
The modified parameter updates are:
pnew = pold + [2JTJ + ΛI]−1JT e (8)
where p = [w1, w2, · · · , wm+n, w11, w12, · · · , w(m+n)(m+n)].
The update is done for each moving window online as shown
in Fig. 1.
Compared to RLS based linear approach, LM is better in
terms of flexibility in the choice of initial guess. No resetting
of parameters is necessary for subsequent disturbance cycles
as illustrated later in the paper.
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Fig. 1. MLP neural network architecture
III. LINEAR NEURAL NETWORK
The simplest form of neural network that can be used
to develop a linear model of a nonlinear system is a MLP
with linear neurons in both hidden and output layer, see
Fig. 2. The linear structure is presented in this paper to
show the effectiveness of the proposed algorithm in terms
of identification and control design. Neural network provides
more flexibility in terms of choice of parameters compared to
the ARMA model. Upon appropriate learning, it can provide
one to one mapping of the ARMA model coefficients which
is then utilized to design pole shifting control.
The output of a linear network is given as in (9). while the
general form of a nonlinear system is represented by (10). At
any operating condition, the linearized model of the nonlinear
system can be expressed in the state-space form as (11). This is
converted to difference equation (12) which can be utilized to
design the linear controller as presented in the next subsection.
ˆy (x, u) = θT ∗ Φ(x, u) (9)
where
Φ (x, u) = w ∗ [x u]T
x˙ = f (x, u) (10)
x˙ (t) = A ∗ x (t) +B ∗ u (t) ; y (t) = C ∗ x (t) +D ∗ u (t)
(11)
yˆ(k + 1) = −a1y(k − 1) +−a2y(k − 2) + · · ·+−amy(k −m)
+ b0u(k) + b1u(k − 1) + · · ·+ bn−1u(k − n)
(12)
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A. Damping and Frequency Estimation
For the three layer neural network, shown in Fig. 2, given
an input signal, ui, the output y and the output of hidden
layer is represented by φj , where i = 1, 2, · · · , n + m and
j = 1, 2, · · · , h. The input to each node of hidden layer is
represented by:
dj =
n∑
i=1
wjiui + bj (13)
where wji is the weight connection between the jth node of
the hidden layer and the ith node of the input layer and bj is
the bias of the jth node of the hidden layer.
The output of each node in the hidden layer is passed
through a nonlinear function. Using the log-sigmoid function
in the hidden layer neuron:
φj = ϕ(dj) (14)
- C(z)
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- j+ -
−G(z)F (z)
-Bˆ(z)
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ﬀ
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Fig. 4. General feedback control scheme.
The output at the final layer is:
yˆ =
h∑
j=1
wjφj + b (15)
The gradient is calculated to find damping and frequency of
the estimated model which can be achieved by using the
output node back-propagated through the various layers up
to input nodes. The Taylor series expansion of nonlinear
equation (15) for a small perturbation can be written in
autoregressive(ARMA) model form,
4yˆ
4u =
∂yˆ
∂u1
+ ∂yˆ∂u2 q
−1 + · · · · · ·+ ∂yˆ∂un q−n+1
1− ∂yˆ∂un+1 q−1 −
∂yˆ
∂un+2
q−2 − · · · · · · − ∂yˆ∂un+m q−m
(16)
=
b0 + b1q−1 + b2q−2 + . . .+ bnq−n+1
1 + a1q−1 + a2q−2 + . . .+ amq−m
(17)
where
b0 =
∂yˆ
∂u1
, b1 =
∂yˆ
∂u2
, . . . . . . , bn−1 =
∂yˆ
∂un
a1 = − ∂yˆ
∂un+1
, a2 = − ∂yˆ
∂un+2
, . . . . . . , am = − ∂yˆ
∂un+m
(18)
the characteristic equation is:
qm + a1qm−1 + a2qm−2, . . .+ am = 0 (19)
The damping ratio ζ and the frequency of oscillation ω can
be computed from the roots of (19).
B. Pole-shifting (PS) Control
In the feedback control loop shown in Fig. 4, the system
to be controlled is represented by the estimated coefficients of
A(z) and B(z). The control law is given by:
U (z)F (z) = −Y (z)G (z) (20)
where
G(z) = g0 + g1z−1 + g2z−2 + . . .+ gngz
−ng (21)
F (z) = 1 + f1z−1 + f2z−2 + . . .+ fnf z
−nf (22)
It can be shown that the optimal orders of the control poly-
nomials are related to the order of the identified system as
follows [4]:
ng = nb − 1;nf = na − 1 (23)
4The closed loop transfer function from Fig. 4 is given by:
T (z) =
C (z)F (z)
A (z)F (z) +B (z)G (z)
(24)
Shifting the closed loop poles towards the origin of the unit
circle by a factor α, where 0 ≤ α ≤ 1, results in:
A (z)F (z) +B (z)G (z) = A
(
αz−1
)
(25)
Comparing the coefficients on either sides of (25), the coeffi-
cients of the controller are obtained using:
Z =M−1 · L (26)
where
M =

1 0 · 0 b1 0 · 0
a1 1 · 0 b2 b1 · 0
· a1 · · · b2 · ·
ana · · · bnb · · b1
0 ana · 1 0 bnb · b2
· 0 · a1 · 0 · ·
· · · · · · · ·
0 0 · ana 0 0 · bnb

(27)
L =

a1(α− 1)
a2(α2 − 1)
·
ana(α
na − 1)
0
·
·
0

Z =

f1
f2
·
fnf
g0
·
·
gng

(28)
(29)
The control input is derived using:
u (t) = ξT (t) · Z (30)
where ξ (t) is the data vector given by:
ξ (t) = [−u (t− 1) , . . . ,−u (t− nf ) ,−y (t) , . . . ,−y (t− ng)]T
(31)
IV. NON-LINEAR NEURAL NETWORK
Due to inherent non-linearities in power systems, use of
non-linear estimation and control could be more effective.
There are different types of neural networks like MLP, RBF,
RNN, SRN and GN reported in the literature [13], [14],
[15]. Most of these focus on the error back-propagation and
control using direct or indirect adaptive framework or adaptive
critic [16] based design. Although they produce desirable
performance in various applications, these approaches are not
compatible with the classical nonlinear control framework.
This paper uses a modified MLP structure, termed feedback
linearizable neural network (FLNN), to establish a nonlinear
model such that feedback linearization based control design
can be applied. The non-linear neural network is shown to
exhibit better convergence under repeated disturbances.
A. Multi-layer Perceptron
As a first step towards nonlinear control, a simple non-
linear MLP structure similar to the linear neural network (see
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Fig. 5. Feedback Linearizable Neural Network structure
Fig. 2) with log-sigmoid function based hidden layer neurons
is trained with the proposed LM algorithm. The details on
MLP neural networks and its variants can be found in the
literature [13]. The online LM algorithm has been applied
to the classical MLP structure to provide faster convergence
(weight stabilization with first few cycles of the oscillating
mode). The response of the proposed algorithm on the simple
MLP has been shown in the results section.
B. Feedback Linearizable Neural Network (FLNN)
The problem with feed-forward MLP network is that it is
not compatible with classical nonlinear control framework.
Indirect adaptive control and adaptive critic based approaches
could be applied on MLP structure. However, these methods
are computationally intensive and provide little theoretical
basis for control design. In this paper, in addition to linear
estimation and control framework, a non-linear feedback lin-
earizable neural network structure, shown in Fig. 5, has been
adopted.
This FLNN structure with online LM algorithm can provide
faster detection of oscillatory behavior of a system after
faults or disturbances under varying operating conditions. The
proposed form of neural network output can be expressed as
in (32).
yˆ(k + 1) = f(yˆ,u) + g(yˆ,u)u (32)
where
u = [u(k), u(k − 1), · · · , u(k − n), y(k − 1), · · · , y(k −m)]
and
u = [u(k), u(k − 1), u(k − 2), · · · , u(k − n)]
= −(f(yˆ,u) +Ades)× g(yˆ,u)−1 (33)
In this nonlinear form of the system model,the appropriate
control law can be derived using feedback linearization tech-
nique to provide a desired linear system behavior by canceling
5the nonlinearities of the system. The generic control law can
be given as in (33) where Ades is the desired exponentially
stable system matrix, f(yˆ,u) and g(yˆ,u) are the nonlinearities
of the actual plant modeled using FLNN.
yˆ(k + 1) = g(yˆ, u)u+ f(yˆ, u)
=
n∑
j=1
wjgj
(
n+m∑
i=1
wjiui
)
uj +
m+n∑
j=n+1
wjfj
(
n+m∑
i=1
wjiui
)
(34)
which can be written as:
yˆ(k + 1) = w1g1u1 + w2g2u2 + · · ·+ wngnun
+ wn+1fn+1 + wn+2fn+2 + · · ·+ wn+mfn+m
= [w1, w2, · · · , wn, wn+1, wn+2, · · · , wn+m]

g1u1
g2u2
...
gnun
fn+1
fn+2
...
fn+m

,
(35)
where f : Rm+n −→ Rn+m and g : Rm+n −→ Rn+m are
the activation functions which are considered to be same in
this case. The neurons in hidden layer use nonlinear logistic
function. The output of the FLNN is given by (36).
yˆ(k + 1) = θT diag{u} Φ. (36)
In the proposed design, the FLNN is trained to model the
nonlinearities of the system in the specified form. The imple-
mentation of the control design is a part of the future work
and not been investigated in this paper.
V. RESULTS AND DISCUSSIONS
A. Study System
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Fig. 6. Study system
The effectiveness of the proposed methodology is illustrated
through a case study on a 4-machine, 2-area test system [12]
shown in Fig. 6. A thyristor controlled series capacitor (TCSC)
is installed in one of the lines connecting buses 8 and 9.
Power flow in line 10-9 is used as feedback signal to modulate
the TCSC setting in order to damp inter-area oscillations.
Disturbances are created through a 3-phase fault at bus 8
followed by outage of one of the lines between buses 7-8 or
8-9. The control command for the TCSC is generated using
the self-tuning approach described in the previous section.
B. Estimation with Linear NN
To verify the proposed algorithm in terms of convergence
and accuracy, the online LM algorithm is tested with a linear
neural network structure and has been compared with the
classical RLS structure.
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0 5 10 15 20 25 30 35
0.4
0.45
0.5
0.55
0.6
0.65
time, s
fre
qu
en
cie
s,
 H
z
 
 
with RLS
with LM
Fig. 8. Estimated frequency: LM vs RLS
The estimation of system oscillation is presented in Fig. 7
for a disturbance (line 7-8 outage). Fig. 8 shows the frequency
of oscillation detected by RLS and online LM. Online LM
shows faster tracking during the transient phase although some
oscillations in estimated frequency can be seen in the linear
approximation.
C. Pole-shifting Control
The pole shifting controller is designed from the linear
model derived using RLS and LM. Subsequent response of the
system under close loop operation with designed controllers
is presented in Fig. 9. The system oscillation shows better
damping with the controller designed using linear neural
network model and online LM algorithm.
D. Nonlinear Estimation with FLNN
In this section, the estimation of linear RLS based method
is compared with nonlinear FLNN trained with online LM
algorithm.
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Fig. 9. Closed-loop performance: RLS vs LM
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Fig. 10. Variation of denominator parameters using RLS for repeated
disturbance cycles
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Fig. 11. Variation of numerator parameters using RLS for repeated distur-
bance cycles
Figs 10, 11, 12 shows the settling of network parameters for
both RLS and FLNN with online LM for repeated disturbance
cycles. From 80-90 s, the system operates under nominal
condition. At 90 s, a line between 7-8 is taken out following
a fault at bus 8, and the line is reconnected back at 120
s. At 150 s, the same disturbance cycle repeats. The online
LM algorithm with nonlinear neural network shows faster
convergence without parameter resetting.
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Fig. 12. Variation of output weights of FLNN for repeated disturbance cycles
Figs 13, 14 represents the tracking response of the linear
estimator using RLS and FLNN trained with online LM
algorithm.
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Fig. 13. Estimated vs actual output with RLS
The absolute prediction error shows significant improve-
ment in accuracy due to the introduction of an online LM
algorithm. The results demonstrate superior performance of
the adapted online LM algorithm for system identification with
both linear and nonlinear estimators.
VI. CONCLUSION
Levenberg-Marquardt (LM) algorithm has been employed
for online estimation of power system dynamic behavior. A
special form of non-linear neural network compatible with the
feedback linearization framework is used to enable non-linear
self-tuning control. Use of LM results in better closed-loop
performance compared to conventional recursive least square
(RLS) approach. Moreover, consistent convergence is obtained
for repeated disturbances without requiring parameter reset. A
case study on a test system demonstrates the effectiveness of
the online LM method for both linear and nonlinear estimation
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Fig. 15. Prediction error with RLS and LM using FLNN
over RLS estimation (linear). Future research will be aimed
at developing a nonlinear feedback linearization control law
based on the FLNN model.
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