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Duality of Bochner spaces
by
Seppo I. Hiltunen
Abstract. We construct the generalized Lebesgue – Bochner spaces mvL
p (µ , Π ) for pos-
itive measures µ and for suitable real or complex topological vector spaces Π so that for
1 < p < +∞ and Banachable Π with separable topology the strong dual of the classical
Bochner space mvL
p (µ , Π ) becomes canonically represented by mvL p
∗
(µ , Π ′σ) . Hence we
need no separability assumption of the norm topology of the strong dual Π ′ of Π . For
p = 1 and for suitably restricted positive measures µ we even get a similar result without
any separability of the norm topology of the target space Π . For positive Radon mea-
sures on locally compact topological spaces these results are essentially contained on pages
588 – 606 in R. E. Edwards’ classical Functional Analysis.
Introduction and some preliminaries
Our main objective in this article is the following
A1 Theorem. Let 1 ≤ p < +∞ , and let q = (1− p −1)−1 if p 6= 1, and q = +∞ if
p = 1 . Further, let µ be a positive measure on Ω , and with K ∈ {tfR ,tfC } let
Π ∈ BaS (K ) be such that (1) or (2) or (3) or (4) or (5) or (6) below holds when
(D) means that µ is almost decomposable. Also let F = mvL p (µ ,Π ) , and F1 =
mvL q (µ ,Π ′σ) if (1) or (2) or (5) or (6) below holds, otherwise letting F1 =
mvL
s
q (µ ,Π ′σ) . For
ι = 〈 υ
s
F × C ∩ { (X , t) : ∀ x ∈ X , y ∈ Y ; t = ∫
Ω
y . x d µ } : Y ∈ υ
s
F1 〉
then ι ∈ Lis(F1 , F ′ ) holds. In addition F1 = mvL q (µ ,Π ′ ) if (1) or (5) holds.
(1) p = 1 and (D) and Π is reflexive ,
(2) p = 1 and (D) and τrdΠ is a separable topology ,
(3) p = 1 and (D) and τrd
mL 1 (µ) is a separable topology ,
(4) p = 1 and (D) and a choice function c ∈ L ( mL +∞ (µ) , ` +∞ (Ω)) exists ,
(5) p 6= 1 and Π is reflexive ,
(6) p 6= 1 and τrdΠ is a separable topology.
The proof is given on pages 44 – 48 below. Here we first explain the notation
appearing above, mentioning that we generally utilize the notational convention
explained in [ H05 ; pp. 4 – 8 ] , [ H07 ; pp. 4 – 9 ] and [ H08 ; p. 1 ] , and further to be
“polished” in [ Hfs ] .
Having K ∈ {tfR , tfC } means that K is either the topological field of real num-
bers or that of the complex ones. The underlying sets of these fields are R and C ,
respectively. Then Π ∈ BaS (K ) means that Π is a Banachable, i.e. a complete
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2 S. HILTUNEN
normable real or complex topological vector space. Thus there is a compatible
norm ν on the underlying vector space σrdΠ such that (σrdΠ, ν ) is a normed
Banach space. Being compatible here means that { ν --i `` [ 0 , n−1 ] : n ∈ Z+ } is a
filter base for the filter No Π of zero neighbourhoods. Above ν --i `` [ 0 , n−1
]
is the
image of the closed interval [ 0 , n−1
]
under the relational inverse ν --i of ν . Here
ν is a function υ
s
Π → R+ where υsΠ is the underlying set of vectors of Π . For
ξ ∈ υ
s
Π one may sometimes write ‖ ξ ‖ for the value ν `ξ of ν at ξ .
For Π1 ∈ t.v.s (K ) , i.e. having Π1 a real or complex topological vector space
with possibly non-Hausdorff topology τrdΠ1 , the exact construction of the space
E = mvL p (µ ,Π1) is given in Constructions 42 (3) on page 23 below. Here we infor-
mally explain the basic ideas under the additional assumption that Π1 is suitable
in the sense of Definitions 15 on page 10 below. Then it suffices to consider one
fixed dominating norm ν for Π1 .
We consider functions x : Ω → υ
s
Π such that on every set A of finite measure,
i.e. for A ∈ µ --i `` R+ it holds that outside some set N of measure zero, i.e. with
N ∈ µ --i `` {0} we have x a pointwise limit of a sequence of simple functions, with
convergence in the sense of the topology τrdΠ. In the case p < +∞ we then take
the subset of those x such that the generally nonmeasurable function
a
bs
p ◦ ν ◦ x : Ω 3 η 7→ (ν ◦ x`η ) p ∈ R+
is dominated by some integrable function α : Ω → [ 0 ,+∞ ] . With the pointwise
vector operations from σrdΠ the set of these x becomes a vector substructure X
of σrdΠ
Ω ]vs . Then we take E = (X/vs N0 , T ) when N0 is the set of all x ∈ vsX
such that for all u ∈ L (Π,K ) and A ∈ µ --i `` R+ we have
∫
A
u ◦ x d µ = 0 . Here
L (Π,K ) is the set of all continuous linear maps Π → K . Furthermore, we take
the topology T so that a filter of zero neighbourhoods is formed by the sets
v
s
(X/vs N0) ∩ {X : ∃ x ∈ X ;
∫
a
bs
p ◦ ν ◦ x d µ < ε }
for ε ∈ R+ . Here we have the upper integral of the not-necessarily measurable
function a
bs
p ◦ ν ◦ x that is defined as the infimum of the set of all ∫
Ω
α d µ with
α as above. For p = +∞ we take the “obvious” modification.
The space E1 =
mvL
s
p (µ ,Π1) is constructed otherwise similarly except that we
instead require the functions x to be such that u◦x | (A\N ) is measurable, that is,
for every A ∈ µ --i `` R+ we require existence of some N ∈ µ --i `` {0} such that for all
u ∈ L (Π,K ) it holds that u ◦ x | (A \N ) is a measurable real or complex valued
function on A \N . Then every vector of E is contained in some vector of E1 , but
we need not have υ
s
E ⊆ υ
s
E1 . Note above that υs E = vs (X/vs N0) , and that
X/vs N0 is the quotient vector space structure of X by the linear subspace N0 .
Having now informally explained the general construction of our generalized
Bochner spaces, we note that if Π is Banachable, then Π ′σ is its weak dual space,
and that (σrdΠ, ν ) is a Banach space for any compatible norm ν for Π . At least
for σfinite positive measures µ then (σrd
mvL p (µ ,Π ) , ν2) is a classical Bochner
space when ν2 is defined by X 7→
( ∫
Ω
a
bs
p ◦ ν ◦ x d µ) p−1 for any x ∈ X . The
appearing ι is the function υ
s
F1 3 Y 7→ ι`Y with ι`Y given by
υ
s
F 3 X 7→ ∫
Ω
y . x d µ
for any x ∈ X and y ∈ Y . Here y . x is the function
Ω 3 η 7→ y`η`(x`η ) = (y`η )`(x`η ) ∈ υ
s
K ∈ { R ,C } .
The message of Theorem A 1 is then that ι ∈ Lis(F1 , F ′ ) holds, i.e. that ι is
a linear homeomorphism F1 → F ′ where F ′ is the normable, hence Banachable
strong dual of F with υ
s
(F ′

) = L (F ,K ) . For the spaces appearing in (3) and
Duality of Bochner spaces 3
(4) note that we define mL p (µ) = mvL p (µ ,tfR) . Below note that in the usual man-
ner we have p ∗ = (1− p −1)−1 for 1 < p < +∞ and p ∗ = +∞ for p = 1 , and also
p ∗ = 1 in the case where p = +∞ holds.
The last part in condition (4) means that there is a continuous linear map c :
mL +∞ (µ)→ ` +∞ (Ω) such that c X` ∈ X holds for all X ∈ υ
s
mL +∞ (µ) . Continuity
here being equivalent to the property that for some M ∈ R+ it holds that for
x ∈ X ∈ υ
s
mL +∞ (µ) and for all A ∈ µ --i `` R+ there is N ∈ µ --i `` {0} such that
| c X``η | ≤ M | x`η | holds for all η ∈ A \ N , our condition is weaker than the
requirement (b) in [ E ; Theorem 8.18.2, p. 588 ] that mL +∞ (µ) can be “lifted”.
1 Remarks. At first sight, it may seem that Theorem A 1 is less general than the
results contained in [ E ; Theorems 8.18.2, 8.18.3, pp. 588, 590 ] when p = 1 since
in Edwards’ presentation there is stated no assumption on any kind of “decompos-
ability”. However, one should note that in [ E ] one considers only positive measures
that are positive Radonian in the sense of Definitions 28 (4) on page 15 below, and
that by Proposition 29 these are “automatically” almost decomposable. See also
[ E ; Proposition 4.14.9, p. 229 ] .
We also remark the main ideas of the proof of Theorem A 1 are essentially, at
least implicitly, contained in [ E ; pp. 573 – 607 ] although it is not quite straight-
forward to see the exact details from the presentation there.
Note that in [ E ] positive measures are obtained from positive linear function-
als in the vector spaces σrdCc (T ) of compactly supported continuous functions
for locally compact Hausdorff topologies T, cf. [ E ; 4.3, pp. 177 – 179 ] . Further-
more, in [ E ] measurability of functions is defined by the Lusin property which is
meaningless for general measures.
2 Remark. Using Theorem A 1 one is able to prove [ A97 ; 5.22, p. 27 ] in the more
general case where only separability of the topology τrdΠ is required instead of
having τrd (Π
′

) separable. Then for example in the case Π = L 1 (I) the strong
dual of the Besov space B s, pq (N R , Π ) is seen to be canonically represented by
B
−s, p∗
q∗ (
N R , Π ′

) when s ∈ R and 1 ≤ p < +∞ and 1 ≤ q < +∞ and N ∈ N hold.
This is in constrast with the case of Bessel potential spaces where the strong dual
of HBs
s, p (N R , Π ) is represented only by HBs
−s, p∗(N R , Π ′σ) . We hope to have the
opportunity to give the details of the proof in a future publication.
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In subsection 1 of this introductory section we give some special constructions
in order to be able to express certain matters concisely and precisely at the same
time. In 2 we give the basic definitions associated with suitable spaces. We also
establish some lemmas that are needed in the sequel.
In section A we present our approach to measurability and integration of scalar
and vector valued functions, or put more precisely, mv-maps. These are triplets
(x ; µ ,Π ) where Π is a real or complex topological vector space and µ is a positive
measure on some set Ω and x : Ω→ υ
s
Π is a function.
In section B we first give the formal construction of our generalized Lebesgue –
Bochner spaces of equivalence classes X of measurable functions x : Ω→ υ
s
Π when
a positive measure µ on Ω is given. Then we prove several results associated with
these spaces that are needed in the proof of our main theorem.
Section C contains several auxiliary results that are needed to prove that a given
continuous linear functional U : mvL p (µ ,Π ) = F →K can be represented by some
vector Y of the space F1 in the sense that for x ∈ X ∈ υs F and y ∈ Y we have the
equality U X` =
∫
Ω
y . x d µ .
At the beginning of section D we note how other assertions of Theorem A 1
except surjectivity of ι follow from results that have already been established in
section B. Then we prove the surjectivity in Lemmas A 2 , . . . A 6 separately in the
cases (1) , . . . (6) with (5) and (6) being treated together in A 6.
In section E we have collected examples to make more concrete some points of
the general theory. We also present some related open problems.
Above we already indicated that t.v.s (K ) is the class of all topological vector
spaces over K when K is a topological field. We put
TVS (K ) = t.v.s (K ) ∩ {E : τrdE is a Hausdorff topology } ,
and we let LCS (K ) be the subclass of TVS (K ) formed by the locally convex
spaces. For E ∈ t.v.s (K ) we have B
s
E the set of all bounded sets in E , also cal-
led the von Neumann bornology of E . For E , F ∈ t.v.s (K ) we let E vt F mean
that the identity idvF is a continuous linear map F → E .
If E is a real or complex topological vector space, then S rE and Bsn E and
B
qn E are the sets of continuous r – seminorms, bounded seminorms and bounded
quasi-seminorms, respectively, the formal constructions being given in (1) , . . . (3)
below. We also put S
N
E = S 1E thus getting the set of continuous seminorms.
Note the implication ν ∈ S rE ⇒ 0 < r ≤ 1 and that a quasi -seminorm ν being
bounded means that sup (ν ``B ) < +∞ holds for every B ∈ B
s
E . We generally
have S
N
E ⊆ Bsn E , and the converse inclusion holds if E is normable.
(1) S rE = υsE R+ ∩ { ν : 0 < r ≤ 1 and ∀ t , x, y , z ;
[ (t , x, y ) ∈ τσrdE ⇒ ν `y = | t | (ν `x) ] and
[ (x, y , z ) ∈ σrd2 E ⇒ (ν `z ) r ≤ (ν `x) r + (ν `y ) r
]
and ν is continuous τrdE → TR } ,
(2) B
qn E =
υsE R+ ∩ { ν : ∃ A ; ∀ t , x, y , z ; A ∈ R+ and
[ (t , x, y ) ∈ τσrdE ⇒ ν `y = | t | (ν `x) ] and
[ (x, y , z ) ∈ σrd2 E ⇒ ν `z ≤ A (ν `x+ ν `y ) ]
and ν ```B
s
E ⊆ B
s
tfR } ,
(3) Bsn E = Bqn E ∩ { ν : ∀ x, y , z ; (x, y , z ) ∈ σrd2 E
⇒ ν `z ≤ ν `x+ ν `y } .
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Some special constructions
We are working within a Kelley – Morse – Go¨del – Bernays – von Neumann type ap-
proach to set theory, like for example the one introduced in [ K ; pp. 250 – 281 ] .
Then with x+ = x ∪ {x} putting N0 =
⋂ {N : ∅ ∈ N and ∀ k ∈ N ; k+ ∈ N } ,
we may call N0 the set of natural numbers. It equals the set of finite cardinals, as
well as the set of finite ordinals. Let ∞ = N0 and N = N0 \ {∅} .
We assume that the set H of quaternions is constructed in a certain manner so
that we have H ⊆ R1× R1× (R1× R1) for some set R1 with
R1 ⊆ Ps (Ps (N0× N)×Ps (N0× N))
where the power class P
s
A of A is defined in Definitions 9 (14) below. Then for
some set 01 ∈ R1 we have R ⊆ R1×{ 01}× ({ 01}×{ 01}) and
C ⊆ R1× R1× ({ 01}×{ 01}) .
The definitions of the sets Z and Z+ of integers and nonnegative integers, respec-
tively, being given in 9 (5) and 9 (7) below, we have a bijection N0 → Z+ given by
i 7→ n = i . with inverse n 7→ i = n . and now for example i+ . = ( i+ 1 .). = n+ 1
and i++
.
= ( i+ 2 .)
.
= n+ 2 and i+
.−1 = (n+ 1) −1 . Also ∅ = 0 . holds.
Having R = [−∞ ,+∞ ] = { t : −∞ ≤ t ≤ +∞ } , we assume the formal defini-
tions having been arranged so that for all u, v we have u ≤ v iff −∞ ≤ u ≤ v ≤ +∞
or u, v are functions with u ∪ v ⊆ dom v × R and dom u ⊆ { η : u`η ≤ v`η } .
Hence if u and v are extended real valued functions, then u ≤ v means that we
have dom u ⊆ dom v and that u`η ≤ v`η holds for all η ∈ dom u . Furthermore
∅ ≤ v is equivalent to having v a function with rng v ⊆ R .
In order to specify some set theoretic notation already utilized above that also
has largely been explained in [ H05 ; pp. 4 – 8 ] and [ H07 ; pp. 4 – 9 ] , ending on page
7 below, we next present an extract from [ Hfs ] .
We assume that the intuitive class of all variable symbols of our set theory
is implicitly intuitively well -ordered so that it makes sense to speak of the first
variable (symbol) not possessing some property.
3 Definitional schemata (set notation) . Let F be any term and P a formula and
x1 , . . . xk , y1 , . . . y l distinct variable symbols such that x1 , . . . xk are precisely the
variable symbols which have a free occurrence both in F and P and are not in the
list y1 , . . . y l . Also let x be the first variable symbol not occurring free in F or P .
Then we let {F : y1 , . . . y l : P } = { x : ∃ x1 , . . . xk ; x = F and P }b . In the case
where y1 , . . . y l is an empty list, we further let {F : P } = {F : : P } .
The variable symbols which are free in the term {F : y1 , . . . y l : P } are (by re-
cursive definition) exactly those which are free either in F or P , and are not in
the list x1 , . . . xk . The free variables of {F : P } are precisely those which are free
in F or P but not in both of them.
The above schemata, which we introduced to overcome the notational problem
presented in [ K ; 4 Notes, pp. 5 – 6 ] , only provide reduction of { F : y1 , . . . y l : P }
and { F : P } to { x : Q }b . In order to be able to prove something nontrivial about
{ x : Q }b , we need some axioms . As such, we accept all the formulas
(1)ax u = v ⇔ ∀ x ; x ∈ u ⇔ x ∈ v ,
(2)ax u ∈ v ⇒ ∃ w, z ; w ∈ z and ∀ x ; x ⊆ u ⇒ x ∈ w ,
(3)ax x ∈ u and y ∈ v ⇒ ∃ w ; x ⊆ w and y ⊆ w ,
(4)ax u ∈ z and [ ∀ x, y , z ; (x, y) , (x, z) ∈ f ⇒ y = z ] ⇒ ∃ v , w ;
v ∈ w and ∀ y ; y ∈ v ⇔ ∃ x ; x ∈ u and (x, y) ∈ f ,
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(5)ax z ∈ w ⇒ ∃ u, v ; u ∈ v and ∀ x ; x ∈ u ⇔ ∃ y ; x ∈ y ∈ z ,
(6)ax v ∈ u ⇒ ∃ x ; x ∈ u and not ∃ z ; z ∈ x and z ∈ u ,
(7)ax ∃ e, N , S ; e ∈ N ∈ S and [ not ∃ x ; x ∈ e ] and ∀ n,m ;
n ∈ N and [ ∀ x ; x ∈ m ⇔ x ∈ n or x = n ] ⇒ m ∈ N ,
(8)ax ∃ C ; [ ∀ x, z , u ; (u, x) , (u, z) ∈ C ⇒ x = z ∈ u ] and
∀ z , u, w ; z ∈ u ∈ w ⇒ ∃ x ; (u, x) ∈ C ,
and also all the formulas (s) given in the next
4 Axiom schema (classification) . Let x be any variable symbol and P any formula.
Let y be the first variable symbol distinct from x and not occurring free in P .
Then we accept as an axiom the formula (s) x ∈ { x : P }b ⇔ ∃ y ; x ∈ y and P .
Above (8)ax is the global axiom of choice and (7)ax is the axiom of infinity.
5 Remark. Among others, we accept as logical axioms the formulas
(1)az P ⇒ ∀ x ; P , (2)az [ ∀ x ; Q ] ⇒ Q (x F) ,
when x is any variable symbol and F is any term and P ,Q are any formulas
such that for any variable symbol y having a free occurrence in F the bound
(i.e. non-free) occurrences of y in Q and Q (x← y) are the same. Having these
logical axioms, we could give Axiom schema 4 above a simpler formulation than
has the corresponding [ K ; II , p. 253 ] which in our notation would (as already a
bit corrected) read as follows. For any variable symbols x , y , z and for any formula
P such that y is the first one distinct from x and z , and not occurring free in P ,
we accept as an axiom the formula
(t) ∀ z ; z ∈ { x : P }b ⇔ ∃ y ; z ∈ y and P (x← z) .
However, this would make the system contradictory as shown in Example 6 below.
One should put the additional restriction that the bound occurrences of z in P
and P (x← z) are the same.
6 Example. It follows from (7)ax and (1)ax and Proposition 10 (18) below that there
are a, b , c with b 6= a and a, b ∈ c . For A = {x : ∃ y ; x = y and y = a }b , we
then get from Remark 5 (t) and Proposition 10 (17) that for all x, y we have
x ∈ A ⇔ [ x set and ∃ y ; x = y and y = a ] ⇔ x = a ,
and y ∈ A ⇔ [ y set and ∃ y ; y = y and y = a ] ⇔ y set ,
whence taking x = y = b , we obtain [ b set ⇒ b ∈ A ⇒ b = a ] , a contradiction.
The formula “ ∃ y ; y = y and y = a ” contains four occurrences of ‘y ’ . They are
all bound and the second of them is not present in “ ∃ y ; x = y and y = a ”.
When we write a formula P , for example “x =
∫ B
A
f `t d t ”, associated with
the writing appearance of P we assume that there is an implicitly understood well-
order between the occurring variable symbols so that e.g. it makes sense to refer to
the first variable symbol occurring free in the writing appearance of P . This has
nothing to do with the intuitive “overall” well-order of all variable symbols of our
set theoretic language.
For example in the above formula the variable symbols ‘x ’, ‘A ’, ‘B ’, ‘f ’ occur
free, and ‘t ’ has two bound occurrences. We may assume that the order of the
free variable( symbol)s is precisely the one given above, although it may not be
perfectly clear which one of ‘A ’ and ‘B ’ is before the other. To avoid confusion, in
such vague cases we refrain from referring to that “implicit order”. In the above
case we may then say that ‘x ’ is the first one, whereas in the case of the formula
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“
∫ B
A
f `t d t = x ” we would not speak of the free variable symbol that is in the first
place in the writing appearance.
Having the above preparative explanation, in order to have available a convenient
means of specifying functions, we give the following
7 Definitional schema. Let T be a term and F a formula and x , x1 , . . . xk , y1 , . . . y l
distinct variable symbols such that x1 , . . . xk are precisely the variable symbols
which have a free occurrence both in T and F and are distinct from any of x , y1 ,
. . . y l . Also assume that F is of the form
< p x > E or < k p x> E where p is some
predicate symbol and k is a connective such that in the writing appearance of F
we have x in the first place. Then we let
〈 T : y1 , . . . y l : F 〉 = { z : ∃ x , x1 , . . . xk ; z = (x ,T) and F }
where z is the first variable symbol not occurring free in T or F .
We also put 〈 T : F 〉 = 〈 T : : F 〉 in the case where y1 , . . . y l is an empty list,
and further 〈 T : x ∈ U 〉old = { z : ∃ x ; z = (x ,T) and x ∈ U } when U is any term
not containing a free occurrence of x , and z is the first variable symbol distinct
from x and not occurring free in T or U .
8 Definitional schema. We let uniqset x : P =
⋂ { z : ∀ x ; P ⇔ x = z } , when x , z are
any distinct variable symbols and P is any formula where z does not occur free.
To get z uniquely chosen, we may take as z the first admissible w.r.t the intuitive
well -ordering of the variable symbols of our set theoretic language.
Under the agreement of unique choice of z above, for any formula P and any
distinct variable symbols x , z with z not occurring free in P , now the formula
uniqset x : P =
⋂ { z : ∀ x ; P ⇔ x = z } is a theorem.
One quickly deduces that if a unique set x exists with P , then uniqset x : P = x .
In all other cases, i.e. when there is no x ∈ U with P , or if (with y being a variable
symbol not occurring in P) there are x , y ∈ U with x 6= y and P and P (x← y) ,
substitution in places of free occurrence, then uniqset x : P =
⋂ ∅ = U .
Below in Definitions 9 (9) we have c∞ = (01 ,+∞1 ; 01 , 01) the complex infinity
for some +∞1 ∈ R1 whose exact construction we here omit. Also omitting the
precise definition, note that | ζ |a is the standard Euclidean absolute value of any
quaternion ζ and that we below usually have ζ a real or complex number.
9 Definitions. (1) I = [ 0 , 1 ] , (2) J = ] 0 , 1 [ ,
(3) R+ = R ∩ { t : 0 < t } , (4) R+ = R ∩ { t : 0 ≤ t } ,
(5) Z =
⋂ {N : 0 ∈ N ⊆ R and ∀ n ∈ N ; {n− 1 , n+ 1 } ⊆ N } ,
(6) Z+ = Z ∩ {n : 0 < n } , (7) Z+ = Z ∩ {n : 0 ≤ n } ,
(8) p ∗ = uniqset t : [ 1 < p < +∞ and t = (1− p −1)−1 ] or
[ p = 1 and t = +∞ ] or [ p = +∞ and t = 1 ] ,
(9) a
bs
p = uniqset χ : p ∈ R+ and
χ = {−∞ ,+∞ , c∞}×{+∞} ∪ 〈 | ζ |ap : ζ ∈ H 〉 ,
(10) T is a topology ⇔ ∅ 6= T ∈ U and
∀ A ; A ⊆ T ⇒ ⋃ A ∈ T and [ A 6= ∅ and A is finite ⇒ ⋂ A ∈ T ] ,
(11) T is a separable topology ⇔ T is a topology and
∃ D ; D is countable and ∀ U ; U ∈ T ⇒ D ∩ U 6= ∅ or U = ∅ ,
(12) T is a compact topology ⇔ T is a topology and
∀ A ; ∃ B ; A ⊆ T ⇒ B ⊆ A and B is finite and
[
⋃ A ⊆ ⋃ B or ⋃ A 6= ⋃ T ] ,
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(13) A is disjoint ⇔ ∀ A , B ; A , B ∈ A ⇒ A = B or A ∩ B = ∅ ,
(14) P
s
A = {B : B ⊆ A } , (15) A ↓∩ B = {A ∩ B : A ∈ A } ,
(16) TR =
{ ⋃
A : A ⊆ { ] s, t [ : −∞ < s < t < +∞ }} ,
(17) TR = Ps [−∞ ,+∞ ] ∩ { U : U ∩ R ∈ TR and ∃ s, r ∈ R ;
[ +∞ ∈ U ⇒ ] s,+∞ ] ⊆ U ] and [ −∞ ∈ U ⇒ [−∞ , r [ ⊆ U ] } ,
(18) f `x =
⋂ { y : ∀ z ; (x, z ) ∈ f ⇔ y = z } ,
(19) f ``A = { y : ∃ x ∈ A ; (x, y ) ∈ f } , (20) f [ A ] = f ``A ,
(21) f ```A = { f ``A : A ∈ A } , (22) f --i = { (y , x) : (x, y ) ∈ f } ,
(23) dom f = {x : ∃ y ; (x, y ) ∈ f } , (24) rng f = { y : ∃ x ; (x, y ) ∈ f } ,
(25) E Rt =
uniqset F : ∃ a, c , S ; E = (a, c , S) and F = (a, c | (R×U) , S) ,
(26) AB = A×B ∩ { f : f is a function and A ⊆ dom f } ,
(27)
∏
cA =
domAU ∩ {x : ∀ i , ξ ; ( i , ξ ) ∈ x ⇒ ξ ∈ A`i } ,
(28) x→ x in top T ⇔ x ∈ N0 ⋃ T and x ∈ ⋃ T and
∀ U ; ∃ N ; x ∈ U ∈ T ⇒ N ∈ N0 and x [ N0 \ N ] ⊆ U ,
(29) Eσ =
uniqset F : ∃K ; K is a topological division ring and 0K = 0 and
E ∈ t.v.s (K ) and ∀ ι , I , T ; I = L (E ,K ) and
ι = 〈〈 u`x : u ∈ I 〉 : x ∈ υ
s
E 〉 and T = ι --i ```(τrdK I ]ti
)
⇒ F = (σrdE , T ) .
About the weakening Eσ of E in Definitions 9 (29) above we note the following.
If E is a topological vector space over a topological division ring K , there may
exist another topological division ring K1 with E ∈ t.v.s (K1) . In every case
then υ
s
K = dom2 τσrdE = υsK1 holds, but K and K1 may possess different
zero elements if υ
s
E = { 0E} holds. Then the condition 0K = 0 = 0K1 excludes
this possibility. If υ
s
E = { 0E} holds, for I = L (E ,K ) and n = { υs E ×{0}}
then necessarily I = {n} holds, and we get ι = { ( 0E , { (n, 0) })
}
and further
T = P
s
υ
s
E . Hence in this case T is uniquely determined although τrdK 6= τrdK1
may hold. If I 6= {n} holds, then one deduces from the postulates in the definition
of a topological vector space that we necessarily have K = K1 and consequently
again (σrdE , T ) is uniquely determined.
Thus the above definition of Eσ is meaningful for precisely those topological
vector spaces E that are “over” some topological division ring whose zero element
is the same as that of the quaternionic one. For more general cases one has to use
a more complicated notation e.g. from Eσ 〈K = Eσ (I ) for I as above, once the
appropriate additional definition is specified.
In 9 (18) above f `x is the function value of f at x which usually is written
in a more complicated manner “f (x)”, and possibly having a different formal
definition as for example in [ K ; Definition 68, p. 261 ] . We further state some
basic definitions and their simple consequences without proofs in the following
10 Proposition.
(1) ∅ = {x : x 6= x } , (2) U = {x : x = x } ,
(3) pr1 = { (x, y , x) : x, y ∈ U } , (4) pr2 = { (x, y , y ) : x, y ∈ U } ,
(5) ev = { (x, u, y ) : u is a function and (x, y ) ∈ u } ,
(6) evx = 〈 u`x : u is a function 〉
= { (u , y ) : u is a function and (x, y ) ∈ u } ,
(7) A ,B disjoint iff A and B disjoint iff A and B are disjoint iff
A is disjoint and B is disjoint,
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(8) x,y = (x, y ) = {{x, y } , {y}} , (9) (x, y , z ) = ((x, y ) , z ) ,
(10) (x ; y , z ) = (x, (y , z )) , (11) (x, y ; u, v ) = (x, y , (u, v )) ,
(12) σrd z =
⋃⋃
z \⋃⋂ z ∪ ⋂⋃ z , (13) τrd z = ⋂⋂ z ,
(14) σrd
2 z = σrd (σrd z ) , (15) τσrd z = τrd (σrd z ) ,
(16) z = (x, y ) ∈ U ⇒ x = σrd z and y = τrd z ,
(17) x is a set ⇔ x a set ⇔ x set ⇔ ∃ y ; x ∈ y ,
(18) x 6= y ⇔ not [ x = y ] .
Observe for example that if E = (a, c , S) 6= U with c a function R× S → S ,
then dom2 τσrdE = dom (dom (τrd (σrdE ))) = dom (dom (τrd (a, c)))
= dom (dom c) = dom (R× S ) = R if S 6= ∅ holds.
To see that the above given convention of “u ≤ v ” having a meaning for both
extended real numbers and extended real number valued functions u, v does not
create any contradiction in our logical system, we need the following
11 Lemma. For every function u with rng u ⊆ R it holds that u 6∈ R .
Proof . The regularity axiom (6)ax on page 6 above, cf. [ K ; VII, p. 266 ] or [ D ;
ZF 9, p. 401 ] , has the simple consequence that there do not exist any x0 , x1 , x2
such that x0 ∈ x1 ∈ x2 ∈ x0 holds. We show that this will be contradicted if there
exists a function u with rng u ⊆ R and u ∈ R . Indeed, then there is r with
u = (r, 01 ; 01 , 01) = (r, 01 , (01 , 01))
= ((r, 01) , (01 , 01)) = {{ (r, 01) , (01 , 01) } , { (01 , 01) }} .
Since u is a function with rng u ⊆ R there are x, s with
{{{ 01}}} = { (01 , 01) } = (x, (s, 01 ; 01 , 01))
= {{x, (s, 01 ; 01 , 01) } , { (s, 01 ; 01 , 01) }} ,
and hence {x, (s, 01 ; 01 , 01) } = {{ 01}} = { (s, 01 ; 01 , 01) } , whence further { 01}
= (s, 01 ; 01 , 01) = {{ (s, 01) , (01 , 01) } , { (01 , 01) }} . Then we get
01 ∈ { 01} ∈ {{ 01}} ∈ {{{ 01}}} = { (01 , 01) } = 01 , a contradiction. 
For 0 < q < +∞ we assume that +∞ q = +∞ in the following
12 Constructions (of Lebesgue quasi -norms) .
(1) ‖x ‖` p = uniqset s : [ 0 < p < +∞ and s =
(∑
i∈ dom x | x`i |ap ) p
−1 ]
or [ p = +∞ and s = sup { | t |a : t ∈ rng x } ] ,
(2) ‖x ‖
L pµ =
uniqset s : [ 0 < p < +∞ and ∀ Ω ; Ω = ⋃ dom µ ⇒
s = inf
{ ( ∫
Ω
ϕ d µ) p
−1
: ϕ ∈ Ω [ 0 ,+∞ ] and
ϕ --i ```TR ⊆ dom µ and ∀ η , t ; (η , t) ∈ x ⇒ | t |ap ≤ ϕ`η }
]
or [ p = +∞ and s = inf {M : M ∈ R+ and ∀ A ; ∃ N ; A ∈ µ --i `` R+
⇒ N ∈ µ --i `` {0} and sup { | t |a : t ∈ x`` (A \N ) } ≤ M } ] .
For completeness’ sake, in Constructions 42 below of the generalized Lebesgue –
Bochner spaces we have included items (7) and (11) where we define vcL p (~Q ) and
L p (Q,Π ) . There we utilize the concepts of quasi-Euclidean vector column and
quasi-usual space. To make matters precise, we give the following
13 Definitions. (1) Say that ~Q is a quasi-Euclidean K – vector column iff there
are Q, Υ , Π with ~Q = (Q, Υ,Π ) and such that Q ⊆ υ
s
Υ and Υ ∈ LCS (tfR) and
Π ∈ t.v.s (K ) hold with dim
Ha
Υ ∈ N0 and K ∈ {tfR ,tfC } and for every ξ ∈ υsΠ
there is u ∈ L (Π,K ) with ξ = 0Π or u`ξ 6= 0 .
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(2) Say that F usualizes F over K iff K ∈ {tfR , tfC } and there is k ∈ N0 with
(∅ ,K ) , (k , F ) ∈ F ∈ k+1.U and for every i ∈ k there are i1 , i2 ∈ i+ and l ∈ N
and E ∈ l (F `` i+) with F `i+ ∈ { F `i1 u (F `i2) , υsK -
∏
tvs
E } .
(3) Say that F is quasi-usual over K iff
there is F such that F usualizes F over K .
A quasi -usual space necessarily has finite nonzero dimension. For example
the space F = R u (R uR)N ]tvs is quasi -usual over R when R ∈ {tfR ,tfC } and
N ∈ N , with for example 〈 R ,R uR , (R uR)N ]tvs , F 〉 usualizing F .
14 Lemma. For ι=1, 2 , let Υι be quasi-usual over Kι with Q ⊆ υs Υι . If also
[ Q 6= ∅ and K1 = K2 ] or Int τrdΥιQ 6= ∅ , then Υ1 = Υ2 .
Thus for example quasi -usual spaces Υ over tfR are such that every single point
η ∈ υ
s
Υ uniquely determines the whole algebraic and topological structure Υ . The
proof of Lemma 14 is given in [ Hfs ] . It is quite long and requires delving in the
set theoretic formal construction of the complex number system starting from the
set N0 of natural numbers, and so we omit it here.
For Q ⊆ υ
s
Υ this allows us to define a structured vector space S (Q,Π ) based
on a set of functions Q→ υ
s
Π without explicit reference to the structure Υ by
putting S (Q,Π ) = S (Q Υ , Π ) when the latter is already defined. So we just get
a bit simpler notation for the same space.
Suitable locally convex spaces
Suitable locally convex spaces are those that are obtained from some Banachable
space by weakening the topology so that we do not get more bounded sets. Our
basic important examples of suitable spaces are the weak∗ duals E ′σ of Banachable
spaces E . We put the following
15 Definitions. Say that
(1) ν is a dominating norm for E iff there is K ∈ {tfR ,tfC } with
E ∈ t.v.s (K ) and ν a norm on σrdE with
B
s
E = υ
s
E ∩ {B : ∃ n ∈ Z+ ; B ⊆ ν --i `` [ 0 , n ] } ,
(2) E is almost suitable over K iff K ∈ {tfR , tfC } and E ∈ LCS (K ) and
there is a normable F ∈ LCS (K ) with E vt F and Bs E ⊆ Bs F ,
(3) E is suitable over K iff K ∈ {tfR , tfC } and E ∈ LCS (K ) and
there is F ∈ BaS (K ) with E vt F and Bs E ⊆ Bs F .
For “almost suitable” or “suitable” in place of X also say that
E is X iff E is X over K for some K .
If K ∈ {tfR , tfC } and E ∈ LCS (K ) and F ∈ BaS (K ) with E vt F and Bs E
⊆ B
s
F , then B
s
E = B
s
F holds since from E vt F we get Bs F ⊆ Bs E . If we
also have E vt G ∈ BaS (K ) and Bs E ⊆ BsG , then F = G holds. This is seen by
noting that Banachable spaces are bornological, and hence have the strongest locally
convex topology with the same bounded sets. Thus F is the unique Banachable
space from which E is obtained by weakening the topology. The dominating norms
ν for E are precisely the compatible norms for F , and then (σrdE , ν ) is a corre-
sponding (normed) Banach space.
One should observe that the bornology of a suitable space does not determine
the dual, i.e. there exist suitable spaces obtained by weakening the same Banachable
space but with different duals. This is seen by considering ` 1(N0)w and ` 1(N0)σ
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which both are obtained by weakening ` 1(N0) . The former has the initial topolo-
gical vector structure from (IA ,tvR A
)
for A = υ
s
co(N0) and the latter for A =
υ
s
` +∞ (N0) when we let IA =
〈〈 ∑
(x · y ) : y ∈ A 〉 : x ∈ υ
s
` 1(N0) 〉 .
16 Lemma. Let E be almost suitable with ν a dominating norm. Then for every
ν1 ∈ Bqn E there is M ∈ R+ with ν1`x ≤ M (ν `x) for all x ∈ υs E .
Proof . We have ν --i `` I ∈ B
s
E , and letting ν1 ∈ Bqn E then ν1 [ ν --i `` I ] ∈
B
s
tfR and hence for M = sup (ν1 [ ν --i `` I ]) we have M < +∞ . Considering x ∈
υ
s
E , if x = 0E holds, we trivially have ν1`x = 0 ≤ 0 = M (ν `x) . Otherwise
taking A = ν `x we have (A −1 x)svsE ∈ ν --i `` I , and hence ν1`(A −1 x)svsE ≤ M
and further ν1`x ≤ M A = M (ν `x) . 
17 Lemma. With K ∈ {tfR ,tfC } let E ∈ LCS (K ) and w ∈ L (E ′

,K ) . Then
there is some B ∈ B
s
E such that for every finite A ⊆ L (E ,K ) there is x ∈ B
with | u`x− w`u |a ≤ 1 for all u ∈ A .
Proof . Putting D1 = υsK ∩ { t : | t |a ≤ 1 } , from w ∈ L (E ′ ,K ) we first get
existence of some nonempty absolutely convex bounded set B in E such that for
U = L (E ,K ) ∩ {u : u``B ⊆ D1 } we have w`` U ⊆ D1 . Then for the canonical
evaluation ι = 〈 evx | L (E ,K ) : x ∈ υs E 〉 and for T = τrd (E ′′σ) from the bipolar
theorem [ H ; 3.3.1, p. 192 ] or [ J ; 8.2.2 , p. 149 ] we see w ∈ Cl T ( ι``B ) to hold
whence the assertion follows. 
The content of [ E ; Lemma 8.17.8 B , p. 585 ] is in the following
18 Lemma. With K ∈ {tfR , tfC } let E ∈ LCS (K ) be normable , and let F = E ′

.
Also let S1 be a linear subspace in σrdF such that τrdF ↓∩ S1 is a separable topology ,
and let w ∈ L (F/S1 ,K ) . Then there is x ∈ N0 υs E with rng x ∈ Bs E and such
that w`u = lim (u ◦ x) holds for every u ∈ S1 .
Proof . By Hahn – Banach there is w¯ ∈ L (F ,K ) with w ⊆ w¯ . Furthermore, for
ι2 the canonical embedding E → E ′′ , i.e. for ι2 = 〈 evx | υs F : x ∈ υs E 〉 and for
T = τrd (E
′

′
σ) by Lemma 17 above, there is some B ∈ Bs E such that w¯ ∈ B2 holds
for B2 = Cl T ( ι2``B ) . Now letting T1 be the initial topology from τrd ((F/S1)
′
σ)
under 〈 z | S1 : z ∈ L (F ,K ) 〉 we have T1 ↓∩ B2 ⊆ T ↓∩ B2 with T1 ↓∩ B2 semimet-
rizable. Hence there is x ∈ N0 B with w`u = w¯`u = lim (u ◦ x) for u ∈ S1 . 
19 Lemma. With K ∈ {tfR ,tfC } let E ∈ t.v.s (K ) and let S be a vector subspace
in σrdE . Also let F = E /tvs S and V = { υs F ∩ {X : U ∩ X 6= ∅ } : U ∈ U }
where U is a filter base for No E . Then V is a filter base for No F .
Proof . With q = υ
s
E × υ
s
F ∩ { (x,X ) : x ∈ X } we know from the discussion
in [ H ; p. 104 ] that q is continuous and open τrdE → τrdF , and consequently
V = q ```U ⊆ No F holds. Moreover, for every V ∈ No F we have q --i `` V ∈ No E
and hence there is U ∈ U with U ⊆ q --i `` V , but then q `` U ⊆ V holds. 
A. Measurability and integration
In this section, we first explain what it means for functions x : Ω→ υ
s
Π to be
measurable when Π is a topological vector space and Ω is a set equipped with a
positive measure µ . In the next section, for 0 ≤ p ≤ +∞ we construct the spaces
mvL p (µ ,Π ) and mvL
s
p (µ ,Π ) of certain equivalence classes X of such x .
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By saying that µ is a positive measure on Ω we mean that µ is a function
with
⋃
dom µ = Ω and rng µ ⊆ [ 0 ,+∞ ] and dom µ a σalgebra and such that∑
(µ | A) = µ`( ⋃ A) holds for any countable disjoint A ⊆ dom µ . Here we as-
sume that the definitions associated with sum conventions are arranged so that∑ ∅ = 0 holds. Further, by a σalgebra , usually written “σ - algebra”, we mean any
A such that
⋃
A \ ⋃ B ∈ A holds for any countable B ⊆ A . A positive measure
µ is σfinite iff
⋃
dom µ ⊆ ⋃ A holds for some countable A ⊆ µ --i `` R+ .
To compact language in some, quite rare cases, we introduce the concept of mea-
sure space as follows. Say that P is a measure space iff there are µ and Ω such
that µ is a positive measure on Ω with P = (Ω , µ) . We also say that µ is a pos-
itive measure iff µ is a positive measure on
⋃
dom µ , and a measure space P we
say to be σfinite in the case where τrdP is such.
Measurability of measure-vector maps
We consider mv-map s, short for “measure-vector”, which are triplets, i.e. ordered
pairs x˜ = (x, Ξ ) = (x ; µ ,Π ) where in turn Ξ = (µ ,Π ) is an mv-pair. This
means that Π is a real or complex topological vector space and µ is a positive
measure on some Ω and x : Ω→ υ
s
Π is a function. In order to introduce some
concepts of measurability for such mv-maps we first put the following
20 Definitions. (1) Say that σ is simple in Ξ iff there are K , µ ,Ω , Π with µ a po-
sitive measure on Ω and K ∈ {tfR , tfC } and Π ∈ t.v.s (K ) and Ξ = (µ ,Π ) and
σ ∈ Ω υ
s
Π and rng σ finite and {σ --i `` {ξ } : ξ ∈ rng σ \ { 0Π}} ⊆ µ --i `` R+ ,
(2) Say that σ is a simple sequence in Ξ iff σ ∈ N0 U and
σ is simple in Ξ for all σ ∈ rng σ .
Let R x˜ A = uniqset z˜ : ∃ x, µ , Π ; x˜ = (x ; µ ,Π ) and z˜ = (x | A ; µ | P
s
A ,Π ) .
21 Definitional schemata. For any mv-map x˜ = (x, Ξ ) = (x ; µ ,Π ) with Ω = dom x
assuming Π ∈ t.v.s (K ) , first say that
(1) x˜ is measurable iff {x --i `` U : U ∈ τrdΠ } ⊆ dom µ holds,
(2) x˜ is simply measurable iff there is σ with σ a simple sequence in Ξ
and σ → x in top τrdΠ Ω ]ti , σ ∈ N0
(
Ω υ
s
Π )
(3) x˜ is scalarly measurable iff (u ◦ x ; µ ,K ) is measurable for all u ∈ L (Π,K ) .
Then for any of “measurable”, “simply measurable” or “scalarly measurable” in
place of X, say that
(4) x˜ is almost X iff R x˜ (Ω \ N ) is X for some N ∈ µ --i `` {0} ,
(5) x˜ is finitely X iff R x˜ A is X for every A ∈ µ --i `` R+ ,
(6) x˜ is finitely almost X iff R x˜ A is almost X for every A ∈ µ --i `` R+ .
In loose speach, we may express the content of 21 (2) by saying that σ is a
sequence of simple functions converging pointwise to x . Then for the σ ∈ σ there
we may also say that (σ ; µ ,Π ) is a simple mv-map, and we may loosely say that
σ is a simple function.
Note that by our definitions above we may also say e.g. that x˜ is measurable
iff there are µ ,Ω , Π, x with Ω×{ 0Π} simple in (µ ,Π ) and x˜ = (x ; µ ,Π ) and
x ∈ Ω υ
s
Π and x --i ```τrdΠ ⊆ dom µ .
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22 Proposition. Let K ∈ {tfR ,tfC } , and let Π ∈ LCS (K ) be normable with τrdΠ
a separable topology. Also let µ be a σfinite positive measure on Ω . If in addition
x˜ = (x ; µ ,Π ′σ) with x ∈ Ω L (Π,K ) , then (1) ⇔ (2) ⇔ (3) where
(1) (evξ ◦ x ; µ ,K ) is measurable for all ξ ∈ υsΠ ,
(2) x˜ is simply measurable ,
(3) x˜ is measurable.
Proof . Since { evξ | L (Π,K ) : ξ ∈ υsΠ } ⊆ L (Π ′σ ,K ) holds, we trivially have
the implication (3) ⇒ (1) . Likewise, we trivially have (2) ⇒ (1) . It now suffices
to prove that the implications (1) ⇒ (3) and (3) ⇒ (2) hold.
For (1) ⇒ (3) , letting ν be some compatible norm for Π , let ν1 be the cor-
responding dual norm, i.e. put ν1 = 〈 sup (abs1 ◦ u ◦ ν --i `` I ) : u ∈ L (Π,K ) 〉 .
For i ∈ N0 , then put B i = ν1--i `` [ 0 , i + . ] . Assuming (1) , if
now U ∈ τrd (Π ′σ) , for any fixed i ∈ N0 and for U i = U ∩ B i , it suffices to prove
that x --i `` U i ∈ dom µ holds. For T1 = τrd (Π ′σ) ↓∩ B i , now T1 is the uniform U –
topology where U is the uniformity generated by { V ξ n : ξ ∈ D and n ∈ Z+ }
where V ξ n = B i× B i ∩ { (u, v ) : | u`ξ − v`ξ | < n−1 } and D is any countable
τrdΠ ↓∩ (ν --i `` [ 0 , 1 ]) – dense set. By Alaoglu’s theorem, we have T1 a compact
topology. Since U is generated by a countable set, we see that there is some T1 –
dense and countable set D1 . Using (1) and noting that x
--i `` (V ξ n`` {u}) =⋂ { { t : | x`t`ξ − u`ξ | < n−1 and | x`t`ζ | ≤ i + . } : ζ ∈ D } ,
we see that x --i `` (V ξ n`` {u}) ∈ dom µ holds when (ξ , u, n) ∈ D ×D1× Z+ . It
is left as an exercise to the reader to show that U i can be expressed as a union of
finite intersections of the sets V ξ n`` {u} . Then x --i `` U i ∈ dom µ follows.
For (3) ⇒ (2) , we need the assumption that µ be σfinite. It is an easy exercise
to show that if the implication to be established holds for bounded measures, then
it holds also for σfinite ones. So we assume that µ`Ω < +∞ . Further, if we can
show that for any fixed i ∈ N0 , and for x¯ = x ∩ (U× B i) with B = dom x¯ , the
required implication holds for ( x¯ ; µ | P
s
B,Π ′σ) in place of x˜ , then it easily follows
also for x˜ , observing that B =
⋂ { { t : | x`t`ζ | ≤ i + . } : ζ ∈ D } ∈ dom µ .
As just explained, for (3) ⇒ (2) , assuming (3) and making the additional as-
sumptions that µ`Ω < +∞ and rng x ⊆ B1 = B i0 for some fixed i0 ∈ N0 , we
should establish (2). For this, we construct s ∈ N0 (ΩB1) with (S ; µ ,Π ′σ) a sim-
ple mv-map for every S ∈ rng s , and such that s→ x in top T Ω ]ti when we take
T = τrd (Π
′
σ) ↓∩ B1 . Since T is a compact topology, and also the uniform U –
topology with U being countably generated, we may first choose some decreasing
w : N0 → U with rng w a symmetric base for U , and then some u : N0 → U with
the following property. For every i ∈ N0 there is k ∈ N0 with u`i ∈ B1k and
B1 ⊆
⋃ {w`i `` {u`i`j } : j ∈ k } . For short writing
U i j = w`i `` {u`i`j } \ ⋃ {w`i `` {u`i`l } : l ∈ j } and
A i j = x --i `` U i j , and taking
s =
〈 ⋃ {A i j × {u`i`j } : u , i : j ∈ dom (u`i) } : i ∈ N0 〉 , we are done,
leaving the required straightforward verifications as exercises to the reader. 
23 Example. Without separability of the topology τrdΠ , the implication (1) ⇒ (2)
in Proposition 22 need not hold. Indeed, with 1 < p < +∞ and Π = ` p(I) and
letting µ be the Lebesgue measure defined for all Lebesgue measurable sets A ⊆ I ,
taking x˜ = (x ; µ ,Π ′σ) where x = 〈 evt | υsΠ : t ∈ I 〉 , we trivially have (1) since
evξ ◦ x`t = x`t`ξ = ξ `t , and so evξ ◦ x`t 6= 0 only for countably many t ∈ I for
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each fixed ξ ∈ υ
s
Π . However x˜ cannot be simply measurable since otherwise there
would exist some countable set N0 ⊆ I such that x`t`ξ 6= 0 holds only for vec-
tors ξ ∈ υ
s
Π with ξ --i [ U \ {0} ] ∩ N0 6= ∅ when t ∈ I .
24 Proposition. With K ∈ {tfR ,tfC } let Π ∈ BaS (K ) be reflexive, and let
(x ; µ ,Πσ) be simply measurable. Then (x ; µ ,Π ) is simply measurable.
Proof . Putting Ω =
⋃
dom µ , let σ be some simple sequence in (µ ,Πσ) with
σ → x in top τrd (Πσ) Ω ]ti , and let S be the closed linear span of rng
⋃
rng σ
in Π . Then trivially (x ; µ ,Π ) is scalarly measurable, and by Hahn – Banach
also τrdΠ ↓∩ S is a separable topology with rng x ⊆ S . Consequently by Pettis’
theorem the assertion follows. 
25 Lemma. With K ∈ {tfR ,tfC } let Π ∈ LCS (K ) be normable with ν a compatible
norm and τrdΠ a separable topology. Also let
ν1 = 〈 sup (abs1 ◦ u ◦ ν --i `` I ) : u ∈ L (Π,K ) 〉
and let (y ; µ ,Π ′σ) be scalarly measurable. Then (ν1 ◦ y ; µ ,tfR) is measurable.
Proof . Putting Ω =
⋃
dom µ and taking any countable D such that D
is τrdΠ ↓∩ (ν --i `` I ) – dense, for every η ∈ Ω we
have ν1 ◦ y`η = sup (abs1 ◦ (y`η )``D ) = sup { abs1 ◦ evξ ◦ y`η : ξ ∈ D } . Noting
that by our assumption for every fixed ξ ∈ D we have
that (a
bs
1 ◦ evξ ◦ y ; µ ,tfR) is measurable, the assertion immediately follows. 
26 Lemma. With K ∈ {tfR ,tfC } let Π ∈ BaS (K ) be reflexive with ν a compatible
norm and S a separable linear subspace in Π ′

. Also let
ν1 = 〈 sup (abs1 ◦ u ◦ ν --i `` I ) : u ∈ L (Π,K ) 〉 .
Then there is a countable D ⊆ ν --i `` I with ν 1` u = sup (abs1 ◦ u``D ) for u ∈ S .
Proof . Putting E = Π ′
 / S let A be countable and τrdE – dense, and let R be
the set of all pairs (u, ξ ) ∈ A× υ
s
Π with ν `ξ ≤ 1 and u`ξ = ν 1` u . By reflexivity
and Hahn – Banach we then have A ⊆ dom R and hence by countable choice there
is a function P ⊆ R with A ⊆ dom P. Let D = rng P.
Now for all u ∈ S we trivially have sup (a
bs
1 ◦ u``D ) ≤ ν 1` u , and hence as-
suming that sup (a
bs
1 ◦ u``D ) < ν 1` u holds for some u ∈ S , it suffices to get a
contradiction. Taking ε = 12 (ν 1` u− sup (abs1 ◦ u``D )) we first find some v ∈ A
with ν 1` (u− v ) < ε . Then for ξ = P `v we have ν `ξ ≤ 1 and v`ξ = ν 1` v , and
hence sup (a
bs
1 ◦ u``D ) = ν 1` u− 2 ε < ν 1` u− ν 1` (u− v )− ε
≤ ν 1` v − ε = v`ξ − ε = (v − u)`ξ + u`ξ − ε
≤ | u`ξ |+ ν 1` (u− v )− ε < | u`ξ | , a contradiction. 
Decomposable positive measures
Decomposability, as well as being almost decomposable, is a property for a positive
measure µ that is weaker than the usual “σ - finiteness” which we call σfiniteness,
and that is sufficiently strong still to have mL +∞ (µ) canonically represent the
strong dual of mL 1 (µ) . For example Haar measures of suitably “large” locally
compact topological groups are almost decomposable but not σfinite. See Example
77 on page 49 below for some details concerning this assertion.
27 Definitions. (1) Say that N ′ is µ – negligible iff µ is a positive measure with
N ′ ⊆ ⋃ dom µ and µ --i `` R+↓∩ N ′ ⊆ ⋃ { P
s
N : N ∈ µ --i `` {0}} ,
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(2) For a positive measure µ on Ω say that µ is almost decomposable iff there
are A ⊆ µ --i `` R+ and N ′ with A ∪ {N ′} disjoint and Ω = ⋃ A ∪ N ′ and such
that N ′ is µ – negligible, and such that also N ′′ is µ – negligible whenever N ′′ ⊆ Ω
is such that for every A ∈ A there is N with A ∩ N ′′ ⊆ N ∈ µ --i `` {0} ,
(3) For a positive measure µ on Ω say that µ is decomposable iff there is some
disjoint A ⊆ µ --i `` R+ with Ω = ⋃ A and such that every N ′ ⊆ Ω is µ – negligible
whenever A ↓∩ N ′ ⊆ ⋃ { P
s
N : N ∈ µ --i `` {0}} holds,
(4) For a positive measure µ on Ω say that µ is truly decomposable iff there is
some disjoint A ⊆ µ --i `` R+ with Ω = ⋃ A and such that N ∈ µ --i `` {0} holds for
every N ⊆ Ω with A ↓∩ N ⊆ µ --i `` {0} .
Trivially σfinite positive measures are truly decomposable, and these in turn are
decomposable by Proposition 29 below. If µ is a positive measure on Ω such that
µ --i `` R+ = ∅ holds, then trivially every A ⊆ Ω is µ – negligible, and hence µ is
almost decomposable. A positive measure µ on Ω = R×R that is decomposable
but not truly decomposable is given in Example 76 on page 49 below. It seems to
be quite difficult to find positive measures that are not almost decomposable. See
Problem 78 on page 49 as well as the subsequent examples and problems.
28 Definitions. (1) Say that T positively almost Radonizes µ iff there is Ω with µ a
positive measure on Ω and (Ω , T ) a locally compact Hausdorff topological space
such that for K = {K : K is T – compact } it holds that K ⊆ µ --i `` R+ and also
for all A ∈ µ --i `` R+ it holds that µ A` = sup {µ`K : K ∈ K ∩ Ps A } ,
(2) Say that T positively Radonizes µ iff there is Ω with µ a positive measure
on Ω and (Ω , T ) a locally compact Hausdorff topological space such that for K =
{K : K is T – compact } it holds that T ⊆ dom µ and K ⊆ µ --i `` R+ and also for
all U ∈ T it holds that µ`U = sup {µ`K : K ∈ K ∩ P
s
U } and for all A ∈ µ --i `` R+
it holds that µ A` = inf {µ`U : A ⊆ U ∈ T } ,
(3) Say that µ is positive almost Radonian iff
there is T such that T positively almost Radonizes µ ,
(4) Say that µ is positive Radonian iff
there is T such that T positively Radonizes µ ,
(5) Say that µ is topologically almost decomposable iff there are A , T, N ′ such
that T positively almost Radonizes µ and for K = {K : K is T – compact } it
holds that A ⊆ K \ 1. and K ↓∩ N ′ ⊆ ⋃ {P
s
N : N ∈ µ --i `` {0}} and A ∪ {N ′} is
disjoint with
⋃
dom µ =
⋃
A ∪ N ′ and A ↓∩ K is countable for all K ∈ K and
also A ∩ U ∈ µ --i `` R+ ∪ 1. holds for all A ∈ A and U ∈ T,
(6) Say that µ is topologically decomposable iff there are A , T, N ′ such that T
positively Radonizes µ and such that for K = {K : K is T – compact } it holds
that A ⊆ K \ 1. and K ↓∩ N ′ ⊆ µ --i `` {0} and A ∪ {N ′} is disjoint with⋃
dom µ =
⋃
A ∪ N ′ and A ↓∩ K is countable for all K ∈ K
and A ∩ U ∈ µ --i `` R+ ∪ 1. holds for all A ∈ A and U ∈ T.
Note that the condition A ∩ U ∈ µ --i `` R+ ∪ 1. in (5) and (6) of Definitions 28
above means that we have A ∩ U ∈ µ --i `` R+ or A ∩ U ∈ 1. = {∅} which in turn
is equivalent to having 0 < µ`(A ∩ U ) < +∞ or A ∩ U = ∅ . Note also the impli-
cations µ`(A ∩ U ) ∈ R+ ⇒ µ`(A ∩ U ) 6= U ⇒ A ∩ U ∈ dom µ . That positive
(almost) Radonian measures are topologically (almost) decomposable, and that
these in turn are almost decomposable is seen from the next
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29 Proposition. For the properties given below the implications (5) ⇒ (6) ⇒ (7)
and (3) ⇒ (4) ⇒ (7) and (1) ⇒ [ (2) and (3) ] and (2) ⇒ (4) hold.
(1) µ is positive Radonian,
(2) µ is positive almost Radonian,
(3) µ is topologically decomposable,
(4) µ is topologically almost decomposable,
(5) µ is truly decomposable,
(6) µ is decomposable,
(7) µ is almost decomposable.
Proof . For (1) ⇒ (2) letting K , T, µ be as in Definitions 28 (2) above, we need
to verify that for A ∈ µ --i `` R+ we have µ A` = sup {µ`K : K ∈ K ∩ Ps A } . Thus
for given ε ∈ R+ it suffices to find some K1 ∈ K ∩ Ps A with µ A`− ε < µ`K1 .
Now, we first find some set U ∈ T with A ⊆ U and µ`U < µ A`+ 13 ε . Then we
find some V ∈ T with U \A ⊆ V and µ`V < µ`(U \A) + 13 ε . We further find
some K ∈ K with K ⊆ U and µ`U − 13 ε < µ`K , and taking K1 = K \ V we
now see that K1 ∈ K holds with K1 ⊆ A . Furthermore, we have
µ`V < µ`(U \A) + 13 ε = µ`U − µ A`+ 13 ε < 23 ε and hence
µ A`− ε ≤ µ`U − ε = µ`U − 13 ε− 23 ε < µ`K − µ`V ≤ µ`K1 .
Having the above, for the proofs of (1) ⇒ (3) and (2) ⇒ (4) letting K , T, µ be
as in Definitions 28 (5) above, it suffices to show existence of A and N ′ such that
we have A ⊆ K \ 1. and K ↓∩ N ′ ⊆ µ --i `` {0} and such that A ∪ {N ′} is disjoint
with
⋃
dom µ =
⋃
A ∪ N ′ and for all K ∈ K we have that A ↓∩ K is countable
and also A ∩ U ∈ µ --i `` R+ ∪ 1. holds for all A ∈ A and U ∈ T.
To get such A , N ′ we let K be the set of all disjoint A ⊆ K \ 1. with the
property that A ∩ U ∈ µ --i `` R+ ∪ 1. holds for all A ∈ A and U ∈ T. Since trivi-
ally ∅ ∈ K holds, by Zorn’s lemma there is some A that is maximal in K . Then
we take N ′ =
⋃
dom µ \ ⋃ A .
We first show that A ↓∩ K is countable for all K ∈ K . So we fix K and using
local compactness of T find a relatively T – compact U ∈ T with K ⊆ U . Then we
have
∑
A∈A µ`(A ∩ U ) ≤ µ`U < +∞ from which it follows that the set
A ∩ {A : µ`(A ∩ U ) 6= 0 } is countable. Since we have
an injection A ↓∩ K \ 1.→ A ∩ {A : µ`(A ∩ U ) 6= 0 }
given by A ∩ K 7→ A , the assertion follows.
To establish K ↓∩ N ′ ⊆ µ --i `` {0} indirectly, suppose that we have some K0 ∈ K
with K0 ∩ N ′ 6∈ µ --i `` {0} . Since A ↓∩ K0 is countable, we first see
that K0 ∩ N ′ ∈ dom µ holds, and hence we have K0 ∩ N ′ ∈ µ --i `` R+ . Then
by µ`(K0 ∩ N ′) = sup {µ`K : K ∈ K ∩ Ps (K0 ∩ N ′) } we find
some K1 ∈ µ --i `` R+ ∩ K with K1 ⊆ K0 ∩ N ′, and we take
A = K1\
⋃
(µ --i `` {0} ∩ (T ↓∩ K1))
having now A ∈ K with A ∩ U ∈ µ --i `` R+ ∪ 1. for all U ∈ T.
Indeed, with U ∈ T supposing that ∅ 6= A ∩ U 6∈ µ --i `` R+ holds, we then have
A ∩ U ∈ µ --i `` {0} , and for the moment supposing (∗) that also
K1\A ∩ U ∈ µ --i `` {0} holds, we
obtain ∅ 6= A ∩ U ⊆ K1∩ U ⊆
⋃
(µ --i `` {0} ∩ (T ↓∩ K1)) and
hence A ∩ ⋃ (µ --i `` {0} ∩ (T ↓∩ K1)) 6= ∅ , a contradiction.
Since now A ∩ ⋃ A ⊆ K1 ∩ ⋃ A ⊆ N ′ ∩ ⋃ A = ∅ holds, by the maximality of
A we have A = ∅ and hence K1 =
⋃
(µ --i `` {0} ∩ (T ↓∩ K1)) . From this we see
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existence of some set V with K1 ⊆ V ∈ T and µ`K1 = µ`(V ∩ K1) = 0 . Hence
we obtain K1 ∈ µ --i `` R+ ∩ (µ --i `` {0}) , a contradiction.
So, to finish the indirect proof of K ↓∩ N ′ ⊆ µ --i `` {0} , we must show that (∗)
above holds. Indeed, in the contrary case we have K1\A ∩ U ∈ µ --i `` R+ and then,
as above, we find some K2 ∈ µ --i `` R+ ∩ K
with K2 ⊆ K1\A ∩ U ⊆ K1\A ⊆
⋃
(µ --i `` {0} ∩ (T ↓∩ K1)) , and further some
V ∈ T with K2 ⊆ V ∩ K1 and µ`(V ∩ K1) = 0 . Hence we obtain K2 ∈ µ --i `` {0} ,
a contradiction.
For (5) ⇒ (6) letting µ ,Ω , N ′ be as in Definitions 27 (3) above and letting A
be as in (4) there, using the axiom of choice we find N with N ′ ⊆ N ⊆ Ω and such
that A ↓∩ N ⊆ µ --i `` {0} holds. Now it easily follows that N ′ is µ – negligible.
For (6) ⇒ (7) letting µ ,Ω be as in Definitions 27 (2) and letting A′ stand for
the A in (3) there, we take A = µ --i `` R+ ∩ A′ and N ′ = ⋃ (µ --i `` {0} ∩ A′) . It is
now a simple exercise to show that N ′ is µ – negligible, and that also the condition
concerning N ′′ there holds.
By (1) ⇒ (2) we trivially have (3) ⇒ (4) , and for (4) ⇒ (7) letting A ,K , T,
N ′, µ be as in Definitions 28 (5) it suffices to show that A ⊆ µ --i `` R+ holds and
that N ′ is µ – negligible, and that also N ′′ is µ – negligible whenever N ′′ ⊆ Ω
=
⋃
dom µ is such that for A1 ∈ A there is N with A1 ∩ N ′′ ⊆ N ∈ µ --i `` {0} .
Now for A ⊆ µ --i `` R+ taking A ∈ A we have A 6= ∅ and hence A = A ∩ Ω ∈
µ --i `` R+ ∪ 1. whence A ∈ µ --i `` R+. To show that N ′ is µ – negligible, given any
A ∈ µ --i `` R+ we must find some N with A ∩ N ′ ⊆ N ∈ µ --i `` {0} . Using count-
able choice, we first find an increasing K ∈ N0 (K ∩ P
s
A) with µ ◦K→ µ A` . Then
we find N ∈ N0 (µ --i `` {0}) with K `i ∩ N ′ ⊆ N `i for all i ∈ N0 . Now it suffices
to take N = A \⋃ rng K ∪ ⋃ rng N .
To get the assertion concerning N ′′ given A we first take K as above. Then
noting that A ↓∩ (K `i) is countable for every i ∈ N0 by countable choice we get
K1 ∈ N0 (K ∩ Ps A) with
⋃
rng K \N ′ ⊆ ⋃ rng K1 and such that for every i ∈ N0
there is some A1 ∈ A with K1`i ⊆ A1 . Then again by countable choice we get
N ∈ N0 (µ --i `` {0}) with K1`i ∩ N ′′ ⊆ N `i for all i ∈ N0 . Since we already know
that N ′ is µ – negligible, we find some N1 with A ∩ N ′ ⊆ N1 ∈ µ --i `` {0} . Now
it suffices to take N = A \⋃ rng K ∪ ⋃ rng N ∪ N1 to get some N such that we
have A ∩ N ′′ ⊆ N ∈ µ --i `` {0} . 
The idea for the proofs of (1) ⇒ (3) and (2) ⇒ (4) above is taken from [ E ;
Proposition 4.14.9, p. 229 ] . Note that the logical structure of these proofs of the
implication ( i) ⇒ ( i++ ) is basically the following: Axioms −`
[ ( i) ⇒ ∃ Z ; P and [ Q or ¬ Q ] ] and
[ [ ∃ Z ; P and Q ] ⇒ ( i++ ) ] and [ [ ∀ Z ; P and ¬ Q ] ⇒ R or ¬ R ]
and [ R ⇒ S0 and ¬ S0 ] and [ ¬ R ⇒ R∗ or ¬ R∗ ]
and [ R∗ ⇒ S1 and ¬ S1 ] and [ ¬ R∗ ⇒ S2 and ¬ S2 ] .
30 Lemma (schema) . Let µ be a positive measure on Ω , and with K ∈ {tfR , tfC }
let Π ∈ t.v.s (K ) hold. Also let x ∈ Ω υ
s
Π and let X stand for any of “almost”
or “almost scalarly” or “almost simply”. Further, let A , N ′ be as in Definitions
27 (2) on page 15 above. If (x | A ; µ | P
s
A ,Π ) is X measurable for all A ∈ A ,
then (x ; µ ,Π ) is finitely X measurable.
Proof . Noting that we can write “X measurable” in the form “almost Z”,
assuming that (x | A ; µ | P
s
A ,Π ) is X measurable for every A ∈ A , for given
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A0 ∈ µ --i `` R+ it suffices to find some N ∈ µ --i `` {0} such that for B = A0\N
and µ0 = µ | Ps B and x0 = x | B it holds that (x0 ; µ0 , Π ) is Z. For this let-
ting N be the set of all pairs (A ,N1) with A ∈ A and N1 ∈ µ --i `` {0} and such
that for A1 = A \N1 it holds that (x | A1 ; µ | Ps A1 , Π ) is Z, by our assumption
A ⊆ dom N holds, and hence by the axiom of choice there is a function N0 ⊆ N
with A ⊆ dom N0 . Then taking A0 = A ∩ {A : A ∩ A0 ∈ µ --i `` R+} we have A0
countable, and for N ′′ = N ′ ∪ ⋃ (N0``A0) ∪ ⋃ (A \A0) ∩ A0 it holds that N ′′
is µ – negligible. Since N ′ ⊆ A0 holds, for some N we have N ′ ⊆ N ∈ µ --i `` {0} ,
and taking B as above, it is straightforward to verify that (x0 ; µ0 , Π ) is Z. 
Integration of scalar functions
Since for arbitrary functions u ⊆ Ω× [ 0 ,+∞ ] we need to consider upper inte-
grals
∫
u d µ where µ is a positive measure on Ω , we here shortly give the asso-
ciated formal definitions in order to make things precise. Note that in the definition
of the Lebesgue quasi -norm ‖x ‖
L pµ in Constructions 12 (2) on page 9 above we
already implicitly used the concept of upper integral.
31 Constructions ( positive, real and pseudo-usual integrals) .
(1)
∫
u dµ = uniqset t : µ ∈ dom µ [ 0 ,+∞ ] and
u ∈ dom u [ 0 ,+∞ ] and dom u ⊆ ⋃ dom µ and
t = sup
{ ∑ 〈 t · (µ`(σ --i `` {t})) : σ : t ∈ rng σ 〉 : µ :
σ ∈ dom σ R+ and dom σ ⊆ { η : σ`η ≤ u`η }
and rng σ is finite and {σ --i `` {t} : t ∈ U } ⊆ dom µ} ,
(2)
∫
u dµ = uniqset t : µ ∈ dom µ [ 0 ,+∞ ] and
u ∈ dom u [ 0 ,+∞ ] and dom u ⊆ ⋃ dom µ and
t = inf
{ ∫
v dµ : µ : v ∈ dom v [ 0 ,+∞ ] and
v --i ```TR ⊆ dom µ and dom u ⊆ { η : u`η ≤ v`η }
}
,
(3) +
∫
x dµ = uniqset t : t =
∫
x dµ =
∫
x dµ ,
(4) R
∫
x dµ = uniqset I1 : x a function and rng x ⊆ [−∞ ,+∞ ] and ∀ I , J ;
I = +
∫ 〈 sup { 0 , x`η } : η = η 〉 dµ and
J = +
∫ 〈 sup { 0 , −(x`η ) } : η = η 〉 dµ ⇒ I1 = I − J ,
(5)
∫
A
x dµ = uniqset I : A ⊆ ⋃ dom µ and ∃ Π, S ; x ∈ dom xS and
Π is complex pseudo-usual and Π 6= tfC and [ [ S =
C ∪ {−∞ ,+∞} and I = R∫ ( fRe x |A) dµ + i R∫ ( fIm x |A) dµ
∈ S ] or [ x 6= ∅ and I ∈ S = υ
s
Π and ∀ ` ; ` ∈ L (Π Rt , tfR)
⇒ ` I` = R∫ (` ◦ x | A) dµ ] ] .
From Constructions 31 (1) we get the lower integral of a“positive” valued func-
tion u with respect to a positive measure µ , and 31 (2) and 31 (3) give the cor-
responding upper and positive integral. The real integral of an extended real val-
ued function w.r.t. a positive measure is given in 31 (4) , and item (5) defines the
pseudo-usual integral. Without delving in the relevant formal definition given in
[ Hfs ] we shortly remark that pseudo-usual spaces E are such structured vector
spaces over some subfield K of the complex field fC that e.g. we have unambigu-
ously (x+ y )svsE = x+ y and (t x)svsE = t y for all x, y ∈ υs E and t ∈ υs K . If
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Π is pseudo-usual and I is any set with I ∈ { 1. , 2 .} or 3 . ⊆ Card I , then (X, S )
is pseudo-usual for any set S and any vector substructure X of σrdΠ
I ]vs .
32 Definitions. (1) Say that u is positive µ – measurable iff there is Ω such that µ
is a positive measure on Ω and u is a function with u ⊆ Ω× [ 0 ,+∞ ] and such
that u --i `` [ r,+∞ ] ∈ dom µ holds for all r ∈ R+ ,
(2) Say that u is fully positive µ – measurable iff
u is positive µ – measurable with dom u =
⋃
dom µ ,
(3) Say that σ is positive µ – simple iff there is Ω such that µ is a positive
measure on Ω and σ is a function with σ ⊆ Ω× R+ and such that rng σ is finite
and also {σ --i `` {t} : t ∈ U } ⊆ dom µ holds.
Thus in the case where µ is a positive measure, in Constructions 31 (2) above
we have t the infimum of the set of lower integrals of all positive µ – measurable
functions v dominating u in the sence that u`η ≤ v`η holds for all η ∈ dom u .
33 Lemma. Let µ be a positive measure. Then for all x the equivalences
+
∫
x dµ 6= U ⇔ 0 ≤ +∫ x dµ = ∫ x dµ = ∫ x dµ ≤ +∞
and 0 ≤ +∫ x dµ < +∞ ⇔ (∗) hold when (∗)
means that there exist positive µ – measurable functions u, v with u ≤ x ≤ v and∫
u dµ 6= +∞ and v --i `` R+ \ dom u ∪ { η : v`η 6= u`η ∈ U } ∈ µ --i `` {0} .
Proof . Assuming +
∫
x dµ 6= U we have +∫ x dµ = ∫ x dµ = ∫ x dµ = t for
some t ∈ U . Then taking σ = ∅ in Constructions 31 (1) we see that t = sup A
for some A with 0 ∈ A ⊆ [ 0 ,+∞ ] whence 0 ≤ t ≤ +∞ follows. Conversely, if we
have 0 ≤ +∫ x dµ ≤ +∞ , then +∫ x dµ ∈ U and hence +∫ x dµ 6= U .
Assuming 0 ≤ +∫ x dµ < +∞ from (1) and (2) in Constructions 31 we see exis-
tence of sequences u of positive µ – simple and v of positive µ – measurable func-
tions with lim i→∞
∫
w`i d µ = 0 for w = 〈〈 v`i`η − u`i`η : η = η 〉 : i ∈ N0 〉
and
∫
v`∅ d µ < +∞ and such that u`i ≤ u`i+ ≤ x ≤ v`i+ ≤ v`i holds for all
i ∈ N0 . Taking then u = 〈 sup { u`i`η : i ∈ N0} : u : η ∈
⋃
rng u 〉
and v = 〈 inf { v`i`η : i ∈ N0} : v : η ∈
⋂ { dom v : v ∈ rng v } 〉 , now
u and v are positive µ – measurable and hence
{ v --i `` R+ \ dom u, { η : v`η 6= u`η ∈ U }} ⊆ dom µ holds. If we
have v --i `` R+ \ dom u 6∈ µ --i `` {0} , we see that ∫ u d µ < ∫ v d µ holds, lead-
ing to a contradiction. Similarly we see that { η : v`η 6= u`η ∈ U } 6∈ µ --i `` {0} is
impossible. So we have v --i `` R+ \ dom u ∪ { η : v`η 6= u`η ∈ U } ∈ µ --i `` {0} .
The implication (∗) ⇒ 0 ≤ +∫ x dµ < +∞ is straightforward. 
Assuming that µ is a positive measure on Ω and that x is a function Ω→ C ,
from Lemma 33 via inspection of items (4) and (5) in Constructions 31 above we see
that I =
∫
Ω
x d µ 6= U implies that I ∈ C holds together with (x ; µ ,tfC) being
finitely almost µ – measurable. Thus in the case of an incomplete probability mea-
sure an integrable function need not be measurable according to our conventions.
34 Proposition. Let p ∈ R+ and let µ be a positive measure on Ω . Also let
w = 〈 u`η + v`η : η = η 〉
where u and v are any functions with u ∪ v ⊆ Ω× [ 0 ,+∞ ] .
Then ‖w ‖
L pµ ≤ sup { 1 , 2 p
−1−1} (‖u ‖
L pµ + ‖ v ‖L pµ) holds.
Proof . Let Mx = Ω [ 0 ,+∞ ] ∩ {ϕ : ϕ --i ```TR ⊆ dom µ
and ∀ η , t ; (η , t) ∈ x ⇒ t ≤ ϕ`η } .
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From [ J ; pp. 49 – 50 ] we know that the assertion holds under the additional re-
striction that we have u ∈ Mu and v ∈ M v with rng (u ∪ v ) ⊆ R , noting that it
is trivial if ‖u ‖
L pµ + ‖ v ‖L pµ = +∞ holds. From this one easily extends the result
to the case where the restriction +∞ 6∈ rng (u ∪ v ) is removed.
Now putting A = sup { 1 , 2 p−1−1} for the general case, to proceed indirectly,
suppose that we have A
(‖u ‖
L pµ + ‖ v ‖L pµ) < ‖w ‖L pµ and take any ε ∈ R+
with 2 A ε < ‖w ‖
L pµ − A
(‖u ‖
L pµ + ‖ v ‖L pµ) . Then there are ϕ ∈ Mu and
ψ ∈ M v with ‖ϕ ‖
L pµ < ‖u ‖L pµ + ε and ‖ψ ‖L pµ < ‖ v ‖L pµ + ε , whence with
χ = 〈 ϕ`η + ψ`η : η = η 〉 we obtain χ ∈ Mw and consequently
‖χ ‖
L pµ ≤ A
(‖ϕ ‖
L pµ + ‖ψ ‖L pµ)
< A
(‖u ‖
L pµ + ‖ v ‖L pµ) + 2 A ε < ‖w ‖L pµ , a contradiction. 
35 Remark. According to our updated definitional conventions in [ Hfs ] concerning
sums and products of elements in a pseudo-usual algebroid, if in Proposition 34 for
A = { dom u, dom v } we have ⋂ A 6= ∅ or ⋂ A = ∅ = ⋃ A , then also w = u+ v
holds. Hence under this additional assumption we could have written the expres-
sion for w a bit more simply. However, if
⋂
A = ∅ 6= ⋃ A holds and we also have
‖u ‖
L pµ 6= +∞ 6= ‖ v ‖L pµ , then u+ v = U and for this in place of w we would
get +∞ = inf ∅ = ‖U ‖
L pµ = ‖ u+ v ‖L pµ = ‖w ‖L pµ
≤ sup { 1 , 2 p−1−1} (‖u ‖
L pµ + ‖ v ‖L pµ) < +∞ , a contradiction.
A similar remark applies to ϕ , ψ , χ in the proof, thus having χ = ϕ+ ψ the func-
tion given by Ω 3 η 7→ ϕ`η + ψ`η since here Ω = dom ϕ = dom ψ holds.
We also suggest the reader to see [ AM ] for another kind of treatment of the
notational “plus-times” problem referred to above.
We also extend Ho¨lder’s inequality to upper integrals in the next
36 Proposition. Let 1 ≤ p < +∞ and let µ be a positive measure on Ω . Also let
w = 〈 u`η · (v`η ) : η = η 〉 where u and v are any functions with
u ∪ v ⊆ Ω× [ 0 ,+∞ ] . Then ∫ w d µ ≤ ‖u ‖
L pµ ‖ v ‖L p∗µ holds.
Proof . Let Mx be as in the proof of Proposition 34 above. For the indirect
verification, suppose now that we have ‖u ‖
L pµ ‖ v ‖L p∗µ <
∫
w d µ , and with
A =
{ ‖u ‖
L pµ , ‖ v ‖L p∗µ } then put M = sup A . We cannot have 0 ∈ A since by
a simple exercise this would force
∫
w d µ = 0 , contradicting our assumption. It
follows that M < +∞ holds, and we then take any ε with
0 < ε < inf { 1 , (2 M + 1) −1 ( ∫ w d µ− ‖u ‖
L pµ ‖ v ‖L p∗µ)
}
.
Now there are functions ϕ ∈ Mu and ψ ∈ M v with ‖ϕ ‖
L pµ < ‖u ‖L pµ + ε and
‖ψ ‖
L p
∗
µ < ‖ v ‖L p∗µ + ε , whence taking χ = 〈 ϕ`η · (ψ`η ) : η = η 〉 we then have
χ ∈ Mw and consequently by the usual Ho¨lder’s inequality extended to measurable
functions with values in [ 0 ,+∞ ] we obtain∫
w d µ ≤ ∫
Ω
χ d µ ≤ ‖ϕ ‖
L pµ ‖ψ ‖L p∗µ
<
(‖u ‖
L pµ + ε)
(‖ v ‖
L p
∗
µ + ε)
= ‖u ‖
L pµ ‖ v ‖L p∗µ +
(‖u ‖
L pµ + ‖ v ‖L p∗µ ) ε+ ε 2
≤ ‖u ‖
L pµ ‖ v ‖L p∗µ + (2 M + 1) ε <
∫
w d µ , a contradiction. 
37 Constructions (standard Lebesgue measures) .
(1) Cthµ = µ | {A : ∀B ∈ dom µ ; µ`(A ∩ B ) + µ`(B \A) ≤ µ B` } ,
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(2) µ ⊗ ν = uniqset µ1 : ∀ µ2 , µ3 ;
µ2 = { (A×B, s · t ) : (A , s) ∈ µ and (B, t) ∈ ν } and
µ3 =
〈
inf
{ ∑
(µ2 ◦ B ) : µ2 : B ∈ N0 (dom µ2) and
A ⊆ ⋃ rng B } : µ2 : A ⊆ ⋃ dom µ2 〉 ⇒ µ1 = Cthµ3 ,
(3) m NLeb =
uniqset µ1 : N ∈ N0 and [ [ N = ∅ and µ1 = 〈 0 , 1 〉 ] or
[ N 6= ∅ and ∀ B , J , µ , ν , ν1 ; J = { ] A ,B [ : A ,B ∈ R } and
ν1 = 〈B − A : J = ] A ,B [ ∈ J and A ≤ B 〉 and
ν =
〈 ∏
(ν1 ◦ I ) : B =
∏
c I and I ∈ NJ
〉
and B = dom ν
µ =
〈
inf
{ ∑
(ν ◦ B ) : B ∈ N0 B and A ⊆ ⋃ rng B } : A ⊆ N R 〉
⇒ µ1 = Cthµ ] ] ,
(4) mLeb = m
1.
Leb ◦
〈
1.A : A ⊆ R 〉 ,
(5)
∫ B
A
x = uniqset I : ∃ A , σ ; [ [ σ = 1 and A < B and A = ] A ,B [ ]
or
[
σ = −1 and B ≤ A and A = ] B ,A [ ] ]
and I = σ
∫
A
x d mLeb .
Saying that µ is an outer measure on Ω iff µ ∈ Ps Ω [ 0 ,+∞ ] and µ A` ≤ µ`B
and µ`
⋃
A ≤∑ (µ | A) hold whenever we have A ⊆ B ⊆ Ω and A ⊆ P
s
Ω with
A countable, essentially from [ D ; Lemma 3.1.8, Proposition 3.1.9, pp. 67 – 68 ] we
get the proof of the following
38 Proposition. If µ is an outer measure on Ω , then Cthµ is a complete positive
measure on Ω .
Thus by Proposition 38 in 37 (1) we have the standard Carathe´odory construc-
tion associating a complete positive measure with any outer measure. For N ∈ N ,
the function m NLeb is the standard complete Lebesgue measure on
N R defined on the
class of Lebesgue measurable subsets. The corresponding measure on R is mLeb .
Note that if we had not separately defined m 0.Leb = 〈 0 , 1 〉 = { (∅ , 0) , (1. , 1) } by
inserting “N = ∅ and µ1 = 〈 0 , 1 〉 ” in 37 (3) , then it would have given m 0.Leb =
2.×{+∞} . We also put m NLeB = m NLeb | σAlg TRN and mLeB = mLeb | σAlg TR get-
ting the restrictions of the Lebesgue measures to the standard Borel σalgebras.
Pettis integration of vector functions
In some places of the proof of Theorem A 1 we refer to something being Pettis. In
order to make the meaning of this explicit, we give the following
39 Definitions ( for Pettis integration) . (1) Say that c˜ is scalar integrable to x iff c˜
is an mv-map and for all K , E , µ ,Ω , x , u from c˜ = ( c ; µ , E ) and Ω =
⋃
dom µ
and K ∈ {tfR ,tfC } and dom2 τσrdE = υsK and u ∈ L (E ,K ) it follows that
u`x =
∫
Ω
u ◦ c d µ 6= U holds,
(2) E - Pettis
∫
A
c d µ = uniqset x : c a function and µ is a positive measure and
A ⊆ dom c ∩ ⋃ dom µ and ( c | A ; µ | P
s
A ,E ) is scalar integrable to x ,
(3) Say that c˜ is Pettis iff c˜ is an mv-map and for all A , E , µ , c from c˜ =
( c ; µ , E ) and A ∈ dom µ it follows that E - Pettis∫
A
c d µ 6= U holds.
Because of the manner we have put the definitions, from the discussion after
the proof of Lemma 33 on page 19 above, it follows that c˜ being Pettis implies it
being finitely almost scalarly measurable. Also from ( c ; µ , E ) being Pettis with
rng µ ∩ R+ 6= ∅ it follows that Card υ
s
E 6= 1. = Card υ
s
(E ′σ ) cannot hold. That
22 S. HILTUNEN
is, if µ and E are nontrivial, then also the dual of E must be such. For example
( c ; mLeb , L
1
2 (I)) cannot be Pettis, whereas ( c ; mLeb , `
1
2 (N0)) can.
To have at our disposal also some partially weaker and more general notions of
integrability of mv-maps, we put the following
40 Definitions. (1) Say that c˜ is scalarly integrable iff c˜ is an mv-map and for all
c , µ ,K , Π from c˜ = ( c ; µ ,Π ) and K ∈ {tfR ,tfC } and υ
s
K = dom2 τσrdΠ it
follows that for all ξ ∈ υ
s
Π \ { 0Π} there is u ∈ L (Π,K ) with u`ξ 6= 0 and for
all u ∈ L (Π,K ) and A ∈ dom µ it holds that ∫
A
u ◦ c d µ 6= U ,
(2) Say that c˜ is finitely scalarly integrable iff c˜ is an mv-map and for all c , µ ,
Π from c˜ = ( c ; µ ,Π ) and A ∈ µ --i `` R+ it follows that ( c | A ; µ | Ps A ,Π ) is
scalarly integrable,
(3) Say that c˜ is Gelfand iff c˜ is scalarly integrable and for all c , µ , A ,K , Π
from c˜ = ( c ; µ ,Π ) and K ∈ {tfR ,tfC } and υ
s
K = dom2 τσrdΠ and A ∈ dom µ
it follows that
〈 ∫
A
u ◦ c d µ : u ∈ L (Π,K ) 〉 is continuous τrd (Π ′ )→ τrdK .
A simple example of a Banach space valued mv-map that is Gelfand but not
Pettis is given in the following
41 Example. Let x˜ = (x ; µ ,Π ) where µ = 〈 cardA : A ⊆ N0 〉 and Π = co(N0) and
x = 〈 (N0 \ { i})×{0} ∪ { ( i , 1) } : i ∈ N0 〉 . For every A ⊆ N0 and ζ ∈ υs ` 1(N0)
then
∫
A
x`η · ζ d µ (η) = ∑ (ζ | A) , and hence x˜ is scalarly integrable. It is
also Gelfand since for λ = N0×{1} we have λ ∈ υs ` +∞(N0) with
∑
(λ · ζ | A) =∑
(ζ | A) = ∫
A
x`η · ζ d µ (η) for all A ⊆ N0 and ζ ∈ υs ` 1(N0) . Since we here
have λ 6∈ υ
s
Π , we see that x˜ is not Pettis.
B. Generalized Bochner spaces
In this section, we first give the formal construction of the generalized Lebesgue –
Bochner spaces spaces F = mvL p (µ ,Π ) and F1 =
mvL
s
p (µ ,Π ) of equivalence classes
of order p integrable functions x : Ω→ υ
s
Π when 0 ≤ p ≤ +∞ and µ is a positive
measure on some set Ω and Π is a real or complex topological vector space.
Then we establish the basic relevant properties of these spaces under the additional
assumption that the space Π is suitable.
For the construction of the space F , the functions x are required to be such
that x˜ = (x ; µ ,Π ) is finitely almost simply measurable in the sense of Definitional
schemata 21 on page 12 above. For F1 we instead require x˜ to be only finitely
almost scalarly measurable.
The integrability condition is formulated so that in the case p 6= 0 for any
bounded quasi -seminorm ν in Π we should have ‖ ν ◦ x ‖
L pµ < +∞ which in the
case p ∈ R+ is equivalent to the function a
bs
p ◦ ν ◦ x : Ω 3 η 7→ (ν ◦ x`η ) p pos-
sessing a dominating µ – integrable function ϕ : Ω→ [ 0 ,+∞ ] . Then∫
a
bs
p ◦ ν ◦ x d µ < +∞ holds, and this determines
by x 7→ ‖ ν ◦ x ‖
L pµ a corresponding quasi -seminorm.
For p = 0 no integrability is required, and in this case the topology is de-
termined by the quasi -semimetrics dA ν : (x, y ) 7→ ∫ md ◦ ν ◦ z d µ where with
given A ∈ µ --i `` R+ we have z = (Ω \A)×{ 0Π} ∪ 〈 (x`η − y`η )svsΠ : η ∈ A 〉 ,
and md = 〈 (1 + t)−1 t : t ∈ R+ 〉 hence R+ → [ 0 , 1 [ given by t 7→ (1 + t)−1 t .
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To get Hausdorff topologies for the spaces F and F1 , we finally take the quo-
tient space by the vector subspace N0 of functions x with
∫
A
u ◦ x d µ = 0 for all
A ∈ µ --i `` R+ and for all u ∈ L (Π,K ) .
Observe that if with K = tfR we have for example Π = L
1
2 (I) , then the dual
set L (Π,K ) = { υ
s
Π ×{0}} and hence the spaces F and F1 become trivial. For
Π = `
1
2 (N0) the situation is different since then Π has nontrivial dual.
42 Constructions (of generalized Lebesgue – Bochner spaces) .
(1) Lebnbh
pΞM =
uniqset V : 0 ≤ p ≤ +∞ and ∃K , µ ,Ω , Π ;
K ∈ {tfR ,tfC } and µ is a positive measure on Ω and
Π ∈ t.v.s (K ) and Ξ = (µ ,Π ) and [ [ p = 0 and
V = { V : ∃ ν , A , ε ; ν ∈ B
qnΠ and A ∈ µ --i `` R+ and ε ∈ R+ and
V = M ∩ {x : ∫ md ◦ ν ◦ x | A d µ < ε }} ] or [ p ∈ R+ and
V = { V : ∃ ν ∈ B
qnΠ ; V = M ∩ {x :
∫
a
bs
p ◦ ν ◦ x d µ < 1 }} ]
or [ p = +∞ and
V = { V : ∃ ν ∈ B
qnΠ ; V = M ∩ {x : ∀ A ∈ µ --i `` R+ ;
∃ N ∈ µ --i `` {0} ; sup (ν ◦ x [ A \N ] ) < 1 } } ] ] ,
(2) prL pΞMN0 =
uniqset F : Lebnbh
pΞM 6= U and
∀ µ ,Ω , Π, S , T, V , V0 , X, Y ; Ξ = (µ ,Π ) and Ω =
⋃
dom µ and
X = σrdΠ
Ω ]vs and V = LebnbhpΞM and
S =
⋂ {
[ Z V ]vsX : V ∈ V } and Y = X |S /vs N0 and
V0 = { vs Y ∩ {X : X ∩ V1 6= ∅ } : V1 ∈ V } and
T = { U : ∀ X ∈ U ; ∃ V ∈ V0 ; [ {X }+ V ]vs Y ⊆ U ⊆ υs Y }
⇒ M is a vector subspace in X and
N0 is a vector subspace in X |S and F = (Y, T ) ,
(3) mvL p (µ ,Π ) = uniqset F : ∃K ; K ∈ {tfR , tfC } and Π ∈ t.v.s (K ) and
∀M,N0 ,Ω , S , V , X ; Ω =
⋃
dom µ and X = σrdΠ
Ω ]vs and
M = υ
s
X ∩ {x : (x ; µ ,Π ) is finitely
almost simply measurable } and
V = Lebnbhp (µ ,Π )M and S =
⋂ {
[ Z V ]vsX : V ∈ V } and
N0 = S ∩ {x : ∀ A , u ; ∃ N ; A ∈ µ --i `` R+ and u ∈ L (Π,K )
⇒ N ∈ µ --i `` {0} and u ◦ x`` (A \N ) ⊆ {0} }
⇒ V 6= U and F = prL p (µ ,Π )MN0 ,
(4) mvL
s
p (µ ,Π ) = uniqset F : ∃K ; K ∈ {tfR ,tfC } and Π ∈ t.v.s (K ) and
∀M,N0 ,Ω , S , V , X ; Ω =
⋃
dom µ and X = σrdΠ
Ω ]vs and
M = υ
s
X ∩ {x : (x ; µ ,Π ) is finitely
almost scalarly measurable } and
V = Lebnbhp (µ ,Π )M and S =
⋂ {
[ Z V ]vsX : V ∈ V } and
N0 = S ∩ {x : ∀ A , u ; ∃ N ; A ∈ µ --i `` R+ and u ∈ L (Π,K )
⇒ N ∈ µ --i `` {0} and u ◦ x`` (A \N ) ⊆ {0} }
⇒ V 6= U and F = prL p (µ ,Π )MN0 ,
(5) mL p (µ) = mvL p (µ , tfR) , (6) mL p (µ)C = mvL
p (µ , (tfC)Rt) ,
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(7) vcL p (~Q ) = uniqset F : ∃K ; ~Q is a quasi -Euclidean K – vector column
and ∀ ` , N , µ ,Q, Υ , Π ; ~Q = (Q,Υ ,Π ) and N ∈ N0 and
` ∈ Lis(ΥRt , tvR N
)
and µ = 〈 r : A ⊆ Q and r = m NLeb` (` ``A ) 〉
⇒ µ`Q 6= U and F = mvL p (µ ,Π ) ,
(8) L p (Q Υ , Π ) =
vcL p ((Q,Υ ,Π )) ,
(9) L p (Q Υ ) = L
p (Q Υ ,
tfR) , (10) L p (Q Υ )C = L
p (Q Υ , (
tfC)Rt) ,
(11) L p (Q,Π ) = uniqset F : ∃ Υ ; Υ is quasi -usual over tfR
and Q ⊆ υ
s
Υ and F = L p (Q Υ , Π ) ,
(12) L p (Q) = L p (Q, tfR) , (13) L p (Q)C = L
p (Q, (tfC)Rt) .
43 Theorem. Let 0 ≤ p ≤ +∞ and let µ be a positive measure. With K ∈ {tfR ,tfC }
also let Π ∈ t.v.s (K ) and either F = mvL p (µ ,Π ) or F = mvL
s
p (µ ,Π ) . Then F ∈
TVS (K ) holds. If in addition 1 ≤ p and Π is almost suitable, then F ∈ LCS (K )
holds with F normable. Furthermore, for ν any dominating norm for Π it holds
that 〈 inf { ‖ ν ◦ x ‖
L pµ : x ∈ X } : X ∈ υs F 〉 is a compatible norm for F .
Proof . Let Ω =
⋃
dom µ and X = σrdΠ
Ω ]vs and
M = υ
s
X ∩ {x : (x ; µ ,Π ) is finitely almost S measurable }
where S stands for either “simply” or “scalarly”. Then X is a vector structure
over σrdK , and it is a straightforward standard exercise (to the reader) to verify
that M is a vector subspace in X . So X |M is a vector structure over σrdK . Now
for V = Lebnbhp (µ ,Π )M and S =
⋂ {
[ Z V ]vsX : V ∈ V } we first see that S ⊆
M holds and that S is a vector subspace in X . Hence X |S is a vector structure
over σrdK . For the set V ↓∩ S in X |S one verifies that the properties (NB 1) and
(NB 2) given in [ J ; p. 33 ] hold. Indeed, for given ν ∈ B
qnΠ utilizing the short-
hands ‖x ‖ν = ‖ ν ◦ x ‖L pµ and |||X |||ν = inf
{ ‖x ‖ν : x ∈ X } , in the case p 6= 0
from Proposition 34 on page 19 above, putting M = A · sup { 1 , 2 p−1−1}
where A is as on line 3 in (2) on page 4 above, we first see
that ‖ (x+ y )svsX ‖ν ≤ M
(‖x ‖ν + ‖ y ‖ν) holds for all x, y ∈ vsX . This gives
(NB 2) and (NB 1) follows trivially from the property given on line 2 in (2) above.
In the case p = 0 again (NB 1) is trivial, and (NB 2) is seen by observing that we
have 1 ≤ A and hence for all x, y ∈ S and η ∈ Ω it holds that
md ◦ ν ◦ (x+ y )vsX`η ≤ md`(A (ν ◦ x`η + ν ◦ y`η ))
≤ A (md ◦ ν ◦ x`η + md ◦ ν ◦ y`η )
whence further
∫
md ◦ ν ◦ (x+ y )vsX | A d µ
≤ A ( ∫ md ◦ ν ◦ x | A d µ + ∫ md ◦ ν ◦ y | A d µ) .
Consequently, we see that there is a unique vector topology T1 for X |S such that
with E = (X |S , T1) we have V ↓∩ S a filter base for No E .
Now letting N0 be as on lines 6–7 in Constructions 42 (3) or (4) , it is a simple
matter to verify that N0 is a vector subspace in X |S . So for Y = X |S /vs N0 and
F1 = E /tvs N0 we have F1 a topological vector space over K with σrdF1 = Y . Let-
ting V0 and T be as on lines 5–6 in Constructions 42 (2) , we have F = (Y, T ) and
from Lemma 19 on page 11 above we see that V0 is a filter base for No F1 , and
hence F = F1 ∈ t.v.s (K ) holds.
To prove that F ∈ TVS (K ) holds, we need to show that τrdF is a Hausdorff
topology. For this, arbitrarily fixing X ∈ υ
s
F \ { 0F } , in the case p 6= 0 it suffices
to show existence of some ν ∈ B
qnΠ such that |||X |||ν 6= 0 holds.
Duality of Bochner spaces 25
To proceed, fixing any x0 ∈ X , there are some u ∈ L (Π,K ) and A ∈ µ --i `` R+
with
∫
A
u ◦ x0 d µ 6= 0 and hence also
∫
A
| u ◦ x0`η | d µ 6= 0 .
Consequently for A1 = A ∩ { η : | u ◦ x0`η | 6= 0 }
and ν =
〈 | u`ξ | : ξ ∈ υ
s
Π 〉 now µ A`1 > 0 and ν ∈ SNΠ ⊆ BqnΠ hold.
For every x ∈ X and B ∈ µ --i `` R+ we have
∫
B
u ◦ x d µ = ∫
B
u ◦ x0 d µ
and hence there is some N ∈ µ --i `` {0} such that
u ◦ x`η = u ◦ x0`η and hence also ν ◦ x`η = ν ◦ x0`η holds for all η ∈ A1\N .
In the case p 6= 0 we hence
get 0 < ‖ ν ◦ x0 | A1 ‖L pµ = ‖ ν ◦ x | A1 ‖L pµ ≤ ‖x ‖ν .
Since this holds for arbitrarily given x ∈ X we consequently
obtain 0 < ‖ ν ◦ x0 | A1 ‖L pµ ≤ inf
{ ‖x ‖ν : x ∈ X } = |||X |||ν .
In the case p = 0 the above deduction gives
0 <
∫
A1
md ◦ ν ◦ x0 d µ =
∫
A1
md ◦ ν ◦ x d µ =
∫
md ◦ ν ◦ x | A1 d µ
for all x ∈ X and hence taking ε = ∫
A1
md ◦ ν ◦ x0 d µ and
V1 = M ∩ {x :
∫
md ◦ ν ◦ x | A1 d µ < ε }
and V0 = υs F ∩ {X : X ∩ V1 6= ∅ } we have X 6∈ V0 ∈ V0 .
Finally assuming that also 1 ≤ p holds and that Π is almost suitable, we fix any
dominating norm ν for Π . Then by Lemma 16 on page 11 above, we see that the
set { υ
s
F ∩ {X : n |||X |||ν < 1 } : n ∈ Z+
}
a filter base for No F . Consequently F
is locally convex and normable with a compatible norm as asserted. Note that we
get the triangle inequality ||| (X + Y )vs Y |||ν ≤ |||X |||ν + ||| Y |||ν for X , Y ∈ υs F from
inf { ‖ z ‖ν : z ∈ (X + Y )vs Y } ≤ inf { ‖x ‖ν : x ∈ X }+ inf { ‖ y ‖ν : y ∈ Y } ,
and that the implication |||X |||ν = 0 ⇒ X = 0F holds for all X ∈ υs F since we
already know that τrdF is a Hausdorff topology. 
44 Lemma. Let 0 ≤ p ≤ +∞ and let µ be a positive measure. With K ∈ {tfR ,tfC }
also let Π ∈ LCS (K ) be normable, and let F = mvL p (µ ,Π ) and x ∈ X ∈ υ
s
F and
y ∈ ⋃ υ
s
F . Then y ∈ X holds if and only if for every A ∈ µ --i `` R+ there is some
N ∈ µ --i `` {0} with x | (A \N ) ⊆ y .
Proof . The asserted sufficiency being trivial, we only verify necessity. So letting
y ∈ X and A ∈ µ --i `` R+ we need to get some N ∈ µ --i `` {0} with x | (A \N ) ⊆ y .
Now we first find some N1 ∈ µ --i `` {0} and simple sequences σ1 and σ2 in
(µ | P
s
(A \N1) , Π ) with evη ◦ σ1 → x`η and evη ◦ σ2 → y`η in top τrdΠ for all
η ∈ A \N1 . Then letting S be the linear σrdΠ – span of
⋃
rng (σ1 ∪ σ2) we have
τrdΠ ↓∩ S a separable topology, and for B1 the closed unit dual ball corresponding
to some fixed compatible norm for Π and for T = τrd ((Π/ S)
′
σ) ↓∩ B1 hence by [ J ;
Proposition 8.5.3, p. 157 ] we see that T is a metrizable and separable topology.
Let then D be countable and T – dense. Now by Hahn – Banach for every fixed
u ∈ D and for all B ∈ dom µ ∩ P
s
(A \N1) we have
∫
B
u ◦ x d µ = ∫
B
u ◦ y d µ
and hence there is some N ′ ∈ µ --i `` {0} with u ◦ x | (A \N ′) ⊆ u ◦ y . By countable
choice taking the union of these N ′ for u ∈ D we obtain N with N1 ⊆ N ∈ µ --i `` {0}
and u ◦ x | (A \N ) ⊆ u ◦ y for all u ∈ D . Then to get x | (A \N ) ⊆ y arbi-
trarily fixing η ∈ A \N and v ∈ L (Π,K ) by Hahn – Banach it suffices to have
v ◦ x`η = v ◦ y`η . Now we find some u ∈ N0D with evξ ◦ u→ v`ξ for all
ξ ∈ {x`η , y`η } and then we get
v ◦ x`η = lim (evx`η ◦ u) = lim (evy`η ◦ u) = v ◦ y`η . 
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From Lemma 44 we see in particular that in the case where µ is σfinite, elements
x, y ∈ ⋃ υ
s
F represent the same vector of F if and only if they are equal almost
everywhere in the classical sense. In the case p 6= 0 even without σfiniteness we
also see that corresponding to any given compatible norm ν for Π we have the
equality inf
{ ‖ ν ◦ z ‖
L pµ : z ∈ X } = ‖ ν ◦ x ‖L pµ for x ∈ X ∈ υs F .
On page 23 above we noted that for 0 ≤ p ≤ +∞ and e.g. for F = mvL p (µ ,Π )
with Π = L
1
2 (I) we have F trivial in the sense that υ
s
F = { 0F } holds. However,
in Constructions 42 (2) taking M =
⋃
υ
s
F = 0F and
N0 = M ∩ {x : ∀ ν ∈ BqnΠ ;
∫
a
bs
p ◦ ν ◦ x d µ = 0 }
we generally get a nontrivial space E = prL p (µ ,Π )MN0 such that e.g. for p =
1
2
and µ = mLeb | Ps I the spaces E and L p (I× I) become naturally linearly home-
omorphic. We leave the proof as an exercise to the reader.
45 Theorem. Let 1 ≤ p ≤ +∞ and with K ∈ {tfR ,tfC } let Π ∈ LCS (K ) be suit-
able. Let µ be a positive measure such that in the case p = +∞ it holds that µ is
almost decomposable. Then mvL
s
p (µ ,Π ) ∈ BaS (K ) holds. If in addition Π is Ba-
nachable, then also mvL p (µ ,Π ) ∈ BaS (K ) holds.
Proof . We give the proof for mvL
s
p (µ ,Π ) and leave it as an exercise to the
reader to make the slight modifications that are needed to get the assertion related
to mvL p (µ ,Π ) that is classical in the cases where p 6= +∞ holds or µ is σfinite.
For hint we only mention that [ D ; Theorem 4.2.2, p. 95 ] and [ D ; Corollary 4.2.7,
p. 97 ] together can be utilized to deduce that for the obtained y it then holds that
(y ; µ ,Π ) is finitely almost simply measurable.
Now we put Ω =
⋃
dom µ and X = σrdΠ
Ω ]vs and F = mvL
s
p (µ ,Π ) , and let
ν be any dominating norm for Π . By Theorem 43 only completeness of F has to be
verified. For this, it suffices to show that for any X ∈ N0 υ
s
F with ||| X `i |||ν < 4−(i
.
)
for all i ∈ N0 , the sequence Y = 〈 σrd2 F -
∑
k∈ i+ (X `k ) : i ∈ N0 〉 converges in the
topology τrdF . In order to get this, we first take some x ∈
∏
cX with ‖ x`i ‖ν <
4−(i
.
) for all i ∈ N0 , and put y = 〈 σrd2 Π -
∑
k∈ i+ (x`k ) : i ∈ N0 〉 .
First considering the case p = +∞ , letting A and N ′ be as in Definitions 27 (2)
on page 15 above, let N1 be the set of all (A ,N1) with A ∈ A and N1 ∈ µ --i `` {0}
and such that ν ◦ (x`i)`η < 4−(i .) holds for all i ∈ N0 and η ∈ A \N1 . Then we
have A ⊆ dom N1 , and hence by the axiom of choice there is a function N ⊆ N1
with A ⊆ dom N . Now taking N ′′ = N ′ ∪ ⋃ rng N , we see that N ′′ is µ – negli-
gible and such that ν ◦ (x`i)`η < 4−(i .) holds for i ∈ N0 and η ∈ Ω \N ′′ .
Letting Π0 be the Banachable space determined by the norm ν for σrdΠ , from
the above we see that for every fixed η ∈ Ω \N ′′ the sequence evη ◦ y converges
in the topology τrdΠ0 and hence also in the weaker topology τrdΠ . Taking
y = N ′′×{ 0Π} ∪ { (η , ξ ) : η ∈ Ω \N ′′ and evη ◦ y → ξ in top τrdΠ0 } ,
by Lemma 30 on page 17 above (y ; µ ,Π ) is finitely almost scalarly measurable.
It is also a simple exercise to see that y ∈ ⋃ υ
s
F holds, and that for the unique
class Y with y ∈ Y ∈ υ
s
F we indeed have Y → Y in top τrdF .
Next, for the case p < +∞ , we choose a sequence u of fully positive µ – mea-
surable functions such that for all i ∈ N0 and η ∈ Ω we have
ν ◦ (x`i)`η ≤ u`i`η and ∫
Ω
a
bs
p ◦ (u`i) d µ < 4−(i .) p . Putting
A i = { η : u`i`η ≥ 2−(i .) } and B i = ⋃ {A j : i ⊆ j ∈ N0 } , for i ∈ N0 we
have µ`A i · 2−(i .) p ≤ ∫
A i
a
bs
p ◦ (u`i) d µ ≤ ∫
Ω
a
bs
p ◦ (u`i) d µ < 4−(i .) p
and hence µ`A i < 2−(i
.
) p , whence further µ`B i < 2 (1− (i
.
)) p , and
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consequently for
N =
⋂ { B i : i ∈ N0 } , we get N ∈ µ --i `` {0} . For each fixed η ∈ Ω \N there
is i0 ∈ N0 with η 6∈ A i for all i ∈ N0 \ i0 . Hence for i ∈ N0 \ i0 , we have
ν ◦ (x`i)`η ≤ u`i`η < 2−(i .) , and consequently the sequence evη ◦ y
converges in the topology τrdΠ0 . It follows that
there is a function y : Ω→ υ
s
Π with y`η = 0Π for η ∈ N and
evη ◦ y → y`η in top τrdΠ for η ∈ Ω \N . This immediately gives that
(u ◦ y ; µ ,K ) is finitely measurable for every u ∈ L (Π,K ) .
To show that y ∈ ⋃ υ
s
F , we must verify that
∫
a
bs
p ◦ ν ◦ y d µ < +∞ holds.
For each fixed η ∈ Ω \N we have
ν ◦ y`η = lim i→∞ (ν `(σrdΠ -
∑
(evη ◦ x | i)))
= lim inf i→∞ (ν `(σrdΠ -
∑
(evη ◦ x | i)))
≤ lim inf i→∞
∑
(ν ◦ evη ◦ x | i) ≤ lim inf i→∞
∑
(evη ◦ u | i)
and hence by Fatou’s lemma we get∫
a
bs
p ◦ ν ◦ y d µ ≤ ∫
Ω
( lim inf i→∞
∑
(evη ◦ u | i)) p d µ (η)
=
∫
Ω
lim inf i→∞
(∑
(evη ◦ u | i)) p d µ (η)
≤ lim inf i→∞
∫
Ω
(∑
(evη ◦ u | i)) p d µ (η)
≤ lim inf i→∞
(∑
k∈ i
( ∫
Ω
(u`k`η ) p d µ (η)) p
−1) p
≤ lim inf i→∞
(∑
k∈ i 4
−(k .)
) p
=
(
4
3
) p
< +∞ .
So we have y ∈ ⋃ υ
s
F , and hence there is Y with y ∈ Y ∈ υ
s
F . It remains to show
that Y→ Y in top τrdF . For this, similarly as above, we compute∫
a
bs
p ◦ ν ◦ (y`i− y )vsX d µ ≤
∫
Ω
( lim inf j→∞
∑
k∈ j \ i+ u`k`η )
p d µ (η)
=
∫
Ω
lim inf j→∞
(∑
k∈ j \ i+ u`k`η )
p d µ (η)
≤ lim inf j→∞
∫
Ω
(∑
k∈ j \ i+ u`k`η )
p d µ (η)
≤ lim inf j→∞
(∑
k∈ j \ i+
( ∫
Ω
(u`k`η ) p d µ (η)) p
−1 ) p
≤ lim inf j→∞
(∑
k∈ j \ i+ 4
−(k .)
) p
= lim j→∞
(∑
k∈ j \ i+ 4
−(k .)
) p
= (3−1 4−(i
.
)
) p → 0 as i→∞ , whence the assertion. 
46 Corollary. Let 1 ≤ p ≤ +∞ and Π ∈ BaS (K ) with K ∈ {tfR ,tfC } . Let µ be a
positive measure such that in the case p = +∞ it holds that µ is decomposable. Also
let F = mvL p (µ ,Π ) , or let F = mvL p (µ ,Π ′σ) with Π reflexive or τrdΠ a separa-
ble topology. Then F ∈ BaS (K ) holds. Furthermore mvL p (µ ,Π ′σ) = mvL p (µ ,Π ′ )
holds when the space Π is reflexive.
Proof . The first alternative is immediate. For the second in the separable case
we note that by Proposition 22 on page 12 for Π1 = Π
′
σ we have F =
mvL
s
p (µ ,Π1) .
Since the conditions of Theorem 45 for Π1 in place of Π hold true, consequently
the assertion follows.
For the reflexive case putting F0 = L
p (µ ,Π ′

) , it suffices to verify that F = F0
holds, and this in turn follows if υ
s
F = υ
s
F0 can be established. Trivially every
Y ∈ υ
s
F0 is contained in some Y1 ∈ υs F . For the converse, letting y ∈
⋃
υ
s
F
and A ∈ µ --i `` R+ , there is N ∈ µ --i `` {0} such that (y | B ; µ | P
s
B,Π ′σ) is sim-
ply measurable for B = A \N . Hence by Proposition 24 on page 14 above also
(y | B ; µ | P
s
B,Π ′

) is simply measurable, and so (y | A ; µ | P
s
A ,Π ′

) is almost
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simply measurable. Having here A arbitrary, consequently y ∈ ⋃ υ
s
F0 holds, and
we are done. 
Note that by Banach – Steinhaus for the second alternative in Corollary 46 we
could weaken the assumption that Π ∈ BaS (K ) hold to requiring Π ∈ LCS (K )
with Π normable and barrelled. For an example of an incomplete normable bar-
relled space, see e.g. [ J ; 5.7.B , p. 97 ] .
Since in [ J ; 10.7, p. 214 ] the term quasi-normable is reserved for a different
meaning, for Proposition 47 below we here agree to say that a real or complex
topological vector space E is pseudonormable iff there is some ν ∈ B
qn E with
{ ν --i `` [ 0 , n−1[ : n ∈ Z+} a filter base for No E .
Now the Hausdorff quotients of pseudonormable spaces correspond to the lo-
cally bounded spaces in the following sense. If E is pseudonormable, then for
F = E /tvs
⋂ No E we have that F is locally bounded, and from [ J ; Theorem
6.8.3, p. 114 ] it follows existence of r, ν0 with 0 < r ≤ 1 and ν0 ∈ S r F with
ν0--i `` {0} ⊆ { 0F } and { ν0--i `` [ 0 , n−1
[
: n ∈ Z+} a filter base for No F . Now
with q = υ
s
E × υ
s
F ∩ { (x,X ) : x ∈ X } taking ν = ν0 ◦ q we see that ν ∈ S rE
with also { ν --i `` [ 0 , n−1[ : n ∈ Z+} a filter base for No E . Thus the zero neigh-
bourhoods of a pseudonormable space E are given by a single continuous r –
seminorm which is an r – norm if τrdE is a Hausdorff topogy. In particular, the
Hausdorff pseudonormable spaces are precisely the locally bounded ones.
47 Proposition. Let p ∈ R+ and let µ be a positive measure, and with K ∈
{tfR , tfC } let Π ∈ t.v.s (K ) be pseudonormable. Also let F = mvL p (µ ,Π ) and
D = υ
s
F ∩ {X : ∃ x ∈ X ; x is simple in (µ ,Π ) } . Then D is τrdF – dense.
Proof . Put Ω =
⋃
dom µ and let x ∈ X ∈ υ
s
F . Let ν ∈ S rΠ be such that
{ ν --i `` [ 0 , n−1[ : n ∈ Z+} is a filter base for No Π . Then we take some fully pos-
itive µ – measurable α with a
bs
p ◦ ν ◦ x ≤ α and ∫
Ω
α d µ < +∞ . Putting
An = α --i `` [ 2 n−1, 2 n [ we have {An : n ∈ Z } ⊆ µ --i `` R+ , and by countable
choice we find N ∈ µ --i `` {0} and S ∈ Z ( N0 U) such that for every n ∈ Z we have
S`n a simple sequence in (µ | P
s
An,Π ) with evη ◦ (S`n)→ x`η in top τrdΠ for
all η ∈ An \N . Then let S1 ∈ Z
( N0 U) be the unique one such that for all n ∈ Z
and i ∈ N0 and σ = S1` n`i we have σ ∈ An υsΠ and such that for all η ∈ An
and ξ1 = σ`η and ξ = S`n`i`η we have ξ1 = ξ if abs
p ◦ ν `ξ < 2 n holds, other-
wise having ξ1 = 0Π . Then for every n ∈ Z we have S1` n a simple sequence in
(µ | P
s
An,Π ) with evη ◦ (S1` n)→ x`η in top τrdΠ for all η ∈ An \N , and in
addition a
bs
p ◦ ν ◦ (S1` n`i) ≤ 2 α holds for all n ∈ Z and i ∈ N0 .
Letting Eσ = (Ω \ dom σ )×{ 0Π} ∪ σ we now take
σ = 〈 E ⋃ {S1` n`i : i : n ∈ Z and |n |a ≤ i .} : i ∈ N0 〉 thus obtaining a simple se-
quence σ in (µ ,Π ) with evη ◦ σ → x`η in top τrdΠ for all η ∈ Ω \N with
α `η 6= +∞ , and such that also a
bs
p ◦ ν ◦ (σ`i) ≤ 2 α holds for all i ∈ N0 . Not-
ing
∫
Ω
α d µ < +∞ and that from evη ◦ σ → x`η in top τrdΠ we get
lim i→∞ (abs
p ◦ ν `(σ`i`η − x`η )svsΠ ) = 0 it now follows from the dominated con-
vergence theorem that lim i→∞
∫
Ω
a
bs
p ◦ ν `(σ`i`η − x`η )svsΠ d µ (η) = 0 holds,
giving the conclusion. 
48 Proposition. Let 1 ≤ p ≤ +∞ and let µ be a positive measure on Ω , and with
K ∈ {tfR ,tfC } let Π ∈ BaS (K ) and F = mvL p (µ ,Π ) . Also let
F1 =
mvL p
∗
(µ ,Π ′σ) or F1 =
mvL
s
p∗(µ ,Π ′σ) . For
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β = υ
s
F × υ
s
F1× C ∩ { (X , Y , t) : ∀ x ∈ X , y ∈ Y ; t =
∫
Ω
y . x d µ } ,
then β is a continuous bilinear map F u F1 →K
with 〈 β ( · , Y ) : Y ∈ υ
s
F1 〉 an injection.
Proof . First we note that β is trivially a function since the vectors of F and F1
are nonempty sets. Further, if we know (∗) that υ
s
F × υ
s
F1 ⊆ dom β holds, then
bilinearity is readily seen. So we only need to prove (∗) together with continuity
and the last nondegeneracy assertion. For short let I x y =
∫
Ω
y . x d µ .
For (∗) arbitrarily given x, x1 ∈ X ∈ υs F and y , y1 ∈ Y ∈ υs F1 , we need to
verify that I x y = I x1 y1 ∈ C holds. For this we first note that I x y ∈ C under
the additional assumption that (x ; µ ,Π ) is a simple mv-map. Indeed, in this case
I x y a finite sum of expressions of the type
∫
A
evξ ◦ y d µ where ξ ∈ υsΠ and
A ∈ µ --i `` R+ . Noting that we here have
evξ ◦ y | A ∈
⋃
υ
s
mvL p
∗
(µ | P
s
A ,K ) ⊆ ⋃ υ
s
mvL 1 (µ | P
s
A ,K ) ,
the assertion follows. Directly from the definition we then see that I x y = I x y1
holds. Then considering the general x first with p 6= +∞ and taking a compatible
norm ν for Π and letting ν1 be the corresponding dual norm, similarly as in the
proof of Proposition 47 above we find a simple sequence σ in (µ ,Π ) and some
N ∈ µ --i `` {0} and a positive µ – measurable α with ∫
Ω
α d µ < +∞ and such
that a
bs
p ◦ ν ◦ (σ`i) ≤ 2 α holds for all i ∈ N0 and also
evη ◦ σ → x`η in top τrdΠ for all η ∈ Ω \N . Then with
A = α --i [ U \ {0} ] \N we take a positive µ – measurable α1 with
‖α1 ‖L p∗µ < +∞ and ν1 ◦ z | A ≤ α1 for z ∈ { y , y1} . For
α2 = 2
p−1 a
bs
p−1 ◦ α ·α1 now 〈 z . (σ`i) | A : i ∈ N0 〉 converges pointwise to
z . x | A and is dominated by α2 for which Ho¨lder’s inequality gives
‖ α2 ‖L 1µ ≤ ( 2
∫
Ω
α d µ) p
−1 ‖α1 ‖L p∗µ < +∞ . Consequently, by the dominated
convergence theorem we obtain
I x y =
∫
A
y . x d µ = lim i→∞
∫
A
y . (σ`i) d µ
= lim i→∞
∫
A
y1 . (σ`i) d µ =
∫
A
y1 . x d µ = I x y1 ∈ C .
In the case p = +∞ we modify the above deduction as follow. Indeed, now we
have p ∗ = 1 and taking a positive µ – measurable α1 with ‖α1 ‖L 1µ < +∞ and
ν1 ◦ z ≤ α1 for z ∈ { y , y1} we let A = { α1--i `` [ 2 n−1, 2 n [ : n ∈ Z } . Then we
find M ∈ R+ and N ∈ µ --i `` {0} such that for B = ⋃ A \N we have
ν ◦ x | B ≤ B ×{M } . Now with the notation E xA = (Ω \A)×{ 0Π} ∪ (x | A)
a slight modification of the above deduction gives us I E xA y = I E xA y1 ∈ C for
all A ∈ A . Then again by dominated convergence we obtain
I x y = I E xB y =
∑
A∈A I E xA y
=
∑
A∈A I E xA y1 = I E xB y1 = I x y1 ∈ C .
Now for the general case by the above we get I x y = I x y1 = I x1 y1 by noting
that for some N ∈ µ --i `` {0} we have y . x`η = y . x1` η for all η ∈ Ω \N .
For continuity putting |||X |||ν = inf
{ ‖ ν ◦ x ‖
L pµ : x ∈ X } and
||| Y |||ν1 = inf
{ ‖ ν1 ◦ y ‖L p∗µ : y ∈ Y } ,
by Theorem 43 on page 24 above it suffices that we have
| β `(X , Y ) | ≤ |||X |||ν ||| Y |||ν1
for X ∈ υ
s
F and Y ∈ υ
s
F1 . By Proposition 36 on page 20 for x ∈ X and y ∈ Y
we have | β `(X , Y ) | ≤ ‖ ν ◦ x ‖
L pµ ‖ ν1 ◦ y ‖L p∗µ trivially giving the result.
Finally, letting 0F1 6= Y ∈ υs F1 we need to show existence of some X ∈ υs F with
β `(X , Y ) 6= 0. Now, by Y 6= 0F1 there are y ∈ Y and A ∈ µ --i `` R+ and ξ ∈ υsΠ
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with
∫
A
evξ ◦ y d µ 6= 0 . Then taking x = (Ω \A)×{ 0Π} ∪ (A×{ξ }) there is
X with x ∈ X ∈ υ
s
F , and we now have β `(X , Y ) =
∫
A
evξ ◦ y d µ 6= 0 . 
49 Corollary. Let 1 ≤ p ≤ +∞ and let µ be a positive measure on Ω and with
K ∈ {tfR ,tfC } let Π ∈ BaS (K ) . Also let F = mvL p (µ ,Π ) and let
F1 ∈ { mvL p
∗
(µ ,Π ′

) , mvL p
∗
(µ ,Π ′σ) ,
mvL
s
p∗(µ ,Π ′σ) } and
ι = υ
s
F1×U ∩ { (Y , U ) : ∀ y ∈ Y ;
U = υ
s
F × C ∩ { (X , t) : ∀ x ∈ X ; t = ∫
Ω
y . x d µ }} .
Then ι ∈ L (F1 , F ′ ) holds with ι an injection.
Proof . Note that although written differently, the ι above is precisely the same
as in Theorem A 1 above. Now we first see that the assertion directly follows from
Proposition 48 above in the cases where F1 =
mvL p
∗
(µ ,Π ′σ) or F1 =
mvL
s
p∗(µ ,Π ′σ)
holds. For the case F1 =
mvL p
∗
(µ ,Π ′

) putting F0 =
mvL p
∗
(µ ,Π ′σ) and letting ι0
be the corresponding ι in the corollary, taking ι1 = υs F1× F0 ∩ { (X , Z ) : X ⊆ Z }
we then have ι = ι0 ◦ ι1 . Trivially having ι1 ∈ L (F1 , F0) we get ι ∈ L (F1 , F ′ )
and we only need to show that ι1 is injective. Indeed, supposing that we have
x ∈ X and (X , 0F0 ) ∈ ι1 , for arbitrarily given A ∈ µ --i `` R+ and w ∈ L (Π ′ ,K )
we then must show that
∫
A
w ◦ x d µ = 0 holds. In order to get this, we first note
that there are some N ∈ µ --i `` {0} and a separable linear subspace S1 in Π ′ with
x [ A \N ] ⊆ S1 . Then from Lemma 18 on page 11 above we get existence of some
ξ ∈ N0 υ
s
Π with rng ξ ∈ B
s
Π and such that w`u = lim (u ◦ ξ ) holds for every
u ∈ S1 . Now for all η ∈ A \N we have
w ◦ x`η = lim (x`η ◦ ξ ) = lim i→∞ ( evξ i` ◦ x`η ) .
Since x ∈ X ⊆ 0F0 holds, for any fixed ξ ∈ υsΠ we have
∫
A\N evξ ◦ x d µ = 0 .
From x ∈ ⋃ υ
s
F1 we see that x | A ∈
⋃
υ
s
mvL 1 (µ | P
s
A ,Π ′

) holds, and taking
into account rng ξ ∈ B
s
Π we get existence of some positive µ – measurable α
with ‖α ‖
L 1µ < +∞ and such that abs1 ◦ evξ i` ◦ x | A ≤ α holds for all i ∈ N0 .
Then by dominated convergence we obtain∫
A
w ◦ x d µ = ∫
A\N w ◦ x d µ = lim i→∞
∫
A\N evξ i` ◦ x d µ = 0 . 
In the next lemma we utilize the formal definitions
Ω,Π ξA = (Ω \A)×{ 0Π} ∪ (A×{ξ }) and
b p,µ,Π ξA = uniqset X :
⋃
dom µ,Π ξA ∈ X ∈ υs mvL p (µ ,Π ) .
If µ is a positive measure on Ω , for all A ∈ µ --i `` R+ and ξ ∈ υsΠ thus Ω,Π ξA
is the simple function Ω→ υ
s
Π that has the value ξ at points η ∈ A and 0Π else-
where. Then b p,µ,Π ξA is the unique vector of mvL p (µ ,Π ) having Ω,Π ξA as one
of its representatives.
50 Lemma. Let 1 ≤ p < +∞ and let µ be a positive measure on Ω . Also with
K ∈ {tfR , tfC } let Π ∈ BaS (K ) with ν a compatible norm and
ν1 = 〈 sup (abs1 ◦ u ◦ ν --i `` I ) : u ∈ L (Π,K ) 〉
and F = mvL p (µ ,Π ) and U ∈ L (F ,K ) , and let (y ; µ ,Π ′σ) be finitely almost
scalarly measurable with ‖ ν1 ◦ y ‖L p∗µ < +∞ and such that
U `b p,µ,Π ξA =
∫
A
evξ ◦ y d µ holds for all A ∈ µ --i `` R+ and ξ ∈ υsΠ .
Then y ∈ ⋃ υ
s
mvL
s
p∗(µ ,Π ′σ) holds with
U = υ
s
F × C ∩ { (X , t) : ∀ x ∈ X ; t = ∫
Ω
y . x d µ } .
Proof . We get y ∈ ⋃ υ
s
mvL
s
p∗(µ ,Π ′σ) directly from the definition, and hence
only the last formula has to be verified. To get this, we note that for X and x with
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rng x finite and x ∈ X ∈ υ
s
F , i.e. for some finite function S ⊆ (µ --i `` R+)× υ
s
Π
with dom S disjoint and x = σrdΠ
Ω ]vs -
∑
A∈ dom S
Ω,Π (S A`)A we trivially have
U X` =
∑
A∈ dom S
∫
A
y`η`(S A`) d µ (η) =
∫
Ω
y . x d µ
and by Proposition 36 with α = 〈 ν1 ◦ y`η · (ν ◦ x`η ) : η = η 〉 we get∣∣ ∫
Ω
y . x d µ | = ∣∣ ∑A∈ dom S ∫A y`η`(S A`) d µ (η) |
≤∑A∈ dom S ∫A | y`η`(S A`) | d µ (η)
≤∑A∈ dom S ∫ ν `(S A`) (ν1 ◦ y | A) d µ
≤ ∫ α d µ ≤ ‖ ν1 ◦ y ‖L p∗µ ‖ ν ◦ x ‖L pµ .
Since by Proposition 47 on page 28 above the set of vectors with simple represen-
tatives is τrdF – dense, from Corollary 49 it follows that U X` =
∫
Ω
y . x d µ holds
for all x,X with x ∈ X ∈ υ
s
F , and this is precisely what we needed. 
51 Proposition. Let µ be an almost decomposable positive measure on Ω , and with
K ∈ {tfR , tfC } let F = mvL 1 (µ ,K ) and F1 = mvL +∞ (µ ,K ) and
ι1 = 〈 υs F × C ∩ { (X , t) : ∀ x ∈ X , y ∈ Y ; t =
∫
Ω
x · y d µ } : Y ∈ υ
s
F1 〉 .
Then ι1 ∈ Lis(F1 , F ′ ) holds.
Proof . Taking p = 1 and Π = K in Corollary 49 above, we see that ι1 is a
continuous linear injection F1 → F ′β . Since F is normable by Theorem 43 above,
by Corollary 46 the spaces F1 and F
′

are Banachable, and so by the open mapping
theorem we only need to prove that L (F ,K ) ⊆ rng ι1 holds. To establish this,
arbitrarily fixing U ∈ L (F ,K ) , let
M = sup
{ | U X` | : X ∈ υ
s
F and ∀ x ∈ X ; ∫
Ω
| x`η | d µ (η) ≤ 1 } ,
and let A and N ′ be as in Definitions 27 (2) on page 15 above. Then M ∈ R+
holds, and we let Y1 be the set of all pairs (A1 , y1) with A1 ∈ A and
y1 ∈
⋃
υ
s
mvL +∞ (µ | P
s
A1 ,K ) and sup rng (abs1 ◦ y1) ≤ M and
such that U X` =
∫
A1
x · y1 d µ
holds for all x,X with x ∈ X ∈ υ
s
F and x --i `` [ C \ {0} ] ⊆ A1 .
Then from [ D ; Theorem 6.4.1, p. 162 ] we know that A ⊆ dom Y1 holds, and
hence by the axiom of choice there is a function Y ⊆ Y1 with A ⊆ dom Y1 ⊆ dom Y .
Taking y = N ′×{0} ∪ ⋃ rng Y , by Lemma 30 on page 17 above (y ; µ ,K ) now
is finitely almost measurable, and hence y ∈ Y holds for some Y ∈ υ
s
F1 .
Then for given x ∈ X ∈ υ
s
F letting A0 = A ∩ {A :
∫
A
a
bs
1 ◦ x d µ 6= 0 } , we
have A0 countable. If A0 is infinite, we take any bijection A : N0 → A0 , and if
it is finite, for some N ∈ N0 we first take a bijection A0 : N → A0 and then put
A = (N0 \ N )×{∅} ∪ A0 . Let now B =
〈 ⋃
(A | i) : i ∈ N0 〉 and
x i = (Ω \ (B`i))×{0} ∪ (B`i×{1}) and
x = 〈 (Ω \ (A`i))×{0} ∪ (x | (A`i)) : i ∈ N0 〉
and X = 〈 uniqset X : x`i ∈ X ∈ υ
s
F : i ∈ N0 〉
and Y = 〈 σrdF -
∑
(X | i) : i ∈ N0 〉 .
Then we have Y → X in top τrdF and hence also U ◦ Y → U X` . Consequently,
by dominated convergence we obtain
U X` = lim i→∞ (U ◦ Y `i) = lim i→∞
∑
k∈ i (U ◦ X `k )
= lim i→∞
∑
k∈ i
∫
A`k
x · y d µ = lim i→∞
∫
B i`
x · y d µ
= lim i→∞
∫
Ω
x · y · x i d µ = ∫
Ω
x · y d µ = ι 1` Y `X . 
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For a topology T we say that that T is separably metrizable iff T is a metrizable
topology and there is a countable D ⊆ ⋃ T with ⋃ T ⊆ Cl T D . In particular then
D is T – dense. Now, for the purpose of Lemma 53 below we put the following
52 Definitions. (1) Say that C is separably uniform metrizable in E iff E is a real
or complex topological vector space and there are some nonempty countable sets
D,U with D ⊆ C ⊆ υ
s
E and U ⊆ No E and such that D is τrdE ↓∩ C – dense
and for every x ∈ C it holds that { [ {x}+ U ]svsE ∩ C : U ∈ U } is a filter base
for Nbh(x, τrdE ↓∩ C ) ,
(2) Say that E is countably separably convex metrizable iff E is a real or complex
Hausdorff locally convex space and there is a countable C with υ
s
E =
⋃
C and
such that C is separably uniform metrizable in E for every C ∈ C .
Examples of countably separably convex metrizable spaces are all locally convex
spaces E with τrdE separably metrizable as well as countable strict inductive
limits of such spaces. In particular, for example D (R) and C ∞(R) are countably
separably convex metrizable. Also Π ′σ is countably separably convex metrizable
when Π is normable with τrdΠ a separable topology.
Note that by the metrization theorem [ K ; 6.13, p. 186 ] the “uniform” filter
base condition in Definitions 52 (1) implies that τrdE ↓∩ C is a metrizable topology.
We leave it as an open problem whether we would have obtained an equivalent
definition if in 52 (1) instead of that uniformity condition we had just required
τrdE ↓∩ C to be a metrizable topology. We also remark that the definition given
above is precisely what we need in the next
53 Lemma. Let Π be countably separably convex metrizable, and let C be closed
and convex in Π . Also let (x ; µ ,Π ) be finitely scalarly integrable and such that∫
A
u ◦ x d µ ∈ { µ A` · t : t ∈ u`` C }
for A ∈ µ --i `` R+ and u ∈ L (Π Rt ,tfR) . Then x --i [ υsΠ \ C ] is µ – negligible.
Proof . Let C be as in Definitions 52 (2) above when in place of E we have
taken the Π in the lemma. Then taking into account (NB 2) in [ J ; p. 33 ] by
dependent choice we find countable sets D ⊆ υ
s
Π and P ⊆ C× (τrdΠ ∩ No Π )
with C ⊆ dom P and such that for (C1 , U ) ∈ P and U = P `` {C1} it holds that
U is absolutely σrdΠ – convex and there is V ∈ U with [ V + V ]svsΠ ⊆ U and
also C1 ∩ D is τrdΠ ↓∩ C1 – dense and for every ξ ∈ C1 it holds that{
[ {ξ }+ V ]svsΠ ∩ C1 : V ∈ U } is a filter base for Nbh( ξ , τrdΠ ↓∩ C1) .
Now we let R be the countable set of all triplets (C1 , ξ , U1) such that there is
U with (C1 , U ) ∈ P and ξ ∈ C1 ∩ D and U1 = [ {ξ }+ U ]svsΠ and C ∩ U1 = ∅ .
Then by Hahn – Banach [ J ; 7.3.2 , p. 130 ] in conjunction with countable choice
we get existence of a function R→ L (Π Rt ,tfR) with the property that
sup (u`` C ) < u`ξ1 holds for (C1 , ξ , U1 , u) ∈ S and ξ1 ∈ U1 .
Now taking O = {u --i `` ] sup (u`` C ) ,+∞ [ : u ∈ rng S } , we have υ
s
Π \ C =⋃
O . Indeed, trivially
⋃
O ⊆ υ
s
Π \ C holds, and for the converse inclusion ar-
bitrarily fixing ξ0 ∈ υsΠ \ C we first find some C1 with ξ0 ∈ C1 ∈ C . Then
we find U ∈ P `` {C1} such that for U0 = [ { ξ0}+ U ]svsΠ we have C ∩ U0 = ∅ .
We further find V ∈ P `` {C1} with [ V + V ]svsΠ ⊆ U and then there is some
ξ ∈ C1 ∩ D with ( ξ − ξ0)svsΠ ∈ V . Now putting U1 = [ {ξ }+ V ]svsΠ we have
(C1 , ξ , U1) ∈ R = dom S and hence there is u with (C1 , ξ , U1 , u) ∈ S . Noting
that now ξ0 ∈ U1 ⊆ u --i `` ] sup (u`` C ) ,+∞ [ holds, we obtain ξ0 ∈
⋃
O .
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Now, to prove that x --i [ υ
s
Π \ C ] is µ – negligible, arbitrarily fixing
A0 ∈ µ --i `` R+ , by countable choice and the discussion after the proof of Lemma
33 on page 19 we find N1 ∈ µ --i `` {0} and a function Φ : rng S→ A0 R such that
(ϕ ; µ | P
s
A0 ,
tfR) is measurable and such that u ◦ x`η = ϕ`η holds for (u, ϕ) ∈ Φ
and η ∈ A0 \N1 . For A ∈ dom µ ∩ Ps A0 we then also have∫
A
ϕ d µ =
∫
A
u ◦ x d µ ∈ { µ A` · t : t ∈ u`` C } . Now u`` C is a real interval and
hence for N ′ = ϕ --i [ R \ u`` C ] we have N ′ ∈ dom µ ∩ P
s
A0 . Since 0 < µ`N
′
would trivially give a contradiction, we in fact have N ′ ∈ µ --i `` {0} . Then count-
able choice gives us existence of N with N1 ⊆ N ∈ µ --i `` {0} and such that
ϕ [ A0 \N ] ⊆ u`` C holds for (u, ϕ) ∈ Φ . It being a trivial exercise to check that
now x --i [ υ
s
Π \ C ] ∩ A0 ⊆ N holds, we are done. 
From Lemma 53 we obtain the following immediate
54 Corollary. Let µ be a positive measure on Ω with µ`Ω < +∞ , and with M ∈ R+
and ϕ ∈ ⋃ υ
s
mL 1 (µ , tfC) let
∣∣ ∫
A
ϕ d µ | ≤ M (µ A`) hold for all A ∈ dom µ . Then
there is N ∈ µ --i `` {0} such that | ϕ`η | ≤ M holds for all η ∈ Ω \N .
55 Lemma. Let K ∈ {tfR ,tfC } and let µ be a positive measure with
µ`
⋃
dom µ < +∞ . Also let K ∈ B
s
mvL 1 (µ ,K ) . Then K is relatively
τrd (
mvL 1 (µ ,K )σ) – compact if and only if for every ε ∈ R+ there is δ ∈ R+
such that ‖ ϕ | A ‖
L 1µ < ε holds for all ϕ ∈
⋃
K and A ∈ µ --i `` [ 0 , δ [ .
Proof . The assertion is already in [ DP ; Theorem 3.2.1, p. 376 ] , although one
should note that “weakly compact” there means “relatively weakly sequentially
compact”. To get a proper proof, suitably adapt the proof of [ E ; Theorem 4.21.2,
pp. 274 – 275 ] . Since we shall below need the “if ” part, we here give an explicit
proof of it. Indeed, letting (∗) denote the asserted sufficient condition, and putting
E = mvL 1 (µ ,K ) and F = mvL +∞ (µ ,K ) , let ε = 〈 evΦ | L (E ,K ) : Φ ∈ υs E 〉
and ι = ι2 ◦ ε where ι2 : E ′′ → F ′ is the transpose of ι1 : F → E ′ when ι1 is
as in Proposition 51 on page 31 above. Then ι is a strict morphism Eσ → F ′σ in
the sense of [ H ; Definition 2.5.1, p. 100 ] . Now assuming that (∗) holds, since
by Alaoglu’s theorem from K ∈ B
s
E we know that Cl τrd (F ′σ) ( ι ``K ) is τrd (F
′
σ ) –
compact, it suffices to prove that Cl τrd (F ′σ) ( ι ``K ) ⊆ rng ι holds.
Thus arbitrarily given w ∈ Cl τrd (F ′σ) ( ι ``K ) with Ω =
⋃
dom µ and
xA = (Ω \A)×{0} ∪ (A×{1})
and XA = uniqset Ψ : xA ∈ Ψ ∈ υ
s
F putting λ = 〈 w`XA : A ∈ dom µ 〉 we see that
now λ is a real or complex measure that is absolutely µ – continuous.
Indeed, given ε ∈ R+ by (∗) there is δ ∈ R+ such that for all A ∈ µ --i `` [ 0 , δ [ we
have | z`XA | ≤ ε for all z ∈ ι ``K and hence also | λ A` | = | w`XA | ≤ ε holds.
Note that λ is trivially finitely additive, and that countable additivity then follows
from the established absolute continuity. Now by Radon – Nikodym there is some
ϕ ∈ ⋃ υ
s
E with w`XA = λ A` =
∫
A
ϕ d µ for all A ∈ dom µ . Then there is Φ
with ϕ ∈ Φ ∈ υ
s
E , and noting that the linear σrdF – span of { XA : A ∈ dom µ }
is τrdF – dense, we first see that w`Ψ =
∫
Ω
ϕ · ψ d µ holds for ψ ∈ Ψ ∈ υ
s
F . Then
we get w = ι`Φ ∈ rng ι from
w`Ψ =
∫
Ω
ϕ · ψ d µ = ι 1` Ψ`Φ = ε`Φ`( ι 1` Ψ )
= ε`Φ ◦ ι 1` Ψ = ι 2` (ε`Φ )`Ψ = ι2 ◦ ε`Φ`Ψ = ι`Φ`Ψ . 
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C. Lifting and integral representations
As auxiliary results for the proof of Theorem A 1 we reformulate some forms of the
Dunford – Pettis theorem [ E ; 8.17.6 – 8, p. 584 ] in Propositions 58 and 60 below.
The essential content of [ E ; Lemma 8.17.1 (a) , p. 579 ] is in the following
56 Proposition. Let µ be an almost decomposable positive measure on Ω , and with
K ∈ {tfR ,tfC } and G = mvL +∞ (µ ,K ) let S be a vector subspace in σrdG such
that τrdG ↓∩ S is a separable topology.
Then a choice function c ∈ L (G/S , ` +∞ (Ω ,K )) exists.
Proof . Letting σrdG |S = (a , c) and R = { s+ t *ı : s, t ∈ Q } we first put X =
(a , c | (R× S )) and consider vector subspaces in the possibly complex rational
vector space X . Thus, letting D be countable and τrdG ↓∩ S – dense, let S1 be
the linear X – span of D. Then let B be a linear basis of X |S1 . By count-
able choice there is a choice function c0 of B, and we let c¯0 be its unique lin-
ear extension X |S1 → σrdK Ω ]vs | ⋃ S . Letting A and N be as in Definitions
27 (2) on page 15 above, for every fixed A ∈ A we then see existence of some
N1 ∈ µ --i `` {0} such that | c¯0`Φ`η | ≤ sup
{ | ϕ`η | : η ∈ A } holds for ϕ ∈ Φ ∈ S1
and η ∈ A \ N1 . Then by the axiom of choice from the property of being al-
most decomposable we see existence of a µ – negligible N ′ such that | c¯0`Φ`η | ≤
sup
{ | ϕ`η | : η ∈ Ω } holds for ϕ ∈ Φ ∈ S1 and η ∈ Ω \ N ′ . Now taking
c1 = 〈 c¯0`Φ | (Ω \N ′) ∪ (N ′ ×{0}) : Φ ∈ S1 〉 , we have c1 a linear map X |S1 →
σrd `
+∞ (Ω ,K ) and also | c1`Φ`η | ≤ sup
{ | ϕ`η | : η ∈ Ω } holds for ϕ ∈ Φ ∈ S1
and all η ∈ Ω . Then by density of S1 and completeness of ` +∞ (Ω ,K ) letting c be
the unique continuous extension of c1 we first get c ∈ L (G/S , ` +∞ (Ω ,K )) , and
further using classical convergence results for sequences of measurable functions we
see that also c is a choice function. 
For a positive measure µ on Ω and for X = σrd
mL +∞ (µ) , by a lift of a linear
subspace S in X one means a linear map c : X |S → σrd ` +∞ (Ω) that is also a
choice function such that for (Φ , ϕ) ∈ c and for every ϕ1 ∈ Φ and A ∈ µ --i `` R+ we
have sup (ϕ ``A) ≤ sup (ϕ1``A) . So from the proof of Proposition 56 we see that
we could have more specifically stated that a lift exists. However, below we shall
have no essential use of this additional information encoded in the definition of lift.
Essentially the content of [ E ; Theorem 8.17.2, p. 582 ] is in the following
57 Proposition. Let µ be an almost decomposable positive measure on Ω , and with
K ∈ {tfR ,tfC } let Π ∈ LCS (K ) be normable and such that τrdΠ is a separable
topology. Also let U ∈ L (Π, mvL +∞ (µ ,K )) be such that there is a choice function
c ∈ L ( mvL +∞ (µ ,K )/ rng U , ` +∞ (Ω ,K )) . Then there is y ∈
⋃
υ
s
mvL
s
+∞ (µ ,Π ′σ)
with U = υ
s
Π × υ
s
mvL +∞ (µ ,K ) ∩ { (ξ , Φ) : evξ ◦ y ∈ Φ } .
Proof . With y = 〈 evη ◦ c ◦ U : η ∈ Ω 〉 we have y a function Ω→ L (Π,K ) ,
and for fixed ξ ∈ υ
s
Π noting that c is a choice function, we obtain
(∗) evξ ◦ y = 〈 evη ◦ c ◦ U `ξ : η ∈ Ω 〉 = 〈 c`(U `ξ )`η : η ∈ Ω 〉
= c`(U `ξ ) ∈ U `ξ ∈ υ
s
mvL +∞ (µ ,K ) . From this,
we see that U = υ
s
Π × υ
s
mvL +∞ (µ ,K ) ∩ { (ξ , Φ) : evξ ◦ y ∈ Φ } holds.
It remains to verify that y ∈ ⋃ υ
s
mvL
s
+∞ (µ ,Π ′σ) holds. First, to prove that
(y ; µ ,Π ′σ) is finitely almost scalarly measurable, let A and N
′ be as in Definitions
27 (2) on page 15 above, and let D be countable and τrdΠ – dense. Then for every
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fixed A ∈ A and ξ ∈ D from (∗) we see existence of N ∈ µ --i `` {0} such that with
B = A \N we have ( evξ ◦ y | B ; µ | Ps B,K ) measurable. By countability of D
we can here take N independent of ξ ∈ D . Then by the axiom of choice in con-
junction with the decomposability property we get existence of a µ – negligible N ′′
such that for all A ∈ µ --i `` R+ and ξ ∈ D with B = A \N ′′ we have
( evξ ◦ y | B ; µ | Ps B,K )
almost measurable. By countability and density of D we then see that (y ; µ ,Π ′σ)
is finitely almost scalarly measurable.
To complete the proof of y ∈ ⋃ υ
s
mvL
s
+∞ (µ ,Π ′σ) , by Bs (Π ′ ) ⊆ Bs (Π ′σ) it suf-
fices to show that rng y ∈ B
s
(Π ′

) holds. For this, we first note that there is some
A ∈ R+ such that for ϕ ∈ Φ ∈ rng U we have ‖ c`Φ ‖L+∞µ ≤ A ‖ ϕ ‖L+∞µ . Then
with B1 = rng U ∩ { Φ : ∀ ϕ ∈ Φ ; ‖ ϕ ‖L+∞µ ≤ 1 } taking U = U --i ``B1 we have
U ∈ No Π and hence
| y`η`ξ | = | c ◦ U `ξ `η | ≤ ‖ c ◦ U `ξ ‖
L
+∞µ ≤ A ‖ ϕ ‖L+∞µ ≤ A
for η ∈ Ω and ξ ∈ U and ϕ ∈ U `ξ . Consequently rng y ∈ B
s
(Π ′

) holds. 
The essential content of [ E ; Theorem 8.17.6, p. 584 ] is in the following
58 Proposition. Let µ be an almost decomposable positive measure on Ω , and with
K ∈ {tfR ,tfC } let Π ∈ LCS (K ) be normable and such that τrdΠ is a separable
topology. Then for every V ∈ L ( mvL 1 (µ ,K ) , Π ′ ) there is y ∈
⋃
υ
s
mvL
s
+∞ (µ ,Π ′σ)
such that V `Φ `ξ =
∫
Ω
evξ ◦ y · ϕ d µ holds for ϕ ∈ Φ ∈ dom V and ξ ∈ υsΠ .
Proof . We first get a continuous bilinear map β : mvL 1 (µ ,K ) u Π →K defined
by (Φ , ξ ) 7→ V `Φ `ξ , and then a continuous linear map U : Π → mvL +∞ (µ ,K ) de-
fined by ξ 7→ ι1--i `(β ( · , ξ )) where ι1 is as in Proposition 51 on page 31 above.
Then by Propositions 56 and 57 there is y ∈ ⋃ υ
s
mvL
s
+∞ (µ ,Π ′σ) with
U = υ
s
Π × υ
s
mvL +∞ (µ ,K ) ∩ { (ξ , Ψ ) : evξ ◦ y ∈ Ψ } .
Now for ξ ∈ υ
s
Π with ϕ ∈ Φ ∈ dom V and evξ ◦ y ∈ Ψ ∈ υs mvL +∞ (µ ,K ) we have
ι1--i `(evξ ◦ V ) = ι1--i `(β ( · , ξ )) = U`ξ = Ψ and hence evξ ◦ V = ι 1` Ψ whence fi-
nally V `Φ `ξ = evξ ◦ V `Φ = ι 1` Ψ`Φ =
∫
Ω
evξ ◦ y · ϕ d µ . 
The content of [ E ; Lemma 8.17.8 A , p. 584 ] is in the following
59 Lemma. With K ∈ {tfR , tfC } let E ∈ LCS (K ) be normable , and let F = E ′

.
Also let S1 be a closed linear subspace in F such that τrdF ↓∩ S1 is a separable
topology. Then there is a closed linear subspace S in E with τrdE ↓∩ S a separable
topology and such that 〈 u | S : u ∈ S1 〉 is a strict morphism F/S1 → (E/S) ′ in
the sense of [ H ; Definition 2.5.1, p. 100 ] .
Proof . Fixing a compatible norm ν for E , let u ∈ N0 S1 be such that rng u
is τrdF ↓∩ S1 – dense, and let x ∈ N0 (ν --i `` I) be such that (1 + i+ .−1
)
(u . x`i) =
sup
{ | u`i`x | : x ∈ ν --i `` I } holds for all i ∈ N0 . Then we let S be the closed
linear span of rng x in E , and take ι = 〈 u | S : u ∈ S1 〉 .
One easily verifies that sup
{ | u`x | : x ∈ ν --i `` I } ≤ sup { | u`x | : x ∈ rng x }
holds for every fixed u ∈ S1 , and hence we get
sup
{ | ι `u`x | : x ∈ ν --i `` I ∩ S } = sup { | u`x | : x ∈ ν --i `` I ∩ S }
≤ sup { | u`x | : x ∈ ν --i `` I } ≤ sup { | u`x | : x ∈ rng x }
≤ sup { | u`x | : x ∈ ν --i `` I ∩ S } = sup { | ι `u`x | : x ∈ ν --i `` I ∩ S } ,
from which the assertion easily follows. 
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The content of [ E ; 8.17.8, pp. 584 – 586 ] is in the following
60 Proposition. Let µ be an almost decomposable positive measure on Ω , and
with K ∈ {tfR ,tfC } let Π ∈ BaS (K ) and V ∈ L ( mvL 1 (µ ,K ) , Π ′ ) be such that
τrd (Π
′
β ) ↓∩ rng V is a separable topology. Then there is y ∈
⋃
υ
s
mvL
s
+∞ (µ ,Π ′σ) with
rng y ⊆ Cl τrd (Π ′ ) rng V and such that
V `Φ `ξ =
∫
Ω
evξ ◦ y · ϕ d µ
holds for ϕ ∈ Φ ∈ dom V and ξ ∈ υ
s
Π .
Proof . Taking S1 = Cl τrd (Π ′ ) rng V and E = Π in Lemma 59 above, there is a
closed linear subspace S in Π with τrdΠ ↓∩ S a separable topology and such that
for ι = 〈 u | S : u ∈ S1 〉 we have ι a strict morphism Π ′ /S1 → (Π/S) ′ .
Now we have ι ◦ V ∈ L ( mvL 1 (µ ,K ) , (Π/S) ′) , and by separability of the topol-
ogy τrd (Π/S) = τrdΠ ↓∩ S we can apply Proposition 58 to deduce existence of some
y1 ∈
⋃
υ
s
mvL
s
+∞ (µ , (Π/S) ′σ) with
(r) V `Φ `ξ = ι`(V `Φ )`ξ = ι ◦ V `Φ `ξ = ∫
Ω
evξ ◦ y1 · ϕ d µ
whenever ϕ ∈ Φ ∈ dom V and ξ ∈ S hold. Then taking y = ι --i ◦ y1 we get a func-
tion y : Ω→ S1 ⊆ L (Π,K ) , and it remains to establish y ∈
⋃
υ
s
mvL
s
+∞ (µ ,Π ′σ)
and to show that
(s) V `Φ `ξ =
∫
Ω
evξ ◦ y · ϕ d µ
holds for ϕ ∈ Φ ∈ dom V and ξ ∈ υ
s
Π .
Noting that B
s
((Π/S)
′
σ) ⊆ Bs ((Π/S) ′) by Banach – Steinhaus, we see that
ι --i ```B
s
((Π/S)
′
σ) ⊆ ι --i ```Bs ((Π/S) ′) ⊆ Bs (Π ′ /S1) ⊆ Bs (Π ′ ) ⊆ Bs (Π ′σ) ,
and hence y is similarly “finitely almost bounded” as y1 is. So, in order to establish
y ∈ ⋃ υ
s
mvL
s
+∞ (µ ,Π ′σ) we only need to show that (y ; µ ,Π
′
σ) is finitely almost
scalarly measurable. For this, arbitrarily fixing ξ ∈ υ
s
Π , we first observe that
evξ | S1 ∈ L (Π ′ /S1 ,K ) and hence also evξ | S1 ◦ ι --i ∈ L ((Π/S) ′ / rng ι ,K ) .
By separability of the topology τrd ((Π/S)
′

) ↓∩ rng ι we are able to apply Lemma
18 on page 11 above to get existence of ξ ∈ N0 S with rng ξ ∈ B
s
Π and
ι --i`ζ1`ξ = evξ | S1 ◦ ι --i`ζ1 = lim (ζ1 ◦ ξ )
for all ζ1 ∈ rng ι , and hence ζ `ξ = lim ( ι `ζ ◦ ξ ) for all ζ ∈ S1 . In particular for
(η , ζ ) ∈ y we obtain evξ ◦ y`η = lim (y1`η ◦ ξ ) , giving the required measurability.
To get (s) we note that by the above we also have
V `Φ `ξ = lim ( ι ◦ V `Φ ◦ ξ ) = lim (V `Φ ◦ ξ )
= lim i→∞
∫
Ω
y1`η`(ξ`i) (ϕ`η ) d µ (η) =
∫
Ω
evξ ◦ y · ϕ d µ ,
where we used (r) with dominated convergence, noting that it is legitimate by the
above established boundedness and measurability properties. 
Dunford –Pettis property of mL 1 (µ)
When treating the reflexive case in the proof of Theorem A 1, we need to know that
mvL 1 (µ ,K ) has the Dunford – Pettis property, or in our terminology introduced
below, is a DP – space. This is equivalent to mL 1 (µ) being a DP – space, and for this
reason we here consider this matter to some extent. Although we shall need the
result only for positive measures µ with µ`
⋃
dom µ < +∞ , we anyhow consider
the situation for general positive measures.
In what follows, note that pi is said to be a probability measure iff pi is a positive
measure with pi`
⋃
dom pi = 1 .
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61 Lemma. Let 1 ≤ p ≤ +∞ , and let µ be a σfinite positive measure with
rng µ 6= {0} . Then there is a probability measure pi with
mL p (µ) and mL p (pi) linearly homeomorphic.
Proof . Letting A ⊆ µ --i `` R+ be a finite or countably infinite partition of Ω ,
let a : A→ R+ be any function with ∑ a = 1 and take
pi =
〈 ∑
B∈A (a`B (µ`B )
−1 (µ`(A ∩ B ))) : A ∈ dom µ 〉 .
Then pi is a probability measure with dom pi = dom µ and we define
ι : υ
s
mL p (µ)→ υ
s
mL p (pi)
by Φ 7→ Ψ when x ∈ Φ and ⋃ { bB (x | B ) : B ∈ A } ∈ Ψ
where bB = (a`B )−p
−1
(µ`B ) p
−1
for 1 ≤ p < +∞ and bB = 1 for p = +∞ . 
62 Definitions. (1) Say that E is a DP – space over K iff K ∈ {tfR , tfC } and E ∈
LCS (K ) and for all F ∈ BaS (K ) and U ∈ L (E , F ) and for
K = {A : A is absolutely σrdE – convex and τrd (Eσ) – compact } from
U `` B
s
E ⊆ {B : B is relatively τrd (Fσ) – compact } it follows that
U `` K ⊆ {B : B is relatively τrdF – compact } holds,
(2) Say that E is a DP – space iff there is K ∈ {tfR , tfC }
such that E is a DP – space over K .
Instead of saying that E is a DP – space, we may also say that it is a Dunford –
Pettis space. For application of the Dunford – Pettis property one should note that
by [ E ; Remarks 9.4.1 (3) , p. 634 ] for E complete in Definitions 62 (1) we get an
equivalent condition if we instead take
K = {A : A is relatively τrd (Eσ) – compact } .
In particular, this holds if with K ∈ {tfR , tfC } and µ a positive measure we take
E = mvL 1 (µ ,K ) . For the proof in the general case one possibly uses Krein’s the-
orem [ J ; 9.8.5 , p. 192 ] . The Lebesgue case with µ`
⋃
dom µ < +∞ also follows
from Lemma 55 on page 33 above, and only this will be needed in the sequel.
63 Proposition. Let E ∈ BaS (K ) with K ∈ {tfR , tfC } . Then E is a Dunford –
Pettis space if and only if ev ◦ [ x , y ]f → 0 holds for all x , y with x→ 0E in top
τrd (Eσ) and y → υs E ×{0} in top τrd ((E ′ )σ) .
Proof . See [ J ; Proposition 20.7.1, p. 473 ] or [ E ; p. 636 ] . 
64 Lemma. With K ∈ {tfR , tfC } let E ∈ BaS (K ) be such that for every x with
x→ 0E in top τrd (Eσ) there is a closed linear subspace S in E with rng x ⊆ S
and such that E / S is a DP – space. Then E is a DP – space.
Proof . Given x , y with x→ 0E in top τrd (Eσ) and y → υs E ×{0} in top
τrd ((E
′

)σ) , by Proposition 63 it suffices to show that ev ◦ [ x , y ]f → 0 holds. To
get this, putting F = E / S and z = 〈 y`i | S : i ∈ N0 〉 we now have ev ◦ [ x , y ]f =
ev ◦ [ x , z ]f and hence we are done if we can show (a) that x→ 0E in top τrd (Fσ)
holds, and (b) that z → S ×{0} in top τrd ((F ′ )σ) holds. Now (a) follows trivially
from Hahn – Banach since given v ∈ L (F ,K ) there is u with v ⊆ u ∈ L (E ,K )
and hence v ◦ x = u ◦ x→ 0 holds. For (b) taking the annihilators
N0 = L (E ,K ) ∩ {u : u``S ⊆ {0}} and
S1 = L (E ′ ,K ) ∩ {w : w``N0 ⊆ {0}} and putting
F1 = E
′

/tvs N0 , for w1 ∈ L (F ′ ,K ) from [ H ; 3.13, pp. 261 – 263 ] we first get ex-
istence of w2 ∈ L (F1 ,K ) with w 2` U = w 1` (u | S ) for u ∈ U ∈ υs F1 . Then we get
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existence of w ∈ S1 with w`u = w 2` U = w 1` (u | S ) for u, U as above. Hence we
finally get w1 ◦ z = w ◦ y → 0 as required. 
65 Proposition. If pi is any probability measure, then mL 1 (pi) is a DP – space.
Proof . See [ Brg ] and [ Sch ] , and take T = 1. in the latter. 
66 Corollary. For K ∈ {tfR , tfC } and for any
positive measure µ it holds that mvL 1 (µ ,K ) is a DP – space.
Proof . From Proposition 65 we first see that also mvL 1 (pi,tfC) is a DP – space for
any probability measure pi . Indeed, for G = mL 1 (pi) u mL 1 (pi) from [ E ; 9.4.3 (a) ,
p. 635 ] we first see that G is a DP – space, and since mL 1 (pi)C and G are naturally
linearly homeomorphic, also mL 1 (pi)C is a DP – space. If now U is a continuous
linear map mvL 1 (pi,tfC)→ F , it is also a continuous real linear map mL 1 (pi)C → FRt
whence the assertion follows by noting that the equality τrd (Eσ) = τrd (ERtσ) holds
for every E ∈ LCS (tfC) .
By Lemma 61 from the above we know that mvL 1 (µ ,K ) is a DP – space for
any σfinite positive measure µ . Then by Lemma 64 we get the general case as
follows. Putting E = mvL 1 (µ ,K ) and letting Φ→ 0E in top τrd (Eσ) we first
find some countable A ⊆ µ --i ``R+ such that ‖ ϕ | A ‖L 1µ = 0 holds for all A ∈ A
and ϕ ∈ ⋃ rng Φ . Then taking µ1 = µ | Ps (⋃ A) we have mvL 1 (µ1 ,K ) a DP –
space. Moreover, we have an obvious strict morphism ι : mvL 1 (µ1 ,K )→ E with
rng Φ ⊆ rng ι whence Lemma 64 gives the conclusion. 
To fill the gap “exists . . . M t . . .” in [ Sch ; p. 3 ] we give the following
67 Lemma. With pi a probability measure let E = mL 1 (pi) and also let Φ→ 0E in
top τrd (Eσ) . Further let ε ∈ R+ and ϕ ∈
∏
c Φ with
rng ϕ ⊆ {ϕ : (ϕ ; pi,tfR) is measurable } .
Then there is some M ∈ R+ such that ‖ ϕ | ((a
bs
1 ◦ ϕ) --i `` [ M ,+∞ [ )
∥∥
L 1pi < ε holds
for all ϕ ∈ rng ϕ .
Proof . If the assertion is false, by dependent choice there is a stricly increasing
n : N0 → N0 such that ε ≤ ‖ ϕ | ((abs1 ◦ ϕ) --i `` [ i+ .,+∞ [ )
∥∥
L 1pi holds for ( i , ϕ) ∈
ϕ ◦ n . Noting that rng Φ is relatively τrd (Eσ) – compact, then from Lemma 55
on page 33 above it follows indirectly that there is δ ∈ R+ with the property that
for ( i , ϕ) ∈ ϕ ◦ n we have δ ≤ pi`((a
bs
1 ◦ ϕ) --i `` [ i+ .,+∞ [ ) . This implies that
i+ δ ≤ ‖ϕ ‖
L 1pi holds, giving a contradiction with rng Φ ∈ Bs E . 
Absolutely continuous vector measures
We here give some basic definitions for vector measures in order to be able to present
a decent proof for Proposition 70 below that is needed as an auxiliary result for the
proof of Theorem A 1 above.
68 Definitions. (1) Say that E is a topologized conoid iff there are a, c , o , R , S , T
with R+ ⊆ R ⊆ C and o ∈ S and (S , T ) a Hausdorff topological space and E =
(a, c , T ) and a a function S × S → S and c a function R× S → S and such
that for all x, y , z ∈ S and for all s, t ∈ R it holds that a (x, · ) and c (t , · ) are
continuous T→ T and in addition
a`(a`(x, y ) , z ) = a`(x, a`(y , z )) and a`(x, y ) = a`(y , x) and
a`(x, o) = c`(1, x) = x and c`(s t , x) = c`(s, c`(t , x)) and
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c`(s+ t , x) = a`( c`(s, x) , c`(t , x)) and
c`(s, a`(x, y )) = a`( c`(s, x) , c`(s, y )) ,
(2) Say that m is an E – measure iff E is a topologized conoid and (∅ , 0E ) ∈
m ∈ dom m υ
s
E and for all A , B ∈ dom m it holds that {A ∪ B, A \B } ⊆
dom m and A ∩ B = ∅ ⇒ m`(A ∪ B ) = (m A`+m`B )svsE ,
(3) Say that m is countably E – additive iff m is an E – measure and
for all countable disjoint A ⊆ dom m with ⋃ A ∈ dom m
it holds that m`
⋃
A = E - t
∑
(m | A) ,
(4) Say that m is absolutely µ – continous in E iff µ is a positive measure
and m is an E – measure and for every U ∈ No E there is some δ ∈ R+
with µ --i `` [ 0 , δ [ ⊆ m --i `` U ,
(5) Say that m has bounded µ – p variation in E iff 1 ≤ p < +∞ and µ is a
positive measure and m is an E – measure with µ --i `` R+ ⊆ dom m and for ev-
ery ν ∈ B
qn E there is M ∈ R+ such that
∑
A∈A ((µ A`)
1− p (ν ◦m A`) p ) ≤ M
holds for all finite disjoint A ⊆ µ --i `` R+ .
In Example 86 on page 52 we demonstrate how also the concepts of positive
measure and of signed measure in the sense of [ D ; 5.6, p. 137 ] can be subsumed
in Definitions 68 above. By a real measure we mean any countably tfR – additive
m such that dom m is a σalgebra. The definition of complex measure is obtained
by taking here tfC in place of tfR .
The essential content of [ P43 ; Lemma 5.3, p. 133 ] is reformulated in the next
69 Lemma. Let E ∈ LCS (K ) be normable with K ∈ {tfR ,tfC } and ν a compatible
norm for E , and let m be absolutely µ – continuous in E with dom µ ⊆ dom m
and µ`Ω <∞ for the set Ω = ⋃ dom µ . Then for every M ∈ R+ there exist some
A0 ∈ dom µ and a countable set A ⊆ dom µ with A ∪ {A0} disjoint and also with
Ω =
⋃
A ∪ A0 and such that for all A , B
(1) A ∈ dom µ ∩ P
s
A0 ⇒ ν ◦ m A` ≤ M (µ A`) ,
(2) A ∈ dom µ and A ⊆ B ∈ A ⇒ ν ◦ m A` ≥ M (µ A`) .
Proof . We first note that in the case K = tfC we have ν also a compatible norm
for the realification E Rt of E and hence we may without loss of generality assume
that K = tfR holds. Now we let PB u mean that B ∈ dom µ and u ∈ L (E , tfR)
with sup
{ | u`x | : x ∈ ν --i `` I } ≤ 1 and that for all A ∈ dom µ ∩ P
s
B we have
u ◦ m A` ≥ M (µ A`) and that u ◦ m A` ≤ M (µ A`) holds for all A ∈ dom µ with
A ∩ B = ∅ . Also let A0 = µ --i `` R+ ∩ {A : ∃ B, u ; A ⊆ B and PB u } . By con-
sidering the set P of disjoint subsets A of A0 partially ordered by inclusion, from
Zorn’s lemma we get existence of some maximal A of P. Then by µ`Ω < +∞ we
see that A is countable, and we take A0 = Ω \
⋃
A .
Now, for the proof (1) letting A ∈ dom µ ∩ P
s
A0 we first note (∗) that by
maximality of A there cannot exist B, u with PB u and A ∩ B ∈ µ --i `` R+ . Fur-
thermore, by Hahn – Banach it suffices for arbitrarily fixed u ∈ L (E , tfR) with
norm sup
{ | u`x | : x ∈ ν --i `` I } ≤ 1 to verify that u ◦ m A` ≤ M (µ A`) holds.
Since u ◦ m | dom µ is absolutely µ – continuous, there is a Radon – Nikodym deri-
vative of it, and by considering one such we see existence of B with PB u . Then
by (∗) we have A ∩ B ∈ µ --i `` {0} whence with A1 = A \B we finally get
u ◦ m A` = u ◦ m A`1 ≤ M (µ A`1) = M (µ A`) .
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For the proof of (2) letting A ∈ dom µ with A ⊆ B ∈ A ⊆ A0 , there are some
B1 and u with PB1u and B ⊆ B1 . Then we also have A ⊆ B1 and consequently
u ◦m A` ≥ M (µ A`) whence further ν ◦ m A` ≥ M (µ A`) trivially follows. 
The essential content of [ P43 ; Lemma 5.4, p. 133 ] is reformulated in the next
70 Proposition. Let E ∈ LCS (K ) be normable with K ∈ {tfR , tfC } and ν a com-
patible norm for E , and let m be absolutely µ – continuous in E with µ`Ω <∞
for Ω =
⋃
dom µ . Also let 1 ≤ p < +∞ and let m have bounded µ – p variation
in E . Then there is a decreasing A ∈ N0 dom µ with lim (µ ◦ A) = 0 and such that
ν ◦ m A` ≤ i+ (µ A`) holds for i ∈ N0 and A ∈ dom µ with A ∩ (A`i) = ∅ .
Proof . We first note that the requirement dom µ ⊆ dom m in Lemma 69 holds
since from (4) and (5) in Definitions 68 we get µ --i `` {0} ⊆ dom m and µ --i `` R+
⊆ dom m . Now, for each fixed i ∈ N0 taking M = i+ . in Lemma 69 above, by
countable choice we get existence of A ∈ N0 P
s
dom µ with the property that for
every i ∈ N0 we have A`i countable and disjoint and such that for all A , B and
for A0 = Ω \
⋃
(A`i) we have
(a) A ∈ dom µ ∩ P
s
A0 ⇒ ν ◦ m A` ≤ i+ . (µ A`) ,
(b) A ∈ dom µ and A ⊆ B ∈ A`i ⇒ ν ◦ m A` ≥ i+ . (µ A`) .
Then we take B =
〈 ⋃
(A`i) : i ∈ N0 〉 and
A =
〈 ⋃
(B | (N0 \ i)) : i ∈ N0 〉 .
It is now clear that A is decreasing with A ∈ N0 dom µ , and for the proof of the
remaining required properties we proceed as follows.
By the bounded variation property there is M1 ∈ R+ such that for all i ∈ N0
and for all finite A ⊆ µ --i `` R+ ∩ (A`i) in view of (b) above we have
i+
. p (µ`
⋃
A) ≤∑A∈A ((µ A`) 1−p (ν ◦ m A`) p) ≤ M1 ,
and hence µ ◦ B`i ≤ M1 i+ . −p , whence further lim (µ ◦ B) = 0 . Next considering
B1 = B`i
+ \ (B`i) for all A ∈ A`i+ by both (a) and (b) above we have
( i+
.
+ 1) (µ`(A ∩ B1)) ≤ ν ◦ m`(A ∩ B1) ≤ i+ (µ`(A ∩ B1))
and hence µ`(A ∩ B1) = 0 whence further µ`B1 = 0 . Now for every i ∈ N0 we
have µ ◦ A`i ≤ µ ◦ B`i+∑ j∈N0\ i (µ`(B`j + \ (B`j ))) = µ ◦ B`i and hence we
obtain lim (µ ◦ A) = 0 . For the remaining property letting i ∈ N0 and A ∈ dom µ
with ∅ = A ∩ (A`i) = A ∩ ⋃ (B | (N0 \ i)) , we hence also have ∅ = A ∩ (B`i)
= A ∩ ⋃ (A`i) and consequently by (a) we obtain ν ◦ m A` ≤ i+ (µ A`) . 
71 Proposition. Let µ be a positive measure with µ`
⋃
dom µ < +∞ , and with
K ∈ {tfR ,tfC } let Π ∈ BaS (K ) be such that either Π is reflexive or τrdΠ is a
separable topology. Also let ν1 = 〈 sup (abs1 ◦ u ◦ ν --i `` I ) : u ∈ L (Π,K ) 〉 where ν
is a compatible norm for Π , and let m be a Π ′

– measure with dom m = dom µ and
such that ν1 ◦ m A` ≤ µ A` holds for all A ∈ dom µ . Then there are y , S such that
S is a separable closed linear subspace in Π ′

and (y ; µ ,Π ′σ) is simply measurable
and Pettis with m A``ξ =
∫
A
evξ ◦ y d µ for all A ∈ dom m and ξ ∈ υsΠ , and in
addition such that also rng y ⊆ S holds and (y ; µ ,Π ′

) is simply measurable in the
case where Π is reflexive.
Proof . Let Ω =
⋃
dom µ and E = mvL 1 (µ ,K ) . Putting
xA = (Ω \A)×{0} ∪ (A×{1}) and XA = uniqset Φ : xA ∈ Φ ∈ υ
s
E let D be
the linear σrdE – span of { XA : A ∈ µ --i `` R+
}
. Thus D is the set of all Φ ∈ υ
s
E
such that there is ϕ ∈ Φ with rng ϕ finite. We know that D is τrdE – dense. Then
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we let V0 be the unique linear extension σrdE |D → σrd (Π ′ ) of
{ (XA ,m A`) : A ∈ µ --i `` R+} , noting that by the assumptions on m we indeed
get a linear map.
Now for finite functions s ⊆ dom µ× υ
s
K with dom s disjoint and
ϕ = σrdK
Ω ]vs -
∑
A∈ dom s (s A`) xA ∈ Φ ∈ υs E we obtain
| V0`Φ `ξ | =
∣∣ ∑
A∈ dom s (s A`) (m A``ξ ) | ≤
∑
A∈ dom s | s A` | | m A``ξ |
≤∑A∈ dom s | s A` | (µ A`) (ν `ξ ) = (ν `ξ ) ‖ϕ ‖L 1µ .
Consequently V0 has a unique continuous extension V ∈ L (E ,Π ′ ) .
Now assuming that Π is reflexive and taking K = { XA : A ∈ dom µ } , from
Lemma 55 on page 33 above we see that K is relatively τrd (Eσ) – compact. Since
by Corollary 66 on page 38 above E is a DP – space, noting that by reflexivity of Π
all bounded sets in Π ′

are relatively τrd ((Π
′

)σ) – compact, we see that V ``K is
relatively τrd (Π
′

) – compact. Since the linear σrdE – span of K is τrdE – dense, it
follows that τrd (Π
′

) ↓∩ rng V is a separable topology. Taking S = Cl τrd (Π ′ ) rng V
hence by Proposition 60 on page 36 above there is y1 ∈
⋃
υ
s
mvL
s
+∞ (µ ,Π ′σ) with
rng y1 ⊆ S and (∗) that V `Φ `ξ =
∫
Ω
evξ ◦ y1 · ϕ d µ holds for ϕ ∈ Φ ∈ υs E and
ξ ∈ υ
s
Π . By Pettis’ theorem and reflexivity of Π in fact y1 ∈
⋃
υ
s
mvL +∞ (µ ,Π ′ )
holds. Hence there is some N ∈ µ --i `` {0} such that for B = Ω \N we have
(y1 | B ; µ | Ps B,Π ′ ) simply measurable, and so taking
y = N ×{ υ
s
Π ×{0}} ∪ (y1 | B ) we get (y ; µ ,Π ′ ) simply measurable. To con-
clude the proof in the reflexive case, it suffices to take ϕ = xA in (∗) above.
In the separable case we instead apply Proposition 58 on page 35 above to
get existence of y1 with (∗) above. To see that y1 can be modified on a set of
measure zero to get some y with (y ; µ ,Π ′σ) simply measurable, we proceed as
follows. We take a countable D1 such that D1 is τrdΠ – dense. For every fixed
ξ ∈ D1 we now know that ( evξ ◦ y1 ; µ ,K ) is almost measurable, and hence there
is some N1 ∈ µ --i `` {0} such that ( evξ ◦ y1 | B ; µ | Ps B,K ) for B = Ω \N1 is
measurable. Since D1 is countable, by countable choice we then find N ∈ µ --i `` {0}
such that with B = Ω \N we have ( evξ ◦ y1 | B ; µ | Ps B,K ) measurable for all
ξ ∈ D1 . By density, we can extend this to hold for all ξ ∈ υsΠ . By Proposition
22 on page 12 above, this gives that (y1 | B ; µ | Ps B,Π ′σ) is simply measurable,
and so it suffices to take y as in the reflexive case above. 
From the logical point of view, note that in the nonreflexive case in Proposition 71
we may trivially take for example S = { υ
s
Π ×{0}} . We give below an alternative
proof for the existence of y above. It has the drawback of not giving existence of the
separable S that allowed us to deduce the stronger measurability in the reflexive
case. The underlying argument of applying Alaoglu’s theorem is already shortly
sketched in [ P43 ; p. 131 ] , and in a more explicit manner it is also utilized in [ E ;
pp. 594 – 595 ] . This alternative in fact was our first approach but then we noticed
that using Propositions 60 and 58 offers a more uniform way to treating the cases
(5) and (6) in Theorem A 1 together.
Let µ be a positive measure on Ω with µ`Ω < +∞ , and with
K ∈ {tfR , tfC } let E ∈ BaS (K ) with ν1 a compatible dual norm for F = E ′ .
Also let m be an F – measure with dom m = dom µ and
such that ν1 ◦ m A` ≤ µ A` holds for all A ∈ dom µ .
Then there is c ∈ Ω L (E ,K ) such that ( c ; µ , E ′σ) is Pettis and such that
m A``x =
∫
A
evx ◦ c d µ holds for all A ∈ dom µ and x ∈ υs E .
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Proof . The assertion being trivial if µ`Ω = 0 holds, assuming µ`Ω > 0 we
consider the net (∆ , c) obtained as follows. Let ∆ be the set of all pairs (A ,B)
where A ,B ⊆ dom m \ µ --i `` {0} are finite partitions of Ω such that for every B ∈
B there is some A ∈ A with B ⊆ A . Then ∆ is a direction, and we take
c = 〈 Ω×U ∩ { (η , u) : ∀A ; η ∈ A ∈ A ⇒ u = (µ A`)−1 (m A`) } : A ∈ dom ∆ 〉
thus obtaining a function dom ∆ → Ω L (E ,K ) such that for every A ∈ dom ∆
we have c A` the function Ω 3 η 7→ (µ A`)−1 (m A`) when η ∈ A ∈ A holds.
We further let Λ be the set of all pairs (η , u) ∈ Ω× L (E ,K ) such that u is
a τrd (E
′
σ) – limit point of the net (∆ , evη ◦ c) . Then by Alaoglu’s theorem we
have Ω ⊆ dom Λ , and hence by the axiom of choice there is a function c ⊆ Λ with
dom c = Ω . Arbitrarily fixing x ∈ υ
s
E , it remains to show that evx ◦ c is inte-
grable over every A ∈ dom µ , and that m A``x = ∫
A
evx ◦ c d µ holds.
To see this, we let ϕ be a Radon – Nikodym derivative with respect to µ of
dom µ 3 A 7→ m A``x , noting that some such exist since by our assumption for
some M ∈ R+ we have | m A``x | ≤ M (µ A`) for all A ∈ dom µ . For the same
reason we may assume that | ϕ`η | ≤ M holds for all η ∈ Ω . We now have m A``x =∫
A
ϕ d µ for A ∈ dom µ , and it suffices to show existence of some N ∈ µ --i `` {0}
such that evx ◦ c`η = ϕ`η holds for all η ∈ Ω \N .
By taking inverse images under ϕ of partitions of C ∩ { z : | z | ≤ M } into
sets of diameter < i+
. −1, we obtain a sequence s1 of simple functions such that
| s1`i`η − ϕ`η | < i+ . −1 holds for all i ∈ N0 and η ∈ Ω .
If σ1 ∈ rng s1 is such that σ1--i `` {s} ∈ µ --i `` {0} holds for some s ∈ rng σ1 , on a
set of measure zero we can modify σ1 to get another simple function σ such that for
every s ∈ rng σ we have σ --i `` {s} ∈ µ --i `` R+ . Using this observation in conjunction
with countable choice we obtain another sequence s of simple functions and some
N ∈ µ --i `` {0} such that for all η ∈ Ω \N and i ∈ N0 we have s`i`η = s1`i`η .
Now arbitrarily given η ∈ Ω \N and ε ∈ R+ we pick some σ ∈ rng s such that
for all η1 ∈ Ω \N we have | σ`η1−ϕ`η1 | < ε . Then with A = σ --i `` {σ`η } we take
either A = {A ,Ω \ A } or A = {A } according to whether A 6= Ω or A = Ω holds,
getting then A ∈ dom ∆ by construction. If now η ∈ B ∈ B ∈ ∆`` {A } holds, we
have B ⊆ A and hence
evx ◦ evη ◦ c`B = c`B`η`ξ = (µ`B )−1 (m`B `ξ ) = (µ`B )−1
∫
B
ϕ d µ
further giving | evx ◦ evη ◦ c`B− ϕ`η | < 2 ε . Since c`η`x is a τrdK – limit point
of the net (∆ , evx ◦ evη ◦ c) , this gives c`η`x = ϕ`η , and having here η ∈ Ω \N
arbitrarily fixed, we see that evx ◦ c`η = ϕ`η holds for all η ∈ Ω \N . 
72 Corollary. Let 1 ≤ q < +∞ and let µ be a positive measure on Ω , and with
K ∈ {tfR ,tfC } let Π ∈ BaS (K ) be such that either Π is reflexive or τrdΠ is a
separable topology. Also let m be a Π ′

– measure with dom m = µ --i `` R+ and such
that m is absolutely µ – continuous in Π ′

with m having bounded µ – q variation
in Π ′

. Then there are some countable disjoint A and y with A ⊆ µ --i `` R+ and
(y ; µ ,Π ′σ) simply measurable and such that (1) and (2) and (3) and (4) below
hold for all A ∈ dom m and A1 ∈ A and ξ ∈ υsΠ and η ∈ Ω .
(1) η 6∈ ⋃ A ⇒ y`η = υ
s
Π ×{0} ,
(2)
⋃
A ∩ A = ∅ ⇒ m A` = υ
s
Π ×{0} ,
(3) A ⊆ A1 ⇒ m A``ξ =
∫
A
evξ ◦ y d µ ,
(4) Π is reflexive ⇒ (y ; µ ,Π ′

) is simply measurable.
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Proof . Let ν1 = 〈 sup (abs1 ◦ u ◦ ν --i `` I ) : u ∈ L (Π,K ) 〉 where ν is some fix-
ed compatible norm for Π . We first show that there is a countable disjoint
C ⊆ µ --i `` R+ such that m A` = Π ×{0} for all A ∈ dom m with ⋃ C ∩ A = ∅ .
To see this, with A1 = dom m ∩ {A : ν1 ◦ m A` 6= 0 }
we let P = { (A ,B) : A ,B are disjoint and A ⊆ B ⊆ A1 } . Then P is a nonempty
partial order, and if C is a P – chain, then ⋃ C is an upper P – bound. Hence by
Zorn’s lemma there exists some P – maximal C . Clearly C is as required if it is
countable. To verify this, we note that C = { Cn : n ∈ Z+} when Cn is the set
of all A ∈ C with n−1 < (µ A`) 1− q (ν1 ◦ m A`) q . If Cn is finite for every n ∈ Z+ ,
then C is countable. If Cn is infinite for some n ∈ Z+ , we get a contradiction with
the assumption that m has bounded µ – q variation in Π ′

.
Next, using Proposition 70 on page 40 above we find a countable disjoint
A ⊆ µ --i `` R+ with ⋃ A = ⋃ C and such that
sup { (µ A`)−1 (ν1 ◦ m A`) : A ∈ µ --i `` R+ ∩ Ps A1 } < +∞
holds for every fixed A1 ∈ A . Indeed, we just apply Proposition 70 separately
to µ | P
s
C for every fixed C ∈ C and then take the union of the thus obtained
partitions.
Finally we let Y be the set of all pairs (A1 , y1) with A1 ∈ A and such that for
µ1 = µ | Ps A1 and m1 = m | Ps A1 we have (y1 ; µ1 , Π ′σ) simply measurable and
Pettis with m1`A`ξ =
∫
A
evξ ◦ y1 d µ for all A ∈ dom m1 and ξ ∈ υsΠ , and such
that also (y1 ; µ1 , Π
′

) is simply measurable if Π is reflexive. Then considering
arbitrarily fixed A1 ∈ A and with
M = sup { (µ A`)−1 (ν1 ◦ m A`) : A ∈ µ --i `` R+ ∩ Ps A1 }
taking ν ′ = { (ξ ,M t) : (ξ , t) ∈ ν } in place of ν in Proposition 71 on page 40
above, we see that A ⊆ dom Y holds, and hence by countable choice there is a
function Y1 ⊆ Y with A ⊆ dom Y1 . Now taking
y = (Ω \⋃ A )×{ υ
s
Π ×{0}} ∪ ⋃ rng Y1 ,
it is clear that all the asserted properties hold. 
Although we shall not need below the result, as an application of the Dunford –
Pettis property of mL 1 (µ) we reformulate the a bit mysterious looking assertion
“if |τ0|τ <∞, then [x(τ)|τ ⊂ τ0] is compact valued”
from [ P43 ; p. 131 ] in the following
73 Proposition. Let µ be a positive measure with sup rng µ < +∞ , and with K ∈
{tfR , tfC } let F ∈ BaS (K ) be reflexive with ν a compatible norm. Also let m ∈
domµ υ
s
E be such that m`(A ∪ B ) = (m A`+m`B )svsE and ν ◦ m A` ≤ µ A` hold
for all A , B ∈ dom µ with A ∩ B = ∅ . Then rng m is relatively τrdF – compact.
Proof . Let Ω =
⋃
dom µ and E = mvL 1 (µ ,K ) . Also
putting xA = (Ω \A)×{0} ∪ (A×{1})
and XA = uniqset Φ : xA ∈ Φ ∈ υ
s
E let S be the linear σrdE – span
of { XA : A ∈ µ --i `` R+} . Thus S is the set of all Φ ∈ υ
s
E such that there is
ϕ ∈ Φ with rng ϕ finite. We know that S is τrdE – dense. Then we let V0 be the
unique linear extension σrdE |S → σrdF of { (XA ,m A`) : A ∈ µ --i `` R+
}
, noting
that by the assumptions on m we indeed get a linear map.
For finite functions s ⊆ dom µ1× υsK with dom s disjoint and
ϕ = σrdK
A1 ]vs -
∑
A∈ dom s (s A`) xA ∈ Φ ∈ υs E
and for u ∈ L (F ,K ) with sup (a
bs
1 ◦ u ◦ ν --i `` I ) ≤ 1 we obtain
| u ◦ V0`Φ | =
∣∣ ∑
A∈ dom s (s A`) (u ◦m A`) | ≤
∑
A∈ dom s | s A` | | u ◦m A` |
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≤∑A∈ dom s | s A` | (ν ◦ m A`) ≤∑A∈ dom s | s A` | (µ A`) = ‖ϕ ‖L 1µ1 .
Consequently V0 has a unique continuous extension V ∈ L (E , F ) .
Taking K = { XA : A ∈ dom µ } , from Lemma 55 on page 33 above we see that
K is relatively τrd (Eσ) – compact. Since by Corollary 66 on page 38 above E is
a DP – space, noting that by reflexivity of F all bounded sets in F are relatively
τrd (Fσ) – compact, we see that V ``K is relatively τrdF – compact. Noting that also
rng m ⊆ V ``K holds, we are done. 
D. Duality of Bochner spaces
Proceeding by a sequence of lemmas, we here give the proof of Theorem A 1 on
page 1 above. From now on untill the end of the proof of Lemma A 6 on page 48
below, without further mention we let p ,K , Π, µ ,Ω , F , F1 , ι be as in Theorem
A 1. For short, we call this assumption together with the temporary shorthands
below Assumptions A. From Corollary 49 on page 30 above, we see that ι is an
injective continuous linear map F1 → F ′ . Since by Theorem 45 and Corollary 46
the spaces F1 and F
′

are Banachable, by the open mapping theorem we only need
to verify the surjectivity L (F ,K ) ⊆ rng ι . This we shall do separately for p = 1
under (1) or (2) or (3) or (4) and for 1 < p < +∞ under (5) or (6) .
Fixing a compatible norm ν for Π and letting ν1 be the dual norm, we intro-
duce the following shorthands
‖X ‖
F
= inf
{ ‖ ν ◦ x ‖
L pµ : x ∈ X } and
‖ Y ‖
F ′ = inf
{ ‖ ν1 ◦ y ‖L p∗µ : y ∈ Y } and
‖ U ‖ = sup { | U `X | : X ∈ υ
s
F and ‖X ‖
F
≤ 1 } and
f u ξ = uniqset X :
(Ω \ dom u)×{ 0Π} ∪ 〈 ((u`η ) ξ )svsΠ : η ∈ dom u 〉 ∈ X ∈ υs F .
Note that by the discussion after the proof of Lemma 44 on page 26 above we in
fact have ‖X ‖
F
= ‖ ν ◦ x ‖
L pµ for x ∈ X ∈ υs F .
A2 Lemma. If under Assumptions A also (1) holds , then L (F ,K ) ⊆ rng ι .
Proof . Arbitrarily fix U ∈ L (F ,K ) and let A and N ′ be as in Definitions
27 (2) on page 15 above. Then let Y be the set of all pairs (A1 ; y1 , S1) with
A1 ∈ A and rng y1 ⊆ S1 and S1 a separable closed linear subspace in Π ′ and
such that for µ1 = µ | Ps A1 and m = 〈〈 U `b 1,µ1,Π ξA : ξ ∈ υsΠ 〉 : A ∈ µ1--i `` R+
〉
we have (y1 ; µ1 , Π
′

) measurable and Pettis with m A``ξ =
∫
A
evξ ◦ y1 d µ for all
A ∈ dom m and ξ ∈ υ
s
Π . Now considering arbitrarily fixed A1 ∈ A and choosing
ν ′ = { (ξ , t ‖ U ‖) : (ξ , t) ∈ ν } by Proposition 71 on page 40 above we see that
A ⊆ dom Y holds, and hence by the axiom of choice there is a function Y1 ⊆ Y
with A ⊆ dom Y1 . Let y = (Ω \N ′)×{ υsΠ ×{0}} ∪
⋃
dom rng Y1 .
To verify that y ∈ ⋃ υ
s
F1 holds, it suffices to get ‖ ν1 ◦ y ‖L+∞µ ≤ ‖ U ‖ . This
in turn follows if for every fixed A1 ∈ A we show existence of some N ∈ µ --i `` {0}
such that ν1 ◦ y`η ≤ ‖ U ‖ holds for η ∈ A1\N . Now for A ∈ dom µ ∩ Ps A1 and
ξ ∈ υ
s
Π we have U `b 1,µ,Π ξA = m A``ξ =
∫
A
evξ ◦ y d µ and hence∣∣ ∫
A
evξ ◦ y d µ | ≤ ‖ U ‖ (ν `ξ ) (µ A`) .
Then by Corollary 54 on page 33 above for every ξ ∈ υ
s
Π there is N1 ∈ µ --i `` {0}
such that | y`η`ξ | ≤ ‖ U ‖ (ν `ξ ) holds for η ∈ A1\N1 .
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Now taking S1 = pr2 ◦ Y1`A1 in place of S in Lemma 26 on page 14 above,
let D be as given there. Then considering fixed ξ ∈ D we find N1 ∈ µ --i `` {0}
with | y`η`ξ | ≤ ‖ U ‖ (ν `ξ ) for all η ∈ A1\N1 . By countable choice taking as
N the union of these N1 we get | y`η`ξ | ≤ ‖ U ‖ (ν `ξ ) for all η ∈ A1\N and
ξ ∈ D . Now having ν1 ◦ y`η = sup (abs1 ◦ (y`η )``D ) ≤ ‖ U ‖ for all η ∈ A1\N ,
the assertion follows.
Thus having y ∈ ⋃ υ
s
F1 there is Y with y ∈ Y ∈ υs F1 . To proceed, we first
note that we now have m A``ξ =
∫
A
evξ ◦ y d µ for all A ∈ µ --i `` R+ and ξ ∈ υsΠ .
To see this, let C = A ∩ {A1 : A1 ∩ A ∈ µ --i `` R+
}
and N = N ′ ∪ ⋃ (A \ C) ∩ A .
Then C is countable since otherwise A ∈ µ --i `` R+ would be contradicted. In addi-
tion N ∈ ⋃ { P
s
N1 : N1 ∈ µ --i `` {0}} holds with A =
⋃
(C ↓∩ A) ∪ N . Now by do-
minated convergence we obtain
m A``ξ = U `b 1,µ,Π ξA =
∑
A1∈A (U `b 1,µ,Π ξA1∩A)
=
∑
A1∈A m`(A1∩ A)`ξ
=
∑
A1∈A
∫
A1∩A evξ ◦ y d µ =
∫
A
evξ ◦ y d µ .
Then by Lemma 50 on page 30 above we have
U = υ
s
F × C ∩ { (X , t) : ∀ x ∈ X ; t = ∫
Ω
y . x d µ }
and hence U = ι`Y holds and so U ∈ rng ι is established. 
A3 Lemma. If under Assumptions A also (2) holds , then L (F ,K ) ⊆ rng ι .
Proof . Given U ∈ L (F ,K ) , letting
V =
〈 { (ξ , U `f ϕ ξ ) : Π : ξ ∈ υ
s
Π and ϕ ∈ Φ } : Φ ∈ υ
s
mvL 1 (µ ,K )
〉
,
we easily see V ∈ L ( mvL 1 (µ ,K ) , Π ′ ) to hold. Hence by Proposition 58 on page
35 above there exists some y ∈ ⋃ υ
s
mvL
s
+∞ (µ ,Π ′σ) such that
U `f ϕ ξ = V `Φ `ξ =
∫
Ω
evξ ◦ y · ϕ d µ
holds for ϕ ∈ Φ ∈ dom V and ξ ∈ υ
s
Π . Noting that from y ∈ ⋃ υ
s
mvL
s
+∞ (µ ,Π ′σ)
we directly get ‖ ν1 ◦ y ‖L+∞µ < +∞ now Lemma 50 gives the conclusion similarly
as in the proof of Lemma A 2 above. 
A4 Lemma. If under Assumptions A also (3) holds , then L (F ,K ) ⊆ rng ι .
Proof . Given U ∈ L (F ,K ) , define V : mvL 1 (µ ,K )→ Π ′ by V `Φ `ξ = U `f ϕ ξ
for ϕ ∈ Φ ∈ υ
s
mvL 1 (µ ,K ) and ξ ∈ υ
s
Π . Then by Proposition 60 on page 36 above
there is y ∈ ⋃ υ
s
mvL
s
+∞ (µ ,Π ′σ) with U `f ϕ ξ = V `Φ `ξ =
∫
Ω
evξ ◦ y · ϕ d µ . The
rest proceeds as in the proof of Lemma A 2 above. 
A5 Lemma. If under Assumptions A also (4) holds , then L (F ,K ) ⊆ rng ι .
Proof . Arbitrarily fix U ∈ L (F ,K ) . Putting G = mvL +∞ (µ ,K ) and letting c
be as given by (4) in Theorem A 1 let c1 = c if K =
tfR holds and in the complex
case let c1 = ι3 ◦ (c×f c) ◦ ι2 where with S = υs mL +∞ (µ)× υs mL +∞ (µ) we have
ι3 = { (x, y , x+ *ı y ) : x, y ∈ υs ` +∞ (Ω) } and
ι2 = υsG× S ∩ { (Ψ ; Ψ 1 , Ψ2) : ∀ ψ1 ∈ Ψ 1 , ψ2 ∈ Ψ 2 ; ψ1 + *ı ψ2 ∈ Ψ } .
Then c1 is a continuous linear choice function G→ ` +∞ (Ω ,K ) and hence there
is some A ∈ R+ with the property that ‖ c`Ψ ‖`+∞ ≤ A ‖ψ ‖L+∞µ holds for ψ ∈
Ψ ∈ υ
s
G . Further let ι1 be as in Proposition 51 on page 31 above. Then for E =
mvL 1 (µ ,K ) with U ξ = υ
s
E × C ∩ { (Φ , t) : ∀ ϕ ∈ Φ ; t = U `f ϕ ξ } we obtain V ∈
L (Π, ` +∞ (Ω ,K )) by taking V = c1 ◦ ι1--i ◦ 〈 U ξ : ξ ∈ υsΠ 〉 .
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Now for ξ ∈ υ
s
Π and ϕ ∈ Φ ∈ υ
s
E we have V `ξ ∈ ι1--i `U ξ and hence U `f ϕ ξ
= U ξ `Φ =
∫
Ω
V `ξ · ϕ d µ . Taking
B = inf { sup { ∣∣ ∫
Ω
ψ · ϕ d µ | : ϕ ∈ ⋃ υ
s
E and ‖ϕ ‖
L 1µ ≤ 1 }
: ψ ∈ ⋃ υ
s
G and ‖ψ ‖
L
+∞µ = 1 } ,
we have B ∈ R+ unless Ω is µ – negligible in which case the assertion of the lemma
to be proved trivially holds. Then for ξ ∈ υ
s
Π we get
(∗) ‖ V `ξ ‖`+∞ ≤ A ‖ ι1--i `U ξ ‖L+∞µ ≤ A B −1 ‖ U ‖ (ν `ξ ) .
Now taking y = 〈 evη ◦ V : η ∈ Ω 〉 , trivially (y ; µ ,Π ′σ) is finitely almost sca-
larly measurable, and by (∗) above having ‖ ν1 ◦ y ‖L+∞µ ≤ A B −1 ‖ U ‖ we get
y ∈ ⋃ υ
s
F1 . Then the conclusion follows from Lemma 50 similarly as above. 
As opposed to the case (1) in Lemma A 2 above, note that in the cases (2) and
(3) and (4) in Lemmas A 3 and A 4 and A 5 we only got ‖ Y ‖
F ′ ≤ A ‖ ι`Y ‖ for all
Y ∈ υ
s
F1 for some A with 1 ≤ A < +∞ and possibly 1 < A .
A6 Lemma. If under Assumptions A also (5) or (6) holds ,
then L (F ,K ) ⊆ rng ι .
Proof . Since the verification is quite long ending on page 48 below, we devide
it into Steps 1 , . . . 4. Now, arbitrarily fixing U ∈ L (F ,K ) let
m = 〈〈 U `b p,µ,Π ξA : ξ ∈ υsΠ 〉 : A ∈ µ --i `` R+
〉
.
Step 1. We first show that m has bounded µ – p
∗
variation in Π ′

. Indeed, we show
that
∑
A∈A ((µ A`)
1− p∗ (ν1 ◦ m A`) p∗) ≤ ‖ U ‖ p∗ holds for arbitrarily given fi-
nite disjoint A ⊆ µ --i `` R+ . In order to get this, we first note that for arbitrarily
given ξ ∈ A (ν --i `` I ) it suffices to show that(∑
A∈A ((µ A`)
1− p∗ | m. ξ A` | p∗ )) p∗−1 ≤ ‖ U ‖
holds since otherwise we could easily get a contradiction.
In order to get this, taking s = p ∗− 1 and with the short-
hand vA = (µ A`) p
∗−1−1 (m. ξ A`) putting v = 〈 vA : A ∈ A 〉 we have v ∈ A C
and we need to show that ‖ v ‖` p∗ ≤ ‖ U ‖ holds. We may assume that ‖ v ‖` p∗ 6= 0
holds, and then taking u = 〈 uA : A ∈ A 〉 where uA = ‖ v ‖` p∗−s | vA | s−1 vA if
vA 6= 0 holds, otherwise having uA = 0 , we now have ‖u ‖` p = 1 and∣∣ ∑ (u · v ) | = ∑ (u · v ) = ∑A∈A (uA vA) = ‖ v ‖` p∗ .
Furthermore, with the shorthand tA = uA (µ A`) −p
−1
we have∣∣ ∑ (u · v ) | = ∣∣ ∑A∈A (uA vA) |
=
∣∣ ∑
A∈A ( tA (µ A`)
p−1(µ A`) p
∗−1−1 (m. ξ A`)) |
=
∣∣ ∑
A∈A ( tA (m. ξ A`)) |
=
∣∣ ∑
A∈A ( tA (U `b p,µ,Π (ξ A`)A )) |
= | U`(σrdF -
∑
A∈A tA b p,µ,Π (ξ A`)A |
≤ ‖ U ‖ ‖ σrdF -
∑
A∈A tA b p,µ,Π (ξ A`)A ‖F
≤ ‖ U ‖ (∑A∈A ( | tA | p (µ A`))) p−1
= ‖ U ‖ ‖u ‖` p = ‖ U ‖ , giving the assertion.
Step 2. Noting that the requirement of absolute continuity holds since we trivially
have ν1 ◦ m A` ≤ ‖ U ‖ (µ A`) p−1 for any A ∈ µ --i `` R+ , now let A and y be as
given by Corollary 72 on page 42 above. Then we have (y ; µ ,Π ′σ) simply measur-
able and such that y`η = Π ×{0} holds for η ∈ Ω \⋃ A and such that we also
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have m A``ξ =
∫
A
evξ ◦ y d µ for A1 ∈ A and A ∈ dom µ ∩ Ps A1 and ξ ∈ υsΠ .
In addition (y ; µ ,Π ′

) is simply measurable if Π is reflexive.
Step 3. Under (5) or (6) to prove that ‖ ν1 ◦ y ‖L p∗µ ≤ ‖ U ‖ holds, noting that in
the reflexive case now (a
bs
p∗◦ ν1 ◦ y ; µ ,tfR) is trivially measurable, and that by
Lemma 25 on page 14 above the same holds also in the separable case, it suffices
to show that
∫
Ω
a
bs
p∗◦ ν1 ◦ y d µ ≤ ‖ U ‖ p
∗
holds. For this in turn for every fixed
A0 ∈ µ --i `` R+ it suffices to show that
∫
A0
(ν1 ◦ y`η ) p
∗
d µ (η) ≤ ‖ U ‖ p∗ holds.
Now we can express A0 as the union of an increasing sequence of
A ∈ µ --i `` R+ such that ν1 ◦ y is bounded on every A ,
say ν1 ◦ y ``A ⊆ [ 0 ,M ] with M ∈ R+ , and
it further suffices to show that for every such A with 0 < µ A` we have∫
A
(ν1 ◦ y`η ) p
∗
d µ (η) ≤ ‖ U ‖ p∗ .
To proceed indirectly, supposing that
‖ U ‖ p∗ < ∫
A
(ν1 ◦ y`η ) p
∗
d µ (η) holds, we let
ε = 14 (µ A`)
−p−1( ∫
A
(ν1 ◦ y`η ) p
∗
d µ (η)) p
∗−1 − ‖ U ‖) .
Since ν1 ◦ y | A is positive µ – measurable with sup (ν1 ◦ y ``A) < +∞ , we can
find a finite partion A0 ⊆ dom µ of A such that | ν1 ◦ y`η − ν1 ◦ y`η1 | < ε holds
for all η , η1 ∈ A1 ∈ A0 . Taking S = ν --i `` {1} and
P = A× S ∩ { (η , ξ ) : 0 ≤ y`η`ξ and ν1 ◦ y`η < y`η`ξ + ε } ,
we first see that A ⊆ dom P holds. In the reflexive case letting S0 be the closed
linear span in Π ′

of rng y we take T1 = τrd (Π
′

) ↓∩ (ν1--i `` [ 0 ,M ] ∩ S0) whereas
in the separable case we put T1 = τrd (Π
′
σ) ↓∩ (ν1--i `` [ 0 ,M ]) . Noting that in both
cases now T1 is a separable and metrizable and hence second countable topology,
we find some U ∈ N0 T1 with y ``A ⊆
⋃
rng U and such that for every U ∈ rng U
there are ξ , η with (η , ξ ) ∈ P and U ⊆ L (Π,K ) ∩ { ζ : | (ζ − y`η )`ξ | < ε } .
We next fix some bijection A0 : k → A0 with k ∈ N and construct the countable
finite or infinite sequence A as follows. Indeed, we first let A1 be the infinite
sequence of possibly empty finite sequences obtained as follows. For every fixed
i ∈ N0 with B = y --i [ U `i \
⋃
(U `` i) ] let A1`i with l ∈ N0 be the unique bijection
l → A0 ↓∩ B \ 1 . ordered by A0 . Then let A be the infinite concatenation of A1 .
Now A is injective with rng A ⊆ dom µ \ 1 . and such that rng A is a partition
of A refining A0 , i.e. for every i ∈ dom A there is A1 ∈ A0 with A `i ⊆ A1 .
Possibly by countable choice we take any η ∈∏cA and any ξ ∈ domA S such that
(η`i , ξ`i) ∈ P holds for all i ∈ dom A . Now by construction
| (y`η − y`η1)`ξ | < ε and ν1 ◦ y`η1 < y`η1`ξ + ε and 0 ≤ y`η1`ξ hold
whenever we have ( i , A1) ∈ A and η ∈ A1 and ( i , η1) ∈ η and ( i , ξ ) ∈ ξ .
With N0 = dom A we next compute∫
A
(ν1 ◦ y`η ) p
∗
d µ (η) =
∑
i∈N0
∫
A i`
(ν1 ◦ y`η ) p
∗
d µ (η)
≤∑ i∈N0 (ν1 ◦ y ◦ η`i+ ε) p∗ (µ ◦ A`i)
≤∑ i∈N0 (y ◦ η`i`(ξ`i) + 2 ε) p∗ (µ ◦ A`i)
= lim N→∞
∑
i∈N (y ◦ η`i`(ξ`i) + 2 ε) p
∗
(µ ◦ A`i) ,
where the last limit expression is valid and needed only in the case where A is
infinite. According to whether A is finite or infinite, with N = N0 or for arbitrarily
fixed N ∈ N considering u ∈ N R+ given by
u = 〈 (y ◦ η`i`(ξ`i) + 2 ε) (µ ◦ A`i) p∗−1 : i ∈ N 〉 ,
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we know that for some v ∈ N R+ with ‖ v ‖` p = 1 we have ‖u ‖` p∗ =
∑
(u · v )
where u · v is the pointwise product N 3 i 7→ u`i · (v`i) . Using this, we get∑
i∈N (y ◦ η`i`(ξ`i) + 2 ε) p
∗
(µ ◦ A`i) = (∑ (u · v )) p∗
=
(∑
i∈N ((y ◦ η`i`(ξ`i) + 2 ε) (µ ◦ A`i) p
∗−1
(v`i))) p
∗
=
(∑
i∈N
∫
A i`
((y ◦ η`i`(ξ`i) + 2 ε) (µ ◦ A`i) p∗−1−1 (v`i)) d µ (η)) p∗
= (I1 + 2 ε I2)
p∗ where we have
I1 =
∑
i∈N
∫
A i`
y ◦ η`i`(ξ`i) (µ ◦ A`i) p∗−1−1 (v`i) d µ (η) and
I2 =
∑
i∈N
∫
A i`
(µ ◦ A`i) p∗−1−1 (v`i) d µ (η) .
Now with A1 =
⋃
(A``N ) a direct computation using Ho¨lder’s inequality
gives I2 ≤ (µ A`1) p
−1 ≤ (µ A`) p−1 , and to estimate I1 , taking
ξ1 = 〈 ((µ ◦ A`i) p
∗−1−1 (v`i) (ξ`i))svsΠ : i ∈ N 〉 and
X = σrdF -
∑
i∈N b p,µ,Π (ξ`i)A i` , we get
I1 =
∑
i∈N
∫
A i`
y ◦ η`i`(ξ1`i) d µ (η) = U X` + I3 where
I3 =
∑
i∈N
∫
A i`
(y ◦ η`i− y`η )`(ξ1`i) d µ (η) .
A direct computation gives ‖X ‖
F
≤ 1 whence we get | U X` | ≤ ‖ U ‖ , and further
| I3 | ≤ ε
∑
i∈N
∫
A i`
(µ ◦ A`i) p∗−1−1 (v`i) d µ (η) = ε I2 ≤ ε (µ A`) p
−1
.
Putting these results together, and letting N →∞ or taking N = dom A if A is
finite, we finally obtain∫
A
(ν1 ◦ y`η ) p
∗
d µ (η) ≤ (‖ U ‖+ 3 ε (µ A`) p−1 ) p∗
<
(‖ U ‖+ 4 ε (µ A`) p−1 ) p∗
=
∫
A
(ν1 ◦ y`η ) p
∗
d µ (η) , a contradiction.
Step 4. Now having obtained ‖ ν1 ◦ y ‖L p∗µ ≤ ‖ U ‖ we know that y ∈
⋃
υ
s
F1 holds,
and hence there is some Y with y ∈ Y ∈ υ
s
F1 . Then we get U ∈ rng ι from Lemma
50 similarly as in the proof of Lemma A 2 on page 45 above. 
We have now established Theorem A 1 since as noted at the beginning of this
section on page 44 above, only the surjectivity L (F ,K ) ⊆ rng ι remained to be
verified, and this is done in the various cases in Lemmas A 2 , . . . A 6 above. Note
also that as opposed to the treatments in [ P43 ] and [ E ] , we succeeded to handle
the cases (5) and (6) simultaneously. In [ P43 ] only the case (5) is considered, and
the text also contains some quite obscure passages. In [ E ] the case (6) is treated
under the additional assumption that µ be at least positive Radonian.
E. Examples and open problems
Below, we have collected some examples in order to make more concrete some points
of the abstract theory given above. We also point out some related open problems.
In the first example we demonstrate that in Theorem A 1 the case (3) does not
cover (1) and (2) even when µ is a probability measure.
74 Example. For Ω = I I , we construct a probability measure µ on Ω such that
for the space F = mL 1 (µ) the topology τrdF is not separable. Indeed, for details
referring to [ D ; 199 – 203 ] let µ = ⊗mea ( I×{ mLeB | Ps I }) be the uncountable
product measure of the Borel – Lebesgue measure on the closed unit interval.
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Now with A s = Ω ∩ { η : 12 ≤ η`s ≤ 1 } let
x s = (Ω \A s)×{0} ∪ (A s×{2}) and X s = uniqset X : x s ∈ X ∈ υ
s
F .
For X ∈ υ
s
F letting ‖X ‖
F
= uniqset s : ∀ x ∈ X ; s = ∫
Ω
| x`η |a d µ (η)
and ‖ X − Y ‖
F
= ‖ (X − Y )svsF ‖F ,
then { X s : s ∈ I } is uncountable, and for s, t ∈ I with s 6= t by a simple compu-
tation we get ‖ X s− X t ‖
F
= 1 , giving the assertion on nonseparability.
Equally well in Example 74 above we could have taken the uncountable “coin
tossing” measure µ = ⊗
mea
(I ×{pi}) for any uncountable set I when
pi = { 1. , { 1.}}×{ 12 } ∪ { (∅ , 0) , (2 . , 1) } .
75 Problem. Does (4) hold in Theorem A 1 when µ is the probability measure con-
structed in Example 74 above? Observe that [ E ; Lemma 8.17.1 (b) , p. 580 ] would
give a positive answer only if (TR ↓∩ I ) I ]ti were a metrizable topology, thus requir-
ing the set I = [ 0 , 1 ] to be countable.
76 Example. For Ω = R× R we construct a decomposable positive measure µ on
Ω that is not truly decomposable. We also get a function u : Ω→ { 0 , 1} with∫
u d µ = +∞ but ∫
A
u d µ = 0 for all A ∈ µ --i `` R+ . Indeed,
let µ be the set of all pairs (A , s) with A ⊆ Ω and such that there are B ∈
{A ,Ω \A } and a countable C ⊆ R such that B `` {t} ∈ dom mLeb holds for all t ∈
C, and that B `` {t} = ∅ for t ∈ R \ C, and that s = ∑ 〈 mLeb` (A `` {t}) : t ∈ R 〉 .
For N = R × {0} then N 6∈ dom µ but A ∩ N ∈ µ --i `` {0} for all A ∈ µ --i `` R+ .
It follows that µ cannot be truly decomposable. To see that µ is decomposable,
just take A =
{{t}× ] n, n+ 1 ] : t ∈ R and n ∈ Z } . One also observes that for
u0 = N ×{1} and u = (Ω \N )×{0} ∪ u0 we have
∫
u d µ =
∫
u0 d µ = +∞
but
∫
A
u d µ =
∫
A
u0 d µ = 0 for all A ∈ µ --i `` R+ .
Decomposable but not σfinite positive measures are given in the next
77 Example. Let g ∈ S×S S be a group operation with S uncountable. Then with
Ω = S× R and T = P
s
S ×t TR and
a = { (s1 , t1 ; s2 , t2 ; s3 , t3) : (s1 , s2 , s3) ∈ g and (t1 , t2 , t3) ∈ σrd fR } putting
µ =
〈 ∑
s∈S (mLeb` (A`` {s})
)
: A ⊆ Ω and ∀ s ∈ S ; A`` {s} ∈ dom mLeb 〉
and µ1 = µ | {A : dom A is countable or dom (Ω \A) is countable } , we have
(a , T ) a locally compact Hausdorff topological group with µ a modified Haar me-
asure for it and µ1 = µ | σAlg {K : K is T – compact } . With
A = {{s}× [ n, n+ 1 [ : s ∈ S and n ∈ Z }
one checks that µ is truly decomposable and that µ1 is decomposable. Note that
for g = σrd
fR = σrd2 tfR we have µ1 precisely the µ given in Example 76 above.
78 Problem. Is µ almost decomposable in the following situation? Let Ω = 2. R and
with S a b = { a+ t (b− a) : 0 ≤ t ≤ 1 } let µ0 = { ( S a b , ‖ a− b ‖` 2) : a, b ∈ Ω }
and µ = Cth〈 inf { ∑ (µ0 ◦ A) : µ0 : A ∈ N0 dom µ0 and
A ⊆ ⋃ rng A } : A ⊆ Ω 〉 | σAlg dom µ0 .
Since from [ D ; Proposition 3.2.4, p. 72 ] we know that µ is a positive measure,
the problem is whether there exist A , N ′ as required in Definitions 27 (2) on page
15 above. An appeal to intuition suggests that µ is not almost decomposable, but
a possible proof does not seem to be simple.
Note that if we above instead had written
µ = uniqset m : m is a positive measure and dom m = σAlg dom µ0 and µ0 ⊆ m ,
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then it might have happened that µ = U holds, and hence the answer to the above
question would trivially have been “no”, noting that by the lacking σfiniteness the
uniqueness in [ D ; Theorem 3.1.10, p. 68 ] is not applicable in this situation.
Similarly as in Problem 78 above we might ask whether with k ,N ∈ N and Ω =
k+N R and suitably fixed λ ∈ R+ and
B r = { Ω ∩ { η : ‖ η − η0 ‖` 2 < R } : η0 ∈ Ω and 0 < R ≤ r }
and α = 〈 t N (k+N ).−1 : t ∈ R+ 〉 the N – dimensional Hausdorff measure
Cth〈 lim r→ 0+ inf
{
λ
∑
(α ◦ m k+NLeb ◦ B ) :
B ∈ N0 B r and A ⊆ ⋃ rng B } : A ⊆ Ω 〉
is almost decomposable.
In search for an example of a positive measure that would not be almost decom-
posable we noticed the positive measure µ in the following
79 Example. Let µ1 = N×{0} ∪ { (Ω1\N, 1) : N ∈ N } where Ω1 is an uncount-
able set and N is a σ ideal in Ω1 with Ω1 6∈ N and {{η} : η ∈ Ω1 } ⊆ N . For
example, we might have Ω1 = I and N = mLeb--i `` {0} ↓∩ I , or
N =
{ ⋃
A : A is countable and A ⊆ P
s
Ω1 ∩ {A : Int T Cl T A = ∅ }}
where T is a regular locally compact or completely metrizable topology for Ω1 .
With a fixed s0 ∈ Ω1 for η0 = (s0 , s0) and for Ω = Ω1×Ω1 we then construct
a positive measure µ on Ω such that µ is decomposable but not σfinite and such
that
⋂
A0 = { η0} 6∈ dom µ and
⋂
A ∈ µ --i `` {1} hold for
A0 = µ
--i `` {1} ∩ {A : η0 ∈ A }
and for all nonempty countable A ⊆ A0 .
Indeed, with PA =
⋃ {{s}×A1 : (s, A1) ∈ A } and P the set of all countable
functions A ⊆ Ω1× dom µ1 with [ s0 ∈ dom A and A`s0 6∈ N ⇒ s0 ∈ A`s0 ] we
let µ = { (A , t) : ∃ A ∈ P ; [ A = PA and t = ∑ (((µ1 ◦ A ) --i `` {1})×{1}) ]
or [ A = Ω \ PA and t = +∞ ] g .
Note that { PA : A ∈ P } is a σring and hence that dom µ is a σalgebra.
One sees that for 0 < p ≤ +∞ and for Π ∈ LCS (K ) with K ∈ {tfR ,tfC } the
spaces mvL p (µ ,Π ) and ` p(Ω1 , Π ) are linearly homeomorphic under X 7→ y when
y ∈ Ω1 υ
s
Π is such that for x ∈ X and u ∈ L (Π,K ) and for finite A ∈ P with
rng A ⊆ µ1--i `` {1} we have
∫
PA
u ◦ x d µ = ∑ (u ◦ y | dom A ) .
From Example 79 above we arrive at the following
80 Problem. Is µ positive Radonian when µ = mLeb | (Ps I ∩ (mLeb--i `` { 0 , 1 })) holds?
Note that if there is T that positively Radonizes µ above, then necessarily µ`K ∈
{ 0 , 1 } holds when K is T – compact. Furthermore, there is some N ∈ µ --i `` {0}
such that T ↓∩ ( I \N ) is a compact topology. Then we get µ`` (T ↓∩ ( I \N )) ⊆
{ 0 , 1 } and hence µ`` T ⊆ { 0 , 1 } .
Observe that if we take the trivially positive Radonian µ0 = { (∅ , 0) , (1. , 1) } ,
then for q = I× 1. and µ2 = { ( q --i ``A , t) : (A , t) ∈ µ0 } and for 0 ≤ p ≤ +∞ and
E = mL p (µ) and F = mL p (µ2) and ι = υs E × υs F ∩ { (Φ , Ψ ) : Φ ∩ Ψ 6= ∅ } we
have ι : E → F a linear homeomorphism. This leads us to the following
81 Definitions. (1) q ∗meaµ = { ( q --i ``A , t) : (A , t) ∈ µ } ,
(2) Say that N ′ is finitely µ – negligible iff N ′ is µ – negligible
and µ --i `` {+∞} ∩ P
s
N ′ = ∅ holds,
(3) Say that µ1 , µ2 are Lebesgue equal iff µν for ν=1,2 is a positive measure and
there are N1 , N2 , q1 , q2 , Q with Nν finitely µν – negligible and qν is a surjection
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Q→ ⋃ dom µν \Nν for ν=1,2 and ι ∈ Lis(E1 , E2) holds for Eν = mL 1 ( qν∗meaµν)
and ι = υ
s
E1× υs E2 ∩ { (Φ , Ψ ) : Φ ∩ Ψ 6= ∅ } ,
(4) Say that µ is essentially positive Radonian iff
there is a positive Radonian µ0 such that µ , µ0 are Lebesgue equal.
Note that if µ is a positive measure and q is a small function such that for the
set N ′ =
⋃
dom µ \ rng q it holds that N ′ is µ – negligible, then q ∗meaµ need not
be a positive measure since it may even fail to be a function. For example, taking
q = ∅ and µ = { (∅ , 0) , (1. ,+∞) } we get q ∗meaµ = 1.×{ 0 ,+∞} . However, if
we know that q ∗meaµ is a function, then it is also a positive measure as one quickly
verifies. A sufficient condition to guarantee that q ∗meaµ be a function is that N ′
be finitely µ – negligible as we have required in Definitions 81 (3) above.
Note also that our Definition 81 (3) is not entirely satisfactory since for example
taking µ0 = { (∅ , 0) } we have both mL 1 (µ) and mL 1 (µ0) linearly homeomorphic to
the trivial space (1.× 1.× 1. ,R× 1.× 1. ,P
s
1.) but µ , µ0 are not Lebesgue equal
by the above. We further remark that the relation of being Lebesgue equal is not
an equivalence since for example taking the positive Radonian µ1 = 2 .×{0} that
is positively Radonized by P
s
1. we have both µ , µ1 Lebesgue equal and µ0 , µ1
Lebesgue equal. Now we can pose the following
82 Problem. Is every positive measure essentially positive Radonian?
If the answer to the question in Problem 82 is positive, then one might be able to
remove from Theorem A 1 the assumption on µ being almost decomposable in the
case where p = 1 holds. It seems that possibly by using Kakutani’s theorem [ E ;
4.23.2, p. 287 ] one might be able to prove that this indeed is the case. However,
we leave these matters open here.
For example the Wiener probability measure in [ PiP ] on a non-locally compact
separably metrizable topological space is essentially positive Radonian directly by
its construction since it is obtained by restricting a Radonian probability measure
on a compact topological space to a subset of measure unity. More specifically, one
first constructs a probability measure pi that is positively Radonized by a compact
topology T. Then for a certain separably metrizable topological space (Ω ,U) one
shows that σAlgU = dom pi ↓∩ Ω and Ω ∈ pi --i `` {1} hold, and finally one defines
id Ω ∗meapi to be the Wiener measure.
We remark that there is some confusion in [ PiP ; pp. 12 – 25 ] and that the above
is not a review but rather an interpretation of how it could have been done.
83 Example. It holds that P
s
Ω positively almost Radonizes pi in the following situ-
ation. Let (Ω , T ) be a separably metrizable and not locally compact topological
space with Ω uncountable, and let D countable and T – dense with a ∈ D R+ and∑
a = 1 . Then let pi =
〈 ∑
(a | A) : A ∈ σAlg T 〉 . For example, we might have
T = τrdC ( I ) and D the set of all polynomial functions with rational coefficients,
or the set of all piecewise affine functions with rational “break” points.
84 Example. For Ω = N0 I we obtain a decomposable non-σfinite positive mea-
sure µ on Ω by taking µ =
∑ 〈 m α : α ⊆ N0 〉 where with m1 = mLeb | Ps I and
δ0 = dom m1× { 0 , 1 } ∩ { (A , t) : t = 1 ⇔ 0 ∈ A } we have
m α = ⊗
mea
((N0 \ α)×{m1} ∪ (α×{ δ0})) .
Indeed, with A α = Ω ∩ { η : η --i `` {0} = α } taking A = {A α : α ⊆ N0 } we have
A uncountable and disjoint with Ω =
⋃
A and A ⊆ µ --i `` {1} . Furthermore, for
α , κ ∈ P
s
N0 we have m α A` α = 1 and α 6= κ ⇒ m κ A` α = 0 . To see these, by
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straightforward inspection one first verifies the last assertion which then directly
implies that A ⊆ µ --i `` {1} holds. Consequently µ is not σfinite.
To show that µ is decomposable, let A ∈ µ --i `` R+ and N ′ ⊆ Ω with A ↓∩ N ′ ⊆⋃ { P
s
N : N ∈ µ --i `` {0}} . Then taking Λ0 = Ps N0 ∩ {α : A ∩ A α ∈ µ --i `` R+
}
we have Λ0 countable, and also putting N1 = A \
⋃ {A α : α ∈ Λ0 } we get N1 ∈
µ --i `` {0} . Indeed, trivially N1 ∈ dom µ holds, and if we have N1 6∈ µ --i `` {0} ,
then 0 < µ`N1 =
∑ 〈 m α`N1 : α ∈ Ps N0 〉 = ∑ 〈 m α`N1 : α ∈ Ps N0 \ Λ0 〉 when-
ce there is some α ∈ N0 \ Λ0 with 0 < m α`N1 ≤ m α A` and hence α ∈ Λ0 , a
contradiction. Now by countable choice there is some countable N ⊆ µ --i `` {0}
with
⋃ {N ′ ∩ A α : α ∈ Λ0 } ⊆ ⋃ N . Then taking N = ⋃ N ∪ N1 we finally get
A ∩ N ′ ⊆ N ∈ µ --i `` {0} .
Observe that if in Example 84 in place of N0 we take any uncountable set, then
we obtain a trivial measure µ in the sense that rng µ = { 0 ,+∞} holds.
85 Problem. Is µ positive Radonian in Example 84 above? Note that at least we
cannot take T = (TR ↓∩ I ) N0 ]ti in order to positively Radonize µ since Ω is T –
compact with µ`Ω = +∞ .
86 Example. We say that µ is a signed measure iff µ ∈ dom µ R with dom µ being a
σalgebra and µ`
⋃
A =
∑
(µ | A) for all countable disjoint A ⊆ dom µ . Then
we cannot have {−∞ ,+∞ } ⊆ rng µ since otherwise we could find A , B with
{ (A ,−∞) , (B,+∞) } ⊆ µ and A ∩ B = ∅ whence we would get
U =
∑
(µ | {A , B }) = µ`(A ∪ B ) ∈ R ,
a contradiction following from our sum conventions in [ Hfs ] . Now the positive
measures are precisely the signed measures µ with rng µ ⊆ [ 0 ,+∞ ] , and a signed
measure µ we say to be positively signed iff −∞ 6∈ rng µ holds. Similarly the con-
dition +∞ 6∈ rng µ defines being negatively signed . Real measures are now those
that are both positively and negatively signed.
We next construct the topologized conoid tcR∗+ = (a, c , T ) so that m is posi-
tively signed iff m is countably tcR∗+ – additive and such that dom m is a σalgebra.
Indeed, taking R = R+ and S = ]−∞ ,+∞ ] let T = TR ↓∩ S and
a = σrd
2 tfR ∪ { (s, t ,+∞) : +∞ ∈ { s, t } ⊆ S } and
c = τσrd
tfR | (R×U) ∪ { (0 ,+∞ , 0) } ∪ { (s,+∞ ,+∞) : s ∈ R+} .
Making the obvious modifications we similarly get the topologized conoid tcR∗− so
that m is negatively signed iff m is countably tcR∗− – additive and such that dom m
is a σalgebra. Likewise, we can construct the topologized conoid tcR+ characterizing
the positive measures.
87 Problem. In Theorem A 1 taking for example µ = mLeB | Ps I and
Π ∈ { co(I) , ` 1(I) , L +∞ (I) } ,
hence Π being nonreflexive with τrdΠ a nonseparable topology, for p = 1 we see
that (3) holds, and then with F1 =
mvL
s
p∗(µ ,Π ′σ) we obtain that ι is a linear ho-
meomorphism F1 → F ′ , and hence in particular that L (F ,tfR) ⊆ rng ι holds.
However, if we instead take 1 < p < +∞ for example with p = 2 , then we do not
know whether L (F ,tfR) ⊆ rng ι holds. So under these circumstances we may ask:
Is there U such that U ∈ L (F ,tfR) \ rng ι holds ?
We remark that by suitably adapting the proof of Corollary 72 above it seems
to be possible to deduce existence of some y and a countable disjoint A ⊆ µ --i `` R+
with
⋃
A = I and such that (y ; µ ,Π ′σ) is scalarly measurable and such that we
have U X` =
∫
A
y . x d µ for all x,X with x ∈ X ∈ υ
s
F and rng x finite and such
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that for some A ∈ A we have x --i [ U \ { 0Π} ] ⊆ A . However, we do not know
whether ‖ ν1 ◦ y ‖L p∗µ < +∞ holds. If we could get y with these properties to-
gether with ‖ ν1 ◦ y ‖L p∗µ < +∞ , then we would also get U ∈ rng ι .
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