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In this paper we study three classes of complete hyperelliptic
integrals of the ﬁrst kind, which are some degenerate subfamilies
of a family considered in the work of Gavrilov and Iliev. It is
shown that the three classes of complete hyperelliptic integrals
are Chebyshev, and the exact bounds on the number of zeros of
these Abelian integrals are one. This result reveals that there exist
degenerate subfamilies of ovals of the hyperelliptic Hamiltonian
which are not exceptional families proposed by Gavrilov and Iliev,
but the corresponding complete hyperelliptic integrals of the ﬁrst
kind still satisfy the Chebyshev property.
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1. Introduction
In theory of singularities and its application (cf. [2]), Arnold proposed ten problems in which the
7th problem is on the number of zeros of Abelian integrals. We state this problem as follows. Let
a real Abelian integral
I(h) =
∮
Γ (h)
P (x, y)dx+ Q (x, y)dy
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of ovals as h varies in an open interval. How large can the number of isolated zeros of the function
I(h) be in the open interval if P , Q and H are polynomials whose degrees are known? And for
complete hyperelliptic integrals of the ﬁrst kind
J (h) =
∮
Γ (h)
α0 + α1x+ · · · + αg−1xg−1
y
dx, H(x, y) = y2 + U (x),
where degU = 2g + 1 > 4, αi are real parameters and i = 0,1, . . . , g − 1. Is the g-dimensional family
of J (h) a Chebyshev family in the open interval? Where Chebyshev family means that the number of
the isolated zeros of J (h) is smaller than g − 1.
It is clear that the ﬁrst part of this problem is called the weakened 16th Hilbert problem compare
to Hilbert in [12] (see [1,2]), since for suﬃciently small ε and generic polynomials H(x, y), P (x, y)
and Q (x, y), the limit cycles of the perturbed plane Hamiltonian system
dH + ε(P dx+ Q dy) = 0,
which tend to certain ovals when ε tends to zero, are correspondence with the isolated zeros of
the real Abelian integral I(h) if I(h) ≡ 0. On the theme there have been many excellent works, for
example, on the number of real isolated zeros of the Abelian integral along the closed level curves of
the elliptic case, such as Petrov’s series of works [18–20], Horozov and Iliev [13], and the exact bounds
on the number of real isolated zeros of I(h) were given by Dumortier and Li’s successive works [4–7]
and references therein. For hyperelliptic case, recently there are some works (cf. [15,21]). Specially for
general Abelian integral Binyamini et al. in [3] obtained a double exponential upper bound in degree
of potential on the number of zeros of Abelian integral.
On the other hand, there are few works on the second part of the 7th problem (cf. [2]), that is
whether or not the g-dimensional real vector space of J (h) is Chebyshev. Recall that a real vector
space V of functions deﬁned on some interval I is said to be Chebyshev if each f ∈ V has at most
dim V − 1 zeros on I, and Chebyshev with accuracy m if each f ∈ V has at most dim V +m − 1 zeros
on I (see [8]). Gavrilov and Iliev in [9] systematically studied this problem and obtained that for any
g > 1, the g-dimensional real vector space of J (h) is not Chebyshev in general, and when g = 2 and
degU = 5 there exist exceptional families of ovals γ (h) of the hyperelliptic Hamiltonian such that the
corresponding g-dimensional family of J (h) is Chebyshev, that is, when g = 2 and degU = 5 there
exist exceptional families of ovals {Γ (h)} of y2 + U (x) = h, h is in an open interval I such that every
Abelian integral of the form
J (h) =
∮
Γ (h)
α0 + α1x
y
dx, α20 + α21 = 0,
has at most one isolated zero on the interval I. Their proof on Chebyshev property is based on the Rie-
mann bilinear relations on differentials of the ﬁrst kind together with the fact that a Jacobian variety
with its polarization cannot be a direct product of principally polarized Abelian varieties. Moreover,
they formulated two conjectures concerning Chebyshev accuracy if the ovals γ (h) of the hyperelliptic
Hamiltonian is not exceptional family. Motivated by their work, we study the 2-dimensional real vec-
tor space of J (h) for three classes of degenerate families of ovals Γ (h) in [9], which are the boundary
points of the bifurcation diagram of hyperelliptic Hamiltonian system as degU = 5. By combining the
algebraic criterion in [16] and techniques of analysis, we prove that two classes of the complete hy-
perelliptic integrals of the ﬁrst kind are Chebyshev and the other class is Chebyshev with accuracy
one. Furthermore, we use the asymptotic expansions of J (h) at the end points of the interval to verify
the third class of the complete hyperelliptic integral is still Chebyshev. This result reveals that there
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exist degenerate subfamilies of ovals γ (h) of the hyperelliptic Hamiltonian which are not exceptional
family in [9], but the corresponding 2-dimensional family of J (h) is still Chebyshev.
The paper is organized as follows. We reintroduce our problem and result, and provide some
preliminary in Section 2. We give the details about the proof of our main results in the last section.
2. Preliminary and main results
In [9] Gavrilov and Iliev normalized the hyperelliptic Hamiltonian with degree ﬁve, which has only
real critical points, to the following normal form
H(x, y) = 1
2
y2 − λμ
2
x2 + λ + μ + λμ
3
x3 − 1+ λ + μ
4
x4 + 1
5
x5, 0μ λ 1,
and the corresponding Hamiltonian system takes the form{
x˙ = y,
y˙ = −x(x− μ)(x− λ)(x− 1). (2.1)
There are eleven kinds of topologically different phase portraits for system (2.1), in which ten phase
portraits have the continuous families of ovals, respectively except the case of double cusps, as shown
in Fig. 1, where the bifurcation diagram consists of the boundary of the triangle T = {(λ,μ): 0μ
λ 1} and the curve γ : μ = 3λ2−5λ5(λ−2) .
From Proposition 3 and Theorem 1 in [9], we know if 0 < μ < λ < 1, the continuous family of
ovals surrounding the center (1,0) of system (2.1) is exceptional and the continuous family of ovals
surrounding the center (μ,0) of system (2.1) is not exceptional. And the 2-dimensional real vector
space of J (h) for exceptional family is Chebyshev. However, when (μ,λ) are on the boundary of the
triangle T (that is the degenerate families of system (2.1)), to our knowledge, there are no results
on J (h). It is clear that some of the continuous families of ovals are exceptional and the others are
not exceptional if (μ,λ) are on the boundary of the triangle T . The aim of our paper is to investigative
the Chebyshev property of the 2-dimensional real vector space of { J0(h), J1(h)}, where
J0(h) =
∮
Γ (h)
dx
y
, J1(h) =
∮
Γ (h)
xdx
y
,
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here Γ (h) is the continuous family of ovals of system (2.1), respectively in the three cases of
(μ,λ) ∈ T : (i) μ = λ = 0; (ii) μ = 25 and λ = 1; and (iii) μ = λ = 1 (see Fig. 2). It can be checked
that the continuous family of ovals surrounding the center (1,0) of system (2.1) is exceptional in
case (i), the continuous family of ovals surrounding the center ( 25 ,0) of system (2.1) is not excep-
tional in case (ii), and the continuous family of ovals surrounding the center (1,0) of system (2.1) is
not exceptional yet in case (iii).
Our main results are as follows.
Theorem 2.1.
(i) If μ = λ = 0 in system (2.1), then the 2-dimensional real vector space of { J0(h), J1(h)} on the open
interval (− 120 ,0) is Chebyshev, and the exact bound on the number of zeros of J(h) = α0 J0(h)+α1 J1(h)
is one in (− 120 ,0) for all real α0 and α1 .
(ii) If μ = 25 and λ = 1 in system (2.1), then the 2-dimensional real vector space of { J0(h), J1(h)} on the
open interval (− 10815625 ,0) is Chebyshev, and the exact bound on the number of zeros of J(h) = α0 J0(h)+
α1 J1(h) is one in (− 10815625 ,0) for all real α0 and α1 .
(iii) If μ = λ = 1 in system (2.1), then the 2-dimensional real vector space of { J0(h), J1(h)} on the open
interval (− 120 ,0) is Chebyshev, and the exact bound on the number of zeros of J(h) = α0 J0(h)+α1 J1(h)
in (− 120 ,0) is one for all real α0 and α1 .
The proof of the main result is based on some techniques of analysis, asymptotic expansions and
the algebraic criterion in [10] and [16]. For the reader’s convenience, we list related deﬁnitions, nota-
tions and criterions in the following. One can consult [10,16] and references therein for details.
Deﬁnition 2.1. Let f0, f1, . . . , fn−1 be analytic functions on an open interval I⊂R.
(a) { f0, f1, . . . , fn−1} is a Chebyshev system on I if any nontrivial real linear combination
α0 f0(x) + α1 f1(x) + · · · + αn−1 fn−1(x)
has at most n− 1 zeros on I;
(b) { f0, f1, . . . , fn−1} is a complete Chebyshev system on I if { f0, f1, . . . , fk−1} is a Chebyshev system
on I for each k = 1,2, . . . ,n;
(c) { f0, f1, . . . , fn−1} is an extended complete Chebyshev system on I if for each k = 1,2, . . . ,n, any
nontrivial real linear combination
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has at most k − 1 isolated zeros (counted with multiplicities) on I;
(d) { f0, f1, . . . , fn−1} is a Chebyshev system with accuracy m on I if for any nontrivial real linear
combination
α0 f0(x) + α1 f1(x) + · · · + αn−1 fn−1(x)
has at most n+m− 1 isolated zeros on I.
According to some results in [14] and [17], we can see that for each k = 0,1, . . . ,n − 1, there
exists a real linear combination { f0, f1, . . . , fn−1} with exactly k simple zeros on I if { f0(x), f1(x), . . . ,
fn−1(x)} is an extended complete Chebyshev system on I. And there exists a real linear combination
{ f0, f1, . . . , fn−1} with at most n+m−1 simple zeros on I if { f0(x), f1(x), . . . , fn−1(x)} is a Chebyshev
system with accuracy m on I.
Deﬁnition 2.2. Let f0, f1, . . . , fn−1 be analytic functions on an open interval I ⊂ R. The continuous
Wronskian of ( f0, f1, . . . , fk−1) at x ∈ I is
W [ f0, f1, . . . , fk−1](x) = det
(
f (i)j (x)
)
0i, jk−1 =
∣∣∣∣∣∣∣∣∣∣
f0(x) · · · fk−1(x)
f ′0(x) · · · f ′k−1(x)
...
f (k−1)0 (x) · · · f (k−1)k−1 (x)
∣∣∣∣∣∣∣∣∣∣
,
where f ′(x) is the ﬁrst order derivative of f (x) and f (i)(x) is the ith order derivative of f (x).
The following relation between an extended complete Chebyshev system and their continuous
Wronskian is well known.
Lemma 2.2. { f0, f1, . . . , fn−1} is an extended complete Chebyshev system on I if and only if, for each k =
1,2, . . . ,n, W [ fk](x) = 0 for all x ∈ I.
In the following we introduce how to transform the decision problem of an extended complete
Chebyshev system for a real Abelian integral family {I(h)} to that of an extended complete Chebyshev
system for an analytic function family {l(x)} under some conditions (see [10,16]).
Let H(x, y) = A(x) + y22 be an analytic function in some open subset of R2 that has a local mini-
mum at the origin, and let H(0,0) = 0. Then there exists a punctured neighborhood P of the origin
foliated by ovals Γ (h) ⊂ {(x, y): H(x, y) = h, h0 < h < 0 or 0 < h < h1}. The projection of P on the
x-axis is an interval (xl, xr) with xl < 0 < xr . Suppose that xA′(x) > 0 for all x ∈ (xl, xr)\{0}. Then there
exists a unique analytic involution function z(x) with xl < z(x) < 0 such that
A(x) = A(z(x)), for x ∈ (0, xr).
We consider the Abelian integrals
Ii(h) =
∫
Γ (h)
gi(x)y
2s−1 dx, for h ∈ (h0,0) or h ∈ (0,h1),
where gi , i = 0,1, . . . ,n− 1, are analytic functions on the interval (xl, xr) and s ∈N.
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li(x) = gi(x)
A′(x)
− gi(z(x))
A′(z(x))
. (2.2)
Then from Lemma 2.2 we have the following algebraic criterion (see Theorem B in [10] and Theorem A
in [16]).
Lemma 2.3.
(i) If s > n−2 and W [l0, . . . , li] is non-vanishing on the interval (0, xr) for each i = 0,1, . . . ,n−1, then the
Abelian integrals family {I0(h), I1(h), . . . , In−1(h)} is an extended complete Chebyshev system on interval
(h0,0) or (0,h1).
(ii) If s > n +m − 2, and assume that W [l0, . . . , li] is non-vanishing on (0, xr) for each i = 0,1, . . . ,n − 2
and W [l0, . . . , ln−1] has m zeros on (0, xr) counted with multiplicities, then the Abelian integrals family
{I0(h), I1(h), . . . , In−1(h)} is Chebyshev system with accuracy m on interval (h0,0) or (0,h1), respec-
tively.
The following lemma in [10] gave a formula which promotes the power of y in the integrand of
Abelian integral Ii(h) into a higher order that we want.
Lemma 2.4. Let Γ (h) be an oval inside the level curve {(x, y): A(x) + y2 = h}. If a function g(x) such that
g(x)
A′(x) is analytic at x= 0, then for any s ∈N,∫
Γ (h)
g(x)y2s−1 dx =
∫
Γ (h)
G(x)y2s+1 dx,
where G(x) = 12s+1 ( g(x)A′(x) )′ .
3. The proof of the main theorem
In this section we ﬁrst verify a lemma on Chebyshev with accuracy one for system (2.1) with
μ = λ = 1 by combining symbol computation and mathematical analysis. Then using some techniques
of analysis, asymptotic expansions and the algebraic criterion, we prove our main results (i.e. Theo-
rem 2.1).
Lemma 3.1. If μ = λ = 1 in system (2.1), then the 2-dimensional real vector space of { J0(h), J1(h)} on the
open interval (− 120 ,0) is Chebyshev with accuracy one.
Proof. When λ = μ = 1, system (2.1) has a Hamiltonian function
H3(x, y) = y
2
2
− 1
2
x2 + x3 − 3
4
x4 + 1
5
x5
with the continuous family of ovals Γ3(h) surrounding a nilpotent center (1,0), where Γ3(h) ⊂
{(x, y): H3(x, y) = h, − 120 < h < 0}. And the corresponding complete hyperelliptic integral of the
ﬁrst kind
J3(h) =
∮
Γ (h)
(α0 + α1x)dx
y
, − 1
20
< h < 0, αi ∈R, i = 0,1.
3
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tegral of the ﬁrst kind such that Lemma 2.3 can be used.
Moving the nilpotent center (1,0) of system (2.1) to the origin by the transformation
x = 1− u, y = −v,
we still denote the variable pair by (x, y) after the transformation for the sake of convenience. Then
system (2.1) becomes
{
x˙ = y,
y˙ = x3(x− 1), (3.1)
which has the Hamiltonian function H30(x, y) = A3(x) + y22 with a local minimum at the origin and
the continuous family of ovals Γ30(h) surrounding the nilpotent center (0,0), where
A3(x) = −1
5
x5 + 1
4
x4, Γ30(h) ⊂
{
(x, y): H30(x, y) = h, 0 < h < 1
20
}
.
The period annulus {Γ30(h)} is bounded by a homoclinic loop. The projection of this period annulus
on x-axis is the interval (z∗,1), where
z∗ = − (135+ 60
√
6 )
2
3 − 15+ 3(135+ 60√6) 13
12(135+ 60√6 ) 13
∈
(
− 621
1024
,−155
256
)
,
and there exists a unique analytic involution z3(x), z∗ < z3(x) < 0 such that A3(x) = A3(z3(x)) for
0 < x < 1, where z3(x) is implicitly deﬁned by q3(x, z) = 0, here
q3(x, z) = 4x4 + 4zx3 − 5x3 + 4z2x2 − 5zx2 + 4xz3 − 5z2x+ 4z4 − 5z3.
And we have dz3(x)dx = − 16x
3+12z3x2−15x2+8z32x−10z3x+4z33−5z32
4x3+8z3x2−5x2+12z32x−10z3x+16z33−15z32 .
It is clear that the number of isolated zeros of J3(h) on the interval (− 120 ,0) is at most two,
which is equivalent to that the 2-dimensional vector space { J30(h), J31(h)} is a Chebyshev system
with accuracy one in the interval (0, 120 ), where
J3i(h) =
∮
Γ30(h)
xi dx
y
, i = 0,1.
In order to use the conclusion (ii) of Lemma 2.3, we have to promotes the power of y in the integrand
of Abelian integral J3i(h) to power three.
Note that for 0 < h < 120 , J3i(h) = 1h2
∮
Γ30(h)
(A3(x)+ 12 y2)2xi dx
y . By Lemma 2.4, we have
J3i(h) = 1
h2
∮
Γ30(h)
f3i(x)y
3 dx
	= 1
h2
J˜3i(h),
where
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1200
476x4 − 1904x3 + 2896x2 − 1990x+ 525
(x− 1)4 ,
f31(x) = 1
1200
x(684x4 − 2788x3 + 4312x2 − 3005x+ 800)
(x− 1)4 .
We will prove that the 2-dimensional vector space { J˜30(h), J˜31(h)} is a Chebyshev system with
accuracy one on the interval (0, 120 ) by the conclusion (ii) of Lemma 2.3.
Setting
l3i(x) = f3i(x)
A′3(x)
− f3i(z3(x))
A′3(z3(x))
, i = 0,1,
we only need to check if {l30(x), l31(x)} is a Chebyshev system with accuracy one in the interval (0,1).
According to the conclusion (ii) of Lemma 2.3, we only need to prove that (a) the Wronskian W [l30](x)
of l30(x) is non-vanishing in the interval (0,1) and (b) the Wronskian W [l30, l31](x) of {l30(x), l31(x)}
has only one zero on the interval (0,1) counted with multiplicities.
Let us compute that
W [l30](x) = 1
1200
(x− z3(x))w30(x, z3(x))
x3z3(x)
3(x− 1)5(z3(x) − 1)5
,
where w30(x, z3) is a polynomial in (x, z3) with a long expression and (x, z3) satisﬁes q3(x, z3) = 0.
Since z∗ < z3 < 0 < x < 1, we calculate the resultant with respect to z3 between q3(x, z3) and
w30(x, z3), and obtain
R31(q3,w30, z3) = x6(x− 1)4w30r(x),
where w30r(x) is a polynomial of degree 34 in x.
By applying Sturm’s theorem to w30r(x), we can assert that w30r(x) = 0 for all x ∈ (0,1). Hence,
w30(x, z3) = 0 and q3(x, z3) = 0 have no common roots for 0 < x < 1, which implies that W [l30](x) =
0 for all x ∈ (0,1).
Now we compute the Wronskian W [l30, l31](x). Then
W [l30, l31](x) = − 1
480000
(x− z3)3w13(x, z3)
x6z36(x− 1)9(z3 − 1)9w03(x, z3)
where w03(x, z3) = 4x3 + 8z3x2 − 5x2 + 12z32x− 10z3x+ 16z33 − 15z32,w13(x, z3) is a polynomial in
(x, z3) with a long expression and (x, z3) satisﬁes q3(x, z3) = 0.
Calculating the resultant with respect to z3 between q3(x, z3) and w03(x, z3), we obtain
R30(q3,w03, z3) = 8000x6
(
4x3 + 3x2 + 2x+ 1)(4x− 5)3 = 0, 0 < x < 1.
Thus, W [l30, l31](x) is well deﬁned in z∗ < z3 < 0 < x < 1. We next calculate the resultant with respect
to x between q3(x, z3) and w13(x, z3) and obtain
R32(q3,w13, z3) = 6400z316(z3 − 1)6w13r(z3),
where w13r(z3) is a polynomial of degree 66 in z3. By applying Sturm’s theorem to w13r(z3), we can
assert that w13r(z3) = 0 for all z ∈ (− 6211024 ,− 305512 ) ∪ (− 6091024 ,0) and w13r(z3) has a unique root on the
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must be in the domain
S2 
{
(x, z3): 0 < x < 1, −305
512
 z3 − 609
1024
}
.
In the following we will prove that q3(x, z3) = 0 and w13(x, z3) = 0 does have a unique common
root (counted with multiplicities) in S2. Setting
w13(x, z3) = p1(x, z3)q3(x, z3) + f1(x, z3),
q3(x, z3) = p2(x, z3) f1(x, z3) + f2(x, z3),
f1(x, z3) = p3(x, z3) f2(x, z3) + f3(x, z3),
where pi(x, z3) and f i(x, z3) are the quotient and the remainder of the division, and the degree of x
in f i(x, z3) is 4− i, respectively for i = 1,2,3.
Obviously, q3(x, z3) = 0 and w13(x, z3) = 0 have common roots if and only if f2(x, z3) = 0 and
f3(x, z3) = 0 have common roots. From f3(x, z3) = 0 we can obtain a fractional function x = x(z3) by
implicit function theorem such that f3(x(z3), z3) = 0, substituting x = x(z3) into f2(x, z3) we get
f2
(
x(z3), z3
)= h3(z3)h4(z3)
h1(z3)h2(z3)
,
where hi(z3) are polynomials of z3 with long expression, i = 1,2,3,4. Set h0(z3) is the ﬁrst order
derivative of h4(z3), by using Sturm’s theorem and Maple computations to hi(z3) we can obtain that
hi(z3) = 0 for all z3 ∈ (− 305512 ,− 6091024 ), i = 0,1,2,3, and
h4
(
−305
512
)
> 0, h4
(
− 609
1024
)
< 0.
Then there exists a unique ξ ∈ (− 305512 ,− 6091024 ) such that h4(ξ) = 0, this means that f2(x(ξ), ξ) = 0 and
f3(x(ξ), ξ) = 0 are satisﬁed simultaneously. Finally, our goal is to prove x(ξ) ∈ (0,1). By using Maple
computation again we can obtain the ﬁrst order derivative of x(z3) as follows
x′(z3) = m1(z3)
m2(z3)2
,
where m1(z3) and m2(z3) are polynomials of z3. Using Sturm’s theorem to mi(z3) we can obtain
that mi(z3) = 0 for all z3 ∈ (− 305512 ,− 6091024 ), i = 1,2. Consequently x(z3) is monotonic on this interval.
As well as
x
(
−305
512
)
= 0.9065980822, x
(
− 609
1024
)
= 0.9153969660,
hence x(ξ) ∈ (0,1). Then there exists a unique pair (x(ξ), ξ) ∈ S2 such that f2(x(ξ), ξ) = 0 and
f3(x(ξ), ξ) = 0 are satisﬁed simultaneously, therefore, q3(x, z3) = 0 and w13(x, z3) = 0 have a unique
common root in S2. This implies that W [l30(x), l31(x)] = 0 have a unique root on the interval (0,1).
To sum up the above arguments, we know that the Wronskian W [l30](x) is non-vanishing on the
interval (0,1) and the Wronskian W [l30, l31](x) has one zero on the interval (0,1). By the conclu-
sion (ii) of Lemma 2.3, we obtain that the 2-dimensional vector space { J˜30(h), J˜31(h)} is a Chebyshev
332 N. Wang et al. / J. Differential Equations 254 (2013) 323–341system with accuracy one in the interval (0, 120 ). Hence, { J30(h), J31(h)} is a Chebyshev system with
accuracy one on the interval (0, 120 ). We ﬁnish the proof of Lemma 3.1. 
In the following we prove the main result, that is Theorem 2.1.
Proof. We divide three cases to prove Theorem 2.1 according to the values of (λ,μ).
Case (i): When λ = μ = 0, system (2.1) has a Hamiltonian function
H1(x, y) = y
2
2
− x
4
4
+ x
5
5
with the continuous family of ovals Γ1(h) surrounding the center (1,0), where Γ1(h) ⊂ {(x, y):
H1(x, y) = h, − 120 < h < 0}. And the corresponding complete hyperelliptic integral of the ﬁrst kind
J1(h) =
∮
Γ1(h)
(α0 + α1x)dx
y
, − 1
20
< h < 0, αi ∈R, i = 0,1.
Since the origin is not the local minimum of H1(x, y), we shift the center (1,0) of system (2.1)
to the origin by the transformation x = 1− u, y = −v , and we still denote the variable pair by (x, y)
after the transformation for the sake of convenience. Then system (2.1) becomes{
x˙ = y,
y˙ = x(x− 1)3, (3.2)
which has the Hamiltonian function H10(x, y) = A1(x) + y22 with a local minimum at the origin and
the continuous family of ovals Γ10(h) surrounding the center (0,0), where
A1(x) = −1
5
x5 + 3
4
x4 − x3 + 1
2
x2, Γ10(h) ⊂
{
(x, y): H10(x, y) = h, 0 < h < 1
20
}
.
The period annulus {Γ10(h), 0 < h < 120 } is bounded by a nilpotent saddle loop. The projection of
this period annulus on x-axis is the interval (− 14 ,1) and there exists a unique analytic involution
z1(x), − 14 < z1(x) < 0 such that A1(x) = A1(z1(x)) for 0 < x < 1, where z1(x) is implicitly deﬁned by
q1(x, z) = 0, here
q1(x, z) = 4x4 − 15x3 + 4zx3 + 20x2 − 15zx2 + 4z2x2 − 10x+ 20zx− 15z2x
+ 4xz3 − 10z + 20z2 − 15z3 + 4z4.
And we have dz1(x)dx = − 16x
3−45x2+12z1x2+40x−30z1x+8z12x−10+20z1−15z12+4z13
4x3−15x2+8z1x2+20x−30z1x+12z12x−10+40z1−45z12+16z13 .
It is clear that the maximum number of isolated zeros of J1(h) on the interval (− 120 ,0) is smaller
than one and there exist some values of (α0,α1) such that J1(h) has exactly an isolated zero, which is
equivalent to that the 2-dimensional vector space { J10(h), J11(h)} is an extended complete Chebyshev
system on the interval (0, 120 ), where
J1i(h) =
∮
Γ (h)
xi dx
y
, i = 0,1.10
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∮
Γ10(h)
(A1(x)+ 12 y2)xi dx
y . By Lemma 2.4, we have
J1i(h) = 1
h
∮
Γ10(h)
f1i(x)y dx
	= 1
h
J˜1i(h),
where
f10(x) = 1
20
14x4 − 56x3 + 85x2 − 60x+ 20
(x− 1)4 , f11(x) =
3
20
x(6x4 − 25x3 + 40x2 − 30x+ 10)
(x− 1)4 .
We now claim that the 2-dimensional vector space { J˜10(h), J˜11(h)} is an extended complete
Chebyshev system on the interval (0, 120 ).
Setting
l1i(x) = f1i(x)
A′1(x)
− f1i(z1(x))
A′1(z1(x))
, i = 0,1,
we only need to check if {l10(x), l11(x)} is an extended complete Chebyshev system on the interval
(0,1) by Lemma 2.3. That is to prove that (a) the Wronskian W [l10](x) of l10(x) is non-vanishing
on the interval (0,1) and (b) the Wronskian W [l10, l11](x) of {l10(x), l11(x)} is non-vanishing on the
interval (0,1).
We shall relies on the symbolic computations by Maple to compute the resultant between two
polynomials, and then apply Sturm’s theorem to assert nonexistence of zeros of W [l10](x) and
W [l10, l11](x) in the interval (0,1), respectively.
We ﬁrst compute
W [l10](x) = (x− z1(x))w10(x, z1(x))
20xz1(x)(x− 1)7(z1(x) − 1)7 ,
where w10(x, z1) is a polynomial in (x, z1) with a long expression and (x, z1) satisﬁes q1(x, z1) = 0.
Since − 14 < z1 < 0 < x < 1, we calculate the resultant with respect to z1 between q1(x, z1) and
w10(x, z1), and obtain
R11(q1,w10, z1) = (x− 1)18w10r(x),
where w10r(x) is a polynomial of degree 26 in x.
By applying Sturm’s theorem to w10r(x), we can assert that w10r(x) = 0 for all x ∈ (0,1). Hence,
w10(x, z1) = 0 and q1(x, z1) = 0 have no common roots for 0 < x < 1, which implies that W [l10](x) =
0 for all x ∈ (0,1).
Now we compute the Wronskian W [l10, l11](x). Then
W [l10, l11](x) = − 3
400
(x− z1)3w11(x, z1)
x2z12(x− 1)14(z1 − 1)14w01(x, z1) ,
where w01(x, z1) = 4x4 −15x2 +8z1x2 +20x−30z1x+12z12x−10+40z1 −45z12 +16z13,w11(x, z1)
is a polynomial in (x, z1) with a long expression and (x, z1) satisﬁes q1(x, z1) = 0.
Calculating the resultant with respect to z1 between q1(x, z1) and w01(x, z1), we obtain
R10(q1,w01, z1) = 8000
(
4x3 − 15x2 + 20x− 10)(4x+ 1)3(x− 1)6 = 0, 0 < x < 1.
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respect to z1 between q1(x, z1) and w11(x, z1) and obtain
R12(q1,w11, z1) = 6400(x− 1)40w11r(x),
where w11r(x) is a polynomial of degree 56 in x. By applying Sturm’s theorem to w11r(x), we can
assert that w11r(x) = 0 for all x ∈ (0,1). Therefore, q1(x, z) = 0 and w11(x, z) = 0 have no common
roots in − 14 < z1 < 0 < x < 1, this leads that W [l10, l11](x) = 0 for all x ∈ (0,1).
To sum up the above arguments, we know that the Wronskian W [l10, l1i](x) is non-vanishing on
the interval (0,1) for i = 0,1. This yields that the 2-dimensional vector space { J˜10(h), J˜11(h)} is an
extended complete Chebyshev system on the interval (0, 120 ) by the conclusion (i) of Lemma 2.3.
Hence, { J10(h), J11(h)} is an extended complete Chebyshev system on the interval (0, 120 ). We ﬁnish
the proof of conclusion (i) in Theorem 2.1.
Case (ii): When λ = 1,μ = 25 , system (2.1) has a Hamiltonian function
H2(x, y) = y
2
2
− x
2
5
+ 3
5
x3 − 3
5
x4 + x
5
5
with the continuous family of ovals Γ2(h) surrounding the center ( 25 ,0), where Γ2(h) ⊂ {(x, y):
H2(x, y) = h, − 10815625 < h < 0}. And the corresponding complete hyperelliptic integral of the ﬁrst kind
J2(h) =
∮
Γ2(h)
(α0 + α1x)dx
y
, − 108
15625
< h < 0, αi ∈R, i = 0,1.
Moving center ( 25 ,0) of system (2.1) to the origin by the transformation x = 25 − u, y = −v , we
still denote the variable pair by (x, y) after the transformation for the sake of convenience. Then
system (2.1) becomes ⎧⎪⎨⎪⎩
x˙ = y,
y˙ = x
(
x− 2
5
)(
x+ 3
5
)2
,
(3.3)
which has the Hamiltonian function H20(x, y) = A2(x) + y22 with a local minimum at the origin and
the continuous family of ovals Γ20(h) surrounding the center (0,0), where
A2(x) = −1
5
x5 − 1
5
x4 + 1
25
x3 + 9
125
x2, Γ20(h) ⊂
{
(x, y): H20(x, y) = h, 0 < h < 108
15625
}
.
The period annulus {Γ20(h)} is bounded by a polycycle passing through a nilpotent cusp and a hyper-
bolic saddle. The projection of this period annulus on x-axis is the interval (− 35 , 25 ) and there exists a
unique analytic involution z2(x), − 35 < z2(x) < 0 such that A2(x) = A2(z2(x)), 0 < x < 25 , where z2(x)
is implicitly deﬁned by q2(x, z) = 0, here
q2(x, z) = 25x4 + 25x3 + 25zx3 − 5x2 + 25zx2 + 25z2x2 + 25xz3
− 5zx− 9x+ 25z4 + 25z3 − 5z2 − 9z.
And we have dz2(x)dx = − 100x
3+75x2+75z2x2−10x+50z2x+50z22x+25z23+25z22−5z2−9
3 2 2 2 3 2 .25x +25x +50z2x +75z2 x+50z2x−5x+100z2 +75z2 −10z2−9
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J2i(h) =
∮
Γ20(h)
xi dx
y
, h ∈
(
0,
108
15625
)
, i = 0,1.
Note that for 0 < h < 10815625 , J2i(h) = 1h
∮
Γ20(h)
(A2(x)+ 12 y2)xi dx
y . By Lemma 2.4, we have
J2i(h) = 1
h
∮
Γ20(h)
f2i(x)y dx
	= 1
h
J˜2i(h),
where
f20(x) = 1
2
4375x5 + 4375x4 − 575x3 − 1275x2 − 60x+ 216
(5x+ 3)3(5x− 2)2 ,
f21(x) = 1
2
x(5625x5 + 5875x4 − 875x3 − 2075x2 − 90x+ 324)
(5x+ 3)3(5x− 2)2 .
We will prove that the 2-dimensional vector space { J˜20(h), J˜21(h)} is an extended complete Cheby-
shev system on the interval (0, 10815625 ).
Setting
l2i(x) = f2i(x)
A′2(x)
− f2i(z2(x))
A′2(z2(x))
, i = 0,1,
we only need to check if {l20(x), l21(x)} is an extended complete Chebyshev system on the interval
(0, 25 ) by Lemma 2.3. That is to prove that (a) the Wronskian W [l20](x) of l20(x) is non-vanishing
on the interval (0, 25 ) and (b) the Wronskian W [l20, l21](x) of {l20(x), l21(x)} is non-vanishing on the
interval (0, 25 ).
We ﬁrst compute
W [l20](x) = 125
2
(x− z2(x))w20(x, z2(x))
xz2(x)(5x+ 3)5(5x− 2)3(5z2(x) + 3)5(5z2(x) − 2)3 ,
where w20(x, z2) is a polynomial in (x, z2) with a long expression and (x, z2) satisﬁes q2(x, z2) = 0.
Since − 35 < z2 < 0 < x < 25 , we calculate the resultant with respect to z2 between q2(x, z2) and
w20(x, z2), and obtain
R21(q2,w20, z2) = 152587890625(5x− 2)11(5x+ 3)17w20r(x),
where w20r(x) is a polynomial of degree 24 in x.
By applying Sturm’s theorem to w20r(x), we can assert that w20r(x) = 0 for all x ∈ (0, 25 ).
Hence, w20(x, z2) = 0 and q2(x, z2) = 0 have no common roots for 0 < x < 25 , which implies that
W [l20](x) = 0 for all x ∈ (0, 25 ).
Now we compute the Wronskian W [l20, l21](x). Then
W [l20, l21](x) = −234375 (x− z2)
3w12(x, z2)
2 2 5 10 10 5
,4 x z2 (5x− 2) (5x+ 3) (5z2 + 3) (5z − 2) w02(x, z2)
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w12(x, z2) is a polynomial in (x, z2) with a long expression and (x, z2) satisﬁes q2(x, z2) = 0.
Calculating the resultant with respect to z2 between q2(x, z2) and w02(x, z2), we obtain
R20(q2,w02, z2) = 15625
(
25x3 + 25x2 − 5x− 9)(5x− 2)4(5x+ 3)5 = 0, 0 < x < 2
5
.
Thus, W [l20, l21](x) is well deﬁned for − 35 < z2 < 0 < x < 25 . We next calculate the resultant with
respect to x and z2 between q2(x, z2) and w12(x, z2), respectively, and obtain
R22(q2,w12, x) = 582076609134674072265625(5z2 − 2)19(5z2 + 3)33w12x(z2),
R22(q2,w12, z2) = 582076609134674072265625(5x− 2)19(5x+ 3)33w12z(x),
where w12z(x) is a polynomial of degree 52 in x and w12x(z2) is a polynomial of degree 52 in z2.
By applying Sturm’s theorem and Maple computations to w12x(z2) and w12z(x), respectively, we can
check that w12x(z2) = 0 for all z2 ∈ (− 35 ,− 101256 ) ∪ (− 4031024 ,0) and w12z(x) = 0 for all x ∈ (0, 3131024 ) ∪
( 157512 ,
2
5 ). But w12x(z2) = 0 has a unique root z2 in the interval (− 101256 ,− 4031024 ) and w12z(x) = 0 has a
unique root x in the interval ( 3131024 ,
157
512 ). Thus, if q2(x, z2) = 0 and w12(x, z2) = 0 have common roots
for − 35 < z2 < 0 < x < 25 , then the common roots must be in the domain of
S1 
{
(x, z2):
313
1024
 x 157
512
, −101
156
 z2 − 403
1024
}
.
We now claim that q2(x, z2) > 0 for all (x, z2) ∈ S1, which implies that there does not exist
(x0, z0) ∈ S1 such that both q2(x0, z0) = 0 and w12(x0, z0) = 0 hold.
Since q2(x, z2) is differentiable throughout the domain S1, we calculate the resultant with respect
to z2 between
∂q2(x,z2)
∂x and
∂q2(x,z2)
∂z2
, and obtain
R
(
∂q2(x, z2)
∂x
,
∂q2(x, z2)
∂z2
, z2
)
= −62500(50x2 − 3)(50x2 + 40x+ 3)(5x− 2)2(5x+ 3)2 = 0
for 3131024  x
157
512 , here
∂q2(x, z2)
∂x
= 100x3 + 75x2 + 75z2x2 − 10x+ 50z2x+ 50z22x+ 25z23 + 25z22 − 5z2 − 9,
∂q2(x, z2)
∂z2
= 25x3 + 25x2 + 50z2x2 − 5x+ 50xz2 + 75z22x− 9− 10z2 + 75z22 + 100z23.
Thus, q2(x, z2) attains it’s maximum value and minimum value at the boundary points of S1, respec-
tively. We set
m1(z2) q2
(
313
1024
, z2
)
= −2513416301703 − 8030084031 z2 + 5219145 z22 + 33425 z23 + 25z24,1099511627776 1073741824 1048576 1024
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(
157
512
, z2
)
= −157233626519
68719476736
− 1001488067
134217728
z2 + 1315105
262144
z2
2 + 16725
512
z2
3 + 25z24,
n1(x) q2
(
x,−101
256
)
= 25x4 + 3875
256
x3 − 719055
65536
x2 − 78370389
16777216
x+ 7915409289
4294967296
,
n2(x) q2
(
x,− 403
1024
)
= 25x4 + 15525
1024
x3 − 11499455
1048576
x2 − 5029396051
1073741824
x+ 2026846608553
1099511627776
.
Using Sturm’s theorem to mi(z2) and ni(x) respectively, we can assert that mi(z2) = 0 for all − 101256 
z2 − 4031024 , and ni(x) = 0 for all 3131024  x 157512 , where i = 1,2. Thus, q2(x, z2) has the deﬁnite sign
in S1.
On the other hand, we can calculate that
q2
(
313
1024
,−101
256
)
= 44552284341
109951162776
> 0, q2
(
313
1024
,− 403
1024
)
= 42066872645
1099511627776
> 0,
q2
(
157
512
,−101
256
)
= 2498394035
68719476736
> 0, q2
(
157
512
,− 403
1024
)
= 37485974359
1099511627776
> 0.
Therefore, q2(x, z2) > 0 for all (x, z2) in the domain S1, which implies that there does not exist a
pair of (x, z2) with − 35 < z2 < 0 < x < 25 such that both q2(x, z2) = 0 and w12(x, z2) = 0 hold. This
leads to W [l20, l21](x) = 0 for all x ∈ (0, 25 ). Hence, the proof of conclusion (ii) is completed by the
conclusion (i) of Lemma 2.3.
Case (iii): From Lemma 3.1, we know that if μ = λ = 1 in system (2.1), then the number of zeros
of J (h) = α0 J0(h) + α1 J1(h) in (− 120 ,0) is at most two for all real α0 and α1. In what follows, we
claim that the exact bound on the number of zeros of J (h) = α0 J0(h) + α1 J1(h) in (− 120 ,0) is one
for all real α0 and α1.
Note that system (2.1) with μ = λ = 1 can be transferred to system (3.1), which has the Hamilto-
nian function H30(x, y) = A3(x) + y22 with a local minimum at the origin and the continuous family
of ovals Γ30(h) surrounding the nilpotent center (0,0), where
A3(x) = −1
5
x5 + 1
4
x4, Γ30(h) ⊂
{
(x, y): H30(x, y) = h, 0 < h < 1
20
}
.
Thus, J0(h) and J1(h) can be transformed to J30(h) and J31(h), respectively, where J30(h) =
∮
Γ30(h)
dx
y
and J31(h) =
∮
Γ30(h)
xdx
y , here h ∈ (0, 120 ).
Note that J30(h) is the period of ovals Γ30(h) as h ∈ (0, 120 ). Hence, J30(h) = 0 for h ∈ (0, 120 ). Let
P30(h)  J31(h)J30(h) . It is clear that P30(h) is continuous in the interval (0,
1
20 ). We consider the mono-
tonicity of P30(h) in the interval (0, 120 ).
Since when 0 < h < 120 , J30(h) = dI30(h)dh and J31(h) = dI31(h)dh . We ﬁrst consider Abelian integrals
I30(h) and I31(h) in the interval (0, 120 ) and calculate their asymptotic expansions at the end points
of this interval, where
I30(h) =
∮
Γ (h)
y dx, I31(h) =
∮
Γ (h)
xy dx.30 30
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(x1(h), x2(h)), where
x1(h) = −
√
2h
1
4 + 2
5
h
2
4 − 7
25
√
2h
3
4 + 64
125
h
4
4 − 663
1250
√
2h
5
4 + o(h 64 );
x2(h) =
√
2h
1
4 + 2
5
h
2
4 + 7
25
√
2h
3
4 + 64
125
h
4
4 + 663
1250
√
2h
5
4 + o(h 64 ).
We now compute the asymptotic expansions of I30(h) and I31(h) at 0 < h  1 as follows.
I30(h) = 2
x2(h)∫
x1(h)
√
2h − 2
(
1
4
x4 − 1
5
x5
)
dx
= 8h 34
{
1− 1
10
+ · · · +
1
2 (
1
2 − 1) · · · ( 12 − n+ 1)
n!
(−1)n
4n+ 1 + · · ·
}
+ 168
25
h
5
4
{
1
3
− 1
14
+ · · · +
1
2 (
1
2 − 1) · · · ( 12 − n+ 1)
n!
(−1)n
4n+ 3 + · · ·
}
+ 2652
125
h
7
4
{
1
5
− 1
18
+ · · · +
1
2 (
1
2 − 1) · · · ( 12 − n+ 1)
n!
(−1)n
4n + 5 + · · ·
}
+ O (h 94 )
= 2B
(
1
4
,
3
2
)
h
3
4 + 42
25
B
(
3
4
,
3
2
)
h
5
4 + 663
125
B
(
5
4
,
3
2
)
h
7
4 + O (h 94 ),
I31(h) = 2
x2(h)∫
x1(h)
x
√
2h − 2
(
1
4
x4 − 1
5
x5
)
dx
= 12
5
B
(
3
4
,
3
2
)
h
5
4 + 156
25
B
(
5
4
,
3
2
)
h
7
4 + O (h 94 ).
Therefore, when 0 < h  1, we can obtain
J30(h) = I ′30(h) =
3
2
B
(
1
4
,
3
2
)
h−
1
4 + 21
10
B
(
3
4
,
3
2
)
h
1
4 + 663× 7
500
B
(
5
4
,
3
2
)
h
3
4 + O (h 54 ),
J31(h) = I ′31(h) = 3B
(
3
4
,
3
2
)
h
1
4 + 39× 7
25
B
(
5
4
,
3
2
)
h
3
4 + O (h 54 ).
The ﬁrst derivative of J3i(h), i = 1,2, are as follows
J ′30(h) = −
3
8
B
(
1
4
,
3
2
)
h−
5
4 + 21
40
B
(
3
4
,
3
2
)
h−
3
4 + 663× 21
2000
B
(
5
4
,
3
2
)
h−
1
4 + O (h 14 ),
J ′31(h) =
3
4
B
(
3
4
,
3
2
)
h−
3
4 + 39× 21
100
B
(
5
4
,
3
2
)
h−
1
4 + O (h 14 ).
On the other hand, we consider the asymptotic expansion of I30(h) and I31(h) near h = 120 .
We make the transformations X = −x + 1, Y = −y on system (3.1) in order that the results in [11]
can be used. Then system (3.1) can be written to
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X˙ = Y ,
Y˙ = −X(X − 1)3, (3.4)
which has the Hamiltonian function
H(X, Y ) = 1
2
Y 2 − 1
2
X2 + X3 − 3
4
X4 + 1
5
X5
with the continuous family of ovals γ (h) surrounding the nilpotent center (1,0), where γ (h) ⊂
{(x, y): H(X, Y ) = h, − 120 < h < 0}, and the projection of this periods on X-axis is the interval
(0, X0), where X0 ≈ 1.605829586. Therefore, Γ30(h) of H30(x, y) = h with 0 < h < 120 can be mapped
to γ (h) of H(X, Y ) = h with − 120 < h < 0 one by one, in which Γ30( 120 ) corresponds to γ (0), a homo-
clinic loop of system (3.4). For notation simplicity, we use the same h to represent the corresponding
values in the intervals (0, 120 ) and (− 120 ,0), respectively.
We have
I30(h) =
∮
Γ30(h)
y dx =
∮
γ (h)
Y dX  I˜0(h),
I31(h) =
∮
Γ30(h)
xy dx =
∮
γ (h)
Y dX −
∮
γ (h)
XY dX  I˜0(h) − I˜1(h).
Following the results in [11], we can obtain the asymptotic expansion of I˜0(h) and I˜1(h) as 0 <
−h  1 as follows
I˜0(h) = a00 + a01hln(−h) + a02h + a03h2ln(−h) + O
(
h2
);
I˜1(h) = a10 + a11hln(−h) + a12h + O
(
h2ln(−h)),
where
a00 =
∮
γ (0)
Y dX = 2
X0∫
0
X
10
√
−40X3 + 150X2 − 200X + 100dX,
a10 =
∮
γ (0)
XY dX = 2
X0∫
0
X2
10
√
−40X3 + 150X2 − 200X + 100dX,
a12 =
∮
γ (0)
X
Y
dX = 2
X0∫
0
10√−40X3 + 150X2 − 200X + 100 dX,
and a01 = −1, a02 = −b, a03 = −b, a11 = 0, here b and b are constants. By computation, we have
a00 ≈ 0.8222976468, a10 ≈ 0.7187357106, a12 ≈ 10.47034985.
Therefore we can obtain that
I˜0(h) = 0.8222976468− hln(−h) − bh − bh2ln(−h) + O
(
h2
)
,
I˜0(h) − I˜1(h) = 0.1035619362− hln(−h) + (−b − 10.47034985)h + O
(
h2ln(−h)).
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lim
h→0+
P30(h) = lim
h→0+
J31(h)
J30(h)
= lim
h→0+
h
1
2 × [3B( 34 , 32 ) + 39×725 B( 54 , 32 )h
2
4 + O (h 44 )]
3
2 B(
1
4 ,
3
2 ) + 2110 B( 34 , 32 )h
2
4 + 663×7500 B( 54 , 32 )h
4
4 + O (h 64 )
= 0,
lim
h→0+
P ′30(h) = lim
h→0+
(
J31(h)
J30(h)
)′
= lim
h→0+
J ′31(h) J30(h) − J ′30(h) J31(h)
J230(h)
= lim
h→0+
h− 12 × [ 94 B( 34 , 32 ) + 39×2150 B( 54 , 32 )h
2
4 + O (h)]
9
4 B(
1
4 ,
3
2 ) + 6310 B( 34 , 32 )h
2
4 + O (h)
= +∞,
lim
h→( 120 )−
P30(h) = lim
h→( 120 )−
J31(h)
J30(h)
= lim
h→0−
I˜ ′0(h) − I˜ ′1(h)
I˜ ′0(h)
= lim
h→0−
−ln(−h) + (−1− b − 10.47034985) + O (hln(−h))
−ln(−h) + (−1− b) − 2bhln(−h) + O (h)
= 1,
lim
h→ 120
− P
′
30(h) = lim
h→( 120 )−
(
J31(h)
J30(h)
)′
= lim
h→0−
(
I˜ ′0(h) − I˜ ′1(h)
I˜ ′0(h)
)′
= lim
h→0−
−10.47034985
hln2(−h)
1+ O (h2ln(−h))
1+ 2(1+b)ln(−h) + O ( 1ln2(−h) )
= +∞.
Thus, we have the following conclusion:
lim
h→0+
P30(h) = 0, lim
h→0+
P ′30(h) = +∞;
lim
h→ 120
− P30(h) = 1, lim
h→ 120
− P
′
30(h) = +∞.
Now we claim that P ′30(h) has at most one zero in the interval (0,
1
20 ).
By reductio ad absurdum, we assume that the number of isolated zeros of P ′30(h) is more than
two in the interval (0, 120 ). Then the number of zeros of P
′
30(h) are even since limh→0+ P30(h) <
lim
h→ 120
− P30(h), and limh→0+ P ′30(h) > 0 and limh→ 120
− P ′30(h) > 0. Therefore, there exist values of α0
and α1 such that α0 J30(h) + α1 J31(h) has at least three zeros in the interval (0, 120 ), which contra-
dicts Lemma 3.1. Thus, P ′30(h)  0 for h ∈ (0, 120 ), which implies that P30(h) is monotone in the
interval (0, 120 ). This leads that the exact bound on the number of zeros of J (h) = α0 J0(h) + α1 J1(h)
in (− 120 ,0) is one for all real α0 and α1. We ﬁnish the proof of conclusion (iii) in Theorem 2.1. 
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