Abstract -Powered prostheses are effective for helping amputees walk in a single environment, but these devices are inconvenient to use in complex environments. In order to help amputees walk in complex environments, prostheses need to understand the motion intent of amputees. Recently, researchers have found that vision sensors can be utilized to classify environments and predict the motion intent of amputees. Although previous studies have been able to classify environments accurately in offline analysis, the corresponding time delay has not been considered. To increase the accuracy and decrease the time delay of environmental classification, the present paper proposes a new decision fusion method. In this method, the sequential decisions of environmental classification are fused by constructing a hidden Markov model and designing a transition probability matrix. The developed method is evaluated by inviting five able-bodied subjects and three amputees to perform indoor and outdoor walking experiments. The results indicate that the proposed method can classify environments with accuracy improvements of 1.01% (indoor) and 2.48% (outdoor) over the previous voting method when a delay of only one frame is incorporated. The present method also achieves higher classification accuracy than with the methods of recurrent neural network (RNN), long-short term memory (LSTM), and gated recurrent unit (GRU). When achieving the same classification accuracy, the method of the present paper can decrease the time delay by 67 ms (indoor) and 733 ms (outdoor) in comparison to the previous voting method. Besides classifying environments, the proposed decision fusion method may be able to optimize the sequential predictions of the human motion intent.
I. INTRODUCTION
T HE lower limb prostheses make life easier for millions of amputees who had lost their legs because of accidents or diseases [1] , [2] . With the lower limb prosthesis, amputees are able to perform some everyday tasks like standing and walking [3] - [6] in a somewhat normal manner. There are two types of lower limb prostheses, powered and passive. In assisting amputees to regain the walking ability, powered prostheses are better than passive prostheses because they can provide the necessary active force to amputees during walking [7] , [8] .
Although powered prostheses are effective for helping amputees walk in a specific environment, they are not effective in complex environments. In particular, in complex environments, amputees need to switch locomotion modes frequently between different terrains (e.g., level ground, up/down stairs, and up/down ramp) [9] , and thus prostheses should be able to change the locomotion modes to adapt to walking environments. To address this issue, Sup et al. introduced a finite-state controller [10] composed of a series of parametric controllers that uses different parameters in different locomotion modes to control the prosthesis. To achieve natural switching between different modes, however, the prosthesis must predict the motion intent of the amputee in a timely manner, which is not possible with existing prostheses. Unlike human activity [11] , human intent is difficult to recognize accurately because human intent happens in the brain and cannot be measured by conventional means.
Previous researchers have primarily focused on the interface signals between the human and prosthesis to predict human motion intent. For instance, targeted muscle reinnervation (TMR) [12] , electromyography (EMG) [13] , inertial measurement unit (IMU) [14] , and mechanical sensors [15] have been used to recognize human intent. TMR and EMG allow researchers to measure the electric potential produced by the muscle, which occurs prior to the motion [12] , but these muscle signals are noisy and it is difficult to classify them accurately. Signals provided by an IMU and other mechanical sensors, on the other hand, are stable but time-delayed [16] . Moreover, regardless of which signal is used, these interface signals are user-dependent and vary with the human subject. Consequently, it is difficult to predict human intent accurately and robustly if only these interface signals are used.
Another approach to predict the motion intent of amputees is to recognize the signals in the prosthesis-environment loop [17] . Vision sensors have been combined with brain-machine interfaces (BMIs), electroencephalography (EEG), EMG, and augmented reality (AR) to improve the performance of the upper limb prosthesis on grasping objects [18] - [21] . The vision sensors and the upper limb prosthesis form an eye-to-hand system, which is able to identify the type and size of different grasping objects to control prosthetic hand to grasp objects. Vision sensors are also beneficial for the lower limb prosthesis, but the performance requirements of the vision sensors for the lower limb prosthesis are different from those for the upper limb prosthesis. It may take several seconds to grasp an object and then the control system has enough time to recognize the object and decode the human intent accurately. For the lower limb prosthesis, the transition between different environments happens in less than one second. The vision sensor should perform well in a highly dynamic system to assist the control system in predicting the human intent before the actual motion.
Visual information can guide able-bodied people to quickly change the locomotion modes in different environments [22] . However, amputees lose their legs because of accidents or diseases, which breaks their vision-locomotion loop. Without stable interface signals, the environmental information captured by eyes of amputees cannot guide the locomotion of a powered prosthesis. To solve this problem, visual sensors can be installed on the prosthesis to capture environmental information, which can provide the prosthesis with the environmental context of the human motion intent and assist the prosthesis to reconstruct the vision-locomotion loop. The first research to consider combination of the visual sensor with the powered lower limb prosthesis can be traced back to 2015 when a Kinect camera was used to recognize the geometric parameters of the stairs [23] . Subsequently, Liu et al. combined an IMU with a laser sensor to classify five types of terrains, including level ground, up/down stairs, and up/down ramp [24] . Recently, Massalin et al. applied a wearable depth camera to capture the depth images of an environment and designed a support vector machine (SVM) method to classify the environment [25] . In the previous research [26] , [27] , we utilized a self-contained depth camera and an IMU to capture stable point clouds of environments and designed a graph convolutional neural network (CNN) to classify point clouds. Although previous methods can classify common terrains, original classification results based on the above methods are usually noisy. Researchers have to utilize filters, such as the majority voting filter, to improve the classification results. These filters, however, require data in a long time window, which results in time delay and hampers real-time control. For instance, in our previous work [26] , the window length of the filter was set at 7 in the indoor experiments and 11 in the outdoor experiments, which could cause a large time delay (up to 333 ms). Although the vision sensor can detect environments in front of a subject, the large time delay decreases the response speed of the control system. The low-response control system of the powered prosthesis cannot handle some unexpected situations during walking. Therefore, it is not appropriate to increase the accuracy while sacrificing the real-time capability of environmental classification.
In order to increase the accuracy and decrease the required time delay simultaneously for environmental classification, a sequential model should be constructed (Fig. 1 ) to fuse the temporal information. There are many advanced methods for fusing the temporal information, such as recurrent neural network (RNN), long-short term memory (LSTM) [28] , and gated recurrent unit (GRU) [29] , [30] . The CNN + RNN and CNN + LSTM, which are able to extract spatial-temporal information, have been utilized to accurately recognize human activities. RNN, LSTM, and GRU can make use of the temporal relationship without designing features manually, but their training process may take a long time and require excessive resources [31] . Researchers need to collect a large training dataset and may not be able to clearly explain the performance of the trained models. It is acceptable to apply deep learning methods to fuse temporal hidden features because these features are hard to process analytically. However, when the temporal information is the decision consisting of the probability distributions on different classes, it is better to design an analytic optimization method based on the Bayes' theorem. The reason is that such an analytic method can optimize the decisions without training, and the optimization results can be explained clearly.
The present paper hypothesizes that it is possible to analytically fuse the sequential decisions (environmental classification results) from each frame of the image and decrease the required size of the time window. To achieve this objective, the present paper develops a hidden Markov model (HMM) based on the probability theory and designs a decision fusion method. These hypotheses are verified by carrying out indoor and outdoor experiments with able-bodied subjects and amputees. The main contributions of the present paper include the following: 1) Constructing a hidden Markov model and a corresponding analytic optimization algorithm to optimize the sequential decisions of environmental classification. 2) Designing a transition probability matrix for switching the locomotion modes. 3) Decreasing the time delay and simultaneously increasing the accuracy of environmental classification. 4) Comparing the decision fusion results using the developed HMM method with those using the RNN, LSTM, and GRU. The rest of the paper is organized as follows: Section II describes the sequential decision fusion method for environmental classification. Experimental results of the developed methods are given in section III. They are discussed in section IV. section V concludes the paper.
II. THE METHODOLOGY
The decision fusion method is presented in this section. First, the research problems of environmental classification are stated. To solve these problems, this section briefly describes the methods of environmental feature extraction and classification based on a single image, which have been described comprehensively in our previous work [26] . Then this section discusses how to construct a stable sequential model and fuse the sequential decisions for environmental classification.
A. Problem Statement
The objective of the present paper is to classify environments accurately and with a short time delay. To determine a possible category of the current environment, the probability distribution P r of the current environment in each category is calculated first.
where p 1 , . . . , p 5 represent the probabilities of the current environment E is level ground ( j = 1), up stairs ( j = 2), down stairs ( j = 3), up ramp ( j = 4), or down ramp ( j = 5).
Only a depth camera is utilized to perceive the environment, and thus the input data of the present method is a series of depth images:
where x k is the image at time k. The current time and the delayed time are denoted as t and d, respectively. To calculate the probability distribution P r t at the current time t, it is required to find a function f c to classify the single image, and a function f f to fuse the sequential decisions from different images.
Design constraints for the functions f c and f f are listed as follows:
• The classification function f c should classify the single image accurately and quickly.
• The fusion function f f should consider the relationship between adjacent decisions.
• There might be some error images x k , and thus f f should tolerate some erroneous decisions.
• The environmental classification accuracy should be high.
• The delayed time d should be short.
B. Preprocessing Environmental Images
The depth camera can output the point cloud of the environment, which is a set of three dimensional (3D) points in the space R 3 . A problem for point clouds is that they are unstable because the camera is worn on the leg and rotates together with the leg. To resolve this problem, the point cloud is offset from the camera coordinate system to the ground coordinate system in real-time using the measured angle provided by the vendor of the IMU (MTi 1-series, Xsens, Netherlands). As stated in our previous work [26] , the camera coordinate system changes after rotating the camera, while the ground coordinate system remains the same. After calculating the rotation matrix ( Ground R Camera ) from the camera coordinate system to the ground coordinate system based on the Euler angle of the IMU, the point cloud can be offset to the ground coordinate system:
where Ground p and Camera p denote the point cloud in the ground coordinate system and that in the camera coordinate system, respectively. Another problem is that point clouds are unstructured and unordered. To convert the point cloud into structured and ordered data, the point cloud is projected to binary images ( Fig. 2) , which can be classified by the convolutional neural network (CNN) easily. As discussed in our previous paper [26] , humans usually walk straightly, and the 2D projection of the 3D point cloud in the sagittal plane is able to Fig. 1 . We apply batch normalization and Relu activation function after each convolutional layer. The convolutional layer uses a filter to sum the bias and the dot product of pixels and corresponding parameters in the filter. Each input channel is normalized by the batch normalization. The Relu activation will set the elements less than zero to zero. The max-pooling layers downsample the image and extract features in different resolutions. The output features from the last max-pooling layer are flattened and input into the fully connected layers. The fully connected layer calculates the corresponding classification scores by adding the bias with the product sum of weights and features.
provide enough information to classify the environments. For the point cloud in the ground coordinate system, its x − o − z plane is the sagittal plane. Hence, the x and z coordinates of the point cloud are extracted and projected to a binary image of 100 × 100 pixels, and one pixel equals to 0.01 meter in the 3D point cloud.
where i mg(r, c) indicates the pixel in the r -th row and c-th column of the binary image; (x k , z k ) is the x coordinate and z coordinate of the point cloud, which consists of m points; x min and z min represent the minimum x coordinate and the minimum z coordinate of the point cloud, respectively. The unit of the point cloud and the image are with units m and pixel, respectively.
C. Classifying the Single Environmental Image
After preprocessing the environmental images, it is necessary to find a classification function f c to classify the single environmental image accurately and efficiently. This paper will select a suitable deep learning method to classify the environmental images because deep learning avoids designing features manually and has achieved considerable success in classifying images. Considering that the presented method should be efficient, this paper chooses the convolutional neural network (CNN) as the classification function ( f c = CNN). CNN is efficient because it shares the weighting parameters of the convolutional kernel and downsamples the image through max-pooling layers.
The present paper utilizes the same CNN model (see Fig. 3 ) as the previous paper [26] rather than the model of AlexNet [32] , Inception [33] , or ResNet [34] pre-trained on ImageNet dataset to classify the single image. One reason is that the present paper concentrates on fusing the decisions rather than optimizing the CNN model to classify a single image. Using the same CNN mode makes it convenient to compare the results in the present paper with those in the previous work [26] . Another reason is that accuracy is not the only evaluation criterion for this project. The present environmental classification system will run on the real-time controller of the powered prosthesis, and thus the time complexity of the network cannot be too high. Although the pre-trained models may achieve higher classification accuracy and allow transfer learning, they may take a longer time to classify the single image and may not be able to fulfill the real-time specification. In addition, the size of the generated binary image is 100 × 100 × 1, which is different from the input size of the pre-trained models (227 × 227 × 3). Resizing the binary image can meet the size requirement but increases the parameters of the network. In fact, the presented CNN model is able to classify the simulated environmental images with 100% accuracy because there are only five classes of environments and the discrepancy between different types of binary images is large [26] . Besides, since the proposed CNN is not deep, it can converge after being trained for just three minutes even though its weights are initialized randomly.
The input of the present CNN is a binary image of 100×100 pixels, and the output is the probability distribution (classification scores) of the current image on five categories. There are three convolutional layers and two max-pooling layers. The kernel size of the all convolutional layers is 3×3 pixels. As for the max-pooling layers, the kernel size is set to 2 × 2 pixels. There are 16, 32, and 64 channels for three convolutional layers. Moreover, this paper uses batch normalization and Relu activation after each convolutional layer.
Before training the network, all parameters are initialized randomly. The initial weighting values of the convolutional layers and the fully connected layers are generated from a Gaussian distribution, randomly. The mean and the standard deviation of the Gaussian distribution are 0 and 0.01, respectively.
As stated in our previous work [26] , the data of one healthy subject (50%) and the simulated data (50%) were divided into a training set (60%) and a validation set (40%) to train and validate the CNN. There were 7500 images in this dataset and the number of each type of environmental images was 1500. After training the CNN, the data of the other five healthy subjects and three amputees were seen as the test set (100%) and used to test the classification accuracy without training. The present CNN was trained by an optimizer of stochastic gradient descent with momentum (sgdm), whose maximum number of epochs, initial learning rate, and momentum value were set at 3, 0.001, and 0.8 respectively.
D. Sequential Model of Environmental Classification
The presented image classifier can generate a decision for each input image, and the sequential decisions need to be fused because the classification result based on a single image is not robust. For instance, the camera may capture error images when the leg swings quickly. An intuitive method to fuse sequential decisions is to consider their temporal relationships. The captured images can be regarded as sequence signals because human walking is continuous. After constructing the sequential model, a hidden Markov model ( f f = HMM) can be designed to describe the relationships between different decisions.
There are two important elements in HMM: latent states and observations. As shown in Fig. 4 (a) , the current category and captured image of current environment are regarded as the latent state z t and the observation x t , respectively.
The emission (conditional) probability p(x t |z t ) of observing image x t given the latent state z t is:
where f c (x t ) denotes a vector of classification scores based on the current image x t . The j -th value of this vector equals to the probability of that the category of current environment is j . The definition of j is the same as in (1) .
The estimated category of z t may not be robust because there are some error images. In order to make the fusion function f f to tolerate errors, we need to calculate a smooth state s t to substitute z t . A simple method is to calculate the average probability distribution of the state s t in a sliding window:
where l w denotes the length of the sliding window.
In the HMM, adjacent latent states are connected by the transition probability, which represents the probability of transiting from a type of state to another type of state. The transition probability can be estimated based on our experience in life. For instance, the transition between different types of
Algorithm 1 Optimizing Smooth States for Environmental Classification
Input: Emission probability p(x t |z t ) at time t, transition probability t i j , and smooth window length l w . Output: Optimized smooth state of the last time s opt t −1 and the probability distribution of the current smooth state p(s t ). Initialize: p(s t ) = p(x t |z t ), t ≤ l w .
Repeat:
• Calculate the average probability distribution in a sliding window: p(s t −1 ) = t −1 k=t −l w p(s k )/l w • Calculate the posterior probability distribution of the last smooth state:
• Set the last smooth state as the smooth state with the maximum probability:
• Update the posterior probability distribution of the current smooth state:
• Normalize the probability distribution of the current smooth state:
environments happens much less frequently than remaining in the same environment. Moreover, the stairs and ramps are usually connected by the level ground. Hence, we propose several rules to design the transition probability matrix T. We use T and t i j to denote the transition probability matrix and the transition probability from i to j , respectively:
• The probabilities of remaining in the same environment (t ii ) are higher than that of transiting to different environments (t i j , i = j ).
• The probabilities of remaining in the same environment (t ii , i = 1, . . . , 5) are the same for all types of environments.
• The probabilities of transiting from level ground to other types of environments (t 1 j , j = 2, . . . , 5) are the same.
• The probabilities of transiting from other types of environments to the level ground (t i1 , i = 2, . . . , 5) are the same.
• The probabilities of transiting between different upward environments or downward environments (t i j , i = j, i = 2, . . . , 5, j = 2, . . . , 5, |i − j | is even) are the same and low.
• The probabilities of transiting between the upward environments and the downward environments (t i j , i = j, i = 2, . . . , 5, j = 2, . . . , 5, |i − j | is odd) are the same and the lowest. According to the these rules, we design a transition probability matrix, as shown in Fig. 4 (b) .
E. Sequential Decision Fusion
Instead of using a voting strategy or a median strategy [23] , [26] , we modify the Viterbi algorithm to fuse the probability distribution of sequential decisions and estimate the smooth state s i [35] . The voting and median strategies are not appropriate because they do not consider the credibility of different decisions. However, the decision whose probability distribution concentrates on one category is more credible than those whose probabilities are distributed randomly on all categories.
Considering that the credibility of the decisions will be different, our modified Viterbi algorithm takes account of the probability distribution of every decision as shown in Algorithm 1. The proposed method is able to tolerate some errors because the decisions from error images are usually less credible than the stable decisions. After using this method, environments can be classified accurately with only delaying by one frame. In the present paper, the decision fusion method takes the probability distributions of 5 historical states and the current state as the input and recursively optimizes the last state and the probability distributions of the current state (see Fig. 4 (c) ). Hence, the present decision fusion method does not require the length of the sequence to be fixed.
However, if there are many error images, a voting strategy is still necessary to increase the robustness of the classification results further. The voting strategy is to calculate the mode of a series of smooth states in a sliding window:
where d v is the final decision of voting strategy and l v is the number of delayed frames caused by the voting strategy. Consequently, the decision fusion function can be our HMM ( f f = HMM) or the combination of our HMM and voting strategy ( f f = HMM + Voting). The symbol + denotes combination.
F. Experimental Setup
The method was evaluated by inviting able-bodied subjects and amputees to wear the visual system above the knee joint to capture the environmental images. The visual system consists of a depth camera (CamBoard pico flexx, 68 × 7 × 25 mm, pmdtechnologies) and an IMU (MTi 1-series, 12.1 × 12.1 × 2.55 mm, Xsens Technologies), which are the same as the previous visual system because the present paper focuses on fusing the decisions generated from the CNN and needs to compare the results with those in the previous work [26] . The used depth camera is a ToF (time of flight) camera, which can measure distances longer than 0.1 m and general terrains in both indoor and outdoor environments. The depth camera used in the present paper does not include an RGB (red, green, and blue) camera, and thus only the point cloud generated from the depth camera and the Euler angle provided by the vendor of the IMU (Xsens Technologies) were fused to classify the environments. The capturing speed of the depth camera was 25 frames per second (FPS) in the indoor experiments and 15 FPS in the outdoor experiments. The IMU calculated the Euler angle at frequency 100 Hz. The IMU signals and the depth images were captured using two threads, and the latest data in the two threads were fused to synchronize the IMU signals and the depth images approximately.
Three amputees and five able-bodied subjects were invited to perform indoor and outdoor walking experiments, which testing arrangement is presented in [26] . During the experiments, each subject was requested to walk in an experimental area repeatedly five times. In each trial, there were three level ground modes, one up and one down stairs modes, and one up and one down ramp modes.
The trained CNN model in our previous research was used to test the proposed decision fusion method. The detailed training settings of the CNN model are shown in [26] . The trained CNN model calculated the original classification scores (emission probabilities p(x k |z k )) from collected images. Then the decision fusion method estimated the final decisions (d v ), which were compared with the actual modes to evaluate the classification accuracy of the proposed method.
To more properly analyze the performance of the present HMM, the present paper also designed an RNN, an LSTM, and a GRU to fuse the decisions and compared the classification results between different methods. The RNN, LSTM, and GRU were constructed using the Keras running on top of TensorFlow. There were only three layers: one input layer, one hidden layer (RNN, LSTM, or GRU layer), and one output dense layer. The sequence length and the feature length of the input layer were set at 15 and 5, respectively. In the experiments, the length of each sequence varied from 500 to 2000, and it depended on the time of walking. The RNN, LSTM, and GRU required the input sequence with a fixed length, and thus the above sequences were segmented to short segments using a sliding window, whose length was 15 frames. The number of output units for the hidden layer was set at 128, and the number of classes for the output layer was 5. Similar to the HMM, the output label of the RNN, LSTM, and GRU were set as the label on the last frame. To train the RNN, LSTM, and GRU, the data of subject 1 (see Table I ) were divided into a training set (60%) and a validation set (40%). The designed RNN, LSTM, and GRU were trained by an Adam optimizer, whose learning rate was 0.001. The max epoch and batch size were 15 and 128, respectively. After training, the data of the other subjects (subject 2-5) and amputees (amputee 1-3) formed a test set (100%) to test the performance of the RNN, LSTM, and GRU. The present HMM was directly tested on the same test set without training.
The experimental analysis was implemented on a computer with an Intel Core i7-6700K (3.40 GHz), an 8 GB memory chip (DDR3 SDRAM), and a graphics card (NVIDIA GeForce GTX 1050 Ti). The program was based on MATLAB@ R2018a and Python 3.7.
G. Subject Information
Five able-bodied subjects and three transfemoral amputees participated in our experiments. This section provides the basic information of the subjects and the amputees, in Table I and  Table II , respectively. The amputees were recruited from a local prosthetic company. The able-bodied subjects were from our university. One of the able-bodied subjects was the author of this paper. The approval to perform these experiments was granted by the Review Board of Southern University of Science and Technology. Subjects and amputees signed informed consent before the experiments.
H. Statistical Analysis
In the experiments, the generated binary images were collected and the actual modes were labeled manually. The mean and the standard deviations of the classification accuracy were analyzed separately for different subjects. Then the results in the indoor and outdoor experiments were compared separately. An Anderson-Darling test at a significance level of α = 0.05 was used to check if the data followed the normal distribution. Experimental results showed that the results in the indoor experiments had a normal distribution but the results in the outdoor experiments did not have a normal distribution. For the results in the indoor experiments (normally distributed), a t-test at a significance level of α = 0.05 and a P value were utilized to evaluate the significance of the difference between the results using different methods. The P value is the probability that the null hypothesis is true. For the results in the outdoor experiments (not normally distributed), the Wilcoxon rank-sum test, a type of non-parametric statistical test, at a significance level of α = 0.05 and a P value were used to compare the results using different methods.
III. RESULTS A. Environmental Classification Results
In order to evaluate the performance of the proposed method, this paper compares the experimental results of the proposed method ( f c + f f = CNN + HMM) with that of CNN, the combination of CNN and voting strategy (CNN + Voting), the combination of CNN and RNN (CNN + RNN), the combination of CNN and LSTM (CNN + LSTM), and the combination of CNN and GRU (CNN + GRU). The present work sets the number of delayed frames l v at 1. Then it calculates the mean and the standard deviation (SD) of the indoor and outdoor environmental classification accuracy using the mentioned methods. The classification accuracy using the presented method is statistically higher than that using (CNN + Voting) (indoor: P = 2.00 × 10 −8 ; outdoor: P = 9.48 × 10 −9 ). As given in Table III , compared to the (CNN + Voting), the proposed method increases the mean values of the classification accuracy in the indoor experiment and the outdoor experiment by 1.01% and 2.48%, respectively. The present method also achieves about 0.20% higher classification accuracy than the (CNN + RNN), (CNN + LSTM), and (CNN + GRU) in both indoor and outdoor experiments, but the difference is not significant (indoor: P > 7.05 × 10 −2 ; outdoor: P > 6.60 × 10 −2 ). Moreover, the standard deviations of the classification accuracy decrease after using the present method, which is similar to the results obtained by using the RNN, LSTM, and GRU. Hence, the proposed method can classify environments accurately and stably.
Moreover, this paper compares the classification accuracy for each subject using six different methods. As shown in Fig. 5 and Fig. 6 , the proposed method can increase the classification accuracy for most subjects and amputees in both indoor and outdoor experiments.
B. Trade-Off Between the Accuracy and Time Delay
The classification accuracy can be increased further by using the voting strategy because a human retains the same locomotion modes in most situations. The voting strategy, however, can cause a time delay. This section analyzes the trade-off between classification accuracy and time delay.
The environmental classification accuracy is calculated using six different methods (CNN, CNN + Voting, CNN + RNN + Voting, CNN + LSTM + Voting, CNN + GRU + Voting, and our CNN + HMM + Voting) and different sliding window lengths w v of voting strategy. The number of delayed Indoor environmental classification results. The number of delayed frames is one. Subjects include four able-bodied subjects (S2-S5) and three transfemoral amputees (A1-A3). The error bars represent mean ± one standard deviation of classification accuracy in five repeated experiments. frames l v for (CNN + Voting) equals (w v − 1)/2. Meanwhile, l v for (CNN + RNN + Voting), (CNN + LSTM + Voting), ( CNN + GRU + Voting), and our method (CNN + HMM + Voting) is (w v + 1)/2 because these methods output the label on the last frame rather than the current frame, which also causes one frame delay. We aligned the classification accuracy of six different methods based on the number of delayed frames, which is shown in Fig. 7 . The classification accuracy of all methods except the CNN increases with the number of delayed frames. Our method is affected less by the number of delayed frames than (CNN + Voting). We calculated the slope of the classification accuracy relative to the number of delayed frames. In the indoor experiments, the mean slope of our method and (CNN + Voting) are 0.05%/frame and 0.15%/frame, respectively. In the outdoor experiments, the above two values change to 0.04%/frame and 0.26%/frame. The slope of the classification accuracy for our method is similar to those for (CNN + RNN + Voting), (CNN + LSTM + Voting), and (CNN + GRU + Voting).
Moreover, we analyzed the difference of time delay between using different methods to achieve the same classification accuracy (difference of accuracy <0.05%). In the indoor experiments, the classification accuracy of our method achieves 97.47% with a delay of three frames. Meanwhile, (CNN + Voting) requires a delay of four frames to achieve the accuracy of 97.47%. In the outdoor experiments, the classification accuracy of our method with a delay of two frames is 96.57%. (CNN + Voting) achieves 96.55% with a delay of eleven frames. Considering that the capturing frequency of our depth camera is 15 frames per second, our method can decrease the time delay by about 67 ms (indoor) and 733 ms (outdoor) to achieve the same classification accuracy as (CNN+Voting). Similarly, the present method can decrease the time delay by about 733 ms (indoor) and 400 ms (outdoor) to achieve the same classification accuracy as (CNN + RNN + Voting), (CNN+LSTM+Voting), and (CNN+GRU+Voting).
C. Sequential Decisions of Environmental Classification
This paper also visualizes the sequential decisions of environmental classification intuitively in Fig. 8 and Fig. 9 . The original classification results of CNN are noisy, which are not suitable to control the prosthesis. Then we utilized different decision fusion methods to filter the classification results and set the number of delayed frames l v to 2. The classification results using (CNN + Voting) become clearer but still have some error results. The number of error decisions using our method is the lowest in both the indoor and outdoor experiments. Consequently, under the same number of delayed frames, our method can improve the classification results more than the other methods.
D. Comparison of Probability Distributions
The presented method is better than CNN and (CNN + Voting) in terms of classification accuracy and time delay because the presented method considers the probability distribution in each frame and the transition probability between adjacent states. As shown in Fig. 10 , the original probability distribution calculated by the CNN varies at different frames. The number of delayed frames is two. Amputee 1 is the subject of this experiment. The black heavy line denotes the actual modes, which are labeled manually based on the captured binary images. The green circles, orange plusses, purple inverse triangles, pink times signs, light green diamonds, and yellow stars represent the error decisions using CNN, (CNN + Voting), (CNN + RNN + Voting), (CNN + LSTM + Voting), (CNN + GRU + Voting), and our method. LG, US, DS, UR, and DR are the abbreviations of level ground, up stairs, down stairs, up ramp, and down ramp. Fig. 9 . Actual modes and error decisions in the outdoor experiment. The number of delayed frames is two. Amputee 2 is the subject in this experiment. Definitions of the legend and labels are the same as in Fig. 8 .
There are also some error probability distributions in the original results because of the intense rotation of cameras or some anomalous environments. The posterior probability distributions of the presented method are more discernable than that of CNN, and most probability distributions concentrate on one mode.
IV. DISCUSSION

A. Advantages of Our Method
This paper proposed a concise method to fuse sequential decisions and increase the environmental classification accuracy and decrease the time delay. Compared to the traditional voting strategy [23] , [26] , the present methods have several advantages.
First, the present method takes account of the credibility of each decision. For traditional voting strategy, all decisions contribute equally, but this is not credible. In real situations, Definitions of the legend and labels are the same as in Fig. 10 (a) . (c) Actual modes and error decisions using the CNN and our method. Definitions of the legend and labels are the same as in Fig. 8 .
the camera may provide error images sometimes. For instance, the camera cannot perceive front terrains when its orientation angle in the sagittal plane is too big or too small. Also, there are some interference objects, including uneven ground and curbs, in the environments, especially in the outdoor environment. The probability distributions of these error decisions are more ambiguous than that of normal decisions. We can decrease the credibility of error decisions after fusing the probabilities, which is better than the traditional voting strategy.
Additionally, the present paper designed a transition probability matrix based on the characteristics of human walking in common environments. This transition probability matrix provides the relationship between the last state and current state, and thus optimizes the accuracy of the environmental classification. As stated in section III, our method increases the classification accuracy of all subjects in both indoor and outdoor environments.
Moreover, the developed method has low computational complexity and requires a short time delay, and thus it is suitable for real-time control. It only takes 0.01 ms to use the method to update one decision. Besides, the method can still achieve high accuracy with a delay of only one frame. As shown in Fig. 7 , the presented method is affected less by the number of delayed frames than the method of (CNN + Voting). In our previous research [26] , we also achieved high environmental classification accuracy, but the real-time performance was sacrificed. Although the camera can perceive the environments in front of the prosthesis and can tolerate time delay of recognition, large time delay decreases the response speed of the whole control system and cannot handle unexpected situations. Compared to traditional voting strategy, the presented method can achieve the same classification accuracy with decreasing time delay by 67 ms and 733 ms in the indoor and outdoor environments, respectively. Consequently, the presented method can increase the response speed of the control system.
In addition, the present HMM even outperformed the RNN, LSTM, and GRU. Unlike the RNN, LSTM, and GRU, the HMM was not trained using the data of the subject, but it still achieved about 0.2% higher classification accuracy than RNN, LSTM, and GRU. Hence, the HMM seems to be a better choice to fuse the probability distributions, and reasonable prior information (transition probability matrix) can increase the classification accuracy significantly. Because the HMM can process the probabilities recursively and analytically, it can update a new decision in a shorter time (0.01 ms) than RNN, LSTM, and GRU (>10 ms). Hence, the present HMM is more suitable in a real-time setting.
Furthermore, the presented method can be applied to classify human intent. The input of the presented decision fusion method is only the probability distribution. Hence the method is not limited in the environmental classification. The change of sensors does not affect the presented decision fusion method. Some human signals, such as EMG and IMU, can also be utilized to classify human motion intent during walking in complex environments. The requirements of real-time performance for these human signals are higher than visual signals because these human signals generate only tens of milliseconds ahead of motion or even after the motion. Then the classification method should achieve high accuracy with short time delay. As stated before, the presented decision fusion method has low computational complexity and requires a low time delay (down to one frame), which fulfills the above requirements.
B. Limitations and Future Works
Although the proposed method can classify environments accurately and with short time delay, there are some limitations. First, the presented decision fusion method has not been applied to real-time control of a powered prosthesis. The situations in real-time control can be different from that in the offline analysis. Besides, the amputees wearing powered prostheses may walk differently from those wearing passive prostheses. Hence, it is necessary to apply the presented method on the real-time control of the powered prosthesis to evaluate its performance further. Moreover, the environmental classification can only provide prior information about human motion intent. Therefore, it is also important to fuse the decisions from visual signals and those from human signals to estimate the human motion intent more accurately.
V. CONCLUSION
This paper constructed a hidden Markov model and designed a transition probability matrix for environmental classification in assistive walking. The paper considered the probability distribution of the original decision from the CNN and fused sequential decisions to increase the classification accuracy with short time delay. Able-bodied subjects and amputees were invited to implement experiments in indoor and outdoor environments. According to the experimental results, the developed decision fusion method achieved classification accuracies of 97.28% and 96.40% with a delay of only one frame in the indoor and outdoor experiments, which were 1.01% and 2.48% higher than that from using the traditional voting strategy. The developed method was also able to classify sequential environments at higher accuracy than the RNN, LSTM, and GRU. For achieving the same classification accuracy, the presented method decreased the time delay by 67 ms and 733 ms in the indoor and outdoor experiments compared to the traditional voting strategy. Moreover, the developed decision fusion method only took 0.01 ms to update one decision. Hence, it realized the objectives of the present paper: increasing the classification accuracy and simultaneously decreasing the time delay. The experimental results validated the accuracy and real-time capability of the developed method, which would lead to significant improvements in the performance of prostheses.
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