In classification problems, especially those that categorize data into a large number of classes, the classes often naturally follow a hierarchical structure. That is, some classes are likely to share similar structures and features. Those characteristics can be captured by considering a hierarchical relationship among the class labels. Here, we extend a recent simple classification approach on binary data in order to efficiently classify hierarchical data. In certain settings, specifically, when some classes are significantly easier to identify than others, we showcase computational and accuracy advantages.
Introduction
We consider the problem of classification, where one is given a set of labeled data used for training, and from that data wishes to accurately assign labels to new unlabeled data. In the general problem, the class labels themselves have no relation to one another, however, data can often be organized in a hierarchical way. For example, in image classification problems, the data may contains images of inanimate and living objects. Then, within each of those classes the data may be further identified as images of vehicles and toys, or humans and animals. The data could then be further subdivided into classes of various animal types, and so on. This structure can be visualized as a tree, where the children of each node correspond to its sub-classes. Each data point in this case would have a label corresponding to a leaf of the tree, but also possesses the characteristics of all the labels of its ancestors. One option of course would be to simply use generic classification schemes to classify the data using the leaf labels only. Hierarchical classification, however, makes use of information and structure between groups in classifying the data [7, 15] . Extensions of popular classification methods such as the support vector machine (SVM) to the hierarchical setting are not straightforward, and such approaches often decompose the problem into many sub-problems leading to higher computational complexities [3, 17] .
Recently, [14] proposed a simple classification scheme that uses only binary representations of data to perform classification; such representations arise nat-urally or are particularly efficient in many applications, see e.g. [5, 11, 1, 2, 9] . Here, we show that this method lends itself well to performing hierarchical classification and, in particular, using the hierarchical structure to improve computational efficiency. The classification method uses position of data relative to random hyperplanes to predict in which class a point is most likely to belong. [14] demonstrated that for more complex data, using combinations of hyperplanes enables one to make more accurate predictions. However, the computation required to make a prediction scales exponentially in the number of hyperplane combinations used. Fortunately, the method is highly adjustable and for data that is likely to be more or less difficult to classify, one can adjust the number of these hyperplane combinations. Such a method is likely to be particularly useful for hierarchical data in which certain subclasses of data are more or less difficult to classify than others.
Underlying Classification Algorithm
In this section, we describe the classification algorithm proposed in [14] . Let A be a random matrix in
are the data with labels b = (b 1 · · · b p ) assigned from a possibility of G classes. Suppose we only have access to binary measurements of the data in the form Q = sign(AX), where sign(M ) i,j = sign(M i,j ). The rows of A will correspond to (random) hyperplanes, and thus Q i,j simply captures on which side of the ith hyperplane the jth data point lies. Let us build some intuition for the approach. Consider the two-dimensional data X shown in the top plot of Figure 1 , consisting of three labeled classes (green, blue, red). Consider the four hyperplanes shown in the same plot, and suppose we had access only to the binary data Q = sign(AX), where A contains the normals to each hyperplane as its rows. For the new test point x (which by visual inspection should be labeled blue) and its binary data q = sign(Ax), one could simply cycle through the hyperplanes and decide which class x matches most often. For example, for the hyperplane colored purple in the plot, x has the same sign (i.e. lies on the same side) as the blue and green classes. For the black hyperplane, x only matches the blue class, and so on. Then for this example, x will clearly match the blue class most often, and we could assign it that label correctly. However, next consider the more complicated geometry given in the bottom plot, where the data consists of only two classes (red and blue), but they are now no longer linearly separable. This same strategy will no longer be accurate for the test point x. However, now instead of single hyperplanes, consider hyperplane pairs, and ask which class label x most often matches (note that in this context, by "matches" we now mean that points lie in the same cone into which the hyperplanes divide the space). For example, for the pair of hyperplanes colored orange and green, x matches both red and blue points, whereas for the pair of hyperplanes colored orange and purple, x only matches the blue class. One could now cycle through all pairs, and again ask which class x matches most often. For complicated data, we could aggregate such information across various levels, where at level l we consider l-tuples of hyperplanes in this way. If we then isolate the rows of Q contained in Λ l,i to form the l × p matrix Q Λ l,i , the columns of this matrix give the sign patterns of the data with respect to the hyperplanes in Λ l,i . Let T l,i be the number of unique sign patterns, or equivalently columns of Q Λ l,i . Based on these sign patterns, we then calculate the membership index parameter r(l, i, t, g) for each l-tuple i = 1, · · · , m, level l = 1, · · · , L, unique sign pattern t = 1, · · · , T l,i and class g = 1, · · · , G. Let P g|t be the number of data points in class g with sign pattern t and define:
The first fraction in (1) measures the proportion of data with sign pattern t that belong to class g, and the second fraction is a balancing term. This training process is also described in Algorithm 1.
input : binary training data Q, training labels b, number of classes G, number of levels L.
Algorithm 1: Training from [14] Given x ∈ R n and q = sign(Ax), we predict the class of x as given in Algorithm 2. Intuitively, the membership values r(l, i, t, g) indicate how likely a point with sign pattern t is to lie in class g, given information from the ith ltuple of hyperplanes. These are aggregated over all measurements m and levels l, giving a likelihood that the point belongs to each class g. The label assigned is simply the class g corresponding to the largest value ofr.
input
: binary testing data q, number of classes G, number of levels L, learned parameters r(l, i, t, g), T l,i , and Λ l,i from Algorithm 1. for l from 1 to L, i from 1 to m do identify : Identify the pattern t * ∈ [T l,i ] to which q Λ l,i corresponds.
Algorithm 2: Classification from [14] 
Computational Complexity
Given a data point
|T l,i |l + GL) + 3G + 1 flops to predict its class as described in Algorithm 2. Flop counts for each step in Algorithm 2 are given in Table 1 . We do not include the cost of calculating q = sign(Ax), as we assume that the algorithm is provided these binary measurements. Additionally, it may be the case that one does not have access to the underlying vector x and only knows the binary measurements q. As the number of levels increases, the term m L l=1 |T l,i |l typically dominates the testing cost. The number of possible sign patterns for a single measurement is 2 l and thus we at least have the bound |T l,i | ≤ 2 l . The inequality is strict if not all possible sign patterns are realized by points in the training data.
Adjustment for Hierarchical Classification
We now describe our proposed adjustment for handling hierarchical classification, where the labels possess some sort of tree structure. The classification scheme described above and in [14] has the property that more levels (higher L) are needed to accurately classify more complicated data. Thus, if we know in advance that certain classes may require fewer levels for classification with sufficient accuracy, we may isolate these classes in an initial classification that uses fewer levels and then further classify these groups of classes using only the required number of levels for sufficient accuracy. This strategy leads to computational savings without sacrificing accuracy when some classes are more easily discerned from the others. For illustration, consider the simple example where we have three classes, g 1 , g 2 , g 3 . Suppose that L 1 levels are necessary to classify data belonging to g 1 , but L 2 levels are required to differentiate between classes g 2 and g 3 where L 2 > L 1 . We can perform binary classification between g 1 and {g 2 , g 3 } using L 1 levels followed by classification between g 2 and g 3 using L 2 levels. These classifications can be organized as a tree with nodes H 1 and H 2 as shown in Figure 2 . The sets S 1 and S 2 give the class groupings for the model constructed at nodes H 1 and H 2 respectively.
At test time, points initially classified as g 1 require only
|T l,i |l + GL 1 + 3G + 1 flops, where G = 2. In order to further discern between points predicted to belong to g 2 or g 3 , we can use the same measurements (or random hyperplanes) as used in the first classification. Then for the two classifications, points initially classified as belonging to g 2 or g 3 require
flops to arrive at a prediction. Here, G c is the number of groups at classification c and L c is the number of levels used for classification c. In this particular example, we would have
The overhead cost to carrying out two classifications instead of one is quite limited overall. For classifications in which some classes require fewer levels to predict, this hierarchical structure can lead to significant computational savings, as shown in the experimental results that follow. The magnitude of the computational savings is highly dependent on the distribution of the testing data, however, as we only reduce computational costs for those points predicted to
be in one of the classes that is 'easier' to discern, i.e. requires fewer levels. The proposed hierarchical classification algorithm is further described in Algorithms 3 and 4. This hierarchical classification strategy naturally generalizes to incorporate more complicated and deeper hierarchical structures in which the classifications can be structured as a tree. See Figure 3 for an example. In order to maximize computational gains, however, we would like the tree to be 'imbalanced' in terms of the maximum number of levels required for sufficient classification accuracy along different paths of the tree. Such an imbalance arises naturally in many applications. For example, consider brain imaging and the problem of detecting brain abnormalities including tumors and dementia; tumor detection is a fairly easy learning problem whereas classifying differing types of dementia remains very challenging [4, 10] .
Determining class hierarchies
When the number of classes is large, reorganizing a flat multiclass classification problem into hierarchical (binary) classifications can be used as a general strategy to reduce the computation required for testing [8] . Our proposed strategy input : binary testing data q, set of class groupings S c , learned parameters r(l, i, t, g), T l,i and Λ l,i for the classification associated to each node H c in the tree of classifications H, number of levels L = (L 1 , · · · L C ) to be used in each classification. begin : Begin at H 1 , the root classification. while H c is not null, do classify : Classify testing data q, as in Algorithm 2, with learned parameters r(l, i, t, g), T l,i , Λ l,i from H c into one of the sets contained in S c . if If q is predicted to belong to a single class then set : Set H c to be null. else set : Set H c to be the node corresponding to the predicted set of classes for q within S c . end end Algorithm 4: Proposed adjustment for hierarchical classification (testing). Figure 3 : Example hierarchical classification tree. A classifier would be trained at each node, H c , to classify data among the sets given in S c .
need not only be applied in settings where the data follows or is presented within the context of a clear hierarchical structure. A variety of previous works have studied ways in which to detect structure among classes and use this information to construct an informed hierarchy of the classes [8, 6, 16, 13, 18] . These strategies generally aim to group classes that are deemed 'similar' by some measure, in order to reduce the number of missclassifications that occur high in the tree. For example, some work suggests constructing a hierarchy based on the confusion matrix of the flat multiclass classification problem [8, 6, 16] . Preferentially constructing class hierarchies that are imbalanced in terms of ease of classification along different paths will also largely affect the computational savings achieved by our proposed hierarchical classification method. We save details of how one might achieve this for future work.
Experimental results
In the following experiments, we test the computational gains achieved by the proposed hierarchical classification strategy as described in Algorithms 3 and 4 compared with direct classification into each individual group via 'flat multiclass classification' as described in Algorithms 1 and 2. The 'flat multiclass classification' is a direct application of the method proposed in [14] .
Two-dimensional synthetic data
We first test the computational gains achieved by the proposed hierarchical classification strategy on the two-dimensional data shown in Figure 5 . Each color represents a different class and there are six classes in total. The red and yellow clusters each contain 200 training and testing points, while the remaining four classes, green, black, blue and cyan, contain 100 training and testing points each. The distribution of testing points among the classes will have a significant effect on the computation needed for testing in the hierarchical case. We expect classifying points from the red and yellow classes to be easier and to require fewer levels than correctly classifying points as green, black, blue or cyan.
To take advantage of this structure in the data, we first predict whether a testing point is red or yellow versus green, black, blue or cyan using only one level. If the test point was predicted to be red or yellow, we then discern between these two classes again using only a single level. If the test point was predicted to be green, black, blue or cyan, we then predict among these classes by using varying numbers of levels. Accuracies and testing flops for the hierarchical classification strategy versus flat multiclass classification are shown in Figure 5 for varying numbers of measurements m. We see a significant reduction in computational cost using the hierarchical strategy without sacrificing accuracy. 
Three-dimensional synthetic data
We test the hierarchical classification strategy and flat multiclass classification on three-dimensional synthetic data as given in Figure 6 . Each color represents a different class. Again, we expect the four Gaussian clusters to require fewer levels for sufficiently accurate classification than the 'arcs'. The training data are distributed so that there is an equal number of training and testing points in the Gaussian clusters and arcs. Specifically we have 100 training and testing points in each arc and 200 training and testing points in each Gaussian cluster.
Using a strategy similar to that used in the two-dimensional experiment, we first build a classifier to predict whether a point belongs to one of the arcs or one of the Gaussian clusters using only a single level. If a data point is predicted to be in one of the Gaussian clusters, we then use a single level again to predict to which of the clusters it belongs. If a data point is predicted to be in one of the arcs, we use more levels to perform the subsequent classification to discern between the arcs. We test the accuracy and computation required for using a variety of levels in this second classification. As in the two-dimensional experiment, we again see a reduction in the computational cost of testing without sacrificing accuracy.
MNIST
Although not inherently hierarchical in nature, we demonstrate that our hierarchical strategy can lead to computational savings on the MNIST dataset of handwritten digits [12] . Consider the digits 1-5. Intuitively and in practice, the digit 1 tends to be easier to classify correctly than the other digits. For example, if we apply the multiclass classification from [14] to classify the digits 1-5 using 1000 training points for each class, 10 levels and testing on 200 training points from each class, we find that 98.5% of the 1s are classified correctly, whereas the overall accuracy of classifying the digits 1-5 was 89.2% (the accuracy for classifying digits 2-5 was 86.88%). Thus, it is reasonable to expect that fewer levels are required for sufficiently accurate classification of the 1s than are required to classify the remaining digits.
We induce hierarchical structure by first classifying into 1s versus not 1s, followed by classification into the digits 2,3,4 and 5 for those test points that were predicted to not be 1s in the first classification. When training the first Figure 5 : For the data distributed as given in the upper-left plot, where each color represents a different class, we classify testing data either by flat multiclass classification or our proposed hierarchical classification strategy where the first classification discerns between red or yellow versus green, black, blue or cyan. Accuracy and testing flops required are given in the subsequent plots using m = 20, 50 and 100 respectively. Results are averaged over 10 trials.
classifier, we downsample the training data for the digits 2-5 so that we have an equal number of training data points for 1s and not 1s. We found that this adjustment improved the accuracy of the first classification. Five levels are used for the first classification into 1s versus not 1s and a varying number of levels (five to 10) are used for the subsequent classification. We again see a reduction in the total testing flops required to achieve a given accuracy. Here, we use an equal number of test points for each digit and thus get computational savings for approximately 1/5 of the test points, specifically for all of the test points that are predicted to be 1s. If we had a much higher proportion of 1s as compared to the other digits, then we would expect the computational savings to be even more significant. Additionally, since this tree is fairly shallow, as expected the improvements are mild, and we would expect more significant improvement for real data that has a larger and more imbalanced tree structure, as in the other experiments. 
Conclusion
We have demonstrated that the classification algorithm proposed in [14] can be readily adapted to to classify data in a hierarchical way that improves computational efficiency. We achieve this by using fewer levels to classify data points predicted to be from classes that are more readily identifiable. We could potentially further reduce computational costs for easier to classify data by reducing the number of measurements m in those cases as well. Theoretical guarantees as well as modifications that alleviate error propagation down the tree are important directions for future work. 
