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Random segments of code, that have grouped together to form unexpected protocols.
Unanticipated, these free radicals engender questions of free will, creativity, and





Swarm robots are not yet ready to work in real world environments in spaces shared with
humans. The real world is unpredictable, complex and dynamic, and swarm systems still
are unable to adapt to unexpected situations. However, if humans were able to share their
experience and knowledge with these systems, swarm robots could be one step closer to
work outside the research labs. To achieve this, research must be done challenging human
interaction with more realistic real world environment constraints. This thesis presents
a series of studies that explore how human operators with limited situational and/or task
awareness interact with swarms of robots. It seeks to inform the development of interaction
methodologies and interfaces so that they are better adapted to real world environments. The
first study explores how an operator with bird’s-eye perspective can guide a swarm of robots
when transporting a large object through an environment with obstacles. As an attempt to
better emulate some restricted real world environments, in the second study, the operator
is restricted from access to the bird’s-eye perspective. This restriction limits the operator’s
situational awareness while they are collaborating with the swarm. Finally, limited task
awareness was included as a additional restriction. In this third study, the operator not only
has to deal with limited situational awareness but also with limited information regarding the
objective. Results show that awareness limitations can have significant negative effects over
the operator’s performance, yet these effects can be overcome with proper training methods.
Through all studies a series of experiments are conducted where operators interact with
swarms of either real or simulated robots. In both cases, the development of the interaction
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Chapter 1
Introduction
Every day, an increasing number of robotic systems get more involved with human activities.
The aim of these systems is to assist humans in a broadening variety of roles on a daily
basis. Furthermore, these systems are meant to exist, think and adapt on their own while
interacting with humans within the same environments. There is a clear tendency to create
intelligent autonomous robotic systems that should be able to team up with humans. For this
reason, either as a roboticist (or any other related field) focusing on the engineering side or
as a psychologist focusing on the human cognitive side, human-robot interaction [1, 2] has
become an extensive and diverse area of research.
As research gets closer into creating more complex and better optimized robotic systems,
the interaction between operators and robots should stay simple and casual, avoiding the need
for the operators to learn new forms of interaction/communication. In simple words, the goal
is to give any human the possibility to work with a fellow robot “just as if” it was another
human entity (Fig. 1.1). There are, however, considerable challenges in the human-robot
interaction (HRI) field regarding the robots, the operators and the interfaces (perception,
management, planning, task execution, navigation, learning, etc.).
Usually, HRI is focused on an operator interacting with a single robot. However, if we
could increase the number of robots the operator works with, the resulting systems could
offer advantages like covering of larger working areas or faster task execution. With properly
designed multi-robot systems (MRS), the operator controlling it could perform tasks that
are typically executed by multiple humans. The time of execution for some tasks could
even be reduced. The possible applications where multi-robot systems could become more
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Fig. 1.1 Representation of a human engineer working along with a robot in repairing a circuit
board.
functional in human environments fuels the need to explore new effective interaction methods.
Examples of these applications range from social activities (cleaning or waitressing), security
(patrol or threat response), industrial (storage organization or product transport), exploration
(underwater, underground or space), construction (building or deployment), search & rescue
(hazardous or dangerous environments) between others. As a consequence, more people will
be able to interact with MRS.
Swarm robotic systems are a subset of MRS with characteristics that are widely observed
in natural swarms. They take inspiration from the field of collective intelligence where com-
plex behaviour emerges from the interactions between multiple individuals with each other
and with their environment. This emerging intelligence, also known as swarm intelligence
(SI), has been defined by Dorigo [3] & Bonabeau [4] as:
• “Swarm intelligence is an artificial intelligence technique based around the study of
collective behaviour in decentralized, self-organized systems.”
• “Swarm intelligence systems are typically made up of a population of simple agents
interacting locally with one another and with their environment.”
3• “Although there is normally no centralized control structure dictating how individ-
ual agents should behave, local interactions between such agents often lead to the
emergence of global behaviour.”
Swarm robots generally use local sensing as well as local communication, limiting their
access to global state information. Because of their distributed social architecture, they
are governed by a set of relatively simple individual rules. Yet, complex behaviours may
emerge from the cooperation among the robots and of the interactions of the robots with their
environment. The first artificial example of swarm behaviour was in a computer simulation
program. This program was named “Boids” and was created by Craig Reynolds in 1986 [5].
The individuals of the virtual swarm followed a set of simple rules:
• Move in the same direction as your neighbours
• Remain close to your neighbours
• Avoid collisions with your neighbours
As first seen in “Boids”, and later through many other examples, swarm robots have the
capacity to self-organize themselves. This ability could lead to novel solutions in problems
like path finding in dynamic environments, exploration, search & rescue and support, to
mention a few. In addition, these systems have certain advantages like scalability, fault
tolerance and broad task coverage.
Swarm-intelligent systems have the potential to become a useful tool for solving complex
problems [6]. However, their solution is not necessarily meant to be the best solution. Human
intervention could be beneficial, for example, to adapt the swarm system behaviour and/or
react to critical environment changes as well as to make “last minute” decisions in which
human experience could be important [7].
However, introducing a human as an operator of a multi-robot system does not completely
ensure that the team (humans and robots) will experience an improvement of performance.
A poorly designed interface could compromise the performance of the multi-robotic entity
rather than promote teamwork. In addition, the application of multi-robot control could imply
the division of the operators’ attention between the robots. This would limit the interaction
by the number of robots that the human operator could reasonably control. There are several
details that make the interaction between multiple robots and humans a complex process
[8]. For this reason, it is important to start exploring human-swarm robot interaction with
realistic characteristics, imitating real world environments.
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1.1 Motivation
The motivation for this thesis comes from the need of exploring the human-robot interaction
domain applied to swarm robotics, particularly when the human operator has some awareness
constraints that are typically encountered in real world applications. To take swarm systems
out of controlled research environments and test them in real world. This to better understand
such constraints and their effect on the interaction process. The presented studies will discuss
two constraints and the possible implications of these over the interaction process.
The literature proposes several advantages of having multi-robot systems involved in the
human world. One motivating reason involves safety and surveillance of and for humans
in hazardous environments and/or hostile situations. Security missions as well as search &
rescue missions are a constant priority [9–12] for multi-robot systems potential applications.
It is natural that for these type of activities a robotic system that is scalable, fault tolerant
and capable of doing parallel work in multiple different locations is desirable [3]. Swarm
systems promise to have all these qualities and are aimed to be independent and robust.
However, they are not ready to interact in the real world due to its unpredictability. Human
experience and expertise could aide these systems to overcome such problems. For this to
happen, the interaction techniques between the humans and robots need to be prepared to
deal with awareness limitations that the human operator might suffer due to the nature of the
real world environment.
A common problem in the real world is that constant and effective contact and communi-
cation with all the robots of a swarm would not be possible. However, if the operator could
still effectively influence the swarm robot despite the restricted awareness and lack of infor-
mation, human interaction could prove beneficial to increase the chances of mission success
[13]. Human intervention in swarm robot dynamics could offer information about dangers
and/or interesting areas within the working environment. Human expertise and experience
may prove desirable to be involved in the decision loop. The human could compensate with
complex decision making and problem solving while the swarm robot remains active and
working in a defined task. For this reason, the strengths, limitations and requirements of high
level supervisory control need to be explored in restricted environments [14].
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1.2 Problem Definition
If swarm robots have emergent behaviours that have the potential to find solutions to problems
on their own, why would human influence be needed? A limitation to make swarm systems
behave as desired in real environments with humans is the assumption that those environments
are static and obstacle free. However, the real world is dynamic and unstructured, especially
in those locations where hazardous events have happened or might happen [15]. In addition,
robotic systems will always have hardware limitations (limited range sensors, bandwidth
limitations, communication difficulties, etc.) that can make a successful task completion
even more complex.
The problem that this thesis attempts to tackle is how human influence can provide support
and guidance to a swarm robot when limited by different awareness constraints. An operator
with restricted awareness (such as restricted situational awareness or task awareness) should
still be able to collaborate with a swarm robot. The aim is to study how these restrictions
affect the human in helping the swarm to overcome unexpected event-related problems and/or
complications. Human interaction should be focused on influencing the emergent behaviour
of the robots rather than controlling them. The challenge is to allow this influence to be
effective without increasing the complexity of the interfaces or the swarm [16].
The restriction of situational awareness can occur by lack of access to the bird’s-eye view
and can have direct effect on the systems’ and operators’ performance. Yet, even while the
operator is restricted of explicit access to this global state information, the influence over the
swarm should be delivered without compromising the performance of the system. In addition,
lack of task awareness can occur by lack of explicit information and/or understanding
regarding the task or main objective. The limitation of task awareness over the operator
could have negative effects over the operator, like restricting the ability to identify additional
information regarding the working environment. Therefore, the need to understand the
impact of these restrictions and explore solutions to overcome them becomes evident, as real
environments often present this kind of limitations.
Furthermore, to obtain the full potential of swarm robotic systems in hazardous situations
(exploration, rescue & safety missions), how both awareness levels (situational & task aware-
ness) can affect the human perception needs to be further explored with new methodologies
and more realistic approaches.
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1.3 Contributions
• Control of a swarm robot behaviour with full awareness: We propose an interac-
tion strategy that enables an operator with full awareness to influence a swarm of
robots. The operator controls a designated leader robot and defines a set of dynamic
way-points to influence the overall behaviour of a the swarm. The interaction is made
directly with the leader robot via one of two possible portable devices that simplifies
the communication process and minimizes the distractions for the operator. We analyse
and compare the performance of the two portable devices, one with a pure GUI-tactile
interface (a mobile phone) and the other with a combination of voice and tactile com-
mands (the Google Glass). Through a series of trials with real robots, the strategy is
proved to be reliable and convenient for manipulation of the swarm robot behaviour.
• Interaction with limited situational awareness: Evidence was provided suggesting
that human-swarm robot interaction with limited situational awareness can be effective.
This study explores how an operator with limited situational awareness can collaborate
with a swarm of robots while lacking the bird’s-eye view. An analysis shows that
the designed interface allowed the operator to influence multiple robots through a
random robot leader selection method. Training experience proved to be a crucial
factor in the operator’s performance as analysis of behavioural differences revealed
that trained operators learned to gain superior situational awareness. When given only
local information, however, untrained operators did not perform significantly better
than random interactions.
• Operator resilience to restricted task awareness: A systematic investigation is
presented of how a human operator attains different levels of task awareness under
different information constraints. We provide a statistical analysis of the results that
show how the human operator task awareness level is directly linked to the task
information provided. It suggests that explicit mention of the task objectives is needed
so that the human influence provides the swarm robot with significant help that will
increase its performance.
• Design and development of a managment algorithm: An algorithm named “Gossip
Algorithm” has been designed and applied to the interaction process. It addresses the
problem of the operator to organize a robotic swarm via a randomly selected robot
that temporarily acts like a leader. Different to the algorithm reported in [17], the
proposed algorithm also allows the operator to dynamically organize and manipulate
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the swarm. For example, it allows the operator to request a count of the robots, and
assign them into subgroups and to different tasks. This algorithm was tested in the
simulator environment and further applied and validated on real robots.
• Enki simulator upgrade: In this thesis, the simulation platform used for the second
and third studies was based on the Enki simulator [18]. We developed new add-ons to
the simulation platform that made the simulator more useful for experimental research.
These additions included: A user interface for simulated and real robots, the logging
of all activities from robots and users, and an add-on able to interpret the logged data
and replay the robots movements in the environment. The revised simulator has been
made open to the public under the GPU license on GitHub [19].
1.4 Case Studies Preview
This thesis explores the implications that certain constraints in the awareness of the operator
have on the interaction between a human and a swarm robot through three case studies. This
section provides a brief introduction to each case study and the addressed challenges.
1.4.1 Human-Robot Swarm Interaction with Full Awareness
This case study explores the use of a portable device [20] to interact with a swarm robot in
a full awareness state. For this study a collective transport behaviour [21] was selected as
the main task. A leader architecture where a human operator influences the robots [22] to
push an object to a specific point is implemented. The human operator uses a portable device
(either the Google Glass or a mobile phone) to interact with the swarm. The challenge is
to allow the robots to negotiate obstacles during cooperative transport without needing to
increase the swarm robot complexity [16].
1.4.2 Human-Robot Swarm Interaction with Limited Situational Aware-
ness
This case study limits the full awareness level from the previous study by restricting the
operator to access to the birds-eye view. An aggregation behaviour [23] was selected as the
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main task in an environment with physical barriers. The study is focused on how an operator
with limited situational awareness [24, 25] can collaborate with a swarm robot by controlling
random units from the swarm as leaders [26]. The interface controls were sufficient for
the operator to aid the autonomous robots overcome the lack of situational awareness. An
analysis of behavioural differences revealed that operators who received training learned to
gain superior situational awareness.
1.4.3 Human-Robot Swarm Interaction with Limited Situational and
Task Awareness
This case study adds some further restrictions to the last study. An object clustering behaviour
[27] was presented to the operators as the main task. However, the experimenter’s main
task was to evaluate if the operators were able to achieve TA without being affected by the
limitation of SA [28, 29], and with different levels of task information [30]. The swarm robot
is located in an environment with a hidden room but is not prepared to execute any kind of
exploration behaviour, placing the focus of the study on determining the amount of extra
information (from the mission objective and the robots [31]) and the explicitness needed so
that the operator attempts to explore the environment.
1.5 Publications
This thesis represents the author’s work and has led to two publications in academic confer-
ences:
1. Kapellmann-Zafra, G., Chen, J., & Groß, R. (2016). Using Google Glass in Hu-
man–Robot Swarm Interaction. In 17th Conference Towards Autonomous Robotic Systems,
TAROS 2016 (pp. 196-201). Springer.
2. Kapellmann-Zafra, G., Salomons, N., Kolling, A., & Groß, R. (2016). Human-Robot
Swarm Interaction with Limited Situational Awareness. In 10th International Conference on
Swarm Intelligence, ANTS 2016 (pp. 125-136). Springer.
In addition, the author’s work also led to one contributed publication:
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1. Salomons, N., Kapellmann-Zafra, G., & Groß, R. (2016). Human management of a
robotic swarm. In 17th Conference Towards Autonomous Robotic Systems, TAROS 2016
(pp. 282-287). Springer.
1.6 Outline
This thesis is organized as follows:
Chapter 2 provides background information about human-robot interaction, multi-robot
human interaction and swarm robot-human interaction, followed by a review of interaction
strategies and user interfaces regarding swarm robots systems. It also presents a review of
two subsets of the awareness concept: situational awareness and task awareness.
Chapter 3 presents an interaction strategy between a human operator and a robot swarm
with full awareness. The interaction was tested using two portable devices (Google Glass &
mobile phone). This study has been previously presented in [32].
Chapter 4 introduces a situational awareness constraint to the interaction process. In this
study, an operator attempts to help a robot swarm solve a task without access to global state
information. This study has been previously presented in [33].
Chapter 5 focuses on a similar human interaction scheme as with the last chapter but
introduces a task awareness constraint. In this study, the operator is asked to support the
swarm robot in solving a task. However, the operator receives limited information regarding
the mission.
Chapter 6 concludes the thesis and outlines ideas to continue with future research.

Chapter 2
Background and Related Work
This chapter presents a review of the current literature regarding human interaction with
robots. Section 2.1 provides some general introduction to swarm robots systems. Sections
2.2 and 2.3 provide some general context about human-robot interaction in single robot and
multi-robot systems. Section 2.4 is more focused on human-swarm robot interaction and
provides background for interaction strategies (2.4.1) and a concise overview of bandwidth
limitations (2.4.2) and the Neglect Benevolence concept (2.4.3). Section 2.5 presents current
interaction interfaces and the different types of input (2.5.1) and output (2.5.2) techniques that
they use. Finally, section 2.6 provides HRI information regarding the concepts of “Situational
Awareness” (2.6.1) and “Task Awareness” (2.6.2).
2.1 Swarm Robots
Robotic swarm systems are a subset of multi-robot systems [31, 34]. These systems are
normally comprised of large numbers of robots that rely on distributed and decentralised
algorithms to collaborate. They aim to be robust to failure due to their emphasis on robustness,
scalability (from a few units to thousands or million of units), flexibility and self-organization
[35, 36]. Robotic swarms share all of these motivations, but place special interest in robots
that act (physically) independently of each other as agents [37].
Swarm robots have a decentralised control approach. In order to coordinate, the robots
need to interact with each other and their surroundings. They base their coordination on
local interactions and self-organization [38]. It is because of these interactions between
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Fig. 2.1 A representation of a human working with a computer while requesting the robots to
transport his mug closer with a simple hand gesture. a) The user moves his hand requesting
the robots to transport the mug. b) The robots group next to the mug and start pushing it
towards the user. c) The user finally grabs the mug. d) The user lifts up the mug and the
robots return to their initial position.
robots and the environment that the desired behaviours emerge from within the system [39]
to accomplish complex tasks [40].
A group of multiple robots could carry out tasks that are impossible for a single robot
as well as actuate in different places at the same time [34]. An individual robot might be
slower to accomplish a task, is unable to multi-task, and has a single point of failure. In
contrast, swarm robots could distribute the workload, execute multiple tasks simultaneously
and be resistant to failure, as one lost unit would not affect the entire system. Additionally, if
a human was introduced in the control loop, the individual robot would also have to allocate
some time and resources to attend the human operator requests, while a swarm system would
possibly deploy a reduced number of units without affecting the rest of the swarm. These
advantages support the need to tackle the challenge of effectively integrating human operators
with robotic swarms.
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Fig. 2.2 An example of a robotic platform (Zeno robot at the University of Sheffield) used to
study human-robot interactions and robot ethics.
Nevertheless, a problem with swarm systems is that the attractive features of their
social structure also make the interactions with (external) users complex (see Figure 2.1).
Human-Swarm Robot Interaction (HSI) is a domain focused on studying methodologies,
phenomena and applications of swarm robots in joint systems with humans. In some cases,
human navigation increases the chances of a robot swarm to succeed in solving a problem
[13]. Depending on the accuracy of a decision taken by the swarm and its outcome, the
human operator could choose to provide an input [41]. However, it is still not clear how
these distributed systems can be effectively controlled by a human operator. Many of the
challenges that HSI brings cannot be addressed with HRI metrics only [42], making evident
the urge to explore human requirements, strengths and limitations for supervisory control in
collaborative systems [14].
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2.2 Human-Robot Interaction
The field of Human-Robot Interaction (HRI) is a subset of Human-Computer Interaction
(HCI) [43]. It is focused on designing, understanding and evaluating robotic systems to be
used by humans [1]. Sheridan et al. [30] proposed a division of four different mayor levels of
interaction methods between humans and robots depending on the nature of the task: Social
Robotics, Human Supervised Robotics, Automated Robotics and Teleoperated Robotics.
2.2.1 Social Robotics
A social robot interacts and communicates with humans following social behaviours. These
robots start appearing more often in daily life and humans have increasing chances of
interacting with them. Different robotic platforms have been proposed to study the social
behaviour of robots in society (Fig. 2.2). As the desired effect is to provide support to humans
while generating some kind of social relationship, concepts like responsiveness become a
crucial factor for effective communication [44]. For example, Maggie is a robot used to study
social robot behaviour [45]. The study attempts to research social interactions with the use
of a human-friendly platform. The aim was to develop a robotic platform that functions more
as a partner rather than just as a tool. Similarly, there has been more focus on the concept
of using robots as social companions [46]. Robots that act less as assistants, machines or
servants and act more as friends. These platforms generate new questions concerning the
robots’ social skills.
2.2.2 Human Supervised Robotics
Many robotics platforms have been designed as tools for different environments (home use,
mining, agriculture, exploration, military, security, industrial, entertainment). Depending
on the robot’s objective, the interaction model could change and be adapted to the task.
Augmented reality (AR) has been tested to help a human reconfigure and perform path
planning in industrial robots [47]. A good example for exploration missions is the Mars rover
Opportunity or Mars Exploration Rover-B (MER-B) which despite being semi-autonomous
is supervised through tele-operation control by a human team [48]. In social environments,
the collaboration between a random human and a robot can become complicated. Inside
an office, an assistant robot could attempt to predict the operator’s desires and intentions
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while lacking explicit communication [49]. The entertainment industry has widely used the
tracking and mimicking of the human body as an interaction technique [50]. Some studies
attempt to improve the tracking systems to measure human body movements [51]. Robotic
applications use speech recognition combined with head pointing gestures [52] to develop
interaction models to be used in homely environments. This allows robots to assist humans
with daily tasks in highly used environments like a kitchen [53].
2.2.3 Automated Robotics
As robots become more common in all environments, more and more robots will be prone
to be operated by non-expert operators and will need simple interaction methodologies
[54]. Complex interaction methodologies seem to be a constant problem as interfaces are
constantly being developed by robotics experts to be used by robotics experts [55]. There is
a need for development of new interfaces able to deal with unexpected failures, fragmented
information and untrained users not familiar with robotics terminology. Attempts to simplify
the interaction process have as aim to give the robot system the ability to learn from its
operator. In [56] an interactive interface is able to learn hand gestures using Hidden Markov
Models (HMM) by repeated demonstration. This approach seems to be continuously explored
as in [57] where the interface is simple enough so that a child is able to teach a robot how to
write.
Furthermore, automated robotic systems where humans act like passengers or clients
have the need to include some form of interaction between both, humans and robots. For
example, in a security system that is controlled by artificial intelligence (AI), an important
question that needs to be asked is: Should the robot use its “own judgement” in taking actions
where human life’s are involved or should humans be left inside the control loop [30]. It is
important to define where humans would best fit in the control loop. At this point, interaction
may become passive as AI could learn from a human without the need for the operator to
provide direct feedback. In [58] an action-conditioned video prediction model is tested for
unsupervised learning, eliminating the need for a human to monitor the system.
2.2.4 Teleoperated Robotics
In non-routine tasks, like hazardous or inaccessible environments, HRI plays an important
role [31, 54]. The need for effective teleoperation interfaces becomes evident when humans
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cannot be present in the working environment. Moreover, understanding human perception
and its psycho-physiological factors, particularly in dangerous situations, requires new
methodologies and different approaches of HRI [59]. These robotic systems are not meant
to replace humans, but instead offer new capabilities to process information and react to
adversities [12]. Nevertheless, robot-assisted rescue tasks still have a 2:1 human to robot
ratio, placing two people at risk per tool.
Some search & rescue oriented studies [20, 60–62] have searched for different approaches
to interact with rescue robots. An eye tracking gesture control (gaze gesture) was developed
to teleoperate a drone in dangerous environments [63], with its control having some overlap
with natural eye inspection patterns. Augmented reality is used to provide feedback in a
virtual/augmented manner as a support tool for a human operator [20]. This way, the extra
graphical information could be useful in hazardous tasks like search & rescue, however
the operator would need to have direct visual contact with the robots. Similarly, the SAGE
interface mainly focuses on maintaining the operator’s situational awareness [64]. The
multiagent system (MAS) infrastructure proposed in [10] is a strategy mainly used in a
simulation environment that relates to sensor fusion and interface design for effective robotic
control. However, there is still need to develop a strategy with the capacity to deal with
hardware in the real world, aimed to protect the human operators while performing any
amount of rescue/protection tasks. The real world environments would be dynamic with
restricted access points, bandwidth limitations, with restricted communication capabilities,
limited to general awareness and with multiple working agents (robots and humans).
2.3 Human Multi-Robot Interaction
Human interaction with Multi-Robot Systems (MRS) has been more explored over the last
decade. It is highly motivated by the benefits that human intelligence merged with teams of
cooperative robots could offer. Also, these systems could help reduce the required manpower
for a given task. In addition, effective interaction with multi-robot systems could decrease
the workload (or raise the “fan-out”) of the human operator. The “fan-out” concept relates to
the amount of robots that a human operator can endeavour to control. A proposed method to
measure interaction effectiveness suggests to compare the fan-out and the robots’ effective
time to be used as a metric to compare different interaction designs [65].
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Design of effective interfaces between large amounts of robots and a human operator
can be a challenging task, from placing the human operator directly as a leader to designing
gesture based languages between the human and the robots [66]. Some designs attempt to put
the human operator directly in the field. An example of this approach is where a MRS and a
human work together in transporting heavy objects [22]. Other designs use mobile devices
through vision-based control and pose estimation [67]. Augmented reality has become a key
tool for human interaction with large amounts of robots [20]. It has been used for debugging
and/or monitoring of MRS as in [68].
Security and surveillance missions are potentially part of the most interesting application
areas for MRS. A surveillance mission with multi-UAV systems that attempt to achieve
the best situation-aware patrolling route while minimizing communication latencies could
improve the way security and rescue teams work [69]. Rescue robotics could also be strongly
benefited from MRS. Nevertheless, complete autonomous multi-robot teams in hazardous
environments are still not realistic, so human interaction has always been needed up to this
point. However, reducing the number of human operators while maintaining control would
improve the efficiency of search & rescue missions [70]. These tasks could be done by
multiple robots in an autonomous manner and the managing task could be done by a human
operator, either independently or with autonomous support.
2.4 Human-Swarm Robot Interaction
There have been several proposals suggested for the implementation of human interaction
with robot swarms. Some of these proposals are through controlling units as a leader [26],
with haptic interactions [71] or with body gestures [72]. A recent survey on human interaction
with robotic swarms is available in [73], and a more dedicated survey of HSI applied to UV’s
systems is available in [74].
One of the most frequently studied challenges in human-swarm interaction has been the
design of appropriate control inputs for swarm robots. Four basic control approaches have
been distinguished [73]:
1. Selection of specific algorithms/behaviours
2. Changing parameters from the algorithms
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Fig. 2.3 a) A small group of Boe-Bot robots that will work as a swarm. b) A group of Kilobot
robots belonging to the 900 robots swarm from The University of Sheffield.
3. Influence through environment factors
4. Control through a selected subset of the swarm
Human intuition is still the main tool for the design and development of swarm robots
[37]. With proper design of the system architecture it is possible to achieve scalability of
performance without altering the architecture and/or behaviour with any kind of human inter-
vention [75]. However, it is highly likely that this could only be true under ideal conditions
(like in simulations e.g. [76–78, 8]), as real environments have multiple unpredictable pa-
rameters (light, friction, temperature, vibrations, etc.). Real world systems have to face these
problems in addition to their own related hardware problems (battery failure, overheating,
components failure, etc). A human operator could attempt to compensate for unpredictability
of the environment with high level leadership by managing responsibilities and adapting the
workload and the team’s task performance through collaboration [79].
A real swarm robot model would be limited for the operator to observe and/or communi-
cate with a subset of the swarm [80]. It would also allow some kind of restricted influence of
the robots based on limited local interactions and to be supervised on an abstract level. It
would be able to stimulate the emergence of adaptable behaviours in crowded places [15],
perform some human-like path planning [81] and avoid obstacles in dynamic environments
[8]. All of this would be needed for the robotic system to become practical in real world
applications [31]. Furthermore, in those real world applications, monitoring of the robot
swarm behaviour may not be the operator’s primary or secondary task.
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Studies focusing on the human interface controls usually assume access to the position
of all the robots in an interface, generally referred to as the “birds-eye view” [82]. Many
developed interfaces work with the assumption of some sort of access to direct visual contact
either from the operator or from a control device (e.g. [83, 84, 8]). This is a benefit that
real world systems cannot rely on. For example, in the selection of sub-teams from a UAV
swarm with an un-instrumented operator through body gestures, the robots would require to
have direct visual contact of the operator to be able to receive the instructions [85]. Another
example involves an overhead camera inside the control loop working as a tracking system
[86].
The problem of obtaining and visualizing the information about the state of the swarm has
been studied less than swarm controls. Most HSI interfaces have been developed by robotics
experts but have not succeeded in being user friendly to domain experts [54]. For this reason,
meaningful self-organised feedback mechanisms would be required for non-expert operators
to be able to use all the capabilities that a swarm system could offer [87]. However, this
self organized swarm feedback should not be based on the constraint of having direct visual
contact [88], but powerful enough to offer effective general awareness.
Teleoperation of a robot using the “single-leader network” [89] architecture and their
effect on the remaining swarm has been studied in different ways, for example, by using a
robot leader to determine what kind of flocking and motion behaviours can be generated from
different human inputs [90]. This control architecture can also be mixed with other types
of controls (like switching algorithms) to create hybrid controls that allow human operators
to teleoperate leaders and switch the swarm algorithm [13] to guide it and form particular
geometric forms [89]. However, the assumption that the human operator has constant visual
contact with all the robots constrains the systems to be used within a controlled environment
(like in a research laboratory). In addition, visual contact with all the robots at once might
directly affect the psychophysiological state (stress, anxiety, happiness) of the operator and
their perception of the swarm behaviour [76, 84].
A general introduction to swarm robotics [34] lists some robotic platforms that have been
frequently used in swarm robotics studies. Some of these platforms are the Kobot robot
[91] and the e-puck robot [92], this last one being the one used in the experiments of this
thesis. Some newer platforms are the Kilobot robot [93] that was specifically designed for
swarm research (see Fig. 2.3b), or the open-source Zooids robot [94] that in its case was
specifically designed for HSI. All of these platforms have some hardware differences that
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challenge user interfaces to find effective communication methods that can work with their
different hardware configurations.
2.4.1 HSI Strategies
For current human-robot teams, exploration and search & rescue applications are the least
favoured in terms of reality gap when related to MRS. As mentioned in Section 2.2, one
aspect of current robot-assisted teams is the 2:1 human to robot ratio, placing two people
at risk per robot [12]. Swarm robotic systems could dramatically improve this ratio but the
interaction techniques need to be improved. A problem related to multiple HSI studies is that
they assume that the human operator has some kind of robust access to all agents and to the
birds-eye view. A difference with real world applications is that human operators may have
limited access to some agents, and may only be aware of the location of a small subset of
robots or none at all.
To improve the interaction techniques, first it is important to classify the different forms
of control that the operator can have over a swarm robot. This organization would be focused
into how the operator can provide input to the robots. It should be designed for the operator
to be able to manage the robots as a whole while abstracting any details regarding the
individual robots [25, 95]. The survey previously mentioned in Section 2.4 refers to four
basic interaction approaches [73]: algorithm switching, parameter changing, environment
influence and selection of leaders.
• Algorithm & Behaviour Selection: Using this technique the operator can provide
input to the robot swarm through selecting pre-established behaviours. For example,
in [96, 60] the human operator could exert his influence by choosing from a set of
behaviours (Stop, Come, Rendezvous, Deploy, Random, Heading and Leave). The
performance relied on the operator’s ability to choose the appropriate behaviours
and the right repetition frequency. Another example explores the switching between
a predator and leader behaviour, yet depending on the complexity of the mission
objective, the interaction might need to be exerted by multiple humans or design
specific collective structures [97].
• Parameter changing: Using this technique the human operator can modify a single or
multiple parameters of the swarm. This way, the emergent behaviours are influenced
indirectly, and the effects of this influence appear when the swarm interacts with
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itself and/or the environment. Modifications of these parameters have the potential
to generate big changes in the properties and organization of a group behaviour [98].
For example, in [99] group control of a swarm of UAVs was implemented through the
modification of four parameters: Conformity, Sociability, Dedication, and Disposition.
This high level control allowed the operator to calibrate the swarm behaviour even
during use.
• Environment influence: Using this technique the operator can influence the behaviour
of a swarm by altering part of the environment, either in a virtual or physical manner.
An example of a virtual modification has been explored with the implementation of the
“Gravity Point Method” [7]. With it, the human operator can place virtual attraction
and repulsion points in any location of the environment to guide the robot swarm.
Similarly, as an example of physical manipulation, the operator can guide a swarm via
pheromone-inspired control by spreading different types of pheromones, establishing
desirable Keep Away and Stay In areas [100]. Potential real world applications of
this interaction technique could be used to guide nano-particles in wide search spaces
[101], navigate microrobots through different fluids [102], or even manipulate object
positions [103].
• Selection of leaders: Using this technique the operator has the ability to gain control
of a robot or a subset of robots from the swarm. This way, the operator has to focus on
a reduced number of robots simultaneously. Leader-based influence has been the most
explored technique to influence a multi-robot system. This type of interaction needs
to be scalable and reliable, as the objective to have more available working robots
would only succeed if they can be effectively interacted with [75]. There are multiple
examples in the literature of leader-based swarm interaction. In [104], leaders can be
dynamically selected over a GUI and the operator can adjust three different aspects of
their interactions: leader density, sensing error, and method of information propagation.
Another example uses a very simple (and intuitive) control through standardized Web
Services [105]. This interaction technique offers an interface that allows external
operators to gain remote control over a robot avatar, thereby influencing the swarm.
It is the objective of this technique to provide the operator with the ability to inject
“expert” knowledge into the system without the need of manipulating the entire swarm
[13].
The challenge of coordinating the actions of a swarm system with reliable interoperability
between the human operator and the robots would require good communication and teamwork
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models [10] to overcome faulty cooperation between robots and humans. Properly designed
swarm robots will allow an increase of their performance and a balance between autonomy
and human influence. High levels of automation would enhance system performance but
have low resistance to system failures. On the other hand, low level of automation would
promote the operator’s situational awareness and failure robustness, but could affect task
performance [106, 74]. Furthermore, autonomous learning methods could be implemented
to allow a human operator to exert real-time control over a swarm [107].
2.4.2 Bandwidth Limitations
As swarm robots start to grow in size, the need to explore communication methods that
are reliable with limited bandwidth becomes more important. Bandwidth limitations make
MRS’s difficult to monitor and/or influence. Furthermore, it is because of the distributed
qualities of collective systems that HSI can be even more challenging [25]. It is virtually
impossible for a human operator to simultaneously control and/or supervise every agent of a
swarm robot in an individual manner. In addition, if the communication infrastructure that
enables the interaction is constrained in terms of latency and/or bandwidth [24], the operator’s
situational awareness [108] and the understanding of the systems’ actions, behaviours and/or
task progress [109] can be considerably affected. These constraints make a real-world HSI
system unreliable in most situations [42].
The impact of these limitations has been studied with operators that only have access to
limited information about the robots [104, 110]. Human operators have been able to learn
and adapt to swarm dynamics and accommodate to a “medium bandwidth scheme". Swarm
members communicate between them and then provide the operator with averaged members
data. This scheme shows that providing information of every single agent in the swarm does
not improve the interaction performance [82, 110]. Also, this scheme gives the opportunity
to control a distributed system through the selection of a single or multiple leaders acting as
intermediaries between the operator and the robots [104, 26].
The studies that are focused on controlling the swarm usually assume access to the
birds-eye view and present the position of all swarm robots in an interface (some examples
are [7, 13]). A real-world application would experience complications and delays when
transferring that amount of data, most likely caused by limited and unreliable bandwidth
[111]. These delays could have a significant impact over the control performance [112].
2.4 Human-Swarm Robot Interaction 23
On the other hand, the problem of obtaining and visualizing the information about the
state of the swarm has been studied somewhat less than swarm controls. Early attempts
to monitor distributed systems have tried to use augmented reality (AR) techniques [113].
Nevertheless, AR demands high bandwidth robustness for the detection and processing of
visual tags. Simulated environments that limit the access to the state information of the
swarm with bandwidth or latency restrictions provide a more realistic working scenario,
making it more similar to the real world [114, 110]. It is possible, with the right interface, to
allow the human operator to detect overall system state with limited amount of information
[24]. In [88] an attempt to use minimal bandwidth and extract useful information from a
robot swarm was presented. The importance of this study was that it was performed with
real robots.
For real world applications, the communications network in hazardous environments
is most likely not to be stable and the available bandwidth may be intermittent or reduced
[12]. Exploration and search and rescue missions may present complex communication
limitations [110]. In dangerous environments, where the operator has restricted or non-
existent access to the area, wireless communication would be the main (if not the only)
channel of communication. Yet, wireless connectivity rises multiple issues like, attenuation
due to adverse weather conditions [115], the presence of noise in the signal causing error
rates and/or link outage [116] or coverage, routing and jamming holes in the network [117],
to mention a few. Added to this, if the amount of data that needs to be exchanged between the
robots and the operator is big [118], the question of whether the technology and interfaces
are ready to face such environments in the real world rises.
2.4.3 Neglect Benevolence
Neglect benevolence [114, 119] is a relative new concept that studies the dynamic nature of
emergent behaviours. Most swarm algorithms require time to converge to a stable emergent
behaviour. If their dynamics (swarm algorithms) get disturbed by the interaction with an
external entity, like a human operator, the convergence may be delayed or interrupted and the
performance may be negatively affected. Hence, some swarms may benefit from a period of
neglect forcing the human operator to give some time before applying a new command [114].
There can be positive effects to learning the neglect benevolence dynamics of a system.
A human operator can learn to adapt the timing of the applied commands to take advantage
of the neglected time [33, 119]. The operator could choose the best time to provide a new
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equilibrium point redirecting the swarm from one natural stable state to another. In these
cases, it could be beneficial for the operator to delay the input to minimize the overall time
required for the system to converge [119]. Consequently, the autonomy of a robotic system
is measured by its neglect time and the amount of the operator’s attention that it needs [120].
As in a collective transport experiment, the time that the operator waits before executing
another location command gives the swarm enough time to react and transport an object to a
defined initial location [32]. Other examples include a human operator attempting to interact
with a swarm robot through different kind of high-level attractors [25, 24].
In contrast to the concept of neglect benevolence, the neglect tolerance concept refers to
the quality of a system which deteriorates due to periods of neglect [120]. The more often
the system receives attention from the operator, the better the performance it achieves. In this
case, for convenience to the operator, increasing a robot’s trusted intelligence can increase its
neglect tolerance and thus increase the operators’ fan-out [65].
2.5 Interfaces
Multiple different interfaces have been proposed, developed and tested attempting to establish
some kind of effective interaction between a human operator and a robot swarm. A useful
and effective interface needs to be designed so that a human operator can dynamically
communicate high level intentions to a robot swarm and to be able to close the interaction
communication loop between a human operator and a robotic system. It should also be
able to receive and interpret the swarm feedback and present it in an understandable way
to the operator. The human should be able to input information (commands, objectives,
requests, etc.) to the system and to receive feedback (environment information, system state
information, data processed information, etc.) from it.
Parallel to the design of user interfaces, comes the design of methods to evaluate the
effectiveness of different user interfaces. An example of this is a cognitive model that was
designed to test multiple types of graphical interfaces [121]. It attempts to predict how an
interface will be used and to understand the cognitive effort of the human operator while
interacting with the robots. Nevertheless, this model was created only for graphical user
interfaces, and needs to be expanded to include all other types of interaction methodologies.
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There have been multiple different channels explored to provide (input) information to
the robots [122], however the human operators usually get feedback from them in a visual
way [123]. Similarly to the input of information to the robots, the feedback could be provided
to the operator through different channels [122]. Table 2.1 presents the four main input and
feedback channels for HSI [122, 123].
Table 2.1 Interaction modes for input and output of information from the operator perspective.
Interaction Channels
Input Feedback





• Graphic Controls: A graphical user interface (GUI) is the most prevalent channel
to send information to a swarm robot. The SAGE interface was designed for the
Multi Autonomous Ground-robotic International Challenge (MAGIC) and attempted to
interact with multi-robot systems through high level manual control [64]. Other GUIs
can even create, edit and test virtual environments as well as connect to real robots
[124]. Similarly, it has become more common to use portable devices that connect
directly with the robots and through some type of remote control modify their positions
[125, 21]. Finally, some independent interfaces try to include adaptive algorithms to
automatically help the operator manage the commands issued as part of the control
task [126].
• Gesture: The detection of gestures as the source of commands has been explored in
many areas. One of the first devices used to acquire gesture commands was developed
by Microsoft and was named as the “Kinect” [50]. It has been used as an interactive
sensor with deictic and body gestures to control a multi-robot system [72]. Gestures
have been explored as a tool to select agents within a swarm of robots [29]. Further-
more, these attempts have tried to give the swarm the ability to learn the command
gestures from a human operator that acts like a teacher. The gestures are meant to be
learned through a repetition process with the help of a consensus protocol [41].
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• Speech: Interaction through speech can be a complicated task. It has been tested in
the selection of sub-teams within a swarm of robots [77] as well as to give commands
to update the sub-team objectives [127]. However, this technique is hard to work with
because of the nature of speech itself. Any robot/device would have complex hardware
and software requirements in order to be able to do proper speech recognition and
recognize spoken commands.
• Haptic: This interaction methodology is related to the sense of touch. The Phantom
Omni device [128] was developed specifically for this type of interactions (haptic
interactions). Some studies have used it as the main participant input source [123, 129,
71], for instance to enable a single operator to control and interact with a swarm of
robots [129, 71].
2.5.2 System Feedback
The process of receiving and interpreting feedback information from a swarm robot can be
complex. The amount of raw data can be difficult to process and interpret, especially if a
human operator has to do the interpretation by themselves. It is usually easier for a human
operator to interpret and trust visual (graphical) feedback, followed by auditory feedback
and lastly textual feedback [130].
• Graphic Indicators: Using a GUI has also been the most used channel to receive
and interpret feedback from a swarm robot. The SAGE interface provides the ability
to monitor the robots’ positions through four displays [64]. Augmented reality has
been used as a 3D interpretation of the systems’ feedback, providing also some kind
of spatial information about the environment [88]. Otherwise, the presentation of the
feedback is delivered in 2D and limited to some kind of graphic interpretation [124].
Some adaptive algorithms have been tested to automatically determine a presentation
layout that fits to the operator based on some user defined configurations and the
history of data presentation for similar tasks [126].
• Visual: This type of feedback is the most commonly used if there is no other kind
of interpreted feedback channel. It involves the human operator having direct visual
contact with the robots and interpreting the behaviours and responses depending on
their movement and actions (some significant examples are [129, 94, 77, 125]). Some
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other interfaces that are specially designed for visual feedback involve LED matrices
that create patterns depending on the message to be communicated [131].
• Audio: There have been a limited number of tests in which the human operator receives
feedback in audio form. It has been tested as part of a visual interface, which provides
the operator with audio and tactile feedback as secondary cues [132]. However, there
is still no study that uses only audio as the main feedback from a swarm robot.
• Haptic: The previously introduced Phantom Omni device is also able to generate
some physical force as feedback. Swarm robot manipulability information can be
relayed to the human operator via feedback forces through this haptic device [71, 123].
Simple tactile cues mixed with other types of communications (like text and audio)
seem to increase the operator’s awareness of the surroundings [132]. This increase
of situational awareness could be of great use in systems that work in hazardous
environments [133].
2.6 Awareness Levels
Based on the Cambridge Dictionary [134] definition, “awareness” is:
“The knowledge that something exists, or understanding of a situation or subject at the
present time based on information or experience.”
There are multiple types of awareness levels [135], the two types that are related to this
thesis are situational awareness (SA) and task awareness (TA). Enabling a human operator
to keep proper awareness of the system stimulates the level of trust in it and should not
affect the operator’s workload [136]. For this thesis, the discussed literature is constrained
specifically to SA and TA in robotic systems.
2.6.1 Situational Awareness
Early studies define situational awareness (SA) as a state of knowledge of the environment
and the surroundings [137]. It involves the operator being aware of what is happening and
how information, events and actions will affect their objectives immediately and in the near
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future. An up-to-date review about SA in individuals, teams and systems [138] separates the
process to acquire SA from the decision making process. Even the “best-trained decision
makers” would make wrong decisions if they lacked partial or full SA [139].
It is important to notice that SA is not about the user knowledge, but about the portion of
it pertaining to the state of a dynamic environment. The process to achieve SA is defined as
situational assessment, and is related to acquiring and/or maintaining SA [140]. This process
is composed of three different activities: perception, comprehension, and projection.
Some studies state that swarm robots could provide extra information to a human operator
to achieve better levels of SA [31]. Other studies state that human operators achieve better
performance when they have access to the birds-eye view than with other type of visual
feedback [141]. However, there is still need to study the impact over the adaptation of
operators when totally removing access to global state information (such as position). This
case can be referred to as the swarm being “out-of-sight”. Such interaction schemes are
pointed out as desirable [37, 31], however, it is not clear what the cost of such an interaction
scheme would be with regard to the operator’s ability to observe and control the swarm
effectively.
Despite the lack of out-of-sight awareness understanding, multiple studies assume that
the operator has some kind of access to all robots [97, 125], unlike in practice where a human
may only know the locations of a small subset of agents or even none at all. Throughout the
literature there are multiple mentions of research motivated by real world applications, for
example, in search and rescue missions [64, 60, 59, 61]. As previously mentioned, one aspect
of actual robot-assisted search & rescue systems places two people at risk per robot [12].
However, for swarm technology to improve this ratio, interfaces and interaction techniques
need to be improved.
Proper human interfaces still lack effective means to keep SA when the birds-eye view
is missing. An operator may have SA for short periods of time but lose it eventually as
information flows or stops [142, 54]. For example, in teleoperated robots, interface failures
(degraded video image, low bandwidth, reduced frame rate, reduced resolution, etc.) may
degrade the operator’s situational awareness and consequently, the performance [108, 62].
SA is critical for an operator to make effective decisions especially if in-the-loop of the
control [143]. Lack of this type of awareness may cause operators not to detect critical
system errors and lack of knowledge on how to restore the system’s functionality [106].
Furthermore, operators should be able to predict when an event will occur as time is also an
element of situation awareness [142].
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2.6.2 Task Awareness
The concept of task awareness (TA) has been defined as the operator’s awareness of what
tasks have been completed and which ones are still unfinished. It is the knowledge of task
queuing and task responsibility (referring to who is responsible for the performance of each
task) and the team members’ understanding of how a task will be completed [144].
Team and task awareness requires common understanding, however this does not mean
that all team members should have the same understanding, but that every member should
have a similar mental model [30] (awareness and trust) of the main objective [145]. Task
awareness runs at two levels [146]. At a global level where the selection of a main objective
is presented, and to a local level where identification of specific minor tasks involved in the
realization of the main objective is required. Task awareness is a conscious representation
of a selection process, so a sign of task awareness could only be found when learners have
identified extra minor tasks about it. In addition, if the human operator does not understand
how the robot team is organized, the trust in the system’s efficiency will be diminished [70]
even if the operator’s task is relatively easy [147].
Freedom of mobility of the operator improves the feeling of presence and the workspace
awareness, but affects the efficiency of the task performance [148]. In addition, a human
operator cannot adequately focus on more than a handful (low fan-out ratio [65]) of simulta-
neous moving objects [42]. Making the robots autonomous could always help the operator to
overcome this problems, however an increase in the autonomy level of the robots will have a
trade-off in the operator’s understanding of the system [14]. For this reason, an appropriate
equilibrium of autonomy between the human operator and the swarm robot and a reliable
interaction framework are needed [87, 149].

Chapter 3
Human-Swarm Robot Interaction with
Full Awareness
In Section 1.4.1, multiple works were discussed that approach the swarm robot-human
interaction challenge in different ways. This chapter explores the effects that the influence of
a human over a swarm system could have, particularly under the condition of full awareness.
For this condition we position the human in the same environment where the controlled
swarm robot is working. We introduce a strategy where the human influences the swarm
through a selected robot acting as a leader. The human operator uses a portable device that
acts as a communication interface with the robots.
In this study the interaction process occurs with one of two portable devices: A mobile
phone and the Google Glass. The mobile phone uses the standard GUI interface, while the
Google Glass introduces voice recognition techniques. This approach proposes a structure
where the human operator (which will be refereed to as “the user”) uses one selected robot
of the swarm as a leader. Through the leader-robot configuration this study attempts to
understand how the user can guide a swarm of robots in accomplishing a task. It is important
to mention that such task can only be accomplished with multiple similar robots collaborating
between them.
To achieve this, we used as an example scenario a cooperative transport task with real
robots. The cooperative transport of large objects by groups of comparatively small robots
is a canonical task studied in collective robotics [150–153]. Chen et al. [21] proposed
an occlusion-based cooperative transport algorithm that does neither require the robots to
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communicate with each other, nor to consistently perceive the goal. We study how a human
operator interacts with only a single robot of a swarm, yet gains control over the entire
swarm.
The structure of this chapter is as follows. Section 3.1 presents the methodology and
a formulation of the problem (3.1.1). Section 3.1.2 introduces the robot platform. Section
3.1.3 explains the user interface architecture and an overview of the used mobile device and
of the Google Glass. Section 3.2 presents the obtained results followed by the conclusions of
the chapter (3.3).
3.1 Methodology
In this section, we define the problem and describe the robotic platform and the developed
graphical user interface (GUI). We also introduce the interaction devices, their qualities and
restrictions. We describe the general specifications of the interaction interface (GUI) and
how it was adapted for the mobile phone and the Google Glass.
3.1.1 Problem Formulation
Section 2.4.1 discussed some useful, but challenging, strategies used to interact with a swarm
of robots by a human operator. It is clear that multiple approaches to human interaction with
robot swarms have been explored. In [73], two major types of interaction are mentioned:
indirect and direct. In indirect interaction, the human operator interacts through external
strategies (e.g. beacons or markers) or environmental influences (e.g. ambient light or noises)
[22]. During direct interaction, the human operator interacts through direct access to the
swarm, either fully or partially [125, 72]. In this study, we explore how human operators can
collaborate with a swarm of robots through portable devices. The main distinctive aspect of
the presented system is that the human operator needs to interact with only a single robot,
and yet gains control over the cooperative actions of the entire swarm.
As a practical example for this case study, a proposed occlusion-based cooperative
transport algorithm by Chen et al. [21] was used. In it, the swarm aims to transport an object
from a starting location to another position. First, the robots in the swarm start looking for
the object. Once the object has been found, the robot pushes it in a perpendicular manner to
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(a) (b)
Fig. 3.1 (a) The real e-puck robot. (b) A group of e-puck robots pushing the object towards
the (red robot) dynamic goal.
the objects’ surface, but only if it had no line of sight of the goal. In this situation, the robot’s
view of the goal is assumed to be occluded by the object. This algorithm requires the robots
to neither communicate with each other, nor to consistently perceive the goal.
A limitation of the occlusion-based cooperative transport algorithm is that it assumes
that the environment is free of obstacles. If the line of sight between a robot and the goal is
occluded by anything but the object (e.g., walls, other objects, other robots, etc.), the strategy
will not work. In this chapter we explore a way to overcome this limitation by adding the
help of a human operator to the swarm system. While the robots’ sight may be occluded
by obstacles in the environment, a human operator has the advantage of the bird’s-eye view.
Through a pre-defined leader robot, that acts like a dynamic goal, the operator can guide the
other robots to push the object and avoid any obstacles (as in Fig. 3.1b). This way the swarm
can focus on the physical manipulation, while the operator focuses on the overall guidance.
3.1.2 Robotic Platform
The robotic platform that was used is the e-puck robot [92] (Fig. 3.1a). It was designed
mainly for education and research purposes. It is a differential wheeled robot which can move
backward and forward at different speeds with a maximum of 12.8 cm/s. It is 5.5 cm high,
7.0 cm in diameter and weighs 150 g. Its main processor is a dsPIC30F6014A microcontroller
which belongs to the 16 bit architecture family. Its processing speed is 30 MIPS (Million
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Fig. 3.2 A picture of the real epuck taken from the top. In it, the location of every IR
proximity sensor, the IR receiver and the color camera are marked.
Instructions Per Second). I has 8KB of RAM memory and 144KB Flash ROM memory. It
also has a Bluetooth antenna that can emulate a bidirectional serial port and supports a baud
rate of 115.2 KB.
The Camera
The e-puck has a directional color camera mounted in its front (Fig. 3.2). The camera is hard
wired to the dsPIC and is configured through the I2C protocol. The camera is able to provide
8 bit RGB color images of 640x480 pixels. However, the e-puck memory can neither store
that amount of data nor can the microcontroller process it fast enough. For this reason, the
images are sub-sampled to 40x15 pixels per frame. With this sub-sampling, the e-puck is
able to process an average frame-rate of 18.5 fps.
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Fig. 3.3 User interface software architecture representation.
The IR Sensors
There are eight infrared (IR) proximity sensors distributed around the e-puck body (Fig. 3.2).
Each one of these sensors has an IR LED and an IR transistor. These sensors are able to
measure the distance to a nearby object to a range of about 8 cm. Above the IR sensors there
are also 8 red LEDs that can be programmed individually. On the top part of the robot there
is a modulated infrared receiver. With the latter the e-puck can decode a modulated signal
from a conventional TV remote control.
3.1.3 User Interface
The interaction between the human and an agent of the robot swarm occurs through a GUI.
This interface is meant to provide the user with the ability to select and control an individual
robot from the swarm, and through this robot influence the members of the swarm. The
same interface was used with two portable devices: A Cubot C9+ mobile phone and the
Google Glass. Both devices work with an Android operating system, but have some hardware
differences. Because of this, two different development tool-kits were used: The Android
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SDK, that is of general use for development within all Android devices, and the GDK (Google
Development Kit), that is an add-on to the Android SDK used for development of Google
Glass applications.
The interface uses bluetooth technology from the mobile devices as the communication
channel with the robots. This is the only wireless protocol that the e-puck robots have.
Despite the possibility of connecting up to 7 simultaneous devices/robots (or active slaves),
this interface was limited to just one. This constraint was set based on the design of the
interaction process that was developed.
The GUI architecture is shown in Fig. 3.3. The green rectangle contains the user actions,
the blue rectangle contains the actions performed by the main GUI thread and the yellow
rectangle contains the actions performed by a parallel thread that is in charge of managing
the bluetooth connections. Once initialized, the bluetooth thread starts searching for nearby
robots and the GUI is loaded so that the user can request for a connection with one of the
detected robots. From Fig. 3.3 we present the generic actions that the user can perform as
many times as needed:
• Select Robot: Select and attempt a connection with any of the listed robots.
• Robot Control: Receive ID and control of the connected robot.
• Interactions: Give direct motion commands to the robot, change the behaviour of the
robot and request information directly from the robot’s sensors.
• Release Robot: Disconnect and/or change robot.
When a user starts the connection process, the system first checks if there is an existing
ongoing connection. If the connection channel is free then it identifies if the selected robot
has been previously paired. If not, the pairing process starts automatically and afterwards
finalizes the connection. A closer look at the GUI is available in Appendix A, where we
present the structure of the classes and the most important functions.
Android Device
The GUI was designed to be functional with any portable device that works with an Android
OS (phone or tablet). For the experiments of this study the used mobile phone model was the
Cubot C9+ (as seen in Fig. 3.4) which has the following hardware specifications:
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Fig. 3.4 Picture of the Cubot C9+ phone used in the study.
• OP Version – Android 4.2.2
• ARM Cortex-A7 Dual Core 1.2 GHz
• Graphics ARM Mali-400 MP 500 MHz
• 256 MB RAM + 512 MB ROM
• 2.0 MP back camera and 0.3 MP front camera
• 4.0 Inch Capacitive Screen, 800 x 480 pixels
• Bluetooth 2.0
Fig. 3.5 presents three example screenshots from the mobile phone. As in Fig. 3.5a, the
GUI can be reached via the icon located at the top left corner. The way the user interacts
with the interface is mainly through the phone’s touch screen. The GUI was designed as an
application for mobile devices. As soon as the user opens the GUI, it activates the bluetooth
device. The user has the option to start searching for an available robot as seen in Fig. 3.5b.
When at least one robot is found, its ID is listed and the user has the option to establish a
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Fig. 3.5 Snapshots taken from the Android phone interface. a) The portable device main
menu. b) The portable device when it starts searching for available e-puck robots. c) The
portable device when it has already found some e-puck robots.
connection. This is done by selecting the chosen robot from the list and selecting “Connect”
as in Fig. 3.5c.
When a connection to a robot has been established, the nine buttons at the bottom of the
GUI (Fig. 3.5b and Fig. 3.5c) become active. In Fig. 3.6 we present a diagram with all the
possible actions that the user has and we provide further explanation of each of them:
• Motion Commands (Forward, Backward, Left, Right, Stop): Gives the operator the
ability to move the connected robot in different directions.
• Swarm/Leader: Swaps the behaviour of the robot. “Leader mode” - Enables the
operator to teleoperate the robot. “Swarm mode” - Enables the robot to behave like
any other unit from the swarm.
• Overdrive On/Off : Instructs the robot to accept or ignore any commands issued by a
remote control.1
• Sensor: Delivers one reading of all the IR sensors in the screen.
1In the experiment, all robots get activated simultaneously by issuing a signal via an IR remote control.
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Fig. 3.6 Diagram of the architecture of the Android mobile device software.
• Start Task/Stand By: Swaps the active status of the robot. “Start Task” - Enables the
robot execute the selected behaviour. “Stand By” - Allows the operator to change some
configurations of the robot (Swarm/Leader mode, Overdrive and Connect/Disconnect).
• Disconnect: Terminates the wireless connection to the robot.
Google Glass
The Google Glass was developed by “Google Inc.” as an optical head-mounted display. It
was released to the public in the UK on May 15th, 2014 and discontinued from January
15th, 2015. It works as a modern hands-free add-on but with more processing power and
hardware capabilities. It has wireless connectivity through Wi-Fi and Bluetooth 4.0LE
technology. It can display images and video through a small interferometric screen. This
screen is positioned at the right upper side of the visual range of the user. It lacks an internal
speaker or any auxiliary output to connect to external speakers. However, it has a bone
conduction transducer that delivers the audio signals from the left side of the headset directly
to the user auditive system. Some other common additional sensors like accelerometers and
magnetometers are also present. The Google Glass hardware specifications are:
• Glass OS (Google Xe Software)
• 1.20 GHz Texas Instruments OMAP 4430
• 2GB RAM + 16GB ROM (12 GB of usable memory)
• Display: Prism Projector (640×360 pixels)
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Fig. 3.7 Picture of the Google Glass used in the study.
• Photos 5.0 MP, Videos 720p
• Audio by Bone Conduction Transducer
• Inputs: Microphone, ambient light sensor, & Touchpad
• Sensors: Accelerometer, gyroscope & magnetometer
• 570mAh Internal lithium-ion battery
• Wi-Fi - 802.11 b/g 2.4 GHz & Bluetooth 4.0LE
To save battery and prevent heating, the main processor is dynamically underclocked.
Depending on the circumstances, the processing speed can get down to 300MHz, being very
low in comparison to the nominal speed reported that is 1.2 GHz.
Despite the underclocking procedure, because of the compact size of the glasses and
the multiple devices it contains, the glasses suffer of overheating problems. When multiple
components are simultaneously activated, the produced heat rises considerably. Even when
only the bluetooth device and the display were activated, after a short period of constant
use, the Google Glass would get seriously overheated. Despite this problem, the glasses
performed acceptably during the 10 minute duration of each trial. Nevertheless, after every
trial, the glasses had to be turned off to cool down.
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(a) (b)
Fig. 3.8 a) Main Google Glass screen. b) Application Voice Controller icon.
To give the operator the ability to influence the swarm with the Google Glass, we adapted
the GUI from 3.1.3. It is essentially the same as the one used with the Cubot 9+ mobile
phone (3.1.3) but works with touch and voice commands.
Once the glasses are turned on, there are two ways to wake them up from sleep mode.
Either by tapping once on the white body (the touchpad) or by briefly tilting the head back
up to 35 degrees in reference to the normal head position for a fraction of a second.
After the wake-up, the interactions with the GUI can be performed via touch gestures
and/or voice commands. Instructions issued via voice command require a sequence of words;
the user needs to say OK Glass, followed by the name of the menu or instruction. On the
other hand, with the touchpad, the Google Glass can detect a tap over it as a click and any
swipe motion with one or two fingers. The GUI architecture is described in Fig. 3.10.
Once the Google Glass is initialized and the main screen (Fig. 3.8a) appears, the user
needs to say “ok glass” + “Voice controller” meaning that the application Voice controller is
the one requested to be loaded. If the user decides to use touch gestures instead, after the
main screen is presented the user only needs to tap once to go into the Google Glass main
menu and search between the applications for the icon corresponding to the designed GUI
(Fig. 3.8b). As soon as the Voice Controller application is loaded, the glasses start searching
for available devices. As there might be multiple different bluetooth devices, a filter checks
specifically for e-pucks. If no robot is found, the screen remains black but the glasses keep
searching. When a robot is detected, its particular information appears on screen. If more
robots are discovered, they are stored in an array of screens that can be scrolled with touch
gestures or with a mixture of voice commands and head movement.
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Figure 3.9 shows a set of screenshots of the different menus and options of the Voice
Controller application. Initially, the user needs to select a desired robot. Then the Main menu
for disconnected robots is presented (Fig. 3.9a). By choosing the Select instruction, users
can go back to the list of robots that were detected by the Bluetooth device. In this list the
user can see all the detected robots, their ID and their connection state (Fig. 3.9b). They then
can select a robot via the Accept instruction. Once a robot is selected, a connection to it can
be selected via the State menu (Fig. 3.9c).
Once connected, the Google Glass automatically updates the options in the robots list
(Fig. 3.9d) and the Main menu (Fig. 3.9e). Similarly, the State menu changes, depending
on the current status of the robot. The updated options in the State menu are the same as in
section 3.1.3, except for some minor changes: The Commands menu and the Sensors menu
are now located in the Main Menu.
When a user achieves connection to a robot the initial state will be as “active”. The current
State menu (Fig. 3.9f) gives the user the option to put the robot in “Stand-By” mode. When
in “Stand-By” mode the State menu changes depending on the parameters of the robot. If the
robot is configured as “Swarm agent” the State menu looks like in Fig. 3.9g. At this point the
user can change the robot into “Leader” mode or into “Active” mode. On the contrary, if the
robot is configured as “Leader” the State menu appears as depicted in Fig. 3.9h. Similarly,
the user can modify the robot mode into “Swarm agent” mode or “Active” mode.
Finally, the Commands menu (Fig. 3.9i) and the Sensors menu (Fig. 3.9j) contain direct
commands for the robot. They will only appear in the Main menu when the robot is in
“Leader” mode. Through them, the user can control the motion of the robot and obtain instant
sensor readings from the robot IR sensors.
3.2 Experimental Setup
This section explains and analyses the selected activity2 that was used for testing the leader
interaction scheme. The task was the same as in [21] using the same algorithm for the
occlusion-based cooperative transport controller also detailed in [21]. It consists of a robot
swarm pushing an object towards a goal position.
2A published version of this study was presented in the conference TAROS 2016.






Fig. 3.9 Snapshots taken from the Google Glass interface: a) Disconnected “Main” menu. b)
Disconnected Selection list. c) Disconnected “State” menu. d) Connected list. e) Connected
“Main” menu f) Connected “State” menu while active. g) Connected “State” menu during
“Stand-By” as swarm unit. h) Connected “State” menu menu during “Stand-By” as leader. i)
“Commands” menu. j) “Sensor” menu .
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Fig. 3.10 Diagram explaining the architecture of the Google Glass software. The letters next
to the instructions and arrows make refference to the screenshots presented in Fig. 3.9.
The experimental environment was a rectangular arena of 400× 225 cm. It had two
obstructing walls, each of 112 cm side length, which is half of the arena width. An example
of the described environment is shown in Fig. 3.12a. The object to be transported was a blue
cylinder of 42 cm diameter as seen in Fig. 3.1b. It can be seen that the object is taller than
the robots and also considerably bigger in size as well as heavier. The partial goal for the
swarm is the leader robot and is controlled by a human operator. The initial positions of all
the elements can be seen in Fig. 3.11.
The robots initially move randomly through the environment, avoiding walls and each
other using their proximity sensors. Once a robot detects the blue object with its camera,
it moves directly to it. As soon as the robot is in contact with the object, it performs one
revolution over its own axis scanning the environment for the goal which is assumed to be
of red colour. If the goal is not visible, the robot turns its orientation pointing to the object
and pushes it for a fixed duration. Afterwards, the robot will repeat the process starting
from the scanning for the goal to the pushing of the object. In case the robot is next to other
fellow robots also pushing the object, then the repeat scan is not necessary and is skipped.
Otherwise, it follows the object’s perimeter and approaches it from a different angle. Full
details of the controller are reported in [21].
The objective of the swarm is to push an object from a starting position of the arena to
another. However, there is no direct line between the starting point and the desired finish
point as the arena has some obstacles between them. The human operator controls the leader
attempting to influence the swarm and help it manoeuvre the object through a clear path.
Because of this, the objective of the operator is to help the swarm transport the blue object
from one corner to the other, avoiding the wall obstructions. The operator and the leader
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Fig. 3.11 Initial positions of the swarm robots, the leader robot and the object for every trial.
robot interact via the portable device. It could either be the mobile phone (Cubot 9C+ as
seen in Fig. 3.4) or the Google Glass (Fig. 3.7).
A set of multiple trials were performed. Initially, the object to be transported was put in
one corner (either top right or bottom left in Fig. 3.12a). In all the trials, 21 e-puck robots
were used, from which 20 of them were acting as working robots (searching and pushing
the object) and 1 of them as the leader. The leader robot is equipped with a red cylinder to
be recognized by the other robots as a goal. It acts as the dynamic goal in order to lead the
transporting motion of the swarm. In addition, the leader robot activates the red LEDs along
its perimeter. To make the appearance of the working robots more uniform, they were fitted
with a black “skirt” around their body (Fig. 3.1b).
3.3 Discussion
In this chapter we proposed that an operator with full awareness makes use of one of two
hands-free devices (the Cubot C9+ mobile phone and the Google Glass) as tools to gain
control over a robot swarm in the context of a cooperative transport task. A series of
experiments were performed where it was possible to dynamically modify the goal to which
the object was being transported, enabling the system to negotiate through obstacles as
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(a) (b)
(c) (d)
Fig. 3.12 A human operator, (in (a-b) outside the captured region) wearing the Google Glass,
guides a swarm of robots that is transporting a circular object through an arena with obstacles.
The swarm consists of 1 leader robot (in red) and 20 follower robots. a) Red markers indicate
the example trajectory of the object throughout a trial. b) Four follower robots push the
object towards the position of the leader. c) Four follower robots pushing the object while
the human operator is present in the arena. d) The human operator directs the leader robot to
a convenient position at the beginning of the trial.
the operator had direct visual contact with the robots and the object throughout the trials.
This feedback helped the operator to manoeuvre the leader robot at an appropriate pace, in
response to the object’s displacement. In all trials, the human operator was able to lead the
pushing swarm along a trajectory using one of the portable devices.
Fig. 3.13 shows some screenshots of one of the recorded videos from the trials. The video
is available at [154]. A documentary, show-casing the experiment, featured in the Daily
Planet program of the Discovery Channel in 2015. In this particular example the human
operator was communicating with the leader robot through the Google Glass.
Through physical experiments we demonstrated that the operator’s interactions resulted
in a positive global feedback to the system. Our conclusions are supported by the fact that
in every trial the object was pushed (transported) to the main goal position successfully.
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The system had very low communication requirements for the robots. They did not need to
explicitly communicate with each other, and the operator only communicated with the leader
robot via the portable device using simple commands. Yet, the operator had enough influence
over the entire swarm, and was able to direct the collective force such that the object moved
in the desired direction.
While the mobile phone gave the operator the ability to influence the swarm with a GUI,
the Google Glass interface allowed the human operator to influence the swarm via either
touch or voice commands. The mobile phone GUI proved to be stable and reliable, yet the
operator had to lose visual contact with the leader robot when operating it. On the other hand,
the voice command option turned out to be preferable by the operator. This option gave the
operator the impression of having a more direct communication and allowed a hands-free
interaction process. Nevertheless, despite the ease-of-use of the Google Glass interface, it
presented some performance issues. The two main problems were overheating and poor
performance of the in-built display. When the overheating reached critical levels, it had the
potential of even blocking the Google Glass. Both problems caused delays on the response
time from the leader robot when receiving new commands.
During the trials, the working robots were moving slower than the leader robot. This gave
enough time for the human operator to react and command the leader robot. If the swarming
robots were moving and/or reacting substantially faster, the reaction of the leader would
need to be faster too. This would increase the complexity of the task for the human operator,
especially if the need to direct the leader robot and avoid obstacles simultaneously was still
there. An alternative approach for this problem would be to develop a semi-autonomous
leader, which avoids obstacles by itself while getting high-level direction input by the human.
This chapter explored the interaction benefit that a swarm robot can have from a human
operator. However, real world environments do not offer operators with full awareness
benefits, on the contrary the real world constraints much more an operator than what has
been studied. For this reason, within the next chapters, we focus on how an operator can
interact with a swarm robot without having access to the bird’s-eye view of the environment.
In other words, by adding some constraints to the operator’s situational awareness.




Fig. 3.13 Snapshots taken from one of the trials through different instants: a) 0:00 minutes.
b) 2:00 minutes. c) 5:20 minutes. d) 7:30 minutes. e) 10:00 minutes. f) 13:00 minutes.
Chapter 4
Human-Robot Swarm Interaction with
Limited Situational Awareness
In this chapter we present a study which considers further restrictions to the interaction
protocol used in Chapter 3. Now, the human operator will not have access to the global
positions of the robots at any moment. This limited situational awareness (SA) state will
directly affect the way the operator receives any feedback. This led to the investigation of
how to utilize local sensory information effectively. The only way the operator could receive
feedback about the swarm state was through local sensor information from the leader robot
and from its local cluster. This is more in line with the nature of distributed systems in which
global state information can be difficult to obtain. In addition, this simulates in a better way
a real-world scenario.
An example of such scenarios can be found in search and rescue missions, where keeping
visual contact with each member of the swarm would be infeasible. For the experiments of
the study presented in this chapter, a 3-D computer simulation environment with a conceptual
robot were used.
The structure of this chapter is as follows. Section 4.1 presents the formulation of the
problem (4.1.1) followed by an introduction to the virtual robot platform and the simulation
software (4.1.2). In section 4.1.3 the swarm behaviours are explained and then section 4.1.4
introduces the developed user interface. Section 4.2 presents the experimental setup and the
participant classification. Finally, in section 4.3 we present the results followed by a final
summary (4.4).
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Fig. 4.1 The e-puck miniature mobile robot in the simulation.
4.1 Methodology
4.1.1 Problem Formulation
We now focus on the study of the interaction between a human and a swarm of robots within a
distributed scheme. In this scheme, a human operator interacts with a swarm of robots solely
through a GUI. The operator can establish contact with any random robot of the swarm at a
time and modify certain actions and/or parameters of it and its local cluster. In consequence,
this chapter focuses on the interaction performance and limitations with SA constraints.
This study explores the performance that a human operator achieves with restricted SA
while supporting a robot swarm in the execution of a task. The task from the previous chapter
would be too complicated and time consuming for conducting a comprehensive study with
human participants. For this reason we decided to change the task to a simpler one. The
selected task was similar to the one presented by Gauci et al. [23] where a swarm of robots
are required to aggregate into a single cluster within a given time period. By default, the
robots execute the aggregation behaviour also presented in [23]. Unlike [23], we consider
environments with obstructions and robots which have limited range sensors, both of which
can prevent aggregation. An operator with full birds-eye view would be able to support the
swarm to overcome the obstruction problems. However, we focus on the impact that the




Fig. 4.2 a) Image taken by an e-puck robot in the Enki simulator environment. b) Another
image with a section of a wall in it.
4.1.2 Robot and Simulation Platform
In this study we used an open source physics simulator. It is known as “Enki” and was
developed by S. Magnenat and collegues at EPFL [18]. Enki treats the kinematics and
dynamics of rigid objects in two dimensions. Space is represented continuously and Enki
automatically resolves collisions among objects. Physics calculations are updated 625 times
per second and the robots execute their control cycle every 0.08 s.
The robotic platform that we used was the same (the e-puck [92]) as in Chapter 3 but in
its virtual representation mode within the Enki environment. Enki has a built-in model of
this miniature mobile robot as shown in Fig. 4.1. The robot is represented as a disk with a
diameter of 7.4 cm and a weight of 152 g. As a differential wheeled robot, each wheel can
move backward and forward at different speeds with a maximum of 12.8 cm/s.
Each virtual robot can simulate the color camera, providing a horizontal field of view of
56 degrees and was limited to a maximum distance range of 150 cm. Fig. 4.2 shows two
example frames as taken by a robot in the simulation environment. In addition, we assume
that the robots can use part of their camera as a binary sensor. This sensor is mainly used
to detect other robots in its direct line-of-sight. The sensor value can be S = 1 if it detects
another robot and S= 0 otherwise. Likewise to the real robot, the virtual model also has eight
infra-red (IR) sensors distributed around its body and a Bluetooth communication device.
These sensors allow the human operator to interact with the virtual robots and also to receive
real-time feedback.
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(a) (b) (c)
Fig. 4.3 The three available algorithms: a) Aggregation. b) Follower. c) Gossip.
4.1.3 Swarm Behaviors
The human operator has the option to dynamically change the leader robot behaviour by
switching between multiple algorithms. These changes are relayed between locally connected
robots causing a change in their behaviour as well and consequently, of the locally connected
section of the swarm. When a robot executes a particular algorithm, we refer to that algorithm
as being in the corresponding mode (e.g. aggregation mode). Three algorithms were available
for the operator to choose. They are presented below:
Aggregation Algorithm
Algorithm 1 Aggregation Algorithm
1: while true do
2: if RobotDetected then
3: Velocity pair (1,-1)
4: else
5: Velocity pair (-0.7,-1)
6: end if
7: end while
The Aggregation algorithm is shown in Algorithm 1. It is identical to the one reported
in [23]. Each robot is able to detect whether another robot is in its direct line of sight or
not. It maps this binary sensor input onto a pair of constant wheel velocities. For simplicity
we state the velocity values after scaling them to (−1,1). If another robot is detected, the
velocity pair is (1,−1); the robot thus turns clockwise on the spot. Otherwise, the scaled
velocity pair is (−0.7,−1); the robot thus moves backward, following a clockwise circular
trajectory. As shown in [23], this simple algorithm leads to the overall aggregation of the
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swarm (Fig. 4.3a), provided the sensing range is sufficiently large and no obstacles are present
in the environment.
Follower Algorithm
Algorithm 2 Follower Algorithm
1: while true do
2: if RobotDetected then
3: Velocity pair (1,1)
4: else
5: Velocity pair (1,-1)
6: end if
7: end while
The Follower algorithm is shown inAlgorithm 2. It uses the same line-of-sight sensor
and reactive control architecture as the aggregation algorithm. The wheel velocity constants
are however different. If another robot is perceived, the robot moves straight forward (1,1),
attempting to approach the detected robot; otherwise, the robot rotates anti-clockwise on
the spot (−1,1). This causes the robots to follow each other in a linear fashion (Fig. 4.3b).
The robots follow the first robot they detect, so there is no particular leader. However, if the
operator takes control of one robot, the rest will follow it as a temporal leader.
Gossip Algorithm
The gossip algorithm allows the operator to take “administrative" control of the swarm that
is locally connected. It provides some tools for the operator to attempt to regain some SA.
The algorithm’s pseudo-code is presented in Algorithm 3. It prevents the selected robot
from changing its position, yet the operator has control over the orientation (Line 6) and can
monitor the sensors activity (Line 9). The robot requests all other robots in its neighborhood
to stop. These requests get relayed, so that all locally ‘connected’ robots finally stop. A
graphical representation of this relay action can be seen in Fig. 4.4. Only in this mode the
operator is able to obtain a count (Line 12) of the connected robots. To release the robot
from the gossip mode the operator can switch algorithm (Line 15) or release the robot, the
later returns the robot to the last algorithm.
More details of the implementation of this algorithm and the count operation can be
found in Appendix B. It is also important to mention that the Gossip algorithm was the first
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Algorithm 3 Gossip algorithm
1: Stop all activity
2: Relay Gossip Command
3: Input:














step to the development of a more complex algorithm named the Management Algorithm and
more details of this upgraded version can be found in [155].
4.1.4 User Interface
The interaction between the human operator and the swarm robot occurs through a keyboard
and the GUI shown in Fig. 4.5a. The GUI was designed to work with either real robots or
(a) (b) (c) (d)
Fig. 4.4 The gossip algorithm relays a command to the nearest neighbours. a) The leader
robot receives a new command from the operator. b) It relays it to the nearby robots. c) The
nearby robots relay the message to their locally connected robots. d) Finally all robots have




Fig. 4.5 a) GUI that the participants used in the human-robot swarm interaction study. b)
GUI when connected to a robot.
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with simulated robots. When working with real robots, the GUI connects through a bluetooth
connection directly to a detected available robot. In this case, to establish a connection with
the Enki simulator environment, the GUI connects through a local network. By pressing the
“Request Bot” button in the GUI, the human operator can start a connection with one robot
at a time. Every time a robot is requested, a random robot is chosen, each with the same
probability, and a connection is established.
Once connected (Fig. 4.5b), the operator is acknowledged of the robot’s (unique) identifi-
cation number and of its currently active algorithm. From this point, the operator can receive
feedback from the robot sensors or influence its motion/behaviour. The operator has three
options to obtain information from its sensors:
• Monitoring of the proximity sensors: With the “Sensors On/Off” button, the operator
can activate and/or deactivate the sensor feedback. When activated, the sensor’s data is
updated periodically. The operator is then able to see the raw values of the proximity
sensors. Each value is positioned in the location of the sensor that is reading each
value. An example of the sensor readings can be seen in Fig. 4.7a.
• Monitoring of the binary line-of-sight sensor: This sensor’s data is also updated
periodically. It is activated at the same time as the proximity sensors and with the same
“Sensors On/Off” button. When activated, the operator can observe the status of the
binary line-of-sight sensor, indicating whether another robot is detected. The graphical
representation is a square located inside the circle representing the robot. Fig. 4.7a
shows an example of this sensor been activated (when a robot is detected, the square
turns into black color).
• Requesting an image of the camera: By clicking on the “Image Request” button, the
user is shown a 80x60 pixels snapshot as taken from the robot’s camera. An example
picture is shown in Fig 4.2a. A 1 s average delay occurs between the request (Fig. 4.6a)
and display of such image (Fig. 4.6b). This delay emulates the time that the Bluetooth
protocol would take to transfer the data.
To keep the simulation of the bandwidth limitations as real as possible, the requesting of
images and the monitoring of the proximity sensors can only be selected one at a time. For
the operator to be able to influence the robots, the GUI provides two options:
• Motion control: There are five buttons on the right side of the GUI (Fig. 4.5b). Four




Fig. 4.6 a) The GUI presenting the loading process of the image requested. b) The GUI
presenting the requested image one the loading was completed.
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(a)
(b)
Fig. 4.7 a) The GUI presenting the IR sensor readings from the leader robot. b) The GUI
presenting the unit count of the local cluster from the leader robot perspective.
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motion commands to the currently selected robot. These are forward, backward,
rotate left, rotate right and stop. Nevertheless, when in gossip behaviour, the forward,
backward and stop buttons are disabled as in Fig. 4.7b.
• Behaviour control: The operator can change the behaviour that is being executed on
the selected robot. This change is broadcast from the selected robot to all the locally
connected robots (as in Fig. 4.4). Therefore all robots in the network change their
behaviour as well. The operator has the possibility to swap between Aggregation,
Follower and Gossip algorithms. When disconnecting from a robot, the behaviour
which is currently executed remains active. However, it is not possible to disconnect
from a robot while it is in gossip mode. This was implemented to avoid robots from
being left in a static position.
When a robot is in gossip mode, the operator has the possibility to request for further
information with the “Analyze” button. Consequently, the operator is shown a count of the
robots that were counted in the local cluster. The GUI also keeps track of the biggest cluster
encountered so far, the number of distinct robots the operator had interacted with and the
number of times the operator had requested a new robot. Fig. 4.7b shows an example of the
information been displayed.
4.2 Experimental Setup
In this study1 we investigated the impact of allowing only local sensory information to be
retrieved. During the experiment, the operator did not have a bird’s eye view over the arena
and was not provided with access to global state information. However, they were shown a
map of the environment prior to the start of the experiment.
Figure 4.8 provides an overview of the simulation environment used for this experiment.
The robots operate in a bounded rectangular environment, which will be refereed to as the
arena. The arena is of dimensions 400×300 cm and contains two 200 cm walls symmetrically
arranged. They divide the arena in three equally sized areas joined only at the extremes. The
walls are sufficiently tall to prevent robots at opposite sites from perceiving each other. More
specific details concerning this experiment are provided in the following sections.
1A published version of this study was presented in the conference ANTS 2016.
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Fig. 4.8 Experimental arena with the robots positioned in specific locations.
The study received ethical approval by The University of Sheffield. All participants were
students of the university and their age ranged between 18 and 39.
Experiment Introduction
Participants were given a 10 min presentation in which the mission was explained. It can be
seen from Fig. 4.9 that the objective was presented as: Your mission is to cluster as many
robots as possible. At the same time, participants had the opportunity to observe a snapshot
of the simulation environment with an example of the initial randomly distributed position of
the robots.
The presentation also introduced the participants to the three available swarm behaviours
(see Fig. 4.3) and to the user interface (see Fig. 4.5a). Also, participants were informed that
they would conduct three trials and that they would be in control of 25 robots. As a final
note, participants were informed that each trial was going to last 10 min (600 s). The used
slides are presented in the first section of Appendix C.
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Fig. 4.9 A slide from the introductory presentation given to the participants. It presented the
participants with the mission objective.
Participant Classification
The default group of participants is referred to as the untrained participants. They were not
provided with the opportunity to test the system in advance of the experiment. Overall, data
from 38 untrained participants was collected. However, three participants’ data was excluded
as they did not complete all three trials. Six further participants received training on the
system prior to conducting trials. Three of these received 60 min training (five to six trials),
these are referred to as trained participants. The other three participants were chosen from
the developer team and received several hours of training; they are considered as experts.
Untrained participants were further assigned to one of two conditions at random:
• Blind-Blind-Blind (BBB): Participants of this group had no access to global state
information (i.e., the bird’s-eye perspective) during any of their trials. There were 19
participants in this group.
• Visual-Blind-Blind (VBB): Participants of this group had access to global state infor-
mation for the entire duration of their first trial (referred to as VBB_V), but had no
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access to that information during the second and third trials (referred to as VBB_B).
There were 16 participants in this group.
Throughout all the trials, various sets of information from the robots and participants was
recorded. Regarding the robots, the recorded information included the positions of each robot
on average every 30 ms, total amount of clusters and every cluster size every 1 s. From the
participants interactions with the interface, every command issued, image taken and cluster
size count request was recorded including a time stamp of the event.
4.3 Results
In this sections the interaction actions and strategies taken by the participants are analysed.
4.3.1 Performance Metrics and Baseline Performance
This section provides the baselines to which the performance of untrained, trained and expert
operators were compare to. The main performance metric is the number of robots in the
largest cluster. A pair of robots is considered in close proximity if the distance between
their centres is less than 15 cm. We consider then that two robots that are in close proximity
belong to the same cluster. Moreover, if {a,b} belong to the same cluster and {b,c} belong
to the same cluster, then the same holds true for {a,c}.
Table 4.1 Size of the final biggest cluster in trials with (i) no operator, (ii) no wall obstructions
& no operator, and (iii) a virtual operator agent choosing commands at random. Each value
corresponds to 10 trials with 25 simulated e-puck robots.
Baselines
NoInt. NoWalls RandomInt.
Average [%] 42 92 48
Average 10.5 23 12
Std. Dev. 0.81 3.8 2.24
To establish a point of comparison, some baselines need to be defined:
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• No Interaction: This was the performance of the swarm in the absence of any interaction
with an operator. In other words, each robot of the swarm executes the aggregation
algorithm for the entire duration of the trial.
• No Walls or Interactions: This was the performance of the swarm when aggregating
in the absence of wall obstructions and interactions with an operator. These represent
the ideal environment conditions as for the algorithm presented in Gauci et al. [23].
However the limited sensing range limitation of the robots was kept for this baseline.
• Random Interactions: This is the performance of the swarm when interacting with
a virtual operator agent. The virtual operator was programmed to choose random
instructions. These instructions were composed of all possible commands that hu-
man operators could apply during the trials. The model of the distribution of these
commands was drawn from the record of the participants across all trials.
For each of the baseline performance strategies, 10 trials of 600 s were conducted.
Table 4.1 shows the average size of the biggest cluster at the end of the trial. From this table
it is possible to observe that random commands resulted in slightly better performance than
no interactions but with a larger standard deviation.
4.3.2 Operator Performance
First we validated the efficacy of the swarm controls from the GUI. This was done using
untrained operators that had access to real-time global state information (bird’s-eye view) of
the position of all robots. This was the first trial for the VBB group, which aggregated 90%
of the robots. Their performance was as good as the ‘no walls or interactions’ baseline (as
seen in Table 4.1). Through this trial operators were able to use the available controls to
mitigate the shortcomings of the aggregation algorithm in the presence of obstacles.
However, when untrained operators became restricted from the real-time global state
information (bird’s-eye view), their performance was similar to an autonomous agent choos-
ing random actions. All the blind trials of both groups of untrained operators (trials 1, 2
and 3 for BBB and trials 2 and 3 for VBB) did not perform significantly better than the
random interaction baseline (two-sided Mann–Whitney test, p-values = 0.985 and 0.481)2.
In their final trial, untrained participants aggregated 51% (BBB) or 59% (VBB) of robots
2Throughout this thesis, a 5% significance level is being considered.
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Fig. 4.10 The graph presents the percentage of robots in the biggest cluster at the end of
the trial for each group of untrained participants (BBB and VBB). The performance of all
baselines and the average performance in the last three trials of trained and expert participants
are plotted as lines to provide a reference performance.
into a single cluster, an improvement over the no interactions baseline that aggregated 42%
(two-sided Mann–Whitney test, p-values = 0.049 and 0.029). The percentages of each trial
for the four groups can be seen in Table 4.2.
It is important to note that, for the virtual operator, the proportion of the types of
instructions was identical to an untrained human operator but did not exploit any sensory
information. Fig. 4.10 illustrates these comparisons and suggest that untrained operators have
similar difficulties in exploiting local sensory information. When realizing a comparison
between the blind trials of both groups, (BBB and VBB) it shows no significant differences
in their performance (two-sided Mann–Whitney test, p-values = 0.215).
The VBB group served as a test group that suggests that untrained operators had a
minimal learning effect from the initial trial with global state information. It further supports
the conclusion that operator performance in blind trials was diminished due to a lack of SA
rather than lack of planning. If it were due to a lack of planning the trial with global state
information would be expected to have facilitated the learning of plans.
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Table 4.2 The table presents the percentage of robots in the biggest cluster at the end of the
trials with human participants.
Performance Metrics [%]
Trial BBB V BB Trained Experts
First 45 90 69 76
Second 53 49 65 80
Third 51 59 57 99
The trained operators group had the opportunity to perform five to six trials in the one
hour of training. The expert group had more experience and understanding of the robot
hardware, the task and the development of the experiment. Both groups were able to obtain
significantly improved performance in their three test trials over the random interactions
baseline (two-sided Mann–Whitney test, p-values = 0.029 and 0.001). They were able to
aggregate 57–69% and 76–99% of robots respectively. From their experience, we were able
to observe some learning of neglect benevolence patterns, this is further discussed in the next
section.
It is important to notice that expert operators had a similar performance to untrained
operators from the VBB group in their first trial (where they had access to full global
state information). Also, they performed nearly as well as the baseline performance of the
autonomous algorithm under ideal conditions, that is, without obstructions. Despite the
dramatic drop in performance of untrained operators when removing access to global state
information, the recovery of performance for trained and expert operators, with at least one
hour of training, shows that learning does occur and suggests that the task is solvable. A
closer look, in the following section, into the actions and strategies that were learned suggests
that constant training and understanding of the robots’ behaviour can help the operator
overcome the SA constraints.
4.3.3 Interaction Analysis
A detailed history of the operators’ actions was recorded throughout all the test trials. We
analysed the distribution of the time that the operator spent interacting with the robots. It
included only the activities involved in the three test trials for all participants (untrained,
trained and expert operators). Fig. 4.11 shows this data grouped into three categories:





























Fig. 4.11 The graph presents the percentage of time that operators spent through all trials
executing a certain type of command. The subdivision of VBB_V represents only the first
trial of the VBB group, which was the one where they had access to the bird’s−eye view. The
VBB_B subdivision represents the second and third trial of the VBB group where participants
had no access to the bird’s−eye view.
• Motion: Includes all the commands from the operator involving the motion of the
robot: “Forward”, “Backward”, “Left”, “Right” and “Stop”.
• Awareness: Includes all the commands from the operator involving the use of the
sensors of the robot: “Sensors On/Off”, “Image Request” and “Analyse” (this last one,
requesting a cluster count).
• Behaviours: Includes all the commands from the operator involving the switching
between algorithms: “Aggregation”, “Follower” and “Gossip”.
As expected, untrained operators with access to the global state information (trial 1 in
group VBB) rarely requested local sensory information. Their motion commands as well as
their switching algorithms commands were more frequent as they had direct visual contact
with the robots. Because of this, operators had instant feedback of the robots movements
and were able to completely focus on their behaviours. However, when in the blind trials,
untrained operators spent a larger proportion on obtaining sensor information attempting to
recover some SA.
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The key observation is found by comparing trained and expert operators to untrained
operators. The improved performance of trained and expert operators seems to rely on
acquiring more requests from the sensors while reducing the amount of time spent moving
the robots. Given that the their time spent on motion commands is significantly less than for
untrained operators with global state information, the efficiency of the motion commands for
the former group was higher. This is likely where the training effect materializes.
The time spent switching algorithms turned out to be identical between all groups.
However, the analysis of the amount of repetitions where participants request a change of
algorithm through the trials presents some differences in their use. Figures 4.12 and 4.13
present the average use of each algorithm of every group through all the test trials. In addition,
Fig. 4.13b presents a compilation of the use of all the algorithms also through all the test
trials. It is important to note that “time spent” and “amount of repetitions” are different
measurements. All participants spent the same time switching algorithms (see Fig. 4.11), but
they could have requested different amount of switches during the same time. Each figure
presents one of the available algorithms:
• Aggregation: Fig. 4.12a shows the average use of this algorithm through all the trials.
• Follower: Fig. 4.12b shows the average use of this algorithm through all the trials. It is
evident that experts used this algorithm more frequently than the other groups.
• Gossip: Fig. 4.13a shows the average use of this algorithm through all the trials. It
suggests that as the operator starts gaining experience, they start understanding the
importance of this algorithm and its role in helping them acquire SA.
Finally, in Fig. 4.13b we can observe that, through all the trials, the expert operators used
the switching of algorithms more. This suggests that they understood each algorithm better
and used it for their advantage to influence more robots at the same time.
Overall, operators had access to swarm controls with which they were able to complete
the aggregation task successfully when given global state information. When given only
local information, however, untrained operators did not perform significantly better than
random interactions. Nor did they exhibit a significant learning effect within three trials.
Furthermore, operators that once were given global state information did not demonstrate
improved performance on subsequent trials when being restricted to local information. This
suggests no learning benefit from having observed the global dynamics once. However,
























































Fig. 4.12 These graphs present the average amount of times an algorithm switch was used in



























































Fig. 4.13 These graphs present the average amount of times an algorithm switch was used in
every trial, divided by group: a) Gossip b) All Algorithms together (Aggregation, Follower
and Gossip)
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trained and expert operators were able to compensate the lack of global SA with increased
requests for local sensory information while reducing the number of motion commands.
4.3.4 Demonstration Trials
Through this study we investigated a distributed human-swarm interaction scheme in which
operators have access to only local information while aiding a swarm in an aggregation
task. To illustrate this more qualitatively, Fig. 4.14 and Fig. 4.15 show two different sets
of example snapshots collections. They show two different trials taken from two different
expert participants. They are a collection of snapshots taken in specific moments of the trials.
The first sequence is from Fig. 4.14 (a-g), it starts with the initial positions of the robots
when they are randomly distributed through the arena (a). Because of the aggregation
algorithm, the robots start grouping and forming three clusters (b). The operator then starts
moving the right cluster to the center area (c). The operator finds the third cluster and
guides it to the center area (d). Again, when the robots are in visual range, they attempt to
group together (e). Finally, the operator is monitoring the process until the swarm reports a
complete aggregation of the swarm (f).
The second sequence is in Fig. 4.15 (a-h). This sequence initial positions are also
randomly distributed through the arena (a). Because of the aggregation algorithm, the robots
start grouping and form three clusters (b). The circle formations appear when the operator
switches the clustered robots to the follower algorithm. The operator then starts moving the
right cluster to the center area (c). The operator finds the central cluster and leaves the guided
robots to group in the center area (d). The operator finds the third cluster (e). The operator
then attempt to lead the last group of robots to the center area (f). Again, when the robots are
in visual range, they group together (g). Finally, the operator is monitoring the process until
the swarm reports a complete aggregation of the swarm (h).
4.3.5 Operators Neglect Benevolence
In addition to varying the time spent on certain activities we observed a difference in the time
the operators would wait to start interacting with the swarm. It was the time the operators
waited at the beginning of the trials before performing the first interaction that was of interest.
Fig. 4.16 shows the average times of that operators divided by group.
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(a) Initial Setup (b) After 240s
(c) After 270s (d) After 300s
(e) After 360s (f) After 480s
(g) After 480s
Fig. 4.14 Sequence of snapshots taken during a trial with an expert participant. The expert
was not provided with the birds-eye view of the scene, which is depicted here. a) Initial
positions of the robots. b) The operator waited fot the robots to aggregate and modified the
behaviour of the left cluster to follower. c) The operator modified the behaviour of the middle
and right clusters to follower and started moving the right cluster to the south. d) The middle
cluster starts mixing with the right cluster. e) The operator guides the left cluster to the north
gap. f) The left cluster starts mixing with the other cluster. g) All the robots are now locally
connected and therfore clsutered.
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(a) Initial Setup (b) After 200s
(c) After 270s (d) After 310s
(e) After 380s (f) After 440s
(g) After 490s (h) After 540s
Fig. 4.15 Sequence of snapshots taken during a trial with an expert participant. The expert
was not provided with the birds-eye view of the scene, which is depicted here. a) Initial
positions of the robots. b) The operator waited fot the robots to aggregate and modified the
behaviour of the middle and right clusters to follower. c) The operator guides the right cluster
to the north gap. d) The middle cluster starts mixing with the right cluster. e) The middle
cluster remains in follower behaviour. f) The operator guides the left cluster to the south gap.
g) The left cluster starts mixing with the middle cluster. h) All the robots are now locally
connected and therfore clsutered.
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Fig. 4.16 The graph presents the average initial inactive time that operators waited at the
beginning of the trials. The subdivision of VBB_V represents only the first trial of the
VBB group, which was the one where they had access to the birds-eye view. The VBB_B
subdivision represents the second and third trial of the VBB group where participants had no
access to the birds-eye view.
This period of inactivity allowed the swarm to exhibit local aggregation behaviour and
form small clusters within parts of the environment. When the robots are clustered, they
are controlled more effectively than when the robots are dispersed. Operators that attempt
to interact with the swarm too early were disturbing this process and had less effective
subsequent interactions. This suggests that we have evidence to believe that the concept of
neglect benevolence is being learned and exploited by trained and expert operators. It is
worth noting that untrained participants with access to global state information also increased
their initial period of inactivity. While they were observing the swarm global dynamic, yet in
their next trials (subsequent blind trials) they do not repeat this waiting.
Our findings suggest that exposure to global swarm dynamics does not necessarily
accelerate learning, neither for improving situational awareness nor for understanding swarm
dynamics to accommodate for neglect benevolence. In addition, learning to interact with
a swarm through a distributed interaction scheme that relies on local information requires
training times even for simple tasks and interfaces. With trained and expert operators we
were able to observe evidence for neglect benevolence. These operators learned to wait
at the beginning of the trial for the swarm to converge. With the emergent local clusters,
interactions were more beneficial as these clusters could be changed into leader-follower
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formations more easily. On the other hand, untrained operators only disturbed the swarm
while interacting with it prior to its settling and formation of the local clusters.
4.4 Summary
This chapter presented a distributed human-swarm interaction scheme in which operators
had access to only local information while aiding a swarm in an aggregation task. Human
operators had access to swarm controls with which they were able to complete the aggregation
task successfully when given global state information. When given only local information,
however, untrained operators did not perform significantly better than random interactions.
Nor did they exhibit a significant learning effect within three trials. Furthermore, human
operators that once were given global state information did not demonstrate improved
performance on subsequent trials when being restricted to local information. This suggests
that no learning benefit was obtained from having observed the global dynamics once.
On the other hand, trained and expert operators, with at least one hour of training,
showed significantly improved performance suggesting that the task was solvable. These
operators compensated the lack in global situational awareness with increased requests for
local sensory information while reducing the number of motion commands. Expert operators
performed nearly as well as the baseline performance of the autonomous algorithm under
ideal conditions, that is, without obstructions.
Finally, we observed evidence for neglect benevolence for trained and expert operators.
These operators waited at the beginning of the trial for the swarm to converge to the emergent
local clusters. From this configuration, interactions with the swarm were more beneficial as
emerging clusters could be changed into leader-follower formations more easily. Untrained
operators disturbed and interacted with the swarm prior to it settling into local clusters.
Chapter 5
Human-Robot Swarm Interaction with
Limited Situational and Task Awareness
In this chapter we present a study that adds some restrictions to the ones presented in
Chapter 4. Besides having limited situational awareness while interacting with a swarm
robot, the human operator is now restricted to specific information regarding the mission
objective. Different to SA (that limits the ability of the operator to understand the state of
the environment and the surroundings), the limitation of task awareness (TA) is achieved by
providing the operator with a main objective that requires a set of minor tasks not explicitly
defined. We attempt to achieve better understanding of the consequences that detailed
information, regarding the main objective, could have over the human operators decisions.
Furthermore, if the limitation of this information could have some negative effect over the
operators’ interaction strategies. By keeping present the limited SA constraint, the limitation
of TA emulates better a real world scenario.
In addition, if the swarm robot has some redundant agents, the human operator could per-
form additional tasks (exploration, complex data analysis, task support, etc) while maintaining
the original task performance. Furthermore, requesting information to acquire situational
awareness should not have an impact on the execution time of the task, especially if the
human operator is interacting with a single robot of the swarm at a time. This means that the
human operator could act like a super-agent in the swarm when needed.
The structure of this chapter is as follows: Section 5.1 presents the formulation of the
problem (5.1.1), the updated simulation environment (5.1.2), the used swarm behaviour
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(5.1.3) and the updates that the user interface had in comparison to the last study (5.1.4).
Section 5.2 presents the experimental setup, including the participant training (5.2.1) and
classification (5.2.2). Next, section 5.3 presents the results, including the validation metrics
(5.3.1) and the validation of the training session (5.3.2), followed by an analysis of the
participants performance (5.3.3) and perception (5.3.4). Section 5.3.5 presents an example of
one of the experiment trials. Finally, section 5.4 has a summary of the chapter.
5.1 Methodology
5.1.1 Problem Formulation
We now focus on the impact that restricted task awareness (TA) has over the performance of
a human operator, particularly while the situational awareness (SA) constraint from the last
chapter remains. We attempt to measure the consequences that information regarding the
task could have over the human operators’ decisions and if this information could affect the
operators’ actions. By default, the robots execute the Object Clustering algorithm presented
in [27]. This was the only behaviour left available for the robots, preventing the operator
from changing the behaviour of the swarm.
For this study, we consider an environment with a working area connected to a hidden
area through a small entrance. Inside the hidden area there are extra objects located. The
robots’ initial position is in the working area, preventing them to detect those objects located
inside the hidden area.
As the robots are not programmed to explore the environment, we hypothesize that the
human operator, when provided with additional information, will attempt to perform some
exploration for the swarm. We attempt to evaluate if the operator is able to identify alternative
tasks to achieve the objective without the need of them being made explicit. Our objective
is to identify the amount of additional information and how explicit it should be so that the
human operator attempts to further explore the environment and therefore, find the objects




Fig. 5.1 Some snapshots from an example of a swarm of six robots (green cylinders) per-
forming the object (red cylinders) clustering algorithm: a) Initial position of the robots and
the objects. b-c) The robots keep pushing the objects to a random location. d) Finally, the
robots cluster all the objects in a random location of the arena.
5.1.2 Robot and Simulation Platform
The virtual robot platform and the simulation environment were the same as the ones
explained in Section 4.1.2. The simulators’ “general menu” was re-designed and upgraded
in a way that none of the changes would affect the robot simulations. These upgrades were
mainly implemented to help the experimenters configure the simulation environments better
and have more control over the results data.
5.1.3 Swarm Behaviour
For this study, the robots followed one unique behaviour: the object clustering. In contrast
to the study from Chapter 4, in this case the operator had no need of swapping the swarm
behaviour at any time. For this reason, the operator was not allowed to use the gossip
algorithm or any other algorithm, yet was able to take control of the motion of random robots
and their sensors.
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Fig. 5.2 The updated GUI that the participants used in the 2nd human-robot swarm interaction
study.
The Object Cluster Algorithm (see Fig. 5.1) uses a similar line-of-sight sensor as the
one used in aforementioned algorithms (section 4.1.3). However, in this case, the sensor
can differentiate between three possible states. The states depend on it detecting an object,
another robot or nothing. Because this sensor is limited by a maximum detection distance of
150 cm, the wall or an out-of-range reading are taken as a “nothing” measurement.
As shown in [27], this algorithm leads to the overall cluster of the objects (Fig. 5.1d),
provided the sensing range is sufficiently large and no obstacles are present in the environment.
When the robot sensor detects “nothing”, the robot moves forwards in a circular manner (the
velocities of each wheel are scaled to values ranged between [0.5,1]). When a robot detects
an object, the velocity pair becomes [1,0.5] and if another robot is detected, the velocity pair
becomes [0.5,0.8].
5.1.4 Updated User Interface
As in Chapter 4, the interaction between the human operator and the robot swarm occurs
through a graphical user interface. This GUI is similar to the one used in Chapter 4 but
with some significant upgrades. One of the implemented upgrades was to provide the
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experimenters with the possibility of configuring the GUI depending on the experiment needs.
This means that the GUI can have certain sections deactivated to prevent the operator from
accessing them.
Fig. 5.2 shows an example screenshot of the upgraded GUI. We refer to this as the
“upgraded GUI” and to the one used in chapter 4 as the “old GUI”. The positions of the
changes/upgrades done to it are marked with letters. These changes are:
• A) List of detected robots: This is a new feature in comparison with the old GUI. In
it, a history of the robots that the operator has connected to is stored. When a robot
has been registered in this list, the operator can always attempt to reconnect to it at
any moment. This is to give the operator the option to avoid the random selection. An
example of the list when in use can be seen in Fig. 5.3a where six robots are already
registered.
• B) Disabled Gossip Algorithm: The old GUI had an “Analyse” button and a set of
parameters always visible to the operator that provided some extra information about
the swarm when the Gossip Algorithm was executed (as seen in Fig. 4.7b). With the
upgraded GUI, when the experimenter disables the use of the Gossip Algorithm, the
“Analyse” button as well as the set of parameters are automatically hidden from the
operator.
• C) Manual control box: The old GUI had a button with the text “Automatic” on it. Its
functionality was to retrieve the manual control from the operator and return the robot
to its original behaviour. The upgraded GUI changed this button for a check box. This
new control provides better feedback for the operator to understand if the robot is in
manual control or executing its normal behaviour.
• D) Automatic switch between feedbacks: In the old GUI, the operator had to stop the
sensors’ feedback before being able to request an image. With the upgraded GUI the
operator can request an image despite the sensors’ feedback being on, as the upgraded
GUI manages the “stop sensors feedback” request, waits for the image to be sent and
re-starts the sensors’ feedback.
• E) Graphical interpretation of the sensors’ data: In the old GUI the operator had to
interpret the distance of objects from the robot from the raw data of the sensors. With
the upgraded GUI, the operator can see a visual representation of this data (as seen
in Fig. 5.3b) and only if desired, the operator can request to see the raw values of the
sensors (as seen in Fig. 5.3c).
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(a)
(b) (c)
Fig. 5.3 a) GUI with a list showing the IDs of some previously connected robots. b) Example
snapshot of the GUI when the sensors’ feedback is activated. c) An example with the sensors’
feedback activated and the raw data visible.
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Fig. 5.4 Experiment arena with the robots initial positions and random initial localization of
the objects.
Despite the possibility of configuring the upgraded GUI, the only section that was
configured differently to the study of Chapter 4 was the algorithms section. The upgraded
GUI kept all the old GUI’s abilities (connect to the simulator environment, request a random
robot, request an image from the robot, monitor the robot’s sensors, control the robot’s
motion and —if available— behaviour, etc.), and added some others (memory of connected
robots, graphic sensors’ data representation, improved controls, etc.) to provide the operator
with better control over a single robot and therefore better influence over the swarm.
5.2 Experimental Setup
In this study we investigate the consequences that limited situational awareness mixed with
limited information regarding the task has over the operators’ performance. During the
experiment, the operators received the same task but with different types of complementary
information about it.
82 Human-Robot Swarm Interaction with Limited Situational and Task Awareness
Fig. 5.4 provides an overview of the simulation environment used for this experiment.
A group of six robots operate in a rectangular arena of size 400× 300 cm. A wall in the
middle divides the arena in half, creating two smaller areas of 200×300 cm each. This wall
is coloured with a darker gray than the rest of the environment. Both areas are connected
through an entry point of 30 cm located at the upper extreme. We refer to this entry point
as the gap. The wall is sufficiently tall to prevent the robots from perceiving other robots
or objects located on the other side. The left side is referred to as the “working area” and
the right side is referred to as the “hidden area”. Overall, eight red cylindrical objects are
randomly scattered through the arena. Six of them located in the working area and the other
two in the hidden area. Fig. 5.4 also presents an example of the objects’ random initial
positions as well as the initial fixed positions of the robots for every trial.
Throughout all trials, different sets of information from the robots and participants were
recorded. Regarding the robots, the simulator recorded their positions and orientations on
average every 30 ms. The simulator also checked every second if a robot had crossed from
the “working area” to the “hidden area”. Regarding the GUI, all the interactions from the
participants were also recorded (commands issued, images taken, changes of robot leader,
etc), with a time stamp of every interaction event.
At the beginning of the experiment, participants were given a 10 minutes presentation
comprised of two parts. The first part explained the mission objective and introduced the
participants to the object clustering behaviour. The second part of the presentation introduced
the participants to the user interface (as shown in Fig. 5.2) and its features. After the
presentation, participants had a training session followed by the experiment trials. Finally,
participants were asked to answer a short questionnaire. More details about the training, the
experiment and the questionnaire are provided in the following sections. The used slides are
presented in the second section of Appendix C.
The study received ethical approval by The University of Sheffield. All participants were
students of the university and their ages ranged between 18 and 39.
5.2.1 Participant Training
The training session was divided in two parts: Exploration of a maze and the observation and
understanding of the swarm behaviour.
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(a)
(b)
Fig. 5.5 Example snapshots of the two different training arenas (Green cylinder = Robot,
Red cylinder = Object): a) Maze arena used for the GUI training. b) Training arena for
understanding of the object clustering behaviour with only the “working area” and the gray
wall emulating the center wall of the experimental arena.
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• Maze exploration: This exercise was designed to train the participants in the use of the
GUI. Participants were asked to guide a single robot through a maze (see Fig. 5.5a).
The maze had coloured walls as hints for the participants to know in which direction to
move the robot. In the introductory presentation, they were told that the “blue” walls
indicated that the robot had to turn to the right, while the “green” walls indicated a left
turn. Participants were asked to move the robot through the maze and take an image of
a red object located at the end of the maze. All participants had a maximum allowed
time of 10 minutes.
• Swarm behaviour understanding: This exercise was designed to help participants
understand the object clustering behaviour. We presented them with a two minute
video where six robots were performing the object clustering behaviour with six
objects. In this video, the robots’ initial positions were the same as the ones used in
the experiment trials. The arena used was a rectangle of 200×300 cm with one of the
long walls coloured in a darker gray than the others. This emulates the wall dividing
the “working area” from the “hidden area” from the experimental setup (as seen in
Fig. 5.5b). Participants were only told that this darker gray wall was there to help them
orientate better.
5.2.2 Classification of Participants
Overall, data of 50 participants was collected. The experiment was divided in two trials, each
lasting five minutes. In each trial, participants were told to monitor and support the robots
while carrying out a task. For trial 1, all participants had the same objective; it was presented
to them as: “Cluster all red objects”. For trial 2, participants were assigned to one of three
conditions at random. Depending on the assigned condition, different information was added
to the original objective in trial 2:
• Group A: Participants of this group had extra task details. The information presented
to them was “There are 8 objects in total”. There were 17 participants in this group.
• Group B: Participants of this group had extra environment details. The information
presented to them was “Be aware that the arena might have changed”. There were 16
participants in this group.
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• Group C: Participants of this group had an explicit second objective added. The
information presented to them was “Find the missing objects inside the hidden area”.
There were 17 participants in this group.
5.2.3 Questionnaire
After the two experimental trials were completed, each participant was asked to answer a short
questionnaire (Appendix D). The questionnaire asked for their opinion about their perception
of three different aspects of their experience: Their curiosity level, their understanding of
the robot control and their understanding of the environment. All questions were measured
with a Likert scale ranging from 1 to 10, where 1 meant “None” and 10 meant “A lot”. The
questions presented to the participants were:
• Do you consider yourself a curious person?
• On a scale from 1 to 10, how hard was it for you to control the robot?
• On a scale from 1 to 10, how hard was it for you to understand the robots’ environment?
5.3 Results
In this section we compare the performance of the participants (the operators) with the
baselines and provide an analysis of their actions. We also analyse the data from the
questionnaires that provide the perception that participants had of their own performance.
5.3.1 Performance Metrics and Baseline Performance
A set of exercises with a 6 robot swarm were used to determine baseline parameters and to
define a performance metric. For each baseline, 30 trials of 300 s were conducted. All tests
had the robots’ initial positions and the test environment as the same used for the experiment
trials.
For the first baseline, the gap connecting the working area from the hidden area was
modified of size. Three different gap sizes (20cm, 30cm and 40cm) were tested against 4





























































Fig. 5.6 a) Percentage of successful trials where a member of the swarm, employing a random
movement behaviour, discovered the hidden area. b) Time for the first robot to discover the
hidden area (all the unsuccessful trials were discarded).
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different swarm sizes (3, 6, 10 and 15 robots). However, the behaviour of the swarm was
changed to random movement1 and without any kind of external interaction.
The swarm performance was determined by the success rate of it discovering the hidden
area. Fig. 5.6a illustrates the success rates that the different swarms had discovering the
hidden area. For each case we measured the time it took for a robot of the swarm to discover
the hidden area. Table 5.1 shows the average discovery times for the different sizes of the
swarm. These times are the same values illustrated in Fig. 5.6b. As expected, the larger the
swarm, the faster and more often it finds the hidden area.
Table 5.1 Average time and the standard deviation that different sized swarms took to discover
the hidden area. Presents only the successful cases.
Average Discovery Time [min]
GapSize [cm] 3 Robots 6 Robots 10 Robots 15 Robots
20 3.06±0.62 2.81±1.08 2.60±0.90 2.49±1.20
30 2.57±1.33 2.55±1.28 2.36±1.00 2.14±1.06
40 2.41±1.12 2.33±1.11 2.06±1.24 1.91±0.83
The concept of scalability is meant to be one of the main attributes of a robot swarm.
Following this, if a human operator takes control of one robot of the swarm, the impact on its
performance should not be significantly affected. The second baseline tests if the amount of
robots that conform our swarm were enough to execute the task (clustering all the objects)
and leave a spare unit for the human operator to control without considerably affecting the
swarm performance. We did a comparison of the overall performance between a swarm
of five robots against a swarm of six robots. The performance was measured by the total
distance between all the clustered objects. In both cases the swarms were clustering six
objects. The test environment was the same used for the training of the participants. Fig. 5.7
presents the average distance between clustered objects of 30 trials for each case.
Five minutes were long enough for both swarms to cluster all the objects within a constant
range. The greatest impact of having one less robot was on the time it took the swarm to
achieve the minimum geometric median. While a swarm of five robots took 212 seconds,
one more robot decreased that time to 173 seconds. These times are represented in Fig. 5.7
1The implementation of random movement behaviour involved every robot travelling in a straight line for a
random time (between 1 to 5 seconds), then rotating to the right over its own axis for another random amount
of time (between 1 to 5 seconds). If an obstacle was in front of the robot, a simple object avoidance reaction
was executed.




































Fig. 5.7 Comparison of the average performance between a swarm of five robots and a swarm
of six robots in clustering six objects. All trials were in an environment with no obstructions
through 30 trials.
by the “5R Cluster Time” and “6R Cluster Time” lines. However, despite the time difference,
the geometric median was not significantly different (two-sided Mann-Whitney test, p-values
= 0.2426). Also in Fig. 5.7 the average of the geometric median of the objects is represented
by the “5R Baseline” and “6R Baseline” lines. While a five robot swarm achieved an average
geometric median of 108.9 cm, with one more robot in the swarm the average geometric
median was of 105 cm after 5 minutes. This means that if a human operator takes control
of one robot of the swarm, the rest will still be able to complete the task without significant
decay of the performance.
5.3.2 Training Validation
To corroborate that the training sessions were useful for the participants, we compared
the actions during trials from all the recorded actions of their training sessions. Table 5.2
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contains the averaged amount of repetitions of the most significant activities. The difference
between averages of both trials was small in all cases and not significant. The similarity in
the amount of actions between trials suggests that the operators were adapting to the task
new information, but without further learning of the robot’s control.
Table 5.2 Average amount of specific actions performed by the participants. The last column
presents if the two-sided Mann-Whitney test indicated that the comparison between Trial 1
and Trial 2 was significantly different based on a 0.05 p-value.
Training Record
Action Trial 1 Trial 2 P−Value(0.05)
Changes o f leader 7.16 7.06 0.361
Image Requests 31.98 33.18 0.499
Motion Commands 452.26 543.28 0.438
5.3.3 Operator Performance
We compared the performance of the participants to the baseline performance. The main
metric was the success rate of the swarm discovering the hidden area. Its discovery was
established to be as soon as any of the robots moved inside it. For a robot to go inside the
hidden area, it had to cross through the gap (as seen in Fig. 5.4) linking the “hidden area” to
the “working area”.
Another important aspect was whether the operator had visual evidence of the gap. This
evidence was defined as the “visual proof quality” (VPQ) and relied on three factors at the
moment that an image was taken. The first factor relied on the orientation of the robots’
camera towards the gap. The second factor was related to the position of the robot in the
hidden area, specifically in reference to the EP Horizon line (as seen in Fig. 5.8). The last
factor was the alpha (α) angle defined as the one existing between two imaginary lines drawn
from the robot center to the two extreme points of the gap (G1 and G2 in Fig. 5.8). With
these factors we were able to define three levels of VPQ; Strong evidence, weak evidence
and no evidence.
• Strong evidence - At least one image was taken while the robot camera was oriented
towards the gap. When taken, the gap was not obstructed by any other robot or object
and the robot was located above the EP Horizon line or the α value was bigger than
0.15 radians.







Fig. 5.8 Representation of a section of the environment with two robots pointing to the gap.
• Weak evidence - At least one image was taken while the robot camera was oriented
towards the gap. When taken, the gap was not obstructed by any other robot or object
and the robot was located under the EP Horizon line and the α value was smaller than
0.15 radians.
• No evidence - From all the images taken by the operator, none of them were oriented
towards the gap or were obstructed by another robot or object.
Depending on the success rate and the achieved VPQ, participants were classified in one
of five performance groups:
• No evidence / Not found (NE/NF) - Participants in this group had No evidence VPQ
level and were unable to find the hidden area.
• Weak evidence / Not found (WE/NF) - Participants in this group had Weak evidence
VPQ level and were unable to find the hidden area.
• Weak evidence / Found (WE/F) - Participants in this group had Weak evidence VPQ
level and were able to find the hidden area.
• Strong evidence / Not found (SE/NF) - Participants in this group had Strong evidence
VPQ level but were unable to find the hidden area.
• Strong evidence / Found (SE/F) - Participants in this group had Strong evidence VPQ
level and were able to find the hidden area.
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• No evidence / Found (NE/F) - Participants in this group had No evidence VPQ level
but they discovered the hidden area. Nevertheless, this participants finished the trials
unaware of their achievement. This was possible to be discovered as this participants
neither had SE or WE but controlled one robot inside the hidden area.
Despite the “Weak evidence / Found" group being a possible combination, there were
no participants who fell in this classification. It was highly likely that all aware participants
searched for some kind of evident proof while discovering the hidden area.
From the 17 participants belonging to group “A”, three were able to find the hidden area
(two-sided Mann–Whitney test, p-values = 0.07977). Similarly, from the 16 participants
of group “B”, three were able to find it (two-sided Mann–Whitney test, p-values = 0.5757).
Finally, from the 17 participants of group “C”, eight were able to find the hidden area (two-
sided Mann–Whitney test, p-values = 0.001561). This suggests that making the objective
explicit in the second trial gave the participants of group “C” significant information to
influence their strategy and performance. Fig. 5.9 presents the results of the performance
from all participants by group division. Similarly, Table 5.3 presents the performance in
percentage value of all participants in general.
Table 5.3 All 50 participants divided by performance subgroup.
All Participants






Using the group classification described in Section 5.2.2 we refer to the participants of
groups “A” and “B” as the non-informed (NIP) participants and those of group “C” are as
the informed (IP) participants. This differentiation was based on the explicit mention of the
existence of a hidden area in the operators task objective.
There were 33 NIP within groups “A” and “B” together. The overall success rate of
the NIP was of 18.2%. This was the combination of the SE/F participants (12.1%) and the
NE/F participants (6.1%). In general, NIP who found the hidden area were slower at finding
it than a three robots swarm in the same environment. Also, compared to the discovery



























Fig. 5.9 Performance of all 50 participants divided by trial group.
success baseline (Fig. 5.6a), their efficiency was even lower than that of a three robots swarm
(three robots swarm with 40% success rate). Fig. 5.10a illustrates the performance of all NIP
participants through all trials, including those who were unsuccessful in finding the hidden
area.
Regarding group “C”, it had 17 IP. They were able to achieve a 47.1% success rate.
Compared to the discovery success rate baseline (Fig. 5.6a), their efficiency is between a
three and six robot swarm (three robots swarm with 40% success rate & 6 robots swarm
with 57% success rate). However, they were able to find the hidden area faster than a
swarm of 15 robots. Their performance improved in comparison to the NIP, yet lacks of
considerable improvement to argue that a human operator is significantly beneficial for the
swarm. Fig. 5.10b illustrates the performance of these participants through all trials.
Regarding the comparison between the IP and NIP, some interesting differences can be
noticed. There were no participants from the NE/F group within the IP because, by definition,
all of them were told of the existence of a hidden area. The overall performance of IP was




























































Fig. 5.10 Performance in percentage of participants from: a) All non-informed participants.
b) All informed participants.
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amount of WE/NF participants in the IP was doubled in comparison to the NIP. Based on
this results, some participants could have been searching for the hidden area, but were not
able to achieve enough SA. The SE/NF participants decreased in the IP group. As all of them
were explicitly searching for the gap (or an entrance to the hidden area), these participants
found it but had problems to guide a robot to get through it. Finally, the amount of NE/NF
participants decreased in the IP. This could be because they were consciously searching for
the hidden area and were giving less priority to the overall clustering mission.
Lastly, a comparison of the average time that successful participants from both groups
(NIP and IP) took to discover the hidden area suggests that the explicitness of the secondary
objective improved the operator performance. Table 5.4 presents these times by group
division.
Table 5.4 Presents the time (average and standard deviation) that operators took to discover
the hidden area. This only counts the successful cases where the operators discovered the
hidden area.






As mentioned in Section 5.2.3 the answers from the questionnaire had a scale from 1 to 10.
We classify the answers again between 1 and 5 as “low” or “easy” and the answer between 6
and 10 as “high” or “hard”.
The first question (Do you consider yourself a curious person?) addressed the participants’
self-rated level of curiosity. Fig. 5.11a presents the answers of all participants divided in
IP and NIP, while Fig. 5.11b presents the same answers but classified by performance
group. Their responses had no significant difference between the NIP and the IP (two-sided
Mann-Whitney test, p-values = 0.2121).
From the 33 NIP, 54.5% of the participants (27.3% from SE/NF, 15.2% from WE/NF and
12.1% from SE/F) were able to see the gap within at least one of their taken images. Despite
the quality of the gap in the SE/NF group, most of them did not enter or identify the hidden
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Fig. 5.11 Responses about how curious participants think they are (1 = Not Curious, 10
= Very Curious). a) All participants classified by response and group. b) All participants
classified by response and performance group.
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area. However, 12.1% from the SE/F (NIP) subgroup was successful, suggesting that finding
the hidden area was possible. This means that some participants from the SE/NF group gave
no priority to the gap, presumably as it was not mentioned in the given objective. Yet, all of
them classified themselves as highly curious. For the IP group, as the name describes, they
were informed of the existence of the hidden area and for this reason the curiosity question
had no importance for the analysis of the study.
The classification of the answers by the performance groups (Fig. 5.11b) shows similar
curiosity ratings between all participants and with no particular tendency. An interesting
observation is that despite the answers being all in the “highly curious” range, many of
the participants were not curious about a gap appearing in their taken images. The main
example of this were the participants from the SE/NF and the WE/NF groups, where despite
the images showing the existence of a gap in the environment, they did not perform further
exploration of that area.
The second question (On a scale from 1 to 10, how hard was it for you to control the
robot?) addressed the robot control perception of the participants. Fig. 5.12a illustrates the
answers of the participants by groups (NIP and IP) and Fig. 5.12b by performance groups.
A comparison between the answers from the NIP and the IP reveals that the robot control
seemed to be unrelated to the information delivered to them (two-sided Mann–Whitney test,
p-values = 0.9509).
Analysis from the groups shows that 64% of the NIP participants declared it was hard to
control the robots. Similarly, the IP participants had 65% of them declaring the same. This
suggests that overall, the robot control and interface understanding were independent of the
task and objectives given to the operators.
Table 5.5 Presents the percentage values of the participants responses regarding the robot
control question from four of the subgroups.
Subgroup Percentage Classification
Subgroup Global Easy Hard P−Value(0.05)
SE/F 24% 16.7% 83.3% 0.001
SE/NF 20% 20% 80% 0.010
WE/NF 22% 45.5% 54.5% 0.705
NE/NF 30% 53.3% 46.7% 0.738
The analysis of the performance groups (Fig. 5.12b) suggests that those participants who
were able to acquire strong evidence (SE) were more aware of the difficulty of the robot
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Fig. 5.12 Responses about how participants felt with the control of the robot (1 = Very Easy,
10 = Very Hard). a) All participants classified by response and group. b) All participants
classified by response and performance group.
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control. From Table 5.5 it is possible to see that a significant amount of participants from the
SE groups rated the robot controls as hard. On the other hand, the other two groups responses
(WE/NF and NE/NF) were somehow balanced. This encourages the conclusion that the more
understanding of the robot interface the operator possesses, the more conscious they are of
the control limitations and understand better the challenge to acquire SA.
Finally, the last question (On a scale from 1 to 10, how hard was it for you to understand
the robots’ environment?) addressed the perception that participants had in acquiring SA.
Different to the last question, a comparison between the answers from the NIP and the
IP reveals that the understanding of the environment might be affected by the information
delivered to them within the mission objective. Fig. 5.13a illustrates the answers of the
participants by groups (NIP and IP) and Fig. 5.13b by performance groups.
Overall, participants found the understanding of the environment hard (global response:
easy 30%, hard 70%). Nevertheless, there was a difference of opinion between the NIP
and the IP participants. While 76% of the NIP said it was hard for them to understand the
environment, only 59% of the IP expressed the same opinion. This could be caused by the
extra information regarding the hidden area, affecting the participants perception of their
own understanding and therefore, their opinion of their own SA.
Analysis of the performance subgroups (Fig. 5.13b) gave no significant differences except
for the NE/NF subgroup (see Table 5.6). The NE/NF group was composed of 30% of all
participants, where 73.3% declared that their understanding of the environment was hard
and only 26.7% said it was easy (two-sided Mann-Whitney test, p-value = 0.01281). This
suggests that this participants possibly felt lost and lacking of SA, adding difficulty for them
to understand the environment.
Table 5.6 Presents the percentage values of the participants responses regarding the environ-
ment understanding question from four of the performance groups.
Subgroup Percentage Classification
Subgroup Global Easy Hard P−Value(0.05)
SE/F 24% 33.3% 66.7% 0.118
SE/NF 20% 30% 70% 0.089
WE/NF 22% 36.4% 63.6% 0.225
NE/NF 30% 26.7% 73.3% 0.013
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Fig. 5.13 Responses about how participants rated their understanding of the environment (1
= Very Easy, 10 = Very Hard). a) All participants classified by response and group. b) All
participants classified by response and performance group.
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5.3.5 Example Trial
Fig. 5.14 presents a sequence of snapshots from a trial taken from one participant of group
“C”. This participant was successful in finding the hidden area. The collection of snapshots
present the positions of the robots, their orientations and the positions of the objects in
specific moments of the trial.
The sequence starts with the initial positions of the robots and the eight objects randomly
distributed through the arena (a). Note that from the eight objects, always two of them
are located in random positions inside the hidden area. Because of the object clustering
algorithm, the robots start grouping the objects into a common cluster (b). The operator
then starts searching for the hidden area by controlling one of the robots (c). The operator
finds the gap to the hidden area (d). The operator attempts to orientate the robots’ front in
the correct direction (e). The operator leads the robot into the hidden area (f). Finally, the
operator explores the newly discovered area (g-h).
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5.4 Summary
This chapter presented a distributed human-swarm interaction scheme in which operators had
the same lack of global situational awareness as in the previous study, and limited access to
information regarding the swarm task and the mission objective while aiding a swarm. The
operators had access to upgraded swarm controls with which they were able to monitor the
swarm and control one robot at a time. When given the first objective with basic information,
operators did not explore any better than the baseline swarm that lacked of any external
interaction.
Also, when given more information regarding the swarm task, the operators had no
significant improvement in their performance. However, we observed evidence suggesting
that when explicitly given a second objective, operators were able to explore the environment
without interfering with the swarm dynamic. This suggests that the effectiveness of the
human operator is mission dependant.
Finally, analysis of the participants answers and comments to the questionnaire suggests
that the explicitness of the information not only affects the operators’ performance, but also
part of their perception. Some NIP comments expressed that they felt that their contributions
to the swarm were not needed and had no impact at all. The perception of their own curiosity
level showed that despite them classifying themselves as highly curious, within the trials,
only those who were presented with explicit information implemented some exploration
strategies. Similarly, their own perception of how they understood the environment seemed
to be linked to the mission objective information. The operators’ perception regarding the
robot control turned out to be not related to any other factor leaving it totally dependent to
each of the operators own perspective.
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(a) After 0 seconds (b) After 35 seconds
(c) After 70 seconds (d) After 90 seconds
(e) After 110 seconds (f) After 125 seconds
(g) After 200 seconds (h) After 250 seconds
Fig. 5.14 Sequence of snapshots taken during a trial of a participant from group “C”. The
red dots represent the objects, the green dots represent the robots and the middle wall is
represented by the gray line in the middle.
Chapter 6
Conclusions
Swarm robotic systems are still not ready to interact with humans in real world environments.
This thesis approached and explored a crucial concept to aid in bringing these systems to
such point. It presents the effect that three different awareness levels have over the interaction
process that a human operator exerts over a swarm robot. This as an attempt to develop
the interaction techniques to be prepared for more realistic constraints that will be present
in the real world. The awareness constrains tested the operators’ performance through full
awareness, limited situational awareness and limited situational and task awareness. In
addition, this thesis presents the development and implementation of a GUI that had the
capability to overcome the interaction and awareness problems, however dependant of the
operators’ ability. Overall, we show that humans have the potential to learn how to interact
with a swarm robot, how to manage and manipulate multiple robots and how to work as a
team with a swarm system, with certain limitations. Furthermore, through all the chapters
we present the strengths and modifications that the GUI and the simulation environment had.
Chapter 3 presented a human operator with full awareness that gained control of a swarm
of robots. The interaction was applied to a cooperative transport task with physical robots.
The introduction of a fully aware operator to the swarm system made possible to dynamically
choose the goal location to which an object was going to be transported. Allowing the
operator to gain control over the swarm provided with required information so that it could
negotiate obstacles. The operator was able to compare between the usage of a hands-free
device (the Google Glass) and a portable phone (the Cubot C9+). As the robots had very
low communication requirements (no need to explicitly communicate with each other), the
operator was able to guide multiple robots of the swarm using simple commands. The
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operator guidance took effect via the portable device with a single leader robot. Yet, the
operator had enough influence over the entire swarm to provide positive global feedback and
direct the collective force such that the object would move in the desired direction.
Chapter 4 introduced the situational awareness constraint problem. It showed how the
human ability to process data, like global state information, better than the robots helped
the swarm to overcome problems through the interaction. With the proposed distributed
human-swarm interaction scheme, human operators had access to only local information
while aiding the swarm with an aggregation task in an environment with obstructions.
Operators who had access to global state information were able to help the robots to
complete the aggregation task successfully. However, when deprived of such global state
information, untrained operators did not perform significantly better than random interactions.
Nor did they exhibit a significant learning effect within three trials. Furthermore, operators
that once were given global state information did not demonstrate improved performance on
subsequent trials when being restricted to local information. This suggests no learning benefit
from having observed the global dynamics once. However, trained and expert operators
showed significantly improved performance. This improvement suggests not only that
training of operators had a positive impact, but that the task was solvable with the available
controls. These operators compensated the lack of global situational awareness with increased
requests for local sensory information while reducing the number of motion commands.
Expert operators performed nearly as well as the baseline performance of the autonomous
algorithm under ideal conditions, that is, without obstructions.
Finally, Chapter 5 introduced the task awareness constraint along with the situational
awareness constraint. This study showed the importance of providing the human operator
with explicit information regarding the mission objective and related tasks. Furthermore, it
identified a possible problem that might directly affect the motivation of HSI.
When extra information regarding the task or the environment was given to the operators,
they still did not perform better. This suggests that the operators were unable to identify
needed actions that were required to successfully complete the mission. It raises the question
of human interaction becoming futile if the operator is not able to identify required extra
actions that are needed to successfully complete the mission. Only when those extra actions
were explicitly mentioned as a second mission, were operators able to execute them and
understand their role in the team. Only then was the whole system (human and robots) able
to benefit from the interaction.
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In addition, there were some indications of the existence of neglect benevolence in all
studies. First, when the operator waited for the robots to push the object (Chapter 3) and react
to the different positions of the robot leader. Then, when trained operators (Chapter 4) waited
at the beginning of a trial for the swarm to converge and group into clusters. In this case,
interactions with the swarm were more beneficial as emerging clusters could be changed into
leader-follower formations more easily. Finally, when the informed operators (Chapter 5)
allowed the swarm to work while they performed other tasks, neglecting the object clustering
task. In this last case, teamwork arised between the human and the robots by covering more
tasks and ground simultaneously.
Overall, our findings suggest that exposure to global swarm dynamics does not necessarily
accelerate learning, neither for improving situational awareness nor for understanding the
swarm dynamics. In addition, learning to interact with a swarm through a distributed
interaction scheme that relies on local information requires training, even for simple tasks
and interfaces. We believe that the obtained results will contribute to the continuation
of development of better human-swarm robot interaction methodologies. However, the
results also reveal that there is still a lot of room for improvement, in order to develop
interfaces capable of dealing with real world applications. If these limitations are overcome,
swarm systems could be used in real disaster zones as rescue robots, as exploration teams
(space exploration, underwater, underground) in dangerous environments, or even as security
(surveillance or reconnaissance) distributed systems. Such interfaces should allow the human
operator not only to achieve better understanding of the robots environment, but of its own
duty as part of a team.
6.1 Future Work
This thesis has generated some new questions: What is the best way to combat the lack of
situational and/or task awareness? How should an operator be trained against task awareness?
How can the operator deal with the lack of explicitness? Which type of interaction is the
most reliable in non stable communication environments? Do human-swarm teams perform
better when limited to one operator or with multiple operators? Is the performance of the
interaction affected if shared with multiple operators? How will limited task awareness affect
a multi-human interaction scheme? The potential of human-swarm robot interaction can still
be expanded, nevertheless multiple challenges have to be tackled first.
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These questions are just a high-level glance that attempts to approach the human-swarm
robot interaction problem so that swarm systems can be used in real world applications. A
concrete next step for this thesis would be to explore the presented interaction techniques
with real robots. Moreover, the interaction technique could be validated with other platforms,
potentially with robots that are already used in the real world.
Finally, the next sections present some possible mayor upgrades to start addressing other
questions.
6.1.1 A Psychological Approach
The main focus of this thesis was on the interaction technique requirements and effects.
However, study of the impact that limited situational awareness and task awareness have
on a psychological level could provide with more insight on proper interface development.
Better understanding of the human side could improve further understanding of the awareness
effects on the operator self-perception and reactions to different problems and scenarios.
This type of reactions could be important, specially when a human operator in involved
with a robotic system in charge of rescue missions with high levels of stress and human lives
involved.
6.1.2 Speech Interaction with Limited SA
In Chapter 4 the limitation to the situational awareness of the human operator introduced extra
difficulties for them to interact with the swarm. The implementation of speech recognition to
the interaction scheme with the swarm while the operator lacks of the bird’s eye view could
benefit both sides. There are two major benefits that we can identify so far:
• Improve the performance of the interaction commands allowing the operator to worry
less about the interaction interface.
• Give more time for the operator to gain situational awareness.
Further work could focus on the interaction impact rather than on the hardware limitations
of the implementation. It would prove beneficial to understand and measure the real benefit
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of speech interaction with limited SA and if it improves the performance of the operator.
Specially if this could help the operator to achieve SA easier and faster than with other
interface designs.
6.1.3 Multi-user Interaction
Finally, in Chapter 5 the presented study involved multiple awareness constraints (situational
and task awareness). The lack of SA proved to be a problem that added complexity to the
TA problem. We have reason to believe that the addition of extra operators cooperating
simultaneously could lead to an improvement in the task understanding and management of
the swarm. As some operators gained SA faster than others, teamwork between operators
could lead to a faster understanding on the environment, simplifying the TA challenge.
Future work could focus on the implications of having multi-operators either with full
communication, partial communication or even no communication between them. This could
lead to further understanding of generic swarm interaction strategies.
6.1.4 Audio as Main Feedback Source
In Chapter 3 command of the swarm was allowed through speech instructions. Speech proved
to be a reliable method for the operator to deliver instructions to the swarm, but the feedback
was left untouched. Further exploration to use the audio channel as the main feedback source
could help the human operator improve the understanding of the robots’ perception of the
environment.
The implementation of auditive responses as feedback from the swarm would emulate
more closely how normal human-to-human interaction works. If these audio feedback could
also be mapped to 3D-audio, the feedback could not only give distance translated as intensity,
but also position in reference to the robot(s) providing these feedback. In theory, allowing the
human operator to not learn how to interpret the robots’ feedback through new interfaces and
instead focus on the swarm behaviour and task development could benefit the human-swarm
teamwork. Furthermore, it could improve the human fan-out and allow swarm systems to
increase in number of agents and increase the amount of potential applications.
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The developed interface for the portable devices had as objective to facilitate the interaction
between the operator and the leader robot. The complete code from the Google Glass
interface as well as from the mobile phone were developed in the Java environment. The
“Eclipse” compiler was used in both cases as developing interface. The next section presents
the main structure of the code where both software were based.
A.1 Code Structure
Both projects had the “MainActivity” class and the “MyBroadcastReceiver” class. The first
one being the main program manager and the second one in charge of managing the bluetooth
connections.
public class MainActivity extends Activity {
...
private class ConnectThread extends Thread {...}
private class ConnectedThread extends Thread {...}
...
}




Fig. A.1 Google Glass software architecture.
In addition, the Google Glass interface had another three classes. These additional classes
were needed as the interface was more complicated than the mobile phone one. It included a
set of extra capabilities, such as voice recognition and a specific graphical design.
A.2 Robot Commands
Once the operator established a connection with a robot, the operator is able to ask for a
“status report” by sending a simple byte command to it. The interface then sends a single
character command ‘r’ to the robot. It then answers back a set of characters in an specific
order. The current configuration is defined by a starting ‘X’, followed by a set of char byte
characters, each with a different meaning. The complete configuration word is composed of
4 bytes, being the first one always ‘X’, followed by the other three depending on the status of
the robot (see Table A.1):
Status Word Options
Position Option 1 Option 2
Second ‘L’ - Glass Remote Task ‘.’ - Collective Transport Task
Third ‘t’ - Active Task mode ‘.’ - Stand-by Mode
Fourth ‘m’ - Overdrive On ‘.’ - Overdrive Off
Table A.1 Possible characters combinations and meanings representing the status of the
controlled robot.
To illustrate this, an example word that the robot would answer after a “status report”
request from an operator could be: “XL.m"
Where ‘X’ is the initial char, meaning that the robot has sent a status word. Followed by
a ‘L’ meaning that the current task of the robot is the “Google Glass Remote Control Task”.
A.2 Robot Commands 125
The ‘.’ means that the robot is currently in “Stand-by mode”. Finally, the ‘m’ meaning that
the override is active.
Depending on the status of the robot, the operator has the possibility to command a set of
instructions. For example, when in Stand-by mode:
• Begin override mode: Ignore all IR remote input, therefore only serial input is effective.
• Stop override mode: Respond to IR remote input as well as serial input.
• Start task mode: Quit Stand-by mode and proceed to execute the current task.
• Stand-by mode: Return to stand-by mode and wait for instructions.
• Change task: Set the “Cooperative Transport” as current task to this.
• Change Task: Set the “Google Glass Remote Control” as the current task.
When executing the Cooperative Transport task:
• ‘n’: Stand-by mode - The robot will return to stand-by mode and wait for instructions.






• Turn on front LED
• Turn off front LED
• Send the feedback of the infrared proximity sensors data (#0 and #7)

Appendix B
Gossip Algorithm Theory and Mechanics
The original algorithm was designed as the Management Algorithm. Its main purpose
was to provide the operator with advanced capabilities to organize a robotic swarm. The
Management algorithm allows the operator to reassign subgroups of robots to different tasks
during run-time, and to verify the status of the robot swarm without requiring direct visual
contact with the swarm. The Gossip algorithm is the sub-program in charge of the verification
of the status of the robot swarm.
The Gossip algorithm allows the operator to verify the size of the current cluster to what
each robot belongs without requiring direct visual contact with the swarm. It also allows the
operator to read the leader robot sensors without the nearby robots moving. The commands
are given by the operator to a leader robot through wireless communication. The following
commands are available for the operator to use while controlling the Gossip algorithm:
• Change Host Orientation: The operator can rotate the robot orientation in any direc-
tion.
• Request Sensor Data: The operator can obtain data from the available sensors of the
robot.
• Request Count: The operator can request a count of robots belonging to the same
cluster group as the leader robot.
• Release Robots: The robots relay a “resume” message and perform their newly
assigned task.
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(a) (b) (c)
Fig. B.1 Example of robots counting (lines denote pairs of robots within communication
range). (a) Initially, only their own ID is in the list. (b) The robots include the IDs received
by their neighbors. (c) After a further iteration, each robot contains everyones’ IDs in their
list. Note that perfect communication is assumed. In practice, the e-pucks may be unable to
receive multiple messages simultaneously.
As soon as the Gossip algorithm is triggered, the leader robot stops its movement and
starts relaying the request to the local neighbour robots to stop as well. When the near robots
receive the request they also stop and relay the message as well. The same message is relayed
periodically to other robots that might enter into the communication range. By suspending
the movement within the group of connected robots, their connectivity can be maintained for
as long as the operator requires it.
B.1 Robots Count
The counting works if each robot has a unique ID. When the counting is triggered, the robot
creates a list of the IDs. Upon initialization, a robot’s list contains only its own ID. This
list of IDs represents the neighbours which are in a robot’s local cluster. The robot iterates
through its list and broadcasts each ID. Once reaching the end of the list, the robot starts over
again. Whenever receiving an ID, the robot adds it to its list if it is not already registered.
Figure B.1 illustrates the counting process for a group of four robots. At the beginning,
each robot has only its own ID. The list is updated when receiving messages from neighbour-
ing robots. Notice how robots 1 and 2 are not in communication range of each other, but are
both in range of robot 3. Robot 3 will pass the ID of robot 1 to robot 2 and vice versa, and
thus robot 1 and robot 2 will, after two iterations, also have each other’s IDs in their lists.
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B.2 Simulation Software
In a simulation platform, the Gossip algorithm can be simulated. Following, we present the
implementation of the counting function in C++:
i n t countLocalMembers ( MyEPuck * EPucks [ ] , i n t nRobots , i n t l e a d e r I D , boo l
P e r i o d i c ) {
i n t p =0 , c o u n t =1 ;
i n t c o u n t e d [ NumberOfRobots ] ;
f i l l _ n ( counted , NumberOfRobots , −1) ;
c o u n t e d [ p ] = l e a d e r I D ;
do {
f o r ( i n t i =0 ; i < nRobots ; i ++) { / / Check w i t h i n a l l i n i t i a l i z e d
r o b o t s . . .
i f ( d i s t B e t w e e n B o t s ( EPucks [ c o u n t e d [ p]]−> pos , EPucks [ i ]−>pos ) <=
MaxDist ) { / / Check f o r c l o s e r o b o t s w i t h i n a r a n g e . . .
i f ( f i n d ( b e g i n ( c o u n t e d ) , end ( c o u n t e d ) , EPucks [ i ]−> ge t ID ( ) ) ==
end ( c o u n t e d ) ) { / / I f doens ’ t e x i s t i n f o c u s e d a r r a y . . .
c o u n t e d [ j ] = EPucks [ i ]−> ge t ID ( ) ; / / Add f o r f u r t h e r
f o c u s . . .
i f ( P e r i o d i c ) {





p ++; / / Next f o c u s e d r o b o t . . .
} w h i l e ( p != c o u n t ) ;




























Group A with 17 participants .
(r)
Group B with 16 participants.
(s)
Group C with 17 participants.
Appendix D
Experiments Questionnaire
Fig. D.1 Questionnaire used in the experiments from chapters 3 and 4.

