We compute the best constants of approximation by entire functions of spherical type and by trigonometric polynomials of spherical degree on classes of functions f satisfying the condition k f L p 1, where p = 1 or 2 and is the Laplace operator.
Introduction
for p = ∞ and p = 1, see also [26, Section 5.5, 1, p. 241, 17, Sections 4.2 and 7.2, 4, Sections 7.4 and 11.4, 13] for generalizations and discussions. In particular, the constant E n,1 [W r ∞ ] ∞ was found independently by Akhiezer and Krein [2] and Favard [7] , while a nonperiodic analogue of this result was established by Krein [18] . Nikolskii [20] (see also [4, p. 215]) showed that
and using his method of dual relations [20] , it is easy to establish the following non-periodic analogue of (1.1):
2)
The problems of finding A ,m [K] 1 for some classes K of multivariate convolutions with integrable kernels, such as Bessel potentials and Gauss-Weierstrass and Poisson integrals were considered by the author in [9, 11, 12] . More recent results on approximation by entire functions of exponential type were obtained by Ditzian [5] .
In this paper, we discuss best constants of approximation by entire functions of spherical type and by trigonometric polynomials of spherical degree on some classes associated with the iterated Laplace operator. For a locally integrable function f, we define the k-iterated Laplace operator 
where
and 
The proof of the theorem is given in Section 3 and based on some properties of E 2k m discussed in Section 2. The proof of the following periodic analogue of Theorem 1 is given in Section 4.
(1. [10, 12] .
Remark 2.
Comparing relations (1.4) and (1.5) with (1.7) and (1.8), we see that for m 2 and p = 1 or p = 2,
It is known that this relation is valid for m = 1 and p = 1, 2, ∞ (see (1.1) and (1.2) for p = 1). We do not know if (1.10) holds for m 2 and p = ∞ as well.
In the paper, we use the following additional notation. Let E denote the characteristic function of E ⊂ R m . The direct and inverse Fourier transforms of a function or a distribution f are denoted by F(f ) and
Throughout the paper C is a positive constant independent of essential parameters. The same symbol does not necessarily denote the same constant in different occurrences.
The following two multivariate versions of the Paley-Wiener theorem are frequently used in the proofs.
The proof of this proposition can be found in [24, Theorem 3.4.9] .
Proposition 2. (a) Let h be a distribution supported in V ( ). Then both F(h) and F −1 (h) belong to B ,m and satisfy the growth estimates
for some constants C and N.
(b) Conversely, if g ∈ B ,m and g satisfies the condition 
Properties of E
, we give a more classical representation by replacing E 2k
The details are provided in the following two lemmas. Lemma 1. For 2 m < 2k, any ε > 0, and every A ∈ R 1 , the following statements hold:
such that the following relations are valid:
where N 0 is an integer and (
Proof. We first note that statement (a) follows immediately from (b). We also remark that it suffices to prove (b) for some fixed A = A * . Indeed, this is trivial for an odd m since in this case
If m is even and statement (b) is proved for some A * ∈ R 1 , then due to the identity E 2k
,ε is a radial infinitely differentiable function on R m and ε/2,ε (x) = 0 for |x| ε/2 and ε/2,ε (x) = 1 for |x| ε.
Next, it is known [15, Section 2.3.3] that there exists A = A * ∈ R 1 such that the Fourier transform of the tempered distribution E 2k m (x, A * ) for 2 m < 2k is
Then the function h := ε/2,ε F(E 2k m ) satisfies the conditions
Therefore, the inverse Fourier transform F −1 (h) satisfies the inequality 
2), and (2.3) follow from (2.6), (2.5) and (2.4), respectively.
Lemma 2. Let g ε (|x|) ∈ B ε,m be a function from Lemma 1. Then for every
belongs to B ε,m .
, we note that
is an integrable function with a bounded support. Next, it follows from (2.1) and (2.8) that g ε (|y|) and G ε (y) have polynomial growth on R m . Then by Proposition 2(b), the support of the distribution F(G ε ) belongs to V (ε). Therefore by Proposition 2(a), G ε ∈ B ε,m .
Next we compute A ,2 (E 2k
2 ) 1 , k > 1, where the explicit expression for E 2k 2 (x) = e 2k (|x|), x ∈ R 2 is given by
Here, A ∈ R 1 is a fixed number.
Proof. This consists of three steps.
Step 1: It follows from Lemma 1(a) that A ,2 (E 2k 2 ) 1 < ∞. Next by Lemma 1(b), there exists an even g ε ∈ B ε,1 such that
Since the function E 2k 2 (x) − g ε (|x|) is radial and integrable on R 2 , Theorem 6.1 in [14] shows that there is an even function Q ∈ B ,1 , such that for > ε,
This shows that the bivariate approximation problem is reduced to a univariate one in a weighted L 1 -space. Next, we have
, by (2.11). Indeed, the inequality
is trivial. Next let H ∈ B ,1 satisfies the equality
Without loss of generality we can assume that H is an odd function. Then H * (t) := H (t)/t ∈ B ,1 and we have
Thus (2.14) and (2.15) imply (2.13).
Step 2: Next we find the Fourier sin-transform of the integrable function te 2k (t) − tg ε (t). Namely, we prove that for |y| > ε,
Let S(R 1 ) be the Schwartz class of all rapidly decreasing functions on R 1 . Then for any h ∈ S(R 1 ) with its support outside of [−ε, ε] we have
where A * := B k (2k), (t) is the psi-function and the second integral in the right-hand side of (2.17) exists by (2.10). Next using Proposition 2(b) again, we have 19) where is the function defined on the right-hand side of (2.16). Thus (2.17), (2.18), and (2.19) imply the equality
Finally choosing h in (2.20) as a peak delta-like function from S(R 1 ) supported in the interval [y − , y + ] with 0 < < |y| − ε and letting → 0, we arrive at (2.16).
Step 3: Finally, we prove (2.9). It follows from (2.11) and (2.16) that the function (t) := (−1) k (te 2k (t) − tg ε (t)) satisfies the following conditions of the Sz-Nagy criterion [ 
Then for > ε,
Thus (2.9) follows from (2.12), (2.13), and (2.21).
Remark 3.
A general approach to Markov-type theorems in L 1 (R m ), m 2, for radial integrable functions was developed in [9, 11] . Note that the Sz-Nagy criterion cannot be applied for m > 2, and computation of A ,m (E 2k m ) 1 appears to be a difficult problem for m > 2. In addition, we remark that A ,2 (|x| ) 1 , > 0, was computed in [14, Theorem 6.2] similarly to the proof of Lemma 3.
Proof of Theorem 1
Proof of statement (a). Let f ∈ D k,m,1 . Then by Lemma 2, the following representation holds:
, and g ε ∈ B ε,1 is the function from Lemma 1. 
Therefore,
To prove the inequality 
is the integral modulus of continuity of F in the L 1 (R m )-metric. Therefore (3.4), (3.5), and (3.6) imply the inequality
3) follows from (3.7). Finally, (3.2) and (3.3) yield (1.4).
Proof of statement (b).
Let f ∈ D k,m,2 . Then using Lemma 2 and Proposition 1, we have for
|x|). Hence by (2.3), we get
A ,m [D k,m,2 ] 2 = (2 ) m/2 sup |x| |F( )(x)| = (2 ) m/2 −2k .
Proof of statement (c).
This statement follows directly from statement (a) and Lemma 3. Thus Theorem 1 is established.
Proof of Theorem 2
This consists of four steps.
Step 1: We first prove that f * ∈ D * k,m,p , 1 p ∞, 2 m < 2k, if and only if f * is a 2 -periodic convolution of the form
where P 2k m is the kernel defined by 
Therefore k f * = * , so f * ∈ D k,m,p . Note that representation (4.1) for f * ∈ D * k,2,p was given in [3] . Now statement (b) of the theorem follows from integral representation (4.1) and the Parseval identity. Since statement (c) is a direct consequence of (a) and Lemma 3, it remains to prove statement (a). The proof of this statement is given in Steps 2-4.
Step 2: We first consider the following 2b-periodization linear operator P b : 
In particular, the function (x) := E 2k m (x)−g ε (|x|) satisfies the conditions | (x)| C(1+|x|) −2m and |F( )(x)| C(1 + |x|) −m− 1 for all x ∈ R m and 1 := 2k − m > 0. Indeed, the first estimate is given in (2.2), while the second one follows from the construction of the function g ε (|x|). Namely, it was proved in the proof of Lemma 1 that 5) and F( )(x) is bounded for ε/2 < |x| < ε. Hence |F( )(x)| C(1 + |x|) −m− 1 for all x ∈ R m , where 1 = 2k − m. Therefore taking account of (4.5) and using (4.4), we have 6) where
is a trigonometric polynomial. In particular, (4.6) implies the relation
where T * ∈ T εb/ ,m . In addition, note that if b = and 0 < ε < 1/2, then (4.4) and (4.5) imply the identity
. Therefore by Proposition 1, we conclude that F(F n )(x) = 0 for |x| > n. This shows that the Fourier series of P F n (x) is the finite sum (2 ) −m
In other words, the P b -image of a convolution is a 2b-periodic one. It follows from (4.9) that
Step 
(4.13)
Further using (4.1), (4.8), (4.9), (4.12), and (4.13), we get
Furthermore, if F n ∈ B n,m is a function of best approximation to f − G ε in the metric of L 1 (R m ), then P F n ∈ T n,m (see Step 2) . Hence (4.14) implies that
Since f * is an arbitrary function from D * k,m,1 and f ∈ D k,m,1 , we get from (4.15)
It remains to note that for every f ∈ D k,m,1 , Step 4: Now we prove the lower estimate
We first set h 
Further, let us set for n > 0
Note that f * ,n and f * n are 2 n-periodic functions. In addition, note that the supports of [n 0 ] and are contained in Q n 0 /2 so the support of f is a proper subset of Q n for n > n 0 . Since by (4.9), f * ,n is the 2 n-periodization of f , we observe that
Next, it follows from (4.19) and (4.10) that for any n > 0,
Let T * n,m be the class of all 2 n-periodic trigonometric polynomials
. Then for small enough > 0 we get from (4.22)
Furthermore using the Nikolskii inequality [26, p. 231], we have
where C is independent of n. Next, we study some properties of f * n . We first note that choosing b = n in (4.7), we get for any ε ∈ (0, 1) Then (4.18) follows from (4.34) and (1.4). Finally, (1.7) is a consequence of (4.11) and (4.18).
