Ah artificial neural network (ANN) trained on highquality medical tomograms or phantom images may be able to learn the planar data-to-tomographic image relationship with very high precision. As a result, a properly trained ANN can produce comparably accurate image reconstruction without the high computational cost inherent in some traditional reconstruction techniques. We have previously shown that a standard backpropagation neural network can be trained to reconstruct sections of single photon emission computed tomography (SPECT) images based on the planar image projections as inputs. In this study, we present a method of deriving activation functions for a backpropagation ANN that make it readily trainable for full SPECT image reconstruction. The activation functions used for this work are based on the estimated probability density functions (PDFs) of the ANN training set data. The statistically tailored ANN and the standard sigmoidal backpropagation ANN methods are compared both in terms of their trainability and generalization ability. The results presented show that a statistically tailored ANN can reconstruct novel tomographic images of a quality comparable with that of the images used to train the network. Ultimately, an adequately trained ANN should be able to properly compensate for physical photon transport effects, background noise, and artifacts while reconstructing the tomographŸ image. structions will be of a quality comparable to the quality of the ANN training set images.
their wide acceptance, the quality of filtered backprojection reconstructions is often degraded by artifacts, attenuation, and scatter effects. TM Correction for attenuation and scatter effects in the reconstructed images is oflen used. However, iterative methods as well as compensatory techniques used in conjunction with filtered backprojection typically have high computational costs. 12, 13 In this paper, we show that an artificial neural network (ANN) trained on filtered backprojection reconstructions can interpolate between images in the training set and accurately reconstruct nontraining set images, referred to as novel images, that are equivalent to those produced by the filtered backprojection algorithm. In addition, we introduce a method of deriving statistically tailored activation functions that, used in combination with a backpropagation ANN, can produce high-speed SPECT image reconstructions with statistical error content comparable with that found in the images used to train the neural network. Based on the work presented here, we ultimately hope to show that ah ANN trained on highly accurate, iteratively reconstructed images or on phantom images can learn the planar data-to-tomographic image relationship and can subsequently produce novel reconstructions with an accuracy comparable with that achieved with high-cost computational methods, but in a fraction of the time required with those methods.
The backpropagation ANNs that we will use here are often referred to as mapping neural networks because of their ability to learn difficult functions or functional relationships that are otherwise hard to evaluate. 14 ANNs have been shown to be useful in SPECT and x-ray image diagnostics, 15,16 image segmentation, 17 electrical impedance tomography, TM anda variety of other medical applications. [19] [20] [21] [22] The advantages of SPECT image reconstruction with an ANN are two-fold: first, a trained ANN can generate a reconstructed image from the planar projections in a few seconds, even on simple serial computers; second, the novel image recon-structions will be of a quality comparable to the quality of the ANN training set images.
Once the ANN is trained for image reconstruction, novel planar data need only be fed forward through the network to quickly generate the reconstructed image at the outputs of the ANN. However, backpropagation training of a neural network is a rather inefficient descending-hiU search algorithm. 23, 24 The inefficiency in training an ANN stems from the thousands or often several thousands of iterations that the training set data must be presented to the network before it sutficiently learns the input-output relationship. Consequently, while a trained ANN can perform image reconstructions quickly and simply, the one-time training process itself can be very time consuming and may be impractical when very large network architectures are used, or problems requiring large training sets are attempted.
Fortunately, we have taken advantage of the parallel nature of the neural network by implementing the ANN on a parallel computer. The MasPar MP-2 is a single-instruction multipledata massively parallel system that is composed of a 64 x 64 interconnected mesh of processing elements (PEs). The functions of nodes in each layer of an ANN distributed on the MP-2 can be executed simultaneously by dedicating a PE to execute the processes of one node in each layer of the network. This greatly improves the time in which an iteration of the ANN training set, or training epoch, can be performed.
In previous work, we and others have shown that image reconstruction with a backpropagation ANN is feasible, 25,26 and that better generalization and faster training could be achieved with a uniformly distributed, three-phase activation function versus a standard sigmoidal activation function. 27 In the latter work, we speculated that the optimal activation function for ANN image reconstruction might be related to the probability density function (PDF) of the ANN training data. We propose and empirically test this hypothesis by comparing the ability of identical ANN architectures to generate 64-• 64-pixel reconstructions of SPECT images using standard sigmoidal activation functions, and statistically tailored activation functions. We contend that the statistically tailored activation functions, in conjunction with the backpropagation training algorithm, will prove to be the superior transfer functions for the network nodes both in terms of the ANN's ability to learn the reconstruction function from the training set images and to generalize its knowledge for novel image reconstruction.
BACKGROUND: BACKPROPAGATION NEURAL NETWORK

Forward Propagation
The three-layer, fully interconnected ANN architecture used for image reconstruction in this work consists of 4,096 input nodes to handle the sixty-four 64-quadrant planar data, 4,096 output nodes to produce each 64 x 64 slice reconstruction, anda user-selectable number of hidden-layer nodes, as seen in Fig 1. The input layer performs no operation on the data but rather distributes the data vŸ interconnections to all nodes in the middle, or hidden, layer. Each value sent across an interconnection is weighted. The weights associated with the interconnections are the parameters adjusted during training and consequently, represent the knowledge possessed by the ANN. Each node in the hidden layer and output layer sum the values received from interconnections and then on the where oLi+l, k = g (Ej Xi,j Wi,j) for the kth node in layer i + 1; xi,j is the output of thejth node in the previous layer i; w~j is the weight associated with the interconnection from the jth node in the previous layer i; g is the gain adjustment of the summed input value;/3 is the gain value of the function; and 0 is the output bias that shifts the zero point of the function.
The ANN training set from which the ANN learns the input-output function must adequately represent the mapping domain of the functional relation. 29 This means that the training set data must closely approximate the PDF of the output space. The training data are normalized into a 0.1 to 0.9 range because the activation functions are asymptotically limited between 0 and 1. Normalization of the data allows the network to train to values at the extremes of the output range without having to drive the network outputs into saturation.
Error Backpropagation
The ANN training set is made up of (Xi, Yi) data pairs in which Yi is the known functional output associated with the input vector Xi. In the course of a training iteration, the output produced by an input vector that has been ara used bu the hidden-lau and output-lau nodes. The ANN training set data is Wpicallu normalized between 0.1 and 0.9 so that outputs near 0 and 1 can be attained bu the network without having to drive the output nodes into saturation.
forward-propagated through the network is subtracted from the expected output vector. This output difference is backpropagated through the network to make interconnection weight adjustments, thus minimizing the network error. 29 For this study, the measured error in the networks capaeity to accurately recall training set data is calculated as the root-mean-square (RMS) error, C:
where J is the number of nodes in the output layer; N is the number of patterns in the training set; Dn,j is the expected jth output-layer node value for the nth training set pattern; and Y,d is the actual jth output-layer node value for the nth training set pattern.
The output vector in this study, is the reconstructed image associated with the planar view inputs. The error in the reconstruction is calculated for each node in the output layer by subtracting the actual output from the expected output where wi,j otd is the present weight value of the interconnection ffom thejth hidden node to the ith output node and wi, jpre~io~s is the interconnection weight value before being adjusted to
Wi, j old"
To adjust the weight values of the interconnections between the hidden layer and the output layer, we define ~ in equation 3 as the error difference in the ith node, (d i -Yi), multiplied by the associated value of the activation function derivative.
where, for the sigmoidal activation function shown in equation 1,
Old interconnection weights are adjusted so as to minimize the error between the expected output di and the actual output Yi in equation 3. The error value is multiplied by a learning rate, Instead of using the difference between the expected and actual value of the associated output node, the error associated with a hidden node is the error in the entire output vector weighted with respect to the interconnection weights from that particular hidden node (E [dk -Yk])-Again, the input-to hidden-layer interconnection weight adjustments are a function of the derivative of the hidden-layer node activation function, f'(xi).
MATHEMATICAL METHODS
The backpropagation ANNs used here consist of three layers of nodes. The importance of a three-layer network versus a one-or two-layer network is that we know an ANN solution exists even if the function being mapped is discontinuous. 29 When an ANN trains to a mŸ there is no way of knowing whether the network has reached a local minimum, a global minimum, or a large, low-gradient plateau. 24 Often, if the minimum error to which the ANN is trained is not acceptable for the intended application, a new set of initial weight values is selected and training is restarted.
As mentioned in the previous section, the nodes in a standard backpropagation ANN use a sigmoidal activation function. We also noted that the backpropagation neural network is very adept as a classifier when using a sigmoidal activation function and its derivative. During training, the bell-shaped derivative, as used in the delta rule and generalized delta rule in equations 4 and 6, produces large changes in the interconnection weights associated with outputs around 0.5. As the output of a node approaches either 0 or 1, the changes in the interconnection weights to that node become smaller, and the network becomes more stable. Unfortunately, when training outputs that ate continuous in the normalized 0.1 to 0.9 output range, the network tends to become unstable and oscillate about expected output values near 0.5. However, because we assume the training set data is a good representation of the mapping to be learned, the PDF of the data should provide good estimates of the input range PDF and the output domain PDF, and consequently, be utilized to improve ANN training over a continuous range of outputs.
The key characteristic of a good output layer activation function is one that will allow easy training across the continuous range of values and increase the stability to the network as it learns. We contend that an activation function equal to the integral of the inverse estimated PDF for each output node, as in equation 7, should provide a better training response by the network.
where z(xi) is the estimated inverse PDF for the ith output node based on the distribution of the nodes training set data values.
For the demonstration of SPECT image reconstruction in this report, a common activation function is used for all output nodes: 
Ideally, each output node activation function is derived from the estimated PDF obtained from the training set data for each output node. The single activation function used here is based on the estimated PDF of all pixel values of the tomograms in the ANN training set (see Fig 3) . We determined that this was an acceptable approximation of the output layer activation functions because the intent of the application in this report is to show the attainable improvements in ANN performance with a statistically tailored activation function versus a standard sigmoidal activation function. Also, we will save considerable time in not having to derive activation functions for all 4,096 output nodes if the performance of a common activation function is good enough for the application at hand.
A graph of equation 8 and the three arc tangent functions that comprise the output layer activation function are shown in Fig 4. This activation function shows that by integrating the inverse PDF, an asymptotically increasing function with a greater range of inputs to the most expected outputs is generated. This means that the most frequently occurring output values are far more accessible in the activation function than the more rarely occurring values. Asa result, during training, the ANN can better distinguish between the most frequently encountered output values. The theory behind this selection of output-layer activation functions is also supported by the effect on training of the activation function derivative, or the inverse PDF, in the delta rule. As the network trains, the majority of values converge to the expected value range of the activation function, driven by large values of the derivative function. As the common values reach the expected output range, the activity of the derivative functions in the adjustment of weight values decreases and the network stabilizes. The reduced activity in weight adjustments also allows the network, during additional training, to distinguish between output values without experiencing large oscillations, as often seen with a standard sigmoidal function and derivative.
On the other hand, an activation function derived from integrating the estimated PDF of the training set input vectors is best suited for the hidden layer. (9) Each node of the hidden layer receives a weighted sum of all elements in the input vector. Accordingly, the input vector whose sum falls in the mostly densely distributed part of the PDF, as shown in Fig 5, will occupy a larger portion of the output range than a less frequently encountered vector sum, (see Fig 6) . By delivering a broad range of values from the dense areas of the input sum PDF to the output layer, the output nodes have a better capacity to distinguish between closely distributed outputs, and thus, should provide a better ANN model for training and generalizing.
Each of the statistically tailored activation functions are composed of the sum of three sigmoidal functions. The combination of three functions proved sul¡ to approximate the cumulative distribution functions (CDFs) of the SPECT training set data used in this study. Exact fits to the training set CDFs are not necessary because they themselves ate approximations of the actual CDFs. We also expect that any discrepancies in activation function approximations will be compensated for through ANN training. We have used sigmoidal functions to retain the training advantages of using the S-shaped sigmoidal, nonlinear elements, which have been shown to provide superior generalization capabilities to linear and polynomial functions. 23,29 In addition, we maintain a link to organic cerebral neurons that show a natural sigmoidal relationship between the input wave density to a neuron and the output pulse density of a neuron.30
We have previously described how a standard backpropagation ANN with a sigmoidal activation function is adept as a classifier network. This example also provides a good argument for using the statistically-based activation functions we have proposed here. As can be seen from Fig 2, the sigmoidal function derivative is essentially the inverse distribution of the expected outputs fora classifier network because only values of 1 and 0 are typically desired from the network. For the hidden-layer nodes, the sigmoidal derivative approximates a Gaussian distribution. Because each node in the hidden layer receives a weighted sum of all the inputs, this is probably a good estimate of the input data distribution, particularly for problems where the inputs, like the classifier output, ate binary. Consequently, the sigmoidal activation function and derivative are well suited for training problems for which the expected output node values are binary. Because each output node in the SPECT reconstruction ANN must be readily trainable across a continuous range of outputs, the standard sigmoidal ANNs are not expected to perform as well as the ANNs with statistically tailored activation functions.
RESULTS
SPECT Training Set Data
Cardiovascular SPECT images were used to train the neural networks and to test the trained ANN's ability to reconstruct novel 64-x 64-pixel images. The planar view images were each two-dimensionally filtered using a Butterworth filter with a critical frequency of 0.5 cycles/cm and a power factor of 15. The transverse image slices were then reconstructed using conventional filtered backprojection.
The ANN training set consisted of every other slice of a 16-slice cardiac SPECT image, and the 64 planar views of each image slice. The SPECT images not used in the training set were used to determine each trained ANN's ability to accurately reconstruct novel tomograms from their associated planar data. The novel reconstructions can then be compared with those attained from the Butterworth filtered backprojection algorithm, to determine if the quality of the ANN reconstructions is directly associated to the quality of the training set images. In addition, a second series of fifteen cardiac SPECT images were used to test the extent of the ANN's ability to reconstruct images uncorrelated to the small eight-image training set.
Activation Function Evaluation
Four architectures with randomly selected hidden-layer sizes were constructed to evaluate the training and generalization capabilities of the statistically tailored activation function ANNs versus the standard sigmoidal activation function ANNs. Each architecture, using the two activation function types, were trained for 2,000 iterations on the eight SPECT image training set. The minimum root mean square (RMS) errors attained by each network are listed in Table 1 . In each case the statistically tailored ANNs trained to a lower RMS error than their counterpart standard sigmoidal ANNs. An RMS error versus training epoch comparison of the statistically tailored ANN and the standard sigrnoidal ANN with 4,096 • 484 x 4,096 architectures is shown in Fig 7. ALS was the case with all architectures, the standard sigmoidal ANN initially trains quickly and then plateaus, whereas the statistically tailored ANN RMS errors were attained in 2,000 training epochs for the four architectures and the two activation function types. For each architecture, the neural network using statistically tailored activation functions trained to a Iower RMS error than any of the ANNs using the standard sigmoidal activation function. The hidden-layer size for each architecture was arbitrarily chosen. trains slightly slower in the first few hundred iterations, but then continues past the standard sigmoidal plateau, where it eventually plateaus at an RMS error of approximately 0.009.
A more critical measure of the ANN's reconstruction capabilities is in the trained ANN's ability to accurately reconstruct novel images. The best RMS errors achieved by each trained ANN on the eight SPECT images not used to train the networks are listed in Table 2 . Here RMS errors were attained by each ANN architecture reconstructing the eight novel images. Each statistically tailored ANN was able to reconstruct the eight first-patient tomograms with less error than the same architecture standard sigmoidal ANN. Upon visual inspection, only the statistically tailored ANNs with 484 and 625 hidden nodes produced images that accurately represented the features of the novel images.
again the statistically tailored ANNs significantly outperformed the standard sigmoidal ANNs. For the 4,096 • 484 • 4,096 architecture, the statistically tailored ANN reconstructed the novel images with less than 0.0094 error from the expected Butterworth-filtered backprojection reconstructions. No standard sigmoidal ANN could reconstruct the novel images with less than 0.014 error. A comparison of the generalization ability of a statistically tailored ANN and standard sigmoidal ANN during training is shown in Fig 7. In both instances, the generalization ability of the networks initially follows the RMS error of the training set. However, after reaching the minimum RMS error, the generalization ability of the standard sigrnoidal network decreases with additional training because the network begins to memorize the training set and, thus, recalls training set reconstructions when presented with novel planar data inputs. However, for the statistically tailored ANN the generalization ability of the ANN continues to improve, even after it appears to begin memorizing. The second patient planar data set was reconstructed by the best of each type of ANN to determine the extent of their reconstruction abilities, given the limited single-patient scope of the training set. The 15-tomogram set was reconstructed with 0.035686 RMS error by the statistically tailored ANN and to 0.072034 RMS error by the standard sigmoidal ANN. For each type of network, the 484 hidden-node architecture was used.
DISCUSSlON
The results of Tables 1 and 2 show that the statistically tailored neural network clearly outperforms the standard sigmoidal ANN. A1-though the RMS error differences between the two network types appear small, these numbers can be deceptive. The difference between the images reconstructed with 0.008619 error and the images reconstructed with 0.013911 error is significant. As seen in Fig 8, the statistically tailored ANN novel image reconstruction is a very accurate representation of the expected image, and not merely a reproduction of a training set image. On the other hand, the standard sigmoidal ANN reconstruction of the same novel image is lar less representative of the expected image, and possesses many of the features of the closed training set images. Even though the two reconstructions of the same novel image differ by less than 0.01 RMS, that 0.01 is significant because the cardiac portion of the 64 x 64 image is small. As a result, the statistically tailored ANN is able to generalize its knowledge attained during training to more accurately produce high-quality reconstructions.
The statistically tailored neural networks proved to be a superior backpropagation ANN method for SPECT image reconstruction when compared with the standard sigmoidal backpropagation ANNs. Each statistically tailored ANN trained to a significantly lower RMS error than the same architecture standard sigmoidal ANN. In addition, all four statistically tailored ANNs achieved RMS errors lower than the best standard sigmoidal ANN. Furthermore, the standard sigmoidal ANNs tended to reach a plateau at the minimum RMS error in approximately 1,000 training epochs, whereas the statistically tailored ANNs, which also reach a plateau at approximately 1,000 training iterations continued to improve slowly over the next 1,000 iterations, as seen in Fig 7. Likewise, the statistically tailored ANNs showed excellent generalization capabilities. Again, the statistically tailored ANNs reconstructed the novel image set to much lower RMS errors than the standard sigmoidal ANNs with the same architecture. One surprising, and potentially invaluable, characteristic of the statistically tailored ANNs is seen in Fig 7. The figure shows that the standard sigmoidal ANN reaches a minimum generalization RMS error in 1,100 training epochs, and then gradually gets worse with additional training. This is a common and usually expected characteristic of the backpropagation ANN. 28 However, the statistically tailored ANN, after appearing to lose its generalization ability at 1,500 training epochs as shown in Fig 7, quickly recovers, and by the two-thousandth training epoch, the novel images set RMS error and the training set RMS error are practically identical. Perhaps the loss in generalization was a consequence of the training set RMS error dropping to a lower plateau at the 1,500 training epoch mark. Note however, that for the two training set RMS error plateaus in the 1,000 to 2,000 training epoch range, the generalization RMS error improves with additional training. If this is indeed a characteristic of the statistically tailored neural network, then overtraining of a network is much less likely to occur. Thus, the generalization RMS error need not be as closely monitored during training.
Of the four ANN arehitectures trained, one network was able to reconstruct the novel image set with less than 0.01 RMS error, and one network reconstructed the novel image set right at 0.01 RMS error. As was shown by Fig 8, a reconstruction with 0.008712 RMS error is an accurate and valuable image, but with 0.014341 RMS error, the same image may not accurately represent the expected image. Even with the statistically tailored ANN there is no assurance that the selected hidden-layer size for an ANN is trainable to an RMS error below 0.01. Undoubtedly, the optimal ANN architecture for reconstructing every slice of a completely novel SPECT sean will differ from the best architecture presented here. However, a dynamic node architecture (DNA) method has been developed 31 and applied practically 32 that guarantees finding the optimal architecture for a given training set. Whether a DNA neural network for image reconstruction can be trained in a reasonable amount of time on a paralM computer is yet to be determined.
The reconstruction of the uncorrelated second patient images was not of the same high quality as the first novel image set. This was not unexpected given the limited size and scope of the training set. This shows some of the future aspects of ANN SPECT that need to be addressed before a clinically viable image reconstruction neuraI network can be produced. However, given the greater error in the second patient reconstructions, the statistically tailored ANN did show a propensity for properly reconstructing the images in the regions of the 64 x 64 tomogram that were trained across a broader range of pixel values. This was particularly true in the region of the tomograms where the first patient heart was located.
CONCLUSlONS
In the introduction we speculated that a properly trained neural network could produce novel image reconstructions of a quality comparable with that of the images used to train the network. The results we have presented have verified that hypothesis. In Fig 8, a filtered backprojection reconstruction of the novel image, without the two-dimensional Butterworth filtering of the planar data, was included to reinforce our hypothesis. Because the network was trained on images with prefiltering, the network essential learned to perform the Butterworth prefiltering of the planar data and reconstruct a tomogram on the basis of that data. Likewise, an ANN trained on reconstructions produced via a statistically more accurate method, can produce novel images of comparable quality, and in a fraction of the time.
Two potential limitations of this reconstruction method are in the orientation of the planar data and the ultimate size of the ANN training set. The first limitation involves determining how well the neural network can handle planar data that does not begin a sean at the same relative location to the patient. Ir this is in fact a problem the ANN cannot handle, the data may be repositioned before ANN reconstruction to alleviate the neural networks problem. The second potential limitation deals with the scope of the ANN's generalized knowledge. For example, can a network trained exclusively on normal cardiac SPECT images accurately reconstruct abnormal images? As shown with the second patient image set, the ANNs will need a much larger training set to achieve all image reconstruction capabilities. But if the training set must have an example of every cardiac anomaly to produce accurate reconstructions, the training set will be impractically large. However, the results presented here show that an example of every slice of a full SPECT image is not needed in the training set for the ANN to accurately reconstruct novel slices.
Improvements to the RMS error results could have been obtained in several ways, such as reducing the 64 x 64 inputs and outputs to the actual 64-pixel diameter circular gamma camera field of view. However, our goal was to show that a statistically tailored backpropagation neural network could accurately produce novel SPECT image reconstructions, and this was achieved without the aforementioned improvements. In addition, we were able to show that the ANNs can interpolate between images to accurately reconstruct novel images. The next step will be to show that the networks can interpolate between pixel values in the 64 • 64 tomograms so that any possible tomogram can be accurately reconstructed.
Future work will strive to overcome the aforementioned potential limitations of ANN image reconstruction, and to determine if a neural network can correct for scatter and attenuation effects in its reconstructions. The nonlinear nature of neural networks may enable them to compensate accurately for nonlinear sources of error, such as attenuation. Ultimately, the speed and trainability of neural networks for image reconstruction may prove them to be valuable tools for clinical applications. 
