Abstract. We establish variation and oscillation inequalities for convolution products of probability measures on Z.
1. Preliminaries 1.1. Introduction and definitions. Oscillation and variation inequalities were first used in the ergodic theory context by Bourgain [3] as a means of establishing a.e convergence on a dense set of functions. These results were extended in [4] . The study of oscillation and variation inequalities for operators µ n f (see definition below) where µ n is the nth convolution of a probability measure on a locally compact abelian group were studied in [5] . In this paper we study oscillation and variation inequalities for operators µ n f where µ n is the convolution of not necessarily distinct probability measures on Z. Definition 1.1. Given a set of real numbers {x n } n∈I , where I is a countable index set, define its variation ρ norm by where the supremum is taken over all possible sequences n(1) ≤ n(2) ≤ · · · and each n(j) ∈ I .
Unless otherwise noted, we assume that I = Z + . In case I = {n : n k ≤ n < n k+1 } for a subsequence n k , we will write x n : n k ≤ n < n k+1 v(ρ) . We also define the oscillation norm of a sequence {x n } n∈I . Definition 1.2. Given an increasing sequence of positive integers {n k } ∞ k=1 , define the oscillation norm of a sequence of numbers {x n } ∞ n=1 by
We will be studying the variation and oscillation of operators given by sequences of convolution products of measures on Z, where the convolution of two probability measures ν 1 and ν 2 on Z is given by ν 1 * ν 2 (k) = Definition 1.3. Let (X, Σ, m) be a probability measure space and T : X → X be an invertible measure preserving transformation, i.e m(T
is a sequence of probability measures on Z we let µ n = ν 1 * · · · * ν n and we define µ n f for f ∈ L 1 (X) by
A few more definitions are essential before we state our main result. Definition 1.4. A probability measure µ defined on a group G is called strictly aperiodic if and only if the support of µ can not be contained in a proper left coset of G. 
where x is some fixed member of X.
Our main result is the following.
Theorem 1.7. Let (ν n ) be a sequence of strictly aperiodic probability measures on
, ∀n > N 0 and t ∈ [−1/2, 1/2). Let µ n = ν 1 * · · · * ν n , then for 2 < s < ∞ the following inequalities hold
Remark 1.8. If we assume that the second moments are uniformly bounded then condition 3 follows from Theorem 3.3 of [6] .
a n k = 0 0 otherwise where 1 > a n > 0 and a n → 0 fast enough so that ∞ n=1 a n > 0. Then, using an argument similar to that in [1] one may show that the sequence µ n f does not converge a.e for some f ∈ L ∞ . Of course the sequence ν n (k) does not satisfy the condition sup n sup α,β ν n (βZ + α) ≤ ρ while it does satisfy the condition m 1 (ν n ) ≤ a.
Properties of variation norms.
Proposition 1.2.1 (Properties of the v(ρ)−norms).
For a proof see [4] .
1.3. Proposition 1.3.1 and proof of (3) in Proposition 1.3.1. As in [5] we establish our main result by considering two related inequalities. Proposition 1.3.1 ties these inequalities together to produce the result of Theorem 1.7. This section deals with the proof of condition (3) of Proposition 1.3.1. Condition (3) is established in Theorem 1.3.3 and it relates µ 4 k f to its symmetrized version λ 4 k f , where
Proposition 1.3.1. Suppose that the following inequalities hold:
Proof. The proof is similar to the proof of Theorem 4.4 in [5] .
The inequalities in the assumption of Proposition 1.3.1 are proved in Theorems 1.3.3 and 1.4.1. The first inequality relates µ n f to a symmetrized convolution product λ n f , while the second inequality examines the variation of µ n f over finite intervals of integers.
Let (ν n ) be a sequence of strictly aperiodic probability measures on Z with finite second moment such that
where a i = cm 2 (ν i ) for some uniform constant c.
Let (ν n ) be a sequence of strictly aperiodic probability measures on Z such that 
Proof. Note that
A standard technique known as the Calderón Transfer Principle ( [2] ) allows us to establish
for all f ∈ L 2 (X) and for some constant K, by showing that
for all f ∈ l 2 (Z) for the same constant K.
By Parsevals' identity
Note that by the assumptions and Lemma 1.3.2 for ρ > 1 we have that
, and the claim follows for some constant K.
1.4.
Proof of (4) in Proposition 1.3.1. Conclusion of proof, of main theorem.
Theorem 1.4.1. Let (ν n ) be a sequence of strictly aperiodic probability measures on Z such that
There exist a constant C and an integer N 0 > 0, such that |ν n (t)| ≤ e −Ct 2 , ∀n > N 0 and t ∈ [−1/2, 1/2) and µ n = ν 1 * · · · * ν n , then
Following notation in [4] we will denote by S the two norm of a sequence, i.e
Additionally we will let K n = µ n − µ 4 k−1 for 4 k−1 ≤ n < 4 k . With this notation we are trying to prove
and χ j (t) = χ Ej ({sgn(t)}(t − ⌊t⌋)), where χ j (t) is seen to be the one-periodic extension of χ Ej . For j ≤ 0 let χ j (t) = 0. k−1 ≤ n < 4 k let K j,n denote the sequence whose Fourier transform satisfieŝ 
Furthermore the above inequality is true if
Proof. To show that S commutes with the two norm, we observe that
Therefore setting
Thus it suffices to prove that
(1) For every j and n we have
(2) For every j and n, if
Proof.
(1) Note thatK j,n (t) = 0 if and only if 2
Let k ∈ Z + and j ∈ Z. We will let
and the points
Definition 1.4.8. With the notation above define the operators A n by A n = K j,αm−1 where α m−1 ≤ n < α m .
Proof. For fixed k using the third property as described in Proposition 1.2.1 for ρ = 2 we have that
By Parseval's formula, we have that
using Lemma 1.4.7 and noting thatK j,αm (t) is non-zero only if t ∈ I j,k , the above is
In the last step we have used the fact that N ≤ 3·4 |j| . Summing the above estimate in k we obtain
which by Parseval's formula, implies the following bound
We need only prove that S( A n f − K j,n f :
k−1 ≤ n < 4 k and k ≤ |j|, we assume that k > |j| and hence
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For fixed m we have
If we put the above two estimates together, take the 2−norm and use that S commutes with the 2−norm, we get |K j,n (t) −K j,n+1 (t)| 2 |f (t)| 2 dt , by Lemma 1.4.7 and noting thatK j,n (t),K j,n+1 (t) is non-zero only if t ∈ I j,k ,
Summing the above estimate in k we obtain,
which, by Parseval's formula, implies the bound S( A n f − K j,n f : 4 k−1 ≤ n < 4 k ) ≤ C 4 |j|/2 f 2 and the claim has been proved.
In summary, inequalities (3) and (4) of Proposition 1.3.1 combine to give Theorem 1.7, the main result of this paper. Inequality (3) is proved by Lemma 1.3.2, while (4) is proved by combining Lemmas 1.4.6, 1.4.7, 1.4.9 and 1.4.10.
