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Atmospheric Dynamics in High Obliquity Planets
Lobo, A. H. & Bordoni, S.
California Institute of Technology
Abstract
Ongoing discoveries of terrestrial exoplanets and the desire to determine their
habitability have created an increasing demand for studies of a wide range of
climatic regimes and atmospheric circulations. These studies have, in turn,
challenged our understanding of our own planet’s atmospheric dynamics and
provided new frameworks with which we can further our understanding of plan-
etary atmospheres. In this work, we use an idealized moist general circulation
model in aquaplanet configuration to study the atmospheric circulation of ter-
restrial planets with high obliquities. With seasonally varying insolation forcing
and a shallow slab ocean as a lower boundary, we emphasize seasonal phenom-
ena that might not be captured in simulations with annual-mean forcing and
that might involve nonlinear behaviors. By progressively increasing obliquity,
we explore the response of the large-scale atmospheric circulation to more ex-
treme seasonal cycles and a reversed annual-mean equator-to-pole insolation
distribution, and its impact on the energy and water cycles. We show that
for high obliquities, the large-scale atmospheric circulation and the meridional
energy transport are dominated by seasonally reversing broad cross-equatorial
Hadley cells that transport energy from the summer to the winter hemisphere
and significantly mitigate temperature extremes. These overturning cells also
play a major role in shaping the planet’s hydrological cycle, with the associated
ascending branches and precipitation convergence zones becoming progressively
broader and more poleward shifted into the summer hemisphere with higher
obliquities. While not embedded within the Hadley cell ascending branches, the
hot summer poles of high obliquity planets experience nonnegligible precipita-
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tion during and at the end of the warm season: during the summer, lower-level
moist static energy maxima at the summer poles force locally enhanced con-
vective activity. As temperatures rapidly drop at the end of the summer and
convective activity decreases, the water-holding capacity of the atmosphere de-
creases and water vapor stored in the atmospheric column rapidly condenses
out, extending the duration of the summer pole rainy season into the corre-
sponding autumn. Our study reveals novel understanding of how atmospheric
dynamics might influence a planet’s overall climate and its variability.
Keywords: Planetary Atmospheres, High Obliquity, Habitability
1. Introduction
The recent surge in exoplanet discoveries and the promise of improved detec-
tion limits in the near future have inspired a new wave of research in planetary
climate. It is now necessary to consider a much larger range of possible orbital
parameters, and surface and atmospheric conditions than what was previously5
seen in studies of our solar system’s rocky planets. Yet, this must be done
while working with a drastically smaller dataset for each planet. Models of
different complexity have hence provided a fundamental tool to further our un-
derstanding of atmospheric behavior of these planets under a wide range of
physical and dynamical regimes. These include studies such as Del Genio &10
Zhou (1996), Merlis & Schneider (2010), Faulk et al. (2017) and many others
summarized in the review paper by Showman et al. (2013). Idealized models
have proven particularly useful because they allow for investigations of the fun-
damental mechanisms controlling climate without requiring specific knowledge
about the atmospheric composition and chemistry.15
Earth is, of course, the most extensively studied terrestrial planet and we
would benefit from extrapolating what we know about our planet to those newly
discovered. However, we still struggle to disentangle the impact of dynami-
cal, thermodynamic and boundary layer processes on Earth’s large-scale atmo-
spheric circulation. For example, predicting how the Hadley cell responds, in20
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terms of its strength and extent, to changes in radiative forcing and planetary
parameters is still an active area of research, despite being a first order problem
for characterizing the large-scale circulation of an Earth-like planet (e.g. Faulk
et al., 2017; Singh, 2019; Guendelman & Kaspi, 2018). Hence, we are faced
with the opportunity and the need to advance two fields concurrently. By test-25
ing competing atmospheric theories over a broader range of parameters we can
both improve our understanding of the processes we encounter on Earth and
better characterize different atmospheric regimes we might encounter in terres-
trial planets. This is the approach taken by many of the previously mentioned
papers over a broad range of parameters. Our goal is to expand on the existing30
body of literature through an in depth study of the atmospheric response to
varying obliquity. We focus on the seasonal response of atmospheric large-scale
circulations and their relationship to the hydrological cycle.
While in fact many have explored the atmospheric circulation and associ-
ated climate arising in response to annual-mean solar forcing – a useful start-35
ing point – the removal of seasonal cycles prevents consideration of seasonal
phenomena that are of primary importance for a planet’s climate and whose
dynamics remain relatively poorly understood. These include the monsoons
on Earth (Schneider & Bordoni, 2008), polar clouds on Titan (Turtle et al.,
2009), and dust storms on Mars (Wang & Richardson, 2015). Depending on the40
planet’s orbital parameters, seasonal cycles could be even more extreme than
those we currently see on the “Earth-like” terrestrial planets in our solar system,
potentially introducing nonlinearities not captured under annual-mean forcing.
In the context of seasonal cycles, exploring the impact of obliquity takes a
primary relevance. While Earth’s obliquity has only small variations around its45
present-day value of 23.5◦, planets within our own solar system feature much
higher obliquities: Uranus has an obliquity of 97◦, which places its axis of ro-
tation nearly on the orbital plane. Other interesting cases include Pluto at
120◦ and Mar’s past obliquity. Mars’s current obliquity of 25◦ is very similar to
Earth’s, but it is believed to have varied chaotically between 0 and 60◦ through-50
out its history (Laskar & Robutel, 1993; Touma & Wisdom, 1993). Interestingly,
3
Jo
ur
al
P
e-
pr
of
Journal Pre-proof
as obliquity increases beyond 54◦, a planet receives more energy at the poles
than at the equator on the annual average, opposite to what is seen on planets
with smaller obliquities, such as Earth. Also, high obliquity planets have very
extreme seasonal cycles, which raises the question of how the atmospheric cir-55
culation might mitigate these variations and to what extent it could render such
planets habitable. Thus, understanding how obliquity influences the climate of
a planet is not only a useful theoretical exercise, but is also relevant to ongoing
efforts to understand Martial paleoclimate and better characterize the climate
of other planets in our own solar system.60
To address these questions, in this paper we conduct experiments with an
idealized atmospheric general circulation model in aquaplanet configuration to
explore how obliquity affects the climate of an Earth-like planet. Obliquity
is varied over a broad range of values, namely from 10◦ to 85◦. The model
makes use of a slab ocean, rather than a fully interactive ocean, which does not65
allow for consideration of the role of ocean dynamics in the simulated climate.
There is no doubt that an ocean would have a significant impact on climates of
high obliquity planets, if one existed. The ocean heat uptake, through seasonal
storage and transport by oceanic currents, would prevent more extreme seasonal
temperature changes, serving as a heat source during winter and sink during70
summer (Ferreira et al., 2014). In its absence, it is left to atmospheric motions to
possibly mitigate imbalances implied by the solar insolation. We are interested
in exploring these atmospheric features and their dynamics in these extreme
climates.
The paper is organized as follows: Section 2 introduces the general cir-75
culation model used and the numerical experiments conducted in this study.
Section 3 focuses on surface climate, including surface temperatures and their
relation to atmospheric energy transport. Section 4 describes the global over-
turning circulation, while Section 5 explores mechanisms behind the modeled
hydrological cycle. Discussion and Conclusions follow in Section 6 and 7.80
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2. Methods
We utilize a 3D idealized primitive equation General Circulation Model
(GCM) of an ideal-gas atmosphere, built on the Flexible Modeling System
(FMS) developed by the Geophysical Fluid Dynamics Laboratory (GFDL) (Frier-
son et al., 2007; O’Gorman & Schneider, 2008). It is idealized in terms of the85
represented physics and in terms of the lower boundary, which is a completely
uniform slab ocean of constant depth (aquaplanet).
The GCM is a moist model, in that it contains idealized representation of the
effect of latent heat release of condensing water vapor on the dynamics through
a grid-scale condensation scheme and a quasi-equilibrium convection scheme90
(Frierson et al., 2007; O’Gorman & Schneider, 2008). The set-up is similar to
that in Bordoni & Schneider (2008), with T42 horizontal resolution and 30 levels
in the vertical. While somewhat coarse, the horizontal resolution is more than
adequate to resolve the large-scale circulation features, such as the Hadley cell
and baroclinic eddies, we are interested in. Radiation is represented through a95
two-stream gray radiation scheme with prescribed longwave optical depth. In
this study, the optical depth is only a function of pressure, comprising a well
mixed CO2-like absorber and a bottom-heavy “water vapor” absorber:
τ(p) = τo
[
f
(
p
p0
)
+ (1− f)
(
p
p0
)4]
(1)
where τo = 4.57 and f = 0.2. Note that keeping τ fixed and independent of water
vapor concentration precludes any water vapor feedback. We also run a variant100
of the control set-up, in which τ depends on the local water vapor concentration
(thus providing a simple representation of the water vapor feedback, Merlis
& Schneider, 2010). These will hereby be referred to as the τcontrol and τwv
experiments.
We run the model in aquaplanet configuration, where the lower boundary105
is entirely covered with water (a slab ocean with constant depth). The sea
surface temperature evolves according to a surface energy budget, which includes
radiative fluxes and turbulent surface fluxes of latent and sensible heat. We
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only conduct experiments with a mixed layer depth of 1 m, which is equivalent
to a surface heat capacity of Cs = 4.13 × 106 J/m2/K. Following Cronin &110
Emanuel (2013), a simple thermal inertia timescale for this lower boundary can
be computed as τ = C/λ, where λ is a feedback parameter given by a linearized
coefficient of combined sensible, latent and longwave heat flux (c.f. Barsugli &
Battisti, 1998). For λ = 40 W m−2 K−1, as typical for the tropics (Gill, 1982), a
1 m ocean mixed layer depth has a thermal inertia timescale of ∼1 day. While115
the shallow mixed layer depth used here is not representative of ocean-covered
surfaces on Earth (with typical ocean mixed layer depths of 50 m, which would
imply an interial timescale of 2 months) and results in more extreme seasonal
variations than what is seen in the annual mean (e.g., Bordoni & Schneider,
2008; Merlis et al., 2013; Faulk et al., 2017), it helps exaggerate the response of120
the seasonal cycle to obliquity changes and, hence, isolate mechanisms behind
these changes.
The model is forced with a seasonal cycle of insolation of 360 days, with
all other orbital parameters kept at Earth’s values (see Table 1) and obliquity
varied systematically with values of 10, 23.5, 40, 54, 70 and 85◦. All simulations125
are spun up from an isothermal state at rest and run for 20 years. Results
are averaged over the last 15 simulated years. All statistics (including eddy
fluxes) are computed from 6-hourly outputs and averaged at pentad (5 day)
temporal resolution. While parameters of interest for all simulations are shown
in selected figures, most of the following discussion will provide an in-depth130
comparison between the Earth-like 23.5◦ and the 85◦ obliquity end case.
3. Surface Climate
Changes in obliquity result in a spatial and seasonal redistribution of short-
wave radiation reaching the surface: while the globally and annually averaged
energy remains the same, as obliquity increases, the higher latitudes receive135
more insolation both during the summer solstice seasons and in the annual mean
(Fig. 1). For Earth’s obliquity (23.5◦), the insolation is maximum at the equator
6
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Parameter Control Value
Radius 6371 km
Rotation Rate 7.292x10−5 s−1
Gravity 9.80 m/s2
Eccentricity 0
Solar Constant 1360 W/m2
Mixed Layer Depth 1 m
Specific Heat Capacity ∼ 3989.245
of Lower Boundary J/kg/K
τo for τcontrol 4.57
τo for τwv 1.39
Ref. Moisture Profile 70%
Convective Relaxation 7200.0 s
Time Scale
Latent Heat of 2.5x106 J/kg
Vaporization (Lv)
Specific Heat Capacity (cp) 1004.64 J/kg/K
of Air at Constant Pressure
Table 1: Summary of key model parameters used in all simulations.
(335 W/m2) and decreases to 42% of this value at the poles (140 W/m2). As
obliquity is increased, the pole-to-equator insolation gradient is progressively
reduced, is almost flat at 54◦ and reverses for higher obliquity values. For the140
highest obliquity we consider here, on the annual average, the equator receives
226 W/m2, which is about 63% of the values at the poles.
Over the seasonal cycle, obliquities equal to or larger than 23.5◦ show inso-
lation distributions with similar behavior (Fig. 2), with the summer poles being
the loci of maximum insolation at solstice. The insolation contrast between145
the summer and winter hemispheres, however, sharply increases with increasing
obliquity. For the highest obliquity value considered in this study (85◦), at sum-
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Figure 1: Meridional distribution of zonally averaged insolation (W/m2, top) and near-surface
(lowest model level) temperature (K, bottom) for τcontrol simulations with all obliquity values.
Solid lines represent annual-mean values, and dashed lines represent NH summer solstice values
(at pentad 18).
mer solstice the summer pole receives upwards of 1000 W/m2 and more than
twice as much as the Earth-like case of 23.5◦. Meanwhile, the polar night in the
winter hemisphere for 85◦ obliquity encases the entire hemisphere and leaves150
even the low latitudes of the summer hemisphere in relative darkness (with the
equator receiving as little as 23 W/m2) .
Not surprisingly, these insolation changes with obliquity imprint on the spa-
tial and temporal distribution of near-surface temperatures (Fig. 1, bottom):
in the annual mean, temperatures at the equator decrease monotonically with155
obliquity from 295 K at 23.5◦ to 274 K at 85◦, while polar temperatures
increase from 268 K at 23.5◦ to 281 K at 85◦. At summer solstices (Fig. 1,
bottom), the summer pole becomes increasingly warmer, reaching 326 K at 85◦,
over 20 K warmer than the corresponding temperature at 23.5◦.
The entire evolution of insolation and near-surface temperatures throughout160
the year is shown in Fig. 2. Note how despite the very small thermal iner-
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Figure 2: Near-surface temperatures (color contours, K) and shortwave incoming radiation
(dotted lines, W/m2) vs time for 23.5◦ (left) and 85◦ (right) obliquity with τcontrol. Radiation
contours have intervals of 100 W/m2, with the highest and lowest contours labeled.
tia of the lower boundary, near-surface temperatures lag insolation by about
one month because of atmospheric thermal and dynamical inertia (e.g., Wei &
Bordoni, 2018).
While these results are not surprising, there are aspects of the temperature165
distribution that are less obvious. In particular, the changes in near-surface
temperature gradient between the winter and summer hemispheres as obliquity
increases are much smaller than might be expected in radiative equilibrium
given the dramatic insolation gradients at high obliquity. This suggests that
atmospheric energy transport plays a fundamental role in redistributing energy170
from regions of net energy input to regions of net energy deficit and in mitigating
temperatures.
The meridional energy transport is given by:
< vh >=
∫ Ps
0
vh
dp
g
(2)
where v represents the meridional flow, h the moist static energy (MSE) defined
as h = cpT + gz + Lvq, which is comprised of dry enthalpy (cpT , with isobaric175
specific heat cp), potential energy (gz, with gravitational constant g) and latent
energy (Lvq, with latent heat of vaporization Lv and specific humidity q). The
bar represents a time and zonal mean. The total meridional energy transport
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can be further decomposed as
< vh >=< vh > + < v′h′ > (3)
with the first term on the right hand side representing the transport by the zonal180
mean circulation and the second term representing the contribution by large-
scale eddies, which in an aquaplanet are exclusively transient eddies. These
components are shown in Fig. 3 for both the annual mean (top) and the northern
hemisphere (NH) summer solstice (bottom) for 23.5◦ and 85◦ obliquities.
The annual-mean energy transport in the 23.5◦ case shows features con-185
sistent with Earth’s energy transport, including poleward energy transport in
both hemispheres and maximum values of 2.9 PW around 30◦ N and S. Trans-
port by the Hadley cell dominates in the tropics, and transport by transient
eddies peaks in the extratropics, more than canceling the equatorward trans-
port by the indirect Ferrel cells. At 85◦, total energy transport is still poleward190
in both hemispheres, despite the reversed gradient in imposed insolation, but
much weaker than in the low obliquity case, with maxima of about 1.3 PW.
This transport is dominated at all latitudes by the mean transport, with eddy
transport being weaker and equatorward. That the transport is poleward (that
is, up the insolation gradient) in the high obliquity case suggests the existence195
of a strong seasonality, which dominates the annual mean. It also emphasizes
the importance of resolving seasonal cycles in these more extreme planetary
regimes. This is a point we return to in the Discussion section.
At NH summer solstice, in the 23.5◦ case, the total energy transport is
southward in both hemispheres, which indicates, as expected, transport from200
the summer (NH) into the winter (SH) hemisphere. Throughout the summer
hemisphere and at lower latitudes in the winter hemisphere, the transport is
dominated by the mean circulation. Eddy transport is significant only in the
winter hemisphere extratropics, and it is in fact negligible in the summer hemi-
sphere midlatitudes. At 85◦, the solstice mean transport is much larger than205
in the lower obliquity case and entirely effected by the mean circulation. This
is indicative of a solstice-mean Hadley circulation dominated by a strong cross-
10
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Figure 3: Vertically integrated MSE transport (PW) for 23.5◦ (black) and 85◦ (gray) obliq-
uities and τcontrol. Top figure shows annual mean and bottom shows NH summer conditions.
Dashed lines indicate eddy, solid mean, and bold total (eddy + mean) components.
equatorial winter cell spanning a broad latitudinal range in both hemispheres
(see Section 4). Somewhat surprisingly, eddy transport at solstice is negligible
even in the winter hemisphere. It is hence clear that the weak annual mean210
transport is the result of much stronger solstice transports, which switch sign
with season and hence mostly cancel out.
In Fig. 4, the total, mean and eddy transports are broken down into dry static
energy (cpT + gz) and latent energy (Lvq) components. For low obliquities, the
dry static energy transport has the same sign as the MSE transport, because the215
atmosphere is stably stratified in a dry sense. The latent energy has oppositely
signed transport (that is, northward in NH summer solstice), because moisture is
primarily concentrated at lower levels and decreases rapidly with height. While
the dry static and latent energy components largely cancel each other, the dry
stratification wins out, giving rise to an overall southward transport.220
11
Jo
ur
al
Pr
e-
pr
oo
f
Journal Pre-proof
Figure 4: Vertically integrated MSE transport at NH summer solstice, broken down into dry
component (gravitational + sensible) in red, and latent energy component in blue. Mean and
eddy components are shown in dotted and dashed lines respectively, and totals are shown in
bold.
Interestingly, in the high obliquity case, the transport is entirely dominated
by the dry static energy component, with the latent energy being still opposite
in sign but much smaller and nonnnegligible only in the ITCZ region. We
find that at solstice, increasing obliquity consistently leads to a more dominant
dry static energy transport for all cases, and a slight reduction of the latent225
energy transport. This can be seen in Fig. 5, where we show the vertically
integrated cross-equatorial MSE transport at NH summer solstices (pentad 18)
for all modeled obliquities. The decrease in latent heat transport occurs because
the warmer and moister regions are progressively more and more confined to
the summer pole as obliquity is increased, and contribute little to the overall230
transport.
The latent energy transport distribution shown in Fig. 4 also gives some
insight into the precipitation patterns. At 23.5◦ obliquity, we see moisture
converging (a negative slope in the flux) both near the equator and near 25◦
latitude, which correspond well to the two main convergence zones that can235
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Figure 5: Cross-equatorial (average between 5◦S and 5◦N) MSE transport (black) at NH
summer solstice, and its dry static energy (gravitational + sensible energy, red) and latent
energy (blue) components for all obliquity values. τcontrol and τwv results are shown with
squares and open circles, respectively.
been seen in the tropical region at this time of the year (Fig. 6). At high
obliquity, however, convergence is primarily centered at around 40◦ from the
equator. While the low obliquity case is dominated by the mean transport, at
high obliquity we see a competition between the mean and eddy terms. The
mean latent energy transport is northward, in the same direction as the low-240
level flow in the mean Hadley circulation, whereas the eddy transport is in
the opposite direction, consistent with transport down the mean gradient, with
maximum moisture values at the summer pole.
The relationship between moisture transports, and associated convergence,
and precipitation is made more apparent in Fig. 6, which shows near-surface245
winds and precipitation at 23.5◦ and 85◦ obliquities. As obliquity increases,
there are consistent patterns of precipitation changes: 1) the tropical precipi-
tation distribution shifts from a double ITCZ structure, with a near-equatorial
13
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Figure 6: Precipitation (color contours, mm/day) and near-surface wind vectors vs time
for 23.5◦ (left) and 85◦ (right) obliquity with τcontrol. The center panel shows annual mean
values of precipitation (solid lines) and evaporation (dashed lines), also in mm/day.
secondary peak and a subtropical primary peak, to a single ITCZ structure peak-
ing at progressively higher latitudes; and 2) high latitude precipitation outside250
of the ITCZ also increases. Mechanisms behind these changes will be discussed
in Section 5.
Another feature of interest in the precipitation patterns at all obliquities
is the absence of a storm track, that is a band of enhanced precipitation in
the winter hemisphere extratropics. This raises the question of to what extent255
this might be associated with the lack of eddy activity. To more quantitatively
answer this question, in Fig. 7 we show the vertically integrated eddy kinetic
energy (EKE) at NH summer solstice. We see that, as obliquity increases, EKE
decreases because of decreased lower-level temperature gradients in the winter
hemisphere. Also, though EKE is relatively large at Earth’s obliquity, there260
is still no obvious precipitation storm track because of very low temperatures
and, hence, very little available moisture. Notice how this is not representative
of Earth’s present-day climate because of the very shallow mixed layer depth,
which allows for more extreme temperature variations than what is seen on
Earth.265
4. The Hadley Cell
The surface climate described in the previous section is strongly influenced by
the large-scale circulation and associated moisture and energy transports. Thus,
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Figure 7: Vertically integrated eddy kinetic energy (up to σ = 0.23) in MJ/m2 for all
obliquities at NH summer solstice (pentad 18).
it is important that we more explicitly quantify the changes in the Hadley cell
as obliquity is increased. Solstitial Hadley cells in aquaplanet simulations with270
shallow mixed layer depths, and their relevance to monsoonal cross-equatorial
circulations in the Earth’s atmosphere, have been previously discussed in the
literature (e.g., Bordoni & Schneider, 2008; Merlis & Schneider, 2010; Faulk
et al., 2017; Zhou & Xie, 2018). Similarly to those studies, we find that in
the solstice seasons for Earth-like obliquity, the Hadley cell is dominated by a275
solstitial pattern, with a strong cross-equatorial winter Hadley cell and a neg-
ligible summer cell. This can be seen in Fig. 8, which shows the overturning
circulation at NH summer solstice for 23.5 and 85◦ obliquity, together with the
distribution of zonal winds and eddy momentum flux divergence. The small
inertia of the shallow mixed layer depth makes it possible for the lower-level280
MSE to adjust rapidly on seasonal time scales, allowing the cell to intensify
and expand rapidly into the summer hemisphere following the lower-level MSE
maximum, which can move to around 30 degrees off the equator for Earth-like
conditions (e.g., Privé & Plumb, 2007; Bordoni & Schneider, 2008). As the cir-
culation becomes cross equatorial and more strongly approaches conservation285
of angular momentum, upper-level easterlies develop over the tropics spanning
almost the entire cell extent (Lindzen & Hou, 1988). Eddy momentum flux
divergence is weak throughout the cell extent thanks to the shielding effect of
the upper-level easterlies and, in fact, only affects the Hadley cell in its de-
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scending branch (e.g., Schneider & Bordoni, 2008; Bordoni & Schneider, 2008).290
Near the surface, westerlies develop in the summer hemisphere from around the
equator up to the circulation’s poleward boundary (Fig. 6), as friction on the
westerly flow balances the Coriolis force on the poleward meridional flow. As
obliquity is increased, and so are the latitude of the maximum solar forcing and
the summer pole-to-equator temperature gradient, the cross-equatorial circula-295
tion broadens and intensifies, upper-level easterlies strengthen and prevail over
an increasing portion of the cross-equatorial cell, and eddy momentum flux di-
vergence is significant only in its descending branch. As the circulation becomes
increasingly cross equatorial, its ascending branch broadens, consistent with the
precipitation patterns shown in Fig. 6. It is however important to note how,300
while much broader than what seen in the 23.5◦ case, the winter cross-equatorial
cell in the 85◦ case is not truly global, with most of the circulation mass flux
being confined within 60 degrees of the equator. As we discuss in the following
section, energy and angular momentum constraints prevent the circulation from
extending up to the latitude of maximum temperature and MSE (e.g., Hill et al.,305
2019; Guendelman & Kaspi, 2018) and the precipitation in the polar region is
not associated with the ascending branch of the mean overturning circulation.
It is also worth noting how these overturning patterns confirm the overall
lack of a significant Ferrel cell at solstice in the winter hemisphere. We see a
weak winter Ferrel cell at 10◦ (not shown) and 23.5◦ obliquity (Fig. 8), but it310
disappears at higher obliquities. This is at odds with the simulations in Ferreira
et al. (2014), who argue that the single cell dominating the overturning circula-
tion in their high obliquity simulations results from a merging of the Ferrel cell
with a Hadley cell driven by reversed meridional temperature gradients. In the
absence of ocean dynamics, at least in this model with our chosen parameters,315
the resulting cross-equatorial Hadley cell becomes so strong that the associated
energy transport, combined with moisture effects, smoothens out temperature
gradients in both hemispheres and prevents any significant eddy activity. This
is also consistent with the absence of any reversal in the meridional PV gradient
in the higher obliquity runs (not shown).320
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Figure 8: Hadley Cell at NH summer solstice for 23.5◦ (top) and 85◦ (bottom). Streamfunc-
tion is shown in solid black lines (contour intervals of 25 × 109 kg/s), eddy momentum flux
divergence, ∇ · (u′v′cosφ), in color contours (contour intervals of 5× 10−6 m2/s2) and zonal
wind in gray lines (contour intervals of 10 m/s, with solid (dashed) for positive (negative)
values).
5. Hydrological Cycle
5.1. ITCZ
In its simplest definition, the ITCZ is the region of maximum zonal mean
tropical precipitation, associated with the ascending branch of the Hadley cell
(Kang et al., 2008; Kang et al., 2009). However, when applied to diagnosing325
the ITCZ position from our simulations, any metric based on the detection of
the absolute precipitation maximum presents some challenges. As can be seen
from Fig. 6, tropical precipitation can have a double, rather than a single, peak
structure: in addition to the precipitation peak associated with the ascending
branch of the Hadley cell, especially for low obliquities, there exists a secondary330
precipitation band in the summer hemisphere that remains close to the equator
and, at times, can become the locus of most intense rainfall. Additionally, as
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obliquity increases, not only does the ITCZ shift to higher latitudes, but it also
becomes broader and somewhat less defined.
To account for these difficulties, here we detect the ITCZ position using335
three different methods that exist in the literature: 1. Latitude of maximum
precipitation φPmax ; 2. Precipitation centroid (Frierson & Hwang, 2012), defined
as the center of mass of the area-integrated precipitation between ±φe:
∫ φC
−φe
P cos(φ)dφ =
∫ φe
φC
P cos(φ)dφ; (4)
where we have chosen symmetric integration limits, prescribed based on a visual
inspection to include the entire precipitation distribution associated with the340
Hadley cell. The values vary smoothly from 30◦ to 77◦ latitude as obliquity
increases from 10◦ to 85◦. This cutoff becomes increasingly arbitrary for the
higher obliquity cases where additional polar precipitation can blend into the
ITCZ, but results are robust to different choices of φe. 3. An integer power N
of area-integrated tropical precipitation (Adam et al., 2016):345
φN =
∫ φb
φa
φ[cos(φ)P ]Ndφ
∫ φb
φa
[cos(φ)P ]Ndφ
. (5)
As discussed in Adam et al. (2016), higher N values provide estimates of the
ITCZ that are close to the actual precipitation maximum, but are less sensitive
to the horizontal resolution of the precipitation output. We choose N = 10,
φa = −90◦ and φb = 90◦.
Values of these three different ITCZ metrics are shown in Fig. 9 for all350
simulations. Note that here we show only the maximum latitudinal reach of
φN , which occurs at different times for the different obliquity values. For in-
stance, in the 85◦ simulation the ITCZ reaches its maximum poleward excursion
one month later than what is seen in the 10◦ case. The remaining metrics in
Fig. 9 are shown at the time of maximum φN . These three precipitation-based355
metrics tend to agree well with each other at low obliquities; as obliquity is
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increased, however, we see that, while φPmax and φN are generally collocated,
they become increasingly separated from φC (by about 10
◦ in the larger obliq-
uity cases). This reflects an overall widening of the ITCZ. While primarily due
to a widening of the Hadley cell ascending branch, the ITCZ broadening also360
results from changes in the contribution of large-scale eddies to the moisture
budget (discussed in the following subsection). More specifically, as poleward
temperature and moisture gradients in the summer hemisphere increase with
increasing obliquity, large-scale eddies acting down the mean moisture gradient
diverge moisture from the higher latitudes and converge it to lower latitudes,365
right on the equatorward side of the ITCZ (Fig. 10). Correspondingly, the
contribution to the total precipitation from large-scale condensation (that is,
the one arising from grid-scale saturation rather than that arising from sub-
grid convective scale motion) increases in this region, as will be discussed in
Section 5.2.370
Tracking changes of just the ITCZ’s maximum latitudinal reach facilitates
comparison between different simulations in Fig. 9, but hides some of the changes
in timing that occur for higher obliquities and how different metrics capture
the corresponding changes in precipitation patterns. In Fig. 11, we zoom into
the NH summer for 85◦ obliquity. As it can be seen, the poleward shift of375
the ITCZ occurs very smoothly during the start of the summer season, during
which time the three ITCZ position metrics agree well with each other. At the
end of summer, however, tropical precipitation decreases rapidly in the summer
hemisphere, before switching to the opposite hemisphere and intensifying there,
as the associated warm season begins (Fig. 6). The three ITCZ position metrics380
capture different aspects of these changes in precipitation patterns: the centroid
misleadingly portrays a smooth transition into the opposite hemisphere; φN
briefly moves to the latitudes of the very weak near-equatorial precipitation
zone, and φPmax rapidly shifts to polar latitudes, where a local precipitation
peak develops (as discussed more in detail in Section 5.2).385
With these measures of the ITCZ reach in mind, it is of interest to test the
applicability of other diagnostics that are not based on precipitation and are tra-
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ditionally used for Earth’s ITCZ. One very common diagnostic used to predict
the location of maximum tropical precipitation is the maximum in near-surface
MSE. As discussed in Sobel et al. (2007), local thermodynamic constraints would390
predict maximum convection, and with it maximum lower-level convergence and
precipitation, to occur near maximal surface temperatures. When combined
with considerations for an angular momentum conserving overturning circula-
tion (Lindzen & Hou, 1988), and quasi-equilibrium theories of moist convection
(Emanuel et al., 1994), local controls would suggest the ITCZ’s location be just395
equatorward of the near-surface MSE maximum (Emanuel et al., 1994; Privé &
Plumb, 2007; Bordoni & Schneider, 2008).
The location of the near-surface MSE maximum for each obliquity at the
time of the maximal ITCZ excursion is plotted in Fig. 9 as the dark shaded
area. At obliquities larger than 40◦, the MSE maximum moves to the pole, fol-400
lowing the maximum of solar insolation. And yet, the precipitation maximum
does not follow. This emphasizes how the maximum lower-level MSE is not
always a good indicator of the ITCZ when planetary regimes other than Earth’s
are being considered (e.g., Faulk et al., 2017; Hill et al., 2019). As the MSE max-
imum moves outside of the tropics, convective heating anomalies are no longer405
communicated to remote regions through gravity waves and horizontal temper-
ature gradients are no longer constrained to be small outside of the boundary
layer (Sobel & Bretherton, 2000). In other words, convection can no longer self-
organize in a coherent ITCZ over the MSE maximum and suppress convection
elsewhere if the MSE maximum is removed from the tropics (e.g., Faulk et al.,410
2017). As will be discussed in Section 5.2, the region of high-latitude MSE
maximum is correlated with polar convective activity; this however remains a
local process and is not embedded within the ascending branch of the Hadley
cell. Theoretical arguments based on axisymmetric Hadley cell theory as to
why lower-level MSE might not always be predictive of the poleward extent of415
cross-equatorial Hadley circulations have recently been discussed by Hill et al.
(2019).
Another commonly used metric of the ITCZ position for Earth’s climate is
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the energy flux equator (EFE), defined as the latitude at which the vertically
integrated meridional MSE flux vanishes (Kang et al., 2008). In particular, the420
vertically integrated atmospheric energy budget in recent years has provided
the theoretical framework to understand shifts in the ITCZ induced by remote
forcing, as part of the anomalous energy fluxes by the Hadley cell needed to re-
store energy balance (e.g., Bischoff & Schneider, 2014; Frierson & Hwang, 2012).
Under Earth’s conditions, where the asymmetry between the two Hadley cells425
is small, their dividing boundary approximately coincides with the latitude at
which the vertically integrated energy transport vanishes. That is to say, the
EFE is well defined. As the Hadley cell becomes more hemispherically asym-
metric, with a strong, broad and intense winter cell and vanishing summer cell
(e.g., Faulk et al., 2017; Wei & Bordoni, 2018), this boundary becomes ill-defined430
and in fact does not always correspond with a change of sign in energy or mass
transport. For these reasons, here we identify the EFE as the latitude at which
the energy transport by the cross-equatorial Hadley cell reduces to 5% of its
maximum value. As shown in Fig. 9, being a measure of the dividing bound-
ary of the two Hadley cells (or of the poleward extent of the cross-equatorial435
winter cell), the EFE overestimates the ITCZ position at all obliquities. Yet,
it performs better than the MSE maximum, and, at high obliquities, it is only
separated by about 10◦ from the ITCZ.
Given that the EFE and, at least for Earth-like conditions, the lower-level
MSE maximum are a metric of the dividing boundary of the two Hadley cells,440
rather than of the ITCZ position itself, it is also of interest to explore how
more direct measures of the circulation extent compare to these other indica-
tors. Here we take two approaches: we first estimate the poleward extent of
the cross-equatorial Hadley cell directly from the simulated overturning mass
streamfunction, and then we use estimates based on the angular-momentum445
conserving theory of Hadley cells forced by off-equatorial heating (e.g., Held &
Hou, 1980; Lindzen & Hou, 1988).
The simulated Hadley cell edge, which is shown in light gray shading in
Fig. 9, much like the EFE, is difficult to define for the high obliquity cases
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since there is no reversal in the sign of the streamfunction. Hence, here we450
computed it as the latitude at which the streamfunction decreases to 5% of its
maximum values. We also use a cosine factor to account for Earth’s geometry,
as was first done by Singh (2019), such that Ψ(φ) cosφ = 0.05Ψ∗ cosφ∗ where
φ∗ is the latitude where the streamfunction maximizes, and Ψ∗ is the maximum
streamfunction value.455
The theoretical angular momentum conserving Hadley cell extent of Lindzen
& Hou (1988) is obtained utilizing an assumed radiative-equilibrium tempera-
ture profile of the form:
θre = θo
{
1 +
∆H
3
[1− 3(sinφ− sinφo)2]
}
. (6)
Note that Eq. 6 is not the GCM forcing; it is the vertically averaged forcing
used in Lindzen & Hou (1988), which allows for numerical simplicity. θo is a460
reference temperature (300K), φ is latitude, φo is the latitude of maximum forc-
ing, here interpreted as obliquity, and ∆H is the fractional change of potential
temperature. Values of ∆H were calculated based on vertically integrated po-
tential temperatures at equinox from the model output, as per the Lindzen &
Hou (1988) definition of ∆H , and ranged from 0.21 to 0.23.465
The solution assumes that the regions beyond the Hadley cell are in radia-
tive equilibrium, with temperatures satisfying Eq. 6, while within the Hadley
cell, temperatures are in gradient-wind balance with the angular momentum
conserving winds, yielding:
θ(φ) =
−Ω2a2
2gH
θo
(sin2 φ− sin2 φ1)2
cos2 φ
+ θ(φ1) (7)
where φ1 is the latitude of the dividing boundary between the southern and470
northern cell, and H is the tropospheric height (here taken as 12 km). By
requiring conservation of energy in the Hadley cell region to either side of the
ITCZ, and continuity of temperature at the Hadley cell edges, it is possible to
solve for φ1, shown in red in Fig. 9.
The simulated Hadley cell edge follows a trend similar to the angular mo-475
mentum conserving limit, which expands with obliquity but remains constrained
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and does not extend into the polar regions. The agreement between estimates
of the cell extent based on the Lindzen & Hou (1988) model and those directly
derived from the simulations is not surprising, as strong cross-equatorial circu-
lations tend to approach conservation of angular momentum, at least in their480
ascending and upper branches, even when eddy fluxes in the winter hemisphere
are not negligible (e.g., Schneider & Bordoni, 2008).
Figure 9: Maximal off-equatorial ITCZ reach during NH summer vs obliquity: φN (black),
φC (magenta) and φPmax (blue). Gray shading indicates latitude of the lower-level MSE
maximum (dark), of the EFE (medium) and the Hadley cell extent (light). The red line
shows theoretical predictions of the Hadley cell extent from angular momentum conserving
theory. The maximum ITCZ reach is also shown for τwv simulations, using markers of the
same colors.
5.2. Polar precipitation
Beyond the ITCZ, there is an increasing tendency for local precipitation
maxima to occur at high latitudes with increasing obliquity (Fig. 6). A close485
up of the polar region for 85◦ obliquity is shown in Fig. 12, with contours
of the large-scale precipitation. Because the summer pole at high obliquities
is where lower-level MSE maximizes, local convective activity does contribute
significantly to the polar precipitation during the peak of the summer. Inter-
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Figure 10: Time evolution of the eddy moisture flux convergence (shading, mm/day) and
net precipitation (line contours, mm/day). Red arrows on the x-axis indicate the pentads of
the time slices in Fig. 13.
estingly, however, at the end of the summer, when temperatures are starting to490
decrease rapidly, large-scale condensation increases sharply as convective activ-
ity declines. What determines this rapid increase in large-scale precipitation?
To answer this question, we analyze the vertically integrated moisture bud-
get, which relates the net precipitation (P −E) to the convergence of moisture
flux into the atmospheric column and water vapor storage. Further decompos-495
ing the water vapor flux into mean and eddy components, the moisture budget
becomes:
(P − E) = −∇. < q u > −∇. < q′u′ > − ∂t < q > (8)
where < · > indicates a mass-weighted vertical integral and ( · ) indicates a long
term pentad average. The three terms on the right-hand side of Eq. 8 represent
the mean moisture flux convergence, the eddy moisture flux convergence and500
the storage terms, respectively. Note that storage is the rate at which water
vapor is stored in the atmospheric column (also called precipitable water).
The panels in Fig. 13 show the moisture budget and contributions by each
component for two different time slices, with one slice at peak summer and one
in the fall. The specific times at which the slices were taken are indicated with505
red arrows in Fig. 10, which also shows the eddy moisture flux convergence over
time. For 23.5◦ obliquity, we see a balance that is typical of the tropics: the
mean moisture flux convergence produces most of the precipitation, with very
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Figure 11: ITCZ location over time for 85◦ obliquity and τcontrol, during NH summer. Line
colors match definitions in Fig. 9 with φN (black), φC (blue) and φPmax (magenta). Color
contours show precipitation with the same color scheme as Fig. 6, and gray contours show
near surface convergence (∂v/∂y) where positive (negative) values are shown as solid (dashed)
lines.
little contribution from the eddies and an insignificant storage term.
At higher obliquities, we see that this balance is no longer valid. For 85◦510
obliquity the mean moisture flux convergence still dominates over the eddies in
the tropics, but neither dominates at the summer pole. It is interesting to see
how at the peak and end of the warm season, the summer pole experiences,
respectively, large net evaporation (E > P ) and net precipitation (P > E)
which are not balanced by moisture flux convergence by either the mean or eddy515
motions. It is in fact the moisture storage term, which is usually negligible at
Earth’s obliquities, that takes a dominant role at these times and latitudes.
During the summer at high obliquities, as temperatures increase, so does
the water holding capacity of the atmosphere, and hence excess evaporation
is primarily stored in the atmospheric column as precipitable water. At the520
end of summer, temperatures drop rapidly (Fig. 2) and the stored water vapor
condenses and precipitates out. Storage increases monotonically with obliquity,
as can be seen in Fig. 14.
It is important to note how these results are not dependent on the specific
choice of the optical depth: while the specific value of the optical depth at525
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Figure 12: Close-up of polar large-scale precipitation (black contours) around the NH warm
season for the 85◦ simulation and τcontrol in intervals of 2 mm/day. Color contours shows
the evolution of storage term − < ∂q/∂t > for this region, also in mm/day.
Figure 13: Moisture budget decomposition at two times of the seasonal cycle for 23.5◦(left)
and 85◦(right) obliquity and τcontrol, with net precipitation in blue, mean moisture flux
convergence (−∇. < u q >) in dark gray, eddy moisture flux convergence (−∇. < q′u′ >) in
green and storage (−∂t < q >) in pink. All values are in mm/day.
the poles influences some quantitative aspects of the simulated seasonal cycle,
the behavior of the moisture budget remains qualitatively the same, driven by
the rapid changes in temperature experienced at the poles. Hence, storage,
which is usually neglected in studies of the Earth’s hydrological cycle, becomes
a leading-order term in climates with more extreme seasonal cycles.530
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Figure 14: Peak value of water vapor storage ( − <∂q/∂t >, averaged from 60 to 90 degrees
latitude) in mm/day for various obliquities. Values for τcontrol are indicated with squares,
and values for τwv are shown with circular markers.
5.3. Equatorial secondary maximum
In the lower obliquity scenarios, tropical precipitation has a double ITCZ
structure, with a secondary precipitation band in the summer hemisphere that
remains at the same near-equatorial location throughout the summer season.
This near-equatorial convergence zone can at times rival the ITCZ in precipita-535
tion values and even be the absolute precipitation maximum, with values greater
than the ones in the ITCZ (Fig. 6). Interestingly, this feature is largely absent
at high obliquities, with the result that in the annual mean the near-equatorial
region has negative net precipitation (that is, evaporation exceeds precipitation)
unlike what is seen on Earth (center panel, Fig. 6).540
This near-equatorial precipitation maximum is collocated with strong as-
cending motion in latitudes where the return flow of the lower branch of the
cross-equatorial Hadley circulation rises above the boundary layer. This hap-
pens well equatorward of the ascending branch, which is close to its poleward
boundary. This “jumping” behavior has been shown to be ubiquitous in ide-545
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alized simulations of cross-equatorial Hadley circulations (e.g., Wei & Bordoni,
2018). But unlike previous studies, in our simulations the “jump” is located
in the summer rather than the winter hemisphere (e.g., Pauluis, 2004; Privé &
Plumb, 2007).
The dynamics of this near-equatorial jump has been described in detail550
by Pauluis (2004). In short, strong virtual temperature gradients are necessary
for strong meridional flow in the boundary layer around the equator, where
the Coriolis parameter is negligible. If that flow cannot be accommodated in
the boundary layer, either because of weak virtual temperature gradients or a
too shallow boundary layer, the return flow is prevented from occurring in the555
boundary layer and must in fact do so in the free troposphere.
In order to explore to what extent differences in the near-equatorial and
near-surface virtual temperature (and hence pressure) gradients can explain the
presence or absence of this secondary precipitation maximum in the low and high
obliquity cases, respectively, we use the boundary layer momentum equations560
introduced by Pauluis (2004). For an axisymmetric model, with a homogenized
mixed layer of constant depth (Dml) and constant virtual temperature gradient
throughout the layer, Pauluis (2004) shows that the linearized boundary layer
momentum equations in steady state become:
fvb − τ−1ub = 0 (9)
565
fub +
1
a
∂Φ
∂φ
∣∣
b
+ τ−1vb = 0 (10)
where surface friction has been parameterized through a frictional dissipation
time scale τ . From Eqs. 9 and 10, we can solve for the meridional flow vb.
vb =
−τ
(τ2f2 + 1)
1
a
∂Φ
∂φ
∣∣
b
(11)
with
1
a
∂Φ
∂φ
∣∣
b
= −fuf −
Dml
2Hr
R
a
∂Tv
∂φ
(12)
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where Hr is the atmospheric scale height, R is the ideal gas constant, a is the
planetary radius, Tv is the virtual temperature and uf is the zonal velocity right570
above the mixed layer.
Right at the equator, where the Coriolis parameter is equal to zero, the
cross-equatorial meridional flow is entirely driven by the near-surface pressure,
and hence, temperature gradient. More generally, free-tropospheric geopoten-
tial gradients (which are geostrophically balanced by the term −fuf in Eq. 12)575
are weak in the near-equatorial region and hence inefficient at driving any cross-
equatorial flow. Hence, the meridional component in the Hadley cell return flow
nearby the equator is primarily determined by the near-surface virtual temper-
ature gradient, which needs to be positive (negative) to sustain the poleward
flow in the NH (SH) during summer, as required by mass balance in a cross-580
equatorial circulation with ascending branch in the summer hemisphere. In
Fig. 15 we show the meridional virtual temperature gradients (color contours)
from the 23.5◦ and 85◦ simulations with τcontrol. In the 23.5◦ obliquity simula-
tion, it is evident that the near-surface meridional temperature gradient changes
sign in a narrow region which well coincides with the near-equatorial precipita-585
tion band. The lower-level poleward flow cannot cross this region at low levels,
and hence, has to jump out of the boundary layer, creating lower-level conver-
gence and divergence, respectively, on the upstream and downstream side of it.
This behavior is also apparent from the streamlines in Fig. 8.
The absence of the near-equatorial precipitation maximum at higher obliqui-590
ties is partly explained by differences in the seasonal evolution of the near-surface
virtual temperature gradients. More specifically, the near-surface temperature
gradient (Fig. 15, right panel) remains primarily positive throughout the warm
season, with the exception of short times at its beginning and end. These are
also the only times when near-equatorial precipitation is nonnegligible (Fig. 6,595
right panel).
While not featuring a reversal in the meridional temperature gradient, the
85◦ simulation still features an inflection point at around 8 degrees on the sum-
mer side of the equator, which would also prevent any poleward flow crossing
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Figure 15: Near-surface meridional virtual temperature gradients (color contours, 10−5
K/m), precipitation (black line contours from 5 to 12 mm/day) and near-surface specific
humidity (gray line contours, kg/kg) vs time for 23.5◦ (left) and 85◦ (right) obliquity with
τcontrol.
that region of the boundary layer and would result in a region of lower-level con-600
vergence. This inflection point is collocated with the equatorial precipitation
maxima at the start and end of summer, and persists throughout the summer
even when near-equatorial precipitation is nearly absent (Fig. 15). This sug-
gests that reasons other than just the temperature gradients are responsible for
the different precipitation patterns in the low and high obliquity cases. Not sur-605
prisingly, the availability of moisture also plays a very important role. For low
obliquities, the jumping occurs in regions with still relatively high lower-level
moisture and MSE. Latent heat release in such moist ascent partially com-
pensates the adiabatic cooling and results in a decrease in gross moist stability,
which leads to deep ascent (Pauluis, 2004). For obliquities larger than 54◦, MSE610
and moisture maxima move rapidly away from the equatorial region into higher
latitudes, with the lower latitudes being relatively cold and dry throughout the
warm season. In this case, any ascent that occurs in this region is effectively
dry and, in the absence of circulation-moist convection feedbacks, remains more
shallow, as is also evidenced in the flatter streamlines of the return flow in the615
high obliquity case shown in Fig. 8.
In the Earth’s literature, debate remains somewhat open as to whether trop-
ical precipitation is more strongly controlled by thermodynamic or dynamic
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constraints (e.g., Sobel et al., 2007). Thermodynamic theories emphasize the
importance of local temperature and moisture, with precipitation and conver-620
gence being primarily collocated with SST and MSE maxima (e.g., Neelin &
Held, 1987; Sobel & Bretherton, 2000; Privé & Plumb, 2007). Dynamic theo-
ries instead consider the boundary layer momentum budget to determine the
region of stronger lower-level convergence and hence precipitation (e.g, Lindzen
& Nigam, 1987; Pauluis, 2004). Our simulations suggest that both thermody-625
namic and dynamic arguments can provide powerful constraints on the tropical
precipitation distribution. They also emphasize how well-accepted theories for
studies of the Earth’s hydrological cycle need refinement when applied to more
exotic climates (e.g., Hill et al., 2019).
6. Discussion630
6.1. Sensitivity to optical depth formulation
Figure 16: Same as Fig. 2 (left), Fig. 6 (center) and Fig. 15 (right), for a simulation with
85◦ obliquity and τwv .
The results discussed so far are all based on simulations where the longwave
optical depth is only a function of pressure, but constant in latitude. Impor-
tantly, while the vertical structure of the optical depth has been designed to
mimic separately the effects on the atmospheric opacity of a well-mixed CO2-635
like absorber and of a bottom-heavy water vapor-like absorber (Eq. 1), there is
no active water vapor feedback, in that the optical depth is not a function of
the simulated water vapor. Given our emphasis on seasonal cycles, it is natural
to wonder if and to what extent an active water vapor feedback would change
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any of the results discussed above. To address this question, here we briefly dis-640
cuss simulations where we introduce a crude representation of the water vapor
feedback. Following Merlis & Schneider (2010), the optical depth is modified
as:
τ(p) = τo
(
p
p0
)
+ τowv
(
p
p0
)4
(13)
where τowv is not a specified constant but is the vertically integrated specific
humidity, divided by an empirical constant (in this study 98 Pa) chosen so that645
τowv remains order one. τo is adjusted to a value of 1.39 so that the Earth-like
23.5◦ obliquity simulation yields a global and annual mean surface temperature
approximately the same as that of the control simulation (±0.1 K) . The same
value is used for the 85◦ simulation discussed below.
At 23.5◦, the differences in near surface temperatures are concentrated at650
the poles, with warmer summers (∆T ≤ 15 K, with ∆ indicating the difference
between the water vapor and the control simulations) and colder winters (∆T ≥
−35 K), and an overall warmer (by 2 to 7 degrees) equatorial region. Maybe not
surprisingly, given the more extreme seasonality, in the 85◦ obliquity case, an
active water vapor feedback produces significantly warmer (colder) temperatures655
at the summer (winter) poles, with differences up to 40 K relative to the control
simulation (Fig. 16, left). Interestingly, the equatorial region is colder near the
surface, with ∆T ≈ −14 K, and global annual mean temperature differences are
small.
Despite these nonnegligible differences in surface temperature, all features660
of high-obliquity climates we discussed in previous sections remain qualitatively
similar (Fig. 16, center). Some differences worth noting are: slightly poleward-
shifted ITCZ (and associated metrics in Fig. 9), and absence of near-equatorial
precipitation (Fig. 16, center) primarily explained by the absence of an inflection
point in the near-surface virtual temperature (Fig. 16, right). Therefore, this665
suggests our results are robust regardless of optical depth meridional structure.
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6.2. Seasonal cycle vs annual mean simulations
High obliquity planets have a stronger seasonal cycle of insolation than their
low obliquity counterparts. Especially in a planet without an active ocean,
whose surface has a low heat capacity like the one modeled in this study, this670
results in more extreme temperatures and strong seasonal phenomena that are
of leading order and yet are not captured in a model forced with annual mean
insolation.
While this may appear to be an obvious statement, it merits emphasis in
the field of planetary sciences. As we work towards coarse characterizations of675
planetary climates of more distant planetary bodies, for which we have limited
data, it may be tempting to focus exclusively on annual mean conditions. And
yet, this may hide seasonal atmospheric responses that shape in fundamental
ways the planetary climate.
Simple energy balance considerations already provide clues on how ignoring680
seasonally varying insolation might introduce nonnegligible errors in the esti-
mate of the meridional distribution of the annual mean surface temperature.
If we assume the planet behaves as a blackbody, energy balance requires the
absorbed shortwave radiation be balanced by the outgoing longwave radiation
as S = σT 4. Because the outgoing longwave is a strongly nonlinear function685
of temperature, it is clear that the annual mean surface temperature at each
latitude in response to annual mean forcing will be different from the one ob-
tained by annually averaging the response to seasonally varying forcing, with
differences in the two increasing as seasonal variations increase.
We have in fact conducted simulations where insolation is kept at its annual690
mean value. Differences in the meridional distribution of the annual mean tem-
perature with and without a seasonal cycle of insolation are shown in Fig. 17
for the 23.5◦ and 85◦ obliquity cases. Notice how temperatures in the annual
mean simulations are not only higher, but also feature higher pole-to-equator
temperature contrast.695
The discussion in the previous sections also makes clear how the planetary
climate is dominated by seasonally varying phenomena that are not captured
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in simulations with annual mean forcing, first and foremost the Hadley circu-
lation. In fact, as obliquity increases and the pole-to-equator insolation (and
temperature) gradient in the annual mean reverses (Fig. 1 and 17), the Hadley700
cells reverse, with rising motions in the subtropics and descending motion at the
equator (not shown). While overturning in a direction opposite to the one seen
at Earth’s obliquities, these cells are still thermally direct cells, with air in the
warmer subtropics rising and air in the colder equator sinking. However, when a
seasonal cycle is resolved, the annually averaged overturning (and associated en-705
ergy transport) is inconsequential, as the atmospheric circulation is dominated
by seasonally-reversing, strong and broad cross-equatorial Hadley circulations.
These circulations effect significant energy transport from the warm summer
hemisphere to the cold winter hemisphere, leading to a much smaller annual
mean pole-to-equator temperature gradient than what is seen in the annual710
mean simulation (Fig. 17).
Other seasonal phenomena that are not captured in annual-mean simulations
pertain to the hydrological cycle in polar regions, where seasonal storage effects
are nonnegligible at high obliquities.
In summary, for a high obliquity planet with moderate-to-low surface heat715
capacity (and thus, strong seasonal cycles), modeling the atmospheric behavior
without the seasonal cycle is not only a matter of oversimplification, but could
result in errors that would make climate characterizations and habitability con-
siderations unreliable.
7. Conclusions720
In this study, we have systematically explored the impact of increasing obliq-
uity on an Earth-like planet with a completely saturated lower boundary of small
thermal inertia and no active ocean. Under these conditions, obliquity-induced
insolation changes lead to significant changes in the atmospheric circulation.
These are dominated by changes in the solstitial Hadley circulation, which be-725
comes increasingly broad and cross-equatorial as the insolation contrast between
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Figure 17: Annual-mean surface temperatures in 23.5◦(blue) and 85◦(green) obliquity sim-
ulations, with τcontrol. Results obtained with seasonally varying insolation are plotted with
a solid line, while those resulting from annual-mean forcing are shown with a dashed line and
the difference between the two is shaded.
the summer and winter hemispheres increases. The winter, cross-equatorial
Hadley cell at high obliquity transports so much energy from the summer into
the winter hemisphere as to significantly reduce the thermal contrast. The com-
bination of reduced temperature gradients in the winter extratropics and low730
temperatures (and hence moisture) leads, somewhat surprisingly, to a weakening
of eddy activity and absence of precipitating storm tracks.
While becoming broader with increasing obliquity, the solstitial cross-equatorial
Hadley cells do not become global even as temperature and MSE maximize at
the summer poles, in agreement with energetic and dynamical constraints on735
these circulations (e.g., Held & Hou, 1980; Lindzen & Hou, 1988; Guendelman
& Kaspi, 2018; Hill et al., 2019). This is worth emphasizing, as in the Earth’s
literature, the maximum in lower-level MSE is commonly used as a proxy for
the poleward extent of the zonally averaged and monsoonal Hadley circulations
(e.g., Privé & Plumb, 2007; Shekhar & Boos, 2016). It is clear that this con-740
straint fails in a broader planetary context.
While not embedded within the ascending branch of the cross-equatorial
Hadley cell, the summer poles in high-obliquity planets still experience non-
negligible precipitation. This arises from both locally forced convection at the
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peak of the summer, when the summer pole is the hottest place on the planet,745
and condensation of atmospheric water vapor at the end of the summer, as
temperatures drop rapidly.
When considering habitability, the lower obliquity scenarios are at first
glance more favorable candidates for life. These planets, such as our own, ex-
perience less extreme temperature variations throughout the year. Therefore, if750
the planet is in the habitable zone, it seems more likely that a large portion of
the surface would be viable.
However, higher obliquities might not be as unfavorable to life as it might
seem. Extreme temperature variations could be dampened, for example, by an
ocean, in which case the higher obliquity planets would be just as viable as the755
low obliquity cases. Even in the absence of an active ocean, the atmospheric
circulation appears to be able to provide a pathway through which temperature
extremes are significantly dampened. Caveats to bear in mind are the absence
in our model of important feedbacks, such as those related to ice albedo and
clouds, which might have both quantitative and qualitative impacts on our760
results. These will be explored in future studies.
Furthermore, the response of the ITCZ and surface temperature gradients
to obliquity leads to significant changes in the precipitation distribution at all
latitudes. At high obliquities, the mid-to-high latitudes become regions of high
annual mean net precipitation, while the equator becomes a region of net evap-765
oration. Therefore, the distribution of wet and arid regions would be roughly
reversed and this could alter which regions would most likely to be hospitable.
Thus, while we cannot make absolute statements about habitability and we
have not sought to reproduce any individual planet, increased obliquity leads
to seasonal phenomena that shape in fundamental ways the planet’s climate.770
Obliquity is therefore an important consideration for climate characterization,
intensifying the need to not only study planetary mean climate but also seasonal
behavior.
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