Mapping synaptic connections and projections is crucial for understanding brain dynamics and function. In a recent issue of Nature, Oh et al. present a wiring diagram of the whole mouse brain, where standardized labeling, tracing, and imaging of axonal connections reveal new details in the network organization of neuronal connectivity.
Nearly 30 years ago a landmark paper reporting the complete pattern of synaptic connectivity among individual neurons of C. elegans, the first and only cell-level network map of any organism's nervous system (White et al., 1986) , stated that ''the functional properties of a nervous system are largely determined by the characteristics of its component neurons and the pattern of synaptic connections between them.'' This simple sentiment is echoed by a new paper by Hongkui Zeng and colleagues in a recent issue of Nature (Oh et al., 2014) , describing a new connectivity map of the mouse brain, which represents an important step toward understanding mammalian brain organization.
A comprehensive map of neuronal connectivity-the connectome (Sporns et al., 2005) -is fundamental for understanding not only the anatomical structure of any given nervous system, but also the functional specialization of neurons or brain regions and their arrangement in clusters and communities. The brain's wiring diagram, or anatomical connectome, moreover, also provides an important constraint on the possible repertoire of dynamic interactions between populations of neurons that comprise the brain's spontaneous and evoked activity. This central role of the connectome for understanding brain function has sparked concerted connectivity mapping efforts in a number of species, ranging from invertebrates to the mammalian brain, including that of humans.
Oh et al. target their mapping effort at the brain of one of the most important model organisms: the mouse (see also Zingg et al., 2014) . They capture shortand long-range interareal and cell-typespecific connections at the mesoscale level, which is a resolution that is intermediate between microscale (singleneuron reconstruction) and macroscale (whole-brain imaging) approaches. The resulting resource, the Allen Mouse Brain Connectivity Atlas, is made freely and publicly available, thus enabling future reanalysis and cumulative refinement.
Connectivity data were acquired using a standardized approach that is applied uniformly across the brain, with injections of an anterograde tracer followed by imaging of axonal fibers using a serial two-photon tomography system. Optical signals were placed into a threedimensional reference model of the mouse brain, thus allowing aggregation of connectivity data across hundreds of injection sites. Important steps along the way include rejecting poor-quality optical images, evaluating sensitivity in capturing both strong and weak axonal projections, and testing reproducibility across repeat injections and across animals. An important caveat of this approach is the difficulty in distinguishing between optical signals from labeled axonal terminals versus those arising from passing fibers. Only the former should be used to derive area-to-area connection weights, whereas the latter add unwanted noise to these estimates. Other methodological issues concern the sizes of injection sites relative to gray matter regions and the need to perform computational optimization to derive probabilistic estimates for areato-area connection densities. As the authors freely acknowledge, these and other limitations of their approach require additional steps to refine data acquisition and analysis that will need to be incorporated in future work.
295 gray-matter structures covering the entire volume of the mouse brain have been analyzed, and the end result of this effort is a connection matrix representing weighted projection strengths-a function of the number of axons connecting these brain areas. Oh et al. report several important findings. First, the strengths of projections range over at least five orders of magnitude, with a small number of strong projections interspersed among a much larger number of moderate or weak pathways. Although false positives may account for a proportion of the weakest pathways detected in this study, the broad range of connection strengths and its log-normal profile fit with earlier observations in macaque (Markov et al., 2014) . Second, detailed analysis of projections in cortico-striatal and cortico-thalamic circuits reveal a topographically precise mapping of cortical projections to subnuclei of the striatum and thalamus, highlighting the importance of spatial relationships in the organization of the connectome: projections from nearby regions of cortex terminate close to each other in subcortical target regions. Another important observation is that ipsilateral and contralateral projections mirror each other, the latter with an overall weaker strength profile. This suggests that connection profiles of areas, reflecting specific arrangements of circuits and functional specialization, extend across both brain hemispheres. So far, comprehensive maps of interhemispheric connections have been almost entirely lacking.
A powerful set of tools for analyzing the topology of connectome data comes from network science and graph theory (Bullmore and Sporns, 2009 ). Neurons and their synaptic links can be represented as sets of nodes and connections, and measures such as node clustering and the degree to which nodes connect among themselves have proven useful for characterizing neuronal connection patterns (Figure 1) . Oh et al. perform a first and thus far rather preliminary topological analysis of the mouse connectome and provide evidence for the existence of high node clustering as well as the presence of hub nodes in the network. This combination of clusters and hubs places the mouse brain somewhere between canonical network models representing ''small-world'' and ''scale-free'' architectures ( Figure 1 ); these models have been widely studied and are thought to have implications for how different parts of the brain exchange signals. Small-world networks combine high clustering with short path length, which may allow efficient cross-network communication, whereas scale-free networks contain a small number of highly connected hub nodes, which may serve as central way stations for signal traffic. In this context, it is useful to distinguish between ''classic'' generative models for small-world networks based on random rewiring of lattices (Watts and Strogatz, 1998 ) and more general descriptive accounts based on the coexistence of high clustering and short path length. Though the former model does not allow for the occurrence of hub nodes (and indeed seems an unlikely candidate for a generative model of brain networks), the latter is compatible with the emergence of hubs as centrally placed connectors that crosslink highly clustered network modules and thus ensure efficient communication-a type of architecture that has been encountered in previous connectome studies. Future analyses that decompose the mouse connectome into structural network communities and more precisely identify highly connected and highly central network hubs are sure to follow soon. In addition, these data also provide new opportunities to understand the contributions of weak connections and the trade-offs between spatial constraints and topological properties (Bullmore and Sporns, 2012) . So far, it appears that the mouse connectome exhibits some nonrandom topological features that are consistent with those seen in other species, including C. elegans (e.g., Varshney et al., 2011) , Drosophila (e.g., Chiang et al., 2011) , cat, and monkey, as well as the human brain.
This paper stands out among other connectome mapping efforts for several reasons. First, despite some methodological limitations, the development of a systematically applied mapping approach at the level of cell types and interareal axonal projections paves the way for (B) A landscape of network models, defined by the principal dimensions of node degree and clustering coefficient. Regarding degree, ''no hubs'' refers to networks in which node degrees are largely uniform (e.g., Gaussian), whereas ''hubs'' refers to networks in which the distribution of node degrees is highly skewed or ''heavy tailed'' (e.g., in scale-free networks). Regarding clustering coefficient, ''high'' and ''low'' refer to networks with, on average, high and low clustering. WS, ER, and BA refer to canonical ''WattsStrogatz'' (small world), ''Erdö s-Ré nyi'' (random) and ''Barabá si-Albert'' (scale-free) network models, respectively. similar studies in genetically modified mouse strains or other mammalian species. Second, targeting brain connectivity at the mesoscale avoids the stringent methodological requirements that currently limit microscale studies to small subregions of circuits while overcoming the severe resolution limits and the challenging neurobiological interpretation of macroscale connectomes derived from neuroimaging data. Third, the map generated by the authors charts the brain of one of the most widely used model organisms and will have many important applications for understanding the connectional basis of neural processing, patterns of brain growth and development, and clinical disorders. Fourth, the greater availability of connectome data on multiple species in multiple modalities (microscopy, tract tracing, neuroimaging) will accelerate experimental testing of the hypothesis that many organizational principles of connectomes are highly conserved across species and invariant across micro, meso, and macro scales.
