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Abstract
Identifying the ordered three-dimensional structures formed by atoms
and molecules is essential to understanding the properties of solid-state ma-
terials. Solid-state NMR is an extremely sensitive structural probe and offers
atomic-level information regarding the three-dimensional packing of molecules
and the intermolecular interactions, for example, hydrogen bonding, which
control this. Recently, the combination of advanced solid-state NMR experi-
ments and complementary computational techniques have led to the emergence
of the field of ‘NMR crystallography’, which shows great potential for the struc-
tural determination of systems where traditional diffraction-based methods are
not suitable.
The work in this thesis uses a combined approach of high-resolution
MAS NMR experiments and first-principles (GIPAW) calculations of NMR
parameters to provide structural insight into a range of challenging organic
systems. In particular, 1H-13C and 1H DQ (double-quantum) CRAMPS (com-
bined rotation and multiple pulse spectroscopy) techniques are employed to
identify 1H and 13C NMR chemical shifts and close 1H-1H interatomic prox-
imities. A new 1H DQ-13C SQ (single-quantum) experiment is presented that
better allows intra- and intermolecular 1H-1H distances to be identified in the
pharmaceutical compound, penicillin and the disaccharide, β-maltose mono-
hydrate, notably enabling, for the first time, the full 1H resonance assignment
of the latter. Using a similar methodology, a ‘spectrum to structure’ approach
is applied to identify modes of self assembly for guanosine derivatives for which
single-crystal diffraction structures could not be obtained. In addition, chem-
ical shift calculations on the full unit cell (348 atoms) of a complex pyrazole
allow the complete assignment of experimental 1H, 13C resonances for each of
the six independent molecules of the asymmetric unit cell. Finally, hydrogen-
bond mediated 2hJ15N17O and
2hJ15N13C couplings across NH· · ·O and N· · ·HC
hydrogen bonds are determined experimentally for the first time by the use of
heteronuclear spin-echo experiments. The J couplings, which have also been
determined using first-principles calculations, are a quantitative measure of
hydrogen-bonding strength.
xiii
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1
Introduction
The structural characterisation of solid materials is crucial to the physical sci-
ences, as the three-dimensional arrangement of atoms and molecules ultimately
determines the chemical and physical properties of a substance. It is also be-
coming increasingly apparent that there exist many important chemical and
biological systems for which traditional diffraction-based methods of structural
determination are unsuitable. Nuclear Magnetic Resonance (NMR), however,
does not suffer from the same limiting factors as diffraction techniques and
therefore represents an extremely powerful, non-invasive probe of molecular
structure. Indeed, NMR is now considered an essential characterisation tech-
nique for solution-state samples and, with advances in high-resolution magic-
angle spinning (MAS) techniques, is being ever more recognised as a valuable
experimental approach in the solid state. In particular, the NMR chemical shift
offers site-specific information on an atomic level whereby different chemical
environments are distinguished, and internuclear spin-spin couplings provide
through-bond connectivities or through-space proximities between atoms, en-
abling vital structural information to be determined.
More recently, the combination of high-resolution solid-state NMR with
accurate computational techniques has been shown to offer much insight into
the determination of three-dimensional solid-state structures and has been
termed ‘NMR crystallography’ [5–8]. As such, this is now a particularly ex-
citing period of development for solid-state NMR techniques, especially those
designed for application to organic powdered materials, as discussed through-
out this work. Specifically, a range of advanced experimental NMR methods
(primarily, I = 1/2; 1H, 13C techniques) are presented in combination with
1
1.1. High-Resolution Solid-State NMR
first-principles calculations to investigate key intermolecular interactions and
the three-dimensional packing of organic molecules in the solid state.
1.1 High-Resolution Solid-State NMR
Although the phenomenon of magnetic resonance in the bulk phase was first
reported in 1946 [9, 10], it was not until the development, primarily by Ernst,
of (one and two dimensional) Fourier Transform (FT) NMR [11] that the
sensitivity of this method for chemical characterisation purposes was truly
recognised. Since this time, global interest in NMR has grown remarkably and
few scientific research laboratories are without access to an NMR spectrometer
for structural and dynamical studies of liquid-state samples. When in solution,
molecules possess a natural mobility, causing a narrowing of NMR lineshapes
and making the extraction of chemical information relatively straightforward.
However, for materials in the solid phase, the beneficial molecular motion
is largely absent and the anisotropy present (for spin I = 1/2 nuclei, due to
the chemical shift and the dipolar coupling interaction) is manifested as an
inherent broadening of the NMR spectrum, drastically reducing the availability
of structural information. It is for this reason that progress in the field of solid-
state NMR has been slower than in solution and that much development in
this area is focussed upon the quest for better spectral resolution.
The first major milestone for this cause was the development of the
magic-angle spinning (MAS) technique by Andrew and Lowe [12–14], which
aimed to mimic the molecular motion occurring in the liquid phase by physi-
cally rotating solid samples at the ‘magic’ angle (54.74◦) with respect to the
external magnetic field. In time, this has proved to be a revolutionary concept
for the removal of broadening anisotropies such as the chemical shift anisotropy
(CSA) and the heteronuclear dipolar coupling interaction, yet this was not
truly taken advantage of until many years later, when it was combined with
the methodology of Cross Polarization (CP). Originally, the CP sequence was
devised using static samples whereby specific double-resonance irradiation led
to the transfer of spin magnetization from abundant nuclei to nearby isotopi-
cally rare species, significantly enhancing the NMR signal detected from dilute
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spins [15]. The application of spin decoupling [16], following CP irradiation,
was demonstrated to remove the effects of heteronuclear dipolar interactions
during data acquisition [17], and yet other anisotropic effects e.g., chemical
shift anisotropies (CSAs) still hindered spectral resolution. However, in 1976
Schaefer and Stejskal combined a decoupled CP experiment with a sample ro-
tating at the ‘magic’ angle, thus also removing the CSA broadenings. Hence,
a robust procedure for acquiring high-resolution spectra was established [18].
This proved to be pivotal for the development of solid-state measurements
upon carbon-containing materials and, indeed, the 13C CP MAS experiment
is still the workhorse solid-state NMR sequence applied to organic molecules
today. Almost twenty years later, the availability of advanced spectrometer
hardware, notably electronics allowing fast and reliable phase switching, en-
abled the design of more efficient phase-modulated heteronuclear decoupling
schemes [19, 20] that provide even greater line narrowing of dilute-spin NMR
spectra. Indeed, in such efficiently 1H-decoupled MAS experiments, it is now
possible to obtain resolved 13C and 15N CP MAS spectra of large organic
molecules containing many NMR resonances. Most notably, high-resolution,
multi-dimensional MAS experiments have allowed the complete structural de-
termination of microcrystalline proteins [21, 22] and efforts have also been
made to extend these techniques to other key biological systems such as trans-
membrane proteins [23] and amyloid fibrils [24].
Despite the many successes that followed the widespread use of 13C and
15N MAS NMR, obtaining high-resolution spectra in the presence of strong
homonuclear dipolar couplings (e.g., for 1H-1H and 19F-19F nuclei) has proved
to be much more of a challenge. As described by Maricq and Waugh [25], the
‘homogeneous’ nature of dipolar couplings between many like nuclei leads to
a significant broadening of NMR resonances, which is only partially averaged
by the use of MAS. Thus, more advanced techniques are needed before 1H
experiments of organic materials become commonplace.
An alternative approach to line narrowing in homonuclear-coupled sys-
tems was first proposed in the mid-1960’s, when radiofrequency (r.f.) irra-
diation techniques were developed to decouple the dipolar spin interactions
between same-species nuclei. Lee and Goldburg demonstrated, for 19F spec-
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tra of static CaF2 crystals, that continuous off-resonance r.f. could be used
to induce spin rotations around a direction inclined at the magic angle, with
respect to the external magnetic field [26]. The power of this concept has been
advanced by the subsequent development of frequency-switched (FSLG) [27]
and phase-modulated (PMLG) [28] modifications. Similarly, multiple-pulse
schemes, such as the WHH-4 [29] sequence were presented, using an approach
of regularly spaced on-resonance pulses to average out the broadening effects of
the homonuclear dipolar interaction. Indeed, the WHH-4 experiment saw the
beginning of the development of windowed homonuclear decoupling sequences,
where the time delays between decoupling pulses were appropriate for points
of the NMR signal to be directly acquired.
While the development of MAS and r.f.-based decoupling schemes led
to marked resolution enhancements in the solid state, it is the combination
of these two methodologies into the so-called CRAMPS (Combined Rotation
and Multiple Pulse Spectroscopy) approach that has the potential to dramati-
cally extend the boundaries of high-resolution NMR for dipolar-coupled nuclei.
In 1977, Gerstein et al. demonstrated that considerably greater spectral res-
olution was possible for 19F linewidths of Kel-F, by the application of the
multiple-pulse sequence REV-8 [30] at a MAS frequency of 2.5 kHz, such that
both homonuclear dipolar broadening and CSA effects were removed [31].
CRAMPS techniques continued to develop for some time, generally with
the use of ‘slow’ MAS speeds, i.e., where the period of rotation was much
longer in comparison to the cyclic time period of the decoupling sequence, such
that the CSA and homonuclear dipolar interactions were effectively averaged
separately by the two simultaneously applied techniques. Later analyses of
the two averaging processes of CRAMPS have highlighted the detrimental
interference effects that can be encountered when the two characteristic time
scales approach a similar magnitude, i.e., homonuclear decoupling was applied
at faster MAS speeds [32, 33]. However, the use of such slow rotation speeds in
CRAMPS reintroduced difficulties for systems where large CSA interactions
were present. This was somewhat worsened by the many advances in magnet
technology that led to the use of ever greater external field strenghts, such
that the magnitude of CSA interations observed increased, linearly. As such,
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further strategies were necessary to make CRAMPS more suitable at faster
rotation frequencies such that an overlapping of sideband patterns could be
avoided for homonuclear dipolar coupled systems.
As the turn of the century approached, and the successes of phase-
switched heteronuclear decoupling schemes emerged, attention turned to a
similar approach for the homonuclear case and the Phase-Modulated Lee-
Goldburg (PMLG) [28], DUMBO (Decoupling Under Mind-Boggling Opti-
mization) [34, 35], and symmetry-based sequences [36, 37], were presented.
Importantly, as more sophisticated electronics became available, the stability
of such homonuclear decoupling pulse sequences greatly improved and signifi-
cantly better line-narrowing of coupled-spin NMR spectra became possible.
Also, while CRAMPS techniques were being pursued, there were many
considerable mechanical developments in terms of probe and rotor design, such
that NMR experiments could be carried out at ever greater MAS frequencies.
It was observed that, while the effects of homonuclear dipolar couplings on
(e.g., 1H) NMR spectra could not be completely removed under MAS rota-
tion, they could be further reduced by increasing the rotation frequency [38].
Therefore, both 1H fast-MAS [39] and CRAMPS [40] experiments have since
been presented in abundance, demonstrating well-resolved proton linewidths
for the assignment of 1H chemical shifts in solids. Indeed, remarkable progress
has been made by modern 1H CRAMPS techniques, which have demonstrated
robust and efficient line-narrowing at a range of spinning frequencies [41–43],
including at the current limit of ultra-fast rotation, around 65 kHz [44, 45]. As
such, over the last decade or so, the 1H chemical shift has drawn much atten-
tion as a powerful probe of molecular structure, notably, of key intermolecular
interactions, such as hydrogen-bonding and pi-pi interactions, that control the
self-assembly of organic molecules in the solid-state [46–48].
An equally important development for high-resolution structural stud-
ies of organic materials was the impressive portfolio of multidimensional NMR
sequences, developed primarily by Emsley and co-workers, that often incor-
porated efficient 1H CRAMPS techniques. For example, the MAS-J-HMQC
[49] and refocused INEPT [50] experiments were adapted from earlier, liquid-
state methods [51, 52], to give high-resolution, through-bond (1H-13C) corre-
5
1.2. The Emergence of NMR Crystallography
lation spectra. Thus, by exploiting J-coupled pairs of 1H and 13C nuclei, it
became possible to resolve and accurately assign both the 13C and 1H res-
onances of powdered, organic materials and determine atomic connectivites
within molecules. The CRAMPS methodology was also integrated into the
powerful 1H double-quantum (DQ) - single quantum (SQ) correlation experi-
ment, to improve the determination of proton-proton proximities in crystalline
materials. The two-dimensional DQ-SQ experiment relies on the recoupling
[53] of the 1H-1H dipolar coupling to identify close proximities between cou-
pled nuclei. 1H DQ techniques are now well established as a probe of molecular
structure and intermolecular packing [46, 54], with fast-MAS experiments hav-
ing previously been demonstrated for a wide range of organic and inorganic ma-
terials [55–61]. With the combinination of 1H DQ recoupling sequences (e.g.,
POST-C7 [62]) and efficient homonuclear decoupling schemes (e.g., PMLG
and DUMBO), the 1H DQ CRAMPS [55, 63, 64] experiment has now become
applicable to ever more challenging solid-state materials including the dipep-
tide, β-AspAla [64], the K salt of penicillin G [65], the small drug molecule,
thymol [66], an active pharmaceutical ingredient in a tablet formulation [67]
and heterogeneous catalysts [68, 69] and this technique is shown to play a key
role in the ‘NMR crystallography’ approach demonstrated in this work.
1.2 The Emergence of NMR Crystallography
The term ‘crystallography’ is traditionally interpreted as the determination
of the atomic arrangement within a solid, specifically by the use of diffrac-
tion based techniques. Indeed, single-crystal diffraction has been the primary
method of chemical characterisation for some time. However, there are many
cases where it is difficult or currently impossible to obtain sufficiently large
single crystals, or the nature of the material in general prevents the use of this
method. As such, there is currently much interest in the development of al-
ternative methods for determining the three-dimensional solid-state structure
for such cases, with considerable effort being focused on powder diffraction
techniques [70, 71], ab-initio crystal structure prediction [72–75], and indeed,
high-resolution solid-state NMR. Unlike diffraction methods, NMR is a local
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probe of atomic-level structure and does not rely on long-range order. It is not
surprising, therefore, that a great many structural and dynamical studies have
been presented using NMR experiments, not just for crystalline materials, but
for a wide range of amorphous and heterogeneous systems [76], many of which
are inaccessible by other experimental techniques.
In the context of this thesis, solid-state NMR has much potential to
play a significant role in the complete structural determination of crystalline
powders, primarily in collaboration with first-principles calculations methods
of NMR chemical shifts. Specifically, the GIPAW (Gauge Including Projector
Augmented Waves) [77, 78] computational approach, developed over the last
decade, is based on Density Functional Theory (DFT) and uses planewave
pseudopotentials to provide an accuracte description of electronic charge den-
sity, and hence NMR chemical shifts, for periodic solid-state materials. GI-
PAW has made it possible for NMR parameters to be calculated with surprising
accuracy, using existing crystallographic structures such as those determined
by single-crystal diffraction, hence, establishing a definitive link between the
two complementary characterisation techniques. Experimental and GIPAW-
based computational studies have been applied with ever increasing success to
a wide range of molecular and materials systems [2, 3, 65, 79–87].
Initially, the comparison of experimental and computational NMR pa-
rameters was carried out for well-characterised systems to confirm the accuracy
of calculations and, also, to aid the chemical shift assignments of experimental
spectra. Since then, this branch of the NMR crystallography approach has
been shown to validate accurately the crystal structures of a range of molec-
ular powders [5, 65, 88–94]. In particular, this has been remarkably effective
at identifying different three-dimensional crystal structures or polymorphs [95]
exhibited by identical molecular structures, which often arise due to variations
in the crystallisation conditions of ordered materials. Experimental chemical
shifts are extremely sensitive to small variations in crystallographic structure,
such that analyses of chemical shift changes allow different three-dimensional
structures to be distinguished, for example by the use of 13C CP MAS spec-
tra of organic powders. For the same reason, crystallographic splittings of
13C chemical shifts are frequently used to identify the number of indepen-
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dent molecules in the crystallographic asymmetric unit, a further parameter
which can be validated against potential crystal structures [5] and also used
to highlight different structural polymorphs [96]. Polymorphism has many
implications within materials chemistry, in particular with respect to pharma-
ceutical compounds. Much interest has focussed upon the use of simple, robust
solid-state NMR experiments to distinguish different three-dimensional struc-
tures of such materials, as has been recently reviewed [97–99]. More recently,
1H DQ CRAMPS NMR techniques have also been shown to identify differ-
ent polymorphic structures of pharmaceutical compounds via the resolution of
1H chemical shifts and the use of 1H DQ recoupling to identify close proton-
proton proximities [67]. Further, quantitative insight into crystallographic
packing interactions, such as hydrogen bonding, has been demonstrated by
studies of proton chemical shifts [3, 80, 100] and the direct measurement (and
calculation) of hydrogen-bond mediated J couplings [2, 81, 101, 102].
Recently, the combined approach of experimental NMR and computa-
tional techniques has demonstrated the ab-initio crystal structure prediction
of a dipeptide [7, 79, 103] and the small drug molecule thymol [66], whereby
structural determination protocols have been presented. Clearly, the advanc-
ing field of NMR crystallography boasts enormous successes over the last few
years, and there are undoubtedly a wide variety of systems across materials
science that would benefit from this flexible, multidisciplinary approach to
structural characterisation. Hence, at this stage, it is necessary to establish
a reliable collection of experimental methods to further the progress of these
structure validation and prediction techniques, a contribution to which will be
discussed here.
1.3 Thesis Overview
The work presented in this thesis demonstrates the potential of high-resolution
solid-state NMR experiments in combination with first-principles calculations,
to determine important crystallographic properties of solids. Much emphasis is
placed upon the application of many complementary NMR techniques, notably,
applied at natural isotopic abundance, in order to probe key intermolecular
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interactions and three-dimensional packing in organic powders.
Chapters 2 and 3 provide the theoretical framework and background to
the experimental methodologies addressed in this thesis, necessary to inter-
pret the results. Specifically, Chapter 2 establishes the quantum mechanical
foundations of NMR theory and demonstrates how advanced experimental
methods can be devised via the understanding of angular momentum theory,
the density operator and an appreciation of spin interaction Hamiltonians.
The experimental methods employed in the following results chapters are in-
troduced in Chapter 3, namely the fundamentals of one and two dimensional
Fourier Transform NMR, including sign discrimination techniques and the use
of phase cycling to extract information regarding various multinuclear spin in-
teractions and coherences. Practical methods for improving the sensitivity and
resolution of NMR data are discussed, including details of the Cross Polariza-
tion technique, as well as hetero- and homo-nuclear decoupling schemes. The
final sections of this chapter introduce the specific NMR sequences used for the
experimental work presented in this thesis such as heteronuclear through-bond
correlations and homonuclear DQ techniques, where further experimental de-
tails are provided. Finally, a discussion of first-principles NMR calculations
is presented, along with an assessment of the computational approaches em-
ployed in this work.
Chapter 4 presents the first of the experimental results by introduc-
ing the current power of the 1H chemical shift and, in particular, 1H DQ
methods as a structural probe. Specifically, the development of the new 1H
DQ-13C CRAMPS sequence is presented, which offers increased resolution of
1H DQ spectra via the 13C dimension as well as providing through bond 1H-
13C assignments, as is shown with a first application to a penicillin salt. This
technique is used to interpret intra-and intermolecular 1H-1H proximities in
organic systems, with extension to a particularly demanding case presented in
the following chapter. As such, the biologically relevant topic of saccharides is
addressed in Chapter 5, where the ability of high-resolution 1H-13C solid-state
NMR is demonstrated further. Even simple sugars are a considerable chal-
lenge for 1H NMR in the solid-state as the similar chemical environments of
the 1H sites result in a narrow spectral range of 1H chemical shifts which are
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difficult to resolve. For example, the disaccharide presented here (β-maltose
monohydrate) contains 24 distinct protons, having 1H chemical shifts that all
fall within a narrow range of approximately 3 to 7 ppm. Nevertheless, a com-
bination of advanced experimental techniques and first-principles calculations
allow the full assignment of all 1H chemical shifts and an investigation into their
behaviour with varying temperature. Chapter 6 demonstrates the ability of
multinuclear solid-state NMR experiments to distinguish between two different
three-dimensional structures formed by synthetic deoxyguanosine derivatives
(also at natural isotopic abundance), notably the G-quartet and G-ribbon as-
semblies. Using limited existing crystallographic information, a ‘spectrum to
structure’ approach is then applied to predict the structural arrangements of
a range of further RNA-base derivatives, for which single-crystal diffraction
structures are not available.
In Chapter 7, 1H-13C correlation methods are applied to a complex
crystalline pyrazole system to provide further insight into crystal packing,
notably, in an ambitious effort to distinguish between the many (Z’=6) in-
dividually distinct molecules of the asymmetric unit cell. With the aid of
GIPAW calculations on the complete 348 atoms within the unit cell, and 2D
through-bond correlation experiments, all 1H and 13C NMR chemical shifts are
assigned for each of the six independent molecules of the structure. Finally,
Chapter 8 presents the application of the heteronuclear spin-echo experiment
to [15N2,
17O2]uracil and [
15N, 13C2]4-cyano-4’-ethynylbiphenyl for the detec-
tion, and importantly quantitative measurement, of intermolecular 2hJ15N17O
and 2hJ15N13C couplings for NH· · ·O and NH· · ·C hydrogen bonds, that control
the molecular packing in the solid state.
10
2
NMR Theory
NMR spectroscopy is designed to observe the bulk nuclear magnetism arising
from the behaviour of atomic nuclei within a magnetic field, in order to deter-
mine atomic-level information. This chapter outlines the quantum mechanical
theory needed to understand this phenomenon, including the formalisms used
to describe nuclear spin systems and their time evolution, and examines how
static and oscillating magnetic fields are used to perturb these systems such
that measurements of the macroscopic NMR signal can be made. The internal
spin interactions are also introduced, and their effects upon NMR spectra are
described, specifically regarding the determination of structural and dynami-
cal properties of solid-state materials. The introduction presented here draws
upon the works of Mehring [104], Levitt [105], Duer [106] and Hore et al. [107].
2.1 Nuclear Spin Systems
Along with familiar physical properties such as mass, energy or charge, sub-
atomic particles also possess an intrinsic quantity known as spin angular mo-
mentum which is quantised into discrete values of h¯ and is identified by the
spin angular momentum quantum number, I. This takes a non-negative inte-
ger or half-integer value and is determined, for atomic nuclei, by the composite
nucleons of the isotope.
For each nucleus with spin, I, there exists 2I + 1 possible spin states
which are degenerate in the absence of an external magnetic field. Application
of a magnetic field lifts the degeneracy of the spin energy levels, resulting in
an energy difference between the states. Fundamentally, this arises due to
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the interaction of a magnetic moment, µ, with the applied static magnetic
field, B0. This is referred to as the Zeeman interaction and is described, using
classical notation by Eq. 2.1:
E = −µ ·B0. (2.1)
Expressing this in terms of quantum mechanical operators we find that the
Zeeman Hamiltonian, HˆZ , describing the energy of the system in this external
field is given by
HˆZ = −µˆ ·B0 = −γh¯Iˆ ·B0 (2.2)
where the gyromagnetic ratio, γ, is the constant of proportionality between
the magnetic moment operator, µˆ, and the spin operator, Iˆ, and h¯ is the
reduced Planck constant (h¯ = h/2pi). For an axial field described only along
the z-direction, the Zeeman Hamiltonian becomes
HˆZ = −γh¯Iˆz ·B0 (2.3)
with Iˆz being the z-component of the spin angular momentum operator. In an-
gular frequency units (rad s−1), the Zeeman interaction is given by the Larmor
frequency, ω0 = −γB0, and hence is dependent upon the size of the external
field applied. As γ is a constant for each nuclear isotope, different characteris-
tic Larmor frequencies are observed for different spin types in a fixed external
field. As such, the relation between the quantized spin states along the direc-
tion of the external field and their respective energies is simplified to:
HˆZ = ω0Iˆz. (2.4)
Eq. 2.4 is expressed in angular frequency units where the factor of h¯ is omitted.
This convention will be applied from this point forward to all energy operators
(Hˆ ).
The NMR experiment exploits the quantization of energy levels for
I 6= 0 nuclei in a magnetic field by measuring the changes in energies of
the various spin states. These energies are very specifically sensitive to the
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electronic properties and chemical environments of the nuclei and hence NMR
spectra contain much information regarding the internal atomic structure and
dynamics of materials.
2.1.1 Angular Momentum Operators
The state of any quantum mechanical system is concisely described by the
quantum mechanical wavefunction, |ψ〉, which contains information regarding
all physical properties of the system. This information is extracted from the
wavefunction by applying the appropriate operator, Aˆ, corresponding to the
desired physical quantity, where the result is often expressed in terms of the
quantum number(s) associated with that operator. Experimental measure-
ments of this quantity are then predicted to yield, on average, a value known
as the expectation value of that operator,
〈
Aˆ
〉
, given by
〈
Aˆ
〉
= 〈ψ| Aˆ |ψ〉 . (2.5)
Specifically, nuclear spin wavefunctions are expressed by the functions,
|I,m〉, where I and m are the total spin angular momentum quantum number,
and the magnetic quantum number, respectively. Information relating to the
spin properties of the nucleus is then extracted from these functions by ap-
plication of the relevant angular momentum operator, namely, Iˆx, Iˆy, Iˆz or Iˆ
2
which are the x, y, and z components of the nuclear spin, and the magnitude
of the nuclear spin squared, respectively. This set of operators are linked by
the relation Iˆ2 = Iˆ2x + Iˆ
2
y + Iˆ
2
z , as well as the commutation relations:
[
Iˆ2, Iˆz
]
= 0 (2.6)[
Iˆx, Iˆy
]
= iIˆz (and subsequent cyclic permutations). (2.7)
These equations state that, at any given time, the total spin angular momen-
tum squared commutes only with one component of spin angular momentum,
and that the individual components themselves do not commute with each
other. In this context, the z-component, and hence the Iˆz operator, is de-
scribed in Eq. 2.6, since the external magnetic field is defined along this axis,
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commonly referred to as the longitudinal axis. Similarly, the x-y orientation
is described in NMR geometry as the transverse plane.
The |I,m〉 spin wavefunctions are, in fact, eigenfunctions of the Iˆ2
and Iˆz operators and (as a consequence of Eq. 2.4) the Zeeman Hamiltonian
operator, hence they are commonly referred to as the Zeeman eigenfunctions,
with eigenvalue equations for the spin operators given by
Iˆ2 |I,m〉 = I(I + 1) |I,m〉 (2.8)
Iˆz |I,m〉 = m |I,m〉 . (2.9)
For an orthornormal set of wavefunctions, the expectation values of the total
squared spin angular momentum and z-component of angular momentum are
(from Eq. 2.5) I(I + 1) and m, respectively. As such, m is often referred to
as the z-component or projection of angular momentum onto the magnetic
field direction, and takes values −I < −I + 1... < +I, resulting in the 2I + 1
possible spin eigenstates described above.
The majority of work presented in this thesis concerns spin I = 1/2
nuclei, for which m takes values of +1/2 and −1/2. The Zeeman eigenstates
of such systems are typically referred to as |α〉 (spin up) and |β〉 (spin down)
states, where
Iˆz |α〉 = +12 |α〉 (2.10)
Iˆz |β〉 = −12 |β〉 . (2.11)
As such, from Eq. 2.4 it follows, for a z-aligned field, that the corresponding
energies of the basis eigenstates are:
HˆZ |α〉 = +12ω0 |α〉 (2.12)
HˆZ |β〉 = −12ω0 |β〉 . (2.13)
and so the difference in energy between the two states is equal to the Larmor
frequency (in units of h¯). The complete spin wavefunction for a spin I = 1/2
nucleus is now described as a superposition of the |α〉 and |β〉 basis states and
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is written as a linear combination of these:
|ψ〉 = cα |α〉+ cβ |β〉 (2.14)
where cαand cβ are complex coefficients which measure the contribution of
each state to the total superposition. Applying Eq. 2.5, the expectation value
of the Iˆz operator is, 〈
Iˆz
〉
= 1
2
(cαc
∗
α − cβc∗β)
= 1
2
|cα|2 − 12 |cβ|2
(2.15)
where, for normalisation |cα|2 + |cβ|2 = 1. Therefore, the longitudinal compo-
nent of spin angular momentum is directly related to the respective probabil-
ities of the system being found in either of the two states.
The non-commutation of the Iˆz operator with the Iˆx and Iˆy components,
given in Eq. 2.7, indicates that the two transverse spin operators do not share
the |α〉 and |β〉 eigenstates. Instead, these spin operators act to interconvert
between the two states:
Iˆx |α〉 = 12 |β〉 Iˆx |β〉 = 12 |α〉 (2.16)
Iˆy |α〉 = 12i |β〉 Iˆy |β〉 = −12i |α〉 . (2.17)
Similarly, the expectation values for the transverse components are expressed
as:
〈
Iˆx
〉
=1
2
(cαc
∗
β + cβc
∗
α) (2.18)〈
Iˆy
〉
= i
2
(cαc
∗
β − cβc∗α). (2.19)
Comparing Eqs. 2.15, 2.18 and 2.19, it is clear that the expectation
value of the longitudinal component of spin angular momentum is directly
related to the self-products of the coefficients, cαc
∗
α and cβc
∗
β, whereas the
transverse components are determined by the cross products, cαc
∗
β, and cβc
∗
α.
This result allows a more concise mathematical notation of the spin system to
be defined, as is discussed in the following section.
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2.2 The Density Operator and Product Oper-
ator Formalisms
2.2.1 Isolated spin I = 1/2 systems, Populations and
Coherences in NMR
For the two eigenstates of a single spin I = 1/2 nucleus, a linear mathematical
notation (such as Eq. 2.14) is adequate to describe the complete spin wave-
function, and hence the spin components and expectation values of spin mea-
surements are also described in a linear fashion. However, for I > 1/2 nuclei,
for which the number of potential eigenstates and associated coefficients in-
creases as 2I+1, or, indeed, for multiple spin systems, many more terms exist,
resulting in a lengthy mathematical description. As such, it is convenient to
construct a matrix representation for the spin system, operators and observ-
able quantities which can be easily visualised for any value, I. In this context,
the density operator is defined:
ρˆ = |ψ〉 〈ψ| (2.20)
with a corresponding matrix representation, which for a spin I = 1/2 nucleus
is of the form:
ρˆ =
cαc∗α cαc∗β
cβc
∗
α cβc
∗
β
 . (2.21)
The overbar in Eq. 2.20 indicates that this description is used in reference to the
ensemble average of the entire spin system of wavefunctions, and corresponds
to the bulk macroscopic average of spins, i.e., that which is measured during
an experiment. For simplicity of notation, this overbar is omitted below.
The matrix forms of the spin operators for a single I = 1/2 nucleus
contain elements corresponding to the eigenvalues of the appropriate |α〉 and
|β〉 states, defined by Eqs. 2.10, 2.11, 2.16 and 2.17, such that:
Iˆx =
0 12
1
2
0
 , Iˆy =
 0 −12i
1
2
i 0
 , Iˆz =
12 0
0 −1
2
 . (2.22)
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Comparison of Eqs. 2.21 and 2.22 to Eqs. 2.15, 2.18 and 2.19, shows
that the products of coefficients used to determine the expectation values of
the angular momentum components can easily be extracted as elements of
the density matrix. The diagonal elements of the density matrix contain self-
products of the complex coefficients, upon which the Iˆz (longitudinal) expecta-
tion value, depends. These are also the only non-zero elements which appear in
the Iˆz operator matrix. Similarly, the off-diagonal terms of the density matrix
i.e., those containing cross-product terms of complex coefficients, contribute
to the Iˆx and Iˆy (transverse) expectation values, and these same elements are
non-zero in the Iˆx and Iˆy operator matrices.
In this context, it is appropriate to introduce the concepts of populations
and coherences in NMR, by further considering a general wavefunction whose
coefficients are expressed as the product of a real coefficient, (aα or aβ) and a
phase term (φα or φβ) i.e.,
|ψ〉 = aαeiφα |α〉+ aβeiφβ |β〉 . (2.23)
The density matrix for an individual spin is then:
ρˆ =
 a2α aαaβei(φα−φβ)
aαaβe
−i(φα−φβ) a2β
 . (2.24)
Now, considering the average over a system of many isolated spins;
if each individual component spin is in an identical state to its neighbours,
the density matrix of the ensemble will be identical to that given in Eq. 2.24.
However, if the ensemble is such that the individual spins exist in subtly
different states, the phase factors will vary randomly across the system. In
this case, when considering the ensemble average, these random phase factors
will interfere destructively resulting in off-diagonal terms equal to zero in the
density matrix:
ρˆ =
a2α 0
0 a2β
 . (2.25)
The diagonal elements of Eqs. 2.24 and 2.25 are identical, and hence
the Iˆz, i.e., the |α〉 and |β〉 basis states, are the same for both pure and mixed
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ensembles of spins. These are described as the populations of the basis states,
and as was shown for
〈
Iˆz
〉
in Eq. 2.15, relate directly to the probabilities
of spins existing in or populating the eigenstates. For example, for a spin
system in an external magnetic field and at thermal equilibrium, the ensemble
average contains a mixture of populations of the |α〉 and |β〉 states, the exact
populations of which will be determined by Boltzmann statistics as:
ρˆ =
pα 0
0 pβ
 (2.26)
where pα and pβ are the probabilities of the spins existing in either of the two
states. The population difference between the states is directly proportional
to the z component of spin angular momentum, which over the ensemble is
referred to as the bulk longitudinal magnetization. Often, the scaling factor is
simply omitted and it is stated that the density operator at thermal equilibrium
is equivalent to Iz (see ref[107] §8.4).
Returning, now, to the off-diagonal terms of the matrices in Eqs. 2.24
and 2.25, i.e., those which are proportional to the transverse Iˆx and Iˆy com-
ponents, non-zero terms only exist for pure ensembles which possess a phase
coherence between the individual component spins. It is this coherence, specifi-
cally, a Single-Quantum Coherence (SQC) that is detected in the form of bulk
transverse magnetization, during an NMR experiment (see §2.2.3). Impor-
tantly, from Eq. 2.26 it is clear that a spin ensemble at thermal equilibrium
contains only population states and so coherences must be introduced into the
system by some other means. This is achieved by the application of resonant,
oscillating magnetic fields in the form of radiofrequency r.f. pulses, as is shown
below (see §2.3.2).
The density operator and matrix notations provide a convenient mech-
anism for extracting the products of coefficients corresponding to populations
and coherences of spin systems in an external field. These can also be visualised
diagrammatically by considering the form of the Zeeman energy levels. The
product operator description of the spin components, Ix, Iy, Iz (often written
withoutˆ for clarity) link the quantum mechanical description to the classical
18
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α
β
zI xI yI
ω0
m
+ 1
2
− 1
2
Figure 2.1. Product operator representation of an isolated spin I = 1/2 nu-
cleus in a magnetic field using the energy levels of the |α〉 and |β〉 states.
The difference in energy, in units of h¯, is given by the Larmor frequency,
ω0 = −γB0. Iz gives the occupation or population of energy levels, with the dif-
ference in shading implying an equilibrium distribution. Ix, Iy (single-quantum
∆m = +1/2−−1/2 = 1) coherences are shown as the relationships between the
basis states. The solid and dashed lines represent the phase difference of pi/2
(90◦) between Ix and Iy.
vector representation of the bulk magnetization in the spin system [108]. As
will be shown in §3.3 this notation provides a simplified alternative to the den-
sity matrix analysis under certain interactions, most usefully for describing the
evolution of nuclei under the influence of ‘weak’ spin-spin couplings. Fig. 2.1
presents the energy level diagrams for an isolated I = 1/2 nucleus correspond-
ing to the product operator description. The quantized spin states and energy
levels are taken from Eqs. 2.12 and 2.13.
2.2.2 A pair of coupled I = 1/2 nuclei
Much of the power of NMR lies with the ability to probe spin-spin couplings
between pairs of nuclei as is described in §3.3 and §3.4. Both the density
matrix and product operator notations are well suited to describe the coupling
of nuclear spins. For example, the combined wavefunction of two I = 1/2 nuclei,
I and S, is written linearly as
|ψ〉 = cαα |αIαS〉+ cαβ |αIβS〉+ cβα |βIαS〉+ cββ |βIβS〉 (2.27)
with a corresponding density matrix:
ρˆ =

cααc
∗
αα cααc
∗
αβ cααc
∗
βα cααc
∗
ββ
cαβc
∗
αα cαβc
∗
αβ cαβc
∗
βα cαβc
∗
ββ
cβαc
∗
αα cβαc
∗
αβ cβαc
∗
βα cβαc
∗
ββ
cββc
∗
αα cββc
∗
αβ cββc
∗
βα cββc
∗
ββ
 . (2.28)
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αI
βI
zI
αS
αS βSαI
βIβS
xI yI
m
−1
+1
 0
Figure 2.2. Product operator representation of in-phase operators for a I =1/2
nucleus, in the presence of a coupled spin, S = 1/2, using the conventions defined
in Fig. 2.1.
Equally, the matrix form of the angular momentum operators corre-
sponding to Iˆ and Sˆ for a two-spin system are obtained by the direct products
of the one-spin matrices given in Eq. 2.22 with the identity matrix e.g., as
shown here for Iˆ components:
Iˆx =

0 0 1
2
0
0 0 0 1
2
1
2
0 0 0
0 1
2
0 0
 , Iˆy =

0 0 −1
2
i 0
0 0 0 −1
2
i
1
2
i 0 0 0
0 1
2
i 0 0
 , Iˆz =

1
2
0 0 0
0 1
2
0 0
0 0 −1
2
0
0 0 0 −1
2
 .
(2.29)
Equivalent Sˆ matrices are calculated by reversing the order of the direct prod-
uct and can be found in Appendix A. These are referred to as in-phase product
operators, the representative energy levels of which are given in Fig. 2.2. For
the matrices given in Eq. 2.29, it can again be seen, that Iˆz (corresponding
to populations) has only diagonal non-zero elements, whereas Iˆx, Iˆy (coher-
ences) have only non-zero off-diagonal elements, corresponing to relationships
between the four two-spin basis states, |αIαS〉 , |αIβS〉 , |βIαS〉 , |βIβS〉.
Where there exists a coupling between the pair of spins, the nine two-
spin operators obtained as a combination of the Iˆ and Sˆ spin states by multi-
plying the corresponding matrices, are of relevance. For example
2IˆxSˆz = 2

0 0 1
2
0
0 0 0 1
2
1
2
0 0 0
0 1
2
0 0
 ·

1
2
0 0 0
0 −1
2
0 0
0 0 1
2
0
0 0 0 −1
2
 =

0 0 1
2
0
0 0 0 −1
2
1
2
0 0 0
0 −1
2
0 0
 (2.30)
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x2I  Sz z2I  Sx
x2I  S  + 2I  Sx y y x2I  S  − 2I  Sx y yZQ =  x DQ =  x
m
−1
+1
 0
m
−1
+1
 0
αI
βI
αS
αS βSαI
βIβS
Figure 2.3. Product operator representation of x-anti-phase and multiple-
quantum operators for a coupled pair of I = 1/2 nuclei, I and S, using the
conventions described in Fig. 2.1.
where a factor of 2 is included for normalisation. A full list of two-spin operator
matrices is given in Appendix A.
Fig. 2.3 shows some energy-level representations of the anti-phase op-
erators 2IˆxSˆz and 2IˆzSˆx along with those corresponding to multiple-quantum
coherences (MQC) in the two-spin system. Specifically, the x-components
of zero-quantum (ZQ) and double-quantum (DQ) operators for a two-spin
I = S = 1/2 system consist of the mixed two-spin operators containing no
z component; (IˆxSˆx, IˆySˆy, IˆxSˆy, IˆySˆx). These are named according to the re-
sulting coherence orders between the basis states, with ∆m = (0 − 0) = 0,
and ∆m = (1 − −1) = 2 or ∆m = (−1 − 1) = −2, respectively; of particu-
lar interest in this work is the double quantum coherence (DQC) between a
pair of I = 1/2 nuclei, which can be manipulated in order to probe coupling
interactions between the nuclear spins.
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Computing the matrix for the DQx term:
DQx =
1
2
(
2IˆxSˆx − 2IˆySˆy
)
=

0 0 0 1
2
0 0 1
2
0
0 1
2
0 0
1
2
0 0 0
−

0 0 0 −1
2
0 0 1
2
0
0 1
2
0 0
−1
2
0 0 0
 =

0 0 0 1
2
0 0 0 0
0 0 0 0
1
2
0 0 0

(2.31)
the non-zero elements are those corresponding to the coherence between the
|αIαS〉 and |βIβS〉 states, as shown in Fig. 2.3. Consequently, these elements
of the density matrix for the two-spin system (Eq. 2.28) contain information
regarding DQC present in the spin system and are examined to determine
spin-spin coupling information.
The above analysis demonstrates that for a system containing m spin
states, it is possible to generate various orders (∆m) of coherence between the
energy levels. For an isolated I = 1/2 nucleus, this is limited to ∆m = 1 by
transitions between the single |α〉 and |β〉 basis states, whereas for coupled
pairs of I = 1/2 nuclei, ∆m = 0 and ∆m = 2 may also be created, the latter of
which offers information regarding the spin couplings present in the system.
It should be noted that many higher coherence orders are then possible for
systems of multiple I = 1/2 nuclei as well as isolated I > 1/2 nuclei but these
will not be discussed here. Importantly, whilst anti-phase and non-single-
quantum coherences can be generated amongst spin systems, an NMR signal
can be induced only by transverse in-phase SQC. As such, sophisticated pulse
sequences are designed to manipulate spins and internuclear couplings so as
to indirectly acquire the information inherent to the other states, notably
multiple-quantum coherence (see §3.3 and §3.4 for descriptions of such pulse
sequences used in this thesis).
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2.2.3 Evolution of the Density Operator: The NMR
Signal
The SQC that is detected by the spectrometer as the NMR signal results
from the precession at the Larmor frequency of the bulk magnetization of the
spin ensemble (in the tranverse plane). The evolution of this magnetization
generates a time-varying signal in a surrounding coil and electronic circuit by
the process of electromagnetic induction. Therefore, a description of the spin
ensemble behaviour over a period of time, i.e., the density operator, ρˆ(t), is
needed to describe the induced NMR signal.
For any arbitrary wavefunction, |ψ〉, the time-dependent Schrodinger
equation describes the time evolution of a system as
d
dt
|ψ〉 = −iHˆ |ψ〉 (2.32)
where Hˆ is a time-independent Hamiltonian operator acting on the system.
Using Eq. 2.20, this is developed into an equivalent interpretation for ρˆ(t):
d
dt
ρˆ(t) = −i
[
Hˆ , ρˆ(t)
]
, (2.33)
the solution of which is:
ρˆ(t) = e−iHˆ tρˆ(0)eiHˆ t
= Uˆ(t)ρˆ(0)Uˆ(t)−1.
(2.34)
Uˆ(t) is the propagator which describes the Hamiltonian acting between
times t = 0 and t = t. For a constant i.e., time-independent Hamiltonian, this
is simply:
Uˆ(t) = exp
(
−iHˆ t
)
. (2.35)
However, if the Hamiltonian acting during the time period t = 0 to t = t is
not constant, but can be separated into piecewise Hamiltonians, each acting
successively for a period of time, for example, Hˆ1 applies during t1, then Hˆ2
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for t2, etc. the propagator becomes the product of these terms:
Uˆ(t) = e−iHˆntn ...e−iHˆ3t3e−iHˆ2t2e−iHˆ1t1 (2.36)
Similarly, as the Hamiltonian itself may be time dependent, this can be ex-
pressed by many Hamiltonians acting successively over infinitesimally small
time periods dt, with the propagator now defined as an integral:
Uˆ(t) = Tˆ e−i
∫ t
o Hˆ (t)
′dt′ (2.37)
where Tˆ is the Dyson time ordering operator, and is necessary when the Hˆ (t)
operator acting does not commute with itself at different times.
Eq. 2.34 demonstrates that the behaviour of the spin ensemble over time
can be wholly described based on a knowledge of the initial density operator
at a time t = 0, and the propagators which subsequently act on the system.
The subsequent NMR signal, s(t), resulting from the transverse magnetization
of the spin ensemble at some later time, t, is determined by calculating the
expectation value corresponding to this physical observable. For the purposes
of sign discrimination (see §3.1.1), both Ix and Iy components of the spin
magnetization in the transverse plane are detected. This is achieved by use
of the lowering operator Iˆ− = Iˆx − iIˆy, such that the SQC detected is, by
convention, considered to have coherence order, p = −1. The expectation
value is then obtained by taking the trace of the scalar product of ρˆ(t) with
the transpose, complex conjugate of the lowering operator, Iˆ†− = Iˆ+:
s(t) = Tr
[
ρˆ(t)Iˆ+
]
= Tr
[
Uˆ(t)ρˆ(t = 0)Uˆ(t)−1Iˆ+
] (2.38)
where Iˆ+ = Iˆx + iIˆy, hence providing real (Ix) and imaginary (Iy) components
of the signal. The form of the NMR signal, s(t), given by Eq. 2.38 is calculated
for an isolated I = 1/2 system in §2.3.2.
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2.2.4 Average Hamiltonian Theory
The propagators described in Eqs 2.36 and 2.37 indicate that the series of
exponential terms corresponding to each of the acting Hamiltonians must be
calculated to describe the time evolution of the spin system. This can be
greatly simplified if a propagator can be written which depends on one average
Hamiltonian, H¯ , which has the same overall effect as the series written above
[109]. Further, if this Hamiltonian is periodic with a period of tp, and its effect
on the system is only considered at times separated by this period, it is only
necessary to calculate the single average Hamiltonian at these points, i.e.:
Uˆ(t) = e−iH¯ tp = e−iHˆntn ...e−iHˆ3t3e−iHˆ2t2e−iHˆ1t1 . (2.39)
The series of exponential operators are evaluated using the Magnus expansion
[110] to give
H¯ (tp) = H¯
0 + H¯ 1 + ..., (2.40)
where the first and second order terms, are, respectively:
H¯ 0 =
1
tp
(
Hˆ1t1 + Hˆ2t2 + ...
)
(2.41)
H¯ 1 = − i
2tp
([
Hˆ2t2, Hˆ1t1
]
+
[
Hˆ3t3, Hˆ1t1
]
+
[
Hˆ2t2, Hˆ3t3
]
...
)
. (2.42)
This is a particularly appropriate result for solid-state NMR experi-
ments which, often, and throughout this work, are recorded using the Magic
Angle Spinning (MAS) technique (see §2.4.3), whereby the sample is physi-
cally rotated about a fixed axis with respect to the external magnetic field.
Such a rotation naturally imposes a periodicity on the Hamiltonian of tp = τr,
where τr is the time period of one physical rotation. Therefore, to a first-order
approximation, the average Hamiltonian acting during a MAS NMR experi-
ment is then simply the average of the piecewise Hamiltonians which operate
during one cyclic period. If the individual Hˆi operators acting during the time
period commute with one another this term is generally sufficient, hence the
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propagator is considered as a linear sum of successive interactions:
Uˆ(t) = e−iH¯0τr = e−
i
τr
(Hˆ1t1+Hˆ2t2+...) (2.43)
For the case where successive Hamiltonians no longer commute, higher
order terms of the average Hamiltonian must also be considered to accurately
describe the behaviour the system, as will be seen in (§2.4.5).
2.3 External Interaction Hamiltonians
Under the approximations made in §2.2.4, and from Eq. 2.34, a nuclear spin
ensemble under Magic Angle Spinning conditions can be considered to evolve
under the effect of a total average Hamiltonian, H¯total, which can be written
as the sum of the various interaction Hamiltonians active during that time.
These interactions can be classified as external ; chiefly, the interaction of the
spin system with external magnetic fields, and internal ; spin-spin interaction
effects, such that:
H¯total = Hˆ
ext + Hˆ int (2.44)
where
Hˆ ext = HˆZ + HˆRF (2.45)
Hˆ int = HˆCS + HˆD + HˆJ + HˆQ. (2.46)
For clarity, the superscript 0 term is omitted from the Hamiltonian opera-
tors, although the first-order approximation is still applied in the following
discussion where the Zeeman Hamiltonian, HˆZ , is assumed to be dominant.
The Hˆ ext term consists of the Zeeman interaction (as described ini-
tially in §2.1), and the perturbing interaction of oscillating radiofrequency
(r.f.) magnetic fields, HˆRF , which are used to create specific spin coherences.
The Hamiltonians of the internal spin interactions, used to reveal chemical
information, are described in more detail in §2.4.
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In general, the interaction Hamiltonians can be represented using Carte-
sian tensors, as
HˆΛ = Iˆ · A˜ · Sˆ =
[
Iˆx Iˆy Iˆz
]
Axx Axy Axz
Ayx Ayy Ayz
Azx Azy Azz


Sˆx
Sˆy
Sˆz
 (2.47)
where A˜ is second rank tensor, Iˆ represents a spin operator and Sˆ may be an
external field or a second spin operator.
2.3.1 External Hamiltonians in the Rotating Frame
The Cartesian form of the Zeeman interaction between the nuclear spin, Iˆ,
and the static external magnetic field, Bˆ0, is expressed as:
HˆZ = Iˆ · Z˜ · Bˆ0 (2.48)
where Z˜ is related to the identity matrix by
Z˜ = −γ

1 0 0
0 1 0
0 0 1
 (2.49)
and γ is the gyromagnetic ratio. The geometry of the NMR experiment is de-
fined such that, in the laboratory frame (where the NMR signal is measured)
the external field is aligned along the z-direction, i.e., Bˆ0 =
[
0 0 Bˆ0
]
, and
similarly, a spin system at thermal equilibrium inside this field exists in a pop-
ulation state corresponding to the z-component angular momentum operator,
I =
[
0 0 Iˆz
]
. Hence, Eq. 2.48 simplifies to:
HˆZ = −γB0Iz = ω0Iˆz (2.50)
as was given in Eq. 2.3 in §2.1. It is typical for field strengths, B0, to be
quoted relative to the Larmor frequency (ω0 = −γB0) of the highly sensitive
1H nucleus, and given in units of Hz, i.e., ω/2pi. Magnetic fields used for solid-
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state NMR are generally of the order of 5 - 20 Tesla, corresponding to Larmor
frequencies of hundreds of MHz (108 Hz) with the current upper limit being
1 GHz (109 Hz), due to superconductivity technology.
Much weaker magnetic fields can also be used to manipulate nuclear spin
systems, provided that they oscillate with a frequency close to (or resonant
with) the natural Larmor frequency of the nuclei of interest, i.e., ωrf ≈ ω0.
Therefore, as above, this oscillation must also be of the order of 108-109 Hz,
which falls into the radiofrequency (rf ) regime. Typically, these fields need
only be applied for short (<< 1 s) timescales and are hence referred to as r.f.
pulses, of magnitude B1. The oscillating pulses must be applied perpendicular
to the external field, i.e., in the transverse plane, to cause an effect on the spin
system, and in general, take the form of:
Bˆ1 = 2B1(cos[ωrf t+ φ])i
= B1(e
+iωrf t + e−iωrf t)i if φ = 0
(2.51)
hence, two counter rotating components of frequencies +ωrf and −ωrf , where
φ is the initial phase of the pulse and i is the unit vector along the x-axis.
Only one of these component frequencies is close to the resonance frequency
of the nuclei, which by convention, is taken as the positive frequency, ωrf , and
so the effect of the latter component is effectively removed. In the Cartesian
basis, the Hamiltonian for such a pulse is then:
HˆRF = Iˆ · Z˜ · Bˆ1 = −γB1[Iˆx cos(ωrf t+ φ) + Iˆy sin(ωrf t+ φ)]. (2.52)
It is convenient and usual in NMR to express this Hamiltonian in a ref-
erence frame which is rotating at a frequency, ωrf , about the laboratory frame
axis, such that Eq. 2.52 becomes time independent. Hence, the Hamiltonian
of an oscillation rf -pulse in the rotating frame is now:
Hˆ rotRF = ω1[Iˆx cos(φ) + Iˆy sin(φ)] (2.53)
therefore, the initial phase of the pulse defines the initial position of the r.f.
pulse in the x-y plane of the rotating frame. For example, an initial phase
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φ = 0, reduces Eq. 2.53 to:
Hˆ rotRF = ω1Iˆx (2.54)
and so defines the form of a radiofrequency pulse applied along the x-axis.
In the above expressions, the frequency ω1 = −γB1 (commonly known as the
nutation frequency) represents the magnitude or strength of the magnetic field
due to the r.f. pulse applied. As for the case of the static field (given by ω0),
the size of this interaction is also dependent upon the type of nucleus observed
(via γ), combined with the size of the alternating current achievable by the
NMR electronics. Typically, ω1 is of the order 10
4-105 Hz and, as such, HˆRF
is some orders of magnitude smaller than the dominating Zeeman Interaction,
HˆZ .
Now, expressing the Zeeman Hamiltonian in the rotating frame, Eq. 2.50
becomes:
Hˆ rotZ = ΩIˆz (2.55)
where Ω = ω0 − ωrf , the resonance offset frequency of the observed nucleus,
conveniently describes the oscillation frequency with respect to the carrier fre-
quency of the r.f. pulse. In this respect, by observing NMR signals as this
frequency difference, instead of absolute values in MHz, more managable val-
ues of nuclear frequencies are discussed. Experimentally, this corresponds to
‘mixing down’ of the induced NMR signal oscillating at the Larmor frequency
with the r.f. carrier, as is performed by the electronics of the NMR spectrom-
eter, generally yielding nuclear spin offsets of the order of kHz (the largest
observable effects correspond to the magnitude of ω1).
2.3.2 Evolution of the Density Operator due to
External Interactions
The rotating frame description provides simplified, time-independent expres-
sions of the external interaction Hamiltonians (Eqs. 2.53 and 2.55) which can
be used to compute the evolution of the density matrix for a I = 1/2 system
under the effect of static and oscillating magnetic fields.
Firstly, for an equilibrium spin ensemble in a static field, we expect an
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initial (at time, t = 0) state of bulk magnetization aligned along the z-axis
(see discussion of Eq. 2.26):
ρˆ(0) = Iˆz =
12 0
0 −1
2
 . (2.56)
Then, considering the propagator for an applied radiofrequency pulse, along
the x-direction of the rotating frame:
Uˆ(t) = e−iω1tIˆx =
 cos(12ω1t) −i sin(12ω1t)
−i sin(1
2
ω1t) cos(
1
2
ω1t)
 (2.57)
(using matrix diagonalisation of the Iˆx operator, given in ref[107]). The density
matrix at a later time, t = t, under the effect of this r.f. pulse, is (from
Eq. 2.34):
ρˆ(t) =
 cos(12ω1t) −i sin(12ω1t)
−i sin(1
2
ω1t) cos(
1
2
ω1t)
12 0
0 1
2
 cos(12ω1t) i sin(12ω1t)
i sin(1
2
ω1t) cos(
1
2
ω1t)

=
1
2
 cos(ω1t) i sin(ω1t)
−i sin(ω1t) − cos(ω1t)
 .
(2.58)
Comparing Eqs. 2.56 and 2.58, it is clear that the effect of the radiofre-
quency pulse upon the equilibrium population state of the ensemble is to gen-
erate off-diagonal terms in the density matrix, hence coherences, between the
spin eigenstates. The expectation values of each of the spin component oper-
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ators are:
〈
Iˆx(t)
〉
= Tr
{
ρˆ(t)Iˆx
}
=
 14i sin(ω1t) 14 cos(ω1t)
−1
4
cos(ω1t) −14i sin(ω1t)
 = 0 (2.59)
〈
Iˆy(t)
〉
= Tr
{
ρˆ(t)Iˆy
}
=
−14 sin(ω1t) −14i cos(ω1t)
−1
4
i cos(ω1t) −14 sin(ω1t)
 = −1
2
sin(ω1t)
(2.60)〈
Iˆz(t)
〉
= Tr
{
ρˆ(t)Iˆz
}
=
 14 cos(ω1t) −14i sin(ω1t)
−1
4
i sin(ω1t)
1
4
cos(ω1t)
 = 1
2
cos(ω1t).
(2.61)
Therefore, for a resonant B1 pulse applied along the x axis, the bulk
magnetization of the spin ensemble is rotated from its initial equilibrium Iˆz
state, around the axis along which the pulse was applied at a frequency, ω1.
The r.f. pulse is said to cause a nutation of the magnetization, where ω1 defines
the frequency of spin nutation. Similarly, for a pulse of duration trf , the angle
that the magnetization will have nutated from its initial state is the flip angle,
β = ω1trf .
In product operator notation, the above analysis is written:
Iz
βx−→ Iz cos β − Iy sin β (2.62)
Importantly, for β = pi/2, i.e., a 90◦ r.f. pulse, the resulting spin mag-
netization state will be aligned along the −y direction, −Iy, of the transverse
plane. Similarly, for a 90◦ pulse with a phase corresponding to application
along the y-axis of the rotating frame, product operator theory gives:
Iz
βy−→ Iz cos β + Ix sin β (2.63)
resulting in a final spin state, at the end of the pulse duration, of +Ix. At this
point, the system is once again only under the effect of the Zeeman interaction,
given by Hˆ rotZ , and the above procedure can be repeated, assuming t = 0, to
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examine the effect of this Hamiltonian. Therefore, for an initial state:
ρˆ(0) = Iˆx =
0 12
1
2
0
 (2.64)
and a propagator corresponding to the Zeeman Hamiltonian, from Eq. 2.55:
Uˆ(t) = e−iΩIˆzt =
exp(−12iΩt) 0
0 exp(1
2
iΩt)
 . (2.65)
Eq. 2.34 then gives:
ρˆ(t) =
exp(−12iΩt) 0
0 exp(1
2
iΩt)
0 12
1
2
0
exp(12iΩt) 0
0 exp(−1
2
iΩt)

=
 0 −12e−iΩt
1
2
eiΩt 0
 .
(2.66)
Examining the terms of the density matrix terms after the time, t, it is
clear from the non-zero off-diagonal terms that the transverse spin components
continue to evolve. Measurement of this transverse magnetization for the time-
domain NMR signal, is then, from Eq. 2.38:
s(t) = Tr
[
ρˆ(t)Iˆ+
]
= Tr

 0 12e−iΩt
1
2
eiΩt 0
 0 1
0 0

= Tr
0 0
0 1
2
eiΩt

= 1
2
eiΩt
= 1
2
(cos(Ωt) + i sin(Ωt))
(2.67)
where the real and imaginary parts of s(t) correspond to the Iˆx and Iˆy com-
ponents of the spin magnetization, respectively. In term of product operators,
the evolution of the system under an offset frequency, Ω, over a time t, is then
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written:
Ix
Ωt−→ Ix cos Ωt+ Iy sin Ωt. (2.68)
The product operator descriptions given in Eqs. 2.62, Eqs. 2.63 and 2.68 offer
a simplified description of the spin magnetization behaviour under the effects
of r.f. pulses and periods of free evolution, which comprise the simple (pi/2−
acquire) pulse sequence (see 3.1.1). This description is used in chapter 3 to
describe the effects of advanced many-pulse NMR sequences.
The physical interpretation of Eq. 2.68 is that the static field causes
the transverse magnetization of the spin to rotate around the z-axis of the
field, which induces a time-varying current in the detection coil (the Larmor
frequency is mixed down with the carrier frequency by the spectrometer elec-
tronics such that the resonance offset Ω = ω0 − ωrf is observed). §3.1.1 goes
on to describe the method by which this signal is processed to determine the
characteristic (offset) frequencies present in the system.
2.4 Internal Spin Hamiltonians
The internal spin Hamiltonians describe interactions between a nuclear spin
and its surrounding environment. Therefore, an analysis of these Hamiltonians
provides a description of how detailed information about the internal chemical
properties of the system can be extracted. Before considering the specific
forms of the internal Hamiltonians, it is necessary to appreciate the various
interaction frames in which the interactions are best described.
2.4.1 Spherical Tensors and Frame Transformations
In §2.3.1, the external interaction Hamiltonians were introduced in the Carte-
sian axis system of the laboratory frame (later simplified to the rotating frame),
where the NMR signal is measured. Each internal interaction Hamiltonian is
most conveniently defined in its own Principal Axis System (PAS), where only
the diagonal terms of the A˜ interaction tensor (Eq. 2.47) are present, however,
this system does not usually coincide with the laboratory frame (as defined by
the dominant Zeeman interaction). Therefore, each interaction must be trans-
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formed from its specific PAS into the laboratory frame such that the effect of
the internal Hamiltonian on the NMR signal is correctly described.
By expressing the interaction Hamiltonians using an irreducible spheri-
cal tensor representation, the frame transformations are greatly simplified. In
this way, Eq. 2.47 becomes:
HˆΛ =
2∑
j=0
+j∑
m=−j
(−1)mAjmTˆj−m (2.69)
where Ajm and Tˆj−m are the irreducible spherical tensors representing the
spatial and spin components, respectively, of the interaction, Λ, and j and m
describe the order and rank of the tensors, respectively, taking values j = 0, 1, 2
and m = −j < −j + 1... < +j. In general, the spin Tˆj−m terms are defined in
the laboratory frame unless stated otherwise (i.e., Tˆ PASj−m , below).
In the principal axis system (P), only certain terms of the Hamiltonian
will be non-zero, thus simplifying Eq. 2.69 to the terms:
Hˆ PASΛ = A
PAS
00 Tˆ
PAS
00 + A
PAS
20 Tˆ
PAS
20 + A
PAS
22 Tˆ
PAS
2−2 + A
PAS
2−2 Tˆ
PAS
22 . (2.70)
By this notation, transforming Hˆ PASΛ into the laboratory frame, Hˆ
LAB
Λ ,
involves only a manipulation of the Ajm spatial terms, which is carried out as
a rotation between the two frames of reference. Such a transformation is
described, for example, between the frames (X, Y, Z) and (x, y, z) as a rota-
tion about the Euler angles, (α, β, γ), which define three successive rotations,
namely: the (X, Y, Z) frame is initially rotated by α about Z to produce the
(X ′, Y ′, Z ′) frame. (X ′, Y ′, Z ′) then rotates by angle β about the new Y ′ axis
to give (X ′′, Y ′′, Z ′′). Lastly the (X ′′, Y ′′, Z ′′) frame is rotated by γ about
the Z ′′ axis to give the (x, y, z) frame. This is equivalent to the description
whereby the (X, Y, Z) frame is initially rotated by γ about Z to produce the
(X ′, Y ′, Z ′) frame, (X ′, Y ′, Z ′) then rotates by angle β about the previous Y
axis to give (X ′′, Y ′′, Z ′′) and the (X ′′, Y ′′, Z ′′) frame is rotated by α about the
Z axis to give the desired (x, y, z) frame. Both are summarised by the rotation
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operator R (α, β, γ), in terms of the individual rotations:
R (α, β, γ) = Rz′′ (γ) Ry′ (β) Rz (α)
= Rz (α) Ry (β) Rz (γ) (2.71)
where, for each of the Ra rotations about an axis a, by angle θ, it is known
that Ra (θ) = exp(−iθIˆa), thus, Eq. 2.71 becomes:
R (α, β, γ) = exp
(
−iαIˆz
)
exp
(
−iβIˆy
)
exp
(
−iγIˆz
)
. (2.72)
For the irreducible spherical tensor terms described in Eq. 2.69, such a frame
transformation is described by the rotation matrix
Djm′m (αβγ) = exp (−im′α) djm′m (β) exp (−imγ) (2.73)
with the elements, djm′m (β), known as reduced Wigner rotation matrices:
djm′m (β) = 〈jm′| exp
(
−iβJˆy
)
|jm〉 . (2.74)
Applying the rotation matrix described in Eq. 2.73 to the spatial tensor
component of an interaction in its PAS, APASjm , allows the laboratory form of
the interaction to be described:
ALABjm =
+j∑
m′=−j
APASjm′ D
j
m′m (αPL, βPL, γPL) (2.75)
where (αPL, βPL, γPL) are the Euler angles between the PAS and laboratory
frames. Thus, the interaction Hamiltonian (Eq. 2.70) in the laboratory frame
is given by:
HˆΛ
LAB
=
2∑
j=0
+j∑
m=−j
(−1)mAPASjm′ Djm′m (αPL, βPL, γPL)Tˆj−m. (2.76)
The above analysis does not, however, take into consideration the frame
of reference (specifically the rotor frame) which is introduced to the experiment
by the use of the Magic Angle Spinning technique. This is discussed further,
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below, in the context of the chemical shift anisotropy, in §2.4.3.
It should be noted that, as the Hamiltonian tensors for the external field
interactions are essentially represented by the unit vector (see Eqs. 2.48, 2.49
and 2.52), they are independent of the frame transformations described above.
In addition, the static and oscillating fields are used to define the laboratory
and rotating frame axes where the NMR signal is described, hence it is not
necessary to consider the external interactions in spherical tensor form.
2.4.2 The Secular Approximation
The expression derived for the first-order Hamiltonian in the Laboratory frame
(Eq. 2.76) can be simplified further by a consideration of the contribution of
each spin interaction to the first-order average Hamiltonian. Using first-order
perturbation theory, the Zeeman interaction is treated as the dominant inter-
action within the spin system, with all other interactions then being considered
as smaller perturbations, such that:
H¯total = Hˆ0 + Hˆ1 (2.77)
where
Hˆ0 = HˆZ (2.78)
Hˆ1 = HˆRF + HˆCS + HˆQ + HˆD + HˆJ . (2.79)
By this approximation, the wavefunctions of the total Hamiltonian, H¯total, are
well described by the eigenfunctions of the dominant interaction, HˆZ , i.e., the
Zeeman basis states, |I,m〉, as in §2.1.1. For this to hold, the eigenfunctions
of the perturbations, Hˆ1, must also be the Zeeman eigenfunctions, and so the
Hamiltonians of Hˆ0 and Hˆ1 must commute. To a first-order approximation,
the only parts of the Hˆ1 interactions which affect the spin energy levels are
those which commute with the Zeeman Hamiltonian, i.e., those with spins
terms, Tˆjm, which (by Eq. 2.4) commute with Iˆz:
[
Iˆz, Tˆjm
]
= mTˆjm. (2.80)
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This condition is only satisfied, for so-called secular terms whereby the tensor
order equals zero i.e., m = 0. As such, under the secular approximation, the
first-order Hamiltonian in the laboratory frame is only given by the tensors
with m = 0:
Hˆ LAB = ALAB00 Tˆ00 + A
LAB
20 Tˆ20. (2.81)
Those interaction Hamiltonians that do not commute with the Zeeman
interaction will have higher order energy corrections which must be taken
into account. Often, these can be neglected, as long as the terms are much
smaller in magnitude than the Zeeman interaction. Therefore, it is necessary
to appreciate the relative sizes of all the interaction Hamiltonians acting upon
the spin system to ensure that this approximation is valid, as was considered
for HˆRF in §2.3.1.
2.4.3 Chemical Shielding, the Chemical Shift
and the Magic-Angle Spinning Technique
The chemical shielding interaction describes the indirect effect of the surround-
ing electronic environment upon the interaction between the nuclear spin, Iˆ,
and the external field, B0. As a result of the static field, electron currents are
generated around the nucleus, which, in turn, create secondary local magnetic
fields that act to shield the nuclear spin from B0. In Cartesian form, this is
described as:
HˆCS = γIˆ · σ˜ ·B0 (2.82)
with σ˜ being the electronic shielding tensor, which, in the principal axis system
of the interaction, contains only non-zero diagonal components:
σ˜PAS =

σPASxx 0 0
0 σPASyy 0
0 0 σPASzz
 . (2.83)
Under the secular approximation (hence, in the laboratory frame), Eq. 2.81
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states that the Hamiltonian describing this interaction is given by:
Hˆ LABCS = A
CS,LAB
00 Tˆ
CS
00 + A
CS,LAB
20 Tˆ
CS
20 (2.84)
where the spatial, ACS,LAB, and spin, TˆCS, components of the shielding inter-
action are given as irreducible spherical tensors in the laboratory frame, and
ACS = γσ˜. The first term of Eq. 2.84 is invariant to rotations betweens frames
of reference, i.e., ACS,LAB00 = A
CS,PAS
00 , and so defines the isotropic component
of the chemical shift interaction. The second term, however, is determined by
performing a frame transformation of the spatial component in the PAS, using
Eq. 2.75 where for the case of η = 0:
ACS,LAB20 = A
CS,PAS
20
2∑
m′=−2
D2m′0 (αPL, βPL, γPL)
= ACS,PAS20
2∑
m′=−2
d2m′,0 (βPL) e
−im′αPL
(2.85)
and combining with the TˆCS20 spin term to give the anisotropic part of the
chemical shielding Hamiltonian in the laboratory frame. Computing these
terms leads to the general expression (including η) for the chemical shielding
Hamiltonian in the laboratory frame, for which the chemically shielded nuclear
frequency, ωcs, is defined, such that:
Hˆ LABCS =− ω0
(
σiso + σaniso
1
2
{3cos2βPL − 1 + ηsin2βPL cos 2αPL}
)
Iˆz
=− ωcsIˆz
(2.86)
where the isotropic and anisotropic chemical shifts, and asymmetry parameter,
are defined in terms of the shielding tensor in its principal axis system, by
σiso =
1
3
(σPASxx + σ
PAS
yy + σ
PAS
zz ), σaniso = σ
PAS
zz − σiso
and η =
σPASxx − σPASyy
σaniso
(2.87)
respectively. Eq. 2.86 is a particularly important result; firstly, it demonstrates
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that the observed resonance frequency of a nucleus inside an external field
is modified from ω0 (see Eq. 2.4) due to the surrounding atomic electrons.
Therefore, nuclei existing in different electronic environments (i.e., different
atomic sites, bonding geometries etc.) are observed at differently shielded
frequencies, making the NMR measurement an extremely sensitive probe of
chemical structure.
It also should be noted that, as the shielding interaction is directly
proportional to the external field (Eq. 2.82), the size of this interaction is in-
herently dependent upon the magnitude of B0 applied. To remove this depen-
dency, it is appropriate to represent the shifted nuclear frequency, not on an
absolute scale of Hz, but with respect to some reference compound. This quan-
tity, known as the chemical shift, δ, is expressed in parts per million (ppm),
where the conversion is given (for the isotropic component) in Eq. 2.88:
δiso =
(σLABiso (ref)− σLABzz )
1− σLABiso (ref)
× 106 = ω
CS
0 − ω0(ref)
ω0(ref)
× 106 = Ω
CS − Ω(ref)
ω0 in MHz
(2.88)
By analogy to the chemical shielding, δ is defined as a second-rank tensor, with
principal components such that
∣∣δPASzz − δiso∣∣ ≥ ∣∣δPASxx − δiso∣∣ ≥ ∣∣δPASyy − δiso∣∣
(according to the Haeberlen convention [111]). The components are physically
represented as dimensions tracing an ellipsoid, as given in Fig. 2.4e below.
Similarly, the quantities:
δaniso = δ
PAS
zz − δiso (2.89)
η =
δPASxx − δPASyy
δaniso
(2.90)
are defined to give the total observed observed chemical shift in static NMR
experiments as:
δ = δiso + δaniso
1
2
{3cos2βPL − 1 + ηsin2βPL cos 2αPL} (2.91)
In general, as the shift is determined by the electronic ground states of
an atom, heavier elements tend to have larger chemical shift ranges. For the
1H, 13C, 15N and 17O nuclei considered in this thesis, isotropic shifts typically
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range from 100 − 103 ppm, with anisotropies of 101 − 102 ppm, thus, many
orders of magnitude smaller than the Zeeman interaction.
The anisotropic component of the chemical shift causes δ to be de-
pendent upon the orientation of the nucleus with respect to the laboratory
frame (given by the Euler Angles αPL, βPL, γPL). For liquid-state samples,
the molecules undergo a rapid tumbling such that, on the NMR timescale,
the orientation of the nuclei is not well defined. Therefore, the anisotropic
component of the chemical shift is averaged out over all orientations (i.e., the
integral of Eq. 2.91 over all angles is zero), resulting in a single, isotropic shift
for each electronic environment. Similarly, for a solid in the form of a single
crystal, whereby all molecules exist in the same orientation with respect to the
external field, each of the distinct chemical sites produce a single chemical shift
frequency on the NMR spectrum that changes as the single crystal is rotated.
However, for a static powdered sample consisting of small single crystals of
many different orientations, a distribution of chemical shifts is observed as a
result of the Chemical Shift Anisotropy (CSA). The form of this distribution
or powder pattern is dependent upon the principal components of the shift
tensor, as is demonstrated in Fig. 2.4(a,b), thus, NMR spectra can be used
to determine, not only the magnitude of the electronic shielding, but also the
orientation of electronic environments.
While the anisotropic powder pattern lineshape contains orientational
information, it also presents a broadening of the NMR resonance frequency.
For multiple nuclear sites, this often results in overlapped lineshapes which are
difficult to deconvolute, and thus much of the chemical information is lost.
2.4.4 The Chemical Shift under Magic Angle Spinning
It is possible to remove the anisotropic component of the chemical shift inter-
action (and other anisotropic interactions, e.g., the dipolar coupling - see
§2.4.5) by physically rotating the powder at an angle (specifically, the magic
angle) which is fixed with respect to the external field. To understand this
effect, it is necessary to define a new frame of reference, the rotor frame, the
geometry of which is described in Fig. 2.4e. As such, the determination of
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Figure 2.4. Chemical Shift Anisotropy powder lineshapes for an isolated I =1/2
nucleus under (a,b) static and (c,d) Magic Angle Spinning (MAS), νr = (c)
500 Hz, (d) 2000 Hz, conditions, where νr = ωr/2pi. The shape of the pow-
der pattern is determined by the principal values of the chemical shift tensor,
δxx, δyy, δzz. Spectra were simulated using SIMPSON [112], where δiso = 0 ppm
or (a,c,d) δaniso = −20 ppm and η = 0 or (b) δaniso = 20 ppm, η = 0.5 and
convoluted with 20 Hz Lorentzian line-broadening. The chemical shift axis is
given in (a,b) ppm or (c,d) Hz for ω0/2pi = 100 MHz, showing that the spinning
sidebands under MAS are separated by νr. The vertical axes of the spectra are
normalised. (e) Representation of the axis systems and frame transformations
used in MAS NMR. Solid black arrows indicate the z-directions of the Principal
Axis System (P) (shown for the chemical shielding tensor of an isolated spin),
the Rotor (R), and the coincident Laboratory (L) and Rotating (Rot) frames.
Grey arrows describe the transformations between axis systems, which are de-
scribed as rotations, R, using Eq. 2.71. The Euler angles (α, β, γ) between the
axis systems are labelled; the MAS rotor is inclined at an angle of βRL with
respect to the external field, and the rotation frequency of the rotor is given
such that ωr = −αRL/t.
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the interaction Hamiltonian in the laboratory frame now requires a consider-
ation of two successive frame transformations given by the tensor rotations
(see §2.4.1) from the principal axis to the rotor frame, RPR (αPR, βPR, γPR),
and then from the rotor to the laboratory frame, RRL (αRL, βRL, γRL) - see
Fig. 2.4e. According to Eq. 2.75, the anisotropic spatial component is now
transformed by the two Djm′m rotation matrices:
ACS,LAB20 = A
CS,PAS
20
2∑
m′=−2
D20m′ (αPR, βPR, γPR)D
2
m′0 (αRL, βRL, γRL)
= ACS,PAS20
2∑
m′=−2
d20m′ (βPR) d
2
m′0 (βRL) e
−im′(γCSRL−αRL).
(2.92)
Fig. 2.4e also indicates the form of the Euler angles for this double trans-
formation, including the βPR and βRL angles between the z-axes of the princi-
pal and rotor, and rotor and laboratory frames, respectively, where the latter
is a parameter under the control of the experimentalist. The additional trans-
formation to the rotor frame also introduces a time dependence to the spatial
tensor, given by the angle, αRL = −ωrt, i.e., depending upon the rotation
frequency of the sample. This causes the interaction Hamiltonian to become
periodic with a period equivalent to τr = 2pi/ωr and, as stated in §2.2.4 (under
the Average Hamiltonian approximation), the effect of sample spinning can be
explained by considering the form of the Hamiltonian at points separated by
this periodic time interval. Experimentally, this is achieved by detecting the
NMR signal only at points separated by τr, known as rotor-synchronous de-
tection. This is equivalent to considering the integral of the time-dependent
term of the Hamiltonian, over one rotor period, i.e.,
∫ τr
0
e−im
′(γPR+ωrt)dt, the
solution of which is only non-zero when m′ = 0. Under this condition, Eq. 2.92
becomes〈
ACS,LAB20
〉
τr
= ACS,PAS20 d
2
00 (βPR) d
2
00 (βRL)
= ACS,PAS20
1
2
(3 cos2 βPR − 1)1
2
(3 cos2 βRL − 1)
(2.93)
and the orientational dependence is now solely dependent upon the β Euler
angles. By aligning the MAS rotor at an axis with respect to the external field,
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such that βRL = cos
−1 (1/√3 ) = 54.74◦ i.e., the magic angle, this anisotropic
term is reduced to zero over one complete physical rotation of the sample.
Importantly, when the NMR signal is not acquired in a rotor-synchronous
manner, as is often the case, the m′ 6= 0 terms of Eq 2.92 must also be con-
sidered. Computing the remaining reduced Wigner rotation matrices for the
magic angle condition yields the result:
ACS,LAB20 = A
CS,PAS
20 (
1
2
sin2 βPR cos(2γPR + 2ωrt)
−
√
2 sin 2βPR cos(γPR + ωrt))
(2.94)
and so the periodicity of the anisotropic interaction remains. This is mani-
fested in the NMR spectrum by the appearance of spinning sidebands, whereby,
as the sample is rotated, the powder pattern is divided into narrow resonances
separated, in Hz, according to the frequency of rotation, (νr = ωr/2pi) with
lineshape intensity being increasingly concentrated into a peak at the isotropic
shift frequency as νr increases (see Figs. 2.4c and 2.4d). If the rotation fre-
quency of the MAS rotor is significantly greater than the size of the anisotropy,
the spinning sidebands are of very low intensity such that narrow, individual
resonances are resolved.
2.4.5 Dipolar coupling
All nuclear spins interact directly with one another as a result of the secondary
magnetic fields generated by the particles themselves. The Hamiltonian of this
interaction, the through-space dipole-dipole coupling, is therefore derived from
the classical description of two interacting magnetic particles:
HˆD = 2
∑
i<j
Iˆi · D˜ · Sˆj (2.95)
For a pair of spins, I and S, of the same isotopic species, this is described
as a homonuclear coupling, whereas for different species it is a heteronuclear
interaction. The dipolar tensor, D, contains principal values such that
DPASxx = −d/2 , DPASyy = −d/2 , DPASzz = +d (2.96)
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where the dipole coupling constant d in Hz is given by:
d = (−h¯
(µ0
4pi
) γIγS
r3
)/2pi (2.97)
and µ0 is the permeability of free space. The magnitude of the through-
space interaction between two spins is related to the gyromagnetic ratios of
both nuclei, γI , γS and the inverse-cubed separation, r, between them. Impor-
tantly, the dependence of the dipolar interaction upon the nuclear separation
allows interatomic distances to be quantitatively determined. Experimental
techniques designed to exploit this property, hence revealing key structural
parameters, are discussed in §3.4.
Much of this thesis considers homonuclear 1H-1H dipolar couplings in
organic materials, where the 1H nuclei (protons) are commonly separated by
short distances. For example, the proton-proton separation within a CH2
group is typically 1.8 A˚, which, combined with the product of the large gy-
romagnetic ratio, γ1H, results in homonuclear couplings of the order of d =
−20 000 Hz. For comparison, the heteronuclear 1H-13C dipolar coupling at the
same internuclear separation would be only approximately −5000 Hz, due to
the smaller contribution of γ1Hγ13C, whereas the same heteronuclear pair at
1 A˚ (such as a directly bonded CH site) would also approach a coupling of
−20 000 Hz. As the strongest interactions are still 104 times smaller than the
Zeeman interaction, the dipolar coupling Hamiltonian in the laboratory frame
can be assessed under the secular approximation. By Eq. 2.97, the dipolar
tensor in the principal axis system is traceless, AD,PAS00 = 0, and so only the
anisotropic term of Eq. 2.81 remains, to give:
Hˆ LABD = A
D,LAB
20 Tˆ20 (2.98)
In the principal axis system the spatial component is written:
AD,PAS20 =
√
6d. (2.99)
Referring back to §2.4.3, this spatial tensor ungoes identical transforma-
tions into the laboratory frame, as described for the chemical shielding term,
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Figure 2.5. Powder lineshapes for a pair of heteronuclear dipolar coupled
I = 1/2 nuclei under (a) static and (b) Magic Angle Spinning (40 kHz) condi-
tions. Spectra were simulated using SIMPSON [112] for a dipolar coupling,
|d| = 20 kHz, and were convoluted with 20 Hz Lorentzian line-broadening. The
vertical axes of the spectra are normalised.
ACS,PAS20 for both the static case (i.e., by a rotation RPL), and under magic
angle spinning (RPR,RRL). The secular, first-order average Hamiltonian for
the dipolar coupling is then given by Eq. 2.100 or 2.101, respectively:
Hˆ LAB,staticD = A
LAB
20 Tˆ20 =
√
6d
1
2
(3cos2βPL − 1)Tˆ20 (2.100)〈
Hˆ LAB,MASD
〉
τr
= ALAB20 Tˆ20 =
√
6d
1
2
(3cos2βPR − 1)1
2
(3cos2βRL − 1)Tˆ20.
(2.101)
Thus, the same orientational dependence of the interaction is observed as
described for the CSA above (with η = 0), resulting in anisotropic powder
lineshapes under static conditions, and (by analogy to Eq. 2.94) the appearance
of spinning sidebands under non-rotor-synchronised observation, when βRL is
set to the magic angle. Figure 2.5 demonstrates the appearance of the static
powder pattern, known as a Pake doublet, for a single pair of heteronuclear
coupled spins, and the effect of fast MAS on the NMR spectrum. By the
same principle as for the chemical shift anisotropy, magic angle spinning is
said to average out the dipolar coupling over one complete physical rotation
of the sample. Similarly, when νr is larger in magnitude than the coupling
interaction, spinning sidebands are of very low intensity such that (to a good
approximation) narrow lineshapes are observed at only the isotropic chemical
shift frequencies (see Fig. 2.5b where νr = 40 kHz). Clearly, this adds a demand
onto the required rotation frequencies in strongly dipolar coupled systems in
order to achieve high resolution NMR lineshapes of powdered samples.
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The case of homonuclear dipolar couplings in many-spin systems is more
complex: Compare the form of the spin terms of the Hamiltonian for a pair of
heteronuclear and homonuclear dipolar coupled spins, in the static case:
Hˆ LAB,staticD,Het = d
′(2IˆzSˆz) (2.102)
Hˆ LAB,staticD,Hom = d
′(3IˆzSˆz − Iˆ · Sˆ)
= d′(2IˆzSˆz − (IˆxSˆx + IˆySˆy)) (2.103)
where d′ = d1
2
(3cos2βPL − 1) and the matrix forms of the spin operators are:
2IˆzSˆz =

1
2
0 0 0
0 −1
2
0 0
0 0 −1
2
0
0 0 0 1
2
 , (IˆxSˆx + IˆySˆy) =

0 0 0 0
0 0 1
2
0
0 1
2
0 0
0 0 0 0
 . (2.104)
For the heteronuclear case, only the 2IˆzSˆz spin term, containing di-
agonal components, is present and thus the spin eigenstates are simply the
product Zeeman states (αα, αβ, βα, ββ). Thus, Hˆ LABD,Het acts as a first-order
energy shift to the Zeeman interaction. The magnitude of these energy shifts
are given by the expectation values of d′
〈
2IˆzSˆz
〉
(from Eq. 2.5):
d′ 〈αα| 2IˆzSˆz |αα〉 = d′ 〈ββ| 2IˆzSˆz |ββ〉 = 12d′ (2.105)
d′ 〈αβ| 2IˆzSˆz |αβ〉 = d′ 〈βα| 2IˆzSˆz |βα〉 = −12d′ (2.106)
as shown in Fig. 2.6b.
However, the homonuclear dipolar Hamiltonian given in Eq. 2.103 also
contains the term (IˆxSˆx + IˆySˆy), often referred to as the flip-flop term, and
expressed using the raising and lowering operators, (Iˆ−Sˆ++Iˆ+Sˆ−). The matrix
representation of this term (see Eq. 2.104) shows non-zero off-diagonal elements
which correspond to mixings of the αα and ββ states. Therefore, the spin
eigenstates of the homonuclear dipolar Hamiltonian are no longer simply the
product Zeeman eigenstates (αα, αβ, βα, ββ), but are now linear combinations
of them. The form of this Hamiltonian results in different first-order energy
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Figure 2.6. Energy levels for dipolar coupled I = 1/2 nuclei. (b) The hetero-
nuclear dipolar coupling, of frequency d, causes a shift of the Zeeman energy
levels in (a) due to the 2IˆzSˆz term given in Eq. 2.102. This gives rise to the
powder pattern given in Fig. 2.5a in the static case, with a Pake doublet horn-to-
horn splitting equal to d′ = d12(3cos
2βPL−1) in Hz. (c) Under the homonuclear
dipolar coupling, a different energy shift is observed such that an equivalent
horn-to-horn doublet splitting of 3d′/2 Hz is seen in static spectra. In this case,
the flip-flop term in Eq. 2.103 causes a mixing of the basis states, which for a
many-spin system leads to a range of transition frequencies between the energy
levels and hence a distinct broadening of the NMR spectrum.
shifts compared to the heteronuclear case (and thus an energy difference of
3d′/2 in Fig. 2.6c compared to d′ in Fig. 2.6b).
Further, for systems containing many pairs of homonuclear coupled
spins, the number of eigenstates is directly related to the number of nuclei
present, and the Hamiltonians describing each of the coupled pairs will not
commute with one another at different times. Therefore, measurements made
upon the system will result in a distribution of frequencies given by spin transi-
tions between many different eigenstates, as represented by the shaded levels in
Fig. 2.6c. This results in a homogeneous [25] broadening of the NMR resonance
for homonuclear coupled systems which, for a large number of spins, approxi-
mates to a Gaussian-like static lineshape. As a result of the non-commutation
of the dipolar Hamiltonians, the first-order approximation of AHT is no longer
valid and a residual line broadening remains under MAS. This broadening is
ultimately a result of the higher order energy terms of the Magnus expansion
and it has been shown that the effect of these higher order terms is reduced
as the MAS frequency is increased leading to narrower linewidths at higher
MAS frequencies [39]. This is demonstrated for the 1H-1H dipolar-broadened
spectrum of L-alanine in Fig. 3.11a,b. §3.2.2 also describes the additional ex-
perimental techniques that are used throughout this work in order to achieve
high-resolution 1H spectra in powdered, organic materials.
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2.4.6 J coupling
The J coupling is an indirect spin interaction occuring between pairs of nuclei,
mediated by the bonding electrons between them. It is independent of the
external magnetic field, and is a measureable quantity for pairs of heteronuclear
and homonuclear atoms linked by a small number of chemical bonds. For spins,
Iˆ and Sˆ, the Hamiltonian is written in Cartesian form as:
HˆJ =
∑
i<j
Iˆi · J˜ · Sj (2.107)
where J˜ is the J-coupling tensor. In general, this tensor contains isotropic and
anisotropic components of a similar form to the dipolar coupling, however,
the J anisotropy is typically small compared to the dipolar coupling and is
usually ignored for the light elements considered in this thesis. The isotropic
J coupling is then the scalar average or trace of this tensor, Jiso =
1
3
Tr{J} =
1
3
(Jxx+Jyy+Jzz) hence this interaction is frequently termed the scalar coupling.
J is the smallest of the internal interactions, typically of the order of
(Jiso/2pi =) 10
0 − 102 Hz (e.g., a one-bond 1H-13C J coupling of a CH group,
J1H,13C, is approximately 100 Hz), yet this varies considerably due to local
molecular structure. In a similar manner to the dipolar interaction, to a first
approximation, the scalar interaction causes a shift in the Zeeman states, re-
sulting in a splitting of the NMR resonance. However, as J is generally smaller
than the apparent linewidth of most nuclear resonances in the solid state (see
§3.1.1), it is rarely observed directly. §3.3 describes some experimental tech-
niques that are used in this thesis to indirectly probe the through-bond inter-
action in solids to give structural assignments of materials and map out atomic
connectivities.
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Experimental Methods
This chapter provides details of the experimental techniques used to record
high-resolution solid-state NMR spectra (under Magic Angle Spinning) such
that key structural information can be determined for crystalline powder sam-
ples. Firstly, the standard detection and processing methods of the NMR
signal are described, notably Fourier Transform spectroscopy, quadrature de-
tection and phase cycling. Some of the limitations of MAS NMR are then
addressed, regarding the signal intensity of spins of low natural abundance
and the spectral resolution of dipolar coupled systems, and the experimen-
tal techniques used to overcome these challenges are introduced. Finally, the
more advanced techniques used in this work are discussed, for example, the
exploitation of double quantum coherences and magnetization transfers via
through-bond J couplings, in order to gain information about internuclear
proximities and chemical bonds within organic systems. The experimental
pulse sequences employed in later chapters are presented.
3.1 One and Two Dimensional FT NMR
3.1.1 Quadrature detection in 1D
In Chapter §2, it was established that, under the influence of an external
B0 magnetic field and on-resonance radiofrequency irradiation, I 6= 0 nuclei
generate a measurable, time-varying signal, s(t). Ignoring the effect of the
internal spin interactions, s(t) exhibits an oscillation with a characteristic offset
frequency, Ω, in the rotating frame. The signal is detected as an induced
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Figure 3.1. Pulse sequence and corresponding coherence transfer pathway
diagram (see §3.1.4) for a ‘pi/2− acquire’ experiment on spin, I. The solid bar
represents a radiofrequency pulse, applied here along the x-axis of the rotating
frame. In this work, solid black bars are used to represent a pulse duration
such that the flip angle β = pi/2 radians or 90◦. The pulse generates a single
quantum coherence (detected as p = −1) which is represented by the real part
of the decaying time-domain signal. In the rotating frame, the frequency of
oscillation detected is given by the offset, Ω.
current in a coil of wire aligned perpendicular to the external field, the form
of which is determined by taking the expectation value of the Iˆ− operator
applied to the spin system, (as given in Eq. 2.38). The previous analysis of
s(t) conveniently neglected the effects of transverse relaxation [105], whereby
the decay of the signal can usually be described by an exponential function
with characteristic dephasing time, T2. As such, the NMR signal is often
referred to as a Free Induction Decay (FID), where the decaying time-domain
signal is described by the complex function in Eq. 3.1. As described below, the
detection of both real (cosine) and imaginary (sine) components of the signal,
known as quadrature detection, is carried out such that the sign of the offset
frequency, Ω can be determined.
s(t) = 1
2
exp (+iΩt) exp(−t/T2) = 12 (cos(Ωt) + i sin(Ωt)) exp(−t/T2). (3.1)
The most basic manipulation of spin magnetization required to generate
this signal is given by a simple ‘pi/2 − acquire’ NMR experiment (where pi/2
refers to the flip angle, β, of the r.f. pulse (see §2.3.2). This is represented by
the schematic pulse sequence diagram shown in Fig. 3.1.
The information content of the oscillating time-domain signal is visu-
alised more effectively as a resonance peak within a frequency-domain spec-
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trum, S(ω), obtained by the Fourier transformation of Eq. 3.1 such that:
S(ω) =
+∞∫
0
s(t) exp(−iωt)dt
=
1/T2
[(1/T2)
2 + (ω − Ω)2] − i
ω − Ω
[(1/T2)
2 + (ω − Ω)2]
= A+ − iD+. (3.2)
The frequency spectrum then also consists of a real part, an absorptive
Lorentzian, A+, and an imaginary part, a corresponding dispersive Lorentzian,
D+, both with positions on the frequency axis given by the offset, Ω. (The
superscript in this notation refers to the detection of a positive offset frequency
(Ω > 0) in the spectrum, as is relevant for the discussion in §3.1.2. Fig. 3.2
shows the form of the real and imaginary parts of the time and frequency-
domain spectra given by Eqs. 3.1 and 3.2, respectively. As can be seen in
(Fig. 3.2c), the absorptive lineshape has an intrinsically narrower linewidth
than the dispersive resonance (Fig. 3.2d), thus provides better resolution and
less spectral crowding when multiple resonances are detected. For the line-
shape S(ω) in Eq. 3.2, the linewidth or full width at half maximum height
(FWHMH) of an absorptive resonance peak is given by (2/T2) rad s
−1 or
(1/piT2) Hz.
It is important to record both real and imaginary components of the
signal, (by the application of the Iˆ†− = Iˆ+ = Iˆx + iIˆy operator), as opposed to
measuring only one of the transverse components, in order to determine the
sign of the offset frequency. For example, (ignoring the effects of relaxation)
the form of s(t) resulting from the measurement of Iˆx, only, is:
s(t) = Tr
[
ρˆ(t)Iˆx
]
= 1
2
cos(Ωt) = 1
4
(exp (+iΩt) + exp (−iΩt))
(3.3)
which, after Fourier transformation gives
S(ω) =
1
2
(
(1/T2)− i (ω − Ω)
[(1/T2)
2 + (ω − Ω)2]
)
+
1
2
(
(1/T2)− i (ω + Ω)
[(1/T2)
2 + (ω + Ω)2]
)
= 1
2
(
A+ + A−
)− 1
2
i
(
D+ +D−
) (3.4)
51
3.1. One and Two Dimensional FT NMR
Ω
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Figure 3.2. Simulated (SIMPSON) [112] time-domain signals (a, b) and cor-
responding Fourier Transformed frequency spectra (c, d) for a spin system with
offset frequency, Ω. The real part is given by a cosine function in time (a) and
an absorptive, A, shaped peak in frequency (c), whilst the imaginary part is
a sine function (b) and dispersive, D, lineshape (d), see Eq. 3.2. Lorentzian
line-broadening of 20 Hz was applied to all signals to simulate the effect of T2
relaxation.
in the frequency domain. The detected signal now consists of oscillation fre-
quencies at both +Ω and −Ω, which appears as a mirroring of the frequency-
domain spectrum about the central axis. Thus, without acquiring both real
(Iˆx) and imaginary (Iˆy) signals (i.e., quadrature detection) it is not possible
to determine the sign of the offset value, +Ω. This method of sign discrim-
ination is simple to implement in one-dimensional experiments by the use of
two phase-sensitive detectors, 90◦ out of phase with one another. In higher
dimensional experiments, as discussed in §3.1.2, further methodologies must
be employed to achieve this effect, whilst also retaining pure absorption-mode
lineshapes.
3.1.2 Two Dimensional Lineshapes
A major advantage of NMR is that multidimensional spectra can be recorded
by introducing time evolution periods into the experimental sequence which are
successively incremented, such that different spin interactions can be probed
in a single experiment. For two-dimensional sequences, the time period during
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Figure 3.3. A representative two-dimensional NMR pulse sequence where
the preparation and mixing pulse(s) generate coherences observed in t1 and
t2, respectively. The coherence transfer pathways shown in (b,c) describe the
evolution of single quantum coherences (|p| = 1) in both dimensions, where the
data is phase- (b) or amplitude- (c) modulated with respect to t1, as determined
by the phase cycling of the preparation pulse (see §3.1.4).
which the signal is acquired is referred to as t2, with the additional, incre-
mented period named t1, with increment, ∆t1. As shown in Fig. 3.3a, prepara-
tion r.f. pulses are used to generate spin coherences which are detected during
the t1 period, and mixing pulses create the final detectable coherences, mea-
sured in t2. In order to induce an NMR signal physically in the receiver coil,
the latter coherence must be of the order p = −1.
The general form of the signal resulting from the experiment described
in Fig. 3.3a, assuming that the spin system evolves only under the effect of a
frequency offset during both t1 and t2 is:
s(t1, t2) = exp (−ipΩt1) exp(−t1/T 12 ) exp (iΩt2) exp(−t2/T 22 ) (3.5)
where T 22 and T
1
2 are the transverse relaxation times relating to t2 and t1,
respectively and p is the coherence order selected in t1. As will be shown
in §3.1.4, phase cycling of the r.f. pulses and signal receiver allows different
coherences, p, to evolve and be observed during the indirect t1 period. For the
specific phase cycle that allows only the evolution of p = +1 in t1, represented
by the coherence transfer pathway in Fig. 3.3b, Eq. 3.5 becomes:
spm(t1, t2) = exp (−iΩt1) exp(−t1/T 12 ) exp (+iΩt2) exp(−t2/T 22 ) (3.6)
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where the pm subscript indicates that this describes a signal which is phase
modulated with respect to Ω1. Fourier transformation with respect to both t2
and t1 produces a 2D frequency domain spectrum with the direct and indirect
frequency axes, ω2, and ω1, respectively, as shown in Fig. 3.4. Transforming,
firstly, with respect to t2
Spm(t1, ω2) =
(
exp (−iΩt1) exp(−t1/T 12 )
) (
A+2 − iD+2
)
(3.7)
where the subscripts of A+2 and D
+
2 refer to the resonances in the ω2 dimension.
Then, Fourier transforming Eq. 3.7 with respect to t1, gives:
Spm(ω1, ω2) =
(
A−1 − iD−1
) (
A+2 − iD+2
)
=
(
A−1 A
+
2 −D−1 D+2
)− i (A−1 D+2 −D−1 A+2 ) (3.8)
This expression shows that only resonances with a negative frequency in ω1
are observed (A−1 , D
−
1 ), hence sign discrimination is achieved by recording 2D
experiments in a phase-modulated manner. However, both real and imaginary
parts of Eq. 3.8 contain mixtures of absorptive and dispersive terms, giving
rise to phase-twist lineshapes in the two-dimensional spectrum, as shown in
Fig. 3.4b,c. In comparison to the pure absorptive lineshape (A−1 A
+
2 ) given in
Fig. 3.4a, the linewidth of the phase-twisted resonances is considerably larger,
and so generation of these lineshapes is an undesirable consequence of the
phase-modulated experiment.
Consider, instead, a 2D experiment which is phase cycled such that both
p = ±1 are observed in the indirect dimension, i.e., the coherence pathway
illustrated in Fig. 3.3c. s(t) is now amplitude modulated with respect to t1 :
sam,cos(t1, t2) = (exp (+iΩt1) + exp (−iΩt1)) exp(−t1/T 12 ) exp (+iΩt2) exp(−t2/T 22 )
= (2 cos (+Ωt1)) exp(−t1/T 12 ) exp (+iΩt2) exp(−t2/T 22 )
(3.9)
Fourier transformation with respect to t2 gives:
Sam(t1, ω2) = (exp (+iΩt1) + exp (−iΩt1)) exp(−t1/T 12 )
(
A+2 − iD+2
)
(3.10)
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Figure 3.4. Simulated two-dimensional frequency-domain spectra with direct
axis, ω2, and indirect axis, ω1, showing signal lineshapes of (a) the pure absorp-
tive type (A−1 A
+
2 ) and phase twist lineshapes of the form (b) A
−
1 A
+
2 −D−1 D+2
(c) A−1 D
+
2 −D−1 A+2 . Resonances were simulated using the SIMPSON [112] pro-
gram and were convoluted with 50 Hz line-broadening in both-dimensions. All
spectra are shown with a base contour at 6 % of the maximum peak height.
The signal is then manipulated using a hypercomplex Fourier Transform,
whereby the real and imaginary parts of the signal are separated before the
transformation is performed with respect to t1. Discarding the imaginary term
in Eq. 3.10 removes the dispersive component of the lineshape, D2 such that:
sReam(t1, ω2) = (exp (+iΩt1) + exp (−iΩt1)) exp(−t1/T 12 )A+2 (3.11)
and after Fourier transformation with respect to t1
SReam(ω1, ω2) =
[(
A−1 − iD−1
)
+
(
A+1 − iD+1
)]
A+2
=
[
A−1 + A
+
1
]
A+2 − i
[
D−1 +D
+
1
]
A+2 . (3.12)
Hence, the real part of the signal produces lineshapes which are fully absorp-
tive in both dimensions. However, resonances are observed at both positive
(A+1 ) and negative (A
−
1 ) frequencies in the indirect dimension, i.e., mirrored
across the central F1(ω1) axis such that the sign of Ω1 is not determined for ex-
periments recorded in this way. Sign discrimination is achieved for amplitude-
modulated 2D spectra, by recording the signal according to the States [113],
TPPI [114] or combined States-TPPI [115] methods.
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3.1.3 The States Technique
Established by States et al. [113], this technique acquires two amplitude-
modulated signals for each ∆t1 increment of the two-dimensional experiment.
The first signal takes the form described in Eq. 3.9 (sam,cos(t1, t2)). The second
is then recorded whereby the phase of the preparation pulse(s) is increased
by pi/2|p|, where |p| is the desired coherence order during t1. This causes
the modulation in the indirect dimension for the second signal to be shifted
by a phase of pi/2 with respect to the first, hence, a sine-modulated signal is
observed:
sam,sin(t1, t2) =
(
exp (+iΩt1) exp
(
+ipi
2
)
+ exp (−iΩt1) exp
(−ipi
2
))
exp(−t1/T 12 )
· exp (+iΩt2) exp(−t2/T 22 )
= (exp (+iΩt1)− exp (−iΩt1)) exp(−t1/T 12 ) exp (+iΩt2) exp(−t2/T 22 )
= (2i sin (+Ωt1)) exp(−t1/T 12 ) exp (+iΩt2) exp(−t2/T 22 ).
(3.13)
Fourier transforming Eq. 3.13 with respect to t2, and discarding the resulting
imaginary term yields:
SReam,sin(t1, ω2) = (exp (+iΩt1)− exp (−iΩt1)) exp(−t1/T 12 )A+2 (3.14)
and after Fourier transformation with respect to t1:
SReam,sin(ω1, ω2) =
[
A−1 − A+1
]
A+2 − i
[
D−1 −D+1
]
A+2 . (3.15)
Finally, taking the difference of the two absorptive terms of the cosine- (Eq. 3.12)
and sine- (Eq. 3.15) modulated signals produces a fully absorptive resonance
centred only at the positive offsets in both t1 and t2:
[
A−1 + A
+
1
]
A+2 −
[
A−1 − A+1
]
A+2 = 2A
+
1 A
+
2 (3.16)
An alternative approach for 2D sign-discrimination is the TPPI (Two
Pulse Phase Incremented) [114] method, where only one FID is recorded for
each ∆t1 increment, however the increment is halved to ∆t1 = 1/2sw1 (where
56
3.1. One and Two Dimensional FT NMR
Table 3.1. Pulse Phases used for the two, x and y, signals recorded according
to the States and States-TPPI techniques. Pulse (and receiver) phases are often
expressed in terms of the Cartesian axes of the transverse plane. For the above
description, 0◦ = x, 90◦ = y, 180◦ = −x, 270◦ = −y. Adapted from ref.[115]
States States-TPPI
Prep. φ Rec. φ Prep φ Rec. φ
x y x y
t1 0 90 0 0 90 0
t1 + ∆t1 0 90 0 180 270 180
t1 + 2∆t1 0 90 0 0 90 0
sw1 is the spectral width of the indirect frequency dimension, in Hz) and the
phase of the preparation pulses is shifted by pi/2|p| for each successive ∆t1
measurement. This has the effect of modulating the coherence order by a
phase dependent upon the t1 increment, such that a real Fourier transform
then provides sign discriminant data. There is a disadvantage of the TPPI
method where ∆t1 is restricted, for example where it must be synchronised
with the rotor period of the MAS rotation, as it may be that not all resonances
are contained within the spectral width that is reduced by two as compared
to the States method. As such, the States method, or the combined States-
TPPI [115] methods have been used out of preference throughout this work.
The latter technique combines the principles of both methods, such that, as
in States, two FID signals are recorded 90◦ out of phase with one another,
however, the phase of the preparation pulses and the receiver is not reset
for successive increments of ∆t1, but is inverted by a phase change of 180
◦.
Table 3.1 shows explicitly how these methods are implemented during two-
dimensional acquisition.
3.1.4 Phase Cycling
In the previous chapter, the concept of spin coherence was introduced, where
an analysis of the density matrix described the generation of coherence within
a spin system by the use of resonant r.f. irradiation. Coherence essentially rep-
resents a relation between the m eigenstates of the nuclei in the system, where
the order of the coherence is given by ∆m (as given schematically in Figs. 2.1-
2.3). Thus, whilst it is only in-phase, single quantum coherence (∆m = ±1)
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that physically induces the NMR signal, the application of r.f. pulses can gen-
erate many different orders of coherence, depending on the number of available
spin eigenstates. For example, in §2.2.2, it was stated that double-quantum co-
herence (∆m = ±2) may be generated for systems containing pairs of coupled
I = 1/2 nuclei, and as will be shown, DQC can be used to probe internuclear
couplings.
NMR experiments can be designed to generate and (indirectly) observe
different coherence orders, so as to extract specific information about the in-
ternal interactions amongst the nuclei. The desired spin coherence at each
point of the experimental sequence is represented by the coherence transfer
pathway diagram, as given below each of the sequences presented in this work
(e.g., in Figs. 3.1 and 3.3, previously).
Observation of only desired coherences is achieved by altering the phases
of the applied r.f. pulses and the signal receiver between successive acquisitions
of the FID [116]. Specifically, one or more pulse phases are succesively shifted
by ∆φ◦, i.e., cycled through N steps, where ∆φ = 360◦/N . The acquired
signal then gains a modulation with respect to the various coherences within
the system such that, over one complete cycle of N acquisitions, undesired
coherences interfere destructively and only desired coherences are detected by
the receiver. Explicitly [107]:
i. A phase cycle of N steps allows the desired pathway ∆p, along with path-
ways ∆p+ nN (where n is an integer) to be selected. All other pathways
are suppressed.
ii. A shift, ∆φ, applied to the phase(s) of a pulse (or group of pulses) causes
a coherence, undergoing a change in coherence order ∆p, to experience a
phase shift of −∆φ∆p, as detected by the receiver.
The number of steps of the cycle, N , (and consequently, the phase shift ∆φ)
can theoretically take any value, but the receiver phase is best defined as
0◦, 90◦ (switch real and imaginary), 180◦ (negate) or 270◦ (switch real and
imaginary and negate).
The phase cycle required to observe, for example, a coherence order
change of ∆p = ±2 is determined by applying the above principles: A cycled
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Table 3.2. Pulse phases and shift effect of a four-step phase cycle on desired
(∆p = 2) and undesired (∆p = −1) coherences, where all are given in degrees.
The receiver is set to follow the cycle of the desired coherence phase, and so will
not be synchronised with the phase shift of an unwanted coherence.
Pulse Effect of Pulse Phase Receiver
Desired Coherence Undesired coherence
(∆p = 2) (∆p = −1)
Step No. φ −∆φ∆p = −2∆φ −∆φ∆p = ∆φ φrec
1 0 0 0 0
2 90 180 90 180
3 180 0 270 0
4 270 180 360 180
pulse of N = 4 steps selects coherence changes ∆p = ±2,±6,±10 etc. When
applied to a system of I = 1/2 nuclei, the multiple quantum coherences of
orders |∆p| = 6, 10 are considered to be negligible, thus a cycle where N = 4,
∆φ = 90◦, is sufficient in this case. Table 3.2 shows the phase shifts caused
to the desired coherence order (∆p = ±2), and also to an undesired coherence
(for example ∆p = −1) by this four-step cycle. The receiver is set to follow
the phase shift of the desired coherence order, such that the latter undesired
coherence is effectively averaged to zero, or cycled out over N steps. Thus all
experiments must be recorded using an integer multiple of N acquisitions for
this selection technique to be effective.
As DQC (∆p = ±2) will not directly induce an NMR signal, its evo-
lution can be observed only in the indirect dimension of a two-dimensional
experiment. In general, an NMR sequence of this form is described in Fig. 3.5,
where the coherence transfer pathway diagram indicates that the signal will
be amplitude modulated with respect to t1 (see §3.1.2). Comparing the co-
herence pathway of this experiment with that shown in Fig. 3.3, it should be
noted that the initial and final coherence order points of any NMR sequence
are fixed such that the system always begins, at equilibrium, with a popula-
tion state (p = 0), and the measured SQC is given, by convention, as p = −1.
Therefore, for a pulse sequence consisting of q sets of pulses, only q− 1 events
must be cycled as the coherence route of the remaining pulse is, thus, fixed.
The phase cycle required for the DQ (∆p = ±2) excitation pulse of
phase, φa, has been considered in the above example to be of N = 4 steps.
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Figure 3.5. NMR pulse sequence and coherence transfer pathway diagram for
an amplitude-modulated two-dimensional experiment, where double-quantum
coherence is observed in the indirect dimension. The preparation and mixing
pulses are referred to as the excitation and reconversion of the DQC, such that
|p| = 2 is generated, evolves in t1 and is then reconverted back to a population
state (p = 0). The pi/2 pulse then creates observable single-quantum coherence
for detection in t2. Specific pulse sequences used to excite and reconvert DQC
are discussed in §3.4. The labels, φ, refer to the phases of the (sets of) pulses.
Considering, then, the cycle for the 90◦ pulse, of phase φc, required to se-
lect a coherence change of ∆p = −1 for detection; the lowest convenient
number of steps is also N = 4, for which changes in coherence orders of
∆p = −1, 3, 7,−5... are selected. Again, for a system of I = 1/2 nuclei, coher-
ence orders p ≥ 2 are considered to be negligible. The four step phase cycle
of φc is combined in a nested fashion with that of φa to produce an overall
16-step cycle for the experiment and the receiver phase is then set to follow
the sum of the phase changes resulting from the desired coherence orders of
both the cycled pulses, as given in Tab. 3.3.
Tab. 3.3 also shows how the States method is implemented in this ex-
periment to achieve sign discrimination of the resonances in the indirect di-
mension. Recall, from §3.1.3, that for each ∆t1 increment, two signals are
recorded, 90◦ out of phase with one another, by incrementing the phase of
the pulses before t1 by pi/2 |p|. For the desired coherence (here |p| = 2) this
corresponds to an additional shift of 45◦ applied to φa. The cycling techniques
are combined such that the dataset is recorded where, sequentially:
· 16 FIDs cycled, t1 = 0, Scos, · 16 FIDs cycled, t1 = 0, Ssin,
· 16 FIDs cycled, t1 = ∆t1, Scos, · 16 FIDs cycled, t1 = ∆t1, Ssin...
When processed by hypercomplex Fourier Transform, this results in a 2D
DQ-SQ correlation spectrum with absorptive, sign discriminant resonances in
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Table 3.3. Pulse phases and shift effect (given in degrees) of the nested 16-step
phase cycle used for a 2D DQ-SQ experiment. Pulse phases, φa, φc, are each
cycled through four steps to select the coherences described in Fig. 3.5, resulting
in total phase shifted signal Scos. The Ssin signal, required for States processing
in ω1 [113], is acquired by incrementing the phase of φa by 90
◦/|p(t1)| = 45◦.
The receiver is set to follow the total phase shift of Scos during the acquisition
of both FIDS such that Scos and Ssin are recorded 90
◦ out of phase.
Step Pulse Shift (a) Pulse Total Shift (rec)
No. (−∆pa∆φa (−(∆pa∆φa + ∆pc∆φc)
φa = −2∆φa) φc = −2∆φa + ∆φc)
Scos Ssin Scos Ssin Scos Ssin
1 0 45 0 90 0 0 90
2 90 135 180 270 0 180 270
3 180 225 0 90 0 0 90
4 270 315 180 270 0 180 270
5 0 45 0 90 90 90 180
6 90 135 180 270 90 270 0
7 180 225 0 90 90 90 180
8 270 315 180 270 90 270 0
9 0 45 0 90 180 180 270
10 90 135 180 270 180 0 90
11 180 225 0 90 180 180 270
12 270 315 180 270 180 0 90
13 0 45 0 90 270 270 0
14 90 135 180 270 270 90 180
15 180 225 0 90 270 270 0
16 270 315 180 270 270 90 280
both dimensions and DQC information displayed in ω1. §3.4 describes the
DQ-SQ experiments used in this work (specifically, using the BABA [117] and
POST-C7 [62] double-quantum recoupling sequences) where this 16-step phase
cycle is employed, and presents a representative two-dimensional spectrum
(Fig. 3.14b).
Unless otherwise stated, the phase cycles used for other experimental se-
quences in this work can be found in the references provided for each sequence
in this chapter.
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3.2 Advanced Techniques: Improving Resolu-
tion and Sensitivity
As with most spectroscopic methods, it is important to be able to detect a
signal, clearly distinguishable from the noise level, on a reasonable experimen-
tal timescale. The total time for each NMR experiment is determined by the
number of co-added FID signals and the repetition delay between successive
acquisitions. In general, a sufficient delay is needed for the nuclear magneti-
zation to relax back to a longitudinal state, indicated by the relaxation time,
T1, of the system. For two-dimensional experiments, this is further multiplied
by the number of t1 increments required to achieve sufficient resolution in
the indirect dimension (and then doubled for the implementation of States or
States-TPPI (§3.1.3)).
In general, the amplitude of the signal detected during each measure-
ment is directly related to the total amount of bulk magnetization generated
for a given nuclear system, hence the number of nuclei of interest present in
the sample. As such, an NMR spectrum resulting from the direct excitation
of spin magnetization, also provides an indication of the relative number of
atomic sites, identifiable from the relative intensities of individual chemical
shift frequencies. To maximise the total intensity of the signal detected, there
is an obvious advantage to studying as large a sample volume as possible.
However, under the MAS technique, the sample volume is restricted by the
size of the spinning rotor (a cylindrical container of fixed diameter) which is
selected based on the desired frequency of rotation suitable for the experi-
ment. For example, a strongly dipolar-coupled 1H system may require ultra
fast spinning frequencies of up to 70 kHz in order to sufficiently resolve the
resonances, for which the sample volume is restricted to 3.8 µl in a 1.3 mm
diameter rotor. As 1H nuclei have the highest inherent sensitivity of the com-
monly observed NMR nuclei, the signal to noise ratio is still favourable, even
for such small sample sizes. Conversely, a less sensitive nucleus such as 13C
(where γ(13C)= 1
4
γ(1H), for which strong anisotropic interactions are not such
a challenge, it is more appropriate to use a larger diameter rotor (e.g., 4 mm,
containing 80 µl of material), subsequently spinning at a slower rotation rate.
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Often, a compromise must be sought between the sensitivity and resolution
obtainable for each experiment.
In this work, high-resolution 1H data are obtained by the use of simulta-
neous MAS and homonuclear decoupling (see §3.2.2) as opposed to fast MAS
techniques, therefore the majority of spectra presented were recorded for sam-
ples contained in rotors of diameter 3.2 mm or 4 mm at a spinning frequency
of 12.5 kHz
3.2.1 Dilute spins: Cross Polarization and Heteronuclear
Decoupling
A further complication in the search for high signal sensitivity is the issue
of natural isotopic abundance. For atoms which possess a variety of nuclear
isotopes i.e., different numbers of component neutrons, each will have a dif-
ferent gyromagnetic ratio, γ and thus Larmor frequency, ω0, such that they
are probed separately by an NMR experiment. Similarly, differing isotopes
of the same atomic species may also possess different spin numbers, I. The
natural abundance of any given isotope determines the percentage of atoms of
a given sample of that isotopic form. For example, 1H is naturally over 99.9 %
abundant, (with the remaining fraction composed of 2H, 3H nuclei) such that
a measurement made, where ωrf ≈ ω0(1H), will detect a signal from almost
all of the hydrogen atoms in the material.
Conversely, this creates a particular challenge for the observation of
NMR signals from dilute nuclei, for example, in organic systems, the I = 1/2
carbon (13C) or nitrogen (15N) isotopes. At natural isotopic abundance, the
majority (98.9 %) of carbon atoms exist as 12C nuclei (I = 0), that can not be
manipulated by NMR. The remaining fraction (13Cna =1.1 %) exist as the (I =
1/2) isotope 13C, such that approximately only one carbon nucleus out of every
hundred atoms produces a detectable NMR signal (similarly, 15Nna =0.4 %).
One technique for enhancing the amount of magnetization present for dilute
nuclei, is to isotopically label materials such that a higher percentage of atoms
are of the desirable spin state, however this can be an extremely costly chemical
procedure (in time and resources).
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Figure 3.6. Cross polarization (CP) pulse sequence used to enhance the sen-
sitivity of a dilute spin, S, in the presence of an abundant spin, I. Initial
transverse magnetization is generated by application of a 90◦I pulse, which is
transferred to S during the contact period, where simultaneous pulses are ap-
plied to both spin channels, according to the Hartmann-Hahn condition given
in Eq. 3.17. Often, a pulse of ramped amplitude [118, 119] is used to broaden
the matching conditions for the spin system, as applied to I, here. During ac-
quisition of the resulting S NMR signal, heteronuclear decoupling is applied to
I (see below). All the pulse sequences described in this work use red blocks of
pulses to describe periods of dipolar decoupling, and blue for dipolar recoupling
as in §3.4.
An experimental method for increasing the signal sensitivity of I = 1/2
nuclei is the Cross Polarization (CP) technique, developed by Hartmann and
Hahn [15], which employs double-resonance irradiation of the system such
that a dilute spin, S, derives an initial magnetization state from a network of
abundant spins, I, that are in close proximity via the heteronuclear dipolar
coupling interaction. By this method, the amount of bulk magnetization of the
dilute spin is increased, thus directly improving the signal intensity. A further
benefit of the CP experiment is that the repetition delay between successive
acquisitions of S signal is now determined by the T1 relaxation time of I, which
is generally faster, such that many measurements of the FID can be acquired
over a shorter experimental time period. Fig. 3.6 presents the pulse sequence
diagram for the cross polarization experiment, which is applied throughout
later chapters of this thesis for I = 1H, S = 13C, 15N. Direct excitation of 1H
under CP, or otherwise, is usually achieved by a 90◦ pulse, 2.5 µs in duration,
i.e., ν1 =100 kHz.
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During the double-resonance irradiation period, the amplitudes of the
contact pulses are optimised such that the nutation frequencies of the nuclei
coincide (for a static experiment);
γIB1I = γSB1S. (3.17)
The I-S magnetization transfer resulting from the CP contact pulses is anal-
ysed is terms of thermodynamic processes and two-spin Average Hamiltonian
Theory in refs[120] and [121], respectively, where the maximum possible en-
hancement is given by γI/γS, i.e., ≈ 4 for I = 1H, S = 13C. Under MAS, the
match condition given in Eq. 3.17 is modified to
γIB1I = γSB1S ± nωr (3.18)
where n = 1, 2. As the dipolar coupling is averaged out over complete rotations
of magic angle spinning (§2.4.5), where the degree of averaging increases with
νr, the efficiency of the CP transfer process is reduced at faster rotation speeds.
CP is observed to be more efficient under fast MAS when a ramped contact
pulse is applied on one of the channels (see Fig. 3.6) [118, 119].
It should also be noted that the generally quantitative nature of the
NMR resonances is no longer exhibited under the CP technique as the S mag-
netization is now derived via a transfer process that depends on the hetero-
nuclear dipolar coupling. Instead, the amplitudes of the spectral resonances
are now (semi-quantitatively) determined by the relative I-S proximities, as
well as the effect of any motional processes.
The presence of the dipolar coupling interaction within a nuclear spin
system causes an anisotropic broadening of the measured spin resonance, (see
§2.4.5) which is generally undesirable in the solid-state. While the MAS tech-
nique aims to remove the orientational dependence of this interaction and
successfully narrows linewidths for comparably small couplings, it is often also
necessary to apply decoupling irradiation as part of the NMR pulse sequence,
to average the spin component of the coupling Hamiltonian.
For the case of a double resonance experiment, such as CP, it is the
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heteronuclear (i.e., to 1H (I) spins) dipolar coupling that is assumed to be the
dominant anisotropic interaction acting on the detected spin, S. Considering
the form of the heteronuclear dipolar Hamiltonian (Eq. 2.102): specifically the
spin term, IˆzSˆz, it can be shown that continuous irradiation applied at ω0(I),
causes I to oscillate between the |α〉 and |β〉 states (for I = 1/2). Thus, apply-
ing r.f. decoupling to the I nuclei whilst S signal is acquired, further removes
the effect of the dipolar coupling and increases the resolution of the S reso-
nances. When applied in the form of a single continuous wave of r.f. irradiation
[122], the efficiency of the dipolar averaging is generally proportional to the
amplitude of the decoupling field, i.e., the corresponding nutation frequency,
ν1 = ω1/2pi in kHz. However, strong r.f. fields applied throughout the acqui-
sition of the FID cause prolonged heating of the sample and NMR equipment
and can result in irreversible damage, particularly to samples containing high
salt or water concentrations such as those of a biological nature. As such, it is
desirable to apply decoupling fields at low amplitude, yet still obtaining highly
resolved spectra. Further, both MAS and r.f. irradiation introduce a specific
periodicity to the dipolar Hamiltonian, such that at certain νr, ν1 conditions
the effects interfere destructively to negate the averaging effect. Many decoupl-
ing schemes have been developed to increase the efficiency of line-narrowing
across a range of rotation frequencies, generally, where the irradiation is di-
vided into blocks of pulses of varying phase [123]. Heteronuclear decoupling
schemes used in this work, are the TPPM [19] and SPINAL-64 [20] sequences,
(where the phase-switching is described in Fig. 3.7) which are generally ap-
plied at ν1(
1H) = 100 kHz and for MAS spinning frequencies, νr = ωr/2pi =
12.5 kHz.
3.2.2 Abundant Nuclei: Homonuclear decoupling
For the case of abundant 1H nuclei, the signal is highly sensitive but poorly
resolved due to strong (homogeneous) homonuclear dipolar-broadening mecha-
nisms, as discussed in §2.4.5. While the effect of these broadening mechanisms
is reduced as νr increases, even at very fast spinning speeds (e.g., 70 kHz), ade-
quately resolved 1H spectra are still possible only for relatively ‘small’ 1H net-
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Figure 3.7. Phase modulated heteronuclear decoupling schemes (a) TPPM
[19] and (b) Blocks Q and Q¯ which make up the SPINAL-64 [20] sequence:
QQ¯Q¯QQ¯QQQ¯. In this work, φp and ∆φp are (a) 0
◦, 15◦ and (b) 15◦, 5◦,
respectively. Each pulse duration corresponds to a flip angle of slightly less
than 180◦ (i.e., 5 µs for ν1 =100 kHz) in work shown here.
works. This thesis demonstrates the application of r.f. pulse schemes (homo-
nuclear decoupling sequences) along with MAS (i.e., the CRAMPS method)
to achieve efficient line-narrowing of dipolar coupled resonances for a variety
of organic systems. This section first illustrates the concept of homonuclear
decoupling by considering the first two presented sequences, Lee-Goldburg [26]
and WHH-4 [29].
Returning to the expressions derived for the homonuclear dipolar Hamil-
tonian (Eqs. 2.100 and 2.101), the orientational dependence is given by
1
2
(3cos2β − 1), where β = βPL in the static case and both β = βPR, β =
βRL terms are considered under MAS. For the latter case of MAS, a com-
plete physical rotation about the root of this expression, the magic angle,
βRL = arccos (1/
√
3) = arctan (
√
2), averages the spatial term of the inter-
action Hamiltonian to zero. The angle, defined with respect to the z-direction
(i.e., the static B0 field), describes an axis along < 111 >, where the x, y and
z axes are all represented by a unit vector, as shown in Fig. 3.8a.
Hence, applying the magic angle geometry to the Cartesian spin terms
of the dipolar Hamiltonian describes the condition where the spin magnetiza-
tion effectively rotates around the < 111 > axis in the rotating frame. This
can be achieved by manipulation of the spin system, with either continuous-
amplitude, off-resonance (ω0 − ωrf = Ω) r.f. pulses, or multiple-pulse, on-
resonance (ω0 − ωrf = 0) irradiation.
Eqs. 2.53 and 2.55 describe the Hamiltonians for oscillating and static
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Figure 3.8. (a) The axis given in grey is aligned at (θmagic = arccos (1/
√
3) =
arctan (
√
2)) to the z direction, and lies along the < 111 > plane with respect
to the x, y and z Cartesian axes. (b) The Lee-Goldburg condition [26]: a pulse
of phase, φ, with offset and amplitude such that ω1/Ω =
√
2 is aligned at the
magic angle to the external field, in the rotating frame.
magnetic fields in terms of the spin operators, Iˆ, and field amplitudes (ex-
pressed as angular frequencies), ω = −γB, such that both fields are stationary
in time and of well defined position in the Cartesian-spin basis. A pulse of
arbitrary phase, φ, from x (in the transverse plane) has an amplitude ω1, while
a static field in the z-direction is given by the amplitude ω0 − ωrf = Ω, i.e.,
the resonance offset compared to the r.f. carrier frequency. By this descrip-
tion, for a pulse applied on resonance, i.e., Ω = 0, the spins are no longer
affected by the field along z and instead nutate around the axis of the applied
pulse with frequency ω1, as described in §2.3.2. However, an off-resonance
pulse with a finite value of Ω causes the spins to nutate around an effective
field inclined between the transverse plane and the z-axis. Specifically, a de-
coupling pulse applied such that ω1/Ω =
√
2 (known as the Lee-Goldburg
condition [26]), places this effective field at the magic angle with respect to z,
as shown in Fig. 3.8b. A complete rotation of the bulk magnetization about
this effective field (using a 360◦ pulse) then averages the spin components of
the dipolar coupling Hamiltonian, removing the anisotropic effect from the
spectrum, where the effective nutation frequency (
√
ω12 + Ω2) is comparable
to the dipolar interaction.
Variants of the technique, namely, Frequency-Switched and Phase-
Modulated Lee-Goldburg (FSLG [27], PMLG [28]) allow even greater line-
narrowing efficiencies. The continuous nature of Lee-Goldburg decoupling
initially restricted its application to indirect time periods (e.g., t1, periods
of evolution, τ or 1H homonuclear decoupling during the acquisition of a 13C
FID), until the development of windowed sequences such as wPMLG [124],
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that incorporated free evolution periods amongst the irradiation so that the
NMR signal can be sampled directly.
Alternatively, on-resonance decoupling schemes may be applied in the
form of cycled multiple pulses separated by periods of free evolution, such
that windows for FID acquisition points are inherent to the sequence. The
pulses are designed so that the spin magnetization exists along each of the x,
y, and z axes for the same amount of time during one cycle, i.e., effectively
aligned along the < 111 > axis between them. Signal detection then takes
place at specifically synchronised points such that the spin part of the dipo-
lar Hamiltonian is averaged to zero over the complete cycle, again, removing
broadening effects from spectrum. This principle was first demonstrated for
the WHH-4 or WaHuHa [29] sequence given in Fig. 3.9a. An analysis of this in
terms of the dipolar Hamiltonian in the ‘toggling frame’ is now provided, to a
first-order approximation in Average Hamiltonian Theory (AHT) (see §2.2.4).
In this toggling frame, an on-resonance pulse is said to rotate the form of the
interaction Hamiltonian, whilst otherwise ignoring the effect of the r.f. Hamil-
tonian. Then, assuming that the interaction Hamiltonians commute over a
given time period (here, the cycle time, tc) this description allows the system
to be well defined by AHT.
Returning to the expression for the secular homonuclear dipolar Hamil-
tonian in the laboratory frame under static conditions (Eq. 2.103) this is ab-
breviated to the z-dipolar Hamiltonian in the toggling frame, Hˆ Dzz (Eq. 3.19),
on account of the IˆzSˆz term. Transformations are fully described by this spin
term as the scalar Iˆ · Sˆ term is unaffected by spin rotations.
Hˆ Dzz = d
′(3IˆzSˆz − Iˆ · Sˆ) (3.19)
In the toggling frame, a pulse, 90◦−x, rotates the frame such that the inter-
action Hamiltonian Hˆ Dyy acts in the following τ period of free precession, and a
further 90◦y pulse rotates the frame once more such that Hˆ Dxx acts during 2τ ,
as described in Fig. 3.9b. By AHT (Eq. 2.41), over the complete cycle (tc = 6τ)
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Figure 3.9. (a) The WHH-4 Scheme: 90◦ pulses with a phase that is se-
quentially shifted by 90◦ are separated by evolution periods τ and 2τ [29] such
that the sequence is naturally windowed. The FID is sampled once over each
cycle period, tc, at the point labelled by the asterisk (*) to effectively average
the homonuclear dipolar interaction. (b) The form of the homonuclear dipolar
coupling Hamiltonian in the toggling frame during each evolution period [104].
(c) Pulse sequence for continuous, windowed homonuclear decoupling applied
during the direct dimension.
shown in this figure, the average dipolar Hamiltonian is given by
H¯ 0D =
Hˆ Dxx τ + Hˆ
D
yy τ + 2Hˆ
D
zz τ + Hˆ
D
yy τ + Hˆ
D
xx τ
6τ
=
1
3
(
Hˆ Dxx + Hˆ
D
yy + Hˆ
D
zz
)
.
(3.20)
It then follows that
Hˆ Dxx+Hˆ
D
yy +Hˆ
D
zz = d
′[(3IˆxSˆx−Iˆ·Sˆ)+(3IˆySˆy−Iˆ·Sˆ)+(3IˆzSˆz−Iˆ·Sˆ)] = 0 (3.21)
as Iˆ · Sˆ = IˆxSˆx + IˆySˆy + IˆzSˆz, and so the dipolar Hamiltonian cancels to zero
under this pulse sequence.
Importantly, for the chemical shift Hamiltonian, which is linear in Iˆz
(Hˆ CSzz = −ωcsIˆz - see Eq. 2.86) but is not traceless, the same rotations in the
toggling frame give:
H¯ 0CS =
1
3
(
Hˆ CSxx + Hˆ
CS
yy + Hˆ
CS
zz
)
6= 0 (3.22)
Under this decoupling scheme, the chemical shift Hamiltonian evolves under
an effective field aligned along < 111 >, such that the scaled projection of the
chemical shift onto the x-y plane is detected by the signal receiver. By the
geometry given in Fig. 3.8, the scaling factor is approximately 1/
√
3 ≈ 0.57.
Generally, this value deviates due to the experimental imperfections of the r.f.
pulses, where scaling factors that are close to unity are preferable to allow
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better resolution of individual resonances.
Homonuclear decoupling schemes were originally devised in the static
regime and later combined with MAS to give the CRAMPS (Combined Rota-
tion and Multiple Pulse Spectroscopy) approach, producing higher-resolution
spectra than by either technique, alone [31, 126, 127]. However, as noted
in §1.1, complications are observed as a result of the interfering periodicities
induced by each technique upon the interaction Hamiltonians. Nevertheless,
in the past decade, various 1H homonuclear decoupling sequences have been
demonstrated to function well at moderate and fast MAS frequencies (see §1.1).
In this thesis, the DUMBO (Decoupling Under Mind-Boggling Optimization)
[34] decoupling approach is employed. This family of decoupling sequences (see
also [35, 41]) was introduced by the Emsley group, in an effort to reduce the
experimental imperfections arising from the use of discrete 90◦ phase shifts (in
e.g., WHH-4, MREV-8 [30], BLEW-12 [125] etc. - see Fig. 3.10a-d) whereby
the phases vary according to a smooth periodic function, represented as a
Fourier series. Starting with Fourier coefficients adapted from the windowless
BLEW-12 sequence (Fig. 3.10c,d), the DUMBO-1 scheme (Fig. 3.10e) was de-
vised by a numerical optimization of decoupling performance upon a static,
computed two-spin (1H) system, and later directly experimentally optimised
for 1H spectra under MAS, specifically at νr = 22 kHz and 12.5 kHz, leading
to the eDUMBO22 (Fig. 3.10f) and eDUMBO12.5 schemes [35], respectively. It
has since been shown that eDUMBO22 provides efficient line narrowing for
indirectly detected experiments at a range of spinning frequencies 12.5-65 kHz
[66], with chemical shift scaling factors close to 0.57.
1H CRAMPS experiments presented in this work employ eDUMBO22
(or FSLG in chapter 7) throughout indirect time-evolution periods, whereas
windowed wDUMBO-1 [41] is preferred for direct 1H detection. In general, a
decoupling amplitude of ν1 = 100 kHz is used, corresponding to a DUMBO
cycle time (6pi) of 30 µs. Empirical optimisation of this duration gave best
results of 32 µs for eDUMBO22 and 24 µs for wDUMBO-1, where the phase
is switched across 320 steps. Each cycle is surrounded, before and after, by
a short prepulse, that aligns the magnetization perpendicular to the effective
< 111 > axis during the decoupling block. These are given by the flip angle
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Figure 3.10. Multiple-pulse homonuclear decoupling sequences (a,b) MREV-
8 [30] (a supercycled modification of WHH-4) and (c) BLEW-12 [125] in (a)
original, windowed (b) semi-windowless and (c) windowless form, adapted from
ref[125]. (d-f) Phase modulation of the (d) BLEW-12 (e) DUMBO-1 [34] (f)
eDUMBO22 [35] sequences. The DUMBO cycle time, tc, and amplitude create
a spin nutation with flip angle 6pi (i.e., three complete revolutions about the
effective field, Beff). DUMBO-1 was originally developed as a 64-step sequence
and later adapted to the 320 stepped phases shown, as used in this work.
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Figure 3.11. High-resolution (a-c) 1H and (d) 13C CP spectra of the amino
acid L-alanine (inset), recorded at ω0 = 600 MHz and νr = (a,c,d) 12.5 kHz
or (b) 30 kHz. L-alanine consists of three distinct 1H and 13C chemical sites,
identified by their separate chemical shift frequencies. (a) At νr = 12.5 kHz
the 1H sites are not clearly resolved, but resolution improves under (b) faster
MAS or (c) CRAMPS, specifically, wDUMBO-1 decoupling with ν1 = 100 kHz
amplitude. The scaling factor of (c) was 0.56 and # indicates the position of
the central frequency artefact. (d) was recorded using νr = 100 kHz TPPM
decoupling during acquisition. (*) shows a spinning sideband due to the CO
resonance.
θ, typically 0.5-1 µs in duration and are denoted by pale red pulses in the
experimental sequences given in Fig. 3.9, and later in §3.3 and §3.4. The
duration of the prepulse and initial phase of the DUMBO pulse (usually 160-
230◦) are optimised to give the smallest central frequency artefact in a one-
dimensional (windowed) decoupled 1H spectrum (see Fig. 3.11) recorded by
a sequence as in Fig 3.9c. As such, it is often necessary to slightly offset the
carrier frequency from the 1H resonances for direct 1H detection. The chemical
shift axis is also scaled by the homonuclear decoupling sequence (see Eq. 3.22)
- the scaling factor depends on the experimental parameters and is determined
by a superposition of spectra carried out under CRAMPS and non-decoupled
fast MAS.
A comparison of the 1H line-narrowing achieved by CRAMPS and MAS
is shown in Fig. 3.11 for the crystalline powder of L-alanine, where the reso-
lution of the CH3 resonance at νr = 12.5 kHz is improved by a factor of 3
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by CRAMPS (with wDUMBO-1 decoupling) compared to MAS alone. By
comparison, the spectrum in Fig. 3.11d demonstrates the typical linewidths
obtainable for 13C CP MAS experiments.
3.3 NMR Experiments: Probing Connectivi-
ties
The J-coupling interaction between nuclei can be exploited by a variety of dif-
ferent NMR experiments to infer structural connectivities in materials. Con-
sidering the product operator description for a pair of ‘weakly’ coupled spins, it
is possible to describe experiments that (a) measure J couplings for individual
spin pairs, that can be a measure of the magnitude of specific bonding inter-
actions and (b) correlate or transfer spin magnetization exclusively between
pairs of bonded nuclei, identifing bonding environments based on associated
chemical shifts.
3.3.1 Measuring J Couplings: The Heteronuclear Spin-
Echo
During periods of free evolution, e.g., τ/2, a coherence for a pair of I = 1/2 nu-
clei from two chemically-bonded atoms evolve under the effect of their isotropic
chemical shifts and the isotropic J coupling (assuming that the dipolar inter-
action is zero under MAS, e.g., τ/2 = nτr). It is also assumed that the magni-
tude of the J coupling is significantly less than the difference in the isotropic
chemical shifts of the two spins i.e., corresponding to the weak coupling limit,
such that the evolution under HˆCS and HˆJ can be considered separately.
By analogy to the evolution under a chemical shift offset, given by product-
operator notation in §2.2.3, the evolution of a transverse spin state (e.g., fol-
lowing a 90◦x pulse) of a nucleus, I, with a finite coupling to a heteronucleus,
S, (JIS) during τ/2 is described:
Iz
(90◦x)I−−−→ −Iy piJISτ/2−−−−−→ −Iy cos piJISτ/2 + 2IxSz sin piJISτ/2 (3.23)
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where 2IxSz is the anti-phase spin operator described in Fig. 2.3. Under the
secular approximation, HˆCS is linear in Iˆz, such that the evolution under
chemical shift gives rise to an inhomogeneous [25] broadening of the NMR
linewidths resulting from inhomogeneities in the external field (along z) or
small chemical changes within a sample. The apparent linewidth (from §3.1.1)
observed in solids is given by ∆∗ = 1/piT2∗, where T2∗ is the dephasing time of
the signal during acquisition. This linewidth is usually larger than Jiso, such
that J couplings are not usually directly observed as a splitting of spectral
peaks.
By performing a simple spin-echo experiment, τ/2−pi−τ/2, it is possible
to remove the effect of all terms which are linear in Iˆz and thus behave as offsets
during the evolution period, such as field inhomogeneity effects or disorder. For
this experiment, the expression given in Eq. 3.23 followed by a further (180◦)I
pulse on I and an identical evolution period τ/2 results in:
(180◦y)I−−−−→ −Iy cos piJISτ/2− 2IxSz sin piJISτ/2 piJISτ/2−−−−−→ −Iy (3.24)
for a pulse along the y-axis. Therefore, the spin echo removes or refocuses
the modulation of the signal caused by the J coupling. (An identical analysis
is found for the simultaneous evolution under the chemical shift, Ω [107]).
However, if the 180◦ pulses are applied simultaneously to the I and S channels
(a heteronuclear spin echo), Eq. 3.24 becomes:
(180◦y)I−−−−→ −Iy cos piJISτ/2− 2IxSz sin piJISτ/2
(180◦y)S−−−−→ −Iy cospiJISτ/2 + 2IxSz sin piJISτ/2
piJISτ/2−−−−−→ −Iy cos 2piJISτ + 2IxSz sin piJISτ (3.25)
where the two (180◦y) pulses ensure that the 2IxSz sin piJISτ/2 term i.e., the
J-coupling modulation, is retained, whereas the chemical shift evolution will
still have been refocused. This is also true for the case of a single (180◦y)
pulse applied to a homonuclear pair of coupled spins, where I and S are of
the same isotopic species, as the pulse will act on both I and S, individually,
hence effectively, twice. In this case, the final expression in Eq. 3.25 takes into
75
3.3. NMR Experiments: Probing Connectivities
Het Decoupling
Contact
ContactHet Decoupling
I
S
0
−1
−1
pI
0
−1
+1
pS
Y
a b
τ ττ τ
x
yx
y
y
y
t2 t2 /2 /2 /2 /2
Figure 3.12. Heteronuclear Spin Echo sequences for determining JSY in proto-
nated systems. Initial transverse magnetization on S is generated by (a) direct
S excitation (b) I-S cross polarization. Black solid and white open rectangles
represent pulses with flip angles of 90◦ and 180◦, respectively.
account that the sequence affects both spins identically:
− (Iy + Sy) cospiJISτ + (2IxSz + 2IzSx) sinpiJISτ. (3.26)
The spin-echo dephasing time, T2
′
, which is in effect during this se-
quence leads to refocused linewidths (∆
′
= 1/piT2
′
) which are now sufficiently
narrow such that the J splittings can be observed in the solid-state. Theoreti-
cal analyses of the J modulation observed in MAS spin-echo experiments, con-
sidering the effect of anisotropic interactions, have been presented [128, 129],
including an extensive assessment of homonuclear J-coupled I =1/2 pairs [130].
This work showed that the spin-echo modulation described could be accurately
fitted to the cospiJISτ modulation in Eq. 3.26 to extract the value of the J-
coupling constant, even in the presence of large anisotropic interactions. This
can be achieved by recording a series of spin-echo experiments whereby the
evolution period is incremented and observing the integrated intensity of the
absorptive resonance as a function of the total echo time (τ). By monitoring
the integrated intensity of the NMR resonance, the anti-phase sin piJISτ term
in Eq. 3.26 (or 3.25, for heteronuclei) is effectively summed to zero, such that
only the in-phase, cosine modulation is observed. Pham et al. have applied
this methodology to pairs of homonuclear J-coupled I = 1/2 (15N) nuclei [102],
where, in the absence of zero-frequency peaks (see ref[130]) in the Fourier
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Transformed spin-echo spectra, the integrated signal intensity of each reso-
nance is fitted to the simple function
S(τ) = A cos(piJτ) exp(−τ/T ′2), (3.27)
or for the case of evolution under two J couplings
S(τ) = A cos(piJ1τ) cos(piJ2τ) exp(−τ/T ′2) (3.28)
where the first data point is normalised (τ = 0 is set to 1) and A, J (or J1 and
J2, where J =
2hJNN, in [102]), and T2 are free parameters. This and other
studies also demonstrated the importance of efficient heteronuclear decoupling
for the application of this technique to organic systems in order to remove the
effects of the 1H nuclei on the refocused linewidths detected.
In this thesis, the spin-echo sequences given in Fig. 3.12 are used to mea-
sure heteronuclear J couplings between S-Y pairs in the presence of I =1H
nuclei. Where S is a dilute I = 1/2 spin (13C or 15N), a cross polarization
sequence is used to enhance the initial transverse magnetization state of S,
otherwise, for S= 17O , direct excitation is achieved by a 90◦ pulse. A sim-
ilar approach to that described in [102] is applied, whereby the normalised,
integrated intensities of the resonances as a function of the total spin-echo evo-
lution time (S(τ)) are fitted to reveal the experimental J-coupling constants.
3.3.2 Heteronuclear Correlations: Refocused INEPT and
MAS-J-HMQC
Evolution under a heteronuclear J coupling can also be manipulated by certain
sequences of pulses to transfer magnetization between bonded pairs of nuclei.
In the INEPT (Insensitive Nuclei Enhanced by Polarization Transfer) sequence
[52], following on from a heteronuclear spin echo, ((90◦x)I− τ − (180◦y)IS− τ),
given by Eq. 3.25, 90◦ pulses are applied to both I and S channels, simultane-
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ously, such that:
(90
◦
y )I−−−→ − Iy cos 2piJISτ − 2IzSz sin 2piJISτ
(90
◦
x)S−−−→ − Iy cos 2piJISτ + 2IzSy sin 2piJISτ. (3.29)
Ideally, the evolution period is optimised for τ = 1/4J , resulting in only the
2IzSy term, above, i.e., magnetization has been transferred from an initial Iy
state to give anti-phase magnetization on S. The addition of another spin echo
(τ ′), for the Refocused INEPT sequence [50], converts this to in-phase Sx for
absorptive lineshapes where the S signal acquired at this point contains only
resonances from S nuclei with J couplings (i.e., bonded) to I. As a result of
the selective magnetization transfer, the signal of the S nuclei is enhanced by
a factor of γI/γS and the experimental recycle delay depends on the faster T1
relaxation of I.
The sequence is applied as a two-dimensional correlation experiment
by introducing a t1 dimension, as described in Fig. 3.13a; t1 is implemented
directly after the first (90◦x)I , where the system evolves only under the I
chemical shift. This results in a 2D SQ(I)-SQ(S) correlation experiment where
peaks are only observed for J-coupled pairs I-S - a representive spectrum is
shown in Fig. 3.14a.
An alternative J-mediated SQ-SQ heteronuclear correlation experiment
is given in Fig. 3.13b; the MAS-J-HMQC (Heteronuclear Multiple Quantum
Correlation) experiment [49], adapted from the equivalent J-HMQC sequence
in the liquid state [51]. This experiment does not rely on a I-S magnetiza-
tion transfer, thus can be preceded by a cross polarization sequence for the
enhanced generation of initial S transverse magnetization. For example, fol-
lowing CP, the S spin is aligned along x, and the sequence follows:
Sx
piJISτ−−−→Sx cospiJISτ + 2IzSy sin piJISτ
(90◦y)I−−−→Sx cospiJISτ + 2IxSy sin piJISτ
(90◦−y)I−−−−→Sx cospiJISτ + 2IzSy sin piJISτ (3.30)
such that the heteronuclear double-quantum term (2IxSy) is present during t1,
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Figure 3.13. (a) Refocused INEPT [50] (b) MAS-J-HMQC [49] 2D hetero-
nuclear correlation sequences with homonuclear 1H decoupling (red blocks) dur-
ing periods of free evolution and t1 and prepulses, of flip angle θ (pale red).
(180◦)S pulses half-way through, t1 refocus the S chemical shift.
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Figure 3.14. Schematic 2D (a) SQ-SQ and (b) DQ-SQ correlation spectra. (a)
Heteronuclear SQ-SQ correlation where I and S are of different isotopic species.
A peak on the spectrum correlates the I and S SQ frequencies (chemical shifts)
for related spin groups. The examples shown in this work use J-mediated cor-
relations such that an I-S peak indicates a directly bonded pair of heteroatoms.
(b) A homonuclear DQ-SQ correlation whereby spins I and S are of the same
isotopic species, with chemical shifts ωI and ωS , respectively. The DQ fre-
quency, given in the indirect dimension, is the sum of SQ frequencies for a spin
pair. A resonance peak due to DQC between nuclei of the same SQ chemical
shift (S-S) appears along the diagonal of the spectrum, whereas peaks due to
DQCs of nuclei with different SQ frequencies (I-S) appear equidistant from the
diagonal. In this example, the lack of a peak at I-I indicates that no DQC
exists between two spins of SQ frequency, ωI .
where the system evolves under the I chemical shift (note that the 180◦ pulse
in the middle of t1 refocuses evolution under the S chemical shift). Antiphase
magnetization on S is then generated by the second (90)I pulse. A phase cycle
of ±1 on the first 90◦ I causes only this antiphase term to be retained, whereby
it evolves under the final τ period to the in-phase −Sx state, such that the
resulting 2D spectrum acquired is of the form given in Fig. 3.14a.
In this work, both heteronuclear correlation sequences are applied to
organic systems where I = 1H. and so it is necessary to apply 1H homonuclear
decoupling throughout t1, to improve resolution in the
1H dimension, as well
as throughout the τ evolution periods so as to ensure that the strong 1H-1H
couplings do not interfere with the JIS modulation. For the latter, τ is opti-
mised as integer blocks of decoupling (FLSG or eDUMBO22 to maximise the
intensity of S signal detected. As part of the CRAMPS schemes, short pre-
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pulses, labelled by the flip-angle, θ, surround the decoupling blocks to align
the magnetization perpendicular to the < 111 > effective field axis during this
time (see §3.2.2).
3.4 NMR Experiments: Interatomic Proxim-
ities
Due to the overriding spectral broadening arising from dipolar couplings in
solid-state systems, much of the discussion has, so far, focussed upon the av-
eraging or removal of this interaction by MAS or CRAMPS in order to obtain
high-resolution spectra. However, as the magnitude of the dipolar coupling
between a pair of nuclei, (given by d, see Eq. 2.97) is inherently related to
the internuclear separation of the two spins, a controlled reintroduction of the
dipolar interaction under MAS NMR (dipolar recoupling [53, 131]) can pro-
vide spectra containing quantitative information about interatomic distances
in solids.
This work examines, in particular, dipolar couplings between 1H nuclei
by the generation of 1H-1H double-quantum coherences between coupled spin
pairs [46, 54]. A variety of r.f. irradiation schemes exist for generating homo-
nuclear, dipolar-driven DQCs, by reversing the dipolar averaging that occurs
under MAS [117, 132–135]. Remembering that the dipolar coupling is com-
pletely averaged to zero over each period of MAS rotation, the application of
r.f. pulses specifically synchronised with the rotor period, τr (and applied at
intervals of less than τr), operate on the spin terms of the dipolar Hamiltonian
to reintroduce the effect upon the spin system.
3.4.1 Double-Quantum Recoupling and the 1H DQ-SQ
Experiment
A simple r.f. irradiation scheme used for DQ dipolar recoupling is the homo-
nuclear DRAMA (Dipolar Recoupling At the Magic Angle) sequence [133],
consisting of two 90◦ pulses, 180◦ out of phase with one another, separated by
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Figure 3.15. Pulse sequences for the generation of DQC using: (a) DRAMA
[134], with the corresponding average homonuclear dipolar Hamiltonian in the
toggling frame for (b) excitation and (c) (time reversal) reconversion; (d)
symmetry-based POST-C7 [62].
τr/2, as incorporated into the sequence given in Fig. 3.15a. An analysis of the
homonuclear dipolar Hamiltonian, Hˆ Dzz , in the toggling frame (as described in
§3.2.2) is given in Fig. 3.15b, where the initial y pulse rotates this into Hˆ Dxx
for the DQ recoupling. The DRAMA pulses are synchronised with the MAS
rotation such that Hˆ Dxx and Hˆ
D
yy each exist for (nτr/2). The average Hamil-
tonian throughout this time is then given by H¯ 0D(nτr) ∝ (IxSx − IySy), thus,
double quantum spin terms are generated. The DQC generated in this case
must be reconverted back to a population state (p = 0) before detection, which
may be performed by repeating the DRAMA block in a time-reversed fashion,
where the pulse phases are shifted by 90◦, corresponding to the toggling frame
Hamiltonians in Fig. 3.15c. An analysis of these terms reveals an inversion of
the dipolar Hamiltonian to give H¯ 0D(nτr) ∝ −(IxSx − IySy).
In this work, a similar DQ dipolar recoupling sequence, BABA [117], is
used with fast-MAS (νr = 30 kHz) where 90
◦ pulses are applied BAck-to-BAck
at intervals of half the rotor period i.e., 90◦x− τr/2− 90◦−x− 90◦y − τr/2− 90◦−y.
This recoupling scheme has an amplitude dependence upon the rotor phase,
such that non-rotor synchronised experiments lead to unusual spinning side-
band patterns in 2D DQ spectra [38, 46]. The 1H DQ MAS (BABA) spectra
presented in this thesis were all recorded where ∆t1 = τr to avoid the obser-
vation of rotor-encoded spinning-sideband patterns.
Symmetry Based Recoupling: CNνn Sequences
A particularly robust and efficient set of schemes for spin-interaction
recoupling was introduced by Levitt et al. [53]. In §2.4.1, the spin interac-
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Table 3.4. Spin and space rank and components for homonuclear spin inter-
actions in the interaction frame of an applied rf field, under MAS. Notably the
m = 0 term is not present due to rotational averaging. The selection rules given
in Eq. 3.31 are applied for C712, N = 7, n = 2, ν = 1 and satisfied for the Z = 0
condition for all interactions except CSA. Adapted from ref[53].
Space Spin C712
Interaction j m λ µ m µ mλ− µν
CSiso 0 0 1 -1,0,1 0 0 0
CSaniso 2 -2,-1,1,2 1 -1,0,1 − − −
J 0 0 0 0 0 0 0
D 2 -2,-1,1,2 0 -2,-1,0,1,2 −1 −2 0
1 2 0
tions were described in terms of spatial tensors with rank, j, and component,
m, where m = −j < −j + 1 < ... + j, whereby a rotation between different
axis frames, given in Eq. 2.75, causes a mixing of the m components. Sim-
ilarly, the spin tensors can be defined by rank, λ, and component, µ, that
also undergo a mixing of µ terms due to the spin rotations caused by r.f. ir-
radiation. Rotor-synchronized r.f. schemes then establish periodic symmetry
relationships between the spatial components, m, and spin components, µ,
of the interaction, such that for specific sequences, only certain components
are retained by the average Hamiltonian. Effectively, these sequences create a
set of selection rules for each internal interaction and it is possible to control
which spin interactions are able to evolve, and others that are suppressed by
the r.f. scheme.
Specifically, the CNνn class of symmetry-based recoupling sequences is
defined where N , n and ν, the symmetry numbers, are integers. The r.f.
sequence, of total duration n rotor periods (τr) is divided into N equal ‘Cφ’
elements (see Fig. 3.15d), such that each element must induce a complete num-
ber of r.f. rotations i.e., 360◦. The overall phase (φ) of each successive element
is shifted by 2piν/N . Therefore, over a complete cycle of N element, the spatial
components have completed n full revolutions, and the phases have completed
ν full rotations. Combining the spatial and spin dependences introduced by
MAS and the CNνn sequence leads to first order selection rules of the average
Hamiltonian:
H¯ (0) = 0 if mn− µν 6= 0 (3.31)
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Figure 3.16. 1H DQ-SQ (CRAMPS) correlation. Dipolar recoupling (blue) of
DQC using the POST-C7 sequence. Homonuclear DUMBO decoupling (red) is
applied in the both indirect and (windowed) direct dimension. Pale red pulses
represent prepulses of flip angle θ.
where Z is any integer (including 0). For example, for the (C712) [136] scheme
i.e., N = 7, n = 2, ν = 1 the only spin interactions evolve where 2m−µ = 7Z is
satisfied. An examination of the space and spin components of the interaction
Hamiltonians is given in Tab. 3.4, whereby the selection rules for (C712) are
satisfied for the isotropic chemical shift, J , and the dipolar interaction, whereas
the CSA interaction is suppressed.
In this work the Permutationally Offset Stabilized C7 (POST-C7) [62]
sequence, given in Fig. 3.15d is used where the Cφ elements are divided into
component pulses of flip angle, θ, and overall phase, φ, in degrees. The dipolar
recoupling is used to generate 1H-1H DQC by incorporation into the two-
dimensional DQ-SQ CRAMPS sequence given in Fig. 3.16 and employing a DQ
phase cycle, such as that described in §3.1.4. Importantly, the C7 and POST-
C7 sequences, unlike other DQ dipolar recoupling mechanisms, (e.g., BABA
[117]) have a phase dependence upon the rotor phase, resulting in increased
DQ efficiency and negating the need for rotor-synchronised 2D experiments.
As a result of the C712 symmetry condition, the nutation frequency of
the DQ irradiation is given by ω1C7 = 7ωr. The maximum amplitude of
r.f. that can be applied without causing damage to the probe electronics is
dependent upon the specific dimensions i.e., depends upon rotor size, but is
typically in the limit of 100 kHz-120 kHz for the probes supporting rotors of
diameter 4 mm-2.5 mm as used in this work. Therefore, for the use of C712
recoupling, the rotation speed is limited to approximately 15 kHz-18 kHz. In
this work, experiments are typically carried out at νr = 12.5 kHz corresponding
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to a recoupling amplitude of ν1 = 87.5 kHz.
The number of Cφ elements used for excitation and reconversion (the
recoupling time, τrec), is optimised to maximum DQC generation, where, in
general 3 elements (τrec = 68.6 µs at this spinning rate) is found to give max-
imum DQ intensity. High-resolution 1H spectra are obtained in t1 and t2 by
use of eDUMBO22 and wDUMBO-1 homonuclear decoupling sequences, re-
spectively. A schematic DQ-SQ spectrum is shown in Fig. 3.14b. In general, it
has been shown that pairs of 1H-1H DQ peaks are generally observed in such
2D spectra for internuclear 1H distances of approximately <3.5 A˚ [46].
3.5 Ab-Initio GIPAW Calculations
As introduced in §1.2, the GIPAW (Gauge Including Projector Augmented
Waves) [77, 78] approach, which has been developed over the last decade, has
proven to be a powerful technique for the calculation of NMR parameters using
density functional theory (DFT). To complement the experimental work pre-
sented in this thesis, first-principles GIPAW chemical shift calculations were
performed starting with X-ray or neutron diffraction crystal structures ob-
tained from the Cambridge Chemical Database Service (CDS) [137]. All cal-
culations used DFT within a generalized gradient approximation, specifically,
the PBE exchange-correlation function [138] and the planewave pseudopoten-
tial approach [139]. Calculations were performed using the SGI Altix (56
x 1.6 GHz Intel Itanium2 processors) or IBM (96 x 3 GHz Intel Xeon 5160
processors) clusters at the University of Warwick and the AMD Opteron clus-
ter at St. Andrews University, where some computations were carried out by
Jonathan Yates and Anne-Christine Uldry.
It is common, in particular for crystal structures obtained by X-ray
methods, that the positions of light elements (e.g., hydrogen atoms) are not
determined from the experimental data, but rather are simply placed by the
software. Therefore, before calculating NMR chemical shifts, all crystal struc-
tures were subject to a geometry optimization using the CASTEP DFT code
[140, 141], where the positions of the atoms were allowed to move while the
unit cell parameters remain fixed. Often, it is sufficient to relax only the 1H
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atoms, however where large forces remain on the heavier elements following
the optimization it is neccesary to allow further atomic species to relax. Where
interatomic distances are quoted in this work (i.e., for identification of close
1H-1H proximities) these were taken from optimised structures following this
approach, and derived using the DIAMOND [142] crystallographic viewing
software.
NMR chemical shifts were calculated using either the PARATEC [143]
or CASTEP codes [140, 141] employing GIPAW, which allows chemical shifts
to be obtained with all-electron accuracy from calculations employing pseu-
dopotentials. This approach uses a planewave basis set to expand the charge
density and electronic wave functions, making it well suited to chemical shift
calculations of periodic (crystalline) systems. The convergence of NMR pa-
rameters was analysed for each system whereby the cut off energy (eV) and
sampling density of the Monkhorst-Pack grid [144] in reciprocal space (A˚) were
varied. The direct output of these ab-initio NMR calculations is the absolute
shielding tensor, σ(r), where, from §2.4.3
σiso(r) = 1/3Tr{σ(r)} (3.32)
To compare with experimentally determined chemical shifts, the expression
δiso(r) = − [σiso(r)− σref] (3.33)
is used. In general, the shielding references, σref, were determined (following
the approach used in Ref.[80]) by a procedure that ensured that the mean
of the calculated and experimental chemical shifts coincide. Values of σref
determined in this work were in a range which is consistent with other values
in the literature [3, 80, 85, 145, 146].
J-coupling calculations presented here were carried out by Anne-
Christine Uldry (St. Andrews, U.K. & Lausanne, Switzerland) as described by
Joyce et al. [147], using a developer version of the CASTEP software package
whereby Trouiller-Martins norm-conserving pseudopotentials [148] are used
together with the projector augmented wave (PAW) [149] technique in order
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to recover the all-electron accuracy.
3.6 Further Experimental Details
Spectra presented in this thesis were recorded using various spectrometers
operating at 1H Larmor frequencies of 700 MHz (Bruker Avance II+, Lyon),
600 MHz (Bruker Avance II+ and Chemagnetics Infinity, Warwick), 500 MHz
(Bruker Avance III, Lyon and Warwick; Bruker DSX, Lyon) and 300 MHz
(Varian Infinity+, Warwick) using probes of diameter 2.5 mm, 3.2 mm and
4.0 mm and MAS frequencies in the range 8-30 kHz.
All experiments were performed (as accurately as possible) at the magic
angle, which was adjusted by the observation of 79Br MAS spectra of potassium
bromide (KBr) where the number and amplitude of spinning sidebands were
maximised as described in the literature [150]. Isotropic 1H and 13C chemical
shifts were indirectly referenced to tetramethylsilane (TMS, Si(CH3))4), using
the CH3 resonance of L-alanine as a secondary reference (δiso(
1H)= 3.6 ppm
δ(13C)= 51.0 ppm). 15N chemical shifts are referenced relative to neat liquid
CH33NO2, using the
15N resonance of [15N]glycine at δiso =−347.4 ppm as an
external reference. To convert to the chemical shift scale frequently used in
protein NMR, where the reference is liquid ammonia at −50 ◦C, it is neces-
sary to add 379.5 ppm to the given values. The 17O chemical shift scale was
referenced to the 17O signal of H2O set to 0.0 ppm.
Errors in experimental chemical shifts are estimated at one quarter of
the observed linewidth of each resonance. For 13C/15N and 1H this approxi-
mates to ±0.1 and ±0.2 ppm, respectively, for the majority of chemical shift
values discussed.
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Better Resolution and Assignment of 1H
DQ Correlations by Through-Bond
Refocused INEPT Transfer to 13C
1H nuclei are a very powerful probe of three-dimensional solid-state structures
as they play a major role in many key intermolecular interactions. For example,
pi-pi stacking and hydrogen-bonding interactions determine the self-assembly
of many organic molecules in the solid-state, for which the 1H chemical shift
offers much information [46–48]. Also, the high natural abundance (and gyro-
magnetic ratio, γ) of 1H nuclei causes proton experiments to be many times
more sensitive (∝ γ3) to the NMR technique than dilute (13C, 15N) organic
spins, such that proton experiments can generally be recorded much more
rapidly. This combination of factors, along with the typically short interpro-
ton distances observed in organic solids (e.g., < 2 A˚ for a CH2 group), leads to
large homonuclear dipolar couplings between pairs of 1H nuclei. As the dipolar
coupling between a spin pair has a very specific dependence upon their inter-
nuclear separation (as given in Eq. 2.97), this interaction potentially provides
a particularly accurate mechanism for determining interatomic distances, both
intra- and intermolecular, in solid structures.
Conflictingly, the same 1H-1H dipolar couplings result in marked broad-
ening effects of NMR resonances such that fast MAS or combined MAS and
homonuclear decoupling methodologies [40] are generally employed in order
to sufficiently resolve 1H spectra in the solid-state (see §2.4.5 and §3.2.2). By
the very nature of these techniques, the homonuclear dipolar couplings are av-
eraged out and so must be specifically reintroduced by the NMR experiment
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for H-H proximities to be determined1. As such, dipolar recoupling pulse se-
quences are necessary under MAS conditions to restore the dipolar coupling
information, whereby the timings of the recoupling pulses are synchronised
with the period of MAS rotation.
4.1 1H DQ Spectroscopy
A particularly robust mechanism for probing H-H proximities is double quan-
tum (DQ) spectroscopy, where (as described in §2.2.2 and §3.4) double quan-
tum coherences (DQCs) are generated between pairs of through-space coupled
spins. In general, DQC can be created for both J-coupled and dipolar coupled
pairs of I = 1/2 nuclei, however, the 1H-1H J couplings are many times smaller
than the spin-echo proton linewidths (∆′, see §3.3.1), such that only dipolar-
coupled protons have been shown to generate DQC in solids. Originally, Baum
et al. demonstrated that multiple quantum (MQ) coherences could be used to
estimate the size of 1H spin clusters under static conditions [151, 152]. Since
then, many recoupling sequences [53, 131] have been presented for the genera-
tion of homonuclear DQC under MAS, including DRAMA [133, 134], DRAWS
[153], BABA [117], HORROR [135], C7 [136] and POST-C7 [62].
As described in §1.1, two-dimensional 1H DQ MAS and DQ CRAMPS
techniques have been presented for the study of structure and dynamics in
many solid-state systems. However, the experimental application of 1H DQ-
SQ methods as an intermolecular probe is fundamentally restricted by the
1H resolution achievable for any given system. As such, this is dependent
upon the variation of chemical sites within the molecule i.e., the spread of
1H resonances in an NMR spectrum. For example, hydrogen-bonded protons
typically exhibit a downfield shift of their isotropic resonance to high ppm
values, making such 1H resonances and 1H-1H DQ coherences involving these
nuclei relatively simple to identify under fast MAS alone. Conversely, 1H
resonances due to multiple aromatic or aliphatic proton environments (e.g.,
the two distinct protons in a CH2 group), tend to fall within a much smaller
1Alternatively, NOESY-type 1H-1H spin-diffusion methods are also used to infer struc-
tural information, without the use of active recoupling [46, 66, 103]
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spectral window and are hence more difficult to separate (see §5). To this end,
1H DQ heteronuclear correlation experiments have been proposed, whereby the
resolution of the 1H DQ dimension is improved by the use of a high-resolution
heteronucleus, such as 13C or 15N. Reif et al. [154] and Lesage et al. [155] have
presented such experiments, where a cross polarization sequence is used to
correlate the indirect (1H DQ) and direct (15N SQ, 13C SQ) dimensions, for the
case of a peptide and microcrystalline protein, respectively. In these studies,
samples were fully 15N, and 15N, 13C enriched, and partially deuterated to
improve the resolution of proton resonances. Specifically, only certain proton
sites were back or re-exchanged after deuteration such that limited transfer
of 1H DQ polarization to heteronuclei would be possible (given short contact
times), thus reducing complications due to the generally non-selective nature
of the CP transfer.
This chapter presents a new experiment where the 1H DQ dimension
is correlated with a 13C SQ dimension using the refocused INEPT (§3.3.2)
pulse-sequence element [50] to transfer magnetization specifically via one-bond
1H-13C J couplings. Thus, H-H proximities are unambiguously identified by
their well-resolved 13C-bonded neighbours, while the sensitivity of (natural
abundance) 13C (H) NMR signals is simultaneously enhanced by the INEPT
transfer. This new technique is applied to the pharmaceutical compound,
penicillin-G, for which the NMR resonances have previously been assigned
[65], to establish its suitability as a structural probe of such organic solids.
‘Close’ proton-proton proximities are identified, by comparison to an optimised
reference crystal structure, for both intra- and intermolecular spin distances,
emphasising the potential of this technique as a means for determining three-
dimensional packing arrangements. In the following chapter, this 1H DQ-
13C CRAMPS experiment is presented for a more challenging organic system,
namely, the disaccharide, β-maltose monohydrate. The work presented in this
and the following chapter was carried out in collaboration with the Emsley
group in Lyon, France.
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4.2 Experimental Details
The K+ salt of penicillin-G, 4-1, was purchased from Aldrich and used without
further purification or recrystallisation. Spectra were recorded at ENS, Lyon,
France using a Bruker Avance II+ spectrometer operating at a 1H Larmor
frequency of 700 MHz, using a 3.2 mm probe at a MAS frequency of 18.5 kHz.
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1H DQ-13C INEPT: The pulse sequence and coherence transfer path-
way diagram is presented in Fig. 4.1. 7 basic POST-C7 [62] elements (total
duration 108.1 µs, ν1 = 129.5 kHz) were used for excitation and reconversion
of DQ coherence. Homonuclear 1H dipolar decoupling with ν1 = 100 kHz was
implemented using the windowless eDUMBO22 [35] sequence during t1 peri-
ods of free evolution, whereas heteronuclear SPINAL-64 [20] decoupling (ν1 =
100 kHz, 4.7 µs pulse duration) was applied during a t2 acquisition time of
20.0 ms. For eDUMBO22, the 32 µs decoupling cycles were divided into 320
steps of 100 ns each and a pre-pulse θ = 1.1 µs was used. The scaling factor in
F1 was 0.57. A τ = τ
′ = evolution period of 1.12 ms was used to maximize the
1H-13C through-bond polarization transfer. For each of 256 t1 slices (using the
States-TPPI method with an increment of 64 µs), 192 transients were coadded
with a recycle delay of 2.5 s (total experimental time of 34 h). The employed
64-step phase cycle is listed in Appendix A.1.
13C CP MAS: 13C magnetization was generated by cross polarization
with a 50 to 100 % ramp on the 1H channel for a contact time of 1 ms. SPINAL-
64 [20] heteronuclear decoupling (ν1 = 100 kHz, 4.7 µs pulse duration) was
applied during a t2 acquisition time of 19.9 ms. 256 transients were co-added
with a recycle delay of 2.5 s.
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Figure 4.1. Pulse sequence and coherence pathway transfer diagram for the
new 1H (DQ DUMBO)-13C (SQ) refocused INEPT experiment. The phase cycle
used employed in this work is tabulated in Appendix A.1.
4.3 Results
The pulse sequence described in Fig. 4.1 was used to record a 1H DQ (CRAMPS)-
13C refocused INEPT spectrum of penicillin-G (4-1), as shown in Fig. 4.2a. 1H
DQC between spin pairs evolves during t1, and is transferred to
13C SQC in
t2 for J-coupled C-H nuclei. A short spin-echo duration, τ = τ
′ = 1.1 ms,
was used for the refocused INEPT transfer such that the spectrum in Fig. 4.2a
correlates 13C resonances with 1H DQ resonances that involve the 1H nucleus
(or nuclei) that is (are) directly bonded to a specific 13C nucleus.
High-resolution 1H-1H DQ-SQ CRAMPS and 1H-13C SQ-SQ refocused
INEPT 2D NMR spectra have previously been presented for the K+ salt of
penicillin-G, 4-1, in combination with first-principles (GIPAW) 1H and 13C
chemical shift calculations [65]. In the preceding study, almost all 1H reso-
nances were assigned to individual protons by comparison of 1H DQ correla-
tions with the expected 1H-1H proximities predicted by the optimised crys-
tal structure. A 1H SQ-13C SQ refocused INEPT correlation and chemical
shift calculations performed upon the geometrically optimised crystal struc-
ture were then used to confirm assignments of 1H and 13C resonances from the
C-H sites. The assigned experimental 1H and 13C chemical shift values are
given in Tab. 4.1. Chemical shifts that could not be individually distinguished
included the five aromatic protons and some doubt was also expressed regard-
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Figure 4.2. (a) A 1H (700 MHz) (DQ DUMBO)-13C (SQ) refocused INEPT
spectrum of the K+ salt of penicillin-G, 4-1, recorded at 18.5 kHz MAS and a
bearing gas temperature of 298 K using the pulse sequence in Fig. 4.1. The base
contour level is at 13 % of the maximum peak height. The 1H DQ coherences
are assigned in Tab. 4.2. Solid horizontal bars indicate specific DQ coherences
between pairs of CH, CH2 or CH3
1H nuclei. The skyline projection onto the
13C axis is compared to a 13C CP MAS spectrum. (b) Representations of the
geometrically optimised (GIPAW) crystal structure [65] showing H-H proximi-
ties that give rise to evident DQ peaks in (a), the H-H proximities are labelled
by their corresponding 1H DQ chemical shift in ppm (see Tab. 4.2).
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Table 4.1. Experimental 13C and 1H chemical shifts of 4-1, as assigned in
ref[65] using 1H DQ-SQ CRAMPS and 1H-13C refocused INEPT spectra.
Site δiso /ppm Site δiso /ppm
(13C) (1H) (13C) (1H)
7 176.1 3 74.9 4.1
11 172.9 5 68.2 6.4
15 172.3 2 65.2
1’ 136.4 6 60.5 5.7
4’ 130.6 7.1 16a 43.3 4.7
6’ 130.6 7.1 16b 3.9
2’ 128.7 7.1 10 37.6 0.9
3’ 128.7 7.1 9 27.1 1.7
5’ 128.7 7.1 14 6.2
ing the assignment of the chemical shifts of the two diastereotopic protons of
the CH2 group.
In the work presented here, a similar approach was adopted whereby
1H-1H DQ correlations were assigned based on the close proton proximities
given by the geometrically optimised diffraction data (Fig. 4.2b). The observed
1H DQ frequencies involving the CH, CH2 and CH3
1H nuclei of penicillin-G
are given as dashed horizontal lines in Fig. 4.2a (H-H distances < 2.9 A˚, see
Tab. 4.2). Solid black lines indicate the specific 1H-1H DQ coherences where
the two 1H nuclei are directly bonded to distinct 13C nuclei. Notably, 1H
DQ peaks corresponding to both intramolecular and intermolecular proximi-
ties are observed e.g., (13C) = 27.1 & 74.9 ppm, DQ(1H) = 5.0 ppm (H3-
H10, intramolecular); (13C) = 37.6 & 74.9 ppm, DQ(1H) = 5.8 ppm (H3-
H9, intramolecular); (13C) = 60.5 & 68.2 ppm, DQ(1H) = 12.1 ppm (H5-H6,
intramolecular); (13C) = 27.1 & 130.6 ppm, DQ(1H) = 8.0 ppm (H10-H4’,
H10-H6’, intermolecular); (13C) = 37.6 & 128.7 ppm, DQ(1H) = 8.8 ppm (H9-
H2’, intermolecular); (13C) = 60.5 & 74.9 ppm, DQ(1H) = 9.8 ppm (H3-H6,
intermolecular); (13C) = 68.2 & 74.9 ppm, DQ(1H) = 10.5 ppm (H3-H5, inter-
molecular). Representations of the geometrically optimised (CASTEP) crystal
structure [65] showing H-H proximities that give rise to these DQ peaks are
shown in Fig. 4.2b.
In addition, single correlation peaks are observed for the DQ coherences
among the two sets of CH3 protons, (
13C) = 37.6 ppm, DQ(1H) = 3.4 ppm
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(H9) and (13C) = 27.1 ppm, DQ(1H) = 1.8 ppm (H10), between the two CH2
protons, (13C) = 43.3 ppm, DQ(1H) = 8.6 ppm (H16a-H16b), and among the
aromatic CH protons, (13C) = 128.7 ppm, DQ(1H) = 14.2 ppm (e.g., H2’-H5’).
Therefore, 1H DQ correlations involving the H9 and H10 CH3 groups are now
clearly identified individually by their 13C chemical shift. It should be noted
that, aside from the peak at (13C) = 43.3 ppm, (DQ(1H) = 8.6 = 4.7+3.9 ppm
corresponding to the DQC between the two CH2 protons (H16a + H16b), no
other peaks are observed in the spectrum in Fig. 4.2a due to close proximities
involving the CH2 group (i.e., < 2.9 A˚ as given in Tab. 4.2) i.e., (
13C) = 43.3 &
128.7 ppm, DQ(1H) = 11.8 ppm (H16a-H6’, intramolecular), (13C) = 43.3 &
128.7 ppm, DQ(1H) = 11.0 ppm (H16b-H2’, intramolecular), (13C) = 43.3 &
27.1 ppm, DQ(1H) = 4.8 ppm (H16b-H10a,b, intermolecular). However, weak,
single peaks are observed at these DQ frequencies for the directly bonded 13C
resonances of H16 and H10 for the intra and intermolecular cases, respectively.
This is not a surprising result, considering the 13C signal intensity as a function
of the INEPT τ evolution delay for a CH2 group exhibits a distinctly faster
dephasing than for CH or CH3 resonances [50], and so the overall amount of
magnetization transfered via JCH for the H16 group is likely to be lower. Fur-
thermore, the short H16a-H16b distance (1.75 A˚), which leads to a prominent
single DQ peak is likely to truncate the dipolar coupling between the individ-
ual H16 protons and other further away (≥ 2.44 A˚) 1H nuclei [156], reducing
the amount of 1H DQ coherence generated for these correlations.
Table 4.2. 1H DQ correlationsab involving the CH, CH2 and CH3
1H nuclei
(< 2.9 A˚) in the K+ salt of penicillin-G, 4-1.
H-H δSQ 1 δSQ 2 δDQ H-H δSQ 1 δSQ 2 δDQ
(1H) (1H) (1H) (1H) (1H) (1H)
/A˚ /ppm /ppm /ppm /A˚ /ppm /ppm /ppm
H9a H16b
H9c 1.78 1.7 1.7 3.4 H16a 1.75 3.9 4.7 8.6
H9b 1.78 1.7 1.7 3.4 H10b 2.49 3.9 0.9 4.8
H3 2.49 1.7 4.1 5.8 H2’ 2.55 3.9 7.1 11.0
Continued on Next Page. . .
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Table 4.2 – Continued
H-H δSQ 1 δSQ 2 δDQ H-H δSQ 1 δSQ 2 δDQ
(1H) (1H) (1H) (1H) (1H) (1H)
/A˚ /ppm /ppm /ppm /A˚ /ppm /ppm /ppm
H10b 2.61 1.7 0.9 2.6 H10a 2.84 3.9 0.9 4.8
H10c 2.65 1.7 0.9 2.6 H6
H14 2.70 1.7 6.2 7.9 H5 2.51 5.7 6.4 12.1
H9b H3 2.75 5.7 4.1 9.8
H9c 1.78 1.7 1.7 3.4 H5
H9a 1.78 1.7 1.7 3.4 H3 2.38 6.4 4.1 10.5
H3 2.58 1.7 4.1 5.8 H6 2.51 6.4 5.7 12.1
H14 2.73 1.7 6.2 7.9 H10b 2.80 6.4 0.9 7.3
H9c H3
H9b 1.78 1.7 1.7 3.4 H5 2.38 4.1 6.4 10.5
H9a 1.78 1.7 1.7 3.4 H9a 2.49 4.1 1.7 5.8
H10c 2.51 1.7 0.9 2.6 H9b 2.58 4.1 1.7 5.8
H2’ 2.74 1.7 7.1 8.8 H10b 2.73 4.1 0.9 5.0
H10a H6 2.75 4.1 5.7 9.8
H10b 1.77 0.9 0.9 1.8 H2’
H10c 1.81 0.9 0.9 1.8 H5’ 2.13 7.1 7.1 14.2
H6’ 2.13 0.9 7.1 8.0 H3’ 2.48 7.1 7.1 14.2
H4’ 2.38 0.9 7.1 8.0 H16b 2.55 7.1 3.9 11.0
H16b 2.84 0.9 3.9 4.8 H9c 2.74 7.1 1.7 8.8
H6’ 2.74 7.1 7.1 14.2
H10b H3’
H10a 1.77 0.9 0.9 1.8 H10c 2.33 7.1 0.9 8.0
H10c 1.77 0.9 0.9 1.8 H2’ 2.48 7.1 7.1 14.2
H16b 2.49 0.9 3.9 4.8 H4’ 2.51 7.1 7.1 14.2
H9a 2.61 0.9 1.7 2.6 H5’ 2.73 7.1 7.1 14.2
H3 2.73 0.9 4.1 5.0 H4’
H5 2.80 0.9 6.4 7.3 H10c 2.10 7.1 0.9 8.0
Continued on Next Page. . .
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Table 4.2 – Continued
H-H δSQ 1 δSQ 2 δDQ H-H δSQ 1 δSQ 2 δDQ
(1H) (1H) (1H) (1H) (1H) (1H)
/A˚ /ppm /ppm /ppm /A˚ /ppm /ppm /ppm
H10c H10a 2.38 7.1 0.9 8.0
H10b 1.77 0.9 0.9 1.8 H5’ 2.46 7.1 7.1 14.2
H10a 1.81 0.9 0.9 1.8 H3’ 2.51 7.1 7.1 14.2
H4’ 2.11 0.9 7.1 8.0 H5’
H3’ 2.33 0.9 7.1 8.0 H2’ 2.13 7.1 7.1 14.2
H9c 2.51 0.9 1.7 2.6 H4’ 2.46 7.1 7.1 14.2
H9a 2.65 0.9 1.7 2.6 H6’ 2.50 7.1 7.1 14.2
H16a H3’ 2.73 7.1 7.1 14.2
H16b 1.75 4.7 3.9 8.6 H6’
H6’ 2.44 4.7 7.1 11.8 H10a 2.12 7.1 0.9 8.0
H16a 2.44 7.1 4.7 11.8
H5’ 2.50 7.1 7.1 14.2
H2’ 2.74 7.1 7.1 14.2
a Listed in order of corresponding 13C chemical shift. Intermolecular
proximities are highlighted in grey.
b H-H distances from the (CASTEP) geometrically optimised neutron diffraction
crystal structure (see §4.2 and ref.[65]).
4.4 Summary and Outlook
With advances in 1H line-narrowing methodologies, 1H DQ CRAMPS exper-
iments are becoming increasingly popular for determining three-dimensional
structures and packing arrangements of crystalline powders. This chapter has
presented a 1H (DQ DUMBO)-13C (SQ) refocused INEPT NMR spectrum for
the pharmaceutical compound, penicillin-G. In such a spectrum, the separa-
tion of the 1H DQ coherences by means of the resolved 13C resonances allows
a 1H DQ coherence due to two 1H nuclei that are directly bonded to two dis-
tinct (directly bonded) carbon atoms to be identified. By following such 1H
DQ peaks, for directly bonded carbon atoms, such a spectrum would hence
97
4.4. Summary and Outlook
allow, in principle, the carbon skeleton of an organic molecule to be mapped
out in an analogous fashion to the case of a 13C-13C correlation spectrum
recorded with, e.g., the refocused INADEQUATE [157] or DQ-filtered COSY
[158–160] experiments. An important distinction, however, is that, at natural
abundance, correlation peaks in a 13C-13C spectrum are only observed where
there are two adjacent 13C nuclei (with probability 1 in 10,000 considering a
single 13C-13C pair) often demanding experimental times of around one week
to record. For example, application of the refocused INADEQUATE sequence
for the identification of two polymorphs of non-enriched testosterone, required
5 days of measurement time [85]. By comparison, in a 1H (DQ DUMBO)-13C
(SQ) refocused INEPT NMR spectrum, significant enhancement is provided
by exploiting the 1H nuclei, with signal being observed for all molecules with
at least one 13C nucleus. There is currently much interest in the ability of
experimental methods to characterise organic materials at natural abundance,
most notably, for the distinction of polymorphs in pharmaceutical materials,
for which the 1H-1H DQ-SQ CRAMPS technique has already been demon-
strated [67]. It is envisaged that the new experiment presented here, as well as
allowing the better resolution of 1H DQ peaks via the 13C chemical shift, will
provide a more sensitive alternative to 13C-13C experiments for the intra and
intermolecular ‘mapping’ of such systems, and will hence emerge as a valuable
additional tool in the NMR crystallography toolkit.
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Complete 1H Resonance Assignment of a
Disaccharide from 1H DQ CRAMPS and
First-Principles Calculations
As introduced in the previous chapter, the identification of intermolecular
proton-proton proximities in high-resolution double-quantum (DQ) spectra
provides valuable information regarding three-dimensional molecular struc-
tures. An obvious precursor to this is the resolution and assignment of 1H
chemical shifts in the solid state, which can prove a particularly demanding
task for certain materials, such as sugars. This chapter presents the first full
1H resonance assignment of a disaccharide, and as such, opens the way for
further applications of solid-state NMR to the important class of biological
molecules, oligosaccharides.
5.1 Solid-State NMR of Saccharides
In comparison to the many applications of solid-state NMR to peptides and
proteins [161, 162], there are relatively few reports of applications of solid-
state NMR to saccharides, even at the level of disaccharides [80, 163, 164].
Obtaining high resolution 1H solid-state NMR spectra of saccharides presents
a particular challenge because of the large numbers of distinct protons con-
fined to a small chemical shift range. Nevertheless, saccharides are vital con-
stituents of many biological molecules, for example, the raffinose family are
believed to stabilize plant cell membranes during freezing and dehydration
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[165], whereas other saccharides also find numerous applications as stabilizers
and cryoprotectants in many biological systems and foods [166–168]. More no-
tably, oligosaccharides are known to bind to the plasma membranes of animal
cells, acting as chemical markers for many cell recognition processes such as
blood group specificity and immune system regulation. As such, the binding
of a pentasaccharide to the membrane protein DC-SIGN is involved in HIV
infection [169], while the biosynthesis of peptidoglycans is a major target of
antibiotics [170] and cyclodextrin complexes are also being much investigated
for use in drug delivery [171].
Results are presented here for the disaccharide β-maltose monohydrate,
for which 1H-1H DQ-SQ CRAMPS spectra are shown together with 1H (DQ)-
13C correlation spectra obtained with the new pulse sequence introduced in the
previous chapter. Compared to the observation of only a single broad peak in
a 1H DQ spectrum recorded at 30 kHz magic-angle spinning (MAS), the use of
DUMBO 1H homonuclear decoupling in the 1H DQ CRAMPS experiment al-
lows the resolution of distinct DQ correlation peaks which, in combination with
chemical shift calculations from first principles based on the GIPAW plane-
wave pseudopotential approach, enables the assignment of all 1H resonances
due to the 24 distinct protons in β-maltose monohydrate, notably, including
the hydroxyl protons. In addition, variable-temperature 1H-1H DQ CRAMPS
spectra reveal small increases in the 1H chemical shifts of the OH resonances
upon decreasing the temperature from 348 K to 248 K. The work presented
in this chapter (including the 1H DQ-13C INEPT experiment introduced in
chapter §4) has recently been accepted for publication [1].
5.2 Experimental and Computational Details
5.2.1 Sample Preparation
A paramagnetic doped sample of β-maltose monohydrate, 5-1, was prepared
by the Lyon group, so as to reduce the T1 relaxation time, by recrystallisation of
615 mg of β-maltose monohydrate (95%+, Sigma Aldrich) with the minimum
amount of water required to dissolve, plus a 1 ml pipette full of glacial acetic
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acid and a spatula tip (< 5 mg) of MnCl2 · 4H2O. The crystals that formed
initially overnight were filtered after allowing evaporation to occur for 2 days.
After washing with acetic acid, and further evaporation for 2 days, the final
sample was obtained after being placed in an oven at 60 ◦C for 36 hours.
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5.2.2 Solid-State NMR
Spectra were recorded on Bruker Avance III spectrometers in either Lyon
or Warwick, both operating at a 1H Larmor frequency of 500 MHz. A 1H DQ
MAS spectrum was recorded using a 2.5 mm probe at Warwick at 30 kHz MAS.
All other experiments were performed using 4 mm triple resonance probes,
operating in double-resonance mode, (variable temperature experiments at
Warwick, other experiments at Lyon) at a MAS frequency of 12.5 kHz. In all
experiments, 1H 90◦ pulses were of duration 2.5 µs.
1H DQ MAS: One rotor period of the BABA [117] recoupling sequence
was used for excitation and reconversion of DQ coherence. The recycle delay
was 2 s. For each of the 100 t1 slices (using the States-TPPI [115] method with
a rotor-synchronised increment of 33.3 s), 16 transients were co-added.
1H DQ CRAMPS: The 1H DQ CRAMPS pulse sequence employed is
detailed in ref[64]. The experiment was performed using 3 basic POST-C7 [62]
elements (total duration 68.6 µs, ν1 = 87.5 kHz) for excitation and reconversion
of DQ coherence. Homonuclear 1H dipolar decoupling with ν1 = 100 kHz
was implemented using the windowless eDUMBO22 [35] sequence during t1
and windowed DUMBO-1 (wDUMBO-1 [34, 41]) for CRAMPS acquisition in
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t2. For both eDUMBO22 and wDUMBO-1, the 32 µs decoupling cycles were
divided into 320 steps of 100 ns each (Lyon) or the 24 µs decoupling cycles
were divided into 320 steps of 75 ns each (Warwick). Small pre-pulses, θ1 =
1.0 µs and θ2 = 0.5 µs, rotate the magnetization from a plane perpendicular to
the effective decoupling field to the detection plane (x, y). For acquisition, a
short detection window was inserted after every three (Lyon) or two (Warwick)
DUMBO-1 cycles in order to acquire a complex point. Including the detection
window and θ2 pre-pulses, the effective t2 dwell time was 100.3 µs corresponding
to a total acquisition time of 17.4 ms (Lyon) or 53.8 µs corresponding to a
total acquisition time of 10.3 ms (Warwick). For each of the 192 (Lyon) or
288 (Warwick) t1 slices, (using the States-TPPI method with an increment
of 96 µs), 32 (Lyon) or 16 (Warwick) transients were coadded with a recycle
delay of 5 s (Lyon) or 2.5 s (Warwick), corresponding to a total experimental
time of 8.5 h (Lyon) or 3.2 h (Warwick). The scaling factors were 0.57 in F1
and 0.56 in F2 (Lyon) and 0.63 in F1 and 0.57 in F2 (Warwick).
13C CP MAS: 13C magnetization was generated by cross polarization
with a 50 to 100 % ramp (Lyon) or 90 to 100 % ramp (Warwick, variable
temperature) on the 1H channel for a contact time of 2 ms (Lyon) or 1 ms
(Warwick). SPINAL-64 [20] heteronuclear decoupling (ν1 = 100 kHz, 4.7 µs
(Lyon), 4.6 µs (Warwick) pulse duration) was employed throughout a t2 acqui-
sition time of 34.9 ms (Lyon) or 20.5 ms (Warwick). 128 transients (Lyon) or
32 transients (Warwick) were co-added, with a recycle delay of 4 s (Lyon) or
3 s (Warwick).
1H DQ - 13C INEPT: The pulse sequence and coherence transfer path-
way diagram is presented in Fig. 4.1. 3 basic POST-C7 elements (total du-
ration 68.6 µs, ν1 = 87.5 kHz) were used for excitation and reconversion of
DQ coherence. Homonuclear 1H dipolar decoupling with ν1 = 100 kHz was
implemented using the windowless eDUMBO22 sequence during t1 periods of
free evolution, whereas heteronuclear SPINAL-64 decoupling (ν1 = 100 kHz,
4.7 µs pulse duration) was applied during a t2 acquisition time of 25.0 ms. For
eDUMBO22, the 32 µs decoupling cycles were divided into 320 steps of 100 ns
each and a pre-pulse θ = 1.1 µs was used. The scaling factor in F1 was 0.54.
A τ = τ ′ = evolution period of 1.12 ms was used to maximize the 1H-13C
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through-bond polarization transfer. For each of 160 t1 slices (using the States-
TPPI method with an increment of 64 µs), 256 transients were coadded with
a recycle delay of 4 s (total experimental time of 46 h). The employed 64-step
phase cycle is listed in Appendix A.1.
5.2.3 First-Principles NMR Chemical Shift Calculations
Calculations of the NMR chemical shifts from first principles for β-maltose
monohydrate were performed by Jonathan Yates, Oxford, using the methods
and computational parameters described in ref[80]. A partial geometry opti-
mization was first carried out using the CASTEP code [140, 141] starting with
the neutron diffraction crystal structure (MALTOS11 [172]) and allowing the
positions of the hydrogen atoms to move. The distances listed in this chap-
ter are for the geometry optimised crystal structure, available as Supporting
Information with ref[80].
The NMR chemical shifts were computed using the PARATEC [143]
code and the GIPAW method [77, 78], as described in §3.5. Calculated chem-
ical shieldings were referenced using Eq. 3.33, where reference shieldings were
determined as σref(
1H) = 30.17 ppm, (13C) = 167.1 ppm (following the ap-
proach used in ref[80]), such that the mean of the calculated and experimental
1H chemical shifts (the extrapolated to 0K OH 1H chemical shifts and the CH
protons) and 13C chemical shifts (extrapolated to 0K) for all sites in β-maltose
monohydrate coincide. It should be noted that the calculated 13C chemical
shifts presented in Table 1 of ref[80] used σref(
13C) = 168.1 ppm, as determined
using the experimental chemical shifts at 298 K.
5.3 Results
5.3.1 1H DQ CRAMPS
Figs. 5.1a and 5.1b compare 1H-1H (500 MHz) DQ-SQ correlation spectra of β-
maltose monohydrate obtained under fast MAS alone (Fig. 5.1a, 30 kHz MAS)
and by the CRAMPS approach (Fig. 5.1b, employing 1H DUMBO homonuclear
decoupling at a MAS frequency of 12.5 kHz). The observation of a single broad
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peak in the 1H-1H DQ-SQ MAS spectrum is representative of the insufficient
line narrowing achieved by 30 kHz MAS; by comparison, the enhanced reso-
lution provided by the 1H-1H DQ-SQ CRAMPS technique enables the obser-
vation of distinct DQ correlation peaks. In addition, Fig. 5.1c presents a 1H
(DQ-DUMBO) - 13C (SQ) correlation spectrum of β-maltose monohydrate ob-
tained using the pulse sequence shown in Fig. 4.1, where the refocused INEPT
pulse-sequence element ensures that magnetization is transferred from 1H to
13C via through-bond JCH couplings [50]. A short spin-echo duration, τ = τ
′ =
1.1 ms, was used for the refocused INEPT transfer such that the spectrum in
Fig. 5.1c correlates 13C resonances with 1H DQ resonances that involve the 1H
nucleus (or nuclei) that is (are) directly bonded to the specific 13C nucleus.
The following describes how all OH 1H resonances can be assigned on the basis
of the 1H DQ CRAMPS spectra in Fig. 5.1 together with first-principles calcu-
lations, as well as the knowledge of the 13C and 1H chemical shifts of the CH
moieties as determined from combined experimental and computational stud-
ies based on a 1H-13C MAS-J-HMQC spectrum [80] and the determination of
the 13C chemical shift anisotropies [94].
Fig. 5.2a shows an expanded view of the 1H-1H DQ-SQ CRAMPS spec-
trum of β-maltose monohydrate that highlights the DQ correlation peaks
among CH and between CH and OH 1H nuclei, as assigned in Tabs. 5.1 and
5.2, respectively. The H-H proximities corresponding to the eight DQ coher-
ences due to the intramolecular proximities of CH and OH protons associated
with the same carbon are shown in Fig. 5.2b. For example, a particularly
prominent DQ correlation is that corresponding to the 2.13 A˚ proximity be-
tween CH1’ and OH1’ at a DQ frequency of DQ = 4.2 + 7.2 = 11.4 ppm.
All but one of these eight DQ coherences correspond to a H-H distance of less
than 2.35 A˚. The exception is the OH2 proton, where there is a considerably
longer distance (2.85 A˚) to the CH2 proton attached to the same carbon. In
this case, there are closer (intermolecular) proximities to the CH6a (2.50 A˚)
and CH3 (2.63 A˚) 1H nuclei that have the same 1H chemical shift as OH2 and
thus the same DQ frequency, DQ = 3.7 + 5.1 = 8.8 ppm. These proximities
as well as those between CH4 and OH3’ (2.35 A˚, DQ = 3.1 + 5.6 = 8.7 ppm)
and between CH1 and OH2 (2.85 A˚, DQ = 4.8 + 5.1 = 9.9 ppm) that give rise
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Figure 5.1. 1H (500 MHz) DQ NMR spectra (with skyline projections) of
β-maltose monohydrate, 5-1, doped with MnCl2, with the bearing gas tem-
perature regulated at 298 K: (a) a 1H-1H DQ-SQ MAS spectrum recorded at
30 kHz MAS, (b) a 1H-1H DQ (DUMBO)-SQ (DUMBO) CRAMPS spectrum
recorded at 12.5 kHz MAS using the pulse sequence described in ref[64], (c) a
1H (DQ DUMBO) - 13C (SQ) refocused INEPT spectrum recorded at 12.5 kHz
MAS using the pulse sequence shown in Fig. 4.1. The base contour level is at
(a) 8 %, (b) 7 % and (c) 20 % of the maximum peak height in each spectrum.
In (a) and (b), the F1 = 2F2 diagonal is shown as a short-dashed line. The
region within the long-dashed rectangle in (a) corresponds to that shown in (b).
In (c), the skyline projection onto the 13C axis is compared to a 13C CP MAS
spectrum, also recorded with the bearing gas temperature regulated at 298 K.
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Table 5.1. 1H DQ correlationsa among CH 1H nucleib (< 2.9 A˚) in
β-maltose monohydrate, 5-1.
CH δSQ 1(
1H) CH δSQ 2(
1H) Separationc δDQ(
1H)
proton /ppm proton /ppm /A˚ /ppm
CH2’ 3.0 CH4’ 3.4 2.61 6.4
CH4 3.1 CH6a 3.7 2.48 6.8
CH4 3.1 CH2 3.7 2.50 6.8
CH4’ 3.4 CH5’ 3.7 2.36 7.1
CH4’ 3.4 CH3’ 3.7 2.49 7.1
CH2’ 3.0 CH1’ 4.2 2.57 7.2
CH5 3.6 CH2 3.7 2.23 7.3
CH5 3.6 CH6b 3.7 2.49 7.3
CH5 3.6 CH3 3.7 2.63 7.3
CH6a 3.7 CH6b 3.7 1.77 7.4
CH6’a 3.7 CH6’b 3.7 1.78 7.4
CH2 3.7 CH3 3.7 2.12 7.4
CH5’ 3.7 CH6’b 3.7 2.41 7.4
CH5’ 3.7 CH6’a 3.7 2.43 7.4
CH5’ 3.7 CH3’ 3.7 2.53 7.4
CH4’ 3.4 CH1’ 4.2 2.66 7.6
CH5’ 3.7 CH1’ 4.2 2.37 7.9
CH3’ 3.7 CH1’ 4.2 2.67 7.9
CH4’ 3.4 CH1 4.8 2.06 8.2
CH5 3.6 CH1 4.8 2.49 8.4
CH5’ 3.7 CH1 4.8 2.45 8.5
CH2 3.7 CH1 4.8 2.47 8.5
a Intermolecular proximities are highlighted in grey.
b 1H chemical shifts for the CH resonances have been determined and as-
signed previously from combined experimental and computational stud-
ies based on a 1H-13C MAS-J-HMQC spectrum [80] and the determina-
tion of the 13C chemical shift anisotropies [94].
c H-H distances from the (CASTEP) optimised neutron diffraction crystal
structure (see §5.2 and ref[80]).
to evident DQ peaks in Fig. 5.2a are shown in Fig. 5.2c.
Fig. 5.3a presents an expanded view of the 1H-1H DQ-SQ CRAMPS
spectrum given in Fig. 5.1b, showing the DQ correlations among the OH pro-
tons. The assignments are illustrated in Fig. 5.3b and tabulated in Tab. 5.3.
Consider the OH3’ proton that has close proximities to the OH4 (2.01 A˚) and
OH2 (2.46 A˚) protons, corresponding to DQ = 5.3 + 5.6 = 10.9 ppm and DQ =
5.1 + 5.6 = 10.7 ppm, respectively. From an analysis of experimental and cal-
culated (for 8-spin clusters using SPINEVOLUTION) 1H DQ build-up curves
for the dipeptide β-AspAla, it has been observed that the relative intensity of
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Figure 5.2. (a) An expanded region of the 1H-1H (500 MHz) DQ-SQ CRAMPS
NMR spectrum of β-maltose monohydrate, 5-1, doped with MnCl2, with the
bearing gas temperature regulated at 298 K (see Fig. 5.1b), showing DQ cor-
relation peaks among CH and between CH and OH 1H nuclei, as assigned in
Tabs. 5.1 and 5.2, respectively. Solid horizontal bars indicate specific DQ co-
herences between pairs of CH & CH or CH & OH 1H nuclei. The base contour
is shown at 7 % of the maximum peak height. (b, c) Representations of the geo-
metrically optimised (CASTEP) crystal structure [80] showing H-H proximities
between CH and OH protons corresponding to (b) the eight intramolecular DQ
coherences between CH and OH protons associated with the same carbon and
(c) other DQ coherences that give rise to evident DQ peaks in (a). In (b) and
(c), H-H proximities are labelled by their corresponding 1H DQ chemical shift
(see Tab. 5.2).
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Table 5.2. 1H DQ correlationsa between CH and OH 1H nucleib (<
2.9 A˚) in β-maltose monohydrate, 5-1.
CH δSQ 1(
1H) OH δSQ 2(
1H) Separationc δDQ(
1H)d
proton /ppm proton /ppm /A˚ /ppm
CH4 3.1 OH4 5.3 2.32 8.4
CH4’ 3.4 OH2 5.1 2.80 8.5
CH4 3.1 OH3’ 5.6 2.35 8.7
CH6a 3.7 OH2 5.1 2.50 8.8
CH3 3.7 OH2 5.1 2.63 8.8
CH2 3.7 OH2 5.1 2.85 8.8
CH2’ 3.0 OH2’ 6.2 2.25 9.2
CH3’ 3.7 OH3’ 5.6 2.23 9.3
CH6b 3.7 OH3’ 5.6 2.48 9.3
CH6a 3.7 OH6 6.2 2.28 9.9
CH6’b 3.7 OH6’ 6.2 2.29 9.9
CH5’ 3.7 OH6’ 6.2 2.57 9.9
CH6a 3.7 WH1 6.2 2.63 9.9
CH6’b 3.7 OH2’ 6.2 2.64 9.9
CH6b 3.7 WH1 6.2 2.67 9.9
CH2 3.7 WH2 6.2 2.69 9.9
CH6’a 3.7 OH6 6.2 2.69 9.9
CH6’b 3.7 OH2’ 6.2 2.79 9.9
CH1 4.8 OH2 5.1 2.85 9.9
CH6’a 3.7 OH6’ 6.2 2.87 9.9
CH6b 3.7 OH6 6.2 2.87 9.9
CH6’a 3.7 OH2’ 6.2 2.89 9.9
CH3 3.7 OH3 6.4 2.10 10.1
CH6’b 3.7 OH3 6.4 2.70 10.1
CH1’ 4.2 WH1 6.2 2.90 10.4
CH6b 3.7 OH1’ 7.2 2.88 10.9
CH1’ 4.2 OH1’ 7.2 2.13 11.4
a Intermolecular proximities are highlighted in grey.
b 1H chemical shifts for the CH resonances have been determined and as-
signed previously from combined experimental and computational studies
based on a 1H-13C MAS-J-HMQC spectrum [80] and the determination
of the 13C chemical shift anisotropies [94].
c H-H distances from the (CASTEP) optimised neutron diffraction crystal
structure (see §5.2 and ref[80]).
d The H-H proximities corresponding to the eight DQ coherences due to
the intramolecular proximities of CH and OH protons associated with
the same carbon are shown in bold.
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Table 5.3. 1H DQ correlationsa between OH 1H nuclei (< 2.9 A˚) in
β-maltose monohydrate, 5-1.
OH δSQ 1(
1H) OH δSQ 2(
1H) Separationb δDQ(
1H)
proton /ppm proton /ppm /A˚ /ppm
OH2 5.1 OH3’ 5.6 2.46 10.7
OH4 5.3 OH3’ 5.6 2.01 10.9
OH4 5.3 OH2’ 6.2 2.45 11.5
OH4 5.3 OH3 6.4 2.59 11.7
WH1 6.2 WH2 6.2 1.59 12.4
OH2’ 6.2 OH6’ 6.2 2.14 12.4
WH2 6.2 OH6’ 6.2 2.14 12.4
WH1 6.2 OH6 6.2 2.26 12.4
WH1 6.2 OH6’ 6.2 2.27 12.4
WH1 6.2 OH3 6.4 2.34 12.6
WH2 6.2 OH3 6.4 2.42 12.6
WH2 6.2 OH3 6.4 2.47 12.6
OH6’ 6.2 OH3 6.4 2.79 12.6
OH6 6.2 OH1’ 7.2 2.43 13.4
OH6 6.2 OH1’ 7.2 2.47 13.4
WH1 6.2 OH1’ 7.2 2.71 13.4
a Intermolecular proximities are highlighted in grey.
b H-H distances from the (CASTEP) optimised neutron diffraction crystal
structure (see §5.2 and ref[80]).
DQ peaks is a quantitative measure of relative H-H distances in a multi-spin
dipolar coupled 1H network [156]. To a first approximation, the analysis of
ref[39, 173] predicts that the different rates of build-up are in the ratio of the
dipolar coupling squared, and hence the internuclear distance to the inverse
sixth power, i.e., 2.466 / 2.016 = 3.4 for the DQ peaks at 10.9 and 10.7 ppm.
This is consistent with a clear pair of DQ peaks at 5.3 + 5.6 = 10.9 ppm, with
a shoulder evident at the OH2 1H chemical shift of 5.1 ppm corresponding to
the 5.1 + 5.6 = 10.7 ppm DQ coherence. A diagonal peak is also observed at
DQ = 6.2 + 6.2 = 12.4 ppm that corresponds to the DQ correlations among
and to the two protons of the monohydrate water molecule, while a pair of
DQ peaks is observed at DQ = 6.2 + 7.2 = 13.4 ppm that corresponds to the
proximities of OH1’ and OH6 (2.43 A˚ and 2.47 A˚).
A 1H (DQ-DUMBO)-13C (SQ) correlation spectrum of β-maltose mono-
hydrate obtained using the pulse sequence in Fig. 4.1 is presented in Fig. 5.1c.
As noted above, the refocused INEPT pulse-sequence element ensures that
magnetization is transferred from 1H to 13C via through-bond JCH couplings
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Figure 5.3. (a) An expanded region of the 1H-1H (500 MHz) DQ-SQ CRAMPS
NMR spectrum (see Fig. 5.1b) of β-maltose monohydrate, 5-1, doped with
MnCl2, with the bearing gas temperature regulated at 298 K, displaying DQ
correlation peaks among the OH 1H nuclei, as assigned in Tab. 5.3. Solid hori-
zontal bars indicate specific DQ coherences between pairs of OH 1H nuclei. The
base contour is shown at 7 % of the maximum peak height. (b) A representation
of the geometrically optimised (CASTEP) crystal structure [80] showing the H-
H proximities corresponding the assigned DQ peaks - the H-H proximities are
labelled with their 1H DQ chemical shift (see Tab. 5.3).
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Figure 5.4. An expanded region of the 1H (500 MHz) (DQ DUMBO)-13C (SQ)
refocused INEPT NMR spectrum of β-maltose monohydrate, 5-1, doped with
MnCl2, with the bearing gas temperature regulated at 298 K, shown in Fig. 5.1c.
The base contour level is at 20 % of the maximum peak height. The 1H DQ
coherences are assigned in Tab. 5.4. Solid horizontal bars indicate specific DQ
coherences between pairs of CH 1H nuclei.
[50]. A short spin-echo duration, τ = τ ′ = 1.1 ms, was used for the refocused
INEPT transfer such that the 13C resonances are correlated with 1H DQ res-
onances that involve the 1H nucleus that is directly bonded to a specific 13C
nucleus. Comparing the 13C projection with a 13C CP MAS spectrum (see top
of Fig. 5.1c), it is observed that correlations are only evident for the CH 13C
resonances: no signal is seen for the CH2 resonances (C6 and C6’) - this is a
consequence of the faster dephasing of the 1H and 13C transverse magnetiza-
tion for a CH2 as compared to a CH group. (Greater intensity for the CH2
peaks, at the expense of reduced intensity of the CH peaks, would be expected
if shorter spin-echo durations, τ and τ ′, and shorter 1H DQ recoupling times
were used.)
A zoomed-in region of the 1H (DQ-DUMBO) - 13C (SQ) correlation
spectrum corresponding to the 13C resonances between 70 and 82 ppm is shown
in Fig. 5.4 (this includes all CH 13C resonances except C1 and C1’). Dashed
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horizontal lines correspond to the 1H DQ coherences involving the CH 1H
nuclei (H-H distances < 2.9 A˚, see Tab. 5.4). Note that, of the H-H proximities
tabulated in Tabs. 5.1 to 5.3, only 1H DQ peaks corresponding to those in
Tabs. 5.1 and 5.2 involving at least one CH 1H nucleus are observed in Fig. 5.4.
For DQ coherences involving a CH and an OH proton, a single 1H DQ - 13C
SQ correlation peak is observed at the 13C chemical shift of the CH group:
for example, correlations are observed at: (13C) = 73.0 ppm, DQ(1H) = 8.4
ppm (CH4-OH4); (13C) = 73.8 ppm, DQ(1H) = 10.1 ppm (CH3-OH3); (13C)
= 75.0 ppm, DQ(1H) = 9.3 ppm (CH3’-OH3’); (13C) = 77.7 ppm, DQ(1H) =
9.2 ppm (CH2’-OH2’); (13C) = 97.0 ppm, DQ(1H) = 11.4 ppm (CH1’-OH1’)
for the five intramolecular proximities (< 2.35 A˚) between a CH and an OH
proton associated with the same carbon.
Considering the CH-CH DQ coherences (see Tab. 5.1), in the 1H-1H DQ-
SQ CRAMPS spectrum (see Fig. 5.2a), it is possible only to resolve separate
DQ peaks for the CH1, CH1’, CH4 and CH2’ protons whose 1H chemical shifts
(4.8, 4.2, 3.1 and 3.0 ppm) are significantly different from the other 8 CH or
CH2 protons whose chemical shifts lie between 3.4 and 3.7 ppm. DQ coher-
ences among these latter 8 protons give rise to a large diagonal peak centred at
DQ = 3.7 + 3.7 = 7.4 ppm in the 1H-1H DQ-SQ CRAMPS spectrum. In the
1H (DQ-DUMBO)-13C (SQ) correlation spectrum in Fig. 5.4, the separation of
the 1H DQ coherences by means of the resolved 13C resonances allows separate
1H DQ coherences to be identified for this very crowded region of the 1H-1H
DQ-SQ CRAMPS spectrum. Specific DQ coherences between pairs of CH 1H
nuclei are highlighted by means of solid horizontal bars in Fig. 5.4, e.g., (13C)
= 71.6 & 73.8 ppm, DQ(1H) = 7.4 ppm (CH2-CH3); (13C) = 75.0 & 80.2 ppm,
DQ(1H) = 7.1 ppm (CH3’-CH4’); (13C) = 75.0 & 75.9 ppm, DQ(1H) = 7.4
ppm (CH3’-CH5’).
5.3.2 Variable Temperature Experiments and
First-Principles Calculations
Fig. 5.5 presents 1H-1H 2D DQ-SQ CRAMPS spectra of β-maltose monohy-
drate recorded at bearing gas temperatures of (a) 348 K, (b) 323 K, (c) 298 K,
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Table 5.4. 1H DQ correlationsab involving CH 1H nuclei (< 2.9 A˚) in β-maltose
monohydrate, 5-1.
H-H δSQ 1 δSQ 2 δDQ H-H δSQ 1 δSQ 2 δDQ
(1H) (1H) (1H) (1H) (1H) (1H)
/A˚ /ppm /ppm /ppm /A˚ /ppm /ppm /ppm
CH2 CH5’
CH3 2.12 3.7 3.7 7.4 CH4’ 2.36 3.7 3.4 7.1
CH5 2.23 3.7 3.6 7.3 CH1’ 2.37 3.7 4.2 7.9
CH1 2.47 3.7 4.8 8.5 CH6’b 2.41 3.7 3.7 7.4
CH4 2.50 3.7 3.1 6.8 CH6’a 2.43 3.7 3.7 7.4
WH2 2.67 3.7 6.2 9.9 CH1 2.45 3.7 4.8 8.5
OH2 2.86 3.7 5.1 8.8 CH3’ 2.53 3.7 3.7 7.4
CH5 OH6’ 2.57 3.7 6.2 9.9
CH2 2.23 3.6 3.7 7.3 CH2’
CH6b 2.49 3.6 3.7 7.3 OH2’ 2.25 3.0 6.2 9.2
CH1 2.49 3.6 4.8 8.4 CH2’ 2.57 3.0 4.2 7.2
CH3 2.63 3.6 3.7 7.3 CH4’ 2.61 3.0 3.4 6.4
CH4 CH4’
OH4 2.32 3.1 5.3 8.4 CH1 2.06 3.4 4.8 8.2
OH3’ 2.35 3.1 5.6 8.7 CH5’ 2.36 3.4 3.7 7.1
CH6a 2.48 3.1 3.7 6.8 CH3’ 2.49 3.4 3.7 7.1
CH2 2.50 3.1 3.7 6.8 CH2’ 2.61 3.4 3.0 6.4
CH3 CH1’ 2.67 3.4 4.2 7.6
OH3 2.10 3.7 6.4 10.1 OH2 2.80 3.4 5.1 8.5
CH2 2.12 3.7 3.7 7.4 CH1’
CH5 2.63 3.7 3.6 7.3 OH1’ 2.13 4.2 7.2 11.4
OH2 2.63 3.7 5.1 8.8 CH5’ 2.037 4.2 3.7 7.9
CH3’ CH2’ 2.57 4.2 3.0 7.2
OH3’ 2.23 3.7 5.6 9.3 CH4’ 2.67 4.2 3.4 7.6
OH4’ 2.50 3.7 3.4 7.1 CH3’ 2.67 4.2 3.7 8.9
CH5’ 2.53 3.7 3.7 7.4 CH1
CH1’ 2.67 3.7 4.2 7.9 CH4’ 2.06 4.8 3.4 8.2
CH5’ 2.45 4.8 3.7 8.5
CH2 2.47 4.8 3.7 8.5
CH5 2.49 4.8 3.6 8.4
OH2 2.85 4.8 5.1 9.9
a Listed in order of corresponding 13C chemical shift. Intermolecular proximities are
highlighted in grey.
b H-H distances from the (CASTEP) optimised neutron diffraction crystal structure (see
§5.2 and ref[80]).
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Figure 5.5. 1H-1H (500 MHz) DQ-SQ CRAMPS NMR spectra of β-maltose
monohydrate, 5-1, doped with MnCl2, recorded at 12.5 kHz MAS, whereby the
bearing gas temperature is regulated at (a) 348 K, (b) 323 K, (c) 298 K, (d)
248 K. The base contour level is at 6 % of the maximum peak height in each
spectrum. The F1 = 2F2 diagonal is shown as a short-dashed line and negative
contours are shown in red. Solid horizontal bars indicate specific DQ coherences,
for which rows from the 2D spectra are shown in Fig. 5.6. The temperature-
dependent change in the 1H chemical shift of the OH protons is indicated by
the arrows that link the vertical lines in (a) & (c) and (b) & (d). The region
of the 2D spectra corresponding to the DQ coherences between CH1 & CH2
and between OH2 and CH2 is highlighted; the two distinct DQ peaks become
increasingly more resolved as the temperature is decreased due to the significant
increase in the OH2 1H chemical shift, while the CH1 1H chemical shift only
changes slightly.
114
5.3. Results
(d) 248 K, while Fig. 5.6 displays rows extracted from the four spectra at the
labelled 1H DQ frequencies in Fig. 5.5. All four spectra were recorded in the
same experimental session and processed using the same F1 and F2 scaling
factors (see §5.2). (Note that the 1H-1H DQ-SQ CRAMPS spectra in Fig. 5.5
were recorded on a different spectrometer as compared to the spectrum pre-
sented above (Figs. 5.1b, 5.2a and 5.3a): while the resolution is observed to be
slightly reduced in Fig. 5.5, the distinct DQ resonances noted above are clearly
resolved.) A careful inspection of the 2D spectra in Fig. 5.5 and the extracted
rows in Fig. 5.6 reveals that while the 1H SQ frequencies of the CH protons are
essentially unchanged, there is a small decrease in the 1H SQ frequencies of
the OH protons upon increasing the temperature. This is particularly evident
for the highlighted (in blue) regions of the 2D spectra shown in Fig. 5.5 that
correspond to the DQ coherences between CH1 & CH2 and between OH2 and
CH2; the two distinct DQ peaks are not resolved at 348 K and become in-
creasingly more resolved as the temperature is decreased due to the significant
increase in the OH2 1H chemical shift, while the CH1 1H chemical shift only
changes slightly.
The temperature-dependent changes in 1H chemical shifts of the OH
protons are tabulated in Tab. 5.5. Such changes have been noted previously
for 1H chemical shifts of other hydrogen-bonded resonances in organic solids:
Figure 6a of ref[174] shows the decrease by over 1.5 ppm in the 1H chemical
shift of a hexabenzocoronene carboxylic acid derivative upon heating from
320 K to 410 K; the 1H chemical shift of the carboxylic acid OH and lactam
NH protons in 1H (700 MHz) MAS (30 kHz) spectra of bilirubin were observed
to decrease by 0.5 and 0.3 ppm, respectively, upon heating from 320 K to 410 K
(see figure S3 in ref[56]); the 1H chemical shift of the carboxylic acid OH in
the dipeptide β-AspAla was observed to increase by 0.12 ppm upon cooling
from 295 K to 255 K [79, 175]. Tab. 5.5 also lists the 1H chemical shifts of the
OH protons as calculated by the GIPAW method [77, 78] (see §3.5). Note
that two distinct 1H chemical shifts of 5.6 and 6.9 ppm are calculated for the
two protons of the water molecule. However, at room temperature, the water
molecule is expected to undergo a fast motion that interchanges the position
of the two protons. This corresponds to both protons exhibiting an average
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Figure 5.6. Rows extracted from the variable temperature 1H-1H (500 MHz)
DQ-SQ CRAMPS NMR 2D spectra of β-maltose monohydrate, 5-1, doped
with MnCl2 shown in Fig. 5.5. Dashed vertical lines indicate the positions of
the 1H (SQ) chemical shifts at 298 K corresponding to the DQ frequency of the
extracted row.
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Table 5.5. 1H chemical shifts of the OH protons and 13C chemical shifts
of β-maltose monohydrate, 5-1, as determined from variable-temperature
1H-1H DQ-SQ CRAMPS NMR spectra (see Fig. 5.5), 13C CP MAS NMR
spectra (see [1]) and first-principles (GIPAW) calculations
Site Experimental Calculatedb
δiso(
1H, 13C) /ppm δiso(
1H, 13C) /ppm
348 K 323 K 298 K 248 K 0 Ka
OH1’ 7.1 7.1 7.2 7.3 7.5 7.6
OH3 6.3 6.3 6.4 6.5 6.9 7.0
OH2’ 6.0 6.1 6.2 6.3 6.7 6.7
OH6’ 6.0 6.1 6.2 6.3 6.7 6.7
OH6 6.0 6.1 6.2 6.3 6.7 6.6
WHc 6.0 6.1 6.2 6.3 6.7 6.3
OH3’ 6.0 5.6 5.6 5.6 5.8 6.1
OH4 5.5 5.2 5.3 5.3 5.6 5.6
OH2 5.0 5.0 5.1 5.1 5.4 5.1
C1 104.7 104.6 104.6 104.3 103.3 106.0
C1’ 97.3 97.2 97.1 96.9 95.9 98.3
C4’ 80.5 80.4 80.3 80.1 79.1 79.2
C2’ 77.9 77.9 77.8 77.6 76.9 76.5
C5’ 76.3 76.2 76.1 75.8 74.6 74.7
C3’ 75.3 75.2 75.1 74.9 73.9 74.0
C3 74.1 73.9 73.8 73.6 72.4 71.4
C4 73.4 73.3 73.2 73.0 72.0 71.4
C5 72.1 72.0 71.9 71.7 70.7 70.6
C2 72.1 72.0 71.9 71.7 70.7 70.5
C6 65.7 65.7 65.6 65.5 65.0 63.2
C6’ 60.4 60.2 60.2 60.0 59.0 57.5
a Determined from a linear extrapolation to 0 K using the experimental 1H
and 13C chemical shifts at 348 K, 323 K, 298 K and 248 K.
b σref(
1H) = 30.17 ppm, (13C) = 167.1 ppm (see Eq. 3.33 in §3.5); determined
by a procedure that ensured that the mean of the calculated and experimental
1H chemical shifts (the extrapolated to 0K OH 1H chemical shifts and the
CH protons) and 13C chemical shifts (extrapolated to 0K) for all sites in
β-maltose monohydrate coincide. NB: The calculated 13C chemical shifts
presented in Table 1 of ref[80] used σref(
13C) = 168.1 ppm, as determined
using the experimental chemical shifts at 298 K.
c Average of the calculated 1H chemical shifts (5.6 and 6.9 ppm) for the two
protons in the water molecule.
117
5.3. Results
chemical shift, i.e., (5.6 + 6.9)/2 = 6.3 ppm, as stated in Tab. 5.5.
Comparing the calculated and room-temperature (T = 298 K) 1H chem-
ical shifts in Tab. 5.5, it is observed that the calculated 1H chemical shifts are
consistently higher than the experimental 1H chemical shifts (the same refer-
ence shielding was used as in ref[80], where the calculated and experimental
1H chemical shifts for the CH and CH2 groups were shown to be in agreement
within 0.3 ppm). This discrepancy has been noted previously by Pickard et
al. who showed that better agreement between calculation and experiment is
obtained for hydrogen-bonded protons by comparing to an extrapolated ex-
perimental 1H chemical shift at 0 K [79]. This improvement is understandable
given that the chemical shifts are calculated for a structure that is obtained by
a geometry optimization at 0 K, starting with an experimental single-crystal
structure determined at a finite temperature.
Recently, Dumez and Pickard have considered the effect of vibrational
averaging on calculated 1H chemical shifts [175], building on a previous study
of the temperature dependence of 17O and 25Mg chemical shifts in solid MgO
[176]. Specifically, NMR shielding calculations were performed for a series of
configurations that take into account the curvature of the potential energy sur-
face around the equilibrium geometry of each vibrational mode, with shielding
values being obtained by averaging over the entire set. For the carboxylic
acid OH in the dipeptide β-AspAla, where a temperature-dependent change
in the 1H chemical shift had been observed experimentally, 1H chemical shifts
were calculated as 14.72 ppm (single geometrically-optimised ”static” geom-
etry), 14.38 ppm (vibrational averaging, at 0 K), and 13.91 ppm (vibrational
averaging, at 293 K) [175]. The room-temperature 1H chemical shift has been
measured experimentally as 12.9 ppm [79], thus the consideration of vibra-
tional averaging reduces the discrepancy between experiment and calculation.
It is noted that Ruud et al. have previously presented Hartree-Fock level gas-
phase calculations showing corrections of 0.5 to 0.7 ppm due to zero-point
vibrational motion for 1H chemical shifts in small organic molecules [177]. Im-
portantly, in agreement with the increase in the 1H chemical shift observed
experimentally for decreasing temperatures, the calculations show an increase
of 0.5 ppm when comparing the consideration of vibrational averaging at 293 K
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Figure 5.7. A graphical comparison of the experimental and calculated chem-
ical shifts for β-maltose monohydrate for (a) the 1H chemical shifts of the OH
protons and (b) the 13C chemical shifts (see Tab. 5.5). Black squares and red
circles correspond to the experimental chemical shifts as measured at 298 K and
those extrapolated to 0 K, respectively.
and 0 K [175].
In the context of Refs.[79, 175], Tab. 5.5 also lists 1H chemical shifts
for β-maltose monohydrate extrapolated to 0 K assuming a linear change with
respect to temperature based on the experimental trend observed for the 1H
chemical shifts measured between T =248 K and 348 K. Good agreement (0.4
ppm) is evident in Tab. 5.5 between the experimental 1H chemical shifts ex-
trapolated to 0 K and the calculated 1H chemical shifts, for the case here of
the OH protons in β-maltose monohydrate.
Variable-temperature 13C CP MAS spectra of β-maltose monohydrate
were also recorded at bearing gas temperatures of 348 K, 323 K, 298 K and
248 K (not shown, see Supporting Information of ref[1]). Experimental values
are listed in Tab. 5.5, together with values obtained by linear extrapolation
to 0 K as well as calculated (GIPAW) chemical shifts for the geometrically
optimised crystal structure, as presented previously in ref[80]. A graphical
comparison of the experimental and calculated chemical shifts for β-maltose
monohydrate is presented in Fig. 5.7 for (a) the 1H chemical shifts of the OH
protons and (b) the 13C chemical shifts. Black squares and red circles cor-
respond to the experimental chemical shifts as measured at 298 K and those
extrapolated to 0 K, respectively. It is apparent that, in contrast to the case
of the 1H SQ frequencies of the OH protons discussed above (see Tab. 5.5 and
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Fig. 5.7a), the 13C chemical shifts are observed to consistently increase with
increasing temperature (see Tab. 5.5 and Fig. 5.7b). In this context, it is noted
that the chemical shift calculations (GIPAW) in ref[80] reveal positive and
negative isolated molecule to crystal changes, δiso, in the
1H and 13C chemical
shifts, respectively, (see Tables 2 and 3 of ref[80]) for CH moieties in the most
favourable CH· · ·O weak hydrogen-bonding environments.
5.4 Summary and Outlook
The disaccharide β-maltose monohydrate represents a challenging case for
high-resolution 1H solid-state NMR because of the 24 distinct protons (14
aliphatic and 10 OH) having 1H chemical shifts that all fall within a narrow
range of approximately 3 to 7 ppm. Only with the significantly enhanced
resolution afforded by 1H-1H DQ-SQ CRAMPS and 1H (DQ DUMBO)- 13C
(SQ) refocused INEPT spectra was it possible to observe distinct DQ corre-
lation peaks that allowed, in combination with first-principles GIPAW NMR
chemical shift calculations, the first full 1H resonance assignment of a disac-
charide. In particular, the new 1H DQ heteronuclear correlation experiment
(introduced in §4) enabled the unambiguous identification of 1H DQ peaks that
could not be distinguished in the traditional 1H DQ-SQ CRAMPS spectrum,
and hence constitutes an important component of the analysis presented. This
demonstrates the potential of this experiment, therefore, to assist with difficult
solid-state analyses.
In particular, with this combination of advanced analytical methods,
it has been possible for the hydroxyl 1H chemical shifts of a sugar molecule,
which have been previously inaccessible by solid-state NMR, to be experimen-
tally determined. Indeed, it is these OH moieties that are responsible for the
vital hydrogen bonding interactions that not only stablise the self-assembly
of saccharides, but also enable the binding of these molecules to peptides and
proteins within cell membranes and so determines the many biological func-
tions carried out by sugars. Thus, solid-state NMR has much to offer potential
investigations into hydrogen-bonding interactions and hence the establishment
of structure-function relationships.
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It is also observed that, while the experimental CH 1H resonances are
essentially unchanged over temperature range 248 K to 348 K, the OH 1H res-
onances show a clear shift to higher ppm values as the temperature is de-
creased, i.e., generally towards the computationally determined chemical shift
value calculated for an optimised (0 K) crystal structure. Similar changes in 1H
chemical shifts of hydrogen bonded resonances have been noted previously for
the carboxylic acid OH protons in bilirubin (and also the lactam NH proton)
[56], a hexabenzocoronene carboxylic acid derivative [174] and the dipeptide
β-AspAla [79, 175]. Therefore, as the combined use of experimental NMR and
chemical shift calculations becomes more widespread, it is crucial that poten-
tial perturbations (e.g., temperature and vibrational effects, highlighted here)
are considered, in order to improve the agreement between experimentally and
computationally determined chemical shifts.
Moreover, it is emphasised that the resonance assignment presented
here was carried out using a sample at natural abundance, i.e., there was
no need for isotopic labeling. The dream of the NMR crystallography ap-
proach is the ability to go ‘from spectrum to structure’ in a procedure that
involves identifying the actual exhibited three-dimensional structure from an
ensemble generated by a crystal structure prediction approach, by compar-
ing experimental and calculated NMR parameters. To improve the success of
such ‘spectrum to structure’ methodologies as much experimental NMR data
as possible should be used; the ability to determine 1H chemical shifts via
high-resolution DQ CRAMPS experiments is, thus, of much importance for
the further development of NMR crystallography.
121
6
Self-Assembly of Guanosine Derivatives:
Distinguishing the G-quartet and G-Ribbon
at Natural Abundance
Molecules that are observed to self-assemble into ordered three-dimensional
structures are of much interest in supramolecular chemistry for the design of
functional, often nanoscale, devices. A notable compound within this area is
guanosine [178], the sugar derivative of the (DNA/RNA) nucleobase guanine,
which is known to exhibit a variety of modes of self-recognition. Specifically,
the guanine headgroup contains distinct complementary hydrogen-bond donor
and acceptor sites, such that under different conditions, various combinations
of Watson-Crick or Hoogsteen base-pairing interactions direct the formation of
dimeric [179], ribbon-like [180], tetrameric [181] or helical-type [182, 183] struc-
tures. In particular, the planar tetramer, i.e., the G-quartet, has undergone
extensive research after having been associated with key biological functions
[184], notably, in the action of telomeres in chromosomal DNA, which are vital
for controlling cell division and hence preventing the growth of cancerous cells
[185]. Self-assembled quartet and quadruplex structures have also shown much
promise as building blocks for functional applications across chemical biology
and nanoelectronics, including synthetic ion transporters [186], nanowires [187]
and organic semiconductors, many of which are reviewed in refs.[188, 189].
Similarly, ribbon-type self-assemblies of guanosine materials have been shown
to form a completely new class of gel-like liquid crystals [180, 190], often pos-
sessing photoconductive [191] properties suitable for molecular electronic de-
vices e.g., biophotonic sensors [192], rectifiers [193] and field effect transistors
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[194].
The vast majority of work carried out on guanosine materials, to date,
has focussed upon the use of single-crystal diffraction techniques or solution-
based methods, which are not always appropriate for full characterisations of
these new materials. This work exploits the sensitive structure determining
properties of solid-state NMR to accurately identify and distinguish different
three-dimensional structures, notably, the G-quartet and G-ribbon assemblies,
in naturally abundant guanosine derivatives.
6.1 Guanosine Derivatives and G-Quartets
The G-quartet was first observed in 1962 by fibre diffraction studies of 3’- and
5’-guanosine monophosphate (GMP), where (according to the labelling given
throughout this chapter, and in Fig. 6.1a) N2H· · ·N7 and N1H· · ·O6 hydro-
gen bonds were formed between four neighbouring molecules to produce pla-
nar macrocycles with a characteristic central cavity [195]. Further diffraction
studies of guanosine analogues revealed that the polar nature of the aromatic
guanine rings caused these tetramers to stack forming columnar polymers, or
helical-type structures [196]. This stacking mechanism also explained previous
observations of guanosines forming gels in aqueous solution [195]. Moreover,
the assembly of long ‘G-quadruplex ’ structures, seemed to be stablized by the
presence of alkali metal cations (e.g., K+ Na+), which inhabit the central cav-
ity to create a more electronically favourable environment for the clustered
oxygens (O6) atoms [197]. There has since been much work upon the charac-
terization of cation-templated quadruplex assemblies, with diffraction crystal
structures showing the insertion of the ion species between the G-quartets
[198]. Notably, guanosine tetramer structures have displayed properties of
ion selectivity, whereby only sufficiently small cations are incorporated into
the quadruplex [197]. As such, considerable work has gone into examining
guanosine materials, in particular, lipophilic derivatives, for the design of ion-
selective ionophores and various other synthetic devices [188].
Gottarelli et al. have extensively studied lipophilic G-derivatives with
and without alkali ions, including the deoxygenated, long-chained derivative,
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Figure 6.1. G-Quartet and (solid-state) G-Ribbon hydrogen bonding struc-
tures discussed in this work.
6-1. By a combination of 1H solution-state NMR and circular dichroism (CD)
methods, it was shown that, in the presence of ions (e.g., K+), 6-1 forms
stacked G-quartets (octamers or columnar aggregates, depending on the con-
centration) in CDCl3 solution [186, 199, 200]. However, in the absence of
ions, 6-1 assembles instead into ribbon-like structures to produce a lyotropic
liquid-crystalline phase in chloroform or hydrocarbon solvents [180], and at the
solid-liquid interface [201]. In fact, two distinct types of ribbon were observed
in solution and on solid surfaces, characterised by N1H· · ·O6, N2H· · ·N3 and
N1H· · ·N7, N2H· · ·O6 intermolecular hydrogen-bonds, respectively, where 1H
solution-state NMR measurements were able to directly observe the structural
change on dissolution [201]. Although it has not been possible to obtain a
single-crystal diffraction structure for 6-1, Giorgi et al. later presented the
crystal structure for the shorter-chain derivative, 6-2, clearly showing the
appearance of N1H· · ·N7, N2H· · ·O6 stablising hydrogen bonds [190] (see
Fig. 6.2d). These initial papers supported the previous assumption that al-
kali cations were necessary for the stabilization of G-quadruplexes, and that
otherwise, ribbon-type structures would be exhibited in both solid and liquid
phase.
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However, it was shown that modifications to the C8 position of a guano-
sine derivative could force the assembly back into quartet formation without
the need for templating cations, as demonstrated in both chlorinated organic
solvents and the solid state [202]. Later, further C8 substituted derivatives
were examined by Giorgi et al. and Lena et al. [203] in solution and on solid sur-
faces using 1H solution-state NMR and CD measurements, and X-ray diffrac-
tion measurements, respectively [204]. It was also concluded that, in general,
8-substituted guanosines formed G-quartets more readily. In particular, 8-oxo
substituted guanosines provided additional hydrogen-bond donor and accep-
tor arrangements that could result in further new types of quartet and helical
assemblies. Therefore, the issue of quartet formation in non-cation templated
guanosines was not, it seemed, as simple as was first observed.
In 2005, Pham et al. provided new insight into this problem whereby,
using solid-state NMR techniques, the specific intermolecular NH· · ·N hydro-
gen bonds that characterised the different modes of guanosine self-assembly
could be directly determined. The observation of correlation peaks due to
hydrogen-bond-mediated J couplings in 15N refocused INADEQUATE [157]
spectra identified the intermolecular N1H· · ·N7 J couplings associated with
the ribbon structures formed by 6-2 and a polymorph of 6-1, in the solid state
[205]. A third 2D spectrum was presented that showed that a different poly-
morph of an un-8-substituted G-derivative, 6-1, and indeed the polymorph
that formed most readily, assembled into a quartet-like arrangement as indi-
cated by an intermolecular N2H· · ·N7 J coupling (in the absence of cations).
While the results presented by Pham et al. [102, 205] demonstrated
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the structural sensitivity of solid-state NMR for this aim, it should be noted
that the 2D 15N experiments were feasible only for fully isotopically 15N la-
beled samples. The aim of the work presented in this chapter is to investigate
the structural information that can be obtained by high-resolution solid-state
NMR techniques applied at natural isotopic abundance. Firstly, multidimen-
sional 1H and 13C spectra are presented for the well characterised systems 6-1
and 6-2, along with GIPAW chemical shift calculations of the geometrically op-
timised crystal structure of 6-2, in order to accurately assign the ‘signature’
1H and 13C solid-state chemical shifts of both the G-quartet and G-ribbon
structures. Following this, the same experimental techniques are applied to a
range of further derivatives, 6-3 to 6-6 (see §6.4) for which diffraction-based
single crystal structures are not available, and by comparison to spectra ob-
tained for 6-1 and 6-2, the mode of solid-state self-assembly is predicted for
these materials.
6.2 Experimental Details
6.2.1 Sample Preparation
This work has been carried out in collaboration with Gottarelli, Spada
et al., Bologna, who are gratefully acknowledged for synthesizing the
materials discussed, according to the procedures described in refs[190,
204]. The full chemical names of the studied guanosine derivatives are:
6-1 (dGC10) 2’-deoxy-3’,5’-O-didecanoylguanosine; 6-2 (dCG3) 2’-deoxy-
3’,5’-O-dipropanoylguanosine; 6-3 (GC3) 2’,3’,5’-O-tripropanoylguanosine;
6-4 (GC10) 2’,3’,5’-O-tridecanoylguanosine; 6-5 (8BrGC10) 2’,3’,5’-O-
tridecanoyl-8-bromoguanosine; 6-6 (G-ace-C10) 2’,3’-O-isopropylidene-5’-
decanoylguanosine.
6.2.2 Solid-State NMR
The majority of spectra presented in this chapter were recorded on a Bruker
Avance II+ spectrometer operating at a 1H Larmor frequency of 600 MHz.
1H fast-MAS and DQ MAS spectra were recorded using a 2.5 mm probe at
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30 kHz MAS. All other experiments on this spectrometer were performed using
a 4 mm triple resonance probe, operating in double-resonance mode at a MAS
frequency of 12.5 kHz. 13C CP MAS spectra shown for 6-2 were recorded on
a Chemagnetics Infinity spectrometer operating at a 1H Larmor frequency of
600 MHz using a 4 mm probe spinning at 8 kHz, while those shown for 6-3,
6-4, and 6-6 were recorded on a Varian Infinity+ console operating at a 1H
Larmor frequency of 300 MHz using a double resonance 4 mm probe at 8.5 kHz.
In all experiments, 1H 90◦ pulses were of duration 2.5 µs.
13C CP MAS: 13C magnetization was generated by cross polarization
with a ramp of (6-1, 6-5) 80 to 100 %, (6-2) 50 to 100 % or (6-3, 6-4, 6-6)
40 to 100 % on the 1H channel for a contact time of 1 ms. TPPM [19] 1H
heteronuclear decoupling with ν1 = 100 kHz, ∆φp =15
◦ and pulse duration (6-
1) 4.85 µs, (6-2, 6-5) 4.8 µs or (6-3, 6-4, 6-6) 4.67 µs was employed throughout
a t2 acquisition time of (6-1, 6-5) 20 ms or (6-2 to 6-4, 6-6) 40 ms. (6-1) 256,
(6-2) 1024, (6-3) 19200, (6-4) 22800, (6-5) 512 or (6-6) 20400 transients
were co-added, with a recycle delay of (6-1) 2 s, (6-2) 6 s, (6-3, 6-4, 6-6) 3 s
or (6-5) 2.5 s.
1H fast MAS: All direct 1H excitation experiments were performed using
90◦ pulses of duration 2.5 µs and a t2 acquisition time of 10 ms. (6-1 - 6-3) 4
or (6-4 - 6-6) 16 transients were co-added, with a recycle delay of (6-1 - 6-2)
2 s or (6-3 - 6-6) 3 s.
1H DQ MAS: One rotor period of the BABA [117] recoupling sequence
was used for excitation and reconversion of DQ coherence. The recycle delay
was 2 s. For each of the 128 t1 slices (using the States [113] method with a rotor-
synchronised increment of 33.3 µs), 16 transients were co-added corresponding
to a total experimental time of ≈1 h.
1H CRAMPS: Windowed (wDUMBO-1 [41]) homonuclear decoupling
cycles of ν1 = 100 kHz and duration 24 µs (320 steps of 75 ns each) were em-
ployed throughout detection along with pre-pulses, θ = 0.7 µs. For acquisition,
a detection window was inserted after each DUMBO-1 cycle to give an effec-
tive t2 dwell time (including the pre-pulses) of 29.8 µs, corresponding to a total
acquisition time of 11.7 ms. The recycle delay was 3 s and (6-1, 6-2) 32 or
(6-3 - 6-6) 128 transients were co-added. The scaling factor in F2 was (6-1,
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6-3) 0.55 or (6-2, 6-4 - 6-6) 0.57.
1H DQ CRAMPS: 3 basic POST-C7 [62] elements (total duration 68.6 µs,
ν1 = 87.5 kHz) were used for the excitation and reconversion of DQ coherence.
Homonuclear 1H dipolar decoupling with ν1 = 100 kHz was implemented using
the windowless eDUMBO22 [35] sequence during t1 and windowed DUMBO-1
(wDUMBO-1 [41]) for CRAMPS acquisition in t2. For both eDUMBO22 and
wDUMBO-1, the 24 µs decoupling cycles were divided into 320 steps of 75 ns
each and pre-pulses of θ1 equal to (6-1, 6-4, 6-6) 0.75 µs, (6-2, 6-5) 0.7 µs
or (6-3) 0.8 µs and θ2 of (6-1, 6-4, 6-6) 0.75 µs, (6-2, 6-5) 0.7 µs or (6-3)
0.86 µs were used. For acquisition, a detection window was inserted after each
DUMBO-1 cycle to give an effective t2 dwell time (including the pre-pulses) of
29.8 µs, corresponding to a total acquisition time of (6-1) 10.5 ms, (6-2, 6-6)
10.7 ms, (6-3, 6-4) 7.2 ms or (6-5) 11.1 ms. For each of the 100 t1 slices, (using
the States-TPPI [115] method with an increment of 48 µs), (6-3) 32 or (other-
wise) 16 transients were coadded with a recycle delay of 2.5 s corresponding to
a total experimental time of (6-3) 2 h or (otherwise) 1 h. The scaling factors
were (6-1) 0.60, (6-2, 6-3, 6-6) 0.61, (6-4) 0.62 or (6-5) 0.64 in F1 and (6-1,
6-2, 6-3) 0.55, (6-4, 6-6) 0.56 or (6-5) 0.58 in F2.
1H-13C Refocused INEPT: 13C 90◦ pulses were of duration 4 µs and an
evolution period, τ = τ ′ of (6-1) 0.64 ms, (6-2) 1.44 ms, (6-3, 6-6) 1.28 ms
or (6-4, 6-5) 0.96 ms was used to maximize the 1H-13C through-bond polar-
ization transfer. Homonuclear 1H dipolar decoupling with ν1 = 100 kHz was
implemented using the windowless eDUMBO22 [35] sequence during t1 and
periods of free evolution (τ, τ ′), whereas heteronuclear TPPM [19] decoupling
(ν1 = 100 kHz, ∆φp =15
◦ and 4.85 µs pulse duration) was applied during a t2
acquisition time of 20.5 ms. For eDUMBO22, the 32 µs decoupling cycles were
divided into 320 steps of 100 ns each and a pre-pulse θ = 0.5 µs was used. The
scaling factor in F1 was (6-1, 6-2) 0.50, (6-3, 6-4) 0.58, (6-5) 0.51 or (6-6)
0.62. For each of 60 t1 slices (using the States-TPPI [115] method with an
increment of 64 µs), (6-1, 6-5) 512, (6-2, 6-3) 576, (6-4) 416 or (6-6) 432
transients were coadded with a recycle delay of 2 s (total experimental time of
(6-1, 6-5) 17 h, (6-2, 6-3) 19 h or (6-4, 6-6) 14 h.
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6.2.3 Computational Details
The crystal structure of 6-2 was obtained from the crystallographic database
(reference code MOFBUE [190]) and geometry optimisations were performed
using the density functional theory (DFT) code CASTEP. Initial efforts to
relax only the 1H atoms resulted in large forces remaining on some of the
heavier elements, in particular the carbon atoms of the alkyl chains, such
that all atoms were then allowed to relax. Ultrasoft pseuodopotentials with
a maximum planewave cutoff of 800 eV were used, along with a Monkhorst-
Pack grid with a minimum sample spacing of 0.08 A˚−1. NMR chemical shifts
were also computed using the CASTEP code (and GIPAW approach) with a
planewave basis set of maximum cut off energy of 800 eV. Integrals over the
Brillouin zone were performed using a similarly dense Monkhorst-Pack grid.
Geometry optimization calculations took 8.5 h on 32 nodes of 3 GHz Intel Xeon
5160 processors (IBM cluster, University of Warwick) and shielding tensor
calculations, 3.5 h.
Absolute shieldings were converted to chemical shifts using Eq. 3.33 such
that the mean of the calculated and experimental 13C and 1H chemical shifts
of 6-2 coincide; σref(
13C) = 168.1 ppm, (1H) = 29.97 ppm.
6.3 Results: dGC10 and dGC3
6.3.1 1D 13C and 1H MAS and GIPAW Calculations
Figs. 6.2a and 6.2b compare the 13C CP MAS spectra of deoxyguanosine
derivatives dGC10 (6-1) and dGC3 (6-2). Most notably, a simple counting of
peaks shows that the spectrum in (b) exhibits a doubling of resonances in com-
parison to that shown in (a). This crystallographic splitting of 13C resonances
is indicative of multiple, specifically two, distinct molecules in the asymmetric
unit cell of 6-2. This is in agreement with the ribbon-like crystal structure
[190] obtained for 6-2, shown in Fig. 6.2d (geometrically optimised), where the
two independent molecules (Z’= 2, see §7, labelled A and B) are identified.
An analysis of the two distinct molecules from the diffraction structure reveals
differences in molecular conformation and environment, which would hence be
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Figure 6.2. 13C NMR spectra of deoxyguanosine compounds (a) 6-1 and
(b,c) 6-2. (a,b) 13C CP MAS NMR spectra recorded at a Larmor frequency of
150 MHz and at a MAS frequency of 12.5 kHz. The overlapped resonances of
the multiple CH2 groups around 20-30 ppm in (a) have been truncated, so as to
emphasise the resonances at larger chemical shift values. (c) Computed GIPAW
13C chemical shifts taken from the CASTEP optimised structure, as shown in
(d), convoluted with 50 Hz Lorentzian linebroadening and with site assignments
shown. (d) Geometrically optimised (CASTEP) crystal structure of 6-2 with
dashed lines indicating the N1H· · ·N7, N2H· · ·O6 hydrogen-bonding interac-
tions of the ribbon structure. The two distinct molecules of the asymmetric
unit cell (A, B) are identified along with 13C site labels.
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expected to give rise to different chemical shieldings. Indeed, the chemical
shifts for the optimised structure were computed using the GIPAW method,
and are presented in spectral form in Fig. 6.2c (see Tab. 6.1 for tabulated val-
ues). Good agreement between the experimental and calculated 13C chemical
shifts of the CASTEP optimised crystal structure is noted, although, as is
commonly observed with the GIPAW technique, experimental chemical shifts
with low ppm values (here, alkyl CH2 and CH3
13C resonances) are often un-
derestimated by calculation, and conversely those with high ppm values (e.g.,
carbonyl resonances) are overestimated. This can be seen throughout the cal-
culated chemical shifts presented in this thesis, for example in the following
chapter for 1H and 13C values of campho[2,3-c]pyrazole (see §7.3.3). This is
discussed in more detail for dGC3 later in this chapter, along with a graphical
comparison provided in Fig. 6.7. In conclusion, by examination of the 13C CP
MAS spectrum of 6-2, it is clear that this sample exists in ribbon-like guano-
sine form, moreover, the doubling of experimental resonances observed in this
spectrum acts as a signature for this crystallographic structure. Accordingly,
the lack of peak splitting in Fig. 6.2a, suggests that 6-1 adopts a distinctly
different solid-state structure.
Considering the work of Pham et al. [205] using 15N -labeled compounds,
a doubling of peaks was also observed in the 15N CP MAS spectra of the
ribbon-like structures of 6-1 and 6-2 (confirmed by the doubling of peaks
in a 2D refocused INADEQUATE spectrum due to intermolecular N1H· · ·N7
hydrogen-bond-mediated J couplings). Conversely, 15N NMR spectra of the
quartet-like form of 6-1 (indicated by an intermolecular N2H· · ·N7 hydrogen-
bond-mediated J coupling) showed no such peak splitting. Therefore, the spec-
trum presented in Fig. 6.2a is indicative that the 6-1 compound studied here is
quartet-like in nature, where the single, narrow linewidths also suggest that a
single, well-ordered molecular species exists throughout the three-dimensional
structure.
An important distinction should be made at this point regarding the
stereochemistry of the derivatives. It has been well documented that in the var-
ious architectures adopted by guanosines, the molecules exist in either syn or
anti conformations with respect to the glycosidic bond (N9-C1’), as is sketched
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Figure 6.3. 1H NMR spectra of deoxyguanosine compounds (a) 6-1 and
(b,d) 6-2. (a,b) 1H fast MAS (black) and homonuclear (DUMBO) decoupled
(grey) NMR spectra recorded at 600 MHz and rotation frequencies of 30 kHz
and 12.5 kHz, respectively. Areas highlighted in blue are attributed to the hy-
drogen bonded NH sites. (d) Computed GIPAW 1H chemical shifts taken from
the CASTEP optimised structure, as shown in Fig. 6.2d, convoluted with 500 Hz
Lorentzian linebroadening. The site assignments given here specifically distin-
guish between the two NH2 protons due to the hydrogen bonding exhibited in
the ribbon structure(see Fig. 6.2d), but not the CH2 protons. (c) A sketch of
syn and anti conformations of 6-2. Only the anti orientation is observed for 6-2
in the single-crystal X-ray diffraction (ribbon) structure [190], for which the 1H
site labels are given.
in Fig. 6.3c for 6-2. The conformation adopted, which solid-state NMR chem-
ical shift values could potentially identify, is also thought to be closely linked
to the three-dimensional self-assembly mechanisms. Indeed, many solution-
state NMR studies of guanosine architectures (including of dGC10, 6-1) use
the 1H chemical shifts to characterise three-dimensional structure on the basis
of predicted NH· · · hydrogen bonds [180, 186, 199, 200, 202] and syn, anti
orientations of molecules [186]. This will be discussed further in §6.4.
Fig. 6.3a,b present 1H NMR spectra of 6-1 and 6-2 recorded under
fast MAS (30 kHz, black) and CRAMPS (with DUMBO decoupling, grey),
along with the computed GIPAW 1H chemical shifts of 6-2. The resolution
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afforded by 30 kHz MAS is not sufficient to resolve the majority of 1H chemical
shifts, but provides a convenient envelope with which to accurately scale the
chemical shift axes of DUMBO decoupled 1H spectra (scaling factors of 0.55
and 0.57 were applied in (a) and (b), respectively). The 1H resonances of the
hydrogen bonded NH protons, indicated by blue highlighting of the spectra,
can be identified based on their uniquely shielded nuclear environments (and
by comparison with the calculated shifts of 6-2). In this region in (b), a clear
doubling of peaks is, once again, evident for the ribbon architecture of 6-2.
These resonances are also shifted downfield by roughly 3-4 ppm with respect
to the highest 1H resonance of (a), indicating a distinctly different hydrogen-
bonding arrangement between the two compounds. The computed 1H chemical
shifts of 6-2 are presented in Fig. 6.3d, (see also Tab. 6.1) with an applied
line broadening of 500 Hz, and show good agreement with the 1H DUMBO
spectrum given in Fig. 6.3b. Hence, the accuracy of the GIPAW method allows
a tentative 1H assignment to be made for 6-2 at the experimental 1H resolution
shown here.
6.3.2 1H-13C SQ-SQ and 1H-1H DQ-SQ 2D Correlations
Fig. 6.4a and Fig. 6.4b present 1H-13C heteronuclear correlation spectra of 6-1
and 6-2, respectively, recorded (at 12.5 kHz MAS) using the refocused IN-
EPT [50] pulse sequence with DUMBO homonuclear decoupling applied to
achieve high-resolution in the indirect (1H) dimension. DUMBO (specifically,
eDUMBO22 homonuclear decoupling) was also applied throughout the evolu-
tion periods, where short (< 1.5 ms) τ = τ ′ periods were used for the refocused
INEPT transfer such that correlation peaks were observed for directly bonded
pairs of 1H-13C nuclei. The through-bond transfer of 1H magnetization to the
well-resolved 13C nuclei allows the 1H chemical shifts of carbon-bonded pro-
tons to be assigned for 6-1 and 6-2, as tabulated in Tab. 6.1. Exceptions to
this are the 1H resonances of the CH2 groups in the sugar ring, CH2’ and CH5’
for which correlations peaks are weak or not visible at the contour level shown
in Fig. 6.4b. As discussed in §5.3 and ref.[50], this can be attributed to the
faster dephasing of 1H, 13C magnetization for a CH2 group with respect to a
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Figure 6.4. 1H (DUMBO)-13C refocused INEPT spectra of (a) 6-1 and (b) 6-
2, recorded at Larmor frequencies of (1H) 600 MHz and (13C) 150 MHz, 12.5 kHz
MAS and using the pulse sequence described in Fig. 3.13a and ref[50], along with
skyline 1H and 13C projections. Assignments of 13C and 1H chemical shifts are
based on calculated shieldings determined for 6-2, as given in Figs. 6.2c, 6.3d
and Tab. 6.1. The base contour level is at (a) 9% or (b) 15% of the maximum
peak height in each spectrum and negative contours are shown in red.
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CH group.
Correlations resulting from the alkyl CH2 resonances (CH8’ CH12’ in
Fig. 6.4b), however, are observed for these compounds. It should be noted
that, while the CH2 and CH3 resonances (CH8’, CH9’ CH12’ CH13’) can be
separately identified (and chemical shifts assigned by comparison to computed
values) for 6-2, the multiple sites of the long alkyl chain in 6-1 result in
many 1H and 13C resonances between δSQ(
13C) = 20−35 ppm in Fig. 6.4a.
No attempt is made here to distinguish each of the 13C chemical shifts of in
this region, and as such they are collectively referred to as the CH2 and CH3
resonances of the alkyl chain in Fig. 6.4a.
Table 6.1. 13C and 1H chemical shifts of dGC10 (6-1) and dGC3 (6-2), as
determined from 13C CP MAS, 1H (DUMBO), 1H (DUMBO)-13C refocused
INEPT, 1H DQ(DUMBO)-SQ(DUMBO) spectra (see Figs. 6.2- 6.6), and first-
principles (GIPAW) calculationsab of 6-2.
Site Mol δiso(
13C) /ppm δiso(
1H) /ppm
Expt Calca Expt Calcab
dGC10 dGC3 dGC3 dGC10 dGC3 dGC3
NH1 A 10.2 13.2 13.0
B 14.0 14.1
NH2a A 6.8 5.6 5.3
B 6.1 6.9
NH2b A 8.8 7.5 8.6
B 8.0 8.5
C11’ A 174.3 176.6 178.8
B 177.1 180.8
C7’ A 172.6 174.9 171.1
B 175.4 177.9
C6 A 158.5 154.6 156.8
B 154.6 156.7
C2 A 153.6 154.6 150.4
B 154.6 151.0
Continued on Next Page. . .
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Table 6.1 – Continued
Site Mol δiso(
13C) /ppm δiso(
1H) /ppm
Expt Calca Expt Calcab
dGC10 dGC3 dGC3 dGC10 dGC3 dGC3
C4 A 152.4 150.2 150.0
B 151.9 151.6
CH8 A 140.4 132.9 130.3 8.5 7.7 6.8
B 134.3 132.4 7.5 6.9
CH5 A 117.8 116.2 117.5
B 115.3 117.1
CH1’ A 86.7 87.0 88.9 6.6 6.0 5.8
B 84.5 86.1 6.2 6.3
CH4’ A 84.9 84.5 86.1 3.6 3.5 3.5
B 83.1 84.8 3.3 3.3
CH3’ A 77.0 77.5 78.2 6.0 5.2 5.2
B 73.9 74.3 3.5 3.7
CH5’a A 64.9 63.7 62.6 4.3 4.8 4.8
B 63.7 62.9 3.5 3.7
CH5’b A 3.0 3.0
B 3.7 4.0
CH2’a A 39.0 42.7 38.8 4.0 2.2 2.1
B 40.2 35.5 1.4 1.4
CH2’b A 2.2 2.2 2.0
B 3.5 3.5
CH12’a A 23.2-34.6c 27.1 25.4 2.5c 1.5 1.5
B 28.2 27.3 1.0 0.0
CH12’b A 1.8c 1.5 1.4
B 1.0 0.9
CH8’a A 28.8 22.8 0.8c 2.0 1.8
B 29.9 25.1 1.7 1.5
CH8’b A 0.8c 2.0 1.2
Continued on Next Page. . .
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Table 6.1 – Continued
Site Mol δiso(
13C) /ppm δiso(
1H) /ppm
Expt Calca Expt Calcab
dGC10 dGC3 dGC3 dGC10 dGC3 dGC3
B 2.0 1.9
CH9’ A 15.0 10.3 4.7 0.5 0.5 −0.1
A 6.3 0.2 −0.4
CH13’ A 14.6 9.4 2.1 0.5 0.2 −0.8
A 5.8 0.0 −0.8
a σref(
1H) = 29.97 ppm, (13C) = 168.1 ppm (see Eq. 3.33 in §3.5); determined by a
procedure that ensured that the mean of the calculated and experimental 13C
and 1H chemical shifts for all sites in dGC3 coincide.
b Average of the calculated 1H chemical shifts for the CH3 protons CH9’ and CH13’.
c Range of alkyl CH2 resonances (cf CH8’, CH12’) observed for 6-1,
13C chemical shifts
not individually assigned. 1H chemical shifts identified based on 1H-1H proximities
given in Fig. 6.6c and Tab. 6.5 but not necessarily assigned to sites shown.
Importantly, as no correlations peaks are observed for 1H nuclei that
are not directly bonded to 13C nuclei, the 1H (DUMBO)-13C refocused INEPT
experiment does not provide insight into the 1H chemical shifts of the NH and
NH2 protons of the guanosine compounds.
Figs. 6.5 and 6.6 present high-resolution 1H DQ-SQ correlation spectra
of 6-2 and 6-1, respectively, recorded under fast (30 kHz) MAS alone ( 6.5a,
6.6a) and CRAMPS ( 6.5b-d, 6.6b-d), specifically, DUMBO decoupling applied
at a MAS frequency of 12.5 kHz. For both samples, the contours of the 1H DQ-
SQ spectra recorded under fast-MAS take the same outline appearance as those
recorded under CRAMPS, particularly regarding correlation peaks appearing
at δDQ(
1H) frequencies > 11 ppm. Nevertheless, it is clear that the resolution
of the CRAMPS spectra is superior in both cases, as is immediately obvious
from a comparison of the skyline projections in (a) and (b). In particular,
the enhanced resolution provided by this experiment allows the assignment of
experimental 1H NH chemical shifts as shown in (d) (specifically, using NH–H
proximities, indicated in (e)) and tabulated in Tab. 6.1 alongside the calculated
1H NH chemical shifts of 6-2.
The expanded regions in (c) and (d) of Figs. 6.5 and 6.6 show the 1H
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Figure 6.5. 1H (600 MHz) DQ NMR spectra of dGC3, 6-2: (a) a 1H-1H DQ-
SQ MAS spectrum recorded at 30 kHz MAS, (b) a 1H-1H DQ (DUMBO)-SQ
(DUMBO) CRAMPS spectrum recorded at 12.5 kHz MAS. The base contour
level is at (a) 2 % or (b-d) 3 % of the maximum peak height in each spectrum,
negative contours are given in red and skyline projections are shown for (a,b).
In all spectra, the F1 = 2F2 diagonal is shown as a dark dashed line. The
regions within the rectangles in (b) correspond to those expanded in (c,d),
where site assignments are shown and DQ correlations are indicated by solid
horizontal bars. Blue and red bars in (c, d) highlight DQ coherences arising from
pairs of intra and inter-molecular 1H nuclei, respectively, which are discussed
in the text. (e,f) Representations of ribbon-like structure of 6-2 showing the
H-H proximities corresponding to the assigned DQ peaks in (c,d) - the H-H
proximities are labelled with their 1H DQ chemical shift (see Tabs. 6.2- 6.4).
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Figure 6.6. 1H (600 MHz) DQ NMR spectra of dGC10, 6-1: (a) a 1H-1H DQ-
SQ MAS spectrum recorded at 30 kHz MAS, (b) a 1H-1H DQ (DUMBO)-SQ
(DUMBO) CRAMPS spectrum recorded at 12.5 kHz MAS. The base contour
level is at (a) 4 % or (b-d) 1 % of the maximum peak height in each spectrum,
negative contours are given in red and skyline projections are shown for (a,b).
In all spectra, the F1 = 2F2 diagonal is shown as a dark dashed line. The regions
within the rectangles in (b) correspond to those expanded in (c,d), where site
assignments are shown and DQ correlations are indicated by solid horizontal
bars. Blue and red bars in (c,d) highlight DQ coherences arising from pairs
of intra and inter-molecular 1H nuclei, respectively, which are discussed in the
text. (e,f) Schematic and representation of quartet-like structure of 6-1 showing
the H-H proximities corresponding to the assigned DQ peaks in (c,d) - the H-H
proximities are labelled with their 1H DQ chemical shift (see Tab. 6.5).
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DQ-SQ (CRAMPS) correlation peaks in more detail for two regions of the
spectrum highlighted in (b). The areas shown in (c) display large, relatively
broad contours for both samples between 1H(DQ) 0-5 ppm due to the many
overlapping peaks for the DQ coherences between and among the alkyl chain
groups, listed in Tab. 6.2 for 6-2 (along with distances from the (CASTEP)
geometrically optimised crystal structure) and Tab. 6.5 for 6-1. For example,
peaks corresponding to DQ coherences among CH3 protons (6-2: H13a’A-
H13b’A, 0.0 + 0.0 = 0.0 ppm (1.78 A˚), 6-1: CH3-CH3, 0.5 + 0.5 = 1.0 ppm),
and CH2 protons (6-2: H8a’A-H8b’A, 2.0 + 2.0 = 4.0 ppm (1.77 A˚), 6-1:
CH2-CH2, 1.8 + 1.8 = 3.6 ppm) of the same chemical site are observed as
well as those between intramolecular alkyl sites e.g., between CH3 and CH2
groups of the chain (6-2: H9a’B-H8b’B, 0.2 + 2.0 = 2.2 ppm (2.50 A˚), 6-1:
CH3-CH2, 0.5 + 1.8 = 2.3 ppm). These regions also highlight correlations
involving 1H nuclei of the sugar ring (listed in Tabs. 6.3 and 6.5 for 6-2 and 6-
1 respectively), notably prominent pairs of peaks are observed in both spectra
arising from the same intramolecular H1’-H2’ proximities (6-2: H1A-H2a’A,
6.0 + 2.2 = 8.2 ppm (2.44 A˚), H1B-H2b’B, 6.2 + 3.5 = 9.7 ppm (2.44 A˚), 6-1:
6.6 + 2.2 = 8.8 ppm). The intramolecular proximities evident from Figs. 6.5c
and 6.6c are indicated in blue in Figs. 6.5e and 6.6e and are labelled with the
corresponding 1H DQ chemical shifts.
Interestingly, Fig. 6.5c also shows pairs of peaks assigned to DQ co-
herences for intermolecular proximities (shown in red) between one 1H nu-
cleus on the sugar ring and others on the alkyl chains (6-2: H1’B-H9’bA, 6.2
+ 0.5 = 6.7 ppm (2.24 A˚), H1’A-H8’bB, 6.0 + 2.0 = 8.0 ppm (2.49 A˚), see
Tab. 6.3). Fig. 6.5e shows a representation of the optimised crystal structure
of 6-2 (where the H-H proximities are labelled according to their 1H DQ chem-
ical shifts) from which it can be seen that these proximities between the two
distinct molecules (A,B) of 6-2 arise due to the stacking of the planar ribbon
structures.
Moreover, similar proximities are observed for 6-1: H1’-CH3, 0.5 + 6.6
= 7.1 ppm, H1’-CH2, 0.8 + 6.6 = 7.4 ppm, (see Tab. 6.5) which are highlighed
by red horizontal bars on Fig. 6.6c. As pairs of DQ peaks are generally only
observed for H-H proximities less than 3.5 A˚, such proximities provide insight
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into the molecular arrangements of dGC10 molecules in solids. The tradition-
ally observed geometries of guanosine, either in syn or anti orientations are
unlikely to result in these particular moieties being in close proximity with one
another unless, for example, the alkyl chains are folded (about e.g., CH4’ po-
sition). Otherwise, these DQ coherences can be attributed to close proximities
of 1H of different molecules and could also, for example, indicate a stacking of
quartets or a helical arrangement. Therefore, the 1H-1H correlations observed
in this manner provide structural constraints for modelling three-dimensional
arrangements of atoms. These constrains could be compared to similar in-
formation obtained from known quartet or quadruplex crystal structures or
solution-state constraints (i.e., from NOESY type data) to infer similarities to
a particular structural model.
The expanded regions given in Figs. 6.5d and 6.6d also highlight H-H
proximities involving the NH protons that give rise to evident pairs of 1H
DQ correlation peaks. The internal geometry of the NH and NH2 protons of
the guanine head group gives rise to close intramolecular proximities among
NH(1)-NH(2) (6-2: H1A-H2bA, 13.2 + 7.5 = 20.7 ppm (2.36 A˚), H1B-H2bB,
14.0 + 8.0 = 22.0 ppm (2.34 A˚), 6-1: H1-H2a, 10.2 + 6.8 = 17.0 ppm) and be-
tween the NH(2a)-NH(2b) (6-2: H2aA-H2bA, 5.6 + 7.5 = 13.1 ppm (1.75 A˚),
H2aB-H2bB, 6.1 + 8.0 = 14.1 ppm (1.75 A˚), 6-1: H2a-H2b, 6.8 + 8.8 = 15.6
ppm) for both samples (see Tabs. 6.4 and 6.5).
Tab. 6.1 shows that the chemical shift of the CH8 proton is similar to
that of an NH2 proton. Considering Tab. 6.4, the closest H-H for CH8 are
to NH1: 7.5 + 13.2 = 20.7 ppm and 7.7 + 14.0 = 21.7 ppm. However, the
distances of 2.88 A˚ and 2.80 A˚ are significantly longer than the closer distances
between NH1 and NH2, thus these DQ peaks are expected to be of low intensity
[156].
A graphical comparison of experimental and calculated 13C and 1H
chemical shifts for 6-2 is presented in Fig. 6.7. A common observation of
GIPAW calculations is an overestimation of the paramagnetic contribution to
the chemical shift, such that the slope of such a plot deviates from unity, as
is also observed in Figs. 7.5 and 5.7 in this thesis. An obvious consequence is
the underestimation of 13C and 1H chemical shifts for the alkyl resonances in
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Table 6.2. 1H DQ correlationsa among alkyl 1H nuclei(< 3.0 A˚) in dGC3,
6-2, taken from Fig. 6.5c.
CH δSQ 1(
1H) CH δSQ 2(
1H) Separationb δDQ(
1H)
proton /ppm proton /ppm /A˚ /ppm
H13’a A 0.0 H13’b A 0.0 1.78 0.0
H13’b A 0.0 H9’a A 0.5 2.74 0.5
H9’a B 0.2 H9’b B 0.5 1.78 0.7
H9’b A 0.5 H9’c A 0.5 1.78 1.0
H13’a B 0.0 H12’b B 1.0 2.47 1.0
H9’a B 0.2 H12’a B 1.0 2.66 1.2
H13’a A 0.0 H12’a A 1.5 2.47 1.5
H9’b B 0.5 H12’a B 1.0 2.89 1.5
H9’a B 0.2 H12’b A 1.5 2.65 1.7
H9’a B 0.2 H8’a B 1.7 2.53 1.9
H13’b A 0.0 H8’b A 2.0 2.15 2.0
H12’a B 1.0 H12’b B 1.0 1.78 2.0
H9’a B 0.2 H8’b B 2.0 2.50 2.2
H9’a A 0.5 H8’b A 2.0 2.48 2.5
H12’a A 1.5 H12’b A 1.5 1.75 3.0
H12’a A 1.5 H8’b B 2.0 2.40 3.5
H8’a A 2.0 H8’b A 2.0 1.77 4.0
a Intermolecular proximities are highlighted in grey.
b H-H distances from the (CASTEP) geometrically optimised crystal structure.
Where multiple H-H proximities involving the same chemical sites and 1H
chemical shifts exist, only the pair with the shortest distance is quoted.
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Table 6.3. 1H DQ correlationsa involving sugar 1H nuclei(< 3.0 A˚) in
dGC3, 6-2, taken from Fig. 6.5c.
CH δSQ 1(
1H) CH δSQ 2(
1H) Separationb δDQ(
1H)
proton /ppm proton /ppm /A˚ /ppm
H13’a B 0.0 H5’b A 3.0 2.70 3.0
H2’a B 1.4 H8’a B 1.7 2.25 3.1
H13’a A 0.0 H5a’ B 3.5 2.29 3.5
H13’a B 0.0 H4’ A 3.5 2.46 3.5
H9’b B 0.5 H5’b A 3.0 2.69 3.5
H2’a B 1.4 H2’a A 2.2 2.06 3.6
H8’a B 1.7 H2’a A 2.2 2.57 3.9
H9’c A 0.5 H2’b A 3.5 2.29 4.0
H12’a B 1.0 H5’b A 3.0 2.84 4.0
H8’a A 2.0 H2’b A 2.2 2.75 4.2
H2’a A 2.2 H2’b A 2.2 1.80 4.4
H2’a B 1.4 H2’b B 3.5 1.77 4.9
H2’a B 1.4 H3’ B 3.5 2.36 4.9
H8’a B 1.7 H2’b B 3.5 2.98 5.2
H9’b B 0.5 H5’a A 4.8 2.51 5.3
H8’a A 2.0 H5’b B 3.7 2.98 5.7
H2’b A 2.2 H5’b B 3.7 2.25 5.9
H5’b A 3.0 H4’ A 3.5 2.46 6.5
H9’b A 0.5 H1’ A 6.0 2.73 6.5
H9’b A 0.5 H1’ B 6.2 2.24 6.7
H4’ B 3.3 H5’a B 3.5 2.46 6.8
H3’ B 3.5 H5’a B 3.5 2.56 7.0
H2’b B 3.5 H3’ B 3.5 2.79 7.0
H5’a B 3.5 H5’b B 3.7 1.79 7.2
H3’ B 3.5 H5’b B 3.7 2.55 7.2
H2’b A 2.2 H3’ A 5.2 2.44 7.4
H8’a B 1.7 H1’ A 6.0 2.80 7.7
H5’b A 3.0 H5’a A 4.8 1.79 7.8
H8’b B 2.0 H1’ A 6.0 2.49 8.0
H4’ B 3.3 H5’a A 4.8 2.82 8.1
H5’b A 3.0 H3’ A 5.2 2.58 8.2
H2’a A 2.2 H1’ A 6.0 2.44 8.2
H4’ A 3.5 H5’a A 4.8 2.52 8.3
H4’ A 3.5 H3’ A 5.2 2.80 8.7
H2’b B 3.5 H1’ B 6.2 2.44 9.7
H4’ A 3.5 H1’ B 6.2 2.75 9.7
a Intermolecular proximities are highlighted in grey.
b H-H distances from the (CASTEP) geometrically optimised crystal struc-
ture.
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Table 6.4. 1H DQ correlationsa involving NH, NH2 and CH8
1H
nuclei(< 3.0 A˚) in dGC3, 6-2, taken from Fig. 6.5d.
CH δSQ 1(
1H) CH δSQ 2(
1H) Separationb δDQ(
1H)
proton /ppm proton /ppm /A˚ /ppm
H13’c B 0.0 H2b A 7.5 2.97 7.5
H8’b B 2.0 H2a B 6.1 2.83 8.1
H4’ B 3.5 H2a A 5.6 2.85 8.9
H2’a B 1.4 H8 B 7.5 2.92 8.9
H2’b B 3.5 H2a A 5.6 2.56 9.1
H5’a B 3.5 H2a A 5.6 2.84 9.1
H8’b A 2.0 H8 A 7.7 2.52 9.7
H2’a A 2.2 H8 B 7.5 2.53 9.7
H2a A 5.6 H2b A 7.5 1.75 13.1
H3’ A 5.2 H2b B 8.0 2.70 13.2
H13’b B 0.0 H1 A 13.2 2.83 13.2
H13’b A 0.0 H1 B 14.0 2.88 14.0
H2a B 6.1 H2b B 8.0 1.75 14.1
H12’b A 1.5 H1 A 13.2 2.90 14.7
H12’b B 1.0 H1 B 14.0 2.90 15.0
H8 B 7.5 H1 A 13.2 2.88 20.7
H2b A 7.5 H1 A 13.2 2.36 20.7
H8 A 7.7 H1 B 14.0 2.84 21.7
H2b B 8.0 H1 B 14.0 2.34 22.0
a Intermolecular proximities are highlighted in grey.
b H-H distances from the (CASTEP) geometrically optimised crystal struc-
ture.
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Table 6.5. 1H DQ correlations involving all 1H nuclei
in dGC10, 6-1 taken from Fig. 6.6c,d.
CH δSQ 1(
1H) CH δSQ 2(
1H) δDQ(
1H)
proton /ppm proton /ppm /ppm
CH3 0.5 CH3 0.5 1.0
CH3 0.5 CH2 0.8 1.3
CH2 0.8 CH2 0.8 1.6
CH3 0.5 CH2 1.8 2.3
CH3 0.5 H2’ 2.2 2.7
CH2 1.8 CH2 1.8 3.6
CH2 1.8 CH2 2.5 4.3
CH2 0.8 H4’ 3.6 4.4
CH3 0.5 H5’ 4.3 4.8
CH2 0.8 H5’ 4.3 5.1
H2’ 2.2 H4’ 3.6 5.8
H2’ 2.2 H2’ 4.0 6.2
CH3 0.5 H1’ 6.6 7.1
CH2 0.8 H1’ 6.6 7.4
H4’ 3.6 H5’ 4.3 7.9
H2’ 4.0 H5’ 4.3 8.3
H5’ 4.3 H5’ 4.3 8.6
H2’ 2.2 H1’ 6.6 8.8
H4’ 3.6 H3’ 6.0 9.6
H2’ 4.0 H3’ 6.0 10.0
H4’ 3.6 H1’ 6.6 10.2
H3’ 6.0 H8 8.5 14.5
H1’ 6.6 H8 8.5 15.1
H2a 6.8 H8 8.5 15.3
H1’ 6.6 H2b 8.8 15.4
H2a 6.8 H2b 8.8 15.6
H1’ 6.6 H1 10.2 16.8
H2a 6.8 H1 10.2 17.0
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particular. However, the calculated chemical shift values of the sugar ring sites
(CH1’-CH5’) show excellent agreement with those determined experimentally
for both 13C and 1H nuclei, such that these chemical shifts are assigned with
confidence. In the following section, the 13C resonances assigned here to these
sites for 6-2 (and, similarly, 6-1) are compared with those observed from a
range of new guanosine derivatives in order to infer structural information (see
Fig. 6.8 and Tab. 6.6).
6.4 Results: Synthetic RNA Guanosine Deriva-
tives
6.4.1 1D 13C and 1H MAS
For the synthetic materials 6-3 to 6-6 discussed in this section, it has not been
possible to obtain single crystals suitable for diffraction studies and hence no
existing diffraction structures are available. However, it is shown here that
structural information can be extracted from natural abundance solid-state
NMR spectra.
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Fig. 6.8 presents 13C CP MAS spectra for guanosine derivatives 6-1
to 6-6, showing 13C resonances of the sugar ring sites, C5 and C8 nuclei,
where peaks in 6-1 (a) and 6-2 (b) are assigned from the previous section.
The four new materials discussed in this section are no longer deoxygenated
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Figure 6.8. 13C CP MAS spectra of guanosine derivatives (a) 6-1 (b) 6-2 (c) 6-
3 (d) 6-4 (e) 6-5 (f) 6-6, expanded to show the 13C resonances around the sugar
and CH8 region. Spectra were recorded at Larmor and MAS frequencies of (a)
175 MHz, 8.5 kHz (b,e) 150 MHz, 12.5 kHz (c-d,f) 75 MHz, 8.5 kHz, respectively.
Site assignments are labelled for 6-1 and 6-2 from Tab. 6.1.
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derivatives, as they have substituted groups at the C2’ position of the sugar
ring, either an identical alkyl chain to that at C3’ (6-3 to 6-5) or an acetyl
group joining the oxygen atoms directly bonded to the C2’ and C3’ sites (6-
6). Thus, none of the four spectra shown in (c-f) contain 13C resonances
at approximately 40 ppm, where the (CH2) C2’ site appears in (a-b), as this
peak now appears at approximately 70 ppm i.e., in a similar position as C3’.
Notably, only Figs. 6.8a and 6.8e display one 13C peak per atomic site, which
immediately suggests that of the new materials only 6-5 assembles to form
quartet-like structures in the solid state. The spectra given in Fig. 6.8c and
Fig. 6.8d, corresponding to 6-3 and 6-4 are remarkably similar, and have many
features in common with the 13C resonances observed in (b) for the established
ribbon structure of 6-2. Also in common with 6-2, the 13C chemical shifts
of the C8 resonances of 6-3, 6-5 and 6-6 all appear below 140 ppm, noting
that the 8-bromine substitution in 6-5 shifts this peak the furthest upfield to
generate a small, broad resonance around 125 ppm.
A comparison of 1H fast-MAS (black) and CRAMPS (DUMBO - grey)
NMR spectra is given in Fig. 6.9(a-f) for compounds 6-1 to 6-6, respectively.
The multiple CH2 resonances of the additional long alkyl chains in 6-4 and
6-5 cause many overlapping resonances in the range 0.5-1.0 ppm which reduce
the relative intensity of resonances at higher ppm valuesd. With the line
narrowing provided in the 1H CRAMPS spectra it is possible to resolve further
1H peaks as compared to under MAS alone - resonance assignments are labelled
above the spectra. Most notably, the hydrogen bonded NH1 1H chemical
shifts (highlighted in blue) are assigned at approximately 10.8 ppm for 6-5 and
between 14.0-15.0 ppm for the remaining three new derivatives (see Tab. 6.7).
By analogy with the 1H chemical shifts of 6-1 and 6-2 this suggests that
N1H· · ·N7 hydrogen bonds (i.e., quartet-like structures) are present for 6-5,
as compared to N1H· · ·O6 (ribbons), in other cases.
6.4.2 1H-13C SQ-SQ and 1H-1H DQ-SQ 2D Correlations
Expanded regions of 1H-13C heteronuclear correlation spectra of 6-1 to 6-6 are
presented in Fig. 6.10, that show 13C-1H chemical shifts of the sugar and CH8
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Figure 6.9. 1H NMR spectra of deoxyguanosine compounds (a) 6-1 (b) 6-2 (c)
6-3 (d) 6-4 (e) 6-5 (f) 6-6. 1H fast MAS (black) and homonuclear (DUMBO)
decoupled (grey) NMR spectra recorded at 600 MHz and MAS frequencies of
30 kHz and 12.5 kHz, respectively. Regions highlighted in blue are attributed to
the hydrogen bonded NH sites. Chemical shift values resolved from CRAMPS
spectra are identified. Site assignments of NH, NH2 and CH8 resonances are
labelled for 6-1 and 6-2 from Tab. 6.1.
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Table 6.6. Comparison of experimentally determined 13C chemical shifts of CH8 and
sugar carbons for 6-1 to 6-6 (shown in this chapter, from Figs. 6.8 and 6.10) with solution-
state chemical shifts reported in ref.[186] for 6-1.
Site δiso(
13C) /ppm a δiso(
13C) /ppm b
dGC3 GC3 GC10 G-ace-C10 8BrGC10 dGC10 dGC10 (K+)
6-2 6-3 6-4 6-6 6-5 6-1
Anti Anti? Anti? Anti? Syn? Syn? Syn Anti
CH8 134.3 136.8 139.2 139.3 125.6 140.4 137.7 134.9
132.9 134.7 137.1 138.8
CH1’ 87.0 84.0 88.8 93.5 88.4 86.7 86.6 82.4
84.5 83.8 86.4 91.0
CH4’ 84.5 81.5 83.4 87.1 82.1 84.9 82.6 83.1
83.1 79.9 81.3 84.5
CH3’ 77.5 76.4 73.1 84.5 72.0 77.0 74.4 74.5
73.9 75.3 71.3 83.4
CH5’ 63.7 64.5 64.1 64.3 62.8 64.9 64.2 64.8
63.7 63.1 61.7 62.8
CH2’ 42.7 73.8 70.5 83.4 71.1 39.0 31.8 31.8
40.2 72.7 70.2 82.6
a Experimental values taken from spectra shown in this chapter. Where chemical shifts corre-
sponding to two distinct molecules are shown/predicted no specific assignments (i.e., to A,B)
are made. The assignments of CH2’ and CH3’ 13C chemical shifts for 6-3 - 6-6 are arbitrary.
b From ref[186] NB: CH2’-CH5’ 13C nuclei are not assigned to specific syn anti conformations
and listed only for comparison.
region. Spectra were recorded under similar conditions as to those described
in §6.3.1 (see §6.2.2), such that correlation peaks are only visible for directly
bonded pairs of 1H-13C nuclei. Similarly, correlation peaks resulting from CH2
(CH5’) groups are weak or not visible in many of Fig. 6.10c-f. Based on exper-
imentally (and calculated) chemical shift values determined for 6-1 and 6-2,
and correlation peaks visible in Fig. 6.10c-f, 13C and 1H assignments were made
for 6-3 to 6-6 in this region, as listed in Tabs. 6.6 and 6.7. In these tables,
predictions have been made for 6-3 to 6-6 regarding modes of self assembly
i.e., G-quartet and G-ribbon structures and also molecular conformation (syn,
anti) based on the 13C and 1H chemical shifts determined from Figs. 6.8 -
6.10 by analogy with those shown in §6.3.1. A comparison is also made with
the solution state chemical shifts presented by Marlow et al., where detailed
NOESY analyses were used to identify the syn and anti arrangements of two
G-quartets observed for K+ templated octamers of dGC10 (6-1) in CDCl3
[186]. This is discussed further below.
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Figure 6.10. 1H (DUMBO)-13C refocused INEPT spectra of (a) 6-1 (b) 6-2
(c) 6-3 (d) 6-4 (e) 6-5 (f) 6-6, recorded at Larmor frequencies of (1H) 600 MHz
and (13C) 150 MHz and 12.5 kHz MAS, with skyline 1H and 13C projections.
Spectra show expanded regions containing 13C and 1H chemical shifts assigned
to the CH8 sites and sugar ring atoms. Assignments of 13C chemical shifts of
6-1 6-2 are indicated, taken from Tab. 6.1. The base contour level is at (a) 9%,
(b) 15%, (c) 14%, (d) 6%, (e) 4% or (f) 18% of the maximum peak height in
each spectrum and negative contours are shown in red.
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The 1H NH and NH2 chemical shifts of 6-3 to 6-6 are assigned us-
ing the 1H DQ(DUMBO)-SQ(DUMBO) spectra shown in Fig. 6.11 and listed
in Tab. 6.7. As was revealed using one-dimensional 1H MAS and CRAMPS,
the resolvable NH1 1H chemical shift also offers immediate insight into the
hydrogen bonding exhibited and thus the structural arrangement. As a conse-
quence, pairs of 1H-1H peaks appear in this region of the spectra resulting from
DQ coherences involving the NH proton at approximately δDQ(
1H)= 17 ppm
and 22 ppm for quartet and ribbon structures, respectively. These correlation
peaks are particularly weak (and as such are only observed at contour levels
around 1% of the maximum peak height) suggesting that they arise due to
relatively long H-H proximities, nevertheless, the high sensitivity of 1H exper-
iments allows these correlations to be identified.
6.4.3 Syn & Anti Conformations
Many G-quartet-based structures (formed in the presence of ions) including
octamers or stacked columnar aggregates have been observed by solution-state
NMR or single-crystal diffraction to contain both syn and anti conformations,
often alternating between them, as the base may be free to rotate with re-
spect to the planar quartet such that stacked quartets or helical quadruplex
structures are formed [186, 198, 200, 206]. A study by Marlow et al. of dGC10
(K+) in CDCl3 solution, assigned various
13C and 1H resonances to the syn
and anti conformations present, as given in Tabs. 6.6 and 6.7, respectively. It
is observed that in solution, the differences in 13C chemical shift between the
two conformations of dGC10 (K+) quartets are significant for the CH8 and
CH1’, and similarly the 1H chemical shift of the CH8 site.
For 6-2, it is known that both distinct molecules of the ribbon-like ar-
chitecture exist in an anti orientation of the base [190, 201]. Therefore, in
this work, all samples displaying crystallographic splittings of 13C of 1H reso-
nances are assumed to adopt ribbon structures (and hence anti conformations,
in Tabs. 6.6 and 6.7).
Materials assigned as ‘quartet-like’ here (6-1, 6-5) reveal well resolved,
single resonances in 13C and 1H spectra, that indicate single species of quartets.
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Figure 6.11. 1H (600 MHz) DQ (DUMBO)-SQ (DUMBO) CRAMPS spectra
of (a) 6-1, (b) 6-2, (c) 6-3, (d) 6-4, (e) 6-5, (f) 6-6 recorded at 12.5 kHz MAS.
The base contour level is at (a, d-f) 1 %, (b) 2 % or (c) 3 % of the maximum
peak height in each spectrum, negative contours are given in red and skyline
projections are shown. Spectra show expanded regions corresponding to those
presented in Figs. 6.5d and 6.6d, to identify pairs of peaks resulting from DQ
coherences between NH, NH2 and CH8 protons. Assignments of
1H chemical
shifts (shown in grey, listed in Tab. 6.7) are tentative in some cases, as discussed
in the text. In all spectra, the F1 = 2F2 diagonal is shown as a dark dashed
line. Blue and red horizontal bars in (d) highlight DQ coherences arising from
(in c-f, predicted) pairs of intra and inter-molecular 1H nuclei, respectively.
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Table 6.7. Comparison of experimentally determined 1H chemical shifts of NH, NH2,
CH8 and sugar protons for 6-1 to 6-6 (from Figs. 6.9- 6.11) with solution-state chemical
shifts reported in ref.[186] for 6-1.
Site δiso(
1H) /ppm a δiso(
1H) /ppm b
dGC3 GC3 GC10 G-ace-C10 8BrGC10 dGC10 dGC10 (K+)
6-2 6-3 6-4 6-6 6-5 6-1
Anti Anti Anti Anti Syn Syn Syn Anti
NH1 14.1 14.7 14.8 14.7 10.8 10.2 12.0 12.0
13.2 14.2 14.1 14.7
NH2ac 6.1 5.3 5.4 5.6 6.1 6.8 5.2 5.0
5.6 6.0
NH2bc 8.0 8.6 6.4 7.4 7.5 8.8 9.3 9.5
7.5 8.4 6.8
CH8 7.5 8.0 7.2 7.2 − 8.5 7.4 8.0
7.7 8.2 7.4 7.0
CH1’ 6.0 6.3 6.2 5.5 6.0 6.6 6.2 6.4
6.2 6.0 5.6 5.3
CH4’ 3.5 4.0 4.7 4.3 4.1 3.6 4.4 4.4
3.3 5.3 4.0 4.0
CH3’c 5.2 5.5 5.6 5.2 5.3 6.0 5.6 5.3
3.5 5.6 5.5 4.0
CH5’ 4.8 5.3 4.6 5.5 4.3 4.7 4.8
3.5 4.4 4.3 3.0 4.4 4.2
3.0 4.7
3.7
CH2’c 2.2 5.8 6.6 4.9 5.1 4.0 3.6 3.1
1.4 5.5 6.8 5.2 2.2 2.4 2.6
2.2 3.7
3.5
a Experimental values taken from spectra shown in this chapter. Where chemical shifts corre-
sponding to two distinct molecules are shown/predicted no specific assignments (i.e., to A,B)
are made. CH and CH2
1H chemical shifts are ordered according to the rows given in in Tab. 6.6
for their directly bonded 13C nuclei. Assignments of CH2’ and CH3’ 1H chemical shifts for 6-3
- 6-6 are arbitrary.
b From ref[186]. NB: CH2’-CH5’ 1H nuclei are not assigned to specific syn anti conformations
and listed only for comparison.
c Tentative assignments made for 6-3 to 6-6, see Fig. 6.10 and 6.11.
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Previous studies of 8-substituted derivatives also concluded that single syn
conformations were most likely, specifically that sterically large substituents
at the C8 position force the derivative away from ribbon (anti) formation into
a syn position to drive quartet assemblies [202], while the syn conformation
of bromine subsitituents is also well documented in the crystalline state [207,
208]. A comparison of 13C chemical shifts of the CH8 site shows that (some,
predicted) syn arrangements tend to produce higher chemical shift values for
this position as compared to anti arrangements, with (6-5 being the exception
due to the effect of the bromine substitution). However, the 1H chemical shift
values at this site (see Tab. 6.7) appear to be much more varied between the
structures and conformations such that a specific trend can not be isolated for
this group of materials. Therefore, solid-state effects on chemical shifts seem
to be more important than solely the influence of syn/anti conformation, as
compared to solution studies.
6.5 Summary and Outlook
Solid-state NMR has previously been shown to be an extremely powerful probe
of guanosine polymorphism using 15N labeled compounds to identify and quan-
titatively measure through-hydrogen-bond mediated J couplings of G-quartet
and G-ribbon structures [102, 205]. The work presented in this chapter demon-
strates that advanced 1H and 13C experiments can be applied to these mate-
rials at natural isotopic abundance to identify specific modes of self-assembly
of G-derivatives.
With the assistance of first-principles GIPAW chemical shift calcula-
tions, 1H and 13C chemical shifts are assigned with a high degree of accuracy,
and are shown to be sensitive probes of local molecular environments as well
as intermolecular arrangements. As such, ‘signature’ features in NMR spec-
tra (in particular 1H-13C through-bond correlations and 1H-1H DQ-SQ dipolar
correlations) can be identified, and a ‘spectrum to structure’ methodology can
be applied to systems where it proves not possible to obtain single-crystals
suitable for diffraction studies. The collection of techniques presented here
constitute a robust and versatile experimental approach for crystallographic
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characterisation with important implications for the distinction of organic
polymorphs, not least for the broad range of applications being sought from
self assembled and guanosine based materials [188, 189].
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Identifying Molecules Within the
Asymmetric Unit: Campho[2,3-c]Pyrazole
7.1 Independent Molecules in The Asymmet-
ric Unit
Crystallographic systems containing multiple molecules in the asymmetric unit
cell (Z’ > 1)1 can be particularly challenging to characterise [209]. Advances
in experimental and computational techniques have alleviated some of the
extra demands imposed by these materials, yet the relative proportion of
solved structures for Z’> 1 materials in the rapidly expanding crystal struc-
ture database (CSD) has remained at a relatively low percentage (≈ 11%
[210]) for the last forty years. This is quite surprising considering the valu-
able information contained within these systems regarding the mechanisms of
crystallisation and intermolecular interactions. The reasons for some molecules
assembling with many different independent molecules in their most favourable
crystallographic arrangements has much to teach crystal engineers (who aim
to predict and control the assembly of ordered materials) regarding distinctive
packing arrangements and the factors that govern this [211].
Some groups have taken a particular interest in Z’ > 1 crystal structures
in organic systems, e.g., alcohols and phenols [212], and it has been suggested
that dominant hydrogen bonds (in this case chains formed by hydroxyl groups
O-H· · ·O-H) can play a key role in high Z’ formations. The campho[2,3-
c]pyrazole system (7-1) has also been studied in a variety of contexts (see
1Z’ is defined as the number of formula units divided by the number of general positions
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[213]) and, interestingly, the X-ray diffraction crystal structure reveals that
it crystallizes into two cyclic trimers (Z’=6) directed by approximately lin-
ear NH· · ·N hydrogen bonds, while 13C CP MAS solid-state NMR spectra
show a well-resolved sixfold multiplicity of resonances for most carbon atoms
[214]. This work provides a clear example of the value of NMR as a sensitive
probe of local molecular structure in these cases, however, it also highlights
the difficulty encountered when assigning the NMR chemical shifts to the
many independent molecules of the asymmetric unit. Recently, Yap et al.
have employed the use of first-principles chemical shifts calculations based on
the Gauge Invariant Atomic Orbital (GIAO) method [215] (specifically the
GIAO/B3LYP/6-31G(d) developed by Ditchfield [216]), so as to make a ten-
tative assignment of the 13C chemical shifts [213] based on a single ‘best fit’
approach.
The work presented in this chapter demonstrates that the assignment
of solid-state NMR chemical shifts is possible where mutiple resonances are
observed due to (Z’ > 1) crystallographic splittings, using a multinuclear (13C
and 1H) approach in combination with ab-initio GIPAW chemical shift cal-
culations. Specifically, through-bond heteronuclear correlation experiments
performed at natural isotopic abundance provide associated (i.e., 13C and 1H)
chemical shift values which can be compared with those calculated using the
geometrically optimised X-ray crystal structure for each of the independent
molecules to improve the accuracy of the resonance assignment and probe
effects of crystallographic packing.
7.2 Experimental Details
7.2.1 Sample Preparation
The (4S,7R)-7,8,8-trimethyl-4,5,6,7-tetrahydro-4,7-methano-2H-indazole enan-
tiomer of campho[2,3-c]pyrazole (7-1) was synthesized according to the pro-
cedure described in ref[214] in the group of Rosa Claramunt (Madrid, Spain).
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7.2.2 Solid-State NMR
Spectra were recorded in Lyon by Steven Brown on a Bruker DSX spectrome-
ter, operating at a 1H Larmor frequency of 500 MHz, and using a Bruker 4 mm
double-resonance probe. For all 13C detected experiments, the MAS frequency
was 12.5 kHz, 1H 90◦ pulses were of duration 2.5 s, and a 100 - 50% ramped
cross polarization pulse was used on the 1H channel. TPPM [19] heteronuclear
decoupling of ν1 = 100 kHz, pulse duration 4.6 µs and phase increment ∆φ =
15◦ was employed throughout a t2 acquisition time of 40 ms.
13C CP MAS: 13C magnetization was generated by cross polarization
for a contact time of 1 ms. 1024 transients were co-added, with a recycle delay
of 3 s.
1H-13C MAS-J-HMQC: 13C magnetization was generated by cross po-
larization for a contact time of 2 ms, 13C 90◦ pulses were of duration 7.4 µs
and evolution periods of τ = 2.384 ms and 0.928 ms were used to maximize
the 1H-13C through-bond polarization transfer for CH/CH3 and CH2 sites,
respectively. Homonuclear 1H decoupling of ν1 = 100 kHz was implemented
during the J evolution periods and t1 using the FSLG [27] technique, with cy-
cled blocks of duration 16 µs and magic pulses of 1.52 µs. For each of the 200 t1
slices (using the States [113] method with an increment of 64 µs), 32 and 112
transients were co-added with recycles delays of 4.5 s and 5.2 s corresponding
to total experimental times of 8 h and 32 h, respectively. The scaling factor
was 0.61 in F1 for both spectra.
1H DQ-SQ MAS: A Bruker 2.5 mm probe was used at a MAS frequency
of 30 kHz. 1H 90◦ pulses were of duration 2 s and the BABA [117] recoupling
sequence of one complete rotor period was used for excitation and reconversion
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of DQ coherence. The recycle delay was 3 s. For each of the 64 t1 slices (using
the States-TPPI [115] method with a rotor-synchronised increment of 33.3 µs),
16 transients were co-added corresponding to a total experimental time of
approximately 50 minutes.
7.2.3 Computational Details
An X-ray diffraction crystal structure of 7-1 was obtained from the crystal-
lographic database (LABHEB [214]) and geometry optimisations were per-
formed using the density functional theory (DFT) code CASTEP. It is well
known that crystal structures determined from X-ray diffraction tend to have
large errors regarding the positions of the hydrogen atoms, such that an op-
timization of the H positions, at least, gives better agreement with 1H NMR
chemical shifts. In this case, with the heavy atoms fixed during the geometry
optimization, large forces were still observed on many of the carbon atoms
such that all (348) atoms in the complete unit cell were allowed to relax. Ul-
trasoft pseuodopotentials with a maximum planewave cutoff of 800 eV were
used, along with a Monkhorst-Pack grid with a minimum sample spacing of
0.08 A˚−1. All distances stated in this work are for the full geometry optimised
crystal structure.
NMR chemical shifts were computed for the ‘complete’ crystal struc-
ture, also using the CASTEP code (and GIPAW approach) with a planewave
basis set and maximum cut off energy of 1000 eV. Integrals over the Bril-
louin zone were performed using a similarly dense Monkhorst-Pack grid. Cal-
culation of the shielding tensors for all nuclei in the full crystal took 27 h
on 32 nodes of 3 GHz Intel Xeon 5160 processors (using 125 GB of memory,
IBM cluster, University of Warwick). Further calculations were performed for
each of the six independent molecules of the asymmetric unit cell in an ‘iso-
lated’ environment, whereby each complete molecule was extracted from the
geometry-optimised structure and placed into a supercell with simple cubic
(P1) periodicity. The size of the unit cell was increased until the calculated
parameters for the molecule converged (i.e., intermolecular interactions were
assumed to be negligible) where the cell dimensions were found to be 10 x
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10 x 10 A˚. NMR chemical shielding values were then also computed for the
three separate instances whereby the isolated structure was (i) not further
optimised, (ii) optimised with all atoms allowed to relax, (iii) optimised with
only the hydrogen atoms allowed to relax. For each of these cases, all geome-
try optimizations and NMR shielding calculations used a planewave basis set
with a maximum energy of 1000 eV, with integrals taken over the Brillouin
zone using a minimum sample spacing 0.05 A˚−1. Calculations of the shielding
tensors for nuclei in the isolated molecules took up to 9 h real time using 8
nodes and 32 GB of memory on the resource noted above.
Absolute shieldings were converted to chemical shifts using Eq. 3.33
such that the mean of the calculated and experimental 13C and 1H chemical
shifts of 7-1 coincide; σref(
13C) = 172.2 ppm, (1H) = 30.7 ppm. However the
local agreement of calculated and experiments chemical shifts for each atom
of the independent molecules was much better using referencing values which
were adjusted for separate atoms of the molecule i.e., such that the mean of
the calculated and experimental shifts for each site coincide. The individual
referencing values used appear in the range σref(
13C)= 166.3 - 173.2 ppm and
σref(
1H)= 29.2 - 30.9 ppm and can be found in the captions for Tabs. 7.1- 7.4.
7.3 Results
In the solid state, 7-1 crystallizes with six independent molecules in the asym-
metric unit cell by the formation of two cyclamers [214], labelled A-B-C, D-
E-F, as is shown for the geometrically optimised crystal structure in Fig. 7.1a.
The variations in chemical environment of each of these independent molecules
gives rise to a distinct multiplicity of resonances in the 13C CP MAS spectrum,
as can be seen in Fig. 7.1b. An initial assignment of the 13C spectral regions is
made on the basis of previous solid-state NMR work [214]. For certain carbon
atoms within the molecule exactly six individually resolved resonances can be
distinguished (e.g., an expansion of the C5 region of the spectrum can be seen
in the inset of Fig. 7.1b).
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Figure 7.1. (a) Representation of the geometrically optimised crystal structure
of 7-1 showing the six independent molecules in the unit cell (Z’ = 6) A-F. (b)
A 13C CP MAS NMR spectrum recorded at a Larmor frequency of 125 MHz and
a MAS frequency of 12.5 kHz, with the 11 carbon atoms per molecule labelled
according to the schematic molecule shown (inset). A region showing the 13C
peaks assigned to the C5 atom is expanded and displayed (inset) showing the
six 13C resonances corresponding to this one atomic site.
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7.3.1 1H-13C 2D SQ-SQ Correlation
Fig. 7.2 presents high-resolution 1H-13C correlation spectra of 7-1, obtained
using the MAS-J-HMQC sequence [49] with FSLG [27] homonuclear decoupl-
ing applied to achieve high resolution in the indirect (1H) dimension at a MAS
frequency of 12.5 kHz. FSLG was also applied throughout the evolution peri-
ods where (Fig. 7.2a) τ = 2.4 ms was optimal for the observation of correlation
peaks for directly bonded pairs of 1H-13C nuclei of CH or CH3. More intense
correlation peaks for CH2 sites were observed at the shorter dephasing time of
τ = 0.9 ms as shown in Fig. 7.2b.
The areas highlighted in grey in Fig. 7.2 are expanded in Fig. 7.3, corre-
sponding to the chemical shift regions of the protonated carbon atoms. Black
crosses are used to indicate the positions of the 13C and 1H chemical shifts
calculated for the full geometrically optimised crystallographic structure, as
listed in Tabs. 7.1 and 7.2. For each of the carbon atoms shown in (a-d), six
two-dimensional peaks are identified i.e., one per independent molecule in the
asymmetric unit cell. Resonances originating from C10 and C11 atoms fall
within the same 13C chemical shift range (approx. 18-24 ppm) causing many
of the twelve carbon signals to overlap, however by correlation with the 1H
dimension (Fig. 7.3c), better resolution of the chemical shifts from each of the
independent molecules is achieved. For the CH2 moieties C5 and C4 given in
Figs. 7.3e and 7.3f, respectively, two distinct 1H chemical shifts are identified
for each of the six independent carbons.
A complete list of 1H and 13C chemical shifts determined from the MAS-
J-HMQC spectra presented in Figs. 7.2 and 7.3 can be found in Tab. 7.1 (CH
and CH3) and Tab. 7.2 (CH2), along with their calculated counterparts as
determined by GIPAW chemical shift calculations. As described in §5.3.2 and
§6.3, it is commonly observed for the computation of NMR chemical shifts that
the slope of experimental vs. calculated values deviates consistently from unity,
such that the calculated and experimental chemical shifts are “misaligned” for
the distinct chemical sites. To allow clear comparison between experiment
and calculation for the six distinct molecules, the calculated values given here
have been referenced such that σref(
13C) and σref(
1H) have been separately
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Figure 7.2. 1H-13C MAS-J-HMQC spectra of 7-1 recorded at Larmor fre-
quencies of (1H) 500 MHz and (13C) 125 MHz, 12.5 kHz MAS and using the
pulse sequence described in Fig. 3.13b with τ = (a) 2.4 ms or (b) 0.9 ms. The
base contour level is at (a) 20% (b) 18% of the maximum peak height in each
spectrum and skyline 1H and 13C projections are shown. Through-bond 1H-
13C correlations are indicated by dashed lines, labelled according to the scheme
shown (see inset). Areas highlighted in grey are shown as expanded regions
in Fig. 7.3, where chemical shift correlations of individual resonance peaks are
given.
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Figure 7.3. Expanded regions of the MAS-J-HMQC spectra shown in Fig. 7.2
highlighting the 13C and 1H chemical shifts associated with the protonated
carbon atoms of 7-1. Taken from Fig. 7.2a: CH; (a) C1, (b) C3, CH3; (c) C11
& C10, (d) C8, taken from Fig. 7.2b: CH2; (e) C5 and (f) C4. The base contour
level is shown at (a-d) 23% or (e-f) 13% of the maximum peak height in each
spectrum and skyline 1H and 13C projections are shown. Black crosses indicate
the positions of the 1H and 13C chemical shifts calculated using the (complete)
geometrically optimised crystal structure of 7-1 (see Fig. 7.1a). A-F labels
above the 13C skyline projection denote the specific molecule in the asymmetric
unit corresponding to the crosses in the 2D spectra below.
165
7.3. Results
determined for each of the individual carbon and proton atoms.
Calculated 1H and 13C chemical shift values for the complete geometri-
cally optimised crystal structure which are referenced individually (values of
σref can be found in Tabs. 7.1- 7.4) show a good agreement with those deter-
mined from the 1H-13C experiment (also shown graphically, later, in Fig. 7.5).
Hence this methodology offers a two-fold identification of specific indepen-
dent molecules, by correlation of pairs of 1H, 13C chemical shifts from the
MAS-J-HMQC spectra. The 1H chemical shifts as determined from the MAS-
J-HMQC experiment as shown in Figs. 7.2 and 7.3 benefit from enhanced
resolution resulting from the CRAMPS (FSLG decoupling) technique applied,
with linewidths of the order of 0.3 ppm/170 Hz (H1), and the correlation peaks
on this spectrum are limited to directly bonded CH resonances for such short
τ evolution times.
7.3.2 1H 2D DQ-SQ MAS
For the case of 7-1, where only one of the proton atoms is not directly bonded
to a carbon, it is straightforward to distinguish the NH 1H chemical shift as
it is shifted downfield due to intermolecular hydrogen-bonding interactions,
such that a 1H experiment carried out at a MAS frequency of 30 kHz is suf-
ficient to resolve the isotropic chemical shift. This is illustrated by the 1H
DQ-SQ (fast-MAS) correlation experiment shown in Fig. 7.4a. Solid lines and
crosses along the horizontal axis indicate DQ correlation peaks between pairs
of protons within close proximity, i.e., less than 3.5 A˚ apart. These are high-
lighted, along with H-H distances (in A˚) as determined for the geometrically
optimised crystal structure, for which one of the two trimers is presented in
Fig. 7.4b. The autopeak present at the NH δSQ(
1H)= 13.6 ppm, δDQ(
1H)=
27.2 ppm provides confirmation of the cyclic intermolecular NH· · ·N hydrogen
bonding geometry, with H-H distances predicted at 2.81 A˚, 2.91 A˚, 2.99 A˚ for
the CASTEP optimised trimer shown. The calculated NH chemical shifts are
compared to the experimental values in Tab. 7.4.
Fig. 7.4a also demonstrates the lower resolution achieved by fast-MAS
for the CH protons compared to that achieved by the 1H-13C (CRAMPS) ap-
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Figure 7.4. (a) 1H (500MHz) DQ MAS spectrum (with skyline projections)
of 7-1 recorded at 30 kHz MAS, using the BABA recoupling sequence. The
base contour level is at 5% and the F1 = 2F2 diagonal is shown as a short-
dashed line. Solid horizontal bars or crosses indicate specific DQ coherences
between pairs of 1H nuclei. (b) Representation of the geometrically optimised
(CASTEP) crystal structure [214] showing one of the two trimers, with H-H
proximities (given in A˚) that give rise to evident DQ peaks in (a). Distances
including CH3 proximities are shown relative to the central carbon atom.
proach, shown in Figs. 7.2 and 7.3. For example, linewidths of the aromatic
CH proton H1, (1.5 ppm, 730 Hz) are approximately 5 times broader than those
observed under FSLG at a MAS frequency of 12.5 kHz as given above. The
large broad peak at δSQ(
1H)<6 ppm obscures the chemical shift resolution be-
tween CH2 and CH3 protons, but nevertheless, key proton-proton proximities
are identified using the 1H DQ method.
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Table 7.1. 13C and 1H chemical shifts of CH and CH3 atoms of 7-1 as deter-
mined from 13C CP MAS and MAS-J-HMQC (τ = 2.4 ms) NMR spectra and
first-principles (GIPAW) calculations.
Site Mol δiso(Expt) δiso(Calc)
a
/ppm /ppm
13C 1H 13Cb 13Cc 13Cd 13Ce 1Hb 1Hc 1Hd 1He
C1 C 122.2 7.4 122.2 115.1 115.9 115.4 7.0 6.5 6.6 6.6
(H1) A 121.5 7.0 121.3 115.0 115.7 114.7 7.0 6.5 6.6 6.6
F 120.5 6.6 120.4 114.8 115.3 114.3 6.5 6.5 6.6 6.6
E 118.8 6.9 118.9 115.5 115.5 114.7 7.0 6.5 6.6 6.6
B 118.8 6.9 118.8 115.1 115.6 114.7 7.0 6.6 6.6 6.6
D 118.8 7.0 118.3 115.3 115.6 115.3 7.1 6.6 6.6 6.6
C3 A 48.2 2.5 47.8 47.5 47.7 47.7 2.5 2.3 2.3 2.3
(H3) C 48.1 2.1 48.1 47.8 47.9 48.0 1.9 2.3 2.3 2.3
B 47.4 2.6 47.2 47.5 47.8 47.6 2.5 2.3 2.3 2.3
D 47.4 1.9 47.8 48.2 47.8 48.1 2.0 2.3 2.3 2.3
F 46.9 2.7 46.8 47.4 47.7 47.5 2.7 2.1 2.2 2.2
E 46.9 2.5 47.1 47.2 48.0 47.2 2.6 2.2 2.2 2.2
C11 E 23.4 0.2 23.6 17.6 17.9 17.8 0.2 0.1 0.2 0.1
(H11 B 21.3 0.0 22.0 17.4 18.1 17.7 −0.1 0.4 0.3 0.4
a-c)f F 21.3 0.0 21.2 18.3 18.1 18.3 0.0 0.3 0.3 0.4
A 20.2 0.3 19.9 17.6 17.9 17.9 0.3 0.1 0.2 0.1
C 20.2 0.3 19.3 16.6 17.4 17.1 0.6 0.2 0.2 0.2
D 20.0 −0.2 20.2 17.7 18.1 17.8 −0.1 0.4 0.3 0.4
C10 B 21.3 0.4 21.8 17.6 17.6 17.8 0.4 0.6 0.5 0.6
(H10 E 20.9 0.3 21.1 17.2 17.4 17.4 0.6 0.5 0.5 0.5
a-c)f D 20.9 −0.3 20.5 17.7 17.6 17.7 −0.3 0.6 0.5 0.5
F 20.7 0.4 20.5 17.6 17.4 17.7 0.4 0.6 0.6 0.6
C 18.9 0.3 19.1 17.0 17.4 17.3 0.5 0.5 0.5 0.5
A 18.2 −0.2 17.8 17.0 17.3 17.5 −0.2 0.5 0.5 0.5
Continued on Next Page. . .
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Table 7.1 – Continued
Site Mol δiso(Expt) δiso(Calc)
a
/ppm /ppm
13C 1H 13Cb 13Cc 13Cd 13Ce 1Hb 1Hc 1Hd 1He
C8 C 13.0 1.2 13.0 7.5 7.6 7.6 1.4 0.7 0.7 0.7
(H8 F 12.1 1.1 12.6 8.0 7.8 7.9 1.4 0.8 0.8 0.8
a-c)f A 12.0 0.5 12.2 7.8 7.7 7.7 0.4 0.7 0.7 0.7
D 11.8 0.6 12.1 7.7 7.6 7.7 0.7 0.8 0.8 0.8
B 10.8 0.8 10.3 7.3 7.6 7.5 0.7 0.8 0.8 0.8
E 10.1 0.2 9.5 7.4 7.7 7.6 0.0 0.7 0.7 0.7
a Calculated chemical shift references are adjusted for individual atoms: σref(
13C)/ppm =
170.0 (C1), 169.3 (C3), 172.9 (C11), 173.2 (C10), 173.2 (C8). σref(
1H)/ppm = 29.9 (H1),
30.4 (H3), 30.7 (H11a-c), 30.6 (H10a-c), 30.7 (H8a-c).
b Full crystal structure, geometrically optimised with all atoms allowed to relax.
c Isolated molecule with no further optimization.
d Isolated molecule with all atoms allowed to relax.
e Isolated molecule with only H atoms allowed to relax.
(All isolated molecules were extracted from the geometrically optimised crystal
structure)
f Average calculated chemical shift of CH3 protons.
Table 7.2. 1H and 13C chemical shifts of CH2 atoms of 7-1 as determined from
13C CP MAS and MAS-J-HMQC (τ = 0.9 ms) NMR spectra and first-principles
(GIPAW) calculations.
Site Mol δiso(Expt) δiso(Calc)
a
/ppm /ppm
13C 1H 13Cb 13Cc 13Cd 13Ce 1Hb 1Hc 1Hd 1He
C5 D 36.2 0.5 36.5 33.7 32.8 33.6 0.4 0.5 0.1 −0.1
(H5a, 0.7 0.7 1.1 −0.1 0.0
H5b) B 35.3 0.7 35.3 32.4 32.8 32.5 0.8 0.1 0.1 −0.2
1.6 1.9 −0.2 0.0 0.0
C 34.9 1.3 35.0 33.0 33.2 33.2 1.4 −0.4 0.0 0.0
1.6 2.0 −0.2 0.0 0.0
F 33.6 1.2 33.3 32.8 32.9 32.8 1.0 0.0 0.0 0.0
Continued on Next Page. . .
169
7.3. Results
Table 7.2 – Continued
Site Mol δiso(Expt) δiso(Calc)
a
/ppm /ppm
13C 1H 13Cb 13Cc 13Cd 13Ce 1Hb 1Hc 1Hd 1He
1.8 1.5 0.3 0.0 0.0
A 33.2 1.4 32.5 32.6 32.8 32.8 1.5 −0.4 0.0 0.1
1.6 1.5 0.4 −0.1 0.0
E 32.2 0.9 31.2 32.1 33.0 32.3 0.7 0.4 −0.1 0.1
1.1 1.0 0.9 −0.1 0.0
C4 B 29.7 0.9 29.7 27.4 26.9 27.6 1.1 −0.4 0.1 −0.1
(H4a, 1.5 2.0 −0.1 −0.1 0.0
H4b) D 28.9 0.4 28.1 26.7 26.9 26.8 0.6 0.2 0.0 −0.1
1.9 1.5 0.3 0.0 0.0
C 28.7 1.6 28.7 26.3 26.7 26.5 1.6 −0.7 0.0 0.1
2.4 2.2 −0.3 0.0 0.0
E 28.6 0.9 27.9 26.4 27.0 26.6 1.0 0.0 −0.1 0.1
2.3 2.0 −0.1 0.1 0.0
A 28.2 1.1 27.9 26.2 26.7 26.5 0.9 0.1 0.0 0.1
1.5 1.6 0.4 0.0 0.0
F 27.4 0.6 27.4 26.8 26.8 26.9 0.6 0.3 −0.1 0.1
0.7 0.7 1.2 0.0 0.0
a Calculated chemical shift references adjusted for individual atoms. σref (
13C)/ppm =
167.9 (C5), 171.6 (C4). σref(
1H)/ppm = 30.9 (H5a), 30.8 (H5b), 30.8 (H4a), 30.5 (H4b).
b Full crystal structure, geometrically optimised with all atoms allowed to relax.
c Isolated molecule with no further optimization.
d Isolated molecule with all atoms allowed to relax.
e Isolated molecule with only H atoms allowed to relax.
(All isolated molecules were extracted from the geometrically optimised crystal
structure)
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Table 7.3. 13C chemical shifts non-protonated carbon atoms of 7-1 as deter-
mined from 13C CP MAS and first-principles (GIPAW) calculations.
Site Mol δiso(Expt) δiso(Calc)
a
/ppm /ppm
13C 13Cb 13Cc 13Cd 13Ce
C7 A 166.9 167.2 166.3 166.3 166.8
B 166.1 166.2 165.5 166.3 166.0
E 165.5 165.4 165.7 166.5 166.0
F 165.3 165.1 165.2 166.2 165.8
D 165.2 165.0 164.9 166.3 165.3
C 165.0 164.7 165.5 166.2 165.7
C2 D 126.3 126.7 124.4 124.6 124.8
E 125.6 125.6 124.7 124.9 125.1
A 125.4 125.5 124.2 124.9 124.7
F 125.3 125.3 124.3 125.1 124.8
B 125.0 125.0 123.7 124.6 124.1
C 124.9 124.7 123.9 124.8 124.5
C9 E 62.9 63.2 59.5 59.5 60.0
F 62.4 62.5 59.7 59.6 59.6
A 62.2 62.4 59.9 59.8 60.0
C 61.6 61.5 58.9 58.9 58.8
D 61.0 60.8 58.1 59.1 58.0
B 60.8 60.5 57.8 59.1 57.9
C6 A 51.0 51.2 49.6 49.6 49.5
C 50.8 50.4 48.7 49.4 48.8
B 50.6 50.3 48.9 49.3 48.9
E 50.4 50.3 49.3 49.5 49.2
D 49.8 49.6 49.1 49.3 49.1
F 49.7 49.5 49.5 49.4 49.4
Continued on Next Page. . .
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Table 7.3 – Continued
Site Mol δiso(Expt) δiso(Calc)
a
/ppm /ppm
13C 13Cb 13Cc 13Cd 13Ce
a Calculated chemical shift references adjusted for
individual atoms. σref(
13C)/ppm = 167.8 (C7),
166.5 (C2), 166.3 (C9), 167.9 (C6).
b Full crystal structure, geometrically optimised
with all atoms allowed to relax.
c Isolated molecule with no further optimization.
d Isolated molecule with all atoms allowed to relax.
e Isolated molecule with only H atoms allowed to relax.
(All isolated molecules were extracted from the
geometrically optimised crystal structure.)
Table 7.4. 1H chemical shifts of NH atom of 7-1 as determined from 1H DQ
MAS NMR and first-principles (GIPAW) calculations.
Site Mol δiso(Expt) δiso(Calc)
a
/ppm /ppm
1H 1Hb 1Hc 1Hd 1He
NH A 13.6 14.1 8.4 7.8 7.8
D 13.7 8.5 7.8 7.9
E 13.6 8.3 7.8 7.8
C 13.5 8.4 7.8 7.9
B 13.4 8.4 7.8 7.9
F 13.3 8.4 7.8 7.8
a Calculated values are referenced such that the
mean of the experimental and calculated values
of the 1H chemical shifts for the NH proton
coincide; σref(
1H)/ppm = 29.2.
b Full crystal structure, geometrically optimised
with all atoms allowed to relax.
c Isolated molecule with no further optimization.
d Isolated molecule with all atoms allowed to relax.
e Isolated molecule with only H atoms allowed to relax.
(All isolated molecules were extracted from the
geometrically optimised crystal structure.)
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7.3.3 The Effect of Intermolecular Interactions on 1H &
13C Chemical Shifts
Fig. 7.5 demonstrates in graphical form the agreement between experimen-
tally and computationally determined 13C and 1H chemical shifts, with black
squares representing the individually referenced calculated values taken from
the full crystal structure, and red circles those taken from isolated molecules
where all atoms were further allowed to relax. It can be seen that, whereas cal-
culations for the full crystal structure fit well, with black squares lying mostly
along the linear diagonal, chemical shifts resulting from the relaxed isolated
molecules have little variation in calculated values between the independent
molecules. This is particularly prominent for the isolated NH 1H value, as
well as the CH2 values signified by the horizontal clusters of red circles around
0-3 ppm.
A comparison of the different calculated chemical shift values in Fig. 7.5
and Tabs. 7.1- 7.4 highlights the sensitivity of the NMR chemical shift, in
particular, to (i) intermolecular interactions and crystalline packing and (ii)
molecular geometry. The most significant difference between the 1H and 13C
calculated chemical shifts for all atoms is between those of the complete crystal
structure, and those of the independent molecules being placed individually
into a supercell (where the nearest equivalent molecule is 10 A˚ away) where
chemical shifts are recalculated with no further optimization. This chemical
shift difference acts as quantitive measure of the effect of nearby molecules
and intermolecular interactions on each independent molecule. For 13C nu-
clei, the largest average differences between these values are observed (com-
pare columns with ‘b’ and ‘c’ footnotes in Tab. 7.1) for the CH (C1; aver-
age ∆δcryst-moliso (
13C)=4.9 ppm) and for the CH3 atoms (C8, C10, C11; average
∆δcryst-moliso (
13C)=3.4 ppm) on the extremeties of the molecule, although when
considered as a fraction of the observed 13C chemical shift range, these differ-
ences are less than 3%.
The difference in 1H chemical shift between these two calculated quan-
tities, is much more significant for the NH proton (average ∆δcryst-moliso (
1H)=
5.2 ppm, see Tab. 7.4), where the experimental 1H chemical shift range is ap-
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Figure 7.5. A graphical comparison of the experimental and calculated (a)
13C (b) 1H chemical shifts of 7-1. Black squares and red circles correspond
to the chemical shifts calculated for the complete (geometrically optimised)
crystal structure of 7-1 and the those of the isolated independent molecules
(after a further geometry optimization where all atoms were allowed to relax),
respectively, where individual shift references (σref) are used (see Tabs. 7.1- 7.4).
proximately 20 ppm. This is a direct consequence of the NH· · ·N hydrogen
bonds stabilizing the cyclamers of the complete (geometrically optimised) crys-
tal structure where (N)H· · ·N distances are, on average, 1.81 A˚ with close to
linear angles (174◦-179◦). The effect of hydrogen bonding on 1H chemical shifts
is well documented [38] and previous work by Schmidt et al. and Uldry et al.
has presented a similar result for ∆δcryst-moliso (
1H)≈5 ppm for NH· · ·O hydro-
gen bonds in L-histidine·HCl [100] and uracil [3] along with the weaker effect
of CH. . .O hydrogen bonds ∆δcryst-moliso (
1H)≈2 ppm in uracil [3] and β-maltose
monohydrate [80].
Table 7.5. Spread of experimental and calculated 13C, 1H chemical shifts for
7-1 as determined from 13C CP MAS, 1H-13C MAS-J-HMQC and 1H DQ MAS
NMR and first-principles (GIPAW) calculations.
Site ∆A-Fδiso(Expt) ∆A-Fδiso(Calc)
a
/ppm /ppm
13C 1H 13Cb 13Cc 13Cd 13Ce 1Hb 1Hc 1Hd 1He
C1, H1 3.4 0.8 3.9 0.7 0.6 1.1 0.6 0.1 0.0 0.0
C3, H3 1.3 0.8 1.3 1.0 0.3 0.9 0.8 0.2 0.1 0.1
C11, H11a-c 3.4 0.5 4.3 1.7 0.7 1.2 0.7 0.3 0.1 0.3
Continued on Next Page. . .
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Table 7.5 – Continued
Site ∆A-Fδiso(Expt) ∆A-Fδiso(Calc)
a
/ppm /ppm
13C 1H 13Cb 13Cc 13Cd 13Ce 1Hb 1Hc 1Hd 1He
C10, H10a-c 3.1 0.7 4.0 0.6 0.3 0.5 0.9 0.1 0.1 0.1
C8, H8a-c 2.9 1.0 3.5 0.7 0.2 0.4 1.4 0.1 0.1 0.1
C5, H5a,b 4.0 0.8 5.3 1.6 0.4 1.3 1.1 0.9 0.2 0.3
1.1 1.3 1.3 0.1 0.0
C4, H4,b 2.3 1.2 2.3 1.2 0.3 1.1 1.0 1.0 0.2 0.2
1.7 1.5 1.5 0.2 0.0
C7 1.9 2.5 1.4 0.3 1.5
C2 1.4 2.0 1.0 0.5 1.0
C9 2.1 2.7 2.1 0.9 2.1
C6 1.3 1.7 0.9 0.3 0.7
NH 0.0f 0.8 0.2 0.0 0.1
a Calculated chemical shift references adjusted for individual atoms: σref values
are given in captions to Tabs. 7.1- 7.4.
b Full crystal structure, geometrically optimised with all atoms allowed to relax.
c Isolated molecule with no further optimization.
d Isolated molecule with all atoms allowed to relax.
e Isolated molecule with only H atoms allowed to relax.
(All isolated molecules were extracted from the geometrically optimised crystal
structure)
f Only one value of δiso(
1H) is resolved for this site (see Fig. 7.4).
The sensitivity of the 1H chemical shift to such small variations in
chemical environment means that it can provide further insight into molec-
ular geometry as well as intermolecular effects. Tab. 7.5 shows the range of
chemical shifts observed across the six independent molecules (∆A-Fδiso) as
determined by experiment and calculation. Clearly, for the majority of 13C
and 1H sites, the largest calculated chemical shift ranges are observed for the
full crystal structure (see columns marked footnote ‘b’) calculations, and show
good agreement with the ranges observed experimentally. As the molecules
are placed into ’isolated’ environments (without further geometrical optimiza-
tion) the ranges of calculated values drops sharply (see columns; footnote ‘c’
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compared to ‘b’), for the CH and CH3 sites in particular. Interestingly, this is
not the case for 1H ranges of the CH2 sites.
As expected, when the isolated molecules are relaxed (columns ‘d’ and
‘e’), and thus the geometries of molecules A-F become more alike, the differ-
ences in calculated chemical shifts are minimized. For 13C, the difference in
∆A-Fδiso values is small when only H atoms are allowed to move i.e., columns
‘c’ and ‘e’ are compared with, as expected, a more marked difference being
observed when C atoms are also relaxed (i.e., ‘c’ compared to ‘d’). For 1H val-
ues, ∆A-Fδiso of relaxed isolated molecules (H atoms are relaxed in both ‘d’ and
‘e’) is very small at ≈ 0.0−0.2 ppm for most 1H resonances. This is in agree-
ment with the observations made in ref[3], where the change in 1H chemical
shifts between isolated molecules with and without relaxation of atoms shows
a direct relation to the N-H and C-H bond lengths within the molecule. For
7-1, the N-H bond lengths are 1.046 to 1.050 A˚ in the full geometrically opti-
mised crystal structure, while all bond lengths are the same (1.013 A˚ within ±
0.0005 A˚ and 1.014 A˚ within ± 0.0003 A˚) after optimization of atomic positions
(for H only, and all atom positions, respectively) for the 6 extracted isolated
molecules.
7.4 Summary and Outlook
The assignment of solid-state NMR resonances for systems with multiple
molecules in the asymmetric unit cell is often far from trivial. This chap-
ter has presented a high-resolution, multinuclear (1H-13C ) NMR approach for
one such system where Z’=6, which allows better identification and assign-
ment of crystallographically split 13C peaks when applied in combination with
first-principles (GIPAW) chemical shift calculations. Unlike experimental in-
formation from only one nuclear species, the additional C-H bonding constraint
provided by the use of the MAS-J-HMQC experiment aids the assignment of
each of the (Z’= 6) independent molecules of the campho[2,3-c]pyrazole sys-
tem.
An alternative, commonly used approach in the context of 13C assign-
ment is the refocused INADEQUATE [157] correlation experiment which can
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explicitly determine 13C backbone connectivities of molecules, provided that
sufficient resolution of overlapped resonances (Z’> 1) is possible. However, as
discussed in §4.4, this experiment will take considerably longer experimental
times (5 days in [85]) to sufficiently observe correlation peaks due to the sta-
tistical likelihood of pairs of bonded 13C-13C nuclei at natural abundance (1
in 10,000).
This study has shown the importance of considering computed chem-
ical shifts for the complete unit cell (348 atoms, here) as opposed to iso-
lated molecules, for an accurate resonance assignment of multiple independent
molecules. 1H chemical shifts are particularly sensitive to crystallographic
packing arrangements and intermolecular interactions as well as differences in
geometry between the distinct molecules. While such calculations are inher-
ently more computationally demanding, much insight is to be gained from com-
plete unit cell calculations, and also from the differences in calculated chemical
shift values when compared to those computed for isolated molecules. Estab-
lishing the factors that direct crystalline packing, and also cause materials
to order with multiple, distinct molecules in the asymmetric unit is particu-
larly relevant for the understanding of solids and of much interest in crystal
engineering [217].
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Measuring J Couplings Across Intermolecular
15N1H· · · 17O & 13C1H· · · 15N Hydrogen Bonds
8.1 Probing Hydrogen Bonding Interactions
Hydrogen bonds play a major role in directing the assembly of organic
molecules into large supramolecular structures, and as such are a key theme
throughout this thesis. These donor-acceptor interactions are most commonly
encountered between covalently bonded NH or OH sites with other N or O
sites, with NH· · ·O bonds being a prominently observed interaction in biologi-
cal chemistry e.g., Watson-Crick base pairing of DNA or in protein structures.
When studied by X-ray diffraction techniques, hydrogen-bonded sites are well
characterised by close proximities (i.e., H· · ·N, H· · ·O distances < 2.2 A˚) and
near linear arrangements of atoms.
Over recent years, there has been an increasing discussion of ‘weak’
hydrogen bonds also forming between less electronegative atoms, such as the
CH donor in CH· · ·O or CH· · ·N interactions [218, 219]. Observations of such
close proximities in many crystal structures have shown longer distances (i.e.,
H· · ·N, H· · ·O < 3.0 A˚) and wider distributions of angles (90-180◦) in these
cases. It has been debated as to whether such three-dimensional arrangements
are indeed structure directing, or are simply secondary consequences of other
stronger intermolecular interactions which are also present in the material
[220].
Solid-state NMR parameters are particularly sensitive to the effects of
chemical bonding, thus this technique has much to offer the study of hydrogen-
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bonded systems in organic solids. In particular the proton chemical shift pro-
vides direct insight into hydrogen-bonded moieties in organic molecules (see
chapters 5-7) and many combined experimental and computational studies
have investigated the effect of intermolecular interactions on the 1H (and 13C)
chemical shifts [5, 58, 100, 146, 221–223]. For example, a comparison of the 1H
chemical shifts of isolated molecules and the full crystal structure (i.e., with-
out and with intermolecular interactions) provides quantitative information
regarding the hydrogen-bonding interactions present [3, 100] (see also chapter
7). Observations of similar (smaller) 1H chemical shifts changes in CH· · ·O
and CH· · ·N systems has also further solidified the evidence for the existence
of ‘weak’ hydrogen-bonding interactions [3, 80].
Recently, building upon solution-state NMR observations [224, 225], it
has been shown that solid-state NMR is able to directly detect the presence of
scalar couplings across (strong) hydrogen bonds by the excitation of through-
bond double-quantum coherence (as observed using the solid-state INADE-
QUATE [226] and refocused INADEQUATE [157] experiments [205, 227]).
Furthermore, a simple homonuclear spin-echo (τ/2 − pi − τ/2) sequence al-
lows the size of the J coupling constants across intermolecular NH· · ·N hy-
drogen bonds to be determined quantitatively [101, 102]. In combination
with this, the CASTEP DFT code has recently been adapted to compute
the scalar J couplings between pairs of atoms using a similar approach to the
GIPAW method for calculating chemical shifts, with good agreement being ob-
served between experimentally and computationally determined J values [147].
Specifically, CASTEP calculations have been shown to provide excellent accu-
racy for hydrogen-bond mediated 2hJNN couplings determined experimentally
using 15N spin-echo MAS experiments [81].
Prior to ref[2], however, there had been no such investigation into
NH· · ·O hydrogen-bond-mediated J couplings (2hJNO) by solid state NMR,
despite the biological relevance of these interactions. The NMR active
nucleus 17O possesses I = 5/2 and thus an electric quadrupole moment
(Q = −2.6× 10−30 m2), moreover it has a low sensitivity due to its
very low natural abundance (0.0037%) and low resonance frequency (γ =
−3.628× 107 rad T−1 s−1). However, with the commercial availability of 17O
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enriched water, and advances in sensitivity enhancement and high-resolution
sequences for quadrupolar nuclei, 17O solid-state NMR is being increasingly
used in the study of biological (as well as inorganic [228]) materials [229].
Whereas a small number of 17O heteronuclear experiments have been pre-
sented (see refs in [2]), no 15N-17O experiments appear in the literature (prior
to ref[2]) as the proximate Larmor frequencies of these nuclei, in combination
with their low sensitivity, present significant challenges for solid-state NMR.
This chapter presents (17O/15N and 15N/17O) heteronuclear spin-echo
experiments applied to isotopically labelled [15N2,
17O2]uracil for the deter-
mination of 2hJNO) couplings across intermolecular NH· · ·O hydrogen bonds.
This work has recently been published along with similar 17O and 17O/13C
investigations of [2H(NH3), 1-
13C, 15N, 17O2]glycine·2HCl and dipolar coupling
measurements in the two systems [2]. A similar methodology is also applied
for the direct measurement of 2hJNC and
3hJNC values across CH· · ·N hydrogen
bonds in [15N, 13C2]4-cyano-4’-ethynylbiphenyl.
8.2 Experimental Details
8.2.1 Sample Preparation
[15N2,
17O2]uracil (8-1) was synthesized by Ivan Hung (Warwick) using [1,3-
15N]uracil (Sigma-Aldrich, UK) and enriching with [70%-17O]H2O according
to the literature protocol [230, 231] (see also [2]). [15N, 13C2]4-cyano-4’-
ethynylbiphenyl (8-2) was synthesized in the group of Rosa Claramunt (Madrid,
Spain) using the three-step procedure described in ref[3].
CC NH
H H
H H H H
H H
N15 N15
H
H
H
17O
H
17O
8-1
151313
8-2
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8.2.2 Solid-State NMR
Experiments on 8-1 were performed using a Bruker Avance II+ NMR spec-
trometer, operating at 1H , 15N and 17O Larmor frequencies of 600, 61 and
81 MHz, respectively, using a Bruker 3.2 mm triple-resonance MAS probe spin-
ning at 20 kHz. This study was carried out in cooperation with Ivan Hung and
Johanna Becker-Baldus at the University of Warwick.
17O/15N and 15N/17O heteronuclear spin-echo experiments were per-
formed using the pulse sequences given in Fig. 3.12a and Fig. 3.12b, respec-
tively. ‘Central-transition selective’ pi/2-pulses of 5.0 µs were used for 17O, cor-
responding to ν1 = 16.7 kHz (i.e., taking into account the scaling by (I + 1/2)
−1)
and pi/2-pulses of 5.0 µs were used for 15N, corresponding to ν1 = 50 kHz.
For the 15N detected experiment, 15N magnetization was generated by cross
polarization with a ramp of 80 to 100 % on the 1H channel for a contact
time of 1 ms. SPINAL-64 heteronuclear decoupling [20] with ν1(
1H)= 100 kHz
and pulse duration 4.85 µs was employed throughout a t2 acquisition time of
(15N/17O) 15 ms or (17O/15N) 5 ms. 17O and 15N homonuclear spin-echo exper-
iments were performed by omitting the pi pulse on the non-observe (i.e., 15N
and 17O, respectively) channel. In total, 1152 and 256 transients were coadded
for each τ increment for 17O/15N and 15N/17O experiments, respectively, and
a recycle delay of 7.5 s was used to minimize the duty cycle of the NMR probe.
Experiments on 8-2 were performed using a Bruker Avance III NMR
spectrometer, operating at 1H , 15N and 13C Larmor frequencies of 500, 50
and 125 MHz, respectively, using a Bruker 3.2 mm triple-resonance MAS probe
spinning at 10 kHz. 13C CP MAS: 13C magnetization was generated by cross
polarization with a ramp of 90 to 100 % on the 1H channel for a contact
time of 1 ms. SPINAL-64 heteronuclear decoupling of ν1 = 100 kHz and pulse
duration 4.6 µs was employed throughout a t2 acquisition time of 10 ms. 8
transients were co-added, with a recycle delay of 48 s. In all experiments, 1H
90◦ pulses were of duration 2.5 µs.
15N/13C heteronuclear spin-echo experiments were performed using the
pulse sequence given in Fig. 3.12b. 15N magnetization was generated by cross
polarization with a ramp of 40 to 60 % on the 1H channel for a contact time
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of 5 ms and pi-pulses of 10.0 µs and 8.0 µs were used (corresponding to ν1 =
50 kHz and ν1 = 62.5 kHz) for
15N and 13C, respectively. SPINAL-64 hetero-
nuclear decoupling [20] with ν1(
1H)= 100 kHz and pulse duration 4.9 µs was
employed throughout a t2 acquisition time of 10 ms.
15N homonuclear spin-
echo experiments were performed by omitting the pi pulse on the non-observe
(i.e., 13C) channel. In total, 768 transients were coadded for each τ increment
and a recycle delay of 16 s was used.
For all spin-echo experiments, the τ/2 evolution periods were set equal
to integer multiples of the rotor period, τr. Where data corresponding to
the quotient SQ(τ) = SHET(τ)/SHOM(τ) are presented, the homonuclear and
heteronuclear spin-echo spectra were recorded consecutively for each evolution
interval. SHET(τ) and SHOM(τ) integrals were taken over the respective re-
solved peaks after Fourier transformation with respect to t2. Errors in SQ(τ)
were determined using
∆SQ
SQ
=
√(
∆SHET
SHET
)2
+
(
∆SHOM
SHOM
)2
(8.1)
where ∆SHET and ∆SHOM were the errors determined for the integrated in-
tensities of the peak regions, based on the signal-to-noise ratio observed at
τ = 0 for the heteronuclear and homonuclear experiments, respectively. Fit-
ting of parameters was performed using MATLAB routines provided by Paul
Hodgkinson, with errors on these parameters as well as the correlation co-
efficients determined using the covariance method as described in detail in
ref.[102].
8.2.3 Computational Details
J-coupling calculations were carried out by Anne-Christine Uldry (St. An-
drews, U.K. & Lausanne, Switzerland) on geometrically optimised crystal
structures (URACIL [232] and JOQSEN [233] taken from the Cambridge crys-
tal structure database [137]) for which details have previously been described
[3]. A plane-wave cutoff of 1100 eV or 800 eVand a k-point sampling grid den-
sity of 0.08 (8-1) or 0.07 (8-2) A˚−1 was used. The J couplings are computed
by considering one nucleus as a perturbation, and it is therefore necessary to
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Figure 8.1. Representations of the geometrically optimised crystal structure
of 8-1 showing the NH· · ·O and CH· · ·O hydrogen bonding arrangements, in-
dicated by the blue and red dashed lines, respectively.
multiply the size of the original crystal unit cell until the values of the couplings
are converged. A 2 x 2 x 2 supercell (384 atoms) and 1 x 1 x 1 (200 atoms)
were found to be sufficient for the J couplings to be well converged (within
0.1 Hz) for 8-1 and 8-2, respectively. For uracil, the calculation time for the J
couplings varied between 27 and 41 h on 24 nodes of the AMD Opteron cluster
at St. Andrews University, depending on the perturbing nucleus. Calculations
on 4-cyano-4’-ethynylbiphenyl took less than 6 h on 12 nodes of the SGI Altix
cluster at the University of Warwick.
8.3 Results
8.3.1 15N1H· · · 17O Hydrogen Bonding in Uracil
Fig. 8.1 illustrates the arrangement of uracil molecules in the geometrically
optimised (CASTEP) crystal structure of 8-1. O4 takes part in NH· · ·O
hydrogen-bonding with both N1(H) and N3(H) sites (with O-N distances of
2.83 A˚ and 2.84 A˚, respectively), whereas O2 forms weak CH· · ·O hydrogen
bonds, as discussed in ref[3].
One-dimensional 17O and 1H-15N CP MAS spin-echo (see pulse se-
quences in Fig. 3.12) spectra of [15N2,
17O2]uracil are presented in Fig 8.2a
and Fig 8.2b, respectively, recorded using τ = 0. The 15N CP MAS spectrum
(Fig. 8.2b) shows two resonances at −244.2 and −222.2 ppm which are assigned
to the N1 and N3 sites, respectively [3]. The two oxygen sites of 8-1 cannot
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Figure 8.2. (a) Homonuclear 17O and (b) 1H-15N spin-echo spectra obtained
for τ = 0 for 8-1 at 1H , 17O and 15N Larmor frequencies of 600, 81 and 61 MHz
and 20 kHz MAS. The noise level is calculated as (a) 4 % and (b) 0.08 %.
be resolved at the field strength (14.1 T) shown in Fig 8.2a, primarily, due to
the similar chemical shift values and quadrupolar parameters of O2 and O4
(which have previously been determined by 17O MQMAS studies [230]), thus
a single, broad lineshape is observed at approximately 230 ppm. Due to this
overlap of the two 17O resonances, for which only the O4 site takes part in
NH· · ·O intermolecular hydrogen bonding to the N1 and N3 atoms, the spin-
echo analysis must take into account the contribution from 17O nuclei with and
without hydrogen-bond mediated 2hJNO couplings. The quantity p is defined,
therefore, as the fraction of 17O for which an O-N J coupling exists.
Homonuclear 17O (open diamonds) and heteronuclear 17O/15N (filled
diamonds) spin-echo (τ/2− pi− τ/2) intensities as a function of the evolution
time τ are presented for 8-1 in Fig. 8.3a, obtained using the pulse sequence in
Fig. 3.12a (without and with the 15N pi pulse). This pulse sequence has also
been used to determine J couplings between 27Al-31P [234, 235] and 71Ga-
31P [236] spin pairs. Best fits (see Tab. 8.1) are shown as solid lines for the
homonuclear spin-echo data fit to the simple decaying exponential function of
Eq. 8.2, and the heteronuclear spin-echo data (for J1 set equal to J2, and T
′
2a
set equal to T ′2b) fit to Eq. 8.3
S(τ) = A exp(−τ/T ′2a) (8.2)
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Figure 8.3. (a) 17O homonuclear (open diamonds) and 17O/15N heteronuclear
(filled diamonds) spin-echo (τ/2 − pi − τ/2) intensities for 8-1 as a function
of the evolution time together with best-fits to Eqs. 8.2 and 8.3, respectively
(solid lines, see Tab. 8.1). Experiments were carried out at 14.1 T (ω0(
1H) =
600 MHz) and a MAS frequency of 20.0 kHz. The error bars for the experimental
intensities were determined to be ±0.04 and are omitted for clarity. (b) The
quotient SQ(τ) = SHET(τ)/SHOM(τ) for 8-1 together with the best-fit to Eq. 8.4
(solid line, see Tab. 8.1). SQ(τ) has been normalized such that SQ(τ = 0) = 1.00:
experimentally the ratio of the integrated intensities SHET(τ = 0)/SHOM(τ = 0)
equalled 1.02.
S(τ) = A[p cos(piJ1τ) cos(piJ2τ) exp(−τ/T ′2a) + (1− p) exp(−τ/T ′2b)] (8.3)
Fig. 8.3b shows the quotient SQ(τ) = SHET(τ)/SHOM(τ), where SHET(τ) and
SHOM(τ) refer to the
17O/15N heteronuclear and 17O homonuclear spin-echo
data presented in Fig. 8.3a. SQ(τ) is given as
SQ(τ) = A[p cos(piJ1τ) cos(piJ2τ) exp(−τ/∆T ′2) + (1− p)] (8.4)
where
1/∆T ′2 = (1/T
′
2(HET))− (1/∆T ′2(HOM)) (8.5)
A good fit (for J1 set equal to J2, see Tab. 8.1) to Eq. 8.4 is observed
in Fig. 8.3b. The 2hJNO couplings as determined from the fits of SHET(τ)
and SQ(τ), namely 5.8 ± 0.6 and 5.1± 0.6 Hz, respectively, are in agreement
with each other. Smaller correlation coefficients involving J are found for
the fit of SQ(τ), although those for SHET(τ) are still reasonable (J, p = 0.52;
J, T ′2a = −0.41; J,A = 0.37 for SHET(τ) and J, p = −0.25; J, T ′2a = −0.01;
J,A = 0.15 for SQ(τ)). The experimental average
2hJNO couplings are in good
agreement with those determined by a CASTEP [147] calculation (see §8.2.3
and ref[2]), namely 2hJN1,O4 = 6.1 and
2hJN3,O4 = 4.6 Hz. As shown in the
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Table 8.1. Parameters extracted from the fits of the 17O and 17O/15N spin-echo
(τ/2− pi − τ/2) intensities for 8-1 in Fig. 8.3
Data Set A T ′2a /ms p
a 2hJNO
b/Hz [2]c
SHOM
de 0.87±0.03 102±7 0.0075
SHET
ef 0.96±0.04 62g±10 0.66±0.14 5.8±0.6 0.0026
SQ
eh 1.01±0.05 550i±1479 0.85±0.20 5.1±0.6 0.0019
a The relatve contribution of O4 17O nuclei to the 17O resonance (overlapping O2 and O4).
b J1 was set equal to J2 (otherwise correlation coefficients greater than 0.99 were obtained).
c 2 =
∑
[Ifit(n)− Iexp(n)]2/
∑
Iexp(n)
2
.
d Fit to Eq. 8.2.
e One or more correlation coefficients are greater than 0.7 (see SI of ref[2]).
f Fit to Eq. 8.3.
g T ′2a was set equal to T
′
2b otherwise correlation coefficients of greater than 0.99 were obtained.
h Fit of SQ(τ) = SHET(τ)/SHOM(τ) to Eq. 8.4.
i 1/∆T ′2 = (1/T
′
2(HET))− (1/∆T ′2(HOM))
Supporting Information of ref[2] all other 15N-17O J couplings (both inter-
and intramolecular) are calculated to be of magnitude 0.5 Hz or less.
Figs. 8.4a and 8.4c compare homonuclear 15N (open diamonds) and
heteronuclear 15N/17O (filled diamonds) spin-echo (τ/2 − pi − τ/2) data ob-
tained using the pulse sequence in Fig. 3.12b (without and with the 17O pi
pulse) for the (a) N1 and (c) N3 resonances. In both cases, there is a small
yet significant difference between the homonuclear and heteronuclear spin-
echo data. Figs 8.4b and 8.4d show the quotient SQ(τ) = SHET(τ)/SHOM(τ)
for the (b) N1 and (d) N3 resonances, where SHET(τ) and SHOM(τ) refer to
the 15N/17O heteronuclear and 15N homonuclear spin-echo data presented in
Figs. 8.4a and 8.4c. SQ(τ) is given as
SQ(τ) = A[p cos(piJτ) exp(−τ/∆T ′2) + (1− p)] (8.6)
where p now corresponds to the proportion of 15N nuclei with a J coupling to a
17O (specifically, O4) nucleus. Good fits (see Tab. 8.2) to Eq. 8.6 are observed
in Figs. 8.4b and 8.4d. Although there is a very high correlation between p
and J (the p, J correlation coefficient equals −0.98 and −0.99 for N1 and N3,
respectively, as given in the Supporting Information of ref[2]), the fitted J
couplings of 6.7± 0.4 Hz (N1) and 4.8± 0.5 Hz (N3) are in remarkably good
agreement with those determined by the CASTEP [147] calculation, namely
2hJN1,O4 = 6.1 and
2hJN3,O4 = 4.6 Hz.
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Figure 8.4. (a, c) 15N homonuclear (open diamonds) and 15N/17O hetero-
nuclear (filled diamonds) spin-echo (τ/2−pi−τ/2) intensities for the (a) N1 and
(c) N3 resonances of 8-1 as a function of the evolution time. Experiments were
carried out at 14.1 T (ω0(
1H) = 600 MHz) and a MAS frequency of 20.0 kHz.
The error bars for the experimental intensities were determined to be ±0.0008
and are omitted for clarity. (b, d) The quotient SQ(τ) = SHET(τ)/SHOM(τ) for
the (b) N1 and (d) N3 resonances of 8-1 together with the best-fits (solid line,
see Tab. 8.2) to Eq. 8.4. SQ(τ) has been normalized such that SQ(τ = 0) = 1.00:
experimentally the ratio of the integrated intensities SHET(τ = 0)/SHOM(τ = 0)
equalled 1.001 and 0.999 for the (b) N1 and (d) N3 resonances, respectively.
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Figure 8.5. 15N/17O heteronuclear spin-echo (τ/2 − pi − τ/2) intensities for
the (a) N1 and (b) N3 resonances of 8-1 as a function of the evolution time
together with the best fits (black curves) to Eq. 8.4 (see Tab. 8.2). The error bars
for the experimental 15N data points of both sites were determined to be ±0.003
and are omitted for clarity (16 transients were coadded for each τ increment).
Expansions for τ =160-250 ms are shown as insets. Experiments were carried
out at 14.1 T (ω0(
1H) = 600 MHz) and a MAS frequency of 20.0 kHz.
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Table 8.2. Parameters extracted from the fits of the 15N and 15N/17O spin-echo
(τ/2− pi − τ/2) intensities of 8-1 in Figs. 8.4 and 8.5.
Data Set A pa JNO /Hz JNN /Hz T
′
2a /ms T
′
2b /ms [
2]b
SQ N1-O4
cd 1.00±0.01 0.22±0.01 6.7±0.4 294e±38 0.0003
SQ N3-O4
cd 1.00±0.01 0.27±0.03 4.8±0.5 585e±98 0.0003
SHET N1-O4
df 0.93±0.01 0.51±0.15 0.0±67 2.7±0.1 121±4 33.7±4.6 0.0005
SHET N3-O4
df 0.94±0.01 0.69±0.071 0.0±1775 2.6±0.1 110±2 25.4±3.1 0.0003
a The proportion of 15N nuclei with a J coupling to an 17O nucleus, corresponding to the degree
of 17O labeling at the O4 site.
b 2 =
∑
[Ifit(n)− Iexp(n)]2/
∑
Iexp(n)
2
.
c Fit of SQ(τ) = SHET(τ)/SHOM(τ) to Eq. 8.6, J corresponds to
2hJNO.
d One or more correlation coefficients are greater than 0.7 (see SI of ref[2]).
e 1/∆T ′2 = (1/T
′
2(HET))− (1/∆T ′2(HOM)).
f Fit to Eq. 8.7.
Fig. 8.5 presents 15N/17O heteronuclear spin-echo (τ/2− pi − τ/2) data
for the (a) N1 and (b) N3 uracil resonances for a spin-echo duration up to
250 ms (obtained in a separate experiment to that corresponding to the data
presented in Fig. 8.4). The CASTEP [147] calculation (see §8.2.3 and ref[2])
predicts an intramolecular JNN coupling in 8-1,
2JN1,N3 = 2.7 Hz. This is
consistent with the observation of zero crossings at long spin-echo durations
(≈200 ms) and the good fits (see Tab. 8.2) to
S(τ) = A cos(piJ1τ)[p cos(piJ2τ) exp(−τ/T ′2a) + (1− p) exp(−τ/T ′2b)] (8.7)
(where J1 =
2JNN, J2 =
2hJNO). Specifically, the correlation coefficients involv-
ing 2JNN are reasonable (maximum magnitude 0.59 and 0.62 for the N1 and
N3 data, respectively), and the experimental values of 2JNN = 2.7± 0.1 Hz and
2.6± 0.1 Hz are in perfect agreement with the calculated value of 2JN1,N3 =
2.7 Hz. Tab. 8.2 shows that it is, however, not possible to determine 2hJNO
from the fit to the heteronuclear spin-echo data. In this respect, note that the
modulation under the homonuclear 2JN1,N3 coupling will be present for both
the 15N homonuclear and 15N/17O heteronuclear spin-echo experiments. It is
removed by taking the quotient SQ(τ) = SHET(τ)/SHOM(τ), hence allowing the
observation in Figs. 8.4b and 8.4d of the modulation due to the proportion of
15N with a hydrogen-bond mediated J coupling to a 17O nucleus.
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Figure 8.6. Representations of the geometrically optimised crystal structure
of 8-2 showing (a) the four independent molecules of the unit cell and (b) the
‘weak’ CH· · ·N hydrogen bonding which takes place between adjacent (like)
molecules, indicated by the blue dashed line.
8.3.2 13C1H· · · 15N Hydrogen Bonding in 4-Cyano-4’-
Ethynylbiphenyl
Representations of the geometrically optimised (CASTEP) crystal structure
of 8-2 are presented in Fig. 8.6, where the four independent molecules in the
asymmetric unit are identified (Fig. 8.6a) and the intermolecular hydrogen-
bonding interactions (13C−−13CH· · ·15N−−C) between the C15H9· · ·N1 sites of
similar distinct molecules are given. The one-dimensional MAS NMR spectra
of 8-2 are shown in Fig. 8.7; (a) presents 15N CP MAS spin-echo spectra of
[15N, 13C2]4-cyano-4’-ethynylbiphenyl recorded using τ = 0, showing a single
15N resonance at−126.7 ppm which corresponds to the 15N−−C labeled site, N1.
Fig. 8.7b displays the 13C CP MAS spectrum of 8-2 which contains a broad
resonance at ≈ 84 ppm due to the overlapped resonances of the (13C−−13CH)
C14 and C15 sites (see also Figures 3 and 4 of ref[3] for further details of the
molecular geometries and 13C, 15N MAS NMR spectra).
Homonuclear 15N (open diamonds) and heteronuclear 15N/13C (filled di-
amonds) spin-echo (τ/2− pi − τ/2) data obtained using the pulse sequence in
Fig. 3.12b (without and with the 13C pi pulse) is presented for 8-2 in Fig. 8.8a.
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Figure 8.7. (a) Homonuclear 15N CP MAS spin-echo spectrum obtained for
τ = 0 and (b) 13C CP MAS spectra of 8-2 at 1H , 15N and 13C Larmor fre-
quencies of 500, 50 and 125 MHz and MAS of 10 kHz. The noise level in (a) is
calculated as 0.9 %.
Table 8.3. Parameters extracted from the fit of the quotient SQ(τ) of
15N and
15N/13C spin-echo (τ/2− pi − τ/2) intensities for 8-2 in Fig. 8.8 to Eq. 8.8.
Data Set A ∆T ′2 /ms J1 /Hz J2 /Hz [
2]a
SQ
b 1.024±0.008 − c 4.7±0.4 2.9±0.8 0.0010
a 2 =
∑
[Ifit(n)− Iexp(n)]2/
∑
Iexp(n)
2
.
b Fit of SQ(τ) = SHET(τ)/SHOM(τ) to Eq. 8.8 where J1 =
2hJN1C15 and J2 =
3hJN1C14
c 1/∆T ′2 = (1/T
′
2(HET))− (1/∆T ′2(HOM)), exp(−τ/∆T ′2) was set to 1 (otherwise corre-
lation coefficients greater than 0.99 were obtained).
There is a distinct difference in modulation between the spin-echo intensi-
ties recorded in the homonuclear and heteronuclear cases. Fig 8.8b shows the
quotient SQ(τ) = SHET(τ)/SHOM(τ), where SHET(τ) and SHOM(τ) refer to
the 15N/13C heteronuclear and 15N homonuclear spin-echo data presented in
Fig. 8.8a. SQ(τ) is given as
SQ(τ) = A cos(piJ1τ) cos(piJ2τ) exp(−τ/∆T ′2) (8.8)
As compared to §8.3.1 it can be assumed here that the 15N and 13C
isotopic labeling of the hydrogen-bonding sites (13C−−13CH· · ·15N−−C) is close
to 100 % such that, to a good approximation, all the 15N signal intensity
detected for both the homonuclear and heteronuclear spin-echo experiments
will be for 15N (N1) sites which take part in hydrogen bonding with 13C (C15)
nuclei.
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Figure 8.8. 15N homonuclear (open diamonds) and 15N/13C heteronuclear
(filled diamonds) spin-echo (τ/2−pi−τ/2) intensities for 8-2 as a function of the
evolution time recorded at 11.8 T (ω0(
1H) = 500 MHz) and a MAS frequency of
10.0 kHz. The error bars for the experimental intensities were determined to be
±0.009 and are omitted for clarity. (b) The quotient SQ(τ) = SHET(τ)/SHOM(τ)
for 8-2, together with the best-fits (solid line, see Tab. 8.3) to Eq. 8.8. SQ(τ)
has been normalized such that SQ(τ = 0) = 1.00: experimentally the ratio of
the integrated intensities SHET(τ = 0)/SHOM(τ = 0) equalled 0.998.
A good fit (see Tab. 8.3) to Eq. 8.8 is observed for SQ(τ) in Fig. 8.8b
(where ∆T ′2 is set to zero). Despite the high correlation between J1 and J2
(−0.95) the fitted J couplings of 4.7± 0.4 Hz (C15) and 2.9± 0.8 Hz (C14) are
in reasonable agreement with the average of those determined by a CASTEP
[147] calculation for the four independent molecules of the asymmetric unit cell,
2hJN1,C15(av) = −8.6 and 3hJN1,C14(av) = −1.4 Hz (a complete list of calculated
J coupling values for the four N1 sites of 8-2 can be found in Tab. 8.4). As
described in refs[81, 147], the CASTEP calculations also allow a determination
of the sign of J-coupling constants, which is not determined experimentally due
to the cosine modulation of the spin-echo experiment. The calculated 2hJNO
couplings presented in §8.3.1 are positive, as expected for a XH· · ·Y hydrogen
bond in which the gyromagnetic ratios of X and Y have the same sign (γ(15N)
and γ(17O) are −2.7× 107 and −3.6× 107 rad T−1 s−1, respectively) [237, 238],
whereas the positive γ(13C)=6.7× 107 rad T−1 s−1 results in negative values of
JNC being computed.
While the calculated values of the hydrogen-bond mediated (2,3hJNC)
couplings do not lie within the estimated error range of those determined by
the fitting of experimental spin-echo data it is evident that the heteronuclear
(15N/13C) and homonuclear (15N) experiments reveal distinctly different mod-
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Table 8.4. Calculated (CASTEP) J couplings for N1 (|J | > 1 Hz) in
8-2.
Mol Kij
a Jij
b/Hz
Tot FC SD Para Dia
N1-C1 1 54.91 -16.82 -13.64 -4.29 1.15 -0.04
2 54.97 -16.84 -13.62 -4.34 1.15 -0.03
3 55.41 -16.98 -13.75 -4.32 1.13 -0.03
4 55.99 -17.15 -13.92 -4.32 1.12 -0.04
N1-C15 1 28.3 -8.68 -8.58 -0.03 -0.04 -0.03
2 24.01 -7.36 -7.26 -0.04 -0.04 -0.03
3 27.89 -8.54 -8.44 -0.04 -0.04 -0.03
4 32.06 -9.82 -9.68 -0.07 -0.05 -0.03
N1-C2 1 -9.15 2.80 2.13 0.09 0.58 0.01
2 -9.24 2.83 2.16 0.09 0.58 0.00
3 -9.15 2.80 2.13 0.09 0.58 0.01
4 -9.15 2.80 2.12 0.10 0.58 0.00
N1-C14 1 4.49 -1.38 -1.32 0.00 -0.05 0.00
2 5.54 -1.70 -1.65 0.00 -0.01 -0.03
3 4.47 -1.37 -1.32 0.00 -0.05 0.00
4 4.96 -1.52 -1.47 0.00 -0.05 0.00
a Kij , is given in units of 10
19 kg m−2 s−2 A˚−2.
b The Jij terms (given in Hz) are computed from K where the total iso-
topic J is given by Jij(Tot)= Kijγiγj h¯/2pi. The different contributions
to Jij(Tot) are given; Fermi-Contact, Spin-Dipole, Paramagnetic and
Diamagnetic terms, respectively (see ref[147]).
ulations, for which the quotient (SQ(τ) = SHET(τ)/SHOM(τ)) can be fitted to
a function which describes the presence of two, small (< 10 Hz) intermolecular
J coupling constants. As discussed in ref[3], the paper presenting the utilised
crystal structure reports significant orientational disorder, with this, together
with the complication that the observed experimental data is an average over
the 4 distinct molecules in the asymmetric unit cell, being a potential ex-
planation for the poorer agreement between experiment and calculcation as
compared to 8-1 above.
Due to the 13C labeling scheme of 8-2, the largest (intramolecular)
JNC coupling between the directly bonded N1-C1 sites is not observed which
(averaged over Z’=4) is calculated as −16.9 Hz. It is significant, however, that
a hydrogen-bond-mediated J coupling is also detected via another covalently
bonded atom (i.e., a three-bond, hydrogen-bond mediated coupling). From
the geometrically optimised crystal structure of 8-2, the N1-C15 distances
across N1· · ·HC15 intermolecular hydrogen bonds are on average 3.28 A˚, as
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opposed to 2.83 A˚ and 2.84 A˚ separations determined for O4-N1, O4-N3 sites
in 8-1. Thus it is expected that the magnitude of the J interactions are
weaker in this case. It should be noted that the J coupling constant (Jij) is
defined as a function of the gyromagnetic ratios (γi, γj) of the coupled spin
pair, i and j, and thus it is not surprising that the JN1,C15(av) > JNO despite
the longer N-C distances. The reduced spin coupling constant Kij, defined as
Kij = 2piJij/h¯γiγj, allows the scalar couplings to be compared independent of
the nuclear species, with KNC values for 8-2 listed in Tab. 8.4. Interestingly,
comparing the (average over Z’=4) KNC values (given in units of 10
19 kg
m−2 s−2 A˚−2) computed for 8-2; 2hKN1,C15(av) = 28.1 with the KNO of 8-1;
(given in the Supporting Information of ref[2]) 2hKN1,O4 = 36.8 and
2hKN1,O3 =
28.1 i.e., the N-O, N-C J-coupling interactions are computed to be of a similar
magnitude, despite the longer interatomic distances across the hydrogen bond.
8.4 Summary and Outlook
As presented in ref[2], this chapter shows the determination of 15N-17O J
couplings in the solid-state. Heteronuclear 15N-17O J couplings are experi-
mentally determined from fits of the quotient of the integrated intensity ob-
tained in a heteronuclear and a homonuclear spin-echo experiment, SQ(τ) =
SHET(τ)/SHOM(τ). Importantly, for SQ(τ), there is only a small damping of
the signal that is fit to a decaying exponential corresponding to the differ-
ence in the dephasing times for the heteronuclear and homonuclear spin-echo
experiments. Excellent agreement is observed between the experimentally de-
termined J couplings and those calculated using the first principles CASTEP
code [147].
17O solid-state NMR is being increasingly employed as a probe of biolog-
ical molecules [229–231, 239–242]. Given the importance of NH· · ·O hydrogen
bonding, e.g., in proteins and nucleic acids, there is evidently much potential
to further apply the through-hydrogen bond 15N-17O solid-state NMR experi-
ments demonstrated here, so as to unambiguously identify specific structure-
determining interactions.
In addition, the heteronuclear spin-echo experiment presented in this
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chapter also gives the direct determination of J couplings across weak inter-
molecular CH· · ·N hydrogen bonds. The modulation of SQ(τ), derived from
heteronuclear (15N/13C) and homonuclear 15N spin-echo measurements, is fit-
ted to a function depending on two hydrogen-bond J couplings across two and
three bonds, in agreement with J couplings calculated by CASTEP. This is
believed to be the first solid-state determination of J couplings across a weak
(CH· · ·N) hydrogen bond.
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Summary and Outlook
The work contained in this thesis has presented a collection of new results
where advanced multinuclear MAS NMR experiments are applied to a range
of systems so as to provide structural insight. Specifically, 2D 1H-13C hetero-
nuclear and 1H-1H homonuclear spectra that utilize and probe through-bond
connectivities and through-space proximities, together with 1D 13C CP MAS
and 1H MAS and CRAMPS spectra, have been presented in combination with
first-principles (GIPAW) calculations. In addition, heteronuclear (15N-17O and
15N-13C) spin-echo experiments demonstrate the first quantitative measure-
ment of hydrogen-bond mediated J couplings for intermolecular NH· · ·O and
NH· · ·C hydrogen-bonding bonding interactions. Hydrogen bonds (in par-
ticular, NH· · ·O) are known to play a crucial role in the formation of many
important biological structures such as proteins and DNA, therefore, the di-
rect measurement of 2hJNO couplings should be of much interest for the ever
increasing number solid-state NMR studies of peptides and proteins.
The 1H, 13C techniques presented have, in the first instance, allowed
full resonance assignments of 1H and 13C NMR chemical shifts to be made for
challenging solid-state systems including a disaccharide, a DNA derivative and
a chiral pyrazole containing six molecules in the asymmetric unit cell. Further-
more, the 1H DQ (CRAMPS) techniques employed here yield high-resolution
1H spectra that allow the determination of close H-H proximities and hence the
identification of key intermolecular interactions in organic solids. In particu-
lar, a new 1H DQ (CRAMPS)-13C (refocused INEPT) experiment is presented
that combines a 1H DQ dimension with a through-bond heteronuclear trans-
fer sequence such that better resolution is obtained via selective transfer to
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13C nuclei. As applied to β-maltose monohydrate, this new experiment, to-
gether with GIPAW calculations, has enabled the first complete 1H chemical
shift assignment of a simple sugar, including the hydroxyl resonances, which
have previously been inaccessible by solid-state NMR. Therefore, it is envis-
aged that this high resolution 1H DQ-13C technique will be well suited to the
study of H-H proximities in organic solids where traditional 1H DQ spectra
are not sufficiently resolved by the use of fast-MAS or CRAMPS. Importantly,
the methods outlined above have been used to predict the different crystal-
lographic packing arrangements of a range of synthetic RNA derivatives, for
which no single crystals suitable for diffraction studies could be obtained. It
is to be emphasised that these experimental methods were applied to samples
at natural isotopic abundance. This demonstrates the potential of NMR for
determining the solid-state assembly and packing for many important systems
where it is not possible to prepare single crystals for diffraction, e.g., pharma-
ceutical polymorphs. This is one of the key aims of the NMR crystallography
approach and, thus, the techniques and applications presented here represent
significant development in this field.
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Supplementary Information
Matrix Representations of Two-Spin Product Operators
Sˆx =

0 12 0 0
1
2 0 0 0
0 0 0 12
0 0 12 0
 Sˆy =

0 − 12 i 0 0
1
2 i 0 0 0
0 0 0 − 12 i
0 0 12 i 0
 Sˆz =

1
2 0 0 0
0 − 12 0 0
0 0 12 0
0 0 0 − 12

2IˆxSˆx =

0 0 0 12
0 0 12 0
0 12 0 0
1
2 0 0 0
 2IˆxSˆy =

0 0 0 − 12 i
0 0 12 i 0
0 − 12 i 0 0
1
2 i 0 0 0
 2IˆxSˆz =

0 0 12 0
0 0 0 − 12
1
2 0 0 0
0 − 12 0 0

2IˆySˆx =

0 0 0 − 12 i
0 0 − 12 i 0
0 12 i 0 0
1
2 i 0 0 0
 2IˆySˆy =

0 0 0 − 12
0 0 12 0
0 12 0 0− 12 0 0 0
 2IˆySˆz =

0 0 − 12 i 0
0 0 0 12 i
1
2 i 0 0 0
0 − 12 i 0 0

2IˆzSˆx =

0 12 0 0
1
2 0 0 0
0 0 0 − 12
0 0 − 12 0
 2IˆzSˆy =

0 − 12 i 0 0
1
2 i 0 0 0
0 0 0 − 12
0 0 − 12 i 0
 2IˆzSˆz =

1
2 0 0 0
0 − 12 0 0
0 0 − 12 0
0 0 0 12

ZQx =

0 0 0 0
0 0 12 0
0 12 0 0
0 0 0 0
 ZQy =

0 0 0 0
0 0 − 12 i 0
0 12 i 0 0
0 0 0 0

DQx =

0 0 0 12
0 0 0 0
0 0 0 0
1
2 0 0 0
 DQy =

0 0 0 − 12 i
0 0 0 0
0 0 0 0
1
2 0 0 0

1
Table A.1. Phases used for 1H DQ-13C INEPT pulse sequence given in Fig. 4.1.
φ1 x, y, −x, −y
φ2 {x, x, x, x, x, x, x, x}*4{−x, −x, −x, −x, −x, −x, −x, −x}*4
φ3 y, y, y, y, y, y, y, y, −y, −y, −y, −y, −y, −y, −y, −y
φ4 x, x, x, x, −x, −x, −x, −x
φ5 x, x, x, x, −x, −x, −x, −x
φ6 {x, x, x, x}*4 {y, y, y, y}*4 {−x, −x, −x, −x}*4 {−y, −y, −y, −y}*4
φ7 {x, x, x, x, −x, −x, −x, −x}*2 {y, y, y, y, −y, −y, −y, −y}*2
φrec {x, −x, x, −x}*2 {−x, x, −x, x}*2 {y, −y, y, −y}*2 {−y, y, −y, y}*2
2
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