Magnetorelaxometry (MRX) is a well-known measurement technique which allows the retrieval of magnetic nanoparticle (MNP) characteristics such as size distribution and clustering behavior. This technique also enables the non-invasive reconstruction of the spatial MNP distribution by solving an inverse problem, referred to as MRX imaging. Although MRX allows the imaging of a broad range of MNP types, little research has been done on imaging different MNP types simultaneously. Biomedical applications can benefit significantly from a measurement technique that allows the separation of the resulting measurement signal into its components originating from different MNP types. In this paper, we present a theoretical procedure and experimental validation to show the feasibility of MRX imaging in reconstructing multiple MNP types simultaneously. Because each particle type has its own characteristic MRX signal, it is possible to take this a priori information into account while solving the inverse problem. This way each particle type's signal can be separated and its spatial distribution reconstructed. By assigning a unique color code and intensity to each particle type's signal, an image can be obtained in which each spatial distribution is depicted in the resulting color and with the intensity measuring the amount of particles of that type, hence the name multi-color MNP imaging. The theoretical procedure is validated by reconstructing six phantoms, with different spatial arrangements of multiple MNP types, using MRX imaging. It is observed that MRX imaging easily allows up to four particle types to be separated simultaneously, meaning their quantitative spatial distributions can be obtained.
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Introduction
Magnetic nanoparticles (MNPs) exhibit several properties that are useful for biomedical applications (Pankhurst et al 2003 (Pankhurst et al , 2009 . Because the particles are magnetic, they can be steered by magnetic gradient fields. This way, MNPs can carry therapeutics to specific sites in the body, referred to as magnetic drug targeting (Alexiou et al 2000 , Arruebo et al 2007 , Cherry et al 2010 . The particles can also be brought into resonance when an alternating magnetic field is applied at a specific frequency. This is called magnetic hyperthermia, and results in the heating of the MNPs and the consequent temperature increase in the surrounding tissue, which can be used to harm malignant cells (Cherukuri et al 2010 , Richter et al 2010 . Because the particles are in the nanometer range, they can reach almost every region in the human body, and additionally their large saturation magnetization allows for their non-invasive measurement. It is crucial for the aforementioned applications to be able to understand how the particles are spatially distributed in the body. Different techniques, such as magnetorelaxometry (MRX) imaging (Flynn and Bryant 2005 , Wiekhorst et al 2012b , magnetic particle imaging (MPI) (Gleich and Weizenecker 2005 , Weizenecker et al 2007 ) and magnetic susceptibility imaging (Ficko et al 2015a , 2015b , Ficko et al 2014 , are able to reconstruct this spatial distribution from non-invasive measurements. Very promising results in MNP detection and localization are also seen in fine-resolution imaging techniques, in which the MNPs are detected by the effect of their magnetically induced movement on the measurement signals, such as in magnetomotive (MM) ultrasound (Mehrmohammadi et al 2013) , MM optical coherence tomography (John et al 2010) , MM acoustic imaging (Mariappan et al 2016) , MM photoacoustic imaging (Li et al 2015) , and their combinations (Qu et al 2011 , Arnal et al 2016 . Because MRX imaging has been applied in many biomedical applications before (Wiekhorst et al 2005 , 2012b , Johnson et al 2012 , it is employed in this paper for visualizing the MNP distribution. It is a very promising measurement technique, as it allows the imaging of a broad range of MNPs, has a large field-of-view and shows good scaling opportunities towards human body sizes (Liebl et al 2015) .
In an MRX experiment, the magnetic moments originating from the MNPs are aligned by an external magnetic field. The magnetic field is typically generated by a Helmholtz coil (Wiekhorst et al 2012a) or a distributed coil array . Then, the magnetic field is switched off and the decaying net magnetic moment of the MNP sample can be measured with sensitive magnetometers such as SQUIDs (Bryant et al 2011) or fluxgates (Ludwig et al 2006) . First, a distinction needs to be made between MRX and MRX imaging. In the first approach, one sensor and a spatially fixed magnetic field is employed for registering the measurement data, as no spatial information of the particles is required. These measurements are typically used in characterizing the MNPs (Ludwig et al 2009 , Adolphi et al 2010 and their mutual interactions (Eberbeck et al 2006 , Leliaert et al 2014 , Laslett et al 2015 . In MRX imaging, where the spatial distribution of the MNP is obtained, spatially varying magnetic fields and/or multichannel measurements need to be employed, in which the sensors are in different positions and have different orientations to allow the spatial mapping of the magnetic induction vector. From these measurements, the distribution can be obtained by solving an inverse problem in which a forward model is used that links an amount of particles in a certain position to the measurement signal of a specific sensor, by so-called sensitivity coefficients. The particle distribution is then recovered by minimizing the difference between these simulated MRX signals and the actual measured MRX signals. The retrieved distribution depends on the forward model employed (Coene et al 2015) and the way of magnetizing the particles (i.e. with a Helmholtz coil pair, making use of magnetic field gradients or with an array of coils) (Sarangi et al 2009 . It has been shown, for example, that the addition of temporal information to the MRX model stabilizes the solution . To date, many forward models and magnetization procedures exist, each with the intent of receiving the maximum amount of information from the MRX signals and allowing accurate reconstructions , Coene et al 2012 , 2014 , Eichardt et al 2012 , Baumgarten et al 2013 , 2015 , Liebl et al 2013 , Hoo et al 2014 .
From a clinical point of view, it is highly desirable and cost-effective to have a tool which allows multiple diagnoses in only one experiment-i.e. the imaging of multiple MNP types simultaneously. In the new field of theranostics, a combination of particle types is envisioned that allows diagnosis followed by treatment in one experiment, such as the combined tracking of stem cells/drugs, therapy, the monitoring of disease progress and adequate response (Cuadrado et al 2016 , Zheng et al 2016 , or the specific targeting of cancer with MNP types suitable for imaging, drug targeting and thermoablation (Li 2014) . Also, from the future perspective of personalized nanomedicine, in which the medicine is tailored to the needs of the patient, research needs to be done to investigate what size, properties and composition the MNPs should have in order to treat an individual patient in the most effective way, so inter-individual variability in the therapeutic response can be reduced (Miller et al 2015, Tietjen and Saltzman 2015) . For this reason, other MNP imaging techniques have also started to investigate the simultaneous imaging of multiple particle types. MPI, for example, introduced a multi-color approach recently, which allows the images of the spatial distribution of each particle type to then be combined into a single color-coded image-hence the name multi-color MPI (Rahmer et al 2015) . Using multi-color MPI, the separation of fluid and immobilized particles seems feasible, but having more than two types of particle still poses a challenging problem. Furthermore, spectroscopic AC susceptibility imaging proved successful in Ficko et al (2015b) , as the in-and out-of-phase comp onent of magnetic susceptibility is linked to MNP properties and their environment (Park et al 2011 , Soukup et al 2015 . Similarly, MRX could be employed to simultaneously image multiple particle types, as its decaying signal also contains this information , Wiekhorst et al 2012b , and would thus allow the measurement of various particle types or the imaging of the changing environment of the MNP. One important application could be the monitoring of cellular MNP uptake in drug targeting and hyperthermia. MRX imaging has been successfully performed to visualize immobilized and fluid particles simultaneously (Liebl et al 2015) . However, as the dynamics, and as such the characteristic MRX signal from fluid and immobilized MNPs are significantly different, research still needs to be done regarding the feasibility of MRX imaging of similar MNP types.
In this paper, a method is presented that separates the MRX signal into the relative contrib utions of various MNP types without the need for large differences in the MNP magnetization dynamics. This way, it is possible to reconstruct the spatial distribution of each MNP type simultaneously using MRX imaging. These reconstructions, in a similar way to multi-color MPI, can then be combined in a color-coded image, i.e. multi-color MRX imaging. More specifically, the presented setup could be used to monitor the MNP biodistribution (for example in the liver, lungs, large arteries and spleen) and the clearance of multiple MNP types simultaneously, or to assess the magnetic drug targeting efficiency of these particles towards larger tissues (Seliger et al 2007 , Tietze et al 2009 . Additionally, the presented technique could be used to image the binding processes of the MNP with their targets (antibodies, cells, molecules, biomarkers, etc) , as the magnetic dynamics change when the MNPs bind with their target. This concept has already been successfully applied in MRX characterization , Wiekhorst et al 2012b , but could now possibly be extended to spatial reconstructions, which would be particularly interesting for disease detection. Six phantoms with different spatial particle configurations and multiple MNP types are considered to investigate the advantages and drawbacks of this technique. The final goal is to assess the ability of MRX imaging to differentiate between multiple types of particles. This way MRX opens a pathway to clinical examinations in which different types of particles can be detected, or the tissue surrounding the particles can be assessed.
Methods

Magnetorelaxometry
In this section, the theoretical background of MRX is presented. First, it is clarified how particle properties and their surrounding environment alter the shape of the MRX measurement signal. Next, we propose a formulation in which we show how the aforementioned properties can be used to obtain the distribution of one particle in a homogeneous environment, i.e. classical MRX imaging. Then, a theoretical procedure is introduced that uses the a priori information on the MNP properties to allow MRX imaging in which multiple MNP types in a homogeneous environment can be imaged simultaneously, or the same particle type is in a heterogeneous environment, i.e. multi-color MRX imaging.
Temporal information in the MRX curve.
In MRX, the decaying net magnetic moment from an MNP sample is measured. Two mechanisms exist that change the orientation of the magnetic moment of an MNP: (1) the particle can rotate as a whole, thereby changing the orientation of its magnetic moment, or (2) the orientation of the magnetic moment inside the particle core can be altered. These mechanisms are characterized by a typical time constant called the Brownian relaxation time (Einstein 1956) , τ B , and the Néel relaxation time (Néel 1950) , τ N , respectively:
( 1) where V h is the hydrodynamic volume of the colloidal structure, V c is the volume of the magnetic core of the particle, k B is the Boltzmann constant, K is the anisotropy constant, T is the temperature, τ 0 is a time-constant with values in the literature between 10 −8 s and 10
s and η is the local viscosity of the environment surrounding the MNP. As can be observed from previous equations, the relaxation times, and thus the MRX signal, depend on the size distribution of the particles P V V , c h ( ) and their surroundings (η). The MRX signal (of a pointlike source) is affected by these parameters according to the following equation (Wiekhorst et al 2012b) :
in which M 0 represents the magnetization of the sample (in A m −1 ) after magnetizing the sample with a magnetic field, P is the size distribution of the core and hydrodynamic volumes and τ eff is the effective relaxation constant when both Brownian and Néel relaxation phenomena are occurring in the particle:
Equation (3) represents the fact that the fastest relaxation of both mechanisms will define the effective relaxation mechanism of the particle. The MRX signal is thus a summation of all effective relaxation times associated with the variety of particles in the MNP sample.
Classical MRX imaging.
In this case, the measured MRX signals in the sensors only originate from one particle type in a homogeneous environment. In simulations, we can model the amplitude decrease between two points, t 1 and t 2 , of the relaxometry signal, B sv , for a specific sensor s originating from an amount of particles at the voxel position r v :
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where µ 0 is the vacuum permeability, χ is the magnetic susceptibility of the MNP, n s and r s are the orientation and position of the sensor s, r v is the position of the iron amount c v and H v is the magnetic field on position r v . κ depends on the size distribution of the considered particle type and contains temporal information of the relaxometry curve. In practice, χ κ ⋅ t t , 1 2 ( ) is obtained by performing an MRX measurement of the particle type for a known amount of particles, applied magnetic field and distance to the sensor. This is called a reference MRX measurement. Similar MNP amounts for the reference and actual experiment need to be employed, because the effective relaxation time can change due to particle interactions which depend on the used amount (Leliaert et al 2014) . Equation (4) can be simplified to:
in which L sv is called a sensitivity coefficient that links a particle amount in voxel v to a measurement signal in the sensor s. Equation (5) can be extended from just one sensor and one voxel to S sensors and V voxels. The particles can be magnetized with spatially varying magnetic fields, each of them altering H v and thus the sensitivity coefficients. A measurement is then performed for each type of magnetic field. We define the parameter M, which is equal to the total number of MRX measurements. For each spatially varying magnetic field, S, MRX measurements are performed. Hence, in the case of a coil array consisting of 30 coils, 30 varying magnetic fields can be applied, and thus in total M = 30 × S measurements are obtained.
We then arrive at the forward model for one particle type:
where L is the sensitivity matrix with dimensions M × V, which contains all the sensitivity coefficients (see equation (5)). c and B c ( ) are vectors consisting of V and M elements. The spatial MNP distribution can then be recovered by solving:
in which the differences between the model solution, B c ( ), and the actual MRX measurements, B MRX , are minimized by searching for the suitable MNP distribution c. In this paper, a non-negative least squares (NNLS) estimation is used to solve equation (7), because the considered phantoms have small and spatially quickly varying sources instead of more widely distributed sources (Liebl et al 2013) . In this approach, equation (7) is iteratively solved with the constraints that all elements of the solution (i.e. the the MNP amounts) are positive (Lawson and Hanson 1974) = − w L B c B .
In this equation, w is the dual vector and should finally only contain elements smaller than or equal to zero, so that the solution * c only has positive elements.
Multi-color MRX imaging.
In this section, the measured MRX signal is a combination of the MRX signals from each particle type. We can thus extend the forward model for one particle type (equation (6)) to N particle types:
where N is the number of particle types under consideration, L n is the sensitivity matrix (with dimensions × M V) of particle type n, and c n ( (4)), as this term represents the effect of the particle's properties on the MRX signal. The reconstruction can then be solved in a similar way as in section 2.1.2. Remember that equation (9) models the amplitude decrease of the MRX signal between two time points. However, by increasing the number of time points we use, we obtain more temporal information about the particles, which makes the distinction between them easier and stabilizes the inverse problem (equation (7)). If we want to consider more time points, we need a third dimension for our sensitivity matrix, which dramatically increases the difficulty of solving the associated inverse problem. We can solve this difficulty by considering two sub-problems, one related to the time window (with T time points instead of only two), and the other one related to the image reconstruction. This way, temporal information can be taken into account and more information is available to solve the inverse problem.
As stated in section 2.1.1, the particle types determine the relaxation time of the MRX signal. By performing an MRX reference measurement, taking into account sample location and sensor orientation, we can determine χ κ ⋅ n n (Wiekhorst et al 2012b) :
Remark that in equation (4), only the difference between two time points (t 1 and t 2 ) of the MRX curve was used, resulting in a scalar χ κ
for a time window with T time points for a particle type n and an iron amount of c refn , magnetized in a magnetic field with an amplitude of H, see also the lower part of figure 1. We can then formulate α t B , window ( ) as a linear Figure 1 . An overview of the presented methods. The upper part shows how a single MNP-type distribution can be reconstructed using classical MRX imaging. Based on the reference curve of the MNP type, a simulated MRX signal is generated with the classical forward model. The reconstructed MNP distribution is found with an inverse reconstruction procedure such that the differences between the simulated signal and measured MRX signal are minimal. The lower part depicts a reconstruction procedure for four MNP types. First, using the four measured MNP reference signals and their ideal time windows, the relative contribution (α n ) of each particle type to the measured MRX signal is determined. Then each particle type's component (α * B n MRXrefn ) is simulated with the multi-color forward model and fed to the inverse reconstruction procedure. Remark that the main differences between the two techniques are situated in the use of multiple references, the inclusion of temporal information for the signal decomposition and the use of multiple reconstructions in the multi-color approach.
combination of the N MRX reference measurements, because the associated relaxation times do not change: 
where α n (dimensions × M 1) is the relative contribution of the reference measurement n for each measurement m and B MRXrefn is the reference MRX measurement (dimensions × T 1 ) of a particle type n. Instead of only considering the difference between two time points, the amplitudes of a complete time window with T time points are now used to increase the information content in the time domain. An inverse problem is solved, which is our first sub-problem:
The solution of this equation can be found in a similar way to in section 2.1.2 with the NNLS (equation (8)). We assumed the absolute contributions to be positive values, which is a correct approximation after signal filtering. By solving this equation, we are able to find the relative contributions of each particle type to the signals in the sensors. The signal in the sensors originating from particle type n is thus equal to α * t B n MRXref window n ( ) . These relative contributions are then used to find the spatial distribution of each particle type (see figure 1) . Now, we only consider the difference of the MRX measurement between two time points t 1 and t 2 , as the temporal information was already employed in equation (12). We then arrive at a forward model similar to equation (6):
For each particle type, its particle distribution c n should be chosen such that the difference between the forward simulation t t B c, , 1 2 ( ) (using equation (13)) and the earlier found contribution of the particle type (α * t B n MRXref window n ( ) ) to the complete MRX signal t B MRX window ( ) is minimized. We reduced the temporal information to the difference in amplitude between t 1 and t 2 : α * B n MRXrefn . This second sub-problem is again an inverse problem, which can be solved with the NNLS (8)):
Figure 1 shows an overview of the two presented methods for MRX imaging. The upper part depicts classical MRX imaging, i.e. one MNP type in a homogeneous environment, while the lower part depicts multi-color MRX imaging in which multiple MNP types are imaged in a homogeneous environment. Note that the solution of an inverse problem depends on the ratio of the number of known values with respect to the unknowns. If there are more unknown than known values, the problem becomes underdetermined and multiple solutions are possible. In the other case, only an approximation of the solution is possible. The associated forward model should be posed in such a way as to have the largest amount of information available. In the first approach (equation (9)) we have M known values and × N V unknowns. However, because both subproblems (equations (11) and (13)) are independent, we can split the total problem up into two problems with × M T and M known values and × M N and V unknowns respectively, which are better stated than the initial problem.
Magnetorelaxometry imaging setup
For experimental validation of our color MRX imaging approach, we used a 304 lowTc-SQUID magnetometer sensor setup from the Physikalisch-Technische Bundesanstalt (PTB) in Berlin (Schnabel et al 2004) . This device allows the spatial mapping of the magnetic induction vector due to the different orientations and positions of the SQUID magnetometers distributed along four layers in a large liquid helium Dewar with a 25 cm inner diameter. We used a sampling frequency of 750 Hz.
Beneath the Dewar, at a distance of 64 mm from the lowest SQUID sensors, a plexiglass mount (see figure 2(a)) is positioned in which different configurations of MNP samples can be placed (Liebl et al 2015) . The mount consists of five layers with a size of 9.6 × 9.6 cm and a height of 1.2 cm. Using this mount, the MNP samples can be fixed spatially, reducing the error in the position. The second layer is used for the spatial configurations of the particles (i.e. the MNP phantoms) with a holder consisting of a grid pattern of 64 voxels with a size of 1.2 cm, in which the holes are placed following a checkerboard pattern. Each hole allows the placement of a closed cuboid sample holder with dimensions of 0.9 × 0.9 × 2 cm, so no leakage or evaporation of the particles is possible. The sample holders are fixed in the holes by non-magnetic tape. In each sample holder, a maximum of 0.5 ml particle fluid is inserted. The particles under consideration are commercially available ferrofluids (chemicell GmbH, Germany) consisting of the aqueous dispersion of magnetic iron oxides (see table 1 for their properties). The particles are magnetized by 30 planar excitation coils each with a diameter of 36 mm. Fifteen of these coils are positioned between the Dewar and the phantom, and the other fifteen coils are below it. Both coil layers are at a distance of 5.7 cm and 13.2 cm respectively from the lowest SQUID sensors. Figure 2(b) depicts an overview of the complete MRX imaging setup. The second layer of the mount is used for the phantoms, due to the large height of the employed sample containers. The MRX activation procedure is as follows: a single coil of the 30 is activated for 5 seconds with a stabilized current of 1.2 A, then switched off, after which the S SQUID sensors measure the MRX signal for 5 s. Each coil generates a different magnetic field, so in total, 30 spatially varying magnetic fields are considered and thus × S 30 measurements are performed (M = 30 × S, see equation (6)).
Assessment of reconstruction quality
In this paper, three quantities are calculated to determine the reconstruction quality of the different phantoms. The most frequently employed quantity is the correlation coefficient (CC), which shows the correspondence between the actual distribution of the particle type c n and the reconstructed distribution * c n , 2015 . The goal of this study is to investigate how well MRX is able to distinguish between different types of particles. In the worst case scenario, a different type of particle is associated with the position. Therefore, we look at the actual position of the particle type and calculate the ratio of the reconstructed amount on this position to the reconstructed amounts of other particle types on this position, which is the spatial separation ratio (SSR). Because there is only one particle type in each spatial position, this ratio should be as high as possible. This quantity was also used to asses the performance of MPI for separating different MNP types (Rahmer et al 2015) . We also added this parameter because from the reconstructed images it is not always clear if other particle types are associated with the particle position, when the reconstructed amount of the wrong particle type is significantly lower than the right reconstructed particle.
The last parameter is the relative deviation (RD) of the reconstructed total amount of MNPs to the actual total MNP amount. All the reconstructed iron amounts for one particle type are added, and the RD with the actual amount of this particle type is calculated. Ideally, the reconstructed iron amount corresponds to the actual amount in the phantom for each particle type.
Results and discussion
We measured the MRX reference curves of the four particle types in their sample holders. In this case, only one particle type is placed in the holder during each measurement. From section 2.1.3, we know that this reference measurement is important, because it is used to determine the relative contributions of each particle type (equation (11)) and the resulting spatial distribution (equation (13)). Therefore, this measurement should be as accurate as possible. We used the MRX imaging setup to our benefit to improve the accuracy of the MRX reference curves, by employing the same activation procedure as was done with the phantoms (with M = 30 × S). Instead of a single reference (which is the common approach), from which we can obtain χ κ ⋅ t n n window ( ) (equation (10)), we now have M reference curves to which we fit χ κ ⋅ t n n window ( ) . Based on these fitted values, we can simulate an accurate MRX reference signal. Figure 3 shows the normalized simulated reference curves with the corresponding shaded uncertainty band. The uncertainty bands show the standard deviation of the measured reference signals (after noise filtering), with respect to the simulated reference. As can be expected from the equations in (1), particles in a similar fluid exhibiting a larger size show slower MRX decay, and freeze-drying the F200 type (from a liquid environment to immobilized form) also increases the decay time. We used normalized curves to remove effects such as distances and the amount of MNP, so we can focus on the shape of the MRX curve, which is determined by magnetization dynamics, and is our way of differentiating between particle types. As can be seen from this figure, large deviations exist between the simulated and measured references. This variability is a consequence of distortion and induced currents (ringing effects) in the sensor system after removing the magnetic fields. The F200 freeze-dried and F300 samples show a similar reference shape and also have interfering measurements, which could make the separation very hard. The N500 sample also has some interference with the F300 sample, but because of its different shape, the separation should still be feasible. Note that MRX multicolor imaging is able to take dipolar effects into account, which can occur in MNP accumulations in tissues or cells. This can be done by measuring the reference curves of the MNP for a (large) variation in MNP concentration and considering these curves in the reconstruction procedure. As such, the requirement of classical MRX (see section 2.1.2), in which the reference should be measured for comparable MNP amounts as the experiment, is not required anymore. Also, the effect of particle sedimentation, in which the local MNP concentration can To increase the accuracy of the MRX reference curves (reduced ringing effects and distortion), reference signals were simulated based on a fit of χ κ ⋅ n n on M measurements. The shaded uncertainty bands show the standard deviation of the measured reference curves with respect to the simulated reference. In particular, the 200 nm freeze-dried and the 300 nm sample show an overlap in their measurements, and additionally they have a similar shape, making their separation very hard. The 500 nm also shows some interference with the 300 nm sample, but due to the different shape of the curve, the separation should be easier.
significantly increase, can be taken into account in the experiment by measuring the reference curves of a steady sample at different time points.
Figure 4(a) shows the six MNP configurations under study. Three factors play an important role in the complexity of reconstructing multiple MNP types: the distance between the particle types, the number of types and the differences between the characteristic relaxometry signal of the particle types. Each phantom enables one or more of these aspects to be investigated, showing the possibilities and limitations of MRX for reconstructing multiple MNP types simultaneously. Phantom 1 has only two particle types with a large distance of 6 cm between them, which should make it the easiest phantom to reconstruct. Phantom 2 introduces four particle types instead of two, which are still fairly wide (3.6 cm) apart. Due to the increased number of particle types, the first inverse problem (equation (12)) becomes harder to solve. Phantoms 3 and 4 have a complexity in which the four particle types are only placed one voxel (1.2 cm) from each other, thereby increasing the difficulty of the second inverse problem. In phantom 3, the samples are organized in a way, such that the most distinct reference curves are placed next to each other, while in phantom 4 the similar reference curves are placed next to each other, making phantom 4 more complex to reconstruct than phantom 3. Because the samples are lined up next to each other, they are measured by many different sensors, which should make the reconstructions of phantoms 3 and 4 easier than the reconstructions of phantoms 5 and 6, in which the samples are also separated by one voxel. However, in this case the samples are also in a smaller area (3.6 cm × 3.6 cm), and have less disconnected information from the sensors, combined with a diameter size of about 36 mm for the magnetizing coils, meaning it is hard to differentiate them. In phantom 5 only three particle types are measured, separated by a distance of one voxel (1.2 cm), while in phantom 6, four particle types are employed. Therefore, phantom 6 should be the most complex phantom to be reconstructed. A limitation of the considered phantoms is that the MNP types were physically separated, and hence no mixture between the MNP types occurred. It is possible that due to particle interactions (clustering, dipolar interactions), the reference curves change. This could be solved by measuring mixtures of the MNP for varying amounts and using these reference curves in the reconstruction procedure. This way, even the clustering states of the MNP could be quantified.
The number of time points plays a significant role in the first inverse problem (equation (12)), and therefore we reconstructed the different phantoms from figure 4(a) using different time windows. The time windows were selected based on reference properties (i.e. only those time points in which the reference had a certain SNR, or time points in which the amplitude difference between the two reference curves was maximal were selected). Because the time window is chosen based on reference properties, this way of working can also be employed for various spatial particle distributions. MRX finds accurate MNP distributions for time windows starting from 4 ms after switching off the external magnetic field (the necessary time delay for recovery of the SQUID electronics). In particular, for the F200 sample, a small time window (<20 ms) is required or reconstructions of this sample start to deteriorate. The length of the time window increases corresponding to larger particle sizes up until <250 ms for the N500 particle. For all these time windows, we evaluated the reconstructions with the quality parameters defined in section 2.3 and finally chose the time window that generally had the best reconstruction results for the considered particle type across the six phantoms (see table 2 ).
The chosen time windows all start directly after the necessary delay of 4 ms for the recovery of the SQUID electronics. It is thus important to start the measurement as early as possible, because the highest information content is in the earlier data points. One drawback of these points is the variability of the signal due to ringing effects after switching off the excitation field (see also figure 3 ). The length of the time windows correlates with the signal lengths. It should be noted that it is possible to achieve good reconstruction results for every phantom by adjusting the time window parameter. We decided to have a fixed time window for each MNP type to present a fair comparison. The requirements for the time windows are very basic, and in the future more advanced techniques should be considered, which also depend on the shape of the reference curve. Furthermore, the same time window is now used for different particle-type configurations (i.e. phantom 1 only has two particle types, phantom 5 has three and the others have four), as the properties (number of unknowns with respect to known values, eigenvalue distribution, etc) of the matrix with the relative contributions (equation (11)) depend on the number of particle types, and this could change the reconstruction results.
Figure 4(b) shows the reconstructions of the phantoms, and table 3 lists their reconstruction quality parameters. We need to remark that these phantoms consist of very small sources compared to the biologically more commonly distributed sources of several centimeters in the liver, spleen and lungs, which further increases the reconstruction complexity. This is especially apparent for phantoms 5 and 6, in which the combined challenge of point-sources and limited amount of useful information from the sensors deteriorates the reconstruction. Due to the fast relaxation of the F200 sample (figure 3), we assumed that the MRX signal of this sample would be too low when the measurement started or would be obscured by ringing effects. Finally, it is the easiest sample to separate because of its different reference curve shapes compared to the other references. This way, the range of possible samples for MRX imaging is further increased towards quickly relaxing samples. In some cases (phantoms 2 and 6), the RD on the total reconstructed amount is high for the F200 sample, which is due to broadening of the reconstruction and the small association with the wrong particle types. Because this particle type is so quick to relax, it is very likely that the noisy behavior of other samples can be associated with this reference curve. However, with increased noise pre-processing this can be reduced. In the case of only two particle types (phantom 1), the SSR shows a perfect distinction between them and a very good spatial correspondence (a CC of 91% and 99%), and the respective reconstructed amounts show small RDs of 5% and 13%. Also, when four particle types are considered, the spatial configuration is still very well reconstructed and we are able to distinguish them. In some cases, we do have an amount associated with the wrong particle type. In phantom 2 for example, the spatial quality parameters reflect a high spatial correspondence for the reconstructions (a CC between 82% and 97%), but a small fraction of other particle types are associated with the wrong particle type. However, the SSR is still 3 to 58 times higher compared to the wrongly reconstructed amounts, making the separation very successful. When the four particle types are lined up and placed closer together (phantoms 3   Table 3 . Reconstruction quality parameters for each phantom.
and 4), the types are still spatially very well reconstructed (a CC between 74% and 99% and an SSR not lower than 3). The RDs on the total amount for these phantoms range between 6% and 39%. Although phantom 4 is harder to reconstruct than phantom 3 (due to the similar particles next to each other), it shows a better correspondence to the actual distribution. This is due to the fact that some noisy channels were present right above the samples of phantom 3. These were removed in the noise-filtering, reducing useful sensor information. On the small areas present in phantoms 5 and 6 with four and three particle types, respectively, the SSR is still very good, but the spatial reconstruction starts to deteriorate: the CC varies between 23% and 99%, and also the RD on the reconstructed amounts is very high, ranging between 10% and 56%. This would also be a difficult reconstruction for the case of only one identical particle type with the same spatial configuration. In phantom 5, only a small amount of the F300 is reconstructed on the position of the F200 freeze-dried particle (an SSR of 5). The other samples are perfectly distinguishable. In phantom 6 the spatial separation deteriorates a little bit (an SSR from 1 to 11), because of the combined difficulty of the small area and the four particle types instead of three, as well as the modified properties of the matrix with the relative contributions of each reference. Generally, MRX allows us to distinguish between the various particle types very well both spatially as well as quantitatively. This is also supported by the reconstruction quality parameters in table 3. By using time windows that correlate to the signal length of the references, although they are not optimized, accurate reconstruction results can be obtained in the case of multiple phantoms. We expect that the reconstructions will be further improved by employing imaging techniques such as adaptive targeting (Coene et al 2012) , the random activation of the coils (Baumgarten et al 2013) , sensitivity targeting or quantitative model selection (Coene et al 2015) . In future work, modular coil and sensor configurations with different sizes and lengths for the coils are envisioned, allowing the specific targeting of small regions in the sample in order to increase the attainable resolution. Furthermore, advanced selection criteria should be used for determining the ideal time window; possible examples are the shape of the reference curves, the number of employed particle types and their references and the associated stability of the inverse problem (equation (11)). As this paper is only a proof of concept to show that MRX is able to distinguish between multiple particle types simultaneously, we do not to go into detail on these techniques.
Conclusions
In this paper, we presented a proof of concept showing that MRX imaging can acquire the quantitative distributions of multiple particle types simultaneously. It distinguishes between two particle types with similar reference curves, and up to four particle types can easily be separated. It is important to perform extended noise filtering such that quickly relaxing particles are not attributed to a description of the noise in the MRX measurements. Problems between discriminating particles do, however, arise when more than three particle types are present in a small area (3.6 cm × 3.6 cm), because of the combination of magnetizing coils with a diameter of 36 mm and the reduced independent information from the sensors. This could be improved by using more closely spaced magnetometers, smaller coils and MRX imaging techniques, such as adaptive targeting (Coene et al 2012) , random activation of the coils (Baumgarten et al 2013) , sensitivity targeting or quantitative model selection (Coene et al 2015) , which could increase the attainable resolution of the reconstruction. For the applications envisioned with this setup-i.e. imaging the distribution of MNPs in the liver, lungs and spleen, and for investigating the MNP biodistribution-the phantoms represent the worst case scenario, as MNPs tend to be rather homogeneously distributed in these larger tissues, while the phantoms represent point-sources. Distributed sources are easier to reconstruct using MRX, due to the broadening of sources inherent in the used technique. If the particles were more distributed, a possibly better reconstruction could be obtained in a smaller area. We expect a further increase in reconstruction quality when more advanced models are employed to select the ideal time window based on, e.g. the shape of the reference curves, the number of employed particle types and their references and the associated stability of the inverse problem (equation (11)). The effects of reference variability and how to incorporate this in the forward model should be investigated. Future work should also include a multi-modal approach in which, for example, MRI data is used to assign a tissue property to each voxel. Because of the changing viscosity of the tissue, an identical particle will exhibit different MRX curves for different tissues, due to its changing Brownian relaxation (equation (1)). We therefore know that a certain MRX shape is attributed to a designated part of the volume. Using this approach, we can reduce the number of unknowns and thereby improve the stability of the inverse problem, thus further increasing reconstruction quality. Wiekhorst 
