This paper proposes a novel framework to jointly reconstruct the dynamic magnetic resonance images (DMRI) and estimate the motion vectors from the under-sampled measurements. Due to the inherent motion effects in DMRI acquisition, reconstruction of DMRI using motion estimation/compensation has been studied under a compressed sensing (CS) scheme. In this paper, by embedding the intensity based optical flow (OF) constraint into the traditional CS scheme, we are able to couple the DMRI reconstruction with vector motion estimation. The resulting optimization problem is then solved by a primal-dual algorithm with linesearch due to its efficiency when dealing with non-differentiable problems. Moreover, the proposed framework is capable of handling a wide class of prior information (regularizations) for DMRI reconstruction, such as sparsity, low rank, total variation. In order to reduce the computational cost, the OF constraint is employed in a specific coarse scale. Experiments on various DMRI data, ranging from in vivo lung data to simulated phantom, validate the reconstruction quality improvement using the proposed scheme in comparison to several state-of-the-art algorithms.
Dynamic magnetic resonance imaging (DMRI) plays an important role in different clinical exams, e.g., cardiovascular, pulmonary, abdominal, perfusion and functional imaging. The reconstruction of DMRI aims at obtaining spatio-temporal MRI sequences in x-t space, from their measurements acquired in the k-t space. The acquisition speed of DMRI measurements is limited by the physical constraints, e.g., nuclear relaxation times, gradient strength and slew rate. Thus, the trade-off between spatial and temporal resolution in DMRI reconstruction is challenging. Classical techniques to deal with this issue include echo planar imaging [1] , fast low-angle shot imaging [2] and parallel imaging [3] .
In recent years, compressed sensing (CS) techniques have demonstrated great success in reducing the acquisition time without degrading image quality, see e.g., [4] , [5] . CS theory guarantees an exact recovery of specific signals or images from fewer measurements than the number predicted by the Nyquist limit. This guarantee is based on incoherent measurements that generalize the concept of samples in the standard sampling scheme. Image reconstruction from undersampled (compressed) observations is an ill-posed problem that consequently requires the use of prior information (regularization) to stabilize the solution.
The regularizations widely used for DMRI reconstruction include sparsity in transformed domains [6] , total variation (TV) penalties [7] , low-rank property [8] or a combination of several priors [9] [10] [11] . Under the CS-based framework, DMRI reconstruction methods can be broadly divided into two categories: offline and online [12] . The online methods reconstruct images for each temporal frame in real time, while the images are reconstructed after all the temporal data have been acquired in the offline methods. Similar to most of CS-based DMRI reconstruction methods, we focus in this paper on the offline approach.
Due to the presence of anatomical motion in DMRI acquisition, combining the motion estimation with the DMRI reconstruction has been already explored in the literature. For example, low rank plus sparse (L+S) matrix decomposition has been successfully applied to DMRI reconstruction in [11] , [13] . In these studies, L models the temporally correlated background and S models the dynamic information. In addition, motion estimation/compensation (ME/MC) has been studied in DMRI reconstruction. For instance, [6] , [14] proposed to reconstruct DMRI using kt-FOCUSS algorithm with ME/MC. Lingala et. al. [15] coupled the DMRI reconstruction and the inter-frame motion estimation, modelled as an elastic deformation, using a variable splitting algorithm. In [16] , extra motion-state dimensions were added for the MRI reconstruction under the CS scheme. In [17] , a nonparametric aggregated motion estimation (AME) was incorporated for real-time DMRI reconstruction.
In this paper, we propose a general framework to jointly estimate the DMRI and the aggregated motion vectors by embedding an intensity-based optical flow (OF) constraint into the CS framework. In order to reduce the computational cost, the OF constraint is exploited at a coarse scale. Moreover, an affine model is employed to model local tissue deformations [18] . The resulting formulated problem is addressed using the primal-dual algorithm with linesearch [19] , known to efficiently handle non-differentiable convex optimization problems.
Experimental phantom and in vivo DMRI reconstruction results demonstrate the superiority of the proposed framework over several state-of-the-art algorithms.
The remainder of this paper is organized as follows. In Section II, we describe the background related with the proposed framework. The variational problem is formulated in Section III. Section IV details the proposed algorithm and relevant derivations. Section V gives the experimental results. Conclusions and perspectives are reported in Section VI.
II. BACKGROUND

A. DMRI measurements
The DMRI measurements acquired in the k-t space are denoted as b(k, t), which can be modelled by
where f (x, t) is the spatio-temporal MRI sequence, n(k, t) represents the measurement noise, x = [x, y] and t are the spatial and temporal coordinates and k is the 2D frequency variable.
Note that although the image formation model is valid for any number of spatial dimensions, to simplify the description, we only consider the 2D + t case in this paper [20] . The above expression can be rewritten in a matrix form as below
where the measurement operator A represents the partial/masked Fourier transform on specific sampling locations, the DMRI sequence f is of size m × n × T , where m, n are the spatial dimensions of each frame and T is the total frame number.
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B. Optical flow
Denoting f (x, t 0 ) as a reference frame acquired at time t 0 , the brightness/intensity constancy constraint in DMRI is formulated as
T is the displacement field between the reference image and the tth temporal frame f (x, t), u(x, t) and v(x, t) are the horizontal and vertical components of the displacement field. Under the hypothesis of small displacements, the first-order Taylor approximation can be used to replace the nonlinear intensity profile, i.e.,
where the reference frame f 0 f (x, t 0 )
, ∂ x f 0 and ∂ y f 0 are the partial derivatives of the reference frame with respect to x and y. Combining (3) and (4), the traditional optical flow (OF) constraint equation is given by
To estimate the motion vectors d(x, t) = [u(x, t), v(x, t)] T , a dedicated cost function can be formulated globally (on the entire image) or locally (by patches) using region-based matching [18] , [21] . a) OF with brightness variation: Since image intensities are very unlikely to be constant over time as suggested in (3), an illumination variable q(x, t) has been introduced to model the spatio-temporal brightness variation, see e.g., [22] , [23] . The OF equation can thus be rewritten as
where µ controls the influence of the illumination term q. b) Affine model: It is important to note that the motion patterns in medical images can be very complex due to tissue deformations such as rotation, expansion, contraction and shear.
In order to accurately describe these motion patterns, the affine model has been extensively used in the related literature, see e.g., [18] , [24] , [25] . Based on the affine model, the motion vectors at position (x, y) for the tth frame are expressed by u(x, y, t) = u 0 (x, y, t) + u 1 (x, y, t)x + u 2 (x, y, t)y
v(x, y, t) = v 0 (x, y, t)
where u 0 , u 1 , u 2 and v 0 , v 1 , v 2 are the affine parameters defining the motion of pixel at position (x, y) in frame t w.r.t. the reference frame f 0 [18] .
c) Weighted OF: The weighted OF equation, widely explored for motion estimation, see e.g., [18] , [24] [25] [26] , can be expressed as below
where w is a window function centered at x 0 . Given the window weighted OF equation, the motion vectors are estimated locally by assuming they are constant within a spatial neighbourhood. B-spline-based windows, i.e., w(x) = β n (x)β n (y), where β n (·) is a symmetrical B-spline function of degree n ∈ N, have been shown to be adapted to medical images [18] , [25] . Varying the B-spline degree changes the size of w. Moreover, the displacement field can be estimated at different scales by dilating and shifting the window function w. Specifically, at a coarse spatial scale j, the window function is given by
Since the window function at scale j is dilated by a factor 2 j , the calculation of (9) at scale j corresponds to subsampling the inner product at the finest scale by a factor 2 j .
C. Proximal operator
The proximal operator of a lower semicontinuous (l.s.c.) function g is defined as prox sg (p) = arg min
Note that the proximal operator calculation (11) always has a unique solution. One important property of the proximal operator is the Moreau's decomposition formula given by
where g * is the convex conjugate of function g. Moreau's decomposition builds the relationship between the proximal operator of a l.s.c. function g and the proximal operator of its conjugate [27] , [28] .
D. Primal-dual algorithm
Primal-dual algorithms (PDAs) have been widely explored for non-smooth convex optimization problems, see e.g., [23] , [28] [29] [30] . Given an optimization problem as below
where C is a continuous linear operator, h and g are proper, convex and l.s.c. functions, the corresponding primal-dual/saddle-point problem is expressed by
where ·, · is the inner product, g * is the conjugate of function g and z is the dual variable.
PDA seeks a solution (ŷ,ẑ) of the problem (14) by alternating proximal gradient steps with respect to the primal and dual variables. Algorithm 1 summarizes the standard PDA. Note that the stepsize parameters in PDA need to satisfy the relationship sσ C ≤ 1 to ensure the convergence. Different variants of Algorithm 1 have been proposed more recently to tune the stepsize parameters adaptively and/or speed up the existing algorithms, see e.g., [19] , [29] .
Algorithm 2 summarizes the PDA with linesearch (PDAL), which accelerates the traditional PDA.
Algorithm 1 Primal Dual Algorithm (PDA)
Require: y 0 , z 0 , σ, s
until stopping criterion is satisfied.
III. PROBLEM FORMULATION
In order to reconstruct the DMRI and estimate the displacement field simultaneously, we first replicate the reference frame T times and stack them into a cube. The resulting cube, having the same size as f , is denoted asf 0 . The problem can then be formulated in a variational framework as below
where φ(T f ) is the regularization term incorporating prior information about the DMRI, T is a given transform, ψ(d) is a regularization function aiming at smoothing the displacement fields and η, τ , γ and λ are hyperparameters weighting the importance of each term.
DRAFT July 25, 2017
Algorithm 2 Primal Dual Algorithm with linesearch (PDAL) Require: y 0 , z 0 , σ 0 , s, α > 0, ∈ (0, 1), ρ ∈ (0, 1)
1: Set θ 0 = 1.
2: for k = 1 · · · do 3: Until stopping criterion is satisfied.
is the weighted OF constraint at scale j, whose expression is
at scale j, which is given by
In this paper, the window function is constructed with B-spline functions as shown in Section II-B. The calculation of (17) is related to the multi-resolution theory. Further details can be found in [18] , [31] .
In order to smooth the displacement fields, total variation regularization is used for the July 25, 2017 DRAFT motion vectors and the illumination variable. Considering anisotropic TV, we have
with
IV. PROPOSED ALGORITHM Since the problem formulated in (15) is non-differentiable, the PDA is explored to solve it. We first rewrite (15) as a sum of ten l.s.c. functions as below
where
T is the variable to be estimated, the matrix C is expressed in (23) and the ten functions are expressed in (24) .
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By introducing the dual variables z = [z 1 , . . . , z 10 ] T , the PDA iteration for problem (22) can be summarized as follows
where the adjoints of the matrices C l (l ∈ 1, · · · , 10) are expressed as below 
The calculation of the proximal operator of g * l is given by
, . . . , 9, prox sg * 10 (z 10 ) = Proj λP (z 10 ). where Proj τ P is a projector onto the convex set (
In practice, this projector can be computed using the straightforward formula Proj τ P (p) = p max{τ, |p|} .
A.
Prior of DMRI f
The computation of prox sg * 3 (z 3 ) depends on the expression of the prior for DMRI, i.e., φ(f ). In this paper, several widely used priors for DMRI images are investigated.
1) Sparsity prior in the temporal frequency domain: Since different frames are temporally correlated in DMRI, it is reasonable to assume that these frames are sparse in the transform domain, e.g., the temporal Fourier transform domain [13] , [15] . Specifically, the prior of f is given by
where F represents the temporal Fourier transform. The proximal operator of the conjugate function g * 3 (·) is a projector on the Euclidean 2 -ball given by
2) TV prior: In order to constrain the DMRI to be piecewise smooth, TV prior is considered, see e.g., [7] , [9] . The TV prior of f is given by
The spatial TV prior for f is expressed in (32) . The TV prior in both spatial and temporal domain is given by (33) .
The proximal operator of the conjugate function g * 3 (·) is also a projector on the Euclidean 2 -ball [32] . DRAFT July 25, 2017
3) Low rank prior: Low rank penalty has been widely exploited in MRI reconstruction [9] , [13] , [33] . Note that the low rank penalty is a non-convex function. Thus, it is often replaced by the nuclear norm, which is a convex relaxation of the low rank penalty. The nuclear norm prior for f is given by
Although prox sg * 3 (·) is not attainable directly, we can compute it using the proximal operator of the nuclear norm and the Moreau decomposition formula (12) . The proximal operator of the nuclear norm can be calculated using the singular value thresholding (SVT) formula
where M = U ΣV H is the singular value decomposition of M andΣ is a diagonal matrix whose jth diagonal entry can be computed by applying the soft thresholding/shrinkage operator to the jth singular value of M . Explicitly,
where sgn(·) is the classical sign function.
4) Joint priors:
More recently, joint priors have been considered for DMRI reconstruction.
For example, the low rank plus spatial and temporal TV priors (37) were considered in [9] .
In [13] , the low rank plus temporal sparsity priors (38) were explored.
Note that T = [I, ∇] T for (37), while T = [I, W] T for (38), where I is an identity matrix and W represents a specific transform, e.g., the temporal Fourier transform. The proximal operator of g 3 is then given by
B. Proposed algorithm
The proposed PDAL algorithm to jointly reconstruct the DMRI and estimate the motion vectors (denoted as J-PDAL) is summarized in Algorithm 3. Note that the reference frame f 0 can be obtained from fully sampled data. Furthermore, the concept of the reference frame July 25, 2017 DRAFT has been already used in the DMRI reconstruction, see e.g., [14] . The stopping criterion used in this paper is given by
where L(y) is the cost function. The stopping tolerance is 10 −4 in this paper.
Algorithm 3 Joint MRI reconstruction and motion estimation using PDAL (J-PDAL)
for l=1, . . ., 10 do 8: Until stopping criterion is satisfied. Stopping criterion
V. EXPERIMENTAL RESULTS
Experiments were conducted on various datasets to assess the performance of the proposed algorithm. The datasets employed in this section include: i) PINCAT numerical phantom 1 [9] , [34] ; ii) in vivo coronal and sagittal lung MRI. A performance comparison between the proposed joint framework J-PDAL and the traditional DMRI reconstruction framework without motion estimation (solved using fast iterative shrinkage-thresholding algorithm (FISTA) 1 The PINCAT data can be downloaded from http://user.engineering.uiowa.edu/ ∼ jcb/software/ktslr matlab/Software.html.
More details about the parameters used for PINCAT can be found in [9] .
DRAFT July 25, 2017 with linesearch [19] due to its computational efficiency) was carried out. Different image regularizations were used for both schemes, including i) sparsity in the temporal frequency domain (denoted as " 1 "), ii) TV prior (denoted as "TV"), iii) low rank in the spatial domain (denoted as "low rank"), iv) combination of low rank and sparsity in temporal frequency domain (denoted as "l+s"), v) combination of low rank and TV prior (denoted as "l+TV").
Moreover, the proposed J-PDAL was also compared with different state-of-the-art algorithms in terms of the DMRI reconstruction quality, including kt-SLR [9] , L+S [13] and DC-CS [15] .
Note that the regularization parameters in all the algorithms were tuned to their optical values by cross validation. The initial guess of all the algorithms implemented in this paper
was chosen by
where b is the observation in k-t space. The reference MRI sequence was chosen as the first frame of the fully sampled data. The stepsize parameters of the proposed J-PDAL were fixed to σ 0 = 1, α = 0.5, = 0.99. The performance of different algorithms was evaluated using the root mean square error (RMSE) and the image structure similarity index (SSIM) [35] .
The two metrics are expressed as below
where f ,f are the ground truth and the estimated MRI sequences respectively, E(·) is the arithmetic mean, µ a and σ 2 a are the average and variance of variable a (a ∈ {f , f }), σf f is the covariance betweenf and f , c 1 and c 2 are two constants to stabilize the division with small denominator.
Experiments in this section were performed using MATLAB 2016A on a 64 bit Linux platform with Intel(R) Core(TM) i7-6700K CPU @4.00GHz and 48 GB RAM.
A. Simulated PINCAT
The simulated PINCAT is of size 110 × 100 × 50 with 50 temporal frames. A Golden angle radial sampling pattern with 20 rays per frame is used in this experiment. The regularization parameters of the proposed J-PDAL are τ = η = 5 × 10 −4 , γ = λ = 1 × 10 −5 . The varying brightness weight µ = 3 and the scale number for the motion estimation is j = 5. Fig. 1 shows one example frame in spatial domain (x-y) and temporal frame (x-t) of the simulated fully-sampled data, the reference frame f 0 and the reconstructed DMRI using FISTA, kt-SLR, L+S, DC-CS and the proposed J-PDAL. Note that the image prior for f used in FISTA and J-PDAL is "l+TV" since the reconstruction performance using this regularization "l+TV" outperforms the reconstruction quality using other priors. Fig. 2 depicts the reconstruction performance comparison on the simulated PINCAT dataset using different algorithms. Specifically, J-PDAL is superior to FISTA using the same priors. The DMRI reconstruction quality using the joint prior "l+TV" outperforms that with other priors in both FISTA and J-PDAL frameworks. Furthermore, J-PDAL using the joint prior "l+TV" outperforms kt-SLR, L+S and DC-CS in terms of reconstruction quality, evaluated by RMSE and SSIM. Fig. 3 displays the motion vectors d and varying brightness q estimated using the proposed algorithm. Note that the boundary effects (no motion at boundaries) in the motion estimation is because the motion vectors and brightness variable are estimated at a coarse scale, where the image is downsampled by a factor of 2 j . The larger the scale number j, the more severe the boundary effects are. In Fig. 4 , one example frame in spatial domain (x-y) and temporal frame (x-t) of the fully- sampled coronal lung data, the reference MRI and the initialization of all the algorithms are displayed. Fig. 4 also shows the reconstructed coronal lung data using kt-SLR [9] , L+S [13] , DC-CS [15] , FISTA and the proposed J-PDAL. Note that the reconstructed DMRI using FISTA and J-PDAL shown in Fig. 4 were obtained with the DMRI prior "l+s" since the restoration performance using "l+s" prior in both FISTA and J-PDAL outperforms the performance using other priors. Fig. 7 shows the fully-sampled sagittal lung data, the reference MRI and the restored MRI using FISTA, kt-SLR [9] , L+S [13] , DC-CS [15] and the proposed J-PDAL. Note that the reconstructed DMRI using FISTA and J-PDAL shown in Fig. 7 were obtained with the DMRI prior "l+s" since the restoration performance using "l+s" prior in both FISTA and J-PDAL outperforms the performance using other priors.
The quantitative comparisons between different DMRI reconstruction algorithms and the proposed J-PDAL on the sagittal lung data are depicted in Fig. 8 . the same priors in terms of RMSE and SSIM. Moreover, the reconstruction quality using the prior "l+s" is superior to the quality obtained using other priors. According to the second row of Fig. 8 , the reconstruction performance of the proposed J-PDAL with prior "l+s" is superior to kt-SLR and DC-CS, while the reconstruction result using L+S is competitive to that of J-PDAL in terms of RMSE and SSIM at each time frame.
The motion vectors d and the varying brightness variable q for the in vivo sagittal lung data are displayed in Fig. 9 . Similar to previous experiments, there are boundary effects (no motion at boundaries) in Fig. 9 , which is due to the downsampling process during the motion estimation. while a small scale can lead to ambiguous motion estimation. The formulated problem is then addressed using a primal dual algorithm with linesearch (denoted as "J-PDAL"). We demonstrated that the proposed algorithm is superior to the traditional compressed sensing scheme for DMRI reconstruction (implemented with FISTA) using the same image priors.
Moreover, the proposed algorithm with appropriate priors outperforms several state-of-theart algorithms. Among the datasets explored in this paper, the most appropriate priors for the in vivo lung data are the combination of low rank and sparsity in temporal frequency domain ("l+s"), while the most appropriate priors for the in vivo perfusion cardiac MRI are the combination of the low rank and total variation ("l+TV"). It is also interesting to note that the motion estimation at a coarse scale can lead to boundary effects (no motion at the boundaries) due to the downsampling procedure when dealing with the optical flow constraint at a coarse scale.
Future work includes the exploration of phase based optical flow instead of the intensity based optical flow. Multi-scale methods will also be combined to improve the accuracy of motion estimation.
