Vision-based systems are promising tools for displacement measurement in civil structures, possessing advantages 9 over traditional displacement sensors in instrumentation cost, installation efforts and measurement capacity in 10 terms of frequency range and spatial resolution. Approximately one hundred papers to date have appeared on this 11 subject, investigating topics like: system development and improvement, the viability on field applications and 12 the potential for structural condition assessment. The main contribution of this paper is to present a literature 13 review of vision-based displacement measurement, from the perspectives of methodologies and applications. 14 Video processing procedures in this paper are summarised as a three-component framework, camera calibration, 15 target tracking and structural displacement calculation. Methods for each component are presented in principle, 16 with discussions about the relative advantages and limitations. Applications in the two most active fields: bridge 17 deformation and cable vibration measurement are examined followed by a summary of field challenges observed 18 in monitoring tests. Important gaps requiring further investigation are presented e.g. robust tracking methods, non-19 contact sensing and measurement accuracy evaluation in field conditions. 20
INTRODUCTION 23
Structural health monitoring (SHM) is aimed at providing valuable information for structural assessment and 24 decision support for maintenance through relevant measures of structural response. Deformation is an important 25 metric for structural condition and performance assessment for several reasons. In particular serviceability is 26 reflected through deformation during normal operation, since extreme values and ranges indicate problems that 27 may limit operational use, while time-varying deformation patterns constructed from discrete displacement 28 measurements can provide a wealth of information about structure condition. Vision-based systems offer significant potential for structural condition assessment, in particular for system 45 identification [15] [16] [17] . In addition, deformation information has been used for finite element model calibration 46
[18], damage detection [19] and contribution to bridge weigh-in-motion system with camera assistance for traffic 47 6 verified [34] using a T-shaped calibration wand for the estimation of camera extrinsic parameters. In the case of 138 a long span bridge, Martins et al. [14] applied the calibration method to measure the 3D structural displacement 139 at mid-span with the assistance of a set of four active targets. The estimated camera parameters can be refined 140 when multiple cameras with overlapped views are involved. For example, the methodology described by Chang 141 and Ji [24] is based on the epipolar geometry principle of stereoscopic vision where five points including structural 142 point S P , projection points in two image planes 1 I P and 2 I P , and two camera optical centres should all be coplanar, 143
as shown in Fig. 6 . 144
Remarks 145
The full projection matrix is an accurate representation of the projection relationship and is thus applicable to any 146 configuration of cameras on site. The lens distortion problems common for consumer-grade cameras do not 147 prevent their use for such measurements, since corrections are readily made for distortion using laboratory camera 148
calibration. 149
Camera calibration on site requires position information for some structural points. In existing studies this has 150 been mainly acquired through the installation of artificial targets. Including artificial targets in laboratory tests is 151 easy e.g. attaching a planar chessboard target [24, 44] or placing a planar T-shaped wand in the field of view [17, 152 34] while the installation efforts in field tests [14] are much greater. The existing examples of two field 153 applications are summarised in Table 3 , indicating the feasibility of this method for both short-range and long-154 range monitoring tests. 155
Planar homography 156
Principle 157
For the case where the target moves within a plane contained in the 3D structural system (e.g. the XY plane), the 158 projection relationship could be simplified to a planar homography between a 2D structural plane 159  is the planar homography matrix and  is an arbitrary coefficient.
162
The reconstructed results using planar homography are usually the 2D structural displacement of targets. 163
The calibration process requires at least four sets of 2D-to-2D point correspondences [46] , similar to the estimation 164 process on site in full projection method.camera positioning [47] . The 2D direct linear transform is effective for the planar homography estimation [48] , 168 for example the method was applied to monitor the oscillation of a laboratory steel frame with a dense array of 169 markers glued to the surface [48] and the mid-span deformation of a long-span bridge with an attached planar 170 artificial target [49] . 171
Remarks 172
Planar homography applies no constraint on camera positioning and can be used to recover the target 2D structural 173 displacements. In its application it is usual that the geometric information needed for calibration is provided by 174 attaching artificial planar targets with known dimensions. 175
This calibration method is based on the assumption that the target moves within a structural plane with negligible 176 motion along the third axis. Any motion not contained within this plane will lead to measurement error unless the 177 motion is purely perpendicular to the camera optical axis. 178
Scale factor 179
Principle 180
Scale factor is the simplest projection transformation and assumes an equal depth-of-field for all projected points 181 or a camera configuration where the optical axis is perpendicular to one structural plane [48] . With this assumption, 182 the mapping process converts to a 1D-1D projection indicated in Fig. 7 For the system combining a camera with a total station, a projection coefficient called angular resolution [50, 51] 191 is used to perform the transformation which represents the angle value (  in Fig. 7 ) from the camera optical axis 192 to a projection line with the projection length ( II OP ) of one pixel. In principle, this projection transformation is 193 similar to the scale factor estimated by camera-to-target distance in Equation (4) factor by dimension correspondence is less sensitive to the tilt of camera optical axis [8] . However, the scale factor 204 using the camera-to-target distance has no dependence on artificial targets and thus is an easier way to realise 205 completely non-contact monitoring [22] . 206
Remarks 207
Scale factor is the simplest projection transformation, particularly when no artificial target is used [15, 22] and 208 works when the camera optical axis is perpendicular to the structural surface. Camera positioning is less critical 209
[8] when known structural dimensions are used for calibration. However, when applying the scale factor derived 210 from the camera-to-target distance, the tilt angle of the camera optical axis is suggested to be less than 10 through 211 laboratory validation tests in short distance (≤ 3.7 m) [58] . Care must be taken that different scale factors are 212 applied to different axes to measure the 2D displacement. This simple method can also be used with cameras 213 having apparent lens distortion, since the lens distortion correction method previously described can be used [15, 214 57] . 215
Target tracking 216
Target tracking is the key part of a video processing software package. In this study, target tracking techniques 217 are categorised into four types based on target characteristics shown in Table 5 Shape-based tracking 358
Other than general techniques, there are also some target tracking methods that depend on the special shapes of 359 target patterns which could appear in custom-made artificial targets or structural components (e.g. line-like cables). 360 Table 7 provides a summary of target patterns commonly used. With lack of generality, these methods have 361 limitations for application. 
Structural displacement calculation 384
Structural displacement could be easily derived from the change of structural coordinates given the image location 385 of a target (output of target tracking) and the projection transformation relationship (output of camera calibration). 386
In this case, the projection transformation is a fixed value or matrix without any update during the test. 387
Another less common method to derive structural displacement is based on the variation of real-time camera 388 extrinsic matrix. The camera extrinsic matrix represents the camera pose i.e. position and orientation relative to 389 the structural system. Since the camera is physically fixed during the recording, variation of camera extrinsic 390 matrix is related to the change of target pose (position and orientation) and could be used to estimate the target 391 motions in six degrees of freedom (6DOF). 392
Offline projection transformation 393
Principle 394
For single camera applications using scale factor or planar homography, the 2D structural coordinate/displacement 395 is derived uniquely through transforming the target location/motion in an image to that in the structure via a 396 projection transformation value or matrix.can be extracted based on triangulation method [46] . 399 Table 8 and Table 9 
Application review
400 Applications of scale factor and planar homography for 2D structural displacement measurement have been 401 reviewed in Section 3.1. 402 For stereoscopic view or multiple cameras, the triangulation method was used in [24], [33], [98] for 3D structural 403 displacement measurement. A multi-camera arrangement provides more reliable results than a single view but the 404 measurement quality has high dependency on the time-synchronisation of camera recordings. 405 3.3.2 Online pose estimation 406 Principle 407 For single camera applications, using a fixed projection transformation relationship only supports recovery of 2D
Measurement accuracy and challenges 464
Measurement accuracy of vision-based systems depends on several parameters, e.g. camera-to-target distance, 465 target pattern features, lighting conditions, camera mounting stability and video processing methods. Khuc 
System for structural monitoring
Structures with small deformation compared with structure scale.
2D or 3D displacement with proper sample rate.
 Field applications and easy installation preferred;  High accuracy and also high calculation efficiency (for real-time dynamic measurement);  Small deformation compared with structure scale and camera-tostructure distance. 780 Table 2 Projection transformation from structure to image plane 781
Projection transformation Assumptions Recovered localisation information of target (1)
Full projection matrix --3D structural coordinates (2) Planar homography The motion along one axis in structural coordinate system is negligible 2D structural coordinates
The camera optical axis is perpendicular to one plane in the structural coordinate system (e.g. the target plane XY).
2D motions within the target plane 782 
