Abstract-In recent years, the remarkableexpansion of web technologies, lead to an massive quantity of user generated information in online systems.This large amount of information on web platforms make them viable for use as data sources, in applications based on opinion mining and sentiment analysis.Sentiment analysishas become a vital part in today's era. Post massiveexpansion of web technology, reviews existing on net are in surplus quantity. It wouldbe more helpful to an individual or organization if these opinions serve accurate sentiment of the whole review/document. This paper implements naïve Bayes algorithm to categorize the sentence in positive, negative and neutral precisely. So,weexecuted the proposed technique and we evaluated its performance, and suggested instructions of enhancement.
I. INTRODUCTION
Generally individuals and companies are always interested in other's opinion like if someone wants to purchase a new product, then firstly, he/she tries to know the reviews i.e., what otherpeople think about the product and based on those reviews, he/she takes the decision.Before the Internet, people would seek opinions on products and services from sources such as friends, relatives, or consumer reports.Postenormous development of web technology, user seek their results on web.The development of internethas been an exponential increase in the amount of information in online systems. These very large volumes of information are very difficult to process by individuals, leading to information overload and affecting decision-making processes in organizations. So,Sentiment analysis has gained lot of importance and seen rapid growth of research in Natural Language Processing.Sentiment analysis is the operation of understanding the intent or emotion behind a given piece of text. It is used todetermine the polarities of the contents into positive, negative and neutral for the product, userreviews, user comments, and etc.This is enhanced than reading a large number of reviews. He can also relate the summaries of views of different products, instead of reading a large number of reviews.
The framework consists of the data collection process, pre-processing techniques, Sentence opinion, and evaluation. It is shown below inFigure 1: Sentiment analysis process So, based on these queries, modules are:
 "The source that has provided the opinion" is known as Opinion holder.
 "The attribute of entity about which opinion isconveyed" is known as Target object/Feature.
 And in last"Expression of opinion holder about the feature of the product" is known as Opinion.
B. Kinds of OM
 Regular opinions: It is frequentlymentioned as an opinion in the literature.it is further categorized in to two parts:
i.
Direct opinion:
A direct opinion refers to an opinion expressed directly on an entity or an entity aspect, e.g., "The image quality is great."
ii.
Indirect opinion:An indirect opinion is an opinion that is conveyednot directly on an entity or phase of an entity based on its effects on some other entities.
 Comparative opinions:
A comparative opinion expresses a relation of resemblances or difference between two or more entities. For example: coke tastes better than Pepsi.
II. SENTIMENT CLASSIFICATION LEVELS
In opinion mining, review is to be determined at three levels. These are:
 Sentence level classification.
 Document level classification.
 Aspect level classification.
A. Sentence level classification
This process involves two steps:  Subjective classification in to one of two classes as objective and subjective  Sentiment classification of subjective sentence in to three classes as positive, negative and neutral.
The job at this echelon goes to the sentences and decide whether each sentence depict a positive, negative, or neutral opinion. Neutral usually means no opinion. This levelis thoroughlyassociatedwithsubjectivity classification , which differentiates sentences (called objective sentences) that express factual information from sentences (called subjective sentences) that express subjective views and opinions. However, we should note that subjectivity is not equivalent to sentiment as many objective sentences can imply opinions.
B. Document level classification
In this process, sentiments are extracted from entire document.The document level features are considered to classify the textual reviews on a single topic into positive, negative, and neutral. In general, the document features determines the overall sentiment polarity. This works best when the document is written by single person or opinion holder or opinion is about single entity.
C. Aspect level classification
It is also known as Feature level classification. As an alternative of viewing at documents, paragraphs, sentences, clauses or phrases, aspect level directly looks at the opinion itself. It is based on the idea that an opinion consists of a sentiment (positive or negative) and a target (of opinion). An opinion deprived of its 
A. Introduction
The NAÏVE BAYES Classifier is well known machine learning method. It is probabilistic classifier given by Thomas Bayes. This technique assumes that the existence or nonexistence of any feature in the file is independent of the existence or nonappearance of any other feature. This basically helps in deciding the polarity of data in which opinions / reviews / arguments canbe classified as positive or negative which is facilitated by collection of positive or negative examples already fed.Naïve Bayes classifier believes a file as a bag of words and adopts that the probability of a word in the file is independent of its location in the file and the presence of other word. For a file f and class c:
So, conditional probability of a sentiment is given as:  Accuracy:is the notch of closeness of magnitude of a quantity to that quantity's true value.  Precision: precision (also called positive predictive value) is the fraction of relevant instances among the retrieved instances.  Recall :recall (also known as sensitivity) is the fraction of relevant instances that have been retrieved over total relevant instances.  Relevance: having any tendency to make the existence of any fact that is of consequence to the determinations of the action more probable or less probable than it would be without the evidence.
a) Algorithm: function TRAIN NAIVE BAYES(D, C) returns log P(c) and log P( ) for each class c ∈ C # Calculate P(c) terms
Following contingency pie chart is used to calculate the various measures. 
B. Limitations:
Even though naïve Bayes technique is very simple and easy to implement. Still itclutches some concerns or limitations. These are:
 Incomplete Training data:In order to execute it, we need to calculate several conditional probabilities. Precisely, the class conditional probability, which defines the probability that an attribute suppose a specific value, given the consequence or reply class. In the standard naive Bayes instance of cricket data, there are no instances of "Play = No" when the trait "outlook" is "cloudy".So the class conditional probability would be zero and the entire construction breakdowns.
 Continuous Variables:
When acharacteristic is continuous, calculating the probabilities by the traditional technique of frequency counts is impossible. In this case we would either need to transform the characteristic to a discrete variable or use probability density functions to calculate probability densities (not actual probabilities!).
 Attribute Independence: This is by farthe most important flaw and something which obliges a little bit of extra effort. In the calculation of consequenceprobabilities using the conventional Bayes theorem, the implicit assumption is that all the traits are mutuallyliberated. This allows us to multiply the class conditional probabilities in order to compute the outcome probability.
IV. CONCLUSION
The expression of opinions of consumers in specialized sites for estimation of products and services, and also on social networking platforms, has become one of the crucial ways of communication, due to remarkableexpansion of web environment in recent years. This paper presents a method of sentiment analysis, on the review made by users. Classification of reviews in both positive and negative classes is accomplished based on a naive Bayes algorithm. As training data we used a collection (pre-classified in positive and negative)
