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Zusammenfassung
Der Beitrag behandelt die Navigationszustandsschätzung und die damit einhergehende Steuerung von Navigati-
onsobjekten (Bodies (b)) mittels verteilter GNSS/MEMS/MOEMS Sensorik sowie weiteren optischen Sensoren
wie Laserscannern und Kameras. Anwendungen sind die Navigation und Steuerung von Boden-, Wasser- und
Luftfahrzeugen (u. a. autonomes Fahren und Fliegen). Darüber hinaus zu nennen sind mobile Geodatenerfassung
und GIS sowie das Smartphone als Body (b) zur nahtlosen Out- und Indoornavigation von Personen. Im aktuellen
Fokus stehen auch die Entwicklungen von Mappingsystemen zur automatisierten Erstellung von 3D-Modellen von
Infrastrukturen und Gebäuden.
Eingangs wird die im FuE-(Forschungs- und Entwicklungs-)Projekt NAVKA (NAVKA, 2018) seit 2010 voran-
getriebene moderne Multisensor-Multiplattform Navigation in allgemeiner Leverarmverortung der Sensoren vor-
gestellt. Es folgt die Darstellung des Navigationszustandsvektors als ereignisbasierte Markov-Kette der auf ei-
nen Ausgangszustand folgenden Messungen und Steuerungsmaßnahmen. Die Markov-Kette wird in einen alle
parametrische und stochastische Information subsumierenden Bayes’schen Ansatz als Ausgangspunk der Naviga-
tionszustandsschätzung überführt. Die Bayes’sche Ausgangsbasis erlaubt die Integration der auf physikalischen
Grundannahmen zum Bewegungsmodell sowie auf diskrete Steuerungen basierten Transitionsgleichungen auf-
einanderfolgender Navigationszustände (Chapman-Kolmogorov-Gleichung). Einhergehend mit zwei Annahmen
zu Markov-Prozessen 1. Ordnung wird die ﬁnale Bayes-basierte a-posteriori Dichtefunktion zur Navigations-
zustandsschätzung aus obigen Komponenten dargestellt. Mit diesem Ausgangspunkt können nun unterschiedli-
che Zustandsschätzungen (Kalman-Filter (KF), Extended Kalman-Filter (EKF), Robustes KF/EKF, Partikel-Filter,
SLAM) hergeleitet werden. Die Bayes’sche Grundlage liefert damit den gemeinsamen Nenner bzw. die Wurzel für
die in verschiedenen Disziplinen (Robotik, Mechatronik, Luft- und Raumfahrt, Geodäsie, u. a.) und Anwendungen
in unterschiedlichen Verzweigungen verfolgten mathematischen Modelle und Algorithmen zur Zustandsschätzung
und Steuerung der o. g. Multisensor-Multiplattform-Navigationssysteme.
1 Aktuelle Themen der
Multisensornavigation
Die multisensorielle Navigation unterschiedlicher Ob-
jekte - in der Navigation als Bodys (b) bezeichnet - mit-
tels GNSS, MEMS (Gyroskope, Beschleunigungssen-
soren, Magnetometer, Inklinometer, Barometer), MO-
EMS (z. B. miniaturisierte plenoptische Kameras) so-
wie weiteren ebenfalls direkt auf dem jeweiligen Body
(b) als Einzelsensoren (s) oder in kompakten Sensor-
plattformen (p) verteilten optischen Sensoren (Mono-,
Stereokameras, Laserscanner) gewinnt in der geodä-
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tischen Forschung und Entwicklung an Hochschulen
und in der Industrie zunehmend an Bedeutung. Im Fo-
kus stehen Entwicklungen zur Navigation und Steue-
rung von Boden-, Wasser- und Luftfahrzeugen, z. B.
für autonomes Fahren und Fliegen. Darüber sind als
FuE-Gegenstände die mobile Geodatenerfassung und
mobiles GIS sowie das Smartphone als Body (b) zur
nahtlosen Out- und Indoornavigation von Personen zu
nennen. Aktuell im Fokus von FuE steht schließlich die
Entwicklung geodätischer Messsysteme zum automa-
tisierten 3D-Out-/Indoor-Mapping von Infrastrukturen
und Gebäuden (Abb. 5.1), die unter Aspekten der Wirt-
schaftlichkeit die wesentliche Voraussetzung für deren
ﬂächendeckende Nutzbarmachung zur nahtlosen Out-
und Indoor-Navigation im Smart-City-Kontext sind.
Darüber hinaus sind diese 3D-Mappingsysteme mit
BIM (Building Information Modelling) einer der Mo-
toren bzw. eine essentielle Komponente auf dem Weg
zur Digitalisierung und Industrie 4.0 im Bauwesen zur
Gebäudeerfassung und -Monitoring im Lebenszyklus
von BIM Infrastrukturen.
2 Allgemeine Vorbetrachtungen
Der multisensorielle, fortlaufend zu bestimmende Na-
vigationszustandsvektor yt
yt =
(
xeyeze|x˙ey˙ez˙e|x¨ey¨ez¨e|repeye|
ωbeb,xω
b
eb,yω
b
eb,z|ω˙beb,xω˙beb,yω˙beb,z
)T (2.1)
umfasst im erdfesten Rahmen (e) die 18 3D-Parameter
der Position, Geschwindigkeit, Beschleunigung, Ori-
entierung (roll, pitch, yaw), Drehraten und Dreh-
ratenänderungen des Body (b). In der Praxis der
Multisensor(s)-Multiplattform(p)-Navigation, wie sie
im Rahmen des o. g. FuE-Projekts NAVKA (NAVKA,
2018) algorithmisch und softwaremäßig konsequent
umgesetzt wurde, sind die einzelnen Sensoren s(i, j)
mit bis zu elf sog. Sensor-Leverarmparametern sl(i, j)
auf dem zu navigierenden Body (b) zu „verorten“. Da-
bei handelt es sich um die drei Koordinaten des Trans-
lationsvektors tbp j der j-ten Plattform p j im Body-
Frame (b), die drei Parameter der Rotationsmatrix Rbp j
der j-ten Plattform p j gegenüber dem Body-Frame (b),
die drei Translationsparameter tp jsi j des i-ten Sensors si j
gegenüber dem Koordinatenursprung der j-ten Platt-
form p j sowie die beiden Parameter (α,δ)si j zur Ori-
entierung des i-ten Sensors si j auf der j-ten Plattform
p j. Mit (2.2) wird die zentrale Verortungsbeziehung
zur Reparametrisierung des bei der Entwicklung der
individuellen Sensorbeobachtungsgleichungen l(i, j)
erstinstanzlich auftretenden Sensororts xesi j durch die
Parameter xeb und (r, p,y) des einheitlichen Body (b)
Navigationszustandsvektors yt (2.1) und dem dortigen
Anteil von neun der elf Leverarmparametern sl(i, j)
wiedergegeben
xesi j = x
e
b+R
e
b(r, p,y) ·
[
tbp j +R
b
p j · t
p j
si j
]
. (2.2)
Grundsätzlich hängen die zeitlich dynamischen Sen-
sorbeobachtungen l(i, j)t damit sowohl vom dynami-
schen globalen Bodyzustandsvektor yt (2.1) und den
insgesamt elf statischen Leverarmparametern sl(i, j)
ab (Jäger u. a., 2012; Jäger, 2014). Es gilt damit:
l(i, j)t = l(yt ,sl(i, j))t . (2.3)
Als erster wesentlicher stochastischer Bestandteil der
fortlaufenden Zustandsschätzung von yt (2.1) die-
nen als Standardinformationsquelle die Beobachtun-
gen l(i, j)t aus Gl. (2.3), die im Weiteren mit lt zum
Vektor aller Sensorbeobachtungen zum Zeitpunkt t
zusammengefasst werden. Weitere hinzutretende sto-
chastische Komponenten sind die Steuerungsmaßnah-
men ut . Darunter subsumieren auch systemspeziﬁsche
interne oder externe sonstige Einﬂussgrößen st (3.15),
die der Übersichtlichkeit aber imMoment nicht separat
mitgeführt werden. Insgesamt bedingen die dem Aus-
gangszustand y0 - in zeitlich aufeinanderfolgende Ver-
kettung - folgenden o. g. stochastischen Ereignisse
e0:t = (l0, l1, · · · , lt−1, lt ,u0,u1, · · · ,ut−1,ut)
= (l0:t ,u0:t)
(2.4)
zum Zeitpunkt t den Systemzustand yt (2.1). Damit gilt
für yt
yt = yt (l0, l1, · · · , lt−1, lt ,u0,u1, · · · ,ut−1,ut)
= yt (l0:t ,u0:t) .
(2.5)
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3 Bayes basierte
Multisensornavigation
und Steuerung
Dieses Kapitel widmet sich der rekursiven Pa-
rameterschätzung des Navigationszustandsvektors
yt , im Englischen „Navigation State Space Vec-
tor“. Um die komplette stochastische Information
(Erwartungswerte und Varianzen) der Zustandsgrößen
ausschöpfen bzw. erhalten zu können, wird die
Verknüpfung (2.5) im weitreichenden mathematischen
Modell auf Bayes’scher Grundlage beschrieben. Der
wahrscheinliche Zustandsvektor bzw. dessen Wahr-
scheinlichkeitsdichte - aus dem Englischen „Belief“
(„Überzeugungszustand“) als bel(yt) auch in die
deutschsprachige Literatur (Herzberg u. a., 2012) über-
nommen - deﬁniert sich damit über die bedingte Wahr-
scheinlichkeitsdichte p(yt |y0, l0:t ,u0:t) als
bel(yt) = p(yt |y0, l0:t ,u0:t) . (3.1)
O. B. d. A können in Gl. (3.1) auch weitere Typen von
inneren oder äußeren Systemeinﬂüssen s0:t den Termen
u0:t bzw. den einzelnen Stellgrößenvektoren ut hin-
zugefügt werden. Unter Anwendung der Bayes’schen
Regel (Koch, 2007; Köhler, 2005; Thrun u. a., 2006;
Herzberg u. a., 2012) auf Gleichung (3.1) lässt sich die
bedingte Wahrscheinlichkeit bel(yt) bzw. deren Wahr-
scheinlichkeitsdichte1 mit der nachfolgenden Aufsplit-
tung von e0:t weiter umformen. Es gilt:
bel (yt) = p(yt |y0, l0:t ,u0:t)
= p(yt |y0, l0:t−1, lt ,u0:t−1,ut)
= p(lt |yt ,y0, l0:t−1,u0:t−1,ut) ·
· p(yt |y0, l0:t−1,u0:t−1,ut)
p(lt |y0, l0:t−1,u0:t−1,ut)
.
(3.2)
Mit der vom zu schätzenden Systemzustand yt unab-
hängigen Dichtefunktion im Nenner von (3.2) kann de-
ren Kehrwert als Normierungsfaktor
η= p(lt |y0, l0:t−1,u0:t−1,ut)−1
vorgezogen werden. Für die sukzessive auf den Aus-
gangszustand y0 wirkenden stochastischen Ereignisse
e0:t (siehe Gln. (2.4), (2.5)) ergibt sich damit nach
Bayes
bel (yt) = p(yt |y0, l0:t ,u0:t)
= η · p(lt |yt ,y0, l0:t−1,u0:t−1,ut) ·
· p(yt |y0, l0:t−1,u0:t−1,ut) .
(3.3)
Mit einer ersten Markov-Annahme - dem Postulat von
(3.1), (3.2) und (3.3) als Markov-Kette 1. Ordnung
bzgl. lt - wird festgelegt, dass die Beobachtungen lt
zum Systemzustand zum aktuellen Zeitpunkt t allein
durch den aktuellen Zustand yt zu beschreiben sind.
Damit reduziert sich die Kette der stochastischen Va-
riablen in p(lt |yt ,y0, l0:t−1,u0:t−1,ut) und Gleichung
(3.3) geht über in die
1. Markov-Annahme
p(yt |y0, l0:t ,u0:t)
= η · p(lt |yt) · p(yt |y0, l0:t−1,u0:t−1,ut) .
(3.4)
Die in der Zustandsbeschreibung und Zustandsschät-
zung übliche Standardinformationsquelle - die sog.
Transitionsgleichungen (3.15) - treten in allen obi-
gen Gleichungen (3.4) noch nicht auf. Um nun aber,
über die fortlaufenden Messungen lt hinaus, diese
i. d. R. vorliegende, weitere Informationsquelle zur Be-
schreibung des Systemzustandverhaltens ausschöpfen
zu können, wird der letzte zweite Term auf der rechten
Seite von Gleichung (3.4) unter äquivalenter Umfor-
mung entsprechend erweitert. Dies geschieht auf der
Grundlage der allgemeinen Beziehung
p(x) =
∫
p(x,x′) ·dx′
zwischen der gemeinsamen Verbunddichte p(x,x′) und
der einzelnen Randdichte p(x) zweier Zufallsvariablen
x und x′. Unter entsprechender Anwendung auf den
dritten Term in (3.4) erhalten wir mit dieser Erweite-
rung um yt−1 die
1Die Bayes Beziehungen können äquivalent sowohl für bedingte Wahrscheinlichkeiten P (i. a. als Großbuchstabe) von Ereignissen als auch
für parametrisierte Dichtefunktionen p (i. a mit Kleinbuchstaben) von Zufallsvariablen verwendet werden. Vor dem Hintergrund der Zustands-
parameterschätzung über Dichtefunktionen werden ausschließlich Kleinbuchstaben verwendet.
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Chapman-Kolmogorov Gleichungen
p(yt |y0, l0:t−1,u0:t−1,ut)
=
∫ +∞
−∞
p(yt |y0, l0:t−1,u0:t−1,ut ,yt−1) ·
· p(yt−1|y0, l0:t−2, lt−1,u0:t−2,ut−1)dyt−1
(3.5)
p(yt |y0, l0:t−1,u0:t−1,ut)
=
∫ +∞
−∞
p(yt |y0, l0:t−1,u0:t ,yt−1) ·
· p(yt−1|y0, l0:t−1,u0:t−1)dyt−1 .
(3.6)
Nach der Einbindung des vorausgehenden Zustands
yt−1 über die Verbunddichte wird für das Ergebnis
(3.6) nun eine zweite Markov-Annahme postuliert,
nämlich dass i. A. die Transitionsgleichungen tyt,t−1
(siehe (3.15)) zum Zustandsvektor yt - wiederum im
Sinne eines Markov-Prozesses 1. Ordnung - allein in
Abhängigkeit vom Vorgängerzustand yt−1 und den zu-
sätzlich im Schritt t abgeschlossenen, d. h. im Intervall
[t − 1, t] erfolgten, Steuerungsmaßnahmen ut determi-
niert sind. Damit gilt für den ersten Integranden in (3.6)
die
2. Markov-Annahme
p(yt |yt−1, l0:t−1,u0:t−1,ut ,y0) =
= p(yt |yt−1,ut) .
(3.7)
Die Dichtefunktion der Transitionsgleichungen tyt,t−1
ist dabei identisch mit der Dichtefunktion in Gleichung
(3.7) p(yt |yt−1,ut) (siehe (3.15)). Die mit der voraus-
gehenden Schätzung bereits vorliegende Dichtefunk-
tion bel (yt−1) (vergl. (3.1)) wird mit
p(yt−1) = bel (yt−1) = p(yt−1|l0:t−1,u0:t−1,y0)
abgekürzt. Sie wird im Bayes-Kontext als sog. a-
priori Dichte bezeichnet. Aus (3.6) gehen mit der
2. Markov-Annahme (3.7) die entsprechend ange-
passten Chapman-Kolmogorov Gleichungen (Metzger,
2006) hervor:
Chapman-Kolmogorov Gleichungen
mit 2. Markov-Annahme
p(yt |y0,yt−1, l0:t−1,u0:t−1,ut ,y0)
=
∫ +∞
−∞
p(yt |yt−1,ut) ·
p(yt−1|l0:t−1,u0:t−1,y0)dyt−1
(3.8)
p(yt |y0,yt−1, l0:t−1,u0:t−1,ut ,y0)
=
∫ +∞
−∞
p(yt |yt−1,ut) · p(yt−1)dyt−1
(3.9)
Ausgehend von (3.3) erhalten wir mit den beiden An-
nahmen (3.4) und (3.7) zu Markov-Prozessen 1. Ord-
nung und der nach der ersten Markov-Annahme
erfolgten Integration des Vorgängerzustandes yt−1
((3.5), (3.6)) bzw. ((3.8), (3.9)) zusammenfassend die
allgemeinen Ausgangsbeziehungen zur sequentiellen
Schätzung des Systemzustandes yt , ausgehend von y0
und der hinreichenden Berücksichtigung aller sukzes-
siv eintretenden stochastischen Ereignissen und Maß-
nahmen e0:t (2.4) in der Form:
p(yt |y0, l0:t ,u0:t)︸ ︷︷ ︸
A-posteriori Dichte
= η · p(lt |yt)︸ ︷︷ ︸
Dichtefkt. der Beob.
im GM-Modell
·
·
∫ +∞
−∞
p(yt |yt−1,ut)︸ ︷︷ ︸
Transitions-/
Aktions-
Modell (3.15)
· p(yt−1)︸ ︷︷ ︸
A-priori
Dichte
·dyt−1 . (3.10)
Nach Gleichung (3.1) wird der Begriff des „Beliefs
(bel)“ konsequent - und wie
in
der Literatur zu Ro-
botik und Navigation (Thrun u. a., 2006) üblich- auch
die einzelnen Komponenten von (3.10) eingeführt.
Damit resultiert:
p(yt |y0, l0:t ,u0:t)︸ ︷︷ ︸
bel (yt)
= η · p(lt |yt)︸ ︷︷ ︸
Dichtefkt. der Beob.
im GM-Modell
·
·
∫ +∞
−∞
p(yt |yt−1,ut) · p(yt−1) ·dyt−1︸ ︷︷ ︸
bel (yt)
.
(3.11)
Zur deﬁnitiven individuellen Systemerschließung bzw.
zur Systemregelung müssen nun im Weiteren in
((3.10), (3.11)) die konkreten stochastischen Informa-
tionsquellen - d. h. die Dichtefunktionen der Messmo-
delle p(lt |yt), des Vorhersagemodells p(yt |yt−1,ut),
und die a-priori Dichte p(yt−1) - über ihre jeweiligen
wahren Fehler, Erwartungswerte und stochastischen
Modelle (Kovarianzmatrizen) parametrisiert werden.
Bei der Dichte der Sensordaten werden nun die Le-
verarme sl(i, j) (siehe Gl. (2.3)) der Sensoren s(i, j)
wieder hinzugefügt, die in obigen Beziehungen - rein
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der Übersichtlichkeit wegen - weggelassen wurden. Es
gilt:
εlt = lt − l(y˜t ,sl(i, j)) (3.12)
und damit
p(lt |yt) =: pl
(
εlt ,Cεlt
)
= pl
(
lt − l(y˜t ,sl(i, j)) ,Cεlt
)
.
(3.13)
Die Dichte der Vorhersage in Gleichung (3.11) wird
auch als System- oder Prädiktionsdichte (Metzger,
2006) bzw. nach Herzberg u. a. (2012) auch als
Transitions-/Aktionsmodell (3.10) bezeichnet. Sie lau-
tet mit den Transitionsgleichungen tyt ,yt−1
εyt ,yt−1 = tyt ,yt−1 (yt−1,ut ,st)− y˜t . (3.14)
Damit gilt:
p(yt |yt−1,ut ,st)
=: py
(
εyt ,yt−1 ,Ctt
)
= py
(
tyt,t−1 (yt−1,ut ,st)− y˜t ,
Ctt
(
Cyt−1 ,Cut ,Cst
))
.
(3.15)
Für die a-priori Dichte p(yt−1) in (3.11) gilt:
εyt−1 = yt−1− y˜t−1 (3.16)
und damit
bel (yt−1) = p(yt−1) =: p
(
εyt−1 ,Cyt−1
)
= p
(
yt−1− y˜t−1,Cyt−1
)
.
(3.17)
Die Steuerungsgröße ut in (3.15) sowie weitere sto-
chastische Einﬂüsse oder auch Störgrößen st (Wind,
Propellerphysik bei UAVs) bilden bei der Regelung
von Navigationssystemen (z. B. Fernsteuerung eines
UAV, Steuerungssysteme im autonomen Fliegen und
Fahren (Jäger, 2016; Jäger und Zwiener, 2016)) über
systemindividuelle Steuerungsgleichungen eine Teil-
komponente innerhalb der i. A. nichtlinearen Tran-
sitionsgleichungen tyt,t−1 (3.15). Die Steuerungsmaß-
nahme bzw. -Korrektur
Δyt−1 = f(ut) mit Cut (3.18)
des im Ergebnis der vorausgehenden Zustandsschät-
zung yt−1 in Rekursionsschritt t− 1 festgestellten Re-
gelabweichung des Zustandsvektors yt−1 vom Soll
(Regeldifferenz) erfolgt innerhalb des Zeitintervalls
Δt = [t−1, t]. Je nach Dauer der Regelung, z. B. einem
PID-Regler bei UAV (Jäger, 2016; Jäger und Zwiener,
2016) sind Δt und die damit die jeweilige Systemzeit t
stochastisch abhängig von ut . Dieser Sachverhalt wird
im Englischen als „Hidden Markov-Model (HMM)“
oder auch als „Dynamisches Bayes-Netz (DBN)“ be-
zeichnet.
4 Eigenschaften der Bayes
basierten Schätzung
Die funktionalen und stochastischen Modelle (3.13)
und (3.15) beinhalten - unabhängig welche jeweili-
gen Dichtefunktion hinterlegt sind - zusammen mit
der vorausgehenden Schätzung yt−1 und Kovarianz-
matrix Cyt−1 bzw. der Dichte p(yt−1) in Gleichun-
gen (3.17) - die hinreichenden Informationsquellen
zur Systemmodellierung und Steuerung über die re-
kursiven Algorithmen (3.10) und (3.11). Sie erlau-
ben dabei mit Angabe der Vorgängerdichte p(yt−1)
und letztlich der Ausgangsdichtefunktion p(y0), der
Messungen lt mit der bedingten Wahrscheinlichkeits-
dichte p(lt |yt) (3.13) sowie der Wahrscheinlichkeits-
dichtefunktion p(yt |yt−1,ut ,st) - mit der enthaltenen
Transitions-/Aktionsgleichung
yt,t−1 = tyt,t−1 (yt−1,ut ,st)
zur Vorhersage yt,t−1 von yt aus yt−1 - die Darstellung
der a-posteriori Dichte in Form des Beliefs
bel (yt) = p(yt |y0, l0:t ,u0:t ,s0:t)
(siehe Gleichungen (3.10) und (3.11)) zum aktuellen
Zustand yt . Dabei bestehen keine Voraussetzungen an
den Typ der o. g. Dichtefunktionen der stochastischen
Größen in bel (yt) ((3.10) und (3.11)).
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5 Bayes basierte
Navigationszustandsschätzung
und Steuerung
5.1 Kalman-Filter (KF), Extended KF
(EKF), Robuste KF und EKF
Unter der Annahme multivariater Normalvertei-
lungen für die Dichtefunktionen im Transitions-
/Aktionsmodell
py
(
εyt ,yt−1 ,Ctt
)
= py
(
tyt,t−1 (yt−1,ut ,st)− y˜t ,Ctt
)
(siehe (3.15)) und der a-priori Dichte des Beliefs
bel (yt−1) = p
(
εyt−1 ,Cyt−1
)
= p
(
yt−1− y˜t−1,Cyt−1
)
(siehe (3.17)) resultiert aus dem Chapman-
Kolmogorov-Integral über beide Dichten im Ergebnis
für bel (yt) (3.11) die multivariate Normalverteilungs-
dichte:
bel (yt) =pyt,t−1
(
εyt,t−1 ,Cyt,t−1
)
=py
(
tyt,t−1 (yt−1,ut ,st)− y˜t ,Cyt,t−1
)
=py
(
yt,t−1− y˜t ,Cyt,t−1
) (5.1)
Cyt,t−1 =+T ·Cyt−1 ·T
T
+U ·Cut ·UT
+S ·Cst ·ST .
(5.2)
Eine ausführliche Herleitung von (5.1) und (5.2)
für Normalverteilungsannahmen in bel (yt) (3.11)
ﬁndet sich in Metzger (2006). Die Kovarianz-
matrix Cyt,t−1 (5.2) resultiert mit Anwendung
der Fehlerfortpﬂanzung auf die mit bel (yt) vor-
liegenden ﬁnalen Transitions-/Aktionsgleichungen
yt,t−1 = tyt,t−1 (yt−1,ut ,st) (3.14). Geht man nun im
Gauß-Markov-Modell (GMM) beim Term p(lt |yt)
(siehe Gl. (3.13)) ebenfalls von einer Normalver-
teilungsannahme aus, so ist die a-posteriori Dichte
bel (yt) in (3.11) ebenfalls normalverteilt. Somit ist die
Maximierung des Werts der a-posteriori Dichte in der
folgenden Form gegeben:
yˆtM = argmax︸ ︷︷ ︸
[yt ]
{
p(lt |yt) ·bel (yt)
}
. (5.3)
Das Schätzkonzept (5.3) ist gleichbedeutend mit der
Maximum-Likelihood-Schätzung yˆtM der Zustandspa-
rameter yt des Beliefs bel (yt) (3.11). Mit der Vor-
hersagedichte ((5.1), (5.2)) und der Dichte ((3.12),
(3.13)) der Sensorbeobachtungsgleichungen geht aus
(5.3) die Maximum-Likelihood-Schätzung in der Form
(5.4) hervor.
yˆtM = argmax︸ ︷︷ ︸
[y˜t ]
{
pl
(
lt − l(y˜t ,sl(i, j))t ,Cεlt
)
·
· py
(
yt,t−1− y˜t ,Ctt,t−1
)}
.
(5.4)
Mit den negativen Exponenten der e-Funktionen
(„Gauß-Dichten“) ist (5.4) äquivalent zur Kleinste-
Quadrate-Schätzung:
(lt − l(y˜t ,sl(i, j)))T ·C−1lεt · (lt − l(y˜t ,sl(i, j)))
+
(
yt,t−1− y˜t
)T ·C−1yt,t−1 (yt,t−1− y˜t)= Min︸︷︷︸
yˆtM
. (5.5)
Mit den Näherungswerten y0 für yˆtM führt die
Zustandsschätzung (5.5) mit der Designmatrix
A(y0,sl(i, j)) aus der Linearisierung der Beobach-
tungsgleichungen l(y˜t ,sl(i, j)) auf das folgende linea-
risierte Gauß-Markov-Modell:
yt,t−1+vy =I ·dyˆtM +y0
mit der Kovarianzmatrix Cyt,t−1
(5.6)
lt +vl =A(y0,sl(i, j)) ·dyˆtM + lt (y0,sl(i, j))
mit der Kovarianzmatrix Clεt .
(5.7)
Die Residuen vy und vl stehen dabei für die Maximum-
Likelihood-Schätzwerte der wahren Fehler εyt,t−1 (5.1)
bzw. εlt (3.13) in Gleichung (5.5). Die Kleinste-
Quadrate-Schätzung für (5.5) führt mit (5.6) und (5.7)
auf die Lösung
dyˆtM =
(
C−1yt,t−1 +A
TC−1lεt A
)−1 ·[ATC−1lεt ·
(lt − lt (y0,sl(i, j)))+C−1yt,t−1 ·
(
yt,t−1−y0
)] (5.8)
yˆtM = y0+dyˆtM (5.9)
mit der Kovarianzmatrix
CyˆtM =
(
C−1yt,t−1 +A
TC−1lεt A
)−1
(5.10)
(Jäger u. a., 2018). In (5.8) lässt sich der Matrixterm
K =
(
C−1yt,t−1 +A
TC−1lεt A
)−1 ·ATC−1lεt (5.11)
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als Kalman-Matrix (Wendel, 2007; Jäger und Gonzá-
lez, 2006) identiﬁzieren. Mit der Wahl der Näherungs-
werte y0 =: yt,t−1, welche aus der Vorhersage (5.1) er-
halten werden, gehen die Gleichungen (5.8), (5.9) und
(5.10) direkt über in
yˆtM ≡ yˆtKF = yt,t−1+K · (lt − lt (y0,sl(i, j))) (5.12)
CyˆtM ≡ CyˆtKF =
(
C−1yt,t−1 +A
TC−1lεt A
)−1
=(I−K ·A) ·Cyt,t−1 ,
(5.13)
d. h., es gelten die Identitäten yˆtM ≡ ytKF und
CyˆtM ≡ CyˆtKF . Somit ist die Kleinste-Quadrate-
Schätzung ((5.8), (5.9) und (5.10)) zum Gauß-Markov-
Modell ((5.6), (5.7)) identisch mit der klassischen
Kleinste-Quadrate Kalman-Filterung (KF) nach yˆtKF
(siehe Gl. (5.12)) und CyˆtKF (siehe Gl. (5.13)). In (5.12)
können direkt die prädizierten nicht-linearen Sensor-
daten lt
(
yt,t−1,sl(i, j)
)
aus Gleichung (2.3) in Ansatz
gebracht werden.
Ebenso kann in (5.12) auch direkt die nicht-lineare
(3.15) Vorhersage eingesetzt werden. Im Gegensatz
zu jeweils linearen Modellen wird die hier durch die
Gleichungen (5.6) und (5.7) beschriebene KF auch als
Extended Kalman-Filter (EKF) bezeichnet. Linearisie-
rungen sind zur Realisierung des EKF jedoch für die
Fehlerfortpﬂanzung sowie die Berechnung der Terme
T,U,S in (5.2), sowie der Designmatrix A(y0,sl(i, j))
(5.7), notwendig. Der Übergang von bel (yt) aus Glei-
chung (3.11) nach (5.1) ist neben der Normalverteilung
auch für weitere exponentielle Dichtefunktionen - z. B.
die multivariate Laplace-Verteilung oder andere expo-
nentielle Zieldichten, die der robusten M-Schätzung
(Jäger u. a., 2018) gegenständlich sind - nachvollzieh-
bar. Daher können auf die o. g. Bayes-Theorie auch ro-
buste Kalman-Filterungen (Jäger und González, 2006)
begründet werden.
5.2 Partikel-Filter
Das Partikel-Filter (PF) löst sich von der Forderung
nach exponentiellen Dichtefunktionen für die einzel-
nen Komponenten der Bayes’schen Ausgangsdarstel-
lung der Zustandsschätzung auf der rechten Seite von
(3.11). Damit ist die Maximum-Likelihood-Schätzung
(5.3) nicht mehr Optimalschätzung für yt , auch wenn
für die Sensordatendichte (3.13) in (3.11) i. A. wei-
terhin die Normalverteilungsannahme bestehen bleibt.
Kennzeichnend für das PF ist die Diskretisierung der
a-priori Dichte p(yt−1) (3.11) über die Dirac’sche Del-
tafunktion δ
(
yit−1− y˜t−1
)
mit N Partikeln. Es gilt:
p
(
yt−1− y˜t−1,Cyt−1
)
=
=
N
∑
i=1
wit−1 ·δ
(
yit−1− y˜t−1
)
und
N
∑
i=1
wit−1 = 1 .
(5.14)
Die Partikelwahrscheinlichkeiten werden dabei über
deren Gewichte wit−1 gesteuert. Als typische Dichte-
funktion wird bei unbekannten Ausgangszustands-
komponenten yt (z. B. der Position eines 3D-
Mappingroboters in einem Gebäude) mit wit0 = const.
häuﬁg die Gleichverteilung gewählt. Das Durchlau-
Abbildung 5.1: Links: Georeferenzierte 3D-Punktwolke als Ergebnis und Weiterverarbeitungsschnittstelle des 3D-Mappingsystems „MSM“.
Rechts: Volksbot-Roboter Aufbau des 3D-Mappingsystems „MSM“ mit Laserscanner Velodyne VLP-16 als SLAM-Sensor. Im
Vordergrund die GNSS/MEMS/Kamera MSM-Navigationsbox für SLAM
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fen der Bayes’schen Beziehungen (3.11) führt in je-
dem Schritt t auf neue Gewichte (Herzberg u. a., 2012;
Wendel, 2007; Thrun u. a., 2006) und damit auf eine
sich schrittweise stabilisierende Zustandsschätzung yt .
5.3 SLAM-Verfahren
Die aktuell im Fokus von FuE stehenden selbstre-
ferenzierenden 3D-Mappingsysteme basieren i. d. R.
auf den KF und PF Ansätzen. Beide stehen gemein-
sam auf den Bayes Grundlagen. SLAM (Simultaneous
Localisation And Mapping) bedeutet hier die
Doppelnutzung bestimmter Navigationssensorik (z. B.
Kameras, Laserscanner) sowohl für die Navigations-
zustandsschätzung als auch für die Objektaufnahme.
Zusätzliche Redundanz durch Punktwolken- bzw.
Bildüberlappungen und daraus zu gewinnende Be-
dingungsgleichungen zwischen zeitlich aufeinander
folgenden Zustandsvektoren yt bzw. zwischen wie-
derkehrenden örtlichen Überlappungen führen auf die
Verfahren des Online-SLAM bzw. des Graph-SLAM.
Die Ausschöpfung der entsprechenden Informationen
aus den Bedingungsgleichung impliziert beim SLAM
die Verbesserung der Genauigkeit der Gesamttrajek-
torie y(1 : t) und damit einhergehend eine Steigerung
der Genauigkeit für die sich mit der SLAM-Schätzung
von y(1 : t) verbindenden Georeferenzierung der 3D-
Laserscannerpunktwolke (Abb. 5.1) bzw. der SLAM-
prozessierten Bilddaten des 3D-Mapping. Die Abb. 5.1
zeigt das im Rahmen des im Forschungs- und Entwick-
lungsbereich NAVKA (NAVKA, 2018) entwickelte
SLAM-basierte selbstreferenzierende Mappingsystem
„MSM“.
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