Abstract-Collimation can improve both the spatial resolution and sampling properties compared to the same scanner without collimation. Spatial resolution improves because each original crystal can be conceptually split into two (i.e., doubling the number of in-plane crystals) by masking half the crystal with a high-density attenuator (e.g., tungsten); this reduces coincidence efficiency by 4 since both crystals comprising the line of response (LOR) are masked, but yields 4 as many resolution-enhanced (RE) LORs. All the new RE LORs can be measured by scanning with the collimator in different configurations.
I. INTRODUCTION
T HERE have been numerous acquisition methods devised to improve the spatial resolution of reconstructions for positron emission tomography (PET). These methods typically fall into one of three categories: (i) the use of smaller crystals; (ii) the use of techniques for improving sampling; and (iii) the use of high-resolution detector inserts inside a larger scanner. Each method has its own advantages and disadvantages. As crystal stopping power and light output have increased [1] - [3] , it has been possible to reduce the modern crystal size to about 4 mm in clinical scanners [4] - [6] . In microPET systems, already small crystal sizes of 2-3 mm [7] , [8] have been reduced even further to 1 mm [9] , with commercially available systems between these two sizes, as in [10] . This reduction in crystal size improves the spatial resolution of the lines of response (LORs) acquired by the scanner.
Improving the sampling has the potential to improve reconstruction quality without improving the spatial resolution of the LORs. S.E. Derenzo used a "clam-type" mechanism that opened and closed the system slightly to change the LORs [11] . Others have used wobbling techniques [12] , [13] , including wobbling the animal in small-animal systems [14] .
The use of high-resolution inserts within a PET scanner offers improved resolution because of finer crystals [15] - [19] . Inserts do not decrease sensitivity since photons may be detected in the insert or surrounding scanner. Further, by bringing the insert near the patient, acolinearity may be decreased [15] . The downsides of inserts are the increased cost, complexity of electronic integration, and possibly increased impact of depth of interaction.
In the late 1970s and early 1980s, the use of collimation for improving the resolution from relatively large crystals was explored, as in [20] , [21] . Shortly thereafter, Z.H. Cho designed and built the Dichotomic PET system that had two important conceptual similarities to the collimation described in this paper [22] , [23] : (i) use of collimation to improve spatial resolution; and (ii) a mechanism to improve spatial sampling (by rotating a portion of the scanner). Each NaI crystal with diameter of 25 mm was fitted with a collimator that had an opening of about 5 mm 10 mm. For improved sampling, one out of 64 crystals was removed and the system was split into two approximately equal pieces (31 and 32 crystals). The one piece rotated relative to the other to increase the sampling of the system. In the 1990s, Cho introduced the Sequentially-arranged Collimating Aperture Rotating-ring Detector (SCARD) scheme to improve sampling while using collimating apertures on each crystal [24] .
These ideas have not been explored since, despite the improvements in sensitivity with modern crystals and the reduction in crystal size in modern scanners. The reduction in crystal size results in aperture openings that are much smaller than previously studied. For a modern clinical scanner with 4 mm crystals, the openings will be only 2 mm. Thus, aperture penetration will be much more important on this scale.
In this paper we explore collimation's tradeoffs of improved sampling, improved resolution, and decreased sensitivity under the ideal case of perfect collimation, while a parallel study into 0018-9499/$31.00 © 2012 IEEE the impact of collimator penetration is ongoing. Muehllehner has previously noted for clinical emission tomography with spatial resolutions in the range of 4-14 mm full width half maximum (FWHM), filtered-backprojection reconstructions can result in similar image quality with fewer counts when resolution is improved [25] . In this study, we use iterative reconstruction and the geometry of our small-animal scanner (A-PET) [26] since it will be the testbed for prototype experiments. This scanner has LYSO crystals that are 2 mm, resulting in expected aperture openings of just 1 mm. Thus, this paper addresses sampling issues and the resolution-noise tradeoff inherent in the use of collimation.
II. METHODS

A. System Description
We are proposing to add collimation to an existing small-animal PET scanner (A-PET) to enhance quantification for studies that require the higher resolution. The collimation will be situated just inside the PET crystal ring (Fig. 1) . A-PET has a circular LYSO crystal ring that is 21 cm in diameter, composed of crystals with a system spatial resolution of 1.9 mm near the center.
In this paper, we study the impact of having a collimator cover half of each crystal in the transverse direction only. In principle, the collimator is a highly attenuating bar that runs the axial length of the scanner; in this study, the collimator is perfectly absorbing. In addition, the study is conducted in 2D for computational efficiency, but we expect that a 3D study would yield similar results because of the axial symmetry of the system.
The collimator can be used to cover the left half of each crystal, leaving the right half exposed and then covering the right half while leaving the left exposed. This conceptually divides the physical 2 mm crystals into two 1 mm crystals (Fig. 2) . Although the sensitivity is decreased by a factor of 4 because of the lost photon pairs by covering a portion of the crystal, the resolution of detected LORs is improved. Further, when we expose only one half of the crystal at a time, each crystal now has two different responses and each crystal pair has times as many responses. Thus, sampling improves considerably.
Measuring the increased number of LORs with a collimator can be accomplished several ways. For a prototype system, we plan to segment the collimator into four regions. Each region will expose the same half of each crystal (L or R) for all crystals in that segment. By rotating the collimator through a total of 8 configurations, including a flip halfway through, all resolutionenhanced LORs will be measured twice. Please see Table I .
B. Scanner Geometry
In this study, the "collimated" model of the scanner consisted of 644 ideal (i.e., perfectly absorbing) crystals, each with surface 1 mm in a pseudo-circular geometry with diameter of with no gaps between crystals. The model was 2D only with no axial extent. To form the lower-resolution "uncollimated" scanner model, adjacent crystals were merged to form 322 2-mm ideal crystals; there are two unique ways to merge these crystals, which we exploit to consider angular wobbling.
C. Phantoms 1) Voxelized Phantoms:
Two phantoms were considered. The first was a hot-rod phantom, with rod diameters of 0.525, 0.8, 1.2, 1.6, 2.0, and 2.4 mm. The background was uniform over a diameter of 25 mm (activity ratio ). The second phantom consisted of a single hot spot with diameter 2.5 mm and an activity ratio of 4:1 for the hot spot compared with the background, which also had a 25 mm diameter. The hot spot was offset from the center by 8.75 mm. Both phantoms were voxelized on a 0.25 mm 0.25 mm grid.
2) Analytic Hot-Spot Phantoms: In order to quantify the resolution-noise tradeoff for different count levels, a special, analytic phantom was used. The phantom consisted of a uniform cylinder with diameter 25 mm and a hot spot located at 8.0 mm from the center, similar to the voxelized phantom shown in Fig. 3 (right). The hot:background ratio was 4:1. The hot-spot diameter was varied (0.525, 0.6, 0.7, 0.8, 0.9, 1.0, 1.2, 1.4, 1.6, 1.8, 2.0, 2.2, and 2.4 mm) to assess the quantification for lesions of different sizes. The motivation for this phantom was that the forward projections were generated independently of the system matrices used in reconstruction.
D. System-Matrix Generation
A system-matrix model was generated for the "collimated" case assuming ideal crystals. The matrix used 121 121 pixels, each of which were 0.25 mm 0.25 mm so that pixel size would not limit resolution measurements. Thus, the system matrix had columns. The ideal crystals were perfectly absorbing. For each pixel in the object, a 10 10 grid of sub-positions was used to average over the pixel. At each sub-pixel location 1,500 coincidence pairs were generated, without considering positron range or acolinearity. This resulted in a total of 150,000 events per pixel. All events were generated with a uniformly random direction of decay in 2D and all were detected.
Other system matrices were generated by appropriately merging the elements of the "collimated" system matrix. For example, the "uncollimated" was calculated by determining the crystals involved in each line of response (LOR) and then down sampling their indices into 2-mm crystals, resulting in 4 fewer LORs. Likewise, the angular wobbling case was generated by offsetting the merger by one 1-mm crystal so that different pairs of crystals were merged in each case.
The system matrices represent three different acquisition protocols: (1) acquisition with 1 mm crystals (i.e., "collimated"); (2) acquisition with 2 mm crystals, either angularly wobbled or unwobbled; and (3) acquisition with positional sub-sampling by moving the object in an 8 8 grid of 0.25 mm 0.25 mm pixels for a total of 64 positions during the same total scan time (i.e., spatial wobbling, sometimes known as super-resolution). In order to simulate angular wobbling, two different system matrices were used in a joint reconstruction; these matrices represented the two unique groupings possible for merging 1-mm crystals into 2-mm crystals (Section II-B). This improvement in sampling is similar to the factor of 2 achieved by the "clamtype" motion of Derenzo [11] .
E. Simulated Data and Reconstruction
The system matrices were used to calculate noiseless forward projections. Poisson noise was then added to the noiseless forward projections with five different expected count levels: 100 k, 400 k, 1.6 M, 6.4 M, and 25.6 M counts; typical preclinical scans on A-PET yield about 1.6 M counts per slice. The reason for stepping by factors of 4 stems from the 4 reduction in efficiency for collimation. Equal scan times can then be compared by considering the collimated reconstruction with an uncollimated reconstruction with 4 the counts.
For the quantitative studies of resolution-noise tradeoff, ensembles of projections from analytic hot-spot phantoms (Section II-C-2) were generated. Each ensemble had 25 noise realizations.
Reconstruction was conducted using a standard maximum-likelihood expectation-maximization (MLEM) [27] , [28] algorithm. Reconstructions of data from the voxelized phantoms were reconstructed with 500 iterations. For the analytic phantom, which was used to assess quantitative performance as a function of iteration number for ensembles, the number of iterations was extended to 2,000 iterations for collimated data and 10,000 for uncollimated data. For the 25.6 M-count reconstructions of uncollimated data, 20,000 iterations were used for the two smallest rod sizes to find a minimum for the mean-squared error, described below.
F. Object-Specific Modulation Transfer Function
To investigate effects of reconstruction of collimated and uncollimated data from the voxelized hot-rod phantom on individual frequency components, we have employed the Object-specific Modulation Transfer Function (OMTF) [29] . The OMTF have been calculated from the power spectra of the reconstructed images (for which the OMTF is being calculated) and the phantom image (discretized to the same voxel grid); these power spectra are 2D images. Average profiles through the spectra are obtained by averaging the central three rows/columns in both the horizontal/vertical directions (i.e., averaging over six total profiles). These average profiles for the reconstructions are then divided by the corresponding profile for the phantom. A small amount of smoothing was then applied to the ratios of the profiles using a moving average to obtain the OMTFs shown herein.
G. Quantitative Analysis
Two metrics were used to assess the quantitative performance with and without the collimator. We first considered the contrast recovery coefficient (CRC): (1) where the index indicates the realization number, and are the signal and background, respectively, for that realization, and is the true contrast (i.e., ). The signal Equal scan times can be compared by considering the collimated reconstruction to the uncollimated with 4 the number of counts, which generally is one column to the right (except for noiseless).
was calculated as the average value of the pixels fully contained within a circle of diameter centered at 8.0 mm from the center of the phantom, where is the lesion diameter. The background was calculated as the average value of the pixels fully contained within a circle of diameter 4 mm centered 8.0 mm from the center of the phantom, but diametric to the signal region; the larger region was used to reduce background variance. The average CRC and its noise, calculated as its standard deviation over the ensemble, were determined for each iteration of each configuration. The second metric was mean-squared error (MSE) [30] of the CRC: (2) where bias is the deviation from expectation, which is unity for CRC, and var(CRC) is the variance of the CRC over the ensemble. This quantity tends to have a minimum as a function of iteration because early iterations are dominated by bias, which is decreasing, while late iterations are dominated by variance, which is increasing. We extract this minimum for each configuration to determine the minimum MSE as a function of both count level and lesion size.
III. RESULTS
A. Collimated versus Uncollimated Reconstructions
Figs. 4 and 5 show results for using collimation (top) and for the same scanner without collimation (bottom) with the hot-rod and the single-hot-spot phantoms, respectively. The columns show different count levels, from left to right: 100 k, 400 k, 1.6 M, 6.4 M, and 25.6 M coincidence pairs in the data sets; the far-right column shows noiseless data. Since collimation reduces the efficiency by 4 , equivalent scan times can be compared by looking along upper-left to lower-right diagonals.
B. Sampling Issues With Collimated Reconstructions
Figs. 6 and 7 show results for the hot-rod and the single-hotspot voxelized phantoms, respectively, while using collimation, but considering only two of the four new LORs per original LOR. The top figure uses only the new LORs that are parallel to the original LOR (see Fig. 2 ). The bottom figures uses only the new LORs that are not parallel to the original LOR (i.e., the "cross" LORs.) These results show the impact of improved LOR resolution from collimation but with sub-optimal sampling compared to the collimated case; an example of this type of data could result from a collimator with an insufficient number of configuations, compared to that described in Section II-A and Table I .
C. Sampling Issues With Uncollimated Reconstructions
Figs. 8 and 9 show results for the hot-rod and the single-hotspot phantoms, respectively, without using collimation, but considering mechanisms to improve the sampling. The top figure uses angular wobbling by rotating the scanner (or equivalently the phantom) by half the crystal pitch (i.e., half of 2 mm). The bottom figure moves the phantom over an 8 8 grid of positions, with 0.25 mm between steps. The total scan time was kept constant. These results show the potential impact on reconstruction by improving sampling but without improving the spatial resolution of the LORs. Fig. 10 shows the OMTFs at 500 iterations and 10,000 iterations, which is very near convergence. Fig. 11 shows results for the ensemble study of the contrast recovery coefficient (CRC). The ensemble used 25 noise realizations. The left column shows results for the uncollimated cases and the right column shows results for the collimated cases. Different noise levels are shown in different rows. The factor of 4 difference in counts for the uncollimated and collimated cases within a row corresponds to the difference in sensitivity; each row represents equivalent scan time for the two cases. Fig. 12 shows results for the ensemble study of the meansquared error (MSE) using the same ensemble as for the CRC results. The left column shows results for the uncollimated cases and the right column shows results for the collimated cases. Different noise levels are shown in different rows. The factor of 4 difference in counts for the uncollimated and collimated cases within a row corresponds to the difference in sensitivity; each row represents equivalent scan time for the two cases. Fig. 13 shows the minimum MSE for the uncollimated and collimated cases as a function of lesion diameter for different equivalent scan times, from low-count (a) to high-count (d). A smaller value of MSE is better. These results were extracted from the results shown in Fig. 12 and from results for additional lesion sizes, which are listed in Section II-C-2, by finding the minimum for each lesion diameter and noise level.
D. Object-Specific Modulation Transfer Function
E. Quantitative Analysis
IV. DISCUSSION
Collimation offers improved resolution, but at the cost of a factor of 4 in efficiency. Fig. 4 shows that the uncollimated data reconstructs the large structures well with less noise in the background. However, the improved resolution of collimation overcomes the sensitivity loss for the smaller structures. For example, the smallest two sectors are well recovered for many noise levels of the collimated data, but are never recovered for the collimated data, even in the noiseless case. Instead aliasing artifacts are seen in those sectors, missing (suggesting) structures that are (are not) present in the phantom. Fig. 5 shows that there are similar, subtle fringe patterns in the reconstructions of the uniform cylinder with a single hot spot. This indicates a small amount of undersampling with respect to the chosen voxel size in both cases, which also results in corresponding artifacts in Fig. 4 . The uncollimated cylinder also shows a hot-ring artifact near the edge of the phantom. We believe this is due to the partial-volume effect with the relatively poor resolution of the lines of response and the algorithm's overcompensation. Fig. 6 shows that decreasing the sampling by considering only the parallel LORs (top) or the cross LORs (bottom) has a deleterious effect on the visual image quality and produces artifacts, such as the streaky artifacts seen in the noiseless reconstruction of Fig. 6(a) , as compared to Fig. 4(a) . Fig. 7 shows that the fringe pattern is worse than in the case of Fig. 5 , because of the poorer sampling. From these images we conclude that improving the LOR resolution alone is not enough to explain the improved image quality with collimation. Instead, it is the combination of the improved LOR resolution and sampling. Fig. 8 shows that there can be an improvement-compared to Fig. 4(b) -in reconstructed image resolution and artifact reduction from increased sampling, but without improving LOR resolution. However, the improvement from only a factor of 2 in sampling from angular wobbling is very marginal compared to the unwobbled case of Fig. 4(bottom) . On the other hand, the factor of 64 increase from spatial wobbling, which is an extreme case to assess the maximum possible benefit from wobbling alone, resulted in greatly improved discrimination of the rods in the second-smallest sector and removed the aliasing artifacts from the smallest sector. Lastly, although the wobbling did offer some gain, it still did not result in the accurate reconstruction of the smallest sector. Fig. 9 confirms the reduction in aliasing artifacts with wobbling, due to the small pixel size used to assess resolution, that were suggested by Fig. 8 . The fringe pattern has been eliminated. Fig. 10 shows that the collimated case converges to substantially better resolution (by preserving higher frequency components as measured by the OMTF) compared to the uncollimated case. Fig. 10 also shows that, although the collimated case converges faster, both the collimated and uncollimated cases are close to their limiting OMTFs at 500 iterations. Although the calculated OMTFs may show better frequency recovery than practically achievable-due to the match between the system matrix used for data generation and reconstruction-these results present useful upper bounds and comparisons between the two cases. Fig. 11 shows that the contrast recovery coefficient (CRC) converges for all count levels to larger values for collimated data when the lesion size is 1.2 mm or smaller, where the advantage of the improved resolution is evident. The figure also shows that corresponding curves for the different counts levels have similar shapes, but different scaling factors along the direction. Fig. 12 shows that the cases explored all have a minimum value for mean-squared error (MSE). As the number of counts increases, the iteration number at which the minimum occurs becomes larger. This is the expected behavior since the additional counts allow for a greater reduction in bias in the early iterations before the increase in the variance causes an increase in MSE. Fig. 13 shows the minimum MSE for different noise levels as a function of lesion diameter. Fig. 13(a) shows that at low count levels there is a cross-over between collimated and uncollimated curves. For small lesions, a lower MSE is achieved using collimated data even though there are fewer counts. For larger lesions, where the resolution of the uncollimated data is sufficient, a lower MSE is achieved for the more efficient, uncollimated data. For high count levels (subfigure d), the collimated data always have a better MSE than the uncollimated data. This is because the better resolution allows a better measure for CRC-even for large lesions-and the noise level is less important. For count levels between the extremes, the results show that the collimated data gives a lower MSE for small lesions and a comparable MSE for lesions above about 1.5 mm.
Since the minimum MSE depends both on whether the data are collimated or not and also the count level, it may be possible to approach the lower of the collimated and uncollimated curves at each lesion diameter by mixing collimated data with uncollimated data, particularly in the low-count case; the low-count case of Fig. 13 was the only one that showed a cross-over between the collimated and uncollimated curves. We plan to investigate the impact of this mixing in the future.
The collimation in this study has been assumed to be ideal, not allowing any penetration. A real collimator will allow penetration and the amount of penetration will depend on the collimator shape and material. The shape determines the collimator's field of view (FOV) and increasing the FOV generally increases penetration. We are currently investigating these issues in a more detailed follow-up study using trapezoidal collimator masks made of tungsten. The implications of collimator penetration on the results presented herein depend on the magnitude of the penetration and correction techniques (i.e., modeling). In general, penetration will worsen resolution but increase counts so it may be possible to increase the crystal's coverage so that the effective crystal size including penetration is about half of the actual crystal size, although this may require a reduction in efficiency by more than the factor of 4 assumed in this study. We do not believe that the full factor of 2 improvement in resolution must be achieved for collimation to be useful, especially in high-count studies, where results suggest better quantification for a large range of sizes for regions of interest.
V. CONCLUSION
Herein we proposed a practical method to improve spatial resolution. Although collimating PET data results in a loss of efficiency, its improved resolution makes it possible to reconstruct structures that would not be possible with the uncollimated scanner alone. It also offers advantages in terms of low cost, mechanical simplicity, and easy integration with existing scanners. There are other potential cost savings in future scanner designs since larger crystals may be used-reducing manufacturing costs, improving packing fraction, and reducing intercrystal scatter-and then the collimator insert could provide improved resolution only when needed.
In comparison with reducing crystal size, collimation offers a low-cost addition to PET scanners to improve their spatial-resolution capabilities. Our results show that with collimation, reconstructions are able to obtain higher resolution than possible from just improving the sampling through wobbling or other techniques. However, in order to fully benefit from the improved spatial resolution of collimated PET, an improvement in sampling is also required. This improvement in sampling is naturally integrated with the improved resolution in the collimator system proposed. In addition, quantitative measures with the collimated data are better for small lesions even with the reduction of sensitivity. Further, when high-count data are acquired, collimated scans give better quantitative results even for larger lesions as a consequence of the improved resolution of the scanner with the collimator.
