When convolutional neural networks are used to tackle learning problems based on music or other time series, raw onedimensional data are commonly preprocessed to obtain spectrogram or mel-spectrogram coefficients, which are then used as input to the actual neural network. In this contribution, we investigate, both theoretically and experimentally, the influence of this pre-processing step on the network's performance and pose the question whether replacing it by applying adaptive or learned filters directly to the raw data can improve learning success. The theoretical results show that approximately reproducing mel-spectrogram coefficients by applying adaptive filters and subsequent time-averaging on the squared amplitudes is in principle possible. We also conducted extensive experimental work on the task of singing voice detection in music. The results of these experiments show that for classification based on convolutional neural networks the features obtained from adaptive filter banks followed by time-averaging the squared modulus of the filters' output perform better than the canonical Fourier transform-based mel-spectrogram coefficients. Alternative adaptive approaches with center frequencies or time-averaging lengths learned from training data perform equally well.
Introduction
Convolutional neural networks (CNNs), first introduced in learning tasks for image data [26] , have revolutionized state-of-the-art results in many machine learning (ML) problems, also in the domain of audio and, specifically, music. CNNs have been applied to many tasks of the music information research (MIR) realm, like genre and artist classification [11, 27] , onset detection [33, 34] , structural segmentation [19, 36] , chord recognition [22, 25] , singing voice detection [23, 28, 29, 35] , emotion detection [30] , modeling polyphonic music [7, 10] and automatic tagging [8, 9, 12] . In convolutional neural networks, when applied to image data, all filter coefficients are usually learned. For applications to time series, such as audio data, on the other hand, it is common practice to first apply a fixed filter bank to the raw, one-dimensional data in order to generate a feature representation. In traditional audio signal processing methods, used, e.g., in music information retrieval (MIR) or speech processing, FFT-based features such as mel-spectrograms are typically used as such inputs. These first level features are two-dimensional arrays, derived from some kind of windowed Fourier transform with subsequent mel-scale averaging.
Recently, the natural question arose, what kind of filters a network would learn if it was given the raw audio input. To date, encouraging results are scarce and so far, a true end-to-end approach for music signals, i.e., acting on raw audio without any pre-processing, has not been able to outperform models based on linear-frequency spectrogram or mel-spectrogram input [12] . It has been argued that these two ubiquitous representations automatically capture invariances which are of importance for all audio signals, in particular, a kind of translation invariance in time (guaranteed by introducing the nonlinear magnitude operation) and a certain stability, introduced by the mel-averaging, to frequency shifts and time-warping (cp. [2] ).
In this contribution, we give a formal description of the action of mel-scale averaging on spectrogram coefficients. We show that the resulting mel-spectrogram coefficients can indeed be mimicked by applying frequency-adaptive filters, however, followed by time-averaging of each filter's squared amplitude output. In order to obtain a close approximation to mel-spectrogram coefficients, the frequency-adaptive filter bank's squared output signals must each undergo a time-averaging operation and the timeaveraging window is different for each channel. Furthermore, only dense sampling of the short-time Fourier transform (STFT) leads to almost perfect approximation. Note that the similarity of mel-spectrogram coefficients to the result of time-averaging wavelet coefficients has already been observed in [2] , without giving a precise formulation of the connection. 1 We derive the necessary conditions on the filters, a different one for each bin in the mel-scale, by using the theory of Gabor multipliers and their spreading function, cf. [15] . Considering the description of an operator by means of its spreading function gives interesting insight in the nature of the correlations invoked by the application of the corresponding operator on the signal coefficients. In the case of mel-spectrogram coefficients, it turns out that applying wide triangular windows in the high frequency regions actually corresponds to the application of an operator with little spreading in time. This seems to be the intuitively correct choice for audio signals such as music and speech. While a similar effect can be realized by applying wavelet or constant-Q type filters, the subsequent time-averaging alleviates the significant frequencyspreading effect introduced by rather narrow filtering windows. The observation gained from investigating the classical mel-spectrogram coefficients is, thus, that timeand frequency-averaging spectrogram coefficients provide invariances which are useful in most audio classification tasks, cf. [3] . On the other hand, relaxing the strict averaging performed by computing mel-spectrogram coefficients may intuitively open the opportunity to keep information on details which may be necessary in certain learning tasks.
In our numerical experiments, we thus strive to understand how time-and frequency-averaging influences CNN prediction performance on realistic data sets. The observations drawn from the experiments on learning filters can be summarized as follows:
-Using mel-spectrogram coefficients derived from convolutions with a small sub-sampling factor leads to improved results compared to the canonical FFT-based mel-spectrograms, due to more beneficial influence of the time-frequency sub-sampling parameters. -Allowing the net to learn center frequencies or timeaveraging lengths from the training data leads to comparable improved prediction results. -Tricks are required to make the CNNs adapt the feature processing stage at all. Otherwise, the classification part of the network takes over the adaptation required to minimize the target loss.
This paper is organized as follows: In the next section, we introduce necessary concepts from time-frequency analysis. In Sect. 3, we give a formal description of the network architecture, since we have not found any concise exposition in the literature. Section 4 then gives the formal result linking mel-spectrogram coefficients with adaptive filter banks. In Sect. 5, we report on the experiments with a realworld data set for the problem of singing voice detection. Finally, we conclude with a discussion and perspectives in Sect. 6.
Time-frequency concepts
The Fourier transformation of a function f 2 H; for some Hilbert space H; will be denoted by F ðf Þ: We use the normalization F ðf ÞðxÞ ¼ R R f ðtÞe À2pixt dt and denote its inverse by F À1 ðf ÞðtÞ ¼ R R f ðxÞe 2pixt dx: For x; x 2 R; the translation or time shift operator of a function f is defined as
and the modulation or frequency shift operator of a function f is defined as
The operators of the form T x M x or M x T x are called timefrequency shifts. To obtain local information about the frequency spectrum, we define the STFT of a function f with respect to a window g 6 ¼ 0; where f ; g 2 H; as
The STFT can be written as an inner product combining the above operators
Taking the absolute value squared, we obtain the spectrogram as S 0 ðb; kÞ ¼ jV g f ðb; kÞj 2 and V g g is called ambiguity function of g, reflecting the time-frequency concentration of g. In practice, sub-sampled and finite versions of the STFT (1) are used, cf. [13] . Sub-sampling obviously corresponds to choosing certain parts of the available information, and this choice can have influence in particular for subsequent processing steps, as we will see in Sect. 4.
The structure of CNNs
The basic, modular structure of CNNs has often been described, see, e.g., [18] . Here, we will give a formal statement of the specific architecture used in the experiments in this paper. This architecture has been successfully applied to several MIR tasks and seems to have a prototypical character for audio applications, cf. [19] .
The most basic building block in a general neural network may be written as
where x n is the data vector, or array, in the n-th layer, A n represents a linear operator, b n is a vector of biases in the n-th layer and the nonlinearity r is applied componentwise. Note that in each layer the array x n may have a different dimension. Now, in the case of convolutional layers of CNNs, the matrix A has a particular structure for the convolutional layers, namely, it is a block-Toeplitz matrix, or, depending on the implementation of the filters, a concatenation of circular matrices, each representing one convolution kernel. There may be an arbitrarily high number of convolutional layers, followed by a certain number of so-called dense layers, for which A n is again an arbitrary linear operator. In this paper, the chosen architecture comprises up to four convolutional and two or three dense layers.
Remark 1 It has been observed in [31, [37] [38] [39] that in the context of scattering networks, most of the input signal's energy is contained in the output of the first two convolutional layers. While the context and the filters here are different, this observation might be interesting also as a background for the usual choice of architecture of CNNs for audio processing.
The CNN with spectrogram input
The standard input in learning methods for audio signal is based on a sub-sampled spectrogram, either in its raw form, or after some pre-processing such as the computation of mel-spectrogram, defined in (4), which we will consider in detail in Sect. 4. In any case, the input to the CNN is an array of size M Â N.
Remark 2
In most MIR tasks, the inputs are derived from rather short snippets, that is, about 2-4 s of sound. Considering a sampling rate of 22050 Hz, a window size of 2048 samples and a time shift parameter of 512 samples, i.e., 23 ms, the resulting spectrogram (containing positive frequencies only) is of size M Â N ¼ 1024 Â 130, where the latter is the time dimension. Hence, the frequency dimension is, in some sense, over-sampled. In particular, individual bins in the higher frequency regions contain less energy and thus information than in lower regions. Computing the mel-spectrogram is a convenient and straightforward method of reducing the information to typically 80 frequency channels by averaging over increasingly many frequency bins. The number of 80 channels has been determined with preliminary experiments as a breakpoint for optimal CNN performance, obviously because of a sufficient resolution along the frequency dimension. The same setting has already been used in the reference implementation [35] for the experiments of Sect. 5.
We now define the following building blocks of a typical CNN:
-Convolution:
S Ã wðm; nÞ :¼ P m 0 P n 0 Sðm 0 ; n 0 Þwðm À m 0 ; n À n 0 Þ -Pooling: For 1 p 1, we define A Â B pooling as the operator mapping an M Â N array S 0 to a M=A Â N=B array S 1 by
where v m;n S 0 , for m ¼ 1; . . .; M=A and n ¼ 1; . . .; N=B, is the vector consisting of the array entries S 0 ððm À 1Þ Á A þ 1; . . .; m Á A; ðn À 1Þ Á B þ 1; . . .; n Á BÞ. In this work, we use max-pooling, which has been the most successful choice, corresponding to p ¼ 1 in the above formula. -A nonlinearity r : R7 !R, whose action is always to be understood component-wise. In all but the last layer we use leaky rectified linear units, which allow for a small but nonzero gradient when the unit is not active:
for some c ( 1. The output layer's nonlinearity r o is a sigmoid function.
We now denote the input array to a convolutional layer by S n 2 R M n ÂN n ÂK n , where K n is the number of feature maps of size M n Â N n in layer n, i.e., S n ðk n Þ 2 R M n ÂN n for k n ¼ 1; . . .; K n . Using the above definitions, we can now write the output of (convolutional) layer n þ 1 with convolutional kernels w nþ1 2 R K nþ1 ÂK n ÂM n ÂN n as follows:
where 1 is an all-ones array of size M n Â N n , b k nþ1 2 R K nþ1 and S nþ1 ðk nþ1 Þ 2 R M n =A n ÂN n =B n for k nþ1 ¼ 1; . . .; K nþ1 . To formally describe the final, dense layers, we let D c denote the number of convolutional layers and S D c 2 R M Dc ÂN Dc ÂK Dc the output of the last convolutional layer. Then, the overall action of a CNN with two dense layers and a single output unit emitting x out , can be written as
Here, A 1 and A 2 are weight-matrices of size N d Â M D c N D c K D c and 1 Â N d , respectively, where N d is the number of hidden units in the first dense layer, b D c þ1 2 R N d and b D c þ2 2 R.
Modifying the input array
As mentioned in the previous section, the spectrogram of audio is often preprocessed in order to reduce the dimensionality, on the one hand, and in order to obtain a spectral representation that better fits both human perception and properties of speech and music on the other hand. Additionally, the authors in [2] pointed out that using melspectrogram instead of the spectrogram guarantees improved stability with respect to frequency shifts or, more generally, deformations of the original audio signals, than the usage of spectrograms. However, given appropriate choice of network architecture, comparable results can usually be achieved using either the spectrogram or the mel-spectrogram, i.e., the invariance introduced by the mel-averaging can also be learned. In other respects, omitting the frequency-averaging provided by the melspectrogram leads to an increase in the number of weights to be learned. On the other hand, these observations raise the question, whether using filters learned directly in the time-domain, would improve the net's ability to achieve the amount of invariance most appropriate for a particular ML task and thus increase stability. The corresponding approach then implies learning time-domain filters already in a layer prior to the first 2D-convolution. To put this remark into perspective, we note that the spectrogram may easily be interpreted as the combined (and possibly subsampled) output of several convolutions, since, setting h ðnÞ ¼ hðÀnÞ, we can write
Questions
In the two following sections, we thus raise and answer two questions:
1. Is it possible to obtain coefficients which are approximately equivalent to the well-established mel-spectrogram coefficients simply by using the 'correct' filters directly on the audio signal? 2. Can adaptivity in frequency-and time-averaging improve prediction accuracy? In particular, for a given set of frequency-adaptive filters precisely mimicking the mel-scale, can a time-averaging layer with learned averaging width improve learning performance?
The mel-spectrogram and basic filters
In this section, we take a detailed look at the mel-spectrogram. This representation is derived from the classical spectrogram by weighted averaging of the absolute values squared of the STFT and can undoubtedly be referred to as the most important feature set used in speech and audio processing, together with MFCCs which are directly derived from it. The number of mel-filters used varies between 80 filters between 80 and 16 kHz [19] and 128 [12] or more. In order to better understand the relation between the result of mel-averaging and FFT-based analysis with flexible windows, we observe the following: denote the input signal by f 2 C N ; the window function for generating the spectrogram by g 2 C N and the mel-filters, typically given by simple triangular functions, by K m 2 C N for m 2 I ¼ f1; . . .; Kg, where K is the chosen number of filters. We can then write the mel-spectrogram as
Andén and Mallat postulated in [2] that the mel-spectrogram can be approximated by time-averaging the absolute values squared of a wavelet transform. Here, we make their considerations precise by showing that we can get a close approximation of the mel-spectrogram coefficients if we use adaptive filters.
Remark 3 Note that the resulting transform may be interpreted as a nonstationary Gabor transform, compare [4, 5, 14, 21] .
In practice one always uses a sub-sampled version of the STFT, i.e., we consider time-sampling points in aZ and the Fourier transform in (4) is sampled on bZ. We then compare two different settings which lead to a time-frequency feature map which is then used as input to the deeper layers of the CNN:
1. STFT-based: Compute spectrogram and take weighted averages over certain regions in frequency; for the classical mel scale, this leads to the mel-spectrogram coefficients, but other choices of K m are possible.
Taking time-and frequency-sampling parameters a; b into account, the resulting time-frequency feature map is computed for b ¼ al 0 as follows:
2. Filter bank-based: compute filtered version of f with respect to some, possibly adaptive, filter bank h m , m 2 I and apply subsequent time-averaging using a timeaveraging functionm :
The following central theorem gives an estimate for the difference between the two above approaches for each entry in the feature maps.
Theorem 1 For all m 2 I, let g; h m ; K m ;m be given. Let MS g ðf Þ and FB h m ðf Þ be computed on a lattice aZ Â bZ and set
Then, the following estimate holds for all ðb; mÞ 2 aZ Â I:
A technical proof of Theorem 1 is included in Appendix A. The basic idea of the proof lies in expressing both MS g ðf Þ and FB h m ðf Þ by means of a bilinear form generated by different specific time-frequency multipliers. The underlying operators can then be compared using their respective spreading functions, [15, 16] , an alternative operator description. An operator's spreading function gives an intuition about the operator's action in the space of 
This leads to a statement about precise recovery of melspectrogram coefficients by filter bank approximation.
Remark 4 A preliminary version of the following statement has been announced without proof in [14] .
Corollary 1 Let an analysis window g and mel-filters K m be given, for m 2 I. If, for each m, the windows h m and timeaveraging functionsm are chosen such that
then the mel-spectrogram coefficients can be obtained by time-averaging the filtered signal's absolute value squared, i.e., for all ðb; mÞ 2 Z Â I:
Example 1 While it is in general tedious to explicitly derive conditions for the optimal filters h m and the timeaveraging windowsm , we obtain a more accessible situation if we restrict the choice of windows to dilated
e Àpixn . Thus, fixing g ¼ u r for some scaling factor r, letting the filters K m be given as shifted and dilated versions of a basic shape (e.g., in the case of mel-filters, asymmetric triangular functions), i.e., K m ðnÞ ¼ T m D aðmÞ KðnÞ, for m 2 I and assuming that each filter h m is a dilated and modulated Gaussian window, i.e., h m ðtÞ ¼ e 2pimt u qðmÞ ðtÞ, condition (10) leads to the following conditions in separate variables: e À p 2 x 2 ð 1 qðmÞ À 1 r Þ ¼ F À1 ðD aðmÞ KÞðxÞ and e À p 2 n 2 ðrÀqðmÞÞ ¼ Fðm ÞðnÞ:
From the example, it can be seen that even in the case of Gaussian analysis windows a precise recovery of standard mel-spectrogram coefficients is possible, if the involved analysis windows and averaging windows are appropriately scaled Gaussians. In the more realistic case of compactly supported analysis windows such as Hann windows, triangular frequency-averaging functions K m typically used for computing the mel-spectrogram coefficients and coarser sampling schemes, we have to resort to alternative methods for obtaining the filter bank-based approximation. 
Computation and examples of adaptive filters
We now describe the strategy for computing adaptive filters leading to a filter bank-based approximation of mellike coefficients based on general windows. Very often, these windows will be compactly supported and their STFT will not factorize in two components in separate variables x; n. Since g and K m are fixed, and F ðm ÞðnÞ only allows for a multiplicative constant in each frequency bin, we can only perfectly adapt h m in one frequency bin. We thus use the following trick for computing h m for a given mel-filter K m : we consider the right-hand side of (10) in n ¼ 0. This is justified if F ðgÞ, and thus jV g gðx; nÞj ðjĝj Ã jĝjÞðnÞ, decays fast in the frequency variable n; this is typically the case for the windows used in practice, such as Hann windows, since we strive to obtain separation between the frequency bins. Therefore, the component at x ¼ 0 will have by far the strongest influence on the error made when minimizing (9), and we will use it to obtain h m . We then have, with gðxÞ ¼ gðÀxÞ, the following version of (10): where we only consider values of V h m h m ð0; nÞ above a threshold e. We now give some examples of filters h m computed to obtain mel-coefficients MS g ðf Þ by time-averaging jðf Ã h m ÞðlÞj 2 as in (11) following the procedure described above. We consider Hann windows, which is the standard choice in audio processing, also applied in the computation of mel-spectrogram coefficients and their approximation in Sect. 5. Starting from a Hann window g, we compute adaptive filters h m for 80 bins of the mel-scale. Figure 1 shows the ambiguity functions V g g, V h m h m , and the weighted ambiguity functions V g g Á F À1 ðK m Þ, V h m h m Á F ðm ÞðnÞ, for m ¼ 49, which corresponds to 2587.6 Hz.
In Fig. 2 , the upper plot shows the original Hann window g, which had been used to compute the spectrogram from which the mel-spectrogram coefficients are derived, and three adapted windows. Note that the adapted windows get shorter in time with increasing mel-number; this effect serves to realize the mel-averaging by adaptivity in the frequency domain. The lower plot shows the average error per bin obtained from computing the mel-spectrogram coefficients and their approximations for 200 (normally distributed) random signals.
For an illustration of the time-frequency representations applied to a real audio signal, cf. Fig. 3 .
Experiments on singing voice detection
In Theorem 1, it is shown that coefficients with melcharacteristics (and other related nonlinear scales) can be closely approximated by applying appropriately chosen filters directly to raw audio data and allowing for a subsequent time-averaging step on the squared absolute output. Now, we are interested in investigating if the theoretical findings translate to typical real-world problems that have already been successfully treated with CNNs. Thereby, we are motivated by the fact that state-of-the-art results for several MIR problems are based on mel-spectrogram coefficients which show certain desirable invariance and stability properties. In particular, due to the modulus, they are invariant to translation and, due to the frequency-averaging, they exhibit stability to certain deformations such as time-warping, cf. [2] . However, in general, the required invariance and stability with respect to deformations will depend on data characteristics and the learning task, cf. [32] . In our experiments, we hence start from the filter bank-based computation of approximative mel-coefficients, cf. (6) . In the sequel, the results obtained from the filter bank-based coefficients can serve as a reference point and they should not be significantly worse than the results achieved when using the standard melcoefficients as input. This reference is necessary, since certain implementation details are different for the original mel-coefficients and their filter bank approximation. This concerns, in particular, pre-processing steps such as batch normalization or padding. The adaptation of the time-averaging starts from this implementation, so that we needed to rule out adversarial effects stemming from sources other than the adaptation process. For the adaptive scenarios, we allow parts of the feature processing stage (time-averaging lengths, center frequencies) to be learned by the network, posing the question whether adaptivity in this step can improve the network's performance.
We need to note that, when trained on a specific problem, both the feature layers (including the adaptive timeaveraging step) and the classification part of a CNN will concurrently adapt their parameters toward optimally predicting the given targets. We will discuss the implications of this behavior for our experiments in Sect. 5.4.
Our hypothesis is that a CNN with an architecture that is adapted to a given learning task will learn filters-in this case their adaptive components-which alleviate the extraction of stabilities and invariance properties and are thus beneficial in the given context.
Data
We investigate the effects of learning filters directly on raw audio by revisiting the problem of singing voice detection [35] we have studied before. In the referenced publication, a CNN was tuned for maximum prediction accuracy both in the absence or presence of various forms of data augmentation.
The experiments were performed on a non-public dataset of 188 30-s audio snippets from an online music store (dataset 'In-House A'), covering a very wide range of genres and origins. For the evaluation, we used a fivefold cross-validation with slightly unequal folds, for each iteration 150 or 151 files for training, the remaining 37 or 38 for evaluation. The testing folds are non-overlapping and add up to the total of 188 items. The audio was sub-sampled to a sampling rate of 22.05 kHz and down-mixed to mono. The mel-spectrograms were calculated using an STFT with Hann windows, a frame length of 1024 and a frame rate of 70 per second (equivalent to a hop size of 315 samples).
For this paper, instead of magnitude spectra, as in the reference model, we use power spectra as in (4), also following the convention used in [2] . We apply a filter bank with 80 triangular mel-scaled filters from 27.5 Hz to 8 kHz and then logarithmize the squared magnitudes (after clipping values below 10 À7 ).
We have also left out any form of data augmentation. For the context of this paper, where we are interested in fundamental qualities of feature representation rather than maximum prediction performance, data augmentation would not be beneficial, but would rather negatively impact training times.
CNN training procedure and architecture
The training procedure used in our experiments is slightly different than in the reference publication [35] . The networks are trained on mel-spectrogram excerpts of 115 spectrogram frames ( $ 1.6 s) paired with a binary label denoting the presence or absence of human voice in the central frame. Training is performed using stochastic gradient descent on cross-entropy error based on mini-batches of 64 randomly chosen examples. Updates to the network weights are computed using the ADAM update rule [24] with an initial learning rate of 0.001 and an adaptive scheme reducing the learning rate twice by a factor of 10 whenever the training error does not improve over three consecutive episodes of 1000 updates. Evaluation is performed running a complete fivefold cross-validation run to obtain predictions for the whole set of training data, with this procedure repeated multiple times with different network initialization and data ordering.
As described in Sect. 3.1, the applied CNN architecture employs three types of feed-forward neural network layers: convolutional feature processing layers convolving a stack of 2D inputs with a set of learned 2D kernels, pooling layers sub-sampling a stack of 2D inputs by taking the maximum over small groups of neighboring pixels, and dense classification layers flattening the input to a vector and applying a dot product with a learned weight matrix A j .
The architecture used in [35] has a total number of 1.41 million weights, with the dense connections of the classification layers taking up the major share (1.28 million, or 91%). It can be expected that the actual output of the convolutional feature stage is of subordinate importance when the classification stage with its high explanatory power dominates the network.
If data augmentation is not considered, the network size-especially the classification part-can be drastically reduced while largely preserving its performance. This size reduction is possible, since, as a general rule, the necessary number of parameters determining the network is correspondent to the complexity of the training data set. As we are interested in the impact of the convolutional feature stage's properties, we reduce the architecture for our experiments as follows: We use four convolutional layers, two 3 Â 3 convolutions of 32 and 16 kernels, respectively, followed by 3 Â 3 non-overlapping max-pooling and two more 3 Â 3 convolutions of 32 and 16 kernels, respectively, and another 3 Â 3 pooling stage.
With the conventions of (2), with a slight abuse of notation by noting the number of nonzero elements in the convolutional kernels instead of the underlying dimension of convolution, the applied setting corresponds to
For the classification part, we experimented with two variants: one with two dense layers of 64 and 16 units ('small-two'), and the other one with just one dense layer of 32 units ('small-one'). In both cases, the final dense layer is a single sigmoidal output unit. For the first variant, the total number of weights is 94,337, with the classification stage taking up 79,969 units, or 85%. The second variant features a considerably smaller classification network: the total number of weights is 53,857, with the classification stage taking up 39,489 units, or 73%. The different network sizes, especially the ratio of feature to classification stage, allow us to analyze the influence of the different parts. Specifically, we expect the performance of the 'small-one' architecture to be more directly connected to the quality of the time-frequency representation.
Experimental setup
In the following, we will compare the behavior of the CNNs applied to the STFT-based mel-spectrogram features to features computed using filter banks as described in Sect. 4. Both are computed in end-to-end fashion ad hoc from the audio signal. The maximum kernel sizes of the filter banks are set to 1024, identical to the frame length of the previously used STFT. The training examples are snippets of the audio signal with a length of 115 Â 315 þ 1024 À 1 ¼ 37;248 samples each with a hop size of 315 samples.
To judge the influence of adaptivity, four different approaches have been compared: For reasons of computational cost, it is not feasible to perform a full sample-by-sample convolution for the filter bank. For the bulk of our filter bank experiments, we have chosen a convolution stride for the filters of 21 samples, that is, the resulting spectrum is down-sampled along the time axis by a factor of 21. The subsequent non-overlapping averaging is computed on 15 frames each, in order to stay comparable with the STFT hop size of 315 ¼ 21 Â 15 samples. Note that the stride is a factor of about 4.5 lower than the shortest kernel support (21 vs. 94). For comparison, we have also experimented with smaller convolution strides (3 and 1) to assess their impact on the results. For the 'naive' fixed-size time-averaging variant standard average-pooling is used, implemented as a 15 Â 1 2Dpooling layer acting on the power spectrum. In this case, the temporal averaging length is uniform over the frequency axis which is a crude approximation of the mathematical findings. The 'fixed-width' and 'variable-width' cases are implemented using Hann windows, the latter with adaptive width, individual for each frequency bin. The maximum time support of this Hann window is 8 times the STFT hop size, equivalent to 2520 samples. The choice of Hann in contrast to a Boxcar window (as in the 'naive' case) is motivated by its smoothness which aids adaptivity for the CNN training process. Figure 3 illustrates the time-frequency representations used in this paper. The STFT case is shown on the left-hand side with the full Fourier spectrum (512 bins) on top and its mel-spectrogram (80 bins) at the bottom. On the right-hand side, the top shows a filter bank-computed mel-scaled spectrogram using the filters derived in Sect. 4, and the time-averaged counterpart at the bottom. Note that the two bottom spectrograms are equivalent. Figure 4 shows the results of our CNN experiments for the problem of singing voice detection. For our evaluations, we have switched from the simple error measure with the 'optimal' (in the sense of maximum accuracy) threshold per experiment to the more informative 'area over the ROC curve' measure (AOC), fusing classification errors for all possible thresholds into one measure. A lower measure indicates a better result.
Experimental results
The reference implementation in [35] uses pre-computed spectrograms, with a normalization globally on the training set and eventual padding performed also on the spectrogram. End-to-end learning as performed in our experiments demands on-line normalization (using a batch normalization layer) and padding directly on the audio time signal. We could verify that this yields a performance equivalent with the reference experiments.
We can also confirm that the performance of our 'smalltwo' network with two classification layers is comparable to the large baseline architecture. For AOC in the STFT case, the smaller networks score 6.66% ('small-two') and 7.05% ('small-one'), respectively, compared to 6.74% of the original architecture (the latter not shown in Fig. 4) . The difference between the reference and the 'small-two' architecture is not significant (t test, p ¼ 5%), while the difference between 'small-two' and 'small-one' is.
In the course of experimentation, it has become apparent that the time-averaging widths of the adaptive models hardly train at all, especially for larger classification stages. They rather stay close to the initial values, while the CNN weights adapt instead. As a trick, we have boosted the widths' gradients for the back-propagation by a factor 3 to force the width parameters to adapt at a higher rate. Higher factors have proven unfeasible, causing the adaptation to run out of bounds. Since the adaptation process is intricate, the choice of a starting value for the variable averaging length (time support of the Hann window) is important. We have tried values of 0.1, 0.2, 0.3, 0.5 of the maximum filter bank time support, with 0.2 (equivalent to 504 samples) leading to the best results.
Interpretation of results
As a first observation, we see in Fig. 4 that for both architectures the filter bank approximation scores better than the canonical STFT case (significant for the 'smallone' architecture at p\5%). This can be explained by considering the different kinds of aliasing terms which affect the computation of the feature maps: Eq. (8) shows that the STFT-based approach leads to aliasing in time while the filter bank-based approach leads to aliasing in frequency. From the results, we can deduce that the impact of the time aliases imposed by mel-averaging is stronger than that of the frequency aliases stemming from the timeaveraging. Furthermore, reducing time-aliases in the first approach would require using a longer FFT in the computation of the underlying STFT, while reducing the influence of the frequency aliases is accomplished by decreasing the convolution stride: Using a default convolution stride of 21 corresponds to a sub-sampling factor a ¼ 21=1024 ¼ 0:02 in time as opposed to a ¼ 315=1024 ¼ 0:3 in the STFT case. Heuristically, we obtain a more stable estimate for the local frequency components, cp. the recent work in [1] . We were able to confirm this trend by using even smaller convolution strides (sub-sampling factor 3 instead of the standard 21) which led to a slightly, albeit insignificantly, better score. These observations indicate that the actual time-frequency resolution of the signal representation used in the first processing step can lead to advantages in the overall performance of the CNN, which cannot necessarily be provided by subsequent convolutional or dense layers. To our knowledge, this is the first formal description of such an effect.
The second observation concerns the influence of leveraging adaptivity in the learning process: In comparison with the filter banks with filter coefficient approximations according to the theory, the 'naive' (significant at p ¼ 5%) and the 'fixed-width' (not significant) variations exhibit slightly worse performance for both architectures.
The 'variable-width' variation with adaptive time-averaging scores significantly better than its 'fixed-width' counterpart, and is statistically equivalent (p [ 60%) to the filter bank 'approximation' case.
At the same level of performance lies the 'STFT adaptive' case which is a variation of the STFT case; here, we applied frequency-averaging of the spectrogram coefficients, just as in the STFT-based computation of the melcoefficients, but allowed the CNN to learn-and thus adapt-the center frequencies during training. The low and high frequency bounds remained fixed, but the intermediate frequencies were free to adapt with the condition of monotonicity. It is noticeable that the adapted center frequencies remain relatively close to the mel scale, with only a few percent of relative deviation (Q 1 [ À 8:6%, Q 3 \ þ 3:7% over all bands for 10 runs with 5 folds each).
In general, the different adaptive models exhibit very similar performance measures AOC\6:75% which is significantly better than the canonical STFT-based case at AOC ¼ 7:05% for the 'small-one' architecture. As expected, the effects of adaptivity on the evaluation results are more pronounced for the smaller architecture, with less explanatory power in the classification stages. We remark that in previously performed experiments on a fully adaptive approach (adaptive filter lengths þ adaptive time-averaging) the learning process did not converge and the achieved results were consistently worse than those based on standard approaches. Therefore, we restricted the relaxation of fixed parameters to either time-averaging length or frequency centers in the computation of the now variable, adaptive frequency filters and the experiments showed that both approaches perform almost identically. In these scenarios, only 80 trainable parameters are added to the number of networks weights described in Sect. 5.2 and the increase in computational cost as well as required amount of training data is negligible.
Finally, note that the filter bank approximation with stride 3 in the convolution performs identically to the setup with the adaptive time-averaging (variable-width), which, in turn, is slightly better than the stride 21 approximation setting. The fact that the improvement is only small, can be seen as an indication that the ideal mel-coefficients indeed yield a representation that is sufficiently good for the subsequent convolutional layers to get close to an optimal result. Furthermore, as stated before, it seems that the expressivity of the network architecture is so high that it can actually obtain good results from different representations which are sufficiently reasonable. In this sense, the observation that some adaptivity in the primary representation, on the one hand, and the geometry of the sampling grid and consequential nature of occurring aliases do have some influence on the final performance, is quite remarkable.
Discussion and perspectives
In Sect. 3.3, we posed two questions concerning the application of alternative time-frequency representations for learning problems in music information retrieval.
First, it has been analytically shown under which conditions mel-spectrogram coefficients can be reproduced by applying frequency-adaptive filters followed by time-averaging the squared amplitudes. In practice, this procedure will always lead to approximate values due to their computation from sub-sampled values.
Answering the second question, we have found that these designed spectrogram representations yield significantly increased performance on the task of CNN-based singing voice detection. The improvement in performance can be ascribed to a sub-sampling scheme implicit in the usage of the designed adaptive filters, which yields a more advantageous suppression of adversarial time-frequency aliases than the canonical computation of mel-spectrogram coefficients. Furthermore, adaptivity by training in the time-averaging layer, or alternatively, using frequency-adaptive triangular filters on the Fourier spectrograms, on the other hand, also lead to improved results relative to the canonical STFT-based melspectrograms. These results are performance-wise statistically equivalent to the filters derived by the mathematical theory developed in Sect. 4. Hence, similar results were obtained both with properly designed representations and representations whose crucial parameters were trained on the data.
Summing up, we conclude that the subtle differences in time-frequency resolution of the basic filters used to obtain the signal representation do influence the overall performance of a CNN applied to a typical MIR task, at least for architectures of rather modest size. The choice of the wellestablished mel frequency scale in the first place for our experiments seems justified not only by prior work on time-domain filters calculated ex nihilo (cf. [12, Section 4.2]), but also by our own findings that adaptive center frequencies deviate from the mel scale only to a small extent. We conclude that the chosen scale provides a useful compromise between time-and frequency-averaging for the task under consideration.
Future work on the problem of learned basic filters in MIR tasks will involve the study of the precise connection between the characteristics of a given data set and the most advantageous analysis windows and sampling schemes used to compute the spectrogram. These investigations will concern both the network's expressivity and the performance of the learning process, cf. preliminary work in [14] and will be based on data sets with different time-frequency characteristics as well as various learning tasks. Finally, future work will also address the more general question of the propagation and alleviation of small approximation errors through the network and their dependence on various network parameters as well as the network's architecture, relying on existing results on stability of CNNs, compare [6, 20, 40] . The next step is to switch to an alternative operator representation. Indeed, as shown in [16] , every operator H can equally be written by means of its spreading function g H as Hf ðtÞ ¼ Z x Z n g H ðx; nÞf ðt À xÞe 2pitn dndx: ð12Þ
We note that two operators H 1 , H 2 are equal if and only if their spreading functions coincide, see [15, 16] for details. As shown in [15] , a Gabor multiplier's spreading function g a;b
g;m is given by g a;b g;m ðx; nÞ ¼ Mðx; nÞV g gðx; nÞ; ð13Þ
where Mðx; nÞ denotes the ðb À1 ; a À1 Þ-periodic symplectic Fourier transform of m, i.e.,
Mðx; nÞ ¼ F s ðmÞðx; nÞ ¼ X k X l mðk; lÞe À2piðalnÀbkxÞ :
ð14Þ
We now equally rewrite the time-averaging operation applied to a filtered signal, as defined in (6), as a Gabor multiplier. As before, we set Plugging these expressions into (13) gives the bound (8) .
Remark 5 It is interesting to interpret the action of an operator in terms of its spreading function. In view of (12), we see that the spreading function determines the amount of shift in time and frequency, which the action of the operator imposes on a function. For Gabor multipliers, if well-concentrated window functions are used, it is immediately obvious that the amount of shifting is moderate as well as determined by the window's eccentricity. At the same time, the aliasing effects introduced by coarse subsampling are reflected in the periodic nature of M. Since, for F À1 ðK m Þ the sub-sampling density in frequency, determined by b, and for F ðm Þ the sub-sampling density in time, determined by a, determine the amount of aliasing, the overall approximation quality deteriorates with increasing sub-sampling factors.
