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Introduction
In this article we provide a more detailed discussion (see [W4]) of the jet
bundles introduced by Green and Griffiths [G-G]. In section 1 some basic
facts about these jet bundles (which are different from the usual jet bundles
used in analysis) are established with the most important one being a The-
orem of Green and Griffiths concerning the natural filtration of the sheaf,
denoted Jmk X, of k-jet differentials of weight m. With this reuslt many
computations (of Chern classes) and properties of Jmk X can be obtained or
inferred from the more familiar objects ⊙i1T ∗X⊗...⊗⊙ikT ∗X (satisfying the
condition i1+2i2 = ...+kik = m). The calculation of Chern classes of Jmk X
are carried out in section 1 for curves and in section 2 for surfaces. These are
needed later in applying the Riemann-Roch Theorem for Jmk X and its cor-
responding line sheaf, OP(JkX)(m), over the projectivized bundle P(JkX).
There are some complications in working with these sheaves due to the fact
that the fibers of P(JkX) are weighted projective spaces and hence not
smooth and moreover, the natural sheaves OP(JkX)(m) are not necessarily
locally free if m is not divisible by k!. These minor difficulties are clarified in
section 3 and is readily seen to be rather harmless. In section 4 we consider
the case of surfaces of general type and here there is another complication
due to the fact that, as oppose to the bundles ⊙i1T ∗X ⊗ ... ⊗⊙ikT ∗X, the
sheaves Jmk X are not semi-stable (with respect to the canonical bundle of
X). This difficulty, however, can be overcome rather easily and as a result we
obtain applications in the theory of holomorphic curves in surfaces of general
type (hypersurfaces in P3 in particular). These are presented in section 4.
We also include two appendices. In appendix A the lemma of logarithmics
derivatives and a version of Schwarz Lemma are presented (see [L], [L-Y],
[DSW1], [DSW2], [S-Y], [W3] and [J]). Some combinatorics related to the
symmetric groups which we used in the computation of Chern classes (this
comes in, for example, in counting the number of positive integer solutions
of the equation i1 + 2i2 + ... + kik = m) are presented in appendix B. For
1
higher dimensional manifolds the approach of Nevanlinna Theory appears
to work better (see [W5]). Nevanlinna Theory for symmetric and exterior
products of the cotangent bundle can be found in [St].
§ 1 Holomorphic Jet Bundles
We examine two concepts of ”jet bundles” of a complex manifold. The
first is the jet bundles used by analysts (PDE) and also by Faltings in his
work on rational points of an ample subvariety of an abelian variety and
integral points of complement of an ample divsior of an abelian variety [F].
The second is the jet bundles introduced by Green and Griffiths [G-G]. The
first notion of jet bundle shall henceforth be referred to as the full jet bundle
while the second notion of jet bundle shall be referred to as the restricted
jet bundle. The reason for these terminologies is that the fiber dimension of
the full jet bundle is much larger than that of the restricted jet bundle.
For a complex manifoldX the (locally free) sheaf of germs of holomorphic
tangent vector fields (differential operators of order 1) of X shall be denoted
by T 1X or simply TX. An element of T 1X acts on the sheaf of germs of
holomorphc functions by differentiation:
(D, f) ∈ T 1X ×OX 7→ Df ∈ OX
and the action is linear over the complex number field C, i.e.,
D ∈ HomC(OX ,OX).
This concept can be extended as follows:
Definition 1.1 Let X be a complex manifold of dimension n the sheaf of
germs of holomorphic k-jets (differential operators of order k), denoted T kX,
is the subsheaf of the sheaf of homomorphisms HomC(OX ,OX ) consisting
of elements (differential operators) of the form
k∑
j=1
∑
ij∈N
Di1 ◦ ... ◦Dij
where Dij ∈ T 1X. In terms of holomorphic coordinates z1, ..., zn an element
of T kX is expressed as:
k∑
j=1
∑
1≤i1≤...≤ij≤n
ai1,...,ij
∂j
∂zi1 ...∂zij
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where the coefficients ai1,...,ij are holomorphic functions. We can also drop
the reqirement that the indices be non-decreasing by requiring symmetry in
the coefficients, in other words, the elements of T kX can also be expressed
as:
k∑
j=1
∑
1≤i1,...,ij≤n
ai1,...,ij
∂j
∂zi1 ...∂zij
where the coefficients ai1,...,ij are symmetric in the indices i1, ..., ij , i.e., if σ
is an element of the symmetric group of j elements then
aiσ(1),...,iσ(j) = ai1,...,ij .
The effect of holomorphic change of coordinates from z = (z1, ..., zn) to
w = (w1, ..., wn) is given by the transistion function (for k = 2):(
( ∂∂zi )1≤i≤n
( ∂
2
∂zi∂zk
)1≤i≤k≤n
)
=
(
A 0
B C
)(
( ∂∂wj )1≤j≤n
( ∂
2
∂wj∂wl
)1≤j≤l≤n
)
(1)
where A is the n by n matrix:
A = (
∂wj
∂zi
)1≤i,j≤n,
while B is the Cn+12 by n matrix:
B = (
∂2wj
∂zi∂zk
)1≤i≤k≤n
C is the Cn+12 by C
n+1
2 matrix:
C = (
∂wj
∂zi
∂wl
∂zk
)1≤i≤k≤n,1≤j≤l≤n
and 0 = 0n×Cn+12 is the n by C
n+1
2 zero-matrix (here C
n+1
2 = (n + 1)!/(n −
1)!2! is the usual binomial coefficient). Note that the matrix A is the transis-
tion function for the tangent bundle TX while the matrix C is the transistion
function of ⊙2TX, the 2-fold symmetric product of the tangent bundle. For
general k the transistion function of T kX is of the form:

A1 0 0 0 0 0
∗ A2 0 0 0 0
∗ ∗ . 0 0 0
∗ ∗ ∗ . 0 0
∗ ∗ ∗ ∗ . 0
∗ ∗ ∗ ∗ ∗ Ak


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where the Cn+j−1j by C
n+j−1
j matrix Aj is the transistion function of the
bundle ⊙jTX, the j-fold symmetric product of the tangent bundle. Here
Cn+j−1j = (n + j − 1)!/j!(n − 1)! is the usual binomial coefficient.
The linear (and invertible) nature of the transistion functions implies
that T kX is locally free. This can also be seen by observing that T k−1X
injects into T kX and there is an exact sequence of sheaves:
0→ T k−1X → T kX → T kX/T k−1X → 0 (2)
where
T kX/T k−1X ∼= ⊙kT 1X (3)
is the sheaf of germs of k-fold symmetric product of T 1X, i.e., sheaf of germs
of operators of the form:
∑
1≤i1≤...≤ij≤n
ai1,...,ij
∂k
∂xi1 ...∂xik
.
These exact sequences imply, by induction, that T kX is locally free as the
sheaves ⊙kT 1X, being the symmetric product of the tangent sheaf, is locally
free. We include here the proof of the isomorphism (3).
Proposition 1.2 With the notations above we have:
T kX/T k−1X ∼= ⊙kTX
where ⊙TX is the k-fold symmetric product of the tangent bundle.
Proof. We shall define a surjection from the k-fold tensor product of TX
onto the quotient T kX/T k−1X:
µ : ⊗kTX → T kX/T k−1X
and then show that the surjection factors through the symmetric product
resulting in a bijection. The map µ is defined by:
µ(D1 ⊗ ...⊗Dk) = [D1 ◦ ... ◦Dk]
where Di is (the germ of) a vector field and [ ] : T
kX → T kX/T k−1X is the
quotient map. By definition the map µ is surjective. To see that the map
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factors through to the symmetric product it is sufficient to show that the
map is invariant by any transposition, i.e.,
µ(D1 ⊗ ...⊗Di ⊗Di+1 ⊗ ...⊗Dk) = µ(D1 ⊗ ...⊗Di+1 ⊗Di ⊗ ...⊗Dk).
This follows from the fact that the Lie bracket Di ◦Di+1 −Di+1 ◦Di of the
vector fields Di and Di+1 is again a vector field and not a 2-jet. Thus we
have:
D1 ◦ ... ◦ (Di ◦Di+1 −Di+1 ◦Di) ◦ ... ◦Dk ∈ T k−1X
which implies that the map µ descends to the symmetric product ⊙kTX.
More precisely, if we denote the symmetrization operator by σk then
µ(D1 ⊙ ...⊙Dk) = µ(σk(D1 ⊗ ...⊗Dk)) def= µ(D1 ⊗ ...⊗Dk)
is well-defined. It is clear that µ is surjective and it remains to show that
µ : ⊙kTX → T kX/T k−1X is injective.
Let (z1, ..., zn) be a local coordinate near a point x ∈ X then
∂k
∂xi1 ...∂xik
=
∂
∂xi1
⊙ ...⊙ ∂
∂xik
, 1 ≤ i1 ≤ ... ≤ ik ≤ n
is a basis of ⊙kTX at the point x ∈ X. If µ is not injective then there exists
a differential operator Ψ of the form
Ψ =
∑
1≤i1≤...≤ik≤n
ai1...ik
∂k
∂xi1 ...∂xik
− Φ
where Φ is a differential operator of order at most k − 1 and such that
µ(Ψ) = 0. Apply the operator Ψ to the function f = xi1 ...xik shows that
this is possible only if all the coefficients ai1...ik are zero. This shows that µ
is injective and completes the proof of the Proposition. QED
The restricted k-jet bundles are introduced by Green-Griffiths in [G-G].
It is defined as follows. Denote by Hx, x ∈ X the sheaf of germs of holo-
morphic curves {f : ∆r → X, f(0) = x}. Define, for k ∈ N, an equivalence
relation as follows. Let z1, ..., zn be holomorphic coordinates near x and for
f ∈ Hx let fi = zi ◦ f . Two elements f, g ∈ Hx are said to be k-equivalent,
denoted f ∼k g, if f (p)j (0) = g(p)j (0) for all 1 ≤ p ≤ k. The sheaf of re-
stricted k-jets is defined to be JkX = ∪x∈XHx/ ∼k. Elements of JkX
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will be denoted by jkf(0) = (f(0), f
′
(0), ..., f (k)(0)). It is also clear that
J1X = T 1X = TX is the tangent bundle.
Note that the definition above does not depend on the choices of the
coordinates near x; for if (zj ◦ f)(p)(0) = (zj ◦ g)(p)(0) for 0 ≤ p ≤ k then
(wj ◦f)(p)(0) = (wj ◦g)(p)(0) for any other coordinates w1, ..., wn. The effect
of change of coordinates is as follows:
(wj ◦ f)′ =
n∑
i=1
∂wj
∂zi
(f)(zi ◦ f)′ ,
(wj ◦ f)′′ =
n∑
i=1
∂wj
∂zi
(f)(zi ◦ f)′′ +
n∑
i,k=1
∂2wj
∂zi∂zk
(f)(zi ◦ f)′(zk ◦ f)′
and for general k we have
(wj ◦ f)(k) =
n∑
i=1
∂wj
∂zi
(f)(zi ◦ f)(k) + P ( ∂
lwj
∂zi1 ...∂zil
(f), (wj ◦ f)(l)) (4)
where P is a polynomial with integer coefficients in ∂lwj/∂zi1 ...∂zil , (wj◦f)(l)
for j = 1, ..., n and l = 1, ..., k.
Note that the quadratic nature in (zi ◦ f)′ in the formula for (wi ◦ f)′′
means that the sheaf JkX is not locally free. It is instructive to compare
this with the matrix C in the transition formula (1) for T kX under the
change of coordinates. In that case the formula is quadratic in the partial
derivatives ∂wj/∂zi but linear in (zi ◦ f)′ hence the transformation can still
be represented as a linear transformation while this is not the case for JkX.
There is however, a natural C∗-action on JkX defined via parametrization.
Namely, for λ ∈ C∗ and f ∈ Hx a map fλ ∈ Hx is defined by fλ(t) = f(λt);
then jkfλ(0) = (fλ(0), f
′
λ(0), ..., f
(k)
λ (0)) = (f(0), λf
′
(0), ..., λkf (k)(0)). In
other words the C∗-action is given by
λ.jkf(0) = (f(0), λf
′
(0), ..., λkf (k)(0)). (5)
Definition 1.3 The restricted k-jet bundle is defined to be JkX together
with the C∗-action defined above and shall simply be denoted by JkX.
Another difference between the full and restricted k-jet bundles is that
there is, in general, no natural way of injecting Jk−1X into JkX. For
instance, the coordinates transformations shows that
(f(0), (f
′
1(0), ..., f
′
n(0))) 7→ (f(0), (f
′
1(0), ..., f
′
n(0)), (0, ..., 0))
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is not a well-defined map of J1X into J2X as the condition f
′′
(0) = 0 is not
preserved by a general change of coordinates. On the other hand, the trans-
formation formulas show that {j2f = (f(0), f ′(0), f ′′(0)) ∈ J2X | f ′(0) =
0}, more generally,
Z0 = {jkf = (f(0), f ′(0), ..., f (k)(0)) ∈ JkX | f ′(0) = 0} (6)
is a well-defined subvariety of JkX as the conditon f
′
(0) is invariant under
change of coordinates. Moreover, the transformation law actually says that
even though the condition f
′′
(0) = 0 is coordinate dependent the conditions
that f
′
(0) = f
′′
(0) = 0 are independent of choices of coordinates, in other
words, the zero-section of J2X, more generally, the zero-section of JkX:
{jkf(0) ∈ JkX | f ′(0) = f ′′(0) = ... = f (k)(0) = 0} (7)
is well-defined.
Theorem 1.4 Let X be a complex manifold of dimension n then T kX is
a holomorphic vector bundle of rank r = n+Cn+12 +C
n+2
3 + ...+C
n+k−1
k =∑k
i=1C
n+i−1
i while J
kX is a holomorphic C∗-bundle of rank r = kn and the
zero-section of JkX is well-defined.
As noted above there is no natural inclusion map from Jk−1X into JkX
there is however a natural projection map
pkj : J
kX → J jX
for any j ≤ k defined simply by
pkj(j
kf(0)) = jjf(0). (8)
The projection map clearly respect the C∗-action defined by (5) and so is a
C∗-bundle morphism.
If Φ : X → Y is a holomorphic map between the complex manifolds X
and Y then the usual differentail Φ∗ : T 1X → T 1Y is defined. The same is
true for the k-jets as the k-th order differential Φk∗ : T kX → T kY can be
defined by
Φk∗ = (D1 ◦ ... ◦Dk)(g) def= D1 ◦ ... ◦Dk(g ◦ Φ)
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where g ∈ OY . The k-th order differential, denoted JkΦ : JkX → JkY can
also be defined:
JkΦ(jkf(0))
def
= (Φ ◦ f)(k)(0)
for any jkf(0) ∈ JkX. For the restricted jet bundle JkX there is another
notion closely related to (but not the same) the differential: the natural
lifting of a holomorphic curve. Namely, given any holomorphic map f :
∆r → X(0 < r ≤ ∞), the lifting jkf : ∆r/2 → JkX is defined by:
jkf(ζ) = jkg(0), ζ ∈ ∆r/2
where g(ξ) = f(ζ + ξ) is holomorphic for ξ ∈ ∆r/2.
Consider the special case dimX = 1 then T kX and JkX have the same
rank and the underlying space of T kX and JkX are the same but the struc-
tures are different. Consider the map (for simplicity we write this out only
for k = 2):
(f(0), f
′
(0), f (
′′)(0)) 7→ f ′′(0) ∂
∂z
+ (f
′
(0))2
∂2
∂z2
. (9)
which is clearly holomorphic but is not biholomorphic. For if
g(t) = f(0)− f ′(0)t + f ′′(0)t2/2
then j2g(0) = (f(0),−f ′(0), f ′′(0)) and under the identification above j2f(0)
and j2g(0) are mapped onto the same element. Moreover the map is a
C∗-bundle map because λ.(f(0), f ′(0), f (′′)(0)) = (f(0), λf ′(0), λ2f (′′)(0)) is
mapped onto the element
λ2{f ′′(0) ∂
∂z
+ (f
′
(0))2
∂2
∂z2
}.
More generally, for X of arbitrary dimension, the map
(f(0), f
′
(0), f (
′′)(0)) 7→
n∑
i=1
f
′′
i (0)
∂
∂zi
+
∑
1≤i,j≤n
f
′
i (0)f
′
j(0)
∂2
∂zi∂zj
(10)
is a holomorphic C∗-bundle map from J2X onto a C∗ sub-bundle of T 2X.
We have already seen the case of n = 1; for n = 2 the second sum above has
3 terms:
(f
′
1)
2, (f
′
2)
2, f
′
1f
′
2.
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Thus if j2f(0) and j2g(0) have the same image then
(f
′
1)
2 = (g
′
1)
2, (f
′
2)
2 = (g
′
2)
2, f
′
1f
′
2 = g
′
1g
′
2
so that f
′
1 = ±g
′
1, f
′
2 = ±g
′
2. This means that the map is generically 2 to 1
onto its image and ramified along the subvariety Z0 defined by (6).
Returning to the case of a Riemann surface X we define a map p3 :
J3X → T 3X by the formula:
p3(j
3f(0)) = f (3)(0)
∂
∂z
+ f
′′
(0)f
′
(0)
∂2
∂z2
+ (f
′
(0))3
∂3
∂z3
and in general pk : J
kX → T kX by the formula:
pk(j
kf(0)) =
k∑
j=1
f (j)(0)(f
′
(0))k−j
∂k−j+1
∂zk−j+1
.
For the higher dimensional manifold X the maps are defined by
p3(j
3f(0)) =
n∑
i=1
f
(3)
i (0)
∂
∂zi
+
n∑
i,j=1
f
′′
i (0)f
′
j(0)
∂2
∂zi∂zj
+
+
n∑
i,j,k=1
f
′
i (0)f
′
j(0)f
′
k(0)
∂3
∂zi∂zj∂zk
and in general pk : J
kX → T kX by the formula:
pk(j
kf(0)) =
k∑
j=1
n∑
i=1
{f (j)i (0)
∏
i1,...,ik−j 6=i
f
′
il
(0)} ∂
k−j+1
∂zi∂zi1 ...∂zik−j
. (11)
It is clear from the definition of the map pk that:
Theorem 1.5 Let JkX and T kX be, respectively, the restriced and the full
k-jet bundles over a complex manifold X. Then the map defined by (10) is a
holomorphic C∗-bundle map which is generically finite to 1 onto its image.
Moreover, the map is ramified precisly along the subvariety Z0 = {jkf(0) ∈
JkX | f ′(0) = 0}.
We consider now the ”dual” of the jet bundles.
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Definition 1.6 The dual of the full jet bundles T kX shall be referred to as
the sheaf of germs of k-jet forms and shall be denoted by T ∗kX. The global
sections shall be referred to as k-jet forms. For m ∈ N the m-fold symmetric
product shall be denoted by either ⊙mT ∗kX and its global sections shall be
referred to as k-jet forms of weight m.
By definition, a k-jet form of weight m assigns to each point x ∈ X a
homogeneous (with respect to the standard C∗-action of T kX as a vector
bundle) polynomial of degree m on the fiber T kxX (where T
kX is the k-jet
bundle). Let (U, z1, ..., zn) be a local holomorphic coordinates over U then
(ei =
∂
∂zi
)1≤i≤n,
(ei1i2 =
∂2
∂zi1∂zi2
)1≤i1≤i2≤n,
.
.
.
(ei1...ik =
∂k
∂zi1 ...∂zik
)1≤i1≤i2≤...≤ik≤n
is a basis of T kX|U . The dual basis shall be denoted, formally, by
(e∗i = dzi)1≤i≤n,
(e∗i1i2 = d
2zi1zi2)1≤i1≤i2≤n,
.
.
.
(e∗i1...ik = d
kzi1 ...zik)1≤i1≤i2≤...≤ik≤n.
An element of T ∗kX is then of the form:
ω =
k∑
j=1
∑
1≤i1≤...≤ij≤n
ai1,...,ije
∗
i1,...,ij
where the coefficients ai1,...,ij are holomorphic functions. Sometimes it is
convenient to express the sum without the restriction as in the second sum
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above but insisting on the symmetry of the coefficients (see also definition
1.1):
ω =
k∑
j=1
∑
1≤i1,...,ij≤n
ai1,...,ije
∗
i1,...,ij
where the coefficients ai1,...,ij are symmetric in the indices. We can also
write down a basis for the symmetric product ⊙mT kX and its dual basis for
⊙mT ∗kX. It is convenient to use the following notations and conventions for
the index set. Let
Ik = {I = (i1, ..., ik) | ik ∈ N∪{0}, 0 ≤ i1 ≤ ... ≤ ik ≤ n and not all ij = 0}
be endowed with lexicographical order and let
Jm(Ik) = {J = (I1, ..., Im) | Ij ∈ Ik, I1 ≤ ... ≤ Im}.
With these notations, for example, the basis for T ∗kX over U is simply
expressed as B∗k = {e∗I = e∗i1 ⊙ ... ⊙ e∗ik | I ∈ Ik} with the conventions
that e0 = 1. Analogously, a basis for ⊙mT ∗kX over U is expressed as B∗mk =
{e∗J = e∗I1 ⊙ ...⊙ e∗Ik | J ∈ Jm(Ik)}. Moreover, a section ω ∈ H0(U,⊙mT ∗kX)
is expressed as
ω =
∑
J∈Jm(Ik)
aJe
∗
J
where the coefficients are holomorphic functins on U .
Taking the dual of the sequence (2) we get an exact sequence:
0→ ⊙kT ∗1X → T ∗kX → T ∗k−1X → 0. (12)
For example, for k = 3 we have two exact sequences:
0→ ⊙3T ∗1X → T ∗3X → T ∗2X → 0,
0→ ⊙2T ∗1X → T ∗2X → T ∗1X → 0.
In particular, by Whitney’s Formula:
c1(T
∗
3X) = c1(T
∗
2X) + c1(⊙3T ∗1X) = c1(T ∗1X) + c1(⊙2T ∗1X) + c1(⊙3T ∗1X).
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In general, we have, by induction:
Theorem 1.7 The first Chern number of the bundle of k-jet forms is given
by the formula:
c1(T
∗
kX) =
k∑
j=1
c1(⊙jT ∗1X).
In particular, if X is a Riemann surface then
c1(T
∗
kX) =
k∑
j=1
jc1(T
∗
1X) =
k(k + 1)
2
c1(KX)
where KX = T ∗1X is the canonical bundle of X.
Note that if X is a Riemann surface then the rank of T ∗kX is k.
Corollary 1.8 Let X be a projective manifold and suppose that the cotan-
gent bundle T ∗1X is ample then T ∗kX is ample for all k.
Definition 1.9 The dual of JkX, i.e., germs of ω : jkX|U → C such that
ω(λ.jkf) = λmω(jkf) for some positive integer m, shall be referred to as
the sheaf of germs of k-jet differentials and shall be denoted by J ∗kX. A
jet differential ω satisfying the homogenity above with integer m is said to
a k-jet differential of weight m. The sheaf of k-jet differential of weight m
shall be denoted by Jmk X.
It follows from the definition of the C∗-action on JkX that a k-jet dif-
ferential ω of weight m is of the form:
ω(jkf) =
∑
|I1|+2|I2|+...+k|Ik|=m
aI1,...,Ik(z)(f
′
)I1 ...(f (k))Ik (13)
where aI1,...Ik are holomorphic functions, Ij = (i1j , ..., inj), n = dimX are
the multi-indices with ech ilj being a non-negative integer and Ij| = i1j +
...+ inj . In terms of a local coordinate (z1, ..., zn) near a point z,
(f
′
)I1 ...(f (k))Ik = (f
′
1)
i11 ...(f
′
n)
in1 ...(f
(k)
1 )
i1k ...(f (k)n )
ink .
Moreover the coefficients aI1,...Ik(z) are symmetric with respect to the indices
in each Ij. More precisely,
a(iσ1(1)1,...,iσ1(n)1),...,(iσk(1)k,...,iσk(n)k)
= a(i11,...,in1),...,(i1k,...,ink)
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where each σj : {1, ..., n} → {1, ..., n}, j = 1, ..., n is a permutation of n-
elements.
Let Lmk X be the subsheaf of Jmk X consisting of elements of the form:
ω(jkf) =
k∑
j=1
∑
|I1|+j|Ij|=m
aI1(f)(f
′
)I1(f (j))Ij . (14)
Note that the coefficient of (f
′
)I1(f (j))Ij depends only on I1 but is inde-
pendent of Ij . This sheaf shall be referred to as jet differentials of linear
type.
Lemma 1.10 The sheaf Lmk X of jet differentials of linear type is well-
defined. For m = k = 2 we have L22X = J 22X and if X is a Riemann
surface then L33X = J 33X.
Proof. The change of variable formulas (4) shows that a jet differential of
the form (14) is invariant by change of coordinates. QED
There is a differentiatial operation d : Jmk X → Jm+1k+1 X naturally defined
by:
dω(jk+1f)
def
= (ω(jkf))
′
. (15)
It should be noted that in contrast to exterior differentiation of forms d◦d 6=
0 on jet differentials. In particular, given a holomorphic function φ defined
on some open neighborhood U ,
d(k)φ(jkf) = (φ ◦ f)(k) (16)
which is a non-trivial k-jet differential for general φ. Another difference
between jet differentials and exterior differential forms is that a lower order
jet differential can be naturally identified with a jet differential of higher
order. More precisely, the natural projection pkj : J
kX → J jX defined for
k ≥ j induces an injection p∗kj : Jmj X → Jmk X defined naturally by:
p∗kjω(j
kf)
def
= ω(pkj(j
kf)) = ω(jjf). (17)
We shall simply write ω(jkf) = ω(jjf) if no confusion arises. Moreover, the
symmetric product of a k-jet differential of weight m and a k′-jet differential
of weight m′ is a (k + k′)-jet differential of weight m+m′.
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Consider first the case of k = 2 and denote by
p : J2X → p(J2X) ⊂ T 2X
the generically 2 to 1 map onto its image as defined in the previous section.
Let ω ∈ H0(U, T ∗2X) considered as a linear (along the fibers) functional
ω : T 2X|U → C.
Consider the composite map
ω ◦ p : J2X|U → C.
By the definition of p we observe that
ω ◦ p(λ.j2f) = ω(λ2.p(j2f)) = λ2ω ◦ p(j2f)
is homogeneous of degree 2. In other words, the composite ω ◦ p is a section
of J 22X over U . Thus we have a well-defined C∗-bundle map
q = p∗ : T ∗2X → J 22X.
Consider again the special case of a Riemann surface X and k = 2. Let
ω ∈ H0(U, T ∗2X) be a 2-jet form then locally ω is simply of the form
ω = adz + bd2z(2)
where dz is the dual of ∂/∂z and d2z(2) (the notation is formal and should
not be confused with differentiating z2 twice) with a and b being local holo-
morphic functions. By the definition of p we have:
p∗ω(j2f) = a(f)f
′′
+ b(f)(f
′
)2. (18)
If p∗ω(j2f) = a(f)f
′′
+ b(f)(f
′
)2 = 0 for all j2f then, by taking j2f =
(f(0), f
′
(0), f
′′
(0)) such that f
′
(0) = 0 and f
′′
(0) 6= 0, we see that a(f(0)) =
0 (as x = f(0) is an arbitrary point of U , we have a ≡ 0) and so p∗ω(j2f) =
b(f)(f
′
)2 for all j2f . Now choosing j2f(0) so that f
′
(0) 6= 0 this time shows
that b(f(0)) = 0. In other words, the map p∗ : T ∗2X → J 22X is injective. On
the other hand, any homogeneous polynomial of degree 2 of J2xX is the germ
of a section of the form as in (18) where a and b are holomorphic functions
defined on some open neighborhood of x and that f(0) = x. This shows
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that p∗ is actually an isomorphism between T ∗2X and J 22X. Analogously, a
section of ⊙2T ∗X is of the form
ω = b(dz ⊙ dz)
where b is a holomorphic function on U . Then the pull-back
p∗(ω)(j2f) = b(f)(f
′
)2.
In other words
p∗(⊙2T ∗X) ∼= ⊙2T ∗X
and hence we conclude that the pull-back of the sequence:
0→ ⊙2T ∗X → T ∗2X → T ∗X → 0
yields an exact sequence:
0→ p∗(⊙2T ∗X) ∼= ⊙2T ∗X → J 22X → J 22X/p∗(⊙2T ∗X) ∼= T ∗X → 0.
The same argument works also for k = 3; for general k an analogous argu-
ment shows that p∗k(T
∗
kX) is isomorphic to the sheaf of jet differentials of
linear type Lkk:
Theorem 1.11 For a complex manifold X the pull-back p∗k(T
∗
kX) is C
∗-
isomorphic to LkkX where pk : JkX → T kX is the map defined by (11).
Then p∗k(T
∗
kX) is C
∗-isomorphic to LkkX.
Proof. We have already seen the case k = 2 and suppose now that ω ∈
H0(U, T ∗kX) is a k-jet form then locally ω is of the form
ω = a1dz + a2d
2z(2) + ...+ akd
kz(k)
where djz(j) is the dual of the differential operator ∂j/∂zj and each aj is a
holomorphic function on U . Pulling back we get:
p∗kω(j
kf) =
k∑
j=1
ajf
(j)(f
′
)k−j
and suppose that p∗kω(j
kf) ≡ 0. Consider first the case k = 3 then for any
x ∈ U choosing j3f so that f(0) = x, f ′(0) = 0 shows that a3f (3)(0) = 0 so
a3(x) = 0. Since x is arbitray the function a3 ≡ 0. Thus
0 ≡ p∗3ω(j3f) = f
′{a2f ′′ + a1(f ′)2}
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and so we have
a2f
′′
+ a1(f
′
)2 ≡ 0
on J2X|U \ {f ′ 6= 0}. Let φ : ∆ǫ → ∆ǫ be a holomorphic function such that
φ(0) = 0, φ
′
(0) = 1 then (f ◦ φ)′ = f ′(φ)φ′ , (f ◦ φ)′′ = f ′′(φ)(φ′)2 + f ′(φ)φ′′
and the condition that f
′
(0) 6= 0 implies that we may choose φ so that the
condition that the first jet is non-zero, (i.e., (f ◦φ)′(0) 6= 0) is preserved but
(f ◦ φ)′′ = f ′′(φ)(φ′)2 + f ′(φ)φ′′ = 0
i.e., choose φ so that φ
′′
(0) = −f ′′(0)/f ′(0). This yields:
a2(φ)(f ◦ φ)′′(0) = a2(φ)(f ◦ φ)′′(0) + a1(φ)((f ◦ φ)′)2(0) = 0
so a2 ≡ 0 (because x = f(0) is an arbitrary point) and the original equation
is reduced to the equation a1(f)(f
′
)3 ≡ 0. Thus by choosing f ′(0) 6= 0 we
conclude that a1(f(0)) = 0; this implies that a1 ≡ 0 as well. This establishes
injectivity of the map p∗3; surjectivity follows from the fact that an element
of J 33X is of the form
a3f
(3) + a2f
′
f
′′
+ a1(f
′
)3.
In general we have, by setting f
′
= 0, that ak ≡ 0 and then:
0 ≡ p∗kω = f
′
k−1∑
j=1
ajf
(j)(f
′
)k−1−j
and so
0 ≡
k−1∑
j=1
ajf
(j)(f
′
)k−1−j
on JkX \ {f ′ 6= 0}. This shows injectivity; surjectivity now follows from
the definition of LkkX. The proof is then completed by induction and by
reparametrization. QED
The following Theorem can be found (without proof) in Green-Griffiths
[G-G], we include a proof here for the sake of completeness:
Theorem 1.12 There exists a filtration of Jmk X:
Jmk−1X = F0k ⊂ F1k ⊂ ... ⊂ F [m/k]k = Jmk X
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(where [m/k] is the greatest integer smaller than or equal to m/k) such that
F ik/F i−1k ∼= Jm−kik−1 X ⊗ (⊙iT ∗X).
Proof. The filtrations are defined as follows. Since a (k− 1)-jet differential
of weight m is also a k-jet differential of weight m thus
F 0k = Jmk−1X ⊂ Jmk X
which in terms of the expression (13) for jet differentials consists of elements
of which does not contain any terms involving f (k); put it another way the
exponent Ik for f
(k) satisfies the condition |Ik| = 0:
ω(jkf) =
∑
|I1|+2|I2|+...+(k−1)|Ik−1|=m
aI1,...,Ik−1(z)(f
′
)I1 ...(f (k−1))Ik−1
=
∑
|I1|+2|I2|+...+k|Ik|=m,|Ik|=0
aI1,...,Ik(z)(f
′
)I1 ...(f (k))Ik .
For any 0 ≤ j ≤ [m/k] we define Fj ⊂ Jmk X to be the sheaf of germs
consisting elements so that |Ik| ≤ j:
F jk = {ω|ω(jkf) =
∑
|I1|+2|I2|+...+k|Ik|=m,|Ik|≤j
aI1,...,Ik(z)(f
′
)I1 ...(f (k))Ik}. (19)
By definition, we have, for 1 ≤ j ≤ [m/k]:
F jk/F
j−1
k = {ω|ω(jkf)
=
∑
|I1|+2|I2|+...+k|Ik|=m,|Ik|=j
aI1,...,Ik(z)(f
′
)I1 ...(f (k))Ik}
and the claim is that
F jk/F
j−1
k
∼= Jm−kjk−1 X ⊗ (⊙jT ∗X).
We first establish the special case of a Riemann surface. In this case a k-jet
differential of weight m is of the form
ω(jkf) =
∑
i1+2i2+...+kik=m
ai1,...,ik(z)((z ◦ f)
′
)i1 ...((z ◦ f)(k))ik
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where we identify f with z being a local coordinate on an open coordinate
neighborhood U ⊂ X and ij are non-negative integers; the subsheaves F jk is
of the form:
F jk = {ω|ω(jkf) =
∑
i1+2i2+...+kik=m,ik≤j
ai1,...,ik(z)(f
′
)i1 ...(f (k))ik}
for 0 ≤ j ≤ [m/k] and
F jk/F
j−1
k = {ω|ω(jkf) =
∑
i1+2i2+...+kik=m,ik=j
ai1,...,ik(z)(f
′
)i1 ...(f (k))ik}
for 1 ≤ j ≤ [m/k]. We first define a map
LU : F
j
k/F
j−1
k |U → Jm−kjk−1 X ⊗ (⊙jT ∗X)|U
where
LU (
∑
i1+2i2+...+kik=m,ik=j
ai1,...,ik(z)(f
′
)i1 ...(f (k))ik)
= (f (k))j
∑
i1+2i2+...+(k−1)ik−1=m−kj
ai1,...,j(z)(f
′
)i1 ...(f (k−1))ik−1)
The fact that LU is an isomorphism is clear and the fact that L = LU
(where U = {U} is an open cover of X by coordinate neighborhoods) follows
from the following observation that (see (4)) if (V,w) is another coordinate
neighborhood then
((w ◦ f)(k))j = ((∂w/∂z)(z ◦ f)(k) + P )j = ((∂w/∂z)(z ◦ f)(k))j +Q
where P and Q are polynomials in the variables ∂swi/∂z
s
l , 1 ≤ i, l ≤ n, 1 ≤
s ≤ k and in (z ◦ f)(r), 1 ≤ r ≤ k − 1. In particular, Q is a (k − 1)-jet
differential of total weight m− kj. In orther words,
((w ◦ f)(k))j = (∂w/∂z)j((z ◦ f)(k))j mod F j−1k
and the transisistion function (∂w/∂z)j is the same as the transistioon func-
tion for ⊙jT ∗X.
The higher dimensional case is notationally more complicated but the
proof is essentially the same. QED
As an immediate consequence (see Green-Griffiths [G-G]) we have:
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Corollary 1.13 Let X be a smooth projective variety then Jmk X admits a
composition series whose factors contain all bundles of the form:
(⊙i1T ∗X)⊗ ...⊗ (⊙ikT ∗X)
where ij ranges over all non-negative integers satisfying
i1 + 2i2 + ...+ kik = m.
The first Chern number of c1(Jmk X) is given by:
c1(Jmk X) =
∑
i1+2i2+...+kik=m,ij∈Z≥0
c1((⊙i1T ∗X)⊗ ...⊗ (⊙ikT ∗X)).
In particular, for a curve X = C,
c1(Jmk C) =
∑
i1+2i2+...+kik=m,ij∈Z≥0
(i1 + i2 + ...+ ik)c1(T
∗C).
The preceding Theorem can be used in calculating the Chern classes of
Jmk X.
Example 1.14 For example, for m = k = 2, the filtration is given by:
⊙2T ∗X = J 21X = S02 ⊂ S12 = J 22X, S12/S02 ∼= T ∗X
we have the following exact sequence:
0→ ⊙2T ∗X → J 22X → T ∗X → 0.
Thus the first Chern numbers are related by the formula:
c1(J 22X) = c1(⊙2T ∗X) + c1(T ∗X).
The filtration of J 33X is as follows:
J 33X = S13 ⊃ S03 = J 32X, J 33X/J 32X = S13/S03 ∼= T ∗X.
Hence we have an exact sequence:
0→ J 32X → J 33X → T ∗X → 0.
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Now the filtration of J 32X is
J 32X = S12 ⊃ S02 = J 31X, J 32X/J 31X ∼= T ∗X ⊗ T ∗X
and, since J 31X = ⊙3T ∗X, we have an exact sequence:
0→ ⊙3T ∗X → J 32X → T ∗X ⊗ T ∗X → 0.
From these 2 exact sequences we get
c1(J 33X) = c1(T ∗X) + c1(T ∗X ⊗ T ∗X) + c1(⊙3T ∗X).
From basic representation Theory (or just simple liner algebra in this special
case) we know that T ∗X ⊗ T ∗X = ⊙2T ∗X ⊕ ∧2T ∗X hence,
c1(J 33X) = c1(T ∗X) + c1(⊙2T ∗X) + c1(⊙3T ∗X) + c1(∧2T ∗X).
In representation theory ∧2T ∗X is the Weyl module W ∗1,1X associate to the
partition {1, 1} (see [F-H]). Thus we have:
c1(J 33X) =
3∑
j=1
c1(⊙jT ∗X) + c1(W ∗1,1X). (20)
In the special case of a Riemann surface ∧2T ∗X is the zero-sheaf. Thus for
a curve we have
c1(J 33X) = (1 + 2 + 3)c1(T ∗X) = 6c1(T ∗X).
For m = k = 4, we have the following filtrations:
J 44X = S14 ⊃ S04 = J 43X, J 44X/J 43X = S14/S04 ∼= T ∗X,
J 43X = S13 ⊃ S03 = J 42X, J 43X/J 42X = S13/S03 ∼= T ∗X ⊗ T ∗X,
and
J 42X = S22 ⊃ S12 ⊃ S02 = J 41X,
with
J 42X/S12 = ⊙2T ∗X, S12/S02 ∼= T ∗X ⊗ (⊙2T ∗X).
The exact sequences associate to the filtration for J 44X are:
0→ J 43X → J 44X → T ∗X → 0;
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0→ J 42X → J 43X → T ∗X ⊗ T ∗X → 0;
0→ S1 → J 42X → ⊙2T ∗X → 0;
0→ ⊙4T ∗X → S1 → T ∗X ⊗ (⊙2T ∗X)→ 0.
Thus the Chern number formula:
c1(J 44X) = c1(T ∗X) + c1(T ∗X ⊗ T ∗X) + c1(⊙2T ∗X)
+ c1(T
∗X ⊗ (⊙2T ∗X)) + c1(⊙4T ∗X).
Note that (by elementary representation theory)
T ∗X ⊗ (⊙kT ∗X) =W ∗k,1X ⊕ (⊙k+1T ∗X)
where W ∗k,1 is the Weyl module associate to the partition {k, 1} thus:
c1(J 44X) = c1(⊙2T ∗X) +
4∑
i=1
c1(⊙iT ∗X) +
2∑
i=1
c1(W
∗
j,1X). (21)
In particulr, if X is a curve then
c1(J 44X) = (1 + 2 + 2 + 3 + 4)c1(T ∗X) = 12c1(T ∗X).
Recall that c1(T
∗
4X) = 10c1(T
∗X).
For m = k = 5, we have the following filtrations:
J 55X = S15 ⊃ S05 = J 54X, J 55X/J 54X = S15/S05 ∼= T ∗X,
J 54X = S14 ⊃ S04 = J 53X, J 54X/J 53X = S14/S04 ∼= T ∗X ⊗ T ∗X,
J 53X = S13 ⊃ S03 = J 52X, J 53X/J 52X ∼= T ∗X ⊗ (J 22X),
J 52X = S22 ⊃ S12 ⊃ S02 = J 51X, J 52X/S12 = (⊙2T ∗X)⊗ T ∗X,
S12/S
0
2
∼= T ∗X ⊗ (⊙3T ∗X).
The exact sequences associate to the filtration for J 55X are:
0→ J 54X → J 55X → T ∗X → 0;
0→ J 53X → J 54X → T ∗X ⊗ T ∗X → 0;
0→ J 52X → J 53X → T ∗X ⊗ J 22X → 0;
0→ S12 → J 52X → (⊙2T ∗X)⊗ T ∗X → 0,
0→ ⊙5T ∗X → S12 → T ∗X ⊗ (⊙3T ∗X)→ 0.
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This yields the formula:
c1(J 55X)
= c1(T
∗X) + c1(T ∗X ⊗ T ∗X) + c1(T ∗X ⊗J 22X)
+ c1((⊙2T ∗X)⊗ T ∗X) + c1(T ∗X ⊗ (⊙3T ∗X)) + c1(⊙5T ∗X)
= c1(T
∗X) + c1(T ∗X ⊗ T ∗X) + c1(T ∗X ⊗ (⊙2T ∗X))
+ c1(T
∗X ⊗ T ∗X) + c1((⊙2T ∗X)⊗ T ∗X)
+ c1(T
∗X ⊗ (⊙3T ∗X)) + c1(⊙5T ∗X)
where we have used the fact that
c1(T
∗X ⊗ J 22X) = c1(T ∗X ⊗ (⊙2T ∗X)) + c1(T ∗X ⊗ T ∗X).
Recall that
T ∗X ⊗ T ∗X = ⊙2T ∗X ⊕ ∧2T ∗X,
T ∗X ⊗ (⊙2T ∗X) = ⊙3T ∗X ⊕W ∗2,1X,
T ∗X ⊗ (⊙3T ∗X) = ⊙4T ∗X ⊕W ∗3,1X
(in general we have
T ∗X ⊗ (⊙dT ∗X) = ⊙d+1T ∗X ⊕W ∗d,1X.)
Thus we have:
c1(J 55X)
=
3∑
j=2
c1(⊙jT ∗X) +
5∑
j=1
c1(⊙jT ∗X) +
2∑
j=1
c1(W
∗
j,1X) +
3∑
j=1
c1(W
∗
j,1X).
In particulr, if X is a curve then
c1(J 55X) = (1 + 2 + 3 + 2 + 3 + 4 + 5)c1(T ∗X) = 20c1(T ∗X).
For m = k = 6, we have the following filtrations:
J 66X = S16 ⊃ S06 = J 65X, J 66X/J 65X = S16/S06 ∼= T ∗X,
J 65X = S15 ⊃ S05 = J 64X, J 65X/J 64X = S15/S05 ∼= T ∗X ⊗ T ∗X,
J 64X = S14 ⊃ S04 = J 63X, J 64X/J 63X ∼= T ∗X ⊗ J 32X,
22
J 63X = S23 ⊃ S13 ⊃ S03 = J 62X,
with factors
J 63X/S13 = ⊙2T ∗X, S13/S03 ∼= T ∗X ⊗ J 32X,
J 62X = S32 ⊃ S22 ⊃ S12 ⊃ S02 = ⊙6T ∗X, J 62X/S22 = ⊙3T ∗X,
S22/S
1
2
∼= (⊙2T ∗X)⊗ (⊙2T ∗X), S12/S02 ∼= T ∗X ⊗ (⊙4T ∗X).
The exact sequences associate to the filtration for J 66X are:
0→ J 65X → J 66X → T ∗X → 0;
0→ J 64X → J 65X → T ∗X ⊗ T ∗X → 0;
0→ J 63X → J 64X → T ∗X ⊗ J 32X → 0;
0→ S13 → J 63X → ⊙2T ∗X → 0,
0→ J 62X → S13 → T ∗X ⊗ J 32X → 0,
0→ S22 → J 62X → ⊙3T ∗X → 0,
0→ S12 → S22 → (⊙2T ∗X)⊗ (⊙2T ∗X)→ 0,
0→ ⊙6T ∗X → S12 → T ∗X ⊗ (⊙4T ∗X)→ 0.
This yields the formula:
c1(J 66X) = c1(T ∗X) + c1(T ∗X ⊗ T ∗X) + 2c1(T ∗X ⊗ J 32X)
+c1(⊙2T ∗X) + c1(⊙3T ∗X) + c1((⊙2T ∗X)⊗ (⊙2T ∗X))
+c1(T
∗X ⊗ (⊙4T ∗X)) + c1(⊙6T ∗X)
= c1(T
∗X) + 3c1(T ∗X ⊗ T ∗X) + 2c1(T ∗X ⊗ (⊙3T ∗X))
+c1(⊙2T ∗X) + c1(⊙3T ∗X) + c1((⊙2T ∗X)⊗ (⊙2T ∗X))
+c1(T
∗X ⊗ (⊙4T ∗X)) + c1(⊙6T ∗X).
where we have used the fact that
c1(T
∗X ⊗ J 32X)) = c1(T ∗X ⊗ (⊙3T ∗X)) + c1(T ∗X ⊗ T ∗X).
In particulr, if X is a curve then
c1(J 66X) = (1 + 6 + 8 + 2 + 3 + 4 + 5 + 6)c1(T ∗X) = 35c1(T ∗X).
The calculation before can be carried out in a much simpler fashion
as follows. A partition of a natural number m is a set of positve integers
k1, ..., kq such that m = k1 + ...+ kq. A partition can be expressed as
m =
k∑
j=1
jij
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where the integers ij = # of j’s in {k1, ..., kq} are non-negative. Obviously
we have 1 ≤ q ≤ k and 1 ≤ ki ≤ k for all i. The following result is
well-known in representation theory and in combinatorics (see [H-W]):
Theorem 1.15 The number, denoted p(m), of classes of Sm (the symmetric
group on m elements) is equal to the number of partitions of m and also to
the number of (inequivalent) irreducible representations of Sm. The number
p(m) is asymptotically approximated by the formula of Hardy-Ramanujan
p(m) ∼ e
π
√
2m/3
4m
√
3
.
Remark 1.16 The first few numbers are as follows:
p(1) = 1, p(2) = 2, p(3) = 3, p(4) = 5, p(5) = 7, p(6) = 11, p(7) = 15,
p(8) = 22, p(9) = 30, p(10) = 42, p(11) = 56, p(12) = 77, p(13) = 101.
We are interested in the case
k = λ1 + λ2 + ...+ λρλ
where λ1 ≥ λ2... ≥ λρλ ≤ 1. Define li = λi + ρλ − i, i = 1, ..., ρλ. Then
the dimension dλ of the representation Vλ, λ = (λ1, ..., λρλ) associated to the
partition λ is given by the formula dλ = 1 if ρλ = 1 and for ρλ 6= 1 (see
[F-H], p. 50):
dλ =
k!
l1!...lρλ !
∏
1≤i<j≤ρλ
(li − lj) (22)
The number ρλ shall be referred to as the length of the partition λ.
We consider also the case of partitioning a number by a partition of fixed
length k. Denote by pk(m) the number of solutions of the equation
x1 + ...+ xk = m
with the condition that 1 ≤ xk ≤ xk−1 ≤ ... ≤ x1. This number is obviously
equal to the number of solutions of the equation
y1 + ...+ yk = m− k
24
with the condition that 0 ≤ yk ≤ yk−1 ≤ ... ≤ y1. If there are exactly i of the
integers yi which are positive then these are the solutions of x1 + ... + xi =
m−k (xi ↔ yi+1) and so there are pi(m−k) of such solutions; consequently
we have:
Theorem 1.17 With the notations above we have
pk(m) =
k∑
i=0
pi(m− k)
if 1 ≤ k ≤ m and with the convention that p0(0) = 1, p0(m) = 0 if m > 0
and pk(m) = 0 if k > m.
The following identity is easily established by induction:
Theorem 1.18 The number pk(m) satisfies the following recursive relation:
pk(m) = pk−1(m− 1) + pk(m− k).
Obviously we have p1(m) = pm(m) = 1 and p2(m) = m/2 or (m− 1)/2
according to m being even or odd. Thus Theorem 1.19 yields p3(m) =
p2(m − 1) + p3(m − 3), p4(m) = p3(m − 1) + p4(m − 4), p5(m) = p4(m −
1) + p5(m− 5) and we get for example
p1(6) = 1, p2(6) = 3, p6(6) = 1
p3(6) = p2(5) + p3(3) = 3,
p4(6) = p3(5) = p2(4) = 2,
p5(6) = p4(5) = p3(4) = p2(3) = 1
hence as p(m) =
∑
k pk(m) we have
p(6) =
6∑
k=1
pk(6) = 1 + 3 + 3 + 2 + 1 + 1 = 11.
For m = 7 we have
p1(7) = 1, p2(7) = 3, p7(7) = 1
p3(7) = p2(6) + p3(4) = p2(6) + p2(3) = 4,
p4(7) = p3(6) = 3,
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p5(7) = p4(6) = 2,
p6(7) = p5(6) = 1
p(7) =
7∑
k=1
pk(7) = 1 + 3 + 4 + 3 + 2 + 1 + 1 = 15.
The total length of all partitions L(m) of a positive integer m is defined
to be
L(m) =
m∑
j=1
jpj(m).
For example if m = 6 then L(6) = 1 + 6 + 9 + 8 + 5 + 6 = 35 and for
m = 7, L(7) = 1 + 6 + 12 + 12 + 10 + 6 + 7 = 54. More generally for k ≤ m
Lk(m) =
k∑
j=1
jpj(m) (23)
shall be referred to as the total length of partitions of m of length at most
k. The following Lemma is easily established from the definitions:
Lemma 1.19 With the notations above we have
∑
λ
k∑
j=1
ij =
∑
λ
ρλ =
k∑
j=1
jpj(m)
where the sum on the right is taken over all partition λ = (λ1, ..., λρλ) of
m, 1 ≤ λρλ ≤ ... ≤ λ2 ≤ λ1, ρλ ≤ k and ij = # of j’s in {λ1, ..., λρλ}.
One has the following well-known asymptotic formula:
Theorem 1.20 For m→∞ the number pk(m) is asymptotically given by:
pk(m) ∼ m
k−1
(k − 1)!k! .
The preceding discussions yield the following Theorem:
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Theorem 1.21 Let X be a non-singular pojective curve then the Chern
number of Jmk X is given by
c1(Jmk X) = Lk(m)c1(KX) =
k∑
j=1
jpj(m)c1(KX) =
k∑
j=1
jpj(m)c1(KX)
where KX is the canonical bundle of X. If we fix k and let m → ∞ then
asymptotically:
c1(Jmk X) ∼ kpk(m) ∼
mk−1
(k − 1)!(k − 1)! .
We give as examples the explicit calculation of the above. Form = k = 3,
we have p(3) = 3 and the possible indices are tabulated below:
λ ρλ dλ i1 i2 i3
∑k
j=1 ij
1 (1, 1, 1) 3 1 3 0 0 3
2 (2, 1) 2 2 1 1 0 2
3 (3) 1 1 0 0 1 1
The Chern number of a curve X is obtained by summing the last column:
c1(J 33X) = (1 + 2 + 3)c1(T ∗X) = 6c1(T ∗X).
For m = k = 4, we have p(4) = 5 and the possible indices are listed
below
λ ρλ dλ i1 i2 i3 i4
∑k
j=1 ij
1 (1, 1, 1, 1) 4 1 4 0 0 0 4
2 (2, 1, 1) 3 3 2 1 0 0 3
3 (3, 1) 2 3 1 0 1 0 2
4 (2, 2) 2 2 0 2 0 0 2
5 (4) 1 1 0 0 0 1 1
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The Chern numberof a curve X is obtained by summing the last column:
c1(J 44X) = 12c1(T ∗X).
For m = k = 5, we have p(5) = 7 and the possible indices are listed
below
λ ρλ dλ i1 i2 i3 i4 i5
∑k
j=1 ij
1 (1, 1, 1, 1, 1) 5 1 5 0 0 0 0 5
2 (2, 1, 1, 1) 4 4 3 1 0 0 0 4
3 (3, 1, 1) 3 6 2 0 1 0 0 3
4 (2, 2, 1) 3 5 1 2 0 0 0 3
5 (4, 1) 2 4 1 0 0 1 0 2
6 (3, 2) 2 15 0 1 1 0 0 2
7 (5) 1 1 0 0 0 0 1 1
The Chern numberof a curve X is obtained by summing the last column:
c1(J 55X) = 20c1(T ∗X).
For m = k = 6, we have p(6) = 11 and the possible indices are listed
below
λ ρλ dλ i1 i2 i3 i4 i5 i6
∑k
j=1 ij
1 (1, 1, 1, 1, 1, 1) 6 1 6 0 0 0 0 0 6
2 (2, 1, 1, 1, 1) 5 5 4 1 0 0 0 0 5
3 (3, 1, 1, 1) 4 10 3 0 1 0 0 0 4
4 (2, 2, 1, 1) 4 9 2 2 0 0 0 0 4
5 (4, 1, 1) 3 10 2 0 0 1 0 0 3
6 (3, 2, 1) 3 36 1 1 1 0 0 0 3
7 (2, 2, 2) 3 5 0 3 0 0 0 0 3
8 (5, 1) 2 30 1 0 0 0 1 0 2
9 (4, 2) 2 9 0 1 0 1 0 0 2
10 (3, 3) 2 5 0 0 2 0 0 0 2
11 (6) 1 1 0 0 0 0 0 1 1
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The Chern numberof a curve X is obtained by summing the last column:
c1(J 66X) = 35c1(T ∗X).
For m = k = 7, we have p(7) = 15 and the possible indices are listed
below
λ ρλ dλ i1 i2 i3 i4 i5 i6 i7
∑k
j=1 ij
1 (1, 1, 1, 1, 1, 1, 1) 7 1 7 0 0 0 0 0 0 7
2 (2, 1, 1, 1, 1, 1) 6 6 5 1 0 0 0 0 0 6
3 (3, 1, 1, 1, 1) 5 15 4 0 1 0 0 0 0 5
4 (2, 2, 1, 1, 1) 5 14 3 2 0 0 0 0 0 5
5 (4, 1, 1, 1) 4 20 3 0 0 1 0 0 0 4
6 (3, 2, 1, 1) 4 35 2 1 1 0 0 0 0 4
7 (2, 2, 2, 1) 4 14 1 3 0 0 0 0 0 4
8 (5, 1, 1) 3 15 2 0 0 0 1 0 0 3
9 (4, 2, 1) 3 35 1 1 0 1 0 0 0 3
10 (3, 3, 1) 3 21 1 0 2 0 0 0 0 3
11 (3, 2, 2) 3 21 0 2 1 0 0 0 0 3
12 (6, 1) 2 6 1 0 0 0 0 1 0 2
13 (5, 2) 2 14 0 1 0 0 1 0 0 2
14 (4, 3) 2 14 0 0 1 1 0 0 0 2
15 (7) 1 1 0 0 0 0 0 0 1 1
The Chern numberof a curve X is obtained by summing the last column:
c1(J 77X) = 54c1(T ∗X).
We list below the next few values of L(k):
L(8) = 86, L(9) = 128, L(10) = 192, L(11) = 275, L(12) = 399, L(13) = 556
L(14) = 780, L(15) = 1068, L(16) = 1463.
§ 2 Computation of Chern Classes in Complex Surfaces
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We now treat the case of a complex surface (i.e., complex dimension 2).
First we establish some basic facts:
Lemma 2.1 Let X be a nonsingular complex surface then
c1(⊙mT ∗X) = m(m+ 1)
2
c1(T
∗X),
c2(⊙mT ∗X) = a(m)c21(T ∗X) + b(m)c2(T ∗X)
where a(m) = m(m2 − 1)(3m + 2)/24, b(m) = m(m+ 1)(m + 2)/6.
Proof. the case of the first Chern class is straight forward and the calculation
is omitted (see section 4 for a slightly more general calculation. To compute
the Chern numbers of ⊙2E we proceed formally by writing the total Chern
class c(E) = (1 + (λ1 + λ2)x+ λ1λ2x
2) then the total Chern class of ⊙2E is
(keep in mind that rank ⊙2E = 3):
(1 + 2λ1x)(1 + 2λ2x)(1 + (λ1 + λ2)x)
and a calculation (mod x3) yields:
1 + 3(λ1 + λ2)x+ [4λ1λ2 + 2(λ1 + λ2)
2]x2.
This shows that
c1(⊙2E) = 3c1(E), c2(⊙2E) = 2c21(E) + 4c2(E)
and the Lemma is verified in this case.
Next we compute the Chern numbers of ⊙3 E. With a similar formalism
(and keep in mind that the rank of ⊙3 E is 4), we have:
c(⊙3E) = (1 + 3λ1x)(1 + 3λ2x)(1 + (2λ1 + λ2)x)(1 + (λ1 + 2λ2)x)
= 1 + 6(λ1 + λ2)x+ {11(λ1 + λ2)2 + 10λ1λ2}x2 (mod x3).
This shows that
c1(⊙3E) = 6c1(E), c2(⊙3E) = 11c21(E) + 10c2(E).
For general m we observe that
c1(⊙mE) =
{
(mp2(m) +
m
2 )c1(E), if m is even,
(mp2(m) +m)c1(E), if m is odd
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where p2(m) is the number of solutions of m with partitions of fixed length
2 defined above. The Lemma follows by recalling that p2(m) = m/2 (resp.
(m− 1)/2) if m is even (resp. odd). For the tensor product we observe that
c1(⊗mE) =
∑
i=0
i+ (m− i)
2
Cmi c1(E)
which follows from the fact that a partition m of length 2 can be written
simply as l = (l1 = i, l2 = m− i). Previously, this was defined by requiring
that l1 ≥ l2 ≥ 1 but in the preceeding formula we include all parititions
l = (l1, l2), li ≥ 0, l1 + l2 = m. This accounts for the extra term m/2 (resp.
m) in the formula for the symmetric product and also the factor 1/2 in the
formula for tensor product.
The second Chern class is somewhat more complicated. Given an integer
m the non-negative partitions of m of length 2 are {(m − i, i), i = 0, ...,m}
and
c(⊙mE) =
m∏
i=0
(1 + ((m− i)λ1 + iλ2)x) (mod x3).
The coefficients of x2 is the second Chern class and is given by the following
sums if m is even:
s0 =
m
2
−1∑
i=0
((m− i)λ1 + iλ2)(iλ1 + (m− i)λ2)
s1 =
m−1∑
i=1
{mλ1((m− i)λ1 + iλ2) +mλ2(iλ1 + (m− i)λ2)}
s2 =
m−2∑
i=2
{((m− 1)λ1 + λ2)((m− i)λ1 + iλ2) +
+(λ1 + (m− 1)λ2)(iλ1 + (m− i)λ2)}
...
...
...
31
sj =
m−j∑
i=j
{((m− j)λ1 + jλ2)((m− i)λ1 + iλ2) +
+(jλ1 + (m− j)λ2)(iλ1 + (m− i)λ2)}
...
...
...
s(m/2)−1 = {(
m
2
+ 1)λ1 + (
m
2
− 1)λ2)}{m
2
λ1 +
m
2
λ2)}
c2(⊙mE) = s0 + s1 + ...+ s(m/2)−1.
By simple algebra, we have
s0 =
m
2
−1∑
i=0
i(m− i)(λ21 + λ22) +
m
2
−1∑
i=0
(i2 + (m− i)2)λ1λ2
=
m
2
−1∑
i=0
i(m− i)(λ1 + λ2)2 +
m
2
−1∑
i=0
(m− 2i)2λ1λ2
=
m
2
−1∑
i=0
i(m− i)c1(E)2 +
m
2
−1∑
i=0
(m− 2i)2c2(E).
For sj, j ≥ 1 the main observation is that each of these can be expressed as
(λ1 + λ2)
2 and so invoves only c21, indeed we have, for 1 ≤ j ≤ (m/2) − 1,
sj =
m−j∑
i=j
(m2 −m(i+ j) + 2ij)(λ1 + λ2)2
=
m−j∑
i=j
(m2 −m(i+ j) + 2ij)c1(E)2.
If m is odd:
s0 =
m−1
2∑
i=0
((m− i)λ1 + iλ2)(iλ1 + (m− i)λ2)
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and sj, j = 1, ...,
m−1
2 are defined as before with c2(⊙mE) = s0 + s1 + ... +
sm−1
2
. By simple algebra, we have
s0 =
m−1
2∑
i=0
i(m− i)c1(E)2 +
m−1
2∑
i=0
(m− 2i)2c2(E).
Thus
c2(⊙mE) =
m
2
−1∑
i=0
(m− 2i)2c2(E) +
m
2
−1∑
i=0
i(m− i)c1(E)2 +
+
m
2
−1∑
j=1
m−j∑
i=j
(m2 −m(i+ j) + 2ij)c1(E)2
if m is even and
c2(⊙mE) =
m−1
2∑
i=0
(m− 2i)2c2(E) +
m−1
2∑
i=0
i(m− i)c1(E)2 +
+
m−1
2∑
j=1
m−j∑
i=j
(m2 −m(i+ j) + 2ij)c1(E)2
if m is odd. The Lemma follows by simplifying the preceding formulas. QED
Lemma 2.2 Let Ei, i = 1, ..., k be holomorphic vector bundles, of rank ri
respectively, over a non-singular complex surface X then
(i) c1(⊗ki=1Ei) =
k∑
i=1
(r1...ri−1ri+1...rk)c1(Ei),
(ii) c2(⊗ki=1Ei) =
k∏
i=1
ri
k∑
i=1
(
c2(Ei)
ri
− c
2
1(Ei)
2ri
) +
∏k
i=1 r
2
i
2
k∑
i=1
(
c1(Ei)
ri
)2.
Proof. Consider first the case k = 2 then by expressing formally E1 =
L1 ⊕ ...⊕ Lr1 , E2 = F1 ⊕ ...⊕ Fr2 as direct sums of line bundles we get
E1 ⊗ E2 =
r1∑
i=1
Li ⊗ (F1 ⊕ ...⊕ Fr2)
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hence the first Chern class is given by
c1(E1 ⊗ E2) =
r1∑
i=1
(r2c1(Li) + c1(E2)) =
r−1∑
i=1
r2c1(E1) + r1c2(E2).
The case of general k is similar. For c2(E1 ⊗E2) we have
c2(E1 ⊗ E2) = c2(
r1∑
i=1
Li ⊗ E2)
=
∑
i<j
c1(Li ⊗ E2)c1(Lj ⊗ E2) +
∑
i
c2(Li ⊗ E2).
The formula of the Lemma follows from the above and the following formu-
las,
cl(Li ⊗E2) =
l∑
p=0
Cr2−pl−p c
l−p
1 (Lp)ci(E2).
The calculation of the general case is achieved via induction. QED
The next formulas are consequences of the preceding lemmas:
Corollary 2.3 Let X be a non-singular complex surface X then
c1(⊙i1T ∗X ⊗ ...⊗⊙ikT ∗X) = i1 + ...+ ik
2
(i1 + 1)...(ik + 1),
c2(⊙i1T ∗X ⊗ ...⊗⊙ikT ∗X)
=
k∑
j=1
∏k
l=1(il + 1)
ij + 1
c2(⊙ijT ∗X)
+
k∑
j=1
∏
l 6=j(il + 1){(
∏
l 6=j(il + 1))− 1}
2
c21(⊙ijT ∗X)
+
∏
1≤j1<j2≤k
∏
l(il + 1)
2
(ij1 + 1)(ij2 + 1)
c1(⊙ij1T ∗X)c1(⊙ij2T ∗X).
Let m be a positive integer and for each fixed positive integer k denote
by qk(m) be the number of solutions of the equation
i1 + 2i2 + ...+ kik = m.
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A solution of the preceding equation shall be referred to as a weighted par-
tition of m of length k. It is easy to see that
Lemma 2.4With the notations above we have qk(m) = p1(m)+ ...+pk(m).
With this we have the following asymptotic estimate:
Theorem 2.5 For m→∞ the number qk(m) is asymptotically given by:
qk(m) ∼ m
k−1i2)mj−1
(k − 1)!(k − 1)! .
Proof. By Theorem 1.20, we have
pj(m) ∼ m
j−1
(j − 1)!j! .
By Lemma 2.4,
qk(m) =
k∑
j=1
pj(m) ∼
k∑
j=1
mj−1
(j − 1)!j! ∼
mk−1i2)mj−1
(k − 1)!(k − 1)! .
QED
With the preceding results the computation of the Chern numbers for
Jmk X can now be carried out by using the Theorem of Green on Griffiths.
First we compute the Chern classes for the sheaves of each of the weighted
partitions. Then the Chern numbers of Jmk X is computed from these by
the following Lemma. To state the Lemma we denote by
Ikm = {I = (i1, ..., ik) | ij ∈ N, i1 + 2i2 + ...+ kik = m}.
Moreover fixing an ordering of the set Ikm then
Lemma 2.6 Let X be a non-singular surface then
c1(Jmk X) =
∑
I∈Ikm
c1(SI),
c2(Jmk X) =
∑
I
c2(SI) +
∑
I<J,I,J∈Ikm
c1(SI)c1(SJ)
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where SI = ⊙i1T ∗X ⊗ ...⊗⊙ikT ∗X.
Proof. This is a consequence of Theorem 1.13:
Jmk−1X = F0k ⊂ F1k ⊂ ... ⊂ F [m/k]k = Jmk X
(where [m/k] is the greatest integer smaller than or equal to m/k) such that
F ik/F i−1k ∼= Jm−kik−1 X ⊗ (⊙iT ∗X).
From the exact sequence
0→ F [m/k]−1k → Jmk X → Jm−k[m/k]k−1 X ⊗ (⊙[m/k]T ∗X)→ 0
we see that
c1(Jmk X) = c1(F [m/k]−1k ) + c1(Jm−k[m/k]k−1 X ⊗ (⊙[m/k]T ∗X)),
c2(Jmk X) = c1(F [m/k]−1k )c1(Jm−k[m/k]k−1 X ⊗ (⊙[m/k]T ∗X))
+c2(F [m/k]−1k ) + c2(Jm−k[m/k]k−1 X ⊗ (⊙[m/k]T ∗X)).
We then use filtrations of F [m/k]−1k and of Jm−k[m/k]k−1 X to compute the Chern
classes. Eventually the Chern classes are expressed by the Chern classos of
the bundles SI = ⊙i1T ∗X ⊗ ...⊗⊙ikT ∗X for each I ∈ Ikm. QED
We shall compute the explicit numbers for the following cases (I) k =
2, 1 ≤ m ≤ 6, (II) k = 3,m = 6 which will be needed later. We shall aso
compute (III) k = m ≤ 5 for comparison with the result of section 1. We
shall write, for simplicity:
c1 = c1(T
∗X), c2 = c2(T ∗X).
(I22) k = 2,m = 2
There are two weighted partitions P1 = (i1 = 2, i2 = 0) and P2 =
(i1 = 0, i2 = 1) corresponding to the two solutions of i1 + 2i2 = 2. The
corresponding sheaves are S1 = ⊙2T ∗X,S2 = T ∗X. Denote by ∆(Si) =
c1(Si)− c2(Si) and µ(Si) = c1(µ(Si))/rank µ(Si).
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Pi Si rank c1(Si) c2(Si) ∆(Si) µ(Si)
(2, 0) ⊙2T ∗X 3 3c1 2c21 + 4c2 7c21 − 4c2 1
(0, 1) T ∗X 2 c1 c2 c21 − 4c2 1/2
Thus c1(J 22X) = 4c1(T ∗X), c2(J 22X) = 5c21(T ∗X) + 5c2(T ∗X), hence
∆(J 22X) = c21(J 22X)− c2(J 22X) = 11c21(T ∗X)− 5c2(T ∗X), µ(J 22X) = 4/5.
We remark that the formula given in [G-G] is c21(J 22X)−c2(J 22X) = 7c21(T ∗X)−
5c2(T
∗X).
(I23) k = 2,m = 3
There are two weighted partitions P1 = (i1 = 3, i2 = 0) and P2 = (i1 =
1, i2 = 1) corresponding to the two solutions of i1 + 2i2 = 3.
Pi Si rank c1(Si) c2(Si) ∆(Si) µ(Si)
(3, 0) ⊙3T ∗X 4 6c1 11c21 + 10c2 25c21 − 10c2 3/2
(1, 1) T ∗X ⊗ T ∗X 4 4c1 6c21 + 4c2 10c21 − 4c2 1
Thus c1(J 32X) = 10c1(T ∗X), c2(J 32X) = 41c21(T ∗X) + 14c2(T ∗X), hence
∆(J 32X) = 59c21(T ∗X)− 14c2(T ∗X), µ(J 32X) = 5/4.
(I24) k = 2,m = 4
There are 3 weighted partitions P1 = (i1 = 4, i2 = 0), P1 = (i1 = 2, i2 =
1) and P3 = (i1 = 0, i2 = 2) corresponding to the 3 solutions of i1+2i2 = 4.
Pi Si rank c1(Si) c2(Si) ∆(Si) µ(Si)
(4, 0) ⊙4T ∗X 5 10c1 35c21 + 20c2 65c21 − 20c2 2
(2, 1) ⊙2T ∗X ⊗ T ∗X 6 9c1 34c21 + 11c2 57c21 − 11c2 3/2
(0, 2) ⊙2T ∗X 3 3c1 2c21 + 4c2 7c21 − 4c2 1
Thus c1(J 42X) = 22c1(T ∗X), c2(J 42X) = 203c21(T ∗X) + 35c2(T ∗X), hence
∆(J 42X) = 281c21(T ∗X)− 35c2(T ∗X), µ(J 42X) = 11/7.
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(I25) k = 2,m = 5
There are 3 weighted partitions P1 = (i1 = 5, i2 = 0), P1 = (i1 = 3, i2 =
1) and P3 = (i1 = 1, i2 = 2) corresponding to the 3 solutions of i1+2i2 = 5.
Pi Si rank c1(Si) c2(Si) ∆(Si) µ(Si)
(5, 0) ⊙5T ∗X 6 15c1 85c21 + 35c2 120c21 − 35c2 5/2
(3, 1) ⊙3T ∗X ⊗ T ∗X 8 16c1 112c21 + 24c2 144c21 − 24c2 2
(1, 2) T ∗X ⊗⊙2T ∗X 6 9c1 34c21 + 11c2 47c21 − 11c2 3/2
Thus c1(J 52X) = 40c1(T ∗X), c2(J 52X) = 750c21(T ∗X) + 70c2(T ∗X), hence
∆(J 52X) = c21(J 52X)− c2(J 52X) = 850c21(T ∗X)− 70c2(T ∗X), µ(J 52X) = 2.
(I26) k = 2,m = 6
There are 4 weighted partitions P1 = (i1 = 6, i2 = 0), P2 = (i1 = 4, i2 =
1), P3 = (i1 = 2, i2 = 1) and P4 = (i1 = 0, i2 = 3) corresponding to the 3
solutions of i1 + 2i2 = 6.
Pi Si rank c1(Si) c2(Si) ∆(Si) µ(Si)
(6, 0) ⊙6T ∗X 7 21c1 175c21 + 56c2 226c21 − 56c2 3
(4, 1) ⊙4T ∗X ⊗ T ∗X 10 25c1 330c21 + 45c2 295c21 − 45c2 5/2
(2, 2) ⊙2T ∗X ⊙2 T ∗X 9 18c1 147c21 + 24c2 177c21 − 24c2 2
(0, 3) ⊙3T ∗X 4 6c1 11c21 + 10c2 25c21 − 10c2 3/2
Thus c1(J 62X) = 70c1(T ∗X), c2(J 62X) = 662c21(T ∗X) + 135c2(T ∗X), hence
∆(J 62X) = 4238c21(T ∗X)− 135c2(T ∗X), µ(J 62X) = 7/3.
(II36) k = 3,m = 6
There are 7 weighted partitions P1 = (i1 = 6, i2 = 0, i3 = 0), P2 = (i1 =
4, i2 = 1, i3 = 0), P3 = (i1 = 3, i2 = 0, i3 = 1), P4 = (i1 = 2, i2 = 2, i3 =
0), P5 = (i1 = 1, i2 = 1, i3 = 1), P6 = (i1 = 0, i2 = 3, i3 = 0) and P7 = (i1 =
0, i2 = 0, i3 = 2) corresponding to the 7 solutions of i1 + 2i2 + 3i3 = 6.
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Pi Si rank c1(Si) c2(Si) ∆(Si) µ(Si)
(6, 0, 0) ⊙6T ∗X 7 21c1 175c21 + 56c2 260c21 − 56c2 3
(4, 1, 0) ⊙4T ∗X ⊗ T ∗X 10 25c1 330c21 + 45c2 295c21 − 45c2 5/2
(3, 0, 1) ⊙3T ∗X ⊗ T ∗X 8 16c1 112c21 + 24c2 144c21 − 24c2 2
(2, 2, 0) ⊙2T ∗X ⊗⊙2T ∗X 9 18c1 147c21 + 24c2 177c21 − 24c2 2
(1, 1, 1) T ∗X ⊗ T ∗X ⊗ T ∗X 8 12c1 66c21 + 12c2 78c21 − 12c2 3/2
(0, 3, 0) ⊙3T ∗X 4 6c1 11c21 + 10c2 25c21 − 10c2 3/2
(0, 0, 2) ⊙2T ∗X 3 3c1 2c21 + 4c2 7c21 − 4c2 1
us c1(J 63X) = 101c1(T ∗X), c2(J 63X) = 5026c21(T ∗X) + 175c2(T ∗X) and
∆(J 63X) = 5175c21(T ∗X)− 175c2(T ∗X), µ(J 63X) = 101/49.
(III33) k = m = 3
In this case there are 3 weighted partitions: P1 = (3, 0, 0), P2 = (1, 1, 0)
and P3 = (0, 0, 3). The tabulation is given by
Pi Si rank c1(Si) c2(Si) ∆(Si) µ(Si)
(3, 0, 0) ⊙3T ∗X 4 6c1 11c21 + 10c2 25c21 − 10c2 3/2
(1, 1, 0) T ∗X ⊗ T ∗X 4 4c1 6c21 + 4c2 10c21 − 4c2 1
(0, 0, 1) T ∗X 2 c1 c2 c21 − c2 1
Thus we have
c1(J 33X) = 11c21(T ∗X), c2(J 33X) = 51c21(T ∗X) + 15c2(T ∗X)
and so µ(J 33X) = 11/10 and
c21(J 33X)− c2(J 33X) = 70c21(T ∗X)− 15c2(T ∗X).
The formula given in [G-G] is c21(J 33X)−c2(J 33X) = 85c21(T ∗X)−49c2(T ∗X).
(III44) k = m = 4
In this case there are 5 weighted partitions: P1 = (4, 0, 0, 0), P2 =
(2, 1, 0, 0), P3 = (1, 0, 1, 0), P4 = (0, 2, 0, 0) and P5 = (0, 0, 0, 1). The tab-
ulation is given by
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Pi Si rank c1(Si) c2(Si) ∆(Si) µ(Si)
(4, 0, 0, 0) ⊙4T ∗X 5 10c1 35c21 + 20c2 65c21 − 20c2 2
(2, 1, 0, 0) ⊙2T ∗X ⊗ T ∗X 6 9c1 34c21 + 11c2 47c21 − 11c2 3/2
(1, 0, 1, 0) T ∗X ⊗ T ∗X 4 4c1 6c21 + 4c2 10c21 − 4c2 1
(0, 2, 0, 0) ⊙2T ∗X 3 3c1 2c21 + 4c2 7c21 − 4c2 1
(0, 0, 0, 1) T ∗X 2 c1 c2 c21 − c2 1/2
Thus we have
c1(J 44X) = 27c21(T ∗X), c2(J 44X) = 338c21(T ∗X) + 40c2(T ∗X)
and so µ(J 44X) = 27/20 and
c21(J 44X)− c2(J 44X) = 391c21(T ∗X)− 40c2(T ∗X).
(III55) k = m = 5
In this case there are 3 weighted partitions: P1 = (5, 0, 0, 0, 9), P2 =
(3, 1, 0, 0, 0), P3 = (2, 0, 1, 0, 0), P4 = (1, 2, 0, 0, 0), P5 = (1, 0, 0, 1, 0)P6 =
(1, 2, 0, 0, 0) and P7 = (1, 2, 0, 0, 0). The tabulation is given by
Pi Si rank c1(Si) c2(Si) ∆(Si) µ(Si)
(5, 0, 0, 0, 0) ⊙5T ∗X 6 15c1 85c21 + 35c2 140c21 − 35c2 5/2
(3, 1, 0, 0, 0) ⊙3T ∗X ⊗ T ∗X 8 16c1 112c21 + 24c2 144c21 − 24c2 2
(2, 0, 1, 0, 0) ⊙2T ∗X ⊗ T ∗X 6 9c1 34c21 + 11c2 47c21 − 11c2 3/2
(1, 2, 0, 0, 0) T ∗X ⊗⊙2T ∗X 6 9c1 34c21 + 11c2 47c21 − 11c2 3/2
(1, 0, 0, 1, 0) T ∗X ⊗ T ∗X 4 4c1 6c21 + 4c2 10c21 − 4c2 1
(0, 1, 1, 0, 0) T ∗X ⊗ T ∗X 4 4c1 6c21 + 4c2 10c21 − 4c2 1
(0, 0, 0, 0, 1) T ∗X 2 c1 c2 c21 − c2 1
Thus we have
c1(J 55X) = 58c21(T ∗X), c2(J 55X) = 1622c21(T ∗X) + 90c2(T ∗X)
and so µ(J 55X) = 29/18 and
c21(J 55X)− c2(J 44X) = 1742c21(T ∗X)− 90c2(T ∗X).
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We remark that the inequality (1.21) in [G-G] is incorrect (for example set
k = 2 or k = 3 and compare these to the formulas obtained above; indeed
for k = 2 (see (1.21) in [G-G]) reduces to c21(X)− c2(X) > 0).
§ 3 Weighted Projective Spaces and Projectivized Jet Bundles
For a vector bundle, e.g., the k-jet bundle T kX, a standard approach of
studying the bundle is to projectivized it and then study the line bundles
over the projectivization. We are going to do the same for the C∗-bundle
JkX using the well-known results in the former case as a guide. The fiber
of the projectivized bundle are certain types of weighted projective space.
Thus we shall first recall some basic facts about weighted projective spaces.
For more detailed discussions and further references the readers are referred
to the articles [B-R], [Do] and the monograph [Di].
Let Q = (q0, q1, ..., qr) (r ≥ 1) be an (r + 1)-tuple of positive integers.
The tuple Q is said to be reduced if the greatest common divisor (gcd) of
(q0, q1, ....qr) is 1. In general if the gcd is d the tuple
Qred = Q/d = (q0/d, ..., qr/d)
is called the reduction of Q. Let d0 = gcd(q1, ..., qr), dr = gcd(q0, ..., qr−1)
and
di = gcd(q0, q1, ..., qi−1, qi+1, ..., qr), 1 ≤ i ≤ r − 1.
Let a0 = lcm(d1, ..., dr), ar = lcm(d0, ..., dr−1) and
ai = lcm(d0, d1, ..., di−1, di+1, ..., dr), 1 ≤ i ≤ r − 1
where lcm means least common multiple. Define the normalization of Q by
Qnorm = (q0/a0, ..., qr/ar).
A tuple Q is said to be normalized if Q = Qnorm.
Let (Cr+1, Q) be the (r+1)-dimensional complex vector space such that
the variable zi is assigned the weight (or degree) qi. A C
∗-action is defined
on (Cr+1, Q) by:
λ.(z0, ..., zr) = (λ
q0z0, ..., λ
qrzr), λ ∈ C∗. (24)
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The quotient space, P(Q) = (Cr+1, Q)/C∗, is called the weighted projective
space of type Q. The equivalence class of an element (z0, ..., zr) is denoted
by [z0, ..., zr ]Q. For Q = (1, ..., 1) = 1,P(Q) = P
r is the usual complex
projective space of dimension r and an element of Pr is denoted simply by
[z0, ..., zr ]. Indeed for the special case r = 1 it can be shown that, for any
tuple (q0, q1), P(q0, q1) ∼= P1. This is not so if r ≥ 2, however, we do have:
Theorem 3.1 Let Q = (q0, ..., qr) be an (r + 1)-tuple of positive integers
then
P(Q) ∼= P(Qred) ∼= P(Qnorm).
Example 3.2 It is clear that a normalized tuple is reduced. The converse is
not true in general. Let Q = (4, 6, 12) then Qred = (2, 3, 6) is reduced but is
not normalized. In fact Qnorm = (Qred)norm = (1, 1, 6). The tuple (6, 10, 15)
is reduced but is not normalized, in fact its normalization is (1, 1, 1) hence
P(6, 10, 15) ∼= P2.
Define a map ρQ : (C
r+1,1)→ (Cr+1, Q) by
ρQ(z0, ..., zr) = (z
q0
0 , ..., z
qr
r ). (25)
It is easily seen that µQ is compatible with the respective C
∗-actions and
hence descends to a well-defined morphism:
ρ¯Q : P
r → P(Q), ρ¯Q([z0, ..., zr ]) = [zq00 , ..., zqrr ]Q. (26)
The weighted projective space can aso be described as follows. Denote by
Θqi the group of qi-th roots of unity. Then the group ΘQ = ⊕ri=0Θqi acts
on Pr by coordinate wise multiplication:
(θ0, ..., θr).[z0, ..., zr] = [θ0z0, ..., θrzr], θi ∈ Θqi
and it is easily verified that P(Q) = Pr/ΘQ.
Theorem 3.3 The weighted projective space P(Q) is isomorphic to the
quotient Pr/ΘQ. In particular, P(Q) is irreducible and normal (the singu-
larities are cyclic quotients and hence rational).
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Denote by SQ(m) the space of homogeneous polynomials of degreem > 0
in the variables zi (assigned with the degree qi). In other words, a polynomial
P is in S(Q)(m) if
P (λ.(z0, ..., zr)) = λ
mP (z0, ..., zr).
We may express such a polynomial explicitly:
P =
∑
(i0,...,ir)∈IQ,m
ai0...irz
i0
0 ...z
ir
r (27)
where the index set IQ,m is defined by:
IQ,m = {(i0, ..., ir) |
r∑
j=0
qjij = m}.
The sheaf OP(Q)(m) is the sheaf over P(Q) whose global regular sections
are precisely the elements of SQ(m):
H0(P(Q),OP(Q)(m)) = SQ(m). (28)
For negative integer −m,m > 0 the sheaf OP(Q)(−m) is defined to be the
dual of OP(Q)(m).
Theorem 3.4 (i) For any m ∈ Z,OP(Q)(m) is a reflexive coherent sheaf.
(ii) The sheaf OP(Q)(m) is locally free if m is divisible by each qi (hence
by the least common multiple). (iii) Let mQ be the least common multiple
of {q0, ..., qr} then OP(Q)(m0) is ample. (iv) There exists an interger n0
depending only on Q such that OP(Q)(nmQ) is very ample for all n ≥ n0.
(v) For any α, β ∈ Z we have OP(Q)(αmQ)⊗OP(Q)(β) ∼= OP(Q)(αmQ+ β).
For any subset J ⊂ {0, 1, ..., r} denote by mJ the least common multiple
of {qj, j ∈ J} and define
m(Q) = −|Q|+ 1
r
r+1∑
ν=2
∑
#J=ν mJ
Cr−1ν−2
where Cba is the usual binomial coefficient and |Q| = q0+ ...+qr. It is known
that assertion (iv) holds if n > m(Q). In general the line sheaf OP(Q)(m) is
not invertible if m is not an integer multiple of mQ. It can be shown that
for Q = (1, 1, 2) the sheaf OP(Q)(1) is not invertible and hence, neither is
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OP(Q)(1)⊗OP(Q)(1). This also shows that OP(Q)(1)⊗OP(Q)(1) 6∼= OP(Q)(2)
as OP(Q)(2) is invertible by part (ii) of the preceding Theorem.
Theorem 3.5 Let Q be a (r + 1)-tuple of positive integers then
(i) H i(P(Q),OP(Q)(p)) = {0}, p ∈ Z if i 6= 0, r;
(ii) H0(P(Q),OP(Q)(p)) = SQ(p) p ∈ Z;
(iii) Hr(P(Q),OP(Q)(p)) ∼= S(Q)(−p− |Q|), p ∈ Z
where |Q| = q0 + ....+ qr.
Denote by Pic (P(Q)) and Cl(P(Q)) the Picard group and respectively
the divisor class group.
Theorem 3.6 Let Q = Qnorm be a normalized (r+1)-tuple of positive inte-
gers then (i) Pic (P(Q)) ∼= Z is generated by [OP(Q)(mQ)]; (ii) Cl(P(Q)) ∼=
Z is generated by [OP(Q)(1)].
Let Q be a (r + 1)-tuple of positive integers define for k = 1, ..., r:
lQ,k = lcm { qi0 ...qik
gcd (q0, ..., qik)
| 0 ≤ i0 < .... < ik ≤ r}.
Theorem 3.7 Let Q be a (r + 1)-tuple of positive integers then
H i(P(Q);Z) ∼=
{
Z, if i is even,
0, if i is odd.
Moreover, let ρ¯Q : P
r → P(Q) be the quotient map as defined by (28) then
the following diagram commutes,
H2k(P(Q);Z)
ρ¯∗
Q−→ H2k(Pr;Z)
∼=↓ ∼=↓
Z
lQk−→ Z
where the lower map is the multiplication by the number lQk.
Note that the number lQr is precisely the number of preimages of a point
in P(Q) under the quotient map ρ¯Q. The proof of the preceding Theorem
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for k = r is quite easy. for the general case we refer the readers to [Ka]. We
shall only be concerned with the case where n, k ≥ 1 are positive integers
and
Q = ((1, ..., 1︸ ︷︷ ︸
n
), (2, ..., 2︸ ︷︷ ︸
n
), ..., (k, ..., k︸ ︷︷ ︸
n
)).
In this case we shall write Pn,k for P(Q). Note that r = dim Pn,k = nk− 1
In this case the least common multiple of Q is mQ = k! and lQr = (k!)
n.
Let pi : (E , h) → X be a holomorphic hermitian vector bundle over a
compact Ka¨hler manifold X. Denote by L(E) be the ”hyperplane bundle”
defined over the projectivized bundle P(E). It is defined as follows:
pi∗E −→ E
↓ pr ↓ p
P(E) π−→ X
the tautological sub-sheaf is defined by:
{((x, [ξ]), η) ∈ pi∗E | (x, [ξ]) ∈ P(E), p([ξ]) = x, [η] = [ξ]}
and Lk is defined to be the dual of the tautological line bundle. In other
words, since the fiber P(E) over a point x ∈ X is a projective space, the
restriction of LkX to P(Ex) is the hyperplane line bundle OPr−1(1) (here
r = rank E). We shall often use the notation OP(E)(1) for Lk and the tensor
product Lmk by OP(E)(m) for any integer m ∈ Z. The following is a classical
Theorem of Grothendieck:
Theorem 3.8 Let E be a holomorphic vector bundle over a complex mani-
fold X then for any m, j ≥ 0, the j-th direct image sheaf of the m-fold tensor
product of L(m) is isomorphic to the m fold symmetric product of E, i.e.,
Rj∗Lm(E) ∼= ⊙mE and
Hj(X,⊙mE ⊗ S) ∼= Hq(X,Lm(E)⊗ p∗S)
where S is any sheaf on X.
Let pi : JkX → X be the (restricted) k-jet bundle of a complex manifold
X. Denote by Lk the ”hyperplane sheaf” defined over the projectivized
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k-jet bundle P(JkX). It is defined as follows. Consider the commutative
diagram:
pi∗JkX −→ JkX
↓ pr ↓ p
P(JkX)
π−→ X
the tautological sub-sheaf is defined by:
{((x, [ξ]), η) ∈ pi∗JkX | (x, [ξ]) ∈ P(JkX), p([ξ]) = x, [η] = [ξ]}
and Lk is defined to be the dual the tautological line sheaf. In other words,
since the fiber P(JkxX) over a point x ∈ X is a weighted projective space
of type Q = ((1, ..., 1); ...; (k, ..., k)) the restriction of LkX to P(JkxX) is the
line sheaf OP(Q)(1) as defined in the preceding section. We shall use the
notation OP(JkX)(1) for Lk. More generally for any integer m,OP(JkX)(m)
is the sheaf on P(JkX) which restricts to the bundle OP(Q)(m) along each
fiber of the projection map p : P(JkX) → X. The proof of the preced-
ing Theorem relies on the classical Vanishing Theorem of cohomologies on
projective spaces. The analogoue of this for weighted projective spaces is
provided by Theorem 3.3 and hence we have (see [G-G] and [K-O]):
Theorem 3.9 Let X be a complex manifold and S be a sheaf over X then
for any m, j ≥ 0 we have Rj∗OP(JkX)(m) ∼= Jmk X and
Hj(X,Jmk X ⊗ S) ∼= Hj(P(JkX),OP(JkX)(m)⊗ p∗S).
The following is a consequence of Theorem 3.4:
Theorem 3.10 Let X be a complex manifold then
(i) for any m ∈ Z,OP(JkX)(m) is a reflexive coherent sheaf;
(ii) the sheaf OP(JkX)(m) is locally free if m is divisible by each qi (hence
by the least common multiple k!);
(iii) for any α, β ∈ Z,OP(JkX)(k!α) ⊗OP(JkX)(β) ∼= OP(JkX)(k!α + β).
Due to the fact that OP(JkX)(1) is not locally free and that, in general,
OP(JkX)(a)⊗OP(JkX)(a) ∼= OP(JkX)(a+ b) some of the proof of the results
that are valid on projectivized vector bundle are not valid even though
46
modifications of the results can be obtained via alternative proofs. We
establish some of the results (the counterparts in the case of projectivized
vector bundle are well-known) that will be essential in the next section.
Lemma 3.11 Let X be a complex manifold of dimension n and let p :
P(JkX)→ X be the projection map. Then the natural morphism:
φ : p∗p∗OP(JkX)(k!)→ OP(JkX)(k!)
is surjective and
n∑
i=0
(−1)icr−i1 (OP(JkX)(k!)) . p∗ci(J k!k X) = 0
where F is the kernel of φ and r = nk − 1 is the fiber dimension of p.
Proof. For simplicity we write O(k!) for OP(JkX)(k!). By definition the
restriction of O(k!) to a fiber of the projection map is OP(Q)(k!) where
Q = ((1, ..., 1); ...; (k, ..., k)).
Thus the least common multiple of the indices is k! and OP(Q)(k!) is ample
by Theorem 3.4. This implies that the map φ is surjective (see for example
[B-S]). By Theorem 3.9 p∗p∗O(k!) = p∗J k!k X and so the sequence:
0→ F → p∗J k!k X → O(k!)→ 0
is eact. By Whitney’s formula
r∑
i=0
p∗ci(J k!k X) = (1 + c1(O(k!)).
r−1∑
i=0
ci(F)
and hence
p∗ci(J k!k X) = c1(O(k!)).ci−1(F) + ci(F)
for 0 ≤ i ≤ r with c−1(F) = cr(F) = 0 (as rank F = r − 1). We can
eliminate the Chern classes of F by first multiplying the preceding identity
by cr−i1 (O(k!)) and then take alternating sum; namely:
cr−11 (O(k!)) . p∗c1(J k!k X) = cr1(O(k!)) + cr−11 (O(k!)) . c1(F)
cr−21 (O(k!)) . p∗c2(J k!k X) = cr−11 (O(k!)) . c1(F) + cr−21 (O(k!)).c2(F)
cr−31 (O(k!)) . p∗c3(J k!k X) = cr−11 (O(k!)) . c2(F) + cr−31 (O(k!)) . c3(F)
...
c1(O(k!)) . p∗cr−1(J k!k X) = c21(O(k!)) . cr−2(F) + c1(O(k!)).cr−1(F)
p∗cr(J k!k X) = c1(O(k!)) . cr−1(F)
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and multiply the i-identity above by (−1)r and then taking the sum from
i = 1 to i = r yields
r∑
i=1
(−1)icr−i1 (O(k!)) . p∗ci(J k!k X) = −cr1(O(k!)).
Moving the RHS to the LHS yields the identity of the Lemma. QED
Note that ci(J k!k X) = 0 if i ≥ n = dim X.
Lemma 3.12 Let X be a compact complex manifold of complex dimension
n then for any x ∈ X,∫
P(JkX)x
cnk−11 (OP(JkX)(k!)|P(JkX)x) = (k!)n
where P(JkX)x is the fiber over x.
Proof. By definition the fiber, P(JkX)x, over any point x ∈ X of the
projection map of p : P(JkX)→ X is the weighted projective space
P((1, ..., 1︸ ︷︷ ︸
n
), (2, ..., 2︸ ︷︷ ︸
n
), ..., (k, ..., k︸ ︷︷ ︸
n
))
of dimension nk−1. By Theorem 3.7 the quotient map ρ¯Q : Pnk−1 → P(Q)
is a finite morphism with sheet number lQ,nk−1 = (k!)n. The generator of
H2(nk−1)(Pnk−1;Z) is represented by the (nk − 1)-th power, ωnk−1FS , of the
the Fubini-Study metric ωFS = c1(OPnk−1(1). The Lemma follows readily
as we have: ∫
Pnk−1
cnk−11 (OPnk−1(1)) =
∫
Pnk−1
ωnk−1FS = 1.
QED
Theorem 3.13 Let X be a compact complex manifold of complex dimension
n then the following intersection formulas hold:
cnk+j−11 (OP(JkX)(k!)) . p∗D1 . · · · . p∗Dn−j = (k!)n∆j . D1 . · · · . Dn−j
for divisors D1, ...,Dn−j , j = 0, 1, ..., n on X. The numbers ∆j is defined by
setting ∆0 = 1,∆1 = c1(J k!k X) and by the recursive relation:
∆j =
j∑
i=1
(−1)i+1∆j−i . ci(J k!k X), j ≥ 2.
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Proof. Note that dim P(JkX) = n(k+1)− 1 and the fiber dimension, dim
P(JkX)x = nk − 1. Thus, by fiber integration (Lemma 3.12),
cnk−11 (OP(JkX)(k!)) . p∗D1 . · · · . p∗Dn = (k!)n∆0D1 . · · · . Dn
which is the case j = 0. By Lemma 3.11 with r = nk − 1,
r∑
i=0
(−1)icr−i1 (OP(JkX)(k!)) . p∗ci(J k!k X) = 0 (29)
and, multiplying by p∗D1 . · · · . p∗Dn−1, we get
cnk−11 (OP(JkX)(k!)) . p∗D1 . · · · . p∗Dn−1
= cnk−21 (OP(JkX)(k!)) . p∗c1(J k!k X) . p∗D1 . · · · . p∗Dn−1
as the rest of the terms vanish for dimension reason. Multiplying the above
by c1(OP(JkX)(k!)) yields,
cnk1 (OP(JkX)(k!)) . p∗D1 . · · · . p∗Dn−1
= cnk−11 (OP(JkX)(k!)) . p∗c1(J k!k X) . p∗D1 . · · · . p∗Dn−1.
Fiber integration shows that the term on the right above equals
(k!)nc1(J k!k X) . D1 . · · · . Dn−1 = (k!)n∆1 . D1 . · · · . Dn−1.
This establish the Theorem for the case j = 1.
If we multiply (31) by p∗D1 . · · · . p∗Dn−2 we are left with 3 terms
(again for dimension reason):
cnk−11 (OP(JkX)(k!)) . p∗D1. · · · .p∗Dn−2
= cnk−21 (OP(JkX)(k!)) . p∗c1(J k!k X) . p∗D1 . · · · . p∗Dn−2
− cnk−31 (OP(JkX)(k!)) . p∗c2(J k!k X) . p∗D1 . · · · . p∗Dn−2.
Now multiply the above by c21(OP(JkX)(k!)) then the LHS above is given by
cnk+11 (OP(JkX)(k!)) . p∗D1. · · · . p∗Dn−2
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while the first term on the RHS is given by (the case j = 1):
cnk1 (OP(JkX)(k!)) . p∗c1(J k!k X) . p∗D1 . · · · . p∗Dn−2
= (k!)n∆1 . c1(J k!k X) . D1 . · · · . Dn−2
and the second term on the right is given by (the case j = 0):
−cnk−11 (OP(JkX)(k!)) . p∗c2(J k!k X) . p∗D1 . · · · . p∗Dn−2
= −(k!)n∆0c2(J k!k X) . D1 . · · · . Dn−2
Combining the above yields the case j = 2:
cnk+11 (OP(JkX)(k!)) . p∗D1. · · · . p∗Dn−2
= (k!)n{∆1 . c1(J k!k X)−∆0 c2(J k!k X)} . D1 . · · · . Dn−2
= (k!)n∆2 . D1 . · · · . Dn−2
as, by definition,
∆2 = ∆1 . c1(J k!k X)−∆0 c2(J k!k X) = c21(J k!k X)− c2(J k!k X).
Thus the case j = 2 is also established. Inductively, the prcedure above
yields:
cn−k+j−21 (OP(JkX)(k!)) . p∗D1 . · · · . p∗Dn−3
=
j∑
i=1
(−1)i−1∆j−i . ci(J k!k X) . D1 . · · · . Dn−3
= (k!)n∆j . D1 . · · · . Dn−3.
QED
Theorem 3.14 Let X be a non-singular projective surface and assume that
(i) c21(J k!k X) − c2(J k!k X) > 0 and (ii) h2(J k!mk ) = O(m(n+1)k−2)!). Then
J k!k X is big.
Proof. Let P(JkX) be the projectivized k-jet bundle. Then dimP(JkX) =
(n+ 1)k − 1. Riemann-Roch applied to the line bundle OP(JkX)(k!) yields
χ(OP(JkX)(k!m)) =
c
(n+1)k−1
1 (OP(JkX)(k!))
((n + 1)k − 1)! m
(n+1)k−1 +O(m(n+1)k−2).
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Theorem 3.13 and assumption (i) imply that there exists positive constant
c > 0 and positive integer m
′
0 such that
χ(OP(JkX)(k!m)) =
c21(J k!k X)− c2(J k!k X)
((n+ 1)k − 1)! m
(n+1)k−1 +O(m(n+1)k−2)
≥ cm(n+1)k−1
for all m ≥ m′0. Theorem 3.8 implies that the same is true for J k!mk i.e.
χ(J k!mk ) ≥ cmr+1 and, a priori:
h0(J k!mk ) + h2(J k!mk ) > cm(n+1)k−1
for all m ≥ m′0. The Theorem follows now from assumption (ii).
§ 4 Surfaces of General Type
We recall first some well-known results on manifolds of general type.
Theorem 4.1 Let X be a minimal surface of general type then c21(T
∗X) >
0, c2(T
∗X) > 0 and c21(T
∗X) ≥ 3c2(T ∗X). Moreover, we have
5c21(T
∗X)− c2(T ∗X) + 36 ≥ 0, if m is even,
5c21(T
∗X)− c2(T ∗X) + 30 ≥ 0, if m is odd.
Let L0 be a nef line bundle on a non-singular surface X. A coherent
sheaf E over X is said to be semi-stable (resp. stable) with respect to L0 if
c1(E) . c1(L0) ≥ 0 and if, for any coherent subsheaf 0 6= S of E, we have:
µS,L0
def
=
c1(S) . c1(L0)
rank S ≤ µE,L0
def
=
c1(E) . c1(L0)
rank E
(30)
(resp. µS,L0 < µE,L0).
If X is of general type then (see Maruyama [Ma])
Theorem 4.2 Let X be a surface of general type then ⊗mT ∗X,⊙mT ∗X
are semi-stable with respect to the canonical bundle KX = detT ∗X.
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Indeed we have:
Theorem 4.3 Let X be a minimal surface of general type. If D is a
divisor in X such that H0(X,Ek ⊗ [−D]) 6= 0 where Ek = (⊙i1T ∗X ⊗ ...⊗
⊙ikT ∗X), i1, ..., ik being positive integers then
c1(Ek).c1(D) ≤ µEk ≤
m
2
c21(T
∗X)
with m = i1 + 2i2 + ...+ kik
Proof. This follows from the calculation of the Chern number c1(Ek) in
section 2. The computation there shows that
µEk ≤
m
2
c21(T
∗X)
with equality if and only if k = 1, i.e.,
µ⊙mT ∗X =
c1(⊙mT ∗X)
rank ⊙m T ∗X . c1(T
∗X) =
m(m+1)
2
m+ 1
c21(T
∗X) =
m
2
c21(T
∗X).
QED
Note that in general, if E is a vector bundle of rank r then
rank ⊙m E = (m+ r − 1)!
(r − 1)!m! . (31)
The Chern number c1(⊙mE) is given by (compare section 2)
c1(⊙mE) = 1
r!
(m+ r − 1)!
(m− 1)! c1(E). (32)
This is done by induction on the rank of E. If rank E = 1 then clearly we
have c1(⊙mE) = mc1(E). If rank E = 2 we may formally split the bundle
E as direct sum of line bundles, i.e., we have an exact sequence:
0→ L1 → E → L2 → 0
so that there is a filtration
⊙mE = F0 ⊃ F1 ⊃ ... ⊃ Fm+1 = 0
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with Fi/Fi+1 ∼= Li1 ⊗ Lm−i2 and so, by Whitney’s formula:
c1(⊙mE) =
m∑
i=0
c1(Fi/Fi+1)
=
m∑
i=0
c1(L
i
1 ⊗ Lm−i2 )
=
m∑
i=0
ic1(L1) +
m∑
i=0
(m− i)c1(L2)
=
m(m+ 1)
2
(c1(L1) + c1(L2))
=
m(m+ 1)
2
c1(E).
If rank E = 3 then we split the bundle into a rank 2 bundle A and a line
bundle L, i.e., we have an exact sequence:
0→ F → E → L→ 0
so that there is a filtration
⊙mE = F0 ⊃ F1 ⊃ ... ⊃ Fm+1 = 0
with Fi/Fi+1 ∼= ⊙iF ⊗ Lm−i and the Chern number is given by:
c1(⊙mE) =
m∑
i=0
c1(Fi/Fi+1)
=
m∑
i=0
{c1(⊙iF ) + (rank ⊙i F )(m− i)c1(L)}
and by induction the RHS above is
m∑
i=0
i(i+ 1)
2
c1(F ) +
m∑
i=0
(i+ 1)(m− i)c1(L)
hence
c1(⊙mE) =
m∑
i=0
i(i+ 1)
2
c1(F ) +
m∑
i=0
(i+ 1)(m− i)c1(L)
=
1
6
(m+ 2)!
(m− 1)!c1(F ) +m
m∑
i=0
(i+ 1)c1(L)−
m∑
i=0
i(i+ 1)c1(L)
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=
1
6
(m+ 2)!
(m− 1)!c1(F ) +
m(m+ 1)
2
c1(L)− 1
3
(m+ 2)!
(m− 1)!c1(L)
=
1
6
(m+ 2)!
(m− 1)!c1(E).
Ne that we have used the formula:
m∑
i=0
i(i+ 1) =
1
3
(m+ 2)!
(m− 1)! .
The general case is proved by induction using the formula:
m∑
i=0
i(i+ 1)(i + 1)...(i + k) =
1
k + 2
(m+ k + 1)!
(m− 1)! .
QED
Examples of surfaces of general type are provided by complete intersec-
tions in Pn. A Smooth complete intersection of type (d1, ..., dn−r), 1 ≤ r ≤
n − 1, in Pn is a smooth variety X of dimension r which is the transversal
intersections of (n− r) hypersurfaces of degree d1, ..., dn−r respectively. By
the adjunction formula, the canonical bundle of a complete intersection X
of type (d1, ..., dn−r) is given by the formula:
KX = OPn(d1 + ...+ dn−r − (n+ 1))|X = OX(d1 + ...+ dn−r − (n+ 1)).
The normal bundle NX|Y of a smooth hypersurface X in a smooth variety
Y is given by
NX|Y = OY (X)|X = OX(X).
Thus for a hypersurface X1 of degree d1 in P
n, the normal bundle
NX1|Pn = OP1(d1)|X1 = OX1(d1).
Inductively, for a smooth complete intersection X of type (d1, ..., dn−r) we
get
NX|Pn = ⊕1≤i≤n−rOX(di).
To compute Chern classes of X we apply the Whitney formula to the exact
sequence:
0 −→ TX −→ TPn|X −→ NX|Pn = ⊕1≤i≤n−rOX(di) −→ 0.
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which yields the following formula for the total Chern classes:
c(TX) . c(NX|Pn) = c(TPn|X).
Operating symbolically, we get:
1 + c1(TX) + ...+ cr(TX) = (1 + θ)
n+1/
∏
1≤i≤n−r
(1 + diθ)
where
θr =
∏
1≤i≤n−r
di.
Expanding formally the RHS above yields:
(1 + θ)n+1 = 1 +Cn+11 θ + C
n+1
2 θ
2 + ...+ Cn+1r θ
r
(1 + diθ)
−1 = 1− diθ + (diθ)2 − ...+ (−1)r(diθ)r, 1 ≤ i ≤ n− r.
Define polynomials pq(0 ≤ q ≤ n− r) in d1, ..., dn−r by p0(d1, ..., dn−r) = 1,
pq(d1, ..., dn−r) =
∑
1≤i1≤...≤iq≤n−r
di1 ....diq 1 ≤ q ≤ n− r.
Then for 0 ≤ q ≤ n− r, the Chern classes of X are given by:
cq(TX) =
q∑
i=0
(−1)iCn+1q−i pi(d1, ..., dn−r) θq.
For hypersurface (r = n− 1) the formulas above reduce to
cq(TX) =
q∑
i=0
(−1)iCn+1q−i diθq, 0 ≤ q ≤ n− 1.
For surfaces of complete intersections (r = 2) and the formulas reduce to:
c1(TX) = ((n + 1)−
n−2∑
i=1
di)θ,
c2(TX) = {n(n+ 1)
2
− (n+ 1)
n−2∑
i=1
di +
∑
1≤i≤j≤n−2
didj}θ2.
In particular, if d1 = ... = dn−2 = d then
c1(X) = {(n+ 1)− (n− 2)d}θ,
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c2(X) = {n(n+ 1)
2
− (n+ 1)(n − 2)d+ (n− 1)(n − 2)
2
d2}θ2.
For n = 3 then
c1(TX) = (4− d)θ, c2(TX) = (6− 4d+ d2)θ2;
equivalently, for the cotangent bundle, we have:
c1(T
∗X) = (d− 4)θ, c2(T ∗X) = (6− 4d+ d2)θ2.
We shall need a vanishing Theorem (see [G-G]) which is a consequence
of a result of Bogomolov ([B1], [B2]):
Theorem 4.4 Let X be a minimal surface of general type and if the geo-
metric genus pg(X) > 0 then
H2(X,Jmk X) = 0
if k ≥ 1 and m > 2k.
Actually, it was asserted in [G-G] that the preceding Theorem holds
without the assumption that pg(X) > 0. At the momoent I can only get
through the proof with this additional assumption.
Thus the condition of Theorem 3.14 is satisfied for a minimal surface of
general type and we obtained,
Corollary 4.5 Let X be a smooth minimal surface of general type with
pg(X) > 0 and if c
2
1(Jmk X) − c2(Jmk X) > 0 then there exists c > 0 and
m0 > 0 such that
dimH0(X,J k!mk X) ≥ cmn(k+1)−1,
if k ≥ 1 and m > 1, i. e., J k!k X is big.
Corollary 4.6 Let X be a smooth minimal surface of general type with
pg(X) > 0 then J k!k X is big for k ≥ 3.
Proof. By the calculation in section 2,
∆(J 63X) = c21(J 63X)− c2(J 63X) = 5175c21(T ∗X)− 175c2(T ∗X)
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which is clearly > 0 in view of Theorem 4.1. The Corollary now follows from
Corollary 4.5. QED
If X is a smooth hypersurface the preceding Corollary can be expressed
in terms of the degree:
Corollary 4.6 Let X be a non-singular hyper surface of degree d in P3.
Then J 22X is big if d ≥ 9 and J 63X is big if d ≥ 5.
Proof. By the calculation in sectin 2, we have:
c21(J 22X)− c2(J 22X) = 11c21(T ∗X)− 5c2(T ∗X)
and as noted before, for a smooth hypersurface X in P3 of degree d, the
Chern numbers are given by
c1(T
∗X) = d− 4, c2(T ∗X) = d2 − 4d+ 6,
we conclude that:
c21(J 22X)− c2(J 22X) = 11d2(d− 4)2 − 5d2(d2 − 4d+ 6) > 0
if d ≥ 9. Computing similarly we conclude that c21(J 63X) − c2(J 63X) > 0 if
d ≥ 5. Moreover, by Noether;s Theorem (i. e., Riemann-Roch):
1− q(X) + pg(X) = 1
12
(c21(T
∗X) + c2(T ∗X))
implies that pg(X) > 0 because the irregularity q(X) = 0. QED
We need one last observation to deal with the fact that Jmk X is not semi-
stable as can be seen from the calculation in section 2. In fact each of the fac-
tors ⊙i1T ∗X⊗...⊗⊙ikT ∗X, i1+2i2+...+kik = m which is a subsheaf of Jmk X
(note that not all of them are) is a destabling subsheaf). However, we also
observe that each of these sheaves is semi-stable (by Theorem 4.3). Moreover
the ratio: c1(⊙i1T ∗X⊗ ...⊗⊙ikT ∗X)/rank (⊙i1T ∗X⊗ ...⊗⊙ikT ∗X) ≤ m/2
thus we have:
Theorem 4.7 Let X be a complex surface such that PicX ∼= Z. If
H0(X,Jmk X ⊗ [−D]) 6= {0} where D is a divisor in X then
c1([D]) . c1(T
∗X) ≤ m
2
c21(T
∗X).
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Proof. This follows from the filtration:
Jmk−1X = F0k ⊂ F1k ⊂ ... ⊂ F [m/k]k = Jmk X
(where [m/k] is the greatest integer smaller than or equal to m/k) such that
F ik/F i−1k ∼= Jm−kik−1 X ⊗ (⊙iT ∗X).
From the exact sequence
0→ F [m/k]−1k → Jmk X → Jm−k[m/k]k−1 X ⊗ (⊙[m/k]T ∗X)→ 0
we obtain an exact sequence:
0→ H0(X,F [m/k]−1k ⊗ [−D])→ H0(X,Jmk X ⊗ [−D])→
→ H0(X,Jm−k[m/k]k−1 X ⊗ (⊙[m/k]T ∗X)⊗ [−D])
which shows that ifH0(X,Jmk X⊗[−D]) 6= {0} then eitherH0(X,F [m/k]−1k ⊗
[−D]) 6= {0} or
H0(X,Jm−k[m/k]k−1 X ⊗ (⊙[m/k]T ∗X)⊗ [−D]) 6= {0}
and eventually this means that
either H0(X,⊙i1T ∗X ⊗ ...⊗⊙ikT ∗X ⊗ [−D]) 6= {0}
for at least one of the factors ⊙i1T ∗X⊗ ...⊗⊙ikT ∗X, i1+2i2+ ...+kik = m.
With this the Theorem follows from Theorem 4.3. QED
From the computation in section 2 we see that
µ(J k!k X) =
c1(J k!k X)
rank J k!k X
<
m
2
c1(T
∗X).
Thus the estimate is weaker than one would get if it were stable, however
this is the best that one can do and this weaker estimate is sufficient for our
purpose.
We assume from now on that (i) X is a minimal surface of general
type, (ii) pg(X) > 0 and (iii) Pic(X) ∼= Z. Then J k!k X is big for k ≥ 3.
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This implies that J k!k X ⊗ [−D] is big for any effective ample divisor D in
X. Schwarz Lemma implies that the lifting of any holomorphic curves in
P(JkX) is contained in the zero set of a non-trivial section of O(k!m) ⊗
p∗[−D]). We proceed to consider the subvarieties of P(JkX), k ≥ 2. Let Y1
be an irreducible effective horizontal (i. e., not of the form p∗D for some
effective divisor D in X) divisor in P(JkX) then:
[Y1] = OP(JkX)(m1)⊗ p∗[−D1]
where D1 is a divisor in X and m1 ∈ N, we may assume that m1 is divisible
by k! by replacing Y1 with k!Y1 (so it is non-reduced but set theoretically it
has only one irreducible component). Thus we may write m1 = k!α1. For
simplicity of notations we shall write O(j) instead of OP(JkX)(j). Since dim
P(JkX) = 2(k + 1) − 1 = 2k + 1 we get from Theorem 4.7 and Theorem
3.13:
c2k1 (O(k!)|Y1)
= c2k+11 (O(k!)).(c1(O(k!α1)− p∗c1([D1])
= (k!)2{α1c2k+11 (O(k!)) − c2k1 (O(k!)) . p∗c1([D1])}
= (k!)2{α1(c21(J k!k X)− c2(J k!k X))− c1(J k!k X) . c1([D1])}
= (k!)2{α1(c21(J k!k X)− c2(J k!k X))− a(k, k!)c1(T ∗X) . c1([D1])}
≥ (k!)2{α1(a(k, k!)2c21(T ∗X)− c2(J k!k X)) −
α1k!a(k, k!)
2
c21(T
∗X)}
= (k!)2α1{a(k, k!)(a(k, k!) − k!
2
)c21(T
∗X)− c2(J k!k X)}.
This means that O(k!)|Y1 is again big if
a(k, k!)(a(k, k!) − k!
2
)c21(T
∗X)− c2(J k!k X) > 0.
For example if k = 3, a(k, k!) = 101 by the calculation in section 2; the
preceding inequality yields:
c2k1 (O(k!)|Y1) ≥ (k!)2α1{101(101 − 3)c21(T ∗X)− c2(J k!k X)}
= (k!)2α1{(9292 − 5026)c21(T ∗X)− c2(T ∗X)}
= (k!)2α1(4266c
2
1(T
∗X)− 175c2(T ∗X))
> 0.
This means that O(k!)|Y1 is again big. The Schwarz Lemma in the ap-
pendix again implies that the lifting of any holomorphic curves in P(JkX)
is contained in the zero set of a non-trivial section of O(k!m)|Y1⊗p|∗Y1 [−D]).
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Next we consider divisor Y2 in Y1 which is of the form:
[Y2] = (O(m2)⊗ p∗[−D2])|Y1
where D2 is a divisor in X and m2 ∈ N which we may assume to be divisible
by k!, i.e., m2 = α2k!. We remark that for the investigation of degeneration
of liftings of a holomorphic curve f : C → X these are the only type of
subvarieties that we have to deal with. We have:
c2k−11 (O(k!)|Y2)
= c2k−11 (O(k!)).(c1(O(k!α1)− p∗c1([D1]).(c1(O(k!α2)− p∗c1([D2])
= α1α2c
2k+1
1 (O(k!))− α1c2k1 (O(k!)) . p∗c1([D2])
−α2c2k1 (O(k!)) . p∗c1([D1]) + p∗c1([D1]) . p∗c1([D2])
≥ (k!)2{α1α2(c21(J k!k X)− c2(J k!k X))− α1c1(J k!k X) . c1([D1])
−α2α1c1(J k!k X) . c1([D1]) + c1([D1]) . c1([D2])}
= (k!)2{α1α2(c21(J k!k X)− c2(J k!k X))− α1a(k, k!)c1(T ∗X) . c1([D2])
−α2a(k, k!)c1(T ∗X) . c1([D1]) + c1([D1]) . c1([D2])}
≥ (k!)2{α1α2(c21(J k!k X)− c2(J k!k X))− 2
α1α2k!a(k, k!)
2
c21(T
∗X)}
= (k!)2α1α2{a(k, k!)(a(k, k!) − k!)c21(T ∗X)− c2(J k!k X)}.
Proceeding inductively, we get a sequence of subvarieties Y1 ⊃ Y2 ⊃ · · · ⊃
Y2k where each Yi is of codimension i and of the form
[Yi+1] = (O(mi+1)⊗ p∗[−Di+1])|Yi .
A similar calculation shows that:
c2k−i+11 (O(k!)|Yi)
≥ (k!)2α1 · · ·αi{a(k, k!)(a(k, k!) − k! i
2
)c21(T
∗X)− c2(J k!k X)},
i = 1, ..., 2k. For k = 3 we have:
a(3, 3!)(a(3, 3!) − 3! i
2
)c21(T
∗X)− c2(J k!k X)
≥ 101(101 − (3!)3)c21(T ∗X)− c2(J k!k X)
= 3357c21(T
∗X)− 175c2(T ∗X)
> 0
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for all i = 1, ..., 2k = 6. Thus we arrive at the following Theorem:
Theorem 4.8 Let X be a smooth minimal surface of general type such that
(i) PicX ∼= Z and (ii) pg(X) > 0. Then X is hyperbolic. Consequently, a
generic smooth hypersurface in P3 of degree d ≥ 5 is hyperbolic.
In [D-E] certain types of 2-jet differentials A were used and the authors
establised that c21(A)− c2(A) = 13c21(T ∗X)−9c2(T ∗X) on any hypersurface
X of degree ≥ 42. This is weaker than what we have, namely c21(J 22X) −
c2(J 22X) = 11c21(T ∗X) − 5c2(T ∗X). Actually I have some trouble using
this stronger estimate to get hyperbolicity due to non-semistability (recall
that neither Jmk nor T ∗kX is semi-stable) so that c21(J 22X) − c2(J 22X) =
11c21(T
∗X)− 5c2(T ∗X) is not big enough to reach hyperbolicity. It appears
that A is not semi-stable either.
Appendix A: The Lemma of Logarithmic Derivatives
One of the main tool in Nevanlinna Theory is the classical Lemma of
Logarithmic Derivatives (abbrev. LLD). For example, LLD implies that,
even though there is no pointwise estimate between (the absolute value of)
a holomorphic function and (the absolute value of) its derivatives, such
estimates do exist in the sense of integral averages (i.e, their characteristic
functions bound each other). The purpose of this appendix is to extend the
classical LLD to all jet differentials of logarithmic type and in particular all
regular jet differentials. The proof is based on the very simple observation
that (the absolute value of) any jet differential of logarithmic type is bounded
by (the absolute value of) those of the classical type (hence the classical LLD
applies).
Theorem A1 (Lemma of Logarithmic Derivatives) Let X be a projective
variety and let (i) D be an effective divisor with simple normal crossings
or (ii) D is the trivial divisor in X (i.e. the support of D is empty or
equivalently, the line bundle associate to D is trivial). Let f : C → X be
a holomorphic map and ω ∈ H0(X,Jmk X(logD)) (resp. H0(X,Jmk X) in
case (ii)) a jet differential such that ω ◦ jkf is not identically zero, then
Tω◦jkf (r) =
∫ 2π
0
log+ |ω(jkf(re
√−1θ))|dθ
2pi
. ≤ . O(log Tf (ωX ; r)) +O(log r).
Here ωX can be taken to be c1(L) of any ample line bundle L on X.
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Proof. We claim that there exists a finite number of rational functions
t1, ..., tq on X such that:
(†) the logarithmic jet differentials {(d(j)ti/ti)m/j | 1 ≤ i ≤ q, 1 ≤
j ≤ k} span the fibers of Jmk X(logD) over every point of X.
Without loss of generality we may assume that D is ample; otherwise we
may replace D be D + D
′
so that D + D
′
is ample. Observe that if s is
a function holomorphic on a neighborhood U such that [s = 0] = D ∩ U
then [sτ = 0] = τD ∩ U where τ is a rational number. Thus d(j)(log sτ ) =
τd(j)(log s) is still a jet differential with logarithmic singularity along D∩U
so the mutiplicity causes no problem. This means that we may assume
without loss of generality that D is very ample by replacing D with τD for
some τ so that τD is very ample.
Let u ∈ H0(X, [D]) be a section such that D = [u = 0]. At a point x ∈ D
choose a section v1 ∈ H0(X, [D]) so that E1 = [v1 = 0] is smooth, D + E1
is of simple normal crossings and v1 is non-vanishing at x (this is possible
because the line bundle [D] is very ample). The rational function t1 = u1/v1
is regular on the affine open neighborhood X \E1 of x and (X \E1)∩ [t1 =
0] = (X \ E1) ∩ D. Choose rational functions t2 = u2/v2, ..., tn = un/vn
where ui and vi are sections of a very ample bundle L so that t2, ..., tn are
regular at x, the divisors Di = [ui = 0], Ei = [vi = 0] are smooth and
D +D2 + ... +Dn + E1 + ... + En is of simple normal crossings. Moreover,
since the bundles involved are very ample the sections can be chosen so
that dt1 ∧ ... ∧ dtn is non-vanishing at x; the complete system of sections
provides an embedding, hence at each point there are n + 1 sections with
the property that n of the the quotients of these n+1 sections form a local
coordinate system on some open neighborhood Ux of x. This implies that
(†) is satisfied over Ux. Since D is compact it is covered by a finite number
of such open neighborhoods, say U1, ..., Up and a finite number of rational
functions (constructed as above for each Ui) on X so that (†) is satisfied on
∪1≤i≤pUi. Moreover, there exists relatively compact open subsets U ′i of Ui
(1 ≤ i ≤ p) such that ∪1≤i≤pU ′i still covers D.
Next we consider a point x in the compact set X \ ∩1≤i≤pU ′i . Repeating
the procedure as above we can find rational functions s1 = a1/b1, ..., sn =
an/bn where ai and bi are sections of some very ample line L bundle so that
s1, ..., sn from a holomorphic local coordinate on some open neighborhood Vx
of x. Thus (†) is satisfied on Vx by the rational functions s1, ..., sn. Note that
we must also choose these sections so that the divisor H = [s1 ... sn = 0]
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together with those divisors (finite in number), which had been already
constructed above, is still a divisor with simple normal crossings (this is
possible by the very ampleness of the line bundle L.) Since X \ ∩1≤i≤pU ′i
is compact, it is cover by a finite of such coordinate neighborhoods. The
coordinates are rational functions and finite in number and by construction
it is clear that the condition (†) is satisfied on X \∩1≤i≤pU ′i . Since ∪1≤i≤pUi
together with X \ ∩1≤i≤pU ′i covers X, the condition (†) is satisfied on X.
If D is the trivial divisor, then it is enough to use only the second part of
the construction above and again (†) is verified with Jmk X(logD) = Jmk X
To obtain the estimate of the Theorem observe that the function,
ρ : JkX(− logD)→ [0,∞]
defined by
ρ(ξ) =
q∑
i=1
k∑
j=1
|(d(j)ti/ti)m/j(ξ)|2, ξ ∈ JkX(− logD)
({ti} is the family of rational functions satisfying the condition (†)) is con-
tinuous in the extended sense; it is continuous, in the ususal sense, outside
the fibers over the divisor E (the sum of the divisors associated to the ra-
tional functions {ti}; note that E contains D). Over the fiber of each point
x ∈ X −E, |(d(j)ti/ti)m/j(ξ)|2 is finite for ξ ∈ JkX(− logD)x, thus ρ is not
identically infinite. Moreover, since
{(d(j)ti/ti)m/j | 1 ≤ i ≤ q, 1 ≤ j ≤ k}
span the fiber of Jmk X(logD) over every point of X, ρ is strictly positive
(+∞ allowed) outside the zero-section of JkX(− logD). The quotient
|ω|2/ρ : JkX(− logD)→ [0,∞]
does not take on the extended value ∞ when restricted to JkX(− logD) \
{zero−section} becuase, as we have just observed, ρ is non-vanishing (even
though it blows up along the fibers over E so that the reciprocal 1/ρ is
zero there) and the singularity of |ω| is no worst then that of ρ becuase the
singularity of ω ocuurs only along D (which is contained in E) and is of log
type. Thus the restriction to JkX(− logD) \ {zero− section},
|ω|2/ρ : JkX(− logD) \ {zero− section} → [0,∞)
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is a continuous non-negative funtion. Moreover, since |ω| and ρ have the
same homogenity:
|ω(λ.ξ)|2 = |λ|2m|ω(λ.ξ)|2 and ρ(λ.ξ) = |λ|2mρ(ξ)
for all λ ∈ C∗ and ξ ∈ JkX(− logD) we see that |ω|2/ρ descends to a
well-defined function on P(Ek,D) = (J
kX(− logD) \ {zero− section})/C∗,
i.e.,
|ω|2/ρ : P(Ek,D)→ [0,∞)
is a well-defined continuous function and so, by compactness, there exists a
constant c with the property that
|ω|2 ≤ cρ.
This implies that
Tω◦jkf (r) =
∫ 2π
0
log+ |ω(jkf(re
√−1θ))|dθ
2pi
≤
∫ 2π
0
log+ |ρ(jkf(re
√−1θ))|dθ
2pi
+O(1).
Since ti is a rational function on X the function
(d(j)ti/ti)
m/j(jkf) = ((ti ◦ f)(j)/ti ◦ f)m/j
(m is divisible by k!) is meromorphic on C and so, by the definition of ρ,
log+ |ρ(jkf)| ≤ O( max
1≤i≤q,1≤j≤k
log+ |(ti ◦ f)(j)/ti ◦ f |) +O(1).
Now by the classical lemma of logarithmic derivatives for meromorphic func-
tions, ∫ 2π
0
log+ |(ti ◦ f)(j)/ti ◦ f |)dθ
2pi
. ≤ . O(log rTti◦f (r)).
Since ti is a rational function,
log Tti◦f (r) ≤ O(log Tf (ωX ; r)) +O(1)
and we arrive at the estimate∫ 2π
0
log+ |ρ(jkf(re
√−1θ)|) θ
2pi
≤ O(
∫ 2π
0
log+ |(ti ◦ f)(j)/ti ◦ f |dθ
2pi
) +O(1)
. ≤ . O(log Tf (r)) +O(log r).
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This implies that
Tω◦jkf (r) . ≤ . O(log Tf (r)) +O(log r)
as claimed. QED
We obtain, as imediate consequence, the following Schwarz’s type Lemma
for logarithmic jet differentials.
Corollary A2 Let X be a projective variety and D be an effective divisor
(possibly the trivial divisor) with simple normal crossings. Let f : C→ X\D
be a holomorphic map. Then
ω(jkf) ≡ 0 for all ω ∈ H0(X,Jmk X(logD)⊗ [−H])
where H is a generic hyperplane section (and hence any hyperplane section).
Proof. If f is constant then the Corollary holds trivially. So we may assume
that f is non-constant and suppose that ω ◦ jkf 6≡ 0. Moreover, since
F is non-constant, we may assume without loss of generality that log r =
o(Tf (H; r)) by replacing f with f ◦ φ where φ is a transcendental function
on C. By Theorem 4.1, we have∫ 2π
0
log+ |ω ◦ jkf | dθ
2pi
= Tω◦jkf (r) . ≤ . O(log rTf (H; r)).
On the other hand, since ω vanishes on H and H is generic (see (1) or (2)
in section 1), we obtain via Jensen’s Formula:
Tf (H; r) ≤ Nf (H; r) +O(log rTf (H; r))
=
∫ 2π
0
log |ω ◦ jkf | dθ
2pi
+O(log rTf (H; r))
which, together with the preceding estimate, imply that:
Tf (H; r) . ≤ . O(log rTf (H; r)).
This is impossible hence we must have ω ◦ jkf ≡ 0. If H1 = [s1 = 0] is
any hyperplane section then it is linearly equivalent to a generic hyperplane
section H = [s = 0]. If ω vanishes along H
′
then (s/s1)ω vanishes along H.
The preceding discussion implies that (s/s1)ω(j
kf) ≡ 0. This implies that
actually ω(jkf) ≡ 0 as we may choose a generic section H so that the image
of f is not entirely contained in H. QED
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Actually the proof of Theorem A.1 gives a little more. In fact the same
proof yields:
Theorem A3 Let ρk be a pseudo singular jet metric on J
kX(− logD) with
the property that there exists a constant c > 0 such that ρk ≤ ρ where ρ
is the singular jet metric on JkX(− logD) defined by the family of rational
functions (†) (see (28)). Then
Tjkf (ρk; r) =
∫ 2π
0
log+ |ρk(jkf(re
√−1θ))|dθ
2pi
. ≤ . O(log rTf (ωX ; r))
for any Ka¨hler mertic ωX on X. In particular, if ρk is a non-singular pseudo
metric on JkX then the preceding estimate holds.
The Schwarz Lemma can be further extended as follows.
Theorem A4 Let Y ⊂ P(JkX) be a subvariety and suppose that there
exists a non-trivial section σ ∈ H0(Y,OP(JkX))(m)|Y ⊗ p|∗Y [−D] where D
is a generic ample divisor in X and p : P(JkX) → X is the projection
map. If the image of the lifting [jkf ] : C→ P(JkX) of a holomorphic curve
f : C→ X is contained in Y then σ([jkf ]) ≡ 0.
Appendix B
Let Sn be the symmetric group on n elements then the order of Sn is n!.
Definition B1 A maximal set of mutually conjugate elements of Sn is said
to be a class of Sn.
Definition B2 A partition of a natural number n is a set of positve integers
k1, ..., kq such that n = k1 + ...+ kq.
A partition can be expressed as
n =
n∑
i=1
iai
where the integers ai are non-negative.
Theorem B3 The number, denoted p(n), of classes of Sn is equal to the
number of partitions of n and also to the number of inequivalent irreducible
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representations of Sn. The number p(n) is asymptotically approximated by
the formula of Hardy-Ramanujan
p(n) ∼ e
π
√
2n/3
4n
√
3
.
The alternating subgroup An (i.e. the even permutations) is the com-
mutator subgroup of Sn and is obviously of index 2. Thus there are two
1-dimensional representations of Sn: the trivial representation and the rep-
resentation Γσ defined by P 7→ σ(P ) where σ is the signature of a permu-
tation P (i.e. P 7→ ±1 depending on whether P is even or odd (i.e., can be
expressed as an even or odd number of transpositions: interchanging two of
the n elements).
Lemma B4 Let X = X(n) be a set of n elements and let Y1, ..., Yk be k not
necessarily distinct subsets of X. For any subset J of the index set {1, ..., k},
denote by
n(J) = # ∩j∈J Yj;
and for 0 ≤ i ≤ k, denote by
n0 = n, ni =
∑
#J=i
n(J), 1 ≤ i ≤ k.
Then the number of elements not in any of the subsets Yi, i = 1, ..., k is given
by the formula
#(X \ (∪ki=1Yi)) = n− n1 + n2 − ...+ (−1)knk =
k∑
i=0
(−1)ini.
Proof. If k = 2 the formula can be expressed as usual:
#(X \ (Y1 ∪ Y2)) = #X −#Y1 −#Y2 +#(Y1 ∩ Y2).
One way to prove the Lemma is by induction on k. Alternatively one can
also argue as follows: QED
An element P of Sn is said to be a derangement if P (i) 6= i for i = 1, ..., n.
The number of derangements is denoted by dn. Then
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Corollary B5 The number of derangements is given by the formula
dn = n!
n∑
i=0
(−1)i
i!
.
In particular we see that asymptotically dn ∼ e−1.
Proof. Apply Lemma 4 with X = Sn and Yi = {P ∈ Sn | P (i) = i}, i =
1, ..., n.
Alternatively, the formula can be obtained by considering the power
series:
ex
∞∑
i=0
di
xi
i!
=
∞∑
i=0
(
i∑
j=0
i!
j!(i − j)! di−j)
xi
i!
=
∞∑
i=0
xi =
1
1− x.
Thus we have ∞∑
i=0
di
xi
i!
= e−x(1− x)−1
which yields the formual of the corollary. QED
The formula of the Corollary can also be obtained via the recursive
formula:
dn − ndn−1 + (−1)n.
Corollary B6 The number of surjections from a set A of n elements to a
set B of k elements is given by the formula
k∑
i=0
(−1)i k!
i!(k − i)! (k − i)
n.
Proof. Apply Lemma 4 to the setX of all maps from A to B and Yi,= 1, ..., k
be the subset consisting of those maps such that i is not in the image. QED
Note that Corollary 6 implies trivially that
k∑
i=0
(−1)i k!
i!(k − i)! (k − i)
n =
{
n! if k = n,
0 if k > n.
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There is a more general formula which can be proved in a similar fashion:
n∑
i=0
(−1)i n!
i!(n − i)!
(m+ n− i)!
(m+ n− k)!(k − i)! =
{
m!/k!(m− k)! if m ≥ k,
0 if m < k.
Theorem B7 The number of non-negative integer solutions of the equation
x1 + ...+ xk = n
is (n+ k − 1)!/(k − 1)!n!. On the other hand the number of positive integer
solutions is (n− 1)!/(k − 1)!(n − k)!.
Proof. So we have to find the number of ways to put n black (otherwise
identical) balls in k slots. If we insert white balls in between the slots we
end up with a total of n+ k− 1 balls k− 1 of them white. This is the same
as choosing k− 1 balls from a total of n+ k− 1 balls and the first assertion
follows.
The second assertion follows from the first by making the substitution
yi = xi − 1. resulting in the equation
y1 + ...+ yk = n− k.
QED
The number (n+k−1)!/(k−1)!n! is the coefficient of xn in the expansion
of the function
1
(1− x)k =
∞∑
i=0
cnx
n. (33)
Let cn,k be the number of elements of Sn consisting of exactly k cycles.
Theorem B8 With the notations above we have
cn,k = (n− 1)cn−1,k + cn−1,k−1
and these numbers are the coefficients of the expansion of the function x(x+
1)...(x + n− 1)
x(x+ 1)...(x + n− 1) =
n∑
k=0
cn,kx
k
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and also
x!
(x− n)! =
n∑
k=0
(−1)n−kcn,kxk.
Moreover these numbers are the coefficients of the expansion of the function
log(1 + x)k = k!
∞∑
n=k
cn,k
xn
n!
.
Proof. The recursive relation follows from the observation that there are
exactly n−1 different ways to get a permutation on n elements consisting of
exactly k cycles from a permutation on n−1 elements consisting of exactly k
cycles. These account for the first term on the right of the recursive formula.
Next we observe that there is exactly one way to get a permutation on n
elements consisting of exactly k cycles from a permutation on n−1 elements
consisting of exactly k − 1 cycles and these account for the second term in
the formula. The rest of the Theorem follows from the observation that if
we write
x(x+ 1)...(x + n− 1) =
n∑
k=0
an,kx
k
then the coefficients satisfy the same recursive formula as cn,k:
an,k = (n − 1)an−1,k + an−1,k−1.
The last assetion follows by observing that
(1 + x)t = et log(1+x) =
∞∑
k=0
1
k!
tk(log(1 + x))k.
On the other hand, we have
(1 + x)t =
∞∑
n=0
t!
n!(t− n)!x
n
=
∞∑
n=0
xn
n!
n∑
j=0
cn,jt
j
=
∞∑
j=0
tj
∞∑
n=j
cn,j
xn
n!
.
QED
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Denote by P (n, k) the set of all partitions of a set of n elements into k
non-empty subsets and let
pn,k = #P (n, k).
Theorem B9 With the notations above we have
pn,k = kpn−1,k + pn−1,k−1
and these numbers are the coefficients of the expansion of the function
xn =
n∑
k=0
pn,k
x!
(x− k)!
and also as the coefficients of the power series expansion
(ex − 1)k = k!
∞∑
n=k
pn,k
xn
n!
.
Proof. The recursive formula follows from the observation that a partition of
n elements into k subsets can be obtained from a partition of n−1 elements
into k subsets by insertingthe element n into any one of the k subsets.
Alternatively one can also get a partition of n elements into k subsets from
a partition of n− 1 elements into k − 1 subsets by simply adding one more
subset consisting of just the element n.
For a positive integer x there are exactly xn maps from the set {1, ..., n}
of n elements to the set {1, ..., x}. On the other hand, by definition of the
number pn,k we have the relation:
k!pn,k = # of surjections from a set of n element onto a set of k elements.
Hence for any subset Y of k elements of {1, ..., x} there are k!pn,k surjections
from {1, ..., n} onto the set Y . Since the number of subsets of k elements of
{1, ..., x} is x!/k!(x − k)! we get
xn =
n∑
k=0
x!
k!(x− k)!k!pn,k =
n∑
k=0
x!
(x− k)!pn,k.
By Corollary 4 we have:
k!pn,k =
k∑
i=0
(−1)i k!
i!(k − i)! (k − i)
n =
k∑
i=1
(−1)k−i k!
i!(k − i)! i
n. (34)
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If k = 1 then pn,1 = 1 as there is only one such partition. The usual
expansion of the exponential function yields
ex − 1 =
∞∑
n=1
xn
n!
.
The case of general k can be verified by induction by differentiating the
power series
Fk(x) =
∞∑
n=k
sn,k
xn
n!
resulting in
F
′
k(x) =
∞∑
n=k
pn,k
xn−1
(n − 1)!
=
∞∑
n=k
(kpn−1,k + pn−1,k−1)
xn−1
(n − 1)!
= kFk(x) + Fk−1(x).
Bu induction hypothesis we have:
Fk−1(x) =
1
(k − 1)! (e
x − 1)k−1
hence the function Fk satisfies the differential equation
F
′
k(x) = kFk(x) +
1
(k − 1)! (e
x − 1)k−1.
It is clear that
Fk(x) =
1
k!
(ex − 1)k
is a solution and is indeed the uniqe solution satisfying pk,k = 1. QED
Theorem B10 The number of partitions of n
p(n) =
n∑
k=1
kn
k!
.
Denote by pk(n) the number of solutions of the equation
x1 + ...+ xk = n (35)
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with the condition that 1 ≤ xk ≤ xk−1 ≤ ... ≤ x1. This number is obviously
equal to the number of solutions of the equation
y1 + ...+ yk = n− k (36)
with the condition that 0 ≤ yk ≤ yk−1 ≤ ... ≤ y1. If there are exactly i of the
integers yi which are positive then these are the solutions of x1 + ... + xi =
n− k and so there are pi(n− k) of such solutions; consequently we have:
Theorem B11 With the notations above we have
pk(n) =
k∑
i=1
pi(n− k).
Consider the case k = 3 then the number of solutions of
x1 + x2 + x3 = n
such that 0 ≤ x3 ≤ x2 ≤ x1 is the same as p3(n + 3). Let y1 = x1 − x2 ≥
0, y2 = x2 − x3 ≥ 0, y3 = x3 ≥ 0 then this is also the number of solutions of
the equation
y1 + 2y2 + 3y3 = n
with the condition that yi ≥ 0. Thus the number p3(n+3) is the coefficient
of xn in the expansion of the function (compare ())
(1− x)−1(1− x2)−1(1− x3)−1 =
∞∑
n=0
p3(n+ 3) x
n.
We have the factorization
(1− x3) = (1− x)(1− θx)(1− θ2x)
where θ is a 3-rd root of unity, hence
(1− x)−1(1− x2)−1(1− x3)−1
= (1− x)−3(1 + x)−1(1− θx)−1(1− θ2x)−1
=
1
6(1 − x)3 +
1
4(1 − x)2 +
17
72(1 − x) +
1
8(1 + x)
+
+
1
9(1− θx) +
1
9(1− θ2x)
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and we get from the expansion of each of the term of the partial fraction
decomposition that
p3(n+ 3) =
(n+ 3)2
12
− 7
72
+
(−1)n
8
+
θn + θ2n
9
.
We infer that
|p3(n+ 3)− (n+ 3)
2
12
| < 1
2
or equivalently that
|p3(n)− n
2
12
| < 1
2
.
The following identity is easily established by induction:
Theorem B12 The number pk(n) satisfies the following recursive relation:
pk(n) = pk−1(n− 1) + pk(n− k).
Obviously we have p1(n) = n and p2(n) = n/2 or (n− 1)/2 according to
n being even or odd. Thus Theorem 10 yields p3(n) = p2(n− 1)+ p3(n− 3),
p4(n) = p3(n− 1) + p4(n− 4), p5(n) = p4(n− 1) + p5(n− 5) and we get for
example
p1(6) = 1, p2(6) = 3, p6(6) = 1
p3(6) = p2(5) + p3(3) = 3,
p4(6) = p3(5) = p2(4) = 2,
p5(6) = p4(5) = p3(4) = p2(3) = 1
hence
p(6) =
6∑
k=1
pk(6) = 1 + 3 + 3 + 2 + 1 + 1 = 11.
The total partition length L(n) of a positive integer n is defined to be
L(n) =
n∑
k=1
kpk(n). (37)
For example if n = 6 then L(6) = 1 + 6 + 9 + 8 + 5 + 6 = 35.
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For n = 7 we have
p1(7) = 1, p2(7) = 3, p7(7) = 1
p3(7) = p2(6) + p3(4) = p2(6) + p2(3) = 4,
p4(7) = p3(6) = 3,
p5(7) = p4(6) = 2,
p6(7) = p5(6) = 1
hence
p(7) =
7∑
k=1
pk(7) = 1 + 3 + 4 + 3 + 2 + 1 + 1 = 15
and the total partition length
L(7) = 1 + 6 + 12 + 12 + 10 + 6 + 7 = 54.
For general k one has the following asymptotic formula:
Theorem B13 For n→∞ the number pk(n) is asymptotically given by:
pk(n) ∼ n
k−1
(k − 1)!k! .
Proof. The number pk(n) is defined to be the number of solutions of x1 +
... + xk = n with the condition that 1 ≤ xk ≤ xk−1 ≤ ... ≤ x1. If we drop
this last condition then the k! permutations of a solution is also a solution
of x1+ ...+ xk = n. However since xi may equal xj for i 6= j hence we have
the inequality:
Cn−1k−1 =
(n− 1)!
(k − 1)!(n − k)! ≤ k! pk(n).
On the other hand, if we set yi = xi+(k− i) and if x1, ..., xk is a solution
with 1 ≤ xk ≤ xk−1 ≤ ... ≤ x1 then the yi’s are distinct and is a solution of
the equation:
y1 + ...+ yk = n+
k(k − 1)
2
.
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From this we obtain a reverse inequality:
k! pk(n) ≤ Cn+(k(k−1)/2)−1k−1 =
{n+ (k(k − 1)/2) − 1}!
(k − 1)!{n + k(k − 1)/2) − k}! .
The Theorem follows immediately from these two estimates. QED
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