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weiterer Prüfer: Prof. Dr. Georg Dolzmann
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Abstract
We consider a thin rod Ωh := (0, L)×hS for some smooth domain S ⊂ R2 and study the limiting
behaviour of a scaled elastic energy E(h), which enforces periodic boundary conditions on the
end faces, by means of Γ-convergence. The limiting energies are of von Kármán and linear type,
respectively. We took into account the presence of external forces with zero tangential component.
Furthermore, assuming that the elastic energy density satisfies |DW (F )| ≤ C(|F | + 1) for all
F ∈ R3×3, we proved that local minimizers, for which E(h) is bounded by Ch4, converge (for a
subsequence) to stationary points of the limiting energy.
Subsequently, we regarded the dynamical evolution of the thin rod described by an appropriately
scaled, nonlinear wave equation. Under the assumption of well prepared initial data and external
forces, we proved that a solution exists for arbitrarily large times, if the diameter of the cross
section is chosen sufficiently small. The scaling regime is such that the limiting equations are
linear.
Finally, for a specific scaling, we constructed an approximation of the solution, using a suit-
able asymptotic expansion ansatz based upon solutions to the one-dimensional beam equation.
Following this, we derive the existence of appropriately scaled initial data and can bound the
difference between the analytical solution and the approximating sequence.
Zusammenfassung
Wir betrachten für einen dünnen Stab Ωh := (0, L)×hS, wobei S ⊂ R2 ein glattes Gebiet sei, das
Grenzverhalten einer skalierten, elastischen Energie E(h), welche periodische Randbedingungen
an den Enden vorschreibt. Die Grenzfunktionale sind von Kármán beziehungsweise lineare
Energien. Hierbei haben wir externe Kräfte berücksichtigt, welche in tangentialer Richtung
verschwinden. Des Weiteren zeigen wir unter der Bedingung, dass die elastische Energiedichte
|DW (F )| ≤ C(|F | + 1) für alle F ∈ R3×3 erfüllt, die Konvergenz von (einer Teilfolge von)
lokalen Minimieren, für welche E(h) durch Ch4 beschränkt ist, gegen stationäre Punkte der
Grenzenergien.
Anschließend betrachten wir die dynamische Evolution von dünnen Stäben, welche durch
eine geeignet skalierte Wellengleichung beschrieben werden. Unter der Annahme von passend
skalierenden Anfangsdaten und externen Kräften haben wir gezeigt, dass die Lösung für beliebig
große Zeiten existiert, wenn der Durchmesser des Querschnitts klein genug gewählt wird. Hierbei
betrachten wir das Skalierungsregime, bei welchem die Grenzgleichungen linear sind.
Abschließend konstruieren wir für eine spezielle Skalierungswahl eine Näherungslösung mittels
eines asymptotischen Expansionsansatzes, welcher auf der Lösung von einer eindimensionalen
Balkengleichung beruht. Im Anschluss daran beweisen wir die Existenz von geeigneten An-
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Si habeatur annulus ADBEA elasticus, eique alicubi impetus imprimatur, mutabit
is formam circularem, sed rursus, ob elasticitatem, se restituet, versum nimis, et
ita oscillationes peraget. Hae dissertatione constitui oscillationes hasce persequi, et
tempora earum ex legibus mechanicis determinare.
— Leonhard Euler, [Eul27]
The problems of three-dimensional elasticity theory have a long history, starting with Bernoulli
and Euler in the seventeenth and eighteenth century. They already introduced fundamental
quantities, including strain and formulated crucial laws such as the Law of Angular Momentum.
Although the mathematical tools and perspectives changed over the decades, the core question
remained the same: How does a body of elastic material deform under external forces?
The models trying to answer this question are nowadays often stated in terms of a minimization







W (∇y) − f · y
)
dx.
However, due to the character of the physical situation the energy density cannot be convex and
hence neither is the functional making an analysis in the general situation extremely complex.
One possible workaround is to consider lower dimensional objects - such as plates, shells or rods
- for which most situations are much simpler from an analytical point of view. The downside
of this approach is that most often this was done by imposing a priori assumptions on the
distribution of stress, the relation between stress and strain, or the properties of the studied
deformations. A more in-depth introduction to continuum mechanics can be found for instance
in [Gur81; EGK17] and for a survey about lower dimensional theories and their derivation we
refer to [Ant05]. One example of such an assumption introduced by Euler can be found in
[Eul27]. He examined the vibration elastic rings, which he then applied to bells. In his work he
assumed that the inner edge does not change in length, which later turned out to be false. Such
approaches led to several lower dimensional theories which were not consistently derived from
the general three-dimensional one.
However, such a theory would be desirable, due to the following reasons:




• Second, the lower dimensional problems are much better understood analytically. For
example large time existence results often exist, whereas these are quite rare for the higher
dimensional equations.
• Lastly, it is simpler to numerically approximate lower dimensional equations. Thus if
convergence can be proven, one could justify that the numerical solution to the reduced
dimension problem is an approximation of its three-dimensional counterpart.
Thus the question arises, which lower dimensional theory originates from the three-dimensional
one, if we - for instance - reduce the thickness parameter?
One major method for connecting both is via the notion of Γ-convergence introduced by De
Giorgi and Franzoni in the mid 70’s, cf. [DG75; DGF75]. It is a definition of a variational
convergence for functionals with the property that accumulation points of quasi minimizing
sequences are minimizers of the limiting functional (see [DM93; Bra02] for an introduction).
Which lower dimensional theory one obtains, largely depends on how the energy per unit volume
behaves. In the case of rods this would correspond to Eh/h2 ∼ hβ for some β ∈ [0,∞), where
E(h) is the elastic energy and h is the diameter.
The first derivation using no a priori assumption is done by Acerbi, Buttazzo and Percivale in
[ABP91], where they successfully deduced a string theory using Γ-convergence. A sharp tool
for this approach was given by the result of Friesecke, James and Müller in [FJM02]. They
were able to prove a strong geometric rigidity result, which can be summarised as a nonlinear
variant of the Korn inequality. This led to a major breakthrough as it made it possible to
deduce quantitative convergence results with respect to the thickness or diameter h. This was
not possible with former results, e.g. Rešetnjak [Re67]. In subsequent papers many authors
derived convergence results under various assumptions and energies based on this geometric
rigidity. Examples include [FJM06; MM03; MM04; Sca09], where the geometries of plates and
(curved) rods are considered with and without external forces, respectively. Moreover, additional
analysis works on nonlinear constrained models, such as incompressibility or traction forces (e.g.
[EK20b; EK20a] and [MM20]).
The downside of an approach via Γ-convergence is that, roughly speaking, only global minimizers
of the three-dimensional theory converge to global minimizers of the limiting lower dimensional
theory. Therefore, the natural next step was to study the behaviour of critical points of the
energy functional, i.e. solutions to appropriate Euler-Lagrange equations. The formulation of
such is in the context of elasticity a non-trivial problem, as physically coherent elastic energy
densities W should satisfy the assumptions
W (A) → ∞, if det(A) → 0, and W (A) = ∞, if det(A) ≤ 0
in order to prevent self-penetration. But it can happen that for a minimizer ymin ∈ W 12 (Ω;R3)
the elastic energy density W (∇ymin) is unbounded (see [BM85]), as it might be energetically
preferable. Thus the difference quotient of the energy functional can not be bounded in a suitable
way, such that the limit can be obtained. Hence, in several works additional assumptions on the
elastic energy density are introduced. Pakzad and Müller used
|DW (A)| ≤ C(|A| + 1) for all A ∈ R3×3
in order to rigorously justify the Euler-Lagrange equations considered in [MP08]. In [MMS07] a
global Lipschitz property of DW is utilized. Furthermore, in [Bal02] a variant of Euler-Lagrange
equations is derived under the subtle condition
|DW (A)AT | ≤ C(W (A) + 1) for all A ∈ R3×3,
which was later used in the work by Mora and Scardia, [MS12].
However, these results are restricted to the static case where the solution is not time dependent.
The first of few dynamic considerations can be found in the works by Abels, Mora and Müller,
[AMM11a; AMM11b]. The biggest problem when considering the convergence of local minimizers
in a dynamic setting is, as mentioned, the lack of large time existence results for solutions of
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the three-dimensional problem. Hence, it is a priori not clear on which time interval the two
solutions can be compared. In the first paper the authors therefore prove the existence of a
solution for large times, if the thickness of the plate is small enough. This holds true for suitably
small forces and well prepared initial data. With this, it is then possible to compare the solutions
of the von Kármán equations, which exist for all times, with the ones of the three-dimensional
nonlinear problem, as published in their second contribution. Similarly, Qin and Yao deduced a
convergence result for shells in [QY20], but under the assumption of large time existence.







W (∇z(x)) − (z(x) − x) · f (h)(x)dx, if z − Id ∈ H1per(Ωh;R3),
+∞, otherwise,
where z ∈ W 12 (Ωh;R3) denotes the deformation, Ωh := (0, L) × hS is the reference configuration
of the thin rod and f (h) describes external loads. The respective boundary conditions on the
ends of the rod are already incorporated in the formulation of the energy. This will later
become essential in the analysis of the dynamical process. For the mathematical treatment it is





W (∇hy(x)) − (y(x) − x(h)) · f (h)(x)dx, if y − Idh ∈ H1per(Ω;R3),
+∞, otherwise,
where Idh(x) = x(h) := (x1, hx2, hx3)T for all x ∈ Ω and ∇h := (∂x1 , 1h∂x2 ,
1
h∂x3). The limiting
functional depends on the scaling properties of f (h) and thus on the scaling of E(h) with respect
to h → 0. In this thesis we will regard energies of order h2α−2 for α ≥ 3, corresponding to f (h)
being of order hα. As in the literature, the choice of α = 3 and α > 3 leads to a von Kármán
limiting energy and a linearised theory, respectively. Deformations of this scaling behaviour are
close to a rigid motion. The limiting energies for 1h2α−2 E(h) are derived as
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Q0(u,1, A,1)dx1, if α > 3
with u, w ∈ H1per(0, L), v ∈ H2per(0, L;R2) are the limits of appropriately scaled means of y(h)
and R′ is the 2 × 2-lower left submatrix of the limit of an approximating rotation derived from
the geometrical rigidity of [FJM02]. The matrix A ∈ H1per(0, L;R3×3) is given by
A =
 0 −v2,1 −v3,1v2,1 0 −w
v3,1 w 0
 .
Moreover, Q0 : R × R3×3skew → [0,∞) is defined by











with Q3(G) := D2W (Id)[G,G], the quadratic form of linearised elasticity.
Next, we show that the limits of local minimizers of the three-dimensional energy converge to
solutions of the Euler-Lagrange equations for the limiting functionals in the von Kármán case,
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i.e. α = 3. For this we introduce the assumption on W of Pakzad and Müller, namely
|DW (A)| ≤ C(|A| + 1) for all A ∈ R3×3,
which leads to a rigorous derivation of the classical Euler-Lagrange equations in the three-
dimensional case. We subsequently show that for a sequence of local minimizers y(h) of E(h)
satisfying 
Ω
W (∇hy(h))dx ≤ Ch4
the limit of (u(h), v(h)2 , v
(h)
3 , w
(h), R̄(h)) exists (for a suitable subsequence) and (u, v2, v3, w, R̄) is
a stationary point of the limiting functional E3.
In the dynamical setting we investigate the linear limiting case α ≥ 4 in the pointwise formulation.









The scaling behaviour of the total energy is assumed to be h2α−2, which in turn implies that
f (h) ∼ hα. In order to balance the kinetic and elastic part of the total energy we rescale the




















divh(DW (∇hy)) = hα−2gh
where gh ∼ 1 for h → 0. Moreover, we assume homogeneous Neumann boundary conditions on
the outer surface and periodicity on the end faces of Ω. For well prepared initial data we are
able to show that for any T > 0 there exists an h0 > 0 such that strong solutions exist on (0, T )
for all h ∈ (0, h0].
In the case α = 4 and W (F ) = dist(F, SO(3))2 for all F ∈ R3×3 we are even able to construct
an approximation of the solution. In an initial step, we solve a suitable one-dimensional beam
equation. Using a formal asymptotic expansion ansatz we derive equations which have to be
solved by the prefactors of lower order. Following this ansatz, we prove the existence of initial
data satisfying the conditions of our large time existence result. Finally, we are able to bound
the difference between the analytical solution, which exists on a fixed time interval, and the
approximation solution.
Overview The second chapter is devoted to the notational convention and auxiliary results
needed throughout the thesis. Most importantly, we derive relevant properties of the elastic
energy density in Section 2.3 and prove Korn’s inequality for thin rods in Section 2.4. In the
third chapter we prove a Γ-convergence result for relative periodic deformations with external
force. Subsequently, the convergence of local minimizers for the three-dimensional energy to
solutions of the Euler-Lagrange equations of the one dimensional energy is provided in Chapter
4. In Chapter 5 the main result of the thesis is proven: large time existence for thin vibrating





2.1 Preliminaries and Auxiliary Results
2.1.1 Notation
This section summarises the notation used throughout the thesis. The natural numbers without
zero are denoted by N and N0 := N∪ {0}, the rational numbers with plus and minus infinity are
denoted by R̄ := R ∪ {±∞}. For any n ∈ N we denote the norm on Rn, Rn×n and the absolute
value by |.|. With Lp(M), W kp (M) and Hk(M) := W k2 (M) we denote the classical Lebesgue
and Sobolev spaces for some measurable, open set M ⊂ Rn, with the embedding properties
Wmp (M) ↪→ W kp (M) if m−
n
p
≥ k − n
q
(2.1)
Wmp (M) ↪→ Ck,γ(M) if m−
n
p
≥ k + γ (2.2)
where Ck,γ are the Hölder spaces. These embeddings are compact if M is a C1-domain, k ∈ N0,
k < m and the respective inequalities are strict.
For the whole thesis we denote by S ⊂ R2 a smooth domain and Ωh := (0, L) × hS ⊂ R3 for
h ∈ (0, 1] and L > 0 some length in R. As an abbreviation we will write Ω := Ω1. We assume
that S satisfies 
S
x2x3dx








′ = 0 (2.4)
where x′ := (x2, x3) ⊂ R2. This can always be achieved via a translation and rotation. Moreover,
we assume |S| = 1, as with a scaling argument this is no loss of generality. Furthermore, we












The group of special orthogonal matrices is denoted by SO(n). The definition is as follows
SO(n) := {Q ∈ Rn×n : QTQ = QQT = Id ∧ detQ = 1}.
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Remark 2.1.1. For the special case of three dimensions we want to note that Q = (u|w|z) ∈
SO(3) for u, w and z ∈ R3 is equivalent to
|u| = |w| = |z| = 1, w · z = 0 and u = w × z.
The subset of all rotations around the x1-axes is denoted by U , i.e.
U := {R ∈ SO(3) : R11 = 1} ⊂ SO(3).






where R′ denotes the 2 × 2 submatrix of R consisting of the second and third rows and columns.
This follows because for the first column it holds10
0
 = RTRe1 =
 1 +R221 +R231R12 +R22R21 +R32R31
R13 +R23R21 +R33R31

Thus the first row implies R21 = R31 = 0 and with this the second and third row lead to
R12 = R13 = 0. Thus the claim holds.
Throughout the thesis Ln(V ), n ∈ N denotes the space of all n-linear mappings G : V n → R for
a vector space V . As common we will use the classical identification of L1(Rn×n) = (Rn×n)′
with Rn×n, i.e. G ∈ L1(Rn×n) is identified with A ∈ Rn×n such that
G(X) = A : X for all X ∈ Rn×n
where A : X =
∑n
i,j=1 aijxij is the standard inner product on Rn×n. Equivalently, G ∈ L2(Rn×n)
is identified with G̃ : Rn×n → Rn×n defined by
G̃X : Y = G(X,Y ) for all X,Y ∈ Rn×n. (2.6)
In anticipation of some scaled Korn inequality stated in Section 2.4 we introduce a scaled inner
product on Rn×n
A :h B :=
1
h2
symA : symB + skewA : skewB
for all A, B ∈ Rn×n and h > 0. The corresponding norm is denoted by |A|h :=
√
A :h A. For
W ∈ Ld(Rn×n) we define the induced scaled norm by
|W |h := sup
|Aj |h≤1,j={1,...,d}
|W (A1, . . . ,Wd)|
As |A|h ≥ |A|1 =: |A| for all A ∈ Rn×n it follows that |W |h ≤ |W |1 =: |W | for all W ∈ Ld(Rn×n)











if p ∈ [1,∞), where U ⊂ Rd is measurable. Thus ∥W∥Lp
h
(U ;Ld(Rn×n)) ≤ ∥W∥Lp(U ;Ld(Rn×n)).
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and the inequality holds the other way round
∥f∥Lp
h
(U ;Rn×n) ≥ ∥f∥Lp(U ;Rn×n).
The standard notation Hk(Ω) and Hk(Ω;X) is used for L2-Sobolev spaces with values in R and
some space X, respectively. Moreover, we denote for m ∈ N
Hmper(Ω) :=
{
f ∈ Hm(Ω) : ∂αx f |x1=0 = ∂αx f |x1=L, |α| ≤ m− 1
}
.
A subscript (0) on a function space will always indicate that elements have zero mean value, i.e.
for g ∈ H1(0)(U) we have 
U
g(x)dx = 0 (2.7)
where U ⊂ Rn is open and bounded. In various estimates we will use an anisotropic variant of
Hk, as we will have more regularity in lateral direction. Therefore we define
Hm1,m2(Ω) :=
{
u ∈ L2(Ω) : ∂lx1∇
k











, q = 0, . . . ,m1, |α| ≤ m2
and q + |α| ≤ m1 +m2 − 1
}
where m1, m2 ∈ N, the inner product is given by



































for A ∈ Hm(Ω;Rn×n) and B ∈ Hm1,m2(Ω;Rn×n) and n ∈ N. As an abbreviation we denote
for u ∈ Hk(Ω;R3) the symmetric scaled gradient by εh(u) := sym(∇hu) and ε(u) = ε1(u) =
sym(∇u).




f ∈ Hmloc(R × S̄) : f(x1, x′) = f(x1 + L, x′) almost everywhere
}
equipped with the standard Hm(Ω)-norm. As the maps f 7→ f |Ω and f 7→ fper are isomorphisms,
we identify H̃mper(Ω) with Hmper(Ω). With this definition we obtain immediately that C∞per(Ω)
dense in Hmper(Ω), because, as S is smooth there exists an appropriate extension operator and
thus we can use a convolution argument. The following lemma provides the possibility to take
traces for u ∈ H0,1(Ω), more prices
Lemma 2.1.3. The operator tra : H0,1(Ω) → L2(S), u 7→ u|x1=a is well defined and bounded.
Proof: This is an immediate consequence of the embedding
H0,1(Ω) = H1(0, L;L2(S)) ↪→ BUC([0, L];L2(S))
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where BUC([0, L];X) is the space of all uniformly continuous functions f : [0, L] → X for some
Banach space X.
In the discussion on uniform bounds for the linearised system we often rely on a Banach algebra
structure of the respective space. For this we define the h-dependent norms
∥u∥2,h := ∥(u,∇hu)∥H1(Ω;R3×R3×3) and ∥u∥1,h := ∥(u,∇hu)∥L2(Ω;R3×R3×3),
and set Vh(Ω) := H2per(Ω;R3) equipped with the ∥ · ∥2,h norm. Then Vh(Ω) ↪→ L∞(Ω;R3) and
fulfils the following corollary.
Corollary 2.1.4. Let F ∈ C2b (U) for some open U ∈ RN , N ∈ N and u ∈ H2per(Ω;RN ), then
for every R > 0 there is some C(R) independent of u and h ∈ (0, 1] such that
∥(F (u),∇hF (u))∥H1(Ω) ≤ C(R)
if ∥(u,∇hu)∥H1(Ω) ≤ R and u(x) ∈ U for all x ∈ Ω.
Proof: The proof can be done analogously to the proof of Corollary 2.5 in [AMM11a].
We have
∂xjF (u) = DF (u)[∂xju]
∂xi∂xjF (u) = DF (u)[∂xi∂xju] +D2F (u)[∂xju, ∂xiu]
for i, j ∈ {1, 2, 3}. As F ∈ C2b (Ū) and H2(Ω;RN ) ↪→ C0(Ω̄;RN ) holds, we conclude that DF (u)
and D2F (u) are uniformly bounded. Therefore
∥(F (u),∇hF (u))∥L2(Ω) ≤ C(1 + ∥∇hu∥L2(Ω)) ≤ C(R).
The last summand of the second derivatives can be bounded via∥∥∥D2F (u)[∂xju, 1h∂xiu]∥∥∥L2(Ω) ≤ C(R)∥∂xju∥L4(Ω)∥∥∥ 1h∂xiu∥∥∥L4(Ω)
≤ C(R)∥∇hu∥H1(Ω) = C(R)
for all j = 1, 2, 3 and i = 2, 3. This holds due to the embedding H1(Ω) ↪→ L4(Ω). Similarly one
obtains the bound ∥∥∥D2F (u)[∂xju, ∂x1u]∥∥∥
L2(Ω)
≤ C(R)
for j = 1, 2, 3. For the first part, we use an analogous argument as for the first derivatives.
2.1.2 Γ-convergence
As we want to deduce a limiting functional from the energy sequence (E(h))h>0, a suitable
variational convergence is needed. The integral structure suggests to use the framework of Γ-
convergence, introduced by De Giorgi and Franzoni [DGF75; DG75]. The core of Γ-convergence
is, that sequences of minimizers converge to minimizers of the limiting functional. Some in
depth analysis of the notion of Γ-convergence can be found in [DM93; Bra02].
Definition 2.1.5 (Γ-convergence in topological spaces, Definition 4.1, [DM93]). Let X be a
topological space and the set of all open neighbourhoods of x ∈ X is denoted by N (x). Then
the Γ-lower limit and Γ-upper limit of a sequence of functions Fj : X → R̄, j ∈ N is defined by
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respectively. If there exists a function F : X → R̄ such that
F ≡ Γ − lim inf
j→∞
Fj ≡ Γ − lim sup
j→∞
Fj
we say that Fj Γ-converges to F in X. The function F is called Γ-limit of Fj .
In the later applications it is more convenient to work with the sequential description of
Γ-convergence. Therefore we state.
Proposition 2.1.6 (Γ-convergence in metric spaces; Proposition 8.1, [DM93]). Let X be a
metric space. A sequence (Fj)j∈N of functions Fj : X → R̄ Γ-converge in X to F : X → R̄ if for
all x ∈ X it holds
(i) for every sequence (xj)j∈N converging to x
F (x) ≤ lim inf
j→∞
Fj(xj) (lim inf -inequality) (2.8)
(ii) there exists a sequence (xj)j∈N converging to x such that
F (x) ≥ lim sup
j→∞
Fj(xj). (lim sup -inequality) (2.9)
The properties (i) and (ii) are denoted by lim inf and lim sup inequality.
Remark 2.1.7. The lim sup inequality can be refined by (2.8). Let (xj)j∈N ⊂ X be a to x ∈ X
convergent sequence such that (2.9) holds. Then we obtain
F (x) ≥ lim sup
j→∞
Fj(xj) ≥ lim inf
j→∞
Fj(xj) ≥ F (x).
Thus for (xj)j∈N it holds indeed F (x) = limj→∞ Fj(xj), which is why one can equivalently to
(ii) require
(ii) there exists a sequence (xj)j∈N converging to x such that
F (x) = lim
j→∞
Fj(xj). (recovery sequence) (2.10)
Example 2.1.8. Let X = R endowed with the standard metric induced by the norm on R and
Fj : R → R be given by
Fj(t) = t2 − cos(jt).
Then the Γ-limit is given by F : R → R, F (t) = t2 −1. To see this we have to establish the lim inf
inequality and find some appropriate recovery sequence. First, we notice that if (tj)j∈N ⊂ R





t2j + lim inf
j→∞
(− cos(jtj)) ≥ t2 − 1
due to cos(t) ∈ [−1, 1]. Hence the lim inf inequality (i) holds. Second, let t ∈ R be arbitrary,
then tj = 2πj ⌊
jt
2π ⌋ → t and










where ⌊·⌋ denotes the floor function.
Sometimes the assumption X to be a metric space of Proposition 2.1.6 is too restrictive. Therefore
we extend the above result to Banach spaces equipped with the weak topology. For this we need
15
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Definition 2.1.9 (Definition 7.6, [DM93]). A sequence (Fj)j∈N is called equi-coercive on X, if
for every t ∈ R there exists a compact subset Kt of X such that {Fj ≤ t} ⊂ Kt for all j ∈ N.
Proposition 2.1.10 (Proposition 8.16, [DM93]). Assume that X is a reflexive Banach space
endowed with its weak topology and that the sequence (Fj)j∈N is equi-coercive in the weak topology
of X. Then, if Fj satisfies (i) and (ii) of Definition 2.1.6, where convergence means now weak
convergence in X, Fj Γ-converges to F .
Theorem 2.1.11 (Theorem 7.8, [DM93]). Suppose that X is a reflexive Banach space, Fj is








Remark 2.1.12. The latter theorem shows that if every Fj admits a minimizer xj , then up
to a subsequence xj converges to a minimizer of F . This is one key feature of Γ-convergence.
Unfortunately, this does not hold for local minimizer of Fj , as the Example 2.1.8 shows.
2.1.3 Strongly elliptic systems
In this paragraph we want to investigate the solvability and regularity theory of elliptic systems
satisfying the Legendre-Hadarmad and Legendre condition. For this purpose we introduce a
general second order elliptic operator and summarize classical existence and regularity results.







where for α, β ∈ {1, . . . , n}
Aαβ = (aαβij )i,j=1,...,m
such that Aαβ ∈ L∞(U ;Rn×n). If Aαβ are sufficiently regular, for example Aαβ ∈ C1b (U ;Rn×n),
then the operator L maps then a suitable function u : U → Rm to a vector-valued function







Definition 2.1.13. A second order elliptic operator with coefficients (aαβij )
α,β=1,...,n
i,j=1,...,m is said to
fulfil





aαβij ξiαξjβ ≥ λ|ξ|
2 (2.12)
for all ξ ∈ Rm×n.





aαβij ξαξβηiηj ≥ λ|ξ|
2|η|2 (2.13)
for all ξ ∈ Rn, η ∈ Rm.
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tr∂U (Bju)νj on ∂U. (2.14)
In the later applications we will use the two cases ΓD = ∂U , ΓN = ∅ and ΓD = ∅, ΓN = ∂U .
We consider the elliptic boundary value problem
Lu = f in U
Bνu = gN on ΓN (2.15)
u = gD on ΓD









for all u, v ∈ H1(Ω;Rm). From the boundedness of Aαβ it follows that a is bounded on
H1(U ;Rm), i.e.
|a(u, v)| ≤ C∥u∥H1(U)∥v∥H1(U)
for all u, v ∈ H1(Ω;Rm).
Definition 2.1.14. Let L, Bν , ΓD, ΓN and a as above. Moreover let f ∈ L2(U ;Rm), gN ∈
L2(ΓN ;Rm) and gD ∈ H
1
2 (ΓD). Then u ∈ H1(U ;Rm) is called a weak solution of the system
(2.15) if tr∂U u = gD on ΓD and
a(u, v) = (f, v)L2(Ω) + (gN , tr∂U v)L2(ΓN )
for all v ∈ H1ΓD (U ;R
m).
With this we can state the first existence result for pure Dirichlet boundary conditions, which is
a immediate concequence of the Lax-Milgramm Lemma.
Theorem 2.1.15 (cf. [GM12], Theorem 3.39). Let aαβij ∈ L∞(U) and satisfy the Legendre
condition for some λ > 0. Moreover we assume ΓD = ∂U , ΓN = ∅. Then there exists for every
gD ∈ H
1
2 (ΓD;Rm) and f ∈ L2(U ;Rm) a unique weak solution u ∈ H1(U ;Rm) to the Dirichlet
problem (2.15). The solution satisfies
∥u∥H1(U) ≤ C
(
∥f∥L2(U) + ∥gD∥H 12 (U)
)
. (2.16)
Remark 2.1.16. (i) The inequality (2.16) is not explicitly proven in Theorem 3.29 of [GM12].
But it follows directly from the structure of the proof provided there or the open mapping
theorem. One uses that we reduce the problem to finding an auxiliary weak solution ũ to
a homogeneous Dirichlet problem with a slightly modified right hand side given by f and
an extension of gD. Then the Lax-Milgram Lemma implies
∥u∥H1(U) ≤ C
(




∥f∥L2(U) + ∥gD∥H 12 (ΓD)
)
.
Here we used the boundedness of the extension operator E : H 12 (ΓD) → H1(U).
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(ii) We can extend Theorem 2.1.15 to the case that aαβij are constant and satisfy the Legendre-
Hadamard condition [GM12, Chapter 3.4.3]. In case the coefficient matrix is not constant
only weak coercivity of a, see definition below, follows.
(iii) The latter result can be shown as well in the context of a Fredholm alternative, which
yields an even more general result. A more in depth analysis can be found in [McL00,
Chapter 4].
At the core of our proof for large times existence of solutions we have to bound higher norms
of the solution for the linearised system. Therefore we need a regularity result for solutions of
(2.15) up to the boundary.
Definition 2.1.17. Let L and a be given as above and V ⊂ H1(U ;Rm) a closed subspace, such
that V is dense in L2(U ;Rm). Then we say that L and a are weakly coercive on V if there exist
λ0 > 0 and λ1 ≥ 0 such that
a(u, u) ≥ λ0∥u∥H1(U) − λ1∥u∥L2(U)
for all u ∈ V holds.
Theorem 2.1.18 ([McL00], Theorem 4.18). Let U be a Cr+1,1 domain, for some r ≥ 0 and
ΓD = ∅, ΓN = ∂U . Moreover assume that aαβij are constant and L is weakly coercive on
H1(U ;Rm). Let u ∈ H1(U,Rm) and f ∈ Hr(U ;Rm) satisfy
Lu = f on U
and Bνu ∈ Hr+
1
2 (∂U). Then u ∈ H2+r(U ;Rm) and
∥u∥Hr+2(U) ≤ C∥u∥H1(U) + C∥Bνu∥Hr+ 12 (U) + C∥f∥Hr(U) (2.17)
holds for some C > 0 independent of u and f .
2.2 Introduction to Non-linear Elasticity
In this section we investigate the classical theory of continuum mechanics with special interest
in non-linear elasticity. The introduction is based on a book of Gurtin on the very same subject,
cf. [Gur81].
In elasticity theory we are interested in the deformational behaviour of solid bodies, which have
the physical property to occupy regions in space. As a body can deform over time, we have to
make a choice for a reference configuration B. A deformation is then given via some C3 mapping
x : B → Rn from the reference configuration B to a deformed state in Rn, where material points
p are mapped to a spacial point x(p). The physical property that it should be impossible for a
body to self penetrate is expressed by the assumption that x is injective. Locally the volume
after the deformation per unit original volume can be expressed by detF for F = ∇x. Thus a
natural assumption is detF > 0, cf. [Gur81, Chapter 6].
If we add a time dependency to the deformation, we obtain a motion x : B × R → Rn, such that
for fixed t: x(·, t) : B → Bt is a deformation, where Bt := x(B, t). The trajectory of the motion is
defined as
T := {(x, t) : x ∈ Bt, t ∈ R}.
Using the bijectivity for each time we can define the velocity v : T → Rn by v(x, t) =
∂tx(x−1(x, t), t). In the following we call P a part of B, if P is a bounded subdomain of
B and the boundary of P is sufficiently regular. More details on how to define parts see [Gur81]
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respectively. Here ρ is a given density of the material and Pt := x(P, t). During the motion
forces are exerted within the body and from the surrounding environment upon the body. A
core question is now how these forces can be described. Cauchy’s hypothesis states that there
exists a surface force density s(ν, x, t) defined for all unit normals ν and every (x, t) ∈ T . With















where ν ≡ ν(x) is the outward unit normal to ∂Pt and b : T → Rn is the body force density.
The basic axiom, the momentum balance laws, conects the motion x and the system of forces
(s, b) by claiming that for any part P and time t it holds
f(P, t) = ∂tl(P, t) and m(P, t) = ∂ta(P, t)
which is equivalent to

∂Pt









x× s(ν, x, t)dσ(x) +

Pt




A fundamental result in continuum mechanics is Cauchy’s Theorem, stating that (s, b) satisfying
the momentum balance laws is equivalent to the existence of a unique, symmetric tensor field
T (x, t) such that s(ν, x, t) = T (x, t)ν and T satisfies the equation of motion
divT (x, t) + b = ρ∂tv(x, t).
Hence the forces (s, b) which act during a motion can be fully described by the stress T and the
motion x, cf. [Gur81, Chapter 13, 14 and 15].
In order to model an elastic body we have to introduce appropriate constitutive assumptions on
how T depends on x. As F measures local length changes the assumption
T (x, t) = T̂ (F (p, t), t)
for x = x(p, t) arises naturally, cf. [Gur81, Chapter 25]. Moreover we assume that the material
respond to a deformation should not depend on the observer, which in turn is equivalent to
QT̂ (F )QT = T̂ (QF )
for all F ∈ Rn×n with detF > 0 and Q ∈ SO(n).
Note that the Cauchy’s stress tensor is defined on the deformed configuration, which in many
problems of deforming solids is inconvenient. Therefore we want to introduce a stress tensor
which is defined on the reference configuration B, cf. [Gur81, Chapter 27]
Let (x, T ) be a given motion and Cauchy stress. Then for P a part of B it holds

∂Pt
T (x, t)µdσ(x) =

∂P
det(F )T (x(p, t), t)F−T νdσ(p)
where µ and ν are the respective outward unit normals. Thus we define the Piola-Kirchhoff
stress S : B × R → Rn×n by
S(p, t) := det(F )T (x(p, t), t)F−T .
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x × Sµdσ(p) +

P
x × b0dp =

P
x × ρ0∂2t xdp
(2.18)
for every part P is equivalent to
s(ν, x(p, t), t) = (detF )−1S(p, t)FT ν
divS + b0 = ρ0∂2t x (2.19)
SFT = FST .
If the body is elastic and we assume that the material behaviour is independent of the observer
it follows S = Ŝ(F ) and
Ŝ(QF ) = QŜ(F )
for all F ∈ Rn×n with detF > 0 and Q ∈ SO(n), cf [Gur81, Chapter 27].
We now use a standard axiom of thermodynamic, the assumption of non-negative work in closed





S : ∂tFdxdt ≥ 0
if x(p, t0) = x(p, t1) and ∂tx(p, t0) = ∂tx(p, t1) for all p ∈ B. Following from this we can show
[Gur81, Chapter 28] the existence of a strain-energy density W (F, p) such that
Ŝ(F, p) = ∂
∂Fij
W (F, p).
An elastic body such that the Piola-Kirchhoff stress Ŝ is given as above is called hyperelastic.
The strain-energy of a part P for a hyperelastic body is given via

P
W (F (p, t), t)dp.
Deploying the independence of the observer we can deduce
W (QF ) = W (F )
for all F ∈ Rn×n with detF > 0 and Q ∈ SO(n). An example for a hyperelastic energy density
is
W (F ) = dist2(F, SO(n))
and the so called St. Vernant-Kirchhoff materials, described by
W (F ) = λ2 (trG)
2 + µ tr(G2) for G = 12(F
TF − Id)
where λ and µ are the so called Lamé constants [EGK17, Chapter 5]. Remarkable is that in
both cases the strain-energy density does not depend on p. Hence we say that a body B is
homogeneous if ρ0(p) and Ŝ(F, p) are independent of the material point p [Gur81, Chapter 25].
Hyperelastic materials have several interesting properties, cf [Gur81, Chapter 28]. The most
20
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Sn · ∂txdσ(p) +

P






2 +W (p,∇x)dx. (2.20)
where S is the Piola-Kirchhoff stress and b0 an external force.
2.3 The Strain Energy Density W
In the preceding section we carefully distinguished between material points p and spacial points
x. As in the thesis we will always work on a fixed reference domain we will use the standard
spacial variable x.
Now we investigate the mathematical assumptions and resulting properties of the strain-energy
density W in three dimensions. Assume W : R3×3 → [0,∞] satisfies the following conditions:
(i) W is C2 on Bδ(Id) ⊂ R3×3 for some δ > 0;
(ii) W is frame-invariant, i.e. W (RF ) = W (F ) for all F ∈ R3×3 and R ∈ SO(3);
(iii) there exists c0 > 0 such that W (F ) ≥ c0 dist2(F, SO(3)) for all F ∈ R3×3 and W (R) = 0
for every R ∈ SO(3).
The upcoming remarks summaries the important properties of the elastic energy density, which
can be deduced from the properties (i)–(iii).
Remark 2.3.1. First of all we note that W has a minimum point at the identity, as W (Id) = 0
and W (F ) ≥ 0 for all F ∈ R3×3. Hence, we have DW (Id)[G] = 0 for all G ∈ R3×3.
Using R(t) = exp(tS) with S ∈ R3×3skew and t ∈ R, it follows with the frame invariance
0 = d
dt
W (R(t)F )|t=0 = DW (R(t)F )[R′(t)F ]
∣∣∣
t=0
= DW (F )[SF ]
= DW (F ) : SF = DW (F )FT : S (2.21)
Thus we obtain all F ∈ R3×3: DW (F )FT = FDW (F )T , which corresponds to the symmetry
property of the Piola-Kirchhoff stress.
Remark 2.3.2. We assert that there exits a constant c1 > 0 such that
D2W (Id)[G,G] = D2W (Id)[ε(G), ε(G)] ≥ c1|ε(G)|2 (2.22)
for all G ∈ R3×3. This can be seen as follows: frame invariant leads by differentiation to
DW (RF )[RG] = d
dτ





W (F + τG)
∣∣∣
τ=0
= DW (F )[G] (2.23)




DW (R(t))[R(t)G]|t=0 = D2W (Id)[G,S] +DW (Id)[GS] = D2W (Id)[G,S] (2.24)
Bilinearity and symmetry of D2W (Id) leads to D2W (Id)[G,G] = D2W (Id)[ε(G), ε(G)].
To show the lower bound we deploy property (iii) and a Taylor expansion around the identity in
R3×3. As for det(F ) > 0, it holds due to the Lemma 2.3.3 below
dist2(F ;SO(3)) =
∣∣∣(FTF ) 12 − Id∣∣∣2 (2.25)
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and with a Taylor expansion
dist2(Id+G;SO(3)) = 2
∣∣ε(G)∣∣2 +O(|G|3)
W (Id+G) = 12D
2W (Id)[G,G] +O(|G|3)
for all G ∈ Br(0) with r > 0 sufficiently small. For t small enough, we can choose G(t) =










∣∣∣∣ε(exp(tA) − Idt )
∣∣∣∣2 +O(t).
Passing to the limit t → 0, leads to
D2W (Id)[A,A] ≥ c1|ε(A)|2.
From (2.22) it follows that D2W (Id) is elliptic in the sense of Legendre-Hadamard, i.e.
D2W (Id)[a⊗ b, a⊗ b] ≥ c|a|2|b|2 for all a, b ∈ R3.
We obtain this by








|a|2|b|2 + (a, b)2
)
which leads, because of (a, b)2 ≥ 0, to the desired inequality.
Lemma 2.3.3. Let F ∈ R3×3 with det(F ) > 0 and F = RU the polar decomposition of F , i.e.
R ∈ SO(3) and U ∈ R3×3 is positive definite and symmetric. Then it holds
|F −R| < |F −Q|
for all Q ∈ SO(3) such that Q ̸= R.
Proof: Using the polar decomposition theorem, cf. [Koc93, Chapter 2], we have the existence
of R ∈ SO(3) and U ∈ R3×3 positive definite and symmetric, such that F = RU . Let Q ∈ SO(3)
with Q ̸= R. Then we can compute
|F −Q|2 = (F −Q) : (F −Q) = |F |2 − 2F : Q+ 3.
Hence it follows
|F −Q|2 − |F −R|2 = 2U : (Id−RTQ)
where RTQ ̸= Id, due to the assumption R ̸= Q. The definition of the matrix skalar product
leads to
2U : (Id−RTQ) = U : (RTQ− Id)(RTQ− Id)T = tr((RTQ− Id)TU(RTQ− Id)).
Using that U is positive definite and symmetric it follows (RTQ− Id)TU(RTQ− Id) is positive
semi definite and symmetric, hence all eigenvalues are nonnegative. Moreover, because RTQ−
Id ≠ 0, there exists v ∈ R3 such that (RTQ− Id)v = w ̸= 0. Thus with w · Uw > 0, we obtain
that at least one eigenvalue is positive. Therefore it holds
2U : (Id−RTQ) > 0
and the claim follows.
Remark 2.3.4. For more details on the minimality of R see also [MPG79]. Moreover due to
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the equality
R = (FTF ) 12
from [Koc93, Chapter 2, Polar Decompositon Theorem] the equality (2.25) follows.
Remark 2.3.5. Using the identification (2.6), we can find Bαβ = (bαβij )i,j=1,2,3 ∈ R3×3,
α, β ∈ {1, 2, 3} such that




for all X, Y ∈ R3×3. Therefore






for X ∈ R3×3 and ν ∈ R3. Hence, we obtain with (2.24) that bαβij = b
ji
βα. In order to see this we
choose X = ei ⊗ eα − eα ⊗ ei, Y = ej ⊗ eβ and X = ei ⊗ eα, Y = ej ⊗ eβ − eβ ⊗ ej , respectively.
Thus either sym(X) = 0 or sym(Y ) = 0 and with (2.24) it follows







For later use we introduce
(D2W (Id))≈ := (Bαβ)β=2,3α=2,3.
For convenience we will work in the chapter on large time existence for the non-linear problem
with relative displacement. For this we introduce W̃ : R3×3 → [0,∞] by W̃ (F ) := W (Id+ F ).
The results of Remark 2.3.2 therefore hold for W̃ as well, i.e.
D2W̃ (0)[G,G] = D2W̃ (0)[ε(G), ε(G)] ≥ c1|ε(G)|2
and
D2W̃ (0)[a⊗ b, a⊗ b] ≥ c|a|2|b|2 for all a, b ∈ R3.
The following lemma provides an essential decomposition of D3W̃ .
Lemma 2.3.6 ([AMM11a, Lemma 2.6]). There is some constant C > 0, ε > 0 and A ∈
C∞(Bε(0); L3(Rn×n)) such that for all G ∈ Rn×n with |G| ≤ ε we have
D3W̃ (G) = D3W̃ (0) +A(G)
where
|D3W̃ (0)|h ≤ Ch for all 0 < h ≤ 1, (2.27)
|A(G)| ≤ C|G| for all |G| ≤ ε. (2.28)
With this we can prove the following bound for D3W̃ .
Corollary 2.3.7. There exist C, ε > 0 such that







for all Y1 ∈ H2(Ω,Rn×n), Y2, Y3 ∈ L2(Ω;Rn×n), 0 < h ≤ 1 and ∥Z∥L∞(Ω ≤ min{ε, h} and









for all Y1, Y2 ∈ H1(Ω,Rn×n), Y3 ∈ L2(Ω;Rn×n), 0 < h ≤ 1 and ∥Z∥L∞(Ω ≤ min{ε, h} and









for all Y1 ∈ L∞(Ω,Rn×n), Y2, Y3 ∈ L2(Ω;Rn×n), 0 < h ≤ 1 and ∥Z∥L∞(Ω ≤ min{ε, h}.
Proof: The main ingredient of the proof is Lemma 2.3.6 and Hölder’s inequality. We first
notice
|D3W̃ (Z)(Y1, Y2, Y3)| ≤ |D3W̃ (0)(Y1, Y2, Y3)| + |A(Z)(Y1, Y2, Y3)|
≤ |D3W̃ (0)|h|Y1|h|Y2|h|Y3|h + |A(Z)||Y1||Y2||Y3|
≤ Ch|Y1|h|Y2|h|Y3|h
where we have used that |A|h ≥ |A|, (2.27) and (2.28). Thus
∥D3W̃ (Z)(Y1, Y2, Y3)∥L1(Ω) =

Ω













as H2(Ω) ↪→ C0(Ω). And for (2.30)
∥D3W̃ (Z)(Y1, Y2, Y3)∥L1(Ω) =

Ω















2.4 Korn’s Inequality in Thin Rods
In order to derive sharp estimates based on the linearised system, we need a good understanding
in how the scaled gradient ∇hg of a function g ∈ H1per(U) can be bounded by the scaled
symmetric gradient εh(g). As rigid motions x 7→ αx⊥ for α ∈ R arbitrary are admissible
functions in H1per(U) we can not expect that the full scaled gradient is bounded by εh(g).
Moreover, a quantitative, sharp understanding of the dependency of a possible pre factor from
the small parameter h is essential. This section is devoted to such generalisations of Korn’s
inequality. The idea is to apply the classical Korn inequality on cubes of size with edge length h.
Therefore we recap one possible formulation and proof following [Sch13, §25.2, Theorem 25.4].
Theorem 2.4.1. Let U ⊂ Rn a bounded, Lipschitz domain. Then there exists C(U) > 0 such
that for all u ∈ H1(U) there exists some B ∈ Rn×nskew such that
∥∇u−B∥L2(U) ≤ C(U)∥ε(u)∥L2(U). (2.32)
Moreover the constant C(U) is independent with respect to the mapping x 7→ λx+ b, for λ ∈ R
and b ∈ Rn arbitrary, i.e. one can choose
C(λU + b) = C(U).
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For the proof of the later theorem we use a slightly different formulation, which is more convenient
to proof.
Theorem 2.4.2. Let U ⊂ Rn be a bounded, Lipschitz domain. Then there exists C(U) > 0






Proof: Let u ∈ H1(U). Then it holds ∇u ∈ L2(U) and for ε(u) it holds
∂xj∂xkui = ∂xjε(u)ik + ∂xkε(u)ij − ∂xiε(u)jk
in the sense of distributions. Thus using the boundedness of the derivative operator ∇ : L2(U) →













where the constant C is independent of u.
In the later proof, we used the following Lions Lemma, cf. [Neč67, Chaper 3, Lemma 7.1]
Lemma 2.4.3. Let U ∈ Rn be a bounded Lipschitz domain. Then there exists a constant C > 0






Proof of Theorem 2.4.1: Step 1: (reduction to mean symmetric gradient). First we
want to prove that there exists C > 0 such that if

U
∇udx ∈ Rn×nsym , (2.33)
then it follows
∥∇u∥L2(U) ≤ C∥ε(u)∥L2(U). (2.34)
We want to prove the inequality via a proof by contradiction. Assume therefore that (uk)k∈N ⊂
H1(U) such that (2.33) holds for ∇uk and




Without loss of generality we can assume that uk has zero mean value, as one can subtract the
mean value. Poincaré’s inequality with mean value implies then that the sequence (uk)k∈N is
bounded in H1(U). Hence, with the compact embedding H1(U) ↪→ L2(U) it follows for some
subsequence, again denoted by uk,
uk ⇀ u in H1(U), uk → u in L2(U) as k → ∞
for some u ∈ H1(U). Using (2.35) and the uniqueness of weak limits it follows ε(u) = 0, as
ε(uk) → 0 in L2(U) and ε(uk) ⇀ ε(u) in L2(U). This implies that u is given via a rigid motion,
i.e. there exists B ∈ Rn×nskew and c ∈ Rn such that
u(x) = Bx+ c for all x ∈ U.
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Using now that ∇uk has symmetric mean, we obtain B = 0, as ∇u is constant. Zero mean of
uk for all k ∈ N leads to u ≡ 0. But with this it follows a contradiction
1 = ∥u∥L2(U) → ∥u∥L2(U) = 0.
Hence the claim follows.









Thus using (2.34) and ε(ũ) = ε(u) it follows (2.32).
Step 3: (Independence of scaling and translation). Let λ ∈ R and c ∈ Rn be arbitrary,
V := λU + c and v ∈ H1(V ). Thus for u ∈ H1(U) defined by u(x) := v(λx+ c) it holds
∥∇u−B∥L2(U) ≤ C(U)∥ε(u)∥L2(U).













Thus we can choose C(V ) = C(U).
The classical Korn inequality of Theorem 2.4.1 allows us now to prove a similar looking inequality
for the special domain Ω of thin rods. The following Lemma is then used to derive a crucial
estimate of the scaled gradient with respect to the symmetric scaled gradient and the mean
rotation around the x1 axis.
Lemma 2.4.4 (Korn inequality in rotational form). For all 0 < h ≤ 1 and u ∈ H1per(Ω;R3),
there exists a constant C = C(Ω) > 0 and
B(u) =
0 0 00 0 a(u)
0 −a(u) 0
 (2.36)
with a(u) = 1|Ω|

































∂x3(u2 ◦ ϕ)(x) − ∂x2(u3 ◦ ϕ)(x)dx
With this and another use of the transformation formula with ϕ, it follows, that (2.37) is
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for all u ∈ H1per(Ωh;R3)










Jh := {klh : k = 0, . . . , Nh − 1}.
We apply Korn inequality on every cube (a, a + lh) × hS with a ∈ Jh and obtain therefore a







As 0 < h ≤ 1, we obtain that lhh is bounded because of
lh
h ∼ 1 in h. Thus we can assume that C
is independent of h.









Proof: We notice that because A is constant on (0, lh) the limit in the definition of A0 exists. Fix
some a ∈ Jh and set bλ := a+λlh, λ ∈ {0, 1}. By applying Korn’s inequality on (a, a+ 2lh) ×hS
it follows that there exists Ã ∈ R3×3 such that

(a,a+2lh)×hS




Thus, as |S| = 1















for λ ∈ {0, 1}. Therefore,





As A is constant on the interval (a, a+ lh), it follows

(a,a+lh)×hS







In order to obtain the full domain, we consider Ik,j := lh(k, k + j) for k ∈ {0, . . . , Nh − 1},
j ∈ {1, 2} and obtain

Ωh


























|A(x1 −mlh) −A(x1 − (m+ 1)lh)|2dx1




|A(x1 −mlh) −A(x1 − (m+ 1)lh)|2dx1 =

Ik−m−1,1
|A(x1 + lh) −A(x1)|2dx1
for m = 0, . . . , k − 1. Thus, it follows with (2.38)

Ωh



















Hence, we can conclude

Ωh















As 0 < h ≤ 1 we obtain that for every u ∈ H1(Ωh,R3) there exists a constant skew symmetric




























for all u ∈ H1(Ωh;R3).































Ωh ∂x3u2 − ∂x2u3 + B̃(u)32dx 0
 .


































Combining the last estimate with (2.40) the statement follows.
Theorem 2.4.5. Let U ⊂ R3 open and v ∈ H1(U,R3). Furthermore let D ⊂ U be a two
dimensional submanifold with normal ν. Then one obtains

D




Proof: Use the classical Stokes Theorem and a density argument, see for instance [Tay11].
Lemma 2.4.6. Let 0 < h ≤ 1, u ∈ H1per(Ω;R3) and B(u) as in Lemma 2.37. Then it holds for
all ε > 0



























Stokes Theorem applied to u, U := (0, L) × S and D = x1 × S for some x1 ∈ (0, L) yields

Ω






























≤ Cε∥u∥L2(0,L;H1(S)) + Cε∥u∥L2(Ω)
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where we have used the interpolation space (L2(S), H1(S)) 1
2 ,2 = H
1
2 (S) and scaled Young’s
inequality.

























































Lemma 2.4.8 (Korn inequality in integral form). For all 0 < h ≤ 1 and u ∈ H1per(Ω;R3), there










where x⊥ = (0,−x3, x2)T .
Proof: First we notice that we can reduce to the case of mean value free functions. If (2.45)
holds for mean value free functions and

Ω u ̸= 0, we can regard v := u−

Ω u. Then it follows



























In the following we will argue by contradiction and therefore assume that (2.45) does not hold.
Thus we can find a monotone sequence hk → 0 for k → ∞ and (uhk )k∈N ⊂ H1per,(0)(Ω,R3) such
that
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Thus 1hB(uh) is bounded in L2(Ω) and therefore bounded in R
n×n
skew. Using a subsequence, also
denoted by uh, it follows 1hB(uh) → B̄ for h → 0. As a consequence of (2.36) the structure of
B̄ is given by
B =
0 0 00 0 −ā
0 ā 0




















whdx′ = 0. Thus using the Poincaré inequality it follows
∥wh∥H1(S) ≤ C∥∇′wh∥L2(S) ≤ C∥∇huh∥L2(Ω) ≤ C
Thus, there exists a subsequence wh ⇀ w in H1(S) and wh → w in L2(S). Choose S′ ⊂ S̄′ ⊂ S
and δ > 0 such that δ ≤ dist(S′, ∂S). Then








2 (x2 + τ, x3)dτ.
From the above we know
wh2 (x2 + δ, x3) − wh2 (x2, x3)
δ
→ w2(x2 + δ, x3) − w2(x2, x3)
δ
for h → 0
in L2(S′) and thus a subsequence converges point wise almost everywhere. For the right hand side




2 (x2+τ, x3)dτ → 0






























∥∂2wh2 (· + τe2)∥L2(S′)dτ → 0
where we used Hölder’s inequality and the dominated convergence theorem for
∥∂2wh2 (· + τe2)∥L2(S′) ≤ ∥∂2wh2 ∥L2(S) → 0 for h → 0.
Hence, as S is open, w2 is independent of x2. Similarly one can show that w3 is independent of
x3.
Furthermore








2 (x2, x3 + τ)dτ
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where the right-hand side converges to the constant −ā in L2(S′). Since x′ ∈ S′ was chosen
arbitrarily it follows
w2(x′) = w02 − āx3.

































as ā ̸= 0, but this contradicts (2.46).
Later we will need the Korn inequality in two dimensions without scaling while analysing a
stationary problem associated with the linearised equation.
Corollary 2.4.9 (Korn inequality in two dimensions). For all u ∈ H1(S;R2), there exists a








where in this situation x⊥ := (−x3, x2)T .









Then it follows from (2.45) for h = 1 applied to ũ
















Γ-Convergence for Loaded Periodic Rods
The chapter’s aim is to prove a dimension reduction result via the notion of Γ-convergence. More
precisely we compute the variational limit of the energy of non-linear three dimensional elasticity.
We start with an introduction of the energy series. Then we use the rigidity result by Friesecke,
James and Müller [FJM02] to deduce a scaled version in thin rods for deformations which have
an energy comparable to h2α−2. Up to a fixed rotation this leads to an approximation of ∇hy
by a smooth map R(h) which converges to the Id in L∞. From these we derive the scaling
properties for essential intrinsic quantities on which the limiting energy will depend. Having
this we can deduce the convergence of an approximated non-linear strain G(h), which in turn
leads us to the lim inf-inequality in the proof of Γ-convergence. For the lim sup-inequality we
use a classical ansatz function which reflects the respective scaling properties.
Finally using a revisited approximation theorem, where no conditions on the deformation is
made, we can show the Γ-convergence for models which exhibit an external force.
The results of this chapter are based on ideas from the work of Lucia Scardia [Sca09].
3.1 Rigorous Formulation of the Energies
We shortly revisit the most important notation and all assumptions made for this chapter. Let












′ = 0 (3.2)
where x′ := (x2, x3) ⊂ R2. Moreover we assume |S| = 1 and set Ωh := (0, L) × hS ⊂ R3
for h ∈ (0, 1] and L > 0 some length in R. As abbreviation we will write Ω := Ω1 and for
differentiation we use the abbreviation ∂xkv = v,k for all v ∈ H1(Ω) and k = 1, 2, 3.
We assume that the strain-energy density W : R3×3 → [0,∞] satisfies the following conditions:
(i) W is C2 on {F ∈ R3×3 : dist(F ;SO(3)) < δ} for some δ > 0;
(ii) there exists c1 > 0 such that the second derivative D2W satisfies∣∣∣D2W (F )[G,G]∣∣∣ ≤ c1|G|2 for dist(F, SO(3)) < δ and G ∈ R3×3sym;
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(iii) W is frame-invariant, i.e. W (RF ) = W (F ) for all F ∈ R3×3 and R ∈ SO(3);
(iv) there exists c2 > 0 such that W (F ) ≥ c2 dist2(F, SO(3)) for all F ∈ R3×3 and W (R) = 0
for every R ∈ SO(3).
We want to mention that at this point no growth condition from above is needed. Therefore we
are able to treat the physical relevant case in which W = ∞ for det(F ) < 0 and W → +∞ for
det(F ) → 0+ is necessary.








Moreover, we set x(h) := (x1, hx2, hx3) and define Idh : Ω → R3 via x 7→ x(h). The subset of all
rotations around the x1-axes is denoted by U , i.e.
U := {R ∈ SO(3) : R11 = 1} ⊂ SO(3).




f (h) ⇀ f in L2(0, L;R3) for h → 0 (3.3)
and we assume that the force does not act in e1-direction, i.e. f (h)1 ≡ 0. Moreover, we assume
that the total force on the rod is zero, more precisely
 L
0
f (h)(x1)dx1 = 0.
The later assumption excludes the case of no lower bound due to the invariance y 7→ y + c for
some constant c ∈ R3.





W (∇hy(x)) − (y(x) − x(h)) · f (h)(x)dx, if y − Idh ∈ H1per(Ω;R3),
+∞, otherwise
(3.4)





W (∇hy(x))dx, if y − Idh ∈ H1per(Ω;R3),
+∞, otherwise.
(3.5)
3.2 Compactness in von Karmán Regime
The necessary compactness results of sequences of deformations whose elastic energies are of
order h2α−2, α ≥ 3, are proven in this section. We show that the set { 1h2α−2 I(h) ≤ C} is compact
with respect to the particular topology. This allows us later to use the sequential definition of
Γ-convergence estabilshed in Proposition 2.1.6 and 2.1.10.
The main ingredient for the proof is the fundamental regidity theorem proven by Friesecke,
James and Müller in [FJM02].
Theorem 3.2.1. Let U be a bounded Lipschitz domain in Rn, n ≥ 2. Then there exists a
constant C(U) with the following property: for every u ∈ W 12 (U ;Rn) there is an associated
rotation R ∈ SO(n) such that
∥∇u−R∥L2(U) ≤ C(U)∥ dist(∇u, SO(n))∥L2(U). (3.6)
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Remark 3.2.2. The constant C(U) can be chosen invariant under uniform scaling and transla-
tion of the domain, i.e. C(U) can be used as a constant for all λU + c. This can be shown in
the same way as it was shown for the Korn inequality in Theorem 2.4.1.


































The main result is now the following theorem.
Theorem 3.2.4. Let y(h) ⊂ H1(Ω;R3) be such that
1
h2α−2
I(h)(y(h)) ≤ C < +∞ (3.10)
for every h > 0. Then there exist associated maps R(h) ∈ C∞(0, L;R3×3) and constants
R̄(h) ∈ SO(3), c(h) ∈ R3 such that (up to subsequences) R̄(h) → R̄ ∈ U and for
ỹ(h) := (R̄(h))T y(h) − c(h)
we have
R(h)(s) ∈ SO(3) for every s ∈ (0, L), (3.11)
∥R(h) − Id∥L∞(0,L) ≤ Chα−2, ∥(R(h))′∥L2(0,L) ≤ Chα−2 (3.12)
∥∇hỹ(h) −R(h)∥L2(Ω) ≤ Chα−1 (3.13)
|R(h)(0) −R(h)(L)| ≤ Chα− 32 . (3.14)
Moreover for v(h)k , w(h) and u(h) defined as in (3.7)–(3.9) for Y (h) = ỹ(h) it follows
(a) u(h) ⇀ u weakly in H1per(0, L);
(b) v(h)k → vk strongly in H1per(0, L), where vk ∈ H2per(0, L) for k = 2, 3;
(c) w(h) ⇀ w weakly in H1per(0, L)
(d) (∇hỹ(h) − Id)/hα−2 → A strongly in L2(Ω;R3×3), where A ∈ H1per(0, L;R3×3) is given by
A =
 0 −v2,1 −v3,1v2,1 0 −w
v3,1 w 0
 ;
(e) (R(h) − Id)/hα−2 ⇀ A weakly in H1(0, L;R3×3);
(f) sym(R(h) − Id)/h2(α−2) → A2/2 uniformly on (0, L).
Proof: The proof follows the classical ideas as e.g. in [MM03; MM04; Sca09]. Key ingredient
is to use the geometric rigidity result of Friesecke et al [FJM02]. We will apply it to a division
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of the domain Ω in small cubes of length h and an appropriately scaled function r(h). With this
construction we obtain a piecewise constant function Q(h) : [0, L] → SO(3) satisfying appropriate
uniform bounds. The constants R̄ and rotations R(h) originate then from Q(h) via mollification
and projection. A finely tuned Poincaré like inequality leads then to (3.14). We use R(h) to
define an approximation A(h) to show the convergence results (d)–(f). Lastly using the definitions
of u(h), v(h)k and w(h) one can identify the limit A and obtain (a)–(c).






dist2(∇hy(h), SO(3))dx ≤ C.
Step 1: (construction of approximating sequences). For h > 0 small enough, let Kh ∈ N be,
such that h ≤ lh < 2h where lh := L/Kh and set Jh := [0, L) ∩ L/KhN. Define for a ∈ Jh
Ia,Kh :=
{
(a, a+ 2h), if a < L− 2h,
(L− 2h, L), otherwise.
Applying now Theorem 3.2.1 to r(h)(z) := y(z1, z2h ,
z3
h ) on the set Ia,Kh × hS, we obtain a
constant Q(h)a ∈ SO(3) such that

Ia,Kh ×S




Note that the constant C(Ia,Kh × hS) = C((0, 2) × S) for all a ∈ Jh, due to Remark 3.2.2 and
h > 0. Therefore C > 0 does not depend on h. With this we can define the piecewise constant
map Q(h) : [0, L) → SO(3) via





, a ∈ Jh.
Summing over all a ∈ Jh, we obtain

Ω
|∇hy(h)(x) −Q(h)|2dx ≤ C

Ω
dist2(∇hy(x), SO(3))dx ≤ Ch2α−2. (3.16)
Let now a ∈ Jh be such that (a, a+ 4h) ⊂ (0, L) and b = a+ lh. Applying Theorem 3.2.1 for
r(h) and (a, a+ 2lh) × hS, leads to the existence of Q̃ ∈ SO(3) such that

(a,a+2lh)×S




holds. Thus because (a, a+ lh), (b, b+ lh) are contained in (a, a+ 2lh),(3.17) and (3.15), we have




Since Q is piecewise constant, we deduce

(a,a+lh)




hence for 0 ≤ ξ ≤ h

(a,a+lh)




The same construction can be made for every a ∈ Jh such that (a− 2h, a+ 2h) ⊂ (0, L). Then
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we obtain for −h ≤ ξ ≤ 0

(a,a+lh)




Thus we obtain for x1 ∈ (2h, L− 2h) and every |ξ| < h
|Q(h)(x1 + ξ) −Q(x1)|2 ≤ Ch2α−3. (3.20)
Now for I ′ ⊂ (0, L) compactly contained and |ζ| + 4h < dist(I ′, {0, L}) we deduce iteratively

I′
|Q(h)(x1 + ζ) −Q(x1)|2dx1 ≤ Ch2(α−2)(|ζ| + h)2 (3.21)
as follows: Define N := |[ ζh ]|, where [·] denotes the integer part, and choose ζ0, . . . , ζN+1 such
that ζ0 = 0, ζN+1 = ζ and |ζk+1 − ζk| ≤ h. Then it follows
|Q(h)(x1 + ζ) −Q(h)(x1)|2 ≤ (N + 1)
N∑
k=0










Summing over all a ∈ Ih := {q ∈ Jh : (a, a+ lh) ∩ I ′ ̸= ∅} it follows

I′




















≤ Ch2(α−2)(|ζ| + h)2
Let η ∈ C∞0 (0, 1) be such that η ≥ 0 and
 1








We extend Q(h) constantly outside of (0, L), i.e. Q(h)(s) := Q(h)(0) for s ≤ 0 and Q(h)(s) :=





for all s ∈ [0, L]. Applying (3.20), (3.21) and Jensen’s inequality, it follows
∥Q̃(h) −Q(h)∥L2(0,L) ≤ Chα−1, (3.23)
∥(Q̃(h))′∥L2(0,L) ≤ Chα−2 (3.24)
∥Q̃(h) −Q(h)∥2L∞(0,L) ≤ Ch
2α−3. (3.25)
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Combining (3.16) and (3.23) leads to
∥∇hy(h) − Q̃(h)∥L2(Ω) ≤ Chα−1. (3.26)
As SO(3) is a smooth manifold, there exists a neighbourhood U of SO(3) and a smooth
orthogonal projection π : U → SO(3), cf. [Lee13, Proposition 6.25]. Due to (3.25) we deduce
that Q̃(h) takes values in U for sufficiently small h. Thus we can define R̃(h) := π(Q̃(h)). Since





∥R̃(h) − P (h)∥L∞(0,L) ≤ C∥(R̃(h))′∥L2(0,L) ≤ Chα−2. (3.27)
This implies that
dist(P (h), SO(3)) ≤ Chα−2,
and thus there exit R̄(h) ∈ SO(3) such that |P (h) − R̄(h)| ≤ Chα−2. Using this and (3.26) it
follows
∥R̃(h) − R̄(h)∥L∞(0,L) ≤ Chα−2.
Now R(h) := (R̄(h))T R̃(h) ∈ C∞(0, L;R3×3) and fulfils (3.11) and (3.12).










k dx = 0 for k ∈ {2, 3}
and by (3.26) and (3.23) it holds
∥∇hỹ(h) −R(h)∥L2(Ω) ≤ C∥∇hy − Q̃(h) + Q̃(h) − R̃(h)∥L2(Ω) ≤ Chα−1. (3.28)




























Using this we obtain


































Step 3: (periodicity inequality). Due to the definitions of R(h), R̃(h) and Q̃(h) it is sufficient
to show (3.14) for Q(h). We know from (3.15)

(0,L/Kh)×S




We use the inequality 
S


































y(h)(hx1, x′) − hQ(h)L x
)














∣∣∣[Q(h)0 −Q(h)L ](0, x′)∣∣∣2dx′ = 1h2

S
∣∣∣hQ(h)0 (0, x′) − y(h)(0, x′) + 
S
y(h)(0, x′)dx′
+ y(h)(L, x′) −

S
y(h)(L, x′)dx′ − hQ(h)L (0, x′)
∣∣∣2dx′
Hence, it follows 
S
∣∣∣[Q(h)0 −Q(h)L ](0, x′)∣∣∣2dx′ ≤ Ch2α−3.
Remark 2.1.1 leads to
|Q(h)(0) −Q(h)(L)| ≤ Chα− 32 .




for s ∈ [0, L]. By (3.12) and the embedding L∞(0, L) ↪→ L2(0, L) there exists some A ∈
H1(0, L;R3×3) such that, up to subsequences,
A(h) ⇀ A weakly in H1(0, L;R3×3).
Hence, with the compact embedding H1(0, L;R3×3) ↪→ C0([0, L];R3×3), we deduce A(h) → A
uniformly. Since R(h) ∈ SO(3), it follows
A(h) + (A(h))T = −hα−2(A(h))TA(h)
and therefore A ∈ R3×3skew. Dividing the latter equation by 2hα−2, we get
1
h2(α−2)
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uniformly. Now, due to (3.13) and the convergence properties of A(h), we know
1
hα−2
(∇hỹ(h) − Id) → A (3.29)
strongly in L2(Ω;R3×3). Lastly, we use the improved scaling in (3.14) to obtain periodicity of
A, more precisely we have
|A(h)(0) −A(h)(L)| = 1
hα−2
|R(h)(0) −R(h)(L)| ≤ Ch 12 .
Uniform convergence then leads to periodicity of A.
Step 5: (identification of A). Let v(h)k be as in (3.8) for Y (h) replaced by ỹ(h). By the choice
of c(h) the mean on [0, L] is zero for k = 2, 3 and due to (3.29) we know that the derivative




k → v strongly in H
1(0, L).
Moreover, because ỹ(h)k is L-periodic in x1 direction, v ∈ H1per(0, L). Again (3.29) implies
vk,1 = Ak1, k = 2, 3 and by A ∈ H1per(0, L;R3×3) it follows vk ∈ H2per(0, L).
The second and third columns of (3.29) lead us to
1
hα−1
∂xk (ỹ(h) − Idh) → Aek (3.30)
strongly in L2(Ω;R3) for k = 2, 3. Poincaré’s inequality on S implies
∥ỹ(h) − Idh −⟨ỹ(h)⟩S∥2L2(S) ≤ C
(
∥∂x2(ỹ − Idh)∥2L2(S) + ∥∂x3(ỹ − Idh)∥2L2(S)
)
(3.31)





ỹ(h) − Idh −⟨ỹ(h)⟩S
)
is bounded in L2(Ω;R3). With a similar argument as in the proof of Lemma 2.4.8 and (3.30)




ỹ(h) − Idh −⟨ỹ(h)⟩S
)
→ x2Ae2 + x3Ae3 + q (3.32)















































ỹ(h)(x) − x(h) − ⟨ỹ(h)⟩S
)
· (x2e3 − x3e2)dx′




(x2Ae2 + x3Ae3) · (x2e3 − x3e2)dx′ = A32
strongly in L2(0, L), where we used (2.3) and the fact that A is skew-symmetric. Computing

















(∂x1 ỹ(h)(x) −R(h)e1) · (x2e3 + x3e2)dx′
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(R(h) − ∂x1x(h)) · (x2e3 + x3e2)dx′.
Hence with (2.4) it follows that the last term is zero. Using (3.13) we obtain that w(h) is
bounded in H1(0, L) and fulfils the periodicity conditions due to A ∈ H1per(Ω;R3×3). As A is
skew symmetric we obtain
A =
 0 −v2,1 −v3,1v2,1 0 −w
v3,1 w 0













The first summand is bounded in L2(0, L) due to (3.28), while the second part converges to zero
because of property (f). Lastly, due to definition of u(h) and because ỹ(h) − Idh ∈ H1per(Ω;R3),
we conclude u(h) and u ∈ H1per(0, L;R3).
3.3 Limsup and Liminf Inequalities
Now we are in a position to start proving the Γ-convergence result without external force. We
split the result in the common two parts. First we prove the Liminf inequality and in the second
statement we construct an appropriate recovery sequence.
Let Q3 : R3×3 → [0,∞) be the quadratic form of linearised elasticity
Q3(G) := D2W (Id)[G,G] (3.33)
and let Q0 : R × R3×3skew → [0,∞) be defined by











For u, w ∈ H1per(0, L) and v2, v3 ∈ H2per(0, L) we introduce the functional






Q0(u,1 + 12 (v
2





Q0(u,1, A,1)dx1, if α > 3,
where A ∈ H1per(0, L;R3×3) is given by
A =
 0 −v2,1 −v3,1v2,1 0 −w
v3,1 w 0
 .
Remark 3.3.1. The minimum defining Q0 is attained and even unique in the space
V :=
{






φ · x⊥dx′ = 0
}
.
Moreover, the minimizer φ depends linearly on t and F . Hence if t ∈ L2(0, L) and F ∈
L2(0, L;R3×3) then φ(t, F ) ∈ L2(Ω;R3) and φ,k(t, F ) ∈ L2(Ω;R3) for k = 2, 3. In order to see
this we first note that Q3 depends only on the symmetric part of G, due to (2.22). Hence the
functional in (3.34) is independent under the transformation α 7→ α + c0 + c1x⊥. Therefore,
the minimum can be computed on the subspace V of H1(Ω;R3). Using Q3(F ) ≥ c1| symF |2
for every F ∈ R3×3 it follows with Korn’s inequality, Lemma 2.4.8 for h = 1, that minimizing
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sequences αn ⊂ V are bounded in H1(S;R3) norm. Hence they are weakly compact. Moreover,
the functional to minimize is weakly lower semicontinuous on H1(S;R3). Thus with the direct
method of calculus we obtain the existence of a minimizer. As Q3 is strictly convex on the set
of symmetric matrices the uniqueness of the minimizer follows.
For the linear dependency we proceed as in [MM04, Remark 4.2]. First we fix t ∈ R, F ∈ R3×3skew
and let κmin ∈ V be the unique minimizer for (3.34). Define now






































































∥Bα1g∥L2(S)∥κmin,α ∥L2(S) ≤ C∥g∥L2(S)∥∇κmin∥L2(S).
By the Poincaré inequality we obtain
∥κmin∥H1(S) ≤ C∥g∥L2(S). (3.36)
Using (3.35) we deduce that κmin depends linearly on t and F . This can be seen in the following
way: Assume






for k = 1, 2 and denote by κmink ∈ V the unique minimizer of (3.34) for tk, Fk. Moreover, we













Choosing φ = κmin1,β + κmin2,β − θmin and using an analogous calculation as above we obtain
κmin1 + κmin2 = θmin.
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Remark 3.3.2. For sake of completeness we want to mention that as in our case Q3 does not
depend on x it is possible to find a more explicit formula for Q0, done as in [MM04, Remark
4.4.]. We claim that Q0 can be decomposed as




Q3(te1|a|b) and Q2(F ) = Q0(0, F ).


















































) ∣∣∣β,2∣∣∣β,3] = 0.
Here we used for the last equality (2.4) and the definition of β. This implies then Q0(t, F ) ≥
Q1(t) +Q2(F ).


































where we used (2.4). Due to the nonnegativity of Q3, it follows then (0|β̄2|β̄3) ∈ R3×3skew. With
this we can define
β̃(x′) = β(x′) − β̄2x2 − β̄3x3









Let (a, b) ∈ R3 × R3 be the minimizer defining Q1 and set
α(x′) = β̃(x′) + x2a+ x3b.
Then it follows with (3.38)





















3. Γ-Convergence for Loaded Periodic Rods
= Q1(t) +Q2(F ).
With this (3.37) is proven.
Remark 3.3.3. Lastly, we want to show that Q0 is uniformly positive definite, i.e. there exists
some C > 0 such that
Q0(t, F ) ≥ C(t2 + |F |2) for all t ∈ R and F ∈ R3×3skew. (3.40)
It is sufficient to show the bound only for the special case that Q3(F ) = | symF |2, because of
Q3(F ) ≥ c1| symF |2. Then we can use the decomposition of proven in the preceding remark
and split
Q0(t, F ) = Q1(t) +Q2(F ) for all t ∈ R and F ∈ R3×3skew.






Hence, it remains to show Q2(F ) ≥ C|F |2, where we argue towards a contradiction. Assume
































) ∣∣∣φ,2∣∣∣φ,3)∣∣∣∣2dx′ ≤ 1n.










The first column provides then for all x′ ∈ S
F12x2 + F13x3 = 0
F23x3 + κmin1,2 = 0
−F23x2 + κmin1,3 = 0.
From the first line, we obtain F12 = F13 = 0. Deriving the second and third line by x3 and x2,
respectively, it follows F23 = 0. Thus (t, F ) = (0, 0), which is a contradiction.
Theorem 3.3.4 (Liminf inequality). Let u, w ∈ H1per(0, L) and vk ∈ H2per(0, L) for k = 2, 3.
Then, for every sequence (y(h))h>0 ⊂ H1(Ω;R3) such that ỹ(h) := (R̄(h))T y(h) − c(h) satisfies the





I(h)(y(h)) ≥ Iα(u, v2, v3, w). (3.41)





I(h)(y(h)) ≤ C < ∞
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as otherwise (3.41) is trivially fulfilled. Hence, by passing to a subsequence, we can assume that
1
h2α−2
I(h)(y(h)) ≤ C < +∞
holds. Using Theorem 3.2.4 there exists R(h) : [0, L] → SO(3), R̄(h) ∈ SO(3) and c(h) ∈ R3 such
that
∥∇hỹ(h) −R(h)∥L2(Ω) ≤ Chα−1 (3.42)
and R(h) → Id uniformly. Define the sequence G(h) : Ω → R3×3 by
G(h) := 1
hα−1
((R(h))T ∇hỹ(h) − Id). (3.43)
Due to (3.42) the sequence G(h) is bounded in L2(Ω;R3×3). Hence, there exists some G ∈














For this we introduce χh : Ω → R defined by
χ(h)(x) :=
{
1, if |G(h)(x)| ≤ h2−α,
0, otherwise.





|χ(h)(x) − 1|2dx = lim
h→0

{x∈Ω : |χ(h)(x)−1|≥ 12 }
1dx =
∣∣∣{x ∈ Ω : |χ(h)(x) − 1| ≥ 12 }∣∣∣ → 0
we obtain χ(h) → 1 strongly in L2(Ω). Thus
χ(h)G(h) ⇀ G weakly in L2(Ω;R3×3). (3.45)
By a Taylor expansion of W around the identity, it follows for A ∈ R3×3
W (Id +A) = 12D
2W (Id+ tA)[A,A] (3.46)





















(h)D2W (Id +th(x)hα−1G(h))[G(h), G(h)]dx





















Since D2W is continuous on Bδ(Id) for δ > 0 sufficiently small, we conclude that D2W is
uniformly continuous on Bδ(Id). Using that hα−1thχ(h)G(h) is uniformly small for h small
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The second integral on the right hand side of (3.47) is lower semi-continuous with respect to
weak convergence in L2(Ω;R3×3), because Q3 is convex and lower semi-continuous with respect
to the strong topology. As ε > 0 is arbitrary it follows that (3.44) holds. Since Q3 depends only













where G̃ := ε(G).
Step 2: (characterisation of G̃). Note that, because of R(h) → Id uniformly, it follows
R(h)G(h) = 1
hα−1
(∇hỹ(h) −R(h)) ⇀ G





(h)ek) ⇀ Gek (3.49)
weakly in L2(Ω;R3×3) for k = 2, 3. Define the the functions β̃(h) : Ω → R3 by
β̃(h)(x) := 1
hα





(h)G(h)ek for k = 2, 3. (3.50)
Thus β̃(h),k is bounded in L2(Ω) and by the Poincaré Inequality on S, it follows
∥β̃(h) − ⟨β̃(h)⟩S∥2L2(Ω) ≤ C(∥β̃
(h)
,2 ∥2L2(Ω) + ∥β̃
(h)
,3 ∥2L2(Ω)).
So, there exists some β ∈ L2(Ω;R3) such that
β(h) := β̃(h) − ⟨β̃(h)⟩S ⇀ β weakly in L2(Ω;R3). (3.51)
Hence, we obtain with (3.50) for h → 0
β,k = Gek for k = 2, 3. (3.52)




(ỹ(h),1 −R(h)e1) ⇀ Ge1

















3.3. Limsup and Liminf Inequalities
By (3.51) it follows
hβ
(h)
,1 ⇀ 0 weakly in H−1(Ω;R3).







,1 −R(h)e1dx′ ⇀ g (3.53)
weakly in L2(0, L;R3) for some g ∈ L2(0, L;R3). Passing to the limit it follows with property







Putting everything together we obtain











for φ := β + (x2g2 + x3g3)e1. From now on we want to distinguish two cases.















(R(h) − Id)11dx′. (3.54)
Passing to the limit in h implies then due to property (f) of Theorem (3.2.4), 2(α− 2) = α− 1
and (3.53)
g1 = u,1 −
1
2(A










+ (u,1 + 12 (v22,1 + v23,1))e1∣∣∣∣φ,2∣∣∣∣φ,3
 .







W (∇hy(h))dx ≥ I3(u, v2, v3, w).




sym(R(h) − Id) → 0















W (∇hy(h))dx ≥ Iα(u, v2, v3, w).
Theorem 3.3.5 (Recovery sequence). Let u, w ∈ H1per(0, L) and vk ∈ H2per(0, L) for k = 2,
3. Then there exists a sequence (y̌(h))h>0 ⊂ H1(Ω;R3) such that (a)–(d) of Theorem 3.2.4 are
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I(h)(y̌(h)) ≤ Iα(u, v2, v3, w). (3.55)
Proof: We start with more regularity off the functions, i.e. suppose u, w ∈ C1([0, L]) and
vk ∈ C2([0, L]), k = 2, 3, such that
u(0) = u(L), w(0) = w(L), vk(0) = vk(L) and v′k(0) = v′k(L). (3.56)
We define γ2, γ3 : (0, L) → R3 by
γ2(x1) := 2v3,1we1 + (w2 + v22,1)e2 + v2,1v3,1e3
γ3(x1) := −2v2,1we1 + v2,1v3,1e2 + (w2 + v23,1)e3
and let β ∈ C1(Ω;R3). Set φ : Ω → R3 by
φ(x) :=
{
β(x) − 12x2γ2(x1) −
1
2x3γ3(x1), if α = 3,
β(x), if α > 3
and consider for h > 0 a cut off function ρ(h) ∈ C1(0, L) such that supp(ρ(h)) ⊂ [L −
√
h, L],
ρ(h)(L) = 1 and |(ρ(h))′| ≤ C/
√
h with C independent of h. Then we define for h > 0 the








u− x2v2,1 − x3v3,1−x3w
x2w
+ hαφ(h) (3.57)
where φ(h)(x) := φ(x) +ρ(h)(x1)(β(0, x′) −β(L, x′)). With this definition we obtain (y̌(h))h>0 ⊂








To prove the convergence results (a)–(d) we compute the scaled gradient












(∇hy̌(h) − Id) = A+O(h)
which proves (d). Using the definition of v(h)k and (2.4), one can deduce
v
(h)







′ for k = 2, 3.
Thus it follows with φ(h) → φ strongly in L2(Ω;R3) and |(ρ(h))′| ≤ C/
√
h that statement (b)









2 )dx′ = w +O(h)
leading to (c). Using now the identity (Id +BT )(Id +B) = Id +2 symB+BTB for the nonlinear
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strain and that A is skew symmetric, it follows
















Now we distinguish the case α = 3 and α > 3.
Case 1. (α = 3) In this case it follows by (3.60)








∣∣∣∣φ(h),2 ∣∣∣∣φ(h),3 )+ h2ATA+O(h 52).
Hence, the square root is given by
[(∇hy̌(h))T ∇hy̌(h)]
1































 0 −v3,1w v2,1w−v3,1w −(v22,1 + w) −v2,1v3,1
v2,1w −v2,1v3,1 −(v23,1 + w2)
 .















∣∣∣∣β(h),2 ∣∣∣∣β(h),3 ). (3.62)
where β(h)(x) := β(x) + ρ(h)(x1)(β(0, x′) − β(L, x′)). Thus














∣∣∣∣β,2∣∣∣∣β,3) as h → 0 (3.63)
pointwise for all x ∈ Ω.
By construction of y̌(h) it holds det(∇hy̌(h)) > 0 for all h ∈ (0, h0] and h0 sufficiently small.
Hence we can use the polar decomposition and frame invariance of W to obtain
W (∇hy̌(h)) = W ([(∇hy̌(h))T ∇hy̌(h)]
1
2 ).





2Q3(G̃) as h → 0









|A|4 + |A,1|2 + |u,1|2 + |β,2|2 + |β,3|2 + 1
)
∈ L1(Ω)
because of |v22,1 + v23,1| ≤ |A2| and |β(ξ, x′)| ≤ C for all x′ ∈ S and ξ ∈ {0, L}. The dominated
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For the general case, let u, w ∈ H1per(0, L) and vk ∈ H2per(0, L), k = 2, 3. Define β(x1, ·) ∈ V as
the unique solution of the minimum problem (3.34), with F := A,1 and t := u,1 + 12 (v22,1 + v23,1).
Hence β ∈ L2(Ω) and β,k ∈ L2(Ω), due to Remark 3.3.1.
We can smoothly approximate u, w in H1per, vk in H2per and β, β,k in L2. Hence using a diagonal
sequence argument, the continuity of the right hand side of (3.64) with respect to the particular
convergences, it follows that (3.64) holds in the general case. Using the definition of β ∈ V and











W (∇hy̌(h))dx ≤ Iα(u, v2, v3, w).
Case 2. (α > 3) In this case, the ATA term in (3.60) is, because 2(α− 2) > α− 1, of order
α− 1. Thus it follows by (3.60)









Taking again the square root, it follows
[(∇hy̌(h))T ∇hy̌(h)]
1











as in this case β(h) = φ(h). Thus









pointwise for all x ∈ Ω. With frame indifference of W and det ∇hy̌(h) > 0 for h small enough it
follows
W (∇hy̌(h)) = W ([(∇hy̌(h))T ∇hy̌(h)]
1
2 ).













2 + Ch ≤ C
(
|A,1|2 + |u,1|2 + |β,2|2 + |β,3|2 + 1
)
∈ L1(Ω).

















Analogously to the first case, for u, w ∈ H1per(0, L) and vk ∈ H2per(0, L), let φ(x1, ·) ∈ V be the
solution of the minimum problem (3.34) for t := u,1 and F := A,1. The same argument as above
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W (∇hy̌(h))dx ≤ Iα(u, v2, v3, w)
due to the minimality of φ ∈ V.
Remark 3.3.6. If we additionaly assume that W is isotropic, i.e.
W (F ) = W (FR) for all R ∈ SO(3),
then the quadratic form Q3 is given by
Q3(G) = 2µ|ε(G)|2 + λ(trG)2 (3.67)
for some µ > 0, λ ≥ 0. The existence of such µ and λ follows from Theorem B.5. Positivity of λ






2µ+ λ, if α = β = i = j,
µ, if α = β ∧ i = j ∧ α ̸= i
and α = j ∧ β = i ∧ α ̸= k,
λ, if α = i ∧ β = j ∧ α ̸= k.
0, otherwise
With this the Euler-Lagrange equations (3.35) simplify to

S
 µα1,2 µα1,3(2µ+ λ)α2,2 + λα3,3 µα3,2 + µα2,3




 : ∇x′φdx′ = 0
for all φ ∈ H1(S;R3), where ∇x′φ = (∂x2φ|∂x3φ) and






Thus the system decouples to{
∆α1 = 0 in S




(2µ+ λ)α2,2 + λα3,3, µα3,2 + µα2,3
)
= −λF12 in S
div
(
µα3,2 + µα2,3, λα2,2 + (2µ+ λ)α3,3
)
= −λF13 in S(
(2µ+ λ)α2,2 + λα3,3, µα3,2 + µα2,3
)
· ν = −λ(t+ F12x2 + F13x3)ν2 on ∂S(
µα3,2 + µα2,3, λα2,2 + (2µ+ λ)α3,3
)
· ν = −λ(t+ F12x2 + F13x3)ν3 on ∂S
We denote the torsion function by ψ, more precisely ψ solves{
∆ψ = 0 in S
∂νψ = (−x3, x2) · ν on ∂S







2 − F12x23 + 2F13x2x3 + 2tx2
)
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− F13x22 + F13x23 + 2F12x2x3 + 2tx3
)
solves the related systems. Plugging this minimum point in the definition of Q0(t, F ), we
compute with (3.67)






























x23 + x22 + x3ψ,2 − x2ψ,3 + ψ2,2 + ψ2,3dx′.
3.4 Asymptotic Models for Loaded Rods
The Γ-convergence of the total energy follows now from Theorems 3.3.4 and 3.3.5, more precise
we will prove an approximation theorem like in Theorem 3.2.4 dropping the condition of bounded
scaled elastic energy. This is then used to prove that, if a sequence has bounded scaled total
energy, it follows that the scaled elastic energy is bounded as well.





Then there exit a constant rotation Q̄(h) ∈ SO(3) such that




Proof: The idea of the proof is similar to the one of Theorem 3.2.4, but in this case we can
not expect Q̃(h) to be in a tubular neighbourhood of SO(3). Hence there might not be a well
defined projection to SO(3). Nevertheless it is possible to use a part of the construction to
obtain (3.68).
Using the same construction as in the proof of Theorem 3.2.4 we obtain Q(h) : [0, L] → SO(3),
Q̃(h) : [0, L] → R3×3 such that
∥∇hy −Q(h)∥2L2(Ω) ≤ CE, ∥Q̃








Hence we can use the Poincaré inequality to deduce







(h)(x1)dx1. As SO(3) is compact, there exists Q̄(h)π ∈ SO(3) such that
|Q̄(h) − Q̄(h)π | = dist(Q̄(h), SO(3)) ≤ |∇hy − Q̄(h)| + dist(∇hy, SO(3)).
Hence with the definition of E, we deduce
∥∇hy − Q̄(h)π ∥2L2(Ω) ≤ 2∥∇hy − Q̄(h)∥2L2(Ω) + 2∥Q̄(h) − Q̄(h)π ∥2L2(Ω)
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Remark 3.4.2. The result is similar to Theorem 6 in [FJM06], which is formulated for thin
plates. The proof however differ in the sense that in [FJM06] first Q̃ is constructed, first in the
interior and later near the boundary. Using this Q̃ one can then define Q via projection near
SO(3) and constantly as Id otherwise.
Now we can prove the convergence result.
Theorem 3.4.3. Let E(h) be given as in (3.4) and f (h) ∈ W 12 (0, L;R3) shall satisfy (3.3). Then
for h → 0 the functionals 1h2α−2 E(h) Γ-converges to the functional Eα given by














In detail it holds
(i) if lim infh→0 1h2α−2 E(h)(y(h)) < ∞, there exists R̄(h) ∈ SO(3), c(h) ∈ R3 such that R̄(h) →
R̄ ∈ U and for
ỹ(h) := (R̄(h))T y(h) − c(h)





E(h)(y(h)) ≥ Eα(u, v2, v3, w, R̄)
(ii) for all u, w ∈ H1per(0, L), vk ∈ H2per(0, L) for k = 2, 3 and R̄ ∈ U there exists a sequence
(y̌(h))h>0 ⊂ H1(Ω;R3) such that for Y (h) := R̄T y̌(h) the properties (a)–(d) of Theorem





E(h)(y̌(h)) ≤ Eα(u, v2, v3, w, R̄).





E(h)(y(h)) ≤ C < ∞
holds and by passing to a subsequence if necessary we obtain
1
h2α−2
E(h)(y(h)) ≤ C < ∞.
Then (y(h) − Idh)h>0 ⊂ H1per(Ω;R3) and due to Theorem 3.4.1 and Poincaré’s inequality there









































































I(h)(y(h)) ≤ C < ∞.
Step 2: (Liminf inequality). Theorem 3.2.4 implies now the existence of R̄(h) ∈ SO(3),
c(h) ∈ R3 such that R̄(h) → R̄ ∈ U and for
ỹ(h) := (R̄(h))T y(h) − c(h)





I(h)(y(h)) ≥ Iα(u, v2, v3, w). (3.71)
Therefore we only have to establish convergence of the external force part. Using the assumptions














































E(h)(y(h)) ≥ Eα(u, v2, v3, w, R̄).
Step 3: (Recovery sequence). As in the proof of Theorem 3.3.5 we first suppose u, w ∈
C1([0, L]) and vk ∈ C2([0, L]), k = 2, 3, such that
u(0) = u(L), w(0) = w(L), vk(0) = vk(L) and v′k(0) = v′k(L)








u− x2v2,1 − x3v3,1−x3w
x2w
+ hαφ(h).
Where γ2, γ3, β, φ, the cut of function ρ(h) and φ(h)(x) := φ(x) + ρ(h)(x1)(β(0, x′) − β(L, x′))
are as above.
With this definition we obtain (y̌(h))h>0 ⊂ H1(Ω;R3) and (y̌(h) − Idh)h>0 ⊂ H1per(Ω;R3) due
to R̄ ∈ U . Moreover from Theorem 3.3.5 we obtain that for u(h), v(h)k and w(h) defined as in
(3.7)–(3.9) assertions (a)–(d) of Theorem 3.2.4 hold.
Hence, we only have to show that (3.57) holds. As in the proof of Theorem 3.3.5 we obtain due
to R̄T R̄ = Id the following formula for the nonlinear strain























I(h)(y̌(h)) = Iα(u, v2, v3, w).
Hence, we only have to establish the convergence of the external force part of E(h)(y̌(h)). The






































The structure of R̄ ∈ U then implies
R̄− Id =
0 0 00 R̄22 − 1 R̄23
0 R̄32 R̄33 − 1
 .
















































E(h)(y̌(h)) ≤ Eα(u, v2, v3, w, R̄).
An approximation argument, as in Theorem 3.3.5 for u, w ∈ H1per(0, L) and vk ∈ H2per(0, L)




Convergence of Equilibria for Thin Elastic Rods for
the von Kármán Regime
In Example 2.1.8 we have seen that Γ-convergence is not capable of catching convergence of local
minimizers, in contrast to global ones. We are therefore interested in the convergence behaviour
of solutions to the Euler-Lagrange equations for the total energy. More precisely we will show




exist and solve the Euler-Lagrange equations for Eα.
In addition to the assumptions (i)–(iv) made for the elastic energy density, we assume in this
chapter that DW (F ) grows at most linear at infinity. More precisely we assume
(v) there exists C > 0 such that
|DW (F )| ≤ C(|F | + 1) for all F ∈ R3×3. (4.1)
Using that W is C2 in a ball around the identity, a Taylor expansion and DW (Id) = 0 we
deduce
|DW (Id+A)| ≤ C|A| for all A ∈ R3×3. (4.2)
This assumption ensures that the Euler-Lagrange equations in the classical form are satisfied by
local minimizers, see also the discussion in [Bal02]. Unfortunately the assumption prohibits that
the strain-energy density satisfies the physically justified condition W → ∞ for det(F ) → 0. As
we will regard the von Kármán case, the deformation is close to a rigid motion, defending the
choice of the assumption (v).
This result fits in the context of papers by Mora and Müller [MM08] and Müller and Pakzad
[MP08] on similar problems. The main novelty is the incorporation of an external force in the
energy. Moreover, the scaling of the total energy differs from the one in [MM08] and in [MP08]
a thin plate is considered. In the work by Mora and Scardia [MS12] the same scaling regime
with external force was considered, but with a different growth condition and in the plate case.
We restrict to the case α = 3, in order to retain the scaling for the von Kármán regime. For
sake of convenience we will denote D2W (Id)[G,G] =: LG : G = Q3(G).
In order to derive the Euler-Lagrange equations for the limiting problem, we recap the definition
of E := E3
E : H1per(0, L) ×H2per(0, L)2 ×H1per(0, L) × U → R+















4. Convergence of Equilibria for Thin Elastic Rods for the von Kármán Regime
In Remark 3.3.1 we derived the Euler-Lagrange equations, which minimizers α ∈ V have to
satisfy. This can be used to prove the following lemma.











Then α ∈ V is the unique minimizer of Gt,F if and only if
E := L(te1 + F (0, x′)T |α,2|α,3)




= 0 in S,
(Ee2|Ee3)ν∂S = 0 on ∂S
in the weak form, where ν is the outer normal on ∂S. Moreover, α depends linearly on t and F .














Differentiation of parameter integrals leads then to

S
E : (0|φ,2|φ,3)dx′ =

S
L(te1 + F (0, x′)T |α,2|α,3) : (0|φ,2|φ,3)dx′ = 0.
The linear dependency follows then in the same way as in Remark 3.3.1.
Next we want to derive the structure of the Euler-Lagrange equations for the limiting problem. For
this we assume u, w ∈ H1per(0, L), vk ∈ H2per(0, L) for k = 2, 3 and R̄ ∈ U . Moreover we denote
the solution to the minimum problem defining (3.34) by α ∈ L2(0, L; V) for t = u,1 + 12 (v22,1 +v23,1)







2,1(x1) + v23,1(x1)) +A,1(x1)(0, x′)T |α,2(x)|α,3(x)
)
. (4.3)
The Euler-Lagrange equations will be stated in terms of the zeroth and first moment of E. We







xkE(x)dx′ for k = 2, 3. (4.4)
Lemma 4.0.2. Let u, w ∈ H1per(0, L), vk ∈ H2per(0, L) for k = 2, 3 and R̄ ∈ U . Then






















11 + (E211)′′ + R̄22f2 + R̄23f3 = 0
v′′3E
0
11 + (E311)′′ + R̄32f2 + R̄33f3 = 0
(E231)′ − (E321)′ = 0
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holds in a weak sense.
Proof: We compute the Gâteaux derivative with respect to the arguments of E .
Hence assume ϕ ∈ H1per(0, L) and regard
d
dε





















where αε is the solution of the minimum problem for (3.34). From Remark 3.3.1 we get that αε
depends linearly on ε, i.e.
αε = α(t,F ) + εα(ϕ,1,0)
where t = u,1 + 12 (v22,1 + v23,1), F = A,1. Therefore we obtain
d
dε








































where the penultimate equality comes from Lemma 4.0.1.
We use the same idea for the derivative in v2 direction. Let φ ∈ H2per(0, L) and consider
d
dε








































 0 −v2,1 − εφ,1 −v3,1v2,1 + εφ,1 0 −w
v3,1 w 0
 = A+ ε
 0 −φ,1 0φ,1 0 0
0 0 0

We first represent the solution of the minimum problem, again denoted by αε, as a polynomial
in ε. Using the linearity in t and F it follows





 0 −φ,1 0φ,1 0 0
0 0 0

With this it follows with β = α(φ,1v2,1,Φ,1) and Lemma 4.0.1
d
dε





































































Now let σ ∈ H1per(0, L), then
d
dε








































































Ψ := σ(e3 ⊗ e2 − e2 ⊗ e3) and Bε := A+ εΨ.
Finally the tangent space of U in R is given by TRU = RB where
B ∈ span
1 0 00 0 −1
0 1 0
.
Let γ : (−ε, ε) → U be such that γ(0) = R̄ and γ′(0) = R̄B, then it follows
dE(u, v2, v3, w, R̄)[RB] =
d
dt






































for some τ ∈ R.
In order to establish the convergence of the stress, if some given strain converges weakly, we use
the following proposition.
Proposition 4.0.3. Let 1 < p < ∞, U a bounded domain in Rn and f : Rd → R such that f is
differentiable at zero and |f(A)| ≤ C|A| for all A ∈ Rd. If




f(δzδ) ⇀ Df(0)z for δ → 0 in Lp(U). (4.6)
Proof: A proof can be found in [MP08, Proposition 2.3.]. For the convenience of the reader
we give a detailed proof.
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Without loss of generality we can assume Df(0) ≡ 0, because if not one can regard f(A)−Df(0)A








Using the bound |f(A)| ≤ C|A| and the assumption Df(0) = 0 it follows ω(δ) → 0 for δ → 0.
Set Aδ := {x ∈ E : |zδ| ≥ δ−
1
2 }, then it holds for the measure |Aδ| → 0 as δ → 0. For
g ∈ Lq(E;Rd) such that 1q +
1




















we can conclude 1δ f(δzδ) ⇀ 0 in Lp(E;Rd).
The main result of this subsection is the following.
Theorem 4.0.4. Assume that W satisfies the assumptions (i)–(v) and let (y(h))h>0 ⊂ H1(Ω;R3)
be a sequence of local minimizers of E(h) such that

Ω
W (∇hy(h))dx ≤ Ch4.
The, up to a subsequence, respective limit of (u(h), v(h)2 , v
(h)
3 , w
(h), R̄(h)) exists and (u, v2, v3, w, R̄)
is a stationary point of the limiting functional E.
Proof: Let y(h) be a sequence of local minimizers of E(h). For convenience we define g(h) :=
1
h3 f
(h) and have due to (3.3)
g(h) ⇀ g := f in L2(0, L;R3).
Theorem 3.2.4 implies now, that there exist maps R(h) ∈ C∞(0, L;R3×3) and constants R̄(h) ∈
SO(3), c(h) ∈ R3 such that (up to subsequences) R̄(h) → R̄ ∈ U and for
ỹ(h) := (R̄(h))T y(h) − c(h)
we have
R(h)(s) ∈ SO(3) for every s ∈ (0, L), (4.7)
∥R(h) − Id∥L∞(0,L) ≤ Ch, ∥(R(h))′∥L2(0,L) ≤ Ch (4.8)
∥∇hỹ(h) −R(h)∥L2(Ω) ≤ Ch2 (4.9)
|R(h)(0) −R(h)(L)| ≤ Ch 32 . (4.10)
and (u(h), v(h)2 , v
(h)
3 , w
(h), R̄(h)) converge in the sense that (a)-(c) of Theorem 3.2.4 is satisfied.
From (4.8) and (4.9) it follows ∇hỹ(h) → Id strongly in L2(Ω,R3×3) and ỹ(h),2 , ỹ
(h)
,3 → 0, which
implies ∇ỹ(h) → diag(1, 0, 0) strongly in L2(Ω,R3×3). From the choice of c(h) it follows

Ω
ỹ(h) − x(h)dx = 0
and hence, Poincaré’s inequality implies ỹ(h) → (x1, 0, 0)T strongly in H1(Ω;R3). As in the
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(R(h))T ∇hỹ(h) − Id
)
.
Due to the arguments in the proof of Theorem 3.3.4 in the von Kármán case we obtain
G(h) ⇀ G weakly in L2(Ω;R3×3) (4.11)
where




+ (u,1 + 12 (v22,1 + v23,1))e1∣∣∣∣β,2∣∣∣∣β,3
 . (4.12)
for some β ∈ L2(0, L;H1(S;R3)).










DW (∇hy(h)) : ∇hφ− f (h) · φdx
for all φ ∈ H1per(Ω;R3). For this we apply the dominated convergence theorem, which is
applicable as





and W (∇hy(h)(x)+·∇hφ(x)) ∈ C1((−ε, ε),R) for almost every x ∈ Ω. Thus as y(h) is a sequence
of local minima we obtain the Euler-Lagrange equations

Ω
DW (∇hy(h)) : ∇hφ− f (h) · φdx = 0
for all φ ∈ H1per(Ω;R3).




Hence by Proposition 4.0.3 and (4.11) it follows E(h) ⇀ Ẽ := LG weakly in L2(Ω;R3×3).
Therefore Ẽ is symmetric, due to the frame invariance of W , see Remark 2.3.2. Transforming







DW (∇hy(h)) = R̄(h)R(h)DW (Id+ h2G(h)) = h2R̄(h)R(h)E(h)
where we used the frame invariance of W . Plugging this in to the Euler-Lagrange equations and
using the definition of g(h) it follows

Ω
R̄(h)R(h)E(h) : ∇hφ− hg(h) · φdx = 0 (4.13)
for all φ ∈ H1per(Ω;R3). Using φ = R̄ψ for ψ ∈ H1per(Ω;R3) we obtain

Ω
R(h)E(h) : (R̄(h))T R̄∇hψ − hR̄T g(h) · ψdx = 0 (4.14)
for all ψ ∈ H1(Ω;R3). Multiplying this equation with h and deploying (R̄(h))T R̄ → Id,
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R(h) → Id strongly in H1(0, L) and E(h) ⇀ Ẽ in L2(Ω;R3×3) we obtain

Ω
Ẽe2 · ψ,2 + Ẽe3 · ψ,3dx = 0.




= 0 in S,
(Ẽe2|Ẽe3)ν∂S = 0 on ∂S
(4.15)
in the weak sense. Using again the symmetry properties of D2W (Id), we obtain that LF ≡ 0
for all F ∈ R3×3skew. Thus it follows for γ : Ω → R3





where β is as in (4.12), that γ ∈ L2(0, L; V) holds and




+ (u,1 + 12 (v22,1 + v23,1))e1∣∣∣∣γ,2∣∣∣∣γ,3
 .
Lemma 4.0.1 and equation (4.15) guarantee that γ(x1, ·) ∈ V is the unique solution to the
minimum problem defining Q0(t, F ) for t = u,1 + 12 (v22,1 + v23,1) and F = A,1 for almost every
x1 ∈ (0, L). Hence we have in particular
Ẽ = LG = E
where E is defined as in (4.3).













Step 3: (Euler-Lagrange equations for zeroth moment of E). Using ψ ∈ H1per(0, L;R3) as a








R(h)E(h) : (R̄(h))T R̄ψ,1 ⊗ e1 − hR̄T g(h) · ψdx.
As R(h), R̄(h), g(h) and ψ depend only on x1 we can integrate over S and deduce
 L
0
R(h) 0E(h) : (R̄(h))T R̄ψ,1 ⊗ e1 − hR̄T g(h) · ψdx1 = 0
Since R(h) → Id in H1(0, L;R3), (R̄(h))T R̄ → Id in R3×3 and because 0E(h) weakly converges
in L2(0, L;R3×3), we obtain in the limit h → 0
 L
0
E0e1 · ψ,1dx1 =
 L
0
E0 : ψ,1 ⊗ e1dx1 = 0.
The second integral vanishes as g(h) is bounded in L2(0, L;R3).
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∣∣E(x1, x′)e3) : ∇x′σ(x′)dx′ = 0
for all σ ∈ H1(S;R3). Hence choosing σ(x′) := xkel for k = 2, 3 and l = 1, . . . , 3 we obtain(
E0(x1)e2
∣∣E0(x1)e3) = 0 for a.e. x1 ∈ (0, L).
The symmetry property of E implies that E0 is symmetric and hence
E0(x1) =
E011(x1) 0 00 0 0
0 0 0
 . (4.16)
Step 4: (Symmetry inequality of E(h)). From frame invariance of W we obtain that
DW (F )FT is symmetric. Hence
E(h) − (E(h))T = 1
h2
DW (Id+ h2G(h)) − 1
h2
DW (Id+ h2G(h))T






∥E(h) − (E(h))T ∥L1(Ω) ≤ Ch2. (4.17)
Step 5: (Euler-Lagrange equations for first moments of E). We test (4.13) with φ ∈
H1per(Ω;R3), where
φ(x) := R̄(h)ϕ(x1)ek
for some ϕ ∈ H1per(0, L) and k = 2, 3. This leads to

Ω
R(h)E(h) : ϕ,1ek ⊗ e1 − h(R̄(h))T g(h) · ϕekdx = 0.
From the definition of A(h), namely
A(h)(s) = 1
hα−2
(R(h)(s) − Id) for all s ∈ [0, L]
we can deduce the identity R(h)E(h) = hA(h)E(h) +E(h). Inserting the identity, dividing by h






0E(h) : ϕ,1ek ⊗ e1 +A(h) 0E(h) : ϕ,1ek ⊗ e1 − (R̄(h))T g(h) · ϕek
)
dx = 0.
Hence, as A(h) ⇀ A weakly in H1(0, L;R3×3), due to property (e) of Theorem 3.2.4, we
have A(h) 0E(h) ⇀ AE0 weakly in L2(Ω,R3×3). Moreover, (R̄(h))T g(h) → R̄T g strongly in











− (AE0)k1ϕ,1 + (R̄k2g2 + R̄k3g3)ϕ
)
dx1.
Hence, with the structure of A and E0


























− v3,1E011ϕ,1 + (R̄22g2 + R̄23g3)ϕ
)
dx1. (4.19)
for all ϕ ∈ H1per(0, L). Choose now ρ(h) ∈ C1([0, L]) such that supp(ρ(h)) ⊂ [L−
√
h, L], ρ(L) = 1
and |ρ(h),1 | ≤ C/
√
h. Then we can use as a test function φk ∈ H1per(Ω;R3) defined by
φk(x) := xkR̄(h)Φ(h)(x1)ψ(x1)e1
for k = 2, 3, ψ ∈ H1per(0, L) and Φ(h) := R(h) + ρ(h)(R(h)(0) − R(h)(L)) ∈ H1per(0, L;R3×3).




























ρ(h)ψ,1(R(h)(0) −R(h)(L))e1 ⊗ e1dx = 0











11 ψ,1 +R(h) kE(h) : R
(h)
,1 ψe1 ⊗ e1














ρ(h)ψ,1(R(h)(0) −R(h)(L))e1 ⊗ e1dx = 0






ρ(h)ψ(R(h)(0) −R(h)(L))e1 ⊗ ek
+R(h)E(h) : 1
h
ρ(h)ψ,1(R(h)(0) −R(h)(L))e1 ⊗ e1
)
dx → 0
as ρ(h) is bounded and |R(h)(0) −R(h)(L)| ≤ Ch 32 . With ∥R(h),1 ∥L2(0,L) ≤ Ch and the bounded-
ness of R(h) kE(h) in L2(0, L) we obtain

Ω
R(h) kE(h) : R(h),1 ψe1 ⊗ e1dx1 → 0.
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Moreover, because of |ρ(h),1 | ≤ C/
√
h and |R(h)(0) −R(h)| ≤ Ch 32
 L
0
R(h) kE(h) : ρ(h),1 (R(h)(0) −R(h)(L))ψe1 ⊗ e1dx1 → 0.

























ψ,1dx → 0 for k = 2, 3.









































− v3,1E011ϕ,1 + (R̄32g2 + R̄33g3)ϕ+ E311ϕ,11
)
dx1 = 0
for h → 0 and all ϕ ∈ H1per(0, L). Consider again the Euler-Lagrange equations, in a slightly
modified but equivalent form:

Ω
R(h)E(h) : ∇hϕ− hR̄(h)g(h) · ϕdx = 0 for all ϕ ∈ H1per(Ω;R3).
We now plug
ϕ(x) = x2Φ(h)(x1)ψ(x1)e3 and ϕ(x) = x3Φ(h)(x1)ψ(x1)e2






















32 ψ + 2E
(h)
31 ψ,1 +R(h) 2E(h) : Φ
(h)
,1 ψe3 ⊗ e1dx1.




′ = 0 for k = 2, 3.




























ψ,1dx1 = 0 for all ψ ∈ H1per(0, L).
Step 6: (Optimality condition for R̄). Lastly we want to derive (4.5), by exploiting the
assumption that y(h) is a sequence of local minimizers. This implies that there exists δh > 0
such that E(h)(y(h)) ≤ E(h)(φ) for all φ ∈ Bδh(y(h)) ⊂ H1(Ω;R3). Hence for all φ ∈ Bδh(y(h))
such that φ− Idh ∈ H1per(Ω;R3) it holds

Ω
W (y(h)) − f (h) · (y(h) − x(h))dx ≤

Ω
W (∇hφ) − f (h) · (φ− x(h))dx. (4.21)
Now we can choose for the testfunction φ the following
φ =
1 0 00 cos(t) − sin(t)
0 sin(t) cos(t)
 y(h)
for t ∈ (−εh, εh) and εh > 0 such that
2
√
1 − cos(t) < δh for t ∈ (−εh, εh).







f (h) · (y(h) − x(h))dx ≤ −

Ω
f (h) · (φ(h) − x(h))





0 0 00 0 −1
0 1 0
 (y(h) − x(h))dx.
as the right hand side of (4.21) exhibits a local minimum at t = 0. Dividing the equality by h4








































where we have used the definition of (u(h), v(h)2 , v
(h)
3 ) and (2.4).
Remark 4.0.5. The statement of Theorem 4.0.4 holds true if the assumption y(h) to be a
sequence of local minimizers is substituted by local maxima. The proof does not change except




Large Time Existence for Non-linear Problem
This chapter is devoted to the study of large time existence for solutions to a non-linear wave
equation originating from finite elasticity theory. We show that for sufficiently small diameter
of the rod Ωh the strong solution for a naturally scaled wave equation with periodic boundary
conditions admits a solution for large times. For the latter to hold we use well prepared initial
data.
In this chapter we consider the case α ≥ 4, now in the dynamical setting. The basic equations
from continuum mechanics emerge from the balance of linear and angular momentum and the









if fh is independent of t and the Piola-Kirchhoff stress satisfies appropriate boundary conditions.
According to the scaling behaviour of ỹ(h) in Chapter 3 we expect





∼ hα−2 for α ≥ 4.
Moreover, Chapter 3 suggests to assume fh ∼ hα and f1 ≡ 0. In order to balance the kinetic




















divh(DW (∇hy)) = hα−2gh in Ω × [0, T )
where gh ∼ 1 for h → 0. Furthermore, we assume homogeneous Neumann boundary conditions
on the outer surface, periodicity on the end faces of Ω and suitable initial conditions.
5.1 Main Result
In the following we will present the main result of the thesis, large time existence for the
non-linear wave equation. For this we introduce the precise problem and notation. We will work
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= h1+θfh in Ω × [0, T ) (5.1)
DW̃ (∇huh)ν|(0,L)×∂S = 0 (5.2)
uh is L-periodic w.r.t. x1 (5.3)
(uh, ∂tuh)|t=0 = (u0,h, u1,h) (5.4)
where W̃ (F ) = W (Id+ F ) for all F ∈ R3×3, T > 0 and for convenience θ = α− 3 ≥ 1. As an
abbreviation we denote in the following z = (t, x1). We assume W : R3×3 → [0,∞] to satisfy
the conditions:
(i) W ∈ C∞(Bδ(Id); [0,∞)) for some δ > 0;
(ii) W is frame-invariant, i.e. W (RF ) = W (F ) for all F ∈ R3×3 and R ∈ SO(3);
(iii) there exists c0 > 0 such that W (F ) ≥ c0 dist2(F, SO(3)) for all F ∈ R3×3 and W (R) = 0
for every R ∈ SO(3).
Then for D2W (Id) the Legendre-Hadamard condition and Lemma 2.3.6 holds. The assumptions
on W are slightly stronger than in Section 2.3. The main result of the thesis is:
Theorem 5.1.1. Let θ ≥ 1, 0 < T < ∞, fh ∈ W 31 (0, T ;L2(Ω)) ∩W 11 (0, T ;H2per(Ω)), h ∈ (0, 1]
and u0,h ∈ H4per(Ω), u1,h ∈ H3per(Ω) such that
DW̃ (∇hu0,h)ν|(0,L)×∂S = D2W̃ (∇hu0,h)[∇hu1,h]ν|(0,L)×∂S = 0,
(D2W̃ (∇hu0,h)[∇hu2,h] +D3W̃ (∇hu0,h)[∇hu1,h,∇hu1,h])ν|(0,L)×∂S = 0,
where











































∣∣∣∣ ≤ Mh1+θ. (5.7)




∥∂αz fh∥W 21 (L2) + ∥∂
α














uniformly in 0 < h ≤ 1.
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Then there exists h0 ∈ (0, 1] and C > 0 depending only on M and T such that for every
h ∈ (0, h0] there is a unique solution uh ∈
⋂4
k=0 C














uniformly in 0 < h ≤ h0.
For fixed h > 0 short time existence is already known via methods the of [Koc93], if the fixed
time of existence is replaced by some h dependent maximal time T (h) > 0. Hence only the
uniform estimates for uh and that T does not depend on h has to be shown. In detail, one
obtains from [Koc93]:
Theorem 5.1.2. Assume the assumption of Theorem 5.1.1 are valid. Then for any 0 < h ≤ 1
there exists a neighbourhood Uh ⊂ R3×3 of 0 and some Tmax(h) > 0 such that (5.1)–(5.4) has a
unique solution uh ∈
⋂4
k=0 C
k([0, Tmax(h));H4−kper ). If Tmax(h) < ∞, then either {∇huh(x, t) :






Remark 5.1.3. We will give a more precise explanation on how the results of [Koc93] are
applied to our situtation in the appendix. At this point however we want to mention that the
neighbourhood Uh can be chosen as
Uh :=
{
A ∈ R3×3 :
∣∣∣∣(A, 1h sym(A)
)∣∣∣∣ ≤ εh}
where ε > 0 is sufficiently small. With this it follows that as long as ∇huh(x, t) ∈ Uh is satisfied
the necessary weak coercivity holds, cf. Section 5.2.
The strategy for proving the main result is as follows. In a first step we will derive precise
estimates for solutions of the linearisation of (5.1)–(5.4) under the assumption that uh is small
in appropriate norms. To this end we use using the natural boundary conditions, differentiate



















proven below. By differentiating (5.1) in time and x1 we obtain that the respective derivative of
uh solves now the linearised system. Applying then the results of the first step we can deduce
with the balance of angular momentum, that the solutions are uniformly bounded in h if the
initial values and external force are sufficiently small.
5.2 Uniform Estimates for Linearised System




divh(D2W̃ (∇huh)∇hw) = f in Ω × [0, T ) (5.12)
D2W̃ (∇hu)[∇hw]ν = 0 on (0, L) × ∂S × [0, T ) (5.13)
w is L-periodic in x1 coordinate (5.14)
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(w, ∂tw)|t=0 = (w0, w1). (5.15)
We want to show h-independent estimates for solutions of the linearised system. For this we
assume that uh satisfies for 0 < h ≤ 1
sup
|α|≤1,k=0,1,2





































Here C > 0 is independent of h, R and R0. In the following we assume that R0 is chosen so
small such that we can evaluate D2W̃ at ∇huh, i.e. W̃ ∈ C∞(BCR0(0)) and Lemma 2.3.6 is
applicable.














































5.2.1 Existence Theory for Linear Problem with Fixed h
In order to solve the linearised problem in a weak sense we use the general theory of abstract
hyperbolic equations. We define the Gelfand triple V ↪→ H ↪→ V ′ by V := H1per(Ω;R3) and
H := L2(Ω;R3). Furthermore
L(t) : V → V ′ (5.20)
is defined by





D2W̃ (∇huh(x, t))∇hϕ : ∇hψdx (5.21)
for all ϕ, ψ ∈ V .










D2W̃ (∇huh)∇hw : ∇hvdx
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v ·D2W̃ (∇huh)[∇hw, ν]dσ(x)





v ·D2W̃ (∇huh)[∇hw, ν]dσ(x) =

S
















where ν0 = (−1, 0, 0)T and because ν|x1=L = (1, 0, 0) = −ν0 holds.
The linear operator L(t) defines a bilinear form a(t;ϕ, ψ) := (L(t)ϕ, ψ)H for which it follows




















uniformly in 0 ≤ t < T , as W̃ ∈ C2 and uh satisfies (5.17). Moreover as D2W̃ (∇huh) is due to
Schwarz’s Theorem symmetric, it follows that
a(t; v, w) = a(t;w, v).
In order to show that a(t; ·) is coercive we use Korn inequality





























for R0 sufficiently small. Since W̃ is smooth, ∇huh ∈ C1([0, T ];H2(Ω;R3×3)) and ϕ, ψ ∈ H1per(Ω)
it follows for
h(t, x) := D2W̃ (∇huh(x, t))∇hϕ : ∇hψ
that h(t, ·) ∈ L1(Ω) and h(·, x) ∈ C1([0, T ];R) for all x ∈ Ω holds. To obtain the upper bound,
we calculate ∂th:












≤ C|∇hϕ(x)||∇hψ(x)| ∈ L1(Ω)
With this it follows that a(t;ϕ, ψ) ∈ C1([0, T ];R) and∣∣∣∣ ddta(t;ϕ, ψ)
∣∣∣∣ ≤ Ch2 ∥∇hϕ∥L2(Ω)∥∇hψ∥L2(Ω) ≤ Ch4 ∥ϕ∥H1(Ω)∥ψ∥H1(Ω)
for all ϕ, ψ ∈ H1(Ω). Using Theorem 29.1 in [Wlo87] for all f ∈ L2(0, T ;H), w0 ∈ V and
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w1 ∈ H there exists a solution w ∈ L2(0, T ;V ) ∩ W 12 (0, T ;H) ∩ W 22 (0, T ;V ′) in the following
sense: w satisfies
∂2tw + L(t)w = f(t) in D′(0, T ;V ′)
(w, ∂tw)|t=0 = (w0, w1) in V ×H.
By Theorem 8.2 of [LM72] we deduce that
w ∈ C0([0, T ];V ) ∩ C1([0, T ];H)
holds if f ∈ L2(0, T ;H), w0 ∈ V and w1 ∈ H.
5.2.2 Uniform Estimates for the Linearised System
The structure of this technical subsection is that we will start with a general lemma providing a
bound for derivatives in z of D2W̃ (∇huh) in the case that uh satisfies (5.16). To obtain bounds
on higher derivatives we investigate the statical problem and apply these subsequently to the
dynamical equation. This approach leads to uniform estimates for the solution of the linearised
system.




for 1 ≤ |β| ≤ 3.
Proof: If |β| = 1, we obtain by (5.16) and (2.29)∣∣∣∣ 1h2((∂βz D2W̃ (∇huh(t)))∇hw,∇hv)L2(Ω)










If |β| = 2, it follows for j, k ∈ {0, 1} chosen correctly
∂βz D
2W̃ (∇huh) = D3W̃ [∂βz ∇huh] +D4W̃ (∇huh)[∂zj ∇huh, ∂zk ∇huh]. (5.23)
For the first term we use (2.30)∣∣∣∣ 1h2(D3W̃ (∇huh)[∂βz ∇huh,∇hw],∇hv)L2(Ω)
∣∣∣∣ ≤ CR∥∇hw∥H1h(Ω)∥∇hv∥L2h(Ω)















Finally for |β| = 3 and j, k and l ∈ {0, 1} such that ∂βz = ∂zj∂zk∂zl chosen
∂βz D
2W̃ (∇huh) = D3W̃ (∇huh)[∂βz ∇huh] +D4W̃ (∇huh)[∂zl∂zj ∇huh, ∂zk ∇huh]
+D4W̃ (∇huh)[∂zj ∇huh, ∂zl∂zk ∇huh]
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+D4W̃ (∇huh)[∂zk∂zj ∇huh, ∂zl∇huh]
+D5W̃ (∇huh)[∂zj ∇huh, ∂zk ∇huh, ∂zl∇huh]
The fifth order term can be done in the same way as in the case of |β| = 2. As ∂zl∂zj ∇huh ∈















For the last term we use (2.29)∣∣∣∣ 1h2(D3W̃ (∇huh)[∂βz ∇huh]∇hw,∇hv)L2(Ω)
∣∣∣∣ ≤ CR∥∇hw∥H2h(Ω)∥∇hv∥L2h(Ω).
Lemma 5.2.3 (Basic Inequality). Let 0 < T < ∞, h ∈ (0, 1], 0 < R ≤ R0 be given, where R0
is chosen small enough, but independent of h. Furthermore, assume that uh satisfies (5.16).
For every f ∈ L1(0, T ;L2(Ω)), w0 ∈ H1per(Ω) and w1 ∈ L2(Ω) there exists a unique solution





∥w1∥2L2(Ω) + |A0| + ∥f∥2L1(0,T ;L2(Ω))

















Proof: The existence of a unique solution follows directly from Section 5.2.1. Hence only the


































Testing the linear equation with ∂tw and using the boundary conditions

∂Ω
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L2(Ω) + |A0| +
 T
0










































Applying Cauchy-Schwarz’s, Hölder’s and Young’s inequality we obtain
 T
0
|(f, ∂tw)L2(Ω)|dt ≤ C∥f∥L1(0,T ;L2(Ω))∥∂tw∥L∞(0,T ;L2(Ω))
≤ C(ε)∥f∥2L1(0,T ;L2(Ω)) + Cε2∥∂tw∥L∞(0,T ;L2(Ω)).
Choosing ε > 0 and R0 > 0 sufficiently small and using an absorption argument the claim
follows.
The first step to obtain higher regularity is done in the following theorem.
Theorem 5.2.4. Assume uh satisfies (5.16). Then there exist C0 > 0 and R0 ∈ (0, 1] such that































Proof: Using the fundamental theorem of calculus it follows
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and







where (A)k denotes the kth column of A ∈ R3×3. Moreover

































where we have used that ν = (0, ν∂S(x2, x3))T and ν∂S is the outer unit normal on ∂S. Hence,
we know that























= gN (x1, ·) − aN (x1, ·) on ∂S
(5.27)
with aN := tr∂S(rN )(0, ν∂S)T ,














φ(0)(x1, x′)dx′ = 0 and

S
φ(0)(x1, x′) · x⊥dx′ = 0
for almost all x1 ∈ (0, L). Then due to the inequality of Lemma 5.2.5 below it follows
1
h2


















∣∣∣∣) for all q ∈ H1(S)
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∣∣∣∣) for all q ∈ H 12 (∂S)
for a(q) ∈ H1(S) such that tr∂S(a(q)) = q in H
1
2 (∂S). Such an a(q) exists using a classical
extension operator E : H 12 (∂S) → H1(S), which is right inverse to tr∂S . Applying the preceding
inequality on (gN − aN ) we deduce










(gN − aN )(x1, x′)dσ(x′)
∣∣∣∣).
Using Gauss’s theorem and (5.27) leads to

∂S
















We can now estimate each term separately, beginning with g̃. As R(φ) is a linear combination
of terms involving only ∂x1∇hφ it follows














where we used the fact that φ is L-periodic in x1 direction. Next we have
 1
0










where G ∈ C∞(Bε(0),L3(R3×3)) for some suitable ε > 0. Thus it follows with the identification
















As G ∈ C∞(Bε(0); L3(R3×3)) and ∇huh ∈ C0(Ω;R3) it follows
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≤ C∥∇h∂αx uh∥L4(Ω)∥∇hφ∥L4(Ω) ≤ CRh∥∇hφ∥H1(Ω)
where we used Hölder inequality, the embedding H1(Ω) ↪→ L4(Ω) and ∥∇h∂αx uh∥H1(Ω) ≤ CRh
due to (5.16). Analogously using H2(Ω) ↪→ C0(Ω) and ∥∇huh∥H2(Ω) ≤ CRh it follows
∥G(∇huh)[∇huh,∇h∂αxφ]∥L2(Ω,L1(R3×3)) ≤ CRh∥∇hw∥H1(Ω).
Finally as DG ∈ C∞(Bε(0); L4(R3×3)) is bounded, we obtain
∥DG(∇huh)[∇h∂αx uh,∇huh,∇hφ]∥L2(Ω;L1(R3×3)) ≤ CRh∥∇hφ∥H1(Ω).
All in all we can conclude
∥ divh(G(∇huh)[∇huh,∇hφ])∥L2(Ω) ≤ CR∥∇hφ∥H1(Ω). (5.30)














≤ ∥∇h,x′(D2W̃ (0)(∂x1φ⊗ e1))∥L2(Ω) + ∥∇h,x′(G(∇huh)[∇huh,∇hφ])∥L2(Ω)
The first term on the right hand side is a linear combination of ∇h∂x1φ. Hence




The second term can be bounded analogously to (5.30)
∥∇h,x′G(∇huh)[∇huh,∇hφ]∥L2(Ω) ≤ CR∥∇hφ∥H1(Ω)





























































Using an absorption argument for R0 ∈ (0, 1] sufficiently small and the structure in (5.32) it
follows










































Lemma 5.2.5. Assume that the assumptions of Theorem 5.2.4 are satisfied and φ(0) as in






















= (g̃, φ(0))L2(S) +
1
h
(gN − aN , φ(0))L2(∂S)
for almost all x1 ∈ (0, L). Using now the Legendre-Hadamard condition, Korn’s inequality in































Here we used that

S
φ(0) · x⊥dx′ = 0. Thus applying Young’s inequality and an absorption














For higher regularity we want to apply Theorem 2.1.18. Hence, we define U := S, which has a
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When considering the data one notices that g̃(x1, ·) ∈ L2(S;R3) and (gN − aN )(x1, ·) ∈
H
1
2 (∂S;R3) for almost every x1 ∈ (0, L) holds. This comes on the one hand from the as-
sumptions on g ∈ L2(Ω) and gN ∈ L2(0, L;H
1
2 (S)). On the other hand we know that R(φ) is
a linear combination of terms involving only ∇h∂x1φ ∈ L2(Ω), as well as ∇hu ∈ H2(Ω) and
∇hφ ∈ H1(Ω) for g̃. Moreover, because tr∂S : H1(S) → H
1
2 (∂S) it follows aN ∈ H
1
2 (∂S). The
Legendre-Hadamard condition of D2W̃ (0)≈ is inherited from D2W̃ (0). Finally due to Korn’s
inequality in two dimensions and Poincaré’s inequality with mean value we can conclude that L

















Putting the above inequalities together leads to the desired result.
In case we have homogeneous Neumann boundary conditions, we can refine Theorem 5.2.4 in
the following way.
Corollary 5.2.6. Assume uh fulfils (5.16). If w ∈ H2per(Ω) satisfies
− 1
h2




= 0 on ∂Ω
(5.34)


































= (f, φ)L2(Ω) (5.37)
for φ ∈ H1per(Ω). Now we want to choose φ = ∂2kx1w(0) where w(0) := w −
1
µ(Ω) (w, x⊥)L2(Ω)x⊥ −
1
|Ω| (w, 1)L2(Ω) and k = 0, 1. First we start with k = 0. Periodicity of ∇huh, w and w(0), a
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Now, by the Hölder, Young and Poincaré Inequality
|(f, w(0))L2(Ω)| ≤ C(ϵ)∥f∥2L2(Ω) + ϵ∥w(0)∥2L2 ≤ C(ϵ)∥f∥2L2(Ω) + ϵ∥∇w(0)∥2L2


















































For sufficiently small ϵ > 0 and R0 ∈ (0, 1] it follows∥∥∥∥ 1hεh(w)
∥∥∥∥2
L2(Ω)






In order to use φ = ∂2x1w(0), we exploit the density of C
∞
per(Ω) in H1per(Ω). For ψ ∈ C∞per(Ω) we
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as ∂x1w(0) = ∂x1w. Using

Ω ∂x1w · x
⊥dx = 0, we can conclude∥∥∥∥ 1hεh(∂x1w)
∥∥∥∥2
L2(Ω)
≤ |(f, ∂2x1w)L2(Ω)| +
∣∣∣∣ 1h2(∂x1D2W̃ (∇huh)∇hw,∇h∂x1w)L2(Ω)
∣∣∣∣







In the preceding calculation Hölder’s and Young’s inequality are used as well as Lemma 5.2.2.
Hence, by Korn’s inequality and (5.38)∥∥∥∥ 1hεh(∂x1w)
∥∥∥∥2
L2(Ω)


































Combining (5.38) and (5.39) with (5.24) the desired inequality follows.
The preceding Corollary 5.2.6 yields higher regularity bounds for the dynamical system (5.12)–
(5.15), proven in the next theorem.
Theorem 5.2.7 (Second Order Inequality). Let 0 < T < ∞, h ∈ (0, 1], 0 < R ≤ R0 be given,




k([0, T ];H2−k(Ω)) is the unique solution of the system (5.12)–(5.15) for
some f ∈ W 11 (0, T ;L2(Ω)), w0 ∈ H2per(Ω) and w1 ∈ H1per(Ω), then there exist constants CL1,





∥f∥2W 11 (0,T ;L2) + ∥(w1, w2, f |t=0)∥
2
L2
























































































































∣∣∣∣− ddt 1h2(∂tD2W̃ (∇huh)∇hw,∇h∂tw)L2(Ω).





















































































Putting everything together, using coercivity (5.19) of D2W̃ (∇huh) and Young’s inequality we
84















































































and the fact that L∞(0, t) ↪→ L2(0, t) with ∥g∥L2(0,t) ≤
√


















∥g∥W 11 (0,t;L2(Ω)) + ∥g(0)∥L2(Ω)
)
for all g ∈ W 11 (0, t;L2(Ω))
















≤ ∥w2∥2L2(Ω) + |A1| + C∥∂tf∥2L1(0,T ;L2) + C∥f∥2W 11 (0,t;L2(Ω)) + C∥f |
2
t=0∥L2(Ω)
















where we used L∞(0, t) ↪→ L2(0, t) again. Hence, due to the basic inequality (5.2.3) and choose
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≤ ∥w2∥2L2(Ω) + |A1| + C∥f |t=0∥2L2(Ω) + CRλt
(
∥w1∥2L2 + |A0| + ∥f∥2L1(0,t;L2)
)











where λt = max{1, t}. As 0 < t < T < ∞, there exists R0 ∈ (0, 1], such that




W 11 (0,T ;L2)






∥f∥2W 11 (0,T ;L2) + |(A0, A1)|










Remark 5.2.8. The existence of a unique solution w ∈ C0(0, T ;H1per(Ω)) ∩ C1(0, T ;L2(Ω))
for (5.12)–(5.15) under the conditions of Theorem 5.2.7 follows from Section 5.2.1. For higher
regularity one would then apply classical hyperbolic regularity theory, cf. [Wlo87] and [LM72,
Chapter 5]. Necessarily we need at this point that suitable compatibility conditions hold. As in
the proof of the main result solutions of the linearised system are obtained via differentiation.
We will not show the details here.
Theorem 5.2.9. Assume that uh satisfies (5.16). Then there exists C > 0 and R0 ∈ (0, 1] such
that if ψ ∈ H3per(Ω) solves
− 1
h2








for some q ∈ H1per(Ω) and qN ∈ L2(0, L;H
3























Proof: We prove the theorem in two steps. In the first step we differentiate (5.41) in direction
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The second step consists of an application of Theorem 2.1.18 with r = 1 and analogous inequalities
as in Theorem 5.2.4.























Consequently we can apply Theorem 5.2.4 with
φ := ∂x1ψ











This leads, because of

Ω ∂x1ψ · x































due to boundedness of tr∂S : H1(S) → H
1
2 (∂S) and the definition of gN . Using that ∇h∂x1uh ∈
H2(Ω) is of order Rh we are led to
∥(∂x1D2W̃ (∇huh))∇hψ∥L2(0,L;H1(S)) ≤ ∥D3W̃ (∇huh)[∇h∂x1uh,∇hψ]∥H1(Ω)
≤ CRh∥∇hψ∥H1(Ω).














Now we start to estimate the second part of g in L2(Ω). First it holds








≤ ∥(∂xj∂x1D2W̃ (∇huh))∇hψ∥L2(Ω) + ∥(∂x1D2W̃ (∇huh))∇h∂xjψ∥L2(Ω)
Dealing with each term separately, it follows for j = 1, 2, 3
∥(∂xj∂x1D2W̃ (∇huh))∇hψ∥L2(Ω) ≤ ∥D3W̃ (∇huh)[∇h∂xj∂x1uh,∇hψ]∥L2(Ω)
+ ∥D4W̃ (∇huh)[∇h∂x1uh,∇h∂xjuh,∇hψ]∥L2(Ω).
Using twice Hölder’s inequality with p = 32 , q = 3 and p = q = 2, respectively, and ∇huh ∈
H1(Ω) ↪→ L6(Ω) yields
∥D4W̃ (∇huh)[∇h∂x1uh,∇h∂xjuh,∇hψ]∥L2(Ω)
≤ C∥∇h∂x1uh∥L6(Ω)∥∇h∂xjuh∥L6(Ω)∥∇hψ∥L6(Ω) ≤ CRh∥∇hψ∥H1(Ω).
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Analogously with p = q = 2 and ∇h∂xj∂x1uh ∈ H1(Ω) ↪→ L4(Ω) we obtain
∥D3W̃ (∇huh)[∇h∂xj∂x1uh,∇hψ]∥L2(Ω) ≤ C∥∇h∂xj∂x1uh∥L4(Ω)∥∇hψ∥L4(Ω)
≤ CRh∥∇hψ∥H1(Ω)
and
∥(∂x1D2W̃ (∇huh))∇h∂xjψ∥L2(Ω) ≤ C∥∇h∂x1uh∥L4(Ω)∥∇h∂xjψ∥L4(Ω)
≤ CRh∥∇hψ∥H2(Ω).














































Step 2: As ψ ∈ H3per(Ω) solves (5.41), we obtain as in Theorem 5.2.4 that






















= qN (x1, ·) − aN (x1, ·) on ∂S
where f̃ and aN is as in (5.28) and (5.25), respectively, with φ replaced by ψ. We want to apply
Theorem 2.1.18 for higher regularity. Due to the assumptions it follows, because of ψ ∈ H3per(Ω):




D3W̃ (τ∇huh)[∇huh,∇hψ]dτ ∈ H2per(Ω).












holds and belongs to L2(Ω), where we exploit ∇huh ∈ H2per(Ω) ↪→ C0(Ω), ∇h∂βxuh ∈ H1(Ω) ↪→
L6(Ω) and ∇h∂βxψ ∈ L2(Ω).
In conclusion it follows f̃ ∈ H1per(Ω), as f ∈ H1per(Ω). Moreover, because S is a smooth domain
and tr∂S : H2(S) → H
3
2 (∂S) is a bounded, linear operator it follows for almost all x1 ∈ (0, L):
aN (x1, ·) ∈ H
3
2 (∂S). Therefore (qN (x1, ·) − aN (x1, ·)) ∈ H
3
2 (∂S) due to the assumptions on qN .
Thus we can apply Theorem 2.1.18 with r = 1 and obtain for almost all x1 ∈ (0, L)

























Using, as in the proof of Theorem 5.2.4, Poincaré’s inequality and

∂S


























As R(∂x1ψ) is a linear combination of entries of ∇h∂x1ψ we have


























and thus we only have to bound the first part on the right hand side, as the second summand is
bounded in (5.30). For the first summand we use G ∈ C∞(Bε(0); L3(R3×3)), the regularity of
uh and assumption (5.5) to obtain∥∥∥divh (G(∇huh)[∇huh,∇hψ])∥∥∥
L2(0,L;H1(S))
≤ CR∥∇hψ∥H2(Ω)





































where we used Korn inequality for ∥∇hψ∥L2(Ω), Theorem 5.2.4 and the structure of ∇2hψ. Hence
with
∥∇2h,x′ψ∥H1(Ω) ≤ C∥∇2h,x′ψ∥L2(0,L;H1(S)) + C∥∇h,x′∂x1ψ∥L2(Ω)




















Putting step one and two together it follows, using (5.44), (5.45) and (5.24) of Theorem 5.2.6













































With an appropriate choice of R0 ∈ (0, 1], we can absorb ∥∇2hψ∥H1(Ω) in the left hand side and
arrive at the claimed inequality.
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Corollary 5.2.10. Assume that uh satisfies (5.16). If w ∈ H3per(Ω) solves
− 1
h2




= 0 in H 12 (S)
(5.46)


























From the proof of Corollary 5.2.6 we have already a bound for ∥ 1hεh(w)∥H0,1(Ω). Hence, it
remains to estimate ∥ 1hεh(∂2x1w)∥L2(Ω). The bound can be seen as follows: Integration by parts








Analogously to Corollary 5.2.6 we can choose first φ = ∂2x1ψ for ψ ∈ C
∞
per(Ω). Thus, twice


































By virtue of Lemma 5.2.2, we obtain∥∥∥∥ 1hεh(∂2x1w)
∥∥∥∥2
L2(Ω)

































Finally, choosing ϵ and R0 small, using an absorption argument and applying (5.38) and (5.39)
of the proof of Corollary 5.2.6, leads to the desired inequality.
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Theorem 5.2.11 (Third Order Inequality). Let 0 < T < ∞, h ∈ (0, 1], 0 < R ≤ R0 be




k([0, T ];H3−kper (Ω)) to be the unique solution of the linearised system (5.12)–(5.15)
for some f ∈ W 21 (0, T ;L2(Ω)) ∩ W 11 (0, T ;H1per(Ω)), w0 ∈ H3per(Ω) and w1 ∈ H2per(Ω). Then







∥∂2t f∥2L1(0,T ;L2) + ∥∂tf∥2L∞(0,T ;L2)∩L1(0,T ;H0,1) + ∥f∥2L∞(0,T ;H1)




























































w̃ is L-periodic with respect to x1
where w̃j = ∂zjw. First we want to apply Theorem 5.2.4 with φ := w̃j and









gN := −∂zjD2W̃ (∇huh)∇hwν
∣∣∣
(0,L)×∂S























Moreover, as D3W̃ (∇huh) is uniformly bounded and uh satisfies (5.16)∥∥∥ divh (∂zjD2W̃ (∇huh)∇hw)∥∥∥
L2(Ω)
≤
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for almost every t ∈ (0, T ). With this we can follow a similar argument as in the proof of
Theorem 5.2.7. For this we differentiate the equation for w̃j in time and test with ∂2t w̃j . Then
it follows




D2W̃ (∇huh)∇h∂tw̃j ,∇h∂2t w̃j
)
L2(Ω)




















because all boundary integrals disappear due to periodicity of w̃j and uh, respectively, and the





































































































∣∣∣∣2 ≥ c02 ∥∥∥ 1hεh(∂tw̃j)∥∥∥2L2(Ω)
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∣∣∣∣ 1h2(∂t(∂zjD2W̃ (∇huh)∇hw),∇h∂tw̃j)L2 ∣∣∣tτ=0
∣∣∣∣
Thus, because of Lemma 5.2.2 it follows∣∣∣∣ 1h2(∂tD2W̃ (∇huh)∇h∂tw̃j ,∇h∂tw̃j)L2


























































































Dealing with each part on its own we can use Korn’s inequality for ∇h∂tw̃j and ∇h∂2tw in their
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Using Cauchy-Schwarz and Young Inequality it follows
 t
0
|(∂tf̃j , ∂2t w̃j)L2 |dτ ≤ ∥∂tf̃j∥L1(0,T ;L2)∥∂2t w̃j∥L∞(0,t;L2)
≤ C(ϵ)∥∂tf̃j∥L1(0,T ;L2) + ϵ∥∂2t w̃j∥L∞(0,t;L2).
In the case j = 1, integration by parts in x1 direction and periodicity leads to

Ω
∂tw̃j · x⊥dx = 0.
For ϵ > 0 sufficiently small we can absorb ∥∂2t w̃j∥L∞(0,t;L2) in the left hand side. Furthermore, we
have ∥g∥L2(0,t;L2) ≤
√
t∥g∥L∞(0,t;L2) for all g ∈ L∞(0, t;L2) and ∥l∥L1(0,t;L2) ≤
√
t∥l∥L2(0,t;L2)
for all l ∈ L2(0, t;L2). Hence we have with
√







































































for almost every t ∈ [0, T ). Hence with (5.47)∥∥∥∥(∇ 1hεh(w),∇2hw
)∥∥∥∥
H1(Ω)
















































































+ C∥∂3tw∥2L∞(0,t;L2) + C























∂σt w · x⊥dx
∥∥∥∥2
L∞(0,t)
We use (5.50) for j = 0 in order to bound ∥∂3tw∥2L∞(0,t;L2) and with j = 1 we can estimate
∥( 1hεh(∂2tw), ∂x1
1






≤ C∥∂2t f∥2L1(0,T ;L2) + C∥∂t∂x1f∥2L1(0,T ;L2) + C∥f∥2L∞(0,t;H1) + C∥∂tf∥2L∞(0,t;L2)















































5. Large Time Existence for Non-linear Problem
where we used

Ω ∂t∂x1w · x










∥∂2t f∥2L1(0,T ;L2) + ∥∂t∂x1f∥2L1(0,T ;L2) + ∥f∥2L∞(0,t;H1)




























Now due to Theorem 5.2.3 and 5.2.7 we have∥∥∥∥(∂2tw, 1hεh(∂tw)
)∥∥∥∥2
L∞(0,t;L2)




≤ CL1(1 + T )eC1T R
(
∥f∥2W 11 (0,T ;L2) + ∥(w1, w2, f |t=0)∥
2
L2 + |(A0, A1)|



















∥∂2t f∥2L1(0,T ;L2) + ∥∂tf∥2L∞(0,T ;L2)∩L1(0,T ;H0,1) + ∥f∥2L∞(0,T ;H1)























With the following corollary we summarizes the bounds for solutions of the linear system in a
convenient way for the proof of large time existence.
Corollary 5.2.12. Assume the assumptions of Theorem 5.2.11 are satisfied. Then there exist
constants Cmax ≥ 1, C ′ > 0 depending on T such that
max
σ=0,1,2






∥∂2t f∥2L1(0,T ;L2) + ∥∂tf∥2L∞(0,T ;L2)∩L1(0,T ;H0,1) + ∥f∥2L∞(0,T ;H1)
















































∥f∥2W 22 (0,T ;L2)∩W 12 (0,T ;H1) + ∥(w1, w2, w3, f |t=0)∥
2
























We can find C > 0 and C ′ > 0 such that
CL + CL1eC1T R + CL2eC2(1+
√
T )R ≤ CeC
′(1+T )R




































where we used Korn’s inequality and (5.5). With the same kind of calculations it is possible to
bound ∣∣∣∣ 1h2(D2W̃ (∇hu0,h)∇h∂x1w1,∇h∂x1w1)L2




Composing all inequalities the statement follows.
5.3 Proof of Theorem 5.1.1
Before we start the proof of the main theorem, we will prepare some bounds on the rotation of
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We can transform the system (5.1)–(5.4) via ϕh : Ωh → Ω, x 7→ (x1, 1hx2,
1
hx3). Hence yh :=




divDW̃ (∇yh) = f̂h := h1+θfh ◦ ϕh in Ωh × [0, T∗)
DW̃ (∇yh)ν|(0,L)×h∂S = 0
yh is L-periodic w.r.t. x1
(yh, ∂tyh)|t=0 = (y0,h, y1,h)
with (y0,h, y1,h) := (u0,h ◦ ϕh, u1,h ◦ ϕh). Due to the frame invariance we have with (2.21)
DW (F )FT = FDW (F )T
and with W̃ (F ) = W (I +F ), it follows DW̃ (Id+F )(Id+F )T = (Id+F )DW̃ (Id+F )T . Thus
the Piola-Kirchhoff stress DW̃ (∇hyh) fulfils the symmetry condition (2.19) and one can apply
the balance law of angular momentum

∂Ωh
(x+ uh ◦ ϕh) ×
1
h2
DW̃ (∇(uh ◦ ϕh))νdσ(x) +

Ωh




(x+ uh ◦ ϕh) × ∂2t uh ◦ ϕhdx




(ϕ−1h (x) + uh) ×
1
h2
DW̃ (∇huh)νdσ(x) + h2

Ω





(ϕ−1h (x) + uh) × ∂
2
t uhdx
We can restrict to just the first component, as only rotations around x1 axis have to be controlled
for the use of Korn’s inequality. For the first component we have( 
∂Ω























because DW̃ (∇huh)ν = 0 on (0, L) × ∂S and as x⊥ does not depend on x1 it follows that
hx⊥ + uh is L-periodic in x1 direction. Using this and ν(0, x′) = −ν(L, x′) for all x′ ∈ S we
deduce ( 
∂Ω











x⊥ · uhdx =

Ω









u⊥h · ∂2t uhdx (5.54)




t uh · x⊥dx∥C0([0,T (h)]) for


















|(u⊥h , ∂2t uh)L2 |dτ
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∥∥∥∥ 1h2 (u⊥h , ∂2t uh)L2(Ω)
∥∥∥∥





















∥∥∥∥ 1h2 (u⊥h , ∂3t uh)L2(Ω)
∥∥∥∥
C0([0,T (h)])
For convenience we revise the theorem once more.
Theorem 5.3.1. Let θ ≥ 1, 0 < T < ∞, fh ∈ W 31 (0, T ;L2(Ω;R3)) ∩ W 11 (0, T ;H2per(Ω;R3)),
h ∈ (0, 1] and u0,h ∈ H4per(Ω;R3), u1,h ∈ H3per(Ω;R3) such that
DW̃ (∇hu0,h)ν|(0,L)×∂S = D2W̃ (∇hu0,h)[∇hu1,h]ν|(0,L)×∂S = 0,
(D2W̃ (∇hu0,h)[∇hu2,h] +D3W̃ (∇hu0,h)[∇hu1,h,∇hu1,h])ν|(0,L)×∂S = 0,
where




































∣∣∣∣ ≤ Mh1+θ. (5.7)




∥∂αz f∥W 21 (L2) + ∥∂
α














uniformly in 0 < h ≤ 1.
Then there exists h0 ∈ (0, 1] and C depending only on M and T such that for every h ∈ (0, h0]
there is a unique solution uh ∈
⋂4
k=0 C




(∥∥∥(∂2t ∂σt uh,∇βx,t 1hεh(∂αz uh),∇γx,t∇2h∂αz uh)∥∥∥C0([0,T ],L2)
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uniformly in 0 < h ≤ h0.
Proof: Without loss of generality we will assume that 0 < T ≤ 1. This is possible as we can
perform a rescaling in h and t by T−1, changing only M by a T -depending factor. Furthermore
we assume that R0 is sufficiently small, such that all results form Section 5.2.2 are applicable.













































∥∥∥∂x1u3,h − 1h2 divh (D2W̃ (∇hu0,h)[∇hu1,h,∇h∂x1u0,h])∥∥∥L2
+ max
k=1,2
∥(u1+k,h, ∂x1uk,h)∥ ≤ M̃h1+θ (5.58)
for M̃ = CM with some universal constant C ≥ 1. We choose h0 > 0 small enough such




k([0, Tmax(h));H4−kper ) be the solution of (5.1)–(5.4) from Theorem 5.1.2. Then














This maximum exists since, as if (5.59) holds the set {∇huh(x, t) : x ∈ Ω, t ∈ [0, T ′(h)]} is
precompact in Uh, cf. Appendix A. Moreover it holds
 T ′(h)
0
∥∇2x,tuh∥L∞(Ω)dt < ∞. (5.60)
This can be seen by using (5.59), as it follows
∇2huh(t, ·) ∈ H1,1(Ω) ↪→ H1(0, L;H1(S)) ↪→ BUC([0, L];L∞(S))
and
∂2t u(t, ·) ∈ H2(Ω) ↪→ C0(Ω)
for all t ∈ [0, T ′(h)). Moreover as long as (5.59) is valid, uh satisfies (5.16) and all the results of
Section 5.2, especially Corollary 5.2.12, are applicable. We want to reduce to the case that uh is














5.3. Proof of Theorem 5.1.1






divh(D2W̃ (∇huh)∇hwjh) = h
1+θ∂zjfh in Ω × (0, T ′(h))
D2W̃ (∇huh)[∇hwjh]ν|(0,L)×∂S = 0

































































where we used (∂x1w, x⊥)L2(Ω) = 0 and note that ∂2t ∂ηzuh for |η| ≤ 2 is given via, e.g.








∂2t uh · x⊥dx
∣∣∣∣
due to Korn’s inequality. Now we want to apply (5.55)–(5.57) in order to bound the rotational











































∥uh∥C0([0,T ′(h)];L2)∥∂σt gh∥C0([0,T ′(h)];L2)
≤ Cp
h2
∥∇huh∥C0([0,T ′(h)];L2)∥∂σt gh∥C0([0,T ′(h)];L2) ≤ CpM̃h1+θ
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∥∇huh∥C0([0,T ′(h)];L2)∥∇h∂2+σt uh∥C0([0,T ′(h)];L2)
≤ C2pM̃h1+θ.
Alltogether this leads to
max
σ=0,1,2
























uh = u0,h +
 t
0




we obtain with (5.6)
∥∇2huh∥C0([0,T ′(h)];L2) ≤ ∥∇2hu0,h∥L2) + T∥∇2h∂tuh∥C0([0,T ′(h)];L2)






















































5.3. Proof of Theorem 5.1.1
















uniformly in h ∈ (0, h0].
Now we have to consider the case that the force or the initial data is not mean value free. In


















divh DW̃ (∇hũh) = h1+θf̃h in Ω × [0, T )
DW̃ (∇hũh)ν|(0,L)×∂S = 0
ũh is L-periodic w.r.t. x1
(ũh, ∂tũh)|t=0 = (ũ0,h, ũ1,h)
where we subtracted from (f, u0,h, u1,h) their mean values to obtain (f̃ , ũ0,h, ũ1,h).





uh(t) − a(t)dx = 0.
as, integration of the nonlinear equation (5.1) implies with the boundary and periodicity












Deploying the fact that the initial data is only changed by a constant, (5.6) holds for the new
initial values. With L2(Ω) ↪→ L1(Ω) and triangle inequality it follows (5.8) with C̃M instead of
M , for some C̃ ≥ 1 independent of h0, h and M . In the same way one can deal with ũ2+k,h in
(5.16). Hence, as for (5.6), we obtain that (5.5) holds with M replaced by C̃M . Thus we can



























εh(∂αz uh) and ∇
γ
















∂α+βz uh · x⊥dx.
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Asymptotic First Order Expansion in a Linearised
Regime
In this chapter we construct an approximation to the unique solution of the non-linear system
(5.1)–(5.4). To this end we use a solution to an appropriate one dimensional system of plate
equations, which stems from the limiting energy Iα.
The ansatz is inspired by the recovery sequence in the proof of Γ-convergence, i.e.


















We see that such an ansatz solves (5.1) in highest order. To obtain a solution of (5.1)–(5.4)
we need higher correction terms. We will construct suitable coefficient functions defined on S
as solutions to some boundary value problems. Then we construct well prepared initial values
(u0,h, u1,h), which meet the conditions of Theorem 5.1.1. Then the existence of a solution to the
non-linear system is guaranteed by Theorem 5.1.1 and we can bound the difference uh − ũh in a
suitable norm by h1+2θ.










1 (0, T ;H10−2kper (0, L;R2)), which implies

S
fh(x, t)xkdx′ = 0
for k = 2, 3. Moreover we assume that
max
σ=0,1,2
∥∂σt g|t=0∥H2−2σ(0,L) ≤ M, (6.1)
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where M > 0 is chosen later. Without loss of generality we can assume
 L
0 gdx1 = 0, using
(5.63) analogously as in the proof of Theorem 5.1.1. Moreover let
W (F ) = 12 dist
2(F, SO(3))
for all F ∈ R3×3. This implies then D2W̃ (0)F = symF and for P ∈ R3×3skew, A, B ∈ R3×3 it
holds
D3W̃ (0)[A,B, P ] =
(
(AT −A)T sym(B) + (BT −B)T sym(A)
)
: P.
Moreover we restrict to the case of θ = 1. For the ansatz function we regard the following







v is L-periodic in x1
(v, ∂tv)|t=0 = (ṽ0, ṽ1)
where ṽ0 ∈ H12per(0, L;R2), ṽ1 ∈ H10per(0, L;R2), such that







for k = 2, 3. Then we obtain with standard methods, as e.g. in [RR04, Theorem 11.8], the




Cj([0, T ];H12−2jper (0, L;R2)).





Remark 6.0.1. We want to give a short explanation on how one can formally derive the system
for v. Assume for this remark that the modelled material is just isotropic. Hence there exists
λ ≥ 0 and µ > 0 such that
D2W̃ (0)F = 2µ symF + λ tr(F )Id
due to Theorem B.5. Then we can compute the minimum defining Q0 as in Remark 3.3.6 and
obtain
Q0(t, F ) = µ(3λ+ 2µ)
λ+ µ
(








x23 + x22 + x3∂x2ψ − x2∂x3ψ + (∂x2ψ)2 + (∂x3ψ)2
)
dx′.
Hence for α ∈ (3, 4] the limiting energy is given via






































R̄′g · vdx1 = 0.






















As u and w have to be affine linear functions satisfying periodic boundary conditions, it follows
u ≡ ū and w ≡ w̄.
In the following we construct the refined ansatz function. For this we define















where a, b, c : S → R2 are chosen later. Then
∇hũh(x, t) = h2
 0 −∂x1v2 −∂x1v3∂x1v2 0 0
∂x1v3 0 0
+ h3








a2∂4x1v2 + a3∂4x1v3 0 00 ∂x2b2∂4x1v2 + ∂x2c3∂4x1v3 ∂x3b2∂4x1v2 + ∂x3c3∂4x1v3
















Thus with D2W (Id)F = symF we can derive
1
h2
divh(D2W (Id)∇hũh) = h





















 0(∂x3∂x2c2 + ∂2x3b2 ∂x2∂x3b3 + ∂2x3c3







rh(x, t) = O(h3).
Moreover for the boundary condition it holds
D2W (Id)[∇hũh]ν = h4




 0(∂x2b2ν2 + 12 (∂x2c2 + ∂x3b2)ν3)∂4x1v2 + (∂x2c3ν2 + 12 (∂x2b3 + ∂x3c3)ν3)∂4x1v3)( 1
































2 (∂x2c2 + ∂x3b2)
∂x2c3
1





2 (∂x2c2 + ∂x3b2) ∂x3c21



























Such a solution exists, because we can apply the Lax-Milgram Lemma for the weak Laplacian
on H1(0)(S;R2). Thereby, the coercivity follows from Poincaré’s inequality. With the regularity
































2∂x2∂x3c3 = I2 − ∂x3a3 in S
(6.5)
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Defining the matrix of coefficients (pαβij )
α,β=2,3
i,j=1,2 in the following way






















pαβij = 0 otherwise




















































and thus aαβij satisfies the Legendre condition for λ = 14 . Thus we can solve (6.4) and (6.5) with









= 0 on ∂S
as the system (6.5) can be treated in the same manner. The regularity of a implies now with
that b = (b2, b3) and c = (c2, c3) are C∞(S;R2).












= tr∂Ω(rN,h)ν on ∂Ω × (0, T )
ũh is L-periodic in x1-direction
(ũh, ∂tũh)|t=0 = (ũ0,h, ũ1,h)








2 (∂x2c2 + ∂x3b2)
∂x2c3
1





2 (∂x2c2 + ∂x3b2) ∂x3c21




and the initial data is given by
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+ h6







with vj := ∂jt v|t=0 and j = 0, . . . , 4. For the remainder it holds
∥rh∥C0(0,T ;L2) ≤ Ch3
∥rN,h∥C2(0,T ;H1) ≤ Ch5.
In order to bound differences between the approximation ũh and the analytic solution uh we



























(tr∂Ω(aN ), tr∂Ω(φ))L2(0,T ;L2(∂Ω)) (6.7)
w is L-periodic in x1 direction
w|t=0 = w0
for all φ ∈ C1([0, T ];H1per,(0)(Ω;R3)) with φ|t=T = 0. Here we denote QT := Ω × (0, T ) and
Xh := H1per,(0)(Ω;R3) := H1per(Ω;R3) ∩
{





equipped with the h dependent norm
∥u∥Xh := ∥∇hu∥L2h(Ω).
Lemma 6.0.2. Assume that uh satisfies (5.16) with R ∈ (0, R0] and h ∈ (0, 1]. Let R0
be sufficiently small and w ∈ C0([0, T ];Xh) ∩ C1([0, T ];L2(Ω;R3)) be a solution of (6.7) for
f1 ∈ L1(0, T ;L2(Ω,R3×3)), f2 ∈ L1(0, T ;L2(Ω;R3)), aN ∈ L1(0, T ;H1(Ω;R3)) w0 ∈ L2(Ω;R3)







)′) + ∥f2∥L1(0,T ;L2) + ∥w0∥L2(Ω) + ∥w1∥X′h
+ 1
h2











0 w(τ)dτ and (L
2
h)′ is an abbreviation for (L2h(Ω;R3×3))′.
Proof: Let 0 ≤ T ′ ≤ T and define ũT ′(t) = −
 T ′
t
w(τ)dτ . We use, after smooth approximation,













2W̃ (∇huh)∇hũT ′ ,∇hũT ′
)
L2(QT ′ )
− (f1,∇hũT ′)L2(QT ′ ) − (f2, ũT ′)L2(QT ′ )


























ũT ′(0) · x⊥dx
∣∣∣∣2

































ũT ′(0) · x⊥dx
∣∣∣∣2
where we used Lemma 5.2.2 and Korn inequality, as well as the subsequent inequalities
|⟨w1, ũT ′(0)⟩X′
h
,Xh | ≤ ∥w1∥X′h∥ũT ′(0)∥Xh ≤ ∥w1∥X′h∥∇hũT ′∥C0([0,T ′];L2h)







































ũT ′ · x⊥dxdt
∣∣∣∣ ≤ T ′∣∣∣∣ 
Ω







Using the later inequalities and applying the supremum over T ′ ∈ [0, T̄ ] such that RT̄ ≤ κ,







































































Applying now the Lemma of Gronwall we obtain (6.8) for all 0 < T < ∞ such that RT ≤ κ
holds.
For an arbitrary 0 < T < ∞, we choose 0 = T0 < T1 < . . . < TN−1 < TN = T such that
1
2κ ≤ R(Tj+1 − Tj) ≤ κ for j = 0, . . . N − 1. Then we use φ = ũTj+1χ[Tj ,Tj+1] and obtain via
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)′) + ∥f2∥L1(0,T ;L2) + ∥w1∥X′h
+ 1
h






























Finally due to 12κ ≤ R(Tj+1 − Tj), we obtain N ≤ 2κ−1RT and thus
(C0)N = exp(N lnC0) ≤ exp(2κ−1RT lnC0) ≤ exp(C ′0RT ).
Hence (6.8) holds for some C0, C > 0 independent of R ∈ (0, R0], h ∈ (0, 1] and 0 < T < ∞.
Define now
B := H1per(Ω;R3) ∩
{






u · x⊥dx = 0
}






Lemma 6.0.3. For 0 < h ≤ 1 there exists constants C0 > 0 and M0 ∈ (0, 1] such that
for f ∈ H1,1per(Ω;R3) with ∥f∥H1,1(Ω) ≤ M0h and

Ω fdx = 0 there exists a unique solution







= (f, φ)L2(Ω) (6.9)




holds. If w′ ∈ H3per(Ω;R3) ∩ B with ∂x1w ∈ H3per(Ω;R3) is the solution to f ′ ∈ H1,1per(Ω;R3) with
∥f ′∥H1,1(Ω) ≤ M0h and

Ω f
′dx = 0 then it holds∥∥∥∥( 1hεh(w − w′),∇h 1hε(w − w′),∇2h(w − w′)
)∥∥∥∥
H1,1(Ω)
≤ C0∥f − f ′∥H1,1(Ω). (6.11)
Proof: Using a Taylor series for DW̃ (∇hw) we obtain
DW̃ (∇hw) = DW̃ (0) +D2W̃ (0)[∇hw] +
 1
0
(1 − τ)D3W̃ (τ∇hw)[∇hw,∇hw]dτ
=: D2W̃ (0)∇hw +G(∇hw) (6.12)
114












The idea is now to use the contraction mapping principle in order prove the existence of a
solution for (6.9), i.e. with the later equivalence




with Gh(w) := 1h2G(∇hw). Consequently we investigate the mapping properties of Lh and Gh.
For f ∈ L2(Ω;R3) and F ∈ L2(Ω;R3×3) we obtain with the Lemma of Lax-Milgram the existence
of a unique solution w ∈ B for
⟨Lhw,φ⟩B′,B = (f, φ)L2(Ω) − (F,∇hφ)L2(Ω) (6.13)












If now f ∈ H0,k(Ω;R3) and F ∈ H0,k(Ω;R3×3) for k = 1, 2, it follows by a different quotient










Using the decomposition B ⊕ span{x 7→ x⊥} = H1(0),per(Ω;R3) it follows that for








= (f + αx⊥, φ)L2(Ω) − (F,∇hφ)L2(Ω)












in a weak sense . Thus with elliptic regularity theory it follows w ∈ H3per(Ω;R3) ∩ B. Theorem

















where we have exploit
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Using that tr∂S : H2(S) → H
3











































∥(f, F )∥Yh := h2∥(f,∇hF )∥H1(Ω) + ∥f∥H0,1(Ω) + max
j=0,1,2
∥∂jx1F∥(L2h)′ .
With this L−1h : Yh → Xh is a bilinear, bijective and bounded operator, mapping a tuple
(f, F ) ∈ Yh to the corresponding solution w ∈ Xh of (6.13). In order to close the proof we have
to show that Gh fulfils contraction mapping properties with respect to the relevant norms.
In a first step we assume that wi ∈ Xh with
∥wi∥Xh ≤ C0M1h









D3W̃ (τ∇hw1)[∇hw1 − ∇hw2,∇hw1]
+D3W̃ (τ∇hw2)[∇hw1 − ∇hw2,∇hw2]
+
(

























∥∥∥∥ 1hεh(w1 − w2)
∥∥∥∥
Xh
where we used Corollary 2.3.7, ∥∇hwj∥H1
h
(Ω) ≤ C∥wj∥Xh and the boundedness of
Q(τ, t, w1, w2) := D4W̃ (tτ∇hw1 + (1 − t)τ∇hw2).
The definition of G implies that for k = 1, 2, 3 it holds






Hence, analogously as above







































(Ω)∥∇h∂xk (w1 − w2)∥(L2h)′
+ CM1





≤ CM1∥w1 − w2∥Xh
as









for φ = w1 and φ = w1 − w2. Deploying (6.16) it follows for j, k = 1, 2, 3





D3W̃ (τ∇hw)[∇hw,∇h∂xj∂xkw]dτ +D3W̃ (∇hw)[∇h∂xjw,∇h∂xkw].






































































∥∇h∂xj (w1 − w2)∥H1h(Ω)∥∇h∂xkwi∥H1h(Ω)
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≤ CM1∥w1 − w2∥Xh .
The fact that h2∥∇hF∥H1(Ω) ≤ h∥∇F∥H1(Ω) and ∥F∥L2(Ω) ≤ 1h ∥F∥(L2h)′ implies with the later
estimates that for M1 ∈ (0, 1] small enough
Gh,f : BCM1h(0) ⊂ Xh → Xh
is a 12 -contraction. The self mapping property of Gh,f follows, because of
∥Gh,f (0)∥Xh = ∥L−1(f, 0)∥Xh ≤ CL∥(f, 0)∥Yh ≤ CL∥f∥H1,1(Ω) ≤ CLM0h.
Thus we can choose M0 > 0 sufficiently small, such that CLM0h ≤ CM12 . Then we obtain with
the 12 -contraction property of Gh,f for w ∈ BCM1h(0)
∥Gh,f (w)∥Xh ≤ ∥Gh,f (w) − Gh,f (0)∥Xh + ∥Gh,f (0)∥Xh ≤
1
2∥w∥Xh + CLM0h ≤ CM1h.
Therefore (6.10) and (6.11) hold with the H1,1(Ω)-norm on the left hand side replaced by the
Xh-norm.














= (f − ρx⊥, φ)L2(Ω)
for all φ ∈ H1(0),per(ΩR3). If now f ∈ H1,1per(Ω;R3) we obtain, with an difference quotient








for all φ ∈ H1(0),per(Ω;R3). Thus with Theorem 5.2.9 the claimed inequalities follow.








for j = 1, 2 and v2+j = ∂2+jt v|t=0 as above.
Lemma 6.0.4. Let ũh as in (6.3), ũj,h for j = 0, 1, 2 as in (6.6), u3,h, u4,h and fh as above.














































0 0 00 0 −1
0 1 0
 .










and uk,h ∈ B for k = 0, 1, 2. Moreover we have
max
j=0,1,2





Ch3, if j = 0, 1,
Ch2, if j = 2,
(6.22)
for all h ∈ (0, h0] and C > 0 independent of h.





























for all φ ∈ B, where u0,h = Gh,f (u0,h) is the solution of (6.17) with f = h2fh − u2,h. Defining
G0,h(u2,h) := Gh,f (u0,h)
and deploying (6.11) we obtain for u2,h, u′2,h ∈ H1,1(Ω;R3)
max
k=0,1
∥∥∥∂kx1(G0,h(u2,h) − G0,h(u′2,h))∥∥∥Xh ≤ C0∥u2,h − u′2,h∥H1,1(Ω) (6.25)
if ∥u2,h∥H1,1(Ω) ≤ 12M0h, ∥u′2,h∥H1,1(Ω) ≤
1
2M0h and h2∥fh∥H1,1(Ω) ≤
1
2M0h. This can always
be achieved if h0 ∈ (0, 1] is small enough and u2,h, u′2,h are of order h2.
Using the definition of Lh it follows that (6.23)–(6.24) are equivalent to





























for all φ ∈ B. Defining now the relevant function spaces by
Dh := H2per(Ω;R3×3) ×H1per(Ω;R3×3)
Zh := H1per(Ω;R3) × L2(Ω;R3) × Dh
and




with the respective norms defined by







∥(f1, f2, F1, F2)∥Zh := max
i=1,2
(











With this we define the linear operator L−1h : Zh → Wh by mapping (f1, f2, F1, F2) to the
solution (w1, w2) of
⟨Lhwi, φ⟩B′,B = (fi, φ)L2(Ω) − (Fi,∇hφ)L2(Ω) (6.26)
for i = 1, 2. Then due to (6.15), Theorem 5.2.4 and (6.14) we obtain
∥(w1, w2)∥Wh ≤ C∥(f1, f2, F1, F2)∥Zh . (6.27)
Hence L−1h is a bijective, linear and bounded operator. For the nonlinearity we define


















where u0 := Gh,f−u2(u0,h) for some fixed f ∈ H1,1per(Ω) with ∥f∥H1,1(Ω) ≤ Mh2 and

Ω fdx = 0
and G is defined as in (6.12).
We deduce the contraction properties of Qh similar as in the proof of Lemma 6.0.3. For this we
assume that ∥(u1, u2)∥Wh and ∥(u′1, u′2)∥Wh ≤ CM2h2. Starting with Q1,h we obtain



























≤ CM2∥u2 − u′2∥H1,1(Ω) + CM2
∥∥∥∥ 1hεh(u1 − u′1)
∥∥∥∥
L2(Ω)
≤ CM2∥(u1 − u′1, u2 − u′2)∥Wh
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where we used (6.25). Similarly one deduces that
∥∂xj (Q1,h(u1, u2) − Q1,h(u′1, u′2))∥L2(Ω) ≤ CM2∥(u1 − u′1, u2 − u′2)∥Wh
∥∂xk∂xj (Q1,h(u1, u2) − Q1,h(u′1, u′2))∥L2(Ω) ≤ CM2∥(u1 − u′1, u2 − u′2)∥Wh
for j, k = 1, 2, 3. Analogously we deduce for Q2,h































































∥∇h(u0 − u′0)∥H2h(Ω) + |γh(u0,h) − γh(u
′
0,h)|
≤ CM2∥(u1 − u′1, u2 − u′2)∥Wh
where we used again Corollary 2.3.7, |P |h = |P |, |γh(u0,h)| ≤ Ch2 and













≤ CM2∥∇h(u0 − u′0)∥H2h(Ω) ≤ CM2∥(u1 − u
′
1, u2 − u′2)∥Wh .
Finally via

















D3W̃ (∇hu0,h)[∇h∂xju0, P ]
it follows
∥∂xj (Q2,h(u1, u2) − Q2,h(u′1, u′2))∥(L2h)′ ≤ CM2∥(u1 − u
′
1, u2 − u′2)∥Wh .
Choosing now M2 ∈ (0, 1] small enough we obtain that
Fh,f0,f1,f2 : BCM2h2(0) ⊂ Xh × Wh → Xh × Wh
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is a 12 -contraction, where f0 := h2fh|t=0, f1 := h2∂tfh|t=0 − u3,h and f2 := h2∂2t fh|t=0 − u4,h.
We can use an analogous argument as in Lemma 6.0.3. First it holds, due to (6.2) and (6.1), for
M > 0 sufficiently small




and with the 12 -contraction property we obtain the self mapping Fh,f0,f1,f2 . Moreover due to
the norm on Xh and Wh we obtain (6.20) and (6.21), respectively.










h|t=0 − ũ2+j,h, φ
)
L2(Ω)




















(D2W̃ (∇hu0,h) −D2W̃ (0))∇hu1,h,∇hφ
)
L2(Ω)












































for all φ ∈ B, where we defined
rj,h := u2+j,h − ũ2+j,h − ∂jt rh.
With this it follows maxj=1,2 ∥rj,h∥C0(0,T ;L2(Ω)) ≤ Ch3, because of the definition of u2+j,h and
the bound on ∂trh. Additionally we have due to Lemma 2.3.6 and Corollary 2.3.7, the bounds











∣∣∣∣ ≤ Ch3∥∥∥∥ 1hεh(φ)
∥∥∥∥
L2(Ω)
as well as ∣∣∣∣ 1h2(D3W̃ (∇hu0,h)[∇hu1,h,∇hu1,h],∇hφ)L2(Ω)









Regarding the boundary terms we use that tr∂S : H1(S) → H
1
2 (∂S) is linear and bounded.
















where we used that ∥rN,h∥C2(0,T ;H1(Ω)) ≤ Ch5 and Poincaré and Korn inequality for φ. Choosing
now φ = uj,h − ũj,h it follows with an absorption argument
max
j=1,2





Ch3, if j = 1,
Ch2, if j = 2.
Now, for u0,h − ũ0,h it holds
1
h2














The definition of G implies now∣∣∣∣ 1h2 (G(∇hu0,h),∇hφ)L2(Ω)


















Theorem 6.0.5. Let fh, ṽ0, ṽ1, ũj,h, j = 0, 1, 2 and ũh be given as above. Then there exists



















for all 0 < h ≤ h0.
Proof: Given (u3,h, u4,h) we construct (u0,h, u1,h, u2,h) such that (5.5)–(5.7) holds. First we
notice that ∥u4,h∥L2(Ω) is of order h2 as ∂lx1v




for j = 1, 2 and 
Ω
u3,h · x⊥dx = 0.
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6. Asymptotic First Order Expansion in a Linearised Regime




−x2∂2x1v32 − x3∂2x1v33 0 00 0 0
0 0 0
 .
All together we obtain that u3,h and u4,h satisfy (5.5)–(5.7). The assumptions on g and the
structure of fh imply that (5.8) and (5.9) are fulfilled. Applying Lemma 6.0.3 and 6.0.4 we



















































= (h2fh|t=0, φ)L2(Ω) − (u2,h, φ)L2(Ω) (6.29)















= (h2∂tfh|t=0, φ)L2(Ω) − (ū3,h, φ)L2(Ω) (6.30)
for all φ ∈ H1per(Ω;R3). Then it holds |γh2 | ≤ Ch2 as
DW̃ (∇hu0,h) = D2W̃ (0)[∇hu0,h] +
 1
0
(1 − τ)D3W̃ (τ∇hu0,h)[∇hu0,h,∇hu0,h]dτ






































The first and last term can be bounded easily, using Lemma 2.3.7∣∣∣∣ 1h2(D2W̃ (∇hu0,h)∇hū0,h,∇hx⊥)L2















and ∣∣∣∣ 1h2(D3W̃ (∇hu2,h)[∇hu1,h,∇hu1,h],∇hx⊥)L2
∣∣∣∣ ≤ Ch2.


















where ∣∣∣∣(D4W̃ (τ∇hu0,h)[∇hu0,h,∇hu0,h, P ], P)
L2(Ω)
∣∣∣∣ ≤ Ch4 for all τ ∈ [0, 1] (6.32)
as ∥u0,h∥H1
h
(Ω) ≤ Ch2 and |P |h = |P |, because P ∈ R3×3skew. Furthermore, we obtain with
D3W̃ (0)[A,B, P ] =
(
(AT −A)T sym(B) + (BT −B)T sym(A)
)
: P. (6.33)
for all A, B ∈ R3×3 and P ∈ R3×3skew, that(



















D3W̃ (0)[∇hũ0,h, P ], P
)
L2(Ω)






Lastly due to the symmetrie properites of D3W̃ , the structure of ∇hũ0,h and (6.33) it follows∣∣∣∣(D3W̃ (0)[sym(∇hũ0,h), P ], P)
L2










−x2∂2x1v2 − x3∂2x1v3 0 00 0 0
0 0 0

R = h4 sym




a2∂4x1v2 + a3∂4x1v3 0 00 ∂x2b2∂4x1v2 + ∂x2c3∂4x1v3 ∂x3b2∂4x1v2 + ∂x3c3∂4x1v3









6. Asymptotic First Order Expansion in a Linearised Regime
+ h6 sym







Due to the structure of Q and P = ∇x⊥ it follows
D3W̃ (0)[Q,P, P ] =
(
(QT −Q)T sym(P ) + (PT − P )T sym(Q)
)
: P = 0.
Hence, with R = O(h4) we obtain∣∣∣∣(D3W̃ (0)[sym(∇hũ0,h), P ], P)
L2
∣∣∣∣ ≤ Ch4.
Thus, altogether, it follows with |γh2 | ≤ Ch2∣∣∣∣γh2h2 (D2W̃ (∇hu0,h)∇hx⊥,∇hx⊥)L2
∣∣∣∣ ≤ Ch2.









Due to Theorem 5.1.1 there exits a solution uh ∈
⋂4
k=0 C
k([0, T ];H4−kper (Ω;R3)) of (5.1)–(5.4).





























wh is L-periodic in x1 direction
wh|t=0 = w0,h
for all φ ∈ C1([0, T ];H1per,(0)(Ω;R3) with φ|t=T = 0 and with wj,h := uj,h − ũj,h, j = 0, 1. Hence




∥rN,h∥L1(0,T ;H1) ≤ Ch3
∥rh∥L1(0,T ;L2) ≤ Ch3
as a, b, c and v are sufficiently regular. Moreover, using (6.22)
∥wk,h∥L2(Ω) ≤ max
j=0,1




for k = 0, 1, where we used Poincaré’s and Korn’s inequality, as well as the fact that wk,h ∈ B





































Lastly we have to deal with the rotational term. Using (5.54), u0,h, u1,h ∈ B and the structure








































qh · u⊥h − u⊥h · ∂2t uhdxdsdτ.

















































A Existence of classical solutions for fixed h > 0
In this appendix we want to give a more in depth analysis on how the existence result of [Koc93]
is applied in the regarded situation. First we shortly summaries the assumptions and equation
considered in [Koc93] and the main result [Koc93, Theorem 1.1], which we want to apply. Second
we give some remarks on how our system is obtained and why the assumptions assumed in
Theorem 5.1.1 are sufficient.










j (t, x, u,Du) = gj on ∂Ω × (0, T ) (A.2)
(u|t=0, ∂tu|t=0) = (u0, u1) in Ω (A.3)
is considered, where 1 ≤ j ≤ N , x0 = t, Ω ⊂ Rn is a bounded domain with boundary
of class Cs+2, s > n/2 + 1 and ν is the outer normal. Moreover u : Ω × [0, T ) → Rn and
Du = (∂tu, ∂x1u, . . . , ∂xnu), with 0 < T ≤ ∞. For convenience will state the assumptions made
in [Koc93] in a slightly simplified version.
A 1 We assume that u0 ∈ Hs+1(Ω), u1 ∈ Hs(Ω) and let U be an open neighbourhood of
{0} × graph((u0, u1, Dxu0)) in [0, T ) × Ω̄ × RN × RN × RN×n. Moreover assume F ,




(t, x, u,Du) for all 0 ≤ i, k ≤ n, 1 ≤ l, k ≤ N.
A 2 aikjl = akilj in U for all 0 ≤ i, k ≤ n, 1 ≤ l, k ≤ N .
A 3 For any t ∈ [0, T ), v0 ∈ C1(Ω̄) and v1 ∈ C(Ω̄) with {t} × graph((v0, v1, Dxv0)) ⊂ U there










A 4 For any ξ ∈ U there exists a κ > 0 such that for all η ∈ RN the inequality
a00jl (ξ)ηjηl ≤ −κ1|η|2
holds.
A 5 We suppose that the compatibility condition holds up to order s.
Under these assumptions the following theorem holds:
Theorem A.1 (Theorem 1.1, [Koc93]). There exists a unique 0 < t0 ≤ T and a unique
classical solution u ∈ C2([0, t0) × Ω̄) of (A.1)–(A.3) such that Dσu(t) ∈ L2(Ω) for 0 ≤ σ ≤ s+ 1.
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A. Existence of classical solutions for fixed h > 0
Moreover t0 is characterised by the two alternatives: either the graph of (u,Du) is not precompact
in U or  t
0
∥D2u(τ)∥L∞(Ω)dτ → ∞ for t → t0.
In the situation of Chapter 5 the considered domain Ω is not sufficiently smooth, but due to the
periodic boundary condition on the end faces of Ω the equations (5.1)–(5.4) are equivalent to the
equations on the manifold M := (R/LZ)×S. This is a bounded manifold with smooth boundary,
as S is a C∞ domain. The ideas of [Koc93] are similar as in Chapter 5, using differentiation in
time and applying results from the elliptic theory.
Choosing n, N = 3, gj ≡ 0, wj(t, x, u,Du) = −h1+θ(fh)j and











for i, j = 1, 2, 3. Then we obtain the symmetry condition A 2. As (a00jl )j,l=1,2,3 = −Id ∈ R3×3
the assumption A 4 is fulfilled, with κ1 = 1. Moreover the compatability assumptions of Theorem
5.1.1 imply A 5. For the first assumption we choose s = 3. Then the initial data is sufficiently
regular and as fh does not depend on (u,Du) the prescribed regularity is sufficient. Lastly we
can choose U as





for some sufficiently small ε. This is indeed a applicable neighbourhood as for small h > 0, it
holds ∇hu0,h(x) ∈ Uh for all x ∈ Ω̄, as H2(Ω) ↪→ C0(Ω̄). Finally due to Corollary 2.3.6, (5.11)
and Korn’s inequality we obtain that the coerciveness assumption A 3 is satisfied.
Remark A.2. We want to give a short remark, why the graph of the solution uh is precompact
in Uh for all h > 0 as long as (5.59) holds. First we notice that the neighbourhood U lies
in a finite dimensional space. Thus G(u,Du) := {(x, t, u, ∂t,∇u) : (x, t) ∈ Ω × [0, T ′(h)]} is
precompact if and only if {(x, t, u, ∂t,∇u) : (x, t) ∈ Ω × [0, T ′(h)]} is bounded and the closure
satisfies G(u,Du) ⊂ U . Due to the regularity of uh, it follows that G(uh, Duh) is bounded and
for h0 > 0 sufficiently small we have
dist({∇huh(x, t) : (x, t) ∈ Ω̄ × [0, T ′(h)]}, ∂Uh) ≥ ε > 0
for some uniformly ε > 0. Hence, the graph of (uh, Duh) is precompact in U .
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B Isotropic Functions
Let n ∈ N be given. For sake of completeness we cite the well known spectral decomposition
theorem for symmetric matrices:
Theorem B.1 (Spectral Theorem, [Göl17]). Let S ∈ Rn×n be symmetric. Then there is an
orthonormal basis of Rn consisting of eigenvectors of S. For any such basis {ei | i = 1, . . . , n}





Moreover, S has exactly two distinct eigenvalues if and only if S admits a decomposition of the
following from
S = λ1e⊗ e+ λ2(Id −e⊗ e)
for λ1 ̸= λ2. Conversely, if S has the two eigenspaces span{e} and {e}⊥, the later form has to
be satisfied.
Let G ⊂ O(n). We say that a set A ⊂ Rn×n is invariant under G if QAQT ∈ A for all A ∈ A
and Q ∈ G.
Proposition B.2. The sets Rn×n, Rn×n+ , O(n), SO(n), Rn×nsym and Rn×nskew are invariant under
O(n), where Rn×n+ := {A ∈ Rn×n | det(A) > 0}.
We say that a scalar function φ : A → R is invariant under G if
φ(A) = φ(QAQT ) (B.1)
for all Q ∈ G and A is invariant under G. Similarly, a matrix valued function G : A → Rn×n is
called invariant under G if
QG(A)GT = G(QAQT ) (B.2)
and A is invariant under G. Functions invariant under O(n) are called isotropic.
Proposition B.3. Let Θ be a scalar or matrix valued function with domain Rn×n. Then Θ is
isotropic if (B.1) and (B.2) hold for Q ∈ SO(n), respectively.
Proof: The statement follows from the identity
(−Q)A(−Q)T = QAQT
for all Q ∈ O(n) and the fact that for Q ∈ O(n) either −Q or Q ∈ SO(n) holds.
Lemma B.4. Let G : A ⊂ Rn×nsym → Rn×n be isotropic. Then every eigenvector of A ∈ A is an
eigenvector of G(A).
Proof: Let e be an eigenvector of A ∈ A. Then there exists Q ∈ O(n) such that
Qe = −e, Qf = f for all f ∈ {e}⊥.




Thus, using the isotropy of G it follows
QG(A)QT = Q(QAQT ) = G(A).
Thus Q commutes with G(A) and we have therefore
QG(A)e = G(A)Qe = −Q(A)e.
Thus by the properties of Q, this implies that G(A)e ∈ span{e}. Thus e is an eigenvector of
G(A).
Now we can proof the main theorem of this paragraph:
Theorem B.5 (Representation of Isotropic Linear Functions). A linear function G : Rn×nsym →
Rn×nsym is isotropic if and only if there exist λ, µ ∈ R such that
G(A) = 2µA+ λ tr(A) Id
for all A ∈ Rn×nsym .
Proof: Let N be the set of all unit vectors. Let e ∈ N . Then e ⊗ e has the two distinct
eigenvalues 0 and 1 with corresponding eigenspaces {e}⊥ and span{e}, respectively. Then due
to Lemma B.4 the two subspaces must be contained in an eigenspace for G(A). Hence either
G(A) has eigenspaces {e}⊥ and span{e} or the only eigenspace of G(A) is Rn×n. With the
spectral theorem it follows now that there exists functions λ, µ : N → R such that
G(e⊗ e) = 2µ(e)e× e+ λ(e) Id .
for every e ∈ N . Choose now e, f ∈ N and Q ∈ O(n) such that Qe = f . Then with
Q(e⊗ e)QT = f ⊗ f and the isotropy of G it follows
0 = QG(e⊗ e)QT −G(f ⊗ f) = 2[µ(e) − µ(f)]f ⊗ f + [λ(e) − λ(f)] Id .
But {Id, f ⊗ f} is linearly independent, thus µ(e) = µ(f) and λ(e) = λ(f). Therefore λ and µ
must be constants.













The converse follows immediately, via the fact that tr(AB) = tr(BA) for all A, B ∈ Rn×n.
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