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Purpose: Accurate prostate segmentation is necessary for maximizing the effectiveness of radia-
tion therapy of prostate cancer. However, manual segmentation from 3D CT images is very time-
consuming and often causes large intra- and interobserver variations across clinicians. Many segmenta-
tion methods have been proposed to automate this labor-intensive process, but tedious manual editing
is still required due to the limited performance. In this paper, the authors propose a new interactive
segmentation method that can (1) flexibly generate the editing result with a few scribbles or dots
provided by a clinician, (2) fast deliver intermediate results to the clinician, and (3) sequentially correct
the segmentations from any type of automatic or interactive segmentation methods.
Methods: The authors formulate the editing problem as a semisupervised learning problem which can
utilize a priori knowledge of training data and also the valuable information from user interactions.
Specifically, from a region of interest near the given user interactions, the appropriate training labels,
which are well matched with the user interactions, can be locally searched from a training set. With
voting from the selected training labels, both confident prostate and background voxels, as well as
unconfident voxels can be estimated. To reflect informative relationship between voxels, location-
adaptive features are selected from the confident voxels by using regression forest and Fisher separation
criterion. Then, the manifold configuration computed in the derived feature space is enforced into the
semisupervised learning algorithm. The labels of unconfident voxels are then predicted by regularizing
semisupervised learning algorithm.
Results: The proposed interactive segmentation method was applied to correct automatic segmentation
results of 30 challenging CT images. The correction was conducted three times with different user
interactions performed at different time periods, in order to evaluate both the efficiency and the
robustness. The automatic segmentation results with the original average Dice similarity coefficient of
0.78 were improved to 0.865–0.872 after conducting 55–59 interactions by using the proposed method,
where each editing procedure took less than 3 s. In addition, the proposed method obtained the most
consistent editing results with respect to different user interactions, compared to other methods.
Conclusions: The proposed method obtains robust editing results with few interactions for various
wrong segmentation cases, by selecting the location-adaptive features and further imposing the mani-
fold regularization. The authors expect the proposed method to largely reduce the laborious burdens of
manual editing, as well as both the intra- and interobserver variability across clinicians. C 2014 Amer-
ican Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4898200]
Key words: interactive segmentation, prostate, feature selection, semisupervised learning, manifold
regularization
1. INTRODUCTION
Prostatecancer isoneof the top leadingcausesofcancer-related
death formales in theUSA.Radiation therapywithhigh-energy
beams or particles is commonly used to cure the early stage
cancer. During the radiation therapy, the high-dose radiation
should be accurately delivered to the prostate, since the false
delivery could lead to undertreatment for the prostate cancer
and also the severe side effects for the patient. Therefore, accu-
rate segmentation of the prostate from the surrounding healthy
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tissues is critical for providing better guidance to deliver radi-
ation beams to the prostate. However, manual segmentation of
the prostate in a 3D image is very time-consuming and often
causes large intra- and interobserver variability across clini-
cians.1
Accordingly, many automatic prostate segmentation me-
thods have been proposed to obtain reliable prostate segmen-
tation results. One representative stream is the atlas-based ap-
proach.1–5 In this kind of method, the relevant training images
and labels are first aligned to the target image and then used to
determine the labels with voting schemes or estimation algo-
rithms.1,2,5 These methods are intuitive and easy to be applied
to various image modalities, but they often cannot deal well
with large shape or appearance changes of the prostate across
different subjects. Model-based approach is another stream.
Unlike those atlas-based methods that directly use the aligned
labels, the statistical shape or appearance model is constructed
from the training data in this type of approach.6–13 Recently,
the performance of model-based methods was further impro-
ved by imposing the object and structure constraints6,9,11 or
utilizing the level set framework.10 Although these model-
based methods can effectively constrain the possible shape
and appearance variations, a large number of training set are
needed in order to learn the entire variations of samples. In
addition, for most cases, the tedious manual placement of land-
marks is often required in the training step. Feature-based clas-
sification methods14–16 have also been proposed to reflect the
midlevel cues such as appearance pattern or context informa-
tion. For example, Li et al.15 proposed a location-adaptive clas-
sifier to integrate both image appearance and context features.
Chowdhury et al.14 extracted features from both MR and CT
images and used classification results to fit the statistical shape
model. Shi et al.16 divided the image into grids and selected
the informative features on each grid to adaptively emphasize
the useful local features. Although the classification methods
can reflect the midlevel cues beyond the voxel-wise intensity
or gradient information, the extraction of good features for
capturing all statistical information or anatomical properties is
a nontrivial task.
To sum up, it is difficult to develop a fully automatic pros-
tate segmentation method that can address various issues, such
as weak boundary between prostate and its surrounding tis-
sues, large shape variations across subjects, and variations of
appearance pattern around the prostate due to the uncertainty
of bowel gas filling in different treatment days. Although auto-
matic segmentation methods can largely alleviate the burden
of clinicians, their results are often not sufficiently good to be
directly used for clinical practice. Thus, the heuristic postpro-
cessing or manual editing is often needed for editing the wrong
parts after automatic segmentation process.
So far, many interactive segmentation methods17–19 have
been proposed in the computer vision field. These methods can
generate fast and practical editing results by optimizing the en-
ergy model18 based on the observation from user interaction
and also the requirement of smoothness between nearby vox-
els. However, these methods cannot obtain the flexible edit-
ing results when a few user interactions are provided, since
the constructed models often depend only on the intensity or
gradient information of the annotated voxels. Several other
methods20–23 have been developed to alleviate the dependency
of user interaction. For example, Rother et al. proposed a
GrabCut method21 which requires the user to provide only the
bounding box of the target object. Kim et al. proposed a multi-
layer graph based method,20 which requires small quantities of
respective foreground and background scribbles or dots. Wang
et al.23 and Top et al.22 proposed some active learning based
methods to effectively receive user delineations on the ambig-
uous regions. However, all these methods still rely on the image
appearance features, without utilizing prior knowledge from
the training data.
Recently, interactive methods using the label information
of training data have been proposed. For example, Barnes
et al.24,25 proposed an image completion and reshuffling
method based on PatchMatch, which can seek for the corre-
sponding image patches efficiently by first randomly search-
ing for a similar patch and then expanding correspondences
to the adjacent regions. This method has been also applied
to superresolution of cardiac image26 and also hippocampus
segmentation.27 Park et al.28 further enforced the spatial rela-
tionship of adjacent patches to constrain the specific shapes
of organs. These methods improved the editing performances
for many applications by using the label information of simi-
lar patches to constrain possible variations. However, for seg-
menting the prostate from the challenging CT images, simple
label and intensity information cannot deal with large shape
variations as well as weak boundaries around the prostate.
In this paper, we propose a new interactive method, which
can (1) flexibly generate the editing results with a few scrib-
bles or dots provided by a clinician, (2) fast deliver inter-
mediate results to the clinician, and (3) sequentially correct
the segmentations from any type of automatic or interac-
tive segmentation methods. Unlike those existing interactive
methods that directly use the label or intensity information
as priors, we formulate the labeling problem as the semisu-
pervised learning problem which can utilize a priori knowl-
edge of training data with user interactions and also the
manifold configuration between voxels in the target image.
Specifically, in our proposed method, informative features
are adaptively extracted from each local editing region ac-
cording to the training labels, which are matched well with
user interactions. Then, the manifold configuration, which re-
flects the anatomical relationships between target voxels, is
computed in the feature space and further enforced in the
semisupervised learning algorithm. Since the possible shape
variations have been constrained by the selected training la-
bels, the editing result is robust to the amount as well as
the locations of user interactions. Furthermore, the location-
adaptive features can effectively represent the appearance
patterns of local region beyond the simple voxel-wise inten-
sity or gradient values in identifying the prostate. Finally, the
semisupervised manifold regularization method can guide the
labeling of unconfident voxels by well-reflecting the anatom-
ical relationship between confident and unconfident voxels.
The remainder of this paper is organized as follows: First,
the materials and proposed interactive segmentation frame-
work are described in Sec. 2. Then, our experimental setting
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and results are presented in Sec. 3, to demonstrate both effi-
ciency and robustness of the proposed method. We discuss
the properties of the proposed method and several clinical is-
sues by analyzing the experimental results in Sec. 4. Finally,
in Sec. 5, we conclude our paper with some possible future
research directions.
2. MATERIALS AND METHOD
2.A. Materials
The proposed method was evaluated on a challenging
prostate CT image dataset acquired from University of North
Carolina Cancer Hospital. The dataset included 73 planning
images, scanned from different patients by using a Siemens So-
matom CT scanner. The typical dose and field-of-view were set
as 200–300 cGy and 50 cm, respectively. The image size was
512×512× (61–81) with 0.94×0.94×3.00 mm3 voxel spac-
ing. The dataset included various subjects with large variations
of shape and appearance pattern around the prostate as shown
in Fig. 1. Prostate boundary in each image was manually delin-
eated by a radiation oncologist and used as the ground truth
for measuring the segmentation performance.
2.B. Method
The proposed method is conducted whenever a clinician’s
interaction is inserted into a wrong part of previous segmen-
tation Lt−1, where t is the interaction time. If there are many
wrong parts on previous segmentation, multiple corrections
are repeatedly conducted until obtaining satisfactory result.
Each correction consists of the following procedure. First, the
appropriate training labels, which are well matched with user
interaction and the previous segmentation, are selected near
the interaction from the training set. Based on the selected
training labels, both the confident regions (e.g., prostate and
background voxels) and the unconfident regions are estimated.
Then, the informative features, which are important for sepa-
rating the prostate and the background on the confident re-
gions, are selected. Next, we formulate the labeling problem
as a semisupervised learning problem with manifold regular-
ization, by using the confident and unconfident voxels as the
labeled and unlabeled voxels, respectively. Through the mani-
fold regularization method, the labels of unconfident voxels
are predicted by considering likelihood of the confident voxels
and the voxel-wise similarities defined by the selected infor-
mative features. The overall algorithm is described in Fig. 2,
with details presented in Subsection 2.B.1–2.B.4.
2.B.1. Initial segmentation and preprocessing
The initial segmentation L0 can be obtained by any kind of
automatic or interactive methods. In this paper, we use the re-
gression-based automatic segmentation method29 to obtain L0.
All training images and their labels are aligned onto the
target image, to allow the rapid search of the appropriate train-
ing data during the online editing procedure. We use the MRF
based nonrigid registration method (Drop)30 for the intensity-
based alignment. It takes roughly 1 min for aligning each train-
ing image, but this time-consuming procedure can be done
without clinician’s effort before interactive editing. The inter-
active approach, a main part of our proposed algorithm, is
detailed in Subsection 2.B.2.
2.B.2. Region of interest (ROI) determination from
user interaction
The proposed method receives foreground and back-
ground scribbles or dots as the user interactions for the wrong
part of previous segmentation Lt−1. The subsequent editing
is conducted on a local region near the user interaction, with
assumption that the region near the interaction has segmenta-
tion errors, while the other regions of Lt−1 are assumed to be
correct temporarily. Note that, if there are errors on the other
regions, the errors can be sequentially corrected in the next
interactions. The local ROI ϕt is determined as a bounding box
that includes the user interaction, but with a small margin, so
that the possible local variations can be covered. We set the
margin as 9×9×2 voxels, considering the large slice thick-
ness of our CT images (e.g., 3 mm). The following procedure
was conducted on this ROI by using the label image U t of
the tth round interaction, the previous segmentation Lt−1, and
the training labels. Here, U t (v)= 1 if a voxel v is interactively
labeled as foreground, while U t (v)=−1 if v is interactively
labeled as background. Otherwise, U t (v)= 0.
2.B.3. Selection of reference training data
To use the prior knowledge encoded in the training data,
we select appropriate training labels which are well matched
with the user interactions on the local ROI region. Although
the entire images and labels are aligned to the target image
by the Drop registration30 before the online editing step, the
aligned labels may not match well with the user interactions
on the local ROI region. To alleviate this issue related to the
registration error, we first refined the aligned training labels
near the user interactions. Specifically, for each training label,
F. 1. Example of 2D axial images showing a similar prostate region of three different subjects in our dataset. Contours denote prostate boundaries manually
delineated by a radiation oncologist. These images show large variations of prostate shape and appearance pattern.
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F. 2. Framework of our proposed interactive method. Initial segmentation label, the selected training labels, and the corrected segmentation label are shown
on the top-middle, middle-right, and bottom-left sides, respectively. The ground-truth prostate contour is shown with white line (note that the ground-truth label
is actually not shown in the test stage). Whenever foreground and background user interactions (small squares) are inserted on a wrong region, the procedure of
interactive segmentation is conducted.
we locally searched the best matching of training label by
shifting the ROI along different directions within a range. We
computed similarity scores on all translated ROIs within the
range of 7×7×3 voxels and then selected the best shifting that
led to the highest similarity score.
Here, the similarity can be computed by the appearance-
based similarity measurements, such as sum of absolute dis-
tances, or normalized cross correlation (NCC), but they
cannot reflect the actual similarity between a training label
M and the user interaction label U t. Therefore, we define a
label-based similarity to take the user interaction into account.
Here, we assume that the appropriate training data should have
the training label M which is well matched with (1) U t on the
annotated voxels and also (2) Lt−1 on the other voxels. The



















where δ is the Kronecker delta. The first term represents the
label similarity on user interaction region, while the second
term represents the label similarity on other noninteraction re-
gion. The more M is consistent with U t and Lt−1, the higher
similarity measure will be obtained. wU is a parameter used to
balance between the two terms. Since the number of annotated
voxels (U t(v), 0) is relatively smaller than that of unlabeled
voxels (U t(v)= 0), wU is set as a small value (i.e., wU = 0.01)
in the experiments below.
After computing the similarity scores for all training data,
totally nr labels with the highest scores will be selected as the
reference training labels. The examples of reference training
labels are shown in Fig. 2.
2.B.4. Prostate segmentation by semisupervised
labeling
Although the segmentation of target image can be obtained
by using the majority voting or weighted voting of the selected
reference labels, the simple label fusion technique could not
deal with intra- and intersubject appearance variability, because
the weight (an important factor for final segmentation) is often
computed by the global appearance similarity between training
image and target image. To reflect the local appearance rela-
tionship between voxels within the target image, we first esti-
mate the confident prostate and background regions in ϕt by
using the reference labels, and then carefully determine the la-
bels of unconfident voxels by using the knowledge of the con-
fident voxels. To simultaneously consider the likelihood of the
confident voxels and also the manifold configurations between
the confident and unconfident voxels, we formulate the label-
ing problem as a semisupervised learning problem as below.
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Specifically, a probabilistic label map P can be first com-
puted by averaging the reference training labels to estimate the
confident regions. For example, if P(v) is higher than τh, v is
estimated as a confident prostate voxel (y (v)= 1); if P(v) is
lower than τl, v is estimated as a confident background voxel
(y (v)=−1). These confident voxels are regarded as labeled
voxels (i.e., with nl as their total number) and all others are
regarded as unlabeled voxels (y (v)= 0) (i.e., with nu as their
total number).
The labeling problem can be then formulated by a Lapla-











where w= {w1,. . .,wnl+nu} is a parameter set to be optimized.
The first term penalizes the deviation of prostate likelihood
prediction on the labeled voxels, while the second term im-
poses the smoothness regularization of w. The last term en-
forces the similarity between the labeled and unlabeled vox-
els during the prostate likelihood estimation. J= diag(1,. . .,1,
0,. . .,0) is a diagonal matrix with the first nl diagonal entries
as 1 and the rest as 0. y= {y1,. . .,ynl,ynl+1,. . .,ynl+nu} is a
label set with the labels of the unlabeled voxels initially set
to zero. K is the (nl+nu)× (nl+nu) gram matrix with the





= e−τ( f (vi)− f (v j))22, where f (v) is the feature vector of
voxel v . L is the (nl+nu)× (nl+nu) Laplacian matrix, defined
across all labeled and unlabeled voxels. The Gaussian RBF
kernel is similarly used to define the voxel relationship. γ1
and γ2 are the weighting parameters for the second and third
terms, respectively. If γ2= 0, Eq. (2) becomes the supervised
least square problem which only considers the likelihood of
confident voxel without taking into account the similarities
between confident and unconfident voxels during the prostate
likelihood estimation.
The optimal parameter ŵ of Eq. (2) can be computed as
ŵ= (JK+γ1nlI+ γ2nl(nl+nu)2 LK)
−1y, (3)
where I is the identity matrix. After estimating ŵ, the likeli-
hood of all voxels can be computed as P̂=Kŵ. If P̂(v) is larger
than 0, the voxel v is classified into the prostate (Lt (v)= 1);
otherwise, it is classified into the background (Lt (v)=−1).
Here, the feature vector f (v), used in the RBF kernel, can be
defined by any type of appearance or context features, but the
discriminative power of f (v) is highly related to the segmen-
tation performance. Since simple appearance or context fea-
tures have low discriminative power, we adopt the regression
forest method,32 which has recently been used for anatomy
detection, to select the informative features. Since the most un-
confident voxels are positioned near the boundary, we sample
the voxels near the prostate boundary (in a Gaussian distribu-
tion way) from the training data. For each sampled voxel, we
extract its various randomized 3D Haar-like features from the
30×30×10 intensity patch centered at this voxel to capture
the midlevel appearance characteristics. The informative fea-
tures are determined as those selected by the regression for-
est model32 in estimating the distance of each image voxel
to its nearest target boundary. Among all the extracted fea-
tures obtained from the training data, we use confident voxels
to adaptively select the features again, which have the high
discriminative power within the local ROI of the target im-
age. (Note that the selected discriminative features could vary
from different local ROI regions.16) The discriminative power
of each feature is measured by the Fisher separation criterion






where µp and µb denote the mean feature values of pros-
tate and background voxels, respectively. Similarly, σp and
σb denote the variances of prostate and background voxels,
respectively. Among all features, n f features with the largest
FSC scores, i.e., the highest discriminative power on the local
ROI, are finally selected as f (v).
The overall algorithm is summarized in Algorithm I.
3. EXPERIMENTAL RESULTS
We randomly divided the dataset into four sets and con-
ducted fourfold cross validation. First, we applied the
regression-based automatic segmentation method29 to 73 im-
ages and measured its segmentation performance. The perfor-
mance was measured by the Dice similarity coefficient (DSC)
as (2× |L f ∩Mg |)/(|L f |+ |Mg |), where L f and Mg are the
final segmentation label and the manual ground-truth label,
respectively. We obtained the satisfactory results for 43 im-
ages which all have more than 0.85 DSC scores, but obtained
the average 0.78 DSC score for the remaining 30 images.
The proposed interactive method was then applied to correct
A I. Algorithm of the proposed framework.
Input: A target image and a number of training data (along with labels).
(Offline) Automatic Segmentation and Training Label Alignment
0a: Generation of initial segmentation L0 by using an existing automatic
method (Ref. 29).
0b: Alignment of all training data to the target image by using an existing
registration method (Drop) (Ref. 30).
(Online) Interactive Segmentation
Iterate,
1: On a wrong part of previous segmentation, input user scribbles or dots
denoted by U t .
2: Determination of ROI ϕ t .
3: Selection of the nr most similar training labels to ROI ϕ t , according to
the similarity score defined in Eq. (1).
4: Fusion of the aligned training labels, and estimation of both confident and
unconfident voxels.
5: Selection of the n f discriminative features based on those confident
voxels by using Eq. (4).
6: Label prediction by optimizing the semisupervised learning problem as
defined in Eq. (2).
Loop until the editing result is satisfied.
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F. 3. Interactive segmentation results with different user interactions conducted at different time periods. (a) and (e) show automatic segmentation result and
ground truth, respectively. Here, the front left part of the automatic segmentation result is over-segmented (left arrow), while the right part is under-segmented
(right arrow). (b), (c), and (d) show three different user interactions, respectively. (f), (g), and (h) show the corresponding interactive segmentation results of (b),
(c), and (d).
the automatic segmentation results of those 30 images. The
parameters of the proposed method were empirically deter-
mined. For τh and τl, false positive and false negative la-
bels increased on the confident region if the thresholds were
too loose, while the performance of semisupervised learn-
ing method decreased if the thresholds were too strict. We
measured the ratio of true positive and true negative labels on
the confident regions with respect to the thresholds from 0.5
to 0.9 for τh and from 0 to 0.3 for τl with an interval of 0.1 for
the training data. For the experiments in this paper, τh and τl
were set as 0.7 and 0.1, respectively, which make the ratio of
true labels over 0.98. Other parameters were similarly set as
follows: n f = 1000, nr = 7, γ1= 10−2, γ2= 10−1.
The proposed LapRLS method with discriminative feature
selection (LapRLS+FS) was compared with (1) manual edit-
ing method, (2) weighted voting method based on the appear-
ance similarity (WVA), (3) weighted voting method based
on the label-based similarity (WVL), (4) LapRLS method
without feature selection (LapRLS+noFS), and (5) LapRLS
method with random feature selection (LapRLS+RFS).
T I. The average (standard deviation) of DSC on local ROI (Local) and on the entire prostate image (Global) for all separate user interactions, and DSC
of the accumulated interactive segmentation results on the entire prostate image for 30 images (Final). Ex. 1, Ex. 2, and Ex. 3 represent three experiments with
three different user interactions. The numbers in round brackets represent the numbers of interactions. The best performance among the comparison methods is
highlighted as boldface.
Initial Manual WVA WVL LapRLS+ noFS LapRLS+RFS LapRLS+ FS
Ex. 1 Local 0.564 0.593 0.794 0.821 0.788 0.779 0.837
(59) (0.2026) (0.1871) (0.1459) (0.1019) (0.1344) (0.1291) (0.0988)
Global 0.775 0.781 0.805 0.813 0.809 0.808 0.815
(0.0472) (0.0429) (0.0465) (0.0373) (0.0376) (0.037) (0.0374)
Final 0.78 0.788 0.842 0.861 0.855 0.851 0.865
(0.0508) (0.0472) (0.0488) (0.0133) (0.0133) (0.015) (0.012)
Ex. 2 Local 0.555 0.587 0.783 0.824 0.815 0.809 0.846
(55) (0.2041) (0.1848) (0.1514) (0.1005) (0.0984) (0.0945) (0.0811)
Global 0.773 0.778 0.805 0.812 0.81 0.809 0.814
(0.0463) (0.0435) (0.0441) (0.0388) (0.0394) (0.0391) (0.0386)
Final 0.78 0.789 0.845 0.859 0.86 0.858 0.865
(0.0508) (0.0471) (0.0283) (0.0154) (0.0121) (0.0133) (0.0119)
Ex. 3 Local 0.606 0.636 0.827 0.848 0.832 0.824 0.867
(57) (0.1902) (0.1706) (0.1106) (0.0838) (0.0915) (0.0859) (0.0650)
Global 0.773 0.779 0.808 0.814 0.811 0.81 0.817
(0.0488) (0.0462) (0.0467) (0.0436) (0.0431) (0.0424) (0.0424)
Final 0.78 0.79 0.853 0.863 0.862 0.858 0.872
(0.0508) (0.047) (0.0349) (0.0254) (0.0159) (0.0181) (0.0138)
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F. 4. DSC scores of the training based methods for the 30 testing images, using the first user interactions. The three horizontal lines of the box represent the
upper quartile (75%), median (50%), and lower quartile (25%), while the whiskers indicate the min and max DSC scores. Note that, in the figure, “L” denotes
“LapRLS.”
• Note that, only the labels of voxels annotated by the user
interaction are changed in the manual editing method;
thus, the result of the manual editing method shows only
the amount of the interactions.
• The weighted voting methods provide results reflecting
the information from the training labels. To show the ef-
fect of label-based similarity as defined in Eq. (1), we
provide both the weighted voting result obtained based
on the appearance similarity (WVA) and the result ob-
tained based on the label-based similarity (WVL). Speci-
fically, the training labels that have the highest intensity-
based normalized cross correlation (NCC) are selected
for the WVA. The selected training labels are then aver-
aged with the weights that are computed by the NCC. The
voxels with the averaged label value more than 0.5 are
determined as the prostate. Similarly, the training labels
that have the highest label-based similarity are selected
for the WVL, and the voxels with the averaged label value
more than 0.5 are determined as the prostate.
• We also provide the results of LapRLS+noFS and
LapRLS+RFS to demonstrate the effectiveness of fea-
ture selection. All intensity values in 30×30×10 patch
were used as features for the LapRLS+noFS method,
while 1000 randomly selected Haar features were used
as features for the LapRLS+RFS method.
To evaluate the efficiency, we corrected the wrong parts
of automatic segmentation results in 3D space with several
user interactions. The proposed software provided 2D views
on coronal, axial, sagittal directions to a user, in order to
check the segmentation. The user could choose both the view
direction and the brush size of interaction, and then insert the
scribbles or dots on the erroneous regions in the 2D view.
For the most cases, we set the view as axial direction and the
brush size as 3×3×1, and used several dots as user interac-
tions. The dots were inserted to the wrong parts, according to
the manual ground truth provided by a radiation oncologist.
To evaluate the robustness, we conducted the above experi-
ment three times, with different user interactions conducted
at different time periods, and then computed the DSC scores
between the corrected results. Here, the type of different user
interactions was similar, but the amount and locations of
interactions were different as shown in Fig. 3.
For the experiments with three different user interactions,
it took averagely 59, 55, and 57 interactions for correcting
all 30 images, with 1.9 interactions per image. Since the
improvement of the editing results could be relatively small
if considering the entire prostate although the improvement
on the local ROI could be very large, the DSC scores were
measured both on the local ROI and on the entire prostate
image for each user interaction. The final DSC scores of the
F. 5. DSC scores of the training based methods for the 30 testing images, using the second user interactions. The three horizontal lines of the box represent
the upper quartile (75%), median (50%), and lower quartile (25%), while the whiskers indicate the min and max DSC scores. Note that, in the figure, L denotes
LapRLS.
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F. 6. DSC scores of the training based methods for the 30 testing images, using the third user interactions. The three horizontal lines of the box represent the
upper quartile (75%), median (50%), and lower quartile (25%), while the whiskers indicate the min and max DSC scores. Note that, in the figure, L denotes
LapRLS.
accumulated interactive editing results were also measured
on the entire prostate image. The average and standard devi-
ation of DSC scores of all comparison methods are presented
in Table I. Furthermore, we provide the DSC distributions of
all training based methods for the three different user interac-
tions in Figs. 4–6, respectively. Figure 7 shows the qualitative
editing results for several wrong cases.
To show the robustness of our proposed method, the DSC
scores between any two segmentation results, obtained by
three different user interactions, were also measured. Specif-
ically, DSC scores between the results obtained by the first
and second interactions, between the results by the second
and third interactions, and between the results by the first and
third interactions were computed. The average and standard
deviation of DSC scores of the training based methods are
described in Table II. Figure 8 shows the robustness of the
proposed method with respect to various interactions.
The experiments were performed on a PC with a 3.5 GHz
Intel quad-core i7 CPU, and 16GB of RAM. For our current
experimental setting, with a single core implementation, the
computational time was less than 14 s for automatic segmen-
tation and 3 s for each interactive editing. For the interactive
editingprocedure, it tookless than0.1sforselecting the training
labels, 0.2 s for extracting the location-adaptive features, and
0.5–2.5 s for the matrix operation of LapRLS regularization.
4. DISCUSSION
As we can observe, the proposed method outperformed the
comparison methods for the most cases in terms of both accu-
racy and robustness. Since small numbers of dots were used
for the interactions, the DSC gain of manual editing method
was less than 0.01 from the original automatic segmentation
result. On the other hand, the DSC gains of all training based
methods were over 0.06 because the selected training labels
can constrain the irregular shape variations. For the training
based methods, the performance of WVA was lower than that
of WVL, since the NCC score could not reflect the similarity
between training label and user interactions. The performances
of LapRLS+noFS and LapRLS+RFS were comparable with
WVL. Even though the manifold regularization algorithm was
used in LapRLS+noFS and LapRLS+RFS methods, the unin-
formative appearance features used in these methods still could
not effectively reflect the manifold configurations between
F. 7. Qualitative interactive editing results for several wrong cases. Testing images are shown in the top row. Initial results, ground-truth boundary (line), and
user interactions (small squares) are shown in the middle row. The corrected segmentation results by the proposed method are shown in the bottom row.
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T II. The average (standard deviation) of DSC between the results obtained with three different user intera-
ctions for the 30 testing images. The best performance among the comparison methods is highlighted as boldface.
WVA WVL LapRLS+ noFS LapRLS+RFS LapRLS+ FS
Ex.1 with Ex.2 0.924 0.937 0.938 0.928 0.942
(0.0487) (0.0286) (0.0312) (0.0316) (0.0259)
Ex.2 with Ex.3 0.92 0.926 0.928 0.918 0.935
(0.0545) (0.0465) (0.0423) (0.043) (0.0397)
Ex.1 with Ex.3 0.915 0.926 0.929 0.914 0.932
(0.0445) (0.0362) (0.0361) (0.0391) (0.0321)
voxels. On the other hand, since the location-adaptive fea-
tures (learned for separation of prostate and background in the
local ROI) can enlarge the interclass distance in the feature
space, the proposed method (LapRLS+FS) consistently ob-
tained higher DSC accuracies with low standard deviations
than all other training based methods. As shown in Fig. 7, the
proposed method produced reasonable segmentation results
even if few dots were provided as the user interaction.
We also demonstrated the robustness of the proposed
method with Table II and Fig. 8. The DSC between results ob-
tained by the proposed method was 0.005–0.02 higher than by
other training based methods. We observed that some errors
occurred when the interaction was not tightly provided on the
false boundary, as shown in the upper-right of Fig. 8. How-
ever, the overall corrected results were still very similar to each
other, and also robust to both the locations and the amount of
user interactions. We note that this property helps reduce inter-
rate variability from different clinicians and different edits of
the same clinician.
For the computational time, the proposed method assumed
that the automatic segmentation and initial registration pro-
cesses could be done offline. Note that the computation of
initial registration could be reduced by several ways to meet
clinical setting. First of all, the registration can be conducted
on a local region near the prostate, instead of the entire image
as done in the current method. Another way is to use an affine
registration method, instead of the nonrigid registration
method. Since the appropriate training labels will be searched
in the local region again in the online procedure, the affine reg-
istration should be enough for our proposed method. For the
online editing process, the computational time of selection of
reference training label highly depended on the size of training
set. However, it took less than 0.1 s for the 54 training images,
because only the local translations were considered for adjust-
ing the registration in Subsection 2.B.3. The most computa-
tional time was consumed for the matrix operation of LapRLS
regularization. When the number of unlabeled voxels nu was
over 5000 for each editing, it took around 2.5 s. However, nu
F. 8. Interactive editing results with respect to various user interactions. Initial segmentation and its manual ground truth (line) are shown in the left-top.
Different user interactions (first and third rows) and their corresponding correction results (second and fourth rows) are shown, to demonstrate the robustness of
our method.
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was less than 2000 for most cases because the unconfident re-
gion was constrained by the local ROI and the probabilistic
label map in the proposed method. We expect that the compu-
tational time of matrix operation will be reduced to less than
a second, if code is optimized or the algorithm is parallelized.
5. CONCLUSION
We have proposed a novel interactive method for editing
the prostate segmentation in CT images. The proposed method
obtains the robust editing results with a few user interactions
for various wrong parts, by selecting the location-adaptive fea-
tures and imposing the manifold configuration. We expect that
the proposed method could largely reduce the tedious manual
editing, as well as both the intra- and interobserver variability
across clinicians. In the future, we will incorporate the context
features to represent the relationship between the user interac-
tions and the correction results. It is expected that the context
feature based on the user interactions will complement the
appearance features extracted from the confident voxels, when
the reference training labels are not found well. In this way,
the performance of segmentation could be further improved.
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