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Abstract: Analytical and numerical solutions to the singular linear system of differential equations A(t)x’( t)+ 
B( t)x( t) = f(t) are investigated. Closed-form analytical solutions of systems transformable to standard canonical 
form, SCF (see Campbell (1983)) are derived. Equivalent ways to compute the analytic solution are presented which 
are of interest in a symbolic/numeric computing environment. Many numerical methods for solving DAE systems are 
based on Gear’s backward difference formula (BDF) method. It is proved that the BDF method and the modified 
BDF method, MBDF (see Clark (1986)) are stable and O(h’) accurate after a maximum of (s -1)k +1 steps for 
linear variable coefficient systems in SCF, where s is the dimension of the algebraic part. These new results are valid 
for arbitrarily higher index systems and generalize well-known results for linear constant coefficient singular systems 
to the variable coefficient case. Numerical experiments confirm the order and stability results. 
Keywords: Differential algebraic equations, singular systems, higher index, linear differential equations. 
1. Introduction 
Many models for physical systems are naturally given as a system of differential/algebraic 
equations (DAE) 
I+, x, x’) = 0, x(0) =x(), (1.1) 
where t is the time and F, x and x’ are n-dimensional vectors, x0 is the initial condition for x at 
t = 0. This paper is primarily concerned with its linear counterpart 
A(t)x’(t) +ll(t)x(t) =f(t), x(0) =x0, (1.2) 
where A, B are n X n matrices and A(t) is singular for all t 2 0. Singular linear systems (1.2) or 
descriptor systems [18] occur in a wide variety of applications, for example in optimal control 
problems and in electric and circuit problems (see [2] for more details, examples and further 
references). The outline of this paper is as follows. 
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In Section 1.1 we define some notation. Normally, notation is defined in its context. Section 2 
gives a summary of the well-known theory for DAE systems (1.2) with constant coefficients. 
Uniqueness and existence questions of a solution and closed-form solutions have only been 
resolved fully for linear constant coefficient DAE systems. The solution of linear variable 
coefficient DAE systems is a much more intricate problem (see [2-8,13-15,18,23-251). For 
example, there is no equivalence between the solvability of (1.2) and requiring that the matrix 
pencil A(t) + A(t)B(t) is regular for all t. 
Section 3 is devoted to theoretical aspects of linear variable coefficient singular systems. The 
solvability and the index of a DAE system (1.2) are discussed in Sections 3.1 and 3.2, 
respectively. In Section 3.3 we present closed-form analytical solutions to linear variable 
coefficient systems in standard canonical form (SCF). We show that there are many equivalent 
ways to compute the analytic solution of the algebraic part symbolically. Here we derive some 
methods that are of interest in a symbolic/numeric computing environment. 
Section 4 is devoted to numerical aspects of linear variable coefficient singular systems. In 
Section 4.1 we give a summary of recent numerical work on DAE systems. Numerical solutions 
to linear variable coefficient systems in standard canonical form is the topic of Section 4.2. We 
show that linear variable coefficient singular systems in SCF can be solved by the fixed-time step 
BDF method. Our stability and accuracy results are valid for arbitrarily higher index problems 
and are similar to the results for the constant coefficient case. These results are also proved for 
the modified BDF method (MBDF) [7] applied to variable coefficient systems in SCF. 
In Section 5 we present the results of some numerical experiments which confirm the order 
and stability results of the BDF and MBDF methods derived in Section 4.2. We also include 
computational results from a family of Taylor type methods for the linear coefficient problem 
(1.2), called the (i, j)-methods [5]. Finally, we give some conclusions in Section 6 and relate our 
work to the Hibliz simulator [21]. 
1. I. Some notation 
)I x (1 will denote the Euclidean norm of the vector x, and ]I A I] will denote the matrix norm 
induced by the Euclidean vector norm. ]u] is the greatest integer lower than or equal to u. 
2. Linear constant coefficient singular systems - theory 
In the constant coefficient case, i.e., A and B are constant matrices for each t, solvability of 
the DAE system (1.2) is equivalent to regularity of the matrix pencil B + XA. Then there exists 
nonsingular P and Q such that 
where N is nilpotent of degree u < dim(N) (i.e., NV-’ # 0 but N” = 0) [12]. By premultiplying 
system (1.2) and introducing new variables y (x = QJJ) we obtain an equivalent system 
PAQy’(t) + PBQy(t) = Pf(t), y(0) = Px,. (2.2) 
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The solution of (2.2) reduces to solving two smaller systems determined by the diagonal blocks of 
(2.1): 
Y;(t) + CY&) =f,(t>, (2.3a) 
NY;(t) +Y&) =f,(t>, (2.3b) 
where Y = [Y,‘, YTIT and Pf = [ fIT, fzT]‘. The subsystems (2.3a), (2.3b) are called the differential 
(D) and algebraic (A) parts, respectively. It is easy to verify that the explicit solution of the D- 
and A-parts, respectively, can be expressed as 
yl(t) = e-‘C y,(O) + Jbe (S-f)Cfi(s) ds, (2.4a) 
u-l 
Y2(d = x0 MVf2Yt). (2.4b) 
Note that the initial condition Y,(O) in the D-part can be arbitrarily chosen, while Y*(O) (the 
remaining part of Y(0)) must satisfy the A-part (2.4b) in order to be a consistent initial condition 
of the DAE system (2.2). In this context u is called the (nilpotency) index of a DAE system (1.2) 
and here denoted by Ind(A, B) or Ind( N). The index u is the size of the largest Jordan block 
corresponding to the infinite eigenvalue of B + hA [12]. If Ind( A, B) 2 2, the DAE system (1.2) 
is called a higher index system. 
3. Linear variable coefficient singular systems - theory 
The solution of linear variable coefficient DAE systems (1.2) is a much more intricate 
problem. For example, there is no equivalence between the solvability of (1.2) and requiring that 
the matrix pencil A(t) + A( t)B( t) is regular for all t. Examples exist where a solvable linear 
constant coefficient DAE system (with a regular pencil) can be transformed to a linear variable 
coefficient DAE system with a singular pencil A + XB (e.g., see [14,15]). Similarly, a regular 
pencil can be transformed to a singular pencil for a linear constant coefficient DAE system (e.g., 
see [1,2]) which generally may or may not have a solution, and can even have infinitely many 
solutions depending on the Kronecker canonical form (KCF) of the underlying pencil (e.g., see 
[lO,lll). 
In order to be able to derive any general theory for the solution of linear variable singular 
systems (1.2) we have put some restrictions on A(t), B(t) and f(t). 
3.1. The solvability of a linear variable coefficient singular system 
Following [6] a singular system (1.2) is analytically solvable on the interval I = [0, T] if for any 
sufficient smooth f(t) solutions to (1.2) exist and are uniquely determined by their values at any 
t, E 1. A system (1.2) in the form 
Y;(t) + WY&> =f,(tL (3.la) 
W)Y;(t) +Yz(t> =f&L (3.lb) 
where N(t) is nilpotent and (strictly) upper (or lower) triangular is in standard canonical form 
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(SCF) [3]. If N is constant (i.e., fixed for every t), the system is in strong SCF (SSCF). As for the 
constant coefficient case the subsystems (3.la), (3.lb) are called the differential (D) and algebraic 
(A) parts, respectively. 
The following theorem shows the relationship between the solvability of (1.2) and the 
existence of the SCF. 
Theorem 3.1 (Campbell and Petzold [6]). If A(t) and B(t) are analytic on the interval I = [0, T], 
then the singular system (1.2) is analytically solvable if and only if there exist transformations of 
the form 
x = Q ( t ) y , and left multiplication of the equation by P ( t ) (3 -2) 
(where P and Q are analytic and nonsingular), which transform (1.2) to SCF everywhere on I. 
The proof presented in [6] gives an algorithm to compute the SCF that produces a strictly 
upper triangular N( t ) . 
Assume that the singular system (1.2) is transformable to SCF by transformations (3.2). Then 
P(t)A(t)Q(t) = 0’ $I [ 1 
and 
P(t)A(t)Q’(t) + P(t)B(t>Q(t> = [‘!I ;] (3.3b) 
(3.3a) 
It is the time-varying coordinate change x = Q(t) y which causes the derivative Q’(t) in (3.3b). 
If Q can be chosen constant, Q’(t) = 0, and the transformations are called safe. A system (1.2) 
fails to be analytically solvable if it has any turning points in I (points where the dimension of 
the manifold of solutions changes), since at these points solutions fail either to exist or to be 
unique [6]. We illustrate the situation with the following example. 
Example 3.2. 
[y ;qY’+Y=[j 
has the solution 
c constant, 
in all points except the turning point t = 1. Note that the SCF for this example changes structure 
at this point. 
3.2. The index of a linear variable coefficient DAE system 
The definition in Section 2 of the index can be extended to linear variable coefficient DAE 
systems. The local index at a time t, is defined as u( t,,) = Ind( A( to), B( to)) [14,15], i.e., there 
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exist nonsingular and constant matrices P,, and Q, such that 
f’o~(tdQo= [ I 0 o No 1 G 3 f’&dQo= [ o 0 I 1 7 
and u(t,) = Ind(N,). If (1.2) is transformable to SCF (3.la), (3.lb) by transformations of the 
form (3.2), then the index u(t) is defined as the nilpotency of N(t) in (3.lb), i.e., 
u(t) = Ind(N(t)). (3 *4) 
A system (1.2) is called a fixed index u system if the local index is the same (u(t) = u) for all t. If 
a system (1.2) is transformable to SSCF, then u(t) = u = Ind( N) is called the global index. (A 
definition of the global index when a DAE system is not transformable to SSCF can be found in 
[15].) We have a higher index system if u(t) > 2 for some t. An example will illustrate some of 
the definitions. 
Example 3.3. Let a system (1.2) be transformable to SCF with 
NW=[i ; ‘i’ jt]. 
Then u(t) = 4 for t # 0, 1 and u(O) = 3, u(l) = 2. Further Ind( N’( t)) = 4 for all t. So the 
underlying DAE system is a variable higher index system. 
Note that a time-varying coordinate change as in (3.2) may alter the index of the system (see 
examples in [14,15]). However if R(Q’(t)) G N(A( t)), the left-hand side of (3.3b) reduces to 
P( t)B( t)Q( t) and this special type of coordinate change does not alter the index of a system 
(1.2). 
3.3. Analytical solutions to linear variable coefficient systems in standard canonical form 
In this section we consider the time-variable subsystems (3.la), (3.lb) in SCF. The D-part 
(3.la) is a standard ODE system and it is well known that if for example ]] C(t) I] < L (or C(t) is 
Lipschitz continuous), the homogeneous system y;(t) + C(t) yl( t) = 0 has a continuously dif- 
ferentiable fundamental solution matrix @, i.e., 6 + C(t)@ = 0. Using @, the solution of (3.la) 
can be written as 
Y&) = @(+I-‘(O)y,(O) + @(t@-‘(s)fi(s) ds, (3.5) 
where y,(O) is some given initial condition (which can be chosen arbitrarily). Note that for the 
constant coefficient case (C(t) = C) we have Q(t) = ePrC and (3.5) is equivalent to equation 
(2.4a). If C’(t)C(t) - C(t)C’(t) = 0, then 
@(t)@-‘(O) = expi’- C(s) ds. (3.6) 
Even if C(t) does not commute with its derivative, there still exists an exponential representation 
@(t)+-‘(O) = T(t) exp/o’A(s) ds ST(O), (3.7) 
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where A is a diagonal matrix with elements called the kinematic eigenvalues of C(t) with respect 
to T(t) and ST = T-’ [28]. These exponential representations are of interest in asymptotic 
estimates of yl(t), i.e., to find estimates of ]I yl(t) 11 as well as of 1) Q(t) W’(0) II. See [16,29,30] 
and [28] for the constant and variable cases, respectively. 
It remains to deal with the time-varying A-part (3.lb). In the following we drop the subscript 
of y and consider 
NMY’G) +v(t> =f(t), (3.8) 
where N(t) is analytic, s x s, strictly upper (or lower) triangular, i.e., the A-part is given in SCF. 
Similar to the constant coefficient case we are looking for a closed-form solution of (3.8). 
Let D be the differentiation operator and N(t) an analytic s x s matrix-valued function. We 
define the operator (- N( t)D) as 
(-N(t)D)x(t) = -N(t)x’(t), (3.9a) 
and recursively, 
(-N(t)D)‘+‘x(t) = (-N(t)D)‘(-N(t)x’(t)). 
For example we have that 
(3.9b) 
(-N(t)D)*x(t)=(-N(t)D)-N(t)x’(t) 
= -N(t)[ -N’(t)x’(t) - N(t)x”(t)] 
=N(t)N’(t)x’(t) + (N(t))‘x”(t), 
and 
(-N(t)D)3x(t) = (-N(t)D)( -N(t)D)*x(t) 
= -[N(t)(N’(t))*+ (N(t))*NrJ(t)]X+) 
-[N(t)N’(t)N(t) +2(N(t))*N’(t)]x”(t) - (N(t))3X’3’(t). 
We also define 
(-N(t)D)‘x(t) =x(t). (3.9c) 
Later we need the following lemma. 
Lemma 3.4. Let N(t) be an analytic, s X s strictly upper (or lower) triangular matrix-valued 
function. Then for i > 1, (- N( t)D)‘f(t) is a sum of i! terms 
NCd1)(t)NCd2)(t) .a. N’dT’(t)f’k’(t), (3.10) 
i.e., each term is a product of i strictIy upper (or lower) triangular matrices N(j)(t) ( jth derivative 
of N(t)) times the kth derivative off, where 1 < k < i and 0 < dj <j - 1 for 1 <j < i. 
For i > s 
(-N(t)D)‘f(t) =O. 
Proof. We prove the lemma by induction. From the definition of ( - N( t)D) and since N(t) is 
strictly upper (or lower) triangular, the lemma holds for i = 1 and s = 1. Assume the lemma is 
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true for i =j. Induction step: 
( -~(t)~)'+*f(t)=(-N(~)D)(-~(t)~)'f(t), 
which is a sum of terms 
( -N(t)D)(N'd,'(t)N(d2)(t)... N'd~'(t))f'k'(t) 
= -N(t)[N(d,+l)(t)N(d,)(t) * * * N'dJ(t)p'(t) 
+NW(t)jjr(4+') (t) **. N'dJ'(t)f'k'(t) 
+ . . . +jj,@i'(t)N'd,'(t) . . . y@d,+l)(t)f(k)(t) 
+N(dqt)N(dqt) * * * N'yt)f'"+'yt)]. 
So each term in ( - N( t)D) “‘f( t) is a sum of terms of the form 
j+)(f)@d2)([) . . . ,(d,)(,),(d,+,)(,),(k)(t), 
where 1 G k <j + 1, which means that (-N( t)D)j+‘f( t) is a sum of similar terms. Since the 
product of s strictly upper (or lower) triangular s X s matrices is the zero matrix, ( - N( t)D)if( t) 
must be the s x 1 zero vector for i >, s. 0 
Theorem 3.5. The unique analytic solution of the linear implicit differential equation (3.8) can be 
written as 
s-l 
r(t) = c (-N(t)D)‘f(+ (3.11) 
i=O 
Proof. Let y(t) be given by (3.11), which in equation (3.8) gives 
/s-l \ s-1 
N(tb’(f) +_dt> =N(d c (-N(t)D)‘f(t) 1 + c (-N(t)D)‘f(t) 
\ i=o I i=O 
s-1 s-1 
= - ,go(-N(r)D)‘+‘f(t) + c (-W)D)‘f(t) 
i=O 
= - l$l(-N(f)D)if(r) + ;+(f)D)if(r) 
= -(-N(t)D)sf(t) +f(t) =O+f(t) =f(t) 
(from Lemma 3.4), i.e., y(t) (3.11) is an analytic solution of (3.8). 
The uniqueness follows by contradiction. Assume y(t) and u(t) are two different analytic 
solutions of (3.8). Then e(t) = y( t) -j(t) satisfies the homogeneous equation N(t) e’( t) + e(t) 
= 0. Solving this equation component by component starting with the last element e,(t) gives 
that e(t) = 0 (see Proposition 3.6). •I 
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Theorem 3.5 is basically the same result as was given in [9]. 
From the definition of (-iV(t)D) (3.9a)-(3.9c) we get explicit expressions for y(t) (3.11) for 
different values of s( = dim N(t)). For example: 
S = 1: y(t) =f(t), 
S = 2: v(t) =f(t) -N(t)!‘(t), 
S = 3: v(t) =f(t) + [-N(t) + N(t)N’(t)]f’(t) + (N(t))*f”(t), 
s=4: y(t)=f(t)+[-N(t)+N(t)N’(t)-N(t)(N’(f))*-(N(r))*N”(t)]f’(t) 
+[(N(‘))*-N(t)N’(t)N(t)-2(N(t))*N’(t)]f”(l) 
+(N(t))3f’3’(t). 
Note that if N(t) is constant for each t, 
(-N(t)D)‘f(t) = (-N)‘D’f(t) = (-N)‘f(‘)(t) 
and (3.11) agrees with (2.4b). However, there is one difference. In the constant coefficient case 
the sum in (3.11) ends after u - 1 terms. In general, this is not true for the variable coefficient 
case, since N(t) and its derivatives can have different indices (see Example 3.3). Except that 
u( 1) < s and Ind( N 
index of its denvatiie:. 
(t)) < S, there is no general relation between the index of N(t) and the 
. . 
There are many equivalent ways to compute the analytic solution y(t) symbolically. Here we 
mention some that are of interest in a symbolic/numeric computing environment. From 
equation (3.8) it is easy to derive a symbolic algorithm to compute the solution y(t) component- 
wise. Let y,(t) and nii( t) denote the ith element of v(t) and the (i, j)-element of N(t), 
respectively. 
Proposition 3.6. Assume N(t) in (3.8) is strictly upper triangular. Then the analytic solution of 
(3.8) at the component level can be computed as 
for i := s downto 1 (3.12) 
YiCt> ‘=.6(t) - C nij(t)Y,‘(t) 
j=i+l 
endfor 
Proof. First y,(t) =f,(t) f rom the last equation of (3.8). Then y,_i(t) = f,_l(t) - r~_~,$(t)y,‘(t) 
is obtained from the last but one equation and generally from the i th equation 
Y;(t) =fi(l) -ni,i+kY/+,(t) + -. - +nis(t)Y,‘(t)* q 
A similar symbolic algorithm in matrix-vector notation can directly be stated as a corollary to 
Theorem 3.5. 
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Corollary 3.7. The analytic solution y(t) of (3.8) can in matrix-vector notation be computed as 
x,(t) :=f(t) 
fori=ltos-1 {,s=dimN(t)} 
xi(t) := -N(t)x)_,(t) 
endf or 
s-1 
YCt) = C xi(t) (3.13) 
i=O 
In Section 5 we show an example that is solved symbolically by using algorithm (3.13). 
The vector-sum (3.13) can be expressed as (here a/& = D): 
s-l s-l 
c (-N(t)D)‘f(t) =f(t) + c (-N(t)D)‘f(t) 
i=O i=l 
=f(t) -N(t)& Slfl(-N(t)D)i-lf(t) 
i=l 
=f(t> -N(t); 
( 
g-N(t)D)if(t) 
i 
. 
If this substitution is repeated successively we see that v(t) is expressed as a sum of f(t) and a 
finite sequence of s - 1 recursively defined derivatives of f(t), as stated in the next theorem. 
Theorem 3.8. The analytic solution of (3.8) can be expressed as 
y(t)=f(t)-N(t)&(f(t)-N(t)&(f(t)- *** -N(t)$f(t))***)). (3.14) 
We have seen how higher derivatives of N(t) and f(t) enter the solution of higher index 
systems (3.8). An interesting question is: under what restrictions on A(t) does the more general 
singular system 
A(t)x’(t) +x(t) =f(t) (3.15) 
have a solution similar to (3.11)? The following corollary gives an answer. 
Corollary 3.9. The singular system (3.19, where 
A(t) = PN(t)P_‘, (3.16) 
P is s X s, nonsingular and constant, and N(t) is analytic, s X s and strictly upper (or lower) 
triangular has the unique solution 
s-1 
x(t) = c (-A(t)D)‘f(t). (3.17) 
i=O 
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Proof. Since (-A(t)D)‘f(t) = P( -N( t)D)‘P-‘f(t), (3.16) follows from Theorem 3.5. 0 
It is quite clear that the corollary cannot be generalized to cases where P in (3.15) is time 
varying. 
To summarize, the results in this section show that given the transformations P(t) and (3.3a), 
(3.3b) that transform (1.2) to SCF, then x(t) = Q(t)y( t), where y(t) = [yi( t)T, ~~(t)~]~ and 
y,(t), y2(t) are defined by (3.5) and (3.11) respectively, is the analytic solution of the linear 
variable coefficient DAE system (1.2). 
4. Linear variable coefficient singular systems - numerical methods 
Many numerical methods for solving DAE systems are based on Gear’s backward difference 
formula (BDF) method. For example Petzold, in her code DASSL [23], uses the BDF method 
applied to DAE systems of the form (1.1). For linear constant coefficient DAE systems (1.2) the 
k-step, fixed-time step BDF method has been shown to be convergent and stable. With notation 
from Section 2 the result is shown in the following theorem. 
Theorem 4.1. (Sincovec et al. [26,27]). If the k-step constant stepsize BDF method is applied to the 
linear constant coefficient system (1.2) with k < 7, the solution is 0( hk) accurate globally after a 
maximum of ( LJ - 1) k + 1 steps. 
For the variable stepsize BDF method applied to the constant coefficient problem (1.2) with 
k < 7, the global error is 0( h4,,) where q = min( k, k - u + 2) and h,, is the maximum stepsize 
[151* 
However, for the variable coefficient problem (1.2) no general numerical method has yet been 
given. In [15] it is shown that the backward Euler method (l-step BDF) applied to the general 
system (1.2) comes into stability problems, effected by the time-dependent transformations P(t) 
and Q(t) ((3.3a), (3.3b)). Later in this section we will show that linear variable coefficient 
singular systems in SCF (3.la), (3.lb) can be solved by the fixed-time step BDF method. Our 
stability and accuracy results are similar to the results for the constant coefficient case. 
We also show similar results for the modified BDF method [7] applied to variable coefficient 
systems in SCF. Before that we will review some recent numerical work for DAE systems, 
particularly for variable coefficient systems (1.2). 
4.1. Recent numerical work on DAE systems 
Several authors have studied order results for fixed stepsize ODE methods applied to general 
DAE systems, fully implicit as in (1.1) or semi-explicit as for example in 
y’=f(t, Y, 4 O=g(t, Y>. (4-V 
Gear and Petzold [15] show that the k-step BDF method converges with the expected order of 
accuracy for index-one DAE systems (1.1). M&z [19] has proved similar results for linear 
multistep methods (LMM) applied to index-one systems, where the LMM-coefficients must 
satisfy an extra set of conditions. 
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Brenan [l] shows that the k-step, constant stepsize BDF method applied to fixed index-two 
semi-explicit systems (4.1) where g, .f, is assumed to be nonsingular, converges to 0( hk) 
accuracy after k + 1 steps. She also proves similar results for the BDF method applied to a 
linear, semi-explicit, fixed index-three system. 
In [17] Lijtstedt and Petzold investigate BDF methods applied to DAE systems arising in the 
modelling of electrical networks, 
F&G x’, Y, t> = 0, (4.2a) 
F,(x, Y, t) = 0, (4.2b) 
where initial values are given for x, y at t = 0 and aF/i3x’ is nonsingular. These systems usually 
are of either index one or two and it is shown that the k-step BDF methods with k < 7 converge 
with expected order of accuracy. 
In [25] Petzold studies order, stability and convergence properties of implicit Runge-Kutta 
methods applied to index-one DAE systems (l.l), where the method coefficients must satisfy an 
extra set of order conditions to ensure a given order of accuracy. The results show that these 
methods do not attain the same order of accuracy for DAE systems as they do for ODE systems. 
In general all the results reviewed above are limited to DAE systems of index one or two 
(usually fixed-index systems). 
Campbell [5] presents a family of Taylor type methods for the linear variable coefficient 
problem (1.2), called the (i, j)-methods (ith order, jth block). These methods work for many 
problems for which implicit difference schemes do not work. For example many higher index 
solvable systems (1.2) can be solved. However, at each time step the (i, j)-methods require the 
solution of an nj X nj singular linear system of equations, where n is the dimension of the 
original DAE system and j increases with increasing index of the problem. Further, the nj x nj 
coefficient matrix in the (i, j)-method involves j - 1 derivatives of A and B, respectively, which 
can be difficult and expensive to compute symbolically [8]. 
In [7] Clark introduced the modified BDF (MBDF) methods for solving the linear variable 
coefficient singular systems (1.2). The idea is to embed (1.2) into a system of the form 
z’(t) = [A’(t) - B(t)] x(t) +f(t), (4.3a) 
O=z(t) -A(t)x(t), (4.3b) 
and apply the BDFs to (4.3a), (4.3b) to obtain the modified methods. It is shown in [7] that the 
MBDF methods work for some problems for which the BDF methods do not work or have not 
been proven to work. On the other hand, there are examples where the BDF methods work and 
the MBDF methods cannot be used. 
For future reference we here display the k-step, constant stepsize BDF and MBDF methods, 
respectively, applied to the singular system (1.2): 
[An + ‘&Bn] xn = i (YiAnXn-i + h&f, (BDF), (4.4) 
2=1 
and 
[An + WdBn -A;)] x, = i (YiAn-iX,_i + h&f, (MBDF), 
i=l 
(4.5) 
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where &, { ai} are the BDF coefficients satisfying [25]: 
i=l 
4.2. Numerical solutions to linear variable coefficient systems in standard canonical form 
In this section we consider the numerical solution of the time-varying subsystems (3.la), (3.lb) 
in SCF. We will apply the k-step BDF (4.4) and MBDF (4.5) methods to the differential and 
algebraic parts, respectively. 
As observed in Section 3.3 the D-part (3.la) is a standard ODE system and it is well known 
that the BDF method is stable and converges globally [13]. Further, the BDF and MBDF 
methods are equivalent when applied to the D-part. So it only remains to deal with the 
time-varying A-part (3.lb). As in Section 3.3 we drop the subscript of y and apply the BDF and 
MBDF methods.to the implicit system (3.8). By introducing some appropriate operators we will 
be able to generalize and extend the technique of proof from [26], used for the constant 
coefficient case. 
In Section 3 we introduced the operator (- N( t)D), where D is the differentiation operator 
(see equations (3.9a)-(3.9c)). Let v be the backward difference operator defined as 
vx(t) =x(t) -x(t-h), 
and recursively, 
fx(t) = vi-lx(t) - vi-‘x(t - h). 
Further we define the backward difference operator D, as 
k vi 
Dk=;xT. 
i=l 
The following lemma shows the relation between D and D,. 
Lemma 4.2 (Sincovec et al. [26]). 
O” vi D=i ln(l-v)P1=i c i=Dk+O(hk). 
i=l 
Later we will use the operator ( - N( t)Dk) defined similarly to ( - N( t)D), i.e., 
(-N(t)D,)x(t) = -N(t)D,x(t) 
and the following lemma shows their interrelation. 
(4.7a) 
(4.7b) 
(4.8) 
(4.9) 
(4.10) 
Lemma 4.3. If the operators ( - N( t)D) and ( - N( t)Dk) are defined by (3.9a)-(3.9c) and (4.10), 
respectively, then, for i > 1 and k >, 1, 
(-N(t)D)‘x(t) = (-N(t)D,)‘x(t) + O(hk). (4.11) 
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Proof. We prove (4.11) by induction. For i = 1, Lemma 4.2 implies that 
(-N(t)D)x(t) = -N(t)x’(t) = -N(t)(D,x(t) + O(hk)) 
= -N(t)D,x(t) + O(hk). 
Assume (4.11) is true for i =p. For i =p + 1 we have 
( -iv(t)D)P+l~(t) = (-N(t)D)( -N(t)D)P~(f) 
= (-N(t)D)[( -N(t)D,)P~(t) + O(P)] 
= (-N(t)D,)[(-N(t)D,)"x(t)+ O(P)] + O(P) 
= (-i~+)D,)~+‘x(t) + O(hk). 0 
The convergence properties of the BDF method are stated in the following theorem. 
Theorem 4.4. If the k-step, constant stepsize BDF method (4.4) is applied to the s X s, linear, 
variable coefficient, implicit system (3.8) with k c 7, the solution is 0( hk) accurate globally after a 
maximum of (s - 1) k + 1 steps. 
A somewhat more general form of this theorem has been suggested but not proved in [9]. 
Proof. Applying the BDF method (4.4) to the system (3.8) is equivalent to approximating 
N(t) y’ = N( t)Dy with N( t)Dk y. At t = t, (arbitrary chosen) the approximate solution y, fulfils 
(N, = N(t,), f, =f(t,)) 
N,D,Y, +Y, =f, Or (I + &zD,)Y, =f,. 
Now the operator (I + iV,D,) may be inverted by means of a Neumann series terminating after 
dim N( t,) = s terms: 
s-l 
(I+ N,D,)-’ = c (-N,D,)‘. 
i=o 
(4.12) 
Thus y, is given by 
s-l 
Y,= c (-&zDk)‘f,. 
i=O 
The exact solution y( t,) is obtained from Theorem 3.5: 
s-l 
Y@,) = c (-N(t,)D)‘f(t,). 
i=O 
(4.13) 
Finally Lemma 4.3 shows that the difference between the computed and the true solutions 
satisfies 
s-1 
_%-Y(t,) = iFo((-N,D,)i- (N(t,)D)‘)f(t,) =O(hk). 
The accuracy estimate of the BDF method is an estimate of both the local and global error since 
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the approximate solution y, (4.13) is independent of global effects. The computation of y, 
involves only N,_, and f,_, where I= 0, 1, 2,. . . , (s - l)k, i.e., the values of N and f at the most 
recent (s - 1) k + 1 points of time. 
After at most (s - 1)k + 1 steps the approximate solution y, is independent of the initial 
values (follows from Lemma 4.7 and equations (4.26a), (4.26b)). •I 
Similarly, the convergence properties of the MBDF method are stated in the following 
theorem. 
Theorem 4.5. If the k-step, constant stepsize MBDF method (4.5) is applied to the s X s, linear, 
variable coefficient, implicit system (3.8) with k < 7, the solution is 0( hk) accurate globally after a 
maximum of (s - 1) k + 1 steps. 
A somewhat more general form of this theorem has been suggested but not proved in [9]. 
Before we prove Theorem 4.5 we state the following lemma. 
Lemma 4.6. The operators (N’(t) - DN( t)) and ( - N( t)D) are identical. 
Proof. Let g(t) be an analytic vector-valued function. Then 
(N’(t) - “N(t))&) = N’(t)&) - N’(t)&) - N(t)g’(t) = (-N(t)%(t). 
Since g(t) can be chosen arbitrarily (N’(t) - DN( t)) = ( - N( t)D). 0 
Proof of Theorem 4.5. The implicit system (3.8) can equivalently be written as 
D(N(t)y(t)) + (I- N’(t))&) =f (t). (4.14) 
The MBDF method applied to (3.8) is equivalent to approximating D( N(t) y(t)) with 
Dk( N( t)y( t)) in (4.14) giving (N, = N( t,), N,,’ = N’( t,), f, = f (t,)) 
Dk(Nn_h) + (I- Nn’bn =f, (4.15) 
or 
(I- N,’ + DkNn)_h =f,* (4.16) 
Since N and all its derivatives are strictly upper (or lower) triangular, the operator (I - N,,’ + 
D, N,,) may also be inverted by means of a Neumann series. Thus y, is given by 
s-l 
Y, = c (N,‘- DkN,Jif,. (4.17) 
i=o 
From Theorem 3.5 and Lemma 4.6 we get the following expression for the exact solution at 
t = t,: 
s-l 
Y(L) = c (NW - DNWf(tJ (4.18) 
i=O 
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For an arbitrary analytic vector function g(t) we have that 
(N’(t) - &N(t))&) = N’(t)&) - (&J(t))&) -N(t)&&) + O(hk) 
= -N(t)D,g(t) + O(hk). (4.19) 
Now, the remaining part of the proof is similar to the proof of Theorem 4.4, showing that 
s-l 
Y, -At,) = iX&((N,: -D&J’- @%I) - DNtJ’)f(tJ = O(hk) 
after at most (s - 1)k + 1 steps. 0 
Now we turn to the question of stability of the BDF and MBDF methods when applied to the 
implicit system (3.8) in SCF. 
First, consider the system of difference equations 
YPI = i N,Ctn)Yn-i + gCtn> 
i=l 
with initial conditions 
(4.20) 
Yo =a,, y_,=a_,,...,y,_,=a,_,, (4.21) 
where all N, are s x s, strictly upper (or lower) triangular matrix-valued functions, g is an s x 1 
vector-valued function and a, _k,. . . , a, are s X 1 vectors. We need the following lemma. 
Lemma 4.7. For n >, 1, y,, in (4.20) can be written as 
~,=h, + G,,/Yo+ G,,;Y-, + ... +G,~-,.YI-~, (4.22) 
where h, is an sX1 vector and G,,,, for j=O, l,..., k - 1 are s X s strictly upper (or lower) 
triangular matrices with min(l( n + j - 1)/k], s - 1) superdiagonals (or subdiagonals) equal to 
zero. Note that h, and all G,,, are depending on t,, . . . , t, (but independent of yo, . . . , y1 _k). 
Proof. The lemma is proved by induction. Two cases are studied: n + 1 < k and n + 1 > k. The 
induction steps are tedious but straightforward and therefore omitted here. q 
Lemma 4.8. After (s - 1) k + 1 steps the solution of the dif,f erence equation (4.20) is independent of 
the initial conditions (4.21). 
Proof. From Lemma 4.7 it follows that all G,,, = 0 ( j = 0, 1,. . . , k - 1) for n 2 (s - 1)k + 1. q 
We can now show the following theorem of stability for the difference equation (4.20). 
Theorem4.9. Foreach 6>0 where IIy,-yj[l<6 forj= -k+l,...,O thesolutions {y,};, {J,,}‘; 
determined by the initial conditions y, and 3;, respectively, and (4.20) satisfy 
n < (s - 1)k + 1, 
n>(s-l)k+l. 
(4.23) 
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Proof. From Lemma 4.7 we have that 
II Y, -R II = II h, + G,,O~, + G,,Y-, + a. * +G,km,~l-k 
-(h, + G,+R, + G&i + . . * +G,&j-,) IL 
If n 2 (S - l)k + 1, (4.23) follows from Lemma 4.8. For n < (s - 1)k + 1 let 
G= max 
O<;<k-1 
II G, II 
l<n<(s-1)k 
and IIY,-~~~I~G.~.~~M(~). 0 
(4.24) 
In the following we say that a difference equation satisfying Theorem 4.9 is transient 
(strongly) stable with a boundary layer of instability of length (s - 1)k. A different but similar 
definition of transition stability is introduced in [8]. Note that Lemmas 4.7, 4.8 and Theorem 4.9 
still hold for a variable stepsize difference equation (4.20). 
We will now show that the k th-order BDF and MBDF methods applied to (3.8) can be 
rewritten as systems of difference equations of the form (4.20), (4.21). 
From (4.4) the kth-order BDF method applied to (3.8) can be expressed as 
and we see that (4.25) is in the form (4.20) with 
N,(t,)=NS 
and 
g(t,)=NS 
(4.25) 
(4.26a) 
(4.26b) 
where NS( A) is the Neumann series operator defined by 
NS(A)=I-A+A2+. 
Similarly, from (4.5) the kth-order 
equation of the form (4.20) with 
. . *A”-‘. (4.27) 
MBDF method applied to (3.8) can be written as a difference 
and 
We have proved the following result. 
(4.28a) 
(4.28b) 
Theorem 4.10. The k-step, constant stepsize BDF and MBDF, respectively, methods applied to the 
s X s, linear, variable coefficient, implicit system (3.8) with k < 7 are transient stable with a 
boundary layer of instability of length (s - 1) k. 
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Results similar to this theorem have been suggested in [9]. 
The analysis in Section 4.2 is also valid for singular systems of the form (3.15). The proofs are 
quite similar (see e.g. the proof of Corollary 3.9). The assumption that A(t), B(t) and f(t) are 
analytic functions can be replaced by the somewhat weaker condition: A(t) and B(t) are (s - 1) 
times differentiable and f(t) is s times differentiable. 
5. Numerical experiments 
In this section we present the results of some numerical experiments which confirm the order 
and stability results of the BDF and MBDF methods. The numerical experiments were restricted 
to singular systems of the form 
NW(t) +-r(t) =.W (5.1) 
and 
&V(t) +_Y(t) =.W (5.2) 
where N(t) is analytic, s X s and strictly upper triangular and A(t) = PN( t) P-’ with P of order 
s x S, nonsingular and constant. The DAE systems considered consist of an algebraic part only, 
and (5.1) corresponds to an A-part in SCF and (5.2) is a singular system with a closed-form 
solution similar to (5.1) (see Theorem 3.5 and Corollary 3.9). 
The results given here were obtained using fixed-stepsize implementations of the BDF and 
MBDF methods, respectively. These methods were also compared to a fixed-stepsize implemen- 
tation of the (i, j)-method. All implementations were done in PRO-MATLAB [22]. 
The first test problem is in the form (5.1) with 
and f( t)T = [0, 0, 0, epflT. This problem is a higher variable index problem with 
Ind(N(t)) =u(t) = 
(5.3) 
(5.4) 
The exact solution for all t, and independent of the index, can easily verified to be 
y(t)’ = [ t3e-‘, t2e-‘, te-‘, e-‘I’. 
Here we show how to compute the solution symbolically by implementing the matrix-vector 
algorithm (3.13) in the SMP system (see Fig. 5.0). Input and output to the SMP system are 
indicated by I and 0, respectively. On line 0[7] we obtain the final solution, 
The second test problem is in the form (5.2) with N(t) as in (5.3) and 
-1 -1 -1 -1 
P= ; -; --; 1; . 
1 1 l-1 I 
322 A. Barrlund, B. K&striim / Solutions to DAE systems 
SMP 1.5.0 (Dee 10 20:14:30) 
Thu Jul 16 03:08:52 1987 
#I[l]:: f[$tl:tO,O,O,Expt-St]) 
X0(11: (O,O,O,Expt-St11 
#1[2]:: N(St1 : ((0,St,0,2StA2),(0,0,$t -1,2$t - l~,(o,o,o,St),~o,o,o,o~~ 
.-. 
#0[21: ((O,St,0,2 StLLIO,O,-l + St,-1 + 2St~,~o,o,o,St~,~o,o,o,ol~ 
BI[3]:: x(O,Stl : f[Rl 
1or31: (O,O,O,Exp[-St11 
#1[41:: x[Si,Stl:-N[Stl.D(xtSi - l,Stl,Stl 
#0[41: - ((O,St,0,2 SthO,O,-1 + St,-1 + 2$t),(0,0,0,$t),(0,0,0,0)) 
.D[x(-1 + $i,#21,~#2,1,$t)1 
#1[5]:: y(St,Ssl :: Sumtx(i,St],(i,O,$s - l)] 
xot51: ’ Sum(xti,Stl,(i,O,$s - 111 
XIt61:: y(t,41 
#Ot61: I-t (ZExp[-tl - Exp[-t] (-1 + 2t)) 
+t 
* (Exp(-t] - t Exp[-t] 
+ (-1 + t) (-ZExp[-t] + t Exp[-t])) 
2 
+ 2 t Exp[-tl, 
Exp(-tl (-1 + 2t) - (-1 + t) (Exp[-tl - t Exp(-tl),t Exp(-t], 
Exp(-tl) 
#1[71:: Ex[%] 
3 2 
#0[71: tt Exp[-tl,t Exp[-tl,t Exp[-tJ,Exp[-tl) 
#I[E]:: Exit[] 
Fig. 5.0. 
This is also higher variable index problem with Ind( A(t)) as in (5.4). The exact solution of this 
system with the right-hand side f(t)T = [-e-‘, - e-‘, - e-‘, - eptlT is 
1 
( -t3 - t2 - t - l)e-’ 
y(t) = 
( t3 - t2 - t - l)e-’ 
(t3+t2-t-l)e-’ ’ 
( t3 + t2 + t - l)eef 
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MBDF,k=2,h=O.l 
Fig. 5.1. First test problem with different methods (k = 2, h = 0.1, exact initial conditions). 
Both problems were tested with the kth-order, fixed stepsize BDF and MBDF methods, 
respectively, with k = 2, 4 and the steplengths h = 0.1 and h = 0.2. We chose to compare these 
methods with the (k, k + s)-method. The choice i = k and j = k + s, where s is the order of the 
algebraic part, corresponds to the results proved in [5] for the singular constant coefficient 
system Ax’(t) + Bx( t) =f(t). In this case the (k, k + s)-method gives 0( A“) accuracy on the 
interval [0, T] if the starting value is 0( hk) accurate. 
In Figs. 5.1-5.3 we display the relative errors (11 y, - y(t,) ]]/]I y( t,) II) of the computed 
solution on the interval [0, 31 for the BDF, MBDF and (i, j)-methods, respectively, applied to 
the first test problem. Figures 5.1 and 5.2 show the results for the second- (k = 2) and fourth- 
(k = 4) order methods, respectively, with stepsize h = 0.1. In Figs. 5.3(a)-(c) individual results 
for each of the three methods with k = 2, 4 and h = 0.1, 0.2 are summarized. Similar results for 
the second test problem are displayed in Figs. 5.4-5.6. So far all tests were performed with exact 
initial conditions. In Fig. 5.7 we show the results from the 4-th order BDF and MBDF methods 
applied to the second test problem with exact initial conditions and with y, _k = - . . = y, = 
(1, 1, 1, l)T. The graphs are semi-log-X-Y plots produced by PRO-MATLAB, i.e., the y-axis (the 
relative error) is scaled logarithmically while the scale of the x-axis (the time) is linear. The 
vertical lines that appear in the figures indicate the time t = ((s - 1) k + 1) h where k is the order 
of the method and h is the stepsize. 
The results of the (i, j)-method are computed with exact derivatives. Note that the (4, 8)- 
method involves up to the 7th derivative of N(t) and A(t), respectively, and that we have to 
solve a 32 X 32 linear system at each time step. This should be compared to the 4 x 4 linear 
system that has to be solved in each time-step for the BDF and MBDF methods. 
The results confirm that the BDF and MBDF methods are 0( hk) accurate after a maximum 
of (s - 1)k + 1 steps. After the boundary layer of instability of length (s - 1)k . h the methods 
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MBDF, k = 4, h = 0.1 
“‘.,,.., (,( -_ 
BDF,k=4,h=O.l 
10-E 
z.*.-'- s.-.-.,,_ ,_ _, ,_,_d' .- 
10 -F /*(k, k+s), k = 4, h = 0.1 
tt 
; b# 5 I I,! 1 2,s 3 
Fig. 5.2. First test problem with different methods (k = 4, h = 0.1, exact initial conditions). 
asymptotically produce results with relative error of size 0( I?). Their relative merits are hard to 
judge just from these two examples. However, our test results show that the BDF methods 
compute results with smaller relative errors during the boundary layer of instability (see Figs. 5.1, 
BDF, k = 2, h = 0.2 
%-- .___ _ ____.__ 
BDF, k = 4, h = 0.2 
Fig. 5.3(a). First test problem-the BDF method. 
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10 ’ 
/ 
.p 1 
,0 -1 \ )1”’ ,“,I 
.-“” “*.~‘,*,,,,,,,,, 
‘I.*. *.. 
‘%. 
t 
‘,.. 
‘-‘-I- se_,_ 
10 -2. f\ 
#C-. 
L* 44.. ‘,,, MBDF, k = 2. h = 0.2 *.. 4. 
‘-Y., ---..----- ---‘I___. 
--5, y%_%____*-- / 
~ 
- b\ 
., 
* v.. ,_,_,_ -.-,a ._,_ ‘- 5. ,_._._,_,_.. 
\ ‘-,-,-,a 
10 -5. 
\ ” .?., ..,,,,, MBDF, k = 2, h = 0.1 
I/-_\_ \ “““‘Y, \,,,,,“‘.I ,, ,( 
mDF, k = 4, h = 0.2 ““Y 
10 -y- --- 
..,,,,,,,,,, 
MBDF, k = 4, h = ;---------_ 
I0 -5- 
c --_ 
10 ‘\ 1 
0,s 1 1IC ‘i 1,s 1 
Fig. 5.3(b). First test problem-the MBDF method. 
5.2 and 5.4, 5.5). 
Note that the relative errors of the BDF and MBDF methods with exact initial conditions are 
of size 0( 13~) already after (s - 2)k + 1 steps, while the methods with inexact (or arbitrary) 
(k, k+s). k = 4. h = 0.2 
(k,k+s),k=4,h=O.l 
Fig. 5.3(c). First test problem-the (i, j)-method. 
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MDF, k = 2, h = 0.1 
Fig. 5.4. Second test problem with different methods (k = 2, h = 0.1, exact initial conditions). 
initial conditions compute results with 
predicts (see Fig. 5.7, Theorems 4.4, 4.5 
Initially, for t E [0, (s - 1) k/z], the (i, 
0( A“) accuracy after (S - l)k + 1 steps, as the theory 
and 4.10). 
j)-method computes very accurate results. However, at 
Fig. 5.5. 
MDF, k = 4, h = O. 1 
..C,- 
_,*..-.-~~~~~~~- - 
BDF. k = 4, h = 0.1 I0 -5. /.’ 7”“. -=+%‘iz ..,,, ,,,,,,,( (, , 
.-.a** 
,/.” 
*./’ -__-a 
~ ,_~_,_._,_._._, *‘-.-.-’ 
10 -6. 
I// 
,/*’ 
(k, k+s), k = 4, h = 0.1 
10’7. i 
10 ‘\ 
0,5 1 115 2 2,s j 
Second test problem with different methods (k = 4, h = 0.1, exact initial conditions). 
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Fig. 5.6(a). Second test problem-the BDF method. 
least from these two examples, the results become worse as the integration proceeds. One 
conclusion may be that the accuracy results of the (i, j)-method for the constant coefficient case 
do not generalize to the time-varying singular systems (5.1), (5.2), as we proposed. Another 
845 
I--- 
MBDF, k = 
MBDF, k = 2. h = 0.2 
%% 4___v--* -*----------- 
i hU3DF,k=Z,h=O,l 
t -+,.-.r~” 
,,_,_..~‘-.~.- s.-._.. 
, 
115 2 2,! 
Fig. 5.6(b). Second test problem-the MBDF method. 
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10 -jC 
Fig. 5.6(c). Second test problem-the (i, j)-method. 
conclusion would be that, despite the high extra costs, the (i, j)-method can be used to compute 
accurate solutions during the boundary layer of instability of the BDF and MBDF methods. A 
disadvantage here is that the (i, j)-method requires 0( hi) accurate initial conditions. 
MBDF, k = 4. I1 = 0.1 
t BDF,k=i,h=o.l 
Fig. 5.7. Second test problem-the BDF and MBDF methods with exact and inexact initial conditions, respectively 
(k = 4, h = 0.1). 
A. Barrlund, B. Kigstriim / Solutions to DAE systems 329 
6. Conclusions 
In this paper we have investigated analytical and numerical solutions to higher index linear 
variable coefficient DAE systems (1.2). Closed-form analytical solutions of systems transforma- 
ble to SCF (3.la), (3.lb) are derived. Equivalent ways to compute the analytic solution are 
presented which are of interest in a symbolic/numeric computing environment (e.g., see the 
Hibliz simulator below). Many numerical methods are based on Gear’s BDF methods. It is 
proved that the BDF and MBDF methods, respectively, are stable and 0( h“) accurate after a 
maximum of (s - 1)k + 1 steps for linear variable coefficient systems in SCF, where s is the 
dimension of the algebraic part. The assumption that A(t), B( t ) and f(t) in (1.2) are analytic 
functions can be replaced by the somewhat weaker condition: (s - 1) times differentiability of 
A(t) and B(t), s times differentiability of f(t). These results are valid for arbitrarily higher 
index systems transformable to SCF, and generalize well-known results for linear constant 
coefficient singular systems to the variable coefficient case. Numerical experiments confirm the 
order and stability results of the BDF and MBDF methods, respectively. Computational results 
from the (i, j)-methods are also included. See Section 5 for a discussion of the numerical 
experiments. 
After the first version of this paper the authors became aware of the thesis by Clark [9] where 
similar problems are studied for systems in SCF-r canonical form. Somewhat more general 
versions of Theorems 4.4, 4.5 and 4.10 are suggested but no obvious proofs are given in [9]. 
The work presented in this paper is a part in the STU Computer Aided Control Engineering 
Program (CACE). One project in CACE is the development of a prototype system for a 
simulator for dynamical systems (see [20,21]). The idea is to use hierarchical block diagrams to 
describe the composition of the model and the interconnection structure, and to use continuous 
zooming to show internal detail. The prototype simulator is called Hibliz (HIerarchical BLock 
diagrams with Information Zooming) [21]. Hibliz will accept submodels at the lowest hierarchical 
level to be described in the form of DAE. When the user specifies the input-output relations 
between the sub-blocks (submodels), it results in a DAE system. 
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