Abstract. Deep learning methods achieve excellent results in image transformations as well as image noise reduction or super-resolution methods. Based on these solutions, we present a deep-learning method of block reconstruction of images compressed with the JPEG format. Images compressed with the discrete cosine transform (DCT) contain visible artefacts in the form of blocks, which in some cases spoil the aesthetics of the image mostly on the edges of the contrasting elements. This is unavoidable, and the discernibility of the block artefacts can be adjusted by the degree of image compression, which profoundly affects the output image size. We use a fully convolutional network which operates directly on 8x8-pixel blocks in the same way as the JPEG encoder. Thanks to that, we do not modify the input image; we only divide it into separately processed blocks. The purpose of our neural model is to modify the pixels in the blocks to reduce artefact visibility and to recreate the original pattern of the image distorted by the DCT transform. We trained our model on a dataset created from vector images transformed to the JPEG and PNG formats, as the input and output data, respectively.
Introduction
The problem of data compression to reduce the size of transmitted or stored data has always been important. Initially due to hardware limitations of the storage devices. Now after years of hardware and digital media development the problem becomes the amount of data generated, transmitted and stored by social media. Currently, the most demanding type of data is multimedia in the form of graphics, photographs, and video. In contrast to textual data, multimedia does not lose readability for people in the case of a loss of some data. This fact allows applying lossy compression methods, that does not allow to reproduce the original image, however, the size of the image file after compression is only a fraction of its original size.
The most popular format of lossy compression has been for many years the JPEG format, also used in video compression. Depending to the compression ratio, the resulting picture loses some of its original quality. This is manifested by artefacts visible as blocks appearing on contrasting elements. The easiest way to weaken their visibility is to use blur techniques; however, they affect the whole picture sharpness.
Along with the development of machine learning methods, more and more effective solutions are created that allow denoise images and improve their quality. The examples are methods for removing the grain resulting from the underexposure of the camera sensors or for image deblurring [7, 13] to remove the effect of camera shake while taking the picture. Another interesting group are superresolution methods [16, 3] that increase the image resolution with context prediction of enlarged details. Next, there are methods allowing restoring the original image after lossy compression [2, 12] , whose main task is to remove compression artefacts. In the paper we present a similar method but our model has special layers initialized by the DCT coefficients and is trained by synthetic images, what translates into more compact model and better results. Together with the super-pixel methods, they allow improving the quality of digital photographs taken years ago as well as to enlarge the selected part of the image and present it in a well-looking form.
Artificial neural networks from the very beginning were used to denoise the image [17] , then as deep neural networks [15] . Currently, the best results in image analysis are obtained by convolutionally neural networks [1] . In most cases, the standard CNN model output is fully connected layers that analyze the whole context of the image. Networks of this type are perfectly suitable for classification purposes. For more local image context processing such as object instance classification [4, 10] , segmentation [5, 9] , fully convolutional networks (FCN) [6] provide better results. In FCNs, the combination of convolutional and upconvolution (called also deconvolution or transpose convolution) layers [8] gives excellent results in local image context analysis and presenting it in the form of spatial representation. In the paper we develop a fully convolutional neural network to remove automatically the DCT block artefacts. Through this research, we highlight the following features and contributions of the proposed model:
-We present a novel fully convolutional neural network architecture with layers initialized by DCT, -We train the model with synthetic images with some augmentation, -The trained model removes block DCT artefacts and reconstructs the original object edges, -The model works not only on the synthetic data (vector line-art images) but also on real photographs.
The remainder of the paper is organised as follows. In Section 2 we briefly explore problems arising during DCT compression. In Section 3 we describe the proposed method. In Section 4 we provide experimental results on the the COREL clipart dataset, and some real photographs. Finally, conclusions and discussions of the paper are presented in Section 5.
Lossy image compression significantly reduces the size of the stored image, but it leads to a loss of original image reproduction capabilities. In the case of images stored in the JPEG format that uses the discrete cosine transform (DCT), the compression ratio is regulated by the level of compression. With the quality decreasing, a large compression ratio and repeated recompression cause a noticeable problem of block artefacts. This effect is particularly visible on the edges of contrasting uniform areas as well as on gradient-filled surfaces ( Fig. 1 ). In the case of photography, due to a large number of irregular details, human eyes often do not pay attention to the artefacts caused by compression. In addition, the increase of the photograph resolution, along with with the effect of the grain associated with the camera sensor exposure, camouflage the block artefact effect. Block artefact effect becomes a problem in the case of enlarging the image Quality: 60 Quality: 100 already saved in the JPEG format; the artefacts become much more noticeable, and in the absence of a source image, it is impossible to display a well-looking magnified slice of the image. One of the easiest ways to remove defects is to use image blur techniques that will reduce the visibility of block artefacts. Blurring lowers the readability of the image -sharp edges and details are no longer visible. Much better results are obtained by machine learning methods that predict pixel values of the image based on previously learned ground truth data.
The effect of block artefacts is created by decompressing the image based on the DCT transform. The compressed image is reproduced in blocks of 8x8 each. Each reproduced block of the image is the sum of 64 patterns (Fig. 2) where each pattern has its multiplication coefficient. In the case of 100 % compression quality, the image is rendered lossless because each pattern coefficients is saved with full accuracy. In the case of lowering the compression quality, the accuracy of saved coefficients is also reduced, resulting in a much smaller output file size. However, the lower accuracy of the coefficients creates a more significant discrepancy between the original and the reproduced image. A particularly visible effect is when the block fragment is on the contrasting part of the image. Then, the distances between the values of coefficients increase and have a direct impact on the increase of errors in the reproduction of the image. 
Method Description
The purpose of our experiments was to develop a method that removes artefacts created during JPEG compression by a nueral network trained on synthetic drawings. We wanted to achieve the effect of suppressing the most visible artefacts located on the contrasting elements of the image without losing the image's sharpness. To this end, we developed our own fully convolutional model, and learn it from scratch on a set of vector images converted to JPEG.
Fully convolutional network model
The base of our FCN model uses three blocks of pooling and convolution layer imported from the VGG16 model [11] that transform the input to a multidimensional feature map representation and then uses three blocks of upsampling and convolution layers (they work as upconvolution) to reconstruct image without artefacts. Encoding layers are a fragment of the VGG16 model structure but without the pre-trained weights of the original model. The network is shown in Figure 3 . The purpose of the described model is the aggregation of the closest neighbourhood of the filtered pixel. Each convolutional layer uses standard 3x3 filters. Each layer of the first block uses 64 filters, and each next convolutional block use twice as many as the previous block, while on the deconvolution blocks the number of filters is reversed. In order to better reproduce the input image, which can become blurred during the pooling and then upsampling, the output from the first block of convolution is passed to the last deconvolution block.
In addition, we added a DCT block that unlike other layers, has the first layer that is disabled to training and was initialised by the values of the discrete cosine transform presented in Fig. 2 . The DCT layer has 64 filters of 8x8 size and sampling each separated channel with 8 pixels offset in accordance with JPEG compression. The shape of the output of this layer at the start was reduced eight times without using pooling and is passed to the input of the first upconvolution block. The DCT block is designed to additionally sensitise the network to artefacts coming from the DCT block but also considering the neighbouring blocks.
The presented model does not have a fully connected layer that combines the spatial information from the entire image space. The fully convolutional network more effectively preserves local feature information from the input to the output of the model. It is especially important in image processing purposes where the pixel prediction is computed mainly from its proximity.
Usage of the DCT layer changes the way of processing the input image. The image cannot be scaled and modified in any other way. Any modification of the image will make the image compression blocks not overlap with the DCT sampling layer. The input image size is 256x256, so smaller images must be padded, and larger images divided into fragments processed separately with offsets calculated every 8 pixels according to the compression blocks.
Image dataset
We used the CorelDRAW clipart database as the training set. It consists about 11,000 vector images divided into 81 categories. We converted the images to the SVG format for easier data preparation and augmentation purposes. The advantage of vector images is their mathematical description allowing any manipulation of the image size without losing quality. In the case of vector images, it is also possible to easily manipulate the image context from the script language level, such as colour change, nodes manipulation, or line thickness change.
In the case of our experiment, we saved each image into the PNG and JPEG format. For the learning process purposes, the JPEG images represent the input set [X] and the PNG ground truth set [Y] . During the JPEG image conversion, we used the following compression levels: 80%, 60%, and 40%.
Data augmentation
The training collection had several disadvantages. The first one is content representing individual objects in the middle of the image. In order to improve the training set, we augmented the data by rotation, scaling and cropping of the image in vector form and then saving it to the PNG raster form. In this way, the magnified image did not lose its sharpness, especially on the edges of the curves. In addition, the image was cropped so that the content randomly filled the entire space of the image in order to train the model evenly. Augmentation of the data set was done randomly for each batch of data during learning, resulting in very rare repetitions of training examples.
Experimental Results
We implemented our model in Python with Keras library using TensorFlow 1.4 endpoint. We performed the experiments on a single Nvidia GTX 1080 GPU that significantly accelerated the learning process compared to earlier CPU tests. One training epoch lasted approximately 2.2 seconds. We trained the model with the Adam optimisation algorithm from scratch. We initialised all the layers except the DCT layer randomly. The learning process was carried out in steps of 30 epochs and every step was ended by saving the model. For each epoch, we dynamically generated a batch set of 10 elements. During the first 150 steps, which included 4500 epochs, the model learned to recreate the input image properly. Compression artefacts were significantly weakened but still noticeable. After another 150 steps of training, the artefacts become unnoticeable. These two sets of steps gave 9000 learning epochs. Image reconstruction accuracy expressed in the Mean absolute error (MAE), that is the average difference between ground truth and predicted pixels value, indicates seemingly a small decrease in error between the learning effects after 4500 epochs compared to 9000 (Fig. 4) . In fact, it meant not a large number of defective pixels of the image, but their location and contrast with the neighbourhood made them visible (Fig. 5 ). Additionally, we tested our trained model on improving natural photographs for which the content is significantly different from the training set. Although we trained the model on the collection of synthetic images without adding additional noise, it can proper improve real-world photographs ( fig. 6 ). In comparison with other 4440-4500 8940-9000 methods from the literature (Fig. 7 and Fig. 8 ), the edge sharpness is very clearly preserved. However, a part of the textures pattern such as hair looks slightly more artificial. Here, we used images from the Kodak Lossless True Color Image Suite which are often used in the relevant literature.
Input image Output image In the paper, we developed a fully convoluted network to repair automatically image compression-related artefacts. The experiments showed that the FCN model is an effective tool for graphics processing. Compared to neural models that contain fully connected layers, the presented FCN learned perfectly the mutual spatial distribution of the pattern. This is especially important in the case of removing compression artefacts where we need to recreate the input image on the output with minor pixels corrections based on the pixel neighbourhood. We also obtained interesting effects by using the model trained only on artificial images to improve real-world photography. With such significant differences between the context of these types of images, the method achieved excellent results with strong edge protection, when compared to similar methods from the literature.
