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1. Introduction
We consider nonlinear systems of conservation laws in one space dimension,
namely partial differential equations in the form
∂tU + ∂x
[
F (U)
]
= 0. (1.1)
In the previous expression, the unknown U(t, x) attains values in RN and de-
pends on the real variables t ∈ [0,+∞[ and x. We specify in the following the
domain where x varies and we assume that the system is strictly hyperbolic,
namely the Jacobian matrix of the flux DF (U) admits N real and distinct
eigenvalues
λ1(U) < λ2(U) < · · · < λN (U) (1.2)
for every U ∈ RN . We are concerned with the viscous approximation
∂tUε + ∂x
[
F (Uε)
]
= ε ∂x
[
B(Uε)∂xUε
]
, (1.3)
where ε > 0 is a parameter, the function F is as in (1.1) and B is a (N ×N)
matrix which depends on the underlying physical model. We refer to § 6 for a
more extended discussion on the precise hypotheses we impose on B, here we
just mention that loosely speaking these hypotheses imply that system (1.3) is
(weakly) dissipative. Also, they are satisfied in physically relevant examples like
the Navier-Stokes equations in one space variable, written in either Eulerian or
Lagrangian coordinates.
This note aims at reviewing some results concerning the structure of the
solutions of (1.1) that can be recovered as limits ε → 0+ of solutions of the
viscous approximation (1.3). In particular, we will focus on initial-boundary
value problems and on Riemann-type data. Note that, as we will see in the
following, in the case of initial-boundary value problems the limit of the viscous
approximation (1.3) depends on the viscosity matrix B.
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The style of this note is fairly informal, and to keep the exposition as simple
as possible we only give very few technical details. We refer to the original
research papers for the rigorous proof of the results we discuss.
The exposition is organized as follows. In § 2 we introduce the Riemann and
the so-called boundary Riemann problem and we provide some motivations for
their analysis. In § 3 we recall Lax’s Theorem on the solution of the Riemann
problem in small total variation regimes. In § 4 we consider the viscous ap-
proximation of a boundary Riemann problem and we show that, even in the
linear case, the limit depends on the underlying viscous mechanism. In § 5 we
state our main result concerning the viscous approximation of a boundary Rie-
mann problem in general nonlinear cases. Loosely speaking, this result can be
viewed as an extension of Lax’s Theorem to the case of initial-boundary value
problems. Finally, in § 6 we discuss the hypotheses we impose on the viscosity
matrix B.
2. The Riemann problem and the boundary Riemann problem
The Riemann problem is a particular Cauchy problem posed by coupling the
systems of conservation laws (1.1) with the initial condition
U(0, x) =
{
U− x < 0,
U+ x > 0.
(2.1)
In the previous expression, U−, U+ ∈ RN are given constant states.
The Riemann problem (1.1),(2.1) is the basis for the construction of ap-
proximation schemes like the Glimm scheme [14] and the wave front-tracking
algorithm [8, 16]. These schemes have been used to establish global in time
existence and uniqueness for general Cauchy problems: we refer to the books
by Dafermos [11] and Bressan [8] for an extended overview. Note, in particular,
that the very definition of the class of functions where one can prove uniqueness
results for general Cauchy problems involve the analysis of Riemann problems,
see the definition of Standard Riemann Semigroup in [8, p. 171]. Also, the
Riemann problem describes the local in space and time structure of the admis-
sible solution of a general Cauchy problem: for this, we refer to [8, p. 185]
and to the references therein. The analysis of the Riemann problem provides
insights on the asymptotic behavior of solutions to general Cauchy problems,
see Liu [22]. Finally, we mention the importance of the Riemann problem in
view of numerical applications and we refer to the book by LeVeque [20] for
that.
In the following, we always assume that the states U− and U+ in (2.1)
are sufficiently close. This is not restrictive in view of most of the applications
mentioned before because those applications are concerned with data with small
total variation.
Distributional solutions of the Riemann problem (1.1),(2.1) are not unique.
In 1957 Lax [19] introduced the celebrated criterion which is now named after
him and established the existence of a distributional solution of (1.1),(2.1) sat-
isfying this criterion, see Theorem 1 below. The analysis in [19] required some
3technical assumptions on the structure of the Jacobian matrix DF (U) besides
strict hyperbolicity. Those additional assumptions were relaxed and eventually
removed in a series of papers by various authors including Liu [21], Tzavars [26],
Dafermos [10] and Bianchini [4]. In particular, Liu [21] introduced an admis-
sibility condition that is now named after him and that can be regarded as
an extension of Lax’s admissibility condition. Also, Bianchini [4] constructed
solutions of (1.1),(2.1) that can be recovered as limits of the viscous approxima-
tion (1.3). Note, in particular, that the analysis in [4] implies that the limit of
(1.3),(2.1) does not depend on the viscous mechanism, namely does not depend
on the choice of B.
In the following, we focus on the so-called boundary Riemann problem,
namely we assume that x varies in the domain [0,+∞[ and we couple (1.1)
with constant initial and boundary conditions. Note that the initial-boundary
value problem obtained by coupling (1.1) with the data
U(t, 0) = U¯ U(0, x) ≡ U0
is, in general, overdetermined and hence ill-posed, see the paper by Dubois and
LeFloch [12] for a related discussion.
In the present note we focus on the solutions of the boundary Riemann
problem that can be obtained as limits of a viscous dissipation. In other words,
we couple the family of systems (1.3) with initial and boundary data
Uε(t, 0) = Ub, Uε(0, x) = U0. (2.2)
Here Ub, U0 ∈ RN are given constant states and as in the case of the Rie-
mann problem we always assume that Ub and U0 are sufficiently close. In the
following, we will consider physical cases when the viscosity matrix B is not
invertible. In this case, it may happen that the initial-boundary value prob-
lem (1.3),(2.2) is overdetermined and hence it is not well-posed, see [6, §2.2.1]
for a more extended discussion. To simplify the exposition, in the following we
always assume that (1.3),(2.2) is well-posed, but as a matter of fact the analysis
can be extended to the general case (at the price of higher technicalities) by
arguing as in [6]. Also, note that a rigorous proof of the the convergence of
the viscous approximation (1.3),(2.2) is presently not available in the case of a
general viscosity matrix B. There are, however, results under more restrictive
assumptions, see for instance [2, 13, 17, 25].
The same considerations that motivate the analysis of the Riemann problem
apply to the boundary Riemann problem. In particular, the analysis of the
boundary Riemann problem is the basis for the construction of Glimm schemes
and wave front-tracking algorithms for initial-boundary value problems, see the
works by Goodman [15], Amadori [1] and the references in [11].
Also, as pointed out before, in the case when the domain has a boundary
there is a further motivation for discussing the limit of the viscous approxima-
tion (1.3): the limit depends on the viscous mechanism, i.e. on the matrix B.
In other words, the limit varies when B vary. Remarkably, this happens even
in the linear case when F is linear and B is constant, see § 4. See also the
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work by Gisclon [13] and the book by Serre [24, §15.2] for an extended discus-
sion of the nonlinear case. Finally, note that the fact that, for initial-boundary
value problems, the limit depends on B has also relevant consequences from
the numerical viewpoint, see the work by Mishra and Spinolo [23].
3. The solution of the Riemann problem
We now provide an heuristic formulation of the main result concerning the
solvability of the Riemann problem (1.1),(2.1) in small total variation regimes.
Theorem 1. Assume that
i) system (1.1) is strictly hyperbolic, namely (1.2) holds.
ii) The distance |U+ − U−| is sufficiently small.
Then we can exhibit a distributional solution U of the Riemann problem (1.1),(2.1)
such that
1) U is obtained by patching together at most countably many shocks, con-
tact discontinuities and rarefaction waves.
2) Each shock and each contact discontinuity is Liu admissible.
Some remarks are in order. First, the above result was first proved by Lax [19]
under the additional assumption that every vector field is either genuinely non-
linear or linearly degenerate. These assumptions were relaxed in various papers,
see in particular [10, 21, 26], and the final result was established in [4].
If the same assumptions as in [19] hold, then U admits at most N shocks,
contact discontinuities and rarefaction waves. Also, in part 2) of the state-
ment we can replace the Liu admissibility criterion with the Lax admissibility
criterion.
Finally, in the statement of the above theorem the expression “we can ex-
hibit” means that we have an algorithm for determining the solution, see in
particular [4, 19] for the explicit construction.
4. The linear case
To highlight some of the main features of the analysis, in this paragraph
we go over the construction of the solution of the boundary Riemann problem
in the simplest possible case. More precisely, we consider the family of linear
systems
∂tUε +A∂xUε = εB ∂
2
xxUε. (4.1)
We assume that
hyp1) A is a N ×N symmetric, nonsingular matrix. We term
0 < λp < · · · < λN
the positive eigenvalues of A and ~rp, . . . , ~rN the associated eigenvectors.
hyp2) B is a N ×N symmetric, positive definite matrix.
5We now couple (4.1) with the data (2.2) and we describe the limit ε → 0+.
First, the limit is a distributional solution of the linear transport equation
∂tU +A∂xU = 0
and therefore it has the following structure. There is (sp, . . . , sN ) ∈ RN−p+1
such that
U(t, x) =

sp~rp + · · ·+ sN~rN + U0 0 < x < λpt
sp+1~rp+1 + · · ·+ sN~rN + U0 λpt < x < λp+1t
. . .
U0 x > λN t
(4.2)
We set
U¯ := sp~rp + · · ·+ sN~rN + U0 (4.3)
and we point out that, in general, U¯ 6= Ub, namely the parabolic boundary
condition is not the same as the boundary condition in the hyperbolic limit.
By relying on the analysis in [24, §15.2] we infer that the relation between U¯
and Ub is the following: there is a boundary layer W : [0,+∞[→ RN such that{
BW ′ = A(W − U¯)
W (0) = Ub, limy→+∞W (y) = U¯ .
(4.4)
In the above expression, W ′ denotes the first derivate of W . We now make
some remarks concerning (4.4). First, the function y 7→ W (y/ε) is a steady
solution of the linear system (4.1). Second, whether or not the system (4.4)
admits a solution depends on B. This is the reason why, even in the linear
case, the limit of the viscous approximation (4.1) depends on the viscosity B.
Note that in the case of the Riemann problem (1.3),(2.1) the variable x varies
in the whole real line and we do not need to take into account boundary layers:
this is the reason why, under suitable assumptions, one can prove that the limit
of (1.3), (2.1) does not depend on the viscosity mechanism, see [4].
We now provide some more details on the limit solution of (2.2),(4.1). We
focus on (4.4) and we make the relation between U0 and Ub more explicit. We
first point out that, by combining assumptions h1) and h2) with [3, Lemma
7.1], we infer that the number of negative eigenvalues of the matrix B−1A is
exactly p− 1. Also, if we denote by ~ξ1, . . . , ~ξp−1 the associated eigenvectors we
can conclude that the vectors ξ1, . . . , ~ξp−1, ~rp, . . . , ~rN are linearly independent.
Classical results on dynamical systems ensure that (4.4) admits a solution if
and only if there are (s1, . . . , sp−1) such that
Ub = s1~ξ1 + · · ·+ sp−1~ξp−1 + U¯ .
By recalling (4.3) we arrive at
Ub = s1~ξ1 + · · ·+ sp−1~ξp−1 + sp~rp + · · ·+ sN~rN + U0,
which can be solved for (s1, . . . , sN ) because the vectors ξ1, . . . , ~ξp−1, ~rp, . . . , ~rN
are linearly independent. Note again that the solution (s1, . . . , sN ), and hence
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the function U in (4.2), depends on the choice of B since the vectors ~ξ1, . . . , ~ξp−1
do.
5. The solution of the boundary Riemann problem
We now state state our main result concerning the viscous approxima-
tion (1.3),(2.2) of a boundary Riemann problem in small total variation regimes,
see [5, 6] for the proof.
Theorem 2. Assume that
i) system (1.1) is strictly hyperbolic, namely (1.2) holds.
ii) The distance |Ub − U0| is sufficiently small.
iii) The Kawashima-Shizuta conditions KS1,. . . ,KS5 in § 6.1 hold.
iv) Either condition C1 or condition C2 in § 6.2 holds.
Then we can exhibit a distributional solution U of the conservation law (1.1)
such that
1. the function U attains the Cauchy datum U(0, ·) ≡ U0.
2. U is obtained by patching together at most countably many shocks, con-
tact discontinuities and rarefaction waves.
3. Each shock and each contact discontinuity is Liu admissible.
4. The trace on the t axis is well-defined, namely there is U¯ ∈ RN such
that
lim
x→0+
U(t, x) = U¯ for almost every t ∈ [0,+∞[.
5. The parabolic trace Ub and the hyperbolic trace U¯ satisfy the following
relation: there is U ∈ RN such that
i) U is close to U¯ and F (U) = F (U¯).
ii) There is a boundary layer W : [0,+∞[→ RN such that{
B(W )W ′ = F (W )− F (U)
W (0) = Ub, limy→+∞W (y) = U.
(5.1)
Some remarks are in order. First, we refer to § 6.3 for some more detailed
comment on assumptions iii) and iv) in the statement of the above theorem.
Here we only point out that hypotheses i),. . . iv) are motivated by physical
examples, in particular they are satisfied if system (1.3) are the Navier-Stokes
equations of fluid dynamics.
Second, the above result applies to both the boundary characteristic case and
to the non characteristic boundary case. The boundary is characteristic if one
of the eigenvalues of the Jacobian matrix DF (U) can attain the value 0, and
it is non characteristic otherwise. Handling the boundary characteristic case
is definitely more challenging from the technical viewpoint. As pointed out by
Joseph and LeFloch [17], in the non characteristic boundary case conditions
5i) and 5ii) in the statement of Theorem 2 imply that U¯ = U owing to the
Local Invertibility Theorem. Hence, in the non characteristic boundary case
7the relation between the parabolic trace Ub and the hyperbolic trace U¯ is that
there is a boundary layer W : [0,+∞[→ RN such that{
B(W )W ′ = F (W )− F (U¯)
W (0) = Ub, limy→+∞W (y) = U¯ .
Note that in the case when B is constant and F (W ) = AW the above system
boils down to (4.4).
Third, in the statement of the above theorem the sentence “we can exhibit”
should be interpreted in the same sense as in Lax’s Theorem 1: it means that
we have an explicit algorithm to determine the solution. Forth, the uniqueness
of the solution satisfying conditions 1, . . . , 5 above has been established under
some additional conditions on B, see the work by Christoforou and Spinolo [9].
Finally, we refer to Joseph and LeFloch [17] for the analysis of self-similar
viscous approximations of boundary Riemann problems.
6. Hypotheses
We now introduce the precise hypotheses we impose in the statement of
Theorem 2. More precisely, in § 6.1 we define a set of hypotheses that were
introduced in the celebrated work by Kawashima and Shizuta [18]. In § 6.2 we
recall two new conditions introduced in [5, 6]. Finally, in § 6.3 we comment on
the conditions defined in § 6.1 and § 6.2.
6.1. Kawashima-Shizuta conditions. We assume that there is an invertible
change of variables U 7→ V such that, if Uε satisfies (1.3), then the function V
is a solution of the quasi-linear system
E(V )∂tV +A(V )∂xV = εD(V )∂
2
xxV + εG(V, ∂xV ). (6.1)
The N × N matrices E, A and D and the function G ∈ RN satisfy for every
V ∈ RN the following requirements:
KS1) the matrix E is symmetric and positive definite.
KS2) The matrix A is symmetric.
KS3) The matrix D admits the following block decomposition:
D(V ) =
(
0 0
0 D22(V )
)
.
The (N − 1)× (N − 1) matrix D22 is symmetric and positive definite.
KS4) The so-called Kawashima-Shizuta condition holds, namely
KerD ∩ {eigenvalues of E−1A} = ∅.
In the above formula, KerD denotes the kernel of D and ∅ the empty
set.
KS5) The term G(V, ∂xV ) is basically of lower order with respect to the other
ones in (6.1), see [18] for the precise requirements satisfied by G.
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6.2. Conditions on a11. We first introduce some notation: we block-decompose
the matrix A and the dependent variable V as
A(V ) =
(
a11(V ) A
t
21(V )
A21(V ) A22(V )
)
V =
(
v1
V2
)
In the previous expression, the function a11 and A21 attain values in R
and RN−1, respectively, At21 denotes the transpose of A21 and A22(V ) is a
(N − 1)× (N − 1) matrix. Also, v1 ∈ R and V2 ∈ RN−1.
We now define the conditions C1 and C2 as follows:
C1) The function a11 does not change sign. Namely, either a11(V ) > 0 for
every V or a11(V ) = 0 for every V or a11(V ) < 0 for every V .
C2) The following implication holds: if a11(V ) = 0 then
∂v1a11 = 0
and
∇V2a11 = αAt21 for some α 6= 0 (possibly depending on V ).
In the above expression, ∂v1 denotes the partial derivative with respect
to v1 and ∇V2 the gradient with respect to V2.
6.3. Comments. As mentioned in § 6.1, conditions KS1),. . . ,KS5) were in-
troduced in the fundamental paper by Kawashima and Shizuta [18] and they
are modeled on the Navier-Stokes and MHD equations of fluid dynamics and
magneto-fluid dynamics, respectively.
We now comment on conditions C1 and C2, which are new and are introduced
in [6] and [5], respectively. First, we point out that Theorem 2 is established
in [6] under condition C1. Note furthermore that condition C1 is satisfied by
the Navier-Stokes equations written in Lagrangian coordinates, but it is not
satisfied by the same equations written in Eulerian coordinates 1. For this
reason, in the later work [5] we have replaced condition C1 with condition C2,
which is satisfies by the Navier-Stokes equations written in Eulerian coordinates.
From the technical viewpoint, the basic idea underpinning the introduction
of either condition C1 or C2 is the following: the key point in the proof of Theo-
rem 2 is the analysis of the boundary layers. Note that, if we do not impose any
further conditions besides KS1,. . . ,KS5, the boundary layers can exhibit “weird
behaviors”, see the examples in [6, § 2.2.2]. Loosely speaking, both condition C1
and condition C2 imply that the boundary layers are “nicely behaved”. Note,
however, that establishing Theorem 2 under condition C2 is definitely more
challenging from the technical viewpoint as in this case the boundary layers
satisfy an ordinary differential equation with singularity. The proof is based
on results concerning the analysis of singular differential equations established
in [7].
1We thank F. Rousset for this observation
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