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Abstract
The classical Morse–Sard theorem claims that for a mapping v : Rn → Rm of
class Ck the measure of critical values v(Zv,m) is zero under condition k > max(n−
m, 0). Here the critical set, or m-critical set is defined as Zv,m = {x ∈ Rn :
rank∇v(x) < m}. Further Dubovitski˘ı in 1957 and independently Federer and
Dubovitski˘ı in 1967 found some elegant extensions of this theorem to the case of
other (e.g., lower) smoothness assumptions. They also established the sharpness of
their results within the Ck category.
Here we formulate and prove a bridge theorem that includes all the above results
as particular cases: namely, if a function v : Rn → Rd belongs to the Holder class
Ck,α, 0 ≤ α ≤ 1, then for every q > m− 1 the identity
Hµ(Zv,m ∩ v−1(y)) = 0
holds for Hq-almost all y ∈ Rd, where µ = n−m+ 1− (k + α)(q −m+ 1).
Intuitively, the sense of this bridge theorem is very close to Heisenberg’s un-
certainty principle in theoretical physics: the more precise is the information we
receive on measure of the image of the critical set, the less precisely the preimages
are described, and vice versa.
The result is new even for the classical Ck-case (when α = 0 ); similar result is
established for the Sobolev classes of mappings W kp (R
n,Rd) with minimal integra-
bility assumptions p = max(1, n/k), i.e., it guarantees in general only the continuity
(not everywhere differentiability) of a mapping. However, using some N -properties
for Sobolev mappings, established in our previous paper, we obtained that the sets
of nondifferentiability points of Sobolev mappings are fortunately negligible in the
above bridge theorem. We cover also the case of fractional Sobolev spaces.
The proofs of the most results are based on our previous joint papers with
J. Bourgain and J. Kristensen (2013, 2015). We also crucially use very deep
Y. Yomdin’s entropy estimates of near critical values for polynomials (based on
algebraic geometry tools).
MSC 2010: 58C25 (26B35 46E30)
Key words: Sobolev–Lorentz mappings, Besov and Bessel potential spaces, Holder
mappings, Morse–Sard theorem, Dubovitski˘ı–Federer theorems
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1 Introduction
The Morse–Sard theorem in its classical form states that the image of the set of critical
points of a Cn−m+1 smooth mapping v : Rn → Rm has zero Lebesgue measure in Rm.
More precisely, assuming that n ≥ m, the set of critical points for v is Zv = {x ∈ Rn :
rank∇v(x) < m} and the conclusion is that
L
m(v(Zv)) = 0. (1.1)
The theorem was proved by Morse [45] in the case m = 1 and subsequently by Sard [49]
in the general vector–valued case. The celebrated results of Whitney [54] show that the
Cn−m+1 smoothness assumption on the mapping v is sharp. However, the following result
gives valuable information also for less smooth mappings.
Theorem A (Dubovitski˘ı 1957 [19]). Let n,m, k ∈ N, and let v : Rn → Rm be a
Ck–smooth mapping. Put ν = n−m− k + 1. Then
Hν(Zv ∩ v−1(y)) = 0 for a.a. y ∈ Rm, (1.2)
where Hν denotes the ν–dimensional Hausdorff measure.
Here and in the following we interpret Hβ as the counting measure when β ≤ 0. Thus
for k ≥ n−m+ 1 we have ν ≤ 0, and Hν in (1.2) becomes simply the counting measure,
so the Dubovitski˘ı theorem contains the Morse–Sard theorem as particular case1.
A few years later and almost simultaneously, Dubovitski˘ı [20] in 1967 and Federer [23,
Theorem 3.4.3] in 19692 published another important generalization of the Morse–Sard
theorem.
Theorem B (Dubovitski˘ı–Federer). For n, k, d ∈ N let m ∈ {1, . . . ,min(n, d)} and
v : Rn → Rd be a Ck–smooth mapping. Put q◦ = m+ νk = m− 1 + n−m+1k . Then
Hq◦(v(Zv,m)) = 0, (1.3)
where Zv,m denotes the set of m–critical points of v defined as
Zv,m = {x ∈ Rn : rank∇v(x) < m}.
In 2001 Moreira [44] extend the last result to the Holder class Ck,α, i.e., i.e. he proved
that for a mapping v ∈ Ck,α(Rn,Rd) the equality (1.3) holds with q◦ = m− 1 + n−m+1k+α .
1It is interesting to note that this first Dubovitski˘ı theorem remained almost unnoticed by West
mathematicians for a long time; another proof was given in the recent paper [11] covering also some
extensions to the case of Ho¨lder spaces; see also [27] for the Sobolev case.
2Federer announced [22] his result in 1966, this announcement (without any proofs) was sent
on 08.02.1966. For the historical details, Dubovitski˘ı sent his paper [20] (with complete proofs) a month
earlier, on 10.01.1966.
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In view of the wide range of applicability of the above results it is a natural and
compelling problem to extend the results to the classes of Sobolev mappings.
In the recent paper [28] by Haj lasz P., Korobkov M.V., and Kristensen J. for k ≤ n
and for Sobolev classes W kp (R
n,Rd) it was proved a bridge theorem that includes Theo-
rems A–B as particular cases (see below Theorem 1.2-(ii)). In the present paper we extend
this result for the Holder classes Ck,α and for Sobolev spaces W kp (R
n,Rd) with arbitrary
integer k ≥ 1, and also for fractional Sobolev spaces L k+αp (e.g., for Bessel potential
spaces; see Theorems 1.1–1.2 ).
The integrability assumptions here are very minimal and sharp, they are of kind
p(k + α) ≥ n, i.e., they guarantee in general only the continuity (not everywhere differ-
entiability) of a mapping. However, we proved that the ’bad’ set of nondifferentiability
points of Sobolev mappings is fortunately negligible in the above bridge theorem (see The-
orem 1.3 ) because of some Luzin type N–properties with respect to lower dimensional
Hausdorff measures established in our previous papers [14, 24, 34].
Let us note, in the conclusion, that the Morse–Sard theorem for the Sobolev spaces
was very fruitful in mathematical fluid mechanics, in particular, it was used in the recent
solution of the so-called Leray’s problem for the steady Navier–Stokes system (see [35] ).
1.1 Bridge F.-D.-theorems for the Holder classes of mappings
We say that a mapping v : Rn → Rd belongs to the class Ck,α for some positive integer k
and 0 < α ≤ 1 if there exists a constant L ≥ 0 such that
|∇kv(x)−∇kv(y)| ≤ L |x− y|α for all x, y ∈ Rn.
To simplify the notation, let us make the following agreement: for α = 0 we iden-
tify Ck,α with usual spaces of Ck-smooth mappings. The following theorem is one of the
main results of the paper.
Theorem 1.1. Let m ∈ {1, . . . , n}, k ≥ 1, d ≥ m, 0 ≤ α ≤ 1, and v ∈ Ck,α(Rn,Rd).
Then for any q ∈ (m− 1,∞) the equality
Hµq (Zv,m ∩ v−1(y)) = 0 for Hq-a.a. y ∈ Rd
holds, where
µq = n−m+ 1− (k + α)(q −m+ 1),
and Zv,m denotes the set ofm-critical points of v: Zv,m = {x ∈ Rn : rank∇v(x) ≤ m−1}.
Let us note, that for the classical Ck-case, i.e., when α = 0, the behaivior of the
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function µq is very natural:
µq = 0 for q = q◦ = m− 1 + n−m+1k (Dubovitski˘ı–Federer Theorem B);
µq < 0 for q > q◦ [ibid.];
µq = ν for q = m (Dubovitski˘ı Theorem A);
µq = n−m+ 1 for q = m− 1.
The last value cannot be improved in view of the trivial example of a linear mapping
L : Rn → Rd of rank m − 1 (in this limiting case the Coarea formula allows to estimate
the nonzero Hµ-size of the corresponding preimages, see Theorem 1.4 below ).
Thus, Theorem 1.1 contains all the previous theorems (Morse–Sard, A,B and even
the Bates theorem for Ck,1-Lipschitz functions [8]) as particular cases.
Intuitively, the sense of the Bridge Theorem 1.1 is very close to the Heisenberg’s
uncertainty principle in theoretical physics: the more precisely information we received
on measure of the image of the critical set, the less precisely the preimages are described,
and vice versa.
Remark 1.1. As we mentioned before, for q = q◦ = m−1+ n−m+1k+α and µq = 0 (as in the
Dubovitski˘ı-Federer Theorem B ) the assertion of Theorem 1.1 was proved in 2001 in the
paper of Moreira [44]. For the minimal rank value m = 1 (i.e., when the gradient totally
vanishes on the critical set) and q = q◦ = nk+α , µq = 0, the assertion of Theorem 1.1 was
proved by Kucera [36] in 1972. Further, for partial case q = m = d (as in the Dubovitski˘ı
theorem A ) and under additional assumption that
|∇kv(x)−∇kv(y)| ≤ ω(|x− y|) · |x− y|α with ω(r)→ 0 as r → 0, (1.4)
the assertion of Theorem 1.1 was proved in the paper Bojarski B. et al. [11] in 2005.
Under the same asymptotic assumption (1.4) the above Moreira result (i.e., when q = q◦,
µq = 0 ) was proved by Yomdin in the paper [55] in 1983.
1.2 Bridge F.-D.-theorems for mappings of Sobolev and frac-
tional Sobolev spaces
Let k ∈ N, 1 < p <∞ and 0 ≤ α < 1. One of the most natural type of fractional Sobolev
spaces is (Bessel) potential spaces L k+αp . (They are Sobolev analog of classical Holder
classes Ck,α. )
Recall, that a function v : Rn → Rd belongs to the space L k+αp , if it is a convolution of
a function g ∈ Lp(Rn) with the Bessel kernel Gk+α, where Ĝk+α(ξ) = (1+ 4π2ξ2)−(k+α)/2.
It is well known that for the integer exponents (i.e., when α = 0) one has the identity
L
k
p (R
n) = W kp (R
n) if 1 < p <∞, (1.5)
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where W kp (R
n) is the classical Sobolev space consisting of functions whose generalised
derivatives up to order ≤ k belongs to the Lebesgue space Lp(Rn).
As usual, if (k + α)p > n, then functions from the potential space L k+αp (R
n) are
continuous by Sobolev Theorem. But if (k + α)p = n, then functions from potential
spaces L k+αp (R
n) are discontinuous in general. Thus for this limiting case we need to
consider the Bessel–Lorentz potential space L k+αp,1 (R
n) to have the continuity. Namely,
L
k+α
p,1 (R
n,Rd) denotes the space of functions which could be represented as a convolution
of the Bessel potential Gk+α with a function g from the Lorentz space Lp,1 (see the
definition of these spaces in the section 2). Similarly to (1.5), for the integer exponents
(i.e., when α = 0) one has the identity
L
k
p,1(R
n) = W kp,1(R
n) if 1 < p <∞, (1.6)
where W kp,1(R
n) consists of all functions v ∈ W kp (Rn) whose partial derivatives of order k
belongs to the Lorentz space Lp,1 (see, e.g., [24] ).
Theorem 1.2. Let m ∈ {1, . . . , n}, k ≥ 1, d ≥ m, 0 ≤ α < 1, p ≥ 1 and let
v : Rn → Rd be a mapping for which one of the following cases holds:
(i) α = 0, kp > n, and v ∈ W kp (Rn,Rd);
(ii) α = 0, kp = n, and v ∈ W kp,1(Rn,Rd);
(iii) 0 < α < 1, p > 1, (k + α)p > n, and v ∈ L k+αp (Rn,Rd);
(iv) 0 < α < 1, p > 1, (k + α)p = n, and v ∈ L k+αp,1 (Rn,Rd).
Then the mapping v is continuous and for any q ∈ (m− 1,∞) the equality
Hµq (Zv,m ∩ v−1(y)) = 0 for Hq-a.a. y ∈ Rd
holds, where again
µq = n−m+ 1− (k + α)(q −m+ 1),
and Zv,m denotes the set of m-critical points of v: Zv,m = {x ∈ Rn \ Av : rank∇v(x) ≤
m− 1}.
Here Av means the set of ‘bad’ points at which either the function v is not differentiable
or which are not the Lebesgue points for ∇v. Recall, that by approximation results (see,
e.g., [51] and [34] ) under conditions of Theorem 1.2 the equalities
Hτ (Av) = 0 ∀τ > τ∗ := n− (k + α− 1)p in cases (i), (iii);
Hτ∗(Av) = Hp(Av) = 0 τ∗ := n− (k + α− 1)p = p in cases (ii), (iv)
are valid (in particular, Av = ∅ if (k + α− 1)p > n). However, it was proved in [24] that
the impact of the ”bad” set Av is negligible in the Bridge D.-F. Theorem 1.2, i.e., the
following statement holds:
5
Theorem 1.3 ([24]). Let the conditions of Theorem 1.2 be fulfilled for a function v :
Rn → Rd. Then
Hµq (Av ∩ v−1(y)) = 0 for Hq–a.a. y ∈ Rd
for any q > m− 1.
Remark 1.2. Note, that since µq ≤ 0 for q ≥ q◦ = m − 1 + n−m+1k+α , the assertions of
Theorems 1.2–1.3 are equivalent to the equality 0 = Hq[v(Av ∪ Zv,m)] for q ≥ q◦, so it
is sufficient to check the assertions of Theorems 1.2–1.3 for q ∈ (m− 1, q◦] only.
Remark 1.3. Note that in the pioneering paper by De Pascale [16] the assertion of
the initial Morse–Sard theorem (1.1) (i.e., when k = n − m + 1, q = q◦ = m, µq = 0 )
was obtained for the Sobolev classes W kp (R
n,Rm) under additional assumption p > n (in
this case the classical embedding W kp (R
n,Rm) →֒ Ck−1 holds, so there are no problems
with nondifferentiability points). For the same Sobolev class W kp (R
n,Rm) with p > n the
assertion of the Dubovitski˘ı Theorem A was proved in the recent paper [27] by P. Haj lasz
and S. Zimmermann. Finally, the assertion of Bridge Theorem 1.2-(ii) was proved in our
previous paper [28] with P. Haj lasz and J. Kristensen.
1.3 The limiting case q = m− 1: the Coarea formula
We emphasize the fact that in stating Theorems 1.1–1.2 we skipped the borderline case
q = m−1, µq = n−m+1. Of course, for this case we cannot assert that Hm−1–almost all
preimages in the m–critical set Zv,m have zero Hn−m+1–measure as the above mentioned
counterexample with a linear mapping L : Rn → Rd of rank m − 1 shows. But for this
borderline case we have instead the following analog of the classical coarea formula:
Theorem 1.4 (see [28]). Let n, d ∈ N, m ∈ {1, . . . ,min(n, d)}, and v ∈ W1n,1(Rn,Rd).
Then for any Lebesgue measurable subset E of Zv,m+1 = {x ∈ Rn \Av : rank∇v(x) ≤ m}
we have∫
E
Jmv(x) dx =
∫
v(E)
Hn−m(E ∩ v−1(y)) dHm(y), (1.7)
where Jmv(x) denotes them–Jacobian of v defined as the product of them largest singular
values of the matrix ∇v(x).
Thus, to study the level sets for the borderline case q = m − 1 in Theorems 1.1–1.2
one must take m′ = m−1 instead of m in Theorem 1.4. This Coarea formula plays a very
important role below in the proof of central Theorem 1.1.
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Remark 1.4. Note, that (1.7) is an unexpected extension of the classical Coarea formula:
the last one is stated usually for m = d or under similar dimensional assumptions (see,
e.g., [29], [41]–[42] ). This extension is nontrivial because it could be that the Hausdorff
dimension of v(E) in (1.7) is much larger than m. Nevertheless, fortunately it turns out
that the integrand function on the righthand side of (1.7) is nonzero only on Hm-σ-finite
subset of v(E), i.e., the integration on the righthand side of (1.7) makes sense.
Further, in view of the embedding Wkp◦,1(R
n) →֒ W1n,1(Rn) for k ∈ {1, . . . , n}, p◦ = nk
(see, e.g., [40, §8] ), the assertion of Theorem 1.4 is in particular valid for the mappings
v ∈Wkp◦,1(Rn,Rd), k ≤ n, and of course for C1-functions as well, i.e., under the conditions
of Theorems 1.1–1.2.
In conclusion, let us comment briefly that the merge ideas for the proofs are from our
previous papers [14], [33, 34] and [28]. In particular, the joint papers [13, 14] by one of
the authors with J. Bourgain and J. Kristensen contain many of the key ideas that allow
us to consider nondifferentiable Sobolev mappings. As in [14] (and subsequently in [33])
we also crucially use Y. Yomdin’s (see [55]) entropy estimates of near critical values for
polynomials (recalled in Theorem 2.3 below). These Yomdin’s results seems to be very
deep and fruitful in the topic, see, e.g., the very recent paper [7] where the Morse-Sard
theorems were proved for min-type functions and for Lipschitz selections.
In addition to the above mentioned papers there is a growing number of papers on the
topic, including [5, 6, 8, 15, 26, 27, 46, 47, 52, 53].
Some words about the structure of the paper. In the second section we give some basic
definitions and recall some classical results in analysis, which are very useful tools in our
study. In the third sections we give the proofs of main theorems formulated above. For
a reader convenience, the most technical part is moved to the last section Appendix 4,
where we obtain estimates for the critical values on a single n-dimensional cube. These
estimates are strong enough and useful for a solution of the following more general
Problem C. Let S be a subset of critical set Zv,m = {rank∇v < m} and the equality
Hτ (S) = 0 (or the inequality Hτ (S) < ∞ ) holds for some τ > 0. Does it imply that
Hσ(v(E)) = 0 for some σ = σ(τ)?
The complete solution to this problem is done in our new paper [25]; this solution
based on the technique developed in the present paper.
Acknowledgment. M.K. was partially supported by the Ministry of Education and Science
of the Russian Federation (grant 14.Z50.31.0037). The main part of the paper was written
during a visit of M.K. to the University of Campania ”Luigi Vanvitelli” in 2017, and he
is very thankful for the hospitality.
2 Preliminaries
By an n–dimensional interval we mean a closed cube in Rn with sides parallel to the coor-
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dinate axes. If Q is an n–dimensional cubic interval then we write ℓ(Q) for its sidelength.
For a subset S of Rn we write L n(S) for its outer Lebesgue measure (sometimes we
use the symbol measS for the same purpose ). The m–dimensional Hausdorff measure is
denoted by Hm and the m–dimensional Hausdorff content by Hm∞. Recall that for any
subset S of Rn we have by definition
Hm(S) = lim
tց0
Hmt (S) = sup
t>0
Hmt (S),
where for each 0 < t ≤ ∞,
Hmt (S) = inf
{ ∞∑
i=1
(diamSi)
m : diamSi ≤ t, S ⊂
∞⋃
i=1
Si
}
.
It is well known that Hn(S) = Hn∞(S) ∼ L n(S) for sets S ⊂ Rn.
To simplify the notation, we write ‖f‖Lp instead of ‖f‖Lp(Rn), etc.
The Sobolev space Wkp(R
n,Rd) is as usual defined as consisting of those Rd-valued
functions f ∈ Lp(Rn) whose distributional partial derivatives of orders l ≤ k belong to
Lp(R
n) (for detailed definitions and differentiability properties of such functions see, e.g.,
[21], [43], [56], [17]). Denote by ∇kf the vector-valued function consisting of all k-th order
partial derivatives of f arranged in some fixed order. However, for the case of first order
derivatives k = 1 we shall often think of ∇f(x) as the Jacobi matrix of f at x, thus the
d × n matrix whose r-th row is the vector of partial derivatives of the r-th coordinate
function.
We use the norm
‖f‖Wkp = ‖f‖Lp + ‖∇f‖Lp + · · ·+ ‖∇kf‖Lp,
and unless otherwise specified all norms on the spaces Rs (s ∈ N) will be the usual
euclidean norms.
Working with locally integrable functions, we always assume that the precise repre-
sentatives are chosen. If w ∈ L1,loc(Ω), then the precise representative w∗ is defined for
all x ∈ Ω by
w∗(x) =
 limrց0−
∫
B(x,r)
w(z) dz, if the limit exists and is finite,
0 otherwise,
where the dashed integral as usual denotes the integral mean,
−
∫
B(x,r)
w(z) dz =
1
L n(B(x, r))
∫
B(x,r)
w(z) dz,
and B(x, r) = {y : |y − x| < r} is the open ball of radius r centered at x. Henceforth we
omit special notation for the precise representative writing simply w∗ = w.
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If k < n, then it is well-known that functions from Sobolev spaces Wkp(R
n) are con-
tinuous for p > n
k
and could be discontinuous for p ≤ p◦ = nk (see, e.g., [43, 56]). The
Sobolev–Lorentz space Wkp◦,1(R
n) ⊂Wkp◦(Rn) is a refinement of the corresponding Sobolev
space. Among other things functions that are locally in Wkp◦,1 on R
n are in particular con-
tinuous (see, e.g., [33] ).
Here we only mentioned the Lorentz space Lp,1, and in this case one may rewrite
the norm as (see for instance [40, Proposition 3.6])
‖f‖Lp,1 =
+∞∫
0
[
L
n({x ∈ Rn : |f(x)| > t})] 1p dt.
Of course, we have the inequality
‖f‖Lp ≤ ‖f‖Lp,1. (2.1)
By definition we put ‖g‖Lp,1(E) := ‖1E · g‖Lp,1, where 1E is the indicator function of E.
Denote by Wkp,1(R
n) the space of all functions v ∈ Wkp(Rn) such that in addition the
Lorentz norm ‖∇kv‖Lp,1 is finite.
For a function f ∈ L1,loc(Rn) we often use the classical Hardy–Littlewood maximal
function:
Mf(x) = sup
r>0
−
∫
B(x,r)
|f(y)| dy.
2.1 On potential spaces L αp
To simplify our descriptions, below in the next two subsections we will write α instead of
k+α, so here we assume that α ∈ R+ (i.e., here not necessarily α < 1, as in formulations
of main results ).
In the paper we deal with (Bessel)-potential space L αp with α > 0. Recall, that
function v : Rn → Rd belongs to the space L αp , if it is a convolution of the Bessel
kernel Gα with a function g ∈ Lp(Rn):
v = Gα(g) := Gα ∗ g,
where Ĝα(ξ) = (1 + 4π
2ξ2)−α/2. In particular,
‖v‖Lαp := ‖g‖Lp.
It is well known that
L
α
p (R
n) = W αp (R
n) if α ∈ N and 1 < p <∞.
Recall, that the Bessel kernel is radial, Gα(x) = Gα(|x|), and it could be calculated as
Gα(x) = aα
∞∫
0
t
α−n
2 e−
pi|x|2
t
− t
4pi
dt
t
, , ∀α > 0, (2.2)
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where aα is some constant.
It is well known, that Gα(x) < aα |x|α−n for 0 < α < n (see, e.g., [4, page10] ) and we
need some simple technical extension of this fact to the derivatives.
Lemma 2.1. If 0 < α < n+ 2, then for any integer j ∈ N the estimate∣∣∇jGα(x)∣∣ ≤ C |x|α−n−j (2.3)
holds, where the constant C depends on α, n, j only.
Proof. Denote
fα(r) =
∞∫
0
t
α−n
2 e−
pir2
t
− t
4pi
dt
t
.
Then by direct calculation
f ′α(r) = −2πr
∞∫
0
t
α−n−2
2 e−
pi2
t
− t
4pi
dt
t
= −2πrα−n−1
∞∫
0
t
α−n−2
2 e−
pi
t
− tr2
4pi
dt
t
(see, e.g., [4, page13]). This finishes the proof for j = 1. The proof for j > 1 could be
produced the same way by induction.
2.2 On Lorentz potential spaces L αp,1
To cover some other limiting cases, denote by L αp,1(R
n,Rd) the space of functions which
could be represented as a convolution of the Bessel potential Gα with a function g from
the Lorentz space Lp,1; respectively,
‖v‖Lαp,1 := ‖g‖Lp,1.
Because of inequality (2.1), we have an evident inclusion
L
α
p,1(R
n) ⊂ L αp (Rn).
Theorem 2.1 (see, e.g., Theorem 2.2 in [24], cf. with Lemma 3 on page 136 in [50]).
Let α ≥ 1 and 1 < p < ∞. Then f ∈ L αp,1(Rn) iff f ∈ L α−1p,1 (Rn) and ∂f∂xj ∈ L α−1p,1 (Rn)
for every j = 1, . . . , n.
(Here for convenience we use the agreement that L αp (R
n) = Lp(R
n) when α = 0. )
Corollary 2.1. Let k ∈ N and 1 < p < ∞. Then L kp,1(Rn) = W kp,1(Rn), where W kp,1(Rn)
is the space of functions such that all its distributional partial derivatives of order ≤ k
belong to Lp,1(R
n).
Note, that the space W kp,1(R
n) admits also a simpler (but equivalent) description: it
consists of functions f from the usual Sobolev space W kp (R
n) satisfying the additional
condition ∇kf ∈ Lp,1(Rn) (i.e., this condition is on the highest derivatives only), see,
e.g., [40].
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2.3 Approximation of Sobolev functions by polynomials
For a mapping u ∈ L1(Q,Rd), Q ⊂ Rn, m ∈ N, define the polynomial PQ,m[u] of degree
at most m by the following rule:∫
Q
yγ (u(y)− PQ,m[u](y)) dy = 0
for any multi-index γ = (γ1, . . . , γn) of length |γ| = γ1 + · · ·+ γn ≤ m.
The following well–known bounds will be used on several occasions.
Lemma 2.2 (see, e.g., [33]). Suppose v ∈Wk1(Rn,Rd) with k ≥ n. Then v is a continuous
mapping and for any n-dimensional cubic interval Q ⊂ Rn the estimates∥∥v − P∥∥
L∞(Q)
≤ Cℓ(Q)k−n ‖∇kv‖L1(Q);∥∥∇(v − P )∥∥
L∞(Q)
≤ Cℓ(Q)k−1−n ‖∇kv‖L1(Q) if k ≥ n + 1;
hold, where P = PQ,k−1[v] and C is a constant depending on n, d, k only. Moreover, the
mapping vQ(y) = v(y)−P (y), y ∈ Q, can be extended from Q to the entire Rn such that
the extension (denoted again) vQ ∈Wk1(Rn,Rd) and
‖∇kvQ‖L1(Rn) ≤ C0‖∇kv‖L1(Q), (2.4)
where C0 also depends on n, d, k only.
2.4 Approximation of fractional Sobolev functions by polyno-
mials
We need the following natural estimate whose analogs for Sobolev case are well-known
(see, e.g., [43] ).
Theorem 2.2. Let k ≥ 1, 0 ≤ α < 1, 1 < p < ∞, and v ∈ L k+αp (Rn,Rd), i.e.,
v = Gk+α(g) := Gk+α ∗ g for some g ∈ Lp(Rn). Suppose in addition that
1 < k + α < n + 2.
Then for any n-dimensional interval Q ⊂ Rn there exists a polynomial P = PQ of degree k
such that the difference vQ = v − P satisfies the estimate
|∇vQ(x)| ≤ C
∫
Q
Mg(y)
|x− y|n−k−α+1 dy ∀x ∈ Q, (2.5)
where r = ℓ(Q) and the constant C depends on n, k, α, d, p only.
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Proof. Really, this theorem in essence was proved in the paper [24]. Let us recall some
arguments from there. Fix an n-dimensional interval Q ⊂ Rn and denote by 2Q the
double cube with the same center as Q of size ℓ(2Q) = 2ℓ(Q) . We have
v(x) =
∫
Rn
Gk+α(x− y) g(y) dy.
Split the function v into the sum
v = v1 + v2, (2.6)
where
v1(x) :=
∫
2Q
g(y)Gk+α(x− y) dy, v2(x) :=
∫
Rn\2Q
g(y)Gk+α(x− y) dy.
As above, denote by Mg the usual Hardy—Littlewood maximal function for g. Then
from [24, Lemma A.1] and from the estimate
|∇Gk+α(z)| ≤ C|z|k+α−n−1 (2.7)
(see Lemma 2.1 ) it follows immediately that
|∇v1(x)| ≤ C
∫
Q
Mg(y)
|x− y|n−k−α+1 dy ∀x ∈ Q. (2.8)
Analogously, from the similar estimate
|∇jGk+α(z)| ≤ C|z|k+α−n−j (2.9)
[ibid.] and from Lemma A.2 of the paper [24] and its proof, applying to the function ∇kv2
with3 parameter θ = 1− α, we obtain
diam
[∇kv2(Q)] ≤ C rα−n ∫
Q
M g(y) dy. (2.10)
Take the corresponding approximate polynomial P = PQ of degree k, then for the differ-
ence v˜ = v2 − P we obtain the following estimates:
sup
x∈Q
|∇kv˜(x)| ≤ C rα−n
∫
Q
M g(y) dy, (2.11)
3That means, that now our function ∇kv2 plays the role of mapping v from arguments of [24, proof
of Lemma A.2].
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sup
x∈Q
|∇v˜(x)| ≤ C rα−n+k−1
∫
Q
M g(y) dy. (2.12)
Evidently,
rα−n+k−1
∫
Q
M g(y) dy ≤ C
∫
Q
Mg(y)
|x− y|n−k−α+1 dy ∀x ∈ Q.
From the last formula and inequalities (2.12), (2.8) the required estimate (2.5) follows
directly.
Remark 2.1. If under above conditions we have in addition (k + α − 1)p > n, then by
Holder inequality the estimate (2.5) implies
sup
x∈Q
|∇vQ(x)| ≤ C rk+α−1−
n
p ‖Mg‖Lp(Q). (2.13)
2.5 On Yomdin’s entropy estimates for the nearcritical values
of polynomials
For a subset A of Rm and ε > 0 the ε–entropy of A, denoted by Ent(ε, A), is the minimal
number of closed balls of radius ε covering A. Further, for a linear map L : Rn → Rd
we denote by λj(L), j = 1, . . . , d, its singular values arranged in decreasing order:
λ1(L) ≥ λ2(L) ≥ · · · ≥ λd(L). Geometrically the singular values are the lengths of
the semiaxes of the ellipsoid L(∂B(0, 1)). We recall that the singular values of L coin-
cide with the eigenvalues repeated according to multiplicity of the symmetric nonnegative
linear map
√
LL∗ : Rd → Rd. Also for a mapping f : Rn → Rd that is approximately
differentiable at x ∈ Rn put λj(f, x) = λj(dxf), where by dxf we denote the approximate
differential of f at x. The next result is the basic ingredient of our proof.
Theorem 2.3 ([55]). For any polynomial P : Rn → Rd of degree at most k, for each
n-dimensional cube Q ⊂ Rn of size ℓ(Q) = r > 0, and for any number ε > 0 we have that
Ent
(
εr, {P (x) : x ∈ Q, λ1 ≤ 1 + ε, . . . , λm−1 ≤ 1 + ε, λm ≤ ε, . . . , λd ≤ ε}
)
≤ CY
(
1 + ε1−m
)
,
where the constant CY depends on n, d, k,m only and for brevity we wrote λj = λj(P, x).
2.6 On Choquet type integrals
Recall the following classical theorem referred to D.R. Adams, see, e.g., [1]–[2] or [3].
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Theorem 2.4. Let β > 0, n − βp > 0, and s > p > 1. Then for any g ∈ Lp(Rn) the
estimate∫ ∞
0
Hτ∞({x ∈ Rn :M
(
Iβg
)
(x) ≥ t 1s}) dt ≤ C‖g‖sLp (2.14)
holds with τ = s
p
(n− βp), where C depends on n, p, s, β only.
Here
Iβg(x) :=
∫
Rn
g(y)
|y − x|n−β dy
is the classical Riesz potential of order β, and
Mf(x) = sup
r>0
−
∫
B(x,r)
|f(y)| dy
is the usual Hardy–Littlewood maximal function of f .
The above estimate (2.14) fails for the limiting case s = p. Namely, there exist
functions g ∈ Lp(Rn) such that |Iβg|(x) = +∞ on some set of positive (n−βp)–Hausdorff
measure. One possible way to cover this limiting case s = p is using the Lorentz norm
instead of Lebesgue norm in the right hand side of (2.14). Such possibility was proved in
the recent paper [34].
Theorem 2.5 (see Theorem 0.2 in [34]). Let β > 0, n − βp > 0, and p > 1. Then for
any g ∈ Lp(Rn) the estimate∫ ∞
0
Hτ∞({x ∈ Rn :M
(
Iβg
)
(x) ≥ t 1p }) dt ≤ C‖g‖pLp,1 (2.15)
holds with τ = n− βp, where C depends on n, p, β only.
The above theorems are not fulfilled in general for p = 1. However, similar results
hold in case p = 1 for derivatives of Sobolev mappings. Namely, the following Theorem
was proved by D.R. Adams [2].
Theorem 2.6. Let k, l ∈ {1, . . . , n}, l < k. Then for any function f from the Sobolev
space Wk1(R
n) the estimates∫ ∞
0
Hτ∞({x ∈ Rn :M
(∇lf)(x) ≥ t}) dt ≤ C‖∇kf‖L1 (2.16)
hold, where τ = n− k + l and the constant C depends on n, k, l.
The application of above estimates on maximal functions is facilitated through the
following simple Lipschitz type inequality (see for instance Lemma 2 in [17], cf. with [10] ).
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Lemma 2.3. Let u ∈W11(Rn,Rd). Then for any ball B ⊂ Rn of radius r > 0 and for any
number ε > 0 the estimate
diam({u(x) : x ∈ B, (M∇u)(x) ≤ ε}) ≤ CMεr
holds, where CM is a constant depending on n, d only.
Using the similar calculations, one could obtain the following refinement of the above
Lemma.
Lemma 2.4. Let u ∈ W11(Q,Rd), where Q is an n-dimensional interval. Then for any
ball B ⊂ Rn of radius r > 0 and for any number ε > 0 the estimate
diam({u(x) : x ∈ B ∩Q, (MQ∇u)(x) ≤ ε}) ≤ CMεr
holds, where CM is a constant depending on n, d only, and
MQf :=M(1Q · f),
i.e.,
MQf(x) = sup
r>0
1
|B(x, r)|
∫
Q∩B(x,r)
|f(y)| dy. (2.17)
2.7 On Fubini type theorems for graphs of continuous functions
Recall that by usual Fubini theorem, if a set E ⊂ R2 has a zero plane measure, then for
H1-almost all straight lines L parallel to coordinate axes we have H1(L ∩ E) = 0. The
next result could be considered as functional Fubini type theorem.
Theorem 2.7 (see Theorem 5.3 in [28]). Let µ ≥ 0, q > 0, and v : Rn → Rd be a
continuous function. For a set E ⊂ Rn define the set function
Φ(E) = inf
E⊂⋃j Dj
∑
j
(
diamDj
)µ[
diam v(Dj)
]q
,
where the infimum is taken over all countable families of compact sets {Dj}j∈N such that
E ⊂ ⋃j Dj. Then Φ(·) is a countably subadditive and the implication
Φ(E) = 0 ⇒
[
Hµ(E ∩ v−1(y)) = 0 for Hq-almost all y ∈ Rd]
holds.
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2.8 On local properties of considered potential spaces
Let B be some space of functions defined on Rn. For a set Ω ⊂ Rn define the space Bloc(Ω)
in the following standard way:
Bloc(Ω) := {f : Ω→ R : for any compact set E ⊂ Ω ∃g ∈ B such that f(x) = g(x) ∀x ∈ E }.
Put for simplicity Bloc = Bloc(Rn).
It is well known that for q > p > 1 the inclusions
Lq,loc ⊂ Lp,1,loc ⊂ Lp,loc,
hold (see, e.g., [39] ), respectively, it is easy to see that for α > 0 one has
L
α
q,loc ⊂ L αp,1,loc ⊂ L αp,loc.
Since the Morse–Sard type theorems have a local nature, if we prove some such of these
theorems for L αp , then the same result will be valid for the spaces L
α
p,1 and L
α
q for all
q > p. Similarly, if we prove some Morse–Sard type theorems for L αp,1, then the same
result will be valid for the spaces L αq with q > p, etc.
2.9 Approximation by Holder–smooth functions
We need also the following approximation result.
Theorem 2.8 (see, e.g., Chapter 3 in [56] or [11]). Let p > 1, k ∈ N, α ∈ (0, 1). Then
for any f ∈ L k+αp (Rn) and for each ε > 0 there exist an open set U ⊂ Rn and a function
h ∈ Ck,α(Rn) such that
(i) L n(U) < ε;
(ii) each point x ∈ Rn \ U is an Lebesgue point for f and ∇f ;
(iii) f ≡ h and ∇f ≡ ∇h on Rn \ U .
Note, that in the cited references the approximation property is discussed for the case
of Sobolev spaces W kp , but the proof for the L
k+α
p (R
n) space easily follows from the
just mentioned Sobolev case and some standard arguments on real analysis concerning
approximation limits and Whitney-type extension theorems for Holder classes (see, e.g.,
Theorem 4 in [50, §2.3, Chapter 6] ).
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3 Proofs of the main results
3.1 Bridge Federer–Dubovitski˘ı theorem for Sobolev mappings
Recall, that bridge Dubovitski˘ı–Federer Theorem Theorem 1.2 for the case (ii) was proved
in our previous paper [28]. The purpose here is to prove Theorem 1.2 (i). But of course,
the case (i) with k ≤ n follows immediately from the case (ii) (see the section 2.8 ). So
we need to consider here only the situation Theorem 1.2 (i) with
k > n and p = 1.
Fix integers m ∈ {1, . . . , n}, d ≥ m, k > n, and a mapping v ∈Wk1(Rn,Rd). Then, by
Lemma 2.2 the function v is C1-smooth.
Denote Zv,m = {x ∈ Rn : rank∇v(x) < m}. Fix a number q > m− 1. Denote in this
subsection
µ = µq = n−m+ 1− k(q −m+ 1).
Recall, that we need to consider only the case
q ∈ (m− 1, q◦],
where q◦ = m− 1 + n−m+1k (see Remark 1.2 ). Then by direct calculation we have µ ≥ 0.
The required assertion of the bridge Dubovitski˘ı–Federer Theorem 1.2-(i) is equivalent
(by virtue of Theorem 2.7 ) to the identity
Φ(Zv,m) = 0,
where by definition
Φ(E) := inf
E⊂⋃j Dj
∑
j
(
diamDj
)µ[
diam v(Dj)
]q
. (3.1)
As indicated the infimum is taken over all countable families of compact sets {Dj}j∈N
such that E ⊂ ⋃j Dj .
Before embarking on the detailed proof we make some preliminary observations that
allow us to make a few simplifying assumptions. We could assume without loss of gener-
ality that
|∇v(x)| ≤ 1 ∀x ∈ Rn.
Denote Zv = Zv,m. Then from Theorem 4.5 (i), applied to our values of q, µ = µq we
obtain immediately
Lemma 3.1. Let q ∈ (m− 1, q◦]. Then for any sufficiently small n-dimensional interval
Q ⊂ Rn the estimate
Φ(Zv ∩Q) ≤ C ℓ(Q)n(m−q) · ‖∇kv‖q−m+1L1(Q) (3.2)
holds, where the constant C depends on n,m, k, d only.
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(Indeed, we have by direct elementary calculation, that now the exponent q+µ+(k−
1− n)(q −m+ 1) from the formula (4.49) coincides with n(m− q) from (3.2).)
Note, that by our assumptions k > n, therefore
q ≤ q◦ = m− 1 + n−m+ 1
k
< m.
Corollary 3.1. Let q ∈ (m − 1, q◦]. Then for any ε > 0 there exists δ > 0 such that
for any subset E of Rn we have Φ(Zv ∩ E) ≤ ε provided L n(E) ≤ δ. In particular,
Φ(Zv ∩ E) = 0 whenever L n(E) = 0.
Proof. Let L n(E) < δ. Then we can find a family of nonoverlapping n-dimensional
dyadic intervals Qj such that E ⊂
⋃
j Qj and
∑
j
ℓn(Qj) < Cδ. Of course, for sufficiently
small δ the estimates
‖∇kv‖L1(Qj) < 1, ℓ(Qj) ≤ δ
1
n
are fulfilled for every j. Denote
rj = ℓ(Qj), σj = ‖∇kv‖L1(Qj), σ = ‖∇kv‖L1. (3.3)
In view of Lemma 3.1 we have
Φ(E) ≤ C
∑
j
r
n(m−q)
j σ
q−m+1
j .
Since by our assumptions
0 < m− q◦ ≤ m− q < 1,
we have∑
j
r
n(m−q)
j σ
q−m+1
j
Ho¨lder ineq.
≤ C
(∑
j
rnj
)m−q
·
(∑
j
σj
)q−m+1
≤ C ′σq−m+1 · δm−q.
The lemma is proved.
By the classical approximation results (see, e.g., Chapter 3 in [56] or [11] ), our map-
ping v coincides with a mapping g ∈ Ck(Rn,Rd) off an exceptional set of small n–
dimensional Lebesgue measure. So we need to check the assertion of Theorem 1.2-(i)
for Ck–smooth mappings now.
Lemma 3.2. Let q ∈ (m− 1, q◦] and g ∈ Ck(Rn,Rd), k > n. Then
Φg(Zg,m) = 0, (3.4)
where Φg is calculated by the same formula (3.1) with g instead of v and Zg,m = {x ∈
Rn : rank∇g(x) < m}.
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Proof. We can assume without loss of generality that g has compact support and that
|∇g(x)| ≤ 1 for all x ∈ Rn. We then clearly have that g ∈ Wk1(Rn,Rd), hence we can in
particular apply the above results to g. The following assertion plays the key role:
(∗) For any n-dimensional interval Q ⊂ Rn the estimate
Φ(Zg,m ∩Q) ≤ C ℓ(Q)n(m−q) ‖∇kg¯Q‖q−m+1L1(Q)
holds, where the constant C depends on n,m, k, d only, and we denoted
∇kg¯Q(x) = ∇kg(x)−−
∫
Q
∇kg(y) dy.
The proof of (∗) is almost the same as that of Lemma 3.1, with evident modifications
(we need to take the approximation polynomial PQ(x) of degree k instead of k − 1, etc.).
By elementary facts of the Lebesgue integration theory, for an arbitrary family of
nonoverlapping n-dimensional intervals Qj one has∑
j
‖∇kg¯Qj‖L1(Qj) → 0 as sup
j
ℓ(Qj)→ 0 (3.5)
The proof of this estimate is really elementary since now ∇kg is a continuous and com-
pactly supported function, and, consequently, is uniformly continuous and bounded.
From (∗) and (3.5), repeating the arguments of Corollary 3.1, using the assumptions
on g and taking
σj = ‖∇kg¯Qj‖L1(Qj), σ =
∑
j
σj
in definitions (3.3), we obtain that Φg(Zg,m) < ε for any ε > 0, hence the sought conclu-
sion (3.4) follows.
By the above–mentioned approximation results, the investigated mapping v equals a
mapping g ∈ Ck(Rn,Rd) off an exceptional set of small n–dimensional Lebesgue measure.
This fact together with Lemma 3.2 readily implies
Corollary 3.2 (cp. with [16]). Let q ∈ (m − 1, q◦]. Then there exists a set Z˜v ⊂ Zv of
n-dimensional Lebesgue measure zero such that Φ(Zv \ Z˜v) = 0. In particular, Φ(Zv) =
Φ(Z˜v).
From Corollaries 3.1 and 3.2 we conclude that Φ(Zv) = 0, and this finishes the proof
of Theorem 1.2-(i) for the required case k > n, p = 1.
Remark 3.1. As we could see from the above proofs, the assertion of Theorem 1.2-(i)
is valid also under assumption v ∈ BVk(Rn,Rd) (instead of W k1 ) with the same k. Here
BVk means the space of functions v ∈ W k−11 such that its k-th (distributional) derivatives
are Radon measures.
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3.2 Bridge F.-D. Theorem for Holder classes of mappings
This subsection is devoted to the proof of Theorem 1.1. First of all, let us introduce the
main strategy: on the first stage, we used the estimates of critical values on cubes, which
were obtained in Appendix 4. On the second stage, the Coarea formula is very helpful
for analysis of the structure of level sets.
Fix m ∈ {1, . . . , n}, k ≥ 1, d ≥ m, 0 < α < 1, and v ∈ Ck,α(Rn,Rd). Take also
parameter q > m− 1. Of course, as in the previous subsection, it is sufficient to consider
the case
q ∈ (m− 1, q◦],
where q◦ = m − 1 + n−m+1k+α . By definition of the space Ck,α and since the result has
the local nature, we may assume without loss of generality that
|∇kv(x)−∇kv(y)| ≤ |x− y|α for all x, y ∈ Rn. (3.6)
|∇v(x)| ≤ 1 for all x ∈ Rn, (3.7)
v(x) ≡ 0 if |x| > 1. (3.8)
Denote again Zv = Zv,m = {x ∈ Rn : rank∇v(x) < m}. Now the parameter µ is
different from the previous subsection:
µ = n−m+ 1− (k + α)(q −m+ 1).
As before, the assertion of the Bridge Dubovitski˘ı–Federer Theorem 1.1 is equivalent (by
virtue of Theorem 2.7 ) to
Φ(Zv) = 0,
where we denoted
Φ(E) = inf
E⊂⋃j Dj
∑
j
(
diamDj
)µ[
diam v(Dj)
]q
.
As indicated the infimum is taken over all countable families of compact sets {Dj}j∈N
such that E ⊂ ⋃j Dj .
The proof of Theorem 1.1 consists of several steps.
Step I. Applying Theorem 4.1 to the present case µ = µq = n − m + 1 − (k + α −
1)(q − m + 1), we obtain immediately the following assertion, which is is the main tool
for further arguments.
(∗∗) Under above assumptions on v, for an arbitrary sufficiently small n-dimensional
cube Q of size e = ℓ(Q) the estimate
Φ(Zv ∩Q) ≤ C rn (3.9)
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holds, where the constant C depends on n,m, k, d, α only.
Step II: the case m = 1.
Suppose now that
m = 1.
In other words, now Zv = {x ∈ Rn : ∇v(x) = 0}. Thus ∇kv(x) ≡ 0 for almost all x ∈ Zv.
Then we have the decomposition:
Zv,m = E0 ∪ E1,
where L n(E0) = 0, and every x ∈ E1 is a density point for the set {x ∈ Rn : ∇kv(x) = 0}.
It implies, by elementary arguments, that
lim
y→x
|∇kv(y)−∇kv(x)|
|x− y|α → 0 ∀x ∈ E1.
Then, checking the proof of the basic estimate (3.9) (see also (4.11) ), we see that for any
point x ∈ E1 the identity
lim
r→0
Φ(Zv ∩Q(x, r))
rn
= 0 (3.10)
holds, where Q(x, r) denotes the cube centered at x with ℓ(Q) = r. By usual elementary
facts of real analysis and by subadditivity of Φ(·), the convergence (3.10) implies that
Φ(E1) = 0. The equality Φ(E0) = 0 follows from the condition L
n(E0) = 0 and (3.9).
So Φ(Zv) = 0 as required. The case m = 1 is finished completely.
Step III.
From this point, for all the steps below we assume that m ≥ 2. On this stage we have
to establish the following assertion:
Lemma 3.3. There exists a Borel set T ⊂ Rd with Hq(T ) = 0 such that
Hµ(Zv,m ∩ v−1(y)) <∞ for every y ∈ Rd \ T . (3.11)
Proof. Consider the set function Ψ, which is a slightly modification of Φ and is defined
as follows:
Ψ(E) = lim
δ→0
inf
E ⊂ ⋃j Dj ,
diamDj ≤ δ
∑
j
(
diamDj
)µ[
diam v(Dj)
]q
. (3.12)
Here the infimum is taken over all countable families of compact sets {Dj}j∈N such that
E ⊂ ⋃j Dj and diamDj ≤ δ for all j.
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By [28, Theorem 5.4] the above defined Ψ(·) is a countably subadditive set–function
and for any λ > 0 the estimate
Hq({y ∈ Rd : Hµ(E ∩ v−1(y)) ≥ λ}) ≤ 5Ψ(E)
λ
(3.13)
holds4.
But the previous inequality (3.9) implies
Ψ(E ∩ Zv,m) ≤ C ·L n(E) (3.14)
for any measurable set E ⊂ Rn.
Therefore, taking the unit ball B in Rn, putting E = B∩Zv,m, using assumption (3.8)
(that v is compactly supported in B), from (3.13)–(3.14) we obtain
Hq({y ∈ Rd : Hµ(Zv,m ∩ v−1(y)) ≥ λ}) ≤ C
λ
.
Thus, the set T0 :=
{
y ∈ Rd : Hµ(Zv,m ∩ v−1(y)) =∞} has zero Hq-measure. Of course,
there exists a Borel set T ⊃ T0 with Hq(T ) = 0. This finishes the proof of the Lemma.
Step IV.
Now put E∗ = Zv,m∩ v−1(Rd \T ), where the Hq-negligible Borel set T was defined on
the previous step. Of course, the set E∗ is Borel (Lebesgue) measurable, and, from the
previous estimate (3.11) we have
Hµ(E∗ ∩ v−1(y)) <∞ for any y ∈ v(E∗). (3.15)
We claim the following assertion.
Lemma 3.4. There exists a decomposition E∗ = E0 ∪ E1 such that
L
n(E0) = 0,
rank∇v(x) ≤ m− 2 for all x ∈ E1.
Proof. Apply to the measurable set E∗ the Coarea formula (1.7) with m′ = m−1 instead
of m: ∫
E∗
Jm−1v(x) dx =
∫
v(E∗)
Hn−m+1(E∗ ∩ v−1(y)) dHm−1(y), (3.16)
where Jm−1v(x) denotes the (m− 1)–Jacobian of v defined as the product of the (m− 1)
largest singular values of the matrix ∇v(x). By construction (see (3.15)) and trivial
4Really in [28, Theorem 6.2] this estimate was proved for arbitrary continuous function v : Rn → Rd
and only for positive µ > 0; but the proof for the limiting case µ = 0 could be done the same way as
in [28] with evident simplifications.
22
inequality µ = n−m+1−(k+α)(q−m+1) < n−m+1 we have thatHn−m+1(E∗∩v−1(y)) =
0 for every y ∈ v(E∗). Therefore, both integrals in (3.16) vanish, i.e.,∫
E∗
Jm−1v(x) dx = 0.
This implies evidently the required assertion of the Lemma.
Step V.
Now it is easy to finish the proof of Theorem 1.1 by elementary calculations:
Lemma 3.5. The identity Φ(E∗) = 0 holds, where the set E∗ was defined on the previous
step.
Proof. The required identity is equivalent to the following equalities:
Φ(E0) = 0,
Φ(E1) = 0,
where E0 and E1 were defined on the previous step. First equality Φ(E0) = 0 follows from
(3.9) and from the assumption L n(E0) = 0. Now consider the set E1. By construction,
E1 ⊂ Zv,m−1, so we could apply the previous estimate (3.14) for m′ = m− 1 instead of m
to obtain
Ψ˜(E1) <∞, (3.17)
where Ψ˜ is defined as Ψ (see (3.12) ) with µ replaced by
µ˜ = n−m′ + 1− (k + α)(q −m′ + 1) = µ− (k + α− 1) < µ.
In other words,
Ψ˜(E) = lim
δ→0
inf
E ⊂ ⋃j Dj ,
diamDj ≤ δ
∑
j
(
diamDj
)µ˜[
diam v(Dj)
]q
<∞.
Of course, (3.17) implies Ψ˜(E1) ≥ Ψ(E1) = 0, and, consequently, Ψ(E1) ≥ Φ(E1) = 0.
From the last Lemma, by construction and equality Hq(T ) = 0 we have
Hµ(Zv,m ∩ v−1(y)) = Hµ(E∗ ∩ v−1(y)) = 0 for Hq-almost all y ∈ Rd.
The Theorem 1.1 is proved completely.
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3.3 Bridge F.-D. Theorem for mappings of potential spaces L k+αp (R
n,Rd):
case k ≤ n.
This subsection is devoted to the proof of Theorem 1.2, case (iii). Here we consider the
situation when 1 ≤ k ≤ n and 0 < α < 1. Then k + α − 1 < n. Since our results have a
local nature (see Subsection 2.8 for more precise explanations), it is sufficient to consider
only the case
n− p < (k + α− 1)p < n (3.18)
i.e., when v is a continuous function by Sobolev Imbedding Theorems, but the gradient
∇v could be discontinuous.
Fix m ∈ {1, . . . , n}, d ≥ m, and v ∈ L k+αp (Rn,Rd). In other words,
v = Gk+α(g) := Gk+α ∗ g
fore some g ∈ Lp(Rn).
Take a parameter q > m − 1. Of course, as in previous subsection, it is sufficient to
consider the case
q ∈ (m− 1, q◦],
where q◦ = m− 1 + n−m+1k+α . In particular, we have
q −m+ 1 ≤ q◦ −m+ 1 = n−m+ 1
k + α
< p. (3.19)
Now the parameter µ is the same as in the previous subsection:
µ = n−m+ 1− (k + α)(q −m+ 1). (3.20)
Denote again Zv,m = {x ∈ Rn \Av : rank∇v(x) < m}. Here Av means the set of ‘bad’
points, where v is not differentiable or M∇v = ∞. Recall that this set has a small size,
namely,
Hτ (Av) = 0 ∀τ > τ∗ = n− (k + α− 1)p.
As before, the assertion of the Bridge Dubovitski˘ı–Federer Theorem 1.2 is equivalent
(by virtue of Theorem 2.7 ) to
Φ(Zv,m) = 0,
where
Φ(E) := inf
E⊂⋃j Dj
∑
j
(
diamDj
)µ[
diam v(Dj)
]q
.
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Since Φ is a subadditive set-function, it is sufficient to check only the equality
Φ(Zv) = 0,
where again we denote
Zv := {x ∈ Zv,m : |∇v(x)| ≤ 1}.
From the inequality q −m+ 1 < p (see (3.19) ) we conclude that
q + µ
(3.20)
= n− (k + α− 1)(q −m+ 1) > n− (k + α− 1)p = τ∗, (3.21)
so the key assumption (4.20) of Theorem 4.3 is fulfilled now.
Step I: estimates on a single cube. Applying the just mentioned Theorem 4.3
to the present case µ = µq = n−m+ 1− (k + α)(q−m+ 1), we obtain immediately the
following assertion, which is is the main tool for further arguments.
Lemma 3.6. Under above assumptions on v, for an arbitrary n-dimensional cube Q of
size r = ℓ(Q) the estimate
Φ(Zv ∩Q) ≤ C
(
σqr(k+α−
n
p
)q+µ + σq−m+1r(1−
n
p
)(q−m+1)
)
, (3.22)
holds, where
σ = ‖Mg‖Lp(Q), (3.23)
and the constant C depends on n,m, k, α, d, p only.
Step II: estimates on sets of small n-Lebesgue measure.
Lemma 3.7. Under above assumptions on v, for any ε > 0 there exists δ > 0 such that
for any subset E of Rn we have Φ(Zv ∩ E) ≤ ε provided L n(E) ≤ δ. In particular,
Φ(Zv ∩ E) = 0 whenever L n(E) = 0.
Proof. Let L n(E) ≤ δ, then we can find a family of nonoverlapping n-dimensional dyadic
intervals Qβ such that E ⊂
⋃
β Qβ and
∑
β
ℓn(Qβ) < Cδ. Of course, for sufficiently small
δ the estimates
‖∇kv‖Lp(Qβ) < 1, ℓ(Qβ) ≤ δ
1
n < 1 (3.24)
are fulfilled for every β. Denote
rβ = ℓ(Qβ), σβ = ‖∇kv‖Lp(Qβ), σ = ‖∇kv‖Lp(∪βQβ). (3.25)
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In view of Lemma 3.6 we have
Φ(E) ≤ C
∑
β
σq−m+1β r
(1−n
p
)(q−m+1)
β + C
∑
β
σqβr
(k+α−n
p
)q+µ
β . (3.26)
Now let us estimate the first sum. Since by our assumptions q −m+ 1 < p (see (3.19) ),
we have∑
β
σq−m+1β r
(1−n
p
)(q−m+1)
β
Ho¨lder ineq.
≤ C
(∑
β
σpβ
) q−m+1
p
·
(∑
β
rnβ
) p−q+m−1
p
≤ Cσq−m+1 ·
(
L
n(E)
) p−q+m−1
p
. (3.27)
The estimates of the second sum are again handled by consideration of two separate cases.
Case I. q ≥ p. Then
∑
β
σqβr
(k+α−n
p
)q+µ
β
(3.24)
≤
∑
β
σpβ ≤ σp. (3.28)
Case II. q < p. From the definition (3.20) we have the following elementary identity:(
k + α− n
p
)
q + µ = n(1− q
p
) + (m− 1)(k + α− 1) > n(1− q
p
)
. (3.29)
Then∑
β
σqβr
(k+α−n
p
)q+µ
β ≤
∑
β
σqβr
n(1− q
p
)
β
Ho¨lder ineq.
≤
(∑
β
σpβ
) q
p
·
(∑
β
rnβ
) p−q
p
≤ σqδ p−qp . (3.30)
Now for both cases (I) and (II) we have by (3.26)–(3.30) that Φ(E) ≤ ω(δ), where the
function ω(δ) satisfies the condition ω(δ)ց 0 as δ ց 0. The lemma is proved.
Step III (finishing of the proof of Theorem 1.2 (iii) for the case k ≤ n.
From Theorem 2.8 it follows that for any ε > 0 there exists a decomposition Rn =
U ∪ E, E = Rn \ U , where meas(U) < ε and the identities v = h and ∇v = ∇h hold
on the set E, where the mapping h belongs to the class Ck,α(Rn,Rd). By Theorem 1.1,
proved in the previous subsection, we have Φ(Zv ∩ E) = Φh(Zh ∩ E) = 0. On the other
hand, by (3.7 ) the value Φ(Zv ∩U) could be made arbitrary small. Therefore, Φ(Zv) = 0
as required.
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3.4 Bridge F.-D. Theorem for mappings of potential spaces L k+αp (R
n,Rd):
case k > n.
The proof for this case could be done almost word by word the same way as in the previous
subsection with the following evident difference: on the Step 1 for the estimates on a single
cube we need to use Theorem 4.2 instead of Theorem 4.3. Thus the proof now is even
much easier since on the right hand side of the estimate of Theorem 4.2 we have only one
term (instead of two terms in the estimate of Theorem 4.3 ).
3.5 Bridge F.-D. Theorem for mappings of Sobolev–Lorentz po-
tential spaces L k+αp,1 (R
n,Rd) with (k + α)p = n.
The proof for this case could be done almost word by word the same way as in previous
subsection 3.3 with the following evident difference: on the Step 1 for the estimates on a
single cube we need to use Theorem 4.4 (ii) instead of Theorem 4.3. Also we need to use
the following well-known supadditive property for Lorentz norms:
Suppose that 1 ≤ p < ∞ and E = ⋃j∈NEj , where Ej are measurable and mutually
disjoint subsets of Rn. Then ∑
j
‖f‖pLp,1(Ej) ≤ ‖f‖
p
Lp,1(E)
,
where by definition ‖f‖Lp,1(E) := ‖f ·1E‖Lp,1, and 1E denotes the indicator function of the
set E. (See, e.g., [48] or [40]. )
Summarizing the results, obtained in above subsections 3.1, 3.3 – 3.5, we conclude,
that the proof of Theorem 1.2 is finished completely.
4 Appendix: estimates of the critical values on cubes
Let µ ≥ 0, q > 0, and v : Rn → Rd be a continuous function. For a set E ⊂ Rn as before
define the set function
Φ(E) = inf
E⊂⋃j Dj
∑
j
(
diamDj
)µ[
diam v(Dj)
]q
, (4.1)
where the infimum is taken over all countable families of compact sets {Dj}j∈N such that
E ⊂ ⋃j Dj. Then Φ(·) is a countably subadditive and the implication
Φ(E) = 0 ⇒
[
Hµ(E ∩ v−1(y)) = 0 for Hq-almost all y ∈ Rd] (4.2)
holds (see Theorem 2.7 ).
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Our purpose here is to estimate Φ for subsets of critical set in cubes for different classes
of mappings.
For all the following four subsections fix m ∈ {1, . . . , n} and d ≥ m. Take also
a positive parameter q ≥ m and nonnegative µ ≥ 0 required in the definition of the
set–function Φ.
For a regular (in a sense) mapping v : Rn → Rd denote as before
Zv,m = {x ∈ Rn \ Av : rank∇v(x) < m}.
Here Av means the set of ‘bad’ points, where v is not differentiable or or which are not
Lebesgue points for ∇v (of course, Av = ∅ if the gradient ∇v is a continuous function ).
It is convenient (and sufficient for our purposes) to restrict our attention on the following
subset of critical points
Z ′v = {x ∈ Zv,m : |∇v(x)| ≤ 1}. (4.3)
4.1 Estimates on cubes for Holder classes of mappings.
Fix k ≥ 1, 0 ≤ α ≤ 1, and v ∈ Ck,α(Rn,Rd). By definition of the space Ck,α and since
the result has the local nature, we may assume without loss of generality that
|∇kv(x)−∇kv(y)| ≤ |x− y|α for all x, y ∈ Rn. (4.4)
|∇v(x)| ≤ 1 for all x ∈ Rn. (4.5)
The main result of this subsection is contained in the following
Theorem 4.1. Under above assumptions, for any sufficiently small n-dimensional interval
Q ⊂ Rn the estimate
Φ(Q ∩ Zv,m) ≤ C ℓ(Q)q+µ+(k+α−1)(q−m+1) (4.6)
holds, where the constant C depends on n,m, k, α, d only.
Proof. Let the assumptions in the beginning of this subsection are fulfilled. Fix an n-
dimensional interval Q ⊂ Rn of size ℓ(Q) < 1√
n
. Without loss of generality we may
assume that the origin 0 ∈ Q. Take the polynomial P of degree k such that
∇jv(0) = ∇jP (0) ∀j = 0, 1, . . . , k. (4.7)
Denote vQ = v − P . Then from assumption (4.4) we have
|∇kvQ(x)| ≤ rα for all x ∈ Q. (4.8)
|∇vQ(x)| ≤ rk+α−1 for all x ∈ Q, (4.9)
where we denote for convenience r =
√
n ℓ(Q). Put ε = rk+α−1. Since by our choice
ℓ(Q) ≤ 1√
n
, we have in particular that
ε < 1. (4.10)
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Denote Zv = Q ∩ Zv,m. Since ∇PQ(x) = ∇v(x) − ∇vQ(x), |∇vQ(x)| ≤ ε, |∇v(x)| ≤ 1,
and λm(v, x) = 0 for x ∈ Zv , we have5
Zv ⊂
{
x ∈ Q : λ1(PQ, x) ≤ 1 + ε, . . . , λm−1(PQ, x) ≤ 1 + ε, λm(PQ, x) ≤ ε
}
.
Applying Theorem 2.3 to polynomial P and using the Lipschitz condition diam vQ(Q) ≤
ε r, we find a finite family of balls Tj ⊂ Rd, j = 1, . . . , N with N ≤ CY (1+ ε1−m), each of
radius 2εr, such that
N⋃
j=1
Tj ⊃ v(Zv).
Therefore, we have
Φ(Zv) ≤ C Nεqrq+µ ≤ C1(1 + ε1−m) εq rq+µ
(4.10)
≤ C εq−m+1 rq+µ.
The last formula, because of definition of ε, implies the required estimate (4.6). The
Theorem is proved.
The analysis of this simple proof shows, that if we replace the condition (4.4) by more
general assumption
|∇kv(x)−∇kv(y)| ≤ A |x− y|α for all x, y ∈ Rn,
then instead of (4.6) the modified estimate
Φ(Q ∩ Zv,m) ≤ C Aq−m+1 ℓ(Q)q+µ+(k+α−1)(q−m+1) (4.11)
holds, where again the constant C depends on n,m, k, α, d only.
4.2 Estimates on cubes for Sobolev classes of mappings. Case I:
(k + α− 1)p > n.
Fix k ≥ 1, 0 ≤ α < 1, 1 < p < ∞, and v ∈ L k+αp (Rn,Rd). In this subsection we
consider the case, when
(k + α− 1)p > n, (4.12)
i.e., when the gradient ∇v is a continuous and uniformly bounded function by Sobolev
Imbedding Theorems. For convenience, in this section we assume that
sup
x∈Rn
|∇v(x)| ≤ 1.
5Here we use the following elementary fact: for any linear maps L1 : R
n → Rd and L2 : Rn → Rd the
estimates λl(L1 + L2) ≤ λl(L1) + ‖L2‖ hold for all l = 1, . . . , d, see, e.g., [55, Proposition 2.5 (ii)].
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Theorem 4.2. Under above assumptions, there exists a function h ∈ Lp(Rn) (depending
on v only ) such that for any sufficiently small n-dimensional interval Q ⊂ Rn the estimate
Φ(Q ∩ Zv,m) ≤ C σq−m+1ℓ(Q)q+µ+(k+α−1−
n
p
)(q−m+1) (4.13)
holds, where
σ = ‖h‖Lp(Q), (4.14)
and the constant C depends on n,m, k, α, d, p only.
Proof. The proof here is very similar to the proof of Theorem 4.1 from the previous
subsection. But in the beginning we have to obtain the uniform estimates for the gradient
of the difference between the function and some polynomial.
Let the assumptions in the beginning of this subsection are fulfilled. Put l = min{i ∈
Z+ : k + α− n− 2 < i}. In particular, l ≥ 0. Denote k˜ = k − l. Then by construction
k˜ + α− n− 2 < 0. (4.15)
We claim also, that
(k˜ + α− 1)p > n. (4.16)
Indeed, if k+α−n−2 < 0, then l = 0, k˜ = k, and the inequality (4.16) follows immediately
from the assumption (4.12). In the other hand, if k + α − n− 2 ≥ 0, then l > 0 and by
construction we have l− 1 ≤ k+ α− n− 2, that is equivalent k˜+ α− n− 1 ≥ 0, and the
inequality (4.16) follows from the assumption p > 1.
Put u = ∇lv. From the inclusion u ∈ L k˜+αp (Rn,Rd) it follows that u = Gk˜+α(g) :=
Gk˜+α ∗ g for some g ∈ Lp(Rn). We will use the Hardy–Littlewood maximal function Mg.
The well-known properties of maximal functions (see, e.g., [50] ) imply
h :=Mg ∈ Lp(Rn).
Fix an n-dimensional interval Q ⊂ Rn of size r = ℓ(Q) ≤ 1. From Remark 2.1 (see
formula (2.13) ), applied to the function u = Gk˜+α ∗ g, and from assumption (4.16), it
follows that there exists a polynomial P˜ of degree k˜ such that
sup
x∈Q
|∇uQ(x)| ≤ C ‖Mg‖Lp(Q) rk˜+α−1−
n
p , (4.17)
where uQ = u− P˜ . Since u = ∇lv, we have, that for some polynomial P of degree k the
estimate
sup
x∈Q
|∇vQ(x)| ≤ rl sup
x∈Q
|∇uQ(x)| ≤ C ‖Mg‖Lp(Q) rk+α−1−
n
p . (4.18)
Denote the right hand side of the last inequality by ε. Of course, taking r = ℓ(Q)
sufficiently small, we could assume without loss of generality that ε < 1.
From this moment we could repeat almost word by word the last part of the proof of
Theorem 4.1 to obtain the required estimate (4.13).
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4.3 Estimates on cubes for Sobolev classes of mappings. Case II:
n− p < (k + α− 1)p < n.
Fix k ≥ 1, 0 ≤ α < 1, 1 < p < ∞, and v ∈ L k+αp (Rn,Rd). In this subsection we
consider the case, when k + α > 1 and
n− p < (k + α− 1)p < n, (4.19)
i.e., when v a continuous function by Sobolev Imbedding Theorems, but the gradient ∇v
could be discontinuous.
From the inclusion v ∈ L k+αp (Rn,Rd) it follows that ∇kv = Gα(g) := Gα ∗ g for some
g ∈ Lp(Rn). We will use the Hardy–Littlewood maximal function Mg. The well-known
properties of maximal functions (see, e.g., [50] ) imply
Mg ∈ Lp(Rn).
Theorem 4.3. Under above assumptions, if an addition
q + µ > τ∗ := n− (k + α− 1)p, (4.20)
then for any n-dimensional interval Q ⊂ Rn of size r = ℓ(Q) the estimate
Φ(Z ′v ∩Q) ≤ C
(
σqr(k+α−
n
p
)q+µ + σq−m+1rq+µ+(k+α−1−
n
p
)(q−m+1)
)
, (4.21)
holds, where
σ = ‖Mg‖Lp(Q), (4.22)
and the constant C depends on n,m, k, α, d, p only.
Proof. Let the assumptions in the beginning of this subsection are fulfilled. Fix an n-
dimensional interval Q ⊂ Rn of size r = ℓ(Q). Take the polynomial P of degree k from
Lemma 2.2 such that
|∇vQ(x)| ≤ C
∫
Q
Mg(y)
|x− y|n−k−α+1 dy ∀x ∈ Q, (4.23)
where vQ = v − P .
Put
ε∗ = ‖Mg‖Lp(Q) rk+α−1−
n
p . (4.24)
We emphasize that now we could not assume that ε∗ is small since the exponent k + α− 1− np
is strictly less than zero.
31
Denote
σ = ‖Mg‖Lp(Q),
and for each j ∈ Z define
Ej =
{
x ∈ Q :MQ|∇vQ|(x) ∈ (2j−1, 2j]
}
and δj = Hq+µ∞ (Ej),
whereMQ is the modified Hardy–Littlewood maximal function defined by formula (2.17).
Put
s =
(q + µ)p
n− (k + α− 1)p, τ =
s
p
(
n− (k + α− 1)p) = q + µ.
From these definitions it follows, in particular, that(
σ
ε∗
)s
= rq+µ, (4.25)
further, since n < (k + α)p, we have
s > q + µ, (4.26)
moreover, since by Theorem assumption q + µ > n− (k + α− 1)p, we have
s > p. (4.27)
Then by Theorem 2.4 (applied for the case β = (k + α− 1) ),
∞∑
j=−∞
δj2
js ≤ Cσs (4.28)
for a constant C depending on n, d, β, τ, s only. By the definition of the Hausdorff measure,
for each j ∈ Z there exists a family of balls Bij ⊂ Rn of radii rij such that
Ej ⊂
∞⋃
i=1
Bij and
∞∑
i=1
rq+µij ≤ c δj. (4.29)
Denote
Zj = Z
′
v ∩ Ej and Zij = Zj ∩Bij .
By construction Z ′v ∩Q =
⋃
j Zj and Zj =
⋃
i Zij .
Take an integer value j∗ such that ε∗ ∈ (2j∗−1, 2j∗ ]. Denote Z∗ =
⋃
j<j∗
Zj, Z∗∗ =⋃
j≥j∗ Zj. Then by construction
Z ′v ∩Q = Z∗ ∪ Z∗∗, Z∗ ⊂ {x ∈ Z ′v ∩Q :MQ|∇vQ|)(x) < ε∗}.
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Further, since ∇PQ(x) = ∇v(x)−∇vQ(x), |∇vQ(x)| ≤ 2j, |∇v(x)| ≤ 1, and λm(v, x) = 0
for x ∈ Zij , we have6
Zij ⊂
{
x ∈ Bij : λ1(PQ, x) ≤ 1 + 2j, . . . , λm−1(PQ, x) ≤ 1 + 2j, λm(PQ, x) ≤ 2j
}
.
From definition of Ej and from Lemma 2.4 (applying to the function vQ ) we have
|vQ(x)− vQ(y)| ≤ CM2jrij ∀x, y ∈ Zij.
From this fact, applying Theorem 2.3 to polynomial PQ with B = Bij and ε = εj = 2
j,
we find a finite family of balls Tν ⊂ Rd, ν = 1, . . . , νj with νj ≤ CY (1 + ε1−mj ), each of
radius (1 + CM)εjrij, such that
νj⋃
ν=1
Tν ⊃ v(Zij).
Therefore, for every j ≥ j∗ we have
Φ(Zij) ≤ C1νjεqjrq+µij = C2(1 + ε1−mj )2jqrq+µij ≤ C2(1 + ε1−m∗ )2jqrq+µij , (4.30)
where all the constants Cµ above depend on n,m, k, d only. By the same reasons, but
this time applying Theorem 2.3 and Lemma 2.4 with ε = ε∗ and instead of the balls Bij
taking the big ball B ⊃ Q with radius √nr, we have
Φ(Z∗) ≤ C3(1 + ε1−m∗ )εq∗rq+µ. (4.31)
The right hand side of the last formula, from the definition of ε∗ = σ r
k+α−1−n
p , is
equivalent to the right hand side of the required estimate (4.21).
From (4.30) we get immediately
Φ(Z∗∗) ≤ C2(1 + ε1−m∗ )
∑
j≥j∗
∑
i
2jqrq+µij
(4.29)
≤ C3(1 + ε1−m∗ )
∑
j≥j∗
2jqδj
(4.26)
≤ C3(1 + ε1−m∗ )2j∗(q−s)
∑
j≥j∗
2jsδj
(4.28)
≤ C4(1 + ε1−m∗ )ε(q−s)∗ σs
(4.25)
≤ C5(1 + ε1−m∗ )εq∗rq+µ. (4.32)
The right hand side of the last formula, by the same reasons (see the commentary af-
ter (4.31) ) is equivalent to the right hand side of the required estimate (4.21).
Thus from (4.31)–(4.32) the required estimate (4.21) follows. The Lemma is proved.
6Here we use the following elementary fact: for any linear maps L1 : R
n → Rd and L2 : Rn → Rd the
estimates λl(L2 + L2) ≤ λl(L1) + ‖L2‖ hold for all l = 1, . . . , d, see, e.g., [55, Proposition 2.5 (ii)].
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4.4 Estimates on cubes for Sobolev–Lorentz classes of map-
pings: the general case (k + α)p ≥ n.
Fix k ≥ 1, 0 ≤ α < 1, 1 < p < ∞, and v ∈ L k+αp,1 (Rn,Rd). In this subsection we
consider the case, when k + α > 1 and
(k + α)p ≥ n, (4.33)
i.e., when v is a continuous function (see, e.g., [33] ), but the gradient ∇v could be
discontinuous in general (if (k + α− 1)p < n ).
Theorem 4.4. Under above assumptions, there exists a function h ∈ Lp,1(Rn) (depending
on v ) such that the following statements are fulfilled:
(i) if (k+α−1)p ≥ n, then gradient ∇v is continuous and uniformly bounded function,
and for any sufficiently small n-dimensional interval Q ⊂ Rn the estimate
Φ(Z ′v ∩Q) ≤ C σq−m+1rq+µ+(k+α−1−
n
p
)(q−m+1) (4.34)
holds, where again
r = ℓ(Q), σ = ‖h‖Lp,1(Q). (4.35)
and the constant C depends on n,m, k, α, d, p only.
(ii) if n− p ≤ (k + α− 1)p < n, then under additional assumption
q + µ ≥ τ∗ := n− (k + α− 1)p (4.36)
for any n-dimensional interval Q ⊂ Rn the estimate
Φ(Z ′v ∩Q) ≤ C
(
σqr(k+α−
n
p
)q+µ + σq−m+1rq+µ+(k+α−1−
n
p
)(q−m+1)
)
(4.37)
holds with the same σ, r.
Remark 4.1. Formally estimates in Theorem 4.4 are the same as in Theorems 4.2–4.3,
the only difference is in the definition of σ (using the Lorentz norm instead of Lebesgue
one, cf. formulas (4.14) and (4.35) ). However, Theorem 4.4 is ‘stronger’ in a sense than
the previous Theorems 4.2–4.3. Namely, there are some important (limiting) cases, which
are not covered by Theorem 4.3, but one could still apply the Theorem 4.4 for these cases.
It happens for the following values of the parameters:
(k + α)p = n, (4.38)
or
(k + α− 1)p = n, (4.39)
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or
q + µ = τ∗. (4.40)
It means, that the Lorentz norm is a sharper and more accurate tool here than the
Lebesgue norm.
Proof of Theorem 4.4. As in the previous subsection 4.2 put l = min{i ∈ Z+ : k + α −
n− 2 < i}. In particular, l ≥ 0. Denote k˜ = k − l and u = ∇lv. Then by construction
u ∈ L k˜p (Rn), k˜ + α− n− 2 < 0, (4.41)
moreover,
(k˜ + α− 1)p ≥ n if (k + α− 1)p ≥ n. (4.42)
From the inclusion u ∈ L k˜+αp,1 (Rn,Rd) it follows that u = Gk˜+α(g) := Gk˜+α ∗g for some
g ∈ Lp(Rn). We will use the Hardy–Littlewood maximal function Mg. Recall, that by
properties of Lorentz spaces, the standard estimate
‖Mg‖Lp,1 ≤ C ‖g‖Lp,1
holds for the considered case 1 < p <∞ (see, e.g., [40, Theorem 4.4] ). Put h =Mg.
The proof of Theorem 4.4 is very similar to that one of Theorems 4.2–4.3: the main
differences concern the limiting cases (4.38)–(4.40) mentioned above.
• Case (k + α − 1)p > n. The required assertion in (i) follows immediately from
Theorem 4.2 and from the well-known inequality
‖f‖Lp(Q) ≤ ‖f‖Lp,1(Q).
• Case (k + α − 1)p = n. Then by above notations l = 0 and v = u = Gk+α ∗ g.
Fix an n-dimensional interval Q ⊂ Rn of size r = ℓ(Q). Take the polynomial P of
degree k from Theorem 2.2 such that
|∇vQ(x)| ≤ C
∫
Q
Mg(y)
|x− y|n−k−α+1 dy ∀x ∈ Q, (4.43)
where vQ = v − P . Put σ = ‖Mg‖Lp,1(Q).
Put β = (k + α− 1). From the generalised Holder inequality for Lorentz norms∫
Q
Mg(y)
|y − x|n−β dy ≤ ‖Mg‖Lp,1(Q) ·
∥∥∥∥ 1Q| · −x|n−β
∥∥∥∥
L p
p−1 ,∞
= C ‖g‖Lp,1
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(see, e.g., [40, Theorem 3.7] ) and from (4.43) it follows immediately that
sup
x∈Q
|∇vQ(x)| ≤ C ‖Mg‖Lp,1(Q) = C σ. (4.44)
Denote the right hand side of the last inequality by ε. Of course, taking r = ℓ(Q)
sufficiently small, we could assume without loss of generality that ε < 1. Thus to
finish the prove for this case we could repeat almost word by word the last part of
the proof of Theorem 4.1 to obtain the inequality
Φ(Z ′v ∩Q) ≤ C σq−m+1rq+µ, (4.45)
which is equivalent to the required estimate (4.34) for the considered values of k, α, p.
• Case n − p ≤ (k + α − 1)p < n. Then again l = 0, u = v, and for this last case
the required assertion (ii) can be proved repeating almost ”word by word” the same
arguments as in the previous Theorem 4.3 with the following evident modification:
now it is possible that s = p (respectively, q + µ = τ∗ ), and for this situation one
has to apply Theorem 2.5 instead of previous Theorem 2.4 (where s > p ).
4.5 Estimates on cubes for Sobolev classes of mappings W k1 (R
n),
k ≥ n.
As usual, by W kp (R
n,Rd) we denote the space of functions v : Rn → Rd such that all its
generalized derivatives Djv, j = 1, . . . , k up to order k belong to the space Lp. It is well
known that
W kp (R
n) = L kp (R
n)
for p > 1. In this subsection we consider the limiting case p = 1 for Sobolev spaces W k1 .
It is well known that functions from the Sobolev space W k1 (R
n,Rd) are continuous if
k ≥ n, (4.46)
so we assume this condition below: fix k ≥ n, and v ∈ W k1 (Rn,Rd).
Denote again Zv,m = {x ∈ Rn \ Av : rank∇v(x) < m}. Here Av means the set of
‘bad’ points, at which either the function v is not differentiable or which are not Lebesgue
points for ∇v. Recall, that the set Av is small in a sense: the equality
Hτ∗(Av) = 0 for τ∗ := n− k + 1 (4.47)
holds (see, e.g., [14] ); in particular, Av = ∅ if k − 1 ≥ n.
As in the previous section, it is convenient (and sufficient for our purposes) to restrict
our attention on the following subset of critical points
Z ′v = {x ∈ Zv,m : |∇v(x)| ≤ 1}. (4.48)
Take also a positive parameter q ≥ m− 1 and nonnegative µ ≥ 0.
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Theorem 4.5. Under above assumptions, the following statements hold:
(i) if k − 1 ≥ n, then the gradient ∇v is continuous and uniformly bounded function,
and for any sufficiently small n-dimensional interval Q ⊂ Rn the estimate
Φ(Z ′v ∩Q) ≤ C σq−m+1rq+µ+(k−1−n)(q−m+1) (4.49)
holds, where again
r = ℓ(Q), σ = ‖∇kv‖L1(Q). (4.50)
and the constant C depends on n,m, k, d only.
(ii) if k = n, then under additional assumption
q + µ ≥ 1 (4.51)
for any n-dimensional interval Q ⊂ Rn the estimate
Φ(Z ′v ∩Q) ≤ C
(
σqrµ + σq−m+1rµ+m−1
)
, (4.52)
holds with the same r, σ, and with C depending on n,m, k, d only.
Remark 4.2. Estimates in Theorem 4.5 are very close to the estimates in 4.4 (formally,
we could obtain these estimates, taking α = 0 and p = 1 in Theorem 4.4 and using the
corresponding another definition for σ, cf. (4.35) and (4.50) ). But in Theorem 4.5 we
could not use the maximal function as before: it is well known, that in general
M∇kv /∈ L1(Rn).
Proof of Theorem 4.5. Let the assumptions in the beginning of this subsection are ful-
filled. Fix an n-dimensional interval Q ⊂ Rn. Take the approximating polynomial P = PQ
from the subsection 2.3 and denote vQ = v − P , r = ℓ(Q). Then we have∥∥vQ∥∥L∞(Q) ≤ C rk−n ‖∇kv‖L1(Q);
∥∥∇vQ∥∥L∞(Q) ≤ C rk−1−n ‖∇kv‖L1(Q) if k ≥ n− 1, (4.53)
where C is a constant depending on n, d, k only. Moreover, the mapping vQ can be ex-
tended from Q to the entire Rn such that the extension (denoted again) vQ ∈Wk1(Rn,Rd)
and
‖∇kvQ‖L1(Rn) ≤ C0‖∇kv‖L1(Q), (4.54)
where C0 also depends on n, d, k only.
The rest of the proof of Theorem is very similar to that one of Theorems 4.2–4.4.
Consider two different cases.
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• Case k > n. Then from (4.53) it follows immediately that∥∥∇vQ∥∥L∞(Q) ≤ C σrk−1−n, (4.55)
where σ = ‖∇kv‖L1(Q). Denote the right hand side of (4.55) by ε. Now to finish the
prove for this case we could repeat almost word by word the last part of the proof
of Theorem 4.1 to obtain the required estimate (4.49).
• Case k = n. Now from Theorem 2.6 and (4.54) we have∫ ∞
0
H1∞({x ∈ Q :M
(∇vQ)(x) ≥ t}) dt ≤ C ‖∇kv‖L1(Q) = C σ. (4.56)
Then for this last case the required assertion (ii) can be proved repeating almost
”word by word” the same arguments as in the previous Theorem 4.3 with many
obvious simplifications (now we have parameters α = 0, s = p = 1, etc.), and
with the following evident modification: one has to apply formula (4.56) instead of
previous Theorem 2.4.
References
[1] Adams, D.R., A trace inequality for generalized potentials. Stud. Math. 48, 99–105
(1973).
[2] Adams, D.R., A note on Choquet integrals with respect to Hausdorff capacity. In:
Janson, S. (ed.) Function Spaces and Applications, Lund 1986, Lecture Notes in
Mathematics, pp. 115124. Springer, New York (1986).
[3] Adams, D.R., Morrey spaces. Lecture Notes in Applied and Numerical Harmonic
Analysis, Birkhauser/Springer, Cham (2015)
[4] Adams D.R., Hedberg L., Function spaces and potential theory. Grundlehren der
Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sci-
ences], 314. Springer-Verlag, Berlin, 1996.
[5] Alberti G., Generalized N-property and Sard theorem for Sobolev maps, Rend. Lin-
cei Mat. Appl. 23 (2012), 477–491.
[6] Azzam J. and Schul R., Hard Sard: Quantitative Implicit Function and Extension
Theorems for Lipschitz Maps, Geom. Funct. Anal. Vol. 22 (2012), 1062–1123.
[7] Barbet L., Dambrine M., Daniilidis A., Rifford L., Sard theorems for Lipschitz
functions and applications in optimization, Israel J. Math. 212 (2016), no. 2, 757–
790.
[8] Bates S.M., Toward a precise smoothness hypothesis in Sard’s theorem, Proc. Amer.
Math. Soc. 117 (1993), no. 1, 279–283.
[9] Bennett C. and Sharpley R., Interpolation of Operators. Academic Press, 1988.
38
[10] Bojarski B. and Haj lasz P., Pointwise inequalities for Sobolev functions and some
applications, Studia Math. 106 (1993), 77–92.
[11] Bojarski B., Haj lasz P., and Strzelecki P., Sard’s theorem for mappings in Ho¨lder
and Sobolev spaces, Manuscripta Math., 118, (2005), 383–397.
[12] Bojarski B., Haj lasz P. and Strzelecki P., Improved Ck,λ approximation of higher
order Sobolev functions in norm and capacity, Indiana Univ. Math. J. 51 (2002),
no. 3, 507–540.
[13] Bourgain J., Korobkov M.V. and Kristensen J., On the Morse– Sard property and
level sets of Sobolev and BV functions, Rev. Mat. Iberoam. 29 (2013), no. 1, 1–23.
[14] Bourgain J., Korobkov M.V. and Kristensen J., On the Morse–Sard property and
level sets of Wn,1 Sobolev functions on Rn, Journal fur die reine und angewandte
Mathematik (Crelles Journal), 2015 (2015), no. 700, 93–112. (Online first 2013),
http://dx.doi.org/10.1515/crelle-2013-0002
[15] Bucur D., Giacomini A. and Trebeschi P., Whitney property in two dimensional
Sobolev spaces, Proc. Amer. Math. Soc. 136 (2008), no. 7, 2535–2545.
[16] De Pascale L., The Morse–Sard theorem in Sobolev spaces, Indiana Univ. Math. J.
50 (2001), 1371–1386.
[17] Dorronsoro J.R., Differentiability properties of functions with bounded variation,
Indiana Univ. Math. J. 38 (1989), no. 4, 1027–1045.
[18] Dorronsoro J.R., A characterization of the potential spaces, Proceedings of the
AMS, 95 (1985), no. 1, 21–32.
[19] Dubovitski˘ı A.Ya., Structure of level sets for differentiable mappings of an n-
dimensional cube into a k-dimensional cube (Russian), Izv. Akad. Nauk SSSR Ser.
Mat. 21 (1957), no. 3, 371–408.
[20] Dubovitski˘ı A.Ya., On the set of dengenerate points, (Russian), Izv. Akad. Nauk
SSSR Ser. Mat. 31 (1967), no. 1, 27–36. English Transl.: Math. USSR Izv. 1, no. 1
(1967), 25–33. http://dx.doi.org/10.1070/IM1967v001n01ABEH000545
[21] Evans L.C. and Gariepy R.F.,Measure theory and fine properties of functions. Stud-
ies in Advanced Mathematics. CRC Press, Boca Raton, FL, 1992.
[22] Federer H., Two theorems in geometric measure theory, Bull. Amer. Math. Soc. 72
(1966), P. 719.
[23] Federer H., Geometric Measure Theory, Springer- Verlag, New York; Heidelberg;
Berlin (1969).
[24] Ferone A., Korobkov M.V., Roviello A., On Luzin N -property and uncertainty
principle for the Sobolev mappings, arXiv:1706.04796, to appear in Analysis and
PDEs.
[25] Ferone A., Korobkov M.V., Roviello A., Morse–Sard theorem meets the Luzin N -
property: a new synthesis result for Sobolev spaces, arXiv: ???.
[26] Figalli A., A simple proof of the Morse–Sard theorem in Sobolev spaces, Proc.
Amer. Math. Soc. 136 (2008), 3675–3681.
[27] Haj lasz P. and Zimmermann S., The Dubovitskii-Sard Theorem in
Sobolev Spaces, Indiana Univ. Math. J., 66 (2017), no. 2, 705–723,
http://dx.doi.org/10.1512/iumj.2017.66.6011
39
[28] Haj lasz P., Korobkov M.V., and Kristensen J., A bridge between Dubovitskii-
Federer theorems and the coarea formula // J. of Functional Analysis, 272 (2017),
no. 3, 1265–1295. http://dx.doi.org/10.1016/j.jfa.2016.10.031
[29] Karmanova M., Rectifiable sets and coarea formula for metric-
valued mappings, J. Funct. Anal., 254, No. 5 (2008), 1410–1447.
http://dx.doi.org/10.1016/j.jfa.2007.10.013
[30] Kaufman R., Sobolev spaces, dimension, and random series, Proc. Amer. Math. Soc.
128, no. 2 (2000), 427–431.
[31] Kauhanen J., Koskela P. and Maly´ J., On functions with derivatives in a Lorentz
space, Manuscripta Math., 100 (1999), no. 1, 87–101.
[32] Kerman R. and Sawyer Eric T., The trace inequality and eigenvalue estimates for
Schro¨dinger operators, Annales de l’institut Fourier, 36 (1986), no. 4, 207–228.
[33] Korobkov M.V. and Kristensen J., On the Morse-Sard Theorem for the sharp
case of Sobolev mappings, Indiana Univ. Math. J., 63 (2014), no. 6, 1703–1724.
http://dx.doi.org/10.1512/iumj.2014.63.5431
[34] Korobkov M.V. and Kristensen J., The trace theorem, the Luzin N - and Morse–
Sard properties for the sharp case of Sobolev–Lorentz mappings, J. of Geometric
Analysis, 28 (2018), no. 3, 2834–2856. http://dx.doi.org/10.1007/s12220-017-9936-7
[35] Korobkov M.V., Pileckas K. and Russo R., Solution of Leray’s problem for station-
ary Navier-Stokes equations in plane and axially symmetric spatial domains, Ann. of
Math., 181 (2015), no. 2, 769–807. http://dx.doi.org/10.4007/annals.2015.181.2.7
[36] Kucˇera M., Hausdorff measures of the set of critical values of functions of the
class Ck,λ, Comment. Math. Univ. Carolinae 13, no. 2 (1972), 333–350.
[37] Landis E.M., On functions representative as the difference of two convex functions
(Russian), Doklady Akad. Nauk SSSR (N.S.) 80 (1951), 9–11.
[38] Maly´ J., The area formula for W 1,n-functions, Comment. Math. Univ. Carolinae
35, no. 2 (1994), 291–298.
[39] Maly´ J. and Martio O., Luzin’s condition N and mappings of the class W 1,n, J.
Reine Angew. Math. 458 (1995), 19–36.
[40] Maly´ J., Advanced theory of differentiation – Lorentz spaces, March 2003
http://www.karlin.mff.cuni.cz/∼maly/lorentz.pdf.
[41] Maly´ J., Coarea properties of Sobolev functions, Function Spaces, Differential Op-
erators and Nonlinear Analysis, The Hans Triebel Anniversary Volume, Birkha¨user
Verlag, Basel, 2003, 371–381.
[42] Maly´ J., Swanson D. and Ziemer W.P., The co-area formula for Sobolev mappings,
Trans. Amer. Math. Soc. 355, No. 2 (2002), 477–492.
[43] Maz’ya V.G., Sobolev Spaces. Springer-Verlag, 1985.
[44] C.G.T. De A. Moreira, Hausdorff measures and the Morse–Sard theorem, Publ. Mat.
45 (2001), 149–162.
[45] Morse A.P., The behavior of a function on its critical set, Ann. of Math. 40 (1939),
62–70.
[46] Norton A., A critical set with nonnull image has large Hausdorff dimension, Trans.
Amer. Math. Soc. 296 (1986), 367–376.
40
[47] Pavlica D. and Zaj´ıcˇek L., Morse–Sard theorem for d.c. functions and mappings on
R2, Indiana Univ. Math. J. 55 (2006), no. 3, 1195–1207.
[48] Romanov A.S., Absolute continuity of the Sobolev type functions on metric spaces,
Siberian Math. J., 49 (2008), no. 5, 911–918.
[49] Sard A., The measure of the critical values of differentiable maps, Bull. Amer. Math.
Soc., 48 (1942), 883–890.
[50] Stein E. M., Singular integrals and differentiability properties of functions. Princeton
Mathematical Series, No. 30. Princeton University Press, Princeton, N.J. 1970.
[51] Swanson D., Pointwise inequalities and approximation in fractional Sobolev spaces,
Bull. Amer. Math. Soc., 149 (2002), no. 2, 147–174.
[52] Van der Putten R.,, The Morse-Sard theorem for Sobolev spaces in a borderline
case, Bull. Sci. Math. 136 (2012), no. 4, 463–475.
[53] Van der Putten R., The Morse-Sard theorem in W n,n(Ω): a simple proof, Bull. Sci.
Math. 136 (2012), 477–483.
[54] Whitney H., A function not constant on a connected set of critical points, Duke
Math. J. 1 (1935), 514–517.
[55] Yomdin Y., The geometry of critical and near-critical values of differentiable map-
pings, Math. Ann. 264 (1983), no. 4, 495–515.
[56] Ziemer W.P., Weakly Differentiable Functions. Sobolev Spaces and Functions of
Bounded Variation, Graduate Texts in Math. 120, Springer-Verlag, New York, 1989.
Dipartimento di Matematica e Fisica Universita` degli studi della Campania ”Luigi Van-
vitelli,” viale Lincoln 5, 81100, Caserta, Italy
e-mail: Adele.FERONE@unicampania.it
School of Mathematical Sciences Fudan University, Shanghai 200433, China, and Voronezh
State University, Universitetskaya pl. 1, Voronezh, 394018, Russia
e-mail: korob@math.nsc.ru
Dipartimento di Matematica e Fisica Universita` degli studi della Campania ”Luigi Van-
vitelli,” viale Lincoln 5, 81100, Caserta, Italy
e-mail: alba.roviello@unicampania.it
41
