Abstract-Industrial site selection is a strategic decision that involves several criteria with consideration for technical, economic, social, environmental, and political issues. These criteria are generally described using a number of different indicators, expressed in quantitative and qualitative ways with some possible uncertainty. Decision making requires, therefore, appropriate tools to enable data collection, storage, analysis, fusion, and knowledge management to address this complex multifaceted scenario. This paper presents a comprehensive method for industrial site selection, an innovative approach for reasoning uncertainty and efficiently finding the most suitable solution based on a set of interacting decision support systems. Experimental results show that the proposed approach provides accurate results in the region of interest, coinciding with the choices of expert analysts.
I. INTRODUCTION

I
NDUSTRIAL site selection is one of the key decisions in the process of starting, expanding, or changing the location of an industry. The industrial location problem can be represented as a selection process of potential sites in which the attempt is made to satisfy all requirements in the best possible way.
Traditionally, industrial site selection has been based almost exclusively on economic and technical criteria. Currently, a higher degree of sophistication is desired in order to also satisfy a number of social and environmental requirements, which may be enforced by legislation and government regulations. The industrial site selection process becomes, therefore, a complex multicriteria analysis, which includes a set of criteria encompassing technical, economic, social, environmental, and political issues, possibly resulting in conflicting objectives [1] , [2] .
The present-day analyst increasingly strives not only to satisfy all constraints but also to optimize various decision criteria, which may be conflicting, and to present a number of possible sites, each with specific advantages and limitations [3] , [4] . Due to the complexity of the task, the industrial site selection process is divided into two phases: the selection of a macro location and, within this area, the selection of a micro location [5] .
The macro location is a geographical area (typically the size of a municipality) that meets the basic requirements for construction and development of the industry with minimal operating costs. The micro location is the specific place within the macro location that meets the technical, infrastructural, and working process requirements [6] .
A number of decision support tools have been used to support the identification of the most suitable industrial sites, including geographic information systems (GISs) [7] , multicriteria decision analysis (MCDA) [8] , and expert systems (ESs) [9] . GISs are mainly used to collect geographically specific data and support their location-based presentation and analysis. MCDA has been extensively used to explore the space of the available solutions and to identify the optimum selection in the presence of conflicting goals. ESs are often used to analyze the solution space by reasoning on the basis of the available knowledge. These tools have played an important role in solving the site selection problem but have limits in dealing with all relevant criteria and reaching the most suitable solutions.
Recent developments in the field of decision making have led to dramatic improvements in the capabilities of GIS for industrial location analysis. These developments particularly concern the analysis of attribute data and procedures for multicriteria analysis [10] , [11] . Unfortunately, MCDA methods assume normalized data, which is difficult to achieve in industrial location problems where it is necessary to compare several quantitative and qualitative criteria in a highly imprecise and uncertain environment [12] . To compare the various criteria in MCDA, data must be standardized to the appropriate range suitable for the analysis.
To address all of the above aspects in an integrated way, we propose a novel comprehensive method for industrial site selection (CMISS), which provides an innovative approach to decision making that mitigates uncertainties in the input data by combining various complex interacting decision support systems in a synergic way. In order to achieve this goal, we developed an integrated approach based on an intelligent decision support system for the analysis of heterogeneous and noisy input data, a GIS for generating alternatives, and a spatial decision support system for the evaluation of alternatives.
To demonstrate the effectiveness of the proposed method, we present its application in a real case study, obtaining the same results suggested by experts in the field, which also correspond to recent strategic choices performed by important international companies. To the best of our knowledge, this is the first study in the literature that aims to overcome the uncertainty of input data in decision support systems for industrial site selection. This paper is organized as follows. In Section II, we summarize the literature in the field of industrial site selection, highlighting the role of MCDA and GISs. In Section III, we present the innovative CMISS. Section IV presents the experimental validation of the methodology in the Vojvodina region of Serbia as a case study to show the implementation choices. Section V derives some conclusions and directions for future research.
II. BACKGROUND
Most authors dealing with industrial location or production network design do not discuss the planning process but focus solely on decision support models. When the planning process is considered, it is often in the context of locating a single plant, excluding network design considerations [13] .
In the literature, the planning processes focused on locating a single site generally disaggregate the problem into several levels. Zelenovic [6] distinguished macro and micro locations and proposed a process consisting of four phases involving the selection of the continent, the country, the municipality, and, finally, the specific location in the municipality (see Fig. 1 ) [14] .
Industrial site selection requires an MCDA [15] . The term MCDA applies to various methods that help decision makers in finding better solutions. Multicriteria decision-making problems can be classified on the basis of the major components of MCDA: multiobjective decision analysis versus multiattribute decision analysis (MCDA), individual versus group decisionmaker problems, and decision under certainty versus decision under uncertainty. Multiattribute techniques are discrete methods because they assume that the number of alternatives is explicit. The multiobjective methods are mathematical programming model-oriented techniques, in which the alternatives, identified by solving a multiobjective mathematical programming problem, must be generated [16] . According to Kenney [17] , the two major approaches are the alternative-focus approach, which aims at generating the decision alternatives, and the value-focus approach, which uses the values (attributes) as a fundamental element in the decision analysis.
It has been estimated that 80% of the data used by managers and decision makers for industrial site selection are geographical (spatial) in nature [18] . Decision problems that involve geographical data are referred to as geographical or spatial decision problems [17] . Industrial site selection is one of these problems that require specific support for managing geolocated data. The spatial characteristics of industrial site selection require the use of GISs in collecting and analyzing data.
GISs have been used to identify suitable areas for industry by using a multicriteria evaluation method based on Boolean logic for producing suitability maps, map-based graphic representations showing how suitable each location is for the envisioned industry [13] . The Boolean method evaluates the area under analysis by using a grading scale [0, 1], where 0 denotes sites totally unsuitable for industry, and 1 represents suitable sites. In recent industrial location research, the simple additive weighting (SAW) method has been presented in a GIS environment [19] as an MCDA decision rule for evaluating location alternatives. The SAW method uses a weighted summation of criteria in which weights rank the land suitability for an industrial location.
The industrial location problem requires complex knowledge management and analysis. The need for an appropriate support for human decision makers is due to four types of limitations: cognitive, economic, time, and competitive demand [12] . Usually, previous experience or expert knowledge is used to design decision support systems [20] . For example, the intelligent approach proposed in [21] for industrial site selection based on GIS, ES, and the analytic hierarchy process (AHP) method divides the process into two phases: screening and evaluation. In the screening phase, the ES recommends suitability criteria, and the GIS screens all candidate sites located in the region of interest. In the evaluation phase, the AHP is used, out of the GIS, to identify the most appropriate site by comparing alternative sites on the basis of nonspatial attributes.
Unfortunately, the aforementioned approaches are not adequate for industrial site selection because they do not consider uncertainties in decision making. Management of uncertainty is, in fact, a very important issue in the design of a decision support system for the envisioned application because data may be nondefined, inaccurate, or ambiguous. Another challenge is bringing quantitative and qualitative data into the same analytic methodology. Industrial site selection must be performed efficiently, addressing all of the above aspects in a comprehensive coordinated way.
III. CMISS: A COMPREHENSIVE METHOD
Here, we introduce our innovative approach for making strategic decisions on industrial location, including consideration for data uncertainty: the CMISS.
The proposed comprehensive method uses a coordinated set of interacting decision support systems: an intelligent decision support system for industrial location criteria analysis, a GIS for generating alternatives, and a spatial decision support system for alternatives evaluation. The developed intelligent decision support system for industrial location criteria analysis is a hierarchical environment, based on a fuzzy ES, which uses a set of fuzzy inference systems (FISs) to interpret, standardize, and fuse heterogeneous data in order to estimate normalized industrial location criteria. The GIS based on the spatial database created from the environmental analysis is used for mining data and generating alternatives in the screening process. The spatial decision support system is based on MCDA in the GIS environment, which uses the weighted linear combination (WLC) method [22] for evaluating and ranking the alternatives.
Because of the complexity of the selection process, we adopt the two-phase approach proposed in [6] : the selection of a macro location (municipality), followed by the selection of a micro location. These selections are made using our comprehensive methodology. In this paper, we focus only on the selection of the macro location.
In CMISS, the decision-making process is divided into ten steps (see Fig. 2 
A. Problem Definition
The first step in all decision-making processes is to recognize and define the relevant characteristics of the decision problem. Depending on the business environment and the company's overall objectives, the problem definition specifies the essential inputs for the decision-making process. Managers would like to have everything in one location: low labor costs and a quality workforce, simultaneously. These objectives are contradictory and very difficult to achieve. This problem can be only solved through compromise. Therefore, it is necessary to explain the problem and to find the space for compromise.
In this step, we define the main objectives that should not be in conflict and identify the decision makers (either an individual or a group) for the location problem under consideration.
B. Site Selection Criteria Evaluation
Once the decision problem is defined, CMISS evaluates the site selection criteria, i.e., location characteristics that influence the decision process for the envisioned case. A selection criterion may consist of either a single quantity observed in the analyzed environment or a group of quantities collectively defining the desired characteristics of the environment itself (in this second case, the criterion is obtained by merging the observed quantities into a single figure of merit). These criteria are stored as attributes associated with the specific location. In this step, criteria are analyzed according to a specific problem definition and ordered according to their relevance for the envisioned case.
For achieving an efficient site selection process, the set of considered criteria must be optimized: We need to choose only those criteria that actually affect the quality of the decision. This criteria reduction is critical because all subsequent steps rely on the correctness, accuracy, and completeness of the adopted set. As an example for testing our comprehensive method, we adopted the criteria identified in USAID research [23] for the case study in Serbia (see Table I ).
C. Spatial Database Creation
The third step involves the creation of a spatial database that contains data for all of the selected criteria in the region of interest. For such a purpose, it is necessary to collect and store all data related to the decision problem, with specific reference to data related to the selected criteria. Spatial data collection includes GIS maps, satellite and aircraft images, and descriptive data related to the observed location. Geographic data are obtained by remote sensing, by entering existing data (statistics), by collecting data and geolocating them with Global Positioning System, or by digitizing and scanning maps. Collected data should be first analyzed to ensure consistency and then stored. This step is the most demanding in terms of time and costs.
D. Location Alternatives Generation
This step focuses on generating decision alternatives by using the GIS in a screening process. By screening the geographic locations in the region of interest, we obtain the necessary information for the subsequent multicriteria analysis, which requires clearly defined location alternatives for analysis. Each location alternative should be a feasible location for the industry and should meet the basic construction requirements. For mining data and generating the location alternatives, we developed a GIS by using ArcGIS [24] and the spatial database developed in Section III-C.
E. Fuzzy Criteria Analysis
To provide a consistent framework for knowledge management under uncertainty, criteria analysis, and standardization, we developed an intelligent decision support system for industrial location criteria analysis based on a set of FISs. FISs are methods that use fuzzy rules to map inputs to outputs.
Every FIS can be divided into three main components: the fuzzifier, the knowledge base, and the defuzzifier [25] . The fuzzifier and the defuzzifier convert external information into fuzzy sets and vice versa, respectively. The knowledge base consists of the set of rules that simulates the reasoning of human experts.
There are different approaches to FIS design and implementation. Mamdani's fuzzy inference method [26] is the most commonly used in decision support systems [27] . This method is characterized by the following fuzzy rule schema: IF x IS A THEN y IS B, where A and B are fuzzy sets defined on the input and output domains, and x and y are the input and output fuzzy variables. If the antecedent contains several variables, they are joined by OR and AND operators.
FIS can be based on type-1 fuzzy sets or type-2 fuzzy sets. In this paper, we decided to use type-1 fuzzy systems due to their greater simplicity in design and customization. However, type-2 fuzzy systems should be considered for future implementations because they permit a more robust modeling of uncertainty, for overcoming limitations typical of type-1 fuzzy systems.
An FIS has been designed and implemented for each of the criterion considered. Each FIS is used to interpret, standardize, and fuse the heterogeneous input data in order to estimate the values of the industrial location criteria, normalized in the range [0, 10] . FISs have been implemented using the MATLAB Fuzzy Logic Toolbox [26] .
1) Fuzzification:
For each fuzzy system, we used trapezoidal membership functions (MFs) for fuzzification of quantitative variables, whereas triangular MFs were used for qualitative values [28] . We chose triangular and trapezoidal MFs because nonexperts in fuzzy logic were able to perform their tuning in a more intuitive manner with respect to other widely used MFs (e.g., Gaussian and sigmoidal functions).
For each FIS, the number of used MFs and their shape are tuned for each possible application scenario according to the knowledge of human experts. For quantitative inputs, the fuzzification is based on five trapezoidal MFs. 2) Knowledge Base: Each FIS uses the fuzzy rules of the knowledge base for approximate reasoning. To create the knowledge base, a group of experts cooperated in defining a unique set of rules applicable to different cases of study.
As an example, we show the following criteria.
Labor Cost
To design the FIS for the criterion labor cost, i.e., y i , we used the input variable salary and benefits, i.e., 
Acceptable price (A), High price (H), and Very High price (VH).
The knowledge base is therefore as follows. 
Road transportation
To design the FIS for the criterion road transportation, i.e., y i , we used the input variable importance of road, i.e., x i , evaluated in the location i. This quantitative input variable is defined in the range [1, 4] . Linguistically, road transportation is represented by four triangular MFs first level (1L), second level (2L), third level (3L), and fourth level (4L), representing the level of importance from highest to lowest. The knowledge base is as follows. 
1) IF
x i IS 1L THEN y i IS I. 2) IF x i IS 2L THEN y i IS S. 3) IF x i IS 3L THEN y i IS G. 4) IF x i IS 4L THEN y i IS E.
Availability of quality workforce
number (VS), Small number (S), Average number (A), High number (H), and Very High number (VH).
The knowledge base is as follows.
Fig . 6 shows the output surface for the FIS availability of quality workforce.
3) Defuzzification:
The defuzzification process is based on the "centroid" rule [28] and is used to derive the final quantitative output. The output of the system is defined by the MFs 
F. Criteria Suitability Maps Generation
To support an effective analysis of each criterion, we adopt suitability maps [29] , which enable visual thinking and spatial data mining. To produce the suitability maps, the normalized and fused data of each criterion are evaluated for each alternative. For assigning this information to alternatives, we used the join function in ArcGIS [24] . Then, we applied a color ramp to the criterion values. The most common usage of the color ramp is from green (maximum suitability = 10) to red (minimum suitability = 0). This colored view allows decision makers to achieve effective understanding of the location characteristics. This way, possible hidden patterns can be easily seen and used in decision making.
G. MCDA
The MCDA is performed in three phases as follows:
1) definition of the criteria weights;
2) estimation of the consistency ratio; 3) evaluation and ranking of the location alternatives.
To determine the criteria weights in the first phase, we used the AHP, a pairwise comparison technique developed by Saaty to identify the relative relevance of criteria [30] . This analysis produces a pairwise comparison matrix ranking criteria from those of extreme importance (9) to those of equal importance (1) . The computation of the criteria weights is then performed by applying the following procedure. i) For each column of the comparison matrix, compute the column total by adding the criterion score of each element of the column. ii) Divide each element in every column of the matrix by the corresponding column total. iii) Compute the weight of the criterion associated with a row of the comparison matrix by averaging the scores of that row.
In the second phase, the consistency of the obtained criteria weights should be analyzed. Decision makers are, in fact, rarely consistent in estimating these weights in pairwise comparisons. We first evaluate the consistency vector λ, by multiplying the pairwise comparison matrix by the vector of the criteria weights. The consistency index CI of the envisioned pairwise comparison matrix is defined as
where λ max is the average value of the consistency vector, and n is the number of criteria. We then consider the random index RI as the consistency index of a randomly generated pairwise comparison matrix [30] . The random index provides a reference for consistency when the comparison matrix is created without any agreement between decision makers on criteria weights. The consistency ratio CR measures the agreement among the decision makers, i.e., how much the pairwise comparison matrix ratings were randomly generated instead of being based on an objective shared view of criteria among decision makers. The consistency ratio is defined as
A consistency ratio greater than 0.10 means that there is insufficient agreement among decision makers on the criteria weights and that, therefore, the pairwise comparisons should be rediscussed [30] . For evaluating and ranking the location alternatives in the third phase, we used the WLC method [22] in the GIS environment as decision rule for the MCDA. The suitability S for each location alternative is obtained by multiplying the criteria weight w i and criteria value x i for each criterion i and then summing the products over all criteria, i.e.,
This phase was implemented by using MCDA4ArcMap [31] , an open-source multicriteria tool for ArcGIS, in order to calculate suitability for all location alternatives.
H. Criteria Suitability Map Generation
The final suitability map represents the output values from the MCDA. These outputs are expressed in the range [0, 1] and presented in the final suitability map [31] . For visual representation, we adopted the same color ramp that has been used in Section III-F for graphic visualization.
I. Sensitivity Analysis
The sensitivity analysis tests how much the sensitivity map and, therefore, our decisions are sensitive to criteria variations. Thus, in the sensitivity analysis, we test the accuracy and the robustness of the multicriteria analysis. This allows decision makers to be confident in their choices, although the values of the criteria may not be highly accurate. The most important elements to consider in the sensitivity analysis are the criteria weights and the criteria values. Sensitivity of criteria weights is often more important because they are essential in value judgments and are rather subjective (decision makers may disagree on them, more than on other parameters).
The proposed sensitivity analysis is based on adding and subtracting 5% of the current values [29] After the sensitivity analysis, if the ranking of the location alternatives remains the same, we assume that the results of the MCDA are sufficiently robust. Otherwise, it is necessary to redefine the criteria weights and perform a new sensitivity analysis in order to confirm the ranking of the location alternatives.
J. Final Recommendation Generation
The last step of the site selection process is the identification of the most suitable site (municipality) on the basis of the performed multicriteria analysis. The best location is the one that has the highest score, i.e., the brightest green color.
IV. CASE STUDY
Here, we describe an experimental application of the proposed CMISS, which has been described in Section III. To demonstrate the efficiency and the effectiveness of the proposed approach, we show its use in a case in the Vojvodina region of Serbia. In the presented example, the location problem has been defined for siting an automotive component part manufacturer. The main desired objectives of the selection process were low operational cost, good geographic position, good quality transportation infrastructure, and a business-friendly location (municipality). The starting point for the site selection criteria in this test case is shown in Table I In the screening process, we obtained 45 alternatives (municipalities) in Vojvodina to be used in the selection of the most appropriate site. Fig. 8 shows the locations of the alternatives and the infrastructure potential in the region of interest. By analyzing the geographic position of Vojvodina in Europe from the point of view of access to the markets of the automotive industry, we found a large number of manufacturers within a 1000-km distance. Using our fuzzy ES, we evaluated the criteria for each municipality, and we derived the corresponding suitability as industrial location, considering all 15 criteria.
The standardized evaluation of all criteria was performed for each of the 45 municipalities of the case study. The suitability maps were generated (see Fig. 9 ) with normalized values.
The MCDA was performed. In the first phase, experts in the field evaluated the criteria weights using the AHP method. In the second phase, the consistency of the obtained criteria weights was evaluated (CR = 0.052346) and verified to satisfy the condition CR < 0.10. In the third and fourth steps, we evaluated and ranked the alternatives by using the WLC method as decision rule (see Table II ).
To test the robustness and the sensitivity of the MCDA, we slightly perturbed the criteria weights by introducing what the experts in the field consider to be typical errors in evaluating the criteria, i.e., we changed the criteria by ±5%. The results show that the ranking remains unaffected by these changes. This means that small errors (less than 5%) in the estimation of criteria weights can be considered negligible. In further analysis, we randomly changed criteria weights by ±10%. The results show that the main ranking (the first five results) remains unaffected by these changes. Other results are affected, with small changes in the final rank linearly, which can be considered negligible for the final decision.
Based on the MCDA results, we produced the final suitability map using the color ramp from red to green (see Fig. 10 ), where red represents low suitability, and green represents high suitability of alternatives (municipalities).
According to this comprehensive analysis, we finally recommend that the municipality with the highest suitability (Indjija) is the most appropriate site for the automotive component part manufacturer in the region of Vojvodina. Experiments have shown that the proposed approach obtains accurate results in the region of interest, coinciding with the choices of senior expert analysts. In the past ten years, important international companies (Grundfos, Henkel, Terraproduction, IGB Automotive, I.G. Bauerhin Gmbh, etc.) have chosen the Indjija municipality for their new greenfield investment and have invested more than half a billion euros. All these facts corroborate the results of the proposed methodology, confirming that CMISS efficiently provides the most suitable solution.
V. CONCLUSION
This paper has proposed an innovative CMISS. Specifically, we focused on the macro-location analysis (municipality level): from the analysis of the environment to the evaluation of the relevant characteristics (criteria), from the identification of the location alternatives to their characterization, and from their competitive analysis to the location selection.
The proposed comprehensive method uses a set of interacting decision support systems: a GIS for collecting spatial characteristics and generating alternatives, a complex intelligent decision support system for industrial location criteria analysis, and a spatial decision support system for the evaluation of location alternatives. We used a GIS for data collection, spatial analysis, alternatives generation, and the production of suitability maps. We presented the innovative approach in this application field to manage uncertainty and incomplete information by using a fuzzy ES. The ES adopted is based on a set of FISs used to interpret, standardize, and fuse heterogeneous data in order to estimate the normalized industrial location criteria. The spatial decision support system for alternatives evaluation is based on MCDA in the GIS and uses the WLC method for evaluating and ranking the location alternatives and generating the final suitability map. Results have been shown to be equivalent to those derived by experts in the field. The municipality with the highest suitability (Indjija) is the most appropriate selection.
In further research, the CMISS will be studied at the microlocation level by analyzing the specific sites in the municipality identified by the macro-location analysis. Moreover, we will evaluate strategies to improve the robustness of the decision support system, such as the use of machine learning techniques for tuning the parameters of the FIS and the use of type-2 fuzzy sets to represent the knowledge of each expert in a distinct manner.
