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MULTI-ABSTRACTIVE CONTEXT INTERPRETATIONS OF NETWORK EVENTS 
 









Hybrid and augmented workflows involving predictions or insights produced by 
automation tools that are handed over to human operators are known to cause cognitive 
overload.  Generally, cognitive overload occurs when an automated system tries to push 
too much information to a human operator.  When such a push of information is sustained 
over time, cognitive overload leads to what is known as "alert fatigue" whereby insights of 
an automated system are not utilized, which can lead to poor adoption. One type of 
cognitive overload specific to cognitive systems includes situations in which 
predictions/insights are not necessarily numerous but rather too complex understand and 
interpret. The lack of ability to understand reasons behind predictions can be a barrier to a 
broader adoption of artificial intelligence (AI) operations. Presented herein is a novel 
technique to derive explanations for predictions using multiple contexts, which can help 
system users to rapidly estimate the importance of predictions from several angles, thereby 
leading to greater trust and system adoption, as well as improved reaction time. 
 
DETAILED DESCRIPTION 
As an anomaly detection system naturally tries to detect the most relevant 
anomalies possible, this can lead to an increase of model learning capacity with an 
associated growth in complexity and potential detriment to the interpretability of results. 
Interpretability is critical to the success and adoption of a system.  
In this proposal, a technique is provided in which anomaly explanations can be 
provided for a situation based on an operating model and additional views on the situation 
can be provided by other models in order to determine alternative takes and counterfactuals.  
A goal of this proposal is to equip network operations teams with powerful anomaly 
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detection models while providing them with recourse and also simplifying data 
examination and root cause analysis. 
Consider certain example data collected from a network line card, as shown in 
Figure 1, below.  The example data closely tracks numerous internal counters across 
several days in which behavior can be loosely interpreted individually, but such loose 
interpretation can sometimes pose problems, especially under duress of a network fault. 







Figure 1: Example Network Line Card Data 
 
Although the example data for Figure 1 is associated with line card data, it is worth 
noting that techniques of this proposal can be agnostic of any underlying objects of 
anomaly detection and have general applicability to any type of networking equipment as 
well as to other domains (e.g., to technology outside of networking, such as bio/medicine 
fields, etc.) 
Using the data of Figure 1, four distinct explanatory models are used to highlight 
anomalous regions in which a multivariate time series diverges too far from a predicted 
mean, as shown in Figure 2, below. 
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Figure 2: Example Explanatory Models 
 
 Having multiple diverse models for event explanations is a definite advantage, but 
interpretation in the field may become difficult, as explanations may not agree with one 
another.  For example, consider a case in which a powerful predictive model suggests the 
presence of an anomaly for a particular timeframe but applying black-box machine learning 
(ML) exploration techniques yields an incomprehensible explanation, such as illustrated in 












Figure 3: Example Model Providing an Incomprehensible Explanation 
 
 Although the model used to generate the explanation illustrated in Figure 3 may be 
quite accurate, the particular ML model is immune to further introspection.  Thus, the three 
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other models are explored further.  Figure 4, below, illustrates a model that has placed a 
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Figure 4: Example Model Providing a "PUNT" Explanation 
 
 However, the remaining two models shown below in Figures 5 and 6 do not 
recognize an anomaly in this region.  Still, counterfactual evidence that the other three 













Figure 5: Example Model with No Anomaly Recognized  
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Figure 6: Another Example Model with No Anomaly Recognized  
 
The above examples can support the following conclusions: 
1. A system that delivers accurate anomaly detection capabilities, but is 
immune to introspection, is not enough to be used as source of actionable 
insights. 
2. Best-in-class ML models are, more often than not, black boxes that cannot 
be effectively analyzed. Thus, simpler models, tailored for providing 
explanations are needed. 
3. Using multiple explanatory models simultaneously has distinct advantages, 
such as being able to judge the significance of an event based on how 
explanations from different models are distributed. 
4. An automatic explanation selection process and/or explanatory ensembling 
may improve decision-making processes under the potential uncertainty of 
anomaly detection. 
Accordingly, this proposal provides a technique to facilitates the generation of 
multi-explainer ensembles for robust anomaly interpretation in networking and/or other 
environments.  In general, ensembling is a technique that uses a meta-model to blend 
together predictions from multiple diverse predictive models into a single answer. 
The models may range from trivial, such as averaging to very complicated, such as: 
 Differentiable ML models that can provide a non-linear mixing of 
predictions; 
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 Reinforcement Learning (RL) models that can pick a model whose 
prediction is selected as a final answer; and/or 
 Genetic Algorithms that can be used extensively when meta-models cannot 
be made fully differentiable. 
In all of the above cases, a goal of ensembling is to make an entire system more 
robust to outliers and increase prediction accuracy. Many commercial systems use ML 
ensembles "under the hood" for improved predictive performance. 
Consider various example details illustrating how ensembling can be used to 
increase explainability within a system without sacrificing prediction accuracy.  For 
example, as shown in Figure 7, below, an example system is provided in which multiple 
ML models can be trained via the same input data.  Although ML models may vary in 
complexity, they can be separated into two categories: predictive and explanatory.  
Predictive models are used for inference in the system illustrated in Figure 7, below. 
 
Figure 7: Example System Involving Predictive Models 
 
The use of explanatory models is twofold: they can be used to explain a known 
prediction or a hypothetical prediction. Consider, for example, that it is possible for an 
operator to focus on certain a time frame that does not contain anomalies according to 
predictive models, but still poses interest or casts doubt. In this case, an explanatory model 
can be tasked to explain a hypothetical anomaly score, answering the question, "What 
would the explanation be if a predictive model highlighted a selected piece as an anomaly?"  
Figure 8, below, illustrates an example system in which both predictive and explanatory 
models can be utilized to identify an explanation for an anomaly. 
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Figure 8: Example System Involving Predictive and Explanatory Models 
 
 Consider an example process involving the system of Figure 8 in which an 
explanation is considered as a set of variables in Input data that have the greatest influence 
on an ML model gravitating toward a suggested result. The technique through which an 
explanation may be derived is heavily model-dependent.  For example, linear and logistic 
regression models may provide a distance to their decision plan in each dimension 
separately such that the influence of each variable is easily quantifiable.  In another 
example, models such as Generalized Additive Model (GAM) and Generalized Additive 
Model with Pairwise Interactions (GA2M) are designed to be interpretable white-box 
models.  In yet another example, Random Forest models provide for the notion of a variable 
importance that most often is by counting a number of times that a given variable is used 
in each decision tree to make a particular prediction.  As another example, Gradient 
Boosting Machine (GBM) models clearly illustrate a ratio of "stumps" that have made a 
particular prediction having access to a given variable in the "bag" versus those whose 
"bag" did not contain that variable.  For another example, simple neural networks can be 
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used in automated ablation/sensitive study models, although such models can quickly 
become computationally expensive. 
Thus, different explanations obtained from explanatory models whose architecture 
is meaningfully can different provide different tradeoffs.  Further, it can be challenging to 
preset or identify which set of explanations may be most trustworthy to a user, as the 
explanations may diverge.  In the simplest case, a user may be considered the person that 
observes all sets of explanations, however, this logic quickly falls apart as number of 
explanatory models grows and their results diverge. After all, seeing 10 different 
explanations is not actionable and can be described as "extremely uncertain" at best. 
Accordingly, this provides for the ability employ an ensembling meta-model that 
is tasked to select the most suitable set of explanations based on multitude of data.  The 
data may include, for example, a type of time series data, various other attributes pertinent 
to the data and/or data collection methods, personal preference(s) of a user, historical 
preference(s), the accuracy of one or more explanatory model(s) compared to one or more 
predictive model(s), combinations thereof, and/or the like.   
Traditional choices for the meta-model can include a pure ML model, an RL-based 
model, Genetic Algorithms, etc. The system of this proposal does not impose hard 
constraints on the choice of meta-model architecture.  Rather, the only requirement for 
such a model to operate may concern the availability of a training signal, which can be 
obtained via any of: 
 Network operator interaction with the system (e.g., a user may vote on the 
quality of explanation(s)); 
 Always selecting explanations from the model that have a highest predictive 
accuracy for a given telemetry type; and/or 
 Either of the above with a random model selecting explanations a certain 
percentage of the time (e.g., 10%), which can help to ensure adequate 
exploration in both human-centric workflows and RL workflows. 
 
Although it may be true that in the age of "big data" and with most of the prolific 
ML techniques often being "data-hungry" that being dependent on user feedback may look 
like a disadvantage, the technique of this proposal stipulates that user feedback is, although 
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potentially valuable, nevertheless an optional component for the end-to-end system 
training procedures discussed herein.  For example, although user feedback may be 
beneficial for model selection for cases in which are available, in most systems only having 
one explanatory model per event type might be sufficient, hence completely circumventing 
the selection process. 
When multiple models are available an explanation can still be selected 
automatically utilizing one of more of the following techniques: 
 The ensembling meta-model can learn to pick highest performing model (e.g., 
selecting the explanatory model having predictions that are the most accurate 
relative to other explanatory models); and/or 
 Blending and presenting explanations from multiple models in a proportional 
manner. For example, as discussed in the example use case above, the 
"explanation" is a list of network processor counter names that, according to the 
model, bear highest relevancy to an anomaly. With multiple explanatory models, 
multiple such lists could be presented side by side, only overlapping counters 
could be presented, etc. 
 
In summary, the technique of this proposal provides for the ability to produce 
prediction explanations based on alternative ML features, to produce prediction 
explanations based on alternative ML models, to produce counterfactual explanations 
based on selecting predictions disagreeing with a main model, and to optimize explanation 
compositions based on user interactions with an operator. 
 Although examples discussed herein focus on applications within the domain of 
real-time anomaly detection utilizing time series data collected from computer networking 
devices, it is to be understood that the end-to-end system described herein can be 
generalized to a broader context.  In particular, a key novelty of this proposal is separating 
anomaly detection and explanations provided by ML models.  Generally, two model types 
("strong-but-non-inspectable" and "somewhat-underpowered-but-easily-explainable") can 
be kept in sync with each other, with the latter being used for explainability.   Because the 
models share a context (even though their input features may be different) explanations 
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generated by the models can also be used interchangeably. Thus, techniques of this 
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