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The ongoing effort in brain-computer interface (BCI) research has established that factors 
such as fatigue level, spatial ability, and affective state (i.e., emotions, moods, and stress 
responses) among others influence the BCI performance. Furthermore, while there has 
been significant progress in BCI deployment, studies indicate that a non-negligible 
proportion of users are unable to intentionally modulate their brain signal to control a 
motor imagery based BCI. The research presented in this thesis aims to augment BCI with 
affective state. There is a growing body of literature for affective state classification using 
brain signals. Identifying the user’s affective state should enable calibration of the BCI 
system for optimal performance. The research in this thesis investigates a novel BCI 
control strategy, emotion-inducing imagery (EII) which involves imagining fictional or 
recalling mnemonic emotional events. The research in this thesis was carried out through 
offline dataset analysis and a series of online experiments which resulted in five main 
contributions paving the way for BCI augmentation with affective state.  
In the first contribution, the research in thesis proposes a hybrid method of independent 
components analysis (ICA) and wavelet transform for the pre-processing of 
electroencephalogram (EEG) and magnetoencephalogram (MEG) data for affective state 
classification and demonstrates that this method enhances affective state classification. 
For the second contribution, the research introduces EII as a potential alternative BCI 
control strategy and presents evidence that EIIs are associated with distinct neural 
correlates. For the third contribution, the work in this thesis resulted in evidence that 
MI outperforms EII for the majority of the participants, however, the research also 
presented evidence that some users can consistently achieve higher performance with EII 
than with MI demonstrating that EII might be a viable alternative imagery for some users. 
In the fourth contribution, the research showed that different EEG rhythms during the 
period prior to using BCI and the classification accuracies across participants during EII-
BCI or MI-BCI use are significantly correlated. Finally, for the fifth contribution, the 
research established that a signal processing framework combining neural-time-series-
prediction-pre-processing (NTSPP), filter bank common spatial patterns (FBCSP), and 
hemispheric asymmetry (ASYM) leads to higher performance than the individual 
framework in terms of classification accuracy.    
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In the past 2 decades significant evidence has been presented to demonstrate that people can operate 
brain-computer interface (BCI) systems. BCI applications include  neurogaming (Ahn et al., 2014) 
(Coyle et al., 2016) (Beveridge et al., 2019), neuromuscular rehabilitation (Bundy et al., 2017) 
(Biasiucci et al., 2018) (Rathee et al., 2019) and assistive technologies (Stawicki et al., 2016), (Abiyev 
et al., 2016) (Tang et al., 2018) (Vidaurre et al., 2016) (Tariq et al., 2018) among many others. BCI 
offers an alternative communication channel as opposed to traditional neuromuscular or hormonal 
paths of signalling from the central nervous system (CNS). In traditional communication channels, 
based on current understanding, CNS (which comprises the brain and spinal cord) processes sensory 
information from outside environment or within the body conveyed by the peripheral nervous system 
(PNS) and produces responses appropriate to the needs of the body, a response delivered to the 
appropriate body part/organs by the peripheral nervous system (PNS). CNS electrophysiological 
signalling refers to observed phenomena (e.g., neuronal action potentials, synaptic potentials, 
neurotransmitter releases, and neuronal oxygen consumption) when processing sensory information. 
The electrophysiological signals can be measured in a variety of ways including 
electroencephalogram (EEG) and magnetoencephalogram (MEG). In a BCI system, the measured 
brain activity is translated into an artificial output (Wolpaw and Winter Wolpaw, 2012). 
The BCI may offer an alternative means of communication to people and people with physically 
disabilities such as those suffering from severe head trauma, cerebral palsy (CP), and Amyotrophic 
Lateral Sclerosis (ALS). The CP is defined as “a group of permanent disorders of the development 
of movement and posture, causing activity limitations that are attributed to non-progressive 
disturbances that occurred in the developing foetal or infant brain” (Armstrong, 2007). CP 
prevalence ranges from 1.49 to 4 per 1000 live births (Cans, 2007) (Reid et al., 2016). In most of the 
cases, additional problems accompany the CP motor disorders, like epilepsy, further musculoskeletal 
problems, and disturbances of sensation, perception, cognition, behaviours, and communication. ALS 
is a neurons disorder where neurons are unable to activate the muscle (Kiernan et al., 2011). The late 
stage of ALS may lead to complete paralysis and ‘locked-in-syndrome’ where the brain is functioning 
but the patient has no way to communicate due to complete paralysis. ALS patients can be given a 
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way to communicate without movement using real-time BCI as in (Speier et al., 2017). Apart from 
being used as an alternative means of communication, real-time BCI setup can be used in the 
rehabilitation program of patients suffering from neuromuscular disorders, as in (Wolpaw et al., 2000) 
(Fetz, 2007) (Blankertz et al., 2007) (Prasad et al., 2010) (Zhu et al., 2010) (Bundy et al., 2017) 
(Biasiucci et al., 2018) (Rathee et al., 2019). 
The popular BCIs offering an alternative communication channel include sensorimotor (SMR)-based 
BCIs and evoked-potential based BCIs. In sensorimotor-based BCI, also known as motor imagery-
based BCI, the user imagines moving his/her limbs, and the brain activity at the motor processing 
area of the brain is translated into communication content by the use of signal processing algorithms 
and appropriate feedback. For the evoked-potential-based BCI, instead of the user actively imagining 
limbs’ movements, he/she is presented with visual/auditory stimuli or somatosensory signalling and 
the brain activity at brain’s areas processing the visual stimuli (areas of occipital and parietal cortex), 
auditory stimuli (areas of temporal cortex) or activity at the somatosensory cortex for somatosensory 
signalling is translated into communication content. Studies have shown that users can communicate 
using a P-300 speller BCI (Donchin et al., 2000) (Krusienski et al., 2008) (Guger et al., 2009) (Speller, 
2015) (Nguyen et al., 2018) (Cao et al., 2019), or select different commands in evoked-potential-
based BCI games (Marshall et al., 2013) (Chumerin et al., 2013) (Marshall et al., 2015b) (Beveridge 
et al., 2019).  
Whilst SMR- and ERP-based BCIs have been deployed and show significant promise, there are still 
many shortcomings and issues to be resolved to ensure robust communication. The BCI users and 
people developing signal processing frameworks to accurately translate brain signals into control 
signal face some challenges. Most of these challenges arise from the non-stationarity and low signal 
to noise ratio of electrophysiological signalling, and the limitations and variations in BCI users’ 
capacity to intentionally modulate and learn to voluntarily control these signals. Modulating 
sensorimotor rhythms by motor imagery to achieve reasonable control accuracy (i.e., 70% for binary 
communication task (Vidaurre and Blankertz, 2010)) poses a challenge for over 30% of BCI users 
(Blankertz et al., 2010) (Ahn et al., 2013b). For this reason, it is important to explore other mental 
tasks or user states that may offer alternative strategies for BCI users and enable BCI developers to 
know how to adapt the translation algorithms for particular user states. This thesis focuses on 
exploring new tasks for BCI users.      
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The research of this thesis investigates non-invasively recorded brain activity (EEG and MEG) 
associated with emotions for BCI augmentation. Brain activity associated with emotions is studied in 
two ways: passive emotion monitoring and active emotion monitoring. In passive emotion 
monitoring, the user/participant passively attends to emotional stimuli, and associated brain activity 
is classified into various emotional states. On the other hand, in the active emotion monitoring, the 
user/participant actively self-induces emotion. Researchers have reported that different emotions are 
associated with different brain processes (Davidson et al., 1990) (Davidson, 1992) (Canli, 1999) 
(Dalgleish, 2004) (Kroupi et al., 2011) (Hamann, 2012) (Reznik and Allen, 2018), and this difference 
observed in brain processes can be exploited in classifying brain activity for different emotions 
induced by emotion-charged stimuli, as in (Petrantonakis and Hadjileontiadis, 2010) (Petrantonakis 
and Hadjileontiadis, 2012) (Liu et al., 2018a).Furthermore, some studies (Chanel et al., 2009) 
(Makeig et al., 2011) (Sitaram et al., 2011) (Iacoviello et al., 2015) have shown that it is possible to 
achieve classification accuracy greater than 70% in binary classification of self-induced emotions.  
Building on this, the research in this thesis investigates emotion-inducing imagery as a novel control 
approach for BCI. The remainder of this chapter provides further rationale for this direction of 
research, describes the aims and objectives of the research, the hypothesis tested and overall structure 
of the thesis 
1.2 Rationale 
Even though BCI is useful for people with very limited or no means of communication, e.g., people 
with locked-in syndrome, there are limited control strategy options available to BCI users. In addition, 
some BCI strategies, e.g., motor imagery, are challenging for some users and require training 
(Blankertz et al., 2010) (Ahn et al., 2013b), and other strategies (evoked potentials) often require gaze 
control and are dependent on external stimuli. Furthermore, a non-negligible portion of users are 
unable to learn to control a motor imagery (MI)-based BCI (Blankertz et al., 2010) (Ahn et al., 2013b) 
within a limited duration of training, thus there is a necessity to investigate alternative imagery 
strategies for such users.  
Different alternative imagery strategies that have been used to control BCIs include emotion inducing 
imagery (EII) (Makeig et al., 2011) (Chanel et al., 2009) (Iacoviello et al., 2015) (Sitaram et al., 
2011), mental singing  (Stangl et al., 2013), mental arithmetic (Power et al., 2011), mental rotation, 
word association, auditory imagery, mental subtraction, and spatial navigation (Friedrich et al., 2012). 
In some cases, alternative imagery strategies outperformed motor imagery, e.g., Curran and 
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colleagues reported easier to carry out and higher classification performance with spatial navigation 
and auditory imagery compared to motor imagery (Curran et al., 2004).   In the work reported in this 
thesis, the viability of EII as a potential BCI control strategy is investigated. The EII strategy has 
potential because the associated tasks can be constructed from the user’s natural experience, and this 
is likely to make it easier for the BCI users to adopt these tasks. In addition, electrophysiological 
correlates of emotion are well studied and there is good knowledge of the spectral and spatial patterns 
of brain activity associated with emotions 
In additional to investigating alternative imagery strategies, there is a need for further investigation 
of factors for BCI performance. The researchers have been investigating influential factors for the 
BCI performance including the user’s emotional state, mood, motivation, and fatigue level. In an 
ongoing effort to identify optimal conditions or users’ profiles associated with good performance of 
BCI, some studies report that people with the learned ability to intentionally alter brain states, e.g., 
people who practice meditation, generally perform well with BCI (Eskandari and Erfanian, 2008) 
(Tan et al., 2014a) (Liang and Shastri, 2018) (Tan et al., 2019), and people with spatial abilities 
generally perform well with mental imagery based BCI (Jeunet et al., 2015). Within this framework 
of investigating optimal condition for good BCI performance, the relationship of brain state pre-BCI 
use period and the performance of EII- and MI-based BCI across several recording sessions is 
analysed in this thesis. As the brain state during pre-BCI use is likely to be associated with a particular 
affective state, affective state recognition is needed so that the relationship between affective state 
during Pre-BCI use and BCI performance could be established. Furthermore, the work in this thesis, 
contribute to the affective state recognition framework by assessing the effect of different pre-
processing methods on the emotions’ classification performance.  
1.3 Aims and Objectives 
There are many factors that influence BCI performance, and these factors mainly fall under these 
categories: the user’s mental state, user’s ability to modulate brain activity, paradigm setup, and the 
signal processing methods adopted. Contributing to the ongoing effort to identify the optimal 
conditions for BCIs development in the BCI research community, the work in this thesis aims to 
augment BCI by developing a better understanding of how accurately  emotional states and emotion 
related imagery can be  classified . The objectives leading to this aim include looking at passive 
emotion monitoring and active emotion monitoring.    
 Passive emotion monitoring: the user’s emotional state is changed by some external stimuli 
but not intentionally by the user. Identifying the emotional state of the user is part of 
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determining the user’s mental state, the factor affecting the BCI performance. The 
establishment of the user’s emotional state should allow to identify the relationship between 
emotional state and the BCI performance. There are several studies on brain activity-based 
emotion classification, (as reviewed in the chapter 2), thus the first of objective of the thesis 
is as follows: 
o Objective 1:  The quality of the signals used in a BCI is important, but it can 
challenging and time consuming to properly clean these signals. The first objective is 
to assess how automated independent component analysis based pre-processing 
method affects the classification of EEG data associated with different emotions. The 
associated work is reported in chapter 3. 
  Active emotion monitoring: The user’s emotional state is intentionally changed. If the user 
can intentionally produce brain activity associated with some emotions, this can be exploited 
as a mean of BCI communication. To the best of the author’s knowledge, there are not more 
than 5 studies involving active emotion monitoring (Chanel et al., 2009) (Sitaram et al., 2011) 
(Makeig et al., 2011) (Iacoviello et al., 2015), and all of these studies are one session-based 
studies. This thesis’s work carries out active emotion monitoring studies with the following 
objectives: 
o Objective 2: assess the difference in the brain signals associated with different 
emotion-inducing imagery tasks. The associated work is reported in chapter 4. 
o Objective 3: identify the best BCI framework for emotion-inducing imagery. The 
associated work is reported in chapter 5.  
o Objective 4: comparison of emotion-inducing imagery performance to motor imagery 
performance. The associated work is reported in chapter 4 and chapter 5.  
o Objective 5: identify the relationship between brain state prior to BCI use and the 
performance of emotion-inducing imagery. The associated work is reported in chapter 
5. 
1.4 Thesis’ Outline 
The following section present an outline of the thesis: 
 Chapter 1 introduces the thesis and the rationale for the research proposed. The aims and 
objectives of the thesis as well as the outline of the thesis are also presented. 
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 Chapter 2 presents a literature review of brain-computer interface (BCI) systems development 
and brain activity-based emotion classification. Different stages of BCI development 
including data acquisition, pre-processing, features extractions and selection, features 
classification, and post-processing are outlined. Different brain activity dynamics exploited 
in BCIs are outlined. The chapter 2 also reviews the trend for data acquisition modalities used 
in the last two decades’ brain activity-based studies of emotions. The current feature 
extraction and classification methods for emotion classification studies are outlined. Besides 
the data acquisition trends, different features extraction methods used in emotion 
classification studies are outlined. 
 Chapter 3 presents an assessment of different methods for removing artefacts from EEG data. 
Four methods are presented and evaluated: band-pass filtering, manual independent 
component analysis (ICA), artefact detection based on joint spatial and temporal 
characteristics (ADJUST), and the automated hybrid ICA-wavelet transform method (ICA-
W). ICA is statistical based method which consists of separating the brain activity recorded 
on scalp into contributing source signals, referred to as components. When removing the 
artefacts from EEG with ICA, the components representing the artefacts should be removed 
and then the remaining components are recombined into cleaned EEG. In manual ICA, the 
artefactual components are identified by visual inspection which is time consuming and 
requires a high level of expertise. In ADJUST, the artefactual components are automatically 
identified by using some statistical measures. Due to a limitation in the number of components 
produced by ICA, the source separation is not optimal, because removing artefactual 
components removes some residual neural activity contained in those components. In ICA-
W, wavelet-based decomposition is used to identify the artefactual portion of the component 
and remove only that portion instead of the entire component. EEG signals from a database 
for emotion analysis using physiological signals (DEAP) (Koelstra et al., 2012) are used to 
assess how these artefacts removal methods affect the classification accuracy of emotion 
classes in the dataset. The DEAP dataset was recorded in a passive emotion monitoring 
paradigm using emotional video clips. 
 Chapter 4 presents emotion-inducing imagery (EII) as a novel potential alternative BCI 
control strategy for motor imagery (MI). During EII, which is an active emotion monitoring, 
the participant is asked to recall happy and events or imagine happy and sad events. The data 
recording followed the standard motor imagery paradigm, and the features extraction method 
was based common spatial patterns (CSP). Two studies are presented; one looks at the 
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classification performance of EII using EEG and MEEG data, and it also looks at the 
difference in the brain activity for happy and sad imageries across the participants. The second 
study establishes preliminary comparison between classification performance of EII and 
performance of MI. Each participant participated in a calibration run and an online feedback 
run. A linear discriminant analysis (LDA) classifier is trained on CSP-based features from 
calibration runs and applied on the online run to drive the feedback. EII performance is not 
significantly different from MI performance in this preliminary comparison study.  
 Chapter 5 presents a comprehensive comparison between the performance of emotion-
inducing imagery (EII) and performance of motor imagery as BCI control strategies. EII and 
MI are compared in multiple EEG data recording sessions, and each session contains a 
calibration run and feedback run for both EII and MI. EII and MI are compared across 
different signal-processing frameworks: neural-time-series-prediction-pre-processing 
(NTSPP), filter bank common spatial patterns (FBCSP), hemispheric asymmetry (ASYM), 
combination of NTSPP and FBCSP, and combination of all the three (NTSPP, FBCSP, and 
ASYM). The relationship between brain state prior to engaging in the feedback run and the 
performance for the feedback run for EII and MI is studied. The MI classification performance 
was significantly higher than EII performance across participants. 
 Chapter 6 presents the concluding summary. It also outlines the main contributions of the 
research, recommendations for future research based on the research undertaken and 
knowledge acquired from studies presented in this thesis. 
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2 BCI SYSTEMS & BRAIN ACTIVITY-BASED 
EMOTION CLASSIFICATION STUDIES 
2.1 Introduction 
There have been a growing literature of brain-computer interfaces (BCIs) studies and emotion 
classification studies utilising recorded brain signals. There are different techniques for measuring 
brain activity. The measuring techniques used in BCI include recording the neuronal electrical signals 
(direct measurement) as electroencephalogram (EEG) or magnetoencephalogram (MEG) and 
assessing brain’s metabolism (indirect measurement) such as in the case of functional magnetic 
resonance imaging (fMRI) and functional near-infrared spectroscopy (fNIRS). Depending on where 
the EEG sensors are placed, we can distinguish invasive and non-invasive EEG. The sensors are often 
placed on the scalp (non-invasive EEG). Invasive EEG, often referred to as intracranial EEG (iEEG), 
is used in some studies. Intracranial EEG types include the electrocorticogram (ECoG) measuring the 
electrical signals at the cortical level with subdural strips or grids of special EEG sensors placed on 
the cortex. In addition to ECoG, iEEG types include stereo-EEG which measures the local activity at 
targeted cortical area and deep brain structure using  depth electrodes (Parvizi and Kastner, 2018). In 
the case of MEG, the brain electrical signals are measured non-invasively by recording the generated 
magnetic activity using a special magnetic field scanning machine. The invasive measurements offer 
a high spatial resolution which is useful in some clinical cases such as in epilepsy pre-surgical 
evaluation (Zumsteg and Wieser, 2000). 
The direct measurement of brain activity is exploited in BCI to provide an alternative communication 
pathway by interpreting recorded brain signals. So, in this chapter, procedures used in BCIs are 
reviewed, and associated important BCI methods and BCIs performance evaluation approaches are 
highlighted. Furthermore, brain-activity based emotions studies are reviewed, and relevant 
electrophysiological features for emotion classification are highlighted. A few studies have attempted 
to use emotions in the context of BCIs  previously (Makeig et al., 2011) (Sourina et al., 2012) ; these 
studies are reviewed in more depth in this chapter.       
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2.2 Brain-Computer Interfaces 
In the last two decades, we have seen a growing number of studies in brain-computer interfaces 
(BCIs) driven by evidences showing that people can learn to modulate their brain activity and by 
advancing computing technologies. In BCI, the person’s brain activity is recorded, and using signal 
processing and machine learning methods, the changes in brain activity are detected and translated 
into a command/communication signals. This interface offers an alternative communication channel 
as opposed to traditional neuromuscular paths for CNS. The most recent complete definition for BCI 
state: “A BCI is a system that measures CNS activity and converts it into artificial output that 
replaces, restores, enhances, supplements, or improves natural CNS output and thereby changes the 
ongoing interactions between the CNS and its external or internal environment” (Wolpaw and Winter 
Wolpaw, 2012). CNS activity (or brain signal) refers to observed phenomena (e.g., neuronal action 
potentials, synaptic potentials, neurotransmitter releases, and neuronal oxygen consumption) when 
processing sensory information. BCI interfaces are primarily beneficial to people without or with 
defected communication channel (e.g., locked-in patients), but its applications also include 
entertainment (e.g. BCI games) (Ahn et al., 2014) (Coyle et al., 2016) (Beveridge et al., 2019), 
rehabilitation (Bundy et al., 2017) (Biasiucci et al., 2018) (Rathee et al., 2019) and assistive 
technologies (e.g., mobile robots (Stawicki et al., 2016), wheelchairs (Abiyev et al., 2016) (Tang et 
al., 2018), limb prosthesis (Vidaurre et al., 2016) (Tariq et al., 2018)).  
EEG data offer a high temporal resolution (in order of milliseconds) and EEG recording systems are 
portable and relatively inexpensive. MEG data offer the same high temporal resolution as EEG and 
higher spatial resolution than EEG (Proudfoot et al., 2014), but due to the high cost and non-
portability of MEG systems, EEG systems are the preferred modality for most BCI systems. This 
chapter and subsequent chapters focus more on non-invasive EEG-, MEG-based BCIs studies, but 
there are some references to studies based on other neuroimaging modalities throughout this and other 
chapters. 
2.2.1 Brain structure 
The central nervous system (CNS) is comprised of brain and spinal cord. The brain is of interest here 
as the work in the thesis explores directly measured brain activity. The brain and the spinal cord are 
surrounded and protected by three layers of tissues, known as meninges. The first meningeal layer 
directly on the surface (of the brain and spinal cord) is pia mater. The second layer is the arachnoid 
mater, and the outer layer is the dura mater. The main brain structures are brainstem, cerebellum, 
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thalamus, hypothalamus, pineal gland, and cerebrum (Felten et al., 2016). Some of these structures 
are illustrated in Figure 2-1.  
 
 
Figure 2-1. Midsagittal view of the brain’s lobes and functional areas (figure adapted based on 
illustration from (Felten et al., 2016)) 
 Brainstem connects the brain to the spinal cord and is a relay centre for cerebellum and 
cerebrum. The brainstem is subdivided into three regions: medulla oblongata, pons, and 
mesencephalon which is further subdivided into tectum and cerebral peduncles.  
 Cerebellum is located posterior to brainstem under the cerebrum. The cerebellum coordinates 
motor movements, especially complex motor activities, and maintains posture and balance. 
 Thalamus acts as a relay centre for sensory inputs from peripheral nervous system and the 
corresponding processing centres of the cerebrum. 
 Hypothalamus is located superior to the pituitary gland and inferior to the thalamus. The 
hypothalamus acts as the control centre for neuroendocrine functions (Felten et al., 2016). 
 Pineal gland is also referred to as the epithalamus. The pineal gland secrets melatonin which 
help regulating the body’s internal clock. 
 Cerebrum is the largest structure of the brain, and it is composed of left and right hemispheres 
joined by the corpus callosum. The surface of cerebrum has several convolutions allowing to 
fit an extensive surface into a small volume. The surface hump (gyrus), fold (sulcus) of the 
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cerebral cortex, cortical grey and white matter are illustrated in Figure 2-2. The cerebrum’s 
surface is a layer of gray matter and is referred to as cerebral cortex.  Each cerebral hemisphere 
is subdivided into cortical lobes: frontal, temporal, parietal, and occipital lobes. The insula 
forms the fifth cortical lobe, however this can only be seen by opening the sylvian fissure 
which separates the temporal lobe below from the parietal and frontal lobes above. The four 
visible cerebral lobes are shown in Figure 2-3. 
o Frontal lobe is involved in processing/coordinating/regulating brain functions 
including: 
 Personality behaviour and emotions 
 Speech (Broca’s area) 
 Concentration and self-awareness 
 Problem solving and planning 
o Temporal lobe is involved in processing/coordinating/regulating brain functions 
including: 
 Memory, sequencing 
 Hearing, understanding language 
o Parietal lobe is involved in processing/coordinating/regulating brain functions 
including: 
 Visual and spatial perception 
 Interpreting language, words 
 Sensing pain, touch, and temperature 
 Interpreting information from motor, visual , and auditory sensory 
o Occipital lobe is involved in processing/coordinating/regulating brain functions 
including: 
 Interpreting colour, light, and movement (vision) 
o Limbic system contains the cingulate gyrus, hypothalamus (not part of the cerebrum), 
amygdala and hippocampus. The limbic system acts as the centre for emotional 
reactions, memory, and learning. 
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Figure 2-2. A portion of the cerebral cortex illustrating the gyrus and sulcus 
 
Figure 2-3. Lateral view of the brain’s lobes 
 
2.2.2 Brain electrical activity: EEG and MEG 
At the cellular level, the brain contains two types of cells: neurons (nerve cells) and glial cells. The 
glial cells protect, support, and provide maintenance to neurons. The neurons transmit nerve signals. 
A neuron is illustrated in Figure 2-4. The neuron is made of de cell body (soma), dendrites, and axon 
which may branch in more than 500,000 axon terminals (Felten et al., 2016). The soma processes the 
incoming signal to determine if it is to be transmitted. The incoming stimulus is converted into 
electrical signal by the primary sensory neurons which is then carried into the CNS. In the brain, the 
neuronal activity is stimulated by chemical activity at the synapse. Electrical potentials, action 
potentials (APs), allow an electrical signal to be transmitted and trigger neurotransmitter release 
through excitatory-secretion coupling (at the synapse). The APs usually start at the initial segment of 
axons, and this happens when temporal and spatial summation of excitatory postsynaptic potentials 
(EPSPs), referred to as stimulus in Figure 2-5 (but not shown) cause sufficient excitation 
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The measured MEG and scalp EEG, non-invasive EEG, present a portion of electrical activity 
resulting from a large population of activated neurons in the brain. An electrical field is generated all 
over the brain surface and the scalp when different cortical areas are activated as in Figure 2-6 to 
process sensory information or mental processes, and the scalp EEG portion ranges from 5-100μV. 
Since the recorded EEG resulted from various cortical areas, there is a challenge to decode what 
information is conveyed by it. Most of these BCIs are based on characteristics reflected in EEG in 
different brain oscillations during or after some internal (mental task) or external event (stimulus 
presentation). 
 
Figure 2-4. A neuron illustration  (figure adapted based on illustration from (Felten et al., 2016)), a 
pyramidal cell is used in this illustration. 
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Figure 2-5. Action potential mechanism (figure adapted  from illustration in (Felten et al., 2016)), 
cross-membrane movements of Potassium ions (K+), Sodium ions (Na+), and Chloride ions (Cl-) are 
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Figure 2-6. Generation of recorded MEG/EEG signals. In the left portion: at the micro-level, the 
neural activity shown as the primary and secondary currents (in blue and red respectively). In the 
middle portion of the figure: show a macro-assemblies of the cortical pyramidal cells. When a large 
population is simultaneously activated the individual currents from different pyramidal cells are 
superimposed creating a current flow that produces measureable EEG and MEG signals. This 
figure was adapted from the illustration  from (Baillet et al., 2001). 
2.2.2.1 Brain oscillations 
The recorded brain-activity, EEG or MEG data, contains different brain rhythms: delta, theta, alpha, 
Mu, beta, and gamma frequencies. These rhythms have been associated with brain functions, 
processes and neural disorders.   
 Delta Rhythms (0.5-4Hz):  these rhythms are usually observable in deep sleep and have also 
been associated with some pathologies (Koutroumanidis et al., 2004). Klados and Colleagues 
have reported delta power increase when their participants were presented with arousing 
stimulus (Klados et al., 2009). Delta rhythms have been also used in limbs movement 
trajectory decoding (Bradberry et al., 2010) (Paek et al., 2014).   
 Theta Rhythms (4-7Hz): these rhythms are known to be present in sleeping adults and can be 
observed in awake children. A significant presence of theta rhythms in awake adults suggests 
brain abnormality case. For emotion, some studies found increase in frontal theta band power 
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rhythms activity when a participant is listening  to a high valence music stimulus (Lin et al., 
2010b).  
 Alpha Rhythms (8-13Hz): these rhythms are prominently present in wake but relaxed adults, 
especially when the eyes are closed. The decrease in alpha activity under visual stimulus 
usually correlates with mental process activation (alpha ERD), whereas the increased activity 
(ERS) correlates with some process inhibition (Klimesch et al. , 2007) or cortical areas at rest. 
Alpha asymmetries, mostly in the frontal area, have been reported (Coan and Allen, 2004; 
Davidson et al., 1990) in response to different emotional stimuli. 
 Beta Rhythms (13-30Hz): these rhythms are usually seen in the frontal and central scalp areas 
and have smaller amplitudes compared to alpha rhythms. The central beta rhythms are 
associated with mu-rhythms (about 10HZ) which is related to motor cortex. An increase in 
temporal beta activity is observed in positive emotions, but not in the case of negative 
emotions (Cole and Ray, 1985). 
 Mu-rhythms (around 10Hz): these rhythms are associated with motor related processing, in 
the motor cortex. 
 Gamma Rhythms (>30Hz): these oscillations are associated with several cognitive processes. 
Their association to varied processes makes it harder to decode the mental state. Gamma 
oscillations are closely linked to emotional memory (Headley and Paré, 2013). 
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2.2.3 BCI systems 
The analysis of the neural activity data recorded in a BCI setup varies depending on the approach or 
paradigm used in the BCI setup. Considering the user, we can have brain-activity associated with 
active and passive engagement with the setup, and considering the stimulus, we can have self-induced 
and stimulus-evoked brain-activity. Combining the user’s volition and the stimulus, the BCI 
approaches may include the following cases: 
i. The user attends to the stimulus presented, examples include visually-evoked potential (VEP) 
and event-related potential (ERP) studies.  
ii. The BCI does not rely on the user being engaged in any specific task or attending to a specific 
stimulus, e.g., workload monitoring as in (Estepp and Christensen, 2015). 
iii. The user actively shifts the gaze to a given position/target, e.g., motion-onset visually-evoked 
potentials (MVEP)-based BCI (Beveridge et al., 2015) (Marshall et al., 2015a)and steady- 
state visually-evoked potentials (SSVEP)-based BCI. 
iv. The user actively (voluntarily) engages into a mental activity, e.g., motor imagery based BCI, 
in which the user imagines the limbs’ movements as in (Prasad et al., 2010). The BCI 
approaches based on the user voluntarily modulating his/her brain signals are (and have been) 
of significant  interest because they offer an alternative communication channel that only 
depends on the ability of the user to modulate the brain activity (assuming that appropriate 
signal processing are utilized in the BCI setup). The BCI approaches in this case are also 
known as independent BCIs (Wolpaw et al., 2002) or active BCI. The primary targeted users 
for active BCIs are people with severe neuromuscular disabilities who even cannot get reliable 
eye-blinks and patients with locked-in syndrome.   
The BCIs development process in all the four cases follows closely the BCI processing stages shown 
in Figure 2-7. After acquiring the brain-activity data, the data processing phase includes pre-
processing, feature extraction, feature selection, classification, and the classification output may be 
used as input to an application and/or provide a feedback to the participant to enable learning. In the 
following sections, we are going to look at several popular data processing methods, features 
extraction techniques, features selection methods, and classification models used in BCI systems. 
TABLE 2-1. NOISE AND ARTEFACTS & METHODS TO REDUCE THEM FROM THE DATA 
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Noise or artefact Comment on artefact Noise reduction method 
ECG Mainly found around 1.2Hz Frequency filtering, BSS 
EOG Mainly found below 4Hz BSS, adaptive filters, Wavelet 
decomposition 
EMG Mainly found above 20Hz BSS, Wavelet decomposition 
50/60Hz line noise Found around 50 or 60Hz depending on the 
electrical system used in the recording 
Notch filters 
2.2.3.1 Pre-processing 
The objectives of pre-processing step is to increase the signal-to-noise-ratio (SNR) of the brain-
activity data by reducing the noise and artefacts. The recorded EEG or MEG data for a targeted task 
are often contaminated with noise and artefacts including 50/60Hz power line noise, noise due to 
electrode shifting, artefacts associated to heart activity, electrocardiography (ECG), eye movements 
or blinking, electrooculography (EOG), muscle activity, electromyography (EMG), and cognitive 
processes (van Boxtel, 2001) (Nicolas-Alonso and Gomez-Gil, 2012). The TABLE 2-1 shows some 
of the methods used for artefacts and noise reduction from EEG. These methods include values-
thresholding, frequency filtering, and complex techniques such as independent components analysis 
(ICA) (Nicolas-Alonso and Gomez-Gil, 2012).  
The EOG can be filtered out through the adaptive filter (Sanei and Chambers, 2007) by estimating 
the noise (or artefact) as shown in Figure 2-8. Offline pre-processing usually utilises blind sources 
separation (BSS), such as ICA to remove artefacts from EEG or MEG, by unmixing the data into 
independent sources, independent components signals, and then components representing artefacts 
are set to zero. The remaining components signals are remixed for the cleaned EEG signal. 
Castellanos and Makarov raised concerns that ICA may introduce power spectral underestimation 
and coherence of cortical areas overestimation, and they proposed a method that utilizes ICA and 
wavelet transform to reject artefacts from EEG data. (Castellanos and Makarov, 2006). The artefacts 
removal based on ICA-wavelet transform method was further investigated in one of the author’ 
studies (Bigirimana et al., 2016). This study compares the effects of pre-processing the EEG with 
ICA-wavelet method versus regular ICA method or frequency filtering on the classification 
performance of emotion classes. The findings from the author’s investigation suggests that ICA-
wavelet method performs better than compared methods (details are reported in chapter 3). 
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Figure 2-8. Adaptive noise canceller, the clean signal estimate is found by estimating the noise, 
then this noise estimate is subtracted from the EEG channel reading. The coefficients of the digital 
filter are adapted to the changes in the readings by using the clean signal estimate back into the 
adaptive algorithm, and the preferred algorithm is the least mean squares algorithm  (Sanei and 
Chambers, 2007). 
2.2.3.2 Feature extraction methods 
Once the brain activity data are cleaned, characteristics associated with brain activities are extracted 
for further analysis. For the BCI setup that relies on the user actively engaging into mental tasks, the 
features extraction exploits the relevant features for the brain activity associated to each of the mental 
tasks the user is asked to carry out. For this, the mental tasks with distinctive neural correlates are 
used in such BCI setups. For example imageries for left hand versus right hand movement are used 
in most motor imagery-based BCIs because of the known difference between the neural correlates for 
the two imagery tasks. Each of the two imagery is normally associated with increased contralateral 
activity and decreased ipsilateral activity in the motor cortex. Such differences are extracted as event-
related (de)synchronization (ERD/S), (Pfurtscheller, 1992). Often, the spatial filters are used to make 
even more evident the differences between motor imageries, e.g., the common spatial patterns (CSP)-
based method is commonly used in motor imagery-based BCI to increase separability between 
classes. Furthermore, the features of interest in BCI are also extracted as frequency-domain features 
through frequency content analysis using Fourier transform-based methods such as fast Fourier 
transform (FFT), periodogram, and Welch method (Palaniappan, 2010). Besides, the frequency 
content based features, the time-domain features are also extracted. The time-domain features are 
often extracted as statistical measures of the signal or other temporal behaviours such as event-related 
potentials (ERPs). Methods looking at both temporal and frequency resolutions have been applied in 
the literature, and these include wavelet decomposition (Murugappan et al., 2009b), ERD/S, and 
short-time Fourier transform (STFT) (Coyle et al., 2005). The following sections describe some of 
these feature extraction methods. 
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2.2.3.2.1 Event-related potentials 
The stimulus presented to a BCI user/ participant is associated with changes into EEG, namely event-
related potentials (ERPs), event-related field (ERF) in the case of MEG. These changes are presented 
as an increase in negative or positive peak amplitude in EEG at some specific time points post the 
stimulus presentation. Usually the notation using the letter ‘N’ and ‘P’ together with a number to 
indicate the negative or positive going and associated latency, e.g., P300 is the positive peak occurring 
about 300ms post stimulus onset (in some studies the P300 component is reported to occur between 
350 and 600ms post stimulus onset). Due to lower SNR of EEG/MEG and noise, to successfully 
extract the ERP components, several single trial ERPs of the same type need to be averaged together. 
This averaging attenuates the non-stimulus-evoked potentials which vary from trial to trial as they 
are not phase locked.  
The types of ERP components of interest depend on the type of stimulus used. The stimuli types 
include auditory, somatosensory (e.g., median nerve stimulation), and visual stimuli. In the case of 
auditory stimuli, the interest usually involves looking at ERPs responses to changes in frequency, 
intensity, duration of the stimulus, also referred to as mismatched negativity (MMN) paradigm. The 
rare stimulus evoke larger MMN component (this is a negative peak occurring around 200ms post 
stimulus onset) in anterior areas (Näätänen et al., 2004; Pakarinen et al., 2007). When visual stimuli 
are being presented to the participants, the resulting ERPs are referred to as visually-evoked potentials 
(VEP). Research has shown that the amplitude of the P300 component recorded on the parietal-
occipital area is higher for the target than non-target visual stimulus where the target is rarer than the 
non-target (Sutter, 1992) (Luck, 2005). The normal latencies for recordings done on the midline over 
the primary visual cortex are: 70ms for N1, 100ms for P1, and 140ms for N2 when stimulus like 
alternating checkboard flashing (at 2Hz) patterns is used (Felten et al., 2016). 
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Figure 2-9.Visual evoked potential with alternating flashing checkboard (figure adapted based on 
illustration from (Felten et al., 2016)) 
The ERP-based BCIs allow the user/participant to communicate by passively attending stimuli 
provided, and this communication can have a relatively high information transfer rate (ITR). In a 
steady state visually-evoked potentials (SSVEP)-based BCI – this uses constant light in targets and 
non-target at specified frequency, a participant can select a letter from a keyboard-like matrix 
characters by shifting the gaze to the targeted character. The discrimination of the relevant ERP 
components is generally fast and accurate. For example in a 6 by 6 matrix of characters P300 speller, 
the achieved online accuracy is often above 90% (Krusienski et al., 2008), and disabled participants 
(wheelchair bound paraplegia) can achieve an ITR of about 3.2 bits per minute at an accuracy of 95% 
(the BCI performance evaluation is described in 2.2.4). Average ITR of 60.2 bits per minutes was 
reported with accuracy of 81.0% in online SSVEP BCI (Lin et al., 2016), and Nagel and Spüler 
recently achieved an average ITR of 122.7 bits/min with average accuracy of 99.3% in an online setup 
of a 4 × 8 matrix-keyboard VEP-based BCI speller (Nagel and Spüler, 2019).   
The general process of extracting the SSVEP features consist of isolating the different frequencies of 
interest, frequencies at which the light is flickering for targets and non-targets buttons, and their 
adjacent frequencies. The frequencies of interest for ERP components are often less than 30Hz, and 
are extracted by filtering the signal with band-pass of 0.01-30Hz (Intriligator and Polich, 1994). The 
extracted features are often the amplitude and latency for ERP component. In some studies, high 
frequencies are also used in the flickering of stimuli (Zhu et al., 2010). There are other varied ways 
to setup VEPs, such as the motion-onset VEP in which a light moves across target and non-targets, 
and code modulated VEPs in which target flickers according to its associated modulation code (Liu 
et al., 2018b).  
2.2.3.2.2 Event-related desynchronization/synchronization  
In contrast to the ERP features which look at the time-domain evolution of neural responses to stimuli, 
event-related desynchronization or synchronization (ERD/ERS) looks at time-frequency of the neural 
responses (Pfurtscheller and Lopes Da Silva, 1999) (Durka et al., 2001). ERD is the decrease in 
amplitude of the EEG response with respect to the reference amplitude of the background EEG  in a 
specific frequency band, and this can be associated with decrease in synchronization of the neuronal 
population generating the EEG being recorded (Pfurtscheller and Aranibar, 1977). On the other hand, 
ERS is the increase of the power amplitude with respect to the reference power in specific frequency 
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band (Pfurtscheller, 1992). The ERD/ERS observations are generally computed in the following steps 
(Pfurtscheller and Lopes Da Silva, 1999): 
i. Bandpass filtering the event related trials in specified frequency band; 
ii. Compute the power samples by squaring the amplitude of each sample; 
iii. Averaging the power samples, then 
iv. Smooth the average by an appropriate number of samples 
The ERD/ERS observations in a given frequency band at some instant of time are expressed in terms 




where A is the power in the specified frequency band at some instant of time after the event (or during 
the event); R is the baseline power. (Pfurtscheller and Lopes Da Silva, 1999). 
The are other variations of ERD/ERS computation including event-related spectral perturbation 
(ERSP) (Makeig, 1993), inter-trial variation (ITV) (Kalcher and Pfurtscheller, 1995), task-related 
power increase (TRPI), task-related power decrease (TRPD) (Gerloff et al., 1998), and temporal-
spectral evolution (TSE) (Salmelin et al., 1995). The ITV is obtained by filtering the data into a 
specified frequency band, followed by calculating sample-to-sample inter-trial variance, and then 
averaging the variance over a specified time window. In BCIs, the characteristics of ERD/ERS 
dynamics are usually extracted using spatial filters such as common spatial patterns (CSP) and filter 
bank CSP (FBCSP). 
2.2.3.2.3 Common spatial patterns and Filter bank common spatial patterns 
The common spatial patterns (CSP) method is used to maximize the ratio of class-conditional 
variances of EEG or MEG sources. To isolate the dynamics of interest, the EEG (or MEG) data are 
first filtered in a specific frequency band, and CSP is applied by pooled estimates of the covariance 






𝑖=1 (𝑐 ∈ {1,2}),  (2-1) 
where Ic is the number of trials for class c, and Xi are the M×N matrices containing the i
th windowed 
segment of trial i; N is the window length, and M is the number of EEG channels.  
The two covariance matrices, Σ1 and Σ2, are simultaneously diagonalized such that the Eigenvalues 
sum to 1. This is achieved by calculating the generalized eigenvectors W:  
 ∑1𝑊 = (∑1 + ∑2)𝑊𝐷,  (2-2) 
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where the diagonal matrix D contains the eigenvalues of Σ1 , and the column vectors of W are the 
filters (i.e. spatial patterns) for the CSP projections. With this projection matrix the decomposition 
mapping, E, of the windowed trials X is given as: 
 𝐸 = 𝑊𝑋.  (2-3) 
Features, ?̄?, are derived from the log-variance of pre-processed/surrogate signals, E, within a selected 
k s (usually 2 s for MI-based BCI)  sliding window:  
 ?̄? = 𝑙𝑜𝑔( 𝑣𝑎𝑟( 𝐸)).  (2-4) 
There are some variations of CSP methods based on regularisation applied on the estimates for 
covariance matrix and or on the expression in (2-2). In the comparison of classic CSP and CSP with 
regularization methods (Lotte and Cuntai, 2011) showed that Tikhonov regularisation (Morozov, 
1966) resulted into a high performing CSP in compared CSP methods. Furthermore, CSP can be 
extended to extract features from multiple frequency bands. In this case, CSP is repeated for different 
frequency bands creating a filter bank CSP (FBCSP). The projection map in FBCSP, i.e. CSP filters, 
is computed for each frequency band, and features are extracted from surrogate signals in each 
frequency band. Depending on the number of CSP filters used, the dimensionality of the features 
vector can be high in FBCSP framework, a feature selection might be needed to reduce this high 
dimensionality. Some features selection methods used in BCI are described in the following section. 
2.2.3.3 Features selection 
The dimension of extracted features is often high and often with redundant information. The main 
task of feature selection is to reduce the dimension of the features matrix by selecting the relevant 
features and discarding the non-relevant ones. Methods used to rank and select relevant features 
generally fall into filters or wrapper methods. Filter methods statistically interact with extracted 
features using methods such as the ReliefF algorithm (Peker et al., 2015), minimal-redundancy-
maximal-relevance (mRMR) (Erfanian et al., 2011), and effect-size methods (Jenke et al., 2014).  In 
mRMR, the goal is to find the features which are the most relevant to the targeted class, and this 
relevance can be measured using mutual information estimation. The mutual information MI is 
computed using the expression (2-5): 
    
 




MI x y p x y log dxdy
p x p y
∬   (2-5) 
where, x, y are random variables with their probabilities and joint probability density functions being 
p(x), p(y), and p(x, y)respectively. The wrapper on the other hand, applies a classifier on the features 
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and uses the classifier’s outputs in ranking and selecting the features , e.g. a genetic algorithm (GA) 
(Nicolas-Alonso and Gomez-Gil, 2012). In some instance, one or two of these methods are combined 
to improve the performance (Peng et al., 2005). 
2.2.3.4 Classification 
The extracted/selected EEG/MEG features are mapped into corresponding classes or categories. This 
features-mapping task is often accomplished in two steps: training the classifier and applying the 
trained classifier to classify unseen data or in an online setup. Most of BCI studies have utilised 
standard classifiers used in machine learning problems. These classifiers include Fisher’s linear 
discriminant analysis (LDA), Support Vector Machine (SVM), k-nearest neighbour (KNN), 
Mahalanobis distance (MD), and in some instance neural networks (NN). Beside the standard 
classifiers, there are emerging new classification frameworks for EEG/MEG data including 
convolution neural networks (CNNs), random forest, and Riemannian geometry classifier (RGC). 
LDA establishes linear discriminating hyperplanes between features that maximize the classes’ 
separability; the class is determining by where its features are located with respect to the hyperplanes. 
The hyperplane is a projection which maximizes the distance between classes’ features while 
minimizing the intra-class variance (Lotte et al., 2007). In multiclass problems, each class is isolated 
from the others through the one-versus the rest scheme. The LDA can achieve high classes’ 
separability with low computational burden, making it more attractive in BCI. However due to the 
fact that EEG is highly non-linear, in situation where overlapping or very similar features, LDA may 
be an unsuitable choice of classifier (Coyle, 2005).  
In its simple form, SVM classifier uses linear decision boundaries to establish a hyperplane that gives 
the maximal distance between boundary training points (support vectors) of different classes. This 
SVM is often identified as linear SVM. It is possible to have SVM with non-linear decision 
boundaries, non-linear SVM, by remapping the extracted features into a space that allows maximum 
distance between support vectors. The remapping is achieved through the use of kernel function 
where in the test phase (after training), the SVM classifier follows the following expression (Burges, 
1998): 
   ,i i
i
c a k s f b   (2-6) 
where k is the kernel function, αi the weights, and si the support vectors. The features vector f is 
classified in the first group if c ≥ 0, and in the second group otherwise. In the case of linear SVM, the 
kernel is a linear function. SVM is known to perform well and does not suffer from the overtraining 
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or dimensionality issues usually found in LDA classifier. However, computations might take longer 
in SVM compared to LDA.  
Beside LDA and SVM, Neural Networks are also used in brain signals classification as in 
(Khosrowabadi et al., 2011) (Zheng et al., 2015). NNs are neuron-inspired methods, where artificial 
neuron models make the decision boundaries. One of the popular NN classifier is Multilayer 
Perceptron (MLP). MLP is built into input layer, many hidden layers (or just one hidden layer), and 
output layer utilizing sigmoid transfer functions (Jain et al., 2000). The other NN classifiers include 
radial basis function based (RBF) neural network (NN). The RBFNN has one or more layers of 
neurons utilizing Gaussian transfer functions. The Neural network classifiers are sensitive to 
overtraining and do take long to train, but can achieve good results in situation where features are 
only separable using nonlinear decision boundaries (Khosrowabadi et al., 2014). 
K-Nearest Neighbour (k-NN) establishes k groupings (from k classes’ features) during training and 
any features vector is then classified depending on the nearest grouping considering the Euclidean 
distance: 






d x trn x trn    (2-7) 
where, x is the features vector (of n features) to be classified, and trn is (one training) features vector. 
In the case of relatively sufficiently high k and low dimensional features sets, k-NN offers interesting 
results, as in (Khosrowabadi et al., 2010) (Murugappan et al., 2010). Another nearest classifier found 
in emotion-BCI literature is the Mahalanobis distance (MD). MD classifier classifies the features 
vector to the nearest mean of the covariance matrices of considered classes during training (Babiloni 
et al., 2001): 
      1
T
md l ld x x tr C x tr
     (2-8) 
where, 𝑡𝑟𝑙 is the mean of the covariance matrix computed during training for the class l. C is the 
estimated full covariance matrix, and the T is the transpose operator. 
In some of the studies, the classification framework is constructed by considering output from several 
individual classifiers. One of the example of such ensemble classifiers is the random forest which is 
made of several decision trees. Input features of EEG/MEG data are subdivided into training and test 
subsets for each decision tree using bootstrapping sample technique. A standard classifier (e.g., SVM) 
is then trained and validated for each decision tree. The overall performance is given by the average 
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of performance of all decision trees. In case of discrete output as in Figure 2-10, the overall output is 
given by the majority voting decision. 
 
Figure 2-10. An illustration of implementation of random forest classifier. In this example the 
dataset has four features (X1, X2, X3, and X4) and two classes (Y = 1 and 2). 
There is ongoing effort to apply promising deep learning methods used in computer vision 
technologies such as the CNN into BCI. CNN is variations of MLP. CNN structures include the 
convolution layer containing convolution kernels used to compute feature maps and a pooling layer 
aiming to achieve shift-invariance by subsampling the feature maps (Gu et al., 2018). High accuracies 
has been achieved in BCI with CNNs framework, e.g., in (Tang et al., 2017). Apart from deep learning 
methods, Riemannian geometry classifier (RGC) has been recently introduced in BCI (Yger et al., 
2017) (Lotte et al., 2018). In RGC framework, the data is mapped onto a geometrical space which 
allows to directly carry out classification.     
2.2.3.5 Application and feedback  
The output of the classifier is interpreted to suit the application of the BCI in question and to generate 
appropriate feedback to the user. In most BCI systems, the feedback is offered as a display on the 
screen (e.g., game character reacting to the user’s command), on-screen command/character selection 
(e.g., selecting a character in a VEP based speller), or activation of some devices (e.g., moving 
wheelchair or prosthetic limbs). The provided feedback can help the user learn to control or modulate 
his/her mental state and keeps the user engaged (Wolpaw et al., 2000) (Fetz, 2007), important for  
helping to effectively control the application.  
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The feedback provided may be continuous and real-time, or discrete (Wolpaw et al., 2000). The 
simple form of continuous feedback can be provided as a cursor movement on the screen, on the other 
hand the discrete feedback is usually presented as activation or selection of buttons on the screen. In 
BCIs, the control signal for continuous feedback is generated from successive classification’s outputs. 
By carrying out classification every 100ms, the resulting feedback looks continuous to human eye. 
Most researchers use the feedback control signal in the form of the time-varying signed distance 
(TSD) (Pfurtscheller et al., 2000) (Schlögl et al., 2002) (Coyle et al., 2009). For each sample point in 
TSD signal, the magnitude of this distance is the classifier’s confidence. The confidence is the 
distance from class hyperplane. The sign of the TSD indicates the class label.  
The classifier, trained to distinguish between different classes, may be biased toward one class than 
the other. A post classification analysis step is usually used in BCI to create a de-biased and smooth 
TSD signal (Coyle et al., 2011). The de-biased TSD is obtain by continuously removing the mean of 
classification outputs from the last few trials. The length of the de-biasing window is subject 
dependant, but Coyle and colleagues found that a window of 30 to 35s long gives good results in the 
BCI setup used (Coyle et al., 2011). Another ways of de-biasing the classifier is to use an adaptive 
classifier framework, in which the classifier weights are updated as the new data becomes available 
(Lotte et al., 2018).        
2.2.4 BCI system performance assessment 
In the previous sections, various features extraction methods and classifiers were described, and now 
this section discusses measures used to assess BCI systems based on those methods. In order to be 
able to track the increase or decrease in the performance of a BCI system with respect to other related 
BCI systems, various measures are used to assess the performance of the BCI system. The most used 
measures include classification accuracy (CA), which is the percentage of correctly classified items, 
and information transfer rate (ITR) which considers both the CA and response (classifier output) 
speed of the system (Wolpaw et al., 1998). The ideal system should have a high CA in real-time, 
however, in most of BCI applications, e.g., in case of choosing an answer, switching on a device for 
example, the real-time response might not be the most important, but the accuracy might be crucial 
in the situation. 
2.2.4.1  Classification measure 
The classification accuracy (CA) is the percentage of correctly classified samples. The classification 
results are usually reported into a confusion matrix which allows to compute the accuracy (A), true 
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and false positive rate and, true and false negative rate. An example of a confusion matrix is show in 
TABLE 2-2 for a two-class (e.g., positive = right hand and negative = left hand movement imageries) 
classification problem. The content in the given confusion matrix example are: 
 TP = true positives is the number of samples of class ‘positive’ correctly classified 
 FN = false negatives is the of samples of class ‘positive’ classified as ‘negative’ 
 FP = false positives is the of samples of class ‘negative’ classified as ‘positive’ 
 TN = true negatives is the number of samples of class negative correctly classified  
TABLE 2-2. AN EXAMPLE FOR A CONFUSION MATRIX FOR A TWO-CLASS CLASSIFICATION 
 Output classes 
Actual classes positive negative 
positive TP FN 
negative FP TN 
Furthermore, various classification measures can be computed from the information given in the 
confusion matrix as follow: 








  (2-9) 
 The true positive rate (TPR) is associated with TP in the confusion matrix, and this is the 
ratio expressing of how many of the samples from the positive class which are correctly 
classified (classified as positive). The TPR is also known as recall or as sensitivity measure, 
and it is computed by the expression in (2-10). The TPR, the recall, should be high in a good 
classification model. Another measure usually used is the precision measure which is a ratio 
expressing how many samples correctly classified out of the total samples classified as 
positive class, and it is given by the expression in (2-11). The precision should be high in 
good classification model. The recall and precision can be combined into one measure 
referred to as F1 score, a harmonic mean of recall and precision computed by (2-12), to allow 
comparison between different classification models. The search for optimal classification 







  (2-10) 
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  (2-12) 
 The false positive rate (FPR) is the ratio of sample from class negative classified as class 







  (2-13) 
 The true negative rate (TNR) rate is the ratio expressing number of samples from class 
negative correctly classified. The TNR is also referred to as specificity measure, and it is 







  (2-14) 
Other measures for classification include the receiver operating characteristic (ROC) curve which is 
a plot TPR versus FPR. This curve allows to optimize the classification model against a given 
threshold, a threshold value for a sample to be classified a positive. An example for ROC is given the 
Figure 2-11. Also, some researchers report the classification results using the area under the curve 
(AUC), under the ROC curve. The AUC of 1 is for a perfect model (100% classification accuracy, 
meaning TPR =1 and FPR =0). The model b in Figure 2-11 has AUC of 0.5 which represents a 
theoretical random accuracy for two balanced classes, and the model b on the other hand has an AUC 
greater than 0.5. 
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Figure 2-11. An example for a ROC curve results for two arbitrary classifier models: model ‘a’ and 
model ‘b’.  
2.2.4.2 Information transfer rate 
Apart from the classification accuracy measure, the BCI performance is often evaluated in term of 
information transfer rate (ITR). The ITR conveys the accuracy and the speed at which the BCI system 
carries out the classifications (Wolpaw et al., 1998). The ITR is expressed in bits per minute 
(bits/min). Since most of the BCI systems require a minimum data length (e.g., a 2s window data) to 
carry out classification of different classes, the ITR conveys how much information such BCI systems 
can communicate in a given time window. 
2.2.5 Brain-computer interfaces systems summary 
There has been a significant progress in the development of BCI systems, and the focus has been on 
developing appropriate signal processing methods for BCIs and devising tasks and/or paradigms 
leading to modulation of brain activity of interest. There are BCI systems which rely on the user to 
voluntarily modulate his/her brain activity through engaging into a mental activity (e.g., motor 
imagery), BCI systems relying on the external stimuli to evoke some activity into the user’s brain, 
and there have been some effort to develop hybrid BCI systems. The signal processing methods used 
in BCI systems, as it has been already mentioned in earlier sections, span the utilization of time 
domain, frequency domain, and time-frequency domain features.  
CHAPTER 2: BCI Systems & Brain Activity-Based Emotion Classification Studies 
Alain Desire Bigirimana - July 2020   31 
 
Some researchers have reported that not all the users are capable of learning to modulate the brain 
activity in BCI systems such as motor imagery-based BCI (Bamdadian et al., 2014) (Vidaurre et al., 
2011), and novel BCI strategies should be investigated for these users. There have been investigation 
of alternative imageries including mental arithmetic operations, mental rotation of objects, and mental 
navigation (Curran and Stokes, 2003) (Myrden and Chau, 2015). In the ongoing effort to investigate 
novel imagery strategies, emotion-inducing imagery has been investigated in this research work (this 
is reported in chapter 4 and 5 of this dissertation). Emotion-inducing imagery is motivated by the 
findings from brain-activity based emotion classification studies; mainly the evidence that different 
emotions are associated with different neural correlates. Brain activity-based emotion classification 
studies are discussed further in the next sections.  
2.3 Brain Activity-Based Emotion Classification Studies 
Now that we have established a background for BCI systems, the following section looks at emotion 
studies based on the same brain activity recordings as in the BCI systems covered in previous sections. 
Studies on emotions recognition have increased significantly in the last two decades, and these studies 
utilise various modalities including heart rate and skin conductance measures (Healey & Picard, 
1998), facial expressions, and neuroimaging such as magnetic resonance imaging (MRI), near-
infrared spectroscopy (NIRS), magnetoencephalography (MEG), and electroencephalography (EEG). 
Facial expressions and peripheral physiological measures have been popular methods in emotions 
detection but can be inappropriate in the case of voluntary emotion concealment or due to physical 
disabilities or to diseases. The focus of this thesis is on EEG/MEG-based studies. MEG/EEG-based 
emotion recognition studies and potential exploitation of emotion classification to augment the 
existing BCI approach are reviewed. 
Emotion studies based on brain activity date back to nineteenth century. In 1868 Harlow established 
that prefrontal cortex (PFC) is involved in emotion processing after observing the dramatic changes 
in Phineas Gage’s emotional behaviour following Gage’s accident that damaged his PFC (Harlow, 
1868). In 1872 Erwin Darwin published ‘The Expression of Emotions in Man and Animals’(Darwin, 
1956). In this section, a review of the recent progress and methods used in emotion recognition studies 
based on brain activity data is presented. The growing literature of emotion studies using varied brain 
imaging modalities in the two last decades is depicted in Figure 2-12. The research articles reported 
here were a result from a search in Google Scholar database, and only peer-reviewed journal and 
conference articles and masters and doctoral dissertations are reported here. The search for the 
surveyed articles was constrained by the condition of finding all the keywords in the title of the article, 
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and the keywords were ‘emotion EEG’ for EEG articles, ‘emotion MEG’ for MEG articles, and 
‘emotion fMRI’ for fMRI articles.  The trend in the surveyed literature suggests that EEG and fMRI 
are the most used brain imaging modalities in emotion studies. Furthermore, the last decade has 
shown a faster growing literature, especially in journal publication for emotion studies with the EEG 
and fMRI as neuroimaging modalities. 
 
Figure 2-12. Chronological trends of literature (extracted from Google Scholars on 12th December 
2015 and updated on 19th January 2020), the keywords used here were: “EEG emotion”, “fMRI 
emotion”, and “MEG emotion” with restriction of keywords being all in the title of the article. 
The general format for brain-activity based emotion recognition studies in the literature include three 
main phases: (i) identify emotion of interest, (ii) stimulate or induce this emotion into the participant 
while recording the brain activity, and (iii) analysing the recorded brain-activity to deduct findings. 
2.3.1 Emotion Definition – ‘identifying the emotion of interest’ 
The main challenge in detecting emotions from brain activity is the lack of a reliable neural ground 
truth for the detection which is worsened by discrepancies in emotion definitions across the literature. 
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Emotional state can be defined as “interrelated and synchronized changes” in psychological and 
physiological states (Scherer, 2005); this definition implies that human emotion processing is rather 
complex. In many instances in the literature, the terms ‘affect’ and ‘emotion’ are utilised 
interchangeably even though the term ‘emotion’ covers a subset of affective states. The affective 
states can be defined as psychological states associated with some appraisal, and these states include 
emotions (e.g., happy, sad, and angry), moods (e.g., grumpy), and stress responses(Gross, 2015). 
Several models of emotion, based on experiments or social observations, have been proposed to allow 
emotion measurements or detection to some extent. The proposed models include multidimensional 
models (e.g. arousal-valence models) and basic emotion models.  
2.3.1.1 Multidimensional Model 
The popular multidimensional model is the valence-arousal model, also known as Russel model 
(Russell, 1980), emotional state is identified using arousal and valence coordinates as shown in Figure 
2-13. The arousal coordinate varies between positive activation or excitement and negative activation 
(deactivation) or sleepy. The valence coordinate varies between pleasant (positive valence) and 
unpleasant (negative valence). In some studies, the ground truth for emotions experienced by 
participants is collected as subjective arousal-valence ratings using self-assessment manikin (SAM) 
which is a non-verbal pictorial assessment technique (Bradley and Lang, 1994) shown in Figure 2-14 
or versions of SAM such as the affective slider by (Betella and Verschure, 2016) shown in Figure 
2-15. After an emotional stimulus is presented to a participant, the SAM is used to map the emotion 
felt into the arousal-valence coordinates. Based on the pleasantness rating, some emotions are labelled 
negative emotions (those with negative valence) and other positive emotions (those with positive 
valence). 
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Figure 2-13. Emotions mapped using valence (pleasant/unpleasant) and arousal 
(activation/deactivation) coordinates (Posner et al., 2005) 
 
Figure 2-14. SAM valence (unpleasant -- pleasant, on top row) and arousal (sleepy -- widely 
awake, on bottom row), the black disks shows the middle point between successive graphics on each 
row. There are two standard scales: 1-5 discrete ratings (only graphics holds the ratings on each 
row) and 1-9 continuous ratings (ratings are obtained from clicking on graphics or anywhere 
between two successive graphics on each row). 
 
Figure 2-15. Affective slider bars: arousal (sleepy – widely awake bar, on top) and valence 
(unpleasant – pleasant bar, on bottom), the ratings are selected by clicking and sliding each button 
(shown in the middle of each bar) to an appropriate position corresponding to self-assessment of 
one’s felling; with ratings reported from 0 to 1 with a 0.01 step. 
2.3.1.2 Basic Emotions 
On the other hand, basic emotions model lists emotional states argued to be universal with identifying 
names and suggests each of these states to have specific physiological characteristics (Ekman, 1999). 
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The most popular basic emotions are: angry, afraid, happy, sad, surprise, disgusted, and amused. 
However, with the current limited knowledge on emotion processing in the brain, there is a challenge 
in associating each emotion on the list of basic emotions with corresponding neural activities. 
Furthermore, it has been reported that there are individual differences in neural processes associated 
to emotional stimuli (Hamann and Canli, 2004). This makes it harder to argue for universality of the 
basic emotions.  
2.3.2 Inducing Emotion of Interest 
One of the crucial steps involved in emotion studies is inducing targeted emotions into the 
participants. In the literature, emotions are stimulated by internal stimulus such as mental activities, 
e.g., happy memory recall. Apart from internal stimulus, emotions are stimulated by external stimuli 
through the sensory system. The external stimuli include emotional images, sounds, and combination 
of sounds and visuals. 
2.3.2.1 Emotion Stimulation by Videos, Audio or Pictures 
During data acquisition for an emotion recognition study, emotions are often stimulated into the 
study’s participants by presenting participants with emotional videos, sounds, or pictures stimuli. 
Some research groups have provided database of standardized stimuli for emotion studies. Lang and 
colleagues have provided the international affective picture system (IAPS) (Lang et al., 2008), a 
database of pictures for emotion elicitation. Bradley and colleagues also provided a database of 
sounds for emotion elicitation, the international affective digital sounds (IADS) (Bradley and Lang, 
2007). Another database of pictures used in emotion studies is the Geneva affective picture database 
(GAPED) (Dan-Glauser and Scherer, 2011). The participants are usually asked to passively attend 
emotional stimuli. In some cases, participants are asked to attempt to feel the emotion represented by 
or loaded in the stimuli. 
Few datasets of neurophysiological data, collected while the participants were being presented with 
videos stimuli, are available for emotion recognition methods assessment. These datasets include the 
database for emotion analysis using physiological signals (DEAP) (Koelstra et al., 2012), multimodal 
database for affect recognition and implicit tagging (MAHNOB HCI) (Soleymani et al., 2012), and 
Jiao Tong University emotion EEG dataset (SEED) (Zheng and Lu, 2015). The SEED dataset 
contains EEG data from 62 EEG electrodes from 15 participants, collected while they were presented 
with video clips targeting positive, negative, and neutral emotions. The DEAP dataset contains 32 
EEG electrodes data and peripheral signals (galvanic skin response, respiration pattern, skin 
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temperature, electromyogram, and electrocardiogram) from 32 participants, and data were recorded 
while participants watched 40 one-minute long video clips. The MAHNOB HCI contains 32 EEG 
electrodes data and peripheral physiological data (respiration pattern, skin temperature, and 
electrocardiogram) from 30 participants while they were watching movies clips and pictures. The 
MAHNOB HCI also contain the synchronized monitoring data: from 6 video cameras, head-worn 
microphone, and from eye gaze tracker. 
2.3.2.2 Self-Inducing Emotion 
Emotions can be stimulated into participant by the participant engaging in mental activity (Damasio 
et al., 2000) (Smith et al., 2006). For example, Chanel and colleagues stimulated emotions by asking 
the participants recall past emotional episodes (Chanel et al., 2009). The fact that the participant 
actively participates in the emotion stimulation allows further application of such self-induced 
emotions. The self-inducing approach can be used to control some applications through BCI as shown 
by Makeig and colleagues in their musical emotional BCI (Makeig et al., 2011). The self-inducing 
approach is investigated further in the studies reported in chapters 4 and 5. 
2.3.3 Brain structures involved in emotion processing 
There certainly still is a lot to be uncovered about emotions processing in the brain, nevertheless 
researchers have identified some CNS behaviours associated with emotions. Several researchers 
described the neural circuits contributing to emotional processes; circuits that include hippocampus, 
insula, amygdala, anterior cingulate, and prefrontal cortex (PFC) (Davidson et al., 2003) (Dalgleish, 
2004) (Barrett et al., 2007) (Kohn et al., 2014); Figure 2-17 shows some parts of this neural circuitry. 
The amygdala is more activated in the negative compared to positive emotions (Davidson, 2002), and 
amygdala has been associated with fear regulation (Numminen-Kontti, 2014). Right hemisphere 
activation has been associated with negative emotions (e.g., fear, anger, and disgust) and the left 
hemisphere with positive emotions (e.g., happy, joy). Davidson and colleagues, using EEG, observed 
less left anterior temporal and frontal alpha power (more activation) associated with “approach”  and 
more activation of right anterior temporal and frontal cortex associated with “withdraw” ( Davidson 
et al., 1990) (Davidson uses “approach” for emotions where ones tends to act (with a notion of 
reward), and he also uses “withdraw” for emotions where ones tries to withdraw (with a notion of 
punishment). Their EEG asymmetry was consistent with Ahern and Schwartz’ s EEG spectral 
analysis study (Ahern and Schwartz, 1985). This asymmetry was also consistent with the findings of 
Robinson and colleagues in their studies on patients with brain injury. They found that patients with 
lesions in the left frontal brain area are more depressed than those who with lesions in other brain 
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areas (Robinson et al. , 1984). In this case of lesions in the left frontal areas, there is an inability to 
express positive emotion since the left side is damaged, an inference made by Davidson and 
colleagues (Davidson et al., 1990). The frontal asymmetry seems to be a useful marker for affective 
processing (Reznik and Allen, 2018).  
 
 
Figure 2-16. Modal model of emotion with three main steps: (1) attending the stimulus, (2) 
appraising the stimulus, and (3) producing emotion response 
 
Figure 2-17. The activated network during emotion processing (prepared based on illustration from 
(Kohn et al., 2014)). The three steps presented in modal model of emotion processing are shown 
here. The activated neural circuitry includes: ventrolateral prefrontal cortex (VLPFC), dorsolateral 
prefrontal cortex (DLPFC), supplementary motor area (SMA), angular gyrus, amygdala (Amy), 
basal ganglia (BG), superior temporal gyrus (STG), and anterior middle cingulate gyrus (aMCC). 
The current understanding on neural circuitry for emotion processing is mainly based on the modal 
model of emotion (Gross and Thompson, 2007) (Gross, 2015) (Palmer and Alfano, 2017). This model 
considers three main stages: (1) a subject is in the presence of an emotion-eliciting stimulus, (2) pays 
attention to and appraises that stimulus, (3) and then generates an emotional response as shown in 
Figure 2-16. The process repeats if the stimulus is still present. The meta-analysis of studies utilising 
this model  (Kohn et al., 2014) found interaction between the ventrolateral prefrontal cortex (VLPFC), 
dorsolateral prefrontal cortex (DLPFC), supplementary motor area (SMA), angular gyrus, amygdala 




















AFFECTIVE STATE AND EMOTION INDUCING IMAGERY CLASSIFICATION FOR BRAIN-COMPUTER 
INTERFACES 




























is via Amyg and BG to the VLPFC and SMA, superior temporal gyrus (STG), angular gyrus, and 
anterior insula, see Figure 2-17(1), then the VLPFC informs the DLPFC that the affective regulation 
is needed, see Figure 2-17(2). DLPFC carries out the regulation process and sends feedforward signal 
to SMA, angular gyrus, STG, Amy, anterior middle cingulate gyrus (aMCC), and BG which 
participate in generating regulated affective state, see Figure 2-17(3). 
2.3.4 Brain-activity based emotion classification studies 
The studies of emotions based on brain-activity follow closely the standard BCI processing stages. 
After acquiring the brain-activity data, the data processing phase includes pre-processing, features 
extraction, features selection, classification, and the classification output is used as input to an 
application or to drive the feedback presented to the participant. This section looks at several popular 
data processing methods used in emotion recognition/classification studies. 
The TABLE 2-3 shows sample studies on emotion classification based on EEG, and features extracted 
in the studies are shown as well. As shown in the sample studies, the popular features extraction 
methods found in EEG-based emotion recognition literature include frequency-domain features 
extracted through Fourier transform-based methods such as fast Fourier transform (FFT), 
periodogram, and Welch method (Palaniappan, 2010), time-domain features extracted as statistical 
measures of the signal or other temporal behaviours such as event-related potentials (ERPs), and 
features based on methods providing both temporal and frequency resolutions such as wavelet 
decomposition (Murugappan et al., 2009b), event-related (de)synchronization (ERD/S), 
(Pfurtscheller, 1992) and short-time Fourier transform (STFT) (Chanel et al., 2009). 
TABLE 2-3. SAMPLE STUDIES OF EMOTION RECOGNITION/CLASSIFICATION UTILIZING TIME-DOMAIN, 
FREQUENCY DOMAIN OR TIME-FREQUENCY DOMAIN FEATURES  
Source Classes subj # EEG 
sensors 
























11 64 (IS) 4-22Hz spectrograms STFT (2Hz 
bands) 
100 SVM 63 
(Murugappan 




25 62 (IS) Alpha, beta, 
and gamma 
ALREE DWT 5 KNN 83.26 
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16 3 (Fp1, 
Fp2, and 
F3/F4) 
 high order crossing 
(HOC) 
 10 SVM 83.33 
(Wang et al., 
2011) 
joy, relax, 
sad, and fear 
5 62 (IS)  μS, σS, 
δS_1, norm_δS_1, δS_2, 
and norm_δS_2 
 3 SVM 43.39 






96 3 (FC6, 
AF3, 
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 Fractal dimension (FD) Higuchi 
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40 SVM 70.5 
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average magnitude of 
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(LV vs HV) 
32 32 (IS)   MEMD 20 ANN 75 
(Li et al., 2018) positive, 
neutral, 
negative 
15 62 (IS)   Entropy, 
and t-f 
features 
15 SVM 83.33 







32 32 (IS)   Statistical 
features and 
t-f features 
10 PNN 67 





32 32 (IS)   Statistical 
features and 
t-f features 
10 SVM 60.50 
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2019) 
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2.3.4.1 Time-domain features 
The EEG time-domain features used for emotion recognition includes event-related potential (ERP), 
statistics of the recorded EEG, and measures such as Hjorth descriptors (Jenke et al., 2014).  
2.3.4.1.1 ERP features 
The stimulus presentation usually causes some voltage changes in the subject’s EEG. These changes 
usually require the averaging of several trials for a particular stimulus in order to establish a 
relationship between that stimulus and corresponding changes. This requirement creates a downside 
for real-time systems, but ERPs can still be used in offline analysis. Considering emotion studies, 
some researches have correlated ERPs with emotional states. In their review, Olofsson and colleagues 
highlighted that the amplitude of P3b, one of the subcomponents of P300, is larger for high valence 
pictures (Olofsson et al, 2008). 
2.3.4.1.2 Statistical features 
The commonly used statistical measures, as in (Takahashi, 2004; Wang et al., 2011), are often the 
EEG power (pS), mean (μS), standard deviation (σS), 1
st difference (δS_1), normalized 1
st difference 
(norm_δS_1), 2
nd difference (δS_2), and normalized 2
nd difference (norm_δS_2). These values are 
























     (2-16) 
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   (2-21) 
where, S(t) is the EEG signal sample at time t, with t = 1,2,3, …K 
Other related statistic measures are the Hjorth features which are composed of the activity, mobility 
(MS) and complexity (CS) measures. The activity is the variance of the signal while the mobility is 










2.3.4.1.3 Fractal dimension 
Additional to the statistical measures, other relevant time-domain features found in recent emotions 
detection studies include fractal dimension (FD) (Anh et al., 2012) and high order crossing (HOC) 
(Petrantonakis and Hadjileontiadis, 2010). Fractal dimension estimates the irregularities in the signal. 
The Higuchi method is the most common FD feature extraction method in emotion classification 
literature; this method is described in the following section: assuming a time series, 𝑠(1), 𝑠(2), … , 𝑠(𝑘), 
let’s build another n time series Sm
n as in 
      ,s ,s 2 , ,snm
K m
s s m m n m n m n
n
    
       
   
  (2-22) 
where m = 1,2,… , n ; 𝑚 denotes the time point and n = 1,2, … , nmaxwhich is the delay between the 
time points 
The averaged length for each time series,lm(n) is computed as in (2-23), and the total average length 
for all the time series 𝐿(𝑛) for a particular delay 𝑛 is computed in (2-24) and is proportional to n-D, 
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with D being the Higuchi fractal dimension of the signal. D is the slope estimated from the plot of 

























   (2-23) 





L n l n

    (2-24) 
2.3.4.2 Frequency-domain features 
Power spectral density (PSD) analysis in different frequency bands of EEG is widely used in brain 
activity-based emotion classification studies. The analysis usually considers the brain power in theta 
band (0.5-4Hz), delta band (4-8Hz), alpha band (8-13Hz), beta band (14-30Hz), and gamma band 
(>30Hz) at different scalp locations. The goal is to extract different frequency content (PSD features) 
in EEG signal for different brain states associated to processing given emotional stimuli or events.  
The frequency features are often extracted as the band power, or power derived features such as 
spectral asymmetry measures. 
2.3.4.2.1 Band power 
The power spectrum in EEG rhythm bands is usually extracted using the fast Fourier transform (FFT) 
algorithm. Depending on the desired resolution or computational efficiency several PSD estimation 
methods are used including short-time Fourier transform (STFT), periodogram and Welch method 
(Palaniappan, 2010). Beside taking the entire EEG bands, the band power is often extracted from 
small frequency bins (e.g., 2Hz) as in (Chanel et al., 2009). 
2.3.4.2.2 Emotions asymmetry based features 
The emotion lateralization in the brain is exploited in hemispheric asymmetry feature extraction. The 
extracted features are often the difference or ratios of band powers at two locations one on the left 
and the other on right side (Lin et al., 2010a) (Huang et al., 2012) (Soleymani et al., 2012). Ratios, 
are usually used to determine the levels of stimuli response; for example the beta/alpha ratio can be 
used to detect the arousal of the subject (Zhou et al., 2014) (Huang et al., 2012). 
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2.3.4.3 Time-frequency domain features 
In some of the brain activity-based emotions studies have utilised time-frequency methods such 
event-related de/synchronisation (ERD/S) and wavelet transform. The ERD/S is used as previously 
described in the previous section on BCI systems. Regarding the wavelet transform analysis, the 
discrete wavelet transform (DWT) is often used in EEG signal decomposition while keeping a high 
time-frequency resolution. EEG is decomposed into detail coefficients relating to high frequency EEG 
and approximation coefficients relating to time-domain estimation of the original EEG by correlating 
a wavelet function with EEG signal: 
     ,b,  ( ) ( )as t a b s t w dtc t


    (2-25) 
where s(t) is the brain activity signal (e.g., EEG), and a and b are respectively the scaling and 
translation factors for the wavelet function wa,b(t). Interesting results have been achieved using DWT 
to isolate EEG frequency bands of interest, which are then used to compute various features such as 
variance, standard deviation, power, and entropy (Murugappan et al., 2009b), amplitudes of event-
related oscillations in delta, theta and alpha rhythms (Frantzidis et al., 2010). The resulting coefficient 
from DWT decomposition can be directly extracted as features and these feature types can achieve 
relatively high classification accuracy compared to entropy or energy features (Yohanes et al., 2012). 
Other interesting results have been achieved, about 84% classification accuracy for 4 different 
emotion classes, utilizing multiwavelet decomposition for entropy features extraction (Bajaj and 
Pachori, 2014). Further measures can be derived from the computed energy and/or entropy, and these 
measures are usually extracted as features for emotion classification. Measures such as recursive 
energy efficiency (REE) with its derived measures: logarithm of REE (LREE) or absolute logarithm 
REEE (ALREE) has also led to good classification accuracy in (Murugappan et al., 2010) where the 









  (2-26) 
2.3.5 Emotion classification studies to emotion-inducing imagery studies 
The literature of emotion classification studies based on brain activity shows that various emotional 
states can be distinguished based on the associated neural activity. This distinction of neural correlates 
of emotions is achieved by using time-domain, frequency-domain and/or time-frequency dynamics 
AFFECTIVE STATE AND EMOTION INDUCING IMAGERY CLASSIFICATION FOR BRAIN-COMPUTER 
INTERFACES 




























of the brain activity signals. The majority of the studies utilise the features extracted from the theta, 
alpha, beta, and gamma bands, and the time-frequency features seems give highest classification 
accuracies (Alarcao and Fonseca, 2017) (Shu et al., 2018). From EEG perspective, commonly used 
electrodes in emotion classification studies are (in their order of frequency): F4, F3, T7, FP1, FP2, 
T8, F7, F8, O1, P7, P8, O2, FC5, FC6, C4, C3, AF3, AF4, P3, P4, and Pz (Alarcao and Fonseca, 
2017). The montage of these commonly used electrodes is shown in Figure 2-18. Electrodes setup 
depends on the kind of emotions being considered. In general the electrodes covering frontal and 
temporal areas are used as they are likely to pick up brain activity associated with emotion processing 
and presented stimuli. Electrodes over the visual processing area are used to detect activity associated 
with present visual stimuli. A subset of electrodes that gives the highest classification accuracy is 
usually obtained through features selection algorithm. 
 
Figure 2-18. Most frequent EEG electrodes considered in emotion classification studies. Colour red 
indicates very high frequent, orange for high frequent, and green for moderate frequent. 
The literature review identified some limitations and challenges found in emotion classification 
studies. These include the lack of a consistent definition for emotion classes across the literature, 
especially where discrete emotions are used. This variation in definition for classes of emotion makes 
it hard to compare the results from different brain activity-based emotion classification studies. 
Another challenge is the fact that there are only few datasets available for brain activity-based 
emotions studies, thus neural activity data acquisition is a crucial component in most emotion studies 
which then leads to variations in data and experimental setup. Furthermore, most of the state-of-the-
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literature review shows that there are only few previous attempts of emotion-inducing imagery. Most 
of these previous emotion-inducing imagery are shown in Table 2-4, only peer-reviewed journal 
publications or book/book chapters were considered here. The main gap in most of the previous 
studies is the lack of feedback presentation to the participants, so EII was not really used in the context 
of BCI. In some of the studies a discrete feedback was provided to the participants, and wide window 
(> 8 s) was considered to provide this feedback (Makeig et al., 2011) or even participants were self-
paced in carrying out the EIIs (Chanel et al., 2009). The other gap is the fact that these previous 
studies were based on small sample of participants, and the studies were based on signals recorded in 
one session. In this thesis, state-of-the-art motor-imagery BCI methods (i.e., FBCSP and NTSPP) are 
explored as emotion-inducing imagery signal processing frameworks. 
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2.4 Conclusion 
The background for BCI systems was covered in this chapter, and the recent literature show that there 
have been significant progress in BCI development. This development include state-of-the-art 
neuroimaging signal processing and relevant features extraction methods. Despite the progress in BCI 
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systems, some users have been reported unable to one or all of the existing BCI systems, and 
investigation into alternative BCI approaches for the users is ongoing.  
Also in this chapter, brain activity-based emotion classification studies were reviewed, and this 
review show that emotions can be reliably distinguished based on associated neural correlates. These 
studies follow the similar framework as the BCI framework, a framework that includes neural activity 
data acquisition, pre-processing, features extraction and selection, classification, and in some cases 
the feedback. The fact that emotions can be recognized from brain activity data creates an opportunity 
to augment the BCI by emotion recognition. The author exploits this opportunity in chapter 4 and 5 
by investigating the emotion-inducing imagery as an alternative control approach for BCI. 
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CHAPTER 3 
3 AUTOMATED ARTEFACTS REMOVAL FOR EEG-
BASED EMOTION CLASSIFICATION 
In this chapter, research completed on assessing various methods for removing artefacts from EEG 
signals is outlined. The methods assessed in this chapter include the band-pass filter, manual 
independent component analysis (ICA), artefact detection approach based on joint spatial and temporal 
characteristics (ADJUST), and the hybrid ICA-wavelet transform method (ICA-W). EEG signals from 
the DEAP dataset are used to assess these artefacts removal methods, and the resulting classification 
accuracies are reported for various setups. The contribution made in this chapter has been published 
in .(Bigirimana et al., 2016) 
3.1 Introduction 
One of the current trends in electroencephalographic (EEG)-based emotion recognition application is 
reducing human intervention in processing the EEG, automatizing emotion recognition systems as 
much as possible. This automatization should include noise and artefact removal techniques. The 
common artefacts in EEG include power line noise and physiological artefact  mainly originating from 
heart activity – electrocardiography (ECG), eye movements or blinking – electrooculography (EOG), 
head and neck muscle activity – electromyography (EMG), and potentials from the brain (cephalic 
noise) not associated with the task (Nicolas-Alonso and Gomez-Gil, 2012). Emotion related brain 
activity involves several processes, including processing the emotional stimulus, production of an 
affective state in response to the stimulus, and the regulation of the affective state (Phillips et al., 2003) 
(Gross, 2015). With all these processes in the brain, additional artefacts can be detrimental to the 
discriminability of emotions from EEG.  
Digital filters are widely used to reduce artefacts by extracting the relevant brain rhythms of interest, 
namely delta (0.1-4Hz), theta (4-8Hz), alpha (8-13Hz), beta (13-30Hz), and gamma (>30Hz), from the 
recorded data. Using appropriate bandpass filters, artefacts can be reduced assuming the artefacts’ 
frequencies do not overlap with the targeted band. EMG artefacts cover a wide frequency range (from 
0 to >200Hz) and are predominantly present in EEG frequencies higher than 20Hz [2, 3], especially in 
the temporal electrodes.  In some studies, EOG artefacts are removed through adaptive filtering 
(Jafarifarmand and Badamchizadeh, 2013) however, this method requires recording the EOG reference 
AFFECTIVE STATE AND EMOTION INDUCING IMAGERY CLASSIFICATION FOR BRAIN-COMPUTER 
INTERFACES 




























signal and may alter the non-artefactual EEG due to some EEG leaked in the artefact reference sensor. 
Other studies [6, 8] use independent component analysis (ICA), a blind source separation approach, to 
remove the EOG, EMG and ECG artefacts from EEG. ICA decomposes the signal into statistically 
independent components, and the artefactual components can be identified by visual inspection and 
removed. The cleaned signal is then obtained by recombining the remaining non-artefactual 
components.  
Visually inspecting the independent components for artefacts requires some level of expertise, to 
identify artefacts in the EEG signal. This can be time consuming when dealing with large datasets or 
data recorded from multiple subjects. To automate this process, various methods including correlating 
the independent components with recorded reference artefacts (Hsu et al., 2012) and thresholding 
based on high order statistics of the independent components (Delorme et al., 2007) have been 
proposed. Castellanos et al (Castellanos and Makarov, 2006) have proposed a wavelet transform based 
approach to filter out artefacts from ICA generated independent components, an approach that can be 
automated. Other approaches for automation of artefact removal using ICA include an artefact 
detection approach based on joint spatial and temporal characteristics to identify artefactual 
components, a method also known as ADJUST (Mognon et al., 2011). The work in this chapter 
compares, for the first time, the performance of artefact removal of standard ICA and the ICA-wavelet 
(ICA-W) transform hybrid on emotion-related EEG signals classification. With the achieved 
classification accuracies we show that ICA-W can outperform the standard ICA-based method, and 
that the significant increase in accuracy is achieved in classifying statistical and wavelet features of 
the signal. 
3.1.1 ICA-Based Artefacts Removal 
The ICA algorithm assumes that the recorded EEG is a linear combination of temporal, independent 
and spatially fixed signals, and the algorithm estimates these independent components. The artefactual 
components are removed, and the remaining components are recombined into cleaned EEG data. This 
approach has been effective in removing noise and artefacts from EEG data (Jung et al., 2000). ICA-
based artefact removal can be summarized in the following steps (where is it is assumed that EEG data 
were recorded using N electrodes): first, decompose the EEG data, X, into S containing n statistically 
independent components. Each signal (signal from each EEG channel) in X has M samples (with n N
). This decomposition is done with the assumption of linear mixing of the components and through 
estimation of an un-mixing matrix A: 
 S AX   (3-1) 
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The computed independent components are then inspected for artefacts, and artefactual components 
are set to zero. And finally, the remaining components are remix with an inverse of the un-mixing 
matrix A to get cleaned data: 
 
1X A S  (3-2) 
The ICA algorithms usually assume that the number of sources contributing to EEG data are less than 
or equal to the number of data channels (sensors), so ICA can only generate a number of independent 
components less than or equal to the number of channels. If there are only a limited number of 
channels, some cortical activity may be lost into artefactual components leading to alteration of neural 
content of the EEG. One of the solutions to this problem is to separate the leaked cortical signal from 
the noise in the generated components. This separation can be achieved by applying discrete wavelet 
transform (DWT) on the components, decomposing them into artefactual segments and residual 
segments (Castellanos and Makarov, 2006), then thresholding the resulting wavelet coefficients; note 
that the wavelet thresholding is applied after ICA (which leads to the notation ‘ICA-W’). The wavelet 
thresholding process assumes that each of the components, especially artefactual components, is a sum 
of neural signal and Gaussian noise. Components are reconstructed by applying inverse DWT, and 
resulting components are remixed into cleaned EEG signal as in (3-2). The computation complexity in 
ICA-W can be reduced by using spatial constrained ICA followed by wavelet thresholding of the 
resulting independent components (Akhtar et al., 2012). The first step in this constrained ICA-W is to 
define the spatial constraints, usually done based on the signal sensor topographies. 
The ICA-W was previously compared with regular ICA in (Castellanos and Makarov, 2006). Using 
simulated data ICA showed possible alterations in spectral content whereas ICA-W did not. In our 
evaluation, we compare the ICA-wavelet hybrid and regular ICA on their effect on classification of 
emotional states from real EEG data. 
3.2 Methods 
3.2.1 Data Acquisition 
The data used in this study are taken from the database for emotion analysis using physiological 
signals, DEAP (Koelstra et al., 2012), acquired from Queen Mary University of London. In this dataset, 
32 EEG electrodes, placed according to 10-20 system, were recorded at a sampling rate of 512 Hz. 
The data were recorded from 32 healthy subjects while they watched selected videos that stimulate 
different emotions. The videos were selected according to ratings attributed to them in terms of the 
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level of arousal and valence by volunteering subjects before the recordings. Forty videos were selected, 
10 videos for each of the quadrants in the arousal-valence model (Russell, 1980), see Figure 3-1, and 
each video was 60 seconds long. In the current study, each of the quadrants is considered as one class 
of emotion, i.e., high/low arousal-valence (HAHV, LAHV, LALV, and HALV). Besides, volunteers’ 
ratings, after each trial, the participant ranked the video’s valence and arousal on a continuous scale of 
1 to 9. In order to reinforce the trials labelling, only 14 participants who achieved correlation of 0.5 
between their ratings and the volunteers’ rating were considered in the current study. 
 
Figure 3-1.Valence-Arousal model used to map the participants’ video ratings 
 
Figure 3-2. The four signal processing frameworks compared 
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Figure 3-4. The ICA-W based artefact removal framework 
3.2.2 Pre-processing Units 
The raw EEG data were pre-processed using EEGLAB toolbox (Delorme and Makeig, 2004) and the 
DSP Toolbox under MATLAB®. The signals were re-referenced to a common average reference, and 
then down-sampled to 128 Hz. The resulting signals were then filtered with a pass-band filter of 4 and 
45 Hz cut-off frequencies. The band-passed data are used as reference data. Then ICA and ICA-W 
were applied on the band-passed signals. The Runica function, an ICA algorithm included in the 
EEGLAB toolbox, was used in both regular ICA and ICA-W methods to find independent components. 
In the regular ICA case, the independent components generated by Runica were visually inspected for 
artefacts, and identified artefactual components were removed. Independently of the visual inspection, 
ADJUST was also utilized to automate artefactual components selection in a non-manual regular ICA 
as in (Mognon et al., 2011).  For ICA-W, a multiresolution analysis of each of the components was 
carried out. This analysis utilized the wavelet and scaling functions given by recursive functions in 
(3-3) and (3-4) respectively: 
 
/ 2
( ) 2 (2 ),
j jt t kj k
 
     (3-3) 
 0 0( ) 2 ),0
j j
t t kj k 
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where j and k are scaling and shifting parameters respectively, with 0j being the arbitrary starting scale. 
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Each component is decomposed into approximation coefficients (cA) and details coefficients (cD), 
computed as in (3-5) and (3-6), respectively: 
 
0 0, ,
( ) ( )j k i j k
t
cA S t t    (3-5) 
 , ,( ) ( )j k i j k
t
cD S t t    (3-6) 
where iS  is i
th independent component, with 1,2,...,i n . 
Details coefficients from of each decomposition level were thresholded before reconstructing the 
components through an inverse wavelet transform. We adopted a level-dependent adaptive threshold, 
proposed in (Donoho, 1993); this threshold is computed based on the estimated standard deviation, 
, of the noise in detail coefficients. The threshold , and standard deviation,  , estimations in (3-7) 
and (3-8), respectively, were used in this work.  










  (3-8) 
K is the length of the detail coefficients, ,j kcD . 
The thresholded details of level 1 to L and the approximation coefficients at the level l were used to 
reconstruct the component. Debauchies wavelet, ’bd4’, function was used in the wavelet analysis, and 
since the data were down-sampled to 128 Hz, 4 levels of decomposition are suitable to cover the main 
brain rhythms as shown in TABLE 3-1.  
TABLE 3-1. DECOMPOSITION OF EEG SIGNAL INTO VARIOUS FREQUENCY BANDS AND 
CORRESPONDING WAVELET DECOMPOSITION LEVELS ON DATA SAMPLED AT 128 HZ. 
Frequency band (Hz) Wavelet level/coefficients 
0 - 4  (≈Delta) 0 (cA) 
4 - 8   (≈ Theta) 1 (cD) 
8 - 16  ( ≈ Alpha) 2 (cD) 
16 - 32  (≈ Beta) 3 (cD) 
32 - 64  (≈ Gamma) 4  (cD) 
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3.2.3 Features Extraction and Classification 
From the 60 second trial data features were extracted from sliding windows with widths between 2 to 
24s, every 2 seconds, with no overlap. In the first instance, an analysis with a window of 2 s was used, 
and the process was repeated for a window of 4 s and son on until a window of 24 s. A window starting 
from 2s was used as a training (the training segment always started at 2 s, meaning that the segment 0 
to 2s (2s excluded) was never used) and the segments later in the trial were used to test the trained 
classifier as shown in Figure 3-5. For each training segment, all possible segments of the same size as 
the training segment were considered as testing segments. Also, the distance between two successive 
testing segments varied from 2 to 8 seconds with 1 second increment; this allowed testing several 
portions of the trial beyond the training segment. Statistical measures of the pre-processed signals and 
spectral power in brain rhythms were then extracted from both training and testing segments, then a 
comparison between these features was conducted. 
 
Figure 3-5. Training and testing segments. Win here represents the segment size in seconds and T 
specifies where the testing segment begins in the trial 
3.2.3.1 Statistical features   
The common statistical measures used in emotion recognition include the EEG signal power, mean, 
standard deviation, first difference, normalized first difference, second difference, and normalized 
second difference (Jenke et al., 2014). The extracted statistical measures in this study were: the power 
( xp ), mean ( x ), standard deviation ( x ), and first difference ( x ), which are computed according from 
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Here, ( )x t is the signal sample at the time t, with t = 1, 2, 3… m; m being the number of samples in the 
window. The statistical measures were extracted from training and testing segments of each trial in the 
format below: 
 
  : , , ,Statistics x x x xF p 32channels      
3.2.3.2 Spectral features  
Spectral band power in the theta (4-8 Hz), alpha (8-16 Hz), beta (16-32 Hz), and gamma (32-45 Hz) 
bands was extracted from the pre-processed data. Another version of spectral band power was 
extracted by first applying the wavelet transform to subdivide the pre-processed data into frequency 
bands relatively close to the brain rhythms, as shown in TABLE 3-1, then extracting the band power 
from bands corresponding to Theta, Alpha, Beta, and Gamma. The spectral band power extracted from 
the wavelet-generated frequency bands is referred to as wavelet features. The bandpower and wavelet 
features were extracted from each trial in the formats shown below: 
 
  :BandpowerF theta,alpha,beta,gamma ×32channels   
 
  :WaveletF theta,alpha,beta,gamma ×32channels   
3.2.3.3 Classification  
Regularized support vector classification was used for classification (LIBSVM toolbox (Chang and 
Lin, 2011)). LIBSVM uses a one-against-one approach (Knerr et al., 1990) for multiclass 
discrimination. With this approach, assuming that c is the number of the classes, LIBSVM construct 
( 1) / 2c c   binary classifiers, and each classifier is dedicated to one of the two-class pairs. The features 
extracted on the training segment were mapped into high dimensional space using the polynomial 
kernel defined in (3-13). The coefficient r, was set to 0 (its default value in LIBSVM). Other 
parameters including the degree of the polynomial, z, and kernel parameter γ were set through 10-fold 
cross-validation on the training data. The parameter γ controls the width of the kernel, very large γ 
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leads to overfitting (Huang and Wang, 2006). The trained model, for each segment size, was tested 
over the corresponding testing segments. 
 ( , ) ( )T zi j i jf x x x x r     (3-13) 
The classification accuracies (CA) from each instance of a given segment size (size = 2 to 24 s) are 
averaged to represent the accuracy for of that particular segment size for each type of features in all 
the considered de-noising methods. The process was done for every subject, and the mean accuracies 
were averaged across all the 14 subjects to determine the segments’ general accuracies. From the 
averaged accuracies, a best segment size was selected for each method, and highest accuracies for all 
the features were computed and averaged across subjects. 
3.3 Results and Discussion 
Figure 3-6 shows a sample visual comparison of artefact-corrected data for each of the two ICA based 
methods. Both the ICA and ICA-W eliminated the substantial artefacts found in the band-pass filtered 
data. The ICA-W seems to preserve the original signal trend while data cleaned with regular ICA tends 
to be flat at the artefactual segment. 
 
Figure 3-6. A sample visual comparison of the two ICA methods on an artefactual segment recorded 
at the channel Fp1 during one of the trials of subject 3 
The classification accuracy of the three feature-types, i.e. statistics measures, band power and wavelet 
features corresponding to band-pass filtering, ICA, ADJUST and ICA-W for artefact removal methods 
are reported in Figure 3-7. The reported CA are averaged across all the subjects for each segment size.  
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The CA in the case of regular ICA (with components visual inspection) were slightly higher than 
automated regular ICA (ADJUST). CA increased as feature window size increased for wavelet and 
statistical features in the ICA-W cleaned data whereas the CA first slightly increases then slowly 
decreases in the other methods. The band power features performed poorly (the average CA < 60%) 
and remained nearly the same across all the segments in all the three methods. Slight improvement in 
band power performance was observed in both the ICA and ICA-W compared to band-pass filtering. 
Considering only the segment sizes with highest CA, the achieved high accuracies, averaged across all 
the 14 subjects, are 56.60% (statistical features), 60.18% (wavelet features), 56.61% (band power 
features) and 74.11% (statistical features) for pass-band filter, ICA, ADJUST, and ICA-W 
respectively, as shown in Figure 3-9. Repeated measures analysis of variance (RANOVA) with 
Bonferroni correction showed that there was no significant difference between CAs achieved with the 
data cleaned by all the considered methods in the case of band power features. However, there was 
significant differences in artefacts removal methods when considering the CA achieved with wavelet 
features; ICA-W led to significant) increases in classification accuracies over the regular ICA (p = 
0.027), ADJUST (p = 0.002) and band filtering (p = 0.003). Also there was significant difference in 
statistical features where ICA-W led to higher CA compared to ICA (p = 0.003), ADJUST (p < 0.0001) 
and band-pass filtering (p < 0.0001). In statistical features the ICA with components visual inspection 
had significant classification accuracy over ADJUST (p = 0.040). 
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Figure 3-7. Classification accuracies (CA) over various segment sizes in the considered noise 
removal methods: (a) case of band-passed data, (b) case of ICA cleaned data, (c) case of ADJUST, 
and (d) case of ICA-W cleaned 
 
Figure 3-8. Statistical features extracted from a 6 s segment (test segment located 4s away from 
training segment) are reduced to two dimensions, and the classes are projected into those 
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Figure 3-9. Classification accuracies of the three features averaged across the subjects using the 
best segment sizes for each of method: bandpass, ICA, Adjust, and ICA-W (sizes considered are 22, 
20, 20 and 18 s respectively) 
The observed higher CAs in the case of ICA-W method compared to traditional ICA suggests that 
ICA-W is more efficient for artefact removal than traditional ICA. Furthermore, the statistical features, 
extracted from data cleaned separately by different methods, were projected in two dimensions after 
principle components analysis-based dimension reduction projection. The distribution of classes’ 
features in the case of ICA and ICA-W filtered data are shown in Figure 3-8 for one of the subjects; 
the shown distribution are associated with cross-validation accuracy of 52.00% and 67.00% 
respectively. With closer inspection of the features distributions, there is no strong separability of 
features, especially between features of LALV and HALV on one side, and on the other side LAHV 
and HAHV’s features are not separable. Figure 3-8 seems to convey that features are more separable 
based on the valence level of the emotion. Comparing the de-noising methods used, the overall best 
separability of features is provided by the ICA-W approach.  Table 3-2 shows related emotion 
recognition studies in which DEAP dataset was used, but since different classification frameworks 
were applied there is no direct comparison with the results from the work present in this chapter.   
TABLE 3-2. RECENT RELATED STUDIES UTILISING THE DEAP DATASET 
Sources Classes Classifier CA (%) 
(Chao et al., 2019) 2 classes (LV vs HV) capsule network 68.2 
(Gupta et al., 2019) 





(Mert and Akan, 2018) 2 classes (LV vs HV) ANN 75 
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(Li et al., 2018) 2 classes (LV vs HV) SVM 59.06 
(Nakisa et al., 2018) 
4 classes (HVHA, HVLA, 
LVLA, LVHA) 
PNN 67 
(Alazrai et al., 2018) 









The study in this chapter presented a comparison of ICA and the automated version of ICA (ICA-W) 
as an artefact removal methods using emotion-related EEG datasets. Due to being automated, ICA-W 
was easier to apply on the data compared to regular ICA since the dataset was relatively large. 
Classification accuracy for four emotional states was the performance measure in this study. The 
results suggest that EEG-based emotion recognition is improved when ICA-W is used to pre-process 
the EEG data compared to the regular ICA. Significant increases were found when using statistical 
features for both methods with ICA-W significantly outperforming all other methods. An analysis of 
the feature distributions shows improvement in features separability by ICA-W. Future related studies 
should investigate how ICA-W affect the EEG features selection and comparing the performance of 
ICA-W to other spatial filters. Given the good performance of ICA-W, it was also used to pre-process 
spontaneous EEG data recorded during pre-BCI use period reported in chapter 5. In the dataset used 
in this chapter, emotional states were induced by watching video clips, and this categorises the 
classification of emotions done in this chapter as passive emotion monitoring. Active emotion 
monitoring, where a participant intentionally self-induces emotion, is explored in the next chapter. 
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4 EMOTION-INDUCING IMAGERY BASED BCI 
In this chapter 4, emotion is exploited as a potential active control for brain-computer interfaces (BCIs) 
in two studies: study 1 and study 2. In the study 1, the investigation of emotion-inducing imagery is 
carried out with a set of healthy participants where the magnetoencephalogram (MEG) and 
electroencephalogram (EEG) were simultaneously used as neuroimaging modalities to allow high 
spatial resolution (many sensors covering most of the scalp). In the study 2, with another set of healthy 
participants the author made a preliminary comparison of emotion-inducing imagery versus motor-
imagery as control strategies for an EEG-based BCI.  
4.1 Introduction 
Emotions recognition research involving neuroimaging data has increased considerably in the last two 
decades. In the majority of studies, emotions are stimulated through visual or audio stimuli 
presentation, and in only a few studies, participants were requested to self-induce emotions by 
engaging in emotional recall or imagining emotional scenarios (Makeig et al., 2011) (Kothe et al., 
2013) (Chanel et al., 2009) (Iacoviello et al., 2015) (Sitaram et al., 2011). The strategy used in these 
studies, referred to in this thesis as emotion-inducing imagery (EII), could be used as an approach for 
independent brain-computer interfaces (BCIs). In such BCIs, the user intentionally self-induces a 
targeted emotion by engaging in a mental task, e.g., imagining or recalling emotional events or 
situations. Given that the EII tasks do not require learned skills, but rather acquired experience in life, 
the user should be able to carry out EII tasks.  
BCIs are constructed around detecting the person’s mental state or intent from direct measurement of 
brain activity (Wolpaw and Winter Wolpaw, 2012). Such BCIs enable the person to communicate or 
control various computer based applications without using the traditional neuromuscular pathway. As 
previously mentioned in the introduction chapter, the applications for BCIs span a wide range of fields 
include neurogaming (Ahn et al., 2014) (Coyle et al., 2016) (Beveridge et al., 2019), neuromuscular 
rehabilitation (Bundy et al., 2017) (Biasiucci et al., 2018) (Rathee et al., 2019), assistive technologies 
(Stawicki et al., 2016), (Abiyev et al., 2016) (Tang et al., 2018) (Vidaurre et al., 2016) (Tariq et al., 
2018), and consciousness assessment (Wang et al., 2017) (Dayan et al., 2019). This chapter is looking 
into BCIs based on the user voluntarily modulating his/her brain signals by engaging into mental tasks, 
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often referred to as independent BCIs (Wolpaw et al., 2002). The most popular independent BCIs are 
based on imagining limbs movements, also known as motor imagery (MI) based BCIs. 
Motor imagery based BCI exploit the fact that similar neural circuitry is recruited during motor 
imagery and actual limbs movements. There is a general census on the mapping of most limbs’ 
movements to their associated neural activity. There are specific lateralized differences observed in 
left versus right side limbs’ movements in the brain, and these sensorimotor rhythm modulations can 
also be achieved via motor imagery (Pfurtscheller and Neuper, 1997)(Gerloff et al., 1998) rendering 
motor imagery an ideal candidate for a BCI. For example, during left hand motor imagery we often 
observed contralateral activity in the motor cortex on right side, whereas the right-hand motor imagery 
is associated with contralateral activity in the left side. The dynamics of neural activity (increase in 
activity or inhibition) during motor imagery tasks can be studied  through event related 
desynchronization or synchronization (ERD/S) analysis (Pfurtscheller and Lopes Da Silva, 1999). 
Despite the differences often observed in movement imageries of limbs, studies have shown that a 
non-negligible portion of users are unable to learn to control a MI BCI (Blankertz et al., 2010) (Ahn 
et al., 2013b)  within a limited duration of training, hence we are investigating EII as a potential 
alternative imagery strategies for such users. 
Happy and sad based imageries are used in this present study, and this is motivated by the neural 
activity differences reported between positive and negative emotions in the literature. Positive 
emotions (e.g., happy, joy) are associated with less relative alpha power in left frontal cortical regions 
than the right, whereas for negative emotions (e.g., sad, disgust) less relative alpha (8-13Hz) power is 
observed in the right frontal cortical area (Davidson et al., 1990) (Allen et al., 2001), and similar 
hemispheric asymmetry activation was reported in functional imaging (Canli, 1999). However, EII 
tasks are cognitive tasks which are likely to be associated with more complex neural activity than the 
simple case of emotion stimuli presentation. The EII tasks involve emotional memory retrieval which 
might recruit different brain circuitry depending on the content and complexity of the memory. Smith 
and colleagues (Smith et al., 2006)  reported bidirectional increase in amygdala-hippocampal 
connectivity with modulatory input from orbitofrontal cortex during emotional retrieval. Damasio and 
colleagues (Damasio et al., 2000) reported that insular cortex, secondary somatosensory cortex, 
cingulate cortex, and nuclei in brainstem tegmentum and hypothalamus are recruited during the feeling 
of self-generated emotions. 
In the work presented here was carried out in two studies: EII-study 1 and EII study 2. In the EII-study 
1, the performance of EII is evaluated by means of classification accuracy of associated MEG/EEG 
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signals using state-of-the-art methods normally used in MI-based BCI. Since there is no general 
consensus found in the literature about brain circuitry recruited during EII task, this study also looks 
at brain topography and oscillations during emotional recall and associated frequency bands. The 
results of EII-study 1 show significant differences between frequency content associated with happy 
and sad imagery tasks in the frontal and parietal EEG electrodes. In the EII study 2, the emotion-
inducing imagery is compared to motor imagery as imagery strategies for controlling a BCI, and the 
results show that the performance with EII is comparable to the performance with MI. 
4.2 EII Study 1: Emotion-Inducing Imagery for a BCI– A MEG/EEG 
Study  
4.2.1 Materials and Methods 
4.2.1.1 Participants 
Ten participants (9 males and 1 female; mean age 26 years, range 20-40 years) participated in this 
study. All participants had normal or corrected to normal vision and were not suffering from any 
condition that would impede their participation in experiment. The participants reported no 
neurological disease or mental illnesses, no brain injury or brain surgery, and they had no metal implant 
or metal fragments in their body. The study was approved by Ulster University’s Faculty of 
Computing, Engineering and Built Environment research ethics committee, and written informed 
consent was provided by each participant before participating in the study. The study was conducted 
at the Northern Ireland Functional Brain Mapping Facility located at Ulster University’s Intelligent 
Systems Research Centre. 
4.2.1.2 Experimental Setup 
4.2.1.2.1 Participant preparation 
The study was conducted with an Elekta Neuromag® TRIUX system, a MEG/EEG device shown in 
Figure 4-1. Before entering the recording room, participants were asked to remove and store personal 
objects (cell phones, wrist watches, rings, earrings, piercings, and hairclips) which may act as magnetic 
sources. 72 equidistant EEG electrodes mounted on a MEG compatible Easy-Cap in a 10%-system, as 
show in Figure 4-2, were prepared for simultaneous MEG-EEG recording. Using gel, the impedance 
of each EEG electrode was kept below 5KΩ. The reference electrode for EEG was mounted on the left 
ear and the ground was mounted on the participant’s right cheek. In addition to EEG electrodes, two 
electrodes (bi-polar setup) were mounted below and above the left eye to record electrooculogram 
(EOG) and two electrodes were mounted on left and right side of the participant’s neck base to record 
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electrocardiogram (ECG). After mounting the electrodes, five head position indicator (HPI) coils were 
attached to the participant’s head. Using a digitizer module and Polhemus stylus the locations of left 
pre-auricular (LPA), nasion, right pre-auricular points (RPA) were recorded, respectively, followed by 
the locations of the five HPI coils and EEG electrodes on the head. Before each experiment block, the 
head location in the MEG scanner was measured by detecting the initial HPI coils position for that 
block, an option offered in the Elekta Neuromag® data acquisition system. The participant was 
instructed to avoid head movement and to minimize body movement as much as possible once in the 
scanner. 
 
Figure 4-1. An example of a participant taking part in data recording with Elekta Neuromag® 
TRIUX system; projection screen (not shown in the image) and armrest is also available. MEG 
sensors are housed into the scanner’s helmet, and they measure the magnetic fields produced by 
activation of several neurons in the brain. 
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Figure 4-2. EEG electrode montage setup 
4.2.1.2.2 Emotion-inducing-imagery (EII) tasks 
Before starting the recording, the participant was instructed to identify a mnemonic emotional event 
that makes him/her feel sad and another event that makes him/her feel happy. Participants were 
informed that they can choose to use a real event from thier life experience or fiction events. Once the 
two events were identified, the participant was instructed to recall one of the events according to a cue 
projected on the screen in the MEG scanner room. A fixation cross was displayed for 3s for a ready 
period, then the cue as shown in Figure 4-3. The cue for imagery was an arrow pointing on left (happy 
event) or right (sad event) in the centre of the screen. The arrow stayed on the screen for 5s and 
disappeared to mark the end of the imagery task. The participant was instructed to avoid blinking once 
the fixation cross appeared and before the arrow disappeared. The cueing arrow was followed by a 
blank screen (dark grey) which lasted 1.5 to 2.5s, during which the participant was instructed to relax 
and blink if needed. The background colour was kept the same, dark grey. The participant was first 
given a brief practice run mode of 4 trials for each class to familiarize with the tasks before starting 
the actual recording. The actual recording was made of two blocks with a 1 to 5 minutes of rest. Each 
block contained 20 trials of each class presented in a random order (the total trials for each class was 
40).  
 
Figure 4-3. The imagery task trial structure 
ready left or right pointing arrow 
time (s)-3 -2 -1 0 1 2 3 4 5
relax
recall happy/sad event
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4.2.1.3 Brain activity data and analysis 
4.2.1.3.1 Data acquisition 
The MEG sensors include 204 planar gradiometers (GRAD) and 102 magnetometers (MAG) (totalling 
to 306 MEG sensors). Simultaneous MEG, EEG, ECG and EOG data were recorded at 1000Hz 
sampling rate, and at acquisition the data were bandpass filtered between 0.3 and 330Hz. 
4.2.1.3.2 Data pre-processing 
EEG electrodes and MEG sensors with consistent noise, identified by visually inspecting the data 
during acquisition and, after recording, data browsing/visual inspection, were removed from further 
analysis. Elekta Neuromag® MaxFilter software was used to run temporal extension of signal-space 
separation (tSSS) on MEG data to reduce noise originating inside and outside of the MEG sensory 
array. After the tSSS process, the data were down sampled to 125Hz to speed up further analysis. A 
50Hz notch filter was applied on the data to remove the 50Hz noise line. The eye blinks and heart beats 
artefacts were removed from the MAG, GRAD and EEG data separately. Principle components 
analysis (PCA) was applied on the data segments with tagged eye blinks and/or heartbeats to identify 
and remove components representing these artefacts. 
 
Figure 4-4. The FBCSP-based framework with 9 frequency bands from 4Hz to 40Hz with 4Hz 
increments. 
4.2.1.3.3 Time-Course cross-validation classification accuracy 
The author also carried out an offline analysis, through a filter bank common spatial patterns (FBCSP) 
(Ang et al., 2012) framework. This FBCSP framework includes spectral filtering (SF) the EEG data in 
different frequency bands and applying common spatial patterns (CSP) to the data from each frequency 
band as shown in Figure 4-4. CSP is used to maximize the ratio of class-conditional variances of MEG 
or EEG sources. CSP is applied by pooled estimates of the covariance matrices, Σ1 and Σ2, for two 
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where Ic is the number of trials for class c and Xi is the M×N matrices containing the i
th windowed 
segment of trial i; N is the window length and M is the number of electrodes/sensors. The two 
covariance matrices, Σ1 and Σ2, are simultaneously diagonalized such that the Eigenvalues sum to 1. 
This is achieved by calculating the generalized eigenvectors W:  
 1 1 2( ) ,W WD      (4-2) 
where the diagonal matrix D contains the Eigenvalue of Σ1 and the column vectors of W are the filters 
for the CSP projections. With this projection matrix the decomposition mapping, E, of the windowed 
trials X is given as: 
 .E WX   (4-3) 
Features, , are derived from the log-variance of pre-processed/surrogate signals, E, within a 2 second 
sliding window:  
 log(var( )).E    (4-4) 
The dimensionality of   depends on the number of surrogate signals used from E. The common 
practice is to use several (between 2 and 6) eigenvectors from both ends of the eigenvector spectrum 
i.e., the columns of W. The parameters considered in this setup are the number of features, number of 
CSP filter pairs, and the best time during the trial for train the classifier. 
The features are extracted on a 2s sliding window, and the number of filter pairs and number of features 
are optimized in a 6-fold-cross-validation setup with an inner 5-folds-cross-validation. The number of 
selected features varies from 4 to 16. These features are selected based on mutual information best 
individual feature (MIBIF) algorithm (Kai Keng Ang et al., 2006). The MIBIF computes mutual 
information for each individual features, and a subset of features with highest mutual information is 
selected. The accuracy for each outer-fold is given by applying an LDA classifier, trained on the inner-
folds with optimized parameters, on the outer-fold’s test set. The time-course cross-validation 
classification accuracy (CA) is given by averaging the outer-folds’ accuracies at each time sample. 
4.2.1.3.4 Cross- validation accuracy versus random accuracy 
A permutation test was used to evaluate if the CA during the task execution is significantly higher than 
random accuracy with a 95% confidence interval. The random accuracy is computed by repeating the 
6-fold cross-validation 100 times, but each time the trials’ labels are randomized. This leads to 100 
time-courses of random CA corresponding to 100 permutations. At each time-point of non-random 
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CA, the probability that the accuracy is achieved by chance is computed using expression (4-5) as in 
(Ojala and Garriga, 2010): 
 
ˆ| { : ( ) ( )} | 1
1
D D ac D ac D
p
n
   


  (4-5) 
where, D̂ is a set of n-randomized versions D’ of the original data D, and ac(D) is the accuracy 
achieved with the non-randomized data D. The computed p is the probability that given the permuted 
data, we can achieve accuracy level that is higher or equal to the accuracy achieved with non-permuted 
data. The Null hypothesis that classification accuracy was achieved by chance is rejected for p < 0.05. 
The p-value at each time point is computed allowing to assess the time-course of CA significance. 
4.2.1.3.5 Relevant Electrodes and Frequency Bands 
In order to identify the most relevant frequency bands and topography of activation during execution 
of happy and sad event recall/ imagination across participants, the CSP weights and mutual information 
weights are combined. After optimizing the parameters (number of CSP filters pairs, number of 
features, and time-point for the peak cross-validation accuracy) through cross-validation in the FBCSP 
framework, a final CSP projection matrix W (as in (4-2)) is computed for each frequency band. Each 
projection matrix W, gives us the weights for each electrode’s contribution to the surrogate data 
resulting from CSP filtering in each frequency band. Log-variance features are then extracted with a 
2s sliding window. The global weights for electrodes at a time-sample t, are given by the weights 
matrix K(t), computed in (4-6), from projection matrices across ten frequency bands and mutual 
information associated to extracted features using the projection matrices at a given time-sample. To 
average topographic K(t) (CSP-MIBIF) weights, across different sessions at a given time-sample, 
topographic CSP-MIBIF weights are first normalized to the electrode with highest weight for each 
individual run. 
 𝐾(𝑡) = ∑ 𝑊𝑛(𝑡) ∙ 𝑌𝑛(𝑡)
9
𝑛=1   (4-6) 
where 𝑊𝑛  is the projection matrix in the frequency band n, and 𝑌𝑛(𝑡) is the mutual information 
(weights) given to the features extracted with 𝑊𝑛 at the time-sample t in frequency band n.  
Apart from the CSP-MIBIF weights of electrodes, the CSP-MIBIF weight of each frequency band is 
computed by adding the mutual information of features extracted from the same frequency band. At 
each time-sample (from 2s in the trial as a 2s window was used in the analysis), the features are 
extracted with optimized parameters and then the next step is to compute the mutual information for 
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each features using MIBIF. This allows to establish a time-course of weights for the ten frequency 
bands for each participant and to compute an average time-course of weights across participants. 
4.2.1.3.6 Time- frequency differences between sad and happy imageries 
Differences have been reported between positive and negative emotions in frontal alpha (8-13Hz) 
(Davidson et al., 1990) (Allen et al., 2001). Due to the complexity of the neural circuitry involved in 
emotion processing in the brain (Dalgleish, 2004) and the usage of mental imagery tasks, differences 
could be manifested in different areas of the scalp. The author compared time-frequency 
representations (TFRs) for happy (positive) EII and sad (negative) EII to identify their differences. A 
permutation test is then used to test the null hypothesis that the probability distribution of TFRs 
averages for happy IEE and sad EII is identical. 
  The time-frequency analysis was done using Morlet wavelets. Time-frequency data were normalized 
relative to the baseline (-3 to 0s). The time of interest included relax period (-3 to 0s) and task period 
(0 to 5s), and the frequencies of interest included 0.5 to 45Hz range. The permutation test with Monte 
Carlo sampling (Fay and Follmann, 2002) (n = 1000 permutations) was used in a repeated (10 
participants) measures design with two conditions (happy and sad imageries). The cluster-based 
method was used for multiple comparisons correction (Maris and Oostenveld, 2007). 
4.2.2 Results 
4.2.2.1 Cross-validation classification accuracy 
The peak of time-course cross-validation classification accuracy (CA) for each participant is reported 
in Figure 4-5(a). Five of the 10 participants achieved CA higher than 70%, with two participants (te 
and bn) achieving CA higher than 90% for EEG data. Except the participant ba, all the participant 
achieved CA significantly higher than random CA with EEG data. For the MEG-magnetometers data, 
eight participants achieved CA significantly higher than the random CA, with three (pa, te, and bn) 
achieving CA higher than 70% whilst one participant (bn) achieved CA higher than 90%. For the 
MEG-gradiometers data, eight participants achieved CA significantly higher than the random CA, and 
two (te, and bn) achieving CA higher than 70% with no participant achieving CA higher than 90%. 
The mean accuracy across the participants for each of the considered sensor types is show in Figure 
4-5(b). Pair-wise comparison using t-test showed no significant difference between CA performance 
with EEG data and CA with MEG data. There was a tendency towards CA with EEG data being 
significant higher than CA with magnetometers’ data (p =0.057) and than CA with gradiometers’ data 
(p = 0.061). 
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Figure 4-5. Cross-validation accuracy for each sensor type is shown in (a); the ‘*’ and ‘**’ indicate 
that the CA is significantly higher than the random CA with p-value < 0.05, and p-value < 0.01 
respectively. In (b), the averaged accuracies across participants for each sensor type are shown with 
associated p-values for their t-test pairwise comparison 
 
Figure 4-6. In (a) EEG electrodes contribution weights for happy (left) and sad (right) emotion-
inducing imageries across participants are shown. And in (b) Frequency bands contribution weights 
across participants throughout the trial time for EEG data are shown. 
4.2.2.2 Weights for electrodes and frequency bands 
Only EEG sensors were considered in assessing the electrodes and frequency bands of relevancy across 
participants. The EEG electrodes CSP-MIBIF weights for happy and sad imageries averaged across 
participants are shown in the topographic maps in the Figure 4-6(a). The most weights for happy 
imagery are found on the middle-line frontal and central electrodes, left parietal and occipital 
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electrodes. For the sad imagery, the most weights are found in the left frontal, middle-line central, left 
and right parietal electrodes. 
The weighted contributions of different frequency bands averaged across participants is shown as time-
course of CSP-MIBIF weights in Figure 4-6(b). With respect to the baseline (period pre-cue, before 
0s), the CSP-MIBIF weights get higher after about 1.7s in the imagery task. Different frequency bands 
exhibited patterns of increases and decrease in their CSP-MIBIF weights. The bands 4-8Hz and 32-
35Hz have lower weights throughout the entire time-course than the other frequency bands. The bands 
8-12Hz and 12-16Hz have sustained high weights from 1.8s and 2.2s respectively. Most of the weights 
seem to be concentrated between 2.5s and 3.5s across all the frequency bands. 
 
Figure 4-7. T-statistic of the difference between the time-frequency representations of power in EEG 
during happy EII and sad EII) and largest channel-time clusters. The mark ‘x’ in the plots indicates 
the cluster with p < 0.05 (corrected for multiple comparison), the significant cluster shown here 
were observed at 14Hz. 
4.2.2.3 Time- frequency representations difference Between Sad versus Happy Imageries 
The results for the comparison between TFRs for happy and sad imageries across participants are 
reported in Figure 4-7. One positive cluster-level with p-value <0.05 (corrected for multiple 
comparison) was found from 3.38s to 3.50s, at the frequencies 14Hz. At the beginning (3.38s), the 
significant clusters include electrodes on the left frontal, middle line occipital and right parietal. As 
time progresses, the significant clusters cover most of the left frontal, left central, middle line parietal, 
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clusters are only found in the frontal, central and parietal areas. At the end (3.50s), significant clusters 
are located only in the frontal, central and parietal areas close to the middle line. 
4.2.3 Results Discussion 
The aim of this study was to evaluate emotion inducing-imagery as an active BCI strategy by assessing 
the classification performance of EII and difference in neural data associated with the EII tasks. The 
results show that some of the participants (5 out of 10) can achieve acceptable BCI performance. CA 
of 70% and above is considered as acceptable performance for a 2-class BCI setup (Vidaurre and 
Blankertz, 2010). Higher classification accuracies were achieved with EEG electrodes data than with 
MEG sensors (magnetometers and gradiometers)’ data, but this difference was not statistically 
significant (p >0.05). The slight lower classification accuracy of MEG sensors’ data compared to EEG 
electrodes’ data may be mainly due to the head shift and movements in the MEG scanner during the 
recording. Since a spatial filters based method was used to extract the features in this study’s setup, 
the head movements introduce shift in the MEG sensors’ positions with respect to the participant’s 
head leading to substandard spatial filter for the MEG sensors data. Due to the potential problem of 
position-shifting in MEG sensors, the relevancy of different scalp areas and frequency bands was 
estimated using EEG data since the sensors were attached to the participant’s head. 
The CSP-MIBIF weights of electrodes suggest that the relevant EEG electrodes for happy and sad 
imageries are in the frontal, middle line central, parietal and occipital areas. The emotion inducing 
imageries are likely to recruit a complex neural circuitry that covers memory, emotion, and vision 
processing. Looking closer at the results for CSP-MIBIF weights of electrodes, the relevant electrodes 
were mounted on the parietal and occipital areas, but these electrodes varied across participants.  
The CSP-MIBIF weights for frequency bands suggest that it takes some time (about 1.8s) for 
participants to exhibit change in a given relevant frequency band with respect to the period before the 
cue of EII task. This hints that the difference between the happy and sad imageries is stronger after 
about 1.8s in the task execution. The weights for frequency bands also indicate that the frequency 
bands 8-12Hz and 12-16Hz have sustained relevancy after 1.8s. This sustained high weights for 8-
12Hz and 12-16Hz suggest that happy and sad imageries are most distinct in these two frequency 
bands.  
Apart from the assessment based on our FBCSP framework, namely the classification accuracy and 
CSP-MIBIF weights, the results present the difference in TFRs of the EII tasks used. The significant 
difference in the TFRs was achieved at the frequency 14Hz which lies in the 12-16Hz band, one of the 
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frequency bands with sustained relevancy. The difference between positive and negative emotions has 
been reported in alpha band (8-13Hz) (Davidson et al., 1990) (Allen et al., 2001). The deviation from 
alpha band, in this study, might be associated to other processes involved in EII tasks on top of the 
emotion’s processes. Analysis of the significant electrodes’ clusters at 14Hz shows that the significant 
clusters are mainly in the frontal and parietal areas as time progresses. Considering both CSP-MIBIF 
weights for frequency bands and TFRs difference, we can round up the time window of significant 
difference between happy and sad EII to 2.5 to 4s post cue across participants. This time window, and 
frequency bands covering 8-16Hz, and scalp areas of interest (frontal and parietal) provide a step closer 
toward optimizing EII tasks for BCI. However, due the variation in selected events to recall or imagine 
across participants, it is challenging to assess how much the imagery vividness affected the CA 
performance and difference between imageries. Future related studies should minimize the variation 
in imageries by instructing participants to recall attributes or objects, as in (Korik et al., 2018), which 
can be associated with some emotional events or with emotional states, e.g. odours, as in  (Iacoviello 
et al., 2015). 
4.2.4 Summary  
The performance assessment of emotion-inducing imagery as an approach for BCI using FBCSP, the 
state-of-the-art framework for motor-imagery based BCI, shows good performance in some 
participants. We established a time window in EII task execution, frequency and spatial information 
associated with significant difference between happy and sad imageries which should be exploited by 
future EII studies. 
EII may offer a viable alternative in some cases for subjects who cannot control a motor imagery BCI, 
but further investigation is necessary to identify effective EII tasks that might be easy to execute in a 
BCI paradigm and potentially be combined with other imagery tasks to create a multi-class or hybrid 
BCI. The following section presents a pilot study to address the question around whether EEI maybe 
a viable alternative to MI to realise a BCI. 
4.3 EII study 2: Comparison of Emotion-Inducing Imagery versus Motor 
Imagery 
The results of the EII study 1 show that some BCI users may be able to achieve good performance 
with EII as a control strategy for BCI. To build on these results, the following section present the 
investigation of how performance with EII compares to performance with MI in a standard MI-based 
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BCI setup. Performance results of imageries induced by sad versus happy events are compared to left 
versus right hand motor imagery results during the one-dimensional control of a video game character. 
4.3.1 Materials and Methods 
4.3.1.1 Participants 
Seven healthy participants (1 female and 6 men, mean age 29, SD = 6) were recruited at Ulster 
University. Each subject, individually participated in one EEG recording session, and after the session 
the subject was asked, in an informal interview, what he/she thought about his/her performance in task 
execution during the session. Six subjects had previously participated in at least one motor imagery 
BCI study, and one of these six participants was known to have a good performance in MI. The 
remaining subject was participating in active BCI paradigm for the first time; all seven subjects had 
not previously participated in EII BCI training prior to the study. 
 
Figure 4-8. The structure of recording session. Each recording session has 4 runs of imagery tasks, 
each run with 60 trials (see details in text). 
4.3.1.2 Experimental Setup 
Each EEG recording session includes four runs: two EII runs and two motor imagery runs. Each type 
of imagery, consisted of one training run and one online feedback run as shown in Figure 4-8. The 
order of runs was randomized between subjects i.e., either EII or MI was performed in the first two 
runs. The recording session utilized a computer game paradigm called NeuroSensi, in which a light, 
representing a neuronal spike, traversed the left or right graphical axon (see Figure 4-9) on the 
computer screen ( lasting 5 s falling on the screen), cued the participant to perform one of two 
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spike disappeared, the participant was give 3 to 3.5 s to relax before the next spike). The In feedback 
runs, the game objective was to collect the spike by moving the game character (a graphical 
representation of neuron’s cell body and dendrites as shown in Figure 4-9). 
 
Figure 4-9. The screenshots of the BCI game used in cueing and feedback presentation. The neuron 
character is fixed in the middle of the two axons during no-feedback run (screenshot on the left), and 
it moves horizontally to collect the spike during the feedback run (screenshot on the right). 
Points were awarded for moving the game character in the right direction and positioning the character 
as close as possible to the axon when the spike reached the end of the axon. Additional points are 
awarded for collecting more than three spikes consecutively without failure; these bonus points are 
accompanied with background neurons firing and propagating several spikes for about 1s (after task 
execution). The continuous feedback, i.e., movement of the game character, was controlled by the BCI; 
the BCI produced classification at each sample point. Each run included 60 trials randomly ordered 
for two class tasks, 30 trials for each class. In EII training runs, subjects were asked to imagine or 
recall a scenario that they thought would make them sad when the spike was cued on the left axon, and 
to imagine an event that would make them happy when the cue appeared on the right hand side axon. 
In the case of motor imagery tasks, the subject was asked to imagine right hand movement when the 
cue is on right, and left hand movement when the cue appeared on the left side. 
EEG data were sampled at 125 Hz from 16 channels (Fp1, Fp2, F3, Fz, F4, T7, C3, Cz, C4, T8, P3, 
Pz, P4, PO7, PO8, Oz) setup in 10-20 system. EEG was then processed through a multistage signal 
processing framework which includes neural-time-series-prediction-pre-processing (NTSPP), spectral 
filtering (SF) in subject specific frequency bands and common spatial patterns (CSP) as previously 
used in (Coyle, 2009; Coyle et al., 2011). This signal processing framework is illustrated in Figure 
4-10. 
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4.3.1.3 Neural-Time-Series-Prediction-Pre-Processing (NTSPP) framework  
In the NTSPP framework different prediction networks are trained to specialize in predicting future 
samples of different EEG signals. Due to network specialization, features extracted from the predicted 
signals are more separable and thus easier to classify. The number of time-series available and the 
number of classes governs the number of specialized predictor networks and the resultant number of 
predicted time-series from which to extract features 
 P M C   (4-7) 
where P is the number of networks (= number of predicted time-series), M is the number of EEG 
channels and C is the number of classes. For prediction,  
 ˆ ( ) ( ),..., ( ( 1)ci ci i ix t f x t x t      (4-8) 
where t is the current time instant,  Δ is the embedding dimension and τ is the time delay, π is the 
prediction horizon, cif  is the prediction model trained on the ith EEG channel, xi, i=1,..,M, for class c, 
c =1,..C, and ˆcix  is the predicted time series produced for channel i by the predictor for class c. NTSPP 
adapts to each subject autonomously using self-organizing fuzzy neural networks (SOFNN) (Coyle et 
al., 2009). 
 
 Figure 4-10. BCI setup used to pre-process EEG, extract and classify EEG features correlating to 
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4.3.1.4 Common Spatial Patterns (CSP) 
As already mentioned in the section covering FBCSP in the EII study 1, CSP is used to maximize the 
ratio of class-conditional variances of EEG sources. CSP is applied by pooled estimates of the 
covariance matrices, Σ1 and Σ2, for two classes using the expression in (4-1), and the number of EEG 
channels, M=P.  
4.3.1.5 Spectral Filtering 
Prior to the calculation of the spatial filters, X can be pre-processed with NTSPP and/or spectrally 
filtered in specific frequency bands. The bands are selected autonomously in the offline data processing 
stage using a heuristic search and are subsequently used to band pass filter the data before CSP is 
applied. The search space is every possible band size in the 8 - 28Hz range. These bands encompass 
the alpha, beta bands which are altered during sensorimotor processing (Coyle et al., 2009; Johnston 
et al., 2010; Pfurtscheller et al., 1998) and for emotional state detection these bands or sub-bands within 
these bands are often used  (Kim et al., 2013; Mauss and Robinson, 2009).  
4.3.1.6 Feature Extraction and Classification 
Features,  , are derived from the log-variance of pre-processed/surrogate signals within a 2 second 
sliding window. Linear discriminant analysis (LDA) is used to classify the features at the rate of the 
sampling interval. But first, an inner-outer cross-validation (CV), with 5 outer folds, is performed to 
find the optimal subject-specific frequency. In the outer fold NTSPP is trained on up 10 trials randomly 
selected from each class (2 seconds of event related data from each trial). The trained networks then 
predict all the data from the training folds to produce a surrogate set of trials containing only EEG 
predictions. The 4 training folds from the outer splits are then split into 5 folds on which an inner 5-
fold cross validation is performed for best subject specific frequency selection. After the subject 
specific frequency band selection, NTSPP-SF-CSP is then applied on the outer fold training set, where 
a feature set is extracted and LDA classifier is trained at every time point across the trials and tested 
for that point on the outer test folds. The average across the five-folds is used to identify the optimal 
number of CSPs (between 1-3 from each side of W) and the final time point of maximum separation 
which are then used to setup the final classifier using all the training data, to be deployed online.  
In the online processing, the classifier’s output translation to the game character movement was de-
biased to account for class bias behaviour and improve feedback stability. This de-biasing was carried 
out by continuous removal of the mean from the continuous classifier output, where the mean was 
calculated with a 35s window on the most recent classifier output. 
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Additionally, EEG dynamics throughout tasks execution were also explored through event-related 
(de)synchronization (ERD/S) analysis. The ERD/S was computed as power change respective to the 
baseline power as in (Pfurtscheller, 1992) within the subject’s selected frequency band after artefacts 
removal based on independent components analysis (Mognon et al., 2011).  
4.3.2 Results 
Offline cross-validation classification accuracy (CA) for each run, along with online single-trial CA 
results for feedback runs, online results, and sample results from event-related (de)synchronization 
analysis are reported in Figure 4-11, Figure 4-12, Figure 4-13, and Figure 4-14 respectively. Wilcoxon 
signed rank tests showed no significant differences between EII and MI (p > 0.05), although the EII 
training accuracies exceed the MI accuracies for most of the participants. ERD/S analysis showed EII 
tasks separability in the temporal and frontal channels; this can be seen in sample topographic maps 
for subjects 2 in Figure 4-14. The online classification results in Figure 4-12 show decrease in 
accuracies for most of the participants compared to what was achieved in offline analysis for the no-
feedback run. However, there was one participant who achieved good online performance in each of 
the considered BCI strategies: one experienced subject achieved 81% in MI and another achieved 90% 
in EII online performance. The achieved online performance in the remaining participants is 64.18 ± 
4.75% and 62.09 ± 2.03% for EII and MI, respectively. 
 
 
Figure 4-11. The LOOCV classification accuracy for feedback and no-feedback runs. There were no 
feedback runs for subject 1. 
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Figure 4-12. Online task classification accuracies for emotion inducing imagery and motor imagery 
during feedback runs. Note that there were no feedback runs for subject 1. 
 
 
Figure 4-13. Topographic maps of band power changes (ERD/S) in [8 – 13] Hz band during motor 
imagery task execution for subject 2, and time-course ERD/S observed at channel C4. 
 
Left hand MI Right hand MI
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Figure 4-14. Topographic maps of band power changes in [8 – 20] Hz band during emotion 
inducing tasks execution for subject 2, and time-course ERD/S from channel Fp1. 
 
4.3.3 Discussion 
The objective of the EII study 2 was to investigate the discriminability of EEG during emotion inducing 
imagery, to investigate if emotion inducing imageries could be used to control a video game using a 
BCI and to compare performances of EII with the extensively studied motor imagery based control 
strategies. The results suggest that emotions, which normally influence the way we live (Giorgetta et 
al., 2013), may be intentionally modulated and actively translated  in a BCI control paradigm. 
Consequently, the study shows some of the first evidences to support the use of emotion-inducing 
imagery as a potential alternative to motor imagery. This study was based on one off-line training 
session and online training session for both MI and EII. Although participants were limited by the 
amount of training, their classification accuracies exceed chance level  which was 62.39% for our 
binary classification setup with 95% of confidence interval (Müller-putz et al., 2008). It usually 
requires several training sessions to achieve good accuracy in motor imagery performance, so further 
validation with multiple sessions training and on a larger sample of subjects is required to determine 
if emotion-inducing imagery could be used by BCI users who do not perform well with motor imagery. 
Furthermore, the sudden drop in accuracies observed in the online classification accuracies for both 
MI and EII suggests that the models deployed online might have been over-trained. This is likely to 
Happy imagery Sad imagery
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be the case as there is was small number of trials for model optimisation. Future studies should attempt 
to acquire many trials to reduce the likelihood of over-training.  
Subject 2 achieved high online performance in MI, was familiar with motor imagery based BCI and 
had achieved good accuracies in the past. The participant with highest accuracy in online EII (subject 
5) reported in the post-session interview that meditation practice was the key technique used in 
executing tasks for EII; meditation has been shown to improve BCI performance (Eskandari and 
Erfanian, 2008; Tan et al., 2014b). Subject 2 also reported regular meditation practice. Two 
participants showed acceptable online performance, whereas for the other participants’ online 
performance is diminished compared to the calibration run (the run without feedback)’s offline results. 
Even though a reduction in accuracy was observed in the online runs, the baseline accuracy (1s before 
cue) were significantly lower than the peak accuracy during the task execution (p < 0.05) for all the 
participants indicating that above chance performance was achieved.  In addition, as this is single 
session and participants experienced feedback for the first time (except subject 2) along with 
distractors in the games (game score updates and bonus firing spikes), this likely had an impact on 
subject concentration, cognitive load (de Jong, 2010) and maintaining focus and consistency between 
the runs. With additional sessions the BCI and subject performance may be more robust for both of 
the two imagery strategies (EII and MI).  
4.4 Conclusion 
This chapter has presented an investigation on using emotion-inducing imagery as an imagery strategy 
for intentionally controlling a BCI. The study 1 found that the frequency content of EEG associated 
with imagery for sad and happy events is significantly different in the frontal and parietal EEG 
electrodes. The results of two the studies presented in this chapter show that some BCI users may be 
able to use EII as an imagery strategy for BCI, and that the performance of EII is comparable to the 
performance of motor imagery, the established imagery strategy for independent BCIs. The findings 
from the studies presented in this chapter suggest that existing BCI can potentially be augmented by 
the EII. However, the results in each of the two studies are based on one session, thus further 
investigation are necessary to validate the results reported in this chapter. A related study comparing 
EII versus MI based on multiple sessions is presented in chapter 5. 
The methods used in the two studies presented in this chapter, the NTSPP and FBCSP, introduced in 
section 2.2.3.2.3 of chapter 2, are popularly used in MI-based BCI. This might have biased the 
comparison of EII and MI performance, done in EII study 2, toward the MI task. Further investigation 
using known methods to extract features related to emotions should be carried out to further validate 
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the finding of the studies in this chapter. In a related study presented in chapter 5, the EII performance 
is compared to MI performance across different signal processing framework including a framework 
based on asymmetry features introduced in the section 2.3.4.2.2 of chapter 2. 
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5 EMOTION-INDUCING IMAGERY VERSUS 
MOTOR IMAGERY FOR A BCI 
In chapter 4, emotion-inducing imagery (EII) was investigated and compared to motor imagery (MI) 
as a BCI control strategies in a single session pilot study. In this chapter 5, imagining fictional or 
recalling mnemonic sad and happy events, emotion-inducing imagery, is compared to motor imagery 
(MI) in a study involving multiple sessions using a two-class electroencephalogram (EEG)-based BCI 
paradigm with 12 participants. The BCI setup in this study allowed online continuous visual feedback 
presentation in a game involving one-dimensional control of a game character. MI and EII are 
compared across different signal-processing frameworks which are based on neural-time-series-
prediction-pre-processing (NTSPP), filter bank common spatial patterns (FBCSP) and hemispheric 
asymmetry (ASYM). Online single-trial classification accuracies (CA) results indicate that MI 
performance across all participants is 77.54% compared to EII performance of 68.78% (p<0.05), 
NTSPP was the framework used in the actual online setup.. The results show that combining the 
NTSPP, FBCSP and ASYM frameworks creates a best framework for EII with average CA of 71.64% 
across all participants.  
5.1 Introduction 
As previously highlighted, one of the challenges in BCI is that there are limited control strategy options 
available to users: some strategies, e.g., motor imagery, are challenging for some users (Blankertz et 
al., 2010) (Ahn et al., 2013b) and require training, and other strategies (evoked potentials) often require 
gaze control and are dependent on external stimuli. As a non-negligible portion of users are unable to 
learn to control a motor imagery (MI)-based BCI (Blankertz et al., 2010) (Ahn et al., 2013b)  within a 
limited duration of training, there is a necessity to investigate alternative imagery strategies for such 
users. As discussed in section 1.2, there is an ongoing effort to investigated alternative imagery for 
BCI. In this chapter, the viability of EII as a potential BCI control alternative strategy is investigated. 
We are interested in assessing EII strategy because the associated tasks can be constructed from the 
user’s natural experience.  
The EII strategy exploits the differences observed in brain responses to different emotional stimuli or 
recall of emotional events, and this may even enable a multi-class BCI (Makeig et al., 2011). Positive 
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emotions (e.g., happy, joy) are associated with less relative alpha power in left frontal cortical regions 
than the right, whereas for negative emotions (e.g., sad, disgust) less relative alpha power is observed 
in the right frontal cortical area (Davidson et al., 1990) (Allen et al., 2001), and similar hemispheric 
asymmetry activation was reported in functional imaging (Canli, 1999). In addition to the differences 
in brain activity associated with different emotions, for emotion to be useful in active, independent 
BCIs, where the user issues a command as opposed to waiting on a stimulus to evoke a brain response, 
the BCI user is required to imagine or recall emotional situations. Chanel et al. (Kothe et al., 2013) 
reported an accuracy of 71.3% across participants in a two-class classification of valence ratings, where 
the participants were self-paced in recalling positive and negative valence emotions. In a similar study, 
but with discrete classification with a wide window segment, Chanel et al (Chanel et al., 2009) 
achieved an accuracy of 63% in a three-class (negative emotion, positive emotion, and neutral) and 
80% for two-class classification, where each emotion-inducing imagery task lasted at least 8s. 
Furthermore, Iacoviello and colleagues in an offline discrete classification setup (Iacoviello et al., 
2015) achieved a classification accuracy of 90.2% for imagery induced by remembering an unpleasing 
odour versus a relaxed state. Sitaram and colleagues (Sitaram et al., 2011), in an fMRI-based study, 
presented performance-based discrete feedback to participants who were recalling sad, happy, and 
disgust emotions (three-classes), and achieved an accuracy of 60% classification with feedback 
presentation.  
Only a limited number of previous studies have applied emotion-inducing imagery with real- or 
pseudo-real-time feedback presentation. In a typical BCI system, the user should be provided with 
feedback interaction as the feedback implicitly acts as a motivating reward to the user during brain 
modulation tasks (Fetz, 2007) and helps users learn and develop their imagery strategy. As shown in 
EII study 2 in chapter 4, participants controlled a video game character by recalling sad and happy 
events, and their performance was not significantly different from performance achieved using 
classical right versus left hand motor imagery. However, further investigation across multiple sessions 
is necessary to establish the viability of EII compared to motor imagery. 
In the current study, we present a comprehensive analysis of the viability of EII, comparing multiple 
online feedback sessions and single-trial classification accuracy for EII tasks versus MI with 12 
participants. Since the participants participated in multiple sessions, we also investigated the potential 
correlation between their online performance and the relative band power in various frequency bands 
of EEG recorded prior to each run i.e., before the subjects engage in MI and EII tasks. We also 
investigated the most relevant frequency bands and scalp areas for MI and EII. The participants’ online 
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performance across multiple sessions with EII and MI during one-dimensional control of a video game 
character are reported. The comparison between performance of MI and EII across a range of signal 
processing frameworks (NTSPP, ASYM, and FBCSP) is reported as well. In addition to EEG based 
analysis, the participants’ subjective responses to a questionnaire are reported. This questionnaire 
assessed participants’ favourite imagery strategy as a BCI control approach and which imagery they 
perceived to offer most accurate feedback. 
5.2 Methods: Stimuli, Study design, and Data Analysis 
5.2.1 Participants 
The Study involved 12 healthy volunteering participants (2 females and 10 males, mean age = 29 years, 
SD = 8), recruited at Ulster University. All these participants had normal or corrected to normal vision 
and were not suffering from any condition that would impede their participation in BCI experiments. 
The participants reported no neurological disease or mental illnesses. The study was approved by 
Ulster University’s Faculty of Computing, Engineering and Built Environment research ethics 
committee, and written informed consent was provided by each participant prior participating in the 
study. Two participants had previously participated in BCI studies and had good performance in MI. 
Ten participants had no previous BCI participation experience prior this study. Participants were given 
some practice and demonstration to get them comfortable with the experiment before participating in 
the first session 
5.2.2 Experiment setup 
This study was organized in multiple sessions scheduled on different days. Each session includes four 
runs: two EII runs and two MI runs. Each type of imagery consisted of at least one run with feedback 
as shown in Figure 5-1. In each session, the participant begins with either EII or MI in the first run 
(selected randomly), and for the remaining runs of that session, he/she alternates between EII and MI 
i.e., there were no successive EII runs or MI runs in one session. There were rest breaks of 2 to 5 
minutes between runs. Each run started with participant relaxing while minimizing eye-blinks for a 
period of 60 s followed by 60 trials, randomly ordered, 30 trials per class. The session format and trial 
timing are shown in Figure 5-1. 
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Figure 5-1. Session structure: four runs alternating between EII and MI. A run starts with resting 
period of 1 minute. The first two runs are used to train classifiers which are then applied in the 
corresponding feedback runs. 
5.2.2.1 Imagery tasks, cue and feedback presentation 
Before starting the sessions, the participant was instructed to identify two real or fictitious emotional 
events: one event that the participant considers as a sad event and another event that he/she considers 
as a happy event. To avoid possible emotional stress in the participants, they were instructed to refrain 
from using extremely sad events. Participants were instructed to keep the event very brief and 
preferably to focus on the most emotional episode of the event. The tasks during EII run are to recall 
the happy event when the presented cue appears on the right-hand side on the computer screen and to 
recall the sad event if the cue appears on the left side. The tasks for MI run are to imagine moving the 
right hand when the cue is on the right and to imagine moving the left hand if the cue appears on the 
left side (without actually moving the hands). Participants were instructed to be consistent in their 
imagery strategy during the session. 
In each run, we utilized a computer game paradigm called NeuroSensi, as in the EII study 2 presented 
in chapter 4, to cue the tasks. In this game, a light, representing a neuronal spike, travels through one 
of the two graphical axons (left-side or right-side axon) on the computer screen, see Figure 5-2 (which 
is the same as the Figure 4-9 in chapter 4). The appearance of the spike (light) cues the imagery task. 
Once the spike reaches the end of the axon and disappears, the participant stops the imagery task, 
relaxes and waits for the next spike. The time on and off the screen of the cueing spike follows the trial 
structure (0 to 8s of the shown segment of a run) in Figure 5-1, where the cue appears at 3s and 
disappears at 8s. 
In the feedback run, a continuous feedback is given as a horizontally moving game character (a 
graphical representation of neuron’s cell body and dendrites), and the game challenge is to move this 
character to collect the light (spike), shown on the right in Figure 5-2. Points are awarded for moving 
EIIMI MI EII
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the game character in the right direction and positioning the character as close as possible to the axon 
when the spike reaches the end of the axon. Additional points are awarded for collecting more than 
three spikes consecutively without failure. These bonus points are accompanied with background 
neurons firing and propagating several spikes, extending the waiting period (after the cueing spike 
disappears) by 2s. This continuous feedback, i.e., movement of the game character, is controlled by 
the BCI. Participants were instructed to focus on executing the cued task during the task execution as 
much as possible. This instruction was given to reduce potential frustration resulting from poor 
classification of the task. 
 
Figure 5-2. The screenshots of the BCI game used in cueing and feedback presentation. The neuron 
character is fixed in the middle of the two axons during no-feedback run (screenshot on the left), and 
it moves horizontally to collect the spike during the feedback run (screenshot on the right). 
5.2.2.2 Participant’s subjective responses 
After each experiment session, each participant reported his/her favourite control approach and the 
imagery strategy perceived to provide best control over the game character. This was done through a 
short questionnaire where the participant answered by selecting “MI”, “EII”, or “equally the same” 
on the questionnaire. 
5.2.3 Data processing 
5.2.3.1 EEG data 
The EEG data were acquired using g.tec (Guger Technologies, http://www.gtec.at/Products) biosignal 
amplifiers (g.BSAmp) setup with 30 active EEG electrodes (g.GAMMAsys, g.Ladybird) positioned in 
a 10-20 system see Figure 5-3, plus two electrooculagram electrodes (F3, F4, FC5, FC1, FC2, FC6, 
C3, CZ, C4, CP5, CP1, CP2, CP6, P3, PZ, P4, AF3, AF4, F7, FZ, F8, T7, T8, P7, P8, PO3, PO4, O1, 
OZ, O2, HEOG, and VEOG). The data were recorded with sampling rate of 250Hz then down-sampled 
to 125Hz. The author visually inspected the data recorded in non-feedback runs for significant artefacts 
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(e.g., eye-blinks), and then carried out an offline analysis to find optimal parameters to be applied in 
feedback runs. 
 
Figure 5-3. 30-EEG electrodes montage 
5.2.3.2 Signal Processing Frameworks 
The study compared the performance of EII and MI across different signal processing frameworks: 
neural-time-series-prediction-pre-processing (NTSPP) framework, a hemispheric asymmetry (ASYM) 
framework,  a filter-bank common spatial pattern (FBCSP) framework,  framework combining NTSPP 
and FBCSP (NTSPP-FBCSP), and framework combining NTSPP, FBCSP and ASYM (referred to as 
COMB in this chapter). NTSPP is a framework that has been used for years at our BCI lab with MI 
based BCI. FBCSP is one of the state-of-the-art framework for MI based BCI (Ang et al., 2012). 
ASYM framework is inspired by the hemispheric asymmetry of emotions; different asymmetry 
features are usually used for emotion recognition (Alarcao and Fonseca, 2017). In each of these 
frameworks, the data for the no-feedback run are used to generate optimized settings which are 
deployed to drive the feedback in the online run or to simulate online run. 
5.2.3.2.1 NTSPP Framework 
The NTSPP framework, as previously described in methods of EII study 2 in chapter 4 (see section  
4.3.1.3), includes NTSPP to produce a surrogate data space, spectral filtering (SF) in 8 – 30Hz  
frequency band, and common spatial patterns (CSP) to maximize the separability  between classes. 
The NTSPP framework is illustrated in Figure 5-4.  
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Figure 5-4.  The NTSPP framework  
Prior to the calculation of the spatial filters, the output X of NTSPP, is spectrally filtered in a specific 
frequency band, 8 – 30Hz. This band encompasses the alpha, beta bands which are  relevant during 
sensorimotor processing (Coyle et al., 2009) (Pfurtscheller et al., 1998), and these bands or sub-bands 
within these bands are often used for emotional states detection (Kim et al., 2013). The features,?̄?, are 
derived from the log-variance of pre-processed/surrogate signals, E, within a 2s sliding window. The 
number of CSP filters and time points with maximum separability are assessed using leave-2 trials 
(one trial from each class)-out cross-validation on a 2s sliding window features with linear discriminant 
analysis (LDA). 
The optimized parameters, number of CSP filters and identified time point of maximum separation, 
are used to setup the final classifier using all the training data. This classifier is then deployed online, 
in a MATLAB© Simulink model. In the online processing, the classifier’s output translation to the 
game character movement is de-biased to account for class bias behaviour and to improve feedback 
stability by continuously removing the mean of recent classifier’s outputs. This mean is computed 
from a 35s window on the most recent classifier outputs. At each sample point, the classifier’s output 
is a distance computed from the classifier’s learned weights vector; this distance is often referred to as 
time-varying signed distance (TSD) (Pfurtscheller et al., 2000) (Schlögl et al., 2002). The TSD value 
at a given time point t during nth trial is given by expression in (5-1). The distance’s sign indicates the 
classifier’s output label and its magnitude measures the classification confidence. The magnitude of 
the TSD indicates how far the game character moves, and the sign indicates the direction of the 
character’s movement (moving to the right or to the left). The value of current TSD is de-biased by 
subtracting from it the mean of TSD values for the previous 35s (based on previous MI –BCI study  
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computing the percentage of trials having TSD (de-biased) values with the same sign as the targeted 





− 𝑎0  (5-1) 
where 𝑤𝑇 and 𝑎0 are slope and bias of the discriminant hyperplane,  respectively, of the trained LDA 
trained, ?̄?𝑡
(𝑛) is the features vector at the time point t of the nth trial. 
5.2.3.2.2 Hemispheric Asymmetry (ASYM) Framework 
Electrodes located on the left and right hemispheres, at equivalent positions, are paired into thirteen 
pairs for asymmetry feature extraction in different frequency bands: theta (4-7Hz), alpha (8-12Hz), 
beta (13-30Hz), and low gamma (31-45Hz). Differential, D, and ratio, R, asymmetry features are 
extracted from a 2 s sliding window. 
 𝐷𝑎𝑠𝑦𝑚 = 𝑟𝑖 − 𝑙𝑗  (5-2) 
 𝑅𝑎𝑠𝑦𝑚 = 𝑟𝑖/𝑙𝑗  (5-3) 
where the 𝑟𝑖 is band power in the frequency band i at the right-side electrode and 𝑙𝑗 the band power in 
the frequency band j at the left-side electrode of the pair. 
The parameters to be optimized in this framework are the number of the features and the best time in 
the trial for classifier training. The parameters are optimized through a leave-2 trials (one trial from 
each class)-out cross-validation setup. The final number of features varies from 4 to 16. These features 
are selected based on mutual information best individual feature (MIBIF) algorithm (Kai Keng Ang et 
al., 2006). The MIBIF computes mutual information for each individual features, and a subset of 
features with highest mutual information is selected. An LDA classifier is trained with optimized 
parameters and then deployed in a MATLAB© Simulink model that simulates an online run with data 
from the feedback run. 
5.2.3.2.3 Filter Bank Common Spatial Patterns (FBCSP) Framework 
In the FBCSP, the EEG data from calibration run (run without feedback) are filtered in nine different 
frequency bands (4-8Hz, 8-12Hz, 12-16Hz, 16-20Hz, 20-24Hz, 24-28Hz, 28-32Hz, 32-36Hz, and 36-
40Hz), and then CSP-based features, as in (6), are extracted from each band-filtered signals as shown 
in the Figure 5-5. The parameters considered in this setup are the number of features, number of CSP 
filter pairs, and the best time during the trial to train the classifier. 
The CSP features (log-variance) are extracted on a 2s sliding window, and the number of CSP filter 
pairs together with number of features (4 to 16 features) are optimized in a 6-fold-cross-validation 
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setup with an inner 5-fold-cross-validation. The best features are selected based on MIBIF algorithm. 
The peak for the average time-course given by six time-courses of accuracy from the six folds is used 
as the best time (during the task execution) period for training the classifier. After optimizing the 
parameters, an LDA classifier is trained and then deployed in a MATLAB© Simulink model that 
simulates online run with data from feedback run. 
 
Figure 5-5. FBCSP framework setup 
5.2.3.2.4 NTSPP-FBCSP and COMB Frameworks 
The study also evaluated the CA performance with signal processing frameworks that combine 
different setups. The author combined the outputs from individual frameworks into one output during 
online re-simulation. Before combining the frameworks’ outputs, each framework’s output is 
individually de-biased as in (5-1), and the combined output is de-biased in the same way. NTSPP-
based setup was combined with FBCSP, and this was motivated by the fact they are both CSP-based. 
Additional motivation was to augment the NTSPP-based setup that uses one wide frequency band, by 
the FBCSP-setup which utilizes nine small frequency bands. The output TSD of NTSPP-FBCSP 
combination was given by the individual framework’s TSD with highest magnitude among the two as 
shown in (5-4).  
Apart from NTSPP-FBCSP, the initial three frameworks (NTSPP, ASYM, and FBCSP) were 
combined into one framework, COMB. For the COMB framework, the output TSD is given by the 
mean of the individual TSDs which have matching signs, i.e. if two or three of the three TSDs match 
their signs, the overall TSD for the combination is the average of those individual TSDs. 
 𝑇𝑆𝐷𝑁𝑇𝑆𝑃𝑃−𝐹𝐵𝐶𝑆𝑃 = 𝑠 ×𝑚𝑎𝑥( |𝑇𝑆𝐷𝑁𝑇𝑆𝑃𝑃|, |𝑇𝑆𝐷𝐹𝐵𝐶𝑆𝑃|)  (5-4) 
where s is the sign of the TSD with the highest absolute value. 
5.2.3.3 Contribution of Different Electrodes and Frequency Bands 
In the same way as introduced in the section 4.2.1.3.5 of chapter 4, in the order to identify the most 
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data were run, as training data, through FBCSP framework in an offline analysis. Then the global 
weights for electrodes at a time-sample t, are given by the weights matrix K(t), computed in (5-5) ( the 
expression introduced as (4-6) in chapter 4), from projection matrices across nine frequency bands and 
mutual information associated to extracted features using the projection matrices at a given time-
sample. 
 𝐾(𝑡) = ∑ 𝑊𝑛(𝑡) ∙ 𝑌𝑛(𝑡)
9
𝑛=1   (5-5) 
where 𝑊𝑛  is the projection matrix in the frequency band n, and 𝑌𝑛(𝑡) is the mutual information 
(weights) given to the features extracted with 𝑊𝑛 at the time-sample t in frequency band n.  
Apart from the CSP-MIBIF weights of electrodes, the CSP-MIBIF weight of each frequency band is 
computed by adding the mutual information of features extracted from the same frequency band. At 
each time-sample (from 2s in the trial as a 2s window was used in the analysis), features were extracted 
with optimized parameters and mutual information was computed for the features using MIBIF. This 
allows to establish a time-course of weights for the nine frequency bands for each feedback run and to 
compute an average time-course of weights from several feedback runs. 
5.2.3.4 Pre-run EEG Analysis 
Resting state EEG recorded at the beginning of each run was investigated retrospectively to determine 
if the spectral power ratios for specific frequency bands, with respect to total frequency content, may 
be used as a predictor for performance during BCI. Previously, high ratio for theta and low ratio for 
alpha were reported to be associated with poor performance in motor imagery (Ahn et al., 2013b). In 
the study presented in this chapter, the author computed the spectral power ratios for theta, alpha, beta, 
and gamma bands at five topographical areas covered by EEG electrodes: frontal, temporal, central, 
parietal and occipital area.  
Before computing power ratios for various frequency bands, the channels with noise were removed 
from the data by applying kurtosis and spectrum threshold, utilities of the EEGLAB toolbox (Delorme 
and Makeig, 2004). The data were then filtered with a high-pass filter (0.5Hz) followed by further 
automated artefact removal using a method introduced in the chapter 3, the hybrid independent 
component analysis (ICA) – wavelet transform (WT) (Bigirimana et al., 2016). In this ICA-W analysis, 
the runICA algorithm from the EEGLAB toolbox was applied on the data, and the resulting 
independent components were individually decomposed in wavelet coefficients by wavelet transform. 
The wavelet coefficients were thresholded then followed by reconstructing independent components 
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by an inverse wavelet transform. The reconstructed independent components were re-mixed to produce 
clean EEG data. 
The cleaned data were filtered by a low-pass filter (45Hz), and the ratio, R, for each band was 
calculated as the spectral power of the signal filtered in a given frequency band divided by the total 
spectral power in the signal. The spectral power was computed as in (5-6): 
 𝑝 = (1/𝑚)∑ 𝑥(𝑡)2𝑚𝑡=1 ,  (5-6) 
where x is the band-pass filtered signal, and x(t) is the signal sample at the time t, with t = 1, 2, 3… m; 
m being the number of samples in the signal x. 
 𝑅𝑏 = 𝑝𝑏/𝑝𝑡𝑜𝑡𝑎𝑙,  (5-7) 
where b is one of the frequency bands, and total is the entire 0.5 – 45Hz band. 
The author computed Pearson correlation between each frequency band’s ratios and online 
classification accuracies across participants. 
 
5.2.4 Statistical analysis 
In this study, the author compared single-trial classification accuracy (CA) performance for two 
imagery approaches (MI and EII) across different signal processing frameworks (FBCSP, ASYM, 
NTSPP-FBCSP, and COMB). Wilcoxon signed rank test, with significance level of 0.05, was used to 
evaluate the difference between online CA of MI and online CA of EII  across the participants during 
the feedback runs. Furthermore, repeated analysis of variance (ANOVA), with a significance level of 
0.05, is used to compare the two imagery approaches’ performance across five frameworks considered 
in this study, i.e. NTSPP (used in the actual online setup) and the frameworks used in the re-simulation 
of feedback runs. 
5.3 Results 
5.3.1 Classification Accuracy (CA) 
The online single-trial CA for feedback runs averaged across sessions for each participant are reported 
in Figure 5-6. All the participants performed above chance level in all their MI sessions, for EII on the 
other hand, 9 participants performed above chance level in all their sessions. The participant ‘ak’, ‘pr’, 
and ‘rm’ each performed below chance level in one of their EII sessions (the chance level upper limit 
is 62.39% for a 2-class problem, 30 trials per class, with 95% of confidence interval (Müller-putz et 
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al., 2008)), but the average performance across their sessions is above the chance level for each of 
these three participants. Wilcoxon signed rank test showed that averaged online MI CA are higher than 
EII CA (p < 0.05). 
 
Figure 5-6. Online single trial classification accuracies averaged across sessions for each 
participant with theoretical chancel level (random-CA) 
The re-simulated online single trial classification accuracy results are reported in Figure 5-7 (the 
NTSPP results are from actual online runs with participants). The framework with highest averaged 
CA across participants, for EII, is the COMB framework with averaged CA of 71.64% across 
participants. The frameworks with lowest performance in EII case are observed in FBCSP and ASYM 
frameworks with average CAs across participants of 66.82% and 66.92%, respectively. For MI, the 
best performing framework is the NTSPP-based framework with average CA of 77.54% across 
participants, and ASYM-based framework least performing with average CA of 67.05%. 
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Figure 5-7. The online single-trial CA during recording (with NTSPP) and re-simulated single-trial 
CA (with FBCSP, ASYM, NTSPP-FBCSP, and COMB frameworks) averaged across all participants 
for EII and MI approaches. 
The repeated analysis of variance (ANOVA) results show that the performance of the two imagery 
types are significantly different, F (1, 11) = 8.45, p < 0.05, η2 = 0.44; the performance with MI is 
significantly higher than performance with EII (p < 0.05, Bonferroni corrected). The ANOVA results 
also show that there is a significant difference of performance across the frameworks, F (4, 44) = 13.79, 
p < 0.001, η2 = 0.56. Further pairwise comparisons (Bonferroni corrected) shows that the performance 
with ASYM framework is significantly lower than the performance with NTSPP framework (p < 
0.05), significantly lower than the performance with NTSPP-FBCSP framework (p < 0.05), 
significantly lower than the performance with COMB (p < 0.001), but not significantly different from 
the performance with FBCSP-framework (p = 0.21). The performance achieved with COMB 
framework is significantly higher than the performance with FBCSP framework (p < 0.05), but not 
different from performance achieved with NTSPP framework (p = 1) and not significantly different 
from the performance with NTSPP-FBCSP framework (p = 0.11). The performance with NTSPP 
framework was not significantly higher than performance with FBCSP framework (p = 0.25).  
5.3.2 The Weighted Contribution of Different Electrodes and Frequency Bands 
The contribution of different scalp areas (electrodes) toward MI and EII performance across 
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CSP-MIBIF weights averaged across participants at the time of peak cross-validation accuracy. For 
MI, the right and left central electrodes (C3, C4, and CP2) showed high weights. On the other hand, 
the electrodes with high weights for EII are located in central-parietal area (CP1, CP2, Cp6), parietal 
(PZ), and occipital (OZ). Comparing the colormap of the most relevant electrodes, the weights in the 
case of MI are higher than those in EII which suggests higher consistency in electrodes from MI. 
The weighted contribution of different frequency bands is shown Figure 5-8(b). Frequency bands 
contribution is presented as time-course of CSP-MIBIF weights for each frequency bands averaged 
across participants. The frequency bands covering 4-16Hz and 20-40Hz hold most of weight for EII, 
with high weights most prominent in the last 0.5s of the task execution across participants. For the MI 
case, most of the weight is distributed from frequency bands covering 4 to 32Hz, with high weights 
most prominent in the last 1.5s of the task execution. 
 
Figure 5-8. The CSP-mutual information best individual feature (MBIF) weights (a) for each 
electrodes at the time of peak cross-validation accuracy averaged across participants and (b) time-
course weights for frequency bands for the two BCI approaches (EII and MI); the vertical dotted line 
in (b) indicate the task’s cue, at 3s. The time-course in (b) starts at 2s because the analysis was 
based on a 2s sliding window. 
 
5.3.3 Participants’ Subjective Responses 
In 88.24% of the sessions, the participants reported that MI was the favourite approach versus 11.76% 
for EII. Also participants reported that MI is the approach in which they perceived most control in 
89.71% of the sessions versus 10.29% for EII. 
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5.3.4 Correlation between Pre-run EEG and Performance 
The correlation between participants’ performance and pre-run band power ratios is shown in the 
TABLE 5-1 for the EII and MI. Significant positive correlation between performance and frontal and 
parietal alpha ratio was observed for EII. For MI, significant positive correlation between performance 
and frontal and parietal beta ratio was observed, and frontal gamma ratio was significantly correlated 
with performance across participants. 
TABLE 5-1. Pearson correlation results of frequency bands ratios during pre-run EEG and 
classification accuracy across participants. The significant correlations are represented by ‘*’ for p-
value < 0.05, ‘**’ for p-value < 0.01 and ‘*** for p-value <0.001.  
 Alpha ratio Beta ratio Gamma ratio 
Scalp areas EII MI EII MI EII MI 
left frontal ***   ***  * 
right frontal ***   ***  * 
left central parietal ***   ***   
right central parietal ***   **   
middle line parietal **   *   
 
5.4 Discussion 
5.4.1 Performance of EII versus MI 
The main aim of this study was to compare performance of emotion-inducing imagery versus motor 
imagery BCI strategies across multiple recording sessions involving online visual feedback. A 
preliminary single-session based study previously reported comparable performance between EII and 
MI (Bigirimana et al., 2017), however the results presented here show that performance with MI is 
significantly higher than EII performance. Nine out of the twelve participants performed above chance 
level CA in all their EII runs, but only 4 participants (bt, ay, jl and pw) achieved mean online CA ≥ 
70%, usually considered as acceptable performance for BCI setup used in this study (Vidaurre and 
Blankertz, 2010). Some of the participants (i.e. ak, kp, ar, and ut) showed acceptable MI performance 
but poor EII performance. Some of the participants (i.e. ay and tf) performed better with EII than with 
MI. 
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The results from re-simulating online runs using various frameworks show that MI outperforms EII. 
These results also show that among BCIs tested (NTSPP, FBCSP, ASYM, NTSPP-FBCSP, and 
COMB), the best performing BCI setup is NTSPP for MI which is also the setup used during the online 
runs. To our knowledge, this is the first time the NTSPP is compared to FBCSP in a multi-session MI. 
For EII, the combination of all the frameworks led to best performing framework but not significantly 
different from the NTSPP-based setup used in the actual EII feedback runs. 
Four participants achieved acceptable performance (above 70% for CA) with EII, and one of them (i.e. 
ay) performed better than with MI, as shown in Figure 5-6. This result suggests that these four 
participants, especially ‘ay’, may be able used EII as an alternative imagery approach for BCI. On the 
other hand, eight participants achieved acceptable accuracy with MI, and six of them performed better 
than with EII. These results suggest a hybrid MI-EII BCI may suit some BCI users. Since in our study 
the tasks used in EII were limited to imagining (or recalling) sad and happy events, future work should 
consider widening the range of imagery tasks selection to include emotional faces, scenes, objects, 
pictures, words, and sounds. With a wide range of imagery tasks, BCI users, especially those with poor 
MI performance, are likely to find suitable imagery tasks that may lead to improved performance in 
classification accuracy and comfort of use. 
Apart from the superior CA performance of MI over EII, participants preferred MI to EII as a BCI 
control approach. This preference is likely influenced by difficulty experienced in accessing repeatedly 
similar events in memory in a short time-period. Furthermore, recalling emotional events may trigger 
a series of memories, which make it hard to focus on the targeted event. This issue could be alleviated 
by asking participants to recall attributes or objects (Korik et al., 2018) which can be associated with 
some emotional events or with emotional states, e.g. odours, as in  (Iacoviello et al., 2015). 
5.4.2 Signal processing frameworks performance comparison 
In this study, the performance of MI was consistently higher than the performance of EII across 
NTSPP, FBCP, NTSPP-FBCSP and COMB frameworks. The NTSPP framework averaged the highest 
performance across participants for MI but not in the case of EII. The average performance of EII is 
higher with a signal processing framework that combines the NTSPP, FBCSP and ASYM frameworks 
(COMB). The observed high EII performance could be due to the COMB framework accessing several 
different features associated to complex processes of emotions in the brain. Emotions are claimed to 
be associated with complex neural circuitry (Dalgleish, 2004). Having different setups combined into 
the COMB framework and each setup individually discriminating the classes by using different 
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features, this allows extraction of features associated to neural processes of interest. The resulting 
decision for COMB is likely to consider relevant features associated to EII processes in the brain. 
5.4.3 Pre BCI-use and BCI performance relationship 
Through frequency content analysis of brain activity before feedback run, we identified different scalp 
areas and frequency bands correlating with performance in EII and MI across participants, but there 
were not enough samples to establish such associations per participant. Previously, Ahn and colleagues 
(Ahn et al., 2013a), from recordings runs scheduled on the same day, have reported significant 
correlation of gamma power ratio during resting state magnetoencephalogram (MEG) and motor 
imagery classification performance achieved with EEG (simultaneously recorded with MEG). In the 
study presented in this chapter, the correlation analysis involves several sessions scheduled at different 
days for each individual participant, and there was a significant correlation between frontal gamma 
ratio and MI performance was observed. To the best knowledge of to the author, there are no previous 
studies assessing the relationship between spectral content of EEG before using BCI (pre-run) and EII 
BCI performance. The knowledge of how pre-run power ratios are associated with a given participant’s 
performance may enable monitoring and identification of the participant’s optimal state for good 
performance and/or adaption and selection of BCI parameters. Future effort should focus on 
identifying activity or tasks that increase or decrease targeted spectral content in neural signals during 
the period before using BCI. 
5.4.4 Frequency Bands and Electrodes Contribution to MI and EII Performance 
The results for relevant electrodes during task execution show that the electrodes mounted on 
sensorimotor cortex are most important for MI across participants. This finding is in line with the claim 
that a MI task activate sensorimotor cortex (Pfurtscheller and Neuper, 1997). For EII, the electrodes 
with most weights are mounted on central-parietal, parietal and occipital areas. The weights for 
relevant electrodes across participants are lower in EII case than in MI. The low weights of electrodes 
after averaging across participants, in EII case, suggest that spatial patterns and frequencies engaged 
by EII tasks are different across participants. EII task may activate several areas of the brain including 
the frontal, temporal and visual areas (Addis et al., 2007) depending on the imagery vividness, and this 
might be the reason we observe non-negligible weights for frontal electrodes with EII in Figure 5-8(a). 
The time-course of weights for frequency bands relevancy across participant shows that after the cue 
(3s), the weights decrease (mostly visible from 4 to 6s, in Figure 5-8(b)), and then increase for both 
EII and MI. The high weights indicate most relevant frequency bands across participants at a given 
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time during the task execution. The high weights are mainly observed during the last 0.5s in the task 
execution for EII whereas for MI this is observed during the last 1.5s. The high weights observed at 
the end of the task execution for EII case suggests that the EII tasks classification performance may 
benefit from increasing the task execution period. The high weights being sustained for short period 
in EII case may be due to variation of imageries used in EII tasks across participants. Future studies 
on EII should consider minimizing variation in imageries, by using imagery of specific objects or 
attributes commonly associated with emotional states (e.g., baby’s laugh, which could be associated 
with happy event) consistently across participants as stimuli. 
5.5 Conclusion 
The comparison between motor imagery and emotion-inducing imagery as BCI control strategies 
across several recording sessions with online feedback control showed that MI outperforms EII. The 
MI performed best with NTSPP among the considered signal processing frameworks which included 
FBCSP, the state-of-the-art framework for MI based BCI. We found that EII performance benefits 
from fusing varied EEG features, EII performs best in the framework that combines all the considered 
frameworks here, and this finding should be exploited by future EII studies. 
EII may offer a viable alternative in some cases for subjects who cannot control a motor imagery BCI, 
but, given the small number of participants in the present study, further investigation is necessary to 
identify effective EII tasks that might be easy to execute in a BCI paradigm and potentially combined 
with MI tasks to create a multi-class and/or hybrid BCI. It would be also worth a while investigating 
the neural profile for users who achieve good performance with EII.  
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6 CONCLUSION AND FUTURE WORK  
6.1 Concluding Summary 
This chapter summarises the work presented in the thesis and outlines the contributions of this work. 
The thesis focused on investigating emotions in the framework of enhancing BCI with emotion 
classification. In chapter 2, various types of BCIs were outlined, and different stages involved in BCI 
development were reviewed. One type of BCIs is active BCI which requires the user to intentionally 
modulate the brain signals by engaging in specific mental tasks. Another type of BCIs is passive BCI 
which relies on modulating brain activity by presenting some stimuli to the BCI’s user. The BCI 
development is based on extracting and classifying features representing the changes in brain activity 
associated with neural processing of the mental task or presented stimulus. The state-of-the-art BCIs 
are built on established knowledge of brain areas activated during processing mental tasks or presented 
stimuli. Motor imagery-based BCI targets the features associated with activity on the motor cortex. 
Visual-evoked-based BCI targets the features from visual processing areas in the occipital and parietal 
lobes. Brain areas associated with different emotions are yet to be established, but some progress has 
been made. Some studies found increase of activation in left prefrontal area associated with positive 
emotions and increase of activation in right prefrontal area associated with negative emotions. Emotion 
classification studies utilize similar features extraction methods as in BCI, and in most of the cases, no 
specific area of the brain is targeted in feature extraction. The studies reviewed in chapter 2 show that 
good accuracy can be achieved in emotion classification using features extracted from brain activity 
data. 
In chapter 3, building on the review of classification studies in chapter 2, the effect on classification 
accuracy of different methods for removing artefacts from EEG data were compared. This 
investigation made use of EEG dataset containing four classes of emotions defined in terms of arousal 
and valence levels (see section 2.3.1.1): high arousal-high valence (HAHV), high arousal-low valence 
(HALV), low arousal-high valence (LAHV), and low arousal-low valence (LALV). The results 
indicated that automated hybrid ICA-wavelet transform method (ICA-W) combined with statistical 
features enhanced emotion classification accuracy compared to the rest of the methods: band-pass 
filtering, manual independent component analysis (ICA), and artefact detection approach based on 
joint spatial and temporal characteristics (ADJUST). ICA-W was associated with higher classification 
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accuracy performance compared to the performance of other emotion recognition studies utilising the 
same emotion dataset, DEAP. 
In chapter 4, emotion-inducing imagery (EII) was presented as a novel potential alternative BCI control 
strategy for motor imagery (MI). During EII, a participant intentionally modulates the brain signals by 
recalling happy and events or imagining happy and sad events. Two studies are reported in chapter 4, 
and in both of them, the data recording followed the standard motor imagery paradigm, and the features 
extraction method was based on common spatial patterns (CSP). One of the studies looked at the 
classification performance of EII using EEG and MEEG data, and it also looked at the difference in 
the brain activity for happy and sad imageries across 10 participants. The results showed that half of 
the participants achieved acceptable BCI performance with EII, CA of 70% and above which is 
considered as acceptable performance for a 2-class BCI setup (Vidaurre and Blankertz, 2010). 
Furthermore, imageries for sad events were significantly different from imageries for happy events in 
EEG electrodes mounted in the frontal, central and parietal areas close to the middle line. The second 
study carried out preliminary comparison between classification performance of EII and performance 
of MI. Seven participants participated in a calibration run and an online feedback run. A linear 
discriminant analysis (LDA) classifier was trained on CSP-based features from the calibration run and 
applied on the online run to drive the feedback. The results showed no significant difference between 
the performance of EII and performance of MI in this preliminary comparison study.  
In chapter 5, building on the results from preliminary comparison study in chapter 4, a comprehensive 
comparison between the performance of EII and performance of MI as a BCI control strategy was 
reported. EII and MI were compared in a study with 12 participants across multiple EEG data recording 
sessions, and each session was made of a calibration run and feedback run for both EII and MI. EII 
and MI are compared across different signal-processing frameworks: neural-time-series-prediction-
pre-processing (NTSPP), filter bank common spatial patterns (FBCSP), hemispheric asymmetry 
(ASYM), combination of NTSPP and FBCSP, and combination of all the three (NTSPP, FBCSP, and 
ASYM). The relationship between the brain state prior to engaging in the feedback run and the 
performance for the feedback run for EII and MI was established as well. The results showed 
significant correlation across participants in relationship between alpha power ratio in EEG before 
using a BCI and the EII performance achieved during the BCI use. For the MI, significant correlation 
between MI performance during BCI use and the beta and frontal gamma ratios in the EEG prior to 
using BCI was observed. Besides pre-BCI use and BCI use relationship, the results in chapter 5 showed 
that MI classification performance was significantly higher than EII classification performance across 
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participants, and that the majority of the participants preferred MI over the EII as their favourite 
imagery and imagery strategy with most control. The results also showed that some participants were 
able to consistently achieve good performance with EII which suggests that EII may be a viable 
alternative imagery for some BCI users.  
6.2 Summary of contributions 
In summary, there four main contributions associated with passive and active emotions monitoring 
presented in this thesis:  
 The first contribution consists of introducing hybrid ICA-Wavelet transform (ICA-W) as a 
pre-processing method to enhance emotion classification. This contribution is associated with 
the objective 1 of this thesis. The ICA-W is automated, and the results presented in this thesis 
showed that ICA-W is associated with higher classification accuracy compared to other 
automated or manual ICA methods.  
 The second contribution consists of introducing emotion-inducing imagery as a potential 
alternative imagery of motor imagery for BCI control. The second contribution is associated 
with objective 2 of this thesis. A single session based MEG/EEG pilot study and multiple 
sessions-based EEG study were carried out, and the results established that some BCI users 
can achieve good performance with EII. Furthermore, significant differences were observed 
between time-frequency analysis of happy and sad imageries in the frontal, central and parietal 
areas close to the middle line. The results from multiple sessions-based study showed that the 
EEG electrodes from these areas are the most relevant for classification of EEI tasks used 
(happy, sad imageries). 
 The third contribution is the comparison of EII and MI as BCI control strategies. This 
contribution is associated with the objective 4 of the thesis. In a multisession study, some of 
the participants (i.e. ay and tf, see section 5.4.1) achieved better performance with EII than with 
MI. However, MI outperformed EII across participants overall, and MI was also the favourite 
imagery strategy and the imagery strategy with most control for the majority of the participants.  
 The fourth contribution consists of establishing the correlation between prior BCI use period 
and performance during BCI usage. The results from a study consisting of multiple sessions, 
reported in chapter 5, showed significant correlation between the band power ratios computed 
from EEG data recorded during pre-BCI use and the EII-based BCI performance of some 
participants (see section 5.3.4). Identifying pre-BCI use brain activity features associated with 
increase in BCI performance may enable to target optimal mental state prior using BCI. 
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 The fifth contribution consists of establishing the road toward the best signal processing 
framework for EII. This contribution is associated with objective 3 of this thesis. The analysis 
of EII across several signal processing frameworks showed that a combination of NTSPP, 
FBCSP, and ASYM establishes the optimal signal processing framework for EII. A related 
secondary contribution consists of establishing that NTSPP is the best framework for MI. 
6.3 Future work direction 
Despite the promising findings reported in this thesis for ICA-W as pre-processing method and EII as 
a BCI control strategy, there are various limitations and challenges. These limitations are discussed in 
the following sections together with potential future work direction. 
6.3.1   ICA-W future directions 
The assessment that led to ICA-W as the best performing pre-processing method included only other 
ICA-based pre-processing and band pass filtering. The future work should look how ICA-W compares 
to spatial filters, such as Laplacian filtering (Gordon and Rzempoluck, 2004) (Murugappan et al., 
2011). Future studies should also investigate how ICA-W affect the features selection, not just the 
classification accuracy. 
6.3.2 EII future directions 
The EII studies in this thesis utilized EII tasks: recalling or imagining happy versus sad events. The 
tasks were selected based on literature review which suggests fundamental differences in brain 
activation for positive (e.g., happy) and negative emotions (e.g., sad) (Davidson et al., 1990) (Canli, 
1999) (Allen et al., 2001). Even though, each participant carried out the same types of EII tasks, the 
actual EII varied across participants as each participant selected his/her happy and sad events on his/her 
own. These led to some limitations in EII group analysis: originally recorded brain activity data vary 
significantly from participant to participant, and with the variation in tasks carried out across 
participants (especially variation in the task’s content: valence and arousal content). Future work 
should consider minimizing variation in EII tasks by using imagery associated to specific objects, e.g., 
odour as in (Iacoviello et al., 2015). Further comprehensive investigation is recommended in order to 
establish effective tasks which should be easy to execute in a standard BCI setup. In addition to the 
EII tasks limitations, signal processing methods were limited only to standard emotion recognition 
frameworks and common high performing motor imagery based machine learning methods. Future 
studies should investigate any benefit from using deep learning methods (Bashivan et al., 2016) (Jodat 
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and Amirizadeh, 2017) (Craik et al., 2019) in segregating information from EEG or MEG data 
associated with EII tasks. Future work should also consider combining EII and MI into a multi-class 
BCI or hybrid BCI.  
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