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ABSTRACT
The Soft X-ray Spectrometer (SXS) on board Hitomi, with the unprecedented resolving power of
R∼1250, allowed the detection of members of the Fe XXV Kα complex emission spectra from the
center of the Perseus Cluster. In this paper, we introduce a novel method of measuring the column
density using the optically thin (Case A) to optically thick (Case B) transition for one- and two-
electron systems. We compare the Fe XXV Kα line ratios computed with CLOUDY with that from
the Hitomi observations in the outer region of the Perseus core using collision strengths from different
atomic datasets, and obtain good agreement. We also show the effect of turbulence on Fe XXV Kα line
ratios and interplay between column density and metallicity. Besides, we discuss the atomic number
dependence of transition probabilities for allowed and non-allowed transitions, which causes the highly
charged He-like systems, such as Fe XXV, to behave fundamentally differently from He I.
Keywords: galaxies: clusters: individual: Perseus — X-rays: galaxies: clusters — radiative transfer —
galaxies: clusters: intracluster medium
1. INTRODUCTION
Galaxy clusters are the largest gravitationally bound
objects in the Universe. Due to X-ray emission from
the hot (107 − 108K) intracluster medium (ICM), they
serve as excellent probes of gas dynamics (Sarazin
2008; Elmegreen et al. 2009; McCourt 2014; Planelles
et al. 2016), the cooling-heating mechanism (Peterson
& Fabian 2006; Zhuravleva et al. 2014) and formation
of large scale structure (Borgani 1995; Radburn-Smith
et al. 2006; Feretti et al. 2012; Tugay & Voytsehovsky
2017; Chakraborty et al. 2018). Temperature profiles
of ICM in many clusters show a temperature drop to-
wards the cluster core, the so-called cool-core clusters
(Molendi & Pizzolato 2001). Radiative cooling time
scales in such clusters are significantly shorter than the
Hubble time (Edge et al. 1992; White et al. 1997; Allen
2000). In principle, this should lead to a slow infall of
ICM towards the cluster core, the scenario known as
cooling flow (Fabian 1994). Peterson et al. (2003) found
a large deficiency in the observed emission from low-
temperature X-ray gas, in contrast to the prediction of
the standard cooling-flow model.
There are many theories to account for this lack of
cool X-ray emission. Feedback by Active Galactic Nu-
cleus (AGN) is the most plausible theory to explain the
suppression of cooling in the core (McNamara & Nulsen
2007). Deep Chandra observations provide evidence in
favor of AGN feedback through the exchange of mechan-
ical energy between radio-emitting jets and the ICM
(Fabian 2012). This scenario is backed up by simula-
tions (Dubois et al. 2010; Li & Bryan 2012). Perseus
is the brightest X-ray cluster (z = 0.01756), and the
prototypical cool-core cluster. Ariel 5 observations of
the Fe XXV and Fe XXVI emission features near 7 keV
in Perseus established that its X-ray emission comes
from a diffuse hot plasma, permeating the cluster vol-
ume (Mitchell et al. 1976). Later, the Fe XXV complex
was detected with XMM-Newton at 6.7 keV, and it was
used to investigate for the evidence of gas motions in
Perseus core (Churazov et al. 2003, 2004).
Tremendous advancement in X-ray astronomy was
made with the launch of the Hitomi Observatory on
February 17, 2016. The Soft X-ray Spectrometer (SXS)
(Kelley et al. 2016) on board Hitomi is equipped with an
X-ray micro-calorimeter paired with a Soft X-ray Tele-
scope (SXT). The micro-calorimeter spectrometer pro-
vided a resolving power of R ∼ 1250 (Hitomi Collabo-
ration et al. 2016), allowing the detection of many weak
emission/absorption lines. The previously detected Fe
XXV complex in Perseus was resolved by SXS into four
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2main components – the resonance (w), intercombination
(x,y), and forbidden (z) lines (see Table 1). Also, bulk
and turbulent motions of the ICM were precisely mea-
sured for the first time with the SXS from Doppler shifts
and broadening of spectral lines (Hitomi Collaboration
et al. 2016).
Future X-ray missions like XRISM (follow-up of Hit-
omi) and ATHENA will offer a plethora of high spec-
tral resolution X-ray data. Complete computational
plasma simulations are required to model several impor-
tant cluster properties like temperature, turbulence, and
metal abundances with high precision. In this paper, we
present a study of the Fe XXV X-ray emission in Perseus
based on Hitomi data with the spectral synthesis code
CLOUDY (last reviewed by Ferland et al. 2017). This
is a step towards achieving a precise spectral synthesis
model for the above future X-ray missions.
With the advancement in spectral resolution, radia-
tive transfer effects that are known in the optical will
become accessible to X-ray astronomy. For example,
in addition to optically thin line emission propagation
(Case A), optically thick emission (Case B) is expected
at sufficiently high column densities (Baker & Menzel
1938). This is the theme of this paper. Similar effects
in the presence of a continuous radiation source (Case
C, Baker et al. 1938; Ferland 1999) will be explored in
a future paper.
The Case A/B/C transition is a property of all one-
and two-electron systems, although most studies con-
sider H and He in the optical because historically
ground-based instruments had the highest throughputs
and were able to obtain the highest resolution and S/N
spectra. Only now, such works are becoming possible in
the X-ray emitting gas from galaxy clusters. Previous
works on X-ray one-electron Case A&B include Storey &
Hummer (1995) and, for two-electron systems, Porter &
Ferland (2007). In this work, we use CLOUDY to simu-
late the environment in the outer region of the Perseus
core, showing Case A to B transition in the Fe XXV
and Fe XXVI emission lines. Varying the column den-
sity of the simulated cloud is what drives this transition.
Surprisingly, we observe Case A to B transition in both
allowed and forbidden lines in the two-electron iron.
In addition to the Case A to B transfer, another im-
portant factor contributing to the change in the emission
line intensities is the loss of identity of a line photon
due to line interlocking. As a result of line interlock-
ing, a Fe XXV line photon can be absorbed by Fe23+,
leading to autoionization in some fraction of the absorb-
ing ion, ultimately destroying the Fe XXV Kα photon
by Resonance Auger Destruction (Liedahl 2005). An-
other atomic process, which we call Electron Scatter-
ing Escape (ESE), leads to the change in the Fe XXV
Kα line intensities at hydrogen column densities greater
than 1023 cm−2. These two processes have been dis-
cussed in the first paper of this series, hereafter paper I
(Chakraborty et al. 2020). However, it is difficult to
study these processes separately when explaining the
variation of the Fe XXV Kα line intensities with column
density. The prime focus of this paper is on Case A to B
transfer, with occasional references to line interlocking
and RAD.
The organization of this paper is as follows. Section 2
summarizes all the relevant atomic processes. Section 3
discusses Case A to Case B transition for hydrogen and
heavier elements. Section 4 presents our X-ray analysis
of the Hitomi observational data. Section 5 discusses
the parameters used for our simulations with CLOUDY.
Section 6 demonstrates our results: optically thin (Case
A) to optically thick (Case B) transition in Fe XXV and
Fe XXVI, constraints on column density, the interplay
between column density and metallicity, and effect of
turbulence in Perseus core from the Fe XXV line ra-
tios. Finally, we discuss our results in Section 7. Unless
otherwise mentioned, all uncertainties in this paper are
reported at 3 σ intervals.
2. ATOMIC PROCESSES
In this Section, we describe the various atomic data
sources we apply in our spectral modelling. Some data
sources, especially collisions, are uncertain and we try to
estimate this, and show their effects on the spectrum.
2.1. Energy Levels
Helium energy levels are taken from Martin & Wiese
(2006). Energy levels for heavier He-like ions, lithium
through zinc, are taken from the CHIANTI atomic
database version 5 (Landi et al. 2005; Dere et al. 1997).
We use j-resolved levels for the 2 3P terms in order
to calculate accurate populations for these levels, and
emissivities for the intercombination lines between them
and the ground state. We include nls resolved levels for
n ≤ 5 (where n is the principal quantum number), while
levels in the range 5 ≤ n ≤ 100 are collapsed ( see figure
1 in Ferland et al. (2013) for a schematic representation
of resolved and collapsed levels). Energy levels of He-
like ions are represented in Figure 1. In Table 1, there
is a list of transition energies from n = 2, 3→ n = 1 for
Fe XXV in the interval of 6.5-8.0 keV.
2.2. Radiative transition rates
Porter & Ferland (2007) list all the sources of n = 2, 3
to n = 2, 1 transition probabilities used in CLOUDY.
We show the dependence of transition probabilities for
3Table 1. List of energies and transition probabilities for the relevant n=2,3 to n=1,2 transitions in Fe XXV. n=2 levels are
j-resolved in triplet P.
Transition Probability
Label Transition Types Energy (keV) CLOUDY NIST Difference
w 21P → 11S E1 6.7007 4.54e+14 4.57e+14 1%
x 23P2 → 11S M2 6.6824 6.30e+09 6.64e+09 5%
y 23P1 → 11S E1+M1 6.6679 4.11e+13 4.42e+13 8%
z 23S → 11S M1 6.6368 2.15e+08 2.12e+08 1%
- 31P → 11S E1 7.8758 1.29e+14 1.24e+14 4%
- 33P1 → 11S E1+M1 7.8688 1.86e+13 1.50e+13 19%
- 3 3P → 2 3S E1 1.2352 8.66e+12 8.08e+12 7%
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Figure 1. Grotrian diagram (not to scale) for He-like ions
(Z ≥ 10). Note that the relative order of the energy levels
is different at lower ionic charges. x, y, z, and w transitions
are marked with blue, green, purple, and red, respectively.
2 1P → 1 1S, 2 3P → 1 1S, 2 3S → 1 1S, 3 1P →
1 1S, and 3 3P → 1 1S transitions on atomic number
(Z) in Figure 3. The significance of this Figure will be
discussed in Section 3.3.
Table 1 gives a comparison between transition prob-
abilities from CLOUDY and NIST1 (version 5.6.1:
Kramida et al. 2018). They show an agreement within
8% for n = 2 to n = 1 transitions, but a variation up to
19% for n = 3 to n = 1 transitions.
2.3. Recombination rate coefficients
Coefficients for radiative recombination (RR) rates are
calculated from photoionization cross-sections using the
Milne relation (Osterbrock & Ferland 2006). Photoion-
ization cross-sections for the ground state of He-like ions
are taken from Verner et al. (1996), which uses analytic
1 https://physics.nist.gov/asd
fits from the Opacity Project. Dielectric recombination
(DR) data are interpolated from Badnell (2006). See
Porter & Ferland (2007), Ferland et al. (2013), Ferland
et al. (2017) for a discussion on state-specific recombi-
nation rates.
2.4. Collisional data
2.4.1. Electron impact n-changing collisions
We interpolate the collision strengths from various
atomic datasets for the right temperature (see Section
6) for n = 2− 5→ 1 transitions of Fe24+. For higher n
and Rydberg levels, we use the ab initio Born approxi-
mation theory by Lebedev & Beigman (1998), following
the analysis in Guzma´n et al. (2019).
2.4.2. Electron impact bound-free collisions
We take collisional ionization rate coefficients from
Voronov (1997) for the ground state. For excited states,
rate coefficients are taken from the hydrogenic routines
of Allen (1973) for the lower temperatures, and from
Sampson & Zhang (1988) at the high-temperature end.
3. THE CASE A & B FRAMEWORK IN ATOMS
AND HIGHLY CHARGED IONS
3.1. Introduction to Case A & B, H I optical emission
Case A and Case B have been defined for hydrogen
emission (Baker & Menzel 1938; Osterbrock 1989). Case
A refers to an optically thin plasma where Lyman radi-
ation is transmitted without absorption (Osterbrock &
Ferland 2006). At low hydrogen column density, all line
photons emitted escape the cloud.
Case B occurs when the ionized cloud becomes opti-
cally thick to the H I Lyman resonance lines, due to high
hydrogen column density. The Lyman photons undergo
multiple scatterings and are degraded to lower energy
photons (page 70-71, Osterbrock & Ferland 2006). For
instance, after approximately nine scatterings, a Lyβ
photon gets degraded to a Hα photon plus two-photon
continuum. Line formation in most nebulae can be ex-
plained by conditions closer to Case B. In this limit, the
4electron density must be small enough (ne ≤ 108 cm−3)
for collisional deexcitation rate to be lower than spon-
taneous emissions (Hummer & Storey 1987).
3.2. Atomic Helium
Radiative lifetimes for excited helium atoms range be-
tween less than a nanosecond to several minutes. For
example, 2 1P1 decays to the ground state in 0.56 ns,
which is very short compared to the decay times in 2 3P2
(3.05 s) and the metastable 2 3S levels (131 minutes).
These are respectively examples of E1 (electric dipole),
M2 (magnetic quadrupole), and M1 (magnetic dipole)
transitions for n = 2 → 1. The decay of 2 3P1 to the
ground state has a radiative lifetime of ∼ 5.68 ms and
is a combination of E1 and M1 (Kunze 2009).
In Figure 3 we plot transition probabilities for He-like
ions with 2 ≤ Z ≤ 30. From the Figure it is clear that
in helium, there is no fast transition to the ground from
excited triplet states due to their longer radiative life-
times (and smaller transition probabilities (Au,l)). Op-
tical thickness is proportional to the absorption cross-
section at frequency ν (αν), which is proportional to
Au,l (refer to equation 2 and 3). Therefore, for helium,
there will be no Case A (optically thin) to Case B (opti-
cally thick) transition for triplet to ground transitions.
Fast transitions only occur in the allowed singlet to sin-
glet transitions (E1) with decay times of the order of
nanoseconds and large absorption cross-sections, thus
allowing for Case A to B transitions. This is not the
case, however, for higher atomic numbers. Atomic num-
ber dependence of transition probability for allowed and
forbidden transitions will be discussed in Section 3.3.
3.3. X-ray emission from He-like Fe XXV
Along the two-electron iso-sequence, the next abun-
dant elements are C, O, and N, emitted in soft X-rays
and discussed by Porter & Ferland (2007). This paper
continues to iron, inspired by recent Hitomi observations
of the Fe Kα complex in the Perseus galaxy cluster.
In Fe XXV, in contrast to the atomic helium discussed
in Section 3.2, triplet to singlet transitions can also be-
come optically thick (Case B) along with the singlet to
singlet transitions. This is surprising at first sight, but
can be explained with the transition probability (Aki)
dependence on the atomic number (Z) for different types
of transitions.
Probabilities for E1 transitions (2
1P − 1 1S (w),
3 1P−1 1S) grow with the fourth power of Z (Aki ∝ Z4,
Johnson et al. 2002), whereas transition probabilities
for M1 (2
3S − 1 1S (z)) and M2 (2 3P2 − 1 1S (x))
grow much faster with Z ((approximately ∝ Z10 and
∝ Z8, Lin et al. 1977)). The transition probabilities for
2 3P1 − 1 1S (y) and 3 3P1 − 1 1S are a combination of
E1 and M1, and also grow much faster than the allowed
E1 transitions. Therefore in higher Z ions like iron, tran-
sition probabilities (Au,l) and optical depths for some of
the triplet to singlet transitions become comparable to
that of the allowed singlet to singlet transitions (see Fig-
ure 3). This implies that Case A to B transition occurs
in singlet to singlet as well as triplet to triplet transitions
in Fe XXV and other higher Z He-like ions.
3.4. X-ray emission from H-like Fe XXVI
Unlike helium, there is no fundamental difference be-
tween atomic hydrogen and the highly charged H-like
ions. This point is elaborated in Section 6.1.2.
Figure 2. The outer region of Perseus core from Hitomi
SXS observation (marked with Obs23 : out) overlaid on a
Chandra X-ray image of Perseus.
4. LINE RATIOS FROM HITOMI OBSERVATIONS
The observational spectra for the Fe XXV Kα is ex-
tracted using HEAsoft version 6.252 in the outer region
of Perseus core following the Hitomi step by step anal-
ysis guide3. We use the following observations with ob-
servation IDs: 100040020, 100040030, 100040040, and
100040050 for extracting the spectra for the region
marked with Obs23:out in Hitomi Collaboration et al.
(2018a) (we show this region in Figure 2). Event files
for these observations are combined and filtered with
the Xselect package. Four NXB spectra are extracted
separately for the four event files with sxsnxbgen, and
averaged using mathpha. RMF, exposure map, and
ARF were generated using sxsmkrmf, ahexpmap, and
2 https://heasarc.gsfc.nasa.gov/docs/software/heasoft/
3 https://heasarc.gsfc.nasa.gov/docs/hitomi/analysis/
hitomi analysis guide 20160624.pdf
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Figure 3. Top: Transition probabilities vs. Z for certain
n=2 to n=1 transitions for He-like ions. Bottom: Transition
probabilities vs. Z for certain n=3 to n=1 transitions.
aharfgen respectively. For fitting the spectra, we use
Xspec version 12.10.1 (Arnaud 1996).
The X-ray emission from our region of interest was
modeled as a velocity broadened single-temperature col-
lisionally ionized plasma with variable element abun-
dances (bvvapec), attenuated by the cold matter ab-
sorption in our Galaxy (TBabs). The absorbing hydro-
gen column density was set to 1.38×1021 cm−2 (Lei-
den/Argentine/Bonn Survey of Galactic HI: Kalberla
et al. 2005). The bvvapec model was modified whenever
necessary by setting the emissivities to zero for selected
lines, following the addition of corresponding Gaussian
components. The contamination by the central AGN
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Figure 4. The black solid line shows the best-fitting model
with x, y, z, w emissivities set to zero, and four added Gaus-
sians centered at their redshifted laboratory energies. Red,
blue, green, purple dotted lines show the four Gaussians for
w, x, y, and z separately. The black dotted line shows the
bvvapec model without x, y, z, and w.
emission is negligible in the outer region; thus such ef-
fects were not included in our model.
We use the outer region temperature (4.05 ± 0.01
keV), Fe abundance (0.65 ± 0.01), and turbulent ve-
locity (141 ± 5 km/s) from a broad-band fit in the en-
ergy range 1.8-20.0 keV from Hitomi Collaboration et al.
(2018a) (errors are reported at 1σ confidence level). So-
lar abundance table by Lodders & Palme (2009) was
used throughout. For calculating the line fluxes for x, y,
z, and w, we set the line emissivities for these lines to
zero, and add four Gaussians with energies centered at
their redshifted laboratory energies (E0x= 6.68245 keV
, E0y= 6.66790 keV , E0z= 6.63684 keV , E0w= 6.70076
keV). In the modified bvvapec model: tbabs*(bvvapec
+ zgaussx + zgaussy + zgaussz + zgaussw), we tie
the line widths of x, y, z together, and set the line width
for w free to vary. This is because w is reported to be
slightly broader than the other three lines in Fe XXV
Kα complex (Hitomi Collaboration et al. 2018a). Nor-
malization of the four Gaussians were set free, and red-
shifts were tied together. Our best-fit model for the ob-
served spectra for Fe XXV Kα complex from Obs23:out
is shown in Figure 4 with a black solid line. Red, blue,
green, and purple dotted lines show the four Gaussians
for w, x, y, and z, respectively. The black dotted line
shows the bvvapec model with x, y, z, and w emissivities
set to zero. In such conditions, major contributions to
the bvvapec model come from Fe XXIV satellite lines,
6following the contributions from Cr XXIII, and Fe XXIII
in the energy range of the Figure. Best-fit redshift for
our model is z = 0.0173308+2.53e−05−2.46e−05. Best-fit parame-
ters for the four Gaussians and line fluxes with the line
ratios are listed in Tables 2 and 3, respectively.
5. SIMULATION PARAMETERS
For the CLOUDY calculations, we simulate the envi-
ronment in the outer region of Perseus core, introduced
as Obs23:out in Section 4. We choose the temperature
inside the error interval of the observation: 4.05+0.01−0.01
keV. The hydrogen density is set at 0.03 cm−3. Note
that, the hydrogen density drops with increasing dis-
tance from the cluster core. For simplicity, we assume
an average hydrogen density of 0.03 cm−3 for our re-
gion of interest (30-60 kpc). The radial dependence of
hydrogen density will be explored in future papers.
We set the Fe abundance to be in the range of
0.65+0.01−0.01 of solar, as discussed in Section 4. Sections 6.4,
where we show the variation of line ratios with changing
metallicity, is an exception. We use the solar abundance
table provided by Lodders & Palme (2009) to match
with Hitomi Collaboration et al. (2018a). The turbu-
lence is set to 150 km/s (this choice is elaborated later
in Section 6.3 ) for all our calculations except for Section
6.3, where we use two additional values for turbulence.
In Section 6.3 and partly in Section 6.4, hydrogen col-
umn density is fixed at the reported value by Hitomi Col-
laboration et al. (2018b) (NH,hot ∼ 1.88 × 1021 cm−2 ).
This is the column density of hot absorbing gas, de-
rived from a best-fit baseline model defined with SPEX
(Kaastra et al. 1996). In their model NH,hot is set as
a free parameter, along with temperature and turbu-
lent velocity of hot gas, emission measure, redshift, and
abundances of Si, S, Ar, Ca, Cr, Mn, Fe, and Ni.
For the collision strengths, we use the recent calcu-
lations of Si et al. (2017), who adopted the indepen-
dent process and isolated resonances approximation us-
ing distorted waves (IPIRDW). Since we find instances
of disagreement between observed and calculated line ra-
tios, we also check the effect of different atomic datasets
on the calculated line ratios (such as Figure 10 and Fig-
ure 13). These include collision data from Whiteford
et al. (2001), A. D. Whiteford (2005) 4, and A. Giunta
(2012) 5. Hitomi Collaboration et al. (2018a) shows the
presence of resonance scattering (RS) in Perseus core,
which results in flux suppression in w. In the outer
region (Obs23:out), the flux suppression factor in w is
4 ADF04, OPEN-ADAS database, helike adw05#fe24.dat, Web-
site: https://open.adas.ac.uk/
5 ADF04, ls#fe24.dat, OPEN-ADAS database
reported to be ∼ 1.28. We make a correction for this
factor for our calculations, as we use a simple model
with plane-parallel geometry that does not account for
the photons lost due to resonance scattering in our line
of sight. This will be further discussed in Section 7.
6. RESULTS
6.1. Case A & Case B in Iron
6.1.1. Fe XXV
The Case A to B transition happens when the total
line-center optical depth of the Lyman lines becomes ≥
1. Note that the variation in optical depth is determined
by the column density of that species, Fe XXV, in this
case. The column density of Fe24+ (N(Fe24+)) can be
calculated from the hydrogen column density (N(H)) for
a given metal abundance (Fe/H), and ionization fraction
(Fe24+/ Fe) with the following equation:
N(Fe24+) =
(
Fe24+
Fe
)(
Fe
H
)
N(H) (1)
This conversion is shown in the top x-axes in Figure 6,
7, and 8.
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Figure 5. Absolute line intensities of x, y, z, and w vs. log
of hydrogen column density.
Decay rates in Fe24+ for triplet to singlet and singlet to
singlet transitions are comparable to each other for some
transitions, as discussed in Section 3.3. This allows the
transfer from the optically thin (Case A) to the optically
thick regimes (Case B) for singlet to singlet, as well as
triplet to singlet transitions.
Figure 5, taken from paper I, shows the line intensi-
ties for x, y, z, and w in the Fe XXV Kα complex. The
continuous increase in the line intensities with column
7Table 2. Best-fit normalization and sigma of the four Gaussians from our model: tbabs*(bvvapec + zgaussx + zgaussy +
zgaussz + zgaussw). Temperature, Fe abundance, and turbulent velocity in the bvvapec model are set to the values from
broad-band fits in Obs23:out. Line emissivities of x, y, z, and w are set to zero.
Label Normalization (×10−5 photons/cm−2/s) Sigma (keV)
x 9.80+0.92−0.88 3.61e-03
+2.78e−04
−2.63e−04
y 10.56+1.03−0.98 3.61e-03
+2.78e−04
−2.63e−04
z 15.34+1.10−1.07 3.61e-03
+2.78e−04
−2.63e−04
w 39.22+1.56−1.52 4.17e-03
+1.94e−04
−1.87e−04
Table 3. List of net line fluxes and ratios with w for the lines in Fe XXV Kα complex from the best-fit model. Line fluxes and
their errors are reported in units of erg cm−2 s−1.
Label Line flux Flux error(positive) Flux error (negative) Ratio with w positive error negative error
x 1.01e-12 9.46e-14 9.14e-14 0.249 2.50e-02 2.47e-02
y 1.09e-12 1.08e-13 9.98e-14 0.268 2.91e-02 2.63e-02
z 1.57e-12 1.13e-13 1.09e-13 0.387 3.13e-02 3.11e-02
w 4.06e-12 1.61e-13 1.58e-13 - - -
density makes it difficult to detect where the Case A
to B transition occurs for the individual spectral lines.
To demonstrate the Case A to B transition, it is best
to consider the variation of line ratios with column den-
sity. Among the four members in Fe XXV Kα complex,
w is the first line to become optically thick, followed
by y, x, and z (Refer to Figure 1b in paper I). z only
becomes optically thick at very high column densities
(NH ≥ 1025 cm−2). The Figure also gives an estimate
of what fraction of the optical depth for the four lines
comes from their single-line optical depth solely (in this
case absorption by Fe24+ only ). The total line-center
optical depths in x, y, z, and w respectively have ≤ 1%,
∼ 60%, ≤ 1%, and ∼ 100% contribution from absorp-
tion by Fe24+. As z is the last line to become optically
thick, we plot line ratios of x, y, and w relative to z with
hydrogen column density (see Figure 6).
In the lower column densities, the lines ratios are par-
allel to each other and remain constant with increasing
column density. This is because the individual line in-
tensities are all parallelly increasing when the column
density, and therefore optical depth, is small (Case A).
At higher column densities (Case B limit), the Figure
shows an overall decrease in w/z, x/z, and y/z, which
can be caused by the decrease in the numerator, or in-
crease in the denominator, or a combination of these
two. In between these two cases, there is a transition
region representing the transfer from Case A to Case B.
The probability that an x photon gets absorbed by
Fe24+ itself is ≤ 1%. The effect of Case A to B transfer
in x following absorption by Fe24+ is, therefore, very
minimal. Apart from this, contributions from RAD and
ESE cause a deficit in the x line intensity (paper I).
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Figure 6. Fe XXV line ratios with respect to z for 2 → 1
transitions vs log of hydrogen column density. The x-axis on
top shows log of Fe24+ column density.
Unlike x, total line-center optical depth in y has a ∼
60% contribution from absorption by Fe24+ itself. When
a y photon gets absorbed by Fe24+, it leads to two possi-
ble modes of re-emission. It can either be re-emitted as a
y photon or make a transition to 2 3S following the emis-
sion of a z photon. The probability of re-emission via
either of these modes depends on the transition probabil-
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Figure 7. Upper panel: Fe XXV line ratios with respect
to z for 3 3P → 1 1S transition vs. log of hydrogen column
density. Lower panel: Fe XXV line ratios with respect to z
for n = 4, 5...→ 1 1S transitions vs. log of hydrogen column
density. The x-axis on top shows log of Fe24+ column density.
ities between the levels or, more specifically, branching
ratios. The branching ratio for scattered y photon being
re-emitted as a 2 3P1 → 2 3S following a z transition is
quite small :
A2 3P1→2 3S
(A2 3P1→2 3S +A2 3P1→1 1S)
∼ 10−5
Therefore the majority of the scattered y photons will
be re-emitted as y with no decrease in y intensity. This
indicates a possible increase in z intensity, causing the
slower drop of y/z ratio with increasing column density
in Figure 6.
Similarly, ∼ 100% of w photons are scattered by Fe24+.
Upon being scatted, there are two possible modes of re-
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Figure 8. Optical depth vs. hydrogen column density for
3 3P → 1 1S transition in Fe XXV. Solid: Total line-center
optical depth, Dotted: Individual line optical depth. The
x-axis on top shows log of Fe24+ column density. The blue
dashed line marks the optical depth of unity.
emission for w photos. The branching ratio for 2 1P →
2 1S following the transition to the ground is very small:
A2 1P→2 1S
(A2 1P→2 1S +A2 1P→1 1S)
∼ 10−6
Therefore almost all the scattered w photons will be re-
emitted as w. The drop in the w/z ratio in Figure 6
mostly results from an increase in z intensity apart from
the resonance scattering effects in w at large column
densities.
Even though none of the n = 2 → 1 photon takes
part in the Case A to B transfer, higher n Lyman lines
(n = 3, 4, 5... → 1) show such transfer. The factor con-
tributing to the increase in z is Case A to B transfer
in n = 3, 4, 5... → 1 photons. In an optically thick
cloud, these photons are scattered, followed by emission
of Balmer line photons plus the n = 2 → 1 photons.
This results in a surplus of n = 2 → 1 photons. Ta-
bles 4.1 and 4.2 in Osterbrock & Ferland (2006) show
the Case A and Case B limit in HI recombination lines.
Here we discuss the increase in z intensity due to this
process, whereas the slight increase in y intensity will be
discussed in Section 6.2.
Case A to B transfer for 33P → 11S transition is
shown in the upper panel of Figure 7. Lower panel shows
Case A to B transition in n = 4, 5, 6, 7, 8, 9, 10→ 1 pho-
tons. A plot similar to that of 1b in paper I is shown in
Figure 8 comparing the single line and total line-center
9optical depths for 3 3P → 1 1S transition. Line ratios in
Figure 7 are taken relative to z for the reason explained
previously.
Once a photon for 3 3P → 1 1S transition gets scat-
tered, the probability that it will emit a 3 3P → 2 3S
following the emission of a 2 3S → 1 1S (z) photon is
∼ 32% in one scattering:
A3 3P→2 3S
(A3 3P→2 3S +A3 3P→1 1S)
∼ 0.32
Therefore, for a single event of scattering, 3 3P →
1 1S photons have a 32 % probability of being converted
to z and Balmer series line photons. At a hydrogen col-
umn density of NH= 10
25 cm−2, the triplet to singlet
transition photons will experience multiple scatterings
because of their large optical depths (∼ 100, see Figure
8). The majority of these line photons will be converted
to z and Balmer series photons at this column density.
This contributes to the increase in the intensity of z
line photons in Figure 6, and a decrease in the inten-
sity of 3 3P → 1 1S line photons in the top panel of
Figure 7. Likewise, n = 4, 5...10 → 1 transition line
photons show a similar behavior indicating a Case A to
B transfer (bottom panel of Figure 7), and selectively
contribute to the increase in z intensity. Although we
show the Case A to B transfer of Lyman line photons
up to n=10, we include collapsed levels up to n ≤ 100 in
our simulation. The net increase in the z line intensity
will result from the collective Case A to B transfer of
Lyman line photons for transitions from all the levels
up to n=100.
6.1.2. Fe XXVI
As mentioned in Section 3.4, there is no fundamental
difference between Fe25+ and other hydrogenic ions. We
show the Case A to B transition for the line intensity
ratios Lyβ, Lyγ, Hα, and Hβ with respect to Lyα in Fig-
ure 9 (Lyα, Lyβ, Lyγ, Hα, and Hβ are n=2→1, n=3→1,
n=4→1, n=3→2, and n=4→2 transitions with wave-
lengths 1.781 77 A˚, 1.503 37 A˚, 1.425 41 A˚, 9.621 54 A˚,
and 7.127 06 A˚, respectively). The bottom and top axes
in the Figure respectively show the hydrogen and Fe25+
column densities. Line ratios are plotted instead of the
individual line intensities for the same reason, as dis-
cussed in Section 6.1.1.
Figure 9 shows that line ratios remain unchanged at
small column densities when the lines are optically thin
(Case A). But at higher column densities, the cloud be-
comes optically thick, the spectrum goes to Case B, and
the higher n Lyman lines like Lyβ and Lyγ degrade
to Hα, and Hβ respectively. This causes the Lyman
lines to become weaker, and the Balmer lines to become
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Figure 9. Fe XXVI line intensity ratios with respect to
Lyα vs. log of hydrogen column density. The x-axis on top
shows log of Fe25+ column density. The dashed line is the
integrated two-photon continuum relative to Lyα.
stronger. Such analysis can be extended to other hy-
drogenic ions like Si XIV, S XVI, Ar XVIII, and Ca XX
for constraining/measuring column density. This will be
explored in future papers.
6.2. Constraints on Column density
We run a line ratio diagnostic for Fe XXV Kα complex
with column density using the Case A to B transition.
Here we plot the variation of Fe XXV line ratios (RS
corrected) relative to the strongest resonance (w) line
with increasing hydrogen column density in Figure 10.
At lower column densities, lines ratios remain constant
with the increase in column density. Apart from the RS
effects at the higher column densities, line intensities in
w increase linearly, while z and x increase faster and
slower than linear, respectively. The behavior of x line
intensity with column density is discussed in paper I.
Faster than linear growth in z is due to the Case A to B
transfer in selective n = 3, 4...→ 1 photons (See section
6.1.1).
Similar to the increase in z/w, the slight increase in
y/w in the high column density can also be explained
with Case A to B transfer in n = 3, 4...→ 1 line photons
to generate Balmer line photons plus the n = 2 → 1
transition photons. Such transition makes all the n =
2→ 1 transitions brighter in the Case B limit compared
to Case A. This process strengthens the weak n = 2→ 1
transitions more than w, the strongest, leading to the
slight rise in y/w at the high-column-density limit.
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Figure 10. Variation of x/w, y/w, and z/w line ratios with hydrogen column density. Top panel: Line ratios calculated with
CLOUDY for different collision datasets; Bottom panel: Line ratios calculated with CLOUDY with their net uncertainties
overplotted with the Hitomi observed line ratios. Solid vertical lines show constraints on column density. Hitomi reported
hydrogen column density is shown with black dashed lines in each panel.
The top panel of Figure 10 shows the variation of line
ratios relative to w with hydrogen column density for
different collision datasets. The bottom panel of the Fig-
ure compares the variation in line ratios calculated with
CLOUDY, with the observed line ratios to get constraint
on column density. The shaded horizontal regions are
the observed line ratios with their uncertainties at the
reported column density by Hitomi Collaboration et al.
(2018b). Section 4 describes the extraction of line ratios
along with their errors from the observed spectra. The
regions between the two solid lines in all three panels
enclose the calculated line ratios with CLOUDY. The
enclosed regions are inclusive of the uncertainty in tem-
perature and collision strengths coming from different
collision datasets. Refer to Table 4 for the uncertainties
in collision datasets.
The intersection regions between observed and cal-
culated line ratios for x/w and z/w predict a hydro-
gen column density of NH ≤ 2.95 × 1024 cm−2 , and
NH ≤ 2.75× 1023 cm−2 , respectively. The solid vertical
lines in the bottom panel of Figure 10 show the upper
limit of column density from these two ratios. The y/w
ratio calculated with CLOUDY intersect with the ob-
served value for all column densities below 1025 cm−2 .
These upper limits calculated from x/w, y/w, and z/w
ratios are all consistent with the reported hydrogen col-
umn density NH,hot ∼ 1.88×1021 cm−2 (shown with the
black vertical dashed lines) for Perseus.
6.3. Effects of turbulence
In Figure 11, we show the effect of turbulence on the
Fe XXV Kα complex line ratios. Hitomi Collaboration
et al. (2018a) found a difference in turbulent broadening
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between w (159–167 km/s), and x, y, z (136–150 km/s)
in Obs23:out. We use a turbulent velocity of 150 km/s
for simplicity in our simulation of the outer region of
Perseus core. Figure 11 shows that such a quiescent
gas environment barely affects the line ratios, as the
difference in the line ratios calculated at the turbulence
0 km/s and 150 km/s is very small.
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Figure 11. Line intensity ratio relative to w vs. log of hy-
drogen column density. Solid: no turbulence, Dashed: Tur-
bulence 150 km/s, Dotted: Turbulence 500 km/s.
We also plot the line ratios at the turbulence of 500
km/s. Such a high value of the turbulence is not ap-
plicable in our region of interest, but may apply for gas
in other environments such as merging galaxy clusters
(Cassano & Brunetti 2005).
Optical depth can be expressed as a product of column
density (N), and absorption cross-section (αν):
τν = Nαν (2)
where αν is inversely proportional to the total Doppler
velocity.
αν(x) =
λ3gu
8pigl
Au,l
pi1/2uDop
ϕν(x)
=
pi1/2q2eλ fl,u
mecuDop
ϕν(x)
[
cm2
] (3)
where Au,l is the downward transition probability, fl,u
is the oscillator strength and other symbols have their
usual meaning (Mihalas 1970). If the temperature is
held constant, an increase in the turbulent velocity de-
creases αν , which decreases the overall optical depth.
Thus ideally, to achieve the same optical depth at zero
and higher turbulent velocity, a higher column density
should be required for the latter case. However, this
outcome gets reversed due to line interlocking of x, y,
and z with other ions (e.g., Fe23+, Cr22+, and Fe22+; see
paper I). The higher the turbulent velocity is, the higher
the Doppler width of a line and the more pronounced the
line interlocking effects will be. Total line-center optical
depth will, therefore, increase with turbulent velocity
rather than decrease, as equation 3 suggests.
6.4. Interplay between column density and metallicity
Figure 12 shows the line ratios relative to w as con-
tour plots by varying the hydrogen column density and
metallicity. In the low-column-density limit, the line
ratios are minimally affected by change in metallicity.
Figure 13 shows the effects of metallicity on the line
ratios at the reported value of hydrogen column den-
sity by Hitomi Collaboration et al. (2018b) (NH,hot ∼
1.88 × 1021 cm−2 ). The uncertainties in temperature
and collision strengths from the sources mentioned pre-
viously contribute to the uncertainties in the line ratios
(shown with the solid enclosed lines in Figure 13). At
the reported hydrogen column density, x, y, and z are
optically thin (paper I). Therefore, the line ratios are
minimally affected with change in metallicity as these
lines are still optical thin for the metallicity range (0≤
Z(solar)≤5) shown in the Figure.
Hitomi Collaboration et al. (2018a) use deprojected
heavy element abundances relative to solar in the inner
150 kpc region from Chandra data archive for a spheri-
cally symmetric Perseus model. At a distance of 30−60
kpc from the central AGN of Perseus core, the reported
range in metallicity is ∼ 0.5− 0.75 of solar. (see Figure
7 in their paper). We overplot the CLOUDY calculated
line ratios with Hitomi observed line ratios, and obtain
a region of overlap for all the metallicities between 0
and 5. This is consistent with the reported metallicity
range for the outer region of Perseus core, but calcu-
lating/constraining the best-fit metallicity requires an
extension of parameter space up to higher column den-
sities.
In the high-column-density limit, the line ratios ex-
hibit a clear variation with metallicity (see Figure 12).
It can be seen that a smaller metallicity is equivalent
to a larger hydrogen column density for the same opti-
cal depth. In systems with hydrogen column densities
greater than 1023 cm−2 , like Seyfert 2 Galaxies (Risaliti
et al. 1999; Terashima & Wilson 2001; Mocz et al. 2011),
such comparison between the calculated and observed
line ratios can be used to measure/constrain metallici-
ties.
12
x/w
z/w
0.1
0.2
0.25
0.269
0.277
0.278
Z	
(s
ol
ar
)
1
2
3
4
5
Log	of	hydrogen	column	density	(cm-2)
19 20 21 22 23 24 25
(a)
y/w y/w
0.261
0.262
0.263
0.27 0.28
0.29 0.3
Z(
so
la
r)
1
2
3
4
5
Log	of	hydrogen	column	density	(cm-2)
19 20 21 22 23 24 25
(b)
z/w
z/w
0.375
0.376
0.38
0.5 0.6
0.7
0.8
0.9
1
Z	
(s
ol
ar
)
1
2
3
4
5
Log	of	hydrogen	column	density	(cm-2)
19 20 21 22 23 24 25
(c)
Figure 12. Left, middle and right panels show x/w, y/w, and z/w as a function of hydrogen column density and metallicity,
respectively.
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Figure 13. Line intensity ratios versus metallicity at NH = 1.88 × 1021 cm−2 . Blue, green, purple lines in left, middle, and
right panels enclose the x/w, y/w, and z/w calculated with CLOUDY. The enclosed regions are inclusive of the uncertainty in
temperature, and different collision datasets. Observed line ratios with errors are shown with the horizontal bars in all three
panels.
Table 4. List of collision strengths at 4 keV from different atomic datasets for n = 2→ 1 transitions in Fe XXV.
Collision Strengths
Label Transition Whiteford et al. (2001) A. D. Whiteford (2005) A. Giunta (2012) Si et al.(2017) Difference
w 21P → 11S 3.97e-3 3.99e-3 4.32e-3 4.18e-3 8%
x 23P2 → 11S 7.27e-4 7.39e-4 6.72e-4 7.13e-4 9%
y 23P1 → 11S 7.24e-4 7.31e-4 8.68e-4 7.90e-4 17%
- 23P0 → 11S 1.48e-4 1.48e-4 1.35e-4 1.51e-4 11%
z 23S → 11S 3.05e-4 4.28e-4 2.46e-4 3.16e-4 42%
- 21S → 11S 8.41e-4 8.59e-4 8.68e-4 1.05e-3 20%
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Figure 14. The ratio of observed to CLOUDY predicted line
ratios plotted as a function of observed line ratios. All the
ratios are taken with respect to the resonance (w) line. The
points with red, blue, and purple error bars show the degree
of agreement with the Hitomi observed line ratios for x/w,
y/w, and z/w, respectively. Vertical error bars are calculated
using observational and CLOUDY estimated uncertainties.
The blue dotted line shows the ideal situation where observed
line ratios exactly match with the predicted.
7. SUMMARY
New generations of micro-calorimeter on board Hitomi
made precision spectroscopy in X-ray possible for the
first time. This enables us to explore radiative transfer
effects like Case A to B transition in X-ray, previously
observed in optical / UV (Baker & Menzel 1938). In
this paper, we document the Case A to B transition
for H-like and He-like iron and show that this can be
used to constrain column density. We also show the
effect of and turbulence, and interplay between column
density and metallicity in the outer region of the Perseus
core using a line ratio diagnostic. In addition, we show
that highly charged He-like systems behave differently
from He I and other low charge He-like systems. This
is due to the atomic number dependence of transition
probabilities, leading to fast transitions in non-allowed
triplet to singlet transitions.
From a comparison between the CLOUDY predicted
and Hitomi observed line ratios in the outer region of
Perseus core for the observed temperature, column den-
sity, and metallicity (see Figure 14), we find an agree-
ment of ∼ 91%, 99%, 98% in the x/w, y/w, and z/w
ratios.
In the case B limit, two factors contribute to the vari-
ation in line ratios with column density for the same sets
of physical parameters. First, line photons get absorbed
in the cloud and are re-emitted as different lines (see
Section 6.1.1). Second, line photons are absorbed in the
cloud and re-emitted in a different direction leading to
the change in intensity of line photons along our line
of sight (i.e., resonance scattering). Physically, it rep-
resents the migration of photons from the center of the
cluster, where there is a photon deficit, to the outer re-
gions, where there would be a photon surplus (Gilfanov
et al. 1987). Our current model treats the cluster as
a single sphere and can not recover this physics region
wise. A proper model of the variation in density and
temperature across the cluster will be investigated in a
later paper. The first line to become optically thick is
w (see Figure 1b in paper I). We use a flux suppression
factor of ∼ 1.28 for w reported by Hitomi Collaboration
et al. (2018a) at the outer region of Perseus core for the
best-fit column density NH,hot ∼ 1.88×1021 cm−2 (Hit-
omi Collaboration et al. 2018b). Flux suppression in x,
y, and z is insignificant at such small column density but
needs to be considered for higher column densities when
these lines become optically thick.
In Section 6.2, we introduced a novel method of mea-
suring/constraining column density from Case A to B
transition. In the case of Perseus, x, y, and z are still in
the optically thin regime (Case A). Therefore, we only
get an upper limit in column density instead of a specific
value. However, this method will be useful in systems
with higher column densities (NH ≥ 1023 cm−2 ) in the
optically thick regime (Case B) for measuring column
density.
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