In traditional reliability theory the system and the components are described just as functioning or failed. For this case a series of bounds for the availability and unavailability in a fixed time interval, I, for a system of maintained, interdependent components are given in Natvig (1980). For the special case of independent components the only assumption needed is that the marginal performance process of each component is associated in I. When these processes are Markovian a sufficient condition for this to hold is given by Esary and Proschan (1970).
INTRODUCTION
In reliability theory a key problem is to find out how the performance of a complex system can be determined from knowledge of the performance of its components. One inherent weakness of the traditional theory in this field is that the system and the components are always described just as functioning or failed. This approach represents an oversimplification in many real-life situations where the systems and their components are capable of assuming a whole range of levels of performance, varying from perfect functioning to complete failure.
Fortunately, by now the traditional binary theory is being replaced by a theory for multistate systems of multistate components. Some recent references are Natvig (1982) and Block and Savits (1982) . Let the set of states of the system be S = {0,1, .. The state of the system is given in Table   Table 1 . State of network in Figure [O,oo) . We assume that the sample functions X.(t),tE~,i=1, ... ,n .are continuous from the 1 right on ~. The performance process of the system is now given by {<P(~(t)),tE~}.
From Barlow and Proschan (1975) we have Hhen these marginal performance processes are Markovian, we present and prove in the next section a theorem providing a sufficient condition for each of them to be associated in I, which is what is needed, thus generalizing a result by Esary and Proschan (1970) . Imbedded in our theorem is an equivalent and much more convenient condition in terms of the transition intensities of the Markov process.
Before concentrating on this theorem it should be mentioned that concepts of positive dependence of sets of r.v. 's have recently received a lot of attention; see Block and Ting (1981), B¢lviken (1982) . Note also that the obvious guess that a normal vector i$ associated iff all simple correlation: coefficients are nonnegative, has just recently been confirmed by Pitt (1982) . ( 2 • 2)
THE MAIN THEOREM
The following notation is needed:
Theorem 2.1 Let X be a continuous time Markov process with state space {0,1, ... ,k} and matrix of transition probabilities P(s,t). Assume the transition intensities to be continuous. Consider the following statements about X:
(i) X is associated in time.
(ii) X is conditionally, stochastically, non-decreasing in time; i.e.
is non-decreasing in i 1 , ... ,in for each j and for each choice of s <s < ... <s <t, n~1. The crucial implication (ii) => (i) is an easy consequence of Theorem 4.7, p.146 in Barlow and Proschan (1975) , a result dating back to Esary and Proschan (1968) . The equivalence of (ii) and follows. We may hence think of (iv) as the local version of (iii). vfuat remains to be shown is that (iv) implies (iii); i.e. that a process possessing the ( where Q becomes a constant matrix. However, the more general case we treat here, with continuous g(u), can be worked out using the same methods; see e.g. Karlin and Taylor (1975, p.152 ). It is in fact possible to prove an even more general version, avoiding continuity of the l-1 • . 's, using the product integral, see Johansen 
and we have proved that M is closed under multiplication. This ends the proof of our theorem.
SOME CONCLUDING REMARKS
For the binary case (k=1) it is easily seen that statement (iii) of our theorem is equivalent to Pl, 1 (s,t) + P 0 , 0 (s,t) ;;. 1 for each s < t,
which is just the sufficient condition given by Esary and Prosch an (1970) . It should, however, be noted that their proof is cumbersome compared to the one given here. (Originally, for the case k=2, the second present author suggested a proof along the same lines, however employing Theorem 4.7, p.146 in Barlow and Proschan (1975) indirectly. This did not lead to nice sufficient conditions at all.
The direct use of this theorem along with the Markov property in our proof was suggested by the first present author who is also mainly responsible for the rest of the material in Section 2.) Furthermore, for the binary case, note that when !J. 1 , 0 (s) and !J-0 , 1 (s) are continuous, statement (iv) of our theorem is always satisfied and hence the corresponding Markov process is always associated in time. This was just noted for constant intensities in Esary and Proschan (1970) . Now let us turn to the case k=2 covering our example from Section 1. Then it is easily seen that (iii) is equivalent to (for each s<t), and (iv) is equivalent to (for all s). We emphasize that the latter condition is usually very simple to check. If in our example the two branches of each component can never be repaired/replaced simultaneously and can furthermore never fail simultaneously, i.e. we have ~0 , 2 (s) = ~ (s) = 0 for all s, (iv) is always satisfied. for X(s), then (iii) follows. This shows that we cannot obtain any better criterion than (iii) formulated in terms of the transition probabilities only, to ensure X to be associated in time.
In the binary case we have A1 1 = It 1 ( s )n 0 ( s ) [ p 1 I 1 ( s I t )p 0 I 1 ( s I t ) ] ;;. 0 .
Hence (i) implies (iii) unless X(s) = 0 a.s. or X(s) = a.s.
Finally, it should be mentioned that a discrete time version of our theorem is proved along the same lines. In particular, if {X(t), t=0,1,2, ... is a Markov chain with state space {0,1, ..
.. ,k} and matrix of transition probabilities P(s,t), then X is associated in time if only P(s,s+1) E M for all s;;. 0. true in its stated form. However, (2.7) remains true, so that our proof is not affected.
Replace lines 14-22 on page 6 by:
We then have P(s,t) = "' n [s,t] (I + Q(u)du).
The expression on the right hand side is a product integral. A (2.6) general discussion of product integrals, containing the proof of (2.6), can be found in Johansen (1977) . In the time-homogeneous case, where Q becomes a constant matrix, (2.6) reduces to the better known formula P(s,t) = exp((t-s)Q), see e.g. Karlin and Taylor (1975, p. "' "' 152). The following representation follows from Johansen•s Theorem 2.5, utilizing that all the intensities are uniformly continuous on [s,t] 
