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A differential equation is an equation that defines a relationship be-
tween a function and one or more derivatives of that function.
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A differential equation is an equation that defines a relationship be-
tween a function and one or more derivatives of that function.
For instance let y = y(x) be some function of the independent variable
x.
The equation
dy
dx
(x) := y′(x) = x2y(x) (1)
states that the first derivative of the function y equals the product of
x2 and the function y itself. An additional, implicit statement in this
differential equation is that the stated relationship holds only for all
x for which both the function and its first derivative are defined
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We say that a function or a set of functions is a solution of a differential
equation if the derivatives that appear in the DE exist on a certain
domain and the DE is satisfied for all the values of the independent
variables in that domain.
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We say that a function or a set of functions is a solution of a differential
equation if the derivatives that appear in the DE exist on a certain
domain and the DE is satisfied for all the values of the independent
variables in that domain.
For instance s(x) = ex
3/3 solves y′(x) = x2y(x)
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We say that a function or a set of functions is a solution of a differential
equation if the derivatives that appear in the DE exist on a certain
domain and the DE is satisfied for all the values of the independent
variables in that domain.
For instance s(x) = ex
3/3 solves y′(x) = x2y(x)
This solution it is not unique: the one parameter family of functions
sc(x) = c e
x3/3, c ∈ R solves y′(x) = x2y(x)
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Equation (1) is a differential equation of first order. The general
differential equation of first order has the form
F (x, y, y′) = 0 (2)
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Equation (1) is a differential equation of first order. The general
differential equation of first order has the form
F (x, y, y′) = 0 (2)
A function y = y(x) is called a solution of (2) in an interval J if y(x)
is differentiable in J and
F (x, y(x), y′(x)) ≡ 0, holds for all x ∈ J
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In general we like to know whether or not, of course under certain
circumstances, a DE has a unique solution so that we may talk about
the solution of the DE. This thing may happen, but in the general
situation, this is hardly the case without some extra conditions such
as initial conditions. In order to accomplish such a thing we usually
consider the so called initial value problem which takes the following
form when we are dealing with a single, first order ODE:
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y′(x) = f(x, y(x)), x ∈ Iy(x0) = y0, x0 ∈ I, y0 ∈ J, I × J ⊆ Domain(f)
We say that differential equations are studied by quantitative or exact
methods when they can be solved completely, i.e. all the solutions are
known and could be written in closed form in terms of elementary
functions or sometime special functions (or inverses of these type of
functions).
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An ordinary differential equation of order n ∈ N is an equation of
the form
F (x, y, y′, y′′, · · · , y(n)) = 0
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An ordinary differential equation of order n ∈ N is an equation of
the form
F (x, y, y′, y′′, · · · , y(n)) = 0
For example
xy′′ + 2y′ + 3y − ex = 0
is an ordinary differential equation of order 2
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An ordinary differential equation of order n ∈ N is an equation of
the form
F (x, y, y′, y′′, · · · , y(n)) = 0
For example
xy′′ + 2y′ + 3y − ex = 0
is an ordinary differential equation of order 2
(y(3))2 + y′′ + y = x
is an ordinary differential equation of order 3.
7/21 Pi?
22333ML232
An ordinary differential equation of order n ∈ N is an equation of
the form
F (x, y, y′, y′′, · · · , y(n)) = 0
For example
xy′′ + 2y′ + 3y − ex = 0
is an ordinary differential equation of order 2
(y(3))2 + y′′ + y = x
is an ordinary differential equation of order 3. Since this last equation
is quadratic in the highest derivative y(3) we say that it is an equation
of degree 2
8/21 Pi?
22333ML232
Existence: Peano’s Theorem
If the function f(x, y) is continuous on a rectangle R = [x0 − a, x0 +
a]× [y0 − b, y0 + b], then the initial value problemy′(x) = f(x, y(x))y(x0) = y0
has a solution in a neighborhood of x0
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Solution needs not to be unique.
Consider the initial value problemy′(x) = 2
√|y(x)|
y(0) = 0
(p)
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Solution needs not to be unique.
Consider the initial value problemy′(x) = 2
√|y(x)|
y(0) = 0
(p)
For each pair of real numbers α < 0 < β
ϕα, β(x) =

−(x− α)2 if x < α
0 if α ≤ x ≤ β
(x− β)2 if x > β
solves (p)
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Existence and uniqueness: Picard Lindelho¨f Theorem Let the
function f(x, y) continuous on a rectangle R = [x0− a, x0 + a]× [y0−
b, y0 + b]. Suppose, furthermore, that for any y1, y2 ∈ [y0 − b, y0 + b]
there exists L > 0 such that
|f(x, y1)− f(x, y2)| ≤ L |y1 − y2| (L)
for each x ∈ [a, b]. Then the initial value problemy′(x) = f(x, y(x))y(x0) = y0 (ivp)
has a unique solution defined in [x0−δ, x0+δ] where δ = min{a, b/M}
being M := max
(x,y)∈R
|f(x, y)|
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Condition (L) is said Lipschitz continuity condition. A sufficient con-
dition to ensure that a function f(x, y) is Lipschitz continuos is that
it admits partial derivative with respect to y which is bounded and
continuos.
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Condition (L) is said Lipschitz continuity condition. A sufficient con-
dition to ensure that a function f(x, y) is Lipschitz continuos is that
it admits partial derivative with respect to y which is bounded and
continuos.
In fact assume |fy(x, y)| =
∣∣∣∣∂f∂y (x, y)
∣∣∣∣ ≤ L then from the mean value
(Lagrange) theorem
|f(x, y1)− f(x, y2)| = |fy(x, y)| |y1 − y2|
with y between y1 and y2
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Observe that the y partial derivative of the function f(x, y) = 2
√|y|
which give rise to a situation of non uniqueness of the solutions to the
initial value problem is unbounded in a neighborhood of y0 = 0
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Observe that the y partial derivative of the function f(x, y) = 2
√|y|
which give rise to a situation of non uniqueness of the solutions to the
initial value problem is unbounded in a neighborhood of y0 = 0
We will not deliver the proof of the Picard-Lindelho¨f theorem we limit
to say that is a constructive proof: solution to (ivp) is the limit of
a sequence of function (yn) (called the successive approximations of
(ivp) defined recursively by:
yn+1(x) = y0 +
∫ x
x0
f(t, yn(t))dt
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Example Construct the Picard-Lindelho¨f iterates of the initial value
problem y′(x) = −2xy(x)y(0) = 1
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Example Construct the Picard-Lindelho¨f iterates of the initial value
problem y′(x) = −2xy(x)y(0) = 1
The first iterate is y0(x) = 1 and and subsequent iterates are
y1(x) = y0(x) +
∫ x
0
f(t, y0(t))dt
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Example Construct the Picard-Lindelho¨f iterates of the initial value
problem y′(x) = −2xy(x)y(0) = 1
The first iterate is y0(x) = 1 and and subsequent iterates are
y1(x) = y0(x) +
∫ x
0
f(t, y0(t))dt = 1− 2
∫ x
0
tdt
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Example Construct the Picard-Lindelho¨f iterates of the initial value
problem y′(x) = −2xy(x)y(0) = 1
The first iterate is y0(x) = 1 and and subsequent iterates are
y1(x) = y0(x) +
∫ x
0
f(t, y0(t))dt = 1− 2
∫ x
0
tdt = 1− x2
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Example Construct the Picard-Lindelho¨f iterates of the initial value
problem y′(x) = −2xy(x)y(0) = 1
The first iterate is y0(x) = 1 and and subsequent iterates are
y1(x) = y0(x) +
∫ x
0
f(t, y0(t))dt = 1− 2
∫ x
0
tdt = 1− x2
y2(x) = y0(x) +
∫ x
0
f(t, y1(t))dt
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Example Construct the Picard-Lindelho¨f iterates of the initial value
problem y′(x) = −2xy(x)y(0) = 1
The first iterate is y0(x) = 1 and and subsequent iterates are
y1(x) = y0(x) +
∫ x
0
f(t, y0(t))dt = 1− 2
∫ x
0
tdt = 1− x2
y2(x) = y0(x) +
∫ x
0
f(t, y1(t))dt = 1− 2
∫ x
0
t(1− t2)dt
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Example Construct the Picard-Lindelho¨f iterates of the initial value
problem y′(x) = −2xy(x)y(0) = 1
The first iterate is y0(x) = 1 and and subsequent iterates are
y1(x) = y0(x) +
∫ x
0
f(t, y0(t))dt = 1− 2
∫ x
0
tdt = 1− x2
y2(x) = y0(x) +
∫ x
0
f(t, y1(t))dt = 1− 2
∫ x
0
t(1− t2)dt = 1− x2 + x
4
2
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y3(x) = 1− 2
∫ x
0
t
(
1− t2 + t
4
2
)
dt
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y3(x) = 1− 2
∫ x
0
t
(
1− t2 + t
4
2
)
dt = 1− x2 + x
4
2
− x
6
6
14/21 Pi?
22333ML232
y3(x) = 1− 2
∫ x
0
t
(
1− t2 + t
4
2
)
dt = 1− x2 + x
4
2
− x
6
6
y4(x) = 1− 2
∫ x
0
t
(
1− t2 + t
4
2
− t
6
6
)
dt
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That pattern that appears to be emerging is that
yn(x) = 1− x
2
1!
+
x4
2!
− x
6
3!
+
x8
4!
+ · · ·+ (−1)
nx2n
n!
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That pattern that appears to be emerging is that
yn(x) = 1− x
2
1!
+
x4
2!
− x
6
3!
+
x8
4!
+ · · ·+ (−1)
nx2n
n!
The sequence of Picard-Lindelho¨f iterates converges only if the series
y(x) := lim
m→∞
m∑
n=0
(−1)nx2n
n!
also converges
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Recalling the Taylor series for the exponential function
ex =
∞∑
n=0
xn
n!
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Recalling the Taylor series for the exponential function
ex =
∞∑
n=0
xn
n!
we see that
y(x) =
∞∑
n=0
(−x2)n
n!
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Recalling the Taylor series for the exponential function
ex =
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n!
we see that
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Recalling the Taylor series for the exponential function
ex =
∞∑
n=0
xn
n!
we see that
y(x) =
∞∑
n=0
(−x2)n
n!
= e−x
2
from: http://beshapiro.com/math351/351notes/6.SuccessiveApproximations.pdf
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Figure 1: blue: approximants of orders 1, 2, 3, 4; red exact solution
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Exercise Construct the successive approximations of the initial value
problem y′(x) = y(x)y(0) = 1
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Separable equations A differential equation is separable if it can be
written in the form y′(x) = a(x) b (y(x)) ,y(x0) = y0, (S)
where a(x) e b(y) are continuous functions defined on intervals Ia and
Ib such that x0 ∈ Ia and y0 ∈ Ib
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Separable equations A differential equation is separable if it can be
written in the form y′(x) = a(x) b (y(x)) ,y(x0) = y0, (S)
where a(x) e b(y) are continuous functions defined on intervals Ia and
Ib such that x0 ∈ Ia and y0 ∈ Ib
In order to obtain existence and uniqueness for solution to (S) we
assume that b(y0) 6= 0
19/21 Pi?
22333ML232
Theorem
Function y(x) defined, implicitely by:∫ y
y0
dz
b(z)
=
∫ x
x0
a(s) ds (R)
is the unique solution to (S)
19/21 Pi?
22333ML232
Theorem
Function y(x) defined, implicitely by:∫ y
y0
dz
b(z)
=
∫ x
x0
a(s) ds (R)
is the unique solution to (S)
Proof. Recalling that b(y0) = b(y(x0)) 6= 0 there exists a neighbor-
hood Ia of x0 such that x ∈ Ia =⇒ b(y(x)) 6= 0. Then if y(x) solves
(S) we can write
y′(x)
b(y(x))
= a(x). (Sb)
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Integrating (Sb) from x0 and x we obtain:∫ x
x0
y′(s)
b(y(s))
ds =
∫ x
x0
a(s) ds. (Sc)
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Integrating (Sb) from x0 and x we obtain:∫ x
x0
y′(s)
b(y(s))
ds =
∫ x
x0
a(s) ds. (Sc)
Now change variable putting u = y(s) so from du = y′(s) ds we find
out: ∫ y
y0
y′(s)
b(u)
du
y′(s)
=
∫ x
x0
a(s) ds,
giving thesis (R)
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Proof is not complete: we have to show that solution defined by (R)
is the unique solution to (S)
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Proof is not complete: we have to show that solution defined by (R)
is the unique solution to (S)
Suppose y1(x) and y2(x) solutions of (S). Define
B(y) :=
∫ y
y0
dz
b(z)
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Proof is not complete: we have to show that solution defined by (R)
is the unique solution to (S)
Suppose y1(x) and y2(x) solutions of (S). Define
B(y) :=
∫ y
y0
dz
b(z)
thus
d
dx
[B (y1(x))−B (y2(x))] = y
′
1(x)
b (y1(x))
− y
′
2(x)
b (y2(x))
=
a(x)b (y1(x))
b (y1(x))
− a(x)b (y2(x))
b (y2(x))
= 0.
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Proof is not complete: we have to show that solution defined by (R)
is the unique solution to (S)
Suppose y1(x) and y2(x) solutions of (S). Define
B(y) :=
∫ y
y0
dz
b(z)
thus
d
dx
[B (y1(x))−B (y2(x))] = y
′
1(x)
b (y1(x))
− y
′
2(x)
b (y2(x))
=
a(x)b (y1(x))
b (y1(x))
− a(x)b (y2(x))
b (y2(x))
= 0.
Notice that we used the fact that both y1(x) and y2(x) solve (S)
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But recalling that y1(x0) = y2(x0) = y0, there exists a neighborood
N(x0) of x0 such that for each x ∈ N(x0):
B (y1(x))−B (y2(x)) = 0.
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But recalling that y1(x0) = y2(x0) = y0, there exists a neighborood
N(x0) of x0 such that for each x ∈ N(x0):
B (y1(x))−B (y2(x)) = 0.
On the other side recalling the definition of B(y) we see that:
B (y1(x))−B (y2(x)) =
∫ y1(x)
y2(x)
1
b(t)
dt.
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On the other side recalling the definition of B(y) we see that:
B (y1(x))−B (y2(x)) =
∫ y1(x)
y2(x)
1
b(t)
dt.
Now use the mean value theorem for integrals to infer that there
exists yx between y1(x) and y2(x) such that
B (y1(x))−B (y2(x)) = b(yx) (y1(x)− y2(x)) .
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But recalling that y1(x0) = y2(x0) = y0, there exists a neighborood
N(x0) of x0 such that for each x ∈ N(x0):
B (y1(x))−B (y2(x)) = 0.
On the other side recalling the definition of B(y) we see that:
B (y1(x))−B (y2(x)) =
∫ y1(x)
y2(x)
1
b(t)
dt.
Now use the mean value theorem for integrals to infer that there
exists yx between y1(x) and y2(x) such that
B (y1(x))−B (y2(x)) = b(yx) (y1(x)− y2(x)) .
Thesis then follows from the assumption b(y) 6= 0, because it implies
y1(x) = y2(x)
