The majority of biological functions of any living being are related to ProteinProtein Interactions (PPI). PPI discoveries are reported in form of research publications whose volume grows day after day. Consequently, automatic PPI information extraction systems are a pressing need for biologists. In this paper we are mainly concerned with the named entity detection module of PPIES (the PPI Information extraction system we are implementing) which recognizes twelve entity types relevant in PPI context. It is composed of two sub-modules: a dictionary look-up with extensive normalization and acronym detection, and a Conditional Random Field classifier. The dictionary look-up module has been tested with Interaction Method Task (IMT), and it improves by approximately 10% the current solutions that do not use Machine Learning (ML). The second module has been used to create a classifier using the Joint Workshop on Natural Language Processing in Biomedicine and its Applications (JNLPBA'04) data set. It does not use any external resources, or complex or ad-hoc post-processing, and obtains 77.25%, 75.04% and 76.13 for precision, recall, and F1-measure, respectively, improving all previous results obtained for this data set.
Introduction
The study of Protein-Protein Interactions (PPI) has become crucial for many research topics in biology, since they are intrinsic to virtually every cellular process ( [1] ). The majority of PPI information is available in the form of research articles whose volume grows day after day. In order to provide biologists with fast access to all this information, curators from various research institutes are dedicated to extracting the most important descriptions from publications, and to storing the extracted data on Protein Interaction Databases, such as: the Munich Information Center for Protein Sequence (MIPS) protein interaction Database [2] ; the Biomolecular Interaction Network Database (BIND) [3] ; the Database of Interacting Proteins (DIP) [4] ; the Molecular Interaction Database (MINT) [5] ; the protein Interaction Database (IntAct) [6] ; the Biological General Repository for Interaction Datasets (BioGRID) [7] ; and the Human Protein Reference Database (HPRD) [8] .
Currently, the curation load is shared amongst all databases, and is built on the MIMIx [9] (Minimum Information about a Molecular Interaction Experiment) resources, part of the Proteomics Standards Initiative (PSI), of the Human Proteome Organization (HUPO) 1 . The MIMIx resources are composed by the MIMIx guidelines, the PSI-MI XML interchange format, and the corresponding controlled vocabularies for molecular interaction description.
The curated data are regularly interchanged using the common standard PSI-MI extensible markup language (XML). However, expert curators may need a whole day to extract all the relevant information from an article 2 , and it is estimated that about 5% of Pubmed articles are referred to PPI 3 . Therefore, a semi-automatic processing of these papers is a pressing need for biologists and a challenge for bioinformatics researchers.
Automatic PPI information extraction involves many tasks: article classification (as positive/negative according to the PPI subject), biology named entity detection (especially for genes and proteins), normalization, and entity relation identification (especially interacting genes/proteins), which have been been extensively discussed, mainly during the BIOCREATIVE Challenges 4 . In this paper we introduce the general architecture of our system for automatizing the process of PPI information extraction, PPIES, as well as its module for named entity detection, and the results it obtains. The named entity detection module allows the complete set of entities described by MIMIx to be identified. It is a crucial step for the information extraction system and can also alleviate the curator's task, since all important detected entities can be highlighted, and the curator could go directly to extract the relevant information around them. It is composed of a dictionary look-up and a Conditional Random Field (CRF) classifier.
The dictionary look-up searches in a text for entities which can be associated to a relatively stable set of terms for organisms, interaction detection and participant identification methods, interaction types, interactor types, biological roles, and tissue types, using soft matching. To assess the performance of this module is a difficult task, as there are no available corpora in the PPI context tagged with all these entities. We have, however, used this module to solve the IMT task of BIOCREATIVE III [10] , which consists in the recognition of the interaction detection methods used in PPI discovery.
The CRF classifier searches for entities that cannot be described through a dictionary, due to their incompleteness or inaccuracy (new molecules are discovered day after day, new synonyms and acronyms for a specific entity can be introduced and, depending on the data source, the list of names can be more or less complete and the ambiguity more or less difficult to resolve), as in the case of proteins, cell lines, cell types, DNA, and RNA molecules. In this sense the JNLPBA'04 corpus [11] is the only available resource containing biomedical texts tagged by these entity types.
In the following section a literature review related to our named entity detection module is presented. A general overview of the PPIES system as well as of the implementation details of the named entity detection module are given in Section 3. Section 4 describes and discusses the obtained results. Finally, in Section 5 conclusions are drawn and future work directions are discussed.
Background
The most important details related to the dictionary look-up systems are highlighted below in Section 2.1. The JNLPBA'04 corpus and the solutions described in the literature for the annotation of its entities are summarized in Section 2.2.
Dictionary look-up
Dictionary look-up, a type of string matching [12] algorithm, is useful in many Natural Language Processing applications, since it allows to retrieve terms of a given controlled vocabulary (CV) from a raw text. Normally, this vocabulary is formed by tuples of (Id, term, entity type). The identifiers, Id, can be used to normalize the recognized terms, which are also linked to entity types. The accuracy of a dictionary look-up depends on the measure function that is used to compute the matching score level between texts and terms. Examples of soft matching measures are n-gram similarity, Levenshtein distance [13] , and the Jaro-Winkler measure [14] . More sophisticated approaches combine different soft matching measures and/or learn the weights of their parameters from the dictionary (e.g. [15] , [16] , [17] , and [18] ).
Various techniques that optimize the time searching and the similarity measures have been proposed for dictionary look-up (e.g. [19] , [20] , [21] , [22, 23] , [24] ). Currently, search engines are used to create indexes of CV and/or of texts and allow retrieve texts associated to terms entered by users. Many bibliographic databases, e.g. PubMed, PubMed Central, Science Citation Index Expanded, ACM, Google Scholar, Citebase and Embase, uses such approach, but only a few of them uses a CV for indexing texts.
PubMed and Embase are the most important examples, in the biomedical area, using CV to index texts. Indexing texts with a CV implies that each text is processed by a dictionary look-up algorithm to capture the mentioned CV terms, and to maintain the recognized terms along with the texts in the index. Embase [23] indexes texts using their own Emtree thesaurus, formed by approximately 60,000 biomedical terms with a large coverage of chemicals and drug terminology. Part of the database is automatically indexed, but the details of the dictionary look-up algorithm are not provided.
PubMed is indexed using the NLM (National Library of Medicine 5 ) Medical Text Indexer (MTI) which in turn uses MetaMap (see [21] for an overview), a dictionary look-up for UMLS Metathesaurus [25] . Other efforts for annotating texts for UMLS and MeSH are MicroMeSH [26] , CHARTLINE [27] CLARIT [28] , SAPHIRE [29] , KnowledgeMap [30] , MGREP [31] .
MetaMap is the best well-known technology, in the biomedical field for dictionary look-up. It has merged in one tool all experiences for annotating biomedical texts and outperforms almost all other similar systems (an exception is KnowledgeMap in the context of biological process). Text processing in MetaMap is carried out using a series of linguistic steps for obtaining a mapping between segments of a text and concepts in UMLS: 1) tokenization, sentence boundary determination and acronym/abbreviation identification; 2) part-of-speech tagging; 3) lexical lookup of input words in the SPECIALIST lexicon; 4) a shallow parser to identify phrases and their lexical heads; 5) each phrase is analysed for obtaining different variations, and the Metathesaurus terms matching the input text, called candidates, are selected and evaluated; 6) a mapping between text phrases and a combination of the candidates is generated and evaluated. The mapping is filtered, optionally disambiguated, and given as final result. It is out of the scope of this paper to describe the whole complexity behind each of these steps. The interested reader can refer to [21] for a deeper understanding.
Using MetaMap and adjusting it according to a particular use case is difficult. One the one hand, it is open-source but uses SICStus Prolog which is notopen source software. On the other hand, many parameters (e.g. the syntactic analysis algorithms and/or models) cannot be configured at the level granularity that a developer could desire. So, our goal is to construct a highly-configurable CV lookup system with similar linguistic approach as in MetaMap for terms in the context of PPI 6 , based only on open-source developments. The complete description of the system is given in Section 3.1.
As previously mentioned, the dictionary lookup module will be used to solve the IMT task of BIOCREATIVE III. IMT task consists in annotating full articles with the experimental methods that were used to detect a protein-protein interaction (PPI), where the PSI-MI ontology is used to obtain the controlled vocabulary that characterizes the experimental methods. The data given by the organizers of the BIOCREATIVE III edition are summarized in Table 1 . The task was evaluated considering macro and micro observations, that is, considering only the documents for which a result was returned and considering all documents in the test set, respectively.
Eight teams participated in this task [10] . Six of them used ML approaches to perform the required task. Basically, they focused the task as a multi-label, multi-class classification problem at document or chunk level based on bagof-words after a lexical analysis (a few teams used n-grams and named entity recognition). The probability output of the classifiers was used to rank and select the final list of experimental methods described in each article. Respect to the macro values, the system described in [32] obtained the best overall performance with 55.06 of F1-measure, in 199 documents, with a precision of 62.46% and a recall of 55.17%. Respect to the micro values, the best overall performance was 55.12 of F1-measure, 52.30% of precision and 58.25% of recall, obtained by the system described in [33] . In [32] a classification model was constructed for each interaction detection method. In [33] in addition to the multi-label, multi-class classifier, the authors converted the problem to a binary classification and in both cases a rich set of features, including contextual text and named entity recognition, was used. Multi-label, multi-class classifier was a 5% superior to the binary classification. In an experiment, after the Challenge, the authors describe an improvement by combining the results of both classifiers and using Logistic regression instead of Support Vector Machine (SVM). Two systems did not use any ML algorithm. Both used dictionary lookup, but in different ways. The first system [34] used Lucene [35] to maintain documents in the test set and a set of searches was performed (one for each method term). The top 100 documents for each search were recovered, and a method identifier was associated to a document if the score during the search was above certain threshold. The second system [36] , used an approach similar to ours: they created a dictionary look-up with the method terms, and returned the largest matching between an analysed text and a method name included in the CV. The first system obtained, as best results, 29.10%, 45.04%, 33.60 for macro precision, recall, and F1-measure, respectively, in a set of 219 documents and 28.17%, 45.92%, 34.92 for the micro-measures. The second system obtained 80.00%, 41.50%, 51.51 for macro precision, recall, and F1-measure, respectively, but returning results for only 30 documents. The results for the micro-observation are 80.65%, 4.74%, 8.96 for precision, recall, and F1-measure, respectively.
JNLPBA'04 corpus and current solutions
JNLPBA'04 Challenge [11] consisted in the annotation of biomedical texts with a set of five entity types: protein, cell line, cell type, DNA and RNA. Its corpus training dataset comes from the GENIA corpus, version 3.02, consisting of 2,000 abstracts from a controlled search on MEDLINE using the MeSH terms "human", "blood cells", and "transcription factors". The test data was made up of 404 MEDLINE abstracts, most of which were retrieved using the same set of MeSH terms as for training. A general description of the training and test data is given in Table 2 . Eight systems participated in the challenge, obtaining up to 72.55 for the F1-measure. Five of the eight systems used SVM (three of them in combination with HMM and CRF); the other systems used MEMM, HMM, or CRF in isolation. A large set of features was used by the systems, from the lexical (word) level up to syntactic tags and external resources. Table 3 shows the set of features and different approaches for the systems participating in the challenge, and those developed later (separated by a horizontal line).
Lexical predominant features are word, affixes (prefixes and suffixes up to 6 letters), word shape (replacing capital letters by "A", lowercase letters by "a" and digits by "0"), brief word shape (replacing consecutive capital letters by "A", consecutive lowercase letters by "a" and consecutive digits by "0") and orthographic features (binary codes denoting when a word holds a specific feature, i.e., is capitalized, numeric, a punctuation mark, is all in uppercase, is all in lowercase, is a single character, is a special character, includes a hyphen, includes a slash, etc. and a combination of them). Abbreviation detection, word length, and DNA sequence detection have been less frequently used, and the possible advantages of using these features have never been demonstrated.
Boundary error reduction is a problem that has been dealt with in different ways by various systems. Head nouns were used in [37] and [38] ; word lists that are highly associated to classes are extracted as lexicons in [52] ; keyword lexicons are statistically computed in [39] ; keyword and boundary lists in [50] .
Part of speech (POS) has demonstrated to be a very useful feature and has been used in the majority of the systems. Other syntactic features as chunk and syntactic tags and the governor of a sentence are used with caution since they could introduce errors obtained by the syntactic analysers into the entity classifier. However, it has been demonstrated that, in general, syntactic features improve the results of biomedical entity recognizers.
Six of the eight systems in the challenge used at least one type of external resources: 1) corpora such as the British National Corpus, the MedLine abstracts and the Penn Treebank for computing frequencies and trigger word extraction; 2) personalized gazetteers extracted from Swissport, LocusLink, Gene Ontology, etc., for keyword identification; 3) specialized taggers to increase the accuracy of certain types of entities (for example, in [52] two gene/protein taggers were used even though the accuracy of protein type extraction was not highly improved by this solution); 4) web searching of entity patterns was exploited by various systems in order to compute lexicons and/or assign weights to words associated to entities. From the challenge, it was not clear which (set of) features, external resources, or classification models really contributed to obtaining the best performances. The systems developed in the following years did not use external resources as extensively as in the challenge.
Pre-and post-processing such as abbreviation detection, cascaded entity identification, parenthesis handling, and previously predicted entity tag were also integrated in various systems. The three best systems in the challenge as well as [50] have demonstrated the importance of such kind of processing.
Two of the three systems with the highest F1-measure, [49] and [50] , have explored the cascaded classification approach for named entity detection. This consists of dividing the task into two phases: segmentation, in which each word is classified as being part or not being part of an entity; and classification, in which each entity-segment is classified in one of the classes. This solution allows to reduce the training time and also to improve the results. Its drawback is that the improvements obtained might not justify the extra time needed for new classifications.
The main insights that can be drawn from the bio-entity classification systems for the JNLPBA'04 data described in the literature are the following: 1) word shape, suffixes, and prefixes are important features; 2) the deeper and more accurate the text analysis, the more useful it is for entity recognition; 3) CRF seems to be the preferred classifier model; 4) external resources do not improve the performance by more than 2%; 5) some specific pre-and post-processing such as abbreviation detection, expansion by parenthesis pairs, or noun phrase detection are essential for increasing the accuracy of the recognizers.
Protein/gene taggers
Although JNLPBA'04 corpus contains protein/gene entities, we are interested in testing the performance of our JNLPBA'04 classifier for tagging proteins in other protein/gene specific corpora, as obtaining the highest accuracy of protein/gene detection is essential for the PPIES.
Over the last years one of the bio-entities that more attention has received from the Bioinformatics Natural Language Processing community are the proteins, and various corpora contain protein/gene annotations. In addition to the JNLPBA'04 corpus, the GM II [53] , Penn-BioIE corpus [54] , and Fsuprge-6 [55] corpora are now publicly available, in IEXML format [56] , a uniform format for annotating biomedical corpora. BM II corpus was released during BioCreAtIve-II for the development of the gene mention (GM) task. It consists on a collection of 4171 sentences in which human genes and proteins are annotated. Penn-BioIE corpus is a selection of 1414 abstracts selected from a corpus describing oncology diseases linked to oncology. Fsuprge corpus, contains 3236 abstracts covering immunogenetics and gene regulation events.
The task of tagging protein/gene has been addressed using two different methodologies: by dictionary look-up strategies for searching protein names described in protein databases, or by constructing a ML-model trained with a protein/gene corpus. A detailed overview of the proposed solutions using each of the above methods, as well as a comparison of all available taggers against the same corpora set we are using here, can be found in [57] . Some of their findings most relevant for this work are:
• ML approaches outperform dictionary approaches, when tested against the same corpus for which the model was trained.
• BANNER system [58] obtained the best results across all corpora, except for JNLPBA'04, in which the best performance was obtained when the Abner system was trained with the JNLPBA'04 corpus. The summary of their results is reproduced in Tabletab:reproducedResults.
• Using ML techniques for filtering false positives obtained by dictionary approaches does improve their results (improving the precision and not diminishing significantly the recall).
The reference tool in protein/gene taggers is the BANNER system. BAN-NER is a CRF classifier, trained on a set of lexical and morphological syntactic features that includes word shape, suffixes, and prefixes, lemma, word POS, bigrams and trigrams and combinations of these features. BANNER has achieved the highest performance for the GM task of BIOCREATIVE II, with a recall 71.2%, precision of 72.9% and F1-measure of 72.1. The classifier is publicly available and this gives the advantage of testing new ideas/features on the already consolidated set of features, as well as testing its behaviour with different corpora. With this respect, the interested reader can find details in sections 3.2 and 4.2.3.
Named entity detection
The general architecture of PPIES, the PPI information extraction system we are implementing is depicted in Figure 1 . At the base of the whole system are the two modules for Natural Language Processing (NLP) and Machine Learning (ML). LingPipe, Standford NLP, python NLTK, Lucene, Weka, libsvm, and Mallet libraries have all been integrated in our framework. Above the base modules are a set of modules placed horizontally on top of each other, and two modules, text classification and domain knowledge integration located vertically, as they can be used by any other component of the system to improve, asses, or optimize intermediate results. Text classification can be performed without considering any named entity detection process to make a coarse classification of biomedical articles. It can also be used at paragraph/sentence level and considering disambiguated entities to classify paragraphs and sentences as a particular description of a PPI detection sub-process.
Domain knowledge, expressed as an OWL knowledge base, is used to: 1) reduce the complexity of some problems based on standardized rules, 2) review collected information to avoid contradictions with well established knowledge, 3) express all extracted knowledge using the same format, which is useful for interchange purposes.
Horizontal modules at higher levels use the information recognized by inferior levels. Named entity detection module is in charge of detecting where named entities (such as proteins, cells, organisms, interaction detection method, etc.) are mentioned in texts. The identification of the exact term and its association with a particular identifier in a biomedical resource is the goal of the entity normalization or disambiguation module. Relations between such entities can be solved with the relation detection module. Finally, at the highest level of the architecture, the ontological instance generation module produces an ontological representation, as much complete as possible, of the all mentioned concepts and entities in a text. For doing this, we will follow the technique described in [59] , which produced satisfactory results in the archeology domain.
In this paper, we are mainly concerned with the named entity detection module, since it is crucial for the information extraction system. Moreover, highlighting of detected entities can simplify curators' job, as they only need to assess the accuracy of the shown detections by reading the text around them, and then complete and link the missing information. A detailed description of each sub-module that composes our named entity recognizer can be found in sections 3.1 and 3.2, respectively. Finally, a description of a greedy and prelim- inary approach to merge the results of both sub-modules is given in Section 3.3.
Dictionary look-up module for bio-entities associated to protein interactions
Although the MIMIx guidelines are based on general molecular interactions, in this work we limit our study to protein and gene molecules, leaving out the recognition of chemical entity names (which could be obtained from the PubChem or ChEBI databases) and nucleotide sequences (DDBJ, EMBL, or GeneBank). However, we included cells, cell lines, and tissue types since they could be useful for providing a complete experiment description concerning the host system [9] .
In Table 5 , each entity type that is included in our dictionary look-up is described according to the number of terms it contains, the head noun examples that are commonly used in an entity name, and the source from which the entity names have been obtained. The head nouns of entities are important for identifying the meaning with which the names are expected to be used. For example, the phrase "binding studies" can be associated to detection methods instead of recognizing "binding" as an interaction type. The majority of the terms of our dictionary look-up come from the CV of PSI-MI: the psi-MI.obo ontology 7 . Figure 2 shows a graphic description of the dictionary look-up module, whose functioning is divided in two stages: indexing and searching. During the indexing stage the terms of the CV are firstly inspected to discover acronyms and expand the vocabulary with them; secondly, analysed to normalize them and extract head nouns; and finally, indexed using Lucene. During the searching stage, when a text is examined, a syntactic analysis is performed and fuzzy queries 10 are constructed from the verbal and noun chunks. The terms in the CV that are closest to the chunks, according to a similarity function, are returned as the list of terms of the CV mentioned in the analysed text.
Indexing stage
Some issues are considered at indexing stage: a) normalization, to reduce the variability due to differences in writing styles; b) acronym discovery, to capture entity names described by acronyms that are not explicit in the CV; c) head noun extraction, to reduce the ambiguity of the entity names found; d) CV expansion considering morphological variations.
Normalization considers the transformation of Greek letters to a single format, Roman numbers to Latin numbers, uppercase letters to lower case letters in non acronyms. Stopwords are removed, and diacritic marks are also removed from letters, e.g., naïve is converted to naive.
During indexing phase, acronyms are discovered by aligning the synonyms of a term in the CV (e.g. BRET and bioluminescence resonance energy transfer) and corroborating the acronym (short form of a term) for a long form a term by searching in the web for expressions that associate large and short forms. To this end, long names in the CV are used as input to the Google 11 and Yahoo
12
searching APIs and the retrieved texts are examined to identify analogue expressions as those shown in Figure 3 . Finally, all identified acronyms are maintained in the index and are used to expand the CV with all possible combinations.
"<long form>," "<long form>, also called" "<long form> (" ", <short form>, " "("<short form>")" A set of head nouns which permit to infer the meaning of an extracted phrase 11 https://developers.google.com/custom-search/v1/overview. 12 http://developer.yahoo.com/boss/search/boss_api_guide/index.html.
is also recovered from the CV. For this purpose, we define the head noun of a term as the last word in the term, if it does not contain any preposition, or as the last word before the preposition, otherwise. This approach is suitable to deal with compound terms in our CV, such as: cytoplasmic complementation assay whose head noun is assay; and colocalization by fluorescent probes cloning, whose head noun is colocalization, and is similar to that previously used by [60, 61, 62] . Head nouns appearing in more than five different concepts of an entity type are associated to it, and used during searching as explained below. Finally, two morphological variations are considered: a) the stems of the words are stored instead of the whole words; b) prefixes with length three or more are used to expand the vocabulary with semantically equivalent variations, e.g.: acetylglutamic acid is expanded into variations: acetyl-glutamic acid and acety-L-glutamic acid.
Searching stage
A first step during the searching stage is acronym discovery. Using again the expressions in Figure 3 , acronyms are associated to their long forms, which are then used to replace acronyms in the analysed texts, and to enrich the CV as in the index stage.
The texts are then analysed using the same process as for indexing, and a chunker 13 is used to split the texts into phrases. Each phrase (chunk) is searched for in the Lucene index, and the closest entity names are returned. The Lucene query associated to each phase is computed as described in the algorithm in Figure 4 . The query states that numbers and words morphologically similar to acronyms, should occur in the retrieved text with exact matching; the other words should occur in the retrieved text with a minimum similarity of 0.8. This guarantees that little variations, e.g. due to misspelling, do not prevent term recovery.
Lucene uses the Levenshtein distance to solve fuzzy queries. We have modified the default Lucene similarity measure as described in Section 3.1.3, taking into account the importance of each word in the different domains, and using the Levenshtein distance as a parameter: d(w ′ , w).
Similarity function
The similarity function is used to assess the answers of the searcher. It estimates the importance of the matching words in relation to the complete term, considering relevant parameters that are usually disregarded, thus improving the effectiveness of our dictionary look-up: where cw ′ is the set of similar words between a chunk, phrase, of a text and the term t in the CV, w ′ ∈ phrase and w ∈ t. Similar words are recognized by a Levenshtein distance d(w ′ , w) < 0.2. f req(w) = n/N , with n being the number of terms in the CV containing the word w and N being the total number of terms in the CV. f req N L (w) is an estimation of word frequency in common language, which is based on the Brown Corpus [63] . The cw ′ set contains also the head of the phrase if it belongs to the set of heads of the entity type of t.
The importance of a word is based on its frequency in the CV and in the common language, and spelling errors are also taken into account, since the distance matching factor has been introduced in the equation and in the fuzzy part of the constructed query.
For the search processing, a threshold value, δ, should be specified, and the output of the dictionary look-up system is the set of pairs (phrase, t) that has Sim(phrase, t) > δ.
Using the dictionary look-up for solving the IMT task
The dictionary look-up module was configured to detect the following entities: interaction detection method, participant identification method, organism, interaction type, interactor type and biological role. However, the assessment of the module was obtained only for the entity interaction detection method, as no corpus in the context of PPI is available for the rest of the entities. In the following, the treatment of the input datasets and the steps to obtain the results for IMT are described.
IMT task consists in annotating full articles with the experimental methods that were used to detect a protein-protein interaction (PPI), where the PSI-MI ontology is used to obtain the controlled vocabulary that characterizes the experimental methods. The data given by the organizers of the BIOCREATIVE III edition are summarized in Table 1 .
We first preprocess the pdf articles to obtain the article texts, preserving their original structure (title sections, paragraphs). This is done for two main reasons. On the one hand, some authors have recognized a few clues that link section names and words with specific detection methods (various examples can be found in [10] ). On the other, hand our final system should be able to provide a friendly interface for obtaining feedback from users, in which the article structure is used to make visualization and user interaction easier. The pdf articles are first processed with pdf2htlm 14 tool and, using the text visual features (font type and size, uppercases, etc.) we recognize paragraphs, notes, and titles, and identify their levels. Even though the conversion might be not perfectly correct, it allows us to obtain better results and contains less mistakes than the converted texts provided by the organizers of the Challenge.
For each converted article in the test dataset, we use our dictionary lookup containing the experimental detection interaction methods of the psi-mi.obo ontology and different configurations. The tested configurations were: two different shallow parsers (TreeTagger [64] and LingPipe [65] , both using models generated from Genia Corpus), acronym detection module in indexing and searching phases, different threshold values for filtering the matchings.
We also introduced the following post-processing phases in order to generate the final list:
• filtering by parent concepts (FPC): this filters a term from the mention list if it is a parent of other mentioned terms;
• filtering by negation context (FNC): this filters a term from the mention list if it is preceded by a negative pronoun in a window of less than 5 words;
• filtering by reference mention (FRM): this filters a term from the mention list if it is mentioned only in paragraphs containing references;
• adding relevant mentions (ARM): we notice that almost half of the false positive corresponds to 'MI:0019' (coimmunoprecipitation), and half of the false negatives were associated to any of 'MI:0006' (anti bait coimmunoprecipitation) or 'MI:0007' (anti tag coimmunoprecipitation). Therefore, we substitute any 'MI:0019' for both 'MI:0006' and 'MI:0007'.
The obtained results for the IMT task using our dictionary look-up module are detailed in Section 4.1.
Classifier for proteins, cell lines, cell types, DNA and RNA entities
We use CRF for training, considering only the previous word to classify the current one (order 1). Each sentence is considered as a sequence of words (tokens) and is transformed into the IOB2 format [66] . Therefore, each word is tagged as: B − ent if it is the first word of an entity name of type ent; I − ent if it is not the first word of a entity name of type ent; O if it is not part of any entity name.
Taking into account the previously well-tested set of features for the JNLPBA'04 corpus, we associated the following features to each token: a) word; b) word shape as explained in the previous section; c) brief word shape; d) prefixes and suffixes of length 3 and 4; e) POS; f) chunk tag.
In addition, we use word numeric normalization, substituting all integer numbers by '0', since it was previously proposed and used satisfactorily in [50] . This allows some common name types to be normalized, e.g. IL − \d+ by IL − 0, thereby increasing the generalization capability of a classifier. Words, POS, and chunks are combined in bigrams and trigrams of (F eat n−1 , F eat n ), and (F eat n−1 , F eat n , F eat n+1 ), with F eat being the word, POS, or chunk tag that is associated to an instance word.
Extended set of classifier features.
We also defined a set of experiments to find other features to join satisfactorily with the previous ones (the basic configuration). The following features were selected:
• cell line lexicon, since cell line is the entity that is more difficult to recognize, we tried to improve its recognition using a lexicon that was extracted from the Cell Line database 15 . The lexicon is formed by the words in the name, description, and morphology fields of the database that appear more than 20 times. The cell line lexicon feature tells if a word appears in the created lexicon;
• DNA sequence, a boolean feature which tells if a word represents a DNA sequence;
• head noun, a boolean feature which tells if a word is a head of a phrase;
• distance, an integer measuring the distance to the head noun;
• greek, a boolean feature which tells if a word represents a Greek letter;
• roman, a boolean feature which tells if a word represents a Roman number;
• GWC, this feature substitutes the word shape feature, and is computed as word shape by replacing any Greek letter by "G";
• preferred class, this feature indicates the preferred class (entity type) of a word, if it appears in the training data set and its preferred class exists. The preferred class of a word in the training data is the entity type that is more often associated to the word, and presenting a significant difference of at least 95% with respect to the rest of associated entity types.
• previous tags, for each entity tag, a boolean feature is added representing whether a word has been previously tagged in the same abstract as the entity type.
• frequency tags, for each entity tag, a double is added representing the frequency with which a word appears associated to the given entity type.
The experiments were designed in order to address the following hypotheses:
• An improvement in the results of the basic configuration can be obtained by complementing it with the extended features, or their combinations.
To this end, we first train a CRF classifier with the basic set of features (the basic configuration), and then the extended configurations are constructed, and used to train new CRF classifiers, by adding extended features to the basic set. We want to check if improvements in the overall performance are obtained as a result of these additions.
• The CRF model of the best obtained classifier outperforms or obtains comparable results as an analogue system trained with SVM algorithms. The same set of features that achieve the best results were used to train two SVM algorithms. The first one algorithm, multi-class SVM, uses the classical SVM solution for multi-class classification problem 16 ; the second algorithm, multi-class SVM HMM, uses the results described in [68] 17 which considers the pattern structure of the training examples. In our case, it is the information about the sequence of words that constitute the sentences of the input texts. The results of both computations are compared with those obtained using the CRF algorithm.
• The best obtained classifier can be used for tagging proteins with similar results as obtained by the BANNER system. We have used the best obtained classifier for tagging the proteins in corpora GM II, Penn-BioIE, Fsuprge-6, and compared its results with the best ones available in the literature.
• The set of features included in the best obtained classifier could be combined in the BANNER system to improve its current performance. We have adapted BANNER for allowing the construction of a model with any combination of the extended feature set, and tested its results when using the set of features in the best classifier for the corpora GM II, Penn-BioIE, Fsuprge-6.
Answers to all the above questions can be found in Section 4.2.
Merging dictionary look-up and ML classifier results
Results obtained from the dictionary look-up and the ML classifier are merged and returned to the user as a unique answer of the entity recognition module. One the one hand, the dictionary look-up module returns the terms in the CV with maximum similarity and longest matching for each noun phase of an analysed text. On the other hand, the ML classifier returns the JNLPBA'04 entity type associated to text segments. In cases of ambiguity for a same text segment, we have proceeded in the following way:
• entity types recognized by the ML classifier have priority over the entities recognized by the CV, since the ML approach obtained a better performance than the look-up approach;
• if two or more terms from the CV are assigned to the same text segment, all the terms with three or more occurrences in the whole text are returned to the user, assuming that the tool is being used for the recognition of molecular interaction entity types in full research articles.
Results
The dictionary look-up module was configured to detect the following entities: interaction detection method, participant identification method, organism, interaction type, interactor type and biological role. However, the assessment of the module was obtained only for the entity interaction detection method, as no corpus in the context of PPI is available for the rest of the entities. In Section 4.1 below, the treatment of the input datasets as well as the obtained results for the IMT are described. The results of the CRF classifier, for the entities protein, cell line, cell type, DNA and RNA, is given in subsection 4.2. The overall results of the whole named entity detection module are given in subsection 4.3.
Results on the IMT task
Maintaining the positions where evidence for term annotation are found is indispensable for verification purposes. We called this the "hold term evidence position" principle and our solution is based on it. ML-approach can manage the problem of discovering implicit mentions (textual, usually complex patterns associated to terms) and therefore obtain better results than non-ML solutions. However, they are unable to satisfy the "hold term evidence position" principle and therefore cannot be used to highlight in the text the fragments associated to a particular interaction method. This is a fundamental drawback, as it makes the result validation more difficult. On the other hand, for obtaining competitive results, a very rich set of features is required (e.g. named entity detection, precomputed score per words and n-grams, and MeSH terms identification are all required in [33] ).
We investigate here the results of using various different configurations for our dictionary lookup module and few simple post-processing steps to discard or Table 6 : Results for IMT-task using non-ML approach, micro-observations. Dictionary lookup module uses Lingpipe for shallow parser.
include specific detection methods, as were described in Section 3.1.4. We compare our results with those obtained by non-ML approaches which can return the term evidence position. Using LingPipe parser the dictionary look-up recovered about 3% more entities that using TreeTagger, in all configurations. The use of acronym discovery at indexing stage decreased the precision and was switched off. The filtering threshold, δ, was empirically obtained by testing different values in the training and development datasets. The threshold for which the best results were obtained, δ = 0.7, was used for the test data, and the initial interaction method mentioning list per article was obtained. Finally the post-processing steps were executed, generating, in this way, the final list. Table 6 summarizes the results of using our approach for micro-observations, that is the global performance for the whole test set. As it could be expected, without using the threshold value, our dictionary look-up find all mentioned detection methods, but with a very low precision, as in the system described in [67] . The optimum threshold found at 0.7 improved in more than 20.00 points the precision but removed 70% of the previous findings. Discovering acronyms defined in the text improved both precision (by 4%) and recall (by 9%), which highlights the importance of acronym detection. The post-processing steps of FPT, FNC and FRM all decrease recall but seems to improve precision and overall F1 measure. Finally, the post-processing step ARM allows us to achieve a 58.11% of recall and a 45.06 of F1. ARM is a basic heuristic that shows the importance of considering semantic relations amongst recognized terms and detection method popularity in order to select the correct one.
The above described post-processing steps allowed us to obtain a final precision, recall, and F1-measure of 36.8%, 58.11%, and 45.06, respectively. This increased by 10% the best results of the two systems that did not use any ML algorithms, obtaining the same recall as the best solutions among those using complex classifiers. The relatively low precision is a consequence of the large number of significant words in the controlled vocabulary of interaction detection methods that can be used in a different context (i.e. immunoprecipitate, phosphorylate). This could be, in part, because we searched for terms in the dictionary in all of the paragraphs and titles of the full article, without making any analysis of the article parts (some researchers have described the impor-tance of using only the title, abstract, and methods sections). Recall could be higher with a more complete CV. Synonyms discovery could be useful for CV expansion: we observed that 14 of 46 interaction detection methods in the test dataset are discovered with a precision greater than 85%.
Our approach for the IMT task addresses the problem of acronym discovery, which had never been considered before in this context, and satisfies the"hold term evidence position" principle. It is also very fast (5 seconds per article, in a normal PC), and easily extensible to new terms and domains. Combining the learned-lessons from the ML classifiers described during and after the Challenge and the insights drawn here should allow to further improve our current results in the future.
Failures and successful examples
As can be noticed from the figures of precision, recall and F1-measure, the most important problem is the high number of false positives. The most important source of false positives is introduced by the ARM post-processing step, which replaces any MI:0019 finding with both MI:0006 and MI:0007, and in many cases (96, in case of test dataset) only one of both interaction methods is used (see for example the articles with pubmed identifiers 19008223, 18337465 and 19864460 ). In the article with PubMed identifier 19933576, the green fluorescent protein is used for the experiments, and the system has recognized "fluorescent" as a highly important word for the CV domain (see the equation 1 in Section 3.1.3), and tagged all mentions of "fluorescence" as a fluorescence technique.
Other false positives, a total of 39, were counted in less that 10 articles. With respect to false negatives, MI:0416 (fluorescence microscopy) was undetected in 61 articles and MI:0019 (coimmunoprecipitation) in 51. Various articles use fluorescence microscopy but either employ the prefix immuno, as in article 18480411 ; or the matching between a nominal phrase in the text and detection method name was not enough to exceed the prefixed threshold, as in article 20467437.
In 22 articles, neither MI:0006 nor MI:0007 were found, as coimmunoprecipitation does not appear in the text, neither the variations included in the CV. Other mistakes were introduced after using the post-processing step: 18 in the case of MI:0096, 7 in MI:0405 (competition binding) and 5 for MI:0114 (x-ray crystallography). In spite that these strategies improve the overall performance of the system, more sophisticated methods need to be used in order to reduce the number of removed "good" findings. Other false negatives, a total of 57, were counted in less that 5 articles.
The following three segments of paragraphs from article 20133654 show examples of successful findings and the tagging made by the system: • Fig. 4A ), which serve as handles for attachment to the cantilever and the surface of the . Notice that in this particular case, the acronym recognition sub-module was used first to match the acronym AFM with its long form: Atomic Force Microscopy, and then, recognize the term when mentioned using its acronym.
This single-chain M10-O(L)1 complex was then sandwiched between three concatenated ubiquitin domains (scheme in

Results on the JNLPBA'04 challenge dataset
The results we obtained on the JNLPBA'04 dataset with the basic configuration of our system are: 72.52%, 70.10% and 71.29, for recall, precision, and F1-measure respectively. This is the best result amongst the systems which do not use any external resources, neither any post-processing steps, and it is three points less with respect to the best F1-measure result in the literature [50] .
As usual for the JNLPBA'04 task evaluation, the results of the classification are expressed in terms of recall, precision and F1-measure, and consider three matching types between a recognized entity and its corresponding entity in the test dataset. A right (left) matching is achieved when the end (start) of a recognized entity coincides with the end (start) of the corresponding entity in the test dataset. A complete matching is achieved when both right and left matching are observed. Details of the results per entity and for complete, right, and left matching are given in Table 7 . Protein was the entity for which the classifier retrieved the highest percentage of names, and with the best balance between recall and precision. Cell type was the best recognized entity. This is not surprising, since protein and cell type entities are best represented in the training set, providing more examples to detect them correctly.
Seven (cell line lexicon, DNA sequence, distance, roman, GWC, preferred class, frequency tags) out of ten configurations do not improve the results of the basic configuration. Only one configuration (previous tags, with 76.13 of F1-measure) produces a significant improvement of up to five points with respect to the basic configuration, and approximately two points above the best current result in the literature. Tests performed by combining the three features (previous tags, head noun and greek) that improve the basic configuration Table 7 : Results of the basic configuration result did not lead to further improvements. The set of features that produced the best performance is summarized in Tabletab:featuresBestClassifier. So, the final JNLPBA'04 classifier uses a model trained with a CRF and this set of features.
For all measures, entities, and configurations, right matching shows better results than left matching. Right matching is easier because in a large amount of noun phrases the head noun is the last word of the phrase, summarizing its meaning (in our context, its type). Left matching is especially difficult for deciding whether an adjective should be included as part of a name. For example, the adjective "human" appears in at the beginning of 657 cell types, 213 proteins and 354 DNA entities, but was missed in other 96 equivalent cases: 31 for cell types, 29 for proteins and 25 for DNAs. A description of other inconsistences and annotation problems detected in the training set can be found in [47] and [45] .
Considering both recall and precision, the worst recognized entity is cell line. Protein obtains the highest recall while cell type obtains the highest precision. However, the F1-measures for these two entity types are comparable (less than 2% of difference for complete and right matching; and 6% for left matching). Entities DNA and RNA obtain similar values of recall and precision of about 65% for left and complete matching, and as much a 6% more for right matching. The difficulty of classifying a biomedical phrase into one of the goal classes and the trade-off between precision and recall cause the improvement of one measure in one entity type to be related to the decrease of other measures and/or entity types. This makes it difficult to find features that help to improve the overall classification results.
As in other works, i.e. [39] , the use of lexicons does not have a positive effect. In our case, the three measures, all entities and configurations were negatively affected by using this feature. Description field in the Cell Line Database details the cell line growth and maintenance. References to cell types, organisms and other biochemical entity types are frequent. Therefore, using all these terms as a lexicon for cell line is inappropriate. In fact, without this lexicon the CRF is able to capture cell line entities based, for example, on highly correlated words appearing near the cell line entities (such as cultured).
Although we have observed certain trends that could suggest the opportunity to use features such as DNA sequence, distance, roman, and preferred class, we have not obtained good results using them. Greek and head noun improve slightly the results obtained with our basic configuration, with 72.56%, 70.16% and 71.34 and 72.27%, 71.34% and 71.80 of recall, precision and F1-measure, respectively. While greek feature does not show any particular pattern in the results obtained for entity types and measures, head noun feature improves the precision for all matching and entity types. The DNA entity type obtains approximately five points of precision improvement, and only the F1-measure for the RNA class does not increase using the head noun feature. Table 9 shows the results obtained by using previous tags, with an overall performance of 77.25%, 75.04% and 76.13 of recall, precision and F1-measure. It is not only our best configuration, but also the current best result amongst the described systems solving the JNLPBA'04 task. The previous best result [50] with 76.76%, 72.01% and 74.31 of precision, recall and F1-measure, is also more complex than ours, since it uses two classification models (one for biomedical entity boundary detection and the other for classifying a biomedical term in a specific class) and a post-processing step that is made up of 4 algorithms.
Failures and successful examples
The system outputs for the abstracts 21184079 and 21066742 are shown in Figure 5 . The annotations of the system are highlighted in the text, and the correct annotations are underlined. The first example shows a large coincidence between the correct annotations and those obtained by the system, both in type and matching. The exception is the first appearance of AP1, which was tagged as a protein, but corresponds instead to cell type AP1 site. Our classifier is less successful in the second example, especially when lists of entities appear. It can be noticed that the identification of the correct left ending of the entities is especially difficult.
In both examples, there are mistakes related with discrepancies in the annotations when parentheses and conjunctions list of entities appear. The IeXML format for entity corpora annotation can solve this type of mistakes, and increased stability could be achieved by systems that consider entities with nonadjacent words.
For a better understanding of the performance of our classifier, we have com- puted a disagreement matrix (Table 10 ) which shows how many false positives of an entity type correspond to true cases of each entity type. The first consideration that can be drawn by observing Table 10 is that a great part of the disagreement is due to incomplete matchings (one or more words of the entity are not detected), especially for cell type, protein, and RNA entity types. Incomplete matchings are shown on the diagonal of the matrix, where the entity type for false positives and real classification coincides, and it can be observed that all diagonal values are the highest of their columns. This issue elicits a research question: are the current matching criteria reflecting the relevance of the named entity set found? During the curation task, for example, it is important to mark as many entities as possible, even if their complete names are not well detected. In fact, by using incomplete matching, the overall results of our classifier improve up to 84.96%, 85.77% and 85.36 for recall, precision and F1-measure. As future work, we plan to study more flexible matching criteria and their inclusion in quality measures.
A second issue is related to the errors made by confusing pairs of different entity types: all false positives of RNA type are classified as proteins; the 60.31% of cell lines as cell types (19.50% of the cell types as cell lines); and 37.43% of DNA as proteins (19.61% of the proteins as DNA). The reduced capabilities of the current ML algorithms for dealing with imbalanced datasets is, in part, responsible for these errors. However, we also think that the background knowledge of curators has not been reflected in the features tested until now. Another research question arises: How should background knowledge be integrated into ML approaches? This is another future direction of our research.
Results using SVM algorithms
As described in Section 3.2, we use the set of features in Table 8 for training the multi-class SVM and multiclass SVM-hmm algorithms, and the classification processes were updated in order to consider the previously tagged entities in an abstract. The resulting models do not improve the performance obtained by using the CRF algorithm. Tables 11 and 12 show the performance of these classifiers in terms of recall, precision and F1-measure for left, right and complete matchings.
On the one hand, as expected, multi-class SVM is outperformed by both multi-class SVM-hmm and CRF. This justifies the importance of using the word Table 12 : Results of the JNLPBA'04 classifier using the features in Table 8 and multi-class SVM-hmm algorithm for training.
sequence structure in NER problems, as has been previously described (see [69] for example). Both SVM-hmm and CRF algorithms consider the dependences between the states in the HMM machine and between the states and the features of the training examples. This brings advantage over the independent words vision in SVM algorithm. SVM, however, slightly outperforms SVMhmm in both right and left matching. Once again, the inconsistencies in the training samples in the endings of the recognized entities could justify that an independent-structure provides some advantages when non-complete matching is observed.
On the other hand, CRF outperforms the solution provided by SVM-hmm in all matching types. Given that both algorithms have been executed with identical set of features, and use the finite machine state model of HMM, the difference on their performance could be expected to be smaller. However, a subtitle implementation issue, associated with the use of different feature functions to compare the HMM states, causes this problem : while the CRF algorithm implemented in Mallet uses a second order forward functions, the SVM-hmm implementation uses first order and token independent first and second order functions, as was noticed and proved in [70] .
Protein tagging with the CRF classifier
Considering our best solution for the JNLPBA'04 task (the CFR classifier trained with the features in comparable to those obtained by classifiers trained with specialized protein corpora. We fed our classifier with the test dataset of corpora: GM II, Penn-BioIE, Fsuprge and JNLPBA'04 tagged only for protein entities. In Table 13 the results obtained by our classifier for complete matching are shown. It can be observed that our classifier obtains significant better results than the BANNER solution for the JNLPBA'04 corpus. This support the hypothesis of a highly dependence between the tagging guidelines of the training sets and the results obtained when testing the models with other corpus (same behaviour as observed in [57] ). Notice that the training set used in our classifier differentiates between proteins, DNA and RNA molecules, a differently from the approach used in BC II, Penn-BioIE, Fsuprge corpora in which DNA and RNA molecules, are also considered as sometimes proteins, depending on the context. We obtain also a slight improvement compared with the BANNER results for the Fsuprge.
As the most beneficial feature for our system was previous tags, we wanted to verify if the BANNER system could also benefit from its inclusion. We have also tested frequency tags feature, as GM II corpus is formed by sentences instead of abstracts, and therefore previous tags feature is not applicable. frequency tags has a similar aim as previous tags, but is applicable independently from the length of the texts in the training dataset.
The details of the performance obtained by our version of BANNER, with the four combination of using these two features are shown in Table 14 , and represented in Figure 6 . As it can be noticed, none of the models seem to improve their F1-measure as a consequence of using using previous tags and frequency tags features, while precision increase and recall decrease by similar quantities. For the JNLPBA'04 corpus, however, the opposite behaviour is observed (precision of 41.31%, and recall of 73.77%), which is compatible with our results for the CRF classifier respect to protein entities, and with the results in [57] for the BANNER system tested with the JNLPBA'04 corpus. 
BANNER
Merging dictionary look-up and ML classifier results
The results obtained from the dictionary look-up and the ML classifier are merged (giving priority to those obtained from the JNLPBA'04 classifier and repeated at least three times in the text) and returned to the user as a unique answer. In our experiments, only a 5% of the noun phrases presented the ambiguity problem, and just the 2% of them needed the second strategy.
Given the way of merging the results, the performance of the system for entity types proteins, DNA, RNA, cell type and cell line (from the JNLPBA'04 classifier) remained unchanged, as described in Table 9 . The performance for entity type interaction method detection after merging showed a 1.7 points decrease of recall, obtaining 35.10%; a slight improvement (0.31 points) in precision, achieving 58.32%; and an F1 measure of 43.82 .
A demo of the system is available at: http://www.doc.ic.ac.uk/~rdanger/ cgi-bin/biochemicalER/biochem_demo/pcpal.cgi.
Conclusions
In this paper, we have described the architecture of PPIES, our PPI information extraction system, and detailed the named entity detection module, formed by a dictionary look-up for standardized vocabulary and a ML classifier, which allows the complete set of entities described by MIMIx to be identified.
Various techniques for normalization and for acronym detection were explored in the dictionary look-up system. The best results we obtained improves by about 10% the current solutions for the IMT task that do not use ML, highlighting the advantage of using these two strategies. Automatic synonym and term discovery will be addressed in the future to mitigate the effects of vocabulary dynamism.
We developed a CRF classifier for protein, cell line, cell type, DNA and RNA entities, based on the JNLPBA'04 data set, which contains a useful set of well-tested features: word, word shape, POS and chunk, and we tested a set of other features which have revealed to be not useful for this task. Our best solution was obtained by adding a contextual feature at abstract level, improving by approximately 5 points our basic configuration performance. The obtained final results of 77.25%, 75.04% and 76.13 of recall, precision, and F1-measure, respectively, outperform the results of all current available solutions in the literature for the JNLPBA'04.
Two interesting conclusions have come from these experiments: 1) the need to define new quality measures considering more flexible matching criteria; and 2) the difficulty of obtaining better results without integrating background domain knowledge into text processing. Combining natural language processing with knowledge domain modeling, as in the PPIES architecture, could be a way to obtain better results. In the case of dictionary look-up, a second phase could use conceptual density, for example, to select a term that is described but not mentioned. In the case of named entity recognition using machine learning algorithms, constraining the statistical computation with some background knowledge could help to guide algorithms in selecting the appropriate feature modeling. We plan to study these issues in future developments.
The most remarkable achievement of this work is the availability of a system that harmoniously integrates a dictionary look-up and a CRF classifier modules, highly configurable, for the most important PPI entity types, which obtains better or comparable performances that the current available state of the art. Our tool can be applied and was tested on different corpora and configurations. We plan to employ the insights drawn from this work to perform new experiments, in which the outputs of each module will be contextually taken into account, for the mutual improvement and better integration of their results.
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