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1. Introduction {#jame20489-sec-0001}
===============

1.1. Background {#jame20489-sec-0002}
---------------

Soil erosion adds constituents to streams that alter water chemistry and streambed geometry, interacting with aquatic life (Rice et al., [2001](#jame20489-bib-0054){ref-type="ref"}) and adversely affecting water treatment efforts (Delpla et al., [2009](#jame20489-bib-0011){ref-type="ref"}) and reservoir operations (Podolak & Doyle, [2015](#jame20489-bib-0052){ref-type="ref"}). Over the past century, climate extremes and land cover changes have been intensifying sediment loading in streams across the globe (Walling, [2006](#jame20489-bib-0068){ref-type="ref"}) and are of particular concern in montane systems like the Colorado Front Range which is expected to warm (Pachauri et al., [2014](#jame20489-bib-0049){ref-type="ref"}) and are likely to experience higher suspended sediment loads (SSLs) than historically (Smith et al., [2011](#jame20489-bib-0058){ref-type="ref"}; Whitehead et al., [2009](#jame20489-bib-0069){ref-type="ref"}). Therefore, accurate prediction of SSL will become increasingly important for future water resources management.

Many sediment modeling efforts have estimated erosion and transport over individual hillslopes or within small channel reaches or catchments (\<50 km^2^) (Morgan et al., [1998](#jame20489-bib-0045){ref-type="ref"}; Nearing et al., [1989](#jame20489-bib-0048){ref-type="ref"}; Smith et al., [1995](#jame20489-bib-0059){ref-type="ref"}; Wicks & Bathurst, [1996](#jame20489-bib-0070){ref-type="ref"}), while continental and global efforts have typically focused on single, spatially lumped models (Cohen et al., [2014](#jame20489-bib-0009){ref-type="ref"}, [2013](#jame20489-bib-0010){ref-type="ref"}; De Vente et al., [2013](#jame20489-bib-0013){ref-type="ref"}; Syvitski & Milliman, [2007](#jame20489-bib-0063){ref-type="ref"}), or excluded consideration of the surface energy balance (Cohen et al., [2014](#jame20489-bib-0009){ref-type="ref"}) which is an integral part of Land Surface Model (LSM) application, and is important under a changing climate. A gap exists for expanding small‐scale, spatially distributed calculations to intermediate scales (∼1,000 km^2^) because of the difficulties in acquiring high‐quality input data and characterizing key processes (De Vente et al., [2013](#jame20489-bib-0013){ref-type="ref"}; Yang, [2006](#jame20489-bib-0076){ref-type="ref"}). This work provides a quantitative intercomparison of lumped and distributed erosion and sediment transport methods under a common LSM framework and a critical evaluation with intermediate‐scale catchments, representing an important step in sediment modeling.

1.2. Existing Modeling Efforts {#jame20489-sec-0003}
------------------------------

This study compares the structural uncertainty among model estimates because existing erosion and sediment transport models incorporate different spatial and temporal scales of application, parameter requirements, and model structures. For detailed explanations of erosion and sediment transport modeling initiatives, see Merritt et al. ([2003](#jame20489-bib-0042){ref-type="ref"}), Aksoy and Kavvas ([2005](#jame20489-bib-0003){ref-type="ref"}), and De Vente et al. ([2013](#jame20489-bib-0013){ref-type="ref"}). Due to the reliance on hydrologic inputs, erosion and sediment transport models are sometimes coupled with hydrologic or land surface models that incorporate different scales and model structures (Arnold et al., [1998](#jame20489-bib-0004){ref-type="ref"}; Doten et al., [2006](#jame20489-bib-0017){ref-type="ref"}; Nearing et al., [1989](#jame20489-bib-0048){ref-type="ref"}). As highlighted below, four of the common model sediment structures are empirical, conceptual, stochastic, and physically based. To date, many modeling initiatives are hybrids of the four model categories, combined to increase accuracy and efficiency (Kabir et al., [2011](#jame20489-bib-0033){ref-type="ref"}; Pechlivanidis et al., [2011](#jame20489-bib-0051){ref-type="ref"}; Zuliziana et al., [2015](#jame20489-bib-0080){ref-type="ref"}).

Empirical methods, such as the Modified Universal Soil Loss Equation (MUSLE) (Williams & Berndt, [1977](#jame20489-bib-0072){ref-type="ref"}; Wischmeier et al., [1960](#jame20489-bib-0073){ref-type="ref"}) or the Monovariate Rating Curve (MRC) (Glysson, [1987](#jame20489-bib-0020){ref-type="ref"}), are computationally efficient and are derived from relationships in available data. However, their major shortcoming is a homogenous representation of catchment systems, as well as estimating outputs based on a single event or over a large time step (Pechlivanidis et al., [2011](#jame20489-bib-0051){ref-type="ref"}).

Conceptual models such as the Hydrological Simulation Program--Fortran (HSPF) (Bicknell et al., [1996](#jame20489-bib-0006){ref-type="ref"}; Johanson & Davis, [1980](#jame20489-bib-0032){ref-type="ref"}) or the Agricultural Non‐Point Source Model (AGNPS) (Young et al., [1989](#jame20489-bib-0078){ref-type="ref"}) represent a catchment or hillslope through storage systems. Conceptual models are limited by parametric uncertainty due to their lack of in situ observations (Aksoy & Kavvas, [2005](#jame20489-bib-0003){ref-type="ref"}). However, the conceptual and parameterized structure lends itself well to calibration.

Stochastic methods such as the Load Estimator (LOADEST) (Runkel et al., [2004](#jame20489-bib-0055){ref-type="ref"}) or multiple linear regression (Gartner et al., [2009](#jame20489-bib-0019){ref-type="ref"}) can relate multiple predictors, such as climate or catchment characteristics, to a response using regression techniques. These methods are also reliant on historical data (Helsel & Hirsch, [2002](#jame20489-bib-0027){ref-type="ref"}). Like empirical methods, stochastic estimation is frequently spatially lumped.

Physically based models such as the Distributed Hydrology Soil Vegetation Model (DHSVM) (Doten et al., [2006](#jame20489-bib-0017){ref-type="ref"}; Wigmosta et al., [1994](#jame20489-bib-0071){ref-type="ref"}) or the Water Erosion Prediction Project (WEPP) (Nearing et al., [1989](#jame20489-bib-0048){ref-type="ref"}) tend to be the most representative of a system, since they attempt to reconcile the physical properties and processes through solving mass and energy conservation equations. However, the complexity and data requirements for these models often exceed available information (Ranzi et al., [2012](#jame20489-bib-0053){ref-type="ref"}).

There are different techniques for comparing erosion and sediment model outputs with observed data depending on the spatial and temporal scales of application. These methods include using maps of landslides for comparing erosion outputs (Doten et al., [2006](#jame20489-bib-0017){ref-type="ref"}), or using reservoir sedimentation surveys or instantaneous suspended samples for SSL outputs (Strand & Pemberton, [1982](#jame20489-bib-0061){ref-type="ref"}). Though sediment transport models can be calibrated to sediment volumes from reservoir sedimentation surveys over long time scales (De Vente et al., [2008](#jame20489-bib-0014){ref-type="ref"}), comparison with instantaneous loads allows for analysis of SSL over shorter time scales (Cohen et al., [2013](#jame20489-bib-0010){ref-type="ref"}). In ungauged catchments, studies have estimated model parameters from catchment characteristics (Morehead et al., [2003](#jame20489-bib-0044){ref-type="ref"}; Srinivasan et al., [2010](#jame20489-bib-0060){ref-type="ref"}) or transferred parameters from nearby catchments or climatically and physically similar areas through regionalization schemes (Hundecha & Bárdossy, [2004](#jame20489-bib-0029){ref-type="ref"}; Samaniego et al., [2010](#jame20489-bib-0056){ref-type="ref"}). However, transferring parameters to ungauged catchments often lacks validation.

To date, few studies have quantitatively compared and analyzed the output of multiple erosion and sediment transport models over the same period and catchment scale, though they were not run under a unified framework. For example, Jetten et al. ([1999](#jame20489-bib-0031){ref-type="ref"}) ran a small‐scale soil erosion model comparison using seven field scale (0.01--10 ha) and seven catchment scale (40 ha) models, incorporating empirical, conceptual and physical models in their study. Two of the physically based models, the WEPP (Nearing et al., [1989](#jame20489-bib-0048){ref-type="ref"}) and the KINEROS2 (Smith et al., [1995](#jame20489-bib-0059){ref-type="ref"}), performed best for the field scale and catchment scale, respectively.

A larger, regional‐scale quantitative study was completed by De Vente et al. ([2008](#jame20489-bib-0014){ref-type="ref"}) using three models with structures ranging from empirical, to factorial scoring, to physically based. The models were applied to 61 catchments in Spain with areas from 30 to 13,000 km^2^. Findings from the study indicate that a lumped modeling approach performed better than a physically based distributed approach. This conclusion was also found through an evaluation of 14 soil erosion and sediment transport models run over catchments in Spain, Italy, Ethiopia, and Belgium (De Vente et al., [2013](#jame20489-bib-0013){ref-type="ref"}). By analyzing results from previous studies, De Vente et al. ([2013](#jame20489-bib-0013){ref-type="ref"}) documented that lumped models were better able to balance out extreme events and details over larger scales than distributed models. Using a distributed approach, however, helped to identify sources and sinks (De Vente et al., [2013](#jame20489-bib-0013){ref-type="ref"}, [2008](#jame20489-bib-0014){ref-type="ref"}).

Though the model comparisons by Jetten et al. ([1999](#jame20489-bib-0031){ref-type="ref"}), De Vente et al. ([2008](#jame20489-bib-0014){ref-type="ref"}), and De Vente et al. ([2013](#jame20489-bib-0013){ref-type="ref"}) allowed for quantitative analyses, the studies were limited because they were not run under a unified framework. For example, the inputs and parameters varied from model to model, making it difficult to directly compare model structures and performances. Therefore, comparison of models under a unified framework is important to address structural uncertainties under different scenarios and over multiple catchments.

1.3. Objectives {#jame20489-sec-0004}
---------------

The objectives of this study are: (i) to evaluate five different SSL algorithms (three hillslope and two catchment catchment scale) within a consistent LSM framework for moderately sized catchments (∼1,000 km^2^); (ii) to use multiobjective optimization to efficiently calibrate the algorithms; (iii) to validate the algorithms over an ancillary time period and to transfer the calibrated parameters to a neighboring catchment; and (iv) to evaluate the results of the SSL algorithms with respect to the multiobjective calibration and LSM framework. This study advances a single model coupling scheme from Mao et al. ([2010](#jame20489-bib-0040){ref-type="ref"}) that estimated WEPP hillslope erosion by coupling the erosion computations with the VIC LSM. Given the interalgorithm differences, it is expected that calibration of LSM hydrology simultaneously with parameters from each algorithm will produce unique insights relevant for constraining SSL predictions. Of additional interest is whether the more complex algorithms will out‐perform the simpler algorithms, and whether the computationally expensive versus cheap algorithms will be most successful during calibration, validation, and the transfer to an uncalibrated catchment. Inter‐algorithm comparisons are presented that aim to quantify parametric and structural uncertainties relevant for large LSM‐scale prediction and a discussion follows into the implications and future directions of this research.

2. Methods {#jame20489-sec-0005}
==========

In this section, the study areas, data sources, SSL algorithms, and coupling procedures are described including a description of a *critical area* approach used to spatially discretize the landscape. Lastly, the procedures for calibration, validation, transfer to an uncalibrated catchment, as well as an overview of the optimization package used here are presented.

A set of five diverse SSL algorithms were coupled with a coarse resolution LSM framework. This study uses two empirical methods (the MRC and the MUSLE), one stochastic method (the LOADEST), one conceptual model (the HSPF), and one physically based model (the DHSVM) inserted into a common hydrologic framework, the Variable Infiltration Capacity (VIC) LSM (Liang et al., [1994](#jame20489-bib-0037){ref-type="ref"}). Although hillslope sedimentation is the primary focus of this work, it is acknowledged that other sources of sediment exist, including bed load, gullying and mass movement. However, gullying and mass movement are relatively rare and difficult to predict, while with few exceptions, bed load contributes to \<10% of a river\'s total solid transport and often \<1% (Meade et al., [1990](#jame20489-bib-0041){ref-type="ref"}; Syvitski et al., [2000](#jame20489-bib-0062){ref-type="ref"}).

2.1. Catchment Descriptions and Data Sources {#jame20489-sec-0006}
--------------------------------------------

We used the Front Range of the Colorado Rocky Mountains as a test bed to investigate the usefulness of the modeling framework. The Front Range is an important area because it is susceptible to increased wildfire and drought frequency, which can lead to higher SSL. To study sedimentation on the Front Range (Figure [1](#jame20489-fig-0001){ref-type="fig"}) it was necessary to identify catchments with minimal reservoir operations as well as available SSL data. The ratio of reservoir storage to mean annual streamflow was calculated to qualify potential catchments that are less affected by reservoirs. Reservoir storage was obtained from the GAGES‐II database (Falcone, [2011](#jame20489-bib-0018){ref-type="ref"}) and United States Geological Survey (USGS) National Water Information System provided streamflow, suspended sediment concentration (SSC), and SSL data (U.S. Geological Survey, [2017](#jame20489-bib-0066){ref-type="ref"}). Storage ratios of 35%, 25%, and 8% for the three catchments selected here were among the lowest for stream gages along the Colorado Front Range that had coincident sediment observations (Table [1](#jame20489-tbl-0001){ref-type="table-wrap"}).

![North Fork of Cache La Poudre at Livermore, CO (CLP‐L), Cache La Poudre at Mouth of Canyon near Fort Collins, CO (CLP‐F), and Clear Creek at Golden, CO (CC) catchments located within the Colorado Front Range overlaid by 1/16° resolution LSM grid cells. Blue outlined regions indicate catchment areas, red dots indicate USGS streamflow and SSL gauges, and gray dots indicate nearby cities.](JAME-9-2526-g001){#jame20489-fig-0001}

###### 

Description of the Calibration, Validation, and Transfer Experiments for the North Fork of Cache La Poudre at Livermore, CO (CLP‐L), Cache La Poudre at Mouth of Canyon Near Fort Collins, CO (CLP‐F), and Clear Creek at Golden, CO (CC) Gauges, Including an Early Period "Early" and Late Period "Late," Used Alternatively for Calibration, Validation, and Transfer of Parameters to an Uncalibrated Catchment "Transfer"

  Experiment   USGS gage number   Upstream storage (%)   Area (km^2^)   Calibration type   Calibration period   Validation period   Transfer to CLP‐F period
  ------------ ------------------ ---------------------- -------------- ------------------ -------------------- ------------------- --------------------------
  CLP‐L        06751490           35                     1,393          Joint              1987--1993           1993--1999          1992--1997
  CLP‐L        06751490           35                     1,393          Individual         1987--1993           --                  --
  CC‐Early     06719505           8                      1,024          Joint              1980--1985           1993--1997          1992--1997
  CC‐Early     06719505           8                      1,024          Individual         1980--1985           --                  --
  CC‐Late      06719505           8                      1,024          Joint              1993--1997           1980--1985          1992--1997
  CC‐Late      06719505           8                      1,024          Individual         1993--1997           --                  --
  CLP‐F        06752000           25                     2,017          --                 --                   --                  1992--1997

*Note*. Two calibration methods were used: calibration of all algorithms individually *"*Individual*"* and calibration of all algorithms simultaneously *"*Joint.*"*

The study was conducted over three catchments: two for calibration and one to test the transferability of parameters. The two catchments used in the calibration were: a subbasin of the Cache La Poudre catchment delineated to USGS gage 06751490 North Fork Cache La Poudre River at Livermore, CO (CLP‐L, 1,393 km^2^, SSL data sampled irregularly from 1987 to 1999), and a subbasin of the Clear Creek catchment delineated to USGS gage 06719505 Clear Creek at Golden, CO (CC, 1,024 km^2^, SSL data sampled daily in 1981 and irregularly from 1981 to 1995). The calibrated parameter sets were then transferred to a larger subbasin of the Cache La Poudre catchment delineated to USGS gage 06752000 Cache La Poudre River at Mouth of Canyon near Fort Collins, CO (CLP‐F, 2,017 km^2^, SSL data sampled irregularly from 1963 to 2002) (Figure [1](#jame20489-fig-0001){ref-type="fig"} and Table [1](#jame20489-tbl-0001){ref-type="table-wrap"}). The CLP‐L catchment is nested within the CLP‐F catchment. The three selected catchments have similar climate, land use and soil regimes. The steep, high‐elevation, catchments exhibit hydrology that is snowmelt dominated under a transition between continental‐arid and alpine climate conditions. The land cover is dominated by alpine forests, shrubs, and grasslands, while the geology comprises intrusive igneous and sedimentary rocks that are largely granitic.

Compared to streamflow records, relatively few SSL observations were made within the three catchments. SSL data were sampled at irregular intervals for the three catchments, except for 1981 in Clear Creek (CC) when daily SSC and SSL were inferred from a turbidimeter (A. Duran, USGS, personal communication, 2017). Turbidimeter estimates for SSC and SSL were calculated through regression from turbidity measurements, and therefore the data come with inherent uncertainty.

2.2. Description of LSM and SSL Algorithms {#jame20489-sec-0007}
------------------------------------------

The VIC LSM was selected as the overarching modeling framework, as it is a physically based model of comparable complexity to other state‐of‐the art LSMs and simulates hydrologic processes including base flow, runoff, evapotranspiration, soil moisture, and snow water equivalent. The VIC LSM is spatially distributed, solves both the water and energy balance equations and includes subgrid parameterization of land cover following a mosaic approach, elevation bands to distribute precipitation and lapse temperature, and variability in the soil infiltration capacity.

The VIC LSM was run in offline‐mode with model settings from Livneh et al. ([2015](#jame20489-bib-1038){ref-type="ref"}), including station‐based meteorological forcings gridded at 1/16° (∼6 km) spatial resolution at a daily time step. Lateral transfer between grid cells is not incorporated into the VIC LSM, therefore a routing model was used to transport the streamflow and SSL between the VIC LSM grid cells. The routing model used in this study was RVIC, a model that solves the linearized Saint‐Venant equations and uses a unit‐hydrograph approach at each grid cell to route the VIC LSM outputs to a user‐defined location (Lohmann et al., [1996](#jame20489-bib-0038){ref-type="ref"}). For each SSL algorithm, it was assumed that constituent loads were advected with the streamflow. A description of the SSL algorithms follows in order of increasing complexity.

### 2.2.1. Monovariate Rating Curve (MRC) {#jame20489-sec-0008}

The MRC, also known as a sediment rating curve, is an empirical method developed to estimate sediment loading from streamflow. The most common form for the MRC is a power relationship, where SSL is calculated according to $$SSL = aQ^{b}$$where $Q$ is streamflow, $a$ is a coefficient, and $b$ is an exponent (Gray & Simões, [2008](#jame20489-bib-0021){ref-type="ref"}). This method is commonly used by the USGS as a representation of sediment loading at a catchment outlet. In this study, the coefficients and exponents in the MRC were fit using minimized nonlinear least squares in the R software package. To integrate the MRC with the VIC LSM, the VIC LSM and RVIC were run, and then the MRC was applied to the routed streamflow values at the catchment outlet.

### 2.2.2. Modified Universal Soil Loss Equation (MUSLE) {#jame20489-sec-0009}

The MUSLE is an empirical method used to estimate soil loss from catchment characteristics and land management factors. Adapted from the USLE, the MUSLE incorporates five predictors in a linear relationship as $$A = RKLSCP$$where $A$ is average soil loss, $R$ is a runoff factor, $K$ is a soil erodibility index, $LS$ is a topographical index for the length and steepness of a slope, $C$ is a crop management factor representing vegetation, and $P$ is a land conservation factor (Arnold et al., [1998](#jame20489-bib-0004){ref-type="ref"}; Wischmeier et al., [1960](#jame20489-bib-0073){ref-type="ref"}). The MUSLE was applied with the VIC LSM by following a similar methodology to that in the Soil Water Assessment Tool (SWAT) (Arnold et al., [1998](#jame20489-bib-0004){ref-type="ref"}), whereby the calculation of $R$ for a given streamflow event is based on the peak streamflow rate of an event (q~p~) and the total volume of streamflow in the event (Q) as $$R = 11.8~\left( {q_{p}Q} \right)^{0.56}$$

The MUSLE equations were applied within each VIC LSM grid cell providing both $Q$ and $q_{p}$. For complete details of the MUSLE see Arnold et al. ([1998](#jame20489-bib-0004){ref-type="ref"}).

### 2.2.3. Load Estimator (LOADEST) {#jame20489-sec-0010}

Developed by the USGS, the LOADEST is a stochastic method that uses both single and multivariate regression to predict constituent loads such as SSL and nutrients in streams from historical data (Runkel et al., [2004](#jame20489-bib-0055){ref-type="ref"}). The LOADEST incorporates methods from Helsel and Hirsch ([2002](#jame20489-bib-0027){ref-type="ref"}) to predict SSL using eleven predefined algorithms, incorporating variations of linear and nonlinear predictors including streamflow, collection time, and periodicity. In the most generalized form, the linear regression is computed as $${\ln{S\hat{S}L}} = a_{0} + \,{\sum\limits_{j = 1}^{n}{a_{j}X_{j}~}}$$where $S\hat{S}L$ is a vector of instantaneous loads, $a_{0}$ and $a_{j}$ are algorithm coefficients, $X_{j}$ is an explanatory variable, and n is the number of explanatory variables (Runkel et al., [2004](#jame20489-bib-0055){ref-type="ref"}).

The LOADEST algorithms are validated by three error estimate methods over a calibration period: Maximum Likelihood Estimation (MLE), Adjusted Maximum Likelihood Estimation (AMLE), and Least Absolute Deviation (LAD). The algorithms were run until they reached convergence, and the best algorithm was automatically selected based on Akaike Information Criterion (AIC) (Akaike, [1974](#jame20489-bib-0002){ref-type="ref"}). Like the MRC, to integrate the LOADEST with the VIC LSM, the VIC LSM and RVIC were run, and then the LOADEST was applied to the routed streamflow values at the catchment outlet.

### 2.2.4. Hydrological Simulation Program---Fortran (HSPF) {#jame20489-sec-0011}

For the purposes of this study, the HSPF hillslope erosion algorithms were taken from the full HSPF model and embedded into the VIC LSM framework. The HSPF is a conceptual model developed by the Environmental Protection Agency (EPA) to simulate hydrologic processes and the transport of contaminants in catchments for water quality applications (Bicknell et al., [1996](#jame20489-bib-0006){ref-type="ref"}; Johanson & Davis, [1980](#jame20489-bib-0032){ref-type="ref"}). The HSPF is based on the Stanford Watershed Model, and incorporates conceptualized hydrologic storage within snow, surface, upper soil, lower soil, and ground water zones. The model is spatially distributed, using homogenous areas characterized by pervious and impervious land, as well as a free‐flowing reach or mixed reservoir algorithm. The HSPF contains both a hillslope erosion algorithm and a bed load transport algorithm. However, for the purposes of this study only the hillslope component was applied.

Hillslope erosion is divided into two components: (i) detachment by rainfall, and (ii) wash off and scour by overland flow. The algorithm is applied over a pervious land segment, as impervious segments are assumed to not generate sediment. Rainfall detachment (DET, t/ac/interval) is estimated by using the kinetic energy of raindrops as $$DET = \left( {dt~\left( {1 - CR} \right)\left( {PK} \right)\left( \frac{I}{dt} \right)} \right)^{JR}$$where dt is the number of hours in the time interval, CR is the fraction of snow and vegetation cover, P is the practice management factor adopted from the USLE, K is the detachment coefficient adopted from the USLE, I is the rainfall intensity (in/interval), and JR is the detachment exponent. HSPF further simulates the effect of rainfall by decreasing DET on the day following a day without rainfall when DET is zero. Once the soil is detached by rainfall, it can either be redeposited or transported by overland flow. In this context, HSPF uses a conceptualized method for estimating transport capacity (TC, t/ac/interval) as $$TC = \, dt\left( {KS} \right)\left( \frac{SU + SO}{dt} \right)^{JS}$$where KS is the transport coefficient, SU is the surface water storage (in), SO is the surface water outflow (in/interval), and JS is the transport exponent. The transport capacity is then related to the detached sediment to estimate how much sediment is entrained in the overland flow.

Scour from the soil matrix (SCR, t/ac/interval) uses the overland flow as a metric for detachment: $$SCR = \frac{SU}{SU + SO}dt\left( {KG} \right)\left( \frac{SU + SO}{dt} \right)^{JG}$$where KG is the scour coefficient and JG is the scour exponent.

To integrate HSPF within the VIC LSM, erosion was computed within each VIC LSM grid cell for the daily time step, similar to the MUSLE. To obtain SO estimates, subdaily VIC LSM runoff calculations were used for each grid cell, as this represents overland flow.

### 2.2.5. Distributed Hydrology Soil Vegetation Model (DHSVM) {#jame20489-sec-0012}

As with HSPF, the DHSVM hillslope erosion algorithms were taken from the full DHSVM model and embedded into the VIC LSM framework. The DHSVM is a physically based, spatially distributed model that resolves the energy and water balances (Wigmosta et al., [1994](#jame20489-bib-0071){ref-type="ref"})), developed to simulate hydrology over forested montane catchments. The physics routines in the DHSVM are largely similar to the VIC LSM, though unique to DHSVM are topographical shading, dynamic inter‐grid cell routing, as well as typical application on a much finer grid cell resolution between 10 and 250 m.

Doten et al. ([2006](#jame20489-bib-0017){ref-type="ref"}) upgraded the model to include soil loss and sediment transport from four major processes: hillslope erosion, forest road erosion, mass wasting, and channel routing using a discrete approximation to the kinematic wave equation. Hillslope erosion is based on the System Hydrologique European sediment (SHESED) model (Burton & Bathurst, [1998](#jame20489-bib-0008){ref-type="ref"}; Wicks & Bathurst, [1996](#jame20489-bib-0070){ref-type="ref"}) and incorporates overland flow and raindrop impact. For the purposes of this study, we focused on the hillslope erosion processes and excluded kinematic routing.

Hillslope erosion in DHSVM considers detachment from three mechanisms: overland flow, raindrop energy, and leaf drip impact. Overland flow detachment (D~of~, m^3^/s/m) is calculated using a detachment coefficient ( $\left. \beta_{de} \right)$, horizontal hillslope length (dy, m), settling velocity ( $v_{s}$, m/s) and transport capacity (TC, m^3^ sediment/m^3^ water) as $$D_{of} = \,\beta_{de}\left( {dy} \right)\left( v_{s} \right)\left( {TC} \right)$$where $\beta_{de}$ is estimated from soil cohesion, and settling velocity is dependent on median particle grain size. TC is based on a unit stream power approach from the KINEROS model (Woolhiser et al., [1990](#jame20489-bib-0074){ref-type="ref"}) as $$TC = \,\frac{0.05}{d50\left( {\frac{PDensity}{WDensity} - 1} \right)^{2}}\sqrt{\frac{\left( slope \right)\left( h \right)}{G}}\left( {SP - critical~threshold} \right)$$where d50 is median grain size (m), PDensity is particle density (kg/m^3^), WDensity is water density (kg/m^3^), slope is the slope of the bed (m/m), h is water depth (m), G is gravitational acceleration (m/s^2^), (SP) is stream power (m/s), and critical threshold is a critical stream power threshold (m/s). A critical threshold of 0.004 m/s was used following Doten et al. ([2006](#jame20489-bib-0017){ref-type="ref"}). DOF is calculated as sheet flow; however, the dependency of $\beta_{de}$ on soil cohesion serves to represent an empirical parameter for rill erosion as well.

Rainfall detachment is computed from the momentum squared of direct throughfall (M~R~) and of leaf drip from vegetation (M~D~) according to Wicks and Bathurst ([1996](#jame20489-bib-0070){ref-type="ref"}). The momentum squared of direct throughfall and leaf drip is combined to estimate overall raindrop detachment (D~R~, kg/m^2^/s) through $$D_{R} = Kindex\left( f \right)\left( 1 - \, C_{G} \right)\left( \left( {1 - C_{c}} \right)M_{R} + \, M_{D} \right)$$where Kindex is an erodibility parameter (1/J), f is a water depth correction factor, C~G~ is ground cover proportion, and C~C~ is canopy cover proportion.

To estimate SSC, Doten et al. ([2006](#jame20489-bib-0017){ref-type="ref"}) integrate overland flow detachment and raindrop detachment in DHSVM using a modified version of the SHESED finite difference equations for uniform sheet flow (Wicks & Bathurst, [1996](#jame20489-bib-0070){ref-type="ref"}) based on the two‐dimensional partial differential conservation of mass equation: $$\frac{\delta\left( QC \right)}{\delta x} + \,\frac{\delta\left( AC \right)}{\delta t} = e\left( {x,t} \right)$$where Q is water volume, A is cross‐sectional area of the streamflow, C is the concentration of sediment, x is horizontal distance, t is time, and e is erosion (area per unit time). The DHSVM approach assumes lateral transfer between model grid cells, and therefore accounts for both temporal and spatial sediment transport in the finite difference solution. Because the VIC LSM requires an external routing model, the equation was adapted in this study to solely account for sediment concentration (SSC, m^3^/m^3^) at a single grid cell during the current time step as: $$SSC = \frac{D_{r} + \, D_{of}~}{\frac{\alpha}{2dt}Q^{\beta} + \frac{\theta}{dx}Q + \,\beta_{de}\left( dy \right)\left( v_{s} \right)\,}$$where Q is runoff (m^3^/s), dx is hillslope dimension (m), dt is time step (s), $\alpha$ is a conceptual channel area determined by Manning\'s equation using the hillslope dimensions, $\beta$ is set to 2/3, and $\theta$ is a time‐weighting factor set to 0.55 per Doten et al. ([2006](#jame20489-bib-0017){ref-type="ref"}).

After SSC is calculated, TC is then treated as a threshold for how much sediment can be transported for a given streamflow. If SSC exceeds TC, SSC is set to TC and excess sediment is deposited in the grid cell. Therefore, final sediment outputs rely heavily on TC. Like the HSPF, DHSVM was integrated into the VIC LSM within each VIC LSM grid cell for the daily time step.

### 2.2.6. Critical Area Approach {#jame20489-sec-0013}

Spatial discretization can have major bearing on erosion and sediment transport given nonlinear dependencies of processes on scale (Wu et al., [2005](#jame20489-bib-0075){ref-type="ref"}). Erosion processes typically occur on the scale of meters; therefore, implementing erosion equations on the scale of kilometers is computationally cumbersome and inefficient. To this end, a *critical area* approach was developed and applied here to isolate algorithm computations over areas where soil erosion is expected to be most productive (Figure [2](#jame20489-fig-0002){ref-type="fig"}). This approach was applied for each VIC LSM grid cell for the MUSLE, HSPF and DHSVM algorithms using the characteristics of an individual hillslope (e.g., calculated from a 10 m resolution DEM) incorporating hydrologic inputs from the VIC LSM grid cell scaled down to the hillslope scale by converting the runoff depth to a volume using the hillslope dimensions. The computed hillslope erosion estimates were scaled up based on the total fraction of critical area within the catchment.

![Critical areas computed for CC using (a) slope threshold of 15° and above (41% of the catchment had slopes below 15°), (b) vegetation types including shrub, grassland, bare ground (SGB), and forest, and (c) stream proximities of 100 and 500 m. (d) Critical area included four estimated regions. (e) For each grid cell, slope estimates were applied from the 25th, 50th, and 75th percentiles of slopes above 15° indicated by the black points.](JAME-9-2526-g002){#jame20489-fig-0002}

If a location met all three of the following criteria, it was classified as a critical area: Steep slopes---A slope greater than 15° in mountainous regions, as steeper slopes increase runoff rates (Dodds, [1997](#jame20489-bib-0015){ref-type="ref"}) and the potential for sediment transport: a threshold developed by Larsen et al. ([2014](#jame20489-bib-0036){ref-type="ref"}), representing ∼10% of global topography, estimated to contribute \>50% of global sediment (19 Gt/yr) (Figure [2](#jame20489-fig-0002){ref-type="fig"}a);Land cover susceptible to erosion---Erosion occurs most frequently when shrubs, grasslands or bare ground (SGB) are present given that hillslope runoff is dependent on land cover type and density (Bosch & Hewlett, [1982](#jame20489-bib-0007){ref-type="ref"}) yet to ensure adequate coverage in the study catchments, forest cover was also included as the catchments are heavily forested (Figure [2](#jame20489-fig-0002){ref-type="fig"}b);Proximity to channel---The influence of the aforementioned features is limited by their proximity to a channel and the associated travel times and momentum needed to transport sediment. To develop an uncertainty range for the estimates, two stream proximities were applied in the filtering: 100 and 500 m (Figure [2](#jame20489-fig-0002){ref-type="fig"}c) and compared them with both individual and combined land cover types. Channel networks were developed using a flow accumulation threshold of 10,000 grid cells.

We acknowledge that additional factors may further contribute to sedimentation (aspect, soil texture, etc.), however, the above three were the most straightforward to quantify with the least uncertainty and were applied to all catchments. For demonstration, the intersection of the above criteria depicts the critical area for CC in Figure [2](#jame20489-fig-0002){ref-type="fig"}d.

Distributed soil loss and sediment transport algorithms account for topography to varying degrees depending on the grid cell resolution. It has been shown that a coarse grid cell resolution produces reduced slope steepness estimates and ultimately causes substantial underestimations in soil erosion (Aalto et al., [2006](#jame20489-bib-0001){ref-type="ref"}; Larsen et al., [2014](#jame20489-bib-0036){ref-type="ref"}; Wu et al., [2005](#jame20489-bib-0075){ref-type="ref"}). In this context, a 10 m Digital Elevation Model DEM was used in this study for hillslope erosion estimates, as this resolution was found to be adequate in balancing topographical representation with computational expense (Wu et al., [2005](#jame20489-bib-0075){ref-type="ref"}; Zhang & Montgomery, [1994](#jame20489-bib-0079){ref-type="ref"}).

Slope was calculated from a 10 m DEM (USGS National Elevation Dataset) for all pixels within each grid cell. Because the critical areas were chosen for slopes greater than 15°, slope distributions were generated above this threshold for each grid cell. Importantly, the methodology was implemented to account for the variability in slopes and ensuing sediment fluxes computing SSL for slopes at the 25th, 50th, and 75th percentiles (Figure [2](#jame20489-fig-0002){ref-type="fig"}e). SSL was computed from each slope percentile, and then aggregated by weighting the SSL estimates by 25%, 50%, and 25%, respectively to more heavily weight the SSL from the mean slope. For each grid cell, the aggregated SSL estimates from the hillslope (*HE SSL*) were then scaled up from the hillslope resolution to the grid cell resolution as $$SSL = \left( HE~SSL \right)\left( \frac{Grid~Area}{HE~Area} \right)\left( {Critical~Area} \right)$$where SSL is in (kg/m^2^/s), *Grid Area* is the area of an individual VIC LSM grid cell, *HE Area* is the hillslope area, and *Critical Area* is the proportion of the grid cell that is deemed to contribute sediment supply.

2.3. Method Approach and Rationale {#jame20489-sec-0014}
----------------------------------

The MRC and LOADEST algorithms were applied after routing the VIC LSM streamflow, whereas the others used the hydrometeorology, soil, and vegetation fields from each VIC LSM grid cell, similar to VIC‐WEPP (Mao et al., [2010](#jame20489-bib-0040){ref-type="ref"}). For these latter algorithms, the *critical area* approach was applied to calculate SSL using characteristics of hillslopes in productive regions of the catchments, rather than with aggregated properties from the large homogenous LSM grid cells. Parameters were then identified using a multiobjective calibration routine and performance was validated using a different time period, and parameter transferability was tested at a nearby catchment.

2.4. Calibration, Validation, and Transferability {#jame20489-sec-0015}
-------------------------------------------------

To assess the robustness and uncertainties in algorithm portrayals of streamflow and suspended sediment load, calibration, validation, and a transfer to an uncalibrated catchment were performed as detailed in Table [1](#jame20489-tbl-0001){ref-type="table-wrap"}. Five and six‐year periods surrounding the dates of the SSL observations were selected to ensure the simulation periods captured a broad range of climate variability (see supporting information Figure S1) representative of both wet and dry regimes. Additionally, the algorithm was run for a "spin‐up" period of 1 year in order to minimize impacts of the initial algorithm settings. The experiments were designed to explore the impact of calibrating over different sample sizes, time periods, and ranges in data magnitudes, as shown in Figure [3](#jame20489-fig-0003){ref-type="fig"}.

![Bar plots of total annual streamflow separated by site into calibration, validation, and transfer periods for (a) Clear Creek (CC), (b) Cache La Poudre Livermore (CLP‐L), and (c) Cache La Poudre Fort Collins (CLP‐F). SSL is depicted by error bars showing the range over the respective period with the mean SSL shown as black points. The lowest annual streamflows occurred in CLP‐L. The largest SSL range occurred in CC over 1993--1997, whereas the lowest occurred in CC over 1980--1985, resulting in a disparity in the relative SSL between the two periods. Note: different vertical axes are used; for consistency with USGS data, a 2000‐lb ton was used = 0.907 metric tons.](JAME-9-2526-g003){#jame20489-fig-0003}

Streamflows were not found to be statistically different (Wilcoxon Rank Sum Test) across the experimental periods at each gage (p = 0.31 for CLP‐L, p = 1.0 for CC, Table [1](#jame20489-tbl-0001){ref-type="table-wrap"} and Figure [3](#jame20489-fig-0003){ref-type="fig"}), yet observed SSL exhibited a wide range in magnitude, possibly attributed to variations in sediment supply. This disparity between streamflow and SSL magnitudes is fairly common, yet it represents a challenging issue for modeling and predictability. The SSL observations for the early period in Clear Creek (CC‐Early, 1980--1985) (Table [1](#jame20489-tbl-0001){ref-type="table-wrap"}) were estimated through regression from turbidity measurements, thereby introducing more uncertainty into the data, which could have exacerbated the differences in magnitude between the Clear Creek time periods. Furthermore, the CC‐Early SSL covered a year with very low streamflow whereas CC‐Late (1993--1997) included a more representative range of streamflow. Precipitation, maximum temperature and minimum temperature showed no significant differences across periods, other than for minimum temperature in Cache La Poudre at Livermore.

The overarching goal of calibration was to identify parameter settings for the Land Surface Model and SSL algorithms simultaneously, or "jointly," that produced the best overall performance of streamflow and SSL, so that the resulting five diverse SSL estimates would provide a useful range of SSL prediction. It was expected that joint parameter calibration across the diverse algorithms would produce trade‐offs in performance, as the SSL algorithms were reliant on different partitions of streamflow. Because of this, additional calibrations were performed on the individual algorithms to realize their best possible performance, from which trade‐offs could be assessed relative to the joint calibration.

2.5. Multiobjective Optimization {#jame20489-sec-0016}
--------------------------------

Multiobjective evolutionary algorithms (MOEAs) have been utilized for multibjective calibration of hydrological models, using the concept of nondomination (a nondominated solution is one that is not equaled or exceeded in all objective function values by any other feasible solution) (Gupta et al., [1998](#jame20489-bib-0023){ref-type="ref"}). The Borg MOEA, an autoadaptive algorithm, was selected for this study because it is among the top performing MOEAs (Hadka & Reed, [2012a](#jame20489-bib-0025){ref-type="ref"}). A single Borg function evaluation represents an algorithm simulation from a unique set of parameters. Each calibration experiment involved 20,000--30,000 function evaluations depending on the complexity of the experiment, and incorporated five random seeds to ensure the solutions were not an artifact of the Borg parameter search, for a total of 100,000--150,000 simulations per calibration experiment. An epsilon value of 0.1 was used for all objective functions in this study, as this provides a balance between coarseness and ability to span the range of the data. Epsilon‐dominance is a method to bound complex problems by setting precision values for nondominated solutions (Kollat et al., [2012](#jame20489-bib-0035){ref-type="ref"}). Maximum and minimum calibration bounds for the SSL and LSM parameters were obtained from the literature for each algorithm (Demaria et al., [2007](#jame20489-bib-0012){ref-type="ref"}; Donigian & Love, [2003](#jame20489-bib-0016){ref-type="ref"}; Doten et al., [2006](#jame20489-bib-0017){ref-type="ref"}; Maidment, [1993](#jame20489-bib-0039){ref-type="ref"}; Troy et al., [2008](#jame20489-bib-0064){ref-type="ref"}; Yanto et al., [2017](#jame20489-bib-0077){ref-type="ref"}) and are listed along with parameter descriptions in (supporting information Table S1).

Two objective functions were selected for each SSL algorithm in the joint calibration to capture important components of the hydrograph and SSL time series for a total of eight objective functions. Using more than ten objective functions has been found to reduce the efficiency of an MOEA to find solutions (Hadka & Reed, [2012b](#jame20489-bib-0026){ref-type="ref"}), therefore we elected to use eight. The first objective was Nash Sutcliffe Efficiency (NSE) (Nash & Sutcliffe, [1970](#jame20489-bib-0047){ref-type="ref"}), where an NSE value of 1 is considered a perfect simulation, whereas an NSE value of less than 0 is considered to perform worse than using the mean of the observed data as the predictor. An NSE value $\geq$ 0.50 is considered satisfactory for both streamflow and SSL algorithm performance (Moriasi et al., [2007](#jame20489-bib-0046){ref-type="ref"}). The second objective was percent bias (bias) to estimate the overall simulated magnitude compared with observed (Gupta et al., [1999](#jame20489-bib-0024){ref-type="ref"}), where a bias value of 0 is considered to have no magnitude bias in the algorithm. A bias value $\pm$25% is considered satisfactory for streamflow, and a bias value $\pm$55% is considered satisfactory for SSL (Moriasi et al., [2007](#jame20489-bib-0046){ref-type="ref"}).

For the individual calibration, three additional objectives were used for each algorithm, including Pearson\'s Correlation Coefficient (R) (Pearson, [1920](#jame20489-bib-0050){ref-type="ref"}), variability (Gupta et al., [2009](#jame20489-bib-0022){ref-type="ref"}), and transformed root mean squared error (tRMSE) (Wagener et al., [2009](#jame20489-bib-0067){ref-type="ref"}). There was a total of five objective functions for streamflow, and six objective functions for SSL because streamflow NSE was also included in each individual SSL calibration.

To reduce the number of MOEA‐produced solutions to a tractable number, filters were applied to solutions to eliminate poor performance in individual objective functions (Herman et al., [2014](#jame20489-bib-0028){ref-type="ref"}; Kasprzyk et al., [2013](#jame20489-bib-0034){ref-type="ref"}). For the first filter, a threshold approach was applied by selecting solutions with NSE \> 0 and bias \< 100%. If there were still more than 15 solutions in the filtered set, a second filter was applied. For the second filter, the range of each objective function was calculated, and solutions were filtered to be within a percentage threshold (e.g., the top 70% of the objective function range). The threshold was decreased until less than 15 solutions were selected for each experiment. This technique was compared with the method of minimizing Euclidean Distance and similar selections were found.

3. Results {#jame20489-sec-0017}
==========

We first present the calibration results using parallel coordinate plots to identify trade‐offs in objective functions, followed by analyses of SSL data distributions and time series for streamflow and SSL. Analysis of the validation and transfer experiments are then presented using objective function performances. Finally, we explore applications of the multialgorithm routine across longer temporal scales, and within a catchment to identify SSL sources.

3.1. Calibration Results {#jame20489-sec-0018}
------------------------

To explore the relative sensitivity of SSL and streamflow parameters, we first present a representative parallel coordinate plot for CC‐Late for an individual algorithm calibration in Figure [4](#jame20489-fig-0004){ref-type="fig"} followed by a joint calibration in Figure [5](#jame20489-fig-0005){ref-type="fig"}. We used parallel coordinate plots to show performance of objective functions simultaneously, which helps to identify trade‐offs. The individual calibration showed a trade‐off between SSL NSE and Streamflow NSE, indicating different equilibrium states needed for successful SSL and streamflow simulations. Across all SSL algorithms, the VIC LSM streamflow parameters were more sensitive than the SSL parameters. The SSL algorithms showed different patterns in the VIC LSM soil parameters for greatest SSL NSE, indicating that the SSL mechanisms within each algorithm preferred different streamflow characteristics.

![Parallel axis plot for the DHSVM individual SSL algorithm calibration for CC‐Late during 1993--1997 with a spin‐up period in 1992, solutions sorted by SSL NSE with blue solutions performing best. There were trade‐offs between the objectives, as well as the VIC LSM soil parameters. DHSVM SSL parameters were less sensitive than the VIC LSM soil parameters, as the best performing solutions spanned the ranges of the SSL parameters (see supporting information Table S1 for parameter descriptions).](JAME-9-2526-g004){#jame20489-fig-0004}

![Parallel coordinate plot of Pareto optimal solutions from Borg for CC‐Late computed for the joint algorithm calibration, 1993--1997, with a spin‐up year in 1992. The Pareto optimal solutions were initially filtered to NSE \> 0 and bias \< 100%, and then filtered again to identify solutions within the top 25% of each filtered objective function range. Colored solutions indicate the highest performances across the ensemble, with blues and greens representing the final selected solutions. Colored solutions are sorted by Flow NSE.](JAME-9-2526-g005){#jame20489-fig-0005}

Across all algorithms and joint experiments, there were trade‐offs between NSE and bias (Figure [5](#jame20489-fig-0005){ref-type="fig"}). Each joint experiment had more than 1,000 Pareto optimal solutions identified from the combined solutions of the random seeds. Applying the filtering technique yielded 12--14 top performing parameter sets for each experiment.

Overall, the algorithms in the joint calibrations performed worse in NSE and bias than the individual calibrations. This could be attributed to the dynamic dependence of SSL on streamflow, as different equilibrium states of streamflow were optimal for different algorithms. Importantly, the quantity and type of objective functions varied between individual and joint calibrations, and caution should be taken when directly comparing the two calibrations.

To assess the ability of the algorithms to capture the distributions of SSL, kernel densities were estimated for each SSL algorithm and performance was computed across quantiles compared with observed (Figure [6](#jame20489-fig-0006){ref-type="fig"}). When analyzing the 50th, 75th, and 95th percentiles of SSL outputs from each algorithm, the LOADEST and the MRC had the highest performance for the 50th percentile, and the LOADEST had the highest performance for the 75th percentile. However, the DHSVM had the highest performance at the 95th percentile followed closely by the HSPF.

![Kernel density estimation for the CC‐Late observed data and each SSL algorithm computed over the calibration period 1993--1997 for the joint algorithm calibration with a spin‐up year in 1992. The kernel density distributions were calculated from the mean of the SSL values from the top performing parameter sets.](JAME-9-2526-g006){#jame20489-fig-0006}

Simulations of daily streamflow from the top parameter sets for each joint calibration experiment are shown for CC‐Late as an example (Figure [7](#jame20489-fig-0007){ref-type="fig"}). The VIC LSM streamflow was generally flashier than observed and did not capture several peaks, though the seasonal cycle was well portrayed (Figure [7](#jame20489-fig-0007){ref-type="fig"}a). Capturing the large SSL magnitudes in 1995 biased the algorithms toward higher peak SSL, resulting in overestimation of smaller peaks earlier in the period (Figure [7](#jame20489-fig-0007){ref-type="fig"}b).

![(a) Hydrograph for CC‐Late with the VIC LSM streamflow computed over the calibration period 1993--1997 for the joint algorithm calibration with a spin‐up year in 1992. The plotted minimum to maximum ranges and 25th to 75th percentiles were calculated from the VIC LSM streamflow values from the top 12 performing parameter sets. (b) Time series of suspended sediment load (SSL) for CC‐Late with each SSL algorithm computed over the calibration period 1993--1997 for the joint algorithm calibration with a spin‐up year in 1992; only the years with SSL observation shown, 1993--1995. The plotted SSL estimates were calculated from the mean of the SSL values from the top 12 performing parameter sets.](JAME-9-2526-g007){#jame20489-fig-0007}

3.2. Validation and Transferability of the Joint Calibration {#jame20489-sec-0019}
------------------------------------------------------------

Algorithms generally performed better during the calibration period than the validation period (Figure [8](#jame20489-fig-0008){ref-type="fig"}). This could indicate that the joint calibration did not find the optimal solutions for each catchment system, but is more likely the result of drastically different SSL magnitudes between the periods in both CC and CLP‐L. Transferred streamflow performance (NSE in Figure [8](#jame20489-fig-0008){ref-type="fig"}, bias in supporting information Figure S2) was best in CC‐Late, which we attribute to the calibration and transfer spanning overlapping periods and hence having similar climate. CLP‐L had the second‐best performance in transferred streamflow NSE and bias, which we attribute to the nesting of CLP‐L within CLP‐F, as the two catchments have overlapping catchment characteristics. Consistently poor results were observed from the CC‐Late transfer across all SSL algorithms and both objectives. We attribute the poor results to the large magnitude of SSL observations in the CC‐Late calibration period.

![NSE performance for calibration, validation, and transfer periods for all algorithms in CLP‐L, CC‐Early, and CC‐Late. Calibration runs used the top solutions from the joint calibration from each experiment, and validation runs used the same solutions over a different period within the same catchment. Transfer runs applied the top solutions from each experiment to the CLP‐F catchment. Error bars represent the range in performance surrounding the median of the solutions. Values of NSE \< −1.0 are plotted as *--*1.0 for visualization purposes. The blue points in the calibrations represent the maximum NSE obtained from the individual algorithm calibrations. The highlighted boxes indicate satisfactory criteria from Moriasi et al. ([2007](#jame20489-bib-0046){ref-type="ref"}).](JAME-9-2526-g008){#jame20489-fig-0008}

Overall, the two process‐based algorithms---the DHSVM and the HSPF---had the best performance in transfer (CLP‐L and CC‐Early), meeting the satisfactory performance criteria. Both algorithms\' incorporation of both precipitation and runoff (rather than total streamflow) drivers of sediment mobilization makes their SSL estimates less correlated with site‐specific streamflow. The two algorithms were therefore not as affected by poor streamflow performance and were less reliant on a single empirical equation like the other algorithms. It should be noted that the HSPF and the MUSLE had two overlapping SSL parameters, which could have affected the joint calibration results.

Individual calibrations (shown as circles in Figure [8](#jame20489-fig-0008){ref-type="fig"}) consistently outperformed the joint calibrations, highlighting an important artifact of the streamflow‐dependence of SSL algorithm performance. Compensatory behavior could arise during optimization of individual SSL algorithms with streamflow, whereby parameters that produce unique and sometimes erroneous streamflow performance yield improved SSL performance. In this context, the joint algorithm calibration met a significant challenge to simultaneously align both streamflow as well as five---sometimes divergent---SSL algorithms, often resulting in suboptimal results overall, despite numerous iterations (\>20,000).

Streamflow met the performance criteria from Moriasi et al. ([2007](#jame20489-bib-0046){ref-type="ref"}) during the CC‐Late calibration and transfer periods, but performed poorly in CLP‐L and CC‐Early for streamflow calibration, validation or transfer. CLP‐L had a high storage ratio (35%), while CC‐Early only had overlapping SSL data for one of streamflow calibration years therefore biasing performance toward that year. Streamflow performance in the joint calibration was clearly impacted by the SSL algorithms\' different preferences for streamflow timing and equilibrium states, as the algorithm performance for the individual calibrations exceeded the performance of the joint calibration, except in CLP‐L due to the high storage ratio (Figure [8](#jame20489-fig-0008){ref-type="fig"}).

To assess the importance of anomalous SSL magnitudes on objective function performance, several large outlier years were removed from the validation: 1999 in CLP‐L had observed SSL magnitudes exceeding 1,000 t/d; and 1995 in CC‐Late had observed SSL magnitudes exceeding 5,000 t/d. For both removals, performance of the algorithms generally improved. A paired *t* test before and after removal showed significant differences between the samples, with p‐values of 0.03 (CLP‐L) and 0.02 (CC‐Late). The CLP‐L and CC‐Late SSL calibrations were therefore at least partially biased toward the anomalously high SSL during the calibration periods thereby overestimating smaller SSL values in the validation and transfer periods.

3.3. Applications of the Multialgorithm Routine {#jame20489-sec-0020}
-----------------------------------------------

To explore the capabilities of the multialgorithm technique, we present a long‐term application followed by a spatial application (Figure [9](#jame20489-fig-0009){ref-type="fig"}). The algorithms were applied over the period of 1950--2013 in CC‐Late to assess the inter‐algorithm uncertainty and to show long‐term variability. Comparing the annual sediment yield estimates with a traditional estimate of long‐term SSL (Jansson, [1988](#jame20489-bib-0030){ref-type="ref"}), the estimates fell within the range of 0--100 t/km^2^/yr for most years. However, in years with large storm events such as the early 1980s (Figure [9](#jame20489-fig-0009){ref-type="fig"}a), the algorithms provide and important expression of the acute episodic loading and associated uncertainties associated with extreme climate conditions, relevant for water management and planning. To identify grid cells that were more productive for SSL, we spatially analyzed the variability in SSL outputs. Using the DHSVM as an example, the calibrated SSL in CC‐Late follows elevation within the catchment, with high elevations yielding high SSL (Figures [9](#jame20489-fig-0009){ref-type="fig"}b and [9](#jame20489-fig-0009){ref-type="fig"}c). This could be due to the vegetation types and climate differences at high elevation where mean precipitation increases and forest cover is absent. Higher precipitation increases sediment mobilization through raindrop impact and overland flow, while the lack of forest cover exposes the land surface to precipitation, further increasing the potential for sediment erosion and transport. The temporal variability of SSL during the calibration period showed negative skew for both high and low SSL grid cells (Figures [9](#jame20489-fig-0009){ref-type="fig"}d and [9](#jame20489-fig-0009){ref-type="fig"}e).

![(a) Extension of the algorithm ensemble in CC from 1950 to 2013. The error bars represent the differences between algorithm estimates, providing a range of uncertainty for each year. The highlighted green box indicates a historical range in sediment yields for the Colorado Front Range estimated from maps developed by Jansson ([1988](#jame20489-bib-0030){ref-type="ref"}). (b) Elevation for the CC catchment, (c) mean simulated DHSVM SSL for each VIC LSM grid cell computed for CC‐Late over the calibration period 1993--1997 for an individual parameter set from the joint algorithm calibration, (d) distribution of SSL \> 0 for a high elevation grid cell, and (e) distribution of SSL \> 0 for a low elevation grid cell. Simulated SSL was zero for the majority of time steps.](JAME-9-2526-g009){#jame20489-fig-0009}

4. Discussion and Conclusions {#jame20489-sec-0021}
=============================

A key outcome from this study is the comparison of multiple sediment algorithms within a consistent modeling framework. This work added multiple diverse, well‐known hillslope erosion algorithms into the VIC LSM, improving upon previous work that used a single erosion algorithm within the VIC LSM (Mao et al., [2010](#jame20489-bib-0040){ref-type="ref"}). The work also contributed a quantitative multialgorithm comparison akin to Jetten et al. ([1999](#jame20489-bib-0031){ref-type="ref"}) and De Vente et al. ([2008](#jame20489-bib-0014){ref-type="ref"}). Variable performance of each algorithm was attributed to ranges in SSL observations, static parameterizations, and compromises between preferences for streamflow characteristics, yet some consistent patterns in performance emerged. Most notably, the more process‐based algorithms appeared to perform best when transferring parameters to new catchments. Streamflow performance was below the satisfactory criteria from Moriasi et al. ([2007](#jame20489-bib-0046){ref-type="ref"}) throughout many of the experiments. This indicates that either the joint algorithm calibration did not find optimal solutions, or else there may be no optimal streamflow partitioning (e.g., between surface runoff and base flow) that satisfies all SSL algorithms. Given the rigor of the calibration procedure, we are inclined to conclude that the joint calibration with SSL algorithms impacted the flexibility and robustness of the streamflow to adapt to different periods. This conclusion is supported by the consistent, satisfactory streamflow performance obtained from single algorithm calibrations (Figure [8](#jame20489-fig-0008){ref-type="fig"}). Future efforts could incorporate a more robust partitioning‐focused calibration of streamflow into the joint calibration to better confront the issue (Shafii et al., [2017](#jame20489-bib-0057){ref-type="ref"}).

A confounding factor in the joint calibration is the timing discrepancy between streamflow and SSL peaks. Snowmelt dominated systems are susceptible to hysteresis during spring melts, as noted by Syvitski et al. ([2000](#jame20489-bib-0062){ref-type="ref"}), having high SSC on the rising limb of the hydrograph. In this context, the SSL algorithms may have seen improved performance by an erroneous early streamflow peak in order to simulate the early SSL peak and associated hysteresis effects, resulting in a deterioration of streamflow performance.

The process‐oriented algorithms, HSPF and the DHSVM were slightly more robust in their SSL portrayals under different climate and streamflow conditions as compared with the more static MRC and LOADEST. Glysson ([1987](#jame20489-bib-0020){ref-type="ref"}) suggested that MRC parameters should vary annually due to changes in extreme events. Similarly, LOADEST performance is dependent on the dates of the calibration period (Runkel et al., [2004](#jame20489-bib-0055){ref-type="ref"}), limiting successful transferability to other time periods and locations. In contrast, the comparatively robust DHSVM erosion algorithm has been applied to simulate dynamic changes in land cover (from wildfire) and climate (Doten et al., [2006](#jame20489-bib-0017){ref-type="ref"}) realistically simulating increased erosion due to changes in root cohesion and increased surface runoff. This finding has implications for predictions of future climate scenarios (e.g., flooding, droughts, and wildfires) as SSL is known to increase nonlinearly with extreme events (Moody & Martin, [2009](#jame20489-bib-0043){ref-type="ref"}; Smith et al., [2011](#jame20489-bib-0058){ref-type="ref"}; Whitehead et al., [2009](#jame20489-bib-0069){ref-type="ref"}). Therefore, the most flexible and process‐oriented algorithms, the HSPF and the DHSVM, are expected to perform better due to their explicit treatment of precipitation rates and vegetation coverage.

4.1. Theoretical and Practical Limitations {#jame20489-sec-0022}
------------------------------------------

Attempting to capture the complexity of sediment transport processes has yielded the following limitations. First, physical erosion occurs on the order of meters, and despite the use of critical areas, this implementation assumes varying degrees of landscape homogeneity on the order of kilometers, inherently underestimating fine‐scale erosion controls such as channel geometry and heterogeneous soil characteristics.

Second, SSL was assumed to result from rainfall and overland flow detachment on hillslopes in the MUSLE, the HSPF and the DHSVM, whereas the contribution from bed load and mass wasting events were ignored. Though the contribution of bed load to SSL has been found to be smaller than hillslope erosion in mountainous regions (Turowski et al., [2010](#jame20489-bib-0065){ref-type="ref"}), it is acknowledged that the present framework inherently underestimates total sediment load.

Third, the implementation of MUSLE, the HSPF and the DHSVM were based on the assumption of an infinite sediment supply, which resulted in SSL and streamflow varying together and which greatly limited the portrayal of hysteresis. In catchments where hysteresis occurs (meaning the peak in SSL comes before the peak in streamflow), the system is often supply limited. To compensate for this issue, an accounting of sediment supply limitation could be imposed, thereby allowing the peak SSL timing to occur asynchronously with streamflow. This limitation was at least partially responsible for the trade‐offs between streamflow and SSL performance in the joint calibrations.

Fourth, the selected parameter sets exhibited equifinality, whereby multiple combinations of parameters yielded similar performance (Beven & Binley, [1992](#jame20489-bib-0005){ref-type="ref"}). To address this issue, future work could apply weighted likelihood estimates into the calibration procedure, identify parameter sets that are the most spatially physically representative, or employ more rigorous parameter constraints based on physical measurements or empirical assessments. Furthermore, the individual calibrations had better overall performance than the joint calibrations, possibly because the joint algorithm calibration method was lacking diversity in objective functions (for more explanation, see supporting information).

4.2. Conclusions {#jame20489-sec-0023}
----------------

Algorithm performance varied across the experiments and periods. The more complex, process‐oriented algorithms, the HSPF and the DHSVM, were best able to perform well in the transfer to a different catchment, though further testing of the algorithms in a greater number of catchments is required. Performance trade‐offs between streamflow and SSL greatly limited the joint calibration performance. The trade‐offs were attributed to different equilibrium states most likely resulting from (i) a lack of hysteresis due to an infinite supply assumption, (ii) differing algorithm complexity stemming from compensatory reliance on either total flow or the combination of precipitation and overland flow, and (iii) numerical issues resulting from the number and type of objective functions. Despite the trade‐offs between algorithms, top performing parameters produced multidecadal SSL estimates that generally agreed with historical estimates, while providing an important estimate of episodic response to extreme years. Future work will incorporate a greater number of catchments and more diverse SSL data to more broadly evaluate performance of the method.
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Data Set S1--S18
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