We are proposing a research effort within CASC in the area of data-mining, in particular, pattern recognition for large, multi-dimensional, scientific data sets. These techniques are extremely useful in improving the way scientists interact with data to construct and validate computational models of physical events. This project would:
l Enhance the ability of pattern recognition algorithms to accurately and efficiently model complex phenomena by integrating ideas from scientific computing (SVD and wavelets) and soft computing (neural nets and decision trees).
l Scale pattern recognition techniques to large scientific data sets by applying techniques from high performance computing, such as efficient algorithms and parallel processing.
l Support the use of interactive exploration of large data sets by employing techniques such as dimension reduction, random sampling, and multi-resolution data.
l Enable the user to control the tradeoff between computational effort, and the accuracy of the models derived from the pattern recognition process. The application and extension of techniques from stochastic modeling and machine learning will provide a mathematical basis for this work.
Mot ivat ion
Our ability to generate data far outstrips our ability to explore and understand it. The true value of this data lies not in its final size or complexity, but rather in our ability to exploit the data to achieve scientific goals.
The data generated by programs such as ASCI have such a large scale that it is impractical to manually analyze, explore, and understand it. As a result, useful information is overlooked, and the potential benefits of increased computational and data gathering capabilities are only partially realized. The difficulties that will be faced by ASCI applications in the near future are foreshadowed by the challenges currently facing astrophysicists in making full use of the data they have collected over the years. For example, among other difficulties, astrophysicists have expressed concern that the sheer size of their data restricts them to looking at very small, narrow portions at any one time. This narrow focus has resulted in the loss of '(serendipitous" discoveries which have been so vital to progress in the area in the past. This domain has large amounts of data that must be analyzed for trends that occur over time.
The modeling done here is very similar to the work described above. This includes interpreting the discovered patterns, visualization of the patterns, analysis of the accuracy of the resulting model, or evaluation of the degree of confidence one should have in the results, and finally possibly returning to one of the previous steps to refine the process.
The scalable pattern recognition work we propose in this project concentrates on the later half of the data mining process, namely, the search for patterns, and knowledge evaluation. Much of the effort in pattern recognition is shared across domains and has similar qualities independent of the domain. Suitably isolating the algorithms and research issues from the specific problem domains should allow a research effort to be applicable to many different applications.
For example, the data central to the synthetic radiographs (SRG) and the MACHO applications described above appear at first to be quite different. The SRG data is much smaller in aggregate than the MACHO data, the error in a CCD image has a different form than the error in a radiograph, and in MACHO, classification will be used to build models, while in SRG probabilistic models will be constructed directly out of experimental data. However, both of the domains are characterized by noisy 2D image data that represent 3D artifacts. The images are time series data, which has a substantial impact on the correlation of the data. The main goals in both domains are to extract features of interest in a pre-processing step, use those features to compare the images, and along the way improve the scalability of the techniques being applied.
The research issues outlined below focus on scalable pattern recognition, and therefore are targeted at the application independent aspects of these problems. In this way, the results of this research can be applied to various application areas around the Laboratory. Collaborations with the programs will supply the domain-specific knowledge that is needed, and assistance in applying the research results in domain-specific projects.
Research Issues
Data-mining, especially for large complex data-sets, is very much in its infancy. The algorithms with better predictive power are far too expensive to apply to anything but small and relatively low-dimensional data. The less complex approaches currently scale to medium-sized data. However, there are often difficult tradeoffs to make between the time needed for a data mining task, the expected accuracy of the results, the complexity and the power of the selected algorithm, the sample size of the data used, and the number of features used to build a pattern. One of the largest examples in a scientific domain in today's literature is of a sky mapping survey done at NASA JPL. The problem domain is similar to the MACHO project described above, except there is no time series data, and the total data size is about two orders of magnitude smaller. The JPL data set consisted of about 100GB of image data. From this data, 50 features were used to describe each object. The run time was measured in days.
There are strong programmatic reasons to scale pattern recognition techniques to data of the current size of the MACHO corpus, and the near future sizes of ASCI data. The following barriers, which all have a major impact on the overall viability and efficiency of a data mining algorithm, will have to be addressed in some way:
l Size of data:
Manipulating such large data requires dealing with issues such as storage, and data transport across networks and through the storage hierarchy from tertiary storage to disk to main memory. Due to this high algorithmic complexity, these algorithms can be computationally timeconsuming. Ideally, the process should be interactive, providing the end-user a quick way of analyzing their data. However, the implementation of current data-mining algorithms is often inefficient, and rarely uses the advances in high performance scientific computing to reduce compute time. Data mining is frequently used as a decision making tool. As such, if the tool is poorly understood, then expensive and incorrect decisions could easily be made based on the output (e.g. treatment decisions in the medical world). Data mining tools generate models that have built in biases, and are often the product of heuristic, non-exhaustive searches through a problem space. Unfortunately the quality of these models (or inferences) are rarely measured, leaving the user to rely on intuition as to how far to trust the results.
If data mining techniques are to be trusted tools of any profession where the (real and opportunity) cost of a mistake is high, then the quantification of the inference results must be addressed. However, there is little to no work currently being done on practical, formal, mathematical modeling for measuring the quality of the results generated by data-mining.
Summary of Approach
We believe that research with a focus on moving towards a more interactive model of computerassisted data exploration and analysis has the highest potential benefit. To achieve this, we are considering: 4 Leveraging
There are significant resources that this effort will be able to leverage: A metric that measures the goodness between experimental and computational models. 
