Subgroup analyses allow us to examine the influence of a categorical moderator on the effect size in meta-analysis. We conducted a simulation study using a dichotomous moderator, and compared the impact of pooled versus separate estimates of the residual between-studies variance on the statistical performance of the Q B(P) and Q B(S) tests for subgroup analyses assuming a mixed-effects model. Our results suggested that similar performance can be expected as long as there are at least 20 studies and these are approximately balanced across categories. Conversely, when subgroups were unbalanced, the practical consequences of having heterogeneous residual between-studies variances were more evident, with both tests leading to the wrong statistical conclusion more often than in the conditions with balanced subgroups. A pooled estimate should be preferred for most scenarios, unless the residual between-studies variances are clearly different and there are enough studies in each category to obtain precise separate estimates.
Introduction
Meta-analysis is a form of systematic review that allows the results of a set of primary studies focused on a common topic to be integrated by the application of statistical methods (Borenstein, Hedges, Higgins, & Rothstein, 2009) . While primary studies typically use participants as the unit of analysis, in most meta-analyses the unit of analysis is the study. One of the steps in a meta-analysis consists of synthesizing the results of the primary studies using effect sizes, which can then be statistically combined using metaanalytic techniques. One of the main purposes of meta-analysis is to examine whether the individual effect sizes are homogeneous around the average effect size. When there is more heterogeneity than expected from sampling error, the meta-analyst must search for study characteristics that can explain at least part of that variability. The moderators are *Correspondence should be addressed to Julio S anchez-Meca, Department of Basic Psychology & Methodology, Faculty of Psychology, Espinardo Campus, University of Murcia, 30100 Murcia, Spain (email: jsmeca@um.es).
DOI:10.1111/bmsp.12092 considered as potential predictor variables and the effect sizes constitute the dependent variable (Borenstein et al., 2009) . If the moderator variable is categorical, an analysis of variance, or subgroup analysis, can be formulated, while the continuous moderators are analysed using meta-analytic analogues to regression analysis.
There are two general statistical models for meta-analysis, the fixed-effect and the random-effects models. The fixed-effect model assumes that all included studies in the meta-analysis share a common population effect size, so the only source of variability is due to sampling error in the selection of the participants of each study (Konstantopoulos & Hedges, 2009) . By contrast, the random-effects model assumes that the population effect size could vary from study to study due to differential characteristics of the studies. Consequently, this model assumes a distribution of the population effect sizes and adds a second source of variability, the sampling error in the selection of the studies in the metaanalysis (Raudenbush, 2009) . Note that the random-effects model assumes the more realistic scenario of heterogeneity among the population effect sizes, due to the differential characteristics of the studies in a meta-analysis.
Subgroup analysis
In meta-analysis, the analysis of categorical moderators is usually referred to as 'subgroup analysis', and is the process of comparing the mean effect sizes in different study subgroups (Borenstein & Higgins, 2013) .
Several statistical models are available to examine the relationship between a categorical moderator and the effect sizes through a subgroup analysis. On the one hand, applying the logic of the general fixed-effect model to subgroup analyses, a fixed-effects model can be assumed in which all studies within the same category of the moderator share a common effect size. In other words, if a fixed-effect model is assumed within each subgroup, such model is called a fixed-effects model.
On the other hand, the mixed-effects model consists of assuming a random-effects model for each subgroup of studies. As a consequence, the mixed-effects model assumes that all studies within the same category of the moderator estimate a normal distribution of population effect sizes with a common mean effect size. The label 'mixed-effects model' is used because: (1) the moderator is considered a fixed-effects component, as the categories of the moderator are not a random sample of a larger number of categories, and (2) the effect sizes (i.e., the studies) include a random-effects component because they are considered a random sample of study effects pertaining to a population of studies in the same category (Borenstein et al., 2009; Viechtbauer, 2010) .
In this paper, we focus on the performance of the mixed-effects model, which is nowadays routinely applied in most meta-analytic studies.
Mixed-effects model
Suppose that the k studies in a meta-analysis are grouped into m mutually exclusive categories of the moderator variable. Denote by k 1 , k 2 , . . . , k m the number of effect sizes of categories 1, 2, . . ., m, respectively, such that
In a mixed-effects model the individual effect sizes, T ij , within the same category j are assumed to estimate a distribution of true effect sizes with mean l hj and variance r 2 ij þ s 2 j , with r 2 ij being the within-study variance for the ith study in the jth category of the moderator, and s 2 j the residual between-studies variance in that category.
We must assume a random-effects model within each category of the moderator variable, thus the statistical model applied in the jth category will be T ij = l hj + e ij + e ij , where e ij and e ij are the within-study and between-studies errors, respectively. It is very common to assume that these two errors are independent of each other and, therefore, the estimated effect sizes are normally distributed: T ij~N (l hj , r 2 ij + s 2 j ), where s 2 j is the common between-studies variance in jth category of the moderator. In addition, the parametric effect sizes of the jth category, h ij , follow a normal distribution with mean l hj and between-studies variance s
Under a mixed-effects model, the main goal in a subgroup analysis is to compare the parametric mean effect sizes from each category of the moderator variable, l hj , in order to test if the moderator is statistically related to the effect sizes. Consequently, first we need to estimate the mean parametric effect size of the jth category of the moderator, l hj , by means of
whereŵ ij are the estimated weights computed throughŵ ij ¼ 1
being the estimated within-study variance of the ith effect size andŝ 2 j the estimated residual between-studies variance of the jth category.
The sampling variance of the mean effect size in the jth category is estimated as
Omnibus test of between-groups differences
It is possible to test the statistical significance of a categorical moderator by means of the between-groups heterogeneity statistic, given by (Borenstein et al., 2009 )
whereŵ þj is the inverse of equation (2) applied to the jth category of the moderator, T j is the mean effect size of the jth category calculated by equation (1) and T represents the weighted grand mean of all effect sizes and is given by
where the total between-studies variance estimate,ŝ 2 , is used to computeŵ ij . Under the null hypothesis of no difference between the mean effect sizes for each of the m categories (H 0 : l h1 = l h2 = . . . = l hm ), the Q B statistic follows a chi-square distribution with m -1 degrees of freedom. Therefore, the null hypothesis will be rejected when Q B exceeds the 100(1 -a) percentile point of the chi-square distribution. A statistically significant result for Q B provides evidence that the moderator is statistically related to the effect sizes.
Estimating the residual between-studies variance
Several methods have been proposed to estimate the total heterogeneity variance in the random-effects model. The most commonly used is that proposed by DerSimonian and Laird (1986) , a heterogeneity variance estimator derived from the moment method.
At this point, it may be useful to make a distinction between the total between-studies variance and the residual between-studies variance. On the one hand, when we apply the random-effects model to estimate the mean effect in a meta-analysis (i.e., without moderators being added to the model) there is an amount of heterogeneity due to sampling error in the selection of the studies in the meta-analysis. This heterogeneity is estimated through the total between-studies variance, which represents the excess variation among the effects over that expected from within-study sampling error alone. On the other hand, in the mixed-effects model we include moderator variables aiming to explain at least part of the total heterogeneity in the effect sizes. Thus, after adding moderator variables the amount of heterogeneity that remains to be explained is the residual heterogeneity or the heterogeneity that cannot be explained by the moderators included in the model.
In the mixed-effects model, two approaches can be adopted to estimate the residual between-studies variance. One is to estimate the residual between-studies variance separately within each category of the moderator, and the other one is to calculate a pooled estimate across categories (Borenstein et al., 2009 
where k j is the number of studies of the jth category, Q Wj is the within-group homogeneity statistic of the jth category computed as the mean effect size of the jth category of the moderator also assuming a fixed-effect model, that is, applying equation (1) but usingŵ Ã ij as weighting factor; and c j is given by
Therefore, equation (5) . Here we will denote the Q B statistic calculated with separate between-studies variances by Q B(S) .
1.4.2. Pooled estimate of the residual between-studies variance An alternative method to estimate the residual heterogeneity variance consists of averaging the residual between-studies variances of the m categories of the moderator variable, through the equation (Borenstein et al., 2009) 
Equation (8) provides a pooled estimate of the residual between-studies variance, so that the weights,ŵ ij , are obtained using a common between-studies variance through the different categories of the moderator, that is,ŵ ij ¼ 1
. Here we will use the term Q B(P) to refer to the Q B statistic calculated with a pooled estimate of the residual between-studies variance,ŝ 2 þ .
An example
To illustrate how the Q B statistic is calculated with the two different methods to estimate the residual between-studies variance (pooled vs. separate estimates), an example extracted from a real meta-analysis is presented here. The data were obtained from a metaanalysis of the efficacy of psychological treatments for panic disorder with or without agoraphobia (S anchez-Meca, Rosa-Alc azar, Mar ın-Mart ınez, & G omez-Conesa, 2010). The effect size index in this meta-analysis was the standardized mean difference (d) between two groups (treated vs. control groups) defined in equation (10) below. From all the moderator variables analysed in this meta-analysis, a dichotomous characteristic was selected to illustrate a subgroup meta-analysis: whether or not the assignment of the participants to the treated and control groups was at random. The database composed of 50 studies is presented in Appendix. Tables 1 and 2 present the results yielded by the Q B statistic with the two methods here compared, as well as the mean effects for each category of the moderator, the sampling variances, the residual between-studies variances and the 95% confidence intervals for each mean effect. Separate estimates of the residual between-studies variances for each category (ŝ 2 j ) were calculated using equation (5). As shown in Table 1 , their values were 0.053 and 0.303 for non-random and random assignment, respectively. On the other hand, the pooled estimate of the residual between-studies variances calculated using equation (8) (Table 2) . When the Q B statistic was calculated taking separate estimates of the residual between-studies variances, the estimated weights for each study were obtained by means ofŵ ij ¼ 1
Conversely, when the Q B statistic was calculated taking a pooled estimate of the residual between-studies variances (ŝ 2 þ ) the estimated study weights wereŵ ij ¼ 1
This distinction affects the Q B statistic, here denoted by Q B(S) and Q B(P) , respectively, as well as the mean effect from each category of the moderator, their sampling variances (V ðd j Þ), and their confidence limits.
The mean effects for non-random and random assignment were 0.545 and 0.966, respectively (Table 1) , when separate estimates of the residual between-studies variances were used (ŝ 2 j ), and 0.559 and 0.961 when a pooled estimate (ŝ 2 þ ) was used ( Table 2 ). The sampling variances and the confidence limits also varied depending on the residual between-studies variances used in the calculations. However, the most dramatic discrepancy among methods involved the two versions of the Q B statistic: Q B(S) and Q B(P) . The null hypothesis of equal mean effect sizes was rejected when separate estimates of the between-studies variances were used (Table 1 : Q B(S) = 5.165, p = .023), but not when a pooled estimate was considered (Table 2 : Q B(P) = 2.588, p = .108).
This example illustrates how results and their interpretation can be affected by the meta-analytic methods selected to undertake the statistical analyses. The choice of the meta-analyst will often be conditioned by the software used for the calculations and he/ she will not be aware of which method was implemented. In fact, the most commonly used statistical programs for meta-analysis do not enable users to choose among the two methods to calculate the individual weights in a mixed-effects model. For instance, if the meta-analyst used metafor (Viechtbauer, 2010) , Comprehensive Meta-Analysis 2.0 (Borenstein, Hedges, Higgins, & Rothstein, 2005) or the SPSS macros written by David B. Wilson to replicate this example, he/she would obtain the results presented in Table 2 , whereas if using RevMan 5.3 (Review Manager, 2014) , the results would be those presented in Table 1 . On the other hand, Comprehensive Meta-Analysis 3.0 (Borenstein, Hedges, Higgins, & Rothstein, 2014) incorporates both methods so that the meta-analyst can use either to estimate the weights (in fact, the results in Tables 1 and 2 were obtained with this program).
Purpose of the study
It is not clear which of these two procedures (separate or pooled estimates) should be preferred in order to estimate the residual between-studies variance, which is involved in the subgroup analysis in a mixed-effects meta-analysis. At this point, it is useful to revise the analogy between the subgroup analysis in meta-analysis and the analysis of variance (ANOVA) for comparing means in a primary study. On the one hand, in the simplest case of a primary study with a two-independent-group design (e.g. experimental vs. control groups), the means of two samples of subjects are compared performing a t-test or an ordinary least squares ANOVA. On the other hand, in a meta-analysis with two subgroups of studies, the mean effect sizes in each subgroup are compared by performing a weighted least squares ANOVA, the weights being the inverse variance of each effect size. Both the t-test and ANOVA for comparing the means of two or more independent groups of subjects assume homogeneity between variances in the two populations. The pooled variance is estimated through the mean squared error in the ANOVA. When the two population variances are heterogeneous, the so-called Behrens-Fisher problem arises, which requires an alternative procedure to the classical t-test or ANOVA. In practice, the usual solution to the Behrens-Fisher problem is to apply the WelchSatterthwaite approach to correct the classical t-test (Welch, 1947) .
In the meta-analytic arena, the picture is a little more complex, as we are working with aggregate scores (e.g. effect sizes summarizing individual scores) instead of individual participants. While in a primary study each subject provides a score, in a meta-analysis each study provides an effect size. The effect sizes of the studies in a meta-analysis will exhibit different precision depending of the sample size of the study. Effect sizes obtained from large samples will be more accurate (less variable) than those obtained from small ones. As a consequence, the appropriate mean of a set of effect sizes is a weighted average, the weights being the inverse variance of each effect size. This weighting scheme affects all statistical calculations in a meta-analysis.
The pooled estimation of the residual between-studies variance from two or more subgroups of studies in a meta-analysis is akin to the estimation of the mean squared error in the ANOVA in a primary study, as both procedures assume the variance between groups to be homogeneous. When this assumption is not tenable, a similar problem to that of Behrens-Fisher emerges, which may lead to inaccurate estimation of the residual between-studies variance. To circumvent this problem, an alternative is the separate estimation of the residual between-studies variance for each subgroup of studies. However, this approach can also yield inaccurate estimates if the number of studies in the subgroups is small (which will often be the case).
In a mixed-effects meta-analysis, the residual between-studies variance is included in the weighting scheme. Thus, the estimation procedure for the residual between-studies variance may have an impact on a wide range of meta-analytic outputs, such as: (1) the estimate of the average effect size for each category of the moderator (see equation (1)); (2) their sampling variances; (3) the confidence intervals; and, relevant to the present work, (4) the computation of the between-groups heterogeneity statistic, Q B (see equation (3)).
The large number of factors that can affect the performance of the Q B(P) and Q B(S) statistics lead to the need for simulation studies to determine which of them is a better option under different meta-analytic conditions. Previous simulation studies have examined the statistical performance of the t-test and ANOVA F test in a primary study, assuming homogeneous and heterogeneous population variances. However, those studies do not address the more complex picture of subgroup analyses in metaanalysis, and therefore their findings might not be generalizable to the meta-analytic arena.
The purpose of this work was to directly compare, by means of Monte Carlo simulation, the statistical performance of the Q B statistic applied in meta-analysis, when two alternative procedures for estimating the residual between-studies variance (separate estimates and pooled estimate) are used. With that aim, the present work is the first simulation study to compare the Q B(S) and Q B(P) tests, assessing their Type I error and statistical power in different meta-analytic scenarios.
The existence of previous simulation studies addressing the heteroscedasticity problem in primary studies enables us to formulate some expectations (Glass & Hopkins, 1996; Glass, Peckham, & Sanders, 1972; Hinkle, Wiersma, & Jurs, 2003; Senn, 2008) . First, in scenarios with balanced sample sizes, we expect Q B(P) to provide an adequate adjustment of the Type I error, even with heterogeneous variances between subgroups. Second, in unbalanced scenarios with heterogeneous variances where the larger variance is associated with the bigger subgroup, the Q B(P) test will be too conservative, and too liberal if the smaller variance is associated with the bigger subgroup instead.
Method of the simulation study
A simulation study was carried out in R using the metafor package (Viechtbauer, 2010) and the two procedures (pooled and separate) for estimating the residual between-studies variance were programmed. Meta-analyses of k studies were simulated with the standardized mean difference as the effect size index. Each individual study included in a meta-analysis compared two groups (experimental and control) with respect to some continuous outcome. Both populations were normally distributed with homogeneous variances (N(l E , r 2 ), N(l C , r 2 )). The population standardized mean difference, d, was defined as (Hedges & Olkin, 1985) 
The parametric effect size, d, can be estimated by means of
where y E and y C are the sample means of experimental and control groups, S is a pooled standard deviation computed as
n E and n C being the experimental and control sample sizes, respectively, S 2 E and S 2 C being the unbiased variances of the two groups, and c(m) is a correction factor for small sample sizes, given by
with N = n E + n C . The estimated within-study variance of d, assuming equal variances and normality within each study, is given bŷ
We simulated a mixed-effects model involving a moderator variable with two categories. In each category of the moderator variable a population of parametric effect sizes was assumed, in addition to the within-group variability.
The number of studies of each simulated meta-analysis was defined as k = k 1 + k 2 , with k 1 and k 2 being the number of studies falling into the first and second categories of the moderator, respectively.
The manipulated conditions in the present study were intended to represent the most realistic scenarios found in meta-analysis. For the number of studies, k, we considered four values, 12, 20, 40, and 60. Furthermore, we manipulated the distribution of k within each category of the moderator, so that in some conditions there was a balanced distribution (e.g. k 1 = k 2 ), while in the remaining conditions there was an unbalanced distribution between the two categories with the second category containing three times as many studies as the first category.
We also manipulated the residual between-studies variance of each category of the moderator in two different ways. First, we considered two values for this parameter, namely 0.08 and 0.16. Second, we simulated a set of scenarios with homogeneous residual between-studies variances for both categories (s The average sample size of the k studies in a meta-analysis was set to 60. Note that, for each study, N = n E + n C , with n E = n C . The selection of the sample sizes for the individual studies in each meta-analysis was performed from the generation of skewed distributions, applying the Fleishman's (1978) algorithm with an average value of 60, a skewness index of 1.386, a kurtosis index of 1.427 and a standard deviation of 5.62. The parameters of this distribution are similar to the distribution of sample sizes found in a recent review of 50 real meta-analyses on the effectiveness of psychological treatments (L opez-L opez, Rubio-Aparicio, S anchez-Meca, & Mar ın-Mart ınez, 2013).
The parametric mean effect size of each category of the moderator was also manipulated. In some conditions the two parametric mean effects were equal to 0.5 (l d1 = l d2 = 0.5), whereas for other conditions they were set to different values: l d1 = 0.5 and l d2 = 0.3 or l d1 = 0.5 and l d2 = 0.1. Moreover, when the parametric mean effect sizes were different for each category, their position was also manipulated, and hence we also generated scenarios with l d1 = 0.3 and l d2 = 0.5 or l d1 = 0.1 and l d2 = 0.5. The conditions with equal parametric mean effect sizes across categories allowed us to study the Type I error rate of the Q B(S) and Q B(P) statistics, whereas the conditions with different parametric mean effect sizes enabled us to assess their statistical power.
To assess the Type I error rate, the total number of conditions was: 4 (number of studies) 9 2 (balanced-unbalanced number of studies in the two categories) 9 4 (residual between-studies variance) = 32. With respect to the statistical power, the conditions were quadrupled regarding those of the Type I error by including two different parametric mean effect sizes and manipulating their position across categories, so that there were 32 9 4 = 128 conditions defined. To sum up, the total number of conditions was 160, and for each one 10,000 replications were generated. Thus, 1,600,000 meta-analyses were simulated.
The Q B(S) test (equation (3)) using separate estimates of s 2 for each subgroup (equation (5)) and the Q B(P) test using a pooled estimate of s 2 (equation (8)) were applied to each one of these replications. In each of the 160 conditions of our simulation study, the proportion of rejections of the null hypothesis of equality of the parametric mean effect sizes of the moderator enabled us to estimate the Type I error rate and the statistical power. Table 3 presents Type I error rates for the Q B(S) and Q B(P) statistics when using the two estimation procedures of the residual between-studies variance in the manipulated conditions. Table 4 summarizes the average Type I error rates as a function of the number of studies, balanced and unbalanced distribution of number of studies within each category of the moderator, and residual between-studies variance of each category of the moderator. Note that the nominal significance level was set to a = .05.
Results

Type I error rate
First, in most conditions results showed the empirical rejection rates of both estimation procedures above the nominal significance level (Tables 3 and 4) . As expected, as the number of studies increased, the proportion of rejections of the null hypothesis of equality for Q B(S) and Q B(P) converged to the nominal significance level (Table 4) .
In general, when the number of studies was balanced across categories, both estimation procedures showed a good adjustment to the nominal level, with negligible differences among the empirical error rates. By contrast, under the conditions with an unbalanced distribution of studies between the two categories, the differences in error rates for both estimation procedures were most notable ( Table 3) .
As can be seen in Table 3 , and focusing on unbalanced distribution of the number of studies within each category of the moderator, when the residual between-studies variances of each category were homogeneous (s = residual between-studies variance of the first category of the moderator; s 2 2 = residual between-studies variance of the second category of the moderator; k = number of studies; Balanced = balanced distribution of k within each category of the moderator; Unbalanced = unbalanced distribution of k within each category of the moderator, with fewer studies in the first category; Q B(S) = Q B test using separate estimates of s 2 for each subgroup; Q B(P) = Q B test using a pooled estimate of s 2 . Table 4 . Average Type I rates by number of studies (k), by balanced and unbalanced distribution of k, and by the residual between-studies variance of each category of the moderator (s Note. Q B(S) = Q B test using separate estimates of s 2 for each subgroup; Q B(P) = Q B test using a pooled estimate of s 2 . Table 5 shows the empirical power rates for Q B(S) and Q B(P) tests in the manipulated conditions. Table 6 summarizes the average power rates as a function of the magnitude of the difference between the parametric mean effect sizes of each category of the moderator, number of studies, balanced and unbalanced distribution of number of studies within each category of the moderator, and the residual between-studies variance for each category of the moderator. In general, the influence of the different conditions manipulated was equivalent for the Q B(S) and Q B(P) tests and, in most conditions, both tests yielded statistical power rates far below .80 (Tables 5 and 6 ). Table 6 shows that, as expected, Q B(S) and Q B(P) tests increased their statistical power as the number of studies and the magnitude of the difference between the parametric effect size of each category increased. Furthermore, under the conditions with a balanced distribution of the studies across categories, the Q B(S) and Q B(P) tests showed greater power than under the condition with an unbalanced distribution of the studies (see also Table 5 ). In relation to the conditions with homogeneous residual between-studies variances, large amounts of residual s 2 values correspond to smaller rejection rates for both tests. Accordingly, the highest power rates, Q B(S) = 0.9760 and Q B(P) = 0.9759, were obtained under optimal scenarios, that is, maximum difference between the parametric mean effect size of each category (|l d1 -l d2 | = 0.4), large number of studies (k = 60), balanced distribution of studies within each category and small and homogeneous values of the residual between-studies variance of each category (s (Table 5) .
Statistical power
As shown in Table 5 , under a balanced distribution of the number of studies within each category of the moderator, the Q B(S) and Q B(P) tests performed very similarly, even when the assumption of homogeneity variances was not fulfilled. By contrast, when the number of studies was distributed unequally within each category of the moderator and the residual between-studies variances of each category were homogeneous, the Q B(S) test yielded a slightly higher power than the Q B(P) test.
Discussion
This study compares the impact of two procedures for estimating the residual betweenstudies variance, separate estimates and pooled estimate, on the statistical performance of the Q B test for subgroup analyses assuming a mixed-effects meta-analysis. Our work is the first simulation study to address the question of which estimation procedure for the residual between-studies variance yields the most accurate results for the Q B test under a set of realistic scenarios, and also allows us to explore the practical consequences of using separate estimates or a pooled estimate.
Under a balanced distribution of the number of studies across categories, we expected good performance from the Q B(P) test even when the assumption of homogeneity of the residual between-studies variances was not fulfilled. This is a similar situation to that of the typical ANOVA F test with equal sample sizes between groups of subjects, where the F test is robust to violations of the homoscedasticity assumption (Glass & Hopkins, 1996; Senn, 2008) . Our results showed similar Type I error rates for the Q B(P) test in the conditions with homogeneous and heterogeneous residual between-studies variances. However, the empirical Type I error rates showed a good adjustment to the nominal level only in metaanalyses with a large number of studies (40 or more studies), the adjustment becoming slightly more liberal as the number of studies decreased.
Comparing the performance of the Q B(S) and Q B(P) tests, their Type I error and statistical power rates were similar through all the conditions of subgroups with equal number of studies. This suggests that when the studies are distributed equally within each category of the moderator the meta-analyst may apply any of the procedures in order to estimate the residual between-studies variance. Nevertheless, if the number of studies and the residual between-studies variances are roughly similar across categories, using a pooled estimate would be expected to provide more accurate results for most scenarios, as it takes into account a larger number of studies. This can be particularly important if the total number of studies is small (e.g., <20), which has been found to be the case for most Cochrane Reviews (Davey, Turner, Clarke, & Higgins, 2011) .
When the number of studies was distributed unequally across categories, the practical consequences of having heterogeneous residual between-studies variances were more evident, with both tests leading to the wrong statistical conclusion more often than in the conditions with balanced subgroups. Specifically, under the condition of heterogeneity where the value of the smallest residual between-studies variance (s 2 = 0.08) was associated with the category with the smallest number of studies, the Q B(S) test showed adequate control of the Type I error rate with at least 60 studies, whereas that the Q B(P) test yielded over-conservative Type I error rates and poor performance in terms of statistical power regardless of the number of studies. Under conditions where the value of the Table 5 . Statistical power rates for the two estimation procedures of the residual between-studies variance
Notes. l d1 = parametric mean effect size of the first category of the moderator; l d2 = parametric mean effect size of the second category of the moderator; s 2 1 = residual between-studies variance of the first category of the moderator; s 2 2 = residual between-studies variance of the second category of the moderator; k = number of studies; Balanced = balanced distribution of k within each category of the moderator; Unbalanced = unbalanced distribution of k within each category of the moderator, where the number of studies in the first category is the lowest; Q B(S) = Q B test using separate estimates of s 2 for each subgroup; Q B(P) = Q B test using a pooled estimate of s 2 .
largest residual between-studies variance (s 2 = 0.16) was associated with the category with the smallest number of studies, both tests provided inflated Type I error rates, with the Q B(P) test showing a greater departure from the nominal significance level. Note that the performance of the Q B(P) test was similar to that expected for the F test in a typical ANOVA with unbalanced sample sizes, when the homoscedasticity assumption was not met (Glass et al., 1972; Hinkle et al., 2003) .
Lastly, our results also reflect that the Q B(P) test yielded more accurate control of error rates when the residual between-studies variances homogeneity assumption was fulfilled. In practice, the Q B test is usually calculated using a pooled estimate (Borenstein et al., 2009; Viechtbauer, 2010) . Borenstein et al. (2009) and Viechtbauer (2010) suggested using a pooled estimate of the residual between-studies variance except when the metaanalyst suspects that the true value of the residual between-studies may vary from one category to the next.
As pointed out in the introduction, the most popular statistical packages for metaanalysis estimate the residual between-studies variance implementing only one of the two procedures described and compared throughout this paper, so that choice of software determines the method to be used. Our results showed some evidence that pooled or separate estimates might lead to a different performance of the Q B test under some scenarios. Therefore, it would be helpful for the different meta-analysis software options to allow users to implement either method based on the characteristics of the database, as is already the case for Comprehensive Meta-Analysis 3.0 (Borenstein et al., 2014) . That would also allow undertaking sensitivity analyses if the meta-analyst suspects that the choice of procedure may have an impact on the results.
Results from our simulation study also shed some light on the accuracy of hypothesis testing for categorical moderators in meta-analysis, beyond the choice of pooled or separate variance estimates. The overall picture suggests that statistical tests can be expected to perform close to the nominal significance level in terms of Type I error, although greater between-studies variances and unbalanced category sizes may lead to inflated rates. Conversely, statistical power rates can be lower than desirable unless the difference among category effects and the number of studies are large enough. While the former may vary widely, the number of studies is often below 40 when the influence of a categorical moderator is statistically tested. Therefore, our results suggest that most of those analyses might be underpowered.
In conclusion, the results of our simulation study suggest that similar performance can be expected when using a pooled estimate or separate estimates of the residual betweenstudies variance to test the statistical association of a dichotomous moderator with the effect sizes, as long as there are at least 20 studies and these are roughly balanced across categories. Our results stress the need for a relatively large number of studies for the methods to have enough power to detect small to moderate differences among effect sizes from different subgroups. A pooled estimate will be preferable for most scenarios, unless the residual between-studies variances are clearly different and there are enough studies in each category to get precise separate estimates. Researchers are also encouraged to report the between-studies variance estimate(s) alongside its (their) confidence limits.
Limitations and future research
There are some limitations to this study. The results found can be generalized to the specific manipulated conditions. Although this study focused on standardized mean differences as the effect size index, our findings may be generalized to other effect size measures which follow an approximately normal distribution. In future simulation studies, it would be advisable to extend the manipulated conditions, for example, using other effect size indices, increasing the number of categories of the moderator and varying the average sample size of each meta-analysis.
In future studies, other estimators of the residual between-studies variance could be applied, such as the restricted maximum likelihood estimator (Viechtbauer, 2005) , and they might also consider alternatives to the normal distribution to generate parametric effects, in order to mimic realistic scenarios more closely.
Finally, the Type I error and statistical power rates yielded by the methods considered in this study were suboptimal for many of the conditions examined. Previous simulation studies have demonstrated that the method proposed by Knapp and Hartung (2003) outperforms the standard method for testing the statistical significance of a continuous moderator (Viechtbauer, L opez-L opez, S anchez-Meca, & Mar ın-Mart ınez, 2015) . It would be interesting to evaluate the performance of this method to test for categorical moderators.
