Abstract. Maps of the number, size, and species of trees in forests across the western United States are desirable for many applications such as estimating terrestrial carbon resources, predicting tree mortality following wildfires, and for forest inventory. However, detailed mapping of trees for large areas is not feasible with current technologies, but statistical methods for matching the forest plot data with biophysical characteristics of the landscape offer a practical means to populate landscapes with a limited set of forest plot inventory data. We used a modified random forests approach with Landscape Fire and Resource Management Planning Tools (LANDFIRE) vegetation and biophysical predictors to impute plot data collected by the US Forest Service's Forest Inventory Analysis (FIA) to the landscape at 30-m grid resolution. This method imputes the plot with the best statistical match, according to a "forest" of decision trees, to each pixel of gridded landscape data. In this work, we used the LANDFIRE data set for gridded input because it is publicly available, offers seamless coverage of variables needed for fire models, and is consistent with other data sets, including burn probabilities and flame length probabilities generated for the continental United States. The main output of this project is a map of imputed plot identifiers at 30 × 30 m spatial resolution for the western United States that can be linked to the FIA databases to produce tree-level maps or to map other plot attributes. In addition, we used the imputed inventory data to generate maps of forest cover, forest height, and vegetation group at 30 × 30 m resolution for all forested pixels in the western United States, as a means of assessing the accuracy of our methodology. The results showed good correspondence between the target LANDFIRE data and the imputed plot data, with an overall within-class agreement of 79% for forest cover, 96% for forest height, and 92% for vegetation group.
INTRODUCTION
Geospatial data describing tree species or forest structure are required for many analyses and models of forest landscape dynamics, including estimating stocks of terrestrial carbon (Jenkins et al. 2001) , forest biomass (Blackard et al. 2008) , forest growth and mortality (Brown and Schroeder 1999, Falkowski et al. 2010) , national-level fire planning and risk assessment (Schmidt et al. 2002) , simulating continental-scale burn probabilities (Finney et al. 2011) , simulating wildfire intensity patterns and fuel treatment strategies (Finney et al. 2007 ), tree species abundance and distribution (Wilson et al. 2012) , basal area (Wilson et al. 2012) , estimating timber volume (Franco-Lopez et al. 2001 , Muinonen et al. 2001 , mapping wildland fuels for simulating fire growth (Keane et al. 2001) , and v www.esajournals.org RILEy ET AL.
simulating wildfire risk transmission from federal lands to the wildland-urban interface (Haas et al. 2014) . Forest data must have resolution and continuity sufficient to reflect site gradients in mountainous terrain and stand boundaries imposed by historical events, such as wildland fire and timber harvest. Such detailed forest structure data are not available for large areas of public and private lands in the United States, which rely on forest inventory at fixed plot locations at sparse densities of one plot per 6000 acres (Burkman 2005) . While direct sampling technologies such as light detection and ranging (LiDAR) may eventually make broad coverage of detailed forest inventory feasible (e.g., Hudak et al. 2008 , Latifi et al. 2012 , no such data sets at the scale of the western United States are currently available.
Models of geospatial forest structure have utilized various statistical methods to assign the measured plots from a sparse sample to unmeasured locations using a set of predictor variables. These methods have a common goal: to take more detailed observations at relatively few locations (e.g., field plots or stand inventories) and assign their characteristics to the unmeasured locations on the landscape in order to provide seamless information about all locations. The detailed observations are often referred to as the "reference data," while the landscape data (often derived from aerial photographs, stand records, or satellite imagery) are referred to as the "target data." These methods include linear models, image classification (Van Wagtendonk and Root 2003) , classification and regression trees (CART), kriging (Krige 1951) , universal kriging (UK ; Cressie 1990) , and an assortment of nearest neighbor methods, including normalized and unnormalized Euclidean distance, Mahalanobis distance, independent component analysis (ICA), most similar neighbor (MSN, also called canonical correlation analysis), gradient nearest neighbor (GNN, also called canonical correspondence analysis), and random forests (RF; Moeur and Stage 1995 , Pierce et al. 2009 , Hudak et al. 2008 , Wilson et al. 2012 , Breiman 2001 . A distinguishing factor among all of these methods is whether they allow for the use of categorical predictor variables as well as continuous variables.
Linear models use the values of one or more predictor variables and a set of coefficients to predict the value of a response variable. Most classification and regression tree (CART) analyses use a look-up table or classification rules to match a response variable with input characteristics (Breiman 2001 , Pierce et al. 2009 , Rollins 2009 ). Random forests uses a set of decision trees (a "forest") to predict which among the reference data (e.g., forest plots) are most similar to the characteristics at a target location, including both continuous and categorical variables (Cutler et al. 2007) . Kriging is a form of interpolation, using "a Gaussian process governed by prior covariances" (Krige 1951) . Universal kriging is similar to kriging, but with a local trend; it can be viewed as a point interpolation, using a point map as input and returning a raster map with estimations (Cressie 1990) . Nearest neighbor methods represent a more recent approach to mapping forest attributes, and use a set of numerical predictors (often spectral and environmental continuous variables) to assess which of the candidate reference data (e.g., field plots) are most similar to each target (map) location (Pierce et al. 2009 ). Using continuous variables only, most similar neighbor (MSN) uses a similarity measure that employs canonical correspondence analysis to summarize the multivariate relationships between the set of target data and the set of reference data derived from field samples (Moeur and Stage 1995) . Similarly, gradient nearest neighbor (GNN) imputation also utilizes canonical correspondence analysis, but incorporates the direct gradient analysis in assigning weights to predictor variables Gregory 2002, Pierce et al. 2009 ). GNN and MSN techniques assign values at each target location that are the original values measured at a field plot, while regression-based and interpolation methods assign the modeled values (Pierce et al. 2009 ). The GNN and MSN techniques give users the option to choose multiple nearest neighbors in order to predict continuous variables, as in k-nearest neighbor techniques (e.g., McRoberts 2009 , Wilson et al. 2012 .
Recent studies have used a variety of these methods to impute forest structure variables or forest plots to target data, and have in some cases compared the robustness of various methods. In a project focused on estimating the tree mortality, Drury and Herynk (2011) used a CART procedure to create a national-scale 30-m grid of tree-list plots having the median bark thickness v www.esajournals.org RILEy ET AL.
within stratifications of existing vegetation type, biophysical setting, succession class, and canopy bulk density. Among several methods, Pierce et al. (2009) found that GNN performed best for forest structure variables in Oregon, while linear models and universal kriging demonstrated stronger performance for both forest structure and canopy variables in Washington and California. Among the nearest neighbor methods, Hudak et al. (2008) found that random forests produced the best results for predicting the plot-level basal area and tree density and was the most robust and flexible method for a study area in north-central Idaho.
In this study, we describe the methods for developing a tree-list data set for the purpose of using forest inventory data with national-scale wildfire simulations, among others. Potential uses of this tree list include estimating the effect of fuel treatments and wildfires on mortality and carbon stores. For use in these research applications, the tree-list data set needed to be compatible with several other existing data sets: (1) Landscape Fire and Resource Management Planning Tools (LANDFIRE) vegetation and fuels data, which provide landscape inputs to the wildfire simulations (Rollins 2009 ; data available at www.landfire.gov), and (2) outputs of the wildfire simulations, including continentalscale burn probability grids and flame length grids from Fire Program Analysis project (FPA; Finney et al. 2011) . The LANDFIRE program is shared between the wildland fire management pro grams of the U.S. Department of the Interior and U.S. Department of Agriculture and was precipitated by the National Fire Plan of 2000, which tasked LANDFIRE with producing landscapescale geospatial products to support planning, operations, and management across land ownership boundaries. Major advantages of LANDFIRE data are that they provide seamless coverage of variables necessary for fire models across the United States, and the data are publicly available. LANDFIRE vegetation and fuels data serve as inputs for a number of fire modeling efforts, including the above-referenced continental runs of the Large Fire Simulator (FSim) conducted by Fire Program Analysis (FPA). Thus, LANDFIRE data were chosen as target data for the tree list, so that the tree list would be consistent with the outputs of previous fire modeling efforts, and could be used in future research, including the calculation of risk to terrestrial carbon resources from wildfire. However, the level of detail in the LANDFIRE data is not sufficient for applications such as basal area determination and treatment effectiveness. Hence, the current effort to produce a tree-list data set links each LANDFIRE pixel to an FIA plot, thus enabling users to link to the extensive database for each FIA plot, which includes the number, size, and species of each tree, among many other attributes.
With the requirement for having compatibility between the tree-list data and the vegetation and fuels data provided by LANDFIRE, most of the methods listed above were precluded. For example, kriging would model the values based on the point plot data, but would not have good correspondence with the LANDFIRE data. In addition, the vegetation group data are categorical, while other predictor variables are numerical and continuous. This limits the set of possible methodologies to classification trees (i.e., Pierce et al. 2009 ). We chose random forests as our methodology because it leverages a "forest" of classification trees in order to produce high accuracies and model complex interactions among predictor variables, two notable strengths of this methodology over other statistical classifiers (Breiman 2001 , Cutler et al. 2007 ). The modified random forests method used here evaluates a set of forest plots and identifies the bestmatching plot for each grid cell on the landscape. Several important differences exist between the random forests methodology used here and that of Drury and Herynk (2011) : (1) We limited our scope to a single set of nationally consistent plot data, whereas they obtained a variety of fixedand variable-radius plot designs from multiple agencies; (2) because tree mortality was not the primary variable of interest, we did not use it as a predictor; and (3) we wanted to identify a single best-matching plot for each point on the landscape rather than utilizing the median plot in a class, thus retaining more variability on the landscape.
Given our objective to find the single bestmatching plot for each pixel on the landscape, we optimized our model for a set of response variables linked to the prediction of terrestrial carbon: forest cover, forest height, and existing vegetation group (EVG) . Here, we demonstrate v www.esajournals.org RILEy ET AL.
high model accuracies and high levels of agreement between the target (LANDFIRE) and imputed data for a random forests imputation run on all 997,153,322 forested pixels in the western United States at 30-m grid resolution. The primary output of this project is a raster grid of plot identifiers, which can in turn be used to generate a list of the number, size, and species of trees assigned to each pixel.
METHODS
In this section, we first describe our data sources, then present a brief description of the modified random forests methodology and how we applied it specifically to our problem. We finish by offering a description of the methods we used for verifying our outputs.
Data sources
Forest Inventory Analysis forest plot data.-We obtained the measurements of tree size, height, species, and status (dead or alive) from the US Forest Service's Forest Inventory Analysis (FIA). FIA measures the forest attributes on a network of plots in all 50 states using a standardized plot design that was implemented beginning in 1999 (Fig. 1) (O'Connell et al. 2014 ). Version 5.1 data were downloaded from the FIA Data Mart (http:// apps.fs.fed.us/fiadb-downloads/datamart.html, on 11 April 2012). We restricted the plot data to single-condition forested plots only; conditions are defined by changes in vegetation or land use, and some plots have more than one condition because of harvesting or fire, for example (O'Connell et al. 2014 ). Because we wanted the plots used in imputation to be more or less homogenous, we used single-condition plots only.
The LANDFIRE Reference Database.-The subset of FIA plots used in this study were further restricted to those in the LANDFIRE Reference Database (LFRDB), a database of plots leveraged by LANDFIRE in the production of their spatial data sets. The LFRDB was the sole source of three stand-level descriptions not available from the native FIA data: existing vegetation cover (EVC), exi sting vegetation height (EVH), and existing vegetation group (EVG), which were assigned to FIA plots by the LAND FIRE project based on geographic location and the characteristics of the trees recorded. Existing vegetation group describes the ecological sys tem (NatureServe 2009). Existing vegetation cover represents the vertically projected percent cover of the live canopy layer. Existing vegetation height is the average height of the dominant vegetation. Once plots were restricted to single-condition forested plots that appear in the LFRDB, 15,333 plots in the western United States were available for imputation.
LANDFIRE Target Landscape Data.-LANDFIRE provides a suite of topographic, biophysical, and vegetation data at 30-m grid resolution for the western United States that served as the target data for this project. Existing vegetation group is assigned to each pixel using a set of hierarchical and iterative CART models, Landsat imagery, biophysical gradients, and training databases developed from the LFRDB (Rollins 2009 ). Existing vegetation cover and height are mapped using regres sion tree-based models, empirical models, and spectral mixture models, leveraging spectral information from Landsat imagery and land cover information from the National Land Cover Database (Homer et al. 2004) .
Random forests imputation
In this modified random forests imputation, a set of reference observations comprising the FIA plot data was imputed to a set of target points corresponding to the center of each 30-m pixel of the LANDFIRE landscape grid (Crookston and Finley 2008) . The output consists of a raster grid attributed with the best-matching plot ID for each pixel (Fig. 2) . The modified random forests model was created by inputting the forest plot data to the yaImpute package in the statistical program R Finley 2008, R Foundation 2016) . We refer to our method as a modified random forests approach because yaImpute adapts the randomForest package in several ways, most notably: (1) by using the "nodes" matrix directly to compute proximity without the necessity of holding the often-large proximity matrix in memory and (2) it is possible to have more than one response variable. We chose to use the modified random forests approach because our study design ideally involved the use of more than one response variable. However, although we did utilize the modified random forests approach as coded in yaImpute, we often refer to our method in the remainder of the manuscript as simply "random forests" for the sake of brevity.
Random forests requires all predictor variables to be available for both the reference and target data, which greatly constrains the list of possible variables. After examining the variables used in other imputation efforts and testing a more extensive list of predictor variables, we chose to include the variables listed in Table 1 based on their variable importance scores, the expected relevance to forest characteristics, and the lack of redundancy with other predictor variables: three topographic variables (slope, aspect, and Fig. 2 . Random forests requires two sets of input data, which are referred to as the reference data and the target data. The reference data refer to the more detailed observations at sparse points on the landscape, in this case, the FIA plot data. The target data represent the whole landscape and are often derived from satellite data; in this case, we used the raster LANDFIRE data. The same set of predictor variables must be available for both the reference and target data. In this simplified schematic example, we used only two predictors: precipitation and vegetation group. The goal of the random forests imputation is, for each pixel of raster data, to find the forest plot that is the best match, based on a suite of predictor variables. In this example, the characteristics of plot 1 are obviously much closer to the characteristics of the center pixel than those of plot 15,333, so plot 1 would be matched (or "imputed") to the center pixel. The output from our random forests method is a raster grid of forest plot ID numbers, which can be linked to characteristics of the plots, including the number, size, and species of trees. v www.esajournals.org RILEy ET AL. elevation), two location variables (latitude and longitude), three vegetation variables (forest cover, forest height, and vegetation group), and six biophysical variables (maximum temperature, minimum temperature, relative humidity, precipitation, photosynthetically active radiation, and vapor pressure deficit).
The predictor variables for the reference (plot) data were derived as follows. FIA collects numerous variables at plots, but for the imputation we directly utilized only elevation, slope, aspect, latitude, and longitude (the latter two attributes are not publicly available, but were acquired via a Memorandum of Cooperation signed between the authors of this manuscript and FIA). The three vegetation variables are calculated based on FIA plot characteristics by the LANDFIRE program, as noted above, which calculates EVH (hereafter referred to as "forest height"), EVC ("forest cover"), and EVG ("vegetation group") for each plot in their LANDFIRE Reference Database. These data are also not publicly available, but were acquired via the Memorandum of Cooperation. A suite of biophysical predictors was derived via an overlay of the plot locations with gridded biophysical data from the LANDFIRE project (maximum temperature, minimum temperature, relative humidity, precipitation, photosynthetically active radiation, and vapor pressure deficit).
The same suite of predictor variables was obtained from various LANDFIRE raster data sets for the target (gridded) data. The three topographic variables (elevation, slope, and aspect) and the three vegetation variables (forest cover, forest height, and vegetation group) are publicly available as 30 × 30 m rasters (www.landfire. gov, version 1.2.0). The biophysical predictors are available at the same resolution from the LANDFIRE project.
Because we wanted to optimize the tree list for estimating carbon storage, we chose the response variables of forest cover, forest height, and vegetation group. Note that these also appear nominally in the list of predictor variables. Although the terms "predictor" and "response variable" are used in the descriptions of the random forests methodology, they do not have the same meaning as in other statistical approaches where the predictor variables are used to predict the value of the response variable. In random forests, the predictor and response variables are used to find the associations among the reference data and to find which observations are most like one another. In that sense, a variable can serve as both predictor and response without conflict. It is important that the response variable should not be used also as a predictor variable for the target data, and our methodology meets this criterion, as the three response variables were derived using different data sources and methodologies than were used to derive the predictor variables for the target data: For the reference data, the response variables we call forest cover, forest height, and vegetation group were based on the characteristics of the trees in the FIA plots, and for the gridded target data, the predictor variables we call forest cover, forest height, and vegetation group were based on satellite imagery and land cover data, among other inputs. We expect that using several of the predictor variables from the reference data as response variables will have the effect of increasing accuracy for these three variables over more traditional approaches, an innovation of our approach. It is also important to note that although the response variables are forest cover, forest height, and vegetation group, that is not what we are predicting: We are predicting the plot that is the best match for each pixel and outputting a map of plot IDs, which users can link to data in the FIA databases. At the time of this study, the randomForest package in R had a maximum of 32 classes of data it could use, and there were more than 32 vegetation groups present in the plot data; therefore, we performed the imputation on one zone of LANDFIRE data at a time, which always limited the number of classes to less than 32 (Fig. 3) . From the list of 15,333 plots in the western United States, we created a subset consisting only of the plots with vegetation groups appearing in each zone. For example, when performing the imputation for zone 9, we limited the population of plots available for imputation to only those plots with vegetation groups that LANDFIRE had mapped in zone 9. Then, we formed the random forest model using the suite of predictor variables listed in Table 1 . For each zone, we employed 249 total decision trees, with these trees divided equally among the three response variables: In other words, there were 83 decision trees to predict forest height, 83 for forest cover, and 83 for vegetation group. We decided on 249 trees after finding that the error rates barely differed from those of parameterizing the model using 500 trees, but saved a significant amount of computational time. A short description of how each decision tree is constructed follows, based on Cutler et al. (2007) . Each decision tree is formed using a random sample of 66% of the plots, and the remainder (referred to as the out-of-bag observations) are set aside to assess the accuracy. Then, the bootstrap sample is divided into two groups in a process called binary partitioning. In order to determine how to partition the data, a small number of randomly selected variables (in this case, the square root of the number of predictor variables) are examined to see which best minimizes the variance in the response variable. That variable is chosen, at a point called a "node," and the bootstrap sample is divided into two groups, or "buckets." Binary partitioning continues until the variance in each bucket cannot be reduced significantly, or until further divisions cannot be made without reducing the number of observations in a bucket to less than 5. Each "fully grown" decision tree is used to predict the out-of-bag observations, in order to assess the model's accuracy. To better illustrate this process, we show a simplified schematic of two trees in Fig. 4 . In random forests, the decision trees cannot be viewed, so we cannot show one here, but Fig. 4 is provided as an illustration of how the method works. Once the "forest" of decision trees has been grown using the plot data, they are used to predict the best-matching plot for each pixel of the gridded target data. For a chosen pixel, its suite of predictor variables are used to determine its terminal bucket for each decision tree. The plots that appear in the same terminal bucket with the pixel observation are recorded for each of the 249 trees (recall that there are 83 decision trees to predict forest height, 83 for forest cover, and 83 for vegetation group). The plot that most frequently co-occurs with the pixel observation across all 249 trees (and thus all three response variables) is chosen as the best match for that pixel, with ties split randomly. In this project, we used random forests to find the best-matching FIA plot for each forested 30-m pixel of LANDFIRE data, imputing an FIA plot number to each pixel, and generating a raster grid of the best-matching plot numbers. The plot numbers can be linked back to the database of plot characteristics, so for any pixel on the landscape, maps can then be made of any number of plot characteristics, ranging from the response variables (cover, height, and vegetation group) to other plot characteristics that were neither predictor nor response variables (such as terrestrial carbon, basal area, or the number of trees).
We obtained an overall accuracy of the model by taking the out-of-bag misclassification for each tree and considering them in aggregate to assess the overall quality of the random forests model. We report the error rates for four randomly chosen zones in Table 2 . Error rates were similar across the four zones for the three response variables. The low error rates indicate high model accuracy.
FIA data security restrictions did not allow the distribution of the tree list if any plot with its center located in a pixel was imputed to that pixel, which occurred at 3679 of the 15,333 plot locations. For these plots, we normalized each of the predictor variables to a scale of 0-1, then found Fig. 4 . A "forest" of decision trees was constructed from the forest plot observations. This figure shows a simplified schematic example of how two of the trees might look. Once the forest of trees is constructed, observations from each cell of the target data are passed down the trees, and the plots that end up in the terminal bucket (lowest) with the observation are recorded. The plot assigned to that pixel is the one that appears most frequently in the terminal bucket with it. 
Fidelity Compared to LANDFIRE Attributes and random chance
Another measure of the performance of this modified random forests method was to compare the characteristics of the imputed plots to the gridded target data. Specifically, we compared the forest cover, forest height, and vegetation group of the imputed plot data with those of the gridded target data and report the percentage agreement for each LANDFIRE zone and the US West as a whole. For the US West, we also calculated and reported Cohen's kappa statistic to account for agreement by random chance in forest cover, forest height, and vegetation group, with complete agreement being ĸ = 1 and agreement only by random chance being ĸ = 0 (Cohen 1960) . Bar plots were used to compare the proportion of the data in each cover, height, and vegetation class across the three data sources (FIA plots, target LANDFIRE data, and imputed data). In addition, we calculated the physical distance from each pixel center to the center of the plot that was imputed, to assess whether random forests preferentially imputed plots from nearby.
RESULTS
Plot identification numbers were imputed at 30 × 30 m resolution to 997,153,322 forested pixels in the US West. We found that plots tend to impute to a cluster of pixels, due to similarities in the topographic and biophysical predictor variables, as clustering is not imposed by the random forests method (Fig. 5) .
During fidelity assessment, we compared the values of the response variables (forest cover, forest height, and vegetation group) in the imputed plot data to the LANDFIRE target raster grids in order to obtain the estimated levels of agreement for the tree list. For all forested pixels in the US West, within-class agreement was 79% for forest cover, 96% for forest height, and 92% for vegetation type. In addition, agreement for these variables is high in most zones (Table 3) .
Forest height
LANDFIRE maps forest height in five classes: 0-5 m, 5-10 m, 10-25 m, 25-50 m, and greater than 50 m. The LANDFIRE organization also computes the height of FIA forest plots in its LFRDB to tenths of a meter. We compared the height of each imputed plot to the height class mapped by LANDFIRE for the corresponding pixel. Overall within-class agreement for height varied between 82% and 100% across the 27 completed zones (Table 3 ). For the western United States as a whole, the overall percentage agreement was 96% and Cohen's kappa was 0.93. The imputation reproduced the patterns in the gridded LANDFIRE data (Fig. 6) .
The proportion of the landscape in each height class was similar across the LANDFIRE data, the imputed data, and the FIA plots (Fig. 7) . However, the distribution of height classes was more similar between the LANDFIRE and imputed data than in the FIA data, with the LANDFIRE and imputed data somewhat underrepresenting the lowest height class (0-5 m) and overrepresenting the 5-to 10-m height class compared with the FIA plot data. As the FIA data constitute a random sample of forested points on the landscape, they likely represent the proportion of height classes present on the landscape quite well. It is not surprising that the imputed data would better match the LANDFIRE data, however, because the LANDFIRE gridded data were used as target data in this project. The close correspondence between the three distributions indicates that LANDFIRE data accurately capture the distribution of height classes present in a random sample of the landscape (as conveyed by the FIA data) and that the imputed data correspond closely with the LANDFIRE target data, an indication of high model accuracy. Within-class agreement was related to the number of plots in a height class, with rarer classes having lower agreement rates (Fig. 8) .
Forest cover
Forest cover is mapped in nine classes by LANDFIRE: 10-19%, 20-29%, 30-39%, 40-49%, 50-59%, 60-69%, 70-79%, 80-89%, and 90-100%, with areas of tree cover less than 10% not considered forested. For FIA plots, forest cover is estimated to the nearest percentage in the LFRDB. In the 27 LANDFIRE zones in the western United v www.esajournals.org RILEy ET AL.
States, overall within-class agreement for cover varied between 40% and 95% (Table 3) . For the western United States as a whole, percentage agreement was 79% and Cohen's kappa was 0.75. In general, landscape patterns of forest cover in the target data were well reproduced by the imputed data (Fig. 9) . The proportion of the landscape in each cover class was similar for the LANDFIRE target data, the imputed data, and the FIA plots (Fig. 10) . The imputed data, however, underrepresented the lowest cover class (10-19%) compared with the FIA and LANDFIRE data. The number of plots in a cover class affected the within-class agreement rates, with rarer cover classes having lower rates of agreement (Fig. 11) .
Vegetation group
The third response variable, vegetation group, is mapped to the gridded target data by LANDFIRE, and assigned to FIA forest plots in the LFRDB. Note that all vegetation groups appear in the LANDFIRE and imputed data appear in the FIA plots (n = 36), but not all vegetation groups represented by FIA plots appear in Fig. 5 . A subset of the landscape in zone 19, the Swan Valley of Montana. The top panel is NAIP 1-m imagery provided by the US Forest Service image server. The lower panel shows the plot IDs for the plots most frequently assigned to each pixel, with each color representing a unique plot imputed to the same subset of the landscape as in the top panel (white signifies nonforested pixels). In the left half of the imagery, it is apparent that the landscape is dominated by a checkerboard pattern, the legacy of extensive timber harvest on private lands, and less extensive harvest on public lands. On the right side of the imagery, vegetation is dominated by topographic gradients in a mountainous landscape. The imputation was able to pick up these patterns, with the outline of the checkerboard visible in the left half of the lower panel and the topographic gradients visible in the clustering of the plots on the right half of the lower panel. the LANDFIRE (n = 31) or imputed (n = 30) data. In other words, FIA plots could be keyed to a vegetation group that did not appear in the gridded LANDFIRE data (details are given in Table 4 ). Vegetation group 701 (introduced riparian vegetation) appeared in the gridded LANDFIRE data, but only one FIA plot keyed to this vegetation group, and it was never used in the imputation, as it was presumably not a good match for the pixels where it appeared in the LANDFIRE data in terms of the other predictors (cover, height, x, y, and biophysical variables).
Overall agreement for vegetation group varied between 48% and 97% across the 27 zones (Table 3) . For the western United States, withinclass agreement was 92% and Cohen's kappa was 0.92. In general, the random forests imputation accurately reproduced the patterns in vegetation group in the LANDFIRE data (Fig. 12 ), but the rates of agreement for the Western Riparian Woodland and Shrubland category (group 635) were low in many zones. This category had few plots (n = 135), and most of these plots were located in mesic coastal areas of Washington and Oregon. Hence, random forests rarely imputed them in the drier colder continental sections of the US West and instead tended to impute the plots with other vegetation types common to the area. Even with this limitation, the proportion of the landscape in each vegetation group was similar across the FIA plots, LANDFIRE, and imputed data (Fig. 13) . Vegetation group 615 (Douglas-fir-Western Hemlock Forest and Woodland) was somewhat overrepresented in both the LANDFIRE and imputed data, while 622 (Lodgepole Pine Forest and Woodland) was somewhat underrepresented in both the LANDFIRE and imputed data compared with the FIA plots. Interestingly, the LANDFIRE data overrepresented 635 (Western Riparian Woodland and Shrubland) compared with the FIA data, while the proportion imputed by random forests was similar to that of the FIA plots.
Similar to the results for height and cover, agreement was lower in rarer classes of vegetation group, although there were exceptions (Fig. 14) . This result makes sense, because it is unlikely in rare types that random forests can match all three of the response variables (forest cover, height, and vegetation group) when choosing from a limited pool of candidate forest plots, and must in essence choose which of these response variables is most important to match.
Distance
In most cases, random forests chose nearby plots for imputation to a pixel. In some cases, likely when a rare plot was required, the plots were imputed from over 1500 km away (Fig. 15) . Distance from the pixel center to the imputed plot center is shown for a subset of the landscape in Fig. 16 . Nearby plots are preferred for imputation not only because of similarity in the x and y coordinates, but because of the similarity in biophysical variables, which indicate the similarity in site descriptors including species composition, site productivity, disturbance history and regime, and climatic characteristics that were not directly included in the imputation. 
Frequency of imputation
Plots tended to impute to a number of pixels, with counts between 10,000 and 100,000 being the most frequently occurring (Fig. 17 ). It was rare that a plot imputed to fewer than 10 pixels, with the number of times this occurred being around 1500.
As mentioned above, of the 15,333 plots used in this imputation, 3679 (24%) of the plots imputed to the actual pixel where their centroid was located. There are many reasons why a plot might not impute to the same pixel as its centroid location. The footprint of a single plot covers approximately 13 pixels of a 30-m grid, due to the splayed four-subplot design seen in Fig. 1 , even though the combined area of a single plot is less than that of a single 30-m grid cell. We found that the characteristics of a pixel of LANDFIRE data often do not match the characteristics recorded by FIA for a plot centered on that pixel. This may result because the characteristics of the plot as a whole (including the cover, height, and vegetation type) will be driven more by the three subplots that are not located at the center pixel than by the one subplot located at the center pixel. Thus, the summary characteristics of a plot would not necessarily be expected to be a good representation of the characteristics of the center pixel, especially where landscape variability is high. In addition, LANDFIRE gridded data contain some level of error, as do the measurements taken at FIA plots. There may also be discrepancies between the plot characteristics and LANDFIRE data due to temporal mismatches between when the plot was measured and the year the LANDFIRE data were mapped. Two examples of this are as follows: (1) The forest at the pixel grew between the time the plot was measured and the year LANDFIRE data were mapped, resulting in higher cover values and a higher number of shade-tolerant species, causing the vegetation group to change, and (2) the forest burned, resulting in changes in cover, height, and vegetation group. Changes in either type could cause the plot centered on that pixel to no longer be the best match for the pixel, and a different plot to be chosen by random forests. Temporal mismatches are not important to our analysis, because we wanted to choose the plot that best represented the characteristics of each pixel circa 2008, regardless of when the plot itself was measured.
Case study in zone 22: When random forests is wrong. Or is it?
In a departure from most other LANDFIRE zones, zone 22 had low agreement (48%) between the imputed data and target data for vegetation group. Examination of the confusion matrix for vegetation group for this zone suggests that misclassification for vegetation group number 621 (Limber Pine Woodland) is driving the low accuracies for the zone (Table 5) . Zone 22 comprises the Wyoming Basin, a highelevation inland cold plateau with few trees (Fig. 3) . Many, if not most, of the forested pixels in zone 22 were located in riparian areas, which LANDFIRE had generally classified as Western Riparian Woodland and Shrubland (shown in the table as vegetation group number 635). As noted above, most of the FIA plots available for imputation in this vegetation group were located in the milder mesic climate of coastal Oregon and Washington, and were not suitable matches in this environment, based on the biophysical predictor variables. Because there were no biophysically appropriate Western Riparian Woodland and Shrubland plots available for imputation, random forests tended to choose plots with a vegetation group of Limber Pine Woodland (621) for imputation in zone 22 instead (Fig. 18) . We checked the FIA plots in the area and found that the most frequent vegetation group in this area was in fact limber pine rather than riparian, as suggested by the imputation. In this case, where the imputation appeared to be "wrong" based on comparison with the LANDFIRE data, it in fact accurately reflected the attributes of FIA plots in the vicinity. Random forests was able to discern that in this case, the biophysical and location predictor variables were more important than the vegetation group predictor variable, and assign the appropriate plots from a limited population.
DISCUSSION
Where the sparseness of forest inventory data limits direct estimates of forest biomass (Blackard et al. 2008) , a method such as imputation can fill in the interstitial data values. Our effort to employ a random forests imputation suggests that it holds advantages over other methods because it allows both categorical and continuous predictor variables and the fidelity of predicted multivariate response variables can be easily quantified. The technique is also repeatable when revisions Note: Note that not all vegetation groups assigned to FIA plots are present in the forested pixels of the LANDFIRE gridded target data for the same region, or in the imputed tree-list data set.
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or updates of target data or reference data become available.
While not new here, the use of multivariate response variables is relatively recent (Crookston and Finley 2008) and constitutes one of the strengths of the modified random forests method used here. In order to optimize the output for predicting risk to carbon from wildfire, we chose three response variables: forest cover, forest height, and vegetation group. We allocated the number of decision trees predicting each equally (83 for forest cover, 83 for forest height, and 83 for vegetation group). However, for other applications, if one of the response variables was considered more critical than the others, it could be weighted more heavily (by allocating more of the decision trees to it).
While we found strong agreement between the gridded target LANDFIRE data and the imputed data, agreement could be improved in the future Fig. 12 . Vegetation group for the same subset of the landscape shown in the figures above: (a) the imputed data and (b) the LANDFIRE data. While the agreement between the two data sources is generally high, the Western Riparian Woodland and Shrubland category is assigned less often in the imputed data than in the LANDFIRE data. by including more forest plots, especially those in rare types. For the purposes of this project, a "type" can be considered the combination of forest cover, forest height, and vegetation group for a plot. We were restricted in the number of plots by both the FIA and LFRDB databases. However, we considered the reliability of the data in the FIA plots to be paramount and superior to other sources. The population of possible predictor variables was severely restricted because the variables must appear in both the reference (plot) and target (gridded) data sets, and of this population, we deemed that forest cover, forest height, and vegetation type were necessary to our study. It was possible to obtain these variables for the FIA plots only in the LFRDB, so we were thus restricted in the number of plots available for imputation. Nonetheless, the 15,333 plots in our data set represent a large amount of the variability present in the western United States.
The data set described here will enable future research in a number of directions. Because the imputation in essence assigns the best statistically matching FIA plot to each 30 × 30 m pixel, the resulting gridded map of plot IDs can be linked back to the FIA databases, from which many characteristics of the plot can be extracted. Thus, the map of plot IDs can be used to generate maps of basal area, or lists of the trees present at any pixel or group of pixels, among many other applications. Because each pixel is linked to a tree list, this data set provides the necessary information for initializing models such as the Forest Vegetation Simulator, including tree number, species, size, and status (Dixon 2002) . Although the tree list was designed for this type of use, we have recently become aware of a number of other potential uses, including initializing wind fields in WindNinja and initializing forest stands in FireBGC.
The original purpose of this research effort was to predict the carbon risk from wildfire. To this end, the tree list can be intersected with modeled burn probability and fire intensity distributions from the western United States (Finney et al. 2011) to estimate risk to terrestrial carbon resources from wildfire. In this process, mortality and carbon storage for each plot are modeled at each fire intensity class; summaries by vegetation type or geographic area are obtained by Fig. 13 . The proportion of the plots or pixels in each existing vegetation group for the LANDFIRE target data, the imputed data, and the FIA plots in the western United States. The codes can be used to look up the name of the vegetation group in Table 4 . weighting the plot results by probabilities of each intensity. Stand and landscape effects of earlier wildfires and intentional fuel treatments on carbon or forest structure can be estimated by introducing changes to the landscape and re-running the fire simulations (which changes the fireline intensity probability distributions). Thus, the implications of fuel treatments on risk to carbon from wildfire can be illuminated.
The imputations are also useful for examining the potential thinning volume associated with fuel treatments and alternative fire risk reduction activities. Thinning is a critical part of restoration treatments prior to the introduction of prescribed burning in many low-to mid-elevation forests of ponderosa pine and mixed conifer in the western United States (Graham et al. 2004 , Agee and Skinner 2005 , Martinson and Omi 2013 . Because this data set can be linked back to the number, size, and species of trees modeled for each pixel, the data set can be used to apply treatment prescriptions and estimate the characteristics of trees that would thus be removed. Estimating the potential volume of merchantable and nonmerchantable forest products available from treatment activities is helpful for treatment planning for national forests, as well as economic costbenefit analyses. 
CONCLUSIONS
The modified random forest approach presented here produced high within-class agreement with gridded landscape data for the western United States for our three response variables. Within-class agreement for forest cover was 79%, agreement for forest height was 92%, and agreement for vegetation group was 96%. The methodology presented here is novel in that the three response variables served also as predictor variables for the reference data, with the expected result of producing high rates of agreement between the gridded target landscape data and the imputed data for these three variables. We chose this methodology in order to optimize the imputed data for the prediction of risk to carbon resources from wildland fire and for biomass calculations. In that sense, this tree list might not be the optimal data set for all applications (e.g., mapping of tree species envelopes). However, the methodology presented here is flexible and allows users to select predictor and response variables best suited to their research goals.
Because the spatial data set presented here can be linked to the extensive list of attributes recorded by FIA for each plot, a number of forest characteristics can be estimated directly from the data set. In addition, the data set can be used to initialize a number of forest simulation models. Because the data set in essence provides a treelevel model of the forests in the western United States, it greatly augments the information available to researchers and managers who previously relied on data from sparse forest plots or stand inventories. Notes: Overall, agreement for this zone was the lowest for any zone in the western United States at 48%. The most plentiful vegetation group in this zone was 621, Limber Pine Woodland. The low agreement in that vegetation group is one of the major drivers of the low agreement for the zone as a whole, due to the large proportion of pixels mapped as 621. Italics denote the instances where the model predicted a given vegetation group correctly. (Note that the codes can be looked up in Table 4 to yield the name of the vegetation group.) Fig. 17 . A histogram of the number of pixels to which an individual plot imputed.
