Mobile Ad hoc Networks have attracted much attention in the last years, since they allow the coordination and cooperation between agents belonging to a multi-robot system. However, initially deploying autonomously a wireless sensor robot network in a real environment has not taken the proper attention. Moreover, maintaining the connectivity between agents in real and complex environments is an arduous task since the strength of the connection between two nodes (i.e., robots) can change rapidly in time or even disappear. This paper compares two autonomous and realistic marsupial strategies for initial deployment in unknown scenarios, in the context of swarm exploration: Random and Extended Spiral of Theodorus. These are based on a hierarchical approach, in which exploring agents, named scouts, are autonomously deployed through explicit cooperation with supporting agents, denoted as rangers. Experimental results with a team of heterogeneous robots are conducted using both real and virtual robots. Results show the effectiveness of the methods, using a performance metric based on dispersion. Conclusions drawn in this work pave the way for a whole series of possible new approaches.
Introduction
The initial deployment of mobile robots has not been fully addressed and only a few studies evaluating its relevance have been conducted. For instance, in a search and rescue (SaR) mission, robots need to move in a catastrophic scenario in order to find survivors. When robots are transported to the catastrophe site, they need to be properly deployed. The deployment problem consists in deciding how many robots and where they will be initially located before performing the mission using their control strategy (e.g., coverage, herding, formation, and others).
When a transporting robot can no longer move in a given environment due to its design, other robots with different capabilities may be able to succeed and use the progress made by the previous robots to its advantage. The main motivation of using marsupial robot systems is precisely the inability of reaching remote locations using solely the carrier robot, taking advantages of different strengths and weaknesses of a heterogeneous multi-robot system.
Moreover, a network infrastructure is not usually present in real-world scenarios for exploration (e.g., catastrophic sites, space exploration, and military situations). Therefore, cooperative robots have to fulfill their mission while maintaining connectivity among teammates. In this work, this is considered a hard assumption and the marsupial strategies presented guarantee that the Mobile Ad hoc Network (MANET) stays connected during the initial deployment of scout robots.
Deployment of miniature robots for swarm exploration under communication constraints
Such networks typically consist of a large number of distributed nodes (i.e., robots) that organize themselves into multi-hop wireless networks. Therefore, robots may cooperate and route messages for each other, 1 i.e., robots can perform the roles of both hosts and routers. Usually, a node corresponds to a robot with embedded processor, low-power radio, and typically battery operated. In order for MANETs to be cost efficient, the onboard processing, wireless communication capabilities, and the battery power of each robot are highly limited. Consequently, the nodes are prone to both damages from their environment and inner failures such as battery demise. Also, in most multi-robot systems (MRS) applications, robots are deployed in either hostile or inaccessible environments, and it is impractical or infeasible to repair or replenish energy via replacing batteries. Moreover, since robots have mobility nature, the topology of the distributed networks is time varying and the strength of the connection can change rapidly in time or even disappear completely, thus increasing the challenges of MANETs design.
Statement of contributions
The main contributions of this work are as follows:
(i) Two innovative systematic marsupial methods for hierarchically deploying swarm agents in an unknown scenario, under communication constraints, which guarantee wide distribution in space to enable efficient swarm exploration are proposed and compared. Similarly to Rybsky's work, the initial deployment of robots is carried out hierarchically dividing the population of robots into rangers and scouts. 2 Each ranger handles the initial deployment of an entire swarm of scouts allowing a distributed and autonomous transportation, thus sparing the need of a preprocessing procedure (e.g., topological features extraction using unmanned aerial vehicles).
(ii) Both marsupial approaches are verified in real and virtual heterogeneous multi-robot systems, which is carefully described, focusing on the extension of the ranger platforms to support the transportation of scouts.
Beyond classical marsupial robot systems, marsupial teams can be composed of mixed agents, e.g., human or animals that are responsible for carrying exploring robots to the scenario, in order to solve the deployment problem. Moreover, a few initial deployment strategies make use of other techniques like self-deployable robots to explore unknown scenarios. In the next subsections, prior work related to the initial deployment problem and marsupial systems is reviewed.
Initial deployment and its influence on task completion
Despite the lack of works studying the initial deployment effect on the performance of the robotic team, a wrong decision about the number of robots and their initial location may greatly jeopardize the mission. 7 For instance, in several iterative optimization problems, it has been shown that good initial estimates can lead to faster convergence (cf. ref. [8] ).
One of the first works that addressed the effect of different initial deployments was presented in ref. [9] . The authors evaluated their coverage algorithm using both centralized and random initial deployments and concluded that the algorithm convergence was slower using a random initial deployment but tends to lead to better overall coverage for sparse topologies. Minimalist requirements on the robotic hardware, namely knowledge of the number of wireless links and bumper sensors for collision avoidance, have been assumed.
Most works in the literature present a random initial deployment in which robots are scattered throughout the scenario. 10, 11 In ref. [10] , a three-dimensional deployment strategy was explored. The authors focus on a deployment strategy in which the initial distribution of all robots is arbitrary and their positions are distinct. The main difference with other works resides in the fact that robots autonomously move in a 3D space (e.g., coordinated formation flight and reconfiguration of unmanned aerial vehicles 12 ) instead of a planar scenario. Therefore, the authors provide a coverage and connectivity strategy using a self-configuration process to enable robots to form a three-dimensional tetrahedron shape. In terms of sensing and communication capabilities, robots do not share any common coordinate system, and do not retain any memory of past actions. They can detect the positions of other robots only within their limited sensing range. In addition, each robot does not communicate explicitly with other robots. Despite the positive results inherent to a random deployment, in real situations, it is necessary to ensure several constraints of the system. For instance, if the network supports multi-hop connectivity, these constraints may significantly increase the complexity of the random distribution since it would depend not only on the communication constraints but also on the number of robots and their own position. Moreover, random deployment may lead to unbalanced distributions, therefore increasing the number of needed robots and energy depletion.
The authors in ref. [13] described an approach for deployment of a swarm of heterogeneous autonomous vehicles based on descriptor functions (DFs). Similarly to the work presented in this paper, each robot is treated as an agent of the network, in which repulsive forces are computed as a function of the distance between agents, to spread the network throughout the environment. In the simulation experiments conducted, it is simply assumed that agents are capable of performing the area coverage task that is assigned to them and no sensing details are provided. The authors chose an initial deployment in which robots start from a compact configuration. Although this kind of initial deployment strategy works well when the main purpose is to spread the robots within area coverage scenarios, no other deployment strategy was taken into consideration by the authors. Also, despite being similar to the deployment of military units, it requires for exploring robots to find energy-efficient paths to avoid jeopardizing the success of the mission.
In ref. [11] , the authors present a strategy to assign starting points and orientations of robots within circles of different radius around a prey. Hence, using a team of 16 robots, the authors assign 16 different positions and 4 different orientations which are randomly assigned at each trial. The robots used are reconfigurable, equipped with IR sensors, a camera, and grippers, which enable them to form chains of swarm robots through the use of local communication. Despite the apparent advantages of this deployment strategy in this context, no other strategies were evaluated, thus being hard to predict if the number of unsuccessful trials is somehow related with the initial deployment of robots.
Classical marsupial robot systems
In this section, marsupial systems composed of different robots are reviewed. Exploiting complementary strengths of heterogeneous robots, in ref. [14] a pioneering marsupial system of Deployment of miniature robots for swarm exploration under communication constraints large-wheeled robots that deploy a team of small-legged robots for victim-localization in urban search and rescue (USAR) scenarios has been presented. This was motivated by the inability to reach remote locations using solely the main robot. Larger robots are equipped with odometry, a SICK laser, an omnidirectional camera, wireless communication and can hold up to four-legged robots, which are endowed with a colored image camera and wireless communication as well. Beyond effective mechanisms for the deployment of smaller robots, the authors also underline the absence of reliable wireless communications as a handicap of these systems in real-world applications.
Several works have focused on marsupial systems where robots are deployed in a unique and compact unloading location. 7, 13, 15, 16 In ref. [7] and subsequently in ref. [16] , the authors address a multi-robot coverage task and deal with the problem of determining the number and size of robot groups that need to be unloaded from a carrier, and the initial robot locations. A solution that can cover the deployment area within the maximum coverage time allowed is iteratively determined by varying the number and sizes of groups based on heuristics. In order to compute their algorithm, the authors assume that the density of obstacles is available and simulations modeling PPRK and Pioneer-3DX robots with little communication requirements are assumed. In addition, besides only considering a scanline deployment strategy, the authors also assume to have a unique unloading location for the whole team of robots. In other words, the carrier (e.g., autonomous mobile robot) transports the robots into the field and robots need to autonomously move from the unloading location to their individual starting locations.
Ferworn et al. 17 defined a marsupial operation as the "delivery of robotic services through the explicit physical interaction of two or more robots employed cooperatively." Exercises in training facilities were conducted with diverse teams of different marsupial robots in three specific scenarios. These robots were equipped with a variety of different sensors like cameras, audio devices, grippers, etc. The authors concluded that marsupial heterogeneous robots provided functionality beyond what either robot could deliver individually. Janssen and Papanikolopoulos 18 underline the challenge implied in maintenance and mechanisms of marsupial robotics. Rather than performing real-world experiments, they alternatively present an abstraction of the modeling using a Player/Stage simulation interface provided with a custom extension. Simulated robots use odometry information and basic range sensing. Depending on the requirements of the application in hand, many solutions for the deployment problem are possible. In their view, the design of marsupial robots should answer crucial questions like: "how many robots should the mechanism carry? What sensors does the mechanism have? And can it charge robots that it is carrying?."
Mixed marsupial systems
Human-Marsupial Robot Teams for Urban Search and Rescue were firstly studied by Murphy et al. 6, 19 The team members were divided in three roles: Human, Dispensing Agent (a.k.a., "mother"), and Passenger Agent (a.k.a., "daughter"), similarly to kangaroo societies. The mother robot provides not only transportation to the daughters, but also power (a.k.a., "food") and help. The latter refers to communicating suggestions, warnings, or to rescue the daughters, which are responsible for exploring remote locations and are equipped with a camera, a microphone, two headlights, and a video transmitter to send images directly to the human. The role of the human rescuers is to supply decision-making capabilities, remotely speak with victims, and collect information about their state, number of victims, location, and presence of hazards, like gas leaks. Heuristics were proposed for the deployment of micro-rovers. Sharing some features, a recent work of Ferworn et al. 20 adopts search dogs as a marsupial delivery mechanism for snake robots near victims in rubble, adding the advantages of rapid canine mobility with the flexibility and sensing capability of a snake robot for search and rescue tasks. The deployed snake robot is equipped with a small camera, accelerometer, gyroscope, and a temperature sensor, being remotely controlled by a human operator after its deployment. magnetometers and tiltometers, a CMOS camera, a passive infrared sensor, a microphone, a vibration sensor, a gas sensor, audio transmitters/receivers and are able to receive remote commands. Despite being an innovative work, the authors did not focus on the cooperation between robots. Also, the deployment strategy was accomplished through a launcher system equipped on the ranger that was able to throw the scouts up to a range of 30 m. However, in most cooperative applications in unknown and unstructured scenarios (e.g., SaR missions), this would require robots to be able to measure the relative distance between themselves or to be equipped with global localization systems (e.g., GPS) to allow an efficient processing of the exchanged information.
Another work with many intersections to the one herein described is Howard et al. 21 Even though no transporting robots are considered, the exploring robots deploy themselves in the unknown environment in an incremental way and assure line-of-sight contact with teammates. Robots have the ultimate goal of mapping the environment while using teammates as landmarks. A greedy deployment algorithm is presented, which aims at maximizing the coverage area by exploring robots. The work has been tested using four Pioneer 2DX mobile robots equipped with SICKLRFs. Other works like refs. [22] and [23] also follow self-deployment strategies for military, search and rescue and exploration missions.
Outline of the proposed approach
Similarly to Rybsky's work, 2 the approach herein proposed handles the initial deployment problem hierarchically, by dividing the heterogeneous population of robots into rangers and scouts. However, in contrast we make use of a classical marsupial multi-robot system, where each ranger handles the initial deployment of scouts in a distributed and autonomous fashion. To that end, the TraxBot platform previously presented in ref. [3] acts as a ranger in order to allow the transportation of a maximum of five scouts called eSwarBot platforms. 4 The ranger successively deploys the scouts, instructing them of their initial pose while maintaining a maximum communication range between scouts, thus guaranteeing the full connectivity of the MANET.
In the next section, the platforms used in the experiments are reviewed and focus is given to the marsupial ability of the system.
Low-Cost Educational Platforms Used
This section describes the robotic platforms used to verify the initial deployment approaches proposed in this paper. The heterogeneous population of robots was divided in two groups composed of physically different platforms, where each platform has the necessary features to assume the role of a scout or a ranger.
Scouts
Scouts should be small, easily deployable, and able to sense their environment. The eSwarBot is a differential robot with a diameter of 126 mm, a height of 100 mm, and a weight of approximately 600 g, being small enough not to increase the size of test arena, and yet big enough not to limit the expandability of the robot or increase the cost of the swarm robots due to components miniaturization. For this reason, eSwarBot (Educational Swarm Robot) platforms were used. 4 These robots are ideal for studying emergent behavior and self-organization in bio-inspired societies (i.e., swarm robotics).
The eSwarBot platform ( Fig. 1) consists of a differential ground platform with an Arduino Uno processing unit recently developed and described in detail in ref. [4] . Although the platforms present a limited odometric resolution of 3.6
• while rotating and 2.76 mm when moving forward, their low cost (around 175€) and high energetic autonomy (maximum run time up to 4 h) allow performing experiments with a large number of robots.
As it can be seen in Fig. 1 , eSwarBots are equipped with RGB-LEDs that allow representing a wide range of different colors, which account for different states. Some hardware specifications of the eSwarBot are presented in Table I .
MANETs can be implemented using several wireless technologies, such as Bluetooth, ZigBee, or WiFi. The definition itself does not imply any restrictions to the implementing devices. In this work, inter-robot communication to define the initial position of scouts was carried out using ZigBee 802.15.4 wireless protocol.
RGB-LEDs
ZigBee module Light sensor Ultrasound sensor 25 These modules are a suitable solution for MRS since they present power consumption near 10 μA when in sleep mode and 50 mA while sending and receiving data. Furthermore, since MRS may be formed by dozens of robots (i.e., nodes), the ZigBee protocol is the most adequate option since it can theoretically support up to 65536 network nodes.
Although XBee OEM RF modules from Maxstream allow a maximum communication range of approximately 30 m in indoor/urban environments, the signal quality of the received data is highly susceptible to obstacles and other phenomena (e.g., communication reflection and refraction), thus resulting in the loss of packets as the inter-robot distance tends to 30 m. Therefore, the Xbee modules were modified in order to provide the RSSI signal output. This RSSI output is available as a pulse width modulation (PWM) signal of 120 Hz where the duty cycle varies accordingly to the signal level relative to the receiver sensitivity as it follows:
For instance, a 30% duty cycle (i.e., 1.5 V) is equivalent to approximately the receiver sensitivity of -94 dBm. To avoid the possible loss of packets, the minimum allowed receiver power should be superior to -50 dBm, thus corresponding to inter-robot distances between 3 and 7 m in indoor scenarios endowed with obstacles.
Rangers
As previously described, rangers act as supporting platforms that need to carry the team rapidly into place and deploy the scouts. They must be extremely robust and be able to transport multiple scout platforms and process the sensor data, acting as coordinators of the team. Therefore, TraxBot 2 ) were adopted as rangers, being suitable for both outdoor and indoor operation with high autonomy and low cost (around 470€). These platforms have also been recently developed. 3 The TraxBot platform is a differential drive system built upon the TraxsterII Robot educational Kit, 3 equipped with 2 DC gearhead motors with quadrature wheel encoders and rubber tracks. It is worth mentioning that rangers need to be able to communicate with scouts. Therefore, similarly to the eSwarBot, the processing unit consists of an ArduinoUno board endowed with aXbee Shield. Also, the TraxBot can reactively avoid obstacles with a maximum range of approximately 6 m using three Maxbotix Sonars MB1300 mounted below the top acrylic support, as seen in Fig. 2 . Some other specifications are presented in Table II .
Despite the robustness of the TraxBot (i.e., aluminum and stainless steel chassis with high power DC motors), an extension conveyor kit has been built to support 5 eSwarBots on top of the platform (Fig. 3) , thus forming a marsupial system. The conveyor's structure was built in order to promote proper adherence of the scouts' wheels and a stepper motor is connected to the TraxBot to allow convenient sliding and deployment of the scouts.
The TraxBot Conveyor Kit, even being entirely made of aluminum, increases the original weight of the TraxBot platform to 4.2 kg (i.e., unladed weight) and 7.1 kg at full load (i.e., with 5 eSwarBots on top), being able to support up to a maximum weight of 4.5 kg without suffering from any sliding effect on the driving pulley. Nevertheless, this is more than enough as the TraxBot mobile platform is unable to efficiently rotate when carrying a weight of approximately 5.0 kg above the unladed weight.
The marsupial deployment process is simple: First of all, scouts are manually loaded and equally distributed on the conveyor belt, i.e., ranger carrier system. After the ranger reaches the desired position to deploy a scout (according to one of the algorithms presented later on), the stepper motor conveyor is controlled by the ranger robot, to place the scout robot on the ground.
More details on how the ranger decides where to deploy the scouts are presented in the following sections. Deployment of miniature robots for swarm exploration under communication constraints 
Randomized Initial Deployment (RID)
Since this work focuses on unknown environments, rangers reactively deploy scouts, while avoiding obstacles, based on the minimum signal quality between the previously deployed scout and itself. In other words, scouts are successively deployed, one after another, by the same ranger such that the pose of the nth robot always depends on the pose of the (n − 1)th robot and the existence of obstacles in the path between them.
The behavior of a ranger transporting N scouts can then be described as it follows: The ranger firstly moves to a random initial position while avoiding obstacles using a simple wall-follower algorithm. When the ranger reaches the desired initial position, or its vicinities (due to obstacles constraints), it will unload the first scout and inform it of its starting time t = 0 with the following position:
and orientation:
whereinx r and θ r are the current position and orientation (i.e., pose) of the ranger and l r is the distance from the center of the ranger to the idler pulley (l r = 550 mm in TraxBot platforms). At this point, the scout will then wait for a starting message from the ranger to begin their mission. After deploying the first scout, the ranger will choose a new random direction and starts moving apart from the unloaded robot while avoiding obstacles and maintaining the signal quality above the desired minimum threshold. The computation of this new position takes into account a proximity constraint to avoid deploying robots near other previously deployed robots, thus ensuring an adequate dispersion of all robots. To that end, the angle that allows determining a new position is defined as:
wherein θ T is an angular threshold and θ can be defined as:
The angle θ takes into account all previous rotations made by the ranger. Note that due to the cumulative sum of all previous rotations, θ needs to be reduced between 0
• and 360
• . The distribution of robots increases with the angular threshold θ T , as it can be seen in Fig. 4 . When the current signal quality between itself and the previously deployed robot reaches the minimum desired value, i.e., q = q min , then the ranger will unload the second robot, once again informing it of its pose After deploying the whole team, the ranger broadcasts a message to start the mission. The message will be replicated by scouts inside its communication range, thus reaching all robots within the team. When the message is received, all scouts become aware that their teammates are already deployed in the environment and, consequently, they can start their missions. Algorithm I presents the initial deployment strategy of a ranger and N scouts.
Preliminary Evaluation of the RID
In order to evaluate the strategy proposed, a set of 10 preliminary trials for each θ T = 0, 15, 30, 60 was conducted on a laboratory scenario with an area of 2.5 × 4.5 m, composed of three polygonal obstacles, as it can be seen in Fig. 5 . These experimental tests were carried out specifically to analyze the effect of the angular threshold θ T within the previously proposed strategy. For this purpose, five eSwarBots were used as deployed scouts and one TraxBot as deploying ranger. The minimum communication quality q min was set to -30 dBm which corresponds to inter-robot distances between 1.5 and 3 m in indoor scenarios endowed with obstacles (cf. Section 3.1 for a description of the communication modules). The ground truth pose of scouts was obtained using a Gigabit Ethernet Color Camera of 1.7 MP at 5 fps mounted in an overhead position of 2.55 m height by means of a real-time tracking system developed using the machine vision software MVTechHalcon. Note that Deployment of miniature robots for swarm exploration under communication constraints this tracking system has no influence on the positioning of scouts and localization of the ranger, which exclusively relies on odometry estimates.
To measure the dispersion of the deployment strategy, a metric based on the average distance from each scout to the centroid x c [0]was used ( Fig. 6) : Figure 6 shows the influence of θ T on the deployment dispersion. On the yy' axis the distance in meters is presented and the xx' axis presents four different values of angular threshold θ T . It is noteworthy that a θ T equal to zero corresponds to a random deployment strategy that disregards the previously deployed scouts. By averaging σ s and d min over 10 experimental trials for each value of θ T , it can be seen that, as the angular threshold increases, the distance to the centroid grows, contributing to the wide space distribution that is intended in the approach. Given this correlation between θ T and the robots' dispersion, the value of parameter θ T should therefore be adjusted according to the application requirements.
One of the experimental trials using θ T = 30 is represented in Fig. 7 , in which it becomes clear by the ranger's trajectory, that it was able to deploy scouts, using Algorithm I, while moving away from obstacles. As expected, some positional errors are propagated during the experiments, due to the TraxBot's odometry limitations and the need to avoid obstacles. Consequently, the real pose of the deploying scout slightly differs from the informed pose, according to Algorithm I.
Extended Spiral of Theodorus (EST)
Since this work focuses on unknown environments, rangers reactively deploy scouts, while avoiding obstacles, based on the communication link between the previously deployed scout and itself. Therefore, contrarily to the spiral of Theodorus approach previously addressed in ref. [1] , the Extended Spiral of Theodorus (EST), which is described below, will not have a fixed central point x 0 . Instead, the central point will vary over time depending on the scouts previously deployed (i.e., number of deployed scouts and distance between them).
Similarly to the previously presented RID strategy, the behavior of a ranger transporting an entire swarm of scouts can then be described as it follows. The ranger first moves to a random initial location while avoiding obstacles. The way the ranger avoids obstacles can be a simple wall-follower mechanism when it encounters an obstacle in its path (cf. Algorithm II). When the ranger reaches the desired initial position or its vicinities (due to obstacles constraints) it will unload the first scout, thus informing it that it will start with the same pose that the ranger have at the time, i.e., x 1 [0], θ 1 [0] . At this point, the scout will broadcast a message containing its ID (in this case, the ID identifies it as the first robot) and pose -let us call this as the beacon message. Also, it will not start the mission until it receives a reply message from the ranger. After deploying a scout, the ranger will choose a random orientation and start moving apart from the unloaded robot while avoiding obstacles and tracking the signal quality of its beacon message. When the RSSI of the beacon message from the deployed robot reaches the minimum threshold value, i.e., q = q min , then the ranger will unload the second robot, once again informing it that it will start with the same pose that the ranger have at the time, i.e.,
At this time, the ranger has all the information it needs to compute the next possible location to deploy the third robot. As it knows both the pose of robot 1 and 2 (and so the Euclidean distance between them), it is able to define a possible spiral center using the following general equation:
wherein σ s is randomly set to ± 1 for each swarm (or ranger) and, in this case, i = 1 such that x 
where ϕ i is the angle between the ith robot and the center of the spiral x i,i+1 0 . As a result, a new desired position to the third robot can be defined as:
wherein ϕ i+2 is calculated as:
It is noteworthy that the ranger may be unable to reach the desired location. Either because obstacles may constrain the ranger's movements or the signal quality of the beacon message from the second scout q 2 may achieve q min before the ranger reaches x d i+2 [0] . Either way, a new unloading location x i+2 [0] will be found and the same process will be replicated for the remaining scouts until the ranger unloads all N S scouts. After deploying the whole team, the ranger broadcasts a message to start the mission. The message will be replicated by scouts inside its communication range, thus reaching all robots within the swarm.
Algorithm II generalizes the ranger EST behavior to deploy a whole swarm of scouts in an unknown environment.
In the next section, the algorithm is evaluated in the context of swarm exploration and its advantages over the RDI approach become apparent. Although the focus of this paper is on real-world experiments, to assert the distribution of the EST strategy, a set of deployment trials were numerically computed changing the number of robots within a swarm in an environment with a large density of randomly deployed obstacles. A fixed maximum communication range was used, i.e., d i,i+1 max = d max ∀i, since it is a good approach and it is easier to implement in simulation. Figure 8 presents a couple of simulated examples of a team of 10 scouts deployed using both RID (red) and EST (blue) strategies. As it is possible to note, contrarily to the EST in which scouts are scattered throughout the scenario, the RID turns out to reveal an unbalanced distribution of scouts. Nevertheless, to further measure the dispersion of both deployment strategies, the same metric depicted in Eq. (6) was used.
The number of scouts to be deployed was set as N s = 5, 10, 15, 20, 25 with 100 trials each for both strategies. Figure 9 depicts the dispersion of the robotic team σ s for both strategies.
As one can observe, the dispersion of the team of robots using the ETS deployment is significantly higher than using the RID. In fact, the RID does not present a substantial increasing dispersion as the number of robots increases.
Experimental Evaluation within Swarm Exploration
The previous sections presented two marsupial strategies to carry out the initial deployment of scouts. To compare both strategies, the performance of a swarm exploration algorithm, denoted as Robotic Darwinian Particle Swarm Optimization (RDPSO), [26] [27] [28] will be evaluated.
Robotic Darwinian Particle Swarm Optimization
This section briefly presents the Robotic Darwinian Particle Swarm Optimization (RDPSO) algorithm proposed in ref. [26] , and further evaluated using real platforms in refs. [27, 28] . The RDPSO is based on a Particle Swarm Optimization (PSO) based approach for real mobile robots, in which five general features were proposed: (i) a novel "punish"-"reward" mechanism to emulate the Darwinian principle of survival-of-the-fittest; (ii) an improved inertial influence based on fractional calculus concept, taking into account convergence dynamics; (iii) an obstacle avoidance behavior to avoid collisions; (iv) an algorithm to ensure that the MANET remains connected throughout the mission; Deployment of miniature robots for swarm exploration under communication constraints and (v) a novel methodology to establish the initial planar deployment of robots preserving the connectivity of the MANET while spreading out the robots as most as possible.
In brief, the RDPSO allows having multiple dynamic swarms, i.e., several independent networks formed by cooperative scouts. Scouts from different swarms compete against each other in order to strive for the best solution. This coopetitive 1 distributed approach allows decreasing the number of nodes (i.e., robots) and the information exchanged between robots of the same network. In other words, robots interaction with other robots through communication is confined to local interactions inside the same group (swarm), thus making RDPSO scalable to large populations of robots. For that purpose, a minimum N min and maximum N max number of robots are necessary to form a swarm.
Despite being possible to start with only one swarm (as the algorithm will create others over time), which would require only one ranger, a larger number of swarms allows a most widely distributed approach. On the other hand, as scouts from a given swarm are independent from others, they may asynchronously start the mission. Therefore, multiple rangers are recommended to deploy multiple swarms of scouts throughout the environment.
EST vs. RID -real experiments
In this section, it is explored the effectiveness of the deployment strategies using the RDPSO on swarms of eSwarBots, while performing a collective foraging task in a realistic scenario. Since the RDPSO is a stochastic algorithm, it may lead to a different trajectory convergence whenever it is executed. Therefore, test groups of 20 trials of 360 s each were considered for a population of 15 eSwarBots, i.e., N T = 15 comparing the distributed spiral approach proposed in Section 6, i.e., EST, with the random distribution presented in Section 4, i.e., RID.
The initial deployment was carried out unloading eSwarBots from the same swarm using a single TraxBot, thus ensuring that robots are able to communicate with a RSSI superior to -50 dBm (between 3 and 7 m). An initial number of 3 swarms was used, thus representing an initial swarm size of N S = 5 eSwarBots (i.e., the maximum load capacity of TraxBot platforms). The maximum traveled distance between iterations was set as 0.25 m, i.e., max |x n [t
All the experiments took place in a 10 m to 20 m sports pavilion in which obstacles were randomly deployed (Fig. 10) . 2 The experimental environment contained two sites represented by an illuminated spot uniquely identifiable by controlling the brightness of the light. The main objective of robots was to find the brighter site (optimal solution). eSwarBots were equipped with LDR light sensors that allow to find the candidate sites. The intensity values represented in Fig. 11 were obtained using Figure 11 depicts the performance of the algorithm, by changing the initial deployment strategy. The colored zones between the solid lines represent the interquartile range (i.e., midspread) of the best solution in the 20 trials that was taken as the final output for each different condition. In other words, the lower line corresponds to the first quartile (i.e., splits lowest 25% of data), the middle one to the second quartile (i.e., median value), and the upper line to the third quartile (i.e., splits highest 25% or lowest 75% of data).
As one may observe, the EST deployment allows a faster convergence of scouts toward the optimal solution. This is due to the larger distribution obtained with the EST approach that grants a larger diversity of solutions, thus yielding better results. On the other hand, such diversity is also responsible for having a larger interquartile range than the random deployment. The boxplots presented in Fig. 12 allow to easily observe the difference between the diversity of solutions obtained with both deployment strategies at the instant scout starts their mission. One may also observe in Fig. 12 that the 25th quartile of the EST approach is similar to the median value of the random deployment. In other words, 75% of the experiments under the EST approach turn out to have a performance equal or superior to 50% of the experiments under the random deployment strategy.
It is noteworthy that scouts may be unable to converge to the exact location in which the maximum intensity may be sensed. The intensity of light is subject to diffusion, thus being hard to find its exact source. Nevertheless, independently of the initial deployment distribution, the median value of the solution was near 500, thus corresponding to the vicinities defined by a 2 m ellipse around the optimal solution.
Another important factor is that some robots of a given swarm are unable to converge to the final solution due to the odometry limitations of the platforms which results in the accumulation of positioning errors. The use of encoders, such as the ones used in these robots, is a classical method, being of low-cost and simple use. However, it is verified that the existence of errors inherent to their use are cumulative, which makes it difficult for the robots to complete the proposed odometry objectives accurately.
To improve the evaluation and comparison of both deployment strategies, simulation experiments were conducted.
EST vs. RID -simulation experiments
In this section, the effectiveness of the deployment strategies is further explored. To that end, RDPSO is used after the initial deployment of large swarms of simulated robots, to perform a collective foraging task in a simulated scenario, modeled after the sports pavilion used in the experiments with physical robots.
The Multi-Robot Simulator (MRSim) was used to evaluate and compare the approaches. MRSim is an evolution of the Autonomous mobile robotics toolboxSIMROBOT 3 (SIMulated ROBOTs) previously developed for an obsolete version of MatLab. This toolbox may be found online. 4 MRSim already includes several real-world phenomena such as localization and sensing errors, as well as radio frequency WiFi modeling based on Luca et al. 29 Figure 13 (a) clarifies how the WiFi propagation is modeled and illustrates the -50 dBm threshold previously defined as the minimum signal quality considered to carry out the initial deployment.
As seen in Fig. 13 , EST and RID lead to distinct dispersion of scouts in the environment. As expected, the teams are able to cover the area in a wider way, with the increase of the number of robots N T , for both approaches. Nevertheless, the figure shows that, generally, the dispersion obtained using the EST approach is superior to that shown by RID. In addition, we consider three swarms deployed independently, which are identified by a unique color. Results show that RID tend to deploy each swarm in a specific region of the environment, while EST promotes the dispersion of several members belonging to the same swarm throughout the area, and close by to members of other swarms. This is particularly visible in Fig. 13(d) . Spreading the scouts that belong to the same swarm in a large area has the benefit of collecting more information about the search space and eventually promoting more variability in the observations within the same swarm of scouts. As a consequence, this leads to the reduction of the convergence time of the foraging approach used after the initial deployment.
The sensed light from the real scenario in a given position (x, y)was represented by a matrix F (x, y)in which the intensity values were obtained by sweeping the whole scenario with a single eSwarBot (Fig. 14) .
One test group for each deployment configuration and number of scouts was evaluated within 20 trials. In other words, a population of N T = {15, 30, 60} scouts was tested for both EST and RID. Hence, Fig. 15 depicts the performance of the RDPSO, by changing the initial deployment strategy and the total number of scouts N T = {15, 30, 60}. Figure 15 (a) also comprises the output from Fig. 11 for the purposes of comparison with the previous results obtained using 15 real eSwarBots (pattern regions).
It should be noted that simulation results are consistent with the real experiments previously carried out, especially as the mission develops further in time. Despite some discrepancies, the similarities between the real experiments with 15 eSwarBots and 15 virtual scouts are worth mentioning. This suggests that the phenomena implemented within MRSim, in particular the WiFi propagation depicted on Fig. 13(a) , are in accordance with reality. Moreover, the amplitudes of the results also suggest that the virtual representation experimentally retrieved in Fig. 14 is a decent approximation of the light intensity.
In general, as one may observe once again, results using both deployment approaches with different population sizes show that, as a rule, EST deployment yields a larger distribution, thus resulting in a faster convergence, in the exploration phase, towards the optimal solution, when compared to RID.
Difference in performance is more noticeable with smaller populations, as EST leverages from superior space distribution, while in larger populations this situation is mitigated. In fact, this is clear by findings obtained with N T = 30and N T = 60. The physical restrictions of the space cause the performance to be similar under those configurations, as shown by Figs. 15(b) and 15(c) .
To go further into comparing both deployment strategies, the area covered by the scouts immediately after being deployed was studied. 7 To do so, let us consider that each scout is able to sense an area of 1 m radius around itself with its light sensors. Figure 16 depicts the area covered by 3 teams of 5 scouts each over the scenario. The total area covered by all the scouts is retrieved using the union operator from set theory.
Considering the scenario dimensions (200 m 2 without obstacles), a single team of less than 64 scouts uniformly distributed throughout the scenario would be able to fully cover it without even moving. However, such deployment would only be possible if: (i) the robots would be aware of the scenario dimensions and obstacles location; and (ii) all scouts would belong to the same swarm or they would be able to share information with scouts from different swarms. As both assumptions cannot be held under the conditions from which this work is sustained, such optimal assignment cannot be guaranteed. Therefore, the ratio between the area covered by the scouts with each configuration and the total area of the scenario is used to compare both deployment strategies. Figure 17 chart shows that EST provides larger coverage immediately after the initial deployment. Furthermore, the differences in the covered area of both strategies are more apparent with larger populations, because of the high number of intersection in the sensed areas of different scouts, when these are deployed using RID.
Conclusions and Future Work
This paper presented an exhaustive survey on initial deployment strategies and marsupial systems in distributed MRS to contextualize the work. Thereafter, two autonomous and realistic initial deployment strategies, denoted as Extended Spiral of Theodorus (EST) and Random Initial Deployment (RID), are proposed. A population of 15 physical scouts and 3 rangers was used to evaluate both marsupial approaches within a swarm exploration algorithm previously introduced as Robotic Darwinian Particle Swarm Optimization (RDPSO). Each ranger handled the initial deployment of an entire swarm of five scouts allowing a distributed and autonomous transportation, thus sparing the need of a preprocessing procedure (e.g., topological features extraction using unmanned aerial vehicles). Experimental results, obtained in simulations as well as with physical teams of robots, show that the exploration strategy converges sooner when using the EST deployment approach, demonstrating the importance of an informed choice of an initial deployment strategy in exploration tasks in unknown scenarios. As future work, the EST approach will be extended with fault-tolerant properties. This may be achieved by controlling rangers movements in order to maintain a multi-connected Mobile Ad hoc Network (MANET) within each swarm.
