We present a Bayesian multi-objective optimisation algorithm that allows the user to express preference-order constraints on the objectives of the type "objective A is more important than objective B". Rather than attempting to find a representative subset of the complete Pareto front, our algorithm searches for and returns only those Pareto-optimal points that satisfy these constraints. We formulate a new acquisition function based on expected improvement in dominated hypervolume (EHI) to ensure that the subset of Pareto front satisfying the constraints is thoroughly explored. The hypervolume calculation only includes those points that satisfy the preference-order constraints, where the probability of a point satisfying the constraints is calculated from a gradient Gaussian Process model. We demonstrate our algorithm on both synthetic and real-world problems.
Introduction
A ubiquitous problem in research and industry is the need to optimise expensive objective functions, such as maximising the yield of a chemical process [Li et al., 2017] , the performance of an aircraft's wing [Ruijgrok & Ruijgrok, 1990] , or the profitability of a web design [Liu & Arnett, 2000] , etc. Bayesian optimisation (BO) is a popular solution [Shahriari et al., 2016] -it is an iterative optimisation technique that seeks to find the optimum with the fewest evaluations of the objective. Multi-objective optimisation [Hernández-Lobato et al., 2016] requires more than one objective to be optimised, which is challenging as optimisation targets may be conflicting. For example hyperparameter tuning may aim to maximising performance whilst minimising the computational complexity of the network [Hernández-Lobato et al., 2016] . The aim is not to optimise all objectives (which may not be possible) but rather to find a representative sampling of Pareto optimal solutions.
Multi-objective Bayesian optimisation [Sener & Koltun, 2018] extends single objective Bayesian optimisation to the multi-objective case. There are two popular solutions based on either hypervolume or scalarisation. Hypervolume methods "push" the Pareto front as close to the true Pareto front as possible by optimising the dominated hypervolume [Beume et al., 2007] that serves as a measure of how "good" a set of potential samples are. Scalarisation methods generate a random set of weight vectors that represent how important an objective is, and a weighted (scalarised) combination of the objectives is then optimised [Deb, 2014] . The latter approach is easy to implement, but hypervolume-based methods may produce better results and converge more quickly (see figure 1).
Whilst it is often assumed that all objectives are "equivalent" insofar as multi-objective optimisation is concerned, this is often demonstrably not the case [Gonzalez et al., 2017] . Experimentalists in most cases will not be able to quantify the preference (eg, cost is twice as important as quality) or exactly where in a Pareto front the solution should lie (bounds). However they are often able to order the preferences on objectives, and say which one is more important than another. For example, when tuning hyperparameters of a neural network, the designer may express a preference that "accuracy is more important than computational complexity". When such preferences have been expressed it is computationally wasteful to explore those regions on the Pareto front that do not meet the requirements (as such solutions will not be used), and so it becomes desirable to modify the optimiser to favour that specific part of the Pareto front meet the stated preferences. In this paper we present an algorithm for multi-objective optimisation of black box functions with objective preferences. Our aim is to find a representative set of Pareto-optimal solutions to the following multi-objective optimisation problem:
(1) subject to preference-order constraints -that is, constraints on the relative importance of the objectives, so f i0 is more important than f i1 , and so on, as specified by the (ordered) [Fonseca & Fleming, 1995] . Using a linear or Tchebyshev scalarisation function only finds a limited subset of the Pareto front and the dominated hypervolume. The Chebyshev function attained a much more diverse set of solutions than the linear function in non-convex environments [Van Moffaert et al., 2013] . However EHI, a simple hypervolume-based method can achieve almost 100% of dominated hypervolume.
quirements are given more weight in this calculation. Thus we retain the benefits of hypervolume methods whilst incorporating the required preference constraints.
To formalise the concept of preference-order constraints, we first note that a point is Pareto optimal if any sufficiently small perturbation of a single design parameter of that point does not simultaneously increase (or decrease) all objectives. Thus, equivalently, a point is Pareto optimal if we can define a set of weight vectors, distinct for each design parameter, such that, for each design parameter, the weighted sum of gradients of the objectives with respect to that design parameter is zero. It follows that the weight vectors define the relative importance of each objective at that point (noting that, in distinction to the scalarisation approach, it is not necessary that the weight vectors be the same for all design parameters). This allows us to implement preference-order constraints by constraining the weight vectors or, equivalently, the gradients of the objectives; and moreover to quantify the posterior probability that any point satisfies the preference-order constraints given a set of observations. This is enabled by modeling the objectives and their derivatives as Gaussian processes.
We show how these posterior probabilities may be incorporated into the EHI acquisition function [Hupkens et al., 2015] to steer the Bayesian optimiser toward Pareto optimal points that satisfy the preference-order constraint and away from those that do not. We validate our algorithm on multi-objective optimisation on synthetic data and hyperparameter tuning of a deep neural network and show that our method outperforms the baselines.
Notation
Sets are written A, B, C, . . . where R + is the positive reals,R + = R + ∪ {0}, Z + = {1, 2, . . .}, and Z n = {0, 1, . . . , n − 1}. |A| is the cardinality of the set A. Tuples (ordered sets) are denoted A, B, C, . . .. Distributions are denoted A, B, C, . . .. column vectors are bold lower case a, b, c, . . .. Matrices bold upper case A, B, C, . . .. Element i of vector a is a i , and element i, j of matrix A is A i,j (all indexed i, j = 0, 1, . . .). The transpose is denoted a T , A T . I the identity matrix, 1 a vector of 1s, 0 a vector of 0s, and e i is a vector e (i)j = δ ij , where δ ij is the Kronecker-Delta.
the sign of x (where sgn(0) = 0), and the indicator function is denoted 1(A).
2. Background
Gaussian Processes
Let X ⊂ R n be compact. A Gaussian process [Rasmussen & Williams, 2006 ] GP(µ, K) is a distribution on the function space f : X → R defined by mean µ : X → R (assumed zero without loss of generality) and kernel (co-
, where:
and
It may be shown [O'Hagan, 1992; Rasmussen, 2008] that the gradient of a Gaussian process is an (independent [Wu et al., 2017] 
A multi-objective optimisation problem has the form:
where the components of f : X ⊂ R n → Y ⊂ R m represent the m distinct objectives f i : X → R. X and Y are called design space and objective space, respectively. A Pareto-optimal solution is a point x ∈ X for which it is not possible to find another solution x ∈ X such that * in objective space are used sorted along each axis to divide the dominated region (with respect to z) into a grid. The dominated hypervolume is the sum of the hypervolumes of the cells. EHI is calculated by integrating over the non-dominated cells, where the probability density of the recomendation is given
The set of all Pareto optimal solutions is called the Pareto set:
where y y (y dominates y ) means y = y , y i ≥ y i ∀i, and y y means y y or y = y .
Given observations
is the most optimal subset of D (in the Pareto sense). The "goodness" of D is often measured by the dominated hypervolume (S-metric, [Zitzler, 1999; Huband et al., 2003] ) with respect to some reference point z ∈ R m . Formally:
as shown in figure 2. Thus our aim is to find the set D that maximises the hypervolume. Optimised algorithms exist for calculating hypervolume [While et al., 2006; Shilton et al., 2017] . As illustrated in figure 2, S(D) is typically calculated by sorting the dominant observations along each axis in objective space to form a grid. Dominated hypervolume (with respect to z) is then the sum of the hypervolumes of the dominated cells (c k ) that is:
Bayesian Multi-Objective Optimisation
Bayesian optimisation [Brochu et al., 2010] is an iterative optimisation algorithm designed for objectives f (or f ) that are black-box and expensive to evaluate. At every iteration a sample is selected to maximise a (cheap) acquisition function a t : X → R constructed based on a model of f given previous observations D, the recommendation is evaluated, the model of f is updated, and the algorithm repeats.
Typically f is modeled as a draw from a Gaussian process.
In the multi-objective case one typically assumes that the components of f are draws
from independent Gaussian processes, so f i and f i are independent ∀i = i .
A popular acquisition function for multi-objective Bayesian optimisation is expected hypervolume improvement (EHI), which is analogous to EI in single-objective optimisation. The EHI acquisition function is defined by:
[ Shir et al., 2007; Zaefferer et al., 2013] and represents the expected change in the hypervolume dominated by the set of observations, as shown in figure 2 . See for example [Shilton et al., 2017; While et al., 2006; Emmerich et al., 2011] for a sample of algorithms for calculating EHI. As shown in figure 2, this calculation is typically done by integrating over the non-dominated cells (defined by the observations D * ) to find the expected increase in the dominated hypervolume, where the probability density of the new recommendation y is defined by the Gaussian process
Problem Formulation
) from zero-mean Gaussian processes. Assume that f is expensive to evaluate. Our aim is to find a representative set of Pareto-optimal solutions to the following multi-objective optimisation problem:
subject to preference-order constraints. Specifically, we want to explore only that subset of solutions X I ⊂ X that place more importance on one objective f i0 than objective f i1 , and so on, as specified by the (ordered) preference tu-
where Q ∈ Z m is the number of defined preferences over objectives. Figure 3 illustrates an example of m = 4 objectives and Q = 1 preferences defined on the 2 objectives (f 2 and f 0 ). We will define the importance precisely in the next section.
As f is expensive to evaluate we use Bayesian optimisation. Our acquisition function is based on a weighted form of expected hypervolume improvement (EHI) (7). Rather than include all observations D when calculating hypervolume (improvement), we would like to include only those observations satisfying our preference-order constraints: thus observations that fail to meet our requirements are not re-
Preference-order constraints: Figure 3 . Sample construction of I based on 4 objective functions and 1 preference-order constraints defined over these objectives. The example shows f2 is more important than f0.
warded by our acquisition function, while "good" observations are rewarded.
To enable this we calculate the posterior-probabilities that every observation (and the proposed recommendation x) satisfy the order constraints based on the Gaussian process models of the derivatives of the objectives, and use these probabilities (weights) to calculate expected hypervolume (improvement) including only observations satisfying the preference-order constraints. First, however, we must define precisely what we mean by importance (of objectives) and preference-order constraints.
Preference-Order Constraints
We now develop the preference-order constraints that we use to quantify the concept of the degree of importance that a particular Pareto-optimal solution places on each objective. For simplicity, assume f is differentiable and let x ∈ int(X) ∩ X be a Pareto-optimal point in the interior of X. Necessary (but not sufficient, local) Pareto optimality conditions require that, for all sufficiently small δx ∈ R n , f (x + δx) f (x), or, equivalently:
A necessary (again not sufficient) equivalent condition is that, for each axis j ∈ Z n in design space, sufficiently small changes in x j do not cause all objectives to simultaneously increase (and/or remain unchanged) or decrease (and/or remain unchanged). 1 That is, ∀j ∈ Z n there exists
It is important to note that this is not the same as the optimality conditions that may be derived from linear scalarisation, as the optimality conditions that arrise from linear scalarisation additionally require that s (0) = s (1) = . . . = s (n−1) . Moreover (9) applies to all Pareto-optimal points, whereas linear scalarisation optimisation conditions fail for 1 Failure of this condition would indicate that simply changing design parameter xj could improve all objectives, and hence that x was not in fact Pareto optimal.
Pareto points on non-concave regions of the Pareto front [Van Moffaert et al., 2013] .
Suppose s (j) satisfies this condition for some j. This indicates that, for some non-negative weighted sum of objectives, any increase in one objective due to perturbation of design parameter x j is cancelled out by corresonding decreases in other objectives, and vice-versa; Therefore if s (j)i > s (j)i then relatively more weight (importance) is being assigned to objective f i in comparison to objective f i to ensure variation in the weighted total due to perturbation of x j cancels out -i.e. we are assigning more importance to objective f i than to objective f i (with respect to design axis j) in the sum.
This observation motivates our definition of preferenceorder constraints. Given an preference tuple I, we say that a point x ∈ X satisfies the corresponding preference-order constraints -that is, x ∈ X I -if, for every design-space axis j ∈ Z n , x satisfies the necessary (but not sufficient) Pareto (local) optimality condition of (9) for some s (0) , s (1) , . . . , s (n−1) ∈ S I , where
. . is a proper cone. That is, for all design-space axis j ∈ Z n , x satisfies (9) for some s (j) in such a way that it places (relatively) more importance on objective f i0 than objective f i1 , and so on. Summarising:
A vector x ∈ X satisfies the associated preference-order constraint if ∃s (0) , s (1) , . . . , s (n−1) ∈ S I such that:
. . . Further we define X I to be the set of all x ∈ X satisfying the preference-order constraint. Equivalently:
Having defined preference-order constraints we move on the calculating the posterior probability that x ∈ X I , and showing how these posterior probabilities may be incorporated into the EHI acquisition function to steer the Bayesian optimiser toward Pareto optimal points that satisfy the preference-order constraint and away from those that do not. Before proceeding, however, it is necessary to briefly consider the geometry of S I and S ⊥ I .
The geometry of S I and S ⊥ I
In this section and all subsection we assume, without loss of generality, that the preference-order constraints follows the order of indices in objective functions, and that there is at least one constraint defined (so Q > 0). e.g. in a 2 objective case f 0 is more important than f 1 . Note that this assumption has no effects on the geometrical features of S I and S ⊥ I since one can simply reorder the objectives. As per our discussion, we now define the preferenceorder constraints by assumption I = (0, 1, . . . , Q|Q ∈ Z m \{0}). This defines the sets S I and S ⊥ I , which in turn define the constraints that must be met by the gradients of f (x) -either ∃s (0) , s (1) , . . . , s (n−1) ∈ S I such that s
Next, we are introducing Theorem 1 to define the representation of S I .
Theorem 1 Let I = (0, 1, . . . , Q|Q ∈ Z m \{0}) be an (ordered) preference tuple. Define S I as per definition 1. Then S I is a polyhedral (finitely-generated) proper cone (excluding the origin) that may be represented using either a polyhedral representation:
or a generative representation:
where ∀i ∈ Z m :
e i otherwise and e 0 , e 1 , . . . , e m−1 are the Euclidean basis of R m .
Proof: The polyhedral representation follows directly from consideration of the constraints s i ≥ 0, from which we derive the constraints a T (i) s = s i ≥ 0 ∀i / ∈ Z Q ; and the constraints s k ≥ s k+1 ∀k ∈ Z Q , from which we derive the constraints a The generative representation follows from the fact that a proper conic polyhedra is positively spanned by it's extreme directions (ã (i) ) -i.e. the intersections of the hyperplanes a
There are six cases that are possible combinations of i and j. We show how (12) holds in all the conditions. 1. i ∈ {0, 1, . . . , Q − 1} and j ∈ {Q, Q + 1, . . . , m − 1}: considering theorem 1,ã
2. i ∈ {0, 1, . . . , Q − 1} and j ∈ {0, 1, . . . , Q − 1}\{i}:
based on theorem 1,ã
3. i ∈ {Q + 1, Q + 2, . . . , m − 1} and j ∈ {Q, Q + 1, . . . , m − 1}\{i}: likewise,ã
4. i ∈ {Q+1, Q+2, . . . , m−1} and j ∈ {0, 1, . . . , Q− 1}\{i}: we knowã
(e j − e j+1 ) = 0.
5. i = Q and j ∈ {Q + 1, . . . , m − 1}: Since i = j, then j ∈ {Q + 1, Q + 2, . . . , m − 1}. Henceã
6. i = Q and j ∈ {0, 1, . . . , Q − 1}: By defining i = Q, we know that i = j, henceã
To test if a point satisfies this requirement we need to understand the geometry of the set S I . The theorem 1 shows that S I ∪ {0} is a polyhedral (finitely generated) proper cone, represented either in terms of half-space constraints (polyhedral form) or as a positive span of extreme directions (generative representation). The geometrical intuition for this is given in figure 4 for a simple, 2-objective case with a single preference order constraint. The subsequent corollary allows us to construct a simple algorithm (algorithm 1) to test if a vector v lies in the set S ⊥ I . We will use this algorithm to test if
x satisfies the preference-order constraints. 
Preference Constrained Bayesian Optimisation
In this section we do two things. First, we show how the GP models of the objectives f i (and their derivatives) may be used to calculate the posterior probability that x ∈ X I defined by I = (0, 1, . . . , Q|Q ∈ Z m \{0}). Second, we show how the EHI acquisition function may be modified and calculated to incorporate these probabilities and hence only reward points that satisfy the preference-order conditions. Finally, we give a Bayesian multi-objective optimisation algorithm using this acquisition function.
Calculating Posterior Probabilities
Given that f i ∼ GP(0, K (i) (x, x)) are draws from independent Gaussian processes, and given observations D, we wish to calculate the posterior probability that x ∈ X Ii.e.:
Algorithm 2 Calculate Pr(x ∈ X I |D).
Number of Monte Carlo samples R.
Test vector x ∈ X. output Pr(x ∈ X I |D).
, as defined by (3). Hence:
where v in this expression is a draw from the posterior distribution of ∇ x f given D. We estimate this probability using Monte-Carlo [Del Moral et al., 2006] sampling as per algorithm 2.
Preference-Order Constrained Bayesian Optimisation Algorithm (MOBO-PC)
Our complete Bayesian optimisation algorithm with Preference-order constraints is given in algorithm 4. The acquisition funciton used in this algorithm is constructed by analogy with the EHI acquisition function (7), restricted to points satisfying the preference-order constraints. Unlike standard EHI, in our formalism we must take the expectation over both the expected experimental outcomes
, ∀i ∈ Z m , and the prob-
Using algorithm 2, calculate: (2)). Construct cells c 0 , c 1 , . . . from D ∪ {(x, y)} as per figure 6 by sorting along each axis in objective space to form a grid. Calculate:
end for Return q/R. ability that points x (i) ∈ X I and x ∈ X I satisfy the preference-order constraints. We define our preferencebased EHI acquisition function to be:
where S I (F) is the hypervolume dominated by the observations (x, y) ∈ F satisfying the preference-order constraints. The calculation of S I (F) is illustrated in the supplementary material. It may be seen that the expectation of S I (F) given D is:
whereỹ c k is the dominant corner of cell c k (see figure 6) , vol(c k ) is the hypervolume of cell c k , and the cells c k are constructed by sorting F along each axis in objective space to form a grid. The posterior probabilities Pr(x ∈ X I |D) may be calculated using algorithm 2. It follows that:
Algorithm 4 Preference-Order Constrained Bayesian Optimisation (MOBO-PC). input preference-order tuple I.
Observations
(a PEHI t is evaluated using algorithm 3).
where the cells c k are constructed using the complete set D ∪ {(x, y)} by sorting along the axis in objective space to form a grid, as shown in figure 6 . We estimate this acquisition function using Monte-Carlo simulation shown in algorithm 3.
Experiments
We conduct a series of experiments to test the empirical performance of our proposed method MOBO-PC and compare with other strategies. These experiments including synthetic data as well as optimizing the hyper-parameters of a feed-forward neural network.
Baselines
To the best of our knowledge there are no studies aiming to solve our proposed problem, however we are using PESMO, SMSego, SUR, ParEGO and EHI [Hernández-Lobato et al., 2016; Ponweiser et al., 2008; Picheny, 2015; Knowles, 2006; Emmerich & Klinkenberg, 2008 ] to confirm the validity of the obtained Pareto front solutions. The obtained Pareto front must be in the ground-truth whilst also satisfying the preference-order constraints. We consider MOBO-RS [Paria et al., 2018] method as a recently published study that incorporates preferences on objectives by approximating a bounding box in objective space. Defining such bounding box requires prior knowledge about the objective space. Assuming we have this knowledge in our test cases, we defined different bounding boxes for MOBO-RS in order to compare our results.
Implementation Details
We applied the standard approach to set all GP hyperparameters with maximum likelihood estimation [Rasmussen, 2004] . The maximum number of function evaluations vary based on the problem. For optimizing hyperparameters of feed-forward neural networks the maximum function evaluation is set to 200 and for synthetic benchmark functions to 20 iterations. We report the average performance over 50 runs. Figure 5a shows the full Pareto front solution (with no preferences). Figure 5b illustrates the Pareto front by assuming first objective f0 is preferred over second objective f1. In figure 5c , f1 is considered to be more important than f0. An equal preference condition for objectives is considered in figure 5d . The gradient color of the Pareto front points indicates their weight in the algorithm which implies the importance of the solution.
Synthetic Functions
We begin with a comparison on minimising synthetic function Schaffer function N. 1 (see [Schaffer, 1984] ). This function has 2 conflicting objectives f 0 , f 1 and one input. Figure 5a shows the ground-truth Pareto front for this function. To illustrate the behavior of our proposed method, we impose distinct preferences over the objectives. Weights
Three test cases are designed to illustrate the effects of imposing preference-order constraints on the objective functions. Case (1): s i0 > s i1 , Case (2): s i0 < s i1 and Case (3): s i0 ≈ s i1 . For our method it is only required to define the preference-order constraints, however for BOMO-RS, additional information as a bounding box is obligatory. Figure 5b (case 1), shows the results of preference-order constraints S I s ∈R m + \ {0} s 0 ≥ s 1 for our proposed method, where s 0 represents the importance of f 0 and s 1 is the importance of f 1 . The results show higher concentration on minimising f 0 in comparison with f 1 as the acquisition function rewards the points that are minimising f 0 more than f 1 . Figure 5c (case 2) is based on the preference-order of s 1 > s 0 that implies the importance of f 1 is more than f 0 . Figure 5d (case 3) shows results for the preference-order considered to be s 0 ≈ s 1 . As a result a balanced optimisation is expected. Higher weights are obtained for the Pareto front points in the middle region and lower weights are calculated at the corners. Hence solutions satisfying both Figure 6 . Calculating expected hypervolume subject to preference-order constraints. In this case we must include all observations y ∈ F in the calculate of expected hypervolume, which is the sum of the hypervolume of each cell multiplied by the probability that the cell is dominated by an observation (x, y) ∈ F satisfying the preference-order constraints. Darker colors for a cell indicate a cell is dominated by more observations. objectives simultaneously are more favored. To compare our approach with MOBO-RS, we defined various bounding boxes based on the MOBO-RS approach. There are infinite possible bounding boxes can serve as a preference order on objectives in such problems. However defining a bounding box in the objective space will result in sampling Pareto front solutions mostly inside the bounding box. Figure 7 illustrates the instability of results across the various definitions of bounding boxes if to be used as a implication of preferences over objectives.
We believe our method can obtain more stable Pareto front solutions especially when prior information is sparse. Additionally, having extra information as the weight (importance) of the Pareto front points is another advantage.
Finding a Fast and Accurate Neural Network
Next, we experiment with training a fast and accurate neural network. This problem first proposed by [Hernández-Lobato et al., 2016] on the task of finding a neural network with low prediction error and small prediction time. We consider feed-forward networks with ReLus at the hidden layers and a soft-max output layer. The networks are coded in the Keras [Kingma & Ba, 2014] library and they are trained using Adam [Kingma & Ba, 2014] with batch size of 4000 instances in 150 epochs. The parameters for tuning are: the number of hidden units per layer ([50, 300] ), the number of layers ([1, 3] ), the learning rate, the amount of dropout, values of l1 and l2 regularization. We re-evaluate 3 times the values associated with the recommendations made by each method (in the form of a Pareto set) and average the results. For this problem we assume minising f 1 (time) is more important than the Figure 8 shows that the proposed method is capable of improving the Pareto front set which complies with the preference-order constraint without any prior information such as a bounding box. In addition, it seems the proposed method finds more number of Pareto front solutions in comparison with MOBO-RS. As we have discussed before, this can be the result of scalarising in non-convex environments [Van Moffaert et al., 2013] . We have published the code for MOBO-PC in https://bit.ly/2FWNXQS.
Conclusion
In this paper we propose a novel algorithm for multiobjective Bayesian optimization with preferences over objectives. Our method is able to find the preferred Pareto front solutions without the user needing to specify additional information such as bounding boxes in objective space. The probability of a point satisfying the constraints is calculated from a gradient Gaussian Process model in a polyhedral representation of the constraint space. We have demonstrated the performance of our method on synthetic and real-world problems by illustrating the obtained Pareto front set complying with the preference-order constraints. 
