Abstract-In this paper, we propose an optimal active perception method for recognizing multimodal object categories. Multimodal categorization methods enable a robot to form several multimodal categories through interaction with daily objects autonomously. In most settings, the robot has to obtain all of the modality information when it attempts to recognize a new target object. However, even though a robot obtains visual information at a distance, it cannot obtain haptic and auditory information without taking action on the object. The robot has to determine its next action to obtain information about the object to recognize it. We propose an action selection method for multimodal object category recognition on the basis of the multimodal hierarchical Dirichlet process (MHDP) and information gain criterion. We also prove its optimality from the viewpoint of the KullbackLeibler divergence between a final recognition state and a current recognition state. In addition, we show that the information gain has submodularity owing to the graphical model of the MHDP. On the basis of the submodular property of the information gain criterion, we propose sequential action selection methods, a greedy algorithm, and a lazy greedy algorithm. We conduct an experiment using an upper-torso humanoid robot and show that the method enables the robot to select actions actively and recognize target objects efficiently.
I. INTRODUCTION
A CTIVE PERCEPTION is a fundamental component of our cognitive skills. The sensory information that we can obtain usually depends on our action. For example, when a person finds a box placed in front of him/her, he/she cannot perceive its weight without holding the box, and he/she cannot hear a sound without hitting or shaking it. In other words, we can obtain sensory information about an object by selecting and executing an action. Adequate action selection is important for recognizing objects quickly and accurately.
This example about a human is the same for robots. Autonomous robots that move and help people in our living environment should select an adequate action to recognize a target object. For example, when a person asks an autonomous robot to bring an empty plastic bottle, the robot has to examine many objects by applying several actions. An empty plastic bottle and empty glass bottle are similar at first glance, i.e., after obtaining only visual information. The robot should grasp This research was partially supported by a Grant-in-Aid for Young Scientists (B) 2012-2014 (24700233) funded by the Ministry of Education, Culture, Sports, Science and Technology, Japan.
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? ? the target object and obtain information about its hardness or hold the object up to obtain weight information to differentiate an empty plastic bottle from an empty glass bottle. Bottleshaped maracas and an empty plastic bottle are also difficult for a robot to differentiate. The robot should hold it up and shake it to obtain auditory information that represents the existence of bean-sized objects inside the bottle to recognize bottle-shaped maracas.
However, "what action should the robot select to recognize the target object?" is a nontrivial problem ( Fig. 1 ).
Regarding object categorization and recognition tasks, vision-based approaches have been thoroughly studied. Especially, vision-based state-of-the-art classification methods using deep learning enable a pattern recognition system to classify thousands of categories on the basis of supervised learning methods [1] - [3] . However, human object categories do not solely depend on visual perception but on other modalities' information, as mentioned above. This property of the object category is more important when we, i.e., embodied cognitive systems, form object categories than when pattern recognition systems classify input patterns on the basis of a labeled training dataset. In the context of autonomous mental development, the development of a computational model explaining active perception for multimodal category recognition on the basis of unsupervised learning is important. Several machine learning methods that enable an autonomous robot to obtain multimodal categorization have been proposed [4] - [17] . However, most of them require a robot to measure the information related to all modalities when the robot attempts to categorize and recognize a target object. However, in a real task environment, it takes a certain duration to execute an action for perceiving such information. The time available for recognition is usually limited in a practical task, e.g., bring a target object to its master. Quicker recognition is more desirable in general. Therefore, a robot has to select a small number of actions that can effectively reduce the uncertainty of the target object's category.
Sinapov et al. reported their very excellent work on multimodal categorization and active perception [17] . They made a robot perform 10 different behaviors; obtain visual, auditory, and haptic information; explore 100 different objects; and classify them into 20 object categories. In addition, they proposed an active behavior selection method based on confusion matrices. They reported that the method was able to reduce the exploration time by half by dynamically selecting the next exploratory behavior. However, their multimodal categorization is performed in a supervised manner, and the theory of active perception is still heuristic.
In this study, we treat the following two main problems in the context of unsupervised multimodal categorization. 1) Which action should a robot take next in order to recognize a target object in a multimodal object category recognition task? 2) What set of actions should a robot take to recognize a target object under the constraint that time for exploration is restricted?
Theoretically, the first problem is a subproblem of the second one. In this study, we treat the problems in sequence for illustrative purposes. To solve the first problem, we propose to use the maximum information gain (IG) criterion for selecting the next action in a multimodal active perception problem. We show that the maximum IG criterion is optimal in the sense that the action reduces the expected Kallbuck-Libraer divergence between the final posterior distribution estimated using the information regarding all modalities and the posterior distribution of the category estimated using the selected action.
To solve the second problem, we focus on the fact that that IG criterion has a submodular property under some assumptions [18] . It is known that the greedy algorithm is effective for maximizing the submodular function [19] . We propose the use of the greedy algorithm and the lazy greedy algorithm, which is computationally more efficient than greedy algorithm when the target function is submodular [20] . In this study, we evaluate the effectiveness of the proposed method through experiments on active multimodal categorization using the upper-torso humanoid robot shown in Fig. 2 . The purpose of this paper is not to simply improve object recognition performance but to provide a computationally appropriate constructive model for active perception on the basis of the theory of unsupervised multimodal categorization.
The remainder of this paper is organized as follows. Section II describes the background of our research. Section III briefly introduces the multimodal hierarchical Dirichlet process (MHDP) proposed by Nakamura et al. that enables a robot to obtain an object category from multimodal sensor information in an unsupervised manner. Section IV describes our proposed action selection method. Section V discusses the effectiveness of the action selection method through experiments using an upper-torso humanoid robot. Section VII concludes this paper. 
II. BACKGROUND

A. Multimodal Categorization
In the field of cognitive developmental robotics and its related research fields, computational models for object categorization have been studied. The human capability for object categorization is fundamental topic in cognitive science [21] . Taking embodiment into consideration in object category formation is also important to solve the symbol grounding problem [22] .
Recently, various computational models for multimodal object categorization were proposed [4] - [17] . For example, Sinapov et al. proposed a graph-based multimodal categorization method that allowed a robot to recognize a new object on the basis of the similarity to a set of familiar objects [5] . They also built a robotic system that categorizes 100 objects from multimodal information in supervised manner [17] . Nakamura et al. developed a statistical model called the MHDP that enables a robot to obtain multimodal categories autonomously [12] . Ando et al. proposed a hierarchical multimodal categorization method [8] . Inspired by the notion of situated concepts by Yeh and Barsalou [23] , Celikkanat et al. modeled the context in terms of a set of concepts allowing many-to-many relationships between objects and contexts by using latent Dirichlet allocation [4] . In this paper, we focus on the MHDP, which is a computational model for multimodal categorization [12] . This model is based on a probabilistic generative model, and its inference algorithms are derived on the basis of a full Bayesian approach. The mathematical soundness and theoretical consistency help us to build the model further, e.g., active perception. Nakamura et al. have also proposed a series of statistical multimodal categorization methods for autonomous robots on the basis of statistical topic models [7] - [13] . The MHDP is a representative method among their proposed methods [12] . They extended the hierarchical Dirichlet process (HDP), which was proposed by Blei et al. for document-word clustering, to a model that can treat multimodal information [12] , [24] , [25] . The graphical model of the HDP is shown in Fig. 3 (a) . Concretely, the graphical model of the MHDP has multiple types of emissions that correspond to various sensor data obtained through various modality inputs, as shown in Fig. 3  (b) . In the HDP, observation data are represented as a bag-of- [24] and MHDP [12] .
words. On the other hand, the observation data in the MHDP are represented as a bag-of-features (BoF) for multimodal information, e.g., haptic, auditory, and visual information. The HDP is also called a topic model. Topics in the HDP correspond to object categories in the MHDP. Nakamura et al.
showed that a robot can categorize a large number of objects in a home environment into categories that are similar to human categorization [12] .
However, obtaining all of the multimodal information takes a long time for a robot to recognize a target object. To obtain multimodal information, a robot has to interact with the object in various ways, e.g., grasping, shaking, and rotating the object. If the number of actions and types of sensor information become larger, multimodal categorization and recognition require a longer time. Nakamura et al. did not treat this problem. Instead, they made a robot obtain information from all of the robot's modalities, e.g., haptic, auditory, and visual information. The adequate posterior distribution of an object category can be inferred from part of the robot's modalities, even if some of the information is not obtained. However, when the number of modalities from which a robot obtains sensor information becomes smaller, the recognition performance becomes worse than that with the information of all modalities.
If the time for recognition is a constraint and/or if quick recognition is required, the selection of a small number of modalities that are effective for accurate recognition becomes an important task. Action selection for perception is often called active perception. The main problem is to develop an active perception method for multimodal object category recognition.
B. Active Perception
Generally, active perception is one of the most important capabilities of humans for achieving life-long development. Active perception has many specific tasks including localization, mapping, navigation, object recognition, object segmentation, and self-other differentiation.
Historically, active vision, i.e., active visual perception, has been mainly studied as an important engineering problem in computer vision. Roy et al. presented a comprehensive survey of active three-dimensional object recognition [26] . They pointed out that most active visual object recognition systems consider appearance-based parametric eigenspaces, multidimensional receptive field histograms, or aspect graphs. Borotshnig et al. proposed an active vision method in a parametric eigenspace to improve the visual classification results, for example [27] . Denzler et al. proposed an information theoretic action selection method to gather information that conveys the true state of a system through an active camera [28] . They used the mutual information (MI) as a criterion for action selection. Krainin et al. developed an active perception method that made a mobile robot manipulate objects to build three-dimensional surface models of the objects [29] . Their method determines when and how the robot should grasp the objects on the basis of the IG criterion.
In the context of robotics in a realistic environment, modeling and/or recognizing a single object as well as modeling a scene and/or segmenting objects are also important. Eidenberger et al. proposed an active perception planning method for scene modeling in a realistic environment [30] . They used the POMDP formulation as the planning problem and differential entropy as part of the reward function. To avoid costly computation, they used the upper bound of the entropy. Hoof et al. proposed an active scene exploration method that enables an autonomous robot to segment a scene into its constituent objects by interacting with the objects in unstructured environment efficiently [31] . They used the IG as a criterion for action selection. InfoMax control for acoustic exploration was proposed by Rebguns et al. [32] . Reinforcement learning that employs the negative Shannon entropy of the belief distribution averaged over all object as the reward function is used to find a control policy that selects movement and sensing actions. Although there are many studies about active perception using the information gain or Shannon entropy, the validity of using the information gain for active perception in multimodal categorization has not been proved.
Localization, mapping, and navigation are also important targets of active perception. Usually, a robot does not know its position and a map of the place in which the robot is located. Burgard et al. proposed an active perception method for localization [33] . Action selection is performed by maximizing the weighted sum of the expected entropy and expected costs. To reduce the computational cost, they only take a subset of the next locations into consideration. Roy et al. proposed a coastal navigation method for a robot to generate trajectories to its goal by minimizing the positional uncertainty at the goal [34] . Stachniss et al. proposed an information-gain-based exploration method for mapping and localization [35] . Correa et al. proposed an active perception method for a mobile robot provided with a visual sensor mounted on a pantilt mechanism to reduce the uncertainty in the localization problem. Moreover, they used the IG criterion, and the IG was estimated using a particle filter.
In addition, various studies on active perception have been conducted [6] , [36] - [40] . Ivaldi et al. proposed a cognitive architecture for object learning through active exploration and developed a child-like robot [41] . Fishel et al. proposed Bayesian exploration, which is an active perception method that selects exploratory movements for identifying the textures of objects [42] . They formulated the method on the basis of Bayesian inference on a Gaussian mixture model and the Bhattacharyya coefficient for measuring the degree of confusion. An autonomous learning method of tactile exploratory skills is developed on the basis of the modular reinforcement learning framework by Pape et al. [43] . As mentioned above, active perception is found in many types of human behaviors, and computational models corresponding to them have been proposed.
However, a theory of active perception for multimodal object category recognition, especially that based on the MHDP, has not been proposed. In this study, we focused on active perception for multimodal categorization and developed the optimal method for the MHDP.
III. MULTIMODAL HIERARCHICAL DIRICHLET PROCESS FOR STATISTICAL MULTIMODAL CATEGORIZATION
In this research, we assume that a robot obtains object categories using the MHDP from multimodal sensory data, e.g., visual, auditory, and haptic information [12] . The MHDP assumes that observation data correspond to a modality, and [12] prepares three nodes for observation in a graphical model, i.e., haptic, visual, and auditory information. The MHDP can be easily extended to more types of sensory inputs. For modeling more general cases, the MHDP with M modalities is described in this paper. A more general graphical model of the MHDP is illustrated in Fig. 4 .
The index m ∈ M (#(M) = M ) in Fig. 4 corresponds to a type of information that corresponds to a pair consisting of a modality and an action for perception, e.g., hitting an object to obtain sound of the object, grasping an object to test the size of the object, and looking around the object by rotating it. The observation datum x m jn ∈ X m is the m-th modality's n-th feature for the j-th target object. The observed feature x m jn is assumed to be drawn from a categorical distribution whose parameter is θ m k where k is an index indicating a latent topic. The parameter θ m k is assumed to be drawn from the Dirichlet prior distribution whose parameter is α m 0 . The MHDP assumes that a robot obtains each modality's sensory information as a BoF representation.
The generative process of the MHDP is described as a Chinese restaurant franchise (CRF) in the same way as Teh et al. described the original HDP [25] . The learning and recognition algorithms are both derived on the basis of Gibbs sampling. In its learning process, the MHDP estimates a "table" allocation t m jn for each feature of the j-th object and a "dish" allocation k jt for each table t. The combination of the table and the dish corresponds to a topic in a latent Dirichlet allocation. On the basis of the allocation of tables and dishes, the parameter of the categorical distribution θ m k and the topic proportion of the j-th π j object are drawn.
The CRF for the MHDP regards the dataset of a target object as a "restaurant" in its terminology. Each modality m corresponds to a type of customer, i.e., observation. An obtained feature x m jn is regarded as the n-th customer who enters the j-th restaurant as an m-type customer. A customer x m jn that eats the k-th dish corresponds to the observed feature x m jn and is categorized into the k-th category. In the j-th restaurant, i.e., the j-th object, there are T j tables. On table t in the j-th restaurant, the k jt -th dish is served. When the n-th customer x jn , i.e., the n-th observation, enters the j-th restaurant and is seated at the t jn -th table, he/she eats the k jtth dish served at the table, i.e., x jn is categorized into a topic corresponding to k jtjn . The generative process is represented by two Chinese restaurant processes, i.e., table selection by a customer and dish selection for a table.
The table selection procedure is as follows. The prior probability that customer x m jn selects the t-th table becomes
where w m is a weight for the m-th modality, N m jt is the number of m-type customers who are seated at table t in the j-th restaurant, and λ is a hyperparameter. In the Chinese restaurant process, if the number of customers N jt = m w m N m jt that are seated at the t-th table increases, the probability at which a new customer sits at the table increases. Using the prior distribution, the posterior probability that customer x m jn sits at the t-th table becomes
where N m j is the number of m-type customers in the j-th restaurant. The m-type customers who have the k-th dish in any restaurant are represented by X m k .
In the procedure of Gibbs sampling, a table for each customer is drawn from the posterior probability distribution. If t = T j + 1, a new customer sits at a new table.
The dish selection procedure is as follows. The prior probability that the k-th dish is served at the t-th table becomes
where K is the number of types of dishes, and M k is the number of tables on which the k-th dish is placed. If M k becomes larger, the probability that the k-th dish is selected becomes larger. Therefore, the posterior probability that the k-th dish is placed on the t-th table becomes
A dish for the t-th table in the j-th restaurant is drawn using the posterior probability, where γ is a hyperparameter. 
where
By sampling tables for each customer in every restaurant using (5) and by sampling dishes for each table in every restaurant using (6), the latent variables in the MHDP can be inferred.
If the table allocation and dish allocation are given, the probability that the j-th object is included in the k-th category becomes
, w m is the weight for the m-th modality, and δ a (x) is a delta function.
After the learning phase, the table allocation and dish allocation for the training data are fixed. When a robot attempts to recognize a new object, the posterior probability that customer x m jn in the new restaurant prefers dish k, i.e., the probability that the feature x m jn is generated from the k-th topic, becomes
where d m denotes the dimension of the m-th modality input. The dish k t served on a table t in a new restaurant is sampled from
For more concrete explanation of the MHDP, please refer to Nakamura et al. [12] .
Basically, a robot can autonomously learn object categories and recognize new objects by using the multimodal categorization procedure described above. The performance and effectiveness of the method has been evaluated [12] .
IV. OPTIMAL ACTIVE PERCEPTION
A. Basic Formulation
To solve the multimodal active perception problem, a robot has to select its next action, i.e., the modality m ∈ M, which is most effective for recognizing a target object. Generally, a robot has already observed information from several modalities when it intentionally starts to recognize a target object. For example, visual information can be obtained by looking at the front face of the j-th object from a distance before interacting with the object physically. We assume that a robot has already obtained multimodal information corresponding to a subset of modalities m oj ⊂ M. When a robot faces a new object and has not obtained any information, m oj = ∅.
We propose the use of the expected Kullback-Leibler (KL) divergence as a criterion for next-action selection for active perception:
} is a latent variable representing the j-th object's topic information. In the above equation, P (z j |X mo j ∪{m} j ) represents the posterior distribution related to the object category after taking m oj and cup{m} actions, and P (z j |X mo j j ) represents that after taking m oj alone. The expected KL divergence is proved to be the same as the IG and MI in the context of multimodal categorization.
The purpose of object recognition in multimodal categorization is different from ordinal pattern recognition problems, which are usually modeled on the basis of supervised learning. In supervised learning, the recognition result is evaluated by checking whether the output is the same as the truth label. However, in unsupervised learning, there are no truth labels. From the viewpoint of unsupervised learning, we define an effective action for active perception as an action that reduces the distance between the final recognition state after the information from all modalities M is obtained and the recognition state after the robot executes the selected actions
M\mo j , where 2 M\mo j is a family of subsets of M \ m oj , i.e., A ⊂ M and a i ∈ M.
The recognition state is represented by the posterior distribution over P (z j |X mo j ∪A j ). When only a single action is permitted to be performed, #(A) = 1. The final recognition state after the information from all modalities M is obtained is represented by P (z j |X M j ). KL divergence is one of the most popular distance measures for the probability distribution. Therefore, from this viewpoint, when L actions are permissible for execution,
is a reasonable evaluation criterion for realizing effective active perception, where
However, neither the true X M j nor X mo j ∪A j can be observed before taking several actions A to the j-th target object. Therefore, an adequate alternative for the evaluation function is the expected value of the KL divergence (12): 
This means that maximizing the expected KL divergence between the next recognition state and the current recognition state is the optimal policy for active perception in a multimodal categorization task. As a special case, when a single next action is selected, the following corollary is satisfied. Corollary 1.1. A next action m ∈ M \ m oj maximizing the expected KL divergence between the posterior distribution over z j after executing the action and the current posterior distribution over z j minimizes the expected KL divergence between the posterior distribution over z j after the information of all modalities is observed and that after executing the action.
Proof. By substituting {m} into A in Theorem 1, we can obtain the corollary.
The expected KL divergence is also called the IG(X; Y ). The definition of IG is
The IG is also same as the MI from its definition. In this paper, we do not call the measure MI but instead the IG for consistency in the description. In this paper, we define IG(X; Y |Z) as follows:
IG(X; Y |Z) is the IG of Y for X, which is calculated on the basis of the probability distribution commonly conditioned by Z. By using IG, the active perception strategy proposed in this section is simply described as follows:
This means that the robot selects an action m * j that can obtain X m j , which maximizes the information gain for the recognition state z j under the condition that the robot has already observed X mo j j . ) for each possible observation X A j requires the same computational cost as recognition in the multimodal categorization itself. Therefore, the straightforward approach for solving (19) is computationally inefficient or even impossible in a practical sense. Therefore, a Monte Carlo method is adopted.
B. Sampling Scheme for Action Selection
First, IG is considered as an expected value of
on the basis of the joint distribution of z j , X m j as follows:
An analytical evaluation of (22) is practically impossible. Therefore, we adopt a Monte Carlo method. If we can sample
the Monte Carlo approximation can be performed as follows:
(z
) can be sampled by drawing z
for an unobserved modality m, no observation datum X m j is taken into consideration. In (25) ) in the denominator cannot be evaluated in a straightforward way. Therefore, a Monte Carlo method is adopted again as follows:
). (27) In this Monte Carlo approximation, we can reuse the samples drawn in the previous Monte Carlo approximation. By substituting (27) for (25), we finally obtain the approximate conditional IG for the criterion of active perception as follows:
) .
(28) In summary, a robot can estimate the IG for unobserved modality information by generating a virtual observation on the basis of observed data and by evaluating its uncertainty.
C. Sequential Decision Making
On the basis of the criterion in (19), a robot can select its next action to recognize a target object efficiently. However, the criterion is for only the next single action and not for several actions. If a robot wants to select L actions A j = {a 1 , a 2 , . . . , a L } (a i ∈ M \ m oj ) to obtain more information for recognition, it can use the following more general criterion than (19) :
However, the number of combinations of L actions is #(M\mo j ) C L , which becomes exponentially larger when the number of possible actions becomes larger. In previous studies, the number of actions a robotic system could take was still small. However, a human has a very large number of actions for interacting with objects. In the same way, future developmental autonomous robots will have more actions for interacting with a target object and obtain additional types of modality information through these interactions. Therefore, the complexity of the possible combinations of actions should be taken into consideration.
In this study, we proposed the use of the greedy algorithm and lazy greedy algorithm for selecting several actions for recognizing a target object on the basis of the submodular property of IG.
Nemhauser et al. proved that the greedy algorithm can select a subset that is at most a constant factor, (1 − 1/e), worse than the optimal set if the evaluation function F (A) is submodular and F (∅) = 0, where F (·) is a set function, and A is a set [19] . If the evaluation function is a submodular set function, the greedy algorithm is practically sufficient for selecting subsets in many cases. Submodularity is a property similar to the convexity of a real-valued function in a vector space. If a set function F : V → R satisfies
where V is a finite set ∀A ⊂ A ′ ⊆ V and x / ∈ A, the set function F has submodularity and is called a submodular function.
Minoux proposed a lazy greedy algorithm, which makes the greedy algorithm more efficient, for the submodular evaluation function [20] . The lazy greedy algorithm can reduce the number of evaluations by using the characteristics of a submodular function.
If our proposed evaluation function is a submodular function, the greedy and lazy greedy algorithms are efficient strategies. Generally, IG is not always a submodular function. However, Krause et al. proved that IG(U ; A) is submodular with regard to A ⊆ S if all of the elements of S are conditionally independent under the condition that U is given. On the basis of this theorem, Krause et al. solved the sensor allocation problem efficiently [18] .
Theorem 2. The evaluation criterion for multimodal active perception IG(z
) is a submodular function with regard to X On the basis of the theorem, the greedy and lazy greedy algorithms for multimodal active perception support the theoretical viewpoint. Finally, the greedy algorithm in Algorithm 1 and the lazy greedy algorithm in Algorithm 2 are obtained for sequential active perception.
The main contribution of the proposed method for sequential decision making is to reduce the computational cost of active perception. The main computational cost originates from the number of times a robot evaluates IG m for determining action sequences. When a robot has to choose L actions, the brute-force algorithm that evaluates all alternatives on the basis of (29), directly, requires #(M\mo j ) C L times evaluation. In contrast, the greedy algorithm requires {#(M \ m oj ) + (#(M \ m oj )−1)+. . .+(#(M \ m oj )−L+1)} times evaluation, i.e., O(M L). The lazy greedy algorithm requires the same computational cost as the greedy algorithm only in the worst case. However, practically, the number of re-evaluations in the lazy greedy algorithm is quite small. Therefore, the computational cost of the lazy greedy algorithm almost only increases in proportion to L, i.e., almost linearly. The memory requirement of the proposed method is also quite small. Both the greedy and lazy greedy algorithms only require memory for IG m for each modality and K samples for the Monte Carlo Algorithm 1 Greedy algorithm Require: MHDP is trained using a training data set.
The j-th object is found. m oj is initialized, and X mo j j is observed.
Execute the m * -th action to the j-th target object and obtain X m * j . m oj ← m oj ∪ {m * } end for approximation. They are negligibly small compared with the MHDP itself.
V. EXPERIMENT 1
An experiment using an upper-torso humanoid robot was conducted to verify the proposed active perception method in a real environment.
A. Conditions
In this experiment, RIC-Torso, developed by RT Corporation and shown in Fig. 2 , was used. RIC-Torso is an uppertorso humanoid robot that has two robot hands.
1) Visual information (m v ):
Visual information was obtained from Xtion PRO LIVE set on the head of the robot. The camera was regarded as the eyes of the robot. The robot captured 74 images of a target object while a turntable on which the target object was placed was rotating (see Fig. 2 ). The size of each image was resized to 320 × 240.
Scale-invariant feature transform (SIFT) feature vectors were extracted from each captured image [44] . A certain number of 128-dimensional feature vectors were obtained from each image. Note that the SIFT feature did not consider hue information. All of the obtained feature vectors were transformed into BoF representations by using k-means clustering. BoF representations were used as observation data for the visual modality of the MHDP. The index for this modality is defined as m v .
2) Auditory information (m
as and m ah ): Auditory information was obtained from a multipowered shotgun microphone NTG-2 by RODE Microphone. The microphone is regarded as an ear of the robot. In this experiment, two types Algorithm 2 Lazy greedy algorithm Require: The MHDP is trained using a training data set.
The j-th object is found. m oj is initialized, and X
Execute the m * -th action to the j-th target object and obtain X m * j . m oj ← m oj ∪ {m * } Prepare a stack S for the modality indices and initialize it.
pop(S)
Execute the m * -th action to the j-th target object and obtain X m * j . m oj ← m oj ∪ {m * } end for of auditory information were acquired. One is for hitting an object, and the other is for shaking an object. The two sounds were regarded as different auditory information and as different modality observations in the MHDP model. The two actions, i.e., hitting and shaking, were manually programmed for the robot. When the robot started executing an action, the robot started recording the objects's sound (see Fig. 2 ). The sound was recorded until a position two seconds after the robot finished the action.
The recorded auditory data were temporally divided into frames, and each frame was transformed into 13-dimensional Mel-frequency cepstral coefficients (MFCCs). The MFCC feature vectors were transformed into BoF representations by using k-means clustering in the same way as the visual information. The indices of these modalities are defined as m as and m ah , respectively for "shake" and "hit." 3) Haptic information (m h ): Haptic information was obtained by grasping a target object using the RIC-Torso's hand. On its palm, a pressure sensor, ShokacCube by Touchenec Inc., was attached. When the robot attempted to obtain haptic information from an object placed in front of the robot, it moved its hand to the object and gradually closed its hand until a certain amount of counterforce was detected (see Fig. 2 ).
The joint angle of the hand was measured when the hand touched the target object and when the hand stopped. The two variables and the difference between the two angles were used as a three-dimensional feature vector. When obtaining haptic information, the robot grasped the target object 10 times and obtained 10 feature vectors. The feature vectors were transformed into BoF representations by using k-means clustering in the same way as the other information types. The index of the haptic modality is defined as m h .
4) Multimodal information as BoF representations:
In summary, a robot could obtain multimodal information from four types of modalities for perception. The set of modalities was
The dimensions of the BoFs were set to 25, 25, 25, and 5 for m v , m as , m ah , and m h , respectively. The dimension of the BoF corresponds to the number of clusters for k-means clustering. The numbers of clusters, i.e., the sizes of the dictionaries, were empirically determined on the basis of a preliminary experiment on multimodal categorization. All of the training datasets were used to train the dictionaries. The histograms of the feature vectors, i.e., the BoFs, were resampled to make their counts N The number of samples K in the Monte Carlo approximation for estimating information gain was set to K = 5000.
As target objects, 17 types of commodities were prepared for the experiment shown in Fig. 5 . Each index on the righthand side of the figure indicates the index of each object. The hardness of the balls, the striking sounds of the cups, and the sounds made while shaking the bottles were different depending on the object categories. Therefore, ground-truth categorization could not be achieved using visual information alone.
B. Procedure
The experimental procedure is as follows. First, the robot learned object categories through multimodal categorization in an unsupervised manner. An experimenter placed each object in front of the robot one by one. The robot looked at the object to obtain visual features, grasped it to obtain haptic features, shook it to obtain auditory features, and hit it to obtain the auditory features of a striking sound. After obtaining the multimodal information of the objects as a training data set, the MHDP was trained by using a Gibbs sampler. The results of multimodal categorization are shown in Fig. 5 . A category that has the highest posterior probability for each object is shown with white color. This figure shows that the MHDP could form multimodal object categories on the basis of the MHDP, as described in [12] . After the robot formed object categories, we fixed the table and dish allocation in the MHDP for the training data set.
Second, an experiment on active perception was conducted. An experimenter placed an object in front of a robot. The robot observed the object using its camera and obtained visual information and set m oj = {m v }. After that, the robot determined its next action for recognizing the target object using the greedy or lazy greedy algorithms. KL divergence between the final recognition state and the posterior probability estimated after obtaining only visual information, (middle) estimated IGm for each object based on visual information, and (bottom) KL divergence between the final recognition state and the posterior probability estimated after obtaining only visual information and each selected action. Our theory of multimodal active perception suggests that the action with the highest information gain (shown in the middle) tends to lead its initial recognition state (whose KL divergence to the final recognition state is shown at the top) to a recognition state whose KL divergence to the final recognition state (shown at the bottom) is the smallest. These figures suggest the probabilistic relationships were satisfied as a whole. experiment, the robot has three choices for its next action, i.e., m as , m ah , and m h . To evaluate the results of active perception, we use KL P (k|X
C. Results
1) Selecting the next action for efficient
) , i.e., the distance between the posterior distribution over the object categories k in the final recognition state and that in the next recognition state as an evaluation criterion on behalf
, which is the original evaluation criterion in (13) , because the computational cost for evaluating
) is too high to calculate. Finally, the greedy algorithm in Algorithm 1 and the lazy greedy algorithm in Algorithm 2 are obtained for sequential active perception. Fig. 6 (top) shows the KL divergence between the posterior probability of the category after obtaining the information of all modalities and that after obtaining only visual information. With regard to some objects, e.g., 6 and 7, the figure shows that visual information is sufficient for the robot to recognize the objects. However, with regard to many objects, visual information could not lead the recognition state to the final stat,e which was reached by using the information of all modalities. Fig. 6 (middle) shows IG m calculated on the basis of the visual information for each action. Fig. 6 (bottom) shows the KL divergence between the final recognition state and the posterior probability estimated after obtaining visual information and the information by each selected action. Roughly speaking, it was found that an action with a higher value of IG m reduced the KL divergence more, as our theory suggested.
The precision of category recognition after executing an action is summarized in Table I . Basically, a category recognition result is obtained as a posterior distribution in the MHDP. The category with the highest posterior probability is considered as a recognition result for illustrative purposes in Table I . IG .min, IG .mid, and IG .max mean actions that have the minimum, middle, and maximum values of IG m respectively. Obtaining information by executing IG .max drastically in- creased recognition performance. The proposed active perception method using the IG m criterion was also evaluated from the viewpoint of KL divergence. Fig. 7 shows the KL divergence after executing an action selected by the IG m criterion. IG .max clearly reduced the uncertainty of the target objects.
In the proposed method, the number of samples for the Monte Carlo approximation K has to be determined in advance (see (25) ). Obviously, if we make K larger, the information gain can be estimated more accurately. However, it increases the computational cost. For practical reasons, the relation between the accuracy of the estimated information gain and the size of the samples should be investigated. Fig. 8 shows the relation between K and the standard deviation of the estimated information gain IG m for the 15-th object for each action after obtaining a visual image. This figure shows that estimation error gradually decreases when K increases. Roughly speaking, K ≥ 1000 seems to be required for an appropriate estimate of IG m in our experimental setting.
Examples of changes in the posterior distribution are shown in Figs. 9 and 10 for objects 8 and 12, respectively. The robot could not clearly recognize the category of object 8 when it obtained visual information. IG m in Fig. 6 shows that m ah was IG .max for the 8-th object. Fig. 9 shows that m ah reduced the uncertainty and allows the robot to recognize correctly the object, as evidenced by category 6, a metal cup. As Fig. 10 shows, the robot first recognized the 12-th object as a plastic bottle containing bells with high probability and Category ID Probability C1 C2 C3 C4 C5 C6 C7 C8 Fig. 10 . Posterior probability of the category for object 12 after executing each action. It shows that the actions having the highest and second highest information gain, i.e., ah and as, made the robot efficiently estimate the true object category.
as an empty plastic bottle with a low probability. Fig. 6 shows that the IG m criterion suggested m ah as the first alternative and m as as the second alternative. They can differentiate an empty plastic bottle from a plastic bottle containing bells. Fig. 10 shows that m as and m ah could determine that the target object is an empty plastic bottle, but m h could not. If we were the robot, we would differentiate an empty bottle from a bottle containing bells by shaking or hitting the bottle. The proposed active perception method constructively reproduced this behavior with a robotic system.
2) Sequential action selection for efficient multimodal category recognition: We evaluated the greedy and lazy greedy algorithms for sequential decision making of active perception. Step KL div ergence Worst.case Average Lazy.greedy Greedy Best.case The KL divergence to the final state for all target objects is averaged at each step and shown in Fig. 11 . For each condition, the KL divergence gradually decreased and reached almost zero. However, the rate of decrease was totally different. As the theory of submodular optimization suggests, the greedy algorithm was shown to be a better solution on average and slightly worse than the best case [19] . The best case was selected after all types of sequential actions were performed. The results for the lazy greedy algorithm were almost same as those of the greedy algorithm, as Minoux et al. suggested [20] .
The changes in IG m at each step when the robot sequentially selected its action to object 10 on the basis of the greedy algorithm is shown in Fig. 12 as an example. Theorem shows that the IG is a submodular function. This predicts that IG m decreases monotonically when a new action is executed in active perception. When the robot obtained only visual information (v only in Fig. 12) , all values of IG m , i.e., the approximate expected KL divergence, were still large. After m ah was executed on the basis of the greedy algorithm, IG m ah became zero. At the same time, IG m as and IG m h decreased. In the same way, all values of IG m gradually decreased monotonically. Fig. 13 shows the time series of the posterior probability of the category for object 10 during sequential active perception. With only visual information, the robot misunderstood that the target object is a plastic bottle containing bells (category 3). The action sequence in reverse order could not allow the robot to recognize the object as a steel can at its first step Step Posterior Probability C1 C2 C3 C4 C5 C6 C7 C8 Fig. 13 . Time series of the posterior probability of the category for object 10 during sequential action selection based on (top) the greedy algorithm, i.e., m ah → m h → m as , and (bottom) its reverse order , i.e., m as → m h → m ah .
and changed its recognition state to an empty plastic bottle (category 4). After the second action, i.e., grasping (m h ), the robot recognized the object as a steel can. In contrast, the greedy algorithm could determine that the target object was in category 4, i.e., a steel can, with its first action.
These empirical results show that the proposed method for active perception allowed a robot to select appropriate actions sequentially for recognizing an object sequentially. This means that our model is an adequate constructive model of active perception for multimodal object category recognition.
VI. EXPERIMENT 2
In the experiment 1, the numbers of classes, actions, and modalities and the size of dataset were mainly limited because of the limitation of our robotic platform. Especially, to evaluate the advantage of our method in a sequential decision-making task, the number of modalities might be too small to show the potential capability of our proposed method. An investigation of the scalability of our method is also important. In addition, each object was classified into a single category, although the MHDP can categorize an object into two or more classes in a probabilistic manner. Therefore, we should analyze how the method works when two classes are assigned to the same object.
To evaluate our proposed method from the viewpoints mentioned above, we performed an additional experiment, Experiment 2, using synthetic data including 21 object types, 63 objects, and 20 actions, i.e., modalities. We used synthetic data for evaluating the scalability of our method to control the experimental conditions and to overcome the limitation of our robotic experimental environment.
A. Conditions
Basically, a synthetic dataset was generated using the generative model that the MHDP assumes (see 4.) We prepared 21 virtual object types, and three objects are generated from each object type, i.e., we obtained 63 objects in total. Among the object types, 14 object types are "pure," and seven object types are "mixed." For each pure object type, a multinomial distribution was drawn from the Dirchlet distribution corresponding to each modality. We set the number of modalities For each mixed object type, a multinomial distribution for each modality was prepared by mixing those of the two pure object types. Specifically, the multinomial distribution for the i-th mixed object was obtained by averaging those of the (2i − 1)-th and the 2i-th object types. The observations for each modality of each object were drawn from the multinomial distributions corresponding to the object's type. The count of the BoFs for each modality was set to 20. Finally, 42 pure virtual objects and 21 mixed virtual objects were generated.
The experiment was performed almost in the same way as experiment 1. First, multimodal categorization was performed for the 63 virtual objects, and 14 categories were formed in an unsupervised manner. The posterior distribution for each object is shown in Fig. 14 . Generally speaking, mixed objects were categorized into two or more classes. After categorization, a virtual robot was asked to recognize all of the target objects using the proposed active perception method.
B. Results
We compared the greedy, lazy greedy, and random algorithms for the sequential decision making of active perception. The random algorithm is a baseline method that determines the next action randomly from the remaining actions that have not been taken. In other words, the random algorithm is the case in which a robot does not employ any active perception algorithms. The KL divergence to the final state for all target objects is averaged at each step and shown in Fig. 15 . For each condition, the KL divergence gradually decreased and reached almost zero. However, the rate of decrease was different. The greedy and lazy greedy algorithms were clearly shown to be better solutions on average than the random algorithm. In contrast with experiment 1, the best and worst cases could not be calculated because of the explosion of the combination. Interestingly, the lazy greedy algorithm has almost the same Step KL div ergence Method Greedy Lazy greedy Random Fig. 15 . KL divergence to the final state at each step for each sequential action selection procedure. performance as the greedy algorithm, as the theory suggests, although the laziness practically reduced the computational cost.
The number of times the robot evaluated IG m for determining the action sequences for each executable count of actions 1 ≤ L ≤ M under the condition that the robot executes the first action, i.e., m = 1 at first, is summarized in Table II . The number of times the lazy greedy algorithm was required for each target object was recorded during the experiment because the number of re-evaluations IG m changes depending on the target object. The greedy algorithm requires (M − 1) + (M − 2) + . . . + 1 = M (M − 1)/2 times evaluation. The brute force algorithm requires 2 M times evaluation. Theoretically, the greedy and lazy greedy algorithms require O(M 2 ) times evaluation; in contrast, the bruteforce algorithm requires O(2 M ) times evaluation. However, practically, the number of re-evaluations for the lazy greedy algorithm is quite small. Therefore, the computational cost of the lazy greedy algorithm almost only increases in proportion to M , i.e., almost linearly. Our results show that the lazy greedy algorithm could reduce the computational cost while its performance was kept equal to that of the greedy algorithm.
Next, a case in which two classes were assigned to the same object was investigated. The target dataset contained "mixed" objects. Therefore, the results shown above also imply that our method works well even when two classes were assigned to the same object because our theory was completely derived on the basis of the probabilistic generative model, i.e., the MHDP. We show a typical result of sequential decision making when two classes were assigned to the same object. Fig. 16 shows the time series of the posterior probability of the category for object 51, i.e., one of the mixed objects, during sequential active perception. This shows that the greedy and lazy greedy algorithms quickly categorized the target object into two categories. Step Posterior Probability   C1  C2  C3  C4  C5  C6  C7  C8  C9  C10  C11  C12  C13 C14 Fig. 16 . Time series of the posterior probability of the category for object 51 during sequential action selection based on (top) the greedy algorithm, (middle) the lazy greedy algorithm, and (bottom) the random selection procedure.
VII. CONCLUSION
In this paper, active perception in multimodal object category recognition was treated. We formulated multimodal categorization and active perception on the basis of a multimodal categorization model, the MHDP, proposed by Nakamura et al. In the MHDP, they assume that a robot obtains all types of multimodal information not only during the learning phase but also during the recognition phase. To reduce the time required for object recognition, a robot has to select a small number of actions for multimodal information efficiently. On this basis, we proposed an optimal action selection method for multimodal object category recognition based on the MHDP and an IG criterion. We proved that the IG is an optimal criterion for active perception from the viewpoint of the KL divergence between a final recognition state and a current recognition state. In addition, we showed that the IG has a submodular property due to the graphical model of the MHDP. On the basis of the submodular property of the proposed IG criterion, we proposed two sequential action selection methods, i.e., the greedy and lazy greedy algorithms. We conducted experiments using an upper-torso humanoid robot and a synthetic dataset and showed that the method enables the robot to select actions actively and recognize target objects efficiently.
For life-long autonomous mental development, a robot and human child have to obtain object categories and explore their environment, recognizing many objects autonomously in a real-time manner. The advantage of our model from the viewpoint of autonomous mental development is that both categorization and active perception can be conducted in an unsupervised manner. A robot utilizing our methods does not require any teachers who tell the robot the true category labels or the most efficient action as teacher signals. The robot can organize their object categories and action selection policies autonomously in a bottom-up manner.
In our model and experiment, a robot was required to obtain visual information at first by rotating an object on a turntable. This seems to not be a realistic scenario in which the robot needs to classify a new object it encounters in the environment. However, this assumption was originally made by the original theory of the MHDP, and we derived our active perception algorithm on this basis. Nakamura et al. made a robot obtain visual information by rotating a target object in order to obtain direction-independent information [12] . Practically, BoFs extracted from only one image of a target object can be used as an input of visual modality, and a robot can infer the object's category using visual information to some extent. In the same way, the robot can estimate the information gain of other modalities on the basis of the obtained partial visual information and perform active perception on the basis of our theory. However, the performance, obviously, depends on the shape of the target object. For example, symmetrical objects, e.g., a ball and bottle, can provide sufficient visual information to a robot from only one image, but asymmetrical objects cannot. To solve this problem, we will have to introduce the directional information of a vision system to the graphical model of the MHPD. Extension of the MHDP and the development of a more practical and theoretical model for multimodal active perception are planned for future work. In addition to active perception, active learning for multimodal categorization is also an important research topic. It takes a very long time for a robot to gather multimodal information for multimodal categorization from a massive number of daily objects. If a robot can notice "the object is obviously a sample of learned category," the robot need not obtain knowledge about object categories from such objects. In contrast, if a target object appears completely new to the robot, the robot should carefully interact with the object to obtain multimodal information from the object. Such a scenario will be achieved by developing an active learning method for multimodal categorization. It is likely that an active learning method will be able to be obtained by extending our proposed active perception method. This is our future work.
The MHDP model treated in this paper assumed that an action for perception is related to only one modality, e.g., grasping only corresponds to m h . However, in reality, when we interact with an object with a specific action, e.g., grasping, shaking, or hitting, we obtain rich information related to various modalities. For example, when we shake a box to obtain auditory information, we also unwittingly obtained haptic information and information about weight. The tight linkage between the modality information and an action is a type of approximation taken in this research. An extension of our model and the MHDP to a model that can treat actions that are related to various modalities is also our future work.
APPENDIX A PROOF OF THE OPTIMALITY OF THE PROPOSED ACTIVE PERCEPTION STRATEGY
In this appendix, we show that the proposed active perception strategy that maximizes the expected KL divergence between the current state and the posterior distribution of z j as well as the posterior distribution after a selected action minimize the expected KL divergence between the next state and the final state. 
The numerator inside of the log function does not depend on A. Therefore, the term related to the numerator can be deleted. In addition, by negating the remaining term, we obtain 
