The early stage of high-temperature low-stress creep in single-crystal superalloys is characterized by the rapid development of interfacial dislocation networks. Although interfacial motion and dynamic recovery of these dislocation networks have long been expected to control the subsequent creep behavior, direct observation and hence in-depth understanding of such processes has not been achieved. Incorporating recent developments of discrete dislocation dynamics models, we simulate interfacial dislocation motion in the channel structures of single-crystal superalloys, and investigate how interfacial dislocation motion and dynamic recovery are affected by interfacial dislocation interactions and lattice misfit. Different types of dislocation interactions are considered: self, collinear, coplanar, Lomer junction, glissile junction, and Hirth junction. The simulation results show that strong dynamic recovery occurs due to the short-range reactions of collinear annihilation and Lomer junction formation. The misfit stress is found to induce and accelerate dynamic recovery of interfacial dislocation networks involving self-interaction and Hirth junction formation, but slow down the steady interfacial motion of coplanar and glissile junction forming dislocation networks. The insights gained from these simulations on high-temperature low-stress creep of single-crystal superalloys are also discussed.
Introduction
Single-crystal superalloys are used as turbine blade materials because of their excellent creep resistance during the operation of gas turbines in aircraft and power-generation engines. The microstructure of these alloys consists of c matrix (face-centered cubic) containing a high volume fraction of cuboidal c 0 particles (L1 2 lattice). Creep deformation in these structures exhibits three regimes: a low-temperature and high-stress regime (e.g. 750°C, 750 MPa), where plastic strain is accumulated by h1 1 2i dislocation ribbons cutting the c 0 precipitates [1, 2] ; an intermediate-temperature and -stress regime (e.g. 900°C, 450 MPa), where plastic deformation occurs by Orowan bypassing of 1/2 h0 1 1i dislocations through the c matrix channels [3, 4] ; and a high-temperature and low-stress regime (e.g. 1100°C, 137 MPa), where plastic deformation initializes easily as the grown-in 1/2 h0 1 1i dislocations glide in the horizontal channels [5] [6] [7] , proceeds slowly by the motion of 1/2 h0 1 1i dislocations along the interfaces [8] [9] [10] , and eventually accelerates via h1 0 0i superdislocations cutting the c 0 precipitates [11, 12] .
Interfacial dislocation motion and interactions occur in the high-temperature and low-stress regime. These interfacial dislocations are generated by the glide of grown-in dislocations driven jointly by the applied stress and misfit stress in the horizontal channels [13] [14] [15] . As more dislocations are deposited on the interface, the internal stresses associated with the interfacial dislocation networks soon become high enough to prevent the further propagation of the grown-in dislocations, and thus end primary creep [5, 16, 17] . Interfacial dislocation motion, by a combination of glide and climb, becomes the main deformation process during secondary creep that constitutes the majority of the superalloy's creep life [9, 10, 18, 19] .
The objective of this work is to investigate how interfacial dislocation motion in the c=c 0 structure is affected by long-range and short-range dislocation interactions in interfacial dislocation networks using discrete dislocation dynamics (DDD) simulations. Three-dimensional DDD models [20] [21] [22] [23] [24] [25] are robust tools to study elementary dislocation interactions [26] [27] [28] , and the strengthening effect of dislocation interactions in nanoscale metallic multilayered composites [29] , microscale plasticity [30] [31] [32] and coarsegrained crystals at low-angle grain boundaries [33, 34] . The present work is focused on the role of interfacial dislocation interactions during high-temperature creep of single-crystal superalloys. In previous studies [26] [27] [28] [29] [31] [32] [33] [34] , dislocation interactions were generally found to contribute to material strength and cause strain hardening. In this work, we show that interfacial dislocation interactions may also induce dynamic recovery, which relieves internal stress and leads to creep softening. Although dynamic recovery has long been assumed to occur during secondary creep of singlecrystal superalloys [5, 9, 10, 18, 19] , direct observation and hence in-depth understanding of such processes has not been reached. In the c phase matrix channels, positive and negative dislocations are forced by the external stresses onto opposite interfaces, so that dynamic recovery does not proceed as in pure metals where dislocations of opposite signs directly meet and annihilate. Our simulations of interfacial dislocation motion and interactions will cast light on the recovery mechanisms during high-temperature low-stress creep in these channel structures.
We will first introduce our model to simulate interfacial dislocation motion and interactions in the c=c 0 structure, which includes model modifications that enable dislocation climb driven by mechanical and chemical forces, incorporates the antiphase boundary back-driving force in the precipitates, and considers the biaxial misfit stresses in the matrix channels. The simulations of interfacial dislocation motion during creep are then presented, which consider different initial configurations, namely mixed dislocations, edge dislocations and dislocation networks involving different types of dislocation interactions (self, collinear, coplanar, Lomer junction, glissile junction, and Hirth junction). In each case, the role of the misfit stress is also investigated by running two separate simulations with the misfit stress in the model being switched on and off, respectively. The insights gained from these simulations on high-temperature low-stress creep in single-crystal superalloys will be finally discussed and summarized.
Simulation method
Dislocations climb through emission and adsorption of vacancies at jogs. Under the condition of high temperature and low stress, the jog density is high enough that each point along the dislocation line may act as a source or sink of vacancies, and the vacancy concentration is approximately uniform along the dislocation core [35] . The velocity of dislocation climb is then controlled by vacancy diffusion [35] [36] [37] [38] [39] [40] [41] [42] :
where D v is the vacancy diffusion coefficient, c 0 is the equilibrium vacancy concentration, F c is the climb force, X is the atomic volume, b is the magnitude of the Burgers vector, R is a distance from the dislocation core over which the vacancy concentration reaches its average value in the sample, k B is Boltzmann's constant, and T is the absolute temperature.
A drag relation between the climb force and velocity can be derived from Eq. (1):
where the drag coefficient B c is a function of the vacancy diffusion coefficient D v , the equilibrium vacancy concentration c 0 , and the temperature T. It is worth mentioning that a similar climb force-velocity drag relation has also been derived in the case of low jog density (source/sink-controlled climb) [43] . The climb motion of dislocations can be described in a drag-type relation similar to the glide motion, which allows dislocation dynamics models to handle dislocation glide and climb in the same framework [25, 39, 41, [43] [44] [45] .
We use the ParaDiS DDD code [25] , which defines the nodal force and velocity in a drag-type relation:
where F i is the force on node i; j is a node connected to i through a line segment l ij ; B ij is the drag tensor (inverted mobility tensor) for segment l ij , and V i is the calculated nodal velocity. The drag tensor B enforces spatial constraints on the dislocation motion in face-centered cubic (fcc) crystals according to:
where the drag coefficient B g controls dislocation glide on the glide plane and perpendicular to the dislocation line, B c defines dislocation climb along the glide plane normal n, and B l is the drag coefficient associated with moving a node along its line direction t.
The fcc mobility law in the ParaDiS code [25, 46] , defined through Eqs. (3) and (4), was designed primarily for dislocation glide on {1 1 1} planes, and B c was set large enough to prevent glide on non-{1 1 1} planes and climb in general. As dislocations lose their initial glide planes in a three-dimensional DDD simulation incorporating dislocation climb, e.g. activation of a Bardeen-Herring source [38] , glide on {1 1 1} and non-{1 1 1} planes should be treated in a similar fashion [39] . In this work, we thus modified the non-{1 1 1} drag tensor to be the same as the {1 1 1} drag tensor:
The nodal force in the model is calculated from the forces exerted on the segments that the node connects:
The segment force f ij has multiple sources:
is the line tension force that minimizes the dislocation core energy by reducing the segment length and rotating the segment towards lower-energy orientations. f elastic ij is the elastic force due to the stress field of the dislocation network. f external ij is the external force due to the remotely applied stress. f The osmotic force is in the following form [38, 39, 46, 47] :
where b ij is the Burgers vector of the dislocation segment, and c 1 is the average vacancy concentration in the sample. The APB back-driving force is implemented as:
where v APB is the APB energy per unit area, d is the minimum distance from the segment center to the precipitate surface, L is a transition length over which the APB back-driving force per unit length decays from v APB to zero, and n s is the outward normal of the cuboidal precipitate surface pointing to the segment center. For the calculations of the minimum distance d and the outward surface normal n s , the surface areas at cube edges and corners are approximated as one-quarter of a cylinder and one-eighth of a sphere, respectively, whose radii are both set to be the same as the transition length L. Similar APB back-driving force models have been applied in the DDD simulations of dislocation-precipitate interactions at low and intermediate temperatures, where only dislocation glide is considered, and the direction of the APB back-driving force can be simply set to the opposite direction of dislocation glide [48] [49] [50] [51] [52] . In this work, we consider both dislocation glide and climb, and the back-driving force direction is aligned with the outward-pointing surface normal, which efficiently prevents dislocations from entering the precipitates, but allows tangential dislocation motion along the interface.
The force exerted by the misfit stress is calculated using the Peach-Koehler equation:
The misfit stress is caused by the lattice mismatch between the c and c 0 phases in the nickel-based superalloys, which has been extensively investigated in the past using finiteelement (FE) calculations [3] [4] [5] 7, [53] [54] [55] [56] [57] . These FE calculation results show that the negative lattice misfit produces biaxial compressive stresses in the matrix, which are parallel to the interfaces and rather uniform in each of the matrix channels. Accordingly, the following misfit stress tensors r misfit are considered in the model for the matrix channels normal to X ; Y and Z directions, respectively: 
where r m denotes the misfit stress components. A similar implementation of the misfit stress has been previously used in the DDD simulations of Huang et al. [52] .
Results
The interfacial dislocation motion and interactions are simulated by applying a tensile stress of 137 MPa along the [0 0 1] direction. For simplicity, isotropic elasticity is adopted with a shear modulus l of 44.22 GPa and a Poisson ratio m of 0.37. The dislocation glide drag coefficient B g is set to be 1% of the dislocation climb drag coefficient
B c , to reflect that glide is substantially faster than climb. Similar to the level set dislocation dynamics simulations of Quek et al. [45] , the simulation time in this work is normalized by B c =l, the quotient of the dislocation climb drag coefficient and the shear modulus, so that the actual value of dislocation climb drag coefficient is not required for the simulation. In the simulated c=c 0 microstructure, the edge length of the cuboidal c 0 particles is 1600 b, and the width of the c channels is 400 b. The magnitude of the Burgers vector b is 0.25 nm. The APB energy v APB in the c 0 precipitates is set to be 125 m J m À2 based on the ab initio simulation result of Yashiro et al. [50] . The misfit stress component r m in the matrix c channels is set to be À100 MPa based on the FE calculations by Zhang et al. [7] . The vacancies generated by dislocation climb under the tensile stress are largely adsorbed through porosity growth in the superalloys [10] . The average vacancy concentration in the sample is assumed to be at the equilibrium value, i.e. c 1 ¼ c 0 , and the osmotic force defined in Eq. (8) is thus zero in all the simulations. The effect of vacancy supersaturation will be investigated in future work.
The simulation results can be generally divided into two groups according to the initial configurations: widely separated interfacial dislocations with the same line sense on the same side of the horizontal channels; and closely spaced interfacial dislocations with opposite line senses on opposite sides of the horizontal channels. The interfacial dislocations are initially all on the horizontal interfaces based on the fact that the superposition of external and misfit stresses favors the slip deposition in the horizontal channels. The simulation results for different initial configurations are presented by two means: simulation snapshots showing the actual sequence of dislocation motion and interactions, and curve diagrams presenting the corresponding plastic strain accumulation and dislocation density evolution with time.
Interfacial motion of widely separated dislocations
The simulations with widely separated dislocations are designed to investigate interfacial dislocation motion in the absence of considerable internal stresses, where dislocation movement is dominated by the external stress, misfit stress, and line tension of the dislocation. 1/2 ½0 1 1 interfacial dislocations of mixed and edge characters are considered, and their initial configurations are shown in Fig. 1 . Mixed interfacial dislocations are generated by the glide of grown-in 1/2 h0 1 1if1 1 1g dislocations in the horizontal channels, and their line direction is along the intersection line of the glide plane and the c=c 0 interface normal to the [0 0 1] direction. Edge interfacial dislocations are formed by interfacial dislocation reactions as will be discussed later. Such edge dislocations are also the basic dislocation configuration considered in various models to interpret high-temperature low-stress creep in single-crystal superalloys [10, 18, 19, 58] . Fig. 2 shows the plastic strain accumulation and dislocation density evolution with time in these simulations, which are clearly affected by both the character of the interfacial dislocations and the presence of the misfit stresses.
Mixed dislocations
The simulation of mixed dislocations without considering the misfit stresses is shown in Fig. 3(a) . The dislocations initially move along the horizontal interfaces and partially enter the vertical channels ( Fig. 3 (a), image 1), then become fully trapped in the vertical channels and start to move upwards along the vertical interfaces ( Fig. 3(a) , image 2), and eventually re-enter the horizontal channels and move again along the horizontal interfaces ( Fig. 3(a) , image 3). The following snapshots of this simulation record the repetition of these processes, and are thus not shown in the paper. While the dislocations can enter and cross the c matrix channels simply by glide, the dislocation motion along the c=c 0 interfaces can only be achieved by a combination of glide and climb.
The The vertical interfacial dislocation motion is driven by the line tension force that acts to minimize the dislocation core energy. The line tension force is associated with the dislocation configuration trapped in the vertical channels, which gradually reduces as the dislocation moves out of the vertical channels and changes its line configuration. Such a process is reflected by the dislocation density change in the simulation shown in the bottom diagram of Fig. 2(a)  (solid black line) .
The simulation of mixed dislocations considering the misfit stresses is shown in Fig. 3(b) . It can be seen that in the presence of the misfit stress, the dislocations move downwards once they are trapped in the vertical channels ( Fig. 2(a) , dotted blue lines).
Edge dislocations
The simulation of edge dislocations without considering the misfit stresses is shown in Fig. 4(a) . The dislocations primarily move along the horizontal interfaces towards the edges of the cuboidal c 0 precipitates (Fig. 4(a) , image 1), later glide across the vertical channels and reach the vertical interfaces of neighboring precipitates (Fig. 4(a) , image 2), and lastly move downwards along the vertical interfaces ( Fig. 4(a) , image 3). The vertical dislocation motion along the [0 0 1] direction also results from the line tension force. Due to the different dislocation configurations, the line tension force for the trapped edge dislocation drags it moving downwards along the vertical interfaces (Fig. 4(a) , image 2), while the line tension force for the trapped mixed dislocation pulls it moving upwards along the vertical interfaces ( Fig. 3(a) , image 2). Since the trapped edge dislocation is mostly a straight line, the associated line tension force is low. The vertical dislocation motion is so slow that the dislocations have not reached the edges of the precipitates by the end of the simulation. This slow dislocation movement along the vertical interfaces does not contribute to the plastic strain along the [0 0 1] direction, and causes no change in the dislocation density ( Fig. 2(b) , solid black lines).
The simulation of edge dislocations considering the misfit stresses is shown in Fig. 4(b) . It can be seen that in the presence of the misfit stress, the dislocations have moved a long distance along the vertical interfaces to reach the edges of the precipitates (Fig. 4(b), images 2 and 3) . The dislocations will then glide across the horizontal channels and move again on the horizontal interfaces, which is not shown in the paper. The cross-channel glide and horizontal interfacial dislocation motion contribute to the plastic strain along the [0 0 1] direction, which is reflected in the plastic strain-time diagram of Fig. 2(b) (dotted blue line) .
Interfacial motion and interactions of closely spaced dislocations
The simulations with closely spaced dislocation arrays are intended to reveal the effect of dislocation interactions on interfacial dislocation motion. For the eight activated slip systems under the [0 0 1] loading, the dislocation interaction types between two slip systems are given in Table 1 , where the interaction type abbreviations for the selected reference slip system pairs are in blue boldface. The initial interfacial dislocation networks are constructed by considering one or two activated h0 1 1if1 1 1g slip systems in the horizontal channels that deposit mixed dislocations of opposite line senses on opposite interfaces (Fig. 5) . Depending on the glide planes, the interfacial dislocation networks are either in the form of parallel dislocation arrays or in the form of square dislocation networks. Under low external stresses with dislocation climb enabled at high temperatures, dislocation arrays are easily relaxed to low-energy configurations (being regular) as frequently observed in creep experiments [7, 11, 13, 14, 57, 59] . Perfect regularity is adopted in the initial configurations to avoid any heterogeneous dislocation distribution with high local back-stresses that can reverse the slip deposition in the beginning of the simulations. The average dislocation spacing in the interfacial dislocation networks is 90 nm. Each group of the interfacial dislocation networks corresponds to a dislocation density of 5 Â 10 13 m À2 . Fig. 6 shows the plastic strain accumulation and dislocation density evolution with time in these simulations, which are largely affected by the different types of interfacial dislocation interactions. For the simulations starting with the same initial configuration, the plastic strain accumulation and dislocation density evolution also varies when conducted with the misfit stresses (dotted blue line in Fig. 6 ) and without the misfit stresses (solid black line in Fig. 6 ).
In terms of the dislocation density evolution, the simulation results can be categorized into three groups. For the simulations of collinear or Lomer junction forming slip systems, the dislocation density starts to decrease at the onset of creep and can drop to zero at the end of the simulation (Fig. 6(a) and (b) ). For the simulations of a single slip system or Hirth junction forming slip systems, a drop in dislocation density occurs during the intermediate stage before it remains constant until the end of the simulation (Fig. 6(c)  and (d) ). For simulations of coplanar or glissile junction forming slip systems, the dislocation density remains almost constant during the simulation (Fig. 6(e) and (f ) ). Fig. 7 shows the interfacial dislocation motion and interaction on collinear slip systems under external and misfit stresses. Comparing Figs. 5(a) and 7(a) , the collinear annihilation of the two dislocation arrays results in an array of dislocations in zig-zag shapes. These dislocations are later straightened due to their line tension (Fig. 7(b) ), and become straight edge dislocations along the [1 0 0] direction (Fig. 7(c) ). Such edge dislocations are very often observed in creep experiments [7, 16, 57] and are more effective at relieving the misfit stress than the glide-deposited mixed dislocations [13] . It is explicitly shown here that these edge dislocations are formed through the short-range reactions between the glide-deposited mixed dislocations on collinear slip systems.
Collinear slip systems
Similar to the previous simulations, the edge dislocations can enter the vertical channels by glide, and move along the vertical interfaces in a combination of glide and climb. The edge dislocations now at the vertical interfaces have entered the vertical channels from opposite horizontal interfaces and thus have opposite line senses. The antiparallel edge dislocations are moving in opposite directions along the vertical channels (Fig. 7(c) ). In the meantime, more edge dislocations are entering the vertical channels ( Fig. 7(d) ). The dislocations entering from the bottom interfaces are moving up along the vertical interfaces to meet the dislocations moving on the top interfaces at the precipitate corners (Fig. 7(e) ). The antiparallel dislocations annihilate partially and form rectangular dislocation loops (Fig. 7(f ) ), which shrink at the edges of the precipitates (Fig. 7(g) ), and eventually disappear (Fig. 7(h) ).
The remaining dislocations are all moving along the interfaces in the vertical channels, where the misfit stress component along the [0 0 1] direction partially cancels the external stress. The mutual attraction between the antiparallel dislocations on opposite interfaces can overcome the remaining external stress, and leads to the annihilation of a pair of dislocations in the vertical channels (Fig. 7(h) and (i)). The mutual repulsion between dislocations of the same sign on the same interface pushes another pair of dislocations out of the vertical channels, which are then moving along the horizontal interfaces (Fig. 7(i) ). The following snapshots of this simulation are not shown here. These dislocations will move to the opposite edges of the horizontal interfaces, re-enter the vertical channels and annihilate each other. The dislocation density drops to zero after this last annihilation, which can be seen in the dislocation density-time diagram in Fig. 6(a) (dotted blue line) .
The simulation of the collinear interfacial dislocation motion and interactions in the absence of the misfit stresses is not shown here. The main difference is that the annihilation across the vertical channels in the presence of the misfit stress shown in Fig. 7 (h) and (i) does not occur in the absence of the misfit stress. In the latter case, a constant dislocation density is maintained until the end of the simulation, which is recorded in the dislocation density-time diagram in Fig. 6 (a) (solid black line). Fig. 8 shows the interfacial dislocation motion and interaction on Lomer junction forming slip systems under the external stress. These two slip planes and the c=c 0 horizontal interfaces intersect along a common line direction, and the initial network consists of parallel dislocations (Fig. 5(b) ). The dislocations are mainly moving along the horizontal interfaces by a combination of glide and climb, and are partially squeezed into the vertical channels by glide ( Fig. 8(a) Fig. 8(b) ). The junction zipping completes as the parent 1/2 [0 1 1] and 1/2 [1 0 1] dislocations approach each other on the horizontal interfaces (Fig. 8(c) opposite signs on opposite interfaces move towards each other due to their mutual attraction (Fig. 8(d) ).
Lomer junction forming slip systems
The junction dislocations inherit the curved line configurations of their parent dislocations that were partially squeezed into the vertical channels. As the dipolar dislocations approach each other, some parts of the dislocations are directly annihilated, and the remaining parts of the dislocations form dislocation loops (Fig. 8(e) and (f ) ). Depending on the curvatures of the junction dislocations, the loops formed due to their partial annihilation are of different sizes. The break-up of dislocation dipoles into prismatic loops has been frequently observed in hightemperature deformation or subsequent annealing [60] [61] [62] [63] . In our case, each loop formed is not entirely prismatic, but a mixture of glide and prismatic loops. The loops shrink by both glide and climb. As dislocations glide faster than they climb, the glide parts of the loops shrink first, which transforms the mixed loops into prismatic loops. Consequently, the loop shrinkage is accompanied by the rotation of the dislocation loop plane (Fig. 8(g) and (h) ). Eventually all the dislocations are annihilated, as the loops self-annihilate by areal shrinking (Fig. 8(i) ).
The simulation of the Lomer junction forming slip systems considering the misfit stresses is not shown. The main difference is that the annihilation of the 1/2 [1 1 0] junction dislocations are partially prevented in the presence of the misfit stress. The remaining dipolar dislocations are far away from each other, and separated by the misfit stress on opposite horizontal interfaces. The dislocation density-time diagram in Fig. 6(b) records the partial annihilation in the presence of the misfit stress (dotted blue line) and the full annihilation in the absence of the misfit stress (solid black line). Fig. 9 shows the interfacial dislocation motion and self-interaction on a single slip system under the external and misfit stresses. The initial configuration consists of dipolar arrays of mixed dislocations on opposite horizontal interfaces (Fig. 5(c) ). Probst-Hein et al. [5] have conducted static dislocation calculations of such dislocation networks to evaluate the Peach-Koehler (PK) forces on the network dislocations as a function of the number of dislocations in the network. As the number of network dislocations increases (the network dislocation spacing decreases), the dislocation internal stresses eventually overcome the external and misfit stresses, which causes the sign change of the PK forces. Our dislocation dynamics simulation shows that due to the trapping of dislocations at the vertical channels, the local dislocation spacing there becomes smaller than the average dislocation spacing (Fig. 9(a) and (b) ). When the internal stresses exceed the external stress at the channel crosses after 172000 time steps, 1 the dipolar dislocations there move towards each other and annihilate ( Fig. 9(c) ). The annihilation is similar to the Lomer junction annihilation, which consists of two general steps, i.e. partial annihilation leads first to loop formation ( Fig. 9(d) ), and these loops self-annihilate by areal shrinking ( Fig. 9(e) and (f ) ). Due to the simulation view presented here, only halves of the dislocation loops can be seen. After this annihilation, the internal stresses are reduced and are no longer high enough to overcome the external stress. A constant dislocation density is then maintained until the end of the simulation (Fig. 6(c) , dotted blue line in the dislocation density-time diagram).
Single slip system
The interfacial dislocation motion and self-interaction in the absence of the misfit stresses is not shown. As observed in Fig. 3 , without the inward dragging caused by the misfit stress, the mixed dislocations can easily move out of the vertical channels due to the outward pulling by the line tension force. The local dislocation spacing decrease and dipole annihilation in the presence of the misfit stress shown in Fig. 9 does not occur in the absence of the misfit stress. The dislocation network structure then hardly changes, and the dislocation density is almost constant during the simulation (Fig. 6(c) , solid black line in the dislocation density-time diagram). Fig. 10 shows the interfacial dislocation motion and interaction on Hirth junction forming slip systems under external and misfit stresses. The initial configuration consists of dipolar square dislocation networks on opposite horizontal interfaces (Fig. 5(d) ). The 60°1/2 [0 1 1] and 1/2 [0 1 1] dislocations in the same network are repulsive to each other, and do not form Hirth junctions (Fig. 10(a) ). As these dislocations move to the vertical channels, their mutual repulsion pushes the 1/2 [0 1 1] dislocations out of the vertical channels, and the 1/2 [0 1 1] towards the center of the vertical channels (Fig. 10(b) and (c) ). The dislocations that entered the vertical channels from the bottom interfaces are moving up along the vertical interfaces to meet the dislocations moving on the top interfaces at the precipitate corners (Fig. 10(d) ). Portions of the dislocations are annihilated in the vertical channels normal to the [1 0 0] direction, which leaves irregular dislocation loops at the precipitate corners and in the vertical channels normal to the [0 1 0] direction (Fig. 10(e) ). The triangular parts of the dislocation loops shrink and disappear first at the precipitate corners, and the remaining debris of the dislocation loops continue to shrink in the vertical channels normal to the [0 1 0] direction (Fig. 10(f ) ). In the meantime, the 1/2 (Fig. 10(g) ). As the 1/2 [0 1 1] dislocation loops shrink to disappear, the [0 1 0] Hirth junctions are later unzipped (Fig. 10(h) and (i) ).
Hirth junction forming slip systems
The simulation of the Hirth junction forming slip system without considering the misfit stresses is not shown. In the absence of the misfit stress, the mutual repulsion of 1/2 [0 1 1] and 1/2 [0 1 1] dislocations still leads to the separation of the dislocation networks and the complete annihilation of the 1/2 [0 1 1] dislocations. However, the movement of the 1/2 [0 1 1] dislocations along the vertical channels becomes slow, and the corner encounter of antiparallel dislocations in the presence of the misfit stress shown in Fig. 10(d) and (e) does not occur in the absence of the misfit stress. The annihilation starts at the channel crosses, which forms dislocation loops that shrink to disappear in the horizontal and vertical channels. The delayed annihilation due to the absence of the misfit stress can be seen in the dislocation density-time diagram of Fig. 6(d) 
Coplanar slip systems
The interfacial dislocation motion and interaction on coplanar slip systems is shown in Fig. 11(a) for the simulation in the absence of the misfit stresses, and in Fig. 11(b) for the simulation in the presence of the misfit stresses. The initial configuration consists of dipolar arrays of parallel dislocations on opposite horizontal interfaces ( Fig. 5(e) ), similar to the Lomer junction and self-interaction cases ( Fig. 5(b) and (c) ). During the whole simulations, the coplanar interfacial dislocations move through the c=c 0 structures Fig. 11 . Interfacial dislocation motion and interaction on coplanar slip systems.
in a steady state (Fig. 11) . Unlike the Lomer junction case, the mixed dislocations of different Burgers vectors on the coplanar slip systems are repulsive to each other, and do not merge to form dislocation junctions. Unlike the selfinteraction case, dislocation annihilation does not occur on the coplanar slip systems even in the presence of the misfit stress. The dislocation trapping at the vertical interfaces due to the misfit stress can be seen by comparing Figs . The dislocation density is almost constant during both simulations, but the strain rate is lower in the presence of the misfit stress ( Fig. 6(e) ).
3.2.6. Glissile junction forming slip systems Fig. 12 shows the interfacial dislocation motion and interaction on glissile junction forming slip systems under external and misfit stresses. The initial configuration consists of dipolar square dislocation networks on opposite horizontal interfaces (Fig. 5(f ) ), similar to the collinear and Hirth junction cases (Fig. 5(a) and (d) Fig. 12(a) ). As the junction zipping continues, the square dislocation networks are transformed into hexagonal dislocation networks (Fig. 12(b) ).
The 1 (Fig. 12(c) ). As the parent dislocations move out of the vertical channels, the junction dislocations tend to resume their original length ( Fig. 12(d) ). As more network dislocations pass through the vertical channels, the mesh of the hexagonal dislocation networks become irregular ( Fig. 12(e) and (f ) ). The simulation of the glissile junction forming slip system without considering the misfit stresses is not shown. The main difference is that the mesh of the hexagonal dislocation networks becomes less irregular in the absence of the misfit stress than those in the presence of the misfit stress as shown in Fig. 12(e) and (f) . The dislocation density is almost constant during both simulations, but the strain rate is lower in the presence of the misfit stress (Fig. 6(f) ).
Discussion
During high-temperature low-stress creep of singlecrystal superalloys, the tensile stress along the [0 0 1] direction would ideally activate eight h0 1 1if1 1 1g slip systems simultaneously, but in reality the slip systems are gradually activated in a random sequence [10, 11, [13] [14] [15] 57] . Due to the available sources in the sample or slight deviations of the sample alignment with the loading axis, only one or two slip systems are activated at the early stage. The back-stresses associated with the interfacial dislocation networks prevent or slow down the activation of new slip systems under the applied low stress. Only after a recovery of the initial dislocation networks can other slip systems be substantially activated.
The simulation results show that interfacial dislocation motion and dynamic recovery in single-crystal superalloys can be strongly altered by interfacial dislocation interactions on the activated slip systems. Collinear annihilation transforms the square dislocation networks into parallel arrays of edge dislocations, which move freely along the horizontal and vertical interfaces, and annihilate each other at the precipitate corners. Lomer junction formation leaves long inactivated dislocation dipoles on opposite horizontal interfaces, which break up into dislocation loops that self-annihilate by areal shrinking. The interfacial dislocation motion on coplanar and glissile junction forming slip systems proceeds steadily, and does not lead to dynamic recovery at all. Interfacial dislocation motion and self-interaction on a single slip system develops high local stress due to the misfit stress trapping at the vertical interfaces, which causes partial annihilation of the interfacial dislocation networks starting at the channel crosses. The mutual repulsion between 60°mixed dislocations on Hirth junction forming slip systems leads to the separation of the interfacial dislocation networks and annihilation of dislocations on one slip system in the vertical channels.
For self, collinear, coplanar, Lomer junction, and glissile junction interactions, the simulation results of the selected reference slip system pairs are entirely equivalent to other activated slip system pairs involving the same type of dislocation interactions (see Table 1 axis, which is caused by the favorable slip deposition on the horizontal interfaces. The other Hirth junction interaction variant has an initial configuration of parallel dislocation arrays similar to the Lomer junction and coplanar cases, but the interfacial dislocations of the two slip systems are repulsive and move in opposite directions on the horizontal interfaces. The dislocation structures become unstable in the beginning of the simulation, which are unlikely to appear in a double slip situation. These Hirth junction interaction variants are colored gray in Table 1 .
Although these simulations of interfacial dislocation motion and interactions are essential to understand plastic deformation during high-temperature low-stress creep, the plastic strain-time curves obtained from these simulations should not be directly interpreted as creep curves. Several processes that could contribute or affect the creep strain accumulation are not considered in the model, which include the regeneration of interfacial dislocation networks after recovery, directional coarsening (rafting) of the c 0 precipitates, and h1 0 0i dislocations cutting of the rafted c 0 precipitates. We shall discuss the potential effects of these processes on high-temperature low-stress creep based on the present simulation results.
The recovery of the interfacial dislocation networks relieves the internal back-stress, and the grown-in dislocations could again glide in the horizontal channels and form new interfacial dislocation networks. The softening effect of dynamic recovery is evident, as the glide of the grown-in dislocations proceeds much faster than the interfacial dislocation motion in a combination of glide and climb. Depending on the activated slip system, dynamic recovery and creep softening may initialize rapidly (collinear and Lomer junction forming slip systems) or not occur at all (coplanar and glissile junction forming slip systems), which can lead a strong scatter of creep curves at the early stage of high-temperature low-stress creep.
The dynamic recovery on the single slip system and Hirth junction forming slip systems does not occur initially but at a plastic strain up to 0.5%. This is also the strain regime where substantial rafting takes place, reshaping the originally cuboidal morphology of the c 0 precipitates into a lamellar-type arrangement perpendicular to the [0 0 1] loading axis [6, 12, 15, 56, 59] . Once the rafting has profoundly changed the shape of the precipitates into such a lamellar morphology, dynamic recovery associated with the vertical interfacial motion will no longer occur. The hardening effect of rafting shall be expected due to the prevention of further dynamic recovery in the vertical channels.
Dynamic recovery and creep deformation in the rafted c=c 0 microstructures are mainly related to h1 0 0i dislocations cutting the c 0 precipitates [12] . Several mechanisms on the h1 0 0i dislocation formation in single-crystal superalloys have been proposed in the literature [11, 12, 57, 58, 64] . One of the mechanisms is that the h1 0 0i dislocations are formed as Hirth junctions [11, 12, 57] . Our simulation result shows that the Hirth junctions are not formed directly by the glide-deposited 60°dislocations, but at the later stage of high-temperature low-stress creep when the glidedeposited dislocations have gone through a large lineorientation change during the interfacial dislocation motion and interactions.
Summary
We simulated interfacial motion of mixed dislocations, edge dislocations and different types of dislocation networks in the channel structures of single-crystal superalloys.
For widely separated dislocations, the horizontal interfacial dislocation motion is mainly driven by the external stress, and the vertical interfacial dislocation motion is largely affected by the presence of the misfit stress. The line tension force, depending on the trapped dislocation configuration, can drive mixed and edge dislocations to move in opposite directions along the vertical interfaces.
For dipolar dislocation networks, the interfacial dislocation motion and dynamic recovery is dominated by interfacial dislocation interactions. The short-range reactions of collinear annihilation and Lomer junction formation lead to recovery at the early stage of high-temperature lowstress creep. The misfit stress induces and accelerates the dynamic recovery on the single slip system and Hirth junction forming slip systems, but slows down the steady interfacial dislocation motion on the coplanar and glissile junction forming slip systems.
It is found that 1/2 h0 1 1i edge dislocations along the h1 0 0i directions are formed by glide-deposited mixed dislocations on collinear slip systems. Such a finding provides a theoretical basis for creep models built on such dislocation configurations, but at the same time suggests the inability of these models to describe interfacial dislocation motion on slip systems involving other types of dislocation interactions.
The simulation of Hirth junction forming slip systems supports the theoretical assumption that the h1 0 0i dislocations are formed as Hirth junctions. However, the Hirth junctions are only formed when the glide-deposited dislocations have gone through a large line-orientation change during the interfacial dislocation motion and interactions, which indicates that the h1 0 0i dislocation formation and associated recovery process of h1 0 0i dislocation cutting does not occur at the early stage of high-temperature low-stress creep.
