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ABSTRACT
Understanding reactive solute transport, which couples flow , transport, and
chemical/ biological reaction in porous media, is important in areas such as
aquifer remediation, groundwater contamination and geochemical reaction
modeling. Due to the large time scales involved, lack of accessibility to the
subsurface and heterogeneous physical and chemical parameters, numerical
simulation models are important and widely used in most of these studies.
Conventional numerical methods to solve solute transport can produce non-
physical values (negative concentrations) even for some simple cases when
considering full tensor dispersion. Particularly when considering heteroge-
neous flow fields, irregular grids, nonlinear reactions and large time scales,
the non-physical values can spread out to the whole domain and cause nu-
merical convergence problems for reactive transport cases. Conventional fi-
nite element and finite difference methods to discretize full tensor dispersion
may lead to non-physical solutions independent of the grid size; therefore,
this problem cannot be ignored. The well-known Flux Corrected Transport
(FCT) technique can be used to solve this problem. This methodology can
produce a high-order, physical solution by combining a high-order solution
(high accuracy, but non-physical) and a low-order solution (low accuracy,
but positive) with a nonlinear flux limiter. The nonlinear flux limiter is an
anti-diffusion component, which can diminish the artificial-dispersion from
low-order method and hence improve the accuracy without producing a non-
physical solution. In this study, the accuracy of Flux Corrected Transport is
tested for different cases with complex flow fields and chemical reactions. We
consider cases where accurate modeling of full tensor dispersion is required to
simulate mixing-induced nonlinear reaction. The results indicate that FCT
is a simple, flexible and accurate method to obtain positive solution for solute
transport modeling but may take a lot of CPU time.
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CHAPTER 1
INTRODUCTION
The transport of contaminants in aquifers is usually represented by the
advection-dispersion-reaction equation. The numerical solution of the advection-
dispersion equation has been widely researched for many years within and
outside the groundwater modeling community [2]. However, the past and on-
going research in this area reflects difficulties in solving advection-dispersion
equation by numerical methods [3].The difficulties have been summarized as
follows [4]:
1. While advection and dispersion are simultaneous processes, their effect
on mass transport are different: advection is hyperbolic, so the sharp
fronts of concentration plume propagate along the characteristic lines.
On the contrary, dispersion is parabolic, so the sharp gradients tend to
smoothed out.
2. Mathematically, the need to treat simultaneously hyperbolic term (ad-
vection) and parabolic term (dispersion) has not been fully overcome
by any numerical method.
Most numerical methods for solving the advection-dispersion equation are
classified as Eulerian, Lagrangian and mixed Eulerian-Lagrangian [5]. Eule-
rian methods work well in flow simulation and are commonly used in solute
transport modeling. In Eulerian methods, the transport equation is solved
on a fixed spatial grid. The advantages of Eulerian methods are: they are
easy to program and implement, generally mass conservative and accurate,
and efficient in solving dispersion-dominated problems [2]. The most com-
mon Eulerian methods are finite-difference, finite-volume and finite-element.
However, for advection-dominated problems, an Eulerian method is suscepti-
ble to excessive numerical dispersion or artificial oscillation [6]. Oscillations
are normally caused by advection term with large Peclet number,and this can
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lead to negative concentrations. This can be controlled by using a smaller
grid space. But when there is full tensor dispersion, with arbitrary grids, we
can get negatives which cannot be eliminated by decreasing grid size(dx)or
time scale (dt).
To improve the numerical methods, several goals need to be considered for
numerically solving the advection-dispersion equation [6]:
1. avoiding the spurious oscillations which can affect the stability and
convergence of solution for reactive transport;
2. minimizing numerical dispersion for advection-domain transport, espe-
cially for the case with sharp front concentration;
3. preserving the mass conservation property of the advection and disper-
sion equation;
There are several novel numerical schemes to preserve positivity of con-
centration, including Total Variation Diminishing (TVD) approach [7],Flux
limiter[8], Flux Corrected Transport (FCT) [9], Multi-Point Flux Approxima-
tion (MPFA) [10], Local Extreme diminishing (LED) [11], nonlinear mono-
tone finite volume method [12] and numerical conditional optimization [13].
However, algorithms like TVD, are usually for explicit methods. Kuzmin
stated that by 2004 no other implicit high-resolution finite-element schemes
were available for arbitrary time stepping except FEM-FCT methology [14].
Even though explicit methods are typically more accurate than implicit ones,
the stability limitation makes them inefficient for problems with large time
scales and strongly varying velocities [14]. As a result, the small time step
will lead a large computational cost.
FCT algorithm, as predictor-corrector algorithm, can be classified as diffusion-
antidiffusion (DAD) method [15], which has the following basic ideas [16]:
1. Produce advanced low-order scheme to give enough diffusion and good
phase error which suppresses undershoots and overshoots.
2. Correct the solution using anti-diffusive limiter to keep the “steepness”
of the concentration.
The pioneering work of FCT has established the basic concept and princi-
ples for applying FCT, which is essentially using a low-order method in re-
gions with steep gradients [14]. However, the original FCT algorithm named
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SHASTA was a specialized one-dimensional finite-difference scheme. Then
it was dramatically improved by a genuinely multidimensional flux limiter
and a combination of high-order and low-order discretization [9]. Recently,
an extension of FCT to Finite Element Modeling (FEM), multidimensional
cases and fully implicit time stepping has been developed [14]. The conserva-
tive flux decomposition procedure has been proposed for both convective and
diffusive terms, the mathematical properties of positivity-preserving schemes
has been proved and a multidimensional limiter has been employed for dif-
ferent FEM schemes [17].
The negative concentration from numerical solution of advection-dispersion
equation can be a big problem for reactive transport. Most reactive trans-
port codes are based on the advection-dispersion-reaction equations, but the
method by which transport codes incorporate the chemistry varies [18]. Gen-
erally, the chemistry system can be modeled using the following assumptions:
kinetic, local equilibrium or mixed kinetic-equilibrium. Depending on the
time scale of reaction and time scale of the problems, reactions could be
models as equalibrium or kinetic: aqueous reaction are fast and are usually
treated as equalibrium, water-rock reaction, such as precipitation, dissolu-
tion and adsorption, are relatively slow and are usually treated as kinetic [19]
[20] [21].
Because of the chemical aspects, such as speciation, the reactive trans-
port are more complex. By considering both equilibrium-controlled and
kinetically-controlled reactions, the reactive transport model leads to a dif-
ferential algebraic system of equations (DAE) [21] which is computationally
expensive to solve. There has been considerable focus on numerical tech-
niques to solve this problem which couples both reaction part and transport
part. Steefel and MacQuarrie [22] have provided a summary of these meth-
ods, which can be divided into three categories: operator splitting (OS),
global implicit approaches (GIA), and sequential iterative and sequential
non-iterative approaches (SIA/SNIA). Each technique has its advantage and
disadvantage. The GIA is most computational expensive, but quite stable.
The SIA can deal with specific problem with heavy restriction. The OS is
most straightforward to apply, but may gain large splitting error [22] [23]. In
this thesis, we will focus on GIA and SIA. The negative concentration prob-
lem is easilly handled by OS, since the negative concentration can be filtered
away before applying reaction module. However, the negative concentration
3
can be a big problem for implicit approach,
The purpose of this thesis is to confirm the performance of FCT method
in solute transport modeling, to explore the effert of cross-dispersion term
in reactive transport model and to apply FCT method to reactive transport
model which consider full tensor dispersion and different types of reactions.
In this thesis, based on the pioneering work of FCT, I will present the
design of multidimensional FCT schemes with fully implicit time stepping
and finite volume method to obtain a positive solution for advection and
dispersion equation with full-tensor dispersion coefficient. I will also present
the design of GIA and SIA approaches to produce the numerical solution for
reactive transport. By providing several tests, I will demonstrate the con-
vergence rate of FCT method as compared to high and low order solutions,
show the influence of full-tensor dispersion and extend the implementation
of FCT method to reactive transport model. Specifically, in Chapter 2, I will
present the governing equations for advection and dispersion, and the tensor
components of the dispersion coefficient; the analytical and semi-analytical
solution for the advection-dispersion equation will be presented for some spe-
cial cases. In Chapter 3, I will present the numerical methods to solve the
advection-dispersion equations, especially the design of the FCT algorithm;
the h-convergence test of FCT compared with low and high order solutions
will be presented to demonstrate the order of FCT algorithm. In Chap-
ter 4, I will present the governing equation for chemical reaction and the
advection-dispersion-reaction system; the solution strategy to numerically
solve the mixed-equilibrium-kinetic transport problem; and the procedure to
apply FCT methodology solving approach of the reactive transport equa-
tions. In Chapter 5, I will present reactive transport examples which shows
the influence of full-tensor dispersion and FCT methodology.
In this thesis, I demonstrate that the fully implicit multidimensional FCT
scheme can gangrene the positivity and the high-order accuracy of the solu-
tion for transport problem. The mixing-controlled reaction tests and nonlin-
ear reactions show that the cross-dispersion term can generate great changes
to the solution of reactive transport problem. These results also proves that
applying FCT method to free-ion approach can solve the negative value and
convergence problems by considering the cross-dispersion term. More reac-
tive tests need to be added in the future, such as more complex chemical sys-
tem and different type of reactions like ion-exchange, precipitation/dissolution.
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Future work also need to be done to apply FCT method to total component
approach, to apply global implicit approach to nonlinear reaction tests and
to apply parallel computing technique to FCT method, which can decrease
the CPU time of applying FCT to reactive transport problem.
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CHAPTER 2
TRANSPORT MODEL
In this section, an introduction of the governing equation for transport model
is provided with the emphasis on the structure of dispersion tensor, and the
methods to get analytical or semi-analytical solutions for the transport model
are also discussed to provide a benchmark solution.
2.1 Governing Equation
The reactive transport of contaminants, considering advection, dispersion,
fluid sink/sources and equilibrium-controlled adsorption is shown in the fol-
lowing form:
θR
∂c
∂t︸ ︷︷ ︸
storage term
=
∂
∂xi
(
θDij
∂c
∂xj
)
︸ ︷︷ ︸
advection term
− ∂
∂xi
(qic)︸ ︷︷ ︸
dispersion term
+ Rk︸︷︷︸
source term
(2.1)
The term on the left side of equation (2.1) represents the temporal variation
of the storage term, where c is the aqueous concentration [M/L3]. The first
two terms on the right hand-side represent the net flux due to the advection
and dispersion ( spatial variation of fluxes). Rk stands for the source/sink
term due to the chemical reaction [ML3/T]. Dijare the components of the
hydrodynamic dispersion tensor, D[L2/T], qi is the Darcy velocity [L/T], R is
the retardation factor which is caused by equilibrium absorption, θ is the
porosity, xi are spatial coordinates [L], and t is the time [T ] [6].
Here, we ignore the source term which will be discussed later as the reaction
term and assume constant porosity, then equation (2.1) can be simplified:
∂c
∂t
=
∂
∂xi
(
Dij
∂c
∂xj
)
− ∂
∂xi
(vic) (2.2)
vi are the components of the water velocity vector [L/T] . The two/three-
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dimensional dispersion tensor D is defined by the standard form:
Dij =
(
αT |v|+Dmol
)
δij + (αL − αT ) vivj|v| (2.3)
the dispersion tensor components are related with the velocity compo-
nents, the longitudinal dispersivity αL, and transverse dispersivity αT , and
the molecular diffusivity Dmol [24]. Usually the molecular diffusivity is much
smaller than the dispersion coefficient and longitudinal dispersivity is about
ten times of transverse dispersivity. The expression shows that even for uni-
form flow field, if the flow is not parallel to the dispersion Cartesian axes of
grid, the cross-dispersion term is required. The former research shows that
full-tensor dispersion improves the accuracy and reduces the grid orienta-
tion error of numerical solution [25]. The equation (2.3) can be written in a
specific two-dimension form:
Dxx = αL
vxvx
|v| + αT
vyvy
|v| (2.4a)
Dxy = Dyx = αL
vxvy
|v| − αT
vyvx
|v| = (αL − αT )
vxvy
|v| (2.4b)
Dyy = αL
vyvy
|v| + αT
vxvx
|v| (2.4c)
For the case with horizontal flow in x direction, velocity in y direction is
zero, so the equation (2.4b) is equal to zero. For the case with diagonal flow,
velocities in x and y direction are not zero, so the equation (2.4b) is not
equal to zero. For the case with longitudinal dispersivity equal to transverse
dispersivity, the equation (2.4b) is always equal to zero for arbitrary flow
field. The non-zero cross-dispersion term will cause negative concentration
in numerical solution, which is the focus of this thesis and will be discussed
below.
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2.2 Analytical Solution and Semi-analytical Solution
2.2.1 General analytical solution
To evaluate the accuracy of FCT scheme, we need to get the analytical
solution of advection-dispersion equation. For most practical cases, it is not
possible to find an analytical solution, but for a benchmark problem with
instantaneous “pulse” concentration distribution with uniform one-direction
flow field and without cross-dispersion term, the analytical/semi-analytical
solution can be obtained [26]. This chemical spilling problem is belonging
to the class of initial value problems, in which the initial concentration is
specified and the analytical solution can be specified through time and space.
Consider the case with a uniform flow field in x-direction, uniform scalar
dispersion coefficient and no retardation, then equation (2.1) can be written
in a new form:
∂c
∂t
= Dii
∂2c
∂x2ii
− v ∂c
∂x1
(2.5)
where v is the velocity [L/T], Dii is the component of dispersion coefficient
D [L2/T]. The analytical solution of equation (2.5) is based on Fourier Analysis
in terms of waves of various frequencies and wave number as the following
form:
c ∼ Aei(k˜·x˜−ωt) (2.6a)
ω = kxv + iλ+ i
(
Dxxk
2
x +Dyyk
2
y
)
(2.6b)
where A is the wave amplitude, k˜ is the wave number vector (kx and ky are
its components) and ω is the wave frequency. By combining equation (2.6a)
and (2.6b), the physical meaning relationship can be obtained:
c ∼ Aei[kx(x−vt)+kyy] · e−[Dxxk2x+Dyyk2y] (2.7)
In equation (2.7), the first component stands for advection, which does not
change the magnitude, just generate a translation in space; while the second
component stands for dispersion, which produces a decay of concentration
with larger k (shorter wavelengths) dissipating first. By using Fourier Inver-
sion Theorem, we can get the analytical solution for a infinite domain in the
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following form:
c (x, y, t) =
∫ ∫
Ω
c (ξ, η, 0)GxGydξdη (2.8a)
Gx (x, t|ξ, 0) = 1√
4piDxxt
exp
(
−(x− ξ − vt)
2
4piDxxt
)
(2.8b)
Gy (y, t|η, 0) = 1√
4piDyyt
exp
(
−(y − η)
2
4piDyyt
)
(2.8c)
In the equation (2.8a), Ω is the ‘pulse’ zone in the domain with non-zero
initial concentration, ξ and η are initial mass point position, and Gx and Gy
are Green’s Function in x and y direction which gives the contribution to the
solution at point (x, y, t) due to the initial unit condition.
2.2.2 Analytical Solution of Rectangular Source Model
A simple realization of equation (2.8a) is rectangular source. At time zero,
the source zone is in shape of rectangular and well mixed, and the background
initial concentration is zero. The initial mass condition is as follows:
M = c0LW (2.9)
where M is the initial mass of rectangular source region with length L in x
direction, width W in y direction and initial concentration c0, as shown in
Figure 2.1.
Under this initial condition, the analytical solution can be obtained[27]:
c (x, y, t) = c0
∫ L/2
−L/2
Gxdξ
∫ W/2
−W/2
Gydξη (2.10)
=
c0
4
{
erf
(
x− vt+ L/2√
4piDxxt
)
− erf
(
x− vt− L/2√
4piDxxt
)}
(2.11)
·
{
erf
(
y +W/2√
4piDyyt
)
− erf
(
y −W/2√
4piDyyt
)}
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y 
x
 
W 
L 
Figure 2.1: Initial Condition for a rectangular source model. L is the length
in x direction, W is the width in y direction.
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2.2.3 Semi-analytical Solution of Rectangular Source Model
(with cross-dispersion term)
When considering uniform flow at an angle and cross-dispersion term, the
advection-dispersion equation cannot be simplified as equation (2.5), since
the axis coordinates are not parallel or normal to the dispersion component
(in other words, it is anisotropic). So we need to transfer full-tensor disper-
sion into its main direction:[
Dxx Dxy
Dyx Dyy
]
→
[
DL 0
0 DT
]
(2.12)
It means that DL and DT are in orthogonal direction again (in other words,
in principal direction) and the transformation need to be orthogonal trans-
formation to rotate but not change length of the dispersion tensor D [28].
The process is accomplished by getting the eigenvalue of the matrix, which
is in the following form: [
Dxx − λ Dxy
Dyx Dyy − λ
]
= 0 (2.13)
where λ is the eigenvalue of the matrix, so the root of λ is the principle
component of dispersion tensor. The larger root is DL and the smaller root
is the DT .
For the Cartesian coordinate system (x, y), we need to introduce new co-
ordinate (x∗, y∗) such that its axises are parallel and orthogonal to the flow
direction as shown in Figure 2.2.
According the Figure 2.2, the relationship between two coordinate system
is[29]:
x = x∗ cosα− y∗ sinα (2.14)
By applying Fick’s law to the (x∗, y∗) coordinate system, the flux of dis-
persion in principal direction, F ∗x and F
∗
y can be obtained:
F ∗x = −DL
∂c
∂x∗
(2.15a)
F ∗y = −DT
∂c
∂y∗
(2.15b)
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 y 
x 
y*  
x* 
α 
Flow direction 
Figure 2.2: Anisotropic dispersion coefficient, x and y are original
coordinate system, x∗and y∗ are coordinate system which is parallel and
orthogonal to flow direction, α is the angle between two systems.
The flux in terms of the (x, y) coordinate system can be express similar to
equation (2.14):
Fx = F
∗
x cosα− F ∗y sinα (2.16a)
Fy = F
∗
y cosα + F
∗
x sinα (2.16b)
By combining equation (2.15) and (2.16), we can obtain:
Fx = −DL ∂c
∂x∗
cosα +DT
∂c
∂y∗
sinα (2.17)
By applying the chain rule, we can get[30]:
∂c
∂x∗
=
∂c
∂x
∂x
∂x∗
+
∂c
∂y
∂y
∂x∗
=
∂c
∂x
cosα +
∂c
∂y
sinα (2.18a)
∂c
∂y∗
=
∂c
∂x
∂x
∂y∗
+
∂c
∂y
∂y
∂y∗
=
∂c
∂y
cosα− ∂c
∂x
sinα (2.18b)
We can rewrite equation (2.17) in the (x, y) coordinate system:
Fx = −Dxx ∂c
∂x
cosα−Dxy ∂c
∂y
sinα (2.19a)
Fy = −Dyx ∂c
∂x
cosα−Dyy ∂c
∂y
sinα (2.19b)
By conbaining equation (2.17) and (2.19), the following relationship between
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dispersion coefficient component can be obtained:
Dxx = DL cos
2 α +DT sin
2 α (2.20a)
Dxy = Dyx = (DL −DT ) sinα cosα (2.20b)
Dyy = DT cos
2 α +DL sin
2 α (2.20c)
In this way, we can confirm the principal direction component of dispersion
coefficient obtained from equation (2.13) (however, using this equation only,
it is hard to get the principle component of dispersion tensor).
By changing the Cartesian coordinate system, we can simplify the govern-
ing equation to the form of equation (2.5), so the analytical solution can also
be expressed using equation (2.8a). However, by the changing the Cartesian
coordinate system, the source region Ω changes from rectangular to diamond
for diagonal flow condition as shown below:
 
y 
x
Figure 2.3: Initial condition for a diamond source model. W is the width of
the diamond source.
The integration equation (2.8a) cannot be split into equation (2.11). To
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get the accurate integration value, we need to use high-precision numeri-
cal quadrature methology. For one dimensional integration, Newton-Cotes
method can only integrate exactly a polynomial of the degree n− 1, with n
nodes and n weights; while Gaussian Quadrature has accuracy for polyno-
mial degree of 2n−1, with n optimally chosen nodes and n weights. Since the
one dimensional numerical quadrature is in the following moment equation
form:
I (f) =
∫ b
a
f (x) dx ≈ Qn (f) =
n∑
ωi
i=1
f (xi) (2.21)
which has 2n free parameters, so Gaussian quadrature has the highest
possible accuracy for same number of nodes by optimally choosing nodes
and weights[28]. The nodes of Gaussian quadrature can be obtained by using
orthogonal Legendre polynomial Pn (the zero roots of Pn is the nodes). The
Legendre product rules also guarantee that the quadrature will be exact with
n points if 2nth derivative of integrand is zero [31]. It is also proved that
the weights are always positive for any n, so that the Gaussian quadrature
rules are always stable and the approximate value will converge to the exact
integral as n increases [28].Considering the large amount of computing work,
CPU time, the stability and the high-accuracy solution demand, Gaussian-
Legendre quadrature is the optimal way to obtain the integration of the
Green function in equation (2.8a).
The source zone can be divided into four triangle elements. The total inte-
gration is the sum of each element. Dunavant has developed high-degree effi-
cient symmetrical Gaussian rules (up to degree 20) and produce the weights
and nodes position for the standard triangle in coordinate system, as shown
in Figure 2.4 [1][32].
For any function in the standard triangle in coordinate system, the Gaus-
sian quadrature rule can be performed using the following equation:∫
A
f (α, β) dA = A
ng∑
i=1
ωif (αi, βi) (2.22)
where for the ith Gaussian point, the location is (αi, βi), and the correspond-
ing Gaussian weight is ωi. For polynomial function with highest order p, ng
is the sufficient number of nodes to guarantee the quadrature error to be zero.
To get the number of nodes, node positions and weights, the moment equa-
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(0,1)
(1,0)
β
(0,0) α
Figure 2.4: Natural coordinate standard triangle[1]. (x, y) is the natural
coordinate and the vertex of the standard triangle is (0, 0), (0, 1), and (1, 0)
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tion need to be set up and solved [33]. For an arbitrary order p polynomial,
it has np terms as the part of system of moment equations:∫
A
f1 (x, y) dA− A
ng∑
i=1
ωif1 (xi, yi) = 0 (2.23a)
· · ·∫
A
fnp (x, y) dA− A
ng∑
i=1
ωifnp (xi, yi) = 0
np =
(p+ 1) (p+ 2)
2
(2.23b)
Sylvester proved that for the triangle, Newton-Cotes rules requires n(n+1)/2
nodes to be accurate for polynomial of degree n [34]. For Gaussian quadra-
ture, the number nodes can be much less, since this system of nonlinear
equations is highly dependent and be reduced. The system of moment equa-
tions can be solved by deMoivre’s theorem in polar coordinates [32]. The
number of nodes for Gaussian quadrature is shown in the table 2.1.
Table 2.1: Degree and nodes’ number of Gaussian quadrature [1]
Degree of polynomial n number of nodes ng (orders)
1 1
2 3
3 4
5 7
6 12
7 13
8 16
9 19
10 25
11 27
12 33
13 37
14 42
15 48
16 52
17 61
18 70
19 73
20 79
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The nodes’ positions for degree 1,5,10 and 20 for unit triangle by using
Dunvant MATLAB library are shown in Figure 2.5.
(a) Nodes position of degree 1 (b) Nodes position of degree 5
(c) Nodes position of degree 10 (d) Nodes position of degree 20
Figure 2.5: Nodes position of degree 1,5,10,20, red line is the edge of unit
triangle, blue points are the vertex of the unit triangle, green points are the
nodes for Gaussian quadrature
The Gaussian quadrature in unit triangle can be transformed to any ar-
bitrary physical triangle by using the affine transformation as the following
equation:
xi = t(1, 1)(1− αi − βi) + t(1, 2)αi + t(1, 3)βi
yi = t(2, 1)(1− αi − βi) + t(2, 2)αi + t(1, 3)βi
i = 1, 2, . . . , n
(2.24)
where t (p, q) is the component of T (2, 3), which is the coordinate of physical
triangle vetices, (αi, βi)
T are the coordinates of Gaussian quadrature nodes
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in unit triangle (reference space), (xi, yi)
T are the coordinates of Gaussian
quadrature nodes in physical triangle (physical space).
So by transferring coordinate system to the flow direction, transferring
dispersion coefficient and using Gaussian quadrature rules, we can get the
semi-analytical solution of the case with two dimensional flow and full dis-
persion tensor.
One examples can be made to produce the semi analytical solution: the
domain is 100× 100, with initial pulse in the middle of the domain as 10×
10. The velocity is diagonal flow, so by changing the coordinate, the semi-
analytical solution at the early time (time = 1) is shown in Figure 2.6.
Figure 2.6: semi-analytical solution at early time (time = 1, Dx = 0.5,
Dy = 0.2)
The semi-analytical solution cannot be obtained at initial condition since
the equation has to be divided by zero time. At later time (time=100), the
pulse diffuse away and the analytical solution is shown in Figure 2.7.
18
Figure 2.7: semi-analytical solution at later time (time=100, Dx = 0.5,
Dy = 0.2)
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2.3 Summary
In this section, I have presented the governing equation of the transport
model and the component of the dispersion tensor. The effect of cross-
dispersion in numerical model will be disscussed in the Chapter 3. I have
also presented efficient methods to obtain the analytical/semi-analytical so-
lution for the transport model with some specific initial condition. The semi-
analytical solution will be used in benckmark problems in Chapter 3 to test
the convergence rate of the FCT method.
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CHAPTER 3
FLUX CORRECTED TRANSPORT
ALGORITHM AND NUMERICAL
SIMULATION
3.1 Flux Corrected Transport Algorithm
Considering the generic simple form for equation 2.1 (only one component,
without reaction term and retardation factor):
∂c
∂t
+∇ · (vc) = ∇ · (D∇c) (3.1)
for the two dimensional system, the general discretization, such as finite
volume mesh, can be expressed by the numerical flux at the edge of the cell
as shown in figure 3.1.
cn+1 = cn + ∆t
{
1
4x [FW − FE] +
1
4y [FS − FN ]
}
(3.2)
FW and FE are fluxes in x direction; FS and FN are fluxes in y direction.
The flux is the combination of transport, which is the product of velocity and
concentration, and of dispersion, which is the product of the concentration
gradient and the dispersion coefficient as shown in the following equation:
Fw = vxc|w −Dxx ∂c
∂x
|w −Dxy ∂c
∂y
|w (3.3)
The procedure of applying FCT algorithm is as follows [35]:
1. Compute FL, the “low order fluxes” which guaranteed the positive
solution. As shown in Figure 3.1, low order fluxes FL are the inlet and
outlet fluxes of one cell which based on low order spatial discretization,
such as upwind method and ignoring cross-dispersion term discussed
below.
2. Compute FH ,the “high order fluxes” which produce the “accurate”
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  N 
W 
S 
E 
FW 
 
FE 
FN 
FS 
O 
Figure 3.1: Numerical flux between one cell and its neighbor cells for two
dimensional system. The arrows are the flux, which is positive if the flux
direction same as the arrow direction.
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solution with less artificial dispersion. As shown in Figure 3.1, high
order fluxes FH are the inlet and outlet fluxes of one cell which based
on high order spatial discretization, such as central difference method
discussed below.
3. Define the anti-diffusion flux [36] as equation 3.4below:
Ap = F
H
p − FLp p = W,E, S,N (3.4)
4. Compute the low order solution cL for the next time step first, by using
equation 3.5. The flux can be calculated either from current time step
(explicit) or from next time step (implicit).
cL = cn +4t
{
1
4x
[
FLW − FLE
]
+
1
4y
[
FLS − FLN
]}
(3.5)
5. Using flux limiter to produce “corrected flux” ACp , which can guarantee
the positive solution, based on anti-diffusion flux using equation 3.6.
ACp = CAp p = W,E, S,N (3.6)
6. Apply the limited anti-diffusive fluxes back, using equation 3.7
cn+1 = cL +4t
{
1
4x
[
ACW − ACE
]
+
1
4y
[
ACS − ACN
]}
(3.7)
3.2 Discretization
3.2.1 Temporal discretization
Kuzmin has proved that after applying FCT algorithm, the numerical diffu-
sion linearly depends on the size of time steps, either for the backward Euler
method, which is first-order accurate, or for Crank-Nicolson method, which
second-order accurate [14]. Most past work on FCT is explicit. Considering
the stability and the cost of computing, fully implicit method (which is un-
conditionally stable) is applied in this thesis. The special process to apply
FCT using implicit method will be discussed below.
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3.2.2 Spatial discretization
The finite volume spatial discretization is usually second-order accurate for
dispersion using central-difference approximation and second-order accurate
for transport using central-difference approximation, or first-order accurate
for transport using up-wind approximation. Figure 3.2 shows the schematic
to discretize the dispersion part with cross-dispersion term.
Figure 3.2: Grid used for centered-difference approximation of full-tensor
dispersion. Red circles are the positions where gradient can be directly
computed. Green (x direction) and blue circles (y direction) are the
positions where concentration is approximated as the average of the
adjunct nodes to compute the gradient [6].
For simple case, the velocity, dispersion coefficient and the grid are uniform.
As shown in Figure 3.1, for normal-dispersion term, the approximation in x
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direction is in the following form:
∂
∂x
(
Dxx
∂c
∂x
)
=
1
(4x)2 [Dxx (cE − c0)−Dxx (c0 − cW )] (3.8)
For cross-dispersion term, the approximation in x direction is in the following
form:
∂
∂x
(
Dxy
∂c
∂y
)
=
1
44x4y [Dxy (cES + cS − cNE − cN)−Dxy (cS + cWS − cN − cNW )]
(3.9)
For the transport term, the approximation in x direction is in the following
form:
∂
∂x
(vxc) =
1
4x {vx [(1− β) c0 + βcE]− vx [(1− β) cW + βc0]} (3.10)
For center-difference approximation, β = 0.5 and for up-wind approximation,
β = 1 when velocity is positive. So the fully-implicit dispersion approxima-
tion is given as the following [6]:
Cn0 = α0C
n+1
0 + αNC
n+1
N + αSC
n+1
S + αEC
n+1
E + αWC
n+1
W
+αSWC
n+1
SW + αSEC
n+1
SE + αNWC
n+1
NW + αNEC
n+1
NE
(3.11)
where the coefficient αiare given by the following form:
α0 = 1 + 24t
(
Dxx
4x2 +
Dyy
4y2
)
− 4tvx4x2 (1− 2β)−
4tvy
4y2 (1− 2β)
αE =
−Dxx
4x2 4t−
4tvx
4x2 β
αW =
−Dxx
4x2 4t+
4tvx
4x2 (1− β)
αN =
−Dyy
4y2 4t−
4tvy
4y2 β
αS =
−Dyy
4y2 4t+
4tvy
4y2 (1− β)
αSW = αNE =
−Dxy
24x4y4t
αSE = αNW =
Dxy
24x4y4t
(3.12)
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so the the linear system 3.13 is obtained:
L
[
cn+1
]
= R [cn] (3.13)
for fully-implicit approximation, L is a nine-diagonal matrix, R is the identity
matrix. Two sufficient positivity theorems have been proposed [37]:
1. A local extreme diminishing scheme discretized in time by the backward
Euler method is unconditionally positive. Other time stepping schemes
preserve positivity under an appropriate CFL-like condition.
2. A sufficient condition for the scheme 3.13 to preserve positivity is that:
(a) L must be a M-Matrix, that is Lii > 0 and Lij < 0, for i 6= j
(b) All the entries in R must be positive , Rij > 0
Using standard finite volume discretization of full dispersion tensor on a
structured grid does not satisfy the condition 2(a) and leads to the occurrence
of negative concentration [38]. In the following part, I will concentrate on
the full dispersion and omit the advective transport part.
3.3 Application of FCT
In this section, I will follow the procedure of Kuzimin [37] [39] [14] [35] [17]
[16] to to show the robust application procedure of FCT.
3.3.1 High-order scheme
Let’s write the dispersion equation in semi-discrete high-order form using
coefficient shown above:
dC
dt
= −D∇C = KH∇C (3.14)
where KH denotes the discrete transport operator for high order spatial
method. KH is a nine-diagonal matrix. For each node p, Eqn. (3.14) has
coefficients which are similar to equation (3.11), as shown in the following:
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kH0 = −24t
(
Dxx
4x2 +
Dyy
4y2
)
kHE =
Dxx
4x24t
kHW =
Dxx
4x24t
kHN =
Dyy
4y24t
kHS =
Dyy
4y24t
kHSW = k
H
NE =
Dxy
24x4y4t
kHSE = k
H
NW =
−Dxy
24x4y4t
(3.15)
So for each node p , this equation can be written as fluxes format:
dcp
dt
=
∑
s 6=p
kHps (cs − cp) (3.16)
The numerical solutions show that using high order equation scheme will
result in negative concentrations. Since KH matrix is not an M-matrix as
discussed above, it cannot guarantee the positive solution anymore.
3.3.2 Low-order scheme
Kuzmin demonstrates that it is possible to obtain low-order matrix KL from
the high-order matrix KH : KL is a M-matrix and leads to a monotonic and
non-negative solution. KH is modified by adding a proper amount of artificial
diffusion to eliminate all negative off-diagonal entries:
KL = KH +D (3.17)
dpp = −
∑
k 6=p
dpk
dps = dsp = max
{
0,−kHps,−kHsp
} (3.18)
From equation (3.11), it is clear that most entries in D are zero, except
when it shows up in the diagonals resulting from the discretization of cross-
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dispersion (kHSE and k
H
NW ) or it shows up in the main diagonal. So the
non-zero entries are shown below:
dSE = dNW = −kHSE =
Dxy
24x4y4t
d0 =
−2Dxy
24x4y4t
(3.19)
It is clear that D is a tridiagonal matrix, follows the form of a discrete
equation (the flux is proportional to the difference between central node and
neighborhood node in diagonal direction), and it still keeps the mass conser-
vation properties. For dispersive transport, the procedure above separates
the dispersion into different directions, which can be viewed as a special
kind of “operator-splitting”. The above procedure can also be applied to
the advection part. For advective transport, the procedure above makes the
second-order central-difference coefficient matrix earn the same order of ac-
curacy as the first-order up-wind scheme. Also, the form of the matrix is also
the same as the up-wind coefficient matrix after admitting the decomposi-
tion into fluxes [17]. It can be understood as a weighted averaging procedure
where the weight depends on the grid and time step and the value of D [6].
We use notation of Kuzmin and let cH represent the solution of high-order
method at the new time level n + 1 , Cn represent the solution at the old
time level n. Using fully implicit (backward Euler) time discretization, the
Equation 3.14 changes to the following:(
1
4tI −K
L
)
CH =
1
4tC
n −DCH (3.20)
The equation can be split into two parts, the left-hand side part can be
solved first to produce low-order solution :(
1
4tI −K
L
)
CL =
1
4tC
n (3.21)
Also write the discrete equation for an arbitrary grid point p , then the
equation (3.16) changes to:
dcp
dt
=
∑
p
kHspcp +
∑
p6=s
dsp (cp − cs) =
∑
p
kLspcp (3.22a)
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14tc
H
p −
∑
s
kLpsc
H
s =
1
4tc
n
p −
∑
s 6=p
dsp
(
cHs − cHp
)
(3.22b)
3.3.3 Limiting strategy
We can also think the last term above to represent fluxes between nodes p
and s. That is: ∑
s 6=p
dsp
(
cHs − cHp
)
=
∑
s 6=p
f ∗ps f
∗
sp = −f ∗ps (3.23)
These fluxes are omitted in low-order scheme because of causing negative
concentration. These “high-order” fluxes are overestimated or underesti-
mated because of discretization or rough average of physical variables, such
as concentration, velocity and dispersion coefficient. In order to get results
of high accuracy, we need to add the “limited”fluxes back, which avoid nega-
tive solution by limiting flux and hence guarantee non-negative concentration
[17]. The flux limiting strategy is the key element of FCT method as shown
below:
1
4tc
H
p −
∑
s
kLpsc
H
s =
1
4tc
n
p +
∑
s 6=p
αpsf
∗
sp (3.24)
The correction factors αsp vary between 0 and 1: when αsp = 1, the equa-
tion is the exact high-order solution; when αsp = 0, the equation can be
viewed as a kind of “low-order ” method (by changing the coefficient ma-
trix into KL, the second-order gradient for cross-dispersion is destroyed);
when αsp ∈ (0, 1), the possible solution in between. Here we apply Zale-
sak’s limiter to select the limiter can be readily extended to implicit time
discretizations[14].The ins and outs of flux correction process are elucidated
below.
3.3.4 Prelimiting step
The prelimitting step is an easy but important beginning step. This step is
to keep the steep front of the concentration by canceling the anti-diffusive
flux which is opposite to the direction of the concentration gradient. The pre-
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limitting step to cancel the anti-diffusive fluxes directed down the gradient
of c is shown below:
fsp = 0 if fsp (cs − cp) < 0 (3.25)
In Kuzmin’s experience, it is benefit for explicit scheme and also remains
relevant for the implicit schemes. The purpose of prelimiting step is to ensure
that the limited flux does not smooth the low-order solution and thus do not
introduce new diffusion into the solution [14]. It is also proved that the
pre-limiter will preserve the monotonicity of the concentration [40].
3.3.5 Zalesak’s limiter
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Figure 3.3: Zalesak’s limiter in one dimension
Let cmaxp and c
min
p denote the maximum and minimum concentration in
node p and its nearest neighbors (stencil Sp ):
cmax/minp =
max
min cs if s ∈ Sp (3.26)
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The straightforward estimate of local maximum and minimum is shown
below:
cmaxp = max (cW , cE, cN,, cS, cSW , cSE, cNW , cNE, cp) (3.27a)
cminp = min (cW , cE, cN,, cS, cSW , cSE, cNW , cNE, cp) (3.27b)
These quantities represent the upper and lower bounds for the nodal values
of the final solution. The task of the limiter is to guarantee the anti-diffusive
fluxes cannot create new extrema [14].
The solution value at node p is affected by incoming anti-diffusive fluxes
from neighboring nodes. The worst situation is that all the fluxes have the
same sign and enhance a local extreme. So we give the denotation of all
positive/negative contributions to node p based on the possible extreme of
the inlet/outlet fluxes to give the upper bound and lower bound of the con-
centration:
P+p =
1
mp
∑
s6=p
{max (0, fsp)} (3.28a)
P−p =
1
mp
∑
s6=p
{min (0, fsp)} (3.28b)
mp is the amplification coefficient of matrix due to the temporal and spatial
discretization, which guarantees the unit of P+p and P
−
p is same as concentra-
tion [M/L3] (in this thesis, mp = ∆t). The physical potential of concentration
is the difference between local maximum/minimum concentration and con-
centration of node p. So the maximum/ minimum increment which node p
is allowed to accept is given as:
Q+p = c
max
p − cp (3.29a)
Q−p = c
min
p − cp (3.29b)
For the traditional numerical methods, the oscillation occurs because the
unlimited fluxes are beyond the physically admissible range and make the
unphysical decrease/increase in concentration. So the upper/lower bound
should be based on the minimum of net fluxes and physical-permitted incre-
ment/decrement. Based on this principle, the maximum percentage of a flux
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into/out of node p can be given as below:
R+p =
min
{
1, Q+p /P
+
p
}
P+p > 0
0 P+p = 0
(3.30a)
R−p =
min
{
1, Q−p /P
−
p
}
P−p < 0
0 P+p = 0
(3.30b)
Considering the connecting two grids have same flux with opposite sign, we
can give the bonds for each nodes bounds by giving the minimum of correction
factor:
αps =
min
{
R+p , R
−
s
}
fps ≥ 0
min
{
R+s , R
−
P
}
fps < 0
(3.31)
3.3.6 Positivity-preserving Proof
The purpose here is to introduce FCT scheme to avoid rising to non-physical
phenomena. So the positivity-preserving property of FCT scheme needs to
be confirmed. A widely-used sufficient positivity criterion is based on the
concept of an M − matrix which is mentioned in section 3.2.2 as shown
below [39]:
Definition. A symmetric positive definite matrix with positive entries and
non-positive off-diagonal entries is called an M −matrix
If cross-dispersion terms are not considered, all coefficient kHps in equation
(3.13) are non-negative, which means the scheme is stable and hold the prop-
erty called local extreme diminishing (LED) [39]. The LED property means
that for one node and its neighbor nodes, the local maximum cannot increase
and the local minimum cannot decrease and hence the global minimum can-
not decrease. This criterion implies positivity and prevents the non-physical
osculations [41]. When taking cross-dispersion terms into consideration, it is
not guaranteed that the right hand side entries are non-negative, since the
coefficient kHps is negative for cross-dispersion term.
However, by applying the limiting strategy with Zalesak’s limiter, the LED
property is guaranteed [16]:
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cminp = cp +Q
−
p 6 c¯p 6 cp +Q+p = cmaxp (3.32)
So for equation (3.22b), the RHS entries are all non-negative and hence
match the positivity suffcient condition. This proof implies that the FCT
scheme possess the positivity and LED properties.
3.3.7 h-convergence analysis of FCT
In this part, I will study the spatial convergence of the FCT methods when
solving the dispersion equation with full-tensor dispersion. I will use test
problems considering either horizontal flow or diagonal flow, compare the
error between numerical solutions and semi-analytical solution and make
regression of errors to get the actual order of FCT algorithm in different
cases. The error is measured as the root mean square error of concentration
(RMSE) as shown below:
RMSE =
√
1
N
∑
(cN − cA)2 (3.33)
where N is the total numbers of nodes in the whole domain, cN is the nu-
merical solution which is obtained from high-order method or FCT method,
and cA is the analytical/semi-analytical solution which is obtained from an-
alytical method discussed in Chapter 2.
For each case, I will first decrease the error of temporal discretization by
shortening the time step until the temporal error is relatively small enough
compared to the total error, so that the influence of time step can be omitted.
Then for each case, I will apply a series of tests with different grid space to
provide the relationship between grid space and spatial error, in other words,
the h-convergence rate.
Three different cases are tested with parameters in Table 3.1:
1. test A is diagonal flow test with normal dispersion coefficient tensor;
2. test B is diagonal flow test without cross-dispersion term;
3. test C is horizontal flow test with normal disperssion coefficient tensor.
For case A, the relationship between RMSE and grid space for high-order
method is shown in Figure 3.4. In case A, the RMSE results from FCT and
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(a) RMSE result for case A (high-order)
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(b) RMSE result for case A (FCT)
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(c) RMSE result for case B
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(d) RMSE result for case C
Figure 3.4: Relationship between RMSE and grid space for case A, B and
C, the blue grid is the RMSE value (log value) for high-order or FCT
method for each space, the red line is the linear fitting line with the slope
k ≈ 2
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Table 3.1: Parameters for h-convergence tests
Parameter Value
Vx 2
Vy
test A 2
test B 2
test C 0
αL 0.1
αT
test A 0.01
test B 0.1
test C 0.01
cpulse 1
cbackground 0
total time 18
final time step 0.01875
grid space
test A 0.69-3
test B 0.69-3
test C 0.53-1.8
grid number
test A 729-13689
test B 729-13689
test C 2025-23409
high-order solution are slightly different, but it is clear that FCT method
is second-order accurate as the high-order solution. In case B and C, the
cross-dispersion terms are zero since αL = αT or Vx = Vy. So the FCT
and high-order method solution are same as shown in Figure 3.4c and 3.4d.
So it is obvious to see that for these situation, FCT method is same as the
high-order solution, which is second-order accurate.
3.4 Summary
In this chapter, I present the common numerical method to solve the advection-
dispersion equation and the negative-concentration problem caused by cross-
dispersion term. To solve the negative-concentration problem, I present the
procedure of applying the FCT method, prove the positivity-guaranteed
property of FCT, and test the h-convergence rate of FCT method. The
work in this chapter shows that the FCT method is sufficient and accurate
enough to solve the advection-dispersion equation and to avoid the negative-
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concentration problem.
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CHAPTER 4
REACTIVE TRANSPORT MODEL
This section presents a general overview of the governing equations for re-
active transport in porous media and the iterative solution technique for
reactive transport. We will consider the case of ”fully coupled” or ”global
implicit” formulation in which the transport (advection and dispersion) is
solved simultaneously with nonlinear reaction. Two alternative numerical
solution strategies (Total Component Approach and Free-Ion Approach) are
presented.
4.1 Governing Equations-Chemical Reactions
We consider the case where there are multiple dissolved chemicals that can
undergo reactions to form dissolved complexes, according to the following:
Nc∑
i=1
vjicˆi = xˆj j = 1, 2, . . . , Nx (4.1)
where cˆi represents the chemical formula for component i, xˆj represents
the chemical formula for aqueous complex j, Nx is the number of aqueous
complexes, and Nc is the number of components which can be shown to equal
the total number of species N minus the number of linearly independent
reactions [42]. The stoichiometric coefficient Eq.(4.1),vji, is the number of
moles of component i in complex j. We furthermore consider the case where
all aqueous-phase speciation reactions are at equilibrium, which is usually
reasonable since these are fast reactions. Since the reactions (4.1) are at
equilibrium, the mass action law can be used to write the concentration of
each complex, xj, as a function of the concentration of the components, ci
[42].
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xj = Kj
Nc∏
i=1
c
vji
i (4.2)
where Kj is the equilibrium constant for the reaction given by (4.1). We
can define the total dissolved concentration of the component as
Ψi = ci +
Nc∑
i=1
vjixi = ci +
Nc∑
i=1
vjiKj
Nc∏
i=1
c
vji
i (4.3)
Equation (4.3) shows how the equilibrium relationship partitions the total
dissolved concentration (or mass) of species i among the ’free ion’ ci and the
complexes xj. it can be considered a nonlinear relation between the Ψi and
ck:
Ψi = gi (c1, c2, . . . , cNc) (4.4)
If we consider the total dissolved concentration Ψi as a known quantity,
then solution of the linear system (4.4) will yield the free ion concentration
ci. This is sometimes denoted the “speciation” calculation.
While the free ion concentration ci is always positive, it is possible for the
total component concentration Ψi to be negative, since the stoichiometric
coefficients can be positive and negative. One example is hydrogen- at high
pH, ΨH+ can be negative. Hence, to keep the total component concentration
to be positive, the components need to be chosen carefully.
The chemical species also undergo reactions with the solid phase. Some ex-
amples are adsorption, precipitation and dissolution, etc. These reactions are
usually slow and hence are described mathematically by a nonlinear kinetic
rate expression. In general, the reaction rate will depend upon the concentra-
tion of the free ion and complex species. We can write the nonlinear reaction
symbolically as:
Ri(c1, c2, . . . , cNc) (4.5)
Note that for simplicity we neglect the dependence of reaction rate upon any
immobile-phase concentration.
The chemical source/sink reactions (4.5) can lead to an increase or decrease
in the dissolved species concentration. There can also be a variety of kinetic
reactions that occurs in the dissolved phase (e.g. radionuclide decay); these
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reactions can also be expressed generically as in eqn (4.5). Concentration
profiles for the free ion may not always be monotonic (though they are always
positive); in fact it is quite impossible for profiles to exhibit multiple peaks
and valleys.
4.2 Governing
Equations–Advection-Dispersion-Reaction
The overall mass balance for the total dissolved component is the familiar
advection-dispersion-reaction equation.
∂Ψi
∂t
+ L(Ψi) = Ri i = 1, 2, . . . , Nc (4.6)
where L() is the advection-dispersion operator given by
L(Ψi) = ∇ · (vΨi −DH∇Ψi) (4.7)
where v is the velocity vector and DH is the hydrodynamics dispersion
tensor. Note that the advection-dispersion-reaction equation (4.6) for each
chemical i are coupled together through the nonlinear source/sink term Ri.
However, the reaction term Ri is a function of the free ion concentrations
ci, not the total component concentration Ψi. If Ψi is given, then the free
ion concentration can be obtained by solving the speciation reaction (4.4).
Therefore, the complete set of governing equations actually consists of the
partial differential system (4.6) plus nonlinear algebraic system (4.4).
4.3 Solution Strategy
4.3.1 Operator Splitting
Operator splitting strategy is a non-iterative strategy, which does not fully
couple the advection-dispersion and reaction parts. There is an extensive
body of literature in the field of geoscience and environmental engineering
regarding numerical solution of the system (4.6)[22][21][43]. Operator split-
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ting strategy is the most simple and straightforward approach to calculate
reaction in one time step, which entails the following steps over one time
step:
1. Solve the nonreactive form of (4.6) with Ri = 0 over the time step.
2. Solve a system of coupled nonlinear ordinary differential equations for
the reactions over the time step, using the result of step 1 as the ini-
tial condition. This step requires solution of the differential-algebraic-
system (DAE) consisting of reaction ordinary differential equations
with Ri on the right-hand-side, plus the nonlinear algebraic system
(4.4).
This is a really simple approach and it can work well under some conditions
with slow reactions and small time steps [44][23]. Another advantage of
OS approach is to avoid non-physical concentration problem before reaction
step. Since the transport term and reaction term are decoupled, it is easier to
eliminate non-physical concentration by using high-resolution spatial schemes
in transport step, such as TVD and FCT scheme. However, it has been found
that for heterogeneous porous media, FCT scheme may not work as well as
TVD for some cases in OS approach [45] [46].
4.3.2 Fully Coupled, Total Component Approach
To consider long time scales (tens to hundreds of years), implicit time dis-
cretization needs to be used due to stability and convergence problem. To
apply backward Euler discretization to PDEs (4.6):
Ψn+1,m+1i −Ψni
∆t
+ L(Ψn+1,m+1i ) = R
n+1,m+1
i i = 1, 2, . . . , Nc (4.8)
where superscript n refers to the time level and superscript m refers to the
iteration count. Next we use a first-order Taylor’s Series to expand the
reaction term about known values at iteration n:
Rn+1,m+1i = R
n+1,m
i +
Nc∑
k=1
∂Ri
∂Ψk
(Ψm+1k −Ψmk ) (4.9)
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The derivatives in eqn (4.9) requires some attention to compute because
the reactions rate expressions are typically given in terms of the free ion
concentration ci not the total dissolved component concentration Ψi. So
∂Ri
∂Ψk
is a function of the free ion concentration; hence computation of the
derivatives at old iteration requires speciation—That is the nonlinear system
(4.4) is solved for cmi given values for Ψ
m
i .
The approach above leads to a Newton-Raphson solution of the nonlinear
coupled PDEs (4.6). Let us consider a particular spatial discretization of
the advection -dispersion operator in (4.8). Assume the discrete equation for
chemical species i at spatial grid point p can be expressed as follows:
fm+1i,p =
∑
s
ap,sΨ
n+1,m+1
i,s −Rn+1,m+1i,p −
Ψni,p
∆t
= 0 (4.10)
where fm+1i,p refers to the advection-dispersion-reaction equation for node p (it
does not stand for flux). The summation above is over all spatial grid points
s that are connected to grid point p; this connectivity and coefficients ap,s
depend upon the particular numerical method. Note that the coefficients ap,s
come from discretization of the non-reactive advection-dispersion equation
(3.11). Letting the vector Ψ denote the values of all the chemical components
at all the grid points (i.e., Ψ has the length Nc×N where Nc is the number
of dissolved chemical components and N is the number of spatial points).
We also define:
δΨm+1 = Ψn+1,m+1 −Ψn+1,m (4.11)
Then we have the following Newton iteration scheme to advance the solu-
tion over one time step:
JmδΨm+1 = −fm (4.12)
The entries of residual vector fm are shown in eqn (4.10). The entries of
vector Ψm are shown as follows:
Ψm =

Ψ1
Ψ2
...
ΨN
 with Ψp =

Ψ1,p
Ψ2,p
...
ΨNc,p
 (4.13)
where N stands for the total number of nodes, Nc is the number of com-
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ponents. The entries show that we number all the components at each
nodes. The coefficients of the Jacobian matrix are defined in the usual way
as Jα,β =
∂fα
∂Ψβ
. In particular we have:
s 6= p ∂fi,p
∂Ψi,s
= ap,s
∂fi,p
∂Ψj,s
= 0
s = p
∂fi,p
∂Ψi,p
= ap,p − ∂Ri,p
∂Ψi,p
∂fi,p
∂Ψj,p
= −∂Ri,p
∂Ψj,p
(4.14)
Note that in each iteration (4.12), we need to solve the nonlinear speciation
problem (4.4) at every grid block in order to compute the free ion concen-
tration which is required to evaluate the reaction rate and the derivatives
appearing in the Jacobian (4.14), which can be expressed by using the chain
rule:
∂Ri,p
∂Ψj,s
=
Nc∑
k=1
∂Ri,p
∂ck,s
∂ck,s
∂Ψj,s
(4.15)
The Jacobian in (4.12) equals the coefficient matrix from discretization
of the advection-dispersion operator, plus additional terms along diagonal
blocks from the kinetic reaction source-sink term.
Therefore we can write the Jacobian as follows:
Jm = A + JR,m (4.16)
where
A =

A11 A12 . . . A1N
A21 A22 . . . A2N
...
...
. . .
...
AN1 AN2 . . . ANN
 with Ap,s = ap,s

1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1

Nc×Nc
JR =

JR22 0 . . . 0
0 JR22 . . . 0
...
...
. . . . . .
0 0 . . . JRNN
 with JRp,p = −

∂R1,p
∂Ψ1,p
∂R1,p
∂Ψ2,p
. . . ∂R1,p
∂ΨNc,p
∂R2,p
∂Ψ1,p
∂R2,p
∂Ψ2,p
. . . ∂R2,p
∂ΨNc,p
...
...
. . .
...
∂RNc,p
∂Ψ1,p
∂RNc,p
∂Ψ2,p
. . .
∂RNc,p
∂ΨNc,p

(4.17)
In each Newton-Raphson iteration, the final step is to get the free ion ci from
total component Ψi by solving the nonlinear equations (4.3) or (4.4).
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4.3.3 Fully Coupled, Free-Ion Approach
This approach has some advantages in complex problems where the free-ion
values can vary over many orders of magnitude. The basic idea is to solve
for the free ion concentration ci instead of the total dissolved component Ψi.
Therefore, we re-write the Newton-Raphson iteration as follows:
Jmδcm+1 = −fm (4.18)
where δcm+1 = cn+1,m+1− cn+1,m and the vector c represents all the free-ion
species at all the node points (i.e., just like Ψ above, c has length Nc × N
where Nc is the number of dissolved chemical components and N is the
number of spatial grid points). The coefficients of the Jacobian matrix are
defined as Jα,β =
∂fα
∂cβ
. In this case, we can use the chain rule to evaluate
these derivatives, since as shown in eqn (4.10) fi is a function of Ψi and from
the speciation equations (4.4) Ψi is a function of c1, c2, . . . , cNc . To make the
notation more concise, we will define the components of the Jacobian used
to solve the nonlinear speciation problem (4.4) as follows:
JΨi,j =
∂gi
∂cj
(4.19)
Then the coefficients of Jacobian in equation (4.18) are
s 6= p ∂fi,p
∂ci,s
= ap,s
(
JΨi,i
)
s
∂fi,p
∂cj,s
= ap,s
(
JΨi,j
)
s
s = p
∂fi,p
∂ci,p
= ap,p
(
JΨi,i
)
p
− ∂Ri,p
∂ci,p
∂fi,p
∂cj,p
= ap,p
(
JΨi,j
)
p
− ∂Ri,p
∂cj,p
(4.20)
Comparing the above with the total component formulation (4.14), we can see
that the free ion formulation has a some what more dense Jacobian matrix.
But unlike the total component formulation, we do not need to solve the
nonlinear speciation problem after each iteration since speciation is already
built into the Jacobian matrix. Now we can rewrite the Jacobian matrix in
this case similar to (4.17), that is:
Jm = Am + JR,m (4.21)
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with the difference of sub matrix:
A =

A11 A12 . . . A1N
A21 A22 . . . A2N
...
...
. . .
...
AN1 AN2 . . . ANN
 with Amp,s = ap,s

JΨ1,1 J
Ψ
1,2 . . . J
Ψ
1,Nc
JΨ2,1 J
Ψ
2,2 . . . J
Ψ
2,Nc
...
...
. . .
...
JΨNc,1 J
Ψ
Nc,2
. . . JΨNc,Nc

JR =

JR22 0 . . . 0
0 JR22 . . . 0
...
...
. . . . . .
0 0 . . . JRNN
 with JRp,p = −

∂R1,p
∂c1,p
∂R1,p
∂c2,p
. . . ∂R1,p
∂cNc,p
∂R2,p
∂c1,p
∂R2,p
∂c2,p
. . . ∂R2,p
∂cNc,p
...
...
. . .
...
∂RNc,p
∂c1,p
∂RNc,p
∂c2,p
. . .
∂RNc,p
∂cNc,p

(4.22)
4.3.4 Log Formulation
The approach is sometimes advantageous for problems when the solution
varies over several orders of magnitude. The idea is to solve each iteration
for δ ln c instead of δc as follows:
Jmδ ln cm+1 = −fm (4.23)
The coefficients of Jacobian matrix can be derived from the free-ion approach
by using the chain rule:
Jα,β =
∂fα
∂ ln cβ
=
∂fα
∂cβ
× ∂cβ
∂ ln cβ
=
∂fα
∂cβ
× cβ (4.24)
Then the coefficients of the Jacobian in equation (4.23) are:
s 6= p ∂fi,p
∂ ln ci,s
= ap,s
(
JΨi,i
)
s
ci,s
∂fi,p
∂ ln cj,s
= ap,s
(
JΨi,j
)
s
cj,s
s = p
∂fi,p
∂ ln ci,p
= ap,p
(
JΨi,i
)
p
ci,p − ∂Ri,p
∂ci,p
ci,p
∂fi,p
∂ ln cj,p
= ap,p
(
JΨi,j
)
p
cj,p − ∂Ri,p
∂cj,p
cj,p
(4.25)
So the Jacobian in this case similar to the free ion approach, that is:
Jm = Am + JR,m (4.26)
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with the difference in terms of each sub matrix:
A =

A11 A12 . . . A1N
A21 A22 . . . A2N
...
...
. . .
...
AN1 AN2 . . . ANN

with Amp,s = ap,s

JΨ1,1c1,1 J
Ψ
1,2c1,2 . . . J
Ψ
1,Nc
c1,Nc
JΨ2,1c2,1 J
Ψ
2,2c2,2 . . . J
Ψ
2,Nc
c2,Nc
...
...
. . .
...
JΨNc,1cNc,1 J
Ψ
Nc,2
cNc,2 . . . J
Ψ
Nc,Nc
cNc,Nc

JR =

JR22 0 . . . 0
0 JR22 . . . 0
...
...
. . . . . .
0 0 . . . JRNN

with JRp,p = −

∂R1,p
∂c1,p
c1,p
∂R1,p
∂c2,p
c2,p . . .
∂R1,p
∂cNc,p
cNc,p
∂R2,p
∂c1,p
c1,p
∂R2,p
∂c2,p
c2,p . . .
∂R2,p
∂cNc,p
cNc,p
...
...
. . .
...
∂RNc,p
∂c1,p
c1,p
∂RNc,p
∂c2,p
c2,p . . .
∂RNc,p
∂cNc,p
cNc,p

(4.27)
The update of cm+1 need to be done carefully, since the result of Newton-
Raphson approach is δ ln cm+1 instead of δcm+1. So the update of cm+1 is like
this:
ln cm+1 = ln cmδ ln cm+1
cm+1 = cm exp(δ ln ci,p)
(4.28)
4.3.5 Sequential Iteration Approach
The chemical species can be divided into two classes: mobiles (dissolved)
and immobile (adsorbed chemicals,precipitated chemicals or attached mi-
croorganisms). Let’s assume that there are Nc mobile species/components
as above and there are N¯c immobile species. Then the system of governing
equations need to be modified [44] [47]. The system of equations with mo-
bile species are PDEs (the advection-dispersion-reaction equation discussed
above), on the contrary, the system of equations with immobile species, such
as adsorption, precipitation and dissolution, etc are ODEs which are coupled
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with mobiles’ equations by NR reaction terms as follows [21]:
∂Ψi
∂t
+ L(Ψi) =
NR∑
r=1
virRr i = 1, 2, . . . , Nc
∂c¯i
∂t
=
NR∑
r=1
v¯irRr i = 1, 2, . . . , N¯c
(4.29)
where Ψi stands for the total component of mobile phase, c¯i stands for
the immobile species’ concentrations, Rr stands for the reaction term such
as adsorption, precipitation and dissolution, vir and v¯ir are stoichiometric
coefficients for the moles of mobile and immobile species. If any mobile
component does not react with immobile species, the total aqueous con-
centration Ψi is conserved and governed by the linear advection-dispersion
reaction. Otherwise, the mass balance equation will have nonlinear reaction
terms on the right-hand side [48]. These reaction can be described either as
a kinetic reaction or equilibrium reaction, depending on the reaction speed.
The reaction term usually has a nonlinear expression which depends upon
the concentration of free ion, complex species and immobile-phase concen-
tration. Global implicit method is conceptually straightforward to solve this
system of equations, but requires most computing resources per time step
and has some trouble in the calculation: since the reaction term is complex
and depends on immobile species as well, it can be hard to get straight for-
ward analytical expression for reactive part of Jacobian matrix, JR, for fully
implicit approach. On the other hand, a much larger Jacobian matrix need
to be built up to solve the concentration of mobile and immobile species at
same time during each iteration in Newton-Raphson approach.
In order to make efficient computation, the large differential algebraic sys-
tem of equations (DAE) need to be reformulated to reduced form of equations
(compared to the original formulation). To make the reduction, several meth-
ods have been proposed: one method is systematically transform the govern-
ing equations to a reduction form of GIA [21] [49] [22] [43]; another method
is sequential iteration approach (SIA), which is to decouple the mobile and
immobile species, and to solve each mass balance equations separately in
sequence (this step requires an extra iteration part in Newton-Raphson iter-
ation) [22]. Sequential iteration approach (SIA) has been proved as a method
which avoid the construction of the large matrices and corrects the error in
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classic operator splitting approach[50][19][51][52].
The basic idea of SIA is to arrive at a fully coupled solution at m + 1
iteration by using the reaction term from m iteration. In this way, rather
than solving for the entire system, the reaction term is assumed constant
during each iteration step as follows:
Ψn+1,m+1i −Ψni
∆t
+ L(Ψn+1,m+1i ) =
NR∑
r=1
virR
n+1,m
r i = 1, 2, . . . , Nc (4.30)
where L() is the advection-dispersion operator. Then the Newton-Raphson
iteration can be applied to solve this system of equations. It is straight
forward to see that the reaction part of Jacobian matrix, JR becomes the
zero matrix. So the residual equation (4.10) can be simplified into:
fm+1i,p =
∑
s
ap,sΨ
n+1,m+1
i,s −Rn+1,mi,p −
Ψni,p
∆t
= 0 (4.31)
and Jacobian matrix can be also simplified as:
Jm = A (4.32)
where A depends on which fully-implicit approach is used(total component
or free ion approach).
The next step is to update the immobile species by using the relationship
between mobile species and immobile species (e.g. adsorption isothermal):
c¯n+1,m+1i = hi(c
n+1,m+1
1 , c
n+1,m+1
2 , . . . , c
n+1,m+1
Nc
) i = 1, 2, . . . , N¯c (4.33)
where hi() is the nonlinear relationship between mobile species and immobile
species. Then, the reaction term is updated by using concentration at m+ 1
iteration step:
NR∑
r=1
v¯irR
n+1,m+1
r =
c¯n+1,m+1i − c¯ni
∆t
i = 1, 2, . . . , N¯c (4.34)
The SIA approach is attractive since it can decrease the complexity of
Jacobian matrix and avoid the operator splitting error. At the same time,
SIA approach has two main problems:
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1. The solution of the numerical problem may oscillate and make the
iteration hard to converge [51]. When considering large time step for
fully implicit method, the solution may stick to some nearby solution
and only converge to low-precision solution.
2. SIA may decrease the convergence rate of Newton-Rapson approach.
Since by estimating the immobile-phase reaction, the solving strategy
actually change from Newton-Raphson approach, which is second-order
method, to fix-point-like approach, which is first-order method. From
Taylor Series expansion, it can be obtained that SIA approach approx-
imates the reaction term by only using the first-order derivatives of the
aqueous species. If the reaction term only relies on aqueous species,
Newton’s method is obtained; otherwise, the convergence rate will de-
crease and may have convergence problem [53].
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CHAPTER 5
APPLICATION
In most past researches, the cross-dispersion term is usually ignored for re-
active transport model due to non-physical value and convergence problem.
However, the effect of cross-dispersion term may be significant for result of
reactive transport model with heterogeneous flow field. The influence of
cross-dispersion term in reactive transport, either equilibrium or kinetic, is
still not clear for numerical model when the grid is not parallel or perpen-
dicular to the flow direction.
Flux-corrected transport (FCT) method and total variation diminishing
(TVD) method have been proved given excellent non-negative results when
applied to non-reactive solute transport by using OS approach to decouple
transport term (explicit) and reaction term [45] [54] [46]. But there are still
problems for these two method: TVD method is usually explicit and hence
cannot be applied in global implicit approach; for nonlinear reactions,FCT
method, can produce low level oscillations which can give spurious results
[45]. It is still unclear whether FCT method will work well in global implicit
approach or sequential approach.
In order to answer these two questions, continuous input and initial pulse
reactive transport problems in two-dimension with different kinds of reactions
are set up. Each problem consider horizontal flow field, which does not need
to consider cross-dispersion term and can be used as the benchmark example;
diagonal flow field, in which scalar dispersion and full tensor dispersion results
are compared; and heterogeneous flow field, which is for real flow field test.
Different types of reactions, such as equilibrium/kinetic aqueous reaction,
adsorption, and bio-chemical reaction. FCT method is applied in the tests
(specifically, diagonal flow field and heterogeneous flow field tests), in which
non-physical concentration exits due to the full tensor dispersion. The effect
of FCT method is shown by comparing original results and FCT results.
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5.1 Mixing-controlled Reactive Transport
Many contaminants can act as electron donor and carbon source, and be
degraded by microorganism (electron acceptor) by mixing. When the con-
taminant is continuously introduced into groundwater by advection, a source
zone, where electron acceptors are readily consumed, is formed a source zone
and a plume evolves [48], as shown in Figure 5.1.
Figure 5.1: Situation of the plume from a continuously emitting source [55]
For horizontal flow field, in steady state, it has proved that the only mixing
mechanism is the transverse dispersion and the corresponding plume length
is controlled by transverse dispersion [56] [57] [58] [59] [60]. While for diag-
onal flow field, in steady state, as explained above, the mixing mechanism is
both longitude and transverse dispersion (which is the transverse dispersion
for diagonal direction shown in Chapter 2). It means that for steady state
simulation, ignoring the cross-dispersion term may lead to bad results.
Cirpka and Valocchi have given the analytical solution to a simplified model
with different types of reactions [55] [61]. The assumptions for the simplified
model are: the domain is semi-infinite along the downstream of the source
zone; the velocity field is horizontal; the contaminant concentration is uni-
form introduced into the domain via an inflow face; and the contaminant
concentration is zero outside the plume, while the electron acceptor con-
centration is zero in the plume [48]. It has also been proved that for the
horizontal flow field, the steady state plume length depends on the ratio of
the concentration entering the domain, which depends on the type of the
reaction (weighted by the stoichiometric coefficient), the lateral extension of
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the source zone, the velocity and the transverse dispersion coefficient [48].
The tests are based on the simplified model. But the source zone is a
rectangular zone inside the domain, instead of existing on the boundary, as
shown in Figure 5.1:
flow direction
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flow field
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ect
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(b) Initial condition for diagnol
flow field
Figure 5.2: Initial condition for horizontal flow field. The colored zone is
the source zone with the contaminant A, the background of the domain is
filled with electron acceptor B, and the arrow is the flow direction. There is
a constant concentration of B specified along the boundaries
where A is the contaminant introduced to the source zone, B is the electron
acceptor which initially exists in the background, and the arrows show the
direction of flow field for the test. The initial concentration of A, B and the
product C is shown in the Table 5.1:
Table 5.1: Initial condition for continuously introduced contaminant
source zone background
cA 1 10
−15
cB 10
−15 2
cC 10
−15 10−15
The domain is square with width Lx = Ly = 81 and the source zone is
also square with width Sx = Sy = 5. The grid space is dx = dy = 1.
The time step for the simulation is 1000. The longitude dispersivity αL is
1 and the transverse dispersivity αT is 0.1. The velocity for horizontal flow
field is vx = 5 × 10−4, vy = 0; and the velocity for diagonal flow field is
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vx = vy = 5/
√
2 × 10−4 (so the total velocity is vtotal = 5 × 10−4 for either
test). Under this condition, the longitudinal grid Peclet number and the
transverse grid Peclet number are smaller than 2, so the oscillation caused
by the advection is ignored, the only possible reason to get non-physical
value is dispersion [62]. The boundary condition is constant concentration
condition (same as background concentration).
5.1.1 Simple kinetic reaction
To consider the reaction between the electron donor and acceptor, the re-
action rate must depends on the concentration of both reactants [48]. The
simplest way to present the reaction is one-way irreversible kinetic reaction:
αAA + αBB→ αCC (5.1)
where αi is stoichiometric coefficient of compound i. The simplest kinetic
model is bilinear as follows [48]:
r = − 1
αA
∂cA
∂t
∣∣∣∣
reac
= − 1
αB
∂cB
∂t
∣∣∣∣
reac
=
1
αC
∂cC
∂t
∣∣∣∣
reac
= kcAcB (5.2)
where k is bilinear reaction rate coefficient. So the mixing-controlled setup
is happening either the concentration of A is low and concentration of B is
high, or the concentration of A is high and the concentration of B is low. For
the well-mixed zone, the reaction rate will be high. The reaction terms for
A, B, C in equation (4.6) are shown as following:
RA = −αAr
RB = −αBr
RC = αCr
(5.3)
In this thesis, we simplify all the stoichiometric coefficients to be 1. In the
first comparison, we consider four cases with different dispersion tensor and
flow condition:
• Case 1: diagonal flow with full-tensor dispersion using usual Finite
Volume method as shown in Figure 5.2a;
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• Case 2: diagonal flow without cross-dispersion term using usual Finite
Volume method as shown in Figure 5.2a;
• Case 3: diagonal flow with full-tensor dispersion using FCT method as
shown in Figure 5.2a;
• Case 4: horizontal flow with full-tensor dispersion using usual Finite
Volume method as shown in Figure 5.2b.
where we assume the simplest one-way irreversible kinetic reaction with
same reaction rate k = 10−3. For all the cases, the boundary condition and
initial condition for concentration in pulse and background region are same.
The convergence criterion is also the same for all cases (10−15). The total
simulation time is 100 time steps.
Figure 5.3, Figure 5.4 and Figure 5.5 show the distribution of concentra-
tions of each components for four cases introduced above. Figure 5.3d, Figure
5.4d and Figure 5.5d show the horizontal flow case results, in which the cross-
dispersion term is equal to zero and hence these can viewed as benchmark
results. The results of Case 1, 2, 3 should be similar to the results of case 4
(rotated to diagonal direction). It is clear that the shape of plumes in case 1
and case 3 is similar to the plume in case 4. The plume in case 2 is different
because of ignoring the cross-dispersion term (underestimate the dispersion
in diagonal direction and overestimate dispersion off the diagonal direction).
The shape of the plume shows that ignoring cross-dispersion term can make
the plume shape change and the reaction can amplify the difference.
For case 1, Figure 5.3a, Figure 5.4a and Figure 5.5a show that in the
mixing-controlled reactive transport model, the negative concentration of A,
which is caused by cross-dispersion term in transport, widely exists in the
background of the domain. Because of the mixing-controlled reaction, the
negative concentration also affects B and C. However, the negative concen-
tration region is different for each component: for A, the negative concen-
tration region is on the background besides the plume; for B the negative
concentration region is along the center of the plume; and for C the nega-
tive concentration region is the largest, on both the background besides the
plume and the center of the plume.
For case 2, Figure 5.3a shows that the plume of A is much shorter than
other cases. Figure 5.4a and Figure 5.5a show that the plume of B and C are
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.3: Two-dimensional distribution of concentration of A for four
kinetic mixing reaction test cases, the color shows the concentration of A
and white region is the negative concentration zone
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.4: Two-dimensional distribution of concentration of B for four
kinetic mixing reaction test cases, the color shows the concentration of B
and white region is the negative concentration zone
55
10 20 30 40 50 60 70 80
10
20
30
40
50
60
70
80  
x
 
y
0.1
0.2
0.3
0.4
0.5
0.6
(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.5: Two-dimensional distribution of concentration of C for four
kinetic mixing reaction test cases, the color shows the concentration of C
and white region is the negative concentration zone
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wider and shorter than the other cases, but not as short as the plume of A.
By ignoring the cross-dispersion term, all the components disperse slower in
the diagonal direction and faster in the transverse diagonal direction. So for
case 2, A and B are better mixed. So by consuming by kinetic reaction, A
can be blocked in a small region and have a quite short plume. And hence the
distribution of the concentration of C is lagged. Since there is large amount
of B in the background, the effect of mixing-controlled reaction is not that
significant as A, so plume is not greatly changed.
For case 3, Figure 5.3c, Figure 5.4c and Figure 5.5c show that the plume is
similar to the case 1 and 4, but does not have the negative region. So it can
present the distribution of concentration of each component for the whole
domain precisely.
Figure 5.6, Figure 5.7 and Figure 5.8 show the comparison of the concen-
tration of each component along the center line of the flow direction. Figure
5.6 shows that in case 2, the gradient of A in the flow direction is much
sharper than all the other cases. This result indicates that when considering
the kinetic mixing-controlled reaction and diagonal flow field, ignoring cross-
dispersion term can make significant change to the distribution of A. Figure
5.6 also shows that in the case 1 and case 3, the concentration of A has the
similar distribution as case 4. It has been concluded that for the horizontal
flow field, the criterion of the plume shape is transverse dispersion [63] [48].
So similarly, for diagonal flow field, cross-dispersion term must be another
criterion. For case 1, besides the negative concentration problem, Figure 5.6
shows that it can also have the overshoot oscillation problem in the high-
concentration region next to the source. And although by considering the
cross-dispersion term, case 1 can have the similar shape of plume as case 4,
the plume of A extends a little further than case 4. It is also shown that case
1 is less accurate than case 3. Figure 5.7 shows that the gradient of B in case
2 is less sharp than other cases. It is because in case 2, the dispersion of A is
lagged by ignoring the cross-dispersion term and hence the mixing-controlled
reaction is lagged. For case 1, since the negative concentration region of B
is along the center of the plume, it is impossible to get the distribution of B
along the central line. But for FCT solution, it still fit well to the benchmark
results. Figure 5.8 shows the peak of the component C in the flow direction.
The peak in case 2 is much nearer to the source zone and the shape of the
concentration distribution in central is quite different from the other 3 cases.
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Figure 5.6: Comparison of concentration of A in flow direction, red line
presents case 1 results, green line presents case 2 results, blue line presents
case 3 results, black line presents case 4 results. For the region with
negative concentration, the line is blank
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Figure 5.7: Comparison of concentration of B in flow direction, red line
presents case 1 results, green line presents case 2 results, blue line presents
case 3 results, black line presents case 4 results. For the region with
negative concentration, the line is blank
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Figure 5.8: Comparison of concentration of C in flow direction, red line
presents case 1 results, green line presents case 2 results, blue line presents
case 3 results, black line presents case 4 results. For the region with
negative concentration, the line is blank
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The peak of case 1, 2 and 4 are almost in the same place. However, the
peak values are slightly different: in case 1, the peak is higher, which may be
caused by the oscillation of the concentration of A; and in case 3, the peak
is lower, which may be caused by the “clipping” effect of FCT method [64].
Also same comments apply to Figure 5.6 and Figure 5.7, the solution of case
1 is less accurate than case 3 and has the negative concentration problems
near the source zone.
Table 5.2: Minimum and maximum concentration for case 1
min max
A -2.84E-002 1.03E+000
B -7.82E-003 2.09E+000
C -2.85E-002 6.10E-001
Table 5.3: Minimum and maximum concentration for case 2
min max
A 1.14E-040 1.00E+000
B 7.89E-046 2.00E+000
C 1.00E-015 5.93E-001
Table 5.4: Minimum and maximum concentration for case 3
min max
A 2.92E-033 1.00E+000
B 7.89E-046 2.00E+000
C 1.00E-015 5.95E-001
Table 5.2, Table 5.3, Table 5.4 and Table 5.5 show that maximum and
minimum concentration of each component for four cases. Table 5.2 shows
that the negative concentration of A is greatly amplified by the kinetic reac-
tion. The magnitude of the negative concentration can reach 10−2, which is
a quite large amount. So it implies that the negative concentration cannot
be ignored and can mess up the model. While on the other hand, Table 5.4
shows that FCT method can preserve the non-negative concentration well for
each component. But FCT method has the “clipping” effect, which slightly
decreases the maximum concentration of C as shown in Figure 5.8.
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Table 5.5: Minimum and maximum concentration for case 4
min max
A 6.85E-046 1.00E+000
B 7.89E-046 2.00E+000
C 1.00E-015 6.01E-001
So it can be concluded that for simple kinetic mixing-controlled reaction
modeling, cross-dispersion term is an important process, which can deter-
mines the shape of the plumes for each component. Without considering the
cross-dispersion term, the length of the plume of A and the peak of C can
be greatly lagged. However, when considering the full-tensor dispersion, the
usual method will have the oscillation problem, which can overestimate the
peak concentration and have the negative concentration problem, and the re-
sult is not quite accurate. However, the FCT method produces the accurate
solution for each component and avoid the oscillation problem.
5.1.2 Simple kinetic reaction with speciation
Speciation can be added to the simple kinetic reaction tests as shown in
equation (5.4):
B + C −−⇀↽− BC (5.4)
The speciation means that C, the product of the reduction-oxidation reac-
tion, can further react with B in a reversible reaction. So the total reaction
is a two-step reaction.
The speciation gives the relationship between each species with the alge-
braic expression (law of mass action) as shown in equation (5.5) [48]:
K =
BC
B× C (5.5)
In this section, we set the equilibrium constant K as 10−3. As shown in
the simple kinetic reaction test, negative concentration can be obtained in
case 1 for each component and the plume shape is different in case 2, so
the complex BC concentration distribution may be influenced by these two
problems.
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.9: Two-dimensional distribution of concentration of A for four
kinetic mixing reaction test cases, the color shows the concentration of A
and white region is the negative concentration zone
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.10: Two-dimensional distribution of concentration of B for four
kinetic mixing reaction test cases, the color shows the concentration of B
and white region is the negative concentration zone
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.11: Two-dimensional distribution of concentration of C for four
kinetic mixing reaction test cases, the color shows the concentration of C
and white region is the negative concentration zone
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.12: Two-dimensional distribution of concentration of BC for four
kinetic mixing reaction test cases, the color shows the concentration of C
and white region is the negative concentration zone
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Figure 5.9, Figure 5.10 and Figure 5.11 show the distribution of concentra-
tions of each components for four cases introduced in the last section. The
distributions of the concentration are similar as the simple kinetic reaction
tests. Figure 5.12 shows the distribution of concentration of the complex BC
for the four test cases. Figure 5.12a shows that for case 1, the negative con-
centration region for BC is larger than that for C, which can be viewed as the
combination of the negative concentration region of both B and C. As shown
in the law of action (5.5), if the concentration of B or C become negative,
then, the concentration of BC become negative. Figure 5.12b shows that, by
adding speciation, the overestimation of transverse dispersion for diagonal
direction is amplified in the plume of BC for case 2. The plume of BC much
wider than the other three cases.
Figure 5.13, Figure 5.14 and Figure 5.15 show the comparison of the con-
centration of each component along the center line of the flow direction.
These plots are also similar to the simple kinetic reaction. Figure 5.16 shows
the comparison of the concentration of BC along the center line of the flow
direction. Case 1 and case 3 plot are similar to the benchmark solution. The
fronts of the plume from case 1 and case 3 are quite accurate but the other
sides of the plume are less accurate. Also at the front boundary of the plume,
there are significant differences between cases 1, 3 and the benchmark solu-
tion: the benchmark solution does not diffuse as much as case 1 and 2 at the
front. The shape of the plume is much wider for case 2, since the distribution
of B and C are wider as shown in Figure 5.14 and Figure 5.15. However, the
peak of BC is nearer to the benchmark solution. So it seems that ignoring
the cross-dispersion term cannot present the position of the peak of C well,
but maybe it can be used to present the peak of BC.
Table 5.6: Minimum and maximum concentration for case 1
min max
A -2.84E-002 1.03E+000
B -7.82E-003 2.09E+000
C -2.85E-002 6.10E-001
BC -5.94E-005 3.34E-004
Table 5.6, Table 5.7, Table 5.8 and Table 5.9 show the maximum and
minimum concentration of each component and the complex for four cases.
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Figure 5.13: Comparison of concentration of A in flow direction, red line
presents case 1 results, green line presents case 2 results, blue line presents
case 3 results, black line presents case 4 results. For the region with
negative concentration, the line is blank
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Figure 5.14: Comparison of concentration of B in flow direction, red line
presents case 1 results, green line presents case 2 results, blue line presents
case 3 results, black line presents case 4 results. For the region with
negative concentration, the line is blank
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Figure 5.15: Comparison of concentration of C in flow direction, red line
presents case 1 results, green line presents case 2 results, blue line presents
case 3 results, black line presents case 4 results. For the region with
negative concentration, the line is blank
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Figure 5.16: Comparison of concentration of C in flow direction, red line
presents case 1 results, green line presents case 2 results, blue line presents
case 3 results, black line presents case 4 results. For the region with
negative concentration, the line is blank
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Table 5.7: Minimum and maximum concentration for case 2
min max
A 1.15E-040 1.00E+000
B 7.89E-046 2.00E+000
C 1.00E-015 5.93E-001
BC 1.58E-063 3.33E-004
Table 5.8: Minimum and maximum concentration for case 3
min max
A 2.92E-033 1.00E+000
B 7.89E-046 2.00E+000
C 1.00E-015 5.95E-001
BC 1.58E-063 3.58E-004
Table 5.9: Minimum and maximum concentration for case 4
min max
A 6.85E-046 1.00E+000
B 7.89E-046 2.00E+000
C 1.00E-015 6.01E-001
BC 1.58E-063 3.33E-004
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Table 5.6 shows that for case 1, the negative concentration is also relatively
large for the complex BC and also the BC has the oscillation for the peak
concentration. Table 5.8 shows that for the complex BC, FCT method can
produce a higher peak value and this may be a problem for applying FCT
method to the speciation test due to the “clipping” for component C.
So it can be concluded that for the simple mixing-controlled kinetic reac-
tion with speciation, the cross-dispersion term is sill an important factor, the
negative value problem can be larger for the complex, FCT method can still
provide relative good result for the problem, but can be less accurate for the
speciation problem.
5.1.3 Simple kinetic reaction in heterogeneous flow field
To further study the tests cases, we applied a heterogeneous flow field to the
cases 1,2,3. The complicated flow field we use in this thesis is called multi-
mode velocity field [13]. The velocity field is developed from a complicated
stream function:
ψ(x, y) = x− y −
m∑
k=1
Ak cos
(
nxkpi
x
Lx
− pi
2
)
sin
(
nykpi
y
Ly
)
(5.6)
wherem = 3, (nx1, nx2, nx3) = (4, 5, 10),(ny1, ny2, ny3) = (1, 5, 10), (A1, A2, A3) =
(8, 2, 1), and Lx = Ly = 81. The stream function is shown in Figure 5.17.
The corresponding components of the velocity are given by:
vx = −∂ψ
∂y
= 1 +
3∑
k=1
Ak
nykpi
Ly
cos
(
nxkpi
x
Lx
− pi
2
)
cos
(
nykpi
y
Ly
)
(5.7a)
vy = +
∂ψ
∂x
= 1 +
3∑
k=1
Ak
nxkpi
Ly
sin
(
nxkpi
x
Lx
− pi
2
)
sin
(
nykpi
y
Ly
)
(5.7b)
The initial concentration is different from other cases as shown in Table
5.10.
Figure 5.18, Figure 5.19 and Figure 5.20 show the distribution of concen-
trations of each components for three cases with heterogeneous flow field.
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Figure 5.17: Stream function for multi-mode velocity, where the arrow
shows the direction of velocity and the circle shows the contour of the
velocity
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
Figure 5.18: Two-dimensional distribution of concentration of A for three
kinetic mixing reaction test cases with heterogeneous flow field, the color
shows the concentration of A and white region is the negative concentration
zone
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
Figure 5.19: Two-dimensional distribution of concentration of B for three
kinetic mixing reaction test cases with heterogeneous flow field, the color
shows the concentration of B and white region is the negative concentration
zone
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
10 20 30 40 50 60 70 80
10
20
30
40
50
60
70
80  
x
 
y
0.1
0.2
0.3
0.4
0.5
0.6
(c) Diagonal flow with full-tensor dispersion
using FCT
Figure 5.20: Two-dimensional distribution of concentration of C for three
kinetic mixing reaction test cases with heterogeneous flow field, the color
shows the concentration of C and white region is the negative concentration
zone
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Table 5.10: Initial condition for continuously introduced contaminant in
heterogeneous flow field
source zone background
cA 1 10
−15
cB 10
−15 3
cC 10
−15 10−15
Figure 5.18a and Figure 5.20a show that for case 1, the negative value of A
and C show up almost everywhere in the domain around the plume. The het-
erogeneous flow field makes the negative concentration problem much worse
than the diagonal flow field. Figure 5.18b shows that for case 2, the plume
of A is strongly lagged by ignoring the cross-dispersion term. While Figure
5.19b and Figure 5.20b show that by ignoring the cross-dispersion term, the
plume of B and C disperse further than the solution of case 1 and 3.
Figure 5.21, Figure 5.22 and Figure 5.23 show the comparison of the con-
centration of each component along the center line of the diagonal direction.
Figure 5.21 shows that the distribution of A is similar for case 1 and 3, while
for case 2, there is no peak in the plot since the plume is lagged. Figure 5.22
shows that for case 2, the plume of B is longer and diffuses the peak of the
concentration away. Figure 5.23 shows that for case 2, there is no significant
peak for the plume of C, since the plume of B and A are not well-mixed. In
Figure 5.21, Figure 5.22 and Figure 5.23, the plots are similar for case 1 and
3. However, the solutions of case 1 vary more than the solutions of case 3.
Based the conclusion of diagonal solution, maybe the difference is due to the
oscillation of case 1.
Table 5.11: Minimum and maximum concentration for case 1
min max
A -2.48E-002 1.04E+000
B -1.32E-002 3.09E+000
C -2.82E-002 6.71E-001
Table 5.11, Table 5.13 and Table 5.12 shows the maximum and minimum
values of each components for each cases. Table 5.11 shows that for het-
erogeneous flow field, the negative value problem become worse especially
for B. Table 5.12 shows that for the heterogeneous flow field, ignoring the
78
0 20 40 60 80 100 120
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
length in flow direction
co
n
ce
n
tra
tio
n 
of
 A
 
 
with cross−dispersion
no cross−dispersion
FCT
Figure 5.21: Comparison of concentration of A in diagonal direction, red
line presents case 1 results, green line presents case 2 results, blue line
presents case 3 results. For the region with negative concentration, the line
is blank
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Figure 5.22: Comparison of concentration of B in diagonal direction, red
line presents case 1 results, green line presents case 2 results, blue line
presents case 3 results. For the region with negative concentration, the line
is blank
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Figure 5.23: Comparison of concentration of C in diagonal direction, red
line presents case 1 results, green line presents case 2 results, blue line
presents case 3 results. For the region with negative concentration, the line
is blank
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Table 5.12: Minimum and maximum concentration for case 2
min max
A 7.95E-050 1.00E+000
B 7.89E-046 3.00E+000
C 1.00E-015 6.88E-001
Table 5.13: Minimum and maximum concentration for case 3
min max
A 1.20E-039 1.00E+000
B 7.89E-046 3.00E+000
C 1.00E-015 6.62E-001
cross-dispersion term can get the highest peak value of C, while at the same
time, cases 2 has more dispersion than other cases. So the solutions of case
2 can not be quite trusted for the heterogeneous flow field.
The CPU time of case 1 is 1.1478 × 104 and the CPU time for case 3 is
1.5331 × 104. It shows that the flux-correction approach is time consuming
and can be quite slow in the calculation since it calculates the fluxes for all
the nodes in the domain. The results show that this approach can takes
about 1/3 extra CPU time.
5.1.4 Equilibrium reaction
Another way to simulate the mixing-controlled reaction is to assume the
chemical equilibrium reaction. So for the case of reversible reaction αAA +
αBB −−⇀↽− αCC, the law of mass action is :
K− C
αC
C
CαAA × CBαB
(5.8)
where K is the equilibrium constant. Here we set K, αi equals to 1.
So the linear concentration relationship between A, B and C are:
ΨA = cA + cC
ΨB = cB + cC
(5.9)
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.24: Two-dimensional distribution of concentration of A for four
kinetic mixing reaction test cases, the color shows the concentration of A
and white region is the negative concentration zone
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.25: Two-dimensional distribution of concentration of B for four
kinetic mixing reaction test cases, the color shows the concentration of B
and white region is the negative concentration zone
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.26: Two-dimensional distribution of concentration of C for four
kinetic mixing reaction test cases, the color shows the concentration of C
and white region is the negative concentration zone
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Figure 5.24, Figure 5.25 and Figure 5.26 show the distribution of concen-
tration of each component for the equilibrium reaction cases. Figure 5.24a
and Figure 5.3a show that for case 1, the negative concentration region for
equilibrium reaction is in different shape and larger than the kinetic reaction
test, since the negative concentration are only caused by cross-dispersion
term and are amplified by the reaction term. Figure 5.24b shows the plume
of A for case 2, which is not lagged by the irreversible reaction as Figure
5.24b. Figure 5.25a shows that for case 1, the negative region for B in the
equilibrium reaction models also much smaller than the kinetic reaction.
Figure 5.27, Figure 5.28 and Figure 5.29 show the comparison of concen-
tration along the flow direction of each component for the four cases. Figure
5.27 shows that for equilibrium reaction, the length of the plume for all the
cases will be longer than the kinetic reaction solution, since the total con-
centration for component A and B is not persevered, so the extension of the
plume does not slowed by the reaction. Similar to the kinetic reaction tests,
the concentration distributions of case 1, 3 and 4 are similar, the distribution
of concentration in case 2 is different but the length of the plume case 2 is
similar to other cases, which is different from kinetic reaction tests. For case
1, the oscillation also exits, but for most part along the flow direction, case
1 is more accurate than case 3, which is also different from kinetic reaction
tests. Figure 5.28 shows that for equilibrium reaction, B is not consumed
totally near the source zone as the irreversible kinetic reaction and hence the
breakthrough curve of B also starts from source zone. Figure 5.29 shows that
for case 1, in the equilibrium reaction, the peak value for C is overestimated
and the distribution of concentration of C is more accurate than case 3. For
case 2, the distribution of concentration of C does not have a peak, instead
case 2 produce a well-mixing zone for A and B and hence have a relatively
large zone with high concentration of C.
Table 5.14: Minimum and maximum concentration for case 1
min max
A total -3.32E-002 1.01E+000
free ion -1.07E-002 1.02E+000
B total -2.27E-002 2.07E+000
free ion -1.12E-002 2.09E+000
C -0.0224 0.22222117
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Figure 5.27: Comparison of concentration of A in flow direction,
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Figure 5.28: Comparison of concentration of B in flow direction
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Figure 5.29: Comparison of concentration of C in flow direction
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Table 5.15: Minimum and maximum concentration for case 2
min max
A total 1.00E-015 1.00E+000
free ion 3.33E-016 1.00E+000
B total 1.00E-015 2.00E+000
free ion 5.00E-016 2.00E+000
C 5.00E-016 0.22222126
Table 5.16: Minimum and maximum concentration for case 3
min max
A total 1.00E-015 1.00E+000
free ion 3.33E-016 1.00E+000
B total 1.00E-015 2.00E+000
free ion 5.00E-016 2.00E+000
C 5.00E-016 0.22221604
Table 5.17: Minimum and maximum concentration for case 4
min max
A total 1.00E-015 1.00E+000
free ion 3.33E-016 1.00E+000
B total 1.00E-015 2.00E+000
free ion 5.00E-016 2.00E+000
C 5.00E-016 0.22221365
Table 5.14, Table 5.15, Table 5.16 and Table 5.17 show the maximum and
minimum value of each component (ΨA and ΨB)and each species (cA, cB
and cC). Table 5.14 shows that for equilibrium reaction tests, the maximum
negative values for each species are smaller than the kinetic reaction tests,
but the maximum negative value of the total components of A and B are
amplified by the negative value from each specie. For the product C, it
shows that equilibrium reaction produces less C than the irreversible kinetic
reactions and hence the difference of the maximum concentration of C is
smaller for equilibrium reactions.
In conclusion, for equilibrium reaction mixing-controlled reaction, ignoring
the cross-dispersion term does not get lagged plume as kinetic reaction, but
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can get much larger high concentration zone of the product. FCT method
can produce the non-negative solution for the model but it is not as accurate
as the kinetic mixing-controlled reaction model.
5.1.5 Biological reaction
For the kinetic reaction model, an extra catalyst may be needed, which con-
trolled the reaction with its concentration. The most important and common
catalyst in contaminant transport problem is biomass of active organisms
[55]. Here we apply simple laws for enzyme kinetics, which is called double-
Monod kinetics/ Michaelis-Menten terms [65] with immobile biomass:
r = − 1
αA
∂cA
∂t
∣∣∣∣
reac
= − 1
αB
∂cB
∂t
∣∣∣∣
reac
==
1
αC
∂cC
∂t
∣∣∣∣
reac
(5.10)
=
rmax
Y
(
CA
KA + cA
)(
CB
KB + cB
)
cbio (5.11)
in which rmax is the maximum specific reaction rate, Y is the specific yield
of reaction, KA and KB are the Monod half-rate coefficients, and cbio is the
biomass concentration. The growth rate of biomass is :
∂cbio
∂t
= rmax
(
CA
KA + cA
)(
CB
KB + cB
)
cbio (5.12)
In these testes, we neglect biomass decay and set KA = KB = 1, rmax =
10−3, Y = 0.1, rmax = 10−3, the initial concentration of biomass on the whole
domain is 0.5.
Figure 5.30, Figure 5.31, Figure 5.32 and Figure 5.33 show the distribu-
tions of concentration of reactants A,B, product C, and the biomass. The
distributions of concentration of reactants and the product are similar to
the kinetic reaction. Figure 5.30 and Figure 5.33 show that the growth of
biomass only happens on the boundary of the plume of A. Hence the length
of the biomass growing region is similar as the length of the plume of A.
It also shows that for case 1,2,3, the growing rates of biomass are all faster
than case 4. Hence for biologic reaction, the solution for biomass is not well-
estimated even considering cross-dispersion term and applying FCT method.
Figure 5.34, Figure 5.35, Figure 5.36 and Figure 5.37 show the comparison
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.30: Two-dimensional distribution of concentration of A for four
biological mixing reaction test cases, the color shows the concentration of C
and white region is the negative concentration zone
92
10 20 30 40 50 60 70 80
10
20
30
40
50
60
70
80  
x
 
y
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.31: Two-dimensional distribution of concentration of B for four
biological mixing reaction test cases, the color shows the concentration of B
and white region is the negative concentration zone
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.32: Two-dimensional distribution of concentration of C for four
biological mixing reaction test cases, the color shows the concentration of C
and white region is the negative concentration zone
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(a) Diagonal flow with full-tensor dispersion
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(b) Diagonal flow without cross-dispersion
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(c) Diagonal flow with full-tensor dispersion
using FCT
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(d) Horizontal flow with full-tensor dispersion
Figure 5.33: Two-dimensional distribution of concentration of biomass for
four biological mixing reaction test cases, the color shows the concentration
of biomass and white region is the negative concentration zone
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Figure 5.34: Comparison of concentration of A in flow direction,
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Figure 5.35: Comparison of concentration of B in flow direction
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Figure 5.36: Comparison of concentration of C in flow direction
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Figure 5.37: Comparison of concentration of biomass in flow direction
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the distribution of the concentration of reactants A,B, product C and biomass
along the flow direction in the four cases. The distributions of A,B,C are
similar as the kinetic reactions but is less accurate than the kinetic reaction
tests.
Table 5.18: Minimum and maximum concentration for case 1
min max
A -8.89E-002 1.03E+000
B -1.98E-002 2.09E+000
C -2.83E-002 6.36E-001
Biomass 2.35E-002 3.19E+000
Table 5.19: Minimum and maximum concentration for case 2
min max
A 1.28E-045 1.00E+000
B 1.00E-046 3.00E+000
C 1.00E-015 6.32E-001
Biomass 5.00E-001 4.00E+000
Table 5.20: Minimum and maximum concentration for case 3
min max
A 5.51E-034 1.00E+000
B 1.00E-046 3.00E+000
C 1.00E-015 6.61E-001
Biomass 5.00E-001 3.87E+000
Table 5.18, Table 5.19, Table 5.20 and Table 5.21 show the minimum and
maximum of the concentration of the reactants, product and biomass. Table
5.18 shows that for the biological reaction, the negative value problem for
A is the greatest, even though the average reaction rate/ the amount of
product C is similar. So it can be concluded that for the biological reaction
in diagonal flow field, the negative concentration problem and the growth
rate of biomass are hard to be solved accurately.
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Table 5.21: Minimum and maximum concentration for case 4
min max
A 1.79E-046 1.00E+000
B 1.00E-046 2.00E+000
C 1.00E-015 6.30E-001
Biomass 5.00E-001 2.46E+000
5.2 Nonlinear Sorption
The tests in the mixing-controlled section shows that for bilinear or Monod
reaction in the diagonal flow field, the reactive transport can have the neg-
ative value problems which is caused by the cross-dispersion term and am-
plified by the reaction. So for non-linear reactions, the negative value can
be greatly influenced by the non-linear interactions. One of the common
linear reactions in contaminant hydrology is nonlinear sorption. In the re-
active transport model, the sorption can be either treated as equilibrium
reaction or non-equilibrium reaction based on the time scale of the model.
In this section, both equilibrium and non-equilibrium reaction are tested in
the diagonal flow field considering the full-tensor dispersion by using the SIA
method for the immobile phase.
5.2.1 Equilibrium sorption
The most common way to express the relationship between dissolved con-
centration c and sorbed concentration c¯ is called the isotherm. In the test of
this thesis, Freudlich isotherm is applied:
c¯ = Kfc
α (5.13)
where the constant Kf is the distribution coefficient and α is the nonlinear
power. The Freudlich isotherm assumes the solid matrix has infinite sorption
capacity. So the continuous input test may be suitable for this assumption,
so in this part, “initial pulse” test is applied as shown in Figure 5.38.
The domain is square with width Lx = Ly = 81 and the source zone is
also square with width Sx = Sy = 9. The grid space is dx = dy = 9/5.
The time step for the simulation is 1000. The longitudinal dispersivity αL
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Figure 5.38: Initial pulse test condition, the square in the center of the
domain is the initial pulse with high concentration of A with length Sx×Sy.
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is 1 and the transverse dispersivity αT is 0.1. The velocity for diagonal flow
field is vx = vy = 10
−2/
√
2 (so the total velocity is vtotal = 10
−2 for the test).
Under this condition, the longitudinal grid Peclet number and transverse grid
Peclet number are smaller than 2, so the oscillation caused by the advection is
ignored, the only possible reason to get non-physical value is dispersion [62].
The distribution coefficient Kf = 0.88 and the nonlinear-power α = 1.2. The
boundary condition is constant concentration condition (same as background
concentration). The initial condition of concentration in the pulse is CA = 1,
in the background is CA = 10
−5 and A is in the equilibrium of sorption.
Figure 5.39a and Figure 5.39b show the distribution of concentration of A
for diagonal flow field and horizontal flow field. The negative value caused by
cross-dispersion term can crash the model by calculating the sorption term
CαA. So for nonlinear sorption situation, the usual method cannot guarantee
the model to work and applying FCT method for the diagonal or heteroge-
neous flow field is necessary.
For the SIA approach, this kind of nonlinear sorption is hard to converge
even without negative concentration. By ignoring the cross-dispersion term,
the diagonal flow field test cannot converge. The reason for the convergence
problem is not clear, but this result indicates that considering the cross-
dispersion term and applying FCT method may also increase the stability of
the problem.
5.2.2 Non-equilibrium sorption
It has been recognized that the local equilibrium assumption is not always
appropriate when the sorption rate is not sufficient fast compared to the
solute transport [2]. In these situation, it is more appropriate to describe the
sorption as non-equilibrium process [66] [67]. So the reaction rate for c¯A is:
∂c¯A
∂t
= rmax (Kfc
α
A − c¯A) (5.14)
The parameters for the non-equilibrium test are: the initial background con-
centration is 10−2, the time step is set shorter as 100, the total time step is
5, the distribution coefficient Kf = 0.5, and the nonlinear power α = 0.8.
All the other parameters are same as the equilibrium tests.
Figure 5.40 shows the distribution of concentration of A at time 500 and
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(b) Horizontal flow with full-tensor dispersion
Figure 5.39: Two-dimensional distribution of concentration of A for
diagonal flow and horizontal flow cases
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Figure 5.40: Distribution of concentration of A in kinetic sorption
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Figure 5.41: Concentration of A in the flow direction for non-equilibrium
sorption
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Figure 5.41 shows the concentration of A along the diagonal direction. It is
clear that for the nonlinear power α < 1, the plume is lagged in the front,
which is the opposite of the equilibrium results with α > 1. During the
sorption test, the iteration steps to reach the convergence limit are much
more than the mixing-controlled linear tests. So for the nonlinear reactions
with immobile phase, the convergence speed of SIA approach is not quite
convenient for this type of problem.
Just as for the equilibrium sorption test, the negative value problem can
crash the model while calculating the reaction rate of the sorbed phase,
so FCT method is still necessary to apply to the non-equilibrium sorption
problems.
5.3 Summary
In this chapter, FCT method is applied with global implicit or sequential
iteration approach for mixing-controlled reaction or initial pulse sorption
problem. The test results show that ignoring cross-dispersion term can make
the distribution of concentration quite inaccurate. By considering full-tensor
dispersion in diagonal flow field or heterogeneous flow field, the negative value
will be generated and amplified by the reactions. For nonlinear reactions,
the negative value can crash the model. So FCT method is necessary to be
applied to these kind of problems and it has been tested that FCT method
can generate accurate solution for different type of problems.
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CHAPTER 6
CONCLUSION AND SUMMARY
In this thesis, I have illustrated the approach to numerically solve the advection-
dispersion-reaction equation, the procedure to apply FCT method to correct
the solution to guarantee the non-negative concentration, the h-convergence
test of FCT method and different reaction tests to confirm the accuracy of
the FCT method.
The following conclusion can be made:
1. FCT method is tested, for full tensor dispersion transport problem in
diagonal flow field, and is shown to have the convergence rate of second-
oder. Although, FCT is based on a low-order solution, the test shows
that FCT does not decrease the order of the high-order solution even
though it may have “clipping” phenomenon.
2. Applying FCT method take longer CPU time to compute the fluxes
between each nodes. This approach loop over all the nodes of the
domain, so it takes a long time. But since the correction for the flux
of each node is individually, this approach can be done in parallel and
hence save the CPU time.
3. Cross-dispersion term in the reactive transport models is important and
cannot be ignoring in diagonal or heterogeneous flow field. The cross-
dispersion term can change the solution of the solute transport part
and the chage of the solution will greatly change the reaction solutions
especially for the mixing-controlled problems.
4. By considering-dispersion term in diagonal flow field, negative value
can always be generated since the cross-dispersion term breaks the M-
matrix property of the coefficient matrix. FCT method has been tested
to be a good method to avoid the negative concentration problem in
the reaction.
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5. The approach to solve the ADR problems shows that global implicit
is fast to converge and is most accurate. The procedure of applying
FCT method into the global implicit approach has been illustrated.
In this way, the correction of concentration can be applied simultane-
ous with the Newton approach. So the accuracy of correcting solute
concentration is guaranteed.
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