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Abstract 
 
Introduction: Slow waves, the hallmarks of non-rapid eye-movement (NREM) sleep, are 
thought to reflect maturational changes that occur in the cerebral cortex throughout 
childhood and adolescence. Recent work in adults has revealed evidence for two distinct 
synchronization processes involved in the generation of slow waves, which sequentially 
come into play in the transition to sleep. In order to understand how these two processes 
are affected by developmental changes, we compared slow waves between children and 
young adults in the falling asleep period. 
 
Methods: The sleep onset period (starting 30s before end of alpha activity and ending at 
the first slow wave sequence) was extracted from 72 sleep onset high-density EEG 
recordings (128 electrodes) of 49 healthy subjects (age 8-25). Using an automatic slow 
wave detection algorithm, the number, amplitude and slope of slow waves were analyzed 
and compared between age groups. 
 
Results: Slow wave number and amplitude increased linearly in the falling asleep period 
in children (age 8-11), while in young adults (age 20-25), isolated high-amplitude slow 
waves (type I) dominated initially and numerous smaller slow waves (type II) with 
progressively increasing amplitude occurred later. Compared to young adults, children 
displayed faster increases in slow wave amplitude and number across the falling asleep 
period in central and posterior brain regions, respectively, and also showed larger slow 
waves during wakefulness immediately prior to sleep. 
 
Conclusions: Children do not display the two temporally dissociated slow wave 
synchronization processes in the falling asleep period observed in adults, suggesting that 
maturational factors underlie the temporal segregation of these two processes. Our 
findings provide novel perspectives for studying how sleep-related behaviors and 
dreaming differ between children and adults. 
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Introduction 
 
During the transition to sleep, consciousness and brain activity undergo remarkable 
changes within a short time: the thought-like mental activity of wakefulness gives way to 
hypnagogic hallucinations in light sleep, before consciousness tends to fade during slow 
wave sleep early in the night (1). Simultaneously, the fast, low-amplitude desynchronized 
EEG activity of wake is replaced by high-amplitude slow waves and spindles during 
sleep. It is now well established that the transition to sleep is not a spatially and 
temporally uniform process, as previously assumed (2). Instead, recent studies have 
revealed predictable sequences of regional EEG changes that occur in the transition to 
sleep. At the subcortical level, the hippocampus consistently displays sleep spindles 
several minutes before neocortical regions, where these events appear with increasing 
delays along the cortical antero-posterior axis (3). This differential occurrence of spindles 
across different cortical regions fits with the observation that the thalamus undergoes 
deactivation before neocortical areas (4) during the transition to sleep. Moreover, slow 
wave activity (SWA, the EEG signal power in the 0.5 to 4.0 Hz range) typically displays 
an anterior-posterior gradient at sleep onset in adults, appearing first in fronto-central 
regions (5), and only later in posterior brain areas. Supporting such a temporal 
segregation of cortical regional features of sleep, a recent study provided evidence for 
two types of slow waves with different characteristics and spatial distributions that are 
presumably generated by two distinct synchronization processes that sequentially come 
into play during the transition to sleep (6): a likely subcortico-cortical, arousal-related 
synchronization process (synchronization process I) generating large, steep and 
widespread fronto-central slow waves (type I slow waves) that predominate early in the 
falling asleep period, and a probably cortico-cortical synchronization process 
(synchronization process II) generating smaller, shallower and more circumscribed slow 
waves (type II slow waves) that become the predominant feature towards stable sleep, e.g. 
N3 sleep. A follow-up study showed that slow waves with ‘type I’ and ‘type II’ 
characteristics also co-exist in stable sleep and show opposite changes in the course of a 
night of sleep (25). 
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EEG slow waves of sleep occur when thalamocortical neurons become bistable and 
undergo a slow oscillation between two states: a hyperpolarized ‘down-state’ 
characterized by neuronal silence (‘off-state’), and a depolarized ‘up-state’ during which 
neurons fire (‘on-state’) (7). At a global level, slow waves are regulated by a homeostatic 
process: they increase with time spent awake and decrease across successive NREM 
sleep cycles in the course of the night (8). At the local level, slow waves are regulated as 
a function of prior experience and learning (9-11). A visuomotor learning task involving 
the right parietal area, for instance, leads to an increase in SWA over this brain region 
during subsequent sleep, while arm immobilization for 12h during daytime produces a 
decrease in SWA over the contralateral sensorimotor cortex (9, 10). In addition and 
importantly for our purposes, slow waves also undergo major quantitative and regional 
changes during development. SWA has been shown to follow a trajectory resembling an 
inverted U-shape: it increases progressively in early childhood before it declines during 
adolescence (12-17). Further, the location of maximal SWA gradually shifts from 
posterior to anterior brain regions during this time (17). Neuroimaging studies have 
shown that SWA changes are paralleled by structural brain modifications: decreases in 
cortical thickness follow a similar inverted U-shape during development (18), and 
regional decreases in grey matter volume during adolescence correlate with SWA 
decreases (19). Finally, local SWA changes have been shown to be related to the 
acquisition of regionally specific skills (17, 20). Taken together, these findings have led 
to the hypothesis that SWA reflects synaptic changes that ultimately account for the 
benefits of sleep on learning and memory consolidation (21). The nature of synaptic 
processes underlying SWA changes during development and in particular the drop in 
SWA during adolescence have been suggested to include synaptic pruning (12, 16) and 
refinement, i.e. a reorganization of connections without significant change in their 
number or strength	  (22) (23).  
 
In the present study we asked whether children, similarly to adults, show evidence for the 
two temporally dissociated synchronization processes at sleep onset. We hypothesized 
that if this was the case, only type II slow waves, likely resulting from a cortico-cortical 
synchronization process would show clear regional developmental changes in relation 
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with cortical plasticity, while type I slow waves, which are likely related to a subcortico-
cortical synchronization process that is dependent on arousal systems, would not.  
 
For optimal comparability with our previous study performed in the adult population, we 
applied the same criteria to define the falling asleep period (6). More specifically, we 
analyzed the time period ranging from the end of alpha activity to the first slow wave 
sequence (generally close to the transition between N2 and N3), and analyzed changes in 
slow wave parameters over 10 time segments of equal length, using an automatic slow 
wave detection algorithm. We decided to use this relatively long time period to ensure 
that the entirety of the spatiotemporal changes that occur in the falling asleep period were 
included. This approach assumes that falling asleep is a process that occurs regardless of 
its duration and has the advantage that it can be applied to falling asleep periods of 
different lengths. We then examined how time courses and spatial distributions of slow 
waves changed with age, by studying 49 healthy subjects aged 8-25. 
 
 
Methods 
 
Participants 
Overnight high density (hd) EEG recordings (128 electrodes; Electrical Geodesics, Inc., 
Eugene, OR) of 73 healthy subjects (range 8.7-28.4 years; 49 males, 24 females; 1-2 
nights per subject; 122 nights in total) were selected within the age range 8-30 years from 
the database of recordings collected between 2008 and 2016 in three different studies (17, 
24, 25) at the Sleep Laboratory of the University Children’s Hospital Zürich (Zürich, 
Switzerland).  
 
After excluding recordings because of artifacts and non-continuous falling asleep periods 
(see below), recordings of 49 subjects (range: 8-25 years; 19 females, 30 males; 1-2 
nights per subject; 26 subjects with one, 23 subjects with two recording nights; 72 nights 
in total) were ultimately retained (Fig. 1, see Supplementary Text for details on the 
studies from which participants were included). Group-level comparisons were carried 
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out in 32 of these 49 subjects, including the 16 youngest subjects (age 8.7-11.8 yrs, mean 
10.4 ± 1.0 yrs, 8 females, ‘children’) and the 16 oldest subjects (age 20.1-25.1 yrs, mean 
22.8 ± 1.9 yrs, 6 females, ‘young-adults’) (see Statistical analyses section for details). 
The number of subjects for whom data of two nights (instead of one) was available was 
similar for children (N=6; 37.5%) and young adults (N=7; 43.8%). For correlation 
analyses presented in supplementary figures, all 49 subjects were included. Participants 
had been screened for health problems and time zone travels by telephone and 
questionnaires (17, 20). Written consent was obtained from participants aged 18 or older 
or from the parents of individuals < 18 years. Oral consent was also obtained from 
minors. The procedures were approved by the local ethics committee and in accordance 
with the Declaration of Helsinki. Analyses of sleep data of 60 of the initial 73 subjects, 
but not of the falling asleep period, have been previously reported (17, 20).  
 
 
Fig. 1. Inclusion procedure.  
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Recordings 
Participants went to bed at their usual bedtime. A regular sleep schedule approximately 
one week (range 4-8 days) prior the recording was imposed and controlled with 
actigraphy and diaries (Actiwatch Type AWL from Cambridge Neurotechnology, 
CamNtech, Cambridge, UK). Alcohol and drugs/medications were prohibited 48h before 
the night recording. The EEG signal was acquired in vertex reference, with a sampling 
frequency of 500 Hz. A 0.5-45 Hz band-pass filter was applied off-line. 
 
Definition of the falling asleep period 
EEG recordings were visually inspected by using a selection of 8 electrodes (F3/F4, 
C3/C4, P3/P4, O1/O2) referenced to the contralateral mastoid channel. Two events, the 
end of alpha activity (EA) and the first slow wave sequence (FSS), were marked and used 
to define the beginning and the end of the falling-asleep period, respectively (6). EA was 
defined as the moment when continuous alpha activity characteristic of wakefulness was 
replaced by the high-frequency, low-voltage activity typical of stage N1 (26). When 
alpha activity dropped out intermittently, the end of the last ‘alpha burst’ was marked as 
EA. The FSS was defined as the first slow wave burst in the falling-asleep period 
consisting of more than two successive slow waves in the same derivation (negative half-
wave duration > 0.5 sec and peak-to-peak amplitude > 75 µV for each slow wave (26)) 
that were not followed by an arousal. The FSS generally appeared at the transition 
between stage N2 and N3. We chose this relatively long time period as opposed to one 
particular event (i.e., the first sleep spindle) to define the falling asleep period in order to 
capture the process in its entirety. Indeed, the falling asleep process is likely to be a 
gradual phenomenon, with the majority of behavioral, EEG and physiological changes 
characteristic of sleep having occurred by the end of stage N2 (27). Falling asleep 
segments (FASs) containing long awakenings and arousals (> 30 sec), major movement 
artifacts, non-physiological artifacts (e.g., due to an impedance check) or in which 
subjects reached the EA in less than 30 seconds were excluded from subsequent analysis. 
Application of these criteria led to the exclusion of 24 subjects (Fig. 1). This stringent 
selection allowed us to guarantee the continuity of the falling asleep segments, without 
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discarding parts with arousal-related muscular artifacts. This was necessary to compare 
falling asleep segments of different lengths (14.3±4.7 min (mean ± SD), range 3.2-30.7 
min) (6). The EEG signal corresponding to each FAS was extracted, including 30 sec 
before the EA and 30 sec following the FSS. 
 
Preprocessing of the EEG signal 
Channels with artifacts were rejected based on the following criteria: i) impedance at 
recording greater than 50 kΩ, ii) presence of major artifacts detected through a semi-
automated procedure based on changes in power values within delta and beta frequency 
bands (17), iii) identification of artifacts during visual inspection. Independent 
Component Analysis (ICA) was performed for each FAS to reduce ocular, muscular, and 
electrocardiograph artifacts using EEGLAB routines (28). Principal Component Analysis 
(PCA; 50% dimensionality reduction) was performed before ICA in order to increase the 
stability of ICA results in relatively short data segments. Only ICA components with 
specific activity patterns and component maps characteristic of artifactual activity were 
removed. On average, 23.3  ± 7.1 % of all components were kept across all subjects; 23.7 
± 6.0% in the children group (age 8-11) and 26.7 ± 8.0% in the adult group (age 20-25) 
(p = 0.911; t(30) = -0.112). The removal of a relatively high proportion of ICA 
components was necessary given that we wanted to preserve the continuity of the signal 
and could not discard entire artifactual EEG segments. Finally, rejected channels were 
replaced with data interpolated from nearby channels using spherical splines. After 
excluding ‘external’ electrodes located on the neck/face region (which commonly display 
muscular artifacts), a total of 99 ‘internal’ electrodes were ultimately analyzed. 
 
Data analysis 
Each FAS, starting from the EA, was divided into 10 time epochs of equal length. This 
procedure allows to compare FASs of different durations (6). The signal corresponding to 
the 30 sec before the EA (i.e., wakefulness immediately prior to sleep), was analyzed 
separately. This time period was present in all subjects and is typically characterized by 
quiet waking. To better characterize regional changes in the course of the falling-asleep 
period, four regions of interest (ROIs) were defined: medial anterior, medial posterior, 
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lateral (left/right) anterior, and lateral (left/right) posterior brain areas (see Fig. 2A). To 
determine how slow wave properties changed throughout the course of the 10 time 
epochs, we computed average values of the parameters of interest between homologous 
time epochs of different FASs for each channel. In order to also take into account the 
temporal dimension of potential changes, additional analyses were performed by 
evaluating the magnitude of variations in slow wave parameters over absolute time 
(‘speed of changes’). More specifically, we divided each wake-sleep transition in 1-min 
epochs (instead of 10 epochs of equal length) and determined the slope of the variation 
using least square linear regression. For ROI-based analyses, mean values were 
calculated across channels belonging to the same ROIs.  
 
Slow wave detection 
The detection of individual slow waves was performed as previously described (6, 29). 
Specifically, the signal of each channel was referenced to the average of the two mastoid 
electrodes, down-sampled to 128 Hz and band-pass filtered (0.5-4.0 Hz, stop-band at 0.1 
and 10 Hz) before an automatic detection algorithm based on signal zero-crossings (29) 
was applied. To exclude small baseline fluctuations from the analyses and for consistency 
with our previous work (6), only slow waves with a duration of 0.25-1.0 sec between 
consecutive zero crossings and a negative-peak amplitude greater than 40 µV (arbitrary 
threshold) were considered. For all detected slow waves, the following parameters were 
analyzed: density (number of slow waves per minute), maximum negative amplitude (in 
µV) and slope (i.e., between the first zero crossing and the negative peak, in µV/s). The 
maximum negative amplitude was chosen as it most accurately reflects the downstate that 
characterizes the cortical slow oscillation (7). To better characterize potential changes in 
slow wave properties from the beginning to the end of the wake-sleep transition, direct 
comparisons were performed between early (2-3) and late (8-9) epochs of the FAS (6). 
These epochs were considered to be representative for type I and type II slow waves, 
respectively (6). 
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Brain activity in wakefulness immediately prior to sleep 
The signal of each channel was re-referenced to the average of the 99 included electrodes. 
Power spectral density (PSD) estimates were computed using the Welch’s method in 2-
sec Hamming windows (0.5 Hz bin resolution). Since previous studies have shown that 
low-frequency oscillations may reflect the level of sleep pressure, the analysis focused on 
the following EEG bands: delta (1.0-4.0 Hz), theta (5.0-8.0 Hz), and alpha (8.0-12 Hz). 
PSD values were integrated within each band and averaged across 2-sec windows of the 
pre-sleep period. Given that in both animals and humans, slow waves have been shown to 
occur not only during sleep, but also during wakefulness, especially under sleep 
deprivation (30-32), the same slow wave detection algorithm described above was also 
used to further characterize properties of low-frequency oscillations in the pre-sleep 
period. Because during wakefulness, low-frequency waves are typically smaller and more 
localized than in sleep (31), the 40µV amplitude threshold was not applied to the signal 
acquired during wakefulness immediately prior to sleep. 
 
Statistical analyses 
In order to identify potential age-dependent changes involving the wake-sleep transition, 
both correlation analyses and direct group contrasts were performed. Specifically, 
correlation analyses with the participants’ age were performed by including all subjects 
(N=49) and by using the Pearson’s correlation coefficient. Unless specified otherwise, 
group-level contrasts were performed by comparing the 16 youngest (age 8-11, 
‘children’) with the 16 oldest subjects (age 20-25 yrs, ‘young-adults’) with unpaired t-
tests. In these analyses, an iterative randomization procedure was used to control for 
inter-night variability. Specifically, for each of the 1,000 iterations, data from a single 
night was randomly selected in each subject and used to carry out the test of interest (e.g., 
unpaired t-test). Ultimately, the test was considered statistically significant when it 
yielded a significant effect in more than 95% of iterations (α = 0.05). For topographic 
(channel-by-channel) comparisons, correction for multiple comparisons was performed at 
each iteration by using a permutation-based supra-threshold cluster correction, as 
described in previous work (33)	   (9). In brief, the same comparison (or correlation) was 
repeated (1,000 repetitions) after shuffling the labels of the two groups (or values of one 
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variable, for correlations) and the maximum size of significant electrode-clusters (p<0.05; 
|t(30)| > 2.04 for comparisons and |r(47)| > 0.28 for correlations) was saved in a frequency 
table. A minimum cluster-size threshold corresponding to the 95th percentile of the 
resulting distribution was applied to correct for multiple comparisons. In summary, each 
topographic analysis included 1 million iterations: 1,000 for randomization of the nights 
used in the test, and 1,000 for the definition of the significance threshold in each step of 
the permutation procedure. T-score values (or r-values, for correlations) displayed in 
color maps of topographic analyses were obtained by performing the specific test of 
interest after averaging available nights for each subject. Analyses were performed in 
MATLAB (Matlab, The Math Works Inc, Natick, MA). 
 
 
Results 
 
Definition of the falling asleep period 
To verify that the falling asleep period, which was defined by visual inspection here, was 
comparable between adults and children, we calculated the variation in delta (SWA) and 
alpha spectral power in the first epoch of the falling asleep period relative to the 
preceding (pre-sleep) 30-sec period (corresponding here to 100% value) for each subject. 
Alpha activity decreased significantly (p < 0.0001) after the visually marked ‘EA’ event 
in both children (54.55 ± 17.23 %, relative to pre-sleep period) and young adults (46.92 ± 
23.73 %). Delta activity significantly increased (124.37 ± 18.12 % and 124.99 ± 30.82 %) 
in both groups (p < 0.0001) immediately after the EA event. Of note, no differences in 
relative changes (30s before the EA vs 30s after the EA) emerged between groups (alpha, 
p > 0.23; delta, p > 0.95), indicating that the beginning of the falling asleep period was 
consistently defined across groups.  
 
Duration of the falling asleep period and polysomnographic parameters 
Duration of the falling asleep periods and polysomnographic parameters for children and 
adults are shown in Supplementary table 1. Children took longer to reach sleep stage N2 
after lights-off (sleep latency), but showed a faster progression from the end of 
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wakefulness to stable sleep (end of alpha to first slow wave sequence). Children 
displayed significantly longer total recording times, lower sleep efficiency, longer wake 
after sleep onset, a higher proportion of N1 and a lower proportion of REM sleep. There 
was also a non-significant trend towards more N3 sleep and longer total sleep times in 
children. These differences may suggest that young adults in this group were slightly 
more ‘sleep deprived’. Alternatively, this may indicate that young adults were less 
influenced by the laboratory setting and therefore ‘slept better’. Indeed, most of the 
‘young adults’ were included in the study by Fattinger et al. (24), in which subjects 
underwent a very strict selection procedure (after the screening/adaptation night, only 
subjects who slept very well were included). Major sleep deprivation seems however 
unlikely given that actigraphy was performed prior to the recording to monitor bed and 
rise times, and the proportion of N3 sleep, a good structural marker of the effects of sleep 
deprivation, is clearly in the normal range for this age group.  
 
Changes in slow wave characteristics in the course of the falling asleep period 
Next, we studied how slow wave parameters changed in the course of the falling asleep 
process (Fig. 2) in both children (age 8-11) and young adults (age 20-25). As expected, in 
both groups, the overall number, amplitude and slope of slow waves increased in the 
course of the falling asleep period (Fig. 2, Fig. S1). Examples of the EEG signal in 
children and young adults for early and late epochs of the falling asleep period are shown 
in Fig. 3. In children, the density, amplitude and slope increased almost linearly and in 
parallel in all ROIs (‘child pattern’, Fig. 2B and 4A) from the beginning to the end of the 
falling asleep period, while in young adults, the same parameters displayed intersecting 
and temporally dissociated courses (‘adult pattern’, Fig. 2C and 4B), similar to those 
recently described in older adults. More specifically, in young adults, slow wave density 
increased slowly at the beginning and rapidly at the end of the falling-asleep process, 
while slow wave amplitude and slope increased most rapidly initially, reaching their 
maximum around epoch 6 before starting to decrease. At the very end of the falling 
asleep period (epoch 10), slow wave amplitude started to increase again in this group (6). 
The maximal dissociation between slow wave amplitude and density in young adults was 
observed in the anterior medial ROI (Fig 2C). Therefore, representative examples of 
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individual subjects are shown in the lower panels of Figure 4 for this region. The distinct 
‘child’ and ‘adult’ patterns were also obtained by applying different slow wave amplitude 
thresholds (80, 100 or 120 µV instead of 40 µV) and including slow waves with a 
broader duration (0.1-1.0 sec, instead of 0.25-1.0 sec; data not shown), indicating that 
these results are not threshold-dependent. Given that amplitude and slope were highly 
correlated and showed similar changes during the falling asleep process, further analyses 
were restricted to slow wave amplitude only, in addition to slow wave density. 
 
 
 
Fig. 2. Regional changes in slow wave properties across the falling asleep process. Slow wave 
density (slow waves/min, first column), amplitude (µV, second column) and slope (positive to 
negative deflection, µV/sec, third column) over the 10 epochs of the falling asleep period for each 
region of interest in children (B, age 8 to 11) and young adults (C, age 20 to 25). Regions of 
interest are shown in panel A: medial anterior (dark red), lateral anterior (orange), medial 
posterior (blue), lateral posterior (green). 
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Fig. 3. Representative EEG traces in early and late epochs. (A-B) Representative examples of 
EEG traces for selected frontal (Fz), parietal (Pz) and occipital (Oz) electrodes in early epochs of 
a child (A, age 11) and of a young adult subject (B, age 20). (C-D) Representative examples of 
EEG traces in late epochs of a child (C, age 11) and of a young adult (D, age 20). Asterisks (*) 
mark potential type I slow waves. 
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Fig. 4. Changes in slow wave density and amplitude in the falling asleep process. Changes in 
slow wave density (pink) and amplitude (cyan) in the medial anterior region over the 10 epochs 
of equal length in children (A, age 8 to 11) and young adults (B, age 20 to 25). The medial 
anterior region is shown because it displayed markedly dissociated temporal courses for slow 
wave amplitude and density in adults (see Fig. 2). For each subject, values were re-scaled 
between 0 and 1. Dashed lines indicate the standard error. The lower panels display individual 
representative examples from children aged 9.56 (C) and 11.1 (D) and young adults aged 20.38 
(E) and 23.56 (F). 
 
 
Topographical changes in slow wave characteristics 
Both in early (2-3) and late (8-9) epochs of the falling asleep process, children showed a 
higher slow wave density in central and posterior electrodes relative to young adults (Fig 
5A), and these parameters negatively correlated with age in the same regions (Fig. S2A). 
Slow wave amplitude, on the other hand, was significantly higher in adults in frontal 
areas in earlier epochs (Fig 5A) and positively correlated with age in these regions (Fig. 
S2A). This is consistent with findings presented in Fig. 4, indicating the presence of high-
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amplitude slow waves in the first phase of the falling asleep period in young adults but 
not in children. In late epochs, slow wave amplitude was higher in centro-posterior areas 
in children compared to adults (Fig 5A) and negatively correlated with age (Fig. S2A), 
but these analyses did not reach statistical significance. Slow wave density and amplitude 
increases over the 10 time epochs of equal length were greater in children compared to 
young adults in posterior and central brain regions, respectively (Fig. 5B and Fig. S2B). 
Next, we quantified the speed of slow wave density and amplitude changes over absolute 
time in children and adults. Here again, compared to young adults, children displayed 
faster slow wave density and amplitude increases in posterior and central brain regions, 
respectively (Fig. 6). The speed of increase of these parameters in the course of the 
falling asleep period also negatively correlated with age (Fig. S3). It should be noted that 
although the average slow wave amplitude in children was lower in early epochs than that 
observed in young adults, upon visual inspection, some individual slow waves appeared 
to be just as large as those observed in adults in this phase of the falling asleep process. 
Indeed, an additional analysis comparing ‘the single largest’ slow wave of each 
participant between adults and children showed only a weakly significant trend towards a 
higher slow wave amplitude in adults in a frontal electrode, while no differences were 
observed in occipital and parietal channels (Fig. 7). 
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Fig. 5. Topographic distribution of slow wave properties in early and late epochs of the falling 
asleep process. (A) Absolute values of slow wave density (slow waves/min) and amplitude (µV) in 
children (first column) and adults (second column) during early (2-3) and late (8-9) epochs of the 
falling asleep process. The third column shows the statistical contrast between children , N=16, 
and adults, N=16. White dots indicate statistically significant results (p<0.05, cluster-size-based 
correction). The red color indicates higher values in children/younger subjects, the blue color 
higher values in adults/older subjects. (B) Differences in slow wave parameter changes (density, 
left; amplitude, right) between children and adults in the falling asleep process (i.e., from early to 
late epochs). White dots indicate statistically significant results (p<0.05, cluster-size-based 
correction). The red color reflects a larger increase in slow wave density or amplitude between 
early and late epochs in younger subjects. 
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Fig. 6. Topographic distribution of the speed of changes in slow wave density (left column) and 
amplitude (right column) in the course of the falling asleep process (across absolute time starting 
at the end-of-alpha activity) in children (first row) and adults (second row). The last row shows 
the results of the statistical contrast between children and adults (non-parametric permutation 
test with cluster-size-based correction for multiple comparisons). Here the red color indicates a 
faster density/amplitude increase in children relative to adults. 
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Fig. 7. Amplitude of the single largest slow waves detected in early (A) and late (B) epochs of the 
falling asleep process in children (red) and young adults (blue). Three representative channels 
are shown: Fz, Pz, Oz. * p < 0.05 uncorrected, ** p < 0.05 Bonferroni corrected (based on the 
number of tested electrodes). 
 
 
Brain activity during wakefulness immediately prior to sleep 
During the 30 seconds of wakefulness preceding the first stage of sleep, children 
displayed significantly higher delta (1-4 Hz) and theta (4-8 Hz) power than the young 
adults (p<0.05, cluster-size-based correction; Fig. 8A). An additional analysis comparing 
the amplitude and density of slow waves between the two age groups in pre-sleep 
wakefulness showed that the higher power values in children resulted mainly from a 
larger slow wave amplitude in this age group (rather than from a greater number of slow 
waves) (Fig. 8B). Finally, as shown in Fig. S4, in adults, a significant correlation between 
pre-sleep delta power and the speed of increase in slow wave density was observed in all 
ROIs. A similar effect was observed for theta in the lateral posterior region. A positive 
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but weaker and non-significant correlation was observed in children. Neither adults nor 
children showed a correlation between pre-sleep delta or theta and the speed of increase 
in slow wave amplitude. 
 
 
 
 
Fig. 8. Differences in SWA and slow waves during wakefulness immediately prior to sleep (30 sec 
before end of alpha). (A) Differences in power spectral density for the delta, theta, and alpha 
bands between children and young adults (white dots; p < 0.05, cluster-size-based correction). 
(B) Differences in slow wave density (right) and amplitude (left) between children and young 
adults. The central section of the figure shows significant differences (white dots; p < 0.05, 
cluster-size-based correction). 
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Discussion 
Slow waves in the falling asleep period displayed several differences in children with 
respect to young adults: i) slow wave number and amplitude increased linearly and in 
parallel as opposed to the dissociated, intersecting courses seen in adults, ii) slow waves 
were larger and more numerous in central and posterior brain regions, respectively, and 
the younger the child, the faster these parameters increased in these areas during the 
falling asleep period, iii) slow waves in children were larger in almost all cortical regions 
during pre-sleep wakefulness, with a maximum in central brain areas. 
 
Slow wave synchronization processes 
In young adults, slow wave density and amplitude followed dissociated, intersecting 
courses: slow wave density increased slowly at the beginning and rapidly at the end of 
the falling-asleep period, while slow wave amplitude and slope increased most rapidly 
initially and then decreased before increasing again at the very end of the falling asleep 
period. This dissociation indicates that in adults, at the beginning of the falling asleep 
period, large, steep and isolated slow waves prevail, while towards stable sleep, 
numerous smaller slow waves, which progressively increase in amplitude become the 
predominant feature. These findings confirm results from a previous study performed in 
older adults (6), who displayed the same dissociation between slow wave density and 
amplitude at sleep onset. Studies using large-scale computer simulations (34), local field 
potentials in rats (35) and EEG in humans (29) suggest that slow wave amplitude reflects 
the number of neurons that simultaneously enter a hyperpolarized down-state, while the 
first slope of slow waves relates to the speed at which this synchronized down-state is 
reached. Thus, slow waves with steep slopes and large amplitudes result from a rapid and 
efficient neuronal synchronization of a large number of neuronal populations. The fact 
that characteristics of early slow waves differ from late slow waves suggests that two 
separate slow wave synchronization mechanisms sequentially come into play at sleep 
onset: a strong and efficient synchronization process (synchronization process I) 
producing large and steep slow waves (which we call ‘type I slow waves’, and which 
likely include slow waves traditionally referred to as ‘K-complexes’) followed by a 
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weaker synchronization process (synchronization process II) giving rise to smaller and 
shallower slow waves (which we call ‘type II slow waves’, and which likely include slow 
waves traditionally referred to as ‘delta waves’) (6). Source modeling analyses performed 
in a previous study revealed that early slow waves (‘type I’) preferentially originated in 
sensorimotor regions and the posterior-medial parietal cortex and involved broad fronto-
central regions, while late slow waves (‘type II’) could originate anywhere in the cortex 
and tended to involve more circumscribed cortical areas (6). In addition, several lines of 
evidence suggest that synchronization process I is related to arousal systems while 
synchronization process II is not: early slow waves originate in regions that display the 
highest noradrenergic innervation in the human and monkey cortex (36-38) and are 
typically followed by ‘EEG activations’	   (39). In addition, neuroimaging studies have 
shown that very large amplitude slow waves are specifically associated with brainstem 
activations including the locus coeruleus (40). It is thus likely that synchronization 
process I operates in a bottom-up manner (subcortico-cortical), through diffuse 
projections of arousal systems (41-43), reaching many fronto-central regions of the cortex 
at the same time, which explains the broad frontal involvement and the strong 
synchronization underlying characteristics of type I slow waves. Synchronization process 
II, on the other hand, is likely to be cortico-cortical, reaching few neurons at the same 
time, which would account for the circumscribed cortical involvement and other features 
of type II slow waves.  
 
The parallel and linear increase of slow wave amplitude and number in children suggests 
that the two synchronization processes are not temporally dissociated in the falling asleep 
period in children. The distinct ‘child-pattern’ was also observed when increasing slow 
wave amplitude thresholds were applied, suggesting that it is not due to the fact that 
larger type II slow waves in children ‘mask’ potential type I slow waves. Instead, the first 
phase of the falling asleep period, characterized by isolated, large amplitude (type I) slow 
waves, seems to be truly missing in children. Consistent with this, in early epochs of the 
falling asleep period, children displayed smaller slow waves compared to adults (Fig. 5). 
This is relatively surprising, given that large-amplitude slow waves (so-called ‘K-
complexes’) are known to occur in children from the age of 5 to 6 months onwards (44, 
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45), either spontaneously or in response to sensory stimulation. In addition, children 
sometimes present hypersynchronous, large-amplitude waves in the theta and delta range 
at sleep onset and upon awakening (45, 46). Visual inspection of the raw EEG traces in 
the course of the falling asleep period revealed indeed the presence of large, steep fronto-
central slow waves, comprising slow waves that are traditionally referred to as K-
complexes, also in children. However, instead of appearing on a relatively flat 
(‘desynchronized’) EEG background like in adults, these elements occurred on a 
background of much slower activity in the theta-delta frequency range, likely comprising 
type II slow waves (see for example Fig. 3C). In addition, visual inspection and 
quantitative analyses showed that the largest slow waves in children in early phases of the 
falling asleep period tended to be just as large and widespread as typical early slow 
waves in adults (Fig. 7), suggesting that at least most of these slow waves represent type I 
slow waves in children. It is thus likely that both slow wave synchronization processes 
are already present in children. However, they do not display the temporal segregation 
that is typically seen in the falling asleep period in adults. What could account for the 
absence of the temporal dissociation of the two processes in children?  
 
One possibility is that synchronization process II starts earlier in children, at the expense 
of synchronization process I. Recent work in adults has shown that the two types of slow 
waves have different effects on one another (39) type I slow waves, for instance, tend to 
be smaller when they occur immediately after a type II slow wave than when they occur 
in isolation. This might be a result of regional de-synchronization, when different brain 
areas are giving rise to small, local (type II) slow waves, which interfere with the 
synchronization of widespread oscillations (type I slow waves). It is thus conceivable that 
an earlier start of synchronization process II in children may in this way interfere with the 
synchronization of type I slow waves in this phase of sleep. If this were the case, the first 
phase of sleep in children would be much like stable slow wave sleep in adults, consisting 
of many type II slow waves and reduced amplitude type I slow waves	  (39). One could ask 
here if this earlier start of synchronization process II is due to the fact that children might 
be more ‘sleep deprived’ than adults. This is however unlikely, given that children were 
allowed to go to bed at their usual bedtime, and adherence to regular sleep schedules in 
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the week prior to the study was verified by actigraphy. In addition, the dissociation 
between the two synchronization processes at sleep onset was previously documented in 
adults in conditions of strong sleep fragmentation/restriction, suggesting that it persists 
even in the face of globally elevated homeostatic sleep pressure (6). However, it is 
conceivable that children display a ‘locally’ increased propensity to generate slow waves, 
in relation with age-related maturation of specific cortical regions, and a faster build-up 
of sleep pressure (47), which could lead to a fast and linear increase of type II slow waves 
after sleep onset and interfere with the synchronization of type I slow waves. Consistent 
with this interpretation, we found that children, compared to young adults, displayed 
more slow waves posteriorly and larger slow waves in central brain regions in the late 
parts of the falling asleep period. In addition, the younger the subject, the faster slow 
wave amplitude and number increased in the course of the falling asleep period in central 
and posterior regions, respectively (Fig. 6). These findings are in line with previous work 
showing that the SWA maximum during NREM sleep is confined to posterior brain 
regions before age 8, then progressively includes central brain regions (age 8-14) before 
it shifts to anterior cortical areas (after age 14) (17). SWA in childhood has been shown 
to mirror the development of regionally specific skills (11, 20) and age-dependent 
decreases in cortical grey matter (19), suggesting that it reflects changes in cortical 
plasticity related to brain maturation (19, 48), including synaptic pruning and/or 
reorganization (22). Our results extend these findings to the falling asleep period, by 
showing that not only slow waves are larger and more numerous in central and posterior 
regions in younger children, respectively, but also that these maturing regions ‘fall asleep 
faster’, possibly as a result of an increased propensity to generate local slow waves in the 
context of plasticity-related cortical processes. It is tempting to speculate that the 
predominance of slow waves in posterior and particularly in sensory regions in children 
during the falling asleep period and beyond may account for the high resistance to 
awakenings induced by sensory stimulations (49). Indeed, children are not only hard to 
awaken, but when they do, may display behavioral manifestations of incomplete and 
‘dissociated’ awakenings, such as confusional arousals, somnambulism (NREM 
parasomnias) or extreme sleep inertia (50, 51), which are rather exceptionally observed in 
adults. Future studies should address whether the superposition of arousal- (type I) and 
	   25	  
sleep promoting processes (type II) early in the night may explain frequent sleep-related 
behaviors in children, like arousal disorders. The observation that children display more 
SWA in maturing parieto-occipital regions compared to adults may explain why dream 
frequency is reduced in children as opposed to adults (52). In fact, recent work has shown 
that increases in SWA over parieto-occipital brain regions are associated with 
unconsciousness during sleep, while local decreases of SWA in these areas predict the 
presence of dreaming (53). While the most dramatic increases in dream frequency occur 
between age 5 and 9 (for both REM and NREM sleep), after age 9, further increases in 
NREM dreaming are seen specifically during slow wave sleep early in the night (52), 
consistent with our results and the progressive posterior-anterior shift of the SWA 
maximum in this age group.  
 
Slow waves during pre-sleep wakefulness in children 
Finally, we found that compared to young adults, children displayed larger slow waves in 
the wake period immediately preceding sleep onset, especially in central brain areas. 
Slow oscillations during wakefulness have been documented in both humans and animals, 
especially during sleep deprivation (30)	   (31), and have been hypothesized to represent 
‘local sleep in wakefulness’. Contrary to adults, in children we did not find a significant 
correlation between delta power during wakefulness immediately prior to sleep and the 
speed of the falling asleep process. The absence of correlation is not clear but could be 
due to the fact that delta power reached a ‘ceiling effect’ in this population. A previous 
study, in which adults were kept awake for extended periods of time and had to perform a 
frontal executive task battery (32), documented a temporal association between the 
occurrence of frontal and parietal slow waves during wakefulness and impulse control 
errors. It would be insightful to study how the occurrence of these slow waves shortly 
before sleep onset relate to failures in self-regulation, including motor hyperactivity and 
difficulties with impulse control, which are sometimes seen in younger children at 
bedtime. Consistent with our results, a recent study performed in children showed that 
theta waves became more widespread in the evening compared to the morning, and were 
associated with a performance decline in an attention task (54-56). This tendency to 
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display more ‘local sleep in wakefulness’ in the transition to sleep in children may be due 
to a faster build-up of homeostatic sleep pressure at this age (47).  
 
 
Limitations 
Because the two synchronization processes do not appear to be temporally dissociated in 
children, we could not directly compare characteristics of potential ‘type I’ (early) and 
‘type II’ (late) slow waves between the two age groups, and verify our hypothesis that 
only type II slow waves show age-dependent regional changes. Future studies, using 
classification approaches that allow to distinguish type I and type II slow waves 
independently of their temporal occurrence in the sleep-wake transition will allow to 
verify this hypothesis more directly.  
 
Our approach used for analysis of the falling asleep segments is based on the assumption 
that the falling asleep period is a process, ranging from the EA to the FSS irrespective of 
the duration of the interval between these two events. Compared to an approach based on 
a fixed time point to define sleep onset (i.e. the first sleep spindle (3, 57, 58)), this 
approach is better suited to capture the gradual regional changes that occur in this period. 
In addition, it allows to compare falling asleep periods of different lengths (5, 59, 60) and 
accounts for the fact that the falling asleep process can occur rapidly or slowly 
(depending on sleep pressure).  
 
It should be mentioned that this study was performed retrospectively, on hd-EEG 
recordings that were not specifically acquired to study the falling asleep period. To 
include a sufficient number of subjects within the two age ranges, recordings were pooled 
from three different studies. As a consequence, because of the different study protocols, 
some subjects underwent cognitive testing, visuo-motor tasks and TMS sessions prior to 
the recordings. Although we cannot exclude that these interventions may have influenced 
the topography of slow waves, it is unlikely that they significantly modified the course of 
slow waves in the falling asleep period. In addition, our permutation-based statistic was 
designed to control for the effect of different study nights.   
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Finally, the falling-asleep epochs that were analyzed represent selected episodes, free of 
artifacts and major arousals, and may therefore not be fully representative of 
physiological wake-sleep transitions. This selection enabled us to keep recording 
segments as a whole, without discarding any parts, and this was necessary in order to 
compare falling-asleep periods of different lengths. It is possible that the selection of very 
continuous transitions may have favored the preferential inclusion of subjects with 
relatively high sleep pressure. However, it is unlikely that this fundamentally affected our 
results, given that indications for sleep deprivation were excluded by actigraphy prior to 
the recording, and the dissociation of the two synchronization processes was equally 
documented previously in conditions of strong sleep restriction/deprivation (6).  
 
Conclusions 
In conclusion, our results indicate that the temporal dissociation of the two slow wave 
synchronization processes observed in adults in the falling asleep period is not yet present 
in young children. Whether the superposition of arousal- and sleep promoting processes 
early in the night may explain frequent sleep-related behaviors in children, like arousal 
disorders, needs to be determined by future studies. Our study also shows that maturing 
posterior and central brain regions fall asleep ‘faster’ compared to adults. Finally, 
children display larger slow waves during wakefulness immediately prior to sleep, with 
potential implications for behavior at bedtime. 
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Supplementary Text 
 
Information on studies from which participants were included 
Most of the subjects included in the analysis (34 subjects and 53 recordings) took part in 
the study by Kurth et al., 2010 (17) (one night) and Wilhelm et al., 2014 (two nights)	  (11), in which the authors investigated slow waves characteristics in children of different 
ages (17) (Kurth et al., 2010) and learning related regional changes in SW activity (11). 
Before the recordings, one version of a visuo-motor adaptation task, either baseline or 
adaptation, involving moving a cursor to four possible targets (11)	  was performed in the 
evening before going to bed. Three subjects (3 recordings) were control subjects in the 
study of Wehrle et al	   (25), which investigated executive functions and SWA in 
adolescents born preterm. In the afternoon prior to the recordings, subjects underwent an 
assessment of their IQ, motor and executive function abilities. Twelve subjects (16 
recordings) included in the analysis were part of the study of Fattinger et al., (24). The 
subjects had to perform 12 trials of a 30s “computerized six-element finger sequence 
tapping task” before going to bed. Because of the short duration of this task, it is unlikely 
that it caused an impact on the topography of SWA. TMS for a total duration of 5 
minutes was also performed to quantify cortical excitability, but again this was very 
short-lived. In some nights, the subjects were exposed to tones in phase with their slow 
waves to locally disrupt them. However, this stimulation started later in the night and was 
not included in the data analyzed in the present study (i.e., the falling asleep process). Of 
the three studies, one (24) included an adaptation night in addition to two experimental 
nights, another one (25) included only one experimental night (no adaptation night), and 
the other one (11,	   17)	   included two experimental nights (no adaptation night). Only 
experimental nights were included in the analyses: either the first, the second, or both, 
depending on data quality, the study protocol and availability in the age range.  
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Supplementary Figures 
 
Figure S1 
 
 
 
Fig. S1. Topographic variations in slow wave density (A) and amplitude (B) across ten equal 
epochs of the falling asleep process, for children (first row) and adults (second row). In each 
panel, the bottom row shows relative mean differences between the two groups: here the red 
(blue) color indicates higher values in children (adults). 
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Figure S2 
 
 
Fig. S2. Age-dependent changes in the topographic distribution of slow wave properties 
(density, left column; amplitude, right column) across early and late epochs of the falling 
asleep process (A). Panel B row shows significant differences in relative changes from 
early to late epochs of the falling asleep period. White dots mark statistically significant 
correlations (N=49; Pearson’s correlation coefficient; p<0.05, cluster-size-based 
correction). Scatterplots display the distribution of individual values as a function of age 
in electrodes for which the correlation was significant (average). The red color reflects a 
larger increase in slow wave density or amplitude in younger subjects.  
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Figure S3 
 
 
Fig. S3. Age-dependent changes in the speed of density (left) and amplitude (right) variations 
(relative to the absolute time starting from the end-of-alpha activity) in the course of the falling 
asleep process (N=49, Spearman’s correlation coefficient). Younger subjects displayed a faster 
rate of increase in slow wave density and amplitude. This analysis was performed on the 
average values of electrodes for which the speed of density and amplitude changes was 
significantly different between children and adults (Figure 6). 
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Figure S4 
 
 
 
Fig. S4. Correlation between pre-sleep delta (left)/theta (right) spectral power and the speed of 
increase in slow wave density (first row)/amplitude (second row), in children (red bars) and 
adults (blue bars). Significance was tested using a permutation-based approach in which only 
one night was selected for each subject in each of 1,000 iterations. Effects that resulted 
significant in more than 95% of the iterations were marked as significant (* p<0.05). 
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Supplementary Table 
 
PSG parameter Children 
(age 8-11) 
Adults 
(age 20-25) 
P-value 
EA-FSS time (min) 10.5 ± 4.8 16.5 ± 4.5 < 0.01 
Sleep latency (min) 20.8 ± 6.5 13.2 ± 7.1 < 0.01 
Total recording time (min) 506.7 ± 68.9 437.4 ± 24.2 < 0.01 
Total sleep time (TST, min) 448.8 ± 73.9 409.8 ± 25.3 0.06 
Sleep efficiency (%) 88.2 ± 7.2 93.7 ± 3.3 < 0.01 
Wake after sleep onset (min) 40.6 ± 29.4 17.6 ± 10.5 < 0.01 
N1 (% TST) 8.3 ± 3.1 5.9 ±1.9 0.02 
N2 (% TST) 48.3 ± 6.2 51.1 ± 6.7 0.22 
N3 (% TST) 23.6 ± 7.6 18.6 ± 6.8 0.06 
REM (% TST) 19.9 ±5.2 24.3 ± 3.4 < 0.01 
 
Supplementary table 1: Polysomnographic (PSG) parameters (mean +/- SD) for children and 
young adults. Sleep latency is defined here as the time from lights off to the first epoch of stage 
N2. The EA (End of Alpha activity) – FSS (first sleep sequence) represents the length of the 
falling asleep process, as defined in the present study. As described in previous work, the EEG 
was visually scored for sleep stages at frontal, central, and occipital electrodes (20s epochs) 
based on standard criteria of the American Academy of Sleep Medicine. 
 
 
 
 
 
 
