Array-based gene expression studies frequently serve to identify genes that are expressed differently under two or nnore conditions. The actual analysis of the data, however, may be hampered by a number of technical and statistical problems. Possible remedies on the level of computational analysis lie in appropriate preprocessing steps, proper normalization of the data and application of statistical testing procedures in the derivation of differentially expressed genes. This review summarizes methods that are available for these purposes and provides a brief overview of the available software tools.
INTRODUCTION
Microarray technology has been around for almost 10 years and with it a plethora of computational analysis tools has been developed. Yet, the apphcation of microarray technology in biological research stiU poses serious problems and causes considerable confusion on the part of the users of the technology. The lack of simple answers to the problems in this field is largely due to the wide scope of questions that can be tackled with the technology, overlaid with its technical aspects, which influence the analysis in very specific ways. This review aims at summarizing existing approaches to the 'early' steps in the analysis pipeline, coupled with methods to tackle the supposedly simple question of finding genes that behave differently under different conditions.
A microarray experiment is performed under the assumption that gene intensities reflect actual mRJvTA levels. It is, however, well-known that raw gene expression intensities do not fulfill this requirement. Their values are highly influenced by a number of non-biological sources of variation (for an overview see [1, 2] ). Thus, for achieving biologically meaningful data, computational preprocessing including normalization steps is essential [3] .
Microarray experiments are frequently employed for the purpose of identifying genes that are expressed differently under distinct conditions. This amounts to comparing one group A with another group B and delineating a list of genes ranked according to their respective statistic of differential expression. In a fiirther step, significance is assigned to each gene and a cut-off value can be defined (for an overview see [4] [5] [6] [7] . Even for these seemingly simple questions, proper preprocessing and normalization are crucial and to a certain degree the two aspects are even linked with each other.
While we review the computational methods, familiarity with microarray technologies on the part of the reader is assumed. The platforms that will be considered are Affymetrix-type oligonucleotide arrays [13, 14] and two-colour spotted (cDNA-) arrays [14] [15] [16] . In the following, we are using the abbreviations 'oligo array' and 'two-dye arrays'. For This is not exactly the original version of dChip [24] , which is a commercial software. Here, we cite the open source version available at the Bioconductor project.
the latter technology also the possibility of dye-swap experiments will be considered.
This review is structured according to the sequence of analysis steps that need to be performed. Preprocessing and normalization are dealt with in 'Preprocessing and normalization methods' section, while 'Differential Expression' section deals with the quantification of differential expression. We also provide a brief overview of tools that are available to the researcher in order to carry out these analytical steps (Tables 1 and 2 ). Most computational procedures that are reviewed in this article can be performed by using the open source language R [8] and R packages in the Bioconductor project [9] . We recommend using R and Bioconductor. Presently, the packages provide a wide range of powerful statistical applications for various kinds of genomic analysis. It allows for the integration of different kinds of biological data and for rapid development of new statistical packages.
Recendy, a number of books were published that introduce in detail the process of DNA microarray analysis, discuss problems and drawbacks, and provide different software solutions [10] [11] [12] [13] [14] [15] .
PREPROCESSING AND NORMALIZATION METHODS Motivation
The need for what we call preprocessing comes from the fact that in addition to reflecting mRNA levels, spot intensities may also depend on peculiarities of print tips, particular PCR reactions, integration efficiency of a dye or spatial and hybridization specific effects. These problems can pardy be remedied by image processing methods, background adjustment, normalization, summary of multiple probes per transcript, or quality control measures [1, 2, 16] . Thus, such procedures are referred to as preprocessing of the data.
A simple self-self comparison wiU demonstrate the problem. Splitting an RNA sample into two aliquots, labelling them differently and performing a hybridization wiU show a summary of all these unwanted effects. The variation seen between the two equal samples is all due to the experimental variation which we need to deal with in order to later on quantify differential gene expression [17] .
The need for normalization arises fi-om the observation that measurements from different hybridizations may occupy different scales. In order to compare them they need to be normalized. Otherwise, one would deem genes differentially expressed where only the hybridizations behaved differently. Additionally, the variance in the data tends to depend on the absolute intensity of the data. This, too, may lead to false biological conclusions and should be remedied by a normalization method.
For two hybridizations (or two coloun of one hybridization) this latter problem is easily visualized with a scatter plot of the average of the two log intensities A versus their log ratio M [18] . This graphical representation is fi^equently referred to as MA plot [16] . It shows that the variance of M changes strongly with A, e.g. while the variance is low for high values of A it is rather large for small values of A. This is a source for possible misinterpretation of the data: a fold change of two may be highly interesting for two strongly expressed genes while it is not noteworthy when the genes come from the region of low expression. For the quantification of differential expression, we require constant variance across the whole dynamic range.
It is a common practice to transform gene expression intensities to logarithmic scale. This makes the variation of intensities or differences less dependent on the absolute magnitude and evens out highly skewed distributions. Furthermore, logarithmic transformations convert multiplicative errors into additive ones [19] . Problems with logarithmic scale arise for negative values which occur frequently after background subtraction. For positive values close to zero, logarithmic transformation yields strongly negative values and consequently heavily scattered plots.
During the last years, a number of solutions for preprocessing and normalization came up. A pipeline of the analysis procedure and an overview of frequently used methods are given in Figure 1 . One of the basic questions there pertains to the user's assumption as to whether only a small fraction of the genes or large parts of them change under the studied change of conditions. This is usually a reflection of the experiment design. For example. using a specialized array containing genes relevant for a particular biological process, one expects most of the genes to change in the experiment. When normalizing these experimental settings, housekeeping genes, internal controls or spikes have to be used. Amongst the genes of a whole-genome array, on the other hand, only a small fraction is expected to change. Here, we will focus on methods for the latter, the general purpose array. Regarding space limitations, for most methods we will not go into deep detail. For a tutorial guiding through normalization procedures, see the article by Kreil [20] published last year in this journal.
Preprocessing
When analysing oligo arrays, one chooses for a background correction and decides how to utilize perfect matches (PM) and mismatches (MM) in order to obtain a summary of intensities. This is frequently called summary statistic in the literature (see [21, 22] for an overview). Irizarry et al. [21] Figure I: Pipeline of preprocessing and normalization of gene expression data. In this figure, distinct stages of technology choice, data preprocessing and normalization are displayed as referred in the text. In the first step, the basic assumption is either that the majority of genes on the array might change or remain unchanged (basic assumption). Depending on this, there are different technology settings possible (technology aspects). Again, depending on that choice there are different strategies how to preprocess the data (preprocessing). The basic normalization strategy can now be distinguished with regard to the number of slides in each normalization step (normalization setting).
In the last step, one has to decide for the actual normalization method.
implemented in the Bioconductor package gcrma which is a modified version of RMA that describes the intensity of probes as a function of the GCcontent. Li and Wong [24] establish a statistical framework that comprises an error model for perfect matches and mismatches. This setting is only applicable for oligo arrays. Their approach comprises the deduction of a summary statistic. For an overview of different probe set summary methods see [25] . Likewise, for two-dye arrays there exist tools for image analysis including background corrections or to test for the above mentioned artifacts like PCR batch effects and the like [26] . Table 1 provides an overview of the fi-eely available computational tools for preprocessing gene expression data. Having performed preprocessing for either kind of technology platform, we end up with one value per probe set or transcript represented on the array. In the following, these units will shortly be referred to as 'genes'. Since it is not the focus of this review, we wiU not go into deeper detail regarding preprocessing steps. There are a number of publications dealing with this aspect [5, 11, 12, 14, 18] .
Scaling methods
Applying scaling methods, one assumes that different sets of intensities differ by a constant global factor. These are only correct for 'global multiplicative effects' [27] , since all raw intensity values are multiplied with one common (i.e. global) scaling factor. Note that using log-transformed datasets multiplicative effects become additive. The scaling factor might be the mean, median, Z-score, etc. [27, 28] . Preprocessing, including standardization as 
Transformation methods
Transformation methods aim at quantitatively mapping one set of intensities to another one. They are non-parametric when no distributional assumptions are made. Mostly, these methods are based on regression. Regression can be applied either over the entire range of intensities [29, 30] or locally [31] . Depending on whether the regression function is a Hnear function or a polynomial function of degree larger than one, we distinguish linear and polynomial regression.
Especially for local regression, outlier values can strongly influence the regression curve. Therefore, it is advisable to introduce weights that penalize oudiers. Local regression via loess/lowess (locally weighted scatter plot smooth) uses a linear (lowess) or quadratic (loess) polynomial weighted regression function with Tukey's biweight function [31] while local regression via locfit apphes a tricubic weighting function. With regard to microarray normalization they perform very similarly. Workman et al. [32] proposed a normalization method where intensity pairs of two arrays are interpolated according to a cubic spline fianction (qspline).
Quantile normalization for oUgo arrays as proposed by Bolstad et al. [33] aims at making the distribution of gene expression intensities of each sample the same. This approach is applicable for many arbitrary samples. Each quantile of intensities is projected to lie along the unit diagonal. This can be achieved by the following procedure: let X(i, k) be the gene expression intensity of the ith gene and the feth sample. Each sample set of intensities X(-, k) is being sorted by a permutation TTk according to intensity values and results in a sorted sample set X' (•,k). Then each intensity value X'(i, k) is substituted by the mean across all samples: mean (X' (i, •)). The inverse permutation inv(;rfe) is now applied to each sample set and produces the normalized set of gene expression intensities. The approach is implemented in the Bioconductor package affy.
Error model based transformation methods
The basic idea of introducing an error model is to describe the relation between measured signal intensities and true abundance of RNA molecules. Assume that the true intensity level x^g of the feth sample and gth gene is disturbed by random multiplicative (bi^g) and additive (a^g) factors. The measurement y^g of the _^h gene in the feth sample can be described as
Proposing modified models and approaches that determine and decompose the multiplicative factor in stochastic terms has been the focus of several publications over the last few years [34] [35] [36] . One of the first approaches to determine a multiplicative term in an error model was proposed by [37] and yields a justification for the logarithmic transformation. A more sophisticated error model was introduced by Rocke and Durbin [34] and led to the normalization model of variance stabilization [35, 36] .
Looking at MA representations (refer 'Motivation' in 'Preprocessing and normalization methods' section), we observe scattered plots for low intensities whereas for high intensities this is not the case [2, 18] . This phenomenon is due to the fact that the variance depends on the intensity, e.g. for low mean intensities we find a rather high variance whereas for large intensities the variance is roughly constant. Variance stabilization provides a solution for this problem. Applying a variance stabilizing transformation as proposed by Huber et al. [35] and Durbin et al. [36] the variance is approximately constant across the whole dynamic range of expression intensities. Thus, it allows for quantification of differential expression independently from the mean intensities. Furthermore, this approach overcomes the shortcoming of logarithmic transformation. Variance stabilization is performed by applying an arsinh transformation. In contrast to the logarithmic function the arsinh function is continuous, has no singularity at zero and is defined for negative values.
Kerr et al. [38] propose an ahalysis of variance (ANOVA) model to capture multiple effects and their interactions. To apply this method, the experiment has to be designed in an ANOVA setting. Dye-swap experiments for example fulfill this requirement. This method provides an integrative approach to adjust for extraneous effects and to assign significance to gene expression changes. These are captured in the variety-gene interaction term. Several other methods have been proposed, e.g. [19, 39] .
DIFFERENTIAL EXPRESSION Motivation
The task of analysing a gene expression experiment for differential genes falls into the following steps:
(1) Ranking: genes are ranked according to their evidence of differential expression. (2) Assigning significance: a statistical significance is being assigned to each gene. (3) Cut-off value: to arrive at a Hmited number of differentially expressed genes a cut-off value for the statistical significance needs to be determined.
Quantifying gene expression differences highly depends on the experimental setting. First, one distinguishes according to whether repetitions are available or whether the measurement has been made only once. In the absence of repetitions possibilities are very Umited. The simplest experimental setting is the comparison of two experimental groups A and B and asking for their differences in each gene. Intuitively, one can use the empirical intensity values of each series A and B and introduce an ordered list of ranked differences between them. Typically, in this 'quick and dirty' approach a fixed cut-off is chosen, frequendy this is a fold change of two. That means, all genes showing a fold change of more than two are considered to be differential. Here, it is particularly important to perform a variance stabilizing normalization. Otherwise, the changes in variance over the intensities would dominate the analysis for differential genes. In order to detect differential expression, Newton et al. [40] propose an empirical Bayes approach. They use a probability model which accounts for measurement errors and fluctuations in absolute gene expression levels. They deduce estimates for expression changes. Availability of repetitions provides for a richer spectrum of applicable statistical procedures. We distinguish the experimental setting according to the number of conditions that are compared. Either we compare two groups or multiple groups (Figure 2 ).
In the two-condition case, one considers either a paired or unpaired situation. Comparing a healthy group with a diseased one is an example for an unpaired experiment because the samples are independent. An example for a paired situation is gene expression measurements of one cell Hne before and after chemical treatment (Figure 2 ). The availability of replicates allows for a sound statistical procedure because variation between replicates can be considered. Several methods have been published that provide an appropriate statistical framework for analysing two-condition comparisons (for an overview see [4-7, 18, 41, 42] ), (Section 'Two-conditional setting and independent multiconditional setting').
In the case of multiple conditions, one distinguishes independent and dependent settings too (Figure 2 ). The essential difference between these is the linear order of states in the dependent setting. Statistically, each conditional state, e.g. each time point, is dependent on all the others. Cellular differentiation experiments are examples for a dependent testing structure. An example for the independent sample setting is finding differentially expressed genes comparing multiple groups of disease stages (for an overview see [4] ). Most commonly, multiconditional experiments are time courses. Several methods that provide a statistical framework for analysing multiconditional setting are introduced subsequendy (Sections 'Two-conditional setting and independent multiconditional setting' and 'Dependent multiconditional setting'). 
Two-conditional setting and independent multiconditional setting
The availability of replicates enables to rank genes according to their associated (-statistic for each gene: t^m/(std/ ^ri), where m is the difference of means across replicates, std, the within groups standard deviation and n, the number of genes considered for testing. F-scores are the straightforward generalization of f-scores in the multiconditional case. Problems arise when genes with small intensity differences show almost no changes between conditions. This might yield high t-scores and thus, these genes occupy top ranks. A remedy lies in artificially enlarging these variances.
Accordingly, a number of methods has been introduced that propose different penalizing factors in the f-statistic [43] [44] [45] [46] . Many authors offer fi-eely available computational tools. Table 2 provides an overview of these tools. Lonnstedt and Speed [43] introduce a parametric empirical Bayes approach. In terms of ranking genes according to their evidence of differential expression this is equivalent to a penalized (-statistic [5] : t = tn/^ ((a + st(f)/n) . They use the penalty value a, which is estimated from the mean and standard deviation of the variance across samples. Also, Tusher et al. [44] and Efron et al [45] suggest using a penalizing factor, e.g. the 'fudge factor'. Likewise, low variances are being corrected by proposing an enlarging factor. The approach by Tusher et al. [44] is implemented in the computational tool called significance analysis of microarrays (SAM). Recently, SAM has been updated such that time courses can be analysed, too. The authors developed a bioconductor package samr [47] as well as an Excel Add-in. Efiron et al. [45] suggest applying an additive penalizing factor in the denominator of the t-statistic that is the 90th percentile of the standard deviation across samples. Choosing the penalizing factor to be zero reduces this method to the ordinary f-statistic. Also, Baldi and Long [48] suggest a Bayesian probabilistic approach combined with a modified f-test. Related to the approach by Tusher et al [44] , Broberg [46] suggest a calibrated testing procedure such that estimaton for false negative and false positive rates are minimized.
Several linear model approaches for ranking gene expression differences have been introduced [38, 41, 49, 50] . Kerr etal [38] use ANOVA models for an integrated procedure of normalization and detection of differentially expressed genes. They assume a linear model of specific effects for log intensities of all genes. These effects might be dye, slide, treatment, gene effects and their respective interactions. Smyth et al. [41] propose a modified (-statistic that is proportional to the (-statistic with sample variance offset as used in [44] [45] [46] . The approach can be generalized for the multi-conditional case. It has been implemented in the Bioconductor package limma [1, 41] . Using this package, experimental setting, duplicate spots and quality weights can also be considered. The moderated (-statistic is calculated, genes are ranked with respect to the resulting scores and P-values can be assigned. Further developments focus on linear models in a gene wise manner [49] . Also, Jain et al [51] propose a modified (-statistic. Lin etal. [50] use a robust linear model for each single gene to estimate contrasts of aU pairwise comparisons of tested groups.
Furthermore, a number of rank-based approaches (thus, non-parametric) have been developed. These are based on a Wilcoxon rank sum test or permutation (-test. While (-test and F-test based methods assume that the intensity measurements of normalized ratios are normally distributed, rankbased approaches do not do so. Instead of considering numerical values, Wilcoxon rank sum tests use ranks. This is a more robust approach, although frequently with lower power, because one loses information by switching from the numerical to the rank scale. In the multiconditional case, the Kruskal-WaUis test is the straightforward generalization of the Wilcoxon test. Yan et al [52] present a non-parametric method based on the statistic of relative entropy between two distributions. For the assignment of significance, resampling based permutations [53] are appHed [52] .
Dependent multiconditional setting
Time course experiments arise for example from cell differentiation processes and constitute multiconditional experiments. Each time point represents one conditional state. Thus, all experiments corresponding to one time point build up one conditional group. The essential difference compared with independent cases is the linear order of states. Statistically, each conditional state, e.g. each time point, is dependent on all the others. This fact requires new concepts of the statistical procedure. Bar-Joseph [54] provides an overview of several recent developments in analysing time course gene expression data.
Recently, the original form of SAM [44] has been generalized to time course experimental settings. Time is being included as one covariate. Storey etal [55] propose a statistical framework specifically designed for time course analysis. This spUne-based approach has been implemented in the open-source software package EDGE ( Table 2 ). To assign significance to each gene or group of genes they use a (-statistic and F-statistic related approach. Guo et al [56] introduce a robust statistic which is based on the Wald statistic. There, time-relevant dependencies within the gene intensity data set are explicitly integrated. To assign significance, either recent versions of SAM [44] or [57] might be applied. Xu et al. [58] suggest an approach using regression analysis. To estimate the parameters of the regression model they apply least squares estimates. Standard errors are assessed using estimating techniques as introduced in [59] . Significance levels are assigned based on Z-statistic. Bar-Joseph et al. [60] use cubic splines to describe gene expression time courses and significance is assigned by comparing global differences of two aligned curves. SchHep etal [61] suggest using Hidden Markov models (HMM) for the analysis of time course gene expression data. External biological knowledge can be integrated using a partially supervised learning approach. External biological knowledge for example might be the expression behaviour of several master genes that is known beforehand. The method has been implemented in the freely available software package GQL (Table 2) .
Cut-ofFand multiple testing
After ranking the genes according to a statistical procedure, one has to find a cut-off above which biologically meaningful information is expected. Frequently, researchers choose the P-value cut-off of 0.05 and assume all genes showing a lower P-value to be biologically significant. Performing many tests at a time, however, increases the problem of falsely significant genes. Roughly speaking, when performing 10 000 tests one expects 5% of the genes to show a P-value of less than 0.05 just due to chance.
There are a number of multiple testing approaches to overcome this problem. One possibility to lower the problem is to reduce the number of statistical tests by filtering steps. Thus, we have to find a criterion due to which the number of testing procedures can be limited. This might be either external biological knowledge or variance across conditions. That means, the set of intensities can be reduced by neglecting genes which we do not expect any biological information firom. Alternatively, one could use only those genes that show a certain minimal amount of variance over all conditional states or apply intensity-based filtering, e.g. neglecting very lowly expressed genes. For oligo-array experimental setting. Pounds and Cheng [62] suggest a filtering procedure using the P-values of present/absent calls. They combine these to one summary P-value that is used for filtering. They also discuss that there might be cases where filtering is not necessarily improving the detection of differentially expressed genes.
Given a type I error rate (i.e. a false positive rate) controlling for multiple testing means correcting P-values such that the given error rate can be guaranteed for all tests. Methods can be divided into those that control the family wise error rate (FWER) or the false discovery rate (FDR). The probability of at least one type I error within the significant genes is called FWER. The FDR is the expected proportion of type I errors within the rejected hypotheses. For an overview see [63] [64] [65] .
The so-called Bonferroni correction is an extremely conservative approach. Significance levels are being divided by the number of tests that are performed. This one-step multiphcity adjustment controls the FWER. Holm [66] suggests a stepwise procedure which improves the power. Westfall and Young [53] suggest a resampling method to adjust P-values.
While these methods control the FWER, Benjamini and Hochberg [67] suggest a less conservative approach by controlling the FDR instead. Likewise, different modifications have been proposed [65, [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] . Storey and Tibshirani [77] propose using Q-values which is a measure of statistical significance in terms of the FDR instead of false positive rates as it is the case for P-values. Estimation of FDR, as proposed in [78] , is implemented in SAM. Efron et al. [45] suggest using the local FDR. Given a score for a certain gene the local FDR determines the probability that the gene is not differentially expressed conditioned on the observed test score. Scheid and Spang [64] derive an estimator for local false discovery rate. The procedure is implemented in the Bioconductor package twilight.
CONCLUSION
Starting with raw gene expression measurements we summarized numerous approaches to arrive at biologically meaningful expression datasets. We outlined the importance of preprocessing and normalization, various aspects of ranking genes according to a statistic for differential expression, assigning significances to expression changes and deriving meaningful cut-offs [1] [2] [3] 5] . There are freely available software packages that enable methodologically sound analyses of microarray data. We provided a brief overview of different tools and recommend using the open source R-packages in the Bioconductor project. These packages not only allow for the integration of various kinds of biological data but are also rapidly evolving and providing current statistical approaches.
Although this review has attempted to present normalization procedures separately firom the search for differential genes, it must be reahzed that the two tasks are in fact linked. Normalization by transformation assumes that most of the genes represented on an array remain unchanged upon a change of condition. This, in tum, means that already the normalization method impHcitly flags other genes as differential and it is these ones that are more likely to be found in the search for differential genes. Thus, the two problems really are one. One recommendable combination, for example, is to apply variance stabilization, followed by a modified (-test and multiple testing correction using FDR. Variance stabilization overcomes many drawbacks of other methods, as outlined before. The choice of the test highly depends on the experimental setting. To our experience in many cases modified (-tests have proven valuable.
Practically, however, appropriate experimental design is crucial for achieving a biologically meaningful interpretation of the experiment. Otherwise, computational analysis needs to focus on troubleshooting rather than providing a solid procedure for biological hypothesis generation. For example, searching for differentially expressed genes, replicates are indispensable for assigning a statistical significance to the changes. Furthermore, the smaller the expected expression changes the more important are repetitions. Working with two-dye arrays, dye-swap experiments may offer an additional opportunity to cheaply generate data for normalization, in particular when only small amounts of sample material are available. An experiment that, right firom the start, is designed to be evaluated by the ANOVA approach, may minimize the number of hybridizations necessary to answer a particular question.
In microarray technology, the large number of genes that can be tested are of great appeal to the experimenter. At the same time, this is the statistical curse about the method. The fact that typically the number of genes on the array is much larger than the number of conditions is what makes it so difficult to analyse the data in a statistically sound manner. Remedies lie in filtering techniques and appropriate corrections for multiple testing. In addition, on the level of functional interpretation more information can be gained, e.g. by searching for overrepresentation of genes belonging to a particular functional category or combining gene expression analysis with gene function prediction or elucidating biological networks [79] [80] [81] .
Key Points
• Microarray technology has been improved over the last decade and at the same time lots of computational analysis tools have been proposed. • In order to enable for biological interpretation appropriate computational preprocessing including normalization is essential, one recommendable normalization method is variance stabilization.
• The choice of the test for differential gene expression highly depends on the experimental setting. Many settings allow for modified t-test procedures.
• Due to the problem of high numbers of genes and few samples, multiple testing corrections are necessary, for example those using the FDR.
• We stress that normalization and differential gene discovery should be regarded as necessarily linked in the sense that normalization strongly determines which gene will be found to be differential.
