Abstract. Let µ∞ ⊆ C be the collection of roots of unity and Cn := {(s1, · · · , sn) ∈ µ n ∞ : si = sj for any 1 ≤ i < j ≤ n}. Two elements (s1, · · · , sn) and (t1, · · · , tn) of Cn are said to be projectively equivalent if there exists γ ∈ PGL(2, C) such that γ(si) = ti for any 1 ≤ i ≤ n. In this article, we will give a complete classification for the projectively equivalent pairs. As a consequence, we will show that the maximal length for the nontrivial projectively equivalent pairs is 14.
Introduction and the statements of main results
Let µ ∞ ⊆ C be the collection of roots of unity and Arg/(2π) : µ ∞ → Q/Z the canonical isomorphism.
Definition 1. Let
C n := {(s 1 , · · · , s n ) ∈ µ n ∞ : s i = s j for any 1 ≤ i < j ≤ n}. Two elements (s 1 , · · · , s n ) and (t 1 , · · · , t n ) of C n are said to be projectively equivalent if there exists γ ∈ PGL(2, C) such that γ(s i ) = t i for any 1 ≤ i ≤ n. We write (s 1 , · · · , s n ) ∼ (t 1 , · · · , t n ) to denote that they are projectively equivalent. Let C + n be the isomorphic image of C n under (Arg/(2π)) n . The corresponding equivalence relation in C + n is also denoted by ∼.
The following examples are immediate.
Example 2.
• Rotation: (s 1 , · · · , s n ) ∼ (ss 1 , · · · , ss n ) for any (s 1 , · · · , s n ) ∈ C n and s ∈ µ ∞ .
• Inversion: (s 1 , · · · , s n ) ∼ (1/s 1 , · · · , 1/s n ) for any (s 1 , · · · , s n ) ∈ C n .
• If n ≤ 3, then (s 1 , · · · , s n ) ∼ (t 1 , · · · , t n ) for any (s 1 , · · · , s n ), (t 1 , · · · , t n ) ∈ C n .
Our objective in this article is to describe C n / ∼ for general n. In particular, it is reasonable to expect that the nontrivial projectively equivalent pairs cannot be arbitrarily long. While the existence of such an upper bound can be implied by a result of Schlickewei [5] , our next result shows that the maximal length is 14. There are no nontrivial projectively equivalent pairs in C + n for n ≥ 15.
Since for n ≥ 4, (s 1 , · · · , s n ) ∼ (t 1 , · · · , t n ) ⇔ (1, s 2 /s 1 , · · · , s n /s 1 ) ∼ (1, t 2 /t 1 , · · · , t n /t 1 ) ⇔ (1, s 2 /s 1 , s 3 /s 1 , s i /s 1 ) ∼ (1, t 2 /t 1 , t 3 /t 1 , t i /t 1 ) for any 4 ≤ i ≤ n, C n / ∼ is determined by C 4 / ∼. Now let us collect the solutions to the Diophantine equation ( and S + the isomorphic image of S under (Arg/(2π)) 6 .
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After introducing some necessary preliminaries in Section 2, we will give the proofs of Theorem 7 and 3 in Section 3 and 4, respectively. As the final results suggest, the proofs consist mostly of algorithms and computations, which are realizable with the help of Mathematica 11.0 [7] . The total running time is about seven hours on the author's personal laptop. The source code will be attached with this article.
Whenever we perform the computations on the computer, we will always apply the most efficient algorithms we have. But when we describe the algorithms in this article, we will simply outline their key ideas in order to avoid too many cumbersome details. As a compensation, we will provide some concrete examples for better illustration.
Thus we are led to study how 24 roots of unity can sum to zero. More generally, we consider the cyclotomic relation
where ξ i ∈ µ ∞ . This topic has been studied by many people. Among them, the article of Poonen and Rubinstein [4] enlightens us quite a lot. In their work, in order to count the number of interior intersection points and the number of regions made by the diagonals inside a regular polygon, they classify the cyclotomic relations up to m = 12.
We will use their method substantially in the sequel. Let us first collect some of their notations. We call w(G) = m the weight of G. G is said to be minimal if i∈I ξ i = 0 for any nonempty and proper subset I ⊆ {1, · · · , m}. Any relation can be decomposed as a sum of minimal relations (which may not be unique). Write ζ n = exp(2πi/n) for any positive integer n. For each prime p, let R p be the relation
Its minimality follows from the irreducibility of the cyclotomic polynomial. Also we can "rotate" any relation by multiplying an arbitrary root of unity to obtain a new relation. If we subtract R 3 from R 5 , cancel the 1's and incorporate the minus signs into the roots of unity, we obtain a new minimal relation
which we will denote (R 5 : R 3 ). In general, if G and H 1 , · · · , H j are relations, we will use the notation (G : H 1 , · · · , H j ) to denote any relation obtained by rotating the H i so that each shares exactly one root of unity with G which is different for each i, subtracting them from G, and incorporating the minus signs into the roots of unity. For notational convenience, we will write (R 5 : 4R 3 ) for (R 5 : R 3 , R 3 , R 3 , R 3 ), for example. Note that in general there will be many relations of type (G : H 1 , · · · , H j ) up to rotational equivalence.
The following results will be needed in our arguments. ξ i = 0 is minimal, then there are distinct primes p 1 < · · · < p k ≤ m so that each ξ i is a p 1 · · · p k -th root of unity, after the relation has been suitably rotated.
Lemma 9. [4, Lemma 2] The only minimal relations (up to rotation) involving only the 2p-th roots of unity, for p prime, are R 2 and R p .
Lemma 10. [4, Lemma 3] Suppose G is a minimal relation, and p 1 < · · · < p k are picked as in Lemma 8 with p 1 = 2 and
where the H i are minimal relations not equal to R 2 and involving only p 1 · · · p k−1 -th roots of unity, such that j < p k and Lemma 4] ) Suppose the relation G is stable under complex conjugation. If R p , for p prime, occurs in G, then it is itself stable under complex conjugation, or can be paired with another R p which is its complex conjugate.
Lemma 12. [4, Lemma 5] Let G be a minimal relation of type (R p : H 1 , · · · , H j ), p ≥ 5, where the H i involve roots of unity of order prime to p, and j < p. If G is stable under complex conjugation, then the particular rotation of R p from which the H i were "subtracted" is also stable (and hence so is the collection of the relations subtracted).
Lemma 13. [4, Theorem 3] The minimal relations of weight up to 12 are as follows:
The reason why we take [s
] ∈ S rather than the more natural [s 1 , s 2 , s 3 , t 1 , t 2 , t 3 ] ∈ S at the beginning of this section is to make the relation (1) stable under complex conjugation, so that Lemma 11 and 12 can be applied.
Smith normal form
The relations (2) can be reduced to
which are equivalent to the linear equations
where the lower case unknowns are the images of corresponding upper case unknowns under Arg/(2π). Note that the numbers on the right-hand side of (2 ′ ) belong to Q/Z. An important tool to deal with such equations is the following well-known result in elementary algebra. 
Cyclotomic units
We should note that although the method developed by Poonen and Rubinstein works perfectly for their own problem, it is not enough for us. The main reason is, briefly speaking, our weight 24 is much larger than their weight 12. More details will be explained in Section 3.7.
The numbers of the form ξ − 1 with ξ ∈ µ ∞ are related to the so-called cyclotomic units (whose definition is irrelevant to us). The following fundamental result regarding the cyclotomic units will be needed in Algorithm 37.
Theorem 15. [1; 2; 6, Theorem 8.9] Let n be a positive integer and E n the multiplicative abelian group generated by
2 is a Z-linear combination of the relations
and e k = pi=k e i for prime p | n.
In fact, what we will use is a weaker form of Theorem 15: any relation in E n ⊗ Z Q is a Q-linear combination of the relations (5) and (6).
Proof of Theorem 7
We decompose the relation (1) into a sum of minimal relations, and then consider the largest prime p involved. Since (1) has weight 24, by Lemma 8, we have p ∈ {2, 3, 5, 7, 11, 13, 17, 19, 23}.
We divide the proof into four parts: p = 17, 19, 23, p = 11, 13, p = 2, 3, and finally the most tough p = 5, 7. In Section 3.7, we will explain why different strategies are required for different p.
Symmetry of the relations (1) and (2)
Since the associated matrix of ( has rank 6, we can fix six unknowns and then try to solve the remaining six. However, there are 12 6 = 924 ways to do that, so we need to reduce the number of cases first. We do that by considering the following natural group actions of G.
• G permutes the 24-element set 
The fifth column says that (2 ′ ) has a solution if and only if a 2 + b 1 − a 
, where x is a free variable. Multiplying the inverse of the first matrix on both sides, we get 
Lemma 17.
• Every element of U 12,7 has a 6-element subset that belongs to
• Every element of U 12,8 has a 6-element subset that belongs to
• Every element of U 12,9 has a 6-element subset that belongs to O 1 .
p = 17, 19, 23
Let µ n be the collection of n-th roots of unity. If n = k i=1 p ni i is the prime factorization of n, then every ξ ∈ µ n can be uniquely written as a product ξ =
Lemma 18. The relations G = 0 with w(G) = 24 and p = 17, 19, 23 are as follows:
Proof. Since w(G) < 2p, by Lemma 10, G must be of the form
where
Since the minimal relations of weight up to 9 are given in Lemma 13, we are done. Now we want to find all the solutions of (1) and (2) by assuming that (1) is of the form G, where G is one of the entries listed in Lemma 18.
By Lemma 12, the marked entries cannot be stable under complex conjugation, so we can ignore them. By Lemma 11, if G = (R 17 :
Condition 19. G can be decomposed as a sum of minimal relations such that each minimal relation is itself stable under complex conjugation, or can be paired with another minimal relation which is its complex conjugate.
The following two lemmas show that this is also true for G = (R 17 :
Lemma 20. Let G = ξ 1 G 1 + ξ 2 G 2 be a relation which is stable under complex conjugation, where ξ i ∈ µ ∞ and G i are minimal relations. Assume that all the terms of G i belong to µ ni . If ξ 1 G 1 and ξ 2 G 2 are not conjugate to each other, then ξ i ∈ µ 2ni .
Proof. By the assumptions, two terms of G i must be conjugate to each other, so ξ
is stable under complex conjugation, then both (R 17 : R 3 ) and (R 5 : R 3 ) are stable under complex conjugation.
Proof. Assume that
is stable under complex conjugation. By Lemma 20, ξ 1 ∈ µ 204 and ξ 2 ∈ µ 60 . Since the terms of G with nontrivial 17-components are stable under complex conjugation, ξ 1 must have a trivial 17-component and also ξ 2 1 ∈ µ 17 . Therefore, ξ 1 = ±1, and consequently, ξ 2 = ±1.
The longest minimal relation occurring in G has weight at least 17, so at least 9 elements of U 12 are known. It is easy to see (directly or by Lemma 17) that if at least 9 elements of U 12 are given, then U 12 can be completely determined. In particular, if at least 9 elements of U 12 belong to µ n , then all elements of U 12 belong to µ n . Therefore, we are led to consider the q-components of G for prime q.
be a relation such that all the q-components of ξ i belong to µ q (i.e., higher powers of q are not involved). Let n k be the number of ζ k q in the q-components of ξ i . We call (n k )
the q-type of G. We say that (n j+k )
k=0 is a rotation of (n k ) q−1 k=0 for any j ∈ Z/qZ, and (n jk ) q−1 k=0 is a Galois conjugate of (n k )
Consider the q-component of (2 ′ ):
Define the finite sets
In practice, we only need to calculate P q for q ≤ 13. For q = 2 and 3, we have Algorithm 23. For a given relation of the form G, we check that whether there are any possible q-types of G that belong to P q . If not, then we conclude that the relation (1) cannot be of the form G.
Let us give some examples to illustrate Algorithm 23.
Suppose that G = (R 23 : R 3 ). By Lemma 12,
The 2-type of G is a rotation of (22, 2), which does not belong to P 2 . Therefore, the relation (1) cannot be of the form G.
Suppose that G = (R 19 : R 3 ) + 2R 2 . By Lemma 11 and 12,
where ξ ∈ µ 114 . The 2-type of (R 19 : R 3 ) is a rotation of (18, 2), and the 2-type of R 2 is (1, 1), so the 2-type of G must be a rotation of (20, 4), which belongs to P 2 . Therefore, Algorithm 23 fails for q = 2. The 3-type of (R 19 : R 3 ) is (18, 1, 1), and the 3-type of R 2 is a rotation of (2, 0, 0), so the 3-type of G must be (22, 1, 1) or (18, 3, 3), which does not belong to P 3 . Therefore, the relation (1) cannot be of the form G. + · · · , for some 1 ≤ j < k ≤ 8. The 2-type of G is (12, 12), which belongs to P 2 . The 3-type of G is (16, 4, 4), which belongs to P 3 . Therefore, Algorithm 23 fails for q = 2 and 3. The 5-type of G is (20, 1, 1, 1, 1) , which does not belong to P 5 . Therefore, the relation (1) cannot be of the form G.
It turns out that, by taking q = 2, 3, or 5, Algorithm 23 works for any G listed in Lemma 18. Therefore, there are no solutions of (1) and (2) such that (1) is of the form G.
The careful readers may have noticed that in Table 2 , there are one solution of order 34 and four solutions of order 102. Although the prime 17 is involved, their associated relations (1) can only be decomposed as n 2 R 2 + n 3 R 3 for some n 2 and n 3 , which will be discussed in Section 3.4.
p = 11, 13
The number of relations G = 0 with w(G) = 24 and p = 11, 13 is much larger than the number of relations G = 0 with w(G) = 24 and p = 17, 19, 23. Since our purpose is finding the solutions of (1) and (2) rather than classifying the vanishing relations, we can first exclude some cases with certain shapes.
Lemma 24.
• If at least 7 terms of (n k ) ∈ P 11 are 1, then (n k ) must be a Galois conjugate of (4, 6, 1, · · · , 1, 6).
• If at least 9 terms of (n k ) ∈ P 13 are 1, then (n k ) must be a Galois conjugate of (6, 4, 1, · · · , 1, 4),
By Lemma 10, if p = 13, or p = 11 and the longest minimal relation occurring in G has weight at most 21, then G must be of the form (7). If G is not of this form, then G = G 0 or G 0 + R 2 , where G 0 is minimal and stable under complex conjugation. By Lemma 8, G 0 can be written as ξ 10 i=0 f i ζ i 11 , where ξ ∈ µ ∞ and each f i is a sum of at least two elements of µ 210 . Since [Q(ζ 2310 ) : Q(ζ 210 )] = 10, we know that f i − f j = 0 for any 0 ≤ i < j ≤ 10.
If w(G 0 ) = 22, then w(f i − f j ) = 4 for any 0 ≤ i < j ≤ 10. But since the only relation of weight 4 is 2R 2 , all f i must be the same, G 0 cannot be minimal. In general, if f i is a sum of two elements of µ ∞ , then
If w(G 0 ) = 24 and the 11-type of G 0 is (4, 2, · · · , 2), then w(
, then since both ξf 0 and ξf 1 are stable under complex conjugation, by Lemma 12, G must be
or a Galois conjugate of
The 2-type of G is a rotation of (24, 0) or (22, 2), which does not belong to P 2 . Therefore, the relation (1) cannot be of the form G.
If w(G 0 ) = 24 and the 11-type of G 0 is a Galois conjugate of (2, 3, 2, · · · , 2, 3), then w( 
The 2-type of G is a rotation of (18, 6), which does not belong to P 2 . Therefore, the relation (1) cannot be of the form G.
Suppose that (1) is of the form (7), and some of the H i and G i has weight greater than 12, then G = (R 13 :
, which does not belong to P p by Lemma 24. Since R 11 + (R 11 : R 3 ) = (R 11 : R 3 ) + R 11 , we can assume that none of the H i and G i has weight greater than 12, so that Lemma 13 is enough for us.
(1) cannot be of the form (R p :
is stable under complex conjugation. By Lemma 12, among H i , all but possibly one entries of Lemma 13 must occur even times, and only R 3 , R 5 , (R 5 : 2R 3 ), (R 5 : 4R 3 ), R 7 , (R 7 : 2R 3 ), (R 7 : 4R 3 ), or R 11 can be the exception.
If (1) is of the form (R 13 : H 1 , · · · , H j ) + q<13 n q R q + G 1 , where n q ∈ {0, 1} for any q, then by Lemma 20, the 13-components of q<13 n q R q + G 1 must be trivial. By Lemma 24, if j ≤ 3, then
If (1) is of the form (R 11 : H 1 , · · · , H j ) + q<11 n q R q + G 1 , where n q ∈ {0, 1} for any q, and G 1 = R 11 or (R 11 : R 3 ), then by Lemma 20, the 11-components of q<11 n q R q + G 1 must be trivial. By Lemma 24, if
Lemma 25. After these eliminations, the relations G = 0 with w(G) = 24 and p = 11, 13 are as follows:
By Lemma 20, (R 11 : R 5 , 3R 3 ) + (R 5 : 2R 3 ) and (R 11 : (R 5 : R 3 ), 3R 3 ) + (R 5 : R 3 ) cannot be stable under complex conjugation, so we can ignore them. For R 11 + (R 5 : 2R 3 ) + (R 5 : R 3 ), we can apply Algorithm 23 by taking q = 3 without knowing whether (R 5 : 2R 3 ) and (R 5 : R 3 ) are stable under complex conjugation.
Suppose G = 2R 11 + R 2 . If R 2 = 1 + (−1), then G can be decomposed as 12R 2 , which will be discussed in Section 3.4. Otherwise, G = ξR 11 + ξR 11 + ζ 4 + ζ . From the relations (2), we see that either ξ ∈ µ 44 or ξ 3 ∈ µ 44 . If ξ ∈ µ 44 , then again G can be decomposed as 12R 2 . Otherwise, we can apply Algorithm 23 by taking q = 3.
Suppose G = ξ 1 (R 11 : R 3 ) + ξ 2 (R 11 : R 3 ). If ξ 1 (R 11 : R 3 ) and ξ 2 (R 11 : R 3 ) are not conjugate to each other, then by Lemma 20, ξ 1 , ξ 2 ∈ µ 132 . Otherwise, ξ 1 = ξ 2 . Without loss of generality, let A 1 = ξ 1 ζ 6 , then from the relations (2), either
. Therefore, the 3-components cannot be canceled, which implies that either ξ 2 1 ∈ µ 66 or ξ 4 1 ∈ µ 66 . In any case, we can apply Algorithm 23 by taking q = 3.
are not conjugate to each other, then by the following lemma, ξ 1 , ξ 2 , ξ 3 ∈ µ 660 . Otherwise, ξ 1 = ±1 and ξ 2 = ξ 3 . From the relations (2), either ξ k 2 ∈ µ 330 for some 1 ≤ k ≤ 6, or ξ 2 can be canceled, which means that ξ 2 can be taken arbitrarily. In any case, we can apply Algorithm 23 by taking q = 11.
Lemma
By Lemma 11 and the same reasoning of Lemma 21, any other G listed in Lemma 25 satisfy Condition 19. It turns out that, for those unmarked entries, we can apply Algorithm 23 by taking q = 2, 3, 5, 7, or 11. However, for the remaining cases, we need a new algorithm.
Algorithm 27. Given a relation G = G 0 + n 2 R 2 + n 3 R 3 + n 5 R 5 of weight 24, where G 0 is stable under complex conjugation but not necessarily minimal. Let X = {X j } n j=1 be the partition of the terms of G 0 into conjugate pairs. X is allowed to contain at most one {1} and at most one {−1}. For any 1 ≤ i ≤ 19, let Y i be a fixed element (for example, the (i, 2)-entry of Lemma 16) in the orbit O i .
• Suppose n = 6. For any 1 ≤ i ≤ 19, we assign each element of Y i a term of G 0 such that any two of them do not come from the same X j . Then we solve the equations (2 ′ ) as we have demonstrated after Lemma 16 to get a full set of U 24 . There will be zero, one, or two free variables depending on whether 1 ≤ i ≤ 9, 10 ≤ i ≤ 18, or i = 19. Then we check whether G 0 ⊆ U 24 and U 24 \G 0 is possible to be of the form n 2 R 2 + n 3 R 3 + n 5 R 5 . If yes, then we use (3) to get the solutions in S.
• Suppose n = 7. It suffices to take i = 1, 3, 5, 7, 11, and 14 (see Lemma 17).
• Suppose n = 8. It suffices to take i = 1, 2, 6, 7, and 15.
• Suppose n ≥ 9. It suffices to take i = 1 and select the elements of Y 1 from the subset ∪ 9 j=1 X j ⊆ G 0 .
Applying Algorithm 27 to those marked entries listed in Lemma 25, we will get 21 zero-parameter solutions: ten have order 66, seven have order 78, one has order 110, and three have order 132.
To illustrate Algorithm 27, let us give an example to see how to get the solution If we take x = 1/44, we will get the same solution.
If n = 6 and i = 19, then U 24 \G 0 may have two free variables, which will bring additional difficulties. But fortunately, this situation can always be avoided in practice.
p = 2, 3
By Lemma 9, the relations G = 0 with w(G) = 24 and p = 2, 3 are 12R 2 , 9R 2 + 2R 3 , 6R 2 + 4R 3 , 3R 2 + 6R 3 , and 8R 3 .
Algorithm 28. Given a relation G of weight 24 that satisfies Condition 19, then G can be decomposed as
where G 0 is allowed to be empty and not necessarily minimal, G i are minimal for i = 0, and ξ i are unknowns to be determined. Let X = {X j } 12 j=1 be the partition of the terms of G into conjugate pairs. We assign each element of U 12 a term of G such that any two of them do not come from the same X j . Then (2 ′ ) becomes a system of six linear equations in k ≤ 6 unknowns. Let M be the associated matrix of (2 ′ ), D the Smith normal form of M , and
Assume that all the terms of G i belong to µ n for some even n. Depending on the value of n, we choose another nonnegative integer m.
• If d > m, then we solve the equations (2 ′ ) and use (3) to get the solutions in S.
• If d ≤ m, then all the terms of G belong to µ nd . This situation will be discussed in Section 3.6.
Applying Algorithm 28 to G = n 2 R 2 + n 3 R 3 , where 2n 2 + 3n 3 = 24, by choosing m = 0, we will get all the positive-parameter solutions and 133 zero-parameter solutions. We note that none of the positive-parameter solutions comes from G = 8R 3 .
To illustrate Algorithm 28, let us give an example to see how to get the solution 
Multiplying the inverse of the first matrix on both sides, we get 
Note that the last entry of the matrix on the right-hand side is 0, so
, where x is a free variable. Multiplying the inverse of the first matrix on both sides, we get (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ) = (1/2 − x, 8x, 1/2 − 6x, −7x, −2x, 4x), (1/2 − x, 1/2 + 8x, −6x, −7x, 1/2 − 2x, 1/2 + 4x).
Substituting them into U 12 , we get
By (3), we get [1/2 + x, 1/2 + 3x, 1/2 + 4x, 4x, 12x, 1/2 + 6x], [x, 3x, 1/2 + 4x, 4x, 12x, 1/2 + 6x].
Clearly, the second solution can be obtained by replacing x with 1/2 + x in the first solution.
p = 5, 7
The purpose of this section to show that Lemma 29. If the associated relation (1) of [s 1 , s 2 , s 3 , t 1 , t 2 , t 3 ] ∈ S has p = 5, 7, then s i , t i ∈ µ n for some n ∈ N := {240, 252, 280, 300, 336, 360, 420}.
As before, we first try to classify the relations G = 0 with w(G) = 24 and p = 5, 7. The following lemma shows that all the minimal relations with p = 5 have been given in Lemma 13.
Lemma 30. Suppose G is a minimal relation with p = 5. Then G = R 5 or (R 5 : jR 3 ) for some j < 5.
Proof. By Lemma 8, G can be written as a rotation of Therefore, the relations G = 0 with w(G) = 24 and p = 5 are one-to-one corresponding to the partitions of 24 such that every summand belongs to {2, 3, 5, 6, 7, 8, 9} and some summand belongs to {5, 6, 7, 8, 9}. However, the situation becomes much more complicated when p = 7.
Definition 31. Let G = G 1 + · · · + G k + 2H 1 + · · · + 2H j , where G i and H i are minimal relations. We call 2H 1 + · · · + 2H j the even part of G.
Lemma 32. Suppose G = 0 is a relation with w(G) = 24 and p = 5, 7. If the even part of G is empty, 2R 2 , or 2R 3 , and G is stable under complex conjugation, then all the terms of G belong to µ 420 .
Proof. Suppose G = G 1 + · · · + G k + q≤7 n q R q , where G i = R q are minimal. By the assumptions, k ≤ 3 and any two of G i are not conjugate to each other. By Lemma 8, 20, and 26, all the terms of G 1 + · · · + G k belong to µ 420 , and consequently, all the terms of G belong to µ 420 .
Lemma 33. Suppose G = 0 is a relation with w(G) = 24 and p = 5, 7. If the even part of G is not empty, 2R 2 , or 2R 3 , and G can be decomposed as G = G 0 + n 2 R 2 + n 3 R 3 + n 5 R 5 , where G 0 is minimal, of weight at least 11, and stable under complex conjugation, then up to Galois conjugation, G 0 must be one of the following:
Proof. If w(G 0 ) = 15 or w(G 0 ) ≥ 17, then the even part of G must be empty, 2R 2 , or 2R 3 . If G is of the form (7), we can apply Lemma 10, 12, and 13. The last three entries can be obtained by the same reasoning of (8), (9), and (10).
Applying Algorithm 27 to these entries, the results confirm Lemma 29.
Lemma 34. Suppose G = 0 is a relation with w(G) = 24 and p = 5, 7. If the even part of G is not empty, 2R 2 , or 2R 3 , and G cannot be decomposed as G = G 0 + n 2 R 2 + n 3 R 3 + n 5 R 5 , where G 0 is minimal and of weight at least 11, then G must be one of the following:
stable under complex conjugation. By Lemma 11, G 1 + · · · + G k is also stable under complex conjugation.
Suppose k = 2. If w(G 1 ) + w(G 2 ) ≥ 18, and G 1 and G 2 are not conjugate to each other, then by the same reasoning of Lemma 32 and 33, all the terms of G belong to µ 420 . Otherwise, Lemma 35. If G 0 = G 1 + G 2 , where G 1 , G 2 = R q are minimal, and w(G 0 ) = 12, 13, 14, or 16, is stable under complex conjugation, then G 0 satisfies Condition 19.
Proof. Let G 0 = ξ 1 (R p1 : · · · )+ξ 2 (R p2 : · · · ). If p 1 = p 2 , then the conclusion follows from the same reasoning of Lemma 21. Otherwise, G 0 must be one of
We can get the conclusion by verifying every ξ 1 , ξ 2 ∈ µ 60 or µ 84 .
. If any two of G i are not conjugate to each other, then by the same reasoning of Lemma 32 and 33, all the terms of G belong to µ 420 .
For k = 4, we have the following lemma.
Proof. Consider the graph g (in the sense of graph theory) with vertices ξ i . If some term of ξ i (G 5 : R 3 ) and some term of ξ j (G 5 : R 3 ) are conjugate to each other, we draw an edge {ξ i , ξ j } between ξ i and ξ j , where
If there is only one edge at ξ i , then either ξ i (G 5 : R 3 ) is itself stable under complex conjugation, or can be paired with another ξ j (G 5 : R 3 ) which is its complex conjugate. The conclusion then follows from Lemma 26 and 35. Now we assume that there are at least two edges at each vertex. Suppose the conclusion is false by assuming ξ 1 / ∈ µ 60 , then {ξ 1 , ξ 1 } / ∈ g. Without loss of generality, assume {ξ 1 , ξ 2 }, {ξ 1 , ξ 3 } ∈ g. If {ξ 2 , ξ 2 }, {ξ 2 , ξ 3 }, or {ξ 3 , ξ 3 } ∈ g, then by the same reasoning of Lemma 26, we have ξ 1 ∈ µ 60 , which is a contradiction. Therefore, {ξ 2 , ξ 4 }, {ξ 3 , ξ 4 } ∈ g, and by the same reasoning, {ξ 1 , ξ 4 }, {ξ 4 , ξ 4 } / ∈ g. In summary,
We have shown that all the entries listed in Lemma 34 either satisfy Condition 19 or confirm Lemma 29. Now suppose G = G 0 + 2G 1 + · · · + 2G k is of the form (11), and define D, d, n, and m as in Algorithm 28. For a general G, we can apply Algorithm 28 by choosing m such that for any d ≤ m, nd divides some element of N . However, for some cases, it will be much more efficient to apply Algorithm 23 and 27. Here are some examples.
If the even part of G is 4R 2 , 2R 2 + 2R 3 , 2R 5 , 6R 2 , or 4R 3 , we can always apply Algorithm 27, provided U 24 \G 0 has at most one free variable.
We can always try to
• Apply Algorithm 23 by taking q = 5 or 7 to conclude that (1) cannot be of the form G,
• Apply Algorithm 23 by taking q = 5 or 7 to conclude that d = ∞ cannot happen,
• Apply Algorithm 27 to conclude that d = ∞ cannot happen.
If G = 2G 1 + 2R 3 or 2G 1 + 2R 2 , then it turns out that the diagonal of D must be (1, 0), (1, 2), (1, 4), or (1, 6) . The last three cases confirm Lemma 29. We can apply Algorithm 27 to conclude that the first case cannot happen.
After applying a combination of Algorithm 23, 27, and 28 to all the entries listed in Lemma 34, Lemma 29 can be fully confirmed.
The application of Theorem 15
Suppose [s 1 , s 2 , s 3 , t 1 , t 2 , t 3 ] ∈ S such that s i , t i ∈ µ n . Let
then the identity (4) Algorithm 37. Given a positive integer n, let E n be the Q-vector space generated by the free symbols { e k : 1 ≤ k < n}, F n the subspace generated by the relations (5) and (6) (where e k are replaced with e k ),
For any 1 ≤ σ 1 , σ 2 , σ 3 < n such that any two of them are not equal, we calculate the inner products g σ1,σ2,σ3 := e σ3−σ1 e σ2 e σ2−σ1 e σ3 · f 1 , · · · , e σ3−σ1 e σ2 e σ2−σ1 e σ3 · f j .
By Theorem 15,
e σ2 e σ2−σ1 e σ3 e τ3−τ1 e τ2 e τ2−τ1 e τ3 ∈ F n ⇔ g σ1,σ2,σ3 = g τ1,τ2,τ3 .
• We first find all (σ 1 , σ 2 , σ 3 ) and (τ 1 , τ 2 , τ 3 ) satisfying (4 ′ ),
• and then among them, find all (s 1 , s 2 , s 3 ) and (t 1 , t 2 , t 3 ) satisfying (4),
• and finally among them, find all solutions such that their associated relations (1) cannot be decomposed as n 2 R 2 + n 3 R 3 for some n 2 and n 3 .
Applying Algorithm 37 to all n ∈ N given in Lemma 29, we will get 576 zero-parameter solutions.
Comparisons of Algorithm 23, 27, 28, and 37
In summary, we obtain the complete list of S by finding all the solutions of (1) and (2) such that (1) is of the form G. Depending on the largest prime p involved in G, we use the following strategies:
• p = 17, 19, 23: We first give a classification for all such G, and then apply Algorithm 23 to prove that (1) cannot be any of them.
• p = 11, 13: We first apply Algorithm 23 to give some necessary conditions that (1) must satisfy. We then eliminate those unqualified G and give a classification for the rest. For those survived G, we first try to apply Algorithm 23 to prove that (1) cannot be of that form. If Algorithm 23 fails, we apply Algorithm 27 to find the solutions.
• p = 2, 3: We first give a classification for all such G, and then apply Algorithm 28 to find the solutions.
• p = 5, 7: We first prove that Lemma 29 holds unless each minimal relation occurring in G has a moderate weight, for which we are able to give a classification. We then apply Algorithm 23, 27, and 28 together to show that Lemma 29 holds in general. For each element given in Lemma 29, we apply Algorithm 37 to find the solutions.
We see that the first step for each case is classification. On the one hand, there are only a few minimal relations with p ≤ 5, so it is easy to classify all G with p ≤ 5. On the other hand, when p ≥ 11, w(G) is smaller or slightly larger than 2p, so that we can apply Lemma 10 to classify all G with p ≥ 11. However, Hang Fu for p = 7, we are unable to give a full description for those G containing a long minimal relation. To tackle this issue, we first prove Lemma 29 and then apply Algorithm 37.
Although Algorithm 37 is powerful, it fails to give those positive-parameter solutions since their orders can be arbitrarily large. This is why we need Algorithm 28. Now suppose G = G 0 + 2G 1 + · · · + 2G k is of the form (11), and define d and n as in Algorithm 28. If w(G i ) is large for some i, then Algorithm 28 will be very inefficient. If d = ∞, then Algorithm 37 fails. If nd = ∞ is large, then Algorithm 37 will be very inefficient. This is why we need Algorithm 23 and 27.
Proof of Theorem 3
Recall that
Now we will find the longest nontrivial projectively equivalent pairs in four steps. For k = 3, 2, 1, and 0, we assume that all Z i are at least type-k and determine how large n can be, where an element of S + is said to be type-k if it is equivalent to some k-parameter solution.
The k = 3 case, which can be easily done by hand, serves as a prototype for the following two algorithms.
Lemma 38. If all Z i are type-three, then n ≤ 5.
Proof. We choose Z 3 and Z 4 from the rows of
and assume that the resulting pair (0, s 1 , s 2 , s 3 , s 4 ) ∼ (0, t 1 , t 2 , t 3 , t 4 ) is nontrivial. This is only possible when we take the j-th and (j + 3)-th rows for some 1 ≤ j ≤ 3.
• If j = 1, we have x = −x and x − z 1 = z 4 − x, then x = 1/2 and z 4 = −z 1 . The resulting pair is
• If j = 2, we have y − z 2 = z 5 − y and y = −y, then y = 1/2 and z 5 = −z 2 . The resulting pair is
• If j = 3, we have z 3 − y = y − z 6 and z 3 − x = x − z 6 , then y = 1/2 + x and z 6 = 2x − z 3 . The resulting pair is (0,
Since {1, 4}, {2, 5}, and {3, 6} are mutually disjoint, we have n ≤ 5.
Algorithm 39. Suppose all Z i are at least type-two, and at least one Z i is type-two. We will find the largest n inductively. Let [ s 1 , s 2 , s 3 , t 1 , t 2 , t 3 ] be a general type-two solution (with two free variables). For any
that we already have, we solve the equation
• If the resulting s 1 , s 2 , t 1 , t 2 are constants, we add their lowest common denominator d into a set D.
• If the resulting s 1 , s 2 , t 1 , t 2 have free variables, we extend the previous pair to
When this process terminates, we get a set D and some long projectively equivalent pairs with free variables. Finally, in order to get those long projectively equivalent pairs without free variables, we find all Z i such that • If we know that the resulting s 1 , s 2 , t 1 , t 2 ∈ (1/d)Z/Z are constants, we add d, which may not be their lowest common denominator, into a set D 1 .
• 
• If we know that the resulting s 1 , s 2 , t 1 , t 2 ∈ (1/d)Z/Z are constants, we add d, which may not be their lowest common denominator, into a set D 2 .
• Long projectively equivalent pairs with free variables possibly exist only when V 1 and V 1 are linearly dependent. It turns out that the greatest common divisor of V 1 must be 1 or 2. Moreover,
Therefore, for each element of S When this process terminates, we get a set D 2 and some long projectively equivalent pairs with free variables. Finally, in order to get those long projectively equivalent pairs without free variables, we find all Z i such that
The conclusion is: if all Z i are at least type-one, then n ≤ 14. Moreover, if n ≥ 11, then s 1 , s 2 , t 1 , t 2 ∈ (1/30)Z/Z. Therefore, if n is the maximal length, then either s 1 , s 2 , t 1 , t 2 ∈ (1/30)Z/Z or at least four Z i are type-zero. It turns out that the latter condition implies s 1 , s 2 , t 1 , t 2 ∈ (1/84)Z/Z or (1/120)Z/Z. Once we find all Z i such that s 1 , s 2 , t 1 , t 2 ∈ (1/84)Z/Z or (1/120)Z/Z, Theorem 3 will be proved. 
