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The invariant imbedding T-matrix method (II-TM) is employed to compute the optical
properties of randomly oriented ice crystals of various shapes including hexagonal
columns, hollow columns, droxtals, bullet rosettes and aggregates. The II-TM is shown
to be numerically stable and capable of obtaining the single-scattering properties of
hexagonal ice crystals with size parameters up to 150. The 221 and 461 halo peaks in the
phase function of compact hexagonal ice crystals begin to emerge at a size parameter of
approximately 80 and tend to become insensitive to particle size as the corresponding size
parameter approaches 150. Furthermore, the II-TM solutions are shown to be in
agreement with their counterparts based on the discrete dipole approximation (DDA)
method and the pseudo-spectral time-domain (PSTD) method. In addition, the accuracy of
the improved geometric-optics method (IGOM) is examined for randomly oriented
hexagonal ice crystal cases over a wide size-parameter range from the resonant to
geometric-optics regimes. The II-TM is also used to study the effects of particle surface
roughness and internal inclusions on the single-scattering properties of ice particles.
& 2014 The Authors. Published by Elsevier Ltd. Open access under CC BY-NC-ND license.1. Introduction
Since Waterman introduced the T-matrix method (TMM)
[1,2], considerable enhancement has been made in the
TMM's computational capabilities of modeling electromag-
netic scattering by nonspherical particles for possible appli-
cations in numerous scientific disciplines (e.g., bio-optics,
photonics, atmospheric sciences [3]). Within the framework
of the TMM, two distinctive computational procedures exist:
(1) obtaining the T-matrix; and, (2) computing the particle
optical-properties from the T-matrix. One of the salient
features of the TMM is that the relationship between the
orientation-averaged optical properties and the T-matrix canier Ltd. Open access under CC Bbe analytically established [4,5], thus, permitting efficient
and accurate numerical computation of the particle optical
properties once the T-matrix is available. A significant
amount of research has been focused on theoretical advances
in obtaining the T-matrix, including the improvement of the
extended boundary condition method (EBCM) [4–15] and
the development of alternative techniques such as the
superposition method [16,17], the invariant imbedding
T-matrix method (II-TM) [18], and others [19–21]. Among
these techniques, the EBCM and the superposition method
have been widely used for individual nonspherical particles
(e.g., spheroids and cylinders) and multiple-sphere clusters,
respectively. On the contrary, the II-TM [18] has drawn much
less attention until the studies reported in [9,22–24]. Based
on state-of-the-art numerical implementations, the II-TM
combined with the separation of variables method (SOV)
and the EBCM is a highly promising T-matrix method. The
combination is applicable to randomly oriented axially
symmetric particles (e.g., spheroids and cylinders) with size
parameters up to 300, a size-parameter regime that is beyondY-NC-ND license.
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EBCM, and to a compact aggregate of nonspherical particles
with overlapped circumscribed spheres for which the super-
position method is not applicable. The II-TM is also found to
be highly flexible in dealing with particle inhomogeneity.
From a practical application perspective, however, further
research effort is needed to improve the computational
efficiency of the II-TM for computing the optical properties
of arbitrarily shaped particles.
The present study focuses on the optical properties of ice
particles within natural cirrus clouds and aviation-induced
contrails in an attempt to gain new insight into ice crystal
optics and to quantitatively assess the modeling capabilities
of the II-TM for complicated particle geometries. Ice crystals
are not only nonspherical, but also non-axially symmetric,
including a few representative geometries of 6-fold rota-
tional symmetry such as hexagonal columns, plates, droxtals,
hollow columns, and bullets. A variety of complex morphol-
ogies with no symmetry, such as aggregates of columns and
plates [25,26], are frequently observed. In addition to the
overall nonspherical particle shape, the surfaces of many ice
crystals may be roughened [27,28]. Thus, additional para-
meters are required to characterize the particle morphology
[29,30], specifically, the surface textures. Furthermore, ice
crystals are likely to become inhomogeneous by trapping air
bubbles inside due to the collision and coalescence events
occurring in the shape formation process [31–34] and by
mixing with black-carbon emitted from aircraft and back-
ground activities [35–37]. Motivated by the importance of
the radiative properties of ice clouds, both the simulation of
the single-scattering properties (i.e., the extinction efficiency,
the single-scattering albedo, and the phase matrix) of ice
crystals and the resultant radiative impact on the planet
climate have been of long-standing interest. The readers are
referred to Baran [38,39] and the references therein for a
review of the microphysics of cirrus clouds, the single-
scattering computations, and the parameterization of ice
crystal optics for applications to climate models. Moreover,
simulating various atmospheric halos and optical arcs asso-
ciated with light scattering by ice crystals is also an intri-
guing topic in the modeling of optical displays in the
atmosphere [40].
In the literature, spheroidal or cylindrical approxima-
tions of ice crystal shapes were often assumed, if the EBCM
was used for the computations (e.g., [41–43]), because the
EBCM lends itself easier to spheroids, circular cylinders,
and particle shapes with axially rotational symmetry.
Motivated by accurate modeling, research initiatives were
undertaken to implement the EBCM to obtain the rigorous
solution to the scattering of light by hexagonal ice crystals.
For example, Baran et al. [44] employed the EBCM to
compute the single-scattering properties of hexagonal ice
crystals. The null-field method with discrete sources [7]
and the EBCM incorporating the group theory [9] were
developed to be applicable to hexagonal ice crystals.
However, at present, the single-scattering properties of
hexagonal ice crystals reported in the literature [7,9,44]
are for relatively small size parameters (from 5 to a few
tens). To the best of the authors' knowledge, the EBCM
simulations in cases of complex ice habits (e.g., bullet
rosettes and aggregates) existing in cirrus clouds have notbeen performed because of inherent computational com-
plexities. In addition to the use of the EBCM, Botta et al.
[45] employed the superposition method for the scattering
simulation of ice crystals by representing an ice crystal as
made of closely packed spheres; however, an extremely
large number of spheres is required by this approach to
minimize the shape errors.
Commonly used for light scattering computations,
numerical methods based on solving Maxwell's equations,
such as the discrete dipole approximation (DDA) [46–48]
and the finite-different/pseudo-spectral time domain (FD/
PSTD) [49–54], and approximate methods in the context of
physical-geometric optics principles [55–69] have been
continuously gaining popularity. Due to the applicability,
limited to relatively small size parameters, of the numer-
ical methods and the failure of the ray-concept in the cases
of small sized particles, the exact numerical methods and
the physical-geometric-optics approximations have to be
combined for the simulations of cases over a broad range
of particle size distributions. For example, Yang et al. [26]
employed the DDA method in combination with a simpli-
fied physical-geometric optics hybrid method, namely, an
improved geometric optics method (IGOM), to develop a
comprehensive ice crystal optical property database from
the ultraviolet (UV) to far-infrared (far-IR) spectral regions.
Aided with the present II-TM simulations, the accuracy of
the single-scattering properties may be improved by
broadening the size parameter range of rigorous solutions
with the size parameters up to more than one hundred.
The remainder of this paper is organized as follows.
In Section 2, the II-TM formalism is developed for computing
the T-matrix associated with light scattering by nonspherical
ice crystals. In Section 3, we describe the random-
orientation-averaging algorithm used in the II-TM program
for arbitrarily shaped nonspherical particles. Numerical
results are presented in Section 4, in which the II-TM results
are compared with their counterparts computed from the
PSTD, the DDA, and the IGOM. In particular, the effect of
particle surface roughness and internal inclusions are inves-
tigated with the II-TM. The summary and conclusions are
given in Section 5.2. II-TM formalism for ice crystals
In the II-TM formalism, an arbitrarily shaped nonspherical
particle can be conveniently viewed as an inhomogeneous
spherical particle circumscribing the particle of interest (i.e.,
the sphere is assumed to composed of the original particle
volume and the remaining region corresponding to a unit
refractive index). Fig. 1(a) illustrates an example of an
aggregate of eight columns represented by an inhomoge-
neous sphere. The inhomogeneous sphere is further discre-
tized into multiple (N) spherical layers with radii from r0
to rN (Fig. 1(b)). r0 is chosen to be the radius of the inscribed
sphere. The spherical layers with the radius rp (0opoN)
intersect the particle. For example, Fig. 1(c) shows the
intersection of a spherical surface and the eight-column
particle in which the colored patches within the particle
indicate the patches corresponding to the non-unity refrac-
tive indices of the particle constituents.
Fig. 1. Schematic geometries to illustrate the representation of an
aggregate of eight columns as an inhomogeneous sphere (a), the
discretization of the sphere into multiple spherical layers (b), and the
patches of a spherical surface contained within the particle (c).
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the radius of rp (0oprN). The incident field and the
scattered field are expanded in terms of vector sphericalfunctions [4]
EincðrÞ ¼ ∑
1
l ¼ 1
alRgMlðk1rÞþblRgNlðk1rÞ; ð1Þ
EscaðrÞ ¼ ∑
1
l ¼ 1
plMlðk1rÞþqlNlðk1rÞ; rZrp; ð2Þ
where k1 is the wave vector in the surrounding medium,
RgMl and RgNl are the regular vector spherical functions,
andMl and Nl are the irregular vector spherical functions [4].
In Eqs. (1) and (2), l is an index defined to combine two
indices of n and m via n(nþ1)þm [70], where n is the total
angular momentum (n¼1,1) andm is the projected angular
momentum (mr jnj). For each index l, n and m are given by
n¼ ceilð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lþ1
p
Þ1; m¼ lnðnþ1Þ; ð3Þ
where ceil is a function to round its variable to the nearest
integer greater than or equal to itself. The T-matrix is now
defined as a transition matrix that transfers the coefficients
(al, bl) of the incident field, in sorted order, to the coefficients
(pl, ql) of the scattered field as follows:
p1
q1
…
…
plmax
qlmax
2
6666666664
3
7777777775
¼
T1111 T
12
11 … … T
11
1;lmax T
12
1;lmax
T2111 T
22
11 … … T
21
1;lmax T
22
1;lmax
… … … … … …
… … … … … …
T11lmax ;1 T
12
lmax ;1 … … T
11
lmax ;lmax T
12
lmax ;lmax
T21lmax ;1 T
22
lmax ;1 … … T
21
lmax ;lmax T
22
lmax ;lmax
2
66666666664
3
77777777775
a1
b1
…
…
almax
blmax
2
6666666664
3
7777777775
:
ð4Þ
In Eq. (4), lmax is, in principle, infinite and in practical
computations a sufficiently large number equal to
nmaxðnmaxþ2Þ, with nmax the maximum angular momen-
tum number for truncating the series expansion in Eqs. (1)
and (2). Eq. (4) indicates that the remaining T-matrix
elements with truncation numbers beyond lmax are
assumed to be zero. The T-matrix given in Eq. (4) is a lmax 
lmax super-matrix expressed symbolically in the form
Tll'ðrpÞ ¼
T11
ll' T
12
ll'
T21
ll' T
22
ll'
2
4
3
5: ð5Þ
Of ultimate interest is the TðrmaxÞ, the T-matrix of the
original nonspherical particle, from which the optical
properties are obtained. Johnson [18] has shown that the
T-matrix TðrÞ as a function of radius r (i.e., the T-matrix
associated with the scattering volume within the radius
smaller than r) satisfies a nonlinear first-order differential
equation of the Riccati type. The power of the II-TM is that
it obtains the T-matrix of the particle through a recursive
procedure, i.e., the T-matrix of the particle volume with
p layers TðrpÞ is obtained from the T-matrix of p1 layers
Tðrp1Þ and so forth, and with the initial value of zero at
the origin. Specifically, the II-TM equation is given as
follows [18,22]:
TðrpÞ ¼Q 11ðrpÞþ½IþQ 12ðrpÞ½ITðrp1ÞQ 22ðrpÞ1Tðrp1Þ½IþQ 21ðrpÞ;
ð6Þ
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particle composed of p layers, I is a 2lmax  2lmax unit
matrix, and Q ij (lmax  lmax) are defined as super-matrices.
If r0 ¼ 0, Tðr1Þ ¼Q 11ðr1Þ because Tð0Þ ¼ 0.
The detailed II-TM theoretical framework has been
reported in previous papers with application to axially
symmetric particles [18,22]. Thus, we focus on the technical
parts related to the extension of the T-matrix method to an
arbitrarily shaped particle; the particle of n-fold axial
symmetry is a special case. As seen from Eqs. (18)–(23) in
Ref. [22], the sole shape-and-refractive-index dependent
part in the calculation of Q ij in Eq. (6) is a U-matrix, which
takes the following form:Fll'ðr; θÞ ¼
0; θ=2½θ1; θ2
2πδmm'½εðr; θÞ1; if θA ½θ1; θ2 and r sin θr
ﬃﬃﬃ
3
p
a=2
2πΔϕ½εðr; θÞ1 ∑
1
k ¼ 0
ð1Þk sin c½kπΔϕδjmm'j;6k; if θA ½θ1; θ2 and r sin θ4
ﬃﬃﬃ
3
p
a=2
8>><
>>:
; ð16ÞUll'ðrÞ ¼
k1
2r2
4π
Z 2π
0
dϕ
Z π
0
dθ sin θexp½ iðmm0Þϕ
½εðr; θ;ϕÞ1Kll'ðr; θ;ϕÞ; ð7Þ
where the spherical coordinate ðr; θ;ϕÞ denotes a spatial
location within the particle, ε is the permittivity and equals
to unity outside the original particle of interest, and Kll' is
a 3 3 matrix, given by
Kll'ðr; θ;ϕÞ ¼
~πmn ~πm'n'þ ~τmn ~τm'n'  i½ ~πmn ~τm'n'þ ~τmn ~πm'n' 0
i½ ~πmn ~τm'n'þ ~τmn ~πm'n' ~πmn ~πm'n'þ ~τmn ~τm'n' 0
0 0
~d
n
0m
~d
n'
0m'
εðr;θ;ϕÞ
0
BBBB@
1
CCCCA:
ð8Þ
Note that the relations in Eq. (3) hold for l0, m0, andn0.
In Eq. (8), ~πmn, ~τmn, and ~d
n
0m are related to the Wigner-d
function dn0m [4],
~πmn ¼ 2nþ1nðnþ1Þ
 1=2 m
sin θ
dn0mðθÞ; ð9Þ
~τmn ¼
2nþ1
nðnþ1Þ
 1=2 d
dθ
dn0mðθÞ; ð10Þ
~d
n
0m ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2nþ1
p
dn0mðθÞ: ð11Þ
For convenience in numerical computations, the five
non-zero elements in Eq. (7) are written as
Uij
ll'ðrÞ ¼
Z π
0
dð cos θÞFll'ðθÞK
ij
ll'ðθÞ; i; j¼ 1;2; ð12Þ
U33
ll' ðrÞ ¼
Z π
0
dð cos θÞ ~F ll'ðθÞ ~d
n
0mðθÞ ~d
n'
0m'ðθÞ; ð13Þ
where
Fll'ðr; θÞ ¼
Z 2π
0
dϕexp½ iðmm0Þϕ½εðr; θ;ϕÞ1; ð14Þ~F ll'ðr; θÞ ¼
Z 2π
0
dϕexp½ iðmm0Þϕ½εðr; θ;ϕÞ1=εðr; θ;ϕÞ:
ð15Þ
If the permittivity is invariant with respect to ϕ within
the particle, we have ~F ðr; θÞ ¼ Fðr; θÞ=εðr; θÞ. To compute
Fll'ðr; θÞ, the spherical surface within the considered parti-
cles where the integrand in Eq. (14) is non-zero must be
identified. The level of algorithm complexity to compute
Eq. (14) increases with the irregularity of the particle
geometry. For solid and hollow hexagonal ice crystals
and droxtals, whose geometry is of 6-fold symmetry, it is
relatively less challenging to obtain an analytical solution.
For example, in the case of hexagonal ice crystals, we havewhere a is the semi-width, Δϕ¼ 1ð6=πÞarccosð½
ﬃﬃﬃ
3
p
a=2r sin θÞ,
and
θ1 ¼
0; rrL=2
arccos½L=ð2rÞ; r4L=2
(
; ð17Þ
θ2 ¼
π=2; rra
arcsin½a=r; r4a
(
: ð18Þ
In Eq. (17), L is the height of the hexagonal particle. For
arbitrarily shaped faceted particles, we have developed
a general algorithm to numerically compute Eq. (7) based
on a numerical procedure to identify the intersection
between a sphere and the original nonspherical particle
(see Appendix A for details). Shown in Fig. 1(c) is an
example of a partial spherical surface within the eight-
column particle volume. The algorithm to identify the
inscribed sphere for an arbitrarily shaped particle is given
in Appendix B.
Note that modifying the particle geometry does not
modify the II-TM formalism except for the calculation of
the U-matrix (Eq. (7)); however, taking advantage of the
particle symmetry in the numerical implementation will
significantly enhance the computational efficiency by
reducing the demand on computer memory and CPU time.
Therefore, any symmetry relations in the T-matrix and
relevant quantities should be exploited to reduce the
computational burden whenever possible. Schulz et al.
[71] have discussed the relationship between the point-
group symmetries of particles and the symmetry relations
of the T-matrix. For example, we consider the T-matrix of a
hexagonal particle in the laboratory coordinate system
with the 6-fold symmetric axis along the z-axis. There
are three basic properties of the T-matrix arising from the
symmetry of a hexagonal particle,
Tmnm'n' ¼ Tmnm'n'δmm';6k; ð19Þ
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iþ jT ij
mnm'n'δmm';6k; ð20Þ
T1;1mnm'n' ¼ 0; T
2;2
mnm'n' ¼ 0; if nþn
0 is odd: ð21Þ
k in Eqs. (19) and (20) is an arbitrary integer. Eq. (19) is a
result of the 6-fold axial rotational symmetry, Eq. (20) is
associated with the mirror symmetry with respect to the
x-z plane, and Eq. (21) stems from the mirror symmetry
with respect to the x-y plane. Eqs. (19)–(21) apply to either
hollow columns or droxtals. For axially symmetric parti-
cles, the k in Eqs. (19) and (20) is zero. Note that, for clarity,
double indices (mn) are used instead of l (similarly,
whenever necessary in Section 3).
Based on Eq. (19), the II-TM equation is applicable to six
sub T-matrices according to the projected angular momen-
tum, but only four are independent due to Eq. (20). Based
on Eq. (21), the sparseness of the T-matrix can reduce
demand on the relevant linear algebra computation by
discarding the zero T-matrix elements. The sparseness of
the Q-matrix and U-matrices stemming from the mirror
symmetry with respect to the x-y plane is exploited in the
numerical computation. The T-matrix computation for a
general nonspherical particle is implemented based on
OPENMP, which is a shared-memory parallelization model.
In the case of 6-fold axially symmetric particles, reclusively
updating the four independent equations separately can
reduce the demand for computer memory and is more
computationally efficient. For particles with size para-
meters of more than 100, a combination of MPI and
OPENMP is found to be convenient in the case of 6-fold
axially symmetric particles.3. Random-orientation average
The T-matrix contains complete light scattering infor-
mation, from which the commonly defined single-
scattering properties can be obtained. For randomly
oriented ice crystals, obtaining the extinction and scatter-
ing cross sections is straightforward because they are
directly related to the T-matrix elements through explicit
summations, written as [4]
〈Csca〉¼
2π
k21
∑
lmax
l ¼ 1
∑
lmax
l' ¼ 1
ðjT11
ll' j
2þjT12
ll' j
2þjT21
ll' j
2þjT22
ll' j
2Þ; ð22Þ
〈Cext〉¼ 
2π
k21
Re ∑
lmax
l ¼ 1
ðT11ll þT22ll Þ: ð23Þ
For the phase matrix computations, the use of general-
ized spherical functions to expand the phase matrix has
been justified. Mishchenko [5] showed that the expansion
coefficients are related to the T-matrix, which leads to the
well-known analytical random-orientation averaging algo-
rithm. Mackowski and Mishchenko [17] have extended the
analytical orientation-averaging algorithm from axially
symmetric particles to asymmetric particles. However,
because the vector spherical functions and notifications
used in Mackowski and Mishchenko [17] are inconsistent
with Mishchenko [4,5] and the present study, we describe
the formalism applied to arbitrarily shaped nonsphericalparticles. Whenever possible, we use the same symbols
used in [4] and include additional symbols as necessary.
The amplitude scattering matrix in the circular-polariza-
tion representation can be expressed with T-matrix elements
computed in the particle coordinate system:
Cþ þ ðα; β; γÞ ¼ ∑
1
n ¼ 1
∑
n
m ¼ n
dn1mðθÞeiðm1Þα
 ∑
1
n1 ¼ jm1j
f nn1 ∑
n1
k ¼ n1
e ikγð1Þkdn1mþ1;kðβÞB3kmnn1 ; ð24Þ
C þ ðα; β; γÞ ¼ ∑
1
n ¼ 1
∑
n
m ¼ n
dn1mðθÞeiðm1Þα
 ∑
1
n1 ¼ jm1j
f nn1 ∑
n1
k ¼ n1
e ikγð1Þkdn1mþ1;kðβÞB4kmnn1 ; ð25Þ
Cþ  ðα; β; γÞ ¼ ∑
1
n ¼ 1
∑
n
m ¼ n
dn1mðθÞe iðm1Þα
 ∑
1
n1 ¼ jm1j
f nn1 ∑
n1
k ¼ n1
eikγð1Þkdn1m1;kðβÞB2kmnn1 ; ð26Þ
C  ðα; β; γÞ ¼ ∑
1
n ¼ 1
∑
n
m ¼ n
dn1mðθÞe iðm1Þα
 ∑
1
n1 ¼ jm1j
f nn1 ∑
n1
k ¼ n1
eikγð1Þkdn1m1;kðβÞB1kmnn1 ; ð27Þ
where α, β and γ are the Euler angles that specify the particle
orientation in the laboratory coordinate system, and
f nn1 ¼
1
2ik1
ð2n1þ1Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2nþ1
p
; ð28Þ
Bjkmnn1 ¼ ∑
nþn1
n0 ¼ maxð1;jnn1 jÞ
Cn';1n;m;n1 ;1mA
j
knn'n1
; j¼ 1;2;3;4 ð29Þ
Aj
knn'n1
¼ i
n'nﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2n0 þ1p ∑
n
m1 ¼ n
Cn';m1 þkn;m1 ;n1 ;kT
j
m1 ;n;m1þk;n'
; ð30Þ
T1
m1 ;n;m1þk;n' ¼ T
11
m1 ;n;m1 þk;n'þT
12
m1 ;n;m1þk;n'þT
21
m1 ;n;m1 þk;n'þT
22
m1 ;n;m1 þk;n';
ð31Þ
T2
m1 ;n;m1þk;n' ¼ T
11
m1 ;n;m1 þk;n'þT
12
m1 ;n;m1þk;n'T
21
m1 ;n;m1 þk;n'T
22
m1 ;n;m1 þk;n';
ð32Þ
T3
m1 ;n;m1 þk;n' ¼ T
11
m1 ;n;m1k;n'T
12
m1 ;n;m1k;n'
T21m1 ;n;m1k;n'þT
22
m1 ;n;m1k;n'; ð33Þ
T4
m1 ;n;m1 þk;n' ¼ T
11
m1 ;n;m1k;n'T
12
m1 ;n;m1k;n'
þT21m1 ;n;m1k;n'T
22
m1 ;n;m1k;n': ð34Þ
In Eq. (29) and similarly in Eq. (30), Cn';1n;m;n1 ;1m is the
Clebsch–Gordan coefficient. For axially symmetric particles,
Eqs. (24)–(34) simplify to Eqs. (5.117)–(5.125) in [4] by
observing the following properties of a B array: Blkmnn1 ¼
Blkmnn1δk0(l¼ 1;4), B
1
kmnn1 ¼ B
3
kmnn1 , and B
2
kmnn1 ¼ B
4
kmnn1
according to the identities given by Eqs. (19) and (20) with
k¼0. The phase matrix in the circular polarization represen-
tation for randomly oriented particles is obtained through
L. Bi, P. Yang / Journal of Quantitative Spectroscopy & Radiative Transfer 138 (2014) 17–3522analytical integration in the following expression [4]:
Fc ¼ 1
8π2
Z 2π
0
dα
Z 2π
0
dγ

Z π
0
dβ
C C
n
þ þ C þC
n
þ þ C C
n
þ  C þC
n
þ 
Cþ C
n
þ þ Cþ þC
n
þ þ Cþ C
n
þ  Cþ þC
n
þ 
C C
n
 þ C þC
n
 þ C C
n
  C þC
n
 
Cþ C
n
 þ Cþ þC
n
 þ Cþ C
n
  Cþ þC
n
 
2
66664
3
77775:
ð35Þ
For a randomly oriented particle having no symmetry
of reflection (i.e., the mirror symmetry with respect to a
certain plane), the Stokes scattering phase matrix has
10 parameters and can be symbolically written as [72]
a1 b1 b3 b5
b1 a2 b4 b6
b3 b4 a3 b2
b5 b6 b2 a4
2
66664
3
77775; ð36Þ
whose counterpart in the circular-polarization representa-
tion isFc ¼ 1=2
ða2þa3Þ2ib4 ðb1þb6Þþ iðb2b3Þ ðb1b6Þ iðb2þb3Þ a2a3
ðb1þb6Þþ iðb2b3Þ a1þa4þ2b5 a1a4 ðb1þb6Þ iðb2b3Þ
ðb1b6Þ iðb2þb3Þ a1a4 a1þa42b5 ðb1b6Þþ iðb2þb3Þ
a2a3 ðb1þb6Þ iðb2b3Þ ðb1b6Þþ iðb2þb3Þ ða2þa3Þþ2ib4
2
66664
3
77775: ð37ÞNote that the symbols a14 and b16 should be distin-
guished from the expansion coefficients defined in Eq. (1).
Integrations in Eq. (35) can be performed analytically,
which leads to the expansion of the phase matrix elements
with respect to Wigner-d functions (different by a factor
from the definition of generalized spherical functions).
Using (2,0,0,2) to index the elements [4], we write
FcpqðθÞ ¼∑
s
gspqd
s
pqð cos θÞ; p; q¼ 2; 0;0;2: ð38Þ
Using the notation of Mishchenko [4] and including
b3, b4, b5, and b6 elements, we have
a1ðθÞ ¼ ∑
1
s ¼ 0
αs1d
s
00ð cos θÞ; ð39Þ
a2ðθÞ ¼ ∑
1
s ¼ 0
ðαs2þαs3Þds22ð cos θÞ; ð40Þ
a3ðθÞ ¼ ∑
1
s ¼ 0
ðαs2αs3Þds22ð cos θÞ; ð41Þ
a4ðθÞ ¼ ∑
1
s ¼ 0
αs4d
s
00ð cos θÞ; ð42Þ
b1ðθÞ ¼ ∑
1
s ¼ 0
βs1d
s
02ð cos θÞ; ð43Þ
b2ðθÞ ¼ ∑
1
s ¼ 0
βs2d
s
02ð cos θÞ; ð44Þb3ðθÞ ¼ ∑
1
s ¼ 0
βs3d
s
02ð cos θÞ; ð45Þ
b4ðθÞ ¼ ∑
1
s ¼ 0
βs4d
s
22ð cos θÞ; ð46Þ
b5ðθÞ ¼ ∑
1
s ¼ 0
βs5d
s
00ð cos θÞ; ð47Þ
b6ðθÞ ¼ ∑
1
s ¼ 0
βs6d
s
20ð cos θÞ: ð48Þ
Identifying the relationship between the phase matrix
given in Eqs. (35) and (37), we have the following
independent coefficients:
gs00 ¼ ∑
1
n ¼ 1
∑
nþ s
i ¼ maxð1;jn sjÞ
hsniC
i1
n1s0 ∑
minðn;iÞ
 minðn;iÞ
Cimnms0D
00
mni; ð49Þ
gs00 ¼ ∑
1
n ¼ 1
∑
nþ s
i ¼ maxð1;jn sjÞ
hsnið1Þnþ iþ sCi1n1s0 ∑
minðn;iÞ
 minðn;iÞ
Cimnms0D
00
mni ;
ð50Þgs00 ¼ ∑
1
n ¼ 1
∑
nþ s
i ¼ maxð1;jn sjÞ
hsniC
i1
n1s0 ∑
minðn;iÞ
 minðn;iÞ
Cimnms0D
00
mni ;
ð51Þ
gs22 ¼ ∑
1
n ¼ 1
∑
nþ s
i ¼ maxð1;jn sjÞ
hsniC
i1
n1s2 ∑
minðn;iÞ
 minðn;iÞ
Ci2mnms2D
22
mni;
ð52Þ
gs22 ¼ ∑
1
n ¼ 1
∑
nþ s
i ¼ maxð1;jn sjÞ
hsnið1Þnþ iþ sCi1n1s2 ∑
minðn;iÞ
 minðn;iÞ
Ci2mnms2D
22
mni ;
ð53Þ
gs22 ¼ ∑
1
n ¼ 1
∑
nþ s
i ¼ maxð1;jn sjÞ
hsniC
i1
n1s2 ∑
minðn;iÞ
 minðn;iÞ
Ci2mnms2D
22
mni ;
ð54Þ
gs02 ¼  ∑
1
n ¼ 1
∑
nþ s
i ¼ maxð1;jn sjÞ
hsniC
i1
n1s0 ∑
minðn;iÞ
 minðn;iÞ
Ci2mnms2D
02
mni;
ð55Þ
gs02 ¼  ∑
1
n ¼ 1
∑
nþ s
i ¼ maxð1;jn sjÞ
hsnið1Þnþ iþ sCi1n;1s0 ∑
minðn;iÞ
 minðn;iÞ
Ci2mnms2D
02
mni ;
ð56Þ
where
D00mni ¼ ∑
1
n1 ¼ jm1j
ð2n1þ1Þ ∑
n1
k ¼ n1
B3kmnn1 ðB
3
kmin1 Þ
n; ð57Þ
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1
n1 ¼ jm1j
ð2n1þ1Þ ∑
n1
k ¼ n1
B2kmnn1 ðB
2
kmin1 Þ
n; ð58Þ
D00mni ¼ ∑
1
n1 ¼ jm1j
ð2n1þ1Þ ∑
n1
k ¼ n1
B1kmnn1 ðB
1
kmin1 Þ
n; ð59Þ
D22mni ¼ ∑
1
n1 ¼ jm1j
ð2n1þ1Þ ∑
n1
k ¼ n1
B1kmnn1 ðB
3
k2min1 Þ
n; ð60Þ
D22mni ¼ ∑
1
n1 ¼ jm1j
ð2n1þ1Þ ∑
n1
k ¼ n1
B4kmnn1 ðB
2
k2min1 Þ
n; ð61Þ
D22mni ¼ ∑
1
n1 ¼ jm1j
ð2n1þ1Þ ∑
n1
k ¼ n1
B3kmnn1 ðB
1
k2min1 Þ
n; ð62Þ
D02mni ¼ ∑
1
n1 ¼ jm1j
ð2n1þ1Þ ∑
n1
k ¼ n1
B2kmnn1 ðB
3
k2min1 Þ
n; ð63Þ
D02mni ¼ ∑
1
n1 ¼ jm1j
ð2n1þ1Þ ∑
n1
k ¼ n1
B1kmnn1 ðB
4
k2min1 Þ
n: ð64Þ
In general, gs00, g
s
0;0, g
s
0;0, and g
s
2;2 are real num-
bers, and gs2;2, g
s
2;2, g
s
0;2, and g
s
0;2 are complex numbers.Fig. 2. Comparison of the phase function, P12/P11, and P22/P11 for hBased on Eqs. (37) and (38), we have
α1 ¼
1
2
ðg0;0þg0;0þ2g0;0Þ; ð65Þ
α2 ¼ Reg2;2þg2;2; ð66Þ
α3 ¼ Reg2;2g2;2; ð67Þ
α4 ¼
1
2
ðg0;0þg0;02g0;0Þ; ð68Þ
β1 ¼ Reg0;2þReg0;2; ð69Þ
β2 ¼ Img0;2 Img0;2; ð70Þ
β3 ¼  Img0;2 Img0;2; ð71Þ
β4 ¼  Img2;2; ð72Þ
β5 ¼
1
2
ðg0;0g0;0Þ; ð73Þ
β6 ¼ Reg0;2Reg0;2: ð74Þexagonal particles computed from the ADDA and the II-TM.
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the algorithm described previously can be simplified. We
note the following simplifications:(1) When a particle has a plane of symmetry (e.g., hexagonal,
hollow column, droxtal, and bullet rosette with special
configurations), g0;2 ¼ gn0;2, g0;0 ¼ g0;0, and g2;2
become real numbers. T1 ¼ T3 and T2 ¼ T4 can be
validated in a straightforward manner if the plane of
symmetry is selected to be the x-z plane. A general
statement holds because the random-orientation-
averaged phase matrix does not depend on the choice
of the laboratory coordinate system.(2) When a particle has j-fold axial symmetry, D, B, and A
are zero except for the case of k¼ j. In the case of an
axially symmetric particle, D, B, and A are zero except
for the case of k¼0.4. Results and discussion
4.1. Comparison with other numerical methods
Three representative refractive indices, 1.3078þ i1.66
10–8, 1.2908þ i0.03674, and 1.0886þ i0.248, which correspondFig. 3. Comparison of 10 independent elements of the phase matrix for ato the dielectric constants of ice at 0.66, 8.5, and 11.0 μm [73],
are selected for the simulation. Note that the three refractive
indices are often selected to check the numerical perfor-
mances of a computational scattering method due to their
distinctive imaginary parts of the refractive indices and the
important role that radiation at these three wavelengths play
in atmospheric remote sensing.
In this section, we compare the numerical results
computed from the II-TM and their counterparts com-
puted from the DDA and the PSTD. The DDA method has
been extensively used for the computation of smooth,
small sized ice crystals in Yang et al. [26]. Fig. 2 shows
the comparison of the phase function (P11), P12/P11, and
P22/P11 computed from the II-TM and the results computed
with the Amsterdam DDA (ADDA) software [48]. The
particle size parameters at three wavelengths are 28.56,
18.48, and 18.33. In the II-TM simulations, the radial
resolution in the iterative computation of the T-matrix
by the II-TM is set to be 0.1 in terms of the increase in the
size parameter. It is evident from Fig. 2 that the II-TM
results closely agree with the ADDA simulations.
As described in Section 3, for randomly oriented
particles without plane-symmetry, the phase matrix has
10 independent elements. Shown in Fig. 3 are 10 non-zero
phase matrix elements of an aggregate of 8 hexagonaln aggregate of eight columns computed from the II-TM and ADDA.
Fig. 4. Comparison of the phase functions of six ice habits (droxtal, solid bullet rosette, aggregate of eight columns, hollow column, hollow bullet rosette,
and aggregate of 10 plates) computed from the ADDA and II-TM. The wavelength is 0.66 μm and the particle size defined in terms of maximum dimension
is 3 μm.
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symmetry, the aggregating process destructs the sym-
metric structures, thus causing non-zero elements of P13,
P14, P23, and P24 (the third column in Fig. 3). We also notice
that P13/P11, P14/P11, P23/P11, and P24/P11 are relatively small.
From the comparison between the II-TM and ADDA results
in Fig. 3, the agreement is much better for the other six
non-zero elements, due to their relatively larger values,
than for P13, P14, P23, and P24.
As discussed in Section 2, the II-TM is applicable to
arbitrarily shaped nonspherical particles. For example,
Fig. 4 shows a comparison of the phase functions com-
puted from the ADDA and the II-TM for droxtals, bullet
rosettes, aggregates of eight columns, hollow columns,
hollow bullet rosettes, and aggregates of 10 plates. The
incident wavelength is 0.66 μm, the maximum dimension
(see the definition in Yang et al. [26]) is 3 μm, and the
corresponding size parameter is 28.56.
In Liu et al. [54], the PSTD method was improved for the
computation of the optical properties of moderately large
ice crystals. Fig. 5 shows a comparison of phase matrix
elements (P11, P12/P11, P22/P11, P33/P11, P43/P11, and P44/P11)
computed form the II-TM and the PSTD for a hexagonal
particle. The aspect ratio is assumed to be unity and the
size parameter, defined in terms of the height, is 100. Theupper panel is for an oriented hexagonal particle with the
direction of incident light perpendicular to the particle
base and the lower panel is for randomly oriented
hexagonal particle. At this size parameter, we observe
the phase function peaks associated with ice halos at 221
and 461. In the PSTD simulations, 16 zenith angles between
01 and 901 and 3 azimuthal angles between 01 and 301 are
used for the orientation-average of the phase matrix.
Although grid points are sparse for the two angles selected
to represent the randomness of the particle orientations,
the phase matrix computed from the PSTD is close to the
II-TM results as seen in Fig. 5. Note that the II-TM is
approximately 15 times faster than the PSTD for the
randomly oriented hexagonal particles in the case of using
eight CPUs.
As expected and shown in Figs. 2–5, the numerical
results computed from the DDA, PSTD, and II-TM agree
because they are all first-principle methods. But the three
methods are fundamentally different in terms of computa-
tional basis, and, thus each has pros and cons. One of the
salient features of the DDA and PSTD is that the scattering
particle must be meshed into sub volumes at which
electromagnetic field is computed. The numerical accuracy
and stability are satisfactory when the discretization
resolution is sufficiently large. The most pronounced
Fig. 5. Comparison of the phase matrix computed from the T-matrix and the PSTD.
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modify particle shapes. However, the computational time
and demand on memory increase drastically with respect
to the size parameter. In addition to the size limitation,
another common shortcoming of the numerical methods
is that the computational time is proportional to the
number of particle orientations because the scattering
simulation must be performed for each orientation.
Furthermore, the number of orientations required in the
particle-orientation averaging procedure increases with
the size parameter. The speed of the convergence of the
orientation average depends on the refractive index.
A slow convergence of the numerical averaging process
was found in the case of strongly absorptive particles
where a huge number of particle orientations are required
to smooth the phase function values in the near-back-
scattering directions (see e.g., Fig. 8 in [63]). Therefore, it
becomes very time-consuming to apply the numerical
methods to particles with the size parameters more thana few tens. Based on a high-performance parallelized
computational code, the optical properties of particles
with large size parameters (over 100) can be obtained.
However, only case studies for very large size parameters
can be performed because of the time-consuming proce-
dure. Thus, the numerical methods have limitations in
most applications where extensive simulations are
required (e.g., the optical properties in a broad spectral
region involved in climate forcing assessments).
In comparison with the DDA and FD/PSTD, the
memory-requirement and the computational speed of
the II-TM depend on the particle's symmetry. The modeling
capability of the II-TM is restricted by the memory-
limitation because the memory demand increases drasti-
cally with respect to the size parameter, especially for
asymmetric particles. For randomly oriented particles, a
significant portion of computational time is associated with
the calculation of the T-matrix, because the orientation
average procedure is quite efficient. We found the II-TM to
L. Bi, P. Yang / Journal of Quantitative Spectroscopy & Radiative Transfer 138 (2014) 17–35 27be applicable to randomly oriented particles with higher
efficiency than the DDA and FD/PSTD so that the optical
properties of relatively larger particles can be obtained with
less computational burden with the use of II-TM. However,
in the case of asymmetric particles with single orientationFig. 7. Comparison of six phase matrix elements computed from the CGOM and
are 30, 60, 90, 120, 150. For clarity, the phase functions are multiplied by 1, 10, 100
Fig. 6. Phase functions computed from the T-matrix with respect to the
scattering angle and the size parameter. The relative refractive index is
1.3078þ i1.66108.or only a few orientations, the DDA and FD/PSTD are
superior to the present implementation of the II-TM for
the size parameters of the order of 200 because of the
II-TM's tremendous demand on computer memory.
4.2. Comparison with the IGOM
From a geometric-optics perspective, ice halos are
associated with peaks in the phase function at the scatter-
ing angles of 221 and 461. According to physical-optics
principles, atmospheric halos will disappear as the particle
size becomes smaller because of the beam diffraction
effect. Based on the T-matrix solution, the transition region
when the ice halos emerge can be rigorously identified. For
example, Fig. 6 shows the phase functions computed from
the T-matrix for a series of size parameters. The phase
functions at the particle size parameters of 80,100,120, and
150 are particularly marked with colored curves. The halos
emerge when the size parameter is larger than 80. When
the particle size parameter is 150, the ice halo peaks
become very sharp, which means strong scattering signals
occur at the two scattering angles. From the physical-
optics perspective, the emergence of halo peaks is due tothe II-TM. The particle size parameters for curve pairs from lower to upper
, 1000, and 10,000. P12/P11 and P22/P11 are shifted by 0, 0.4, 0.8, 1.2, and 1.6.
Fig. 8. Comparison of six phase matrix elements computed from the IGOM and the II-TM. The particle size parameters for curve pairs from lower to upper
are 30, 60, 90, 120, 150. For clarity, the phase functions are multiplied by 1, 10, 100, 1000, and 10,000. P12/P11 and P22/P11 are shifted by 0, 0.4, 0.8, 1.2, and 1.6.
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the enhanced localization of the beam in the transition
from the near-field zone to the radiation zone) as the
particle size increases.
Because the II-TM is applicable to a wide range of size
parameters up to the domain with ice halo peaks predicted
from geometric optics, we can compare the II-TM with the
methods of approximation based on the geometric-optics
principles, which have been widely used for computations
of light scattering by large nonspherical particles [63–68].
For simplicity, we choose the conventional geometric
optics method (CGOM) and improved geometric optics
method (IGOM) for simulations, although other modifica-
tions have been developed. The main difference between
the CGOM and the IGOM is that the latter considers the
physical optics effect in beam propagation from the near-
field to the far-field region.
Fig. 7 shows the comparison of the phase matrix results
computed from the CGOM and the II-TM. For convenience,
the results for different size parameters (30, 60, 90, 120,
and 150) are plotted in the same figure with shifts in the y-
axis. Note that the two peaks associated with ice halos in
the CGOM phase functions exist for all the size parameters.
Meanwhile, the two peaks also reflect similar local effectsat 221 and 461 in the other elements. Similar to Fig. 7, Fig. 8
shows the comparison between the IGOM and the II-TM
results. The agreement of the accurate and approximate
results is improved when the physical-optics effect is
incorporated, although the IGOM employs a simplified
algorithm to map the near-field to the far-field.
According to the extinction cross section, light scatter-
ing behavior with respect to the size parameter can be
identified with characteristics associated with the Ray-
leigh, resonant, and geometric optics regimes. Fig. 9 shows
the extinction efficiency factor computed from the T-
matrix for randomly oriented hexagonal ice crystals with
the size parameter (k1L) ranging from 1 to 150. In the
simulation, the aspect ratio is assumed to be unity (i.e.,
L¼2a). Because ice crystals are almost non-absorptive at
0.66 μm, the extinction efficiency oscillates with respect to
the particle size parameter as a result of the interference
between diffraction and forward scattering. The behavior
of the extinction efficiency computed from IGOM is similar
to the T-matrix results. For absorptive particles, when the
particle size parameter is larger than a certain value,
internal reflections of geometric-optics waves can be
properly neglected. In this case, the contribution to the
scattering is from the external reflection and diffraction.
Fig. 9. The asymmetry factor, the extinction efficiency, and the single-scattering albedo of hexagonal ice crystals computed from the II-TM and the IGOM.
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proved to be two in the framework of physical optics.
For absorptive particles, the transition of light scattering
behavior from the wave domain to the geometric-optics
domain can be seen from the backscattering phase function.
An asymptotic value of the backscattering phase function
for randomly oriented convex particles can be written as
P11ð180oÞ ¼
~m1
~mþ1


2 1
Qsca
; ð75Þ
where ~m is the complex refractive index and Qsca is the
scattering efficiency. From a geometric-optics perspective,
the asymptotic back-scattering phase function is only from
the external reflection because the higher order rays are
absorbed. Eq. (75) is obtained based on Fresnel's formula
applied to the central reflected ray for a sphere (see the
relevant discussion on the backscattering efficiency of an
absorbing sphere in [74]) and the conjecture that the
angular distribution of reflected rays by a randomly
oriented convex particle is the same as that of a sphere
[72]. As an example, Fig. 10 shows a comparison of the
phase function computed from the II-TM and Eq. (75) for
hexagonal particles and droxtals. When the particle size
parameter is small, the ray concept more or less breaks
down and the higher order rays have a non-negligible
contribution to the scattering. Therefore, we can see the
obvious differences between the rigorous solutions and the
results based on Eq. (75). When the particle size parameteris sufficiently large (the specific value depends on the
imaginary part of the refractive index), the rigorous results
evidently follow the asymptotic solutions given by Eq. (75).
4.3. Modeling particle surface roughness
The particle surface roughness is of great interest in the
present rigorous light scattering simulations because
roughness has been shown to have a measureable effect
in remote sensing studies and climate forcing modeling.
In the present context, we focus on investigating how the
degree of surface roughness affects the optical properties.
In Liu et al. [75], an ocean surface model was adopted to
mimic the rough particle surface of hexagonal ice crystals.
In the optical modeling, a PSTD technique and an
improved geometric optics method have been employed
to investigate the optical effect of particle surface rough-
ness. The simulations confirmed that the small-scale
surface roughness may be negligible for the optical model-
ing in small particle size parameter cases, but for large
particle size parameters, the improved geometric optics
method can obtain results similar to their counterparts
computed from the PSTD. Following Liu et al. [75], we use
the ocean surface model to characterize the particle surface.
In the previous section, we demonstrated that ice halo
peaks for smooth hexagonal ice crystals emerge when the
particle size parameter is near 80 and have obvious peaks
when the size parameter is more than 100. Based on the
Fig. 11. Phase function for roughened hexagonal ice crystals.
Fig. 10. Backscattering phase function for absorptive hexagonal and droxtal ice crystals.
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roughness necessary to smooth out the ice halos. For
simplicity, the particle size parameter is fixed at 100 by
increasing the height distribution variance from 0 to 1.0.
As shown in Fig. 11, we observe that the halos disappear as
the degree of the surface roughness increases. The 461 halo
is more easily smoothed out than the 221 halo. Addition-
ally, oscillations in the phase function between 601 and 801
and between 1301 and 1601 are much smaller as the
particle is roughened. Furthermore, we notice that the
backscattering peak exists in all the simulation cases,which may be due to phase-coherent scattering in the
backscattering directions.4.4. Optical modeling the internal inclusion
Some ice crystals may be inhomogeneous, e.g., contain-
ing air bubbles and other solid inhomogeneity. In this
section, we focus on an example of light scattering by
hexagonal ice crystals with black-carbon inclusions. Ice
crystals and black carbon have different refractive indices
across a wavelength spectrum. Fig. 12 shows the refractive
indices of ice crystals [73] and black carbon [76] over a
spectral range from 0.2 to 5 μm. The real parts of the
refractive indices of black carbon are relatively larger than
those of ice. As seen from its imaginary part of the
refractive index, black carbon is strongly absorptive in
the entire spectrum; whereas, ice becomes absorptive in
the near-infrared and infrared regions.
Fig. 13 shows the extinction efficiency, the co-albedo
(i.e., unity minus single-scattering albedo), and the asym-
metry factor computed from the II-TM for a hexagonal
column with five spherical black carbon inclusions. The
length of the hexagonal column is 2 μm and the width-
length-ratio is 0.7. The radii of the black-carbon spheres are
assumed to be 0.1 μm. As seen from a comparison between
the optical properties of the pure ice columns and the
contaminated ice crystals, the effect of inhomogeneity has
little effect on the extinction efficiency and the asymmetry
factor, but has a large effect on the co-albedo in a spectral
range from 0.2 to 2.8 μm. The physical reason is that a small
part of the extinction energy within the contaminated ice
crystal is transformed to heat with the “same” total amount
of extinction as for a pure ice crystal. Similar findings are
reported in [37], where a geometric-optics surface wave
approach is employed in the computation.
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Fig. 13. Effect of black carbon inclusion on the optical properties of ice particles in a wavelength spectrum ranging from 0.2 to 5 μm.
Fig. 12. Refractive indices of ice and black carbon.
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Optical modeling of natural cirrus clouds and aviation-
induced contrails for relevant applications in remote sensing
and climate modeling must begin with the computation
of the single-scattering properties (i.e., the extinction effi-
ciency, the single scattering albedo, and the scattering
phase matrix) of individual ice crystals. We have developed
a T-matrix computational program based on the invariantimbedding method as applied to ice crystals defined in the
latest optical property database of atmospheric ice crystals
[26]. In the framework of the II-TM, the particle is dis-
cretized based on multiple-spherical layers. The T-matrix is
computed recursively from the inner sphere to the outer
sphere. A separation of variables method is used to speed
the calculation whenever it is possible to identify an
inscribed sphere. Therefore, the II-TM is applicable to
arbitrarily shaped ice crystals (either convex or concave),
L. Bi, P. Yang / Journal of Quantitative Spectroscopy & Radiative Transfer 138 (2014) 17–3532a single particle, or a particle aggregate. We found the II-TM
to be capable of obtaining the optical properties of
hexagonal ice crystals with size parameters in the geo-
metric optics regime where the 221 and 461 halo peaks are
evident. The size-halo relationship (i.e., how big the hex-
agonal particle should be to produce ice halos), previously
analyzed by Mishchenko and Macke [77] using a circular
cylinder approximation for optical modeling, can now be
accurately quantified based on the II-TM simulations in the
case of hexagonal ice crystals. In addition, the II-TM is found
to be flexible and stable for the computation in the cases
of asymmetric particles such as aggregates of columns
or plates. Furthermore, the effect of the particle surface
[23–38] and internal inclusions on the optical properties
can be accurately modeled by using the II-TM. To the best of
the authors' knowledge, the applications of the T-matrix
method to hexagonal ice crystals with size parameters
exceeding 100 and to other complex ice crystal geometries
with or without surface roughness have not been reported
in the literature.
In Yang et al. [26], we developed a single-scattering
optical property database of ice crystals based on a
combination of the DDA for small sized particles and the
IGOM for moderate-to-large sized particles. In the IGOM
simulations, we took into account the particle surface
roughness. In the DDA simulations, the surface roughness
effect was neglected because the particle size parameter
was relatively small. The II-TM roughened particle simula-
tions confirmed that the particle roughness effect can be
reasonably neglected in the DDA simulations (figure is not
shown) and the applicability of IGOM for large roughened
particles. With the extended modeling capabilities, the
II-TM will be used to refine the aforementioned database
in two aspects. First, the II-TM is used for the computation
of ice crystal optical properties for particles in a size
parameter range substantially wider than the DDA regime.
Second, the particle surface roughness is considered in the
II-TM simulations because the surface roughness effect
becomes more obvious in the rigorous solution of an
extended size parameter range.
Although we focus on the computations of ice crystal
optical properties, the II-TM can be applied to particles
of modeling interest in the other research disciplines.
In comparison with other T-matrix methods, an optimal
method for the computation is closely related to the
morphologies of the scattering particle because each
method has its own “home games”. For example, the EBCM
has been proved to be the most efficient for axially sym-
metric particles with small-to-moderate aspect ratios. The
superposition method is powerful for computing the optical
properties of multi-spheres. Although the II-TM is applic-
able to the “home games” of both the EBCM and the
superposition method, the use of the II-TM is not recom-
mended because of relatively low computational efficiency.
Additionally, the EBCM, the II-TM, and the superposition
method can be integrated to achieve the power necessary
for a cluster of “inhomogeneous spheres (anything in an
imaginary sphere)”, which may be useful for the simulation
of some ice aggregates and may find other applications in
the optical modeling of aerosol particles in the atmosphere
and in other scientific disciplines.Acknowledgments
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Appendix A. Sphere and particle intersection
The common belief is that the T-matrix methods are not
as flexible as the DDA and the FD/PSTD methods in defining
particle geometry. This appendix is written to specify an
arbitrary new geometry in the II-TM with a similar level of
complexity as in the DDA and the FD/PSTD methods. More-
over, we show that the II-TM can be convenient for comput-
ing the optical properties of the volume-discretized particle
shapes generated from the DDA or FD/PSTD methods.
In consideration of the generality of the algorithm, we
exclude specific particles whose surfaces can be described
via equations (e.g., ellipsoids) and those in which the
intersection of a sphere and the particle can be solved
analytically. Instead, we consider particles (either convex
or concave) whose surfaces are represented with facets.
The consideration of faceted particles does not lose the
generality, because the surface of rounded particles can be
discretized into small facets. For volume-discretized
shapes generated in the DDA/PSTD methods, the surface
of particles can be viewed as composed of squares, i.e., the
external surface of cubic dipoles or Yee cells. Therefore,
a general computational program can be designed to adapt
arbitrarily shaped particle geometries with the vertices of
facets that compose the particle surfaces.
The integrations in Eqs. (12) and (13) are completed
using the Gaussian quadrature to discretize the zenith
angle. Therefore, the intersection of the spherical surface
with the particle volume is transformed to the intersection
of individual circles (specified with different zenith angles)
with the particle. In the case of faceted particles, we
determine ϕ values where a circle specified by ðr; θÞ
intersects with the particle. Let the plane equation of one
facet be given by
AxþByþCzþD¼ 0: ð76Þ
Note that symbols used in this appendix should not be
confused with those defined in the main sections (e.g., B).
The coordinates of a point on the boundary of the circle are
x¼ r sin θ cos φ; ð77Þ
y¼ r sin θ sin φ; ð78Þ
z¼ r cos θ: ð79Þ
Substituting Eqs. (77)–(79) into Eq. (76) yields
~A cos φþ ~B sin φþ ~C ¼ 0; ð80Þ
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~A ¼ Ar sin θ; ð81Þ
~B ¼ Br sin θ; ð82Þ
~C ¼ Cr cos θþD: ð83Þ
If ~C4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
~A
2þ ~B2
q
, there is no intersection; otherwise, the
two intersection points are determined by
φ¼ φ07acos 
~Cﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
~A
2þ ~B2
q
0
B@
1
CA; ð84Þ
φ0 ¼ atan2
~B
~A
 !
: ð85Þ
In Eq. (85), atan2 is an arctangent function which
returns the angle in an appropriate quadrant based on
the signs of ~A and ~B. To determine the intersection points
with the facet, the next step is to determine if the above
two points are within the facet, and the process is carried
out through a ray-casting algorithm [78].
If no intersections are with any facets, the circle can be
either inside or outside the particle, and an additional
condition is required to determine the location of the
circle. We select an arbitrary point P (r sin θ,0,r cos θ) on
the circle to determine if the point is inside or outside the
particle. If P is inside the particle, the circle is inside;
otherwise, the circle is outside. Connect the points P and O
(0,0, r cos θ) and determine the intersection between the
line PO and the facets. If PO has no intersection with the
facets, P is outside the particle. If intersections occur, we
can obtain a chain of distances between the intersection
points with O:
d1-d2…-dN ð86Þ
For each point, we determine the dot product of the
vector PO and the normal direction of the intersecting
facet. If the product is positive, we record the result as
unity; otherwise, minus unity. As a result, we can obtain
a chain of integers, e.g.
1-1…-1 ð87Þ
Whether the point P is inside or outside the particle can
be determined through
POod1; Ið1Þ ¼ 1; P is outside
POod1; Ið1Þ ¼ 1; P is inside
PO4dN ; P is outside
P4di and Podj; IðiÞ ¼ 1; P is inside; otherwise; P is outside:
If the circle is identified to be intersecting with facets,
a series of intersection points may exist that corresponds
to a chain of φ. After sorting, the chain is indexed as
φ1-φ2…-φN1-φN-φ1: ð88Þ
For each point, we determine the dot product of the
tangent of the circle and the normal direction of the
intersecting facet. Similar to Eq. (87), we can obtain
another chain of integers
1-1…-1-1-1 ð89ÞWhether the integrand (φi,φj) of the above φ chain is
inside or outside the particle can be determined by the
corresponding integer chain. If [1,1] is found, (φi,φj)
is inside the particle; if [1,1] is found, (φi,φj) is outside
the particle. Since an arbitrarily shaped particle can be
discretized based on surface facets, this appendix com-
pletes an implementation of an arbitrarily shaped non-
spherical particle into the II-TM program.
Appendix B. Identifying the inscribed sphere in
a complex particle shape
To determine the computation domain of the II-TM, the
circumscribed and the inscribed spheres are required. For
simple geometry, the radius of the circumscribed and
inscribed spheres (e.g, hexagonal particles) is straightfor-
ward to identify. Here, we are only concerned with complex
geometries, and consider the particle surface composed of
triangles. The radius of a circumscribed sphere can be
obtained by comparing the radius of all vertices. In
the following, we consider how to find the radius of the
inscribed spheres. Specifically, we are required to find the
position within the triangles (including the boundary) with
the shortest distance to the origin.
We consider an arbitrary triangle and denote the
position vectors of the three vertices as r
,
1, r
,
2, and r
,
3. Let
v
,
1 ¼ r,2r,1; v,2 ¼ r,3r,2; ð90Þ
and an arbitrary position in a triangle is then given by
r
,¼ r,1þξð1ηÞv,1þηξv,2: ð91Þ
As a function of ξ and η, the square of the distance from
the position specified with (ξ and η) to the origin is given by
D2ðξ; ηÞ ¼ ξ2½η2ðc1þc22c5Þþ2ðc5c1Þηþc1þ2ξ½ðc4c3Þηþc3þc0;
ð92Þ
where
c0 ¼ r,1dr,1; c1 ¼ v,1dv,1; c2 ¼ v,2dv,2; c3 ¼ r,1dv,1;
c4 ¼ r,1dv,2; c5 ¼ v,1dv,2: ð93Þ
The position in the plane of the triangle with the
shortest distance to the origin is determined by solving
the following equations:
∂D2
∂ξ
¼ 2ξ η2ðc1þc22c5Þþ2ðc5c1Þηþc1
 þ2 ðc4c3Þηþc3½  ¼ 0;
ð94Þ
∂D2
∂η
¼ ξ2 2ηðc1þc22c5Þþ2ðc5c1Þ½ þ2ξðc4c3Þ ¼ 0: ð95Þ
Based on Eqs. (94) and (95), the following relation
holds
η2ðc1þc22c5Þþ2ηðc5c1Þηþc1
ηðc1þc22c5Þþðc5c1Þ
¼ ðc4c3Þηþc3ðc4c3Þ
; ð96Þ
which gives η, and the substitution of η into Eq. (95) gives ξ.
For clarity, the solutions are denoted as
η0 ¼
ðc4c3Þc1ðc5c1Þc3
c3ðc1þc22c5Þðc4c3Þðc5c1Þ
; ð97Þ
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ðc3c4Þ
c5c1þðc1þc22c5Þη0
: ð98Þ
If 0rη0r1 and 0rξ0r1, the position is contained
within the triangle, i.e., the position with the shortest
distance to the origin. Otherwise, the position with the
shortest distance to origin should be on the boundary of
the triangle:(1) Boundary with η¼ 1
Recalling Eq. (94) and letting η¼ 1, we have the
solution of ξ denoted as ξ1 ¼ c4=c2. If 0rξ1r1, we
find the position with the shortest distanceﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2ξ21þ2c4ξ1þc0
q
. Otherwise, the position is one of
the two vertices min(
ﬃﬃﬃﬃﬃ
c0
p
,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2þ2c4þc0
p
).(2) Boundary with η¼ 0
Recalling Eq. (94) and letting η¼ 0, we have
ξ1 ¼ c3=c1. If 0rξ1r1, we find the position with
the shortest distance
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c1ξ1
2þ2c3ξ1þc0
q
. Otherwise,
the position is min(
ﬃﬃﬃﬃﬃ
c0
p
,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c1þ2c3þc0
p
).(3) Boundary with ξ¼ 1
Recalling Eq. (95) and letting ξ¼ 1, we have the
solution of η denoted as η1 ¼ ðc4c3þc5c1Þ=
ðc1þc22c5Þ. If 0rη1r1, we find the position with
the shortest distanceﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c0þc1ð1η1Þ2þc2η12þ2ð1η1Þc3þ2c4η1þ2ð1η1Þη1c5
q
.
Otherwise, the position is min(
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c1þ2c3þc0
p
,ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2þ2c4þc0
p
).Comparing the three distances from the three sides
gives the shortest distance from the origin to the triangle
facet.
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