To correlate atomistic structure with longer range electric field distribution within materials, it is necessary to use atomically fine electron probes and specimens in on-axis orientation. However, electric field mapping via low magnification differential phase contrast imaging under these conditions raises challenges: electron scattering tends to reduce the beam deflection due to the electric field strength from what simple models predict, and other effects, most notably crystal mistilt, can lead to asymmetric intensity redistribution in the diffraction pattern which is difficult to distinguish from that produced by long range electric fields. Using electron scattering simulations, we explore the effects of such factors on the reliable interpretation and measurement of electric field distributions. In addition to these limitations of principle, some limitations of practice when seeking to perform such measurements using segmented detector systems are also discussed.
Introduction
Determining the electromagnetic field distribution within materials is fundamental to both characterizing and understanding a variety of functional properties [1] [2] [3] [4] [5] [6] . Using transmission electron microscopy we can seek to infer the field distribution by measuring the deflection of the probe electron trajectories -or, in more appropriate wave optical terms, to measure the phase shift -resulting from the Coulomb-Lorentz force from the electromagnetic fields in the sample.
A variety of imaging modes or geometries exist for imaging electromagnetic fields using the electron microscope. In conventional transmission electron microscopy, Fresnel imaging involves using large beam defocus to convert phase shifts in the exit wavefield into detectable intensity variations [7] , while electron holography uses the interference between the scattered beam and a reference beam to reconstruct phase images [8] [9] [10] . In scanning transmission electron microscopy (STEM), differential phase contrast (DPC) imaging involves some measure of the deflection of the diffraction pattern as the convergent electron beam is scanned across the sample [11] [12] [13] .
STEM DPC has a long history of use in imaging magnetic field distributions within materials [1-3, 14, 15] , but has had a recent resurgence through its application to imaging electric field structure, including the piezoelectric polarization fields in quantum wells [4, 16] , the ferroelectric polarization fields inside ceramics [17] , the spontaneous polarization in semiconductor nanowires [5] , and the built-in field within a p-n junction [18] . It has also been applied to imaging the electric fields of individual atomic columns [17, 19, 20] . Figure 1 shows a conceptual schematic of how STEM DPC works: the internal electric field of the sample deflects the beam across the diffraction plane. Using a position sensitive detector - Fig. 1 shows a sixteen segment detector comprising four rings divided into quadrants [17, 21] -images can be formed in which the variation in beam deflection appears as a variation in image contrast. Figure 1 also shows example STEM DPC images of ferroelectric BaTiO 3 and LiNbO 3 samples, formed by taking the difference between the signals from diametrically opposed detector segments. These images were obtained using an atomically fine electron probe but in a low magnification scan. Distinct contrast between regions is clearly visible in the DPC images whereas no such distinction is evident in the simultaneously acquired annular dark field (ADF) images in Fig. 1 . For field mapping, the variation in contrast in the DPC images would ideally reflect the variation in strength and direction of the electric field within different domains of these ferroelectric materials. With this interpretation, Ref. [17] inferred the direction of polarization in the different domains for the BaTiO 3 sample. However, as we will show, other factors can also contribute to DPC signals. For instance, the contrast seen in the DPC image of the LiNbO 3 sample in Fig. 1 may well be due to slight misorientation between grains across this fabricated grain boundary. There is hence a need to develop reliable methods for identifying and quantitatively measuring electric fields Figure 1 : Upper: simple model of beam deflection in STEM by a sample with an internal polarization (direction denoted by arrows). Lower: low magnification DPC images -calculate via centre of mass (COM) in the horizontal x and vertical y directions -and ADF STEM images of BaTiO 3 and LiNbO 3 samples recorded using an atomically fine probe and the segmented detector pictured.
within such materials via DPC STEM.
In the absence of a sample, the diffraction pattern due to a convergent STEM probe would be a disk of uniform intensity, the so-called bright field disk. If the only interaction between the beam and sample was due to a uniform electric field in the plane of the sample, the effect on the diffraction pattern would be a simple deflection of this bright field disk, in the direction opposite to that of the field and by a magnitude related to the electric field strength via [22] 
where λ is the wavelength and m * the mass of the electron, both relativistically corrected; e is the electron charge; h is Planck's constant; E is the electric field strength in the sample; and t is the sample thickness, along the beam direction, over which the field acts. A convenient metric for the bright field disk shift is the shift of the diffraction pattern's centre of mass (CoM), also known as the first moment [19] , which can be measured to high precision using a pixel detector, such as CCD camera, or approximated by a segmented detector. 1 If the phase object approximation applies, i.e. if the exit wavefield is related to the entrance wavefield via a multiplicative phase factor proportional to the projected specimen potential [23] , then the electric field distribution can be determined from CoM STEM images even if the field is not uniform [19, 24] . However, electrons scatter strongly from materials, and the domain of validity of the phase object approximation is thereby limited to very thin samples. For thicker crystalline samples, multiple electron scattering, also called "channelling", serves to redistribute intensity in the diffraction plane in a complex fashion, and it ceases to be clear to what extent CoM STEM images reflect the long range electric field distribution as opposed to the effects of scattering from the atomistic structure. In an extreme example, MacLaren et al. have shown that scattering from the atomistic structure at an antiphase boundary can produce a DPC signal qualitatively consistent with what one would expect from a boundary potential, even if no such potential is present [25] .
In this paper we explore the effects, both qualitative and quantitative, of several key factors on the ability to accurately measure the long-range polarization of ferroelectric and polar materials via DPC STEM. We investigate the impact of channelling on the relation between the CoM signal and the assumed long-range electric field strength in bulk regions, such as domain interiors, where the long-range field is assumed to be uniform. By considering sources of noise, we explore the tradeoff between samples being sufficiently thick as to give reliably detectable DPC signals and being sufficiently thin that channelling effects do not lead to ambiguous interpretation. Mechanisms which may lead to non-zero DPC signals in the absence of fields, specifically the innately asymmetric structure of polar materials and possible specimen mistilt, are also considered.
Finally, we examine how the accuracy of CoM STEM images constructed using different configurations of segmented detector compares with that using pixel detectors. This paper will be solely concerned with long range electric fields. It is well established that diffraction contrast also complicates magnetic field imaging [1, 26, 27] . Indeed atomicallyfine probes and on-axis orientation would constitute very challenging conditions for magnetic field mapping given that the deflections caused by typical magnetic fields are on the order of microradians [1, 26] , orders of magnitude smaller than the predicted milliradian scale shifts caused by electric fields in the polar materials we will explore. DPC STEM of magnetic fields to date has used off-axis conditions and broader probes (such that there is no overlap of Bragg diffracted disks), which helps minimize, though does not completely eliminate [27] , diffraction contrast effects. When it becomes possible to achieve atomically-fine STEM probes with essentially field-free conditions at the same, explorations like those presented here will likely be necessary to understand DPC STEM contrast of magnetic fields too.
Imaging with an atomically fine probe at low magnification
Despite being recorded at low magnification, the images shown in Fig. 1 were obtained in an aberration-corrected STEM using an atomically fine probe. This is desirable for several reasons. An atomically fine probe offers the experimental flexibility to survey regions of interest in a range of magnifications up to atomic resolution, potentially allowing for the correlation of atomistic structure with the larger scale electric field distribution. Also, larger probe-forming aperture angles tend to reduce channelling effects in on-axis conditions [28] . Also, for spatially varying long-range fields, within the phase object approximation the simple deflection model of Eq. (1) is only valid when the probe is much narrower than scale over which the long-range field varies [18, 29, 30] . 2 However, low magnification imaging with a very fine probe means that the implied pixel size in the STEM images is much larger than the size of the probe.
In spectroscopic imaging at lower magnification, it is well known that sub-pixel scanning, whereby the signal at each pixel constitutes the average signal over the area covered by that pixel, is preferable to discrete point sampling since it reduces the chances of missing localized elemental distributions [31] . In the sub-pixel scanning case, the effective diffraction pattern on the detector for each probe position will be a socalled position-averaged convergent beam electron diffraction (PACBED) pattern [32] , an example of which is shown in Fig.  2(b) . Moreover, assuming the sub-pixel scan region covers a roughly equivalent number of unit cells, the signal should be essentially the same within any relatively homogeneous region of interest, such as a single polarization domain. Figure 2(c) shows the predicted consequence: a DPC image in which the signal is constant within each domain. While statistical noise and small inconsistencies between the sub-pixel scan regions would add some small variation to such images in practice, the dominant contrast variations in such DPC images is expected to relate to intensity redistribution and/or shift of the PACBED pattern between the different domains.
In the discrete point scanning case using an atomically fine electron probe, the diffraction pattern on the detector for each probe position will be the convergent beam electron diffraction (CBED) pattern pertaining to the electron probe being placed at that particular position within a unit cell. Because the probe may be centred upon a different location within the unit cell each time, Fig Constrained by the microscope control software used, this is how the experiments in Fig. 1 were performed. Figure 2 (f) shows an experimental DPC image from the BaTiO 3 sample, because, as we explain later, we interpret the significant pixel-to-pixel variation in the example overlay as arising less from statistical noise and more from the variation of the CBED patterns with probe position. Fig. 2(d) suggests a very precise relationship between the probe stepping and the crystal spacing which can lead to moiré fringes [34] . However, the precision of the scan electronics at low magnification is such that this is not always achieved, and no such fringes are evident in Fig. 2(f) . If the scale of the DPC image is such that the field of view encompasses many unit cells, then within each assumedly homogeneous domain the average of a "noisy" DPC image would approximate that of the sub-pixel scanning DPC image and could therefore also be understood in terms of the PACBED pattern. Consequently, PACBED patterns will be simulated to provide a simple visual interpretation of how electric fields within the sample affect the distribution of intensity in the diffraction plane for bulk crystal regions.
Our explorations into the DPC signal in bulk regions of ferroelectric and polar materials centre around BaTiO 3 , but also consider ZnO and LiNbO 3 as case study materials with low and high saturation polarization densities respectively. These structures are shown in Fig. 3 along with their saturation polarization density P S values [35] [36] [37] . (Note: the P S value used for BaTiO 3 is the average of theoretical and experimental values in Ref. [35] .) The viewing orientations have been chosen such that the direction of polarization is consistently toward the right. The frozen phonon method was used to simulate PACBED patterns since it includes full multiple scattering of both the elastically and thermally scattered electrons [23] . All simulations assume 200 keV electrons and an aberration-free probe with convergence semi-angle of 23 mrad. Both ferroelectric and polar structures have been modelled using realistic atomic displacements but neutral atoms. The polarization field is then manually added to the specimen potential as an additional linear gradient, giving the freedom to alter the field strength without altering the structure. This both allows us to explore structural effects and field effects independently and constitutes a reasonably realistic description of the effects of screening due to surface charges (the probe electrons being deflected by the net field, which can be greatly influenced by such surface charge distributions [38] ). For later reference, the field strengths corresponding to the saturation polarization densities given in Fig. 3 are 0.64 V/Å for ZnO, 2.80 V/Å for BaTiO 3 and 6.22 V/Å for LiNbO 3 .
The effects of channelling
If the electron probe interacted only with the long-range electric field inside the material, the PACBED pattern would be the uniform intensity bright field disk deflected in the direction of the polarization by an angle depending on the field strength and sample thickness as per Eq. (1). The interaction of the electron beam with the electrostatic potential of the atoms introduces further structure into the PACBED pattern, as seen in the example of Fig. 2(b) . In this section we explore how the diffraction pattern CoM including channelling compares with the (non-channelling) prediction of Eq. (1). as a function of sample thickness for the three case study structures assuming field strengths corresponding to these materials' respective saturation polarizations. At low thicknesses, the channelling and non-channelling cases are in reasonable agreement. However, as thickness increases, the channelling and non-channelling cases start to diverge, the effect of channelling reducing the CoM shift relative to what it would be in the absence of channelling. Put another way, if these CoM shifts were to be interpreted via Eq. (1) alone then the long-range electric field strength would be systematically underestimated, and more so for thicker samples. In the case of LiNbO 3 , the CoM plot including channelling has a turning point close to 650 Å, above which further increase in sample thickness causes the diffraction pattern CoM to shift back towards to the origin. Figure 4 (a) suggests (and further simulations, not shown, confirm) that BaTiO 3 shows the same qualitative behaviour with a turning point close to 800 Å.
Visual demonstration of how electron intensity in the PACBED patterns is redistributed is shown in Fig. 4(b) , for 800 Å thick samples of each structure assuming no long-range electric field (top row) and assuming a long-range electric field corresponding to the saturation polarization (bottom row). The different samples have different degrees of structure in the PACBED pattern, depending on scattering strength of the atoms and the arrangement and proximity of columns in the unit cell. The yellow dotted circle overlay represents the outline of the bright-field disk shifted in accordance with Eq. (1). While the structures are asymmetric, the CoM of PACBED patterns are virtually at the origin in the absence of internal field. Therefore, the CoM shifts in Fig. 4 (a) can reliably be attributed to the internal field rather than scattering from the polar structure of the materials. It also follows that if the effects of deflection commuted with the scattering from the atomistic structure (as they do within the phase object approximation), the CoM shift as a function of thickness would conform with Eq. (1) and the PACBED pattern with a long range field would simply be the rigid shift of the PACBED pattern with no such field. This explains why at small thicknesses in Fig. 4(a) , where the phase object approximation may be expected to apply, the simulated CoM shifts and the Eq. (1) predictions are in agreement.
With saturation polarisation present, the PACBED patterns in Fig. 4 (b) make clear that for thicker specimens the PACBED pattern with a long range field is not the rigid shift of that with no long range field, nor is the intensity redistribution as large as Eq. (1) would predict. In the LiNbO 3 case, we start to see a hint of some intensity to the left of the unshifted bright field disk, which may be part of the reason the CoM shift turns around beyond 650 Å. The effect is reminiscent of a two beam pendellösung effect, though more investigation is required to determine the detailed mechanisms at play. At any rate, Fig. 4 makes clear that the increase in channelling effects for thicker samples leads to a greater quantitative deviation of the CoM away from the Eq. (1) prediction, making accounting for channelling essential for quantitative analysis.
The "error bars" on CoM shifts in Fig. 4(a) represent the standard deviation in the CoM of the individual CBED patterns as the atomically fine probe is scanned across each unit cell. This point-to-point variation is the source of "noise" discussed in reference to Fig. 2 in the discrete point sampling. That the size of the error relative to the signal is consistent with that in the experimental BaTiO 3 data in Fig. 1 and Fig. 2(f) bolsters the interpretation that much of the "noise" on these images is due to the discrete point sampling scan method and would be reduced if sub-pixel scanning was used. Taking this as the current limiting factor, the deviation in CoM shift between the channelling results and the Eq. (1) predictions is within this noise limit for thicknesses under 400 Å for the strong field LiNbO 3 case, and 800 Å for the weak field ZnO case. Furthermore, the CoM shift for weak field ZnO is not distinguishable from the no field case (essentially zero CoM shift) for sample thicknesses below 500 Å. In the discussion above, the weak field scenario was achieved through a specimen with a weak saturation polarisation (ZnO). However, screening by surface charges can reduce the net field from that due to the saturation polarization alone. Therefore, (1) prediction at low thicknesses, with channelling increasingly causing a reduction in the magnitude of the CoM shift for thicker samples and stronger fields. However, Fig. 5 further shows that for the same thickness and similar fields, the CoM shift is very similar for the different specimens: the CoM shift at a specific thickness and field seems to be largely independent of the structure (at least for the three structures considered). Moreover, the channelling and non-channelling cases both appear to have shifts in the CoM that increase linearly with net electric field strength (as per the prediction of Eq. (1)) at a given sample thickness provided this thickness is below that where the 'turning point' behaviour is seen as in LiNbO 3 at 650 Å. In light of this, a phenomenological fit for the CoM shift against field and thicknesses was sought in the form
Using data only up to 600 Å, since the ansatz of Eq. (2) is inadequate to account for the turning point behaviour seen in the LiNbO 3 plot in Fig. 4(a) , we find that α = 4.1 × 10
gives the best fit. The Eq. (2) fit result is the basis of the solid grey lines shown in Fig. 5 , which are seen to constitute a notable improvement over the Eq. (1) prediction, being in good agreement for all the data save perhaps LiNbO 3 for the largest thicknesses and fields. We stress that Eq. (2) is a phenomenological fit: we are unable to provide a justification on physical grounds. Despite the Beer-Lambert law form of the phenomenological correction factor, the PACBED patterns in Fig. 4(b) show a redistribution of electrons which does not seem amenable to interpretation in absorptive terms. If the fit proves more general than the three case study materials considered here, it could be used as the basis of a correction scheme to deduce the electric field strength from a CoM signal provided an independent measure of the thickness was available.
The effects of specimen tilt
Non-zero CoM signals imply a directional asymmetry in the diffraction pattern. To map electric fields using STEM DPC the asymmetry in the diffraction pattern should ideally only be due to the electric field. However, long-range electric field is not the only possible cause of directional asymmetry in the diffraction pattern. Though the effect did not manifest in the domain interior simulations of the previous section, MacLaren et al. [25] have shown that scattering from asymmetric atomistic structures can give rise to significant CoM shifts. In similar vein, sample mistilt away from the zone axis, even if too small to be evident in imaging modes such as ADF, can also lead to significant CoM shifts. In this section we show that specimen tilt, and the combination of specimen tilt and a long-range electric field, can provide CoM shifts of a similar magnitude to that from fields alone. Determining the extent to which the effects of tilt can be distinguished from those of long range electric field is therefore important when quantitative measurement of electric fields is sought. Figure 6 shows a mosaic of simulated PACBED patterns from BaTiO 3 for a variety of field strengths and tilt angles, all on the same intensity scale. The sample thickness used is 800 Å since, as per Fig. 4(a) , this maximises the CoM shift for BaTiO 3 and thus represents the "best case scenario" for reliable field imaging via DPC for this material. The sample tilt is defined via the centre of the Laue circle, the direction of which is set parallel to the internal electric field.
For a fixed value of tilt, increased field strength leads to an appreciable redistribution (but not simply a rigid shift) of the intensity to the right in the images, consistent with the findings of the previous section. For the zero field case, tilt alone is also seen to produce a significant redistribution in intensity, shifting towards the right for positive tilt and left for negative tilt. The combination of field and tilt allows a redistribution of the intensity in either direction depending on the relative influences of these two factors. While the extremum cases of ±12 mrad are likely to be identifiable as misaligned, through visual inspection alone it is very difficult to distinguish between the effects of field and small tilt on the redistribution of intensity within the PACBED pattern.
If it is difficult to distinguish field and tilt on inspection of the full PACBED pattern, the single-number CoM metric alone certainly cannot do so. This is seen in the CoM map shown in the bottom left of Fig. 6 , with the horizontal and vertical axes corresponding to the same values sampled in the above mosaic. The diagonal same-colour contours show that the same CoM shift can be achieved for various combinations of field strength and tilt. It is therefore desirable to identify a simple metric that would help distinguish field strength and tilt. The bottom right of Fig. 6 shows a second moment (moment of inertia) map of the diffraction patterns, effectively a measure of how much the electron intensity spreads away from the CoM of the diffraction pattern [29] . Unlike the first moment, the second moment varies with tilt much more than it does with electric field. This conforms with the visual impression given by the PACBED pattern mosaic in Fig. 6 that tilt variation leads to a greater spreading beyond the edges of the bright field disk whereas field variation leads to more subtle intensity redistribution within it. However, the magnitude of the second moment variation is small, and so its sensitivity to tilt may be low. Figure 7 gives an alternative perspective on the ambiguity between tilt and electric field, plotting the CoM for (a) fixed field strengths as a function of tilt, and (b) fixed tilts as a function of field strength. Again, it is seen that a wide range of combinations of electric field and sample tilt can provide the same magnitude CoM shift. Figure 7 (a) does, however, suggest a modest difference in the variation in CoM as a function of tilt depending on the field strength. Thus experimentally recording a DPC image series for a range of tilts may go some way towards uncoupling the sample field and tilt ambiguity. Note, though, that this would still require quantitative comparison between simulation and experiment.
That mistilt away from zone axis orientation can lead to a CoM shift casts doubt on whether the DPC image of the LiNbO 3 specimen in Fig. 1 can be interpreted as reflecting solely the polarization structure of the sample: in this fabricated grain boundary some mistilt between the two grains is almost inevitable. The issue of misoriented adjacent domains could be still more limiting in polycrystalline samples, where adjacent grains often have quite different orientations. In so much as the BaTiO 3 sample imaged in Fig. 1 is a single crystal, no mistilt is expected between adjacent domains and so the change in contrast is more reliably indicative of polarization structure. Still, for such single crystal samples the entire sample may still have a small mistilt. Figure 8 explores the scenario of two adjacent polarization domains in 800 Å thick BaTiO 3 with the same mistilt. The tilt direction is parallel to the polarization in domain A, but, because of the 90
• domain wall, is perpendicular to the polarization in domain B. CoM shifts in both the x and y directions are plotted as a function of tilt. In each domain, the CoM in the y direction is virtually the same across all tilts, but changes appreciably from domain A to domain B, consistent with the change in polarization direction between the two domains. In the x direction, the CoM reproduces the behaviour seen for the zero-field case in Fig. 7 , varying linearly for domain B where the field component in the x direction is zero, but having some curvature for domain A where tilt and field align. In this case the CoM shift in any single direction seems influenced only by the components of electric field or tilt in that direction, though, given the complexities of channelling, this result may not be general. Moreover, if the mistilt is not too large, the relative shift in CoM between the two domains is largely independent of tilt, meaning that the change in field is fairly reliable.
Segmented detector optimization
The results presented thus far consider the exact CoM of the diffraction patterns, a quantity which, in the phase object approximation, is directly related to the long-range electric field. Pixel detectors with small enough pixel size can measure the exact CoM of a diffraction pattern. Obtaining four-dimensional datasets where full CBED patterns are recorded as a function Figure 6 : PACBED patterns of BaTiO 3 at 800 Å for a range of tilts and fields (image dimensions are 92 mrad × 92 mrad). Tilt is defined via the centre of the Laue circle, the direction of which is set parallel to the internal electric field. Shown below are the first moment (left) and second moment (right) for each tile with the x and y axes having the same progression as the mosaic above. of probe position has long been limited because detector readout speeds have been too slow to allow stable, high resolution scans. Advances in pixel detector design and data read-out speeds are starting to change this [19, 27, 39, 40] , although such imaging is not yet routine. Segmented detectors, a more established technology, can provide an estimate of the CoM by summing over all segments the product of the fraction of diffraction pattern intensity falling on that segment and the CoM coordinate of that segment [29, 41] . In what follows, all CoM values for segmented detector arrangements have been calculated in this way. Segmented detectors offer the ability to acquire STEM DPC maps in "live imaging", 4 i.e. at the few-second-long refresh rate of the scan during the experiment [18] . This gain comes at a price: segmented detectors only produce an approximation to the true CoM of the diffraction pattern, because the extent of the integrating detector segments means that information about the detailed electron intensity redistribution across each individual segment is lost. Nevertheless, there is some evidence that segmented detectors give a good approximation to the true CoM in atomic resolution STEM DPC imaging [41] . In this section we explore whether the same can be said of low magnification imaging. Figure 9 compares the actual CoM shift against measurements by a detector comprising sixteen segments [17, 21] , in the form of three nested annuli around a central disk, all divided into quadrants for thicknesses of 200 Å, 400 Å and 800 Å for both BaTiO 3 and LiNbO 3 , assuming field strengths corresponding to these materials' respective saturation polarizations. For ease of reference, in what follows we shall refer to "rings" of the detector counted out from the centre, the first ring referring to the central disk and the subsequent rings referring to the surrounding annuli. schematic on the top left of Fig. 9 , assuming a fixed camera length such that the outer edge of the bright field disk bisects the second ring of the detector. For all thicknesses, the segmented detector systematically underestimates the actual CoM shift, and the discrepancy tends to increase with increasing thickness. While there is some variation in the segmented detector estimate of the CoM shift with detector orientation, it is generally smaller than the discrepancy with the true value. Moreover, while an orientation of about 25
• gives marginally better agreement for BaTiO 3 , an orientation of 0
• gives marginally better agreement for LiNbO 3 . In short, accuracy of the CoM estimate is not very sensitive to detector orientation and the advantages of seeking to optimise it for a particular system are marginal. , the comparison as a function of camera length expressed as a ratio of the radius of the bright field disk R BF and the outer radius of the detector R D , as defined in the schematic on the top right of Fig. 9 . We stress that by changing the camera length we mean changing R D only; R BF is fixed at 23 mrad in all calculations presented. For camera lengths between about R BF /R D = 0.2 and R BF /R D = 0.8, this detector is largely insensitive to camera length though it again consistently underestimates the CoM shift. At both high and low camera lengths, clear limiting behaviour is seen. Recall that the CoM calculation involves weighting the intensity in each segment by the CoM coordinate of that segment. In the small camera length limit, where R BF /R D → 0 because R D becomes very large, the calculated CoM diverges as the CoM coordinates of even the innermost quadrants lie increasingly far outside the bright field disk. Conversely, when R BF /R D = 1, i.e. when the bright field disk covers the entire detector, the CoM shift is significantly underestimated since information about intensity redistribution beyond the disk is lost. This would only be exacerbated if camera lengths such that R BF /R D > 1, i.e. the detector is smaller than the bright field disk, were considered. Figs. 9(b) and (d) show that in the vicinity of R BF /R D = 0.1 the estimate for the CoM is in good agreement with the true value. Note, though, that at this camera length the bright field disk spans only a small portion of the innermost detector ring. This accuracy seems thus not to arise because the detector segments give a fine sampling of the diffraction pattern intensity redistribution. Rather, it arises as a necessary consequence of continuity: if the detector underestimates the CoM shift for short camera lengths and overestimates it for long camera lengths, there must be an intermediate length at which it gives the exact result. Bearing in mind that CoM estimates are unlikely to be the only signal one might wish to obtain from a segmented detector, we do not advocate R BF /R D = 0.1 as an optimum condition. Rather, we interpret Figs. 9(b) and (d) as license to use other considerations to select amongst the range of camera lengths which give comparable CoM shift (under)estimates. If structure internal to the bright field disk is of interest, one might select a longer camera length. If the low angle dark field region is of interest, one might select a shorter camera length.
Given the variety of segmented detector designs available, it is worth determining whether these findings carry over to other common configurations and segment numbers. The schematics at the top of Fig. 10 show, in addition to the sixteen segment detector labelled A, three further configurations: B: an eight segment detector, C: a single circular detector split into quadrants and D: an annular ring detector split into quadrants. Figure 10 compares the CoM shift estimates on these four detectors, assuming orientation and bright field disk extents indicated by the coloured shading in the schematics at the top of the figure, against the true "pixel" CoM as a function of sample thickness for BaTiO 3 and assuming an electric field strength corresponding to the saturation polarization. All plots show consistent trends relative to sample thickness, with larger absolute magnitude discrepancies for greater sample thicknesses. Despite only having four segments, configuration C is seen to be in much better agreement with the pixel detector result than configurations A (16 segments) or B (eight segments), both of which systematically underestimate the CoM shift. Configuration D (four segments in an annular ring) overestimates the CoM shift. However, consistent with the discussion around Fig.  9 , we should be wary of drawing conclusions about the best detector from Fig. 10 alone in case our choice of fixed orientation and camera length represents an extreme case. Rather, we take Fig. 10 as liberty to assume smooth behaviour with respect to thickness, allowing us to choose a single thickness value while exploring orientation and camera length for these detectors. Figure 11 presents color plots for the absolute difference between the actual CoM shift and measurement by each selected detector, ∆CoM, as a function of detector orientation (horizontal axis) and camera length (vertical axis). The upper colour maps are for BaTiO 3 while the lower are for LiNbO 3 . All assume 800 Å thick samples and electric fields corresponding to the saturation polarization. The context for the magnitude of these differences then is that, as per Fig. 4 , the true CoM shift for BaTiO 3 under these conditions is 4 mrad while that for LiNbO 3 is 10 mrad.
Measurements by all detectors vary little with respect to detector orientation, the dominant variation being rather with camera length. There is a band of relatively small values of ∆CoM over the full range of orientations and a range of camera lengths that is widest for configuration A and gets gradually narrower for configurations B, C and D. The consistent magnitude of the ∆CoM values shows that the different configurations are all capable of comparably good CoM estimates, within 25% of the true value. The range of orientations and camera lengths over which these values are small indicates an insensitivity to the precise values for the purposes of CoM estimation, a boon to experimental work as it suggests that great care need not be taken in setting these values.
Conclusion
In summary, in thick, on-axis samples and using atomically fine electron probes, electron channelling causes a redistribution of the electron density in the diffraction plane with centre of mass consistently smaller than that predicted by the phase object approximation. There is some scope for phenomenological correction for this effect if the specimen thickness can be determined by other means, but detailed simulation seems to be the most promising method for extracting the maximum amount of information from the full electron scattering distribution.
At least for the specimens considered here, within grain interiors we find that the asymmetry implicit in polar structures does not of itself lead to appreciable variation in the centre of mass of the diffraction pattern. However, small sample mistilt can lead to an redistribution of diffraction pattern intensity similar to that of long range internal fields. Indeed, we find it would be difficult to distinguish these effects without recording full diffraction patterns. In samples where the field of view encom-passes grains with different orientations -such as the fabricated LiNbO 3 bicrystal in Fig. 1 or typical polycrystalline materials -particular care is needed to distinguish field from tilt effects. That said, in samples where there is no mechanism for mistilt between adjacent domains, the contribution by the electric field to a change in CoM between domains is moderately insensitive to mistilt of the entire sample.
We find that segmented detectors tend to underestimate the centre of mass of the diffraction pattern intensity relative to pixel detectors, and that the centre of mass estimates tend to be quite insensitive to detector orientation and relatively insensitive to camera length within reasonable bounds. This applies for some common variants in segmented detector configuration. If one is reconciled to using simulation as an adjunct to interpretation, there seems little advantage to fine tuning detector orientation and camera length. At present, the ease of use of segmented detectors for high resolution imaging makes them competitive relative to pixel detectors, despite the reduced precision in determining the CoM. However, as direct detection technology continues to evolve and the hardware and software for four-dimensional data acquisition and processing improve [19, 27, 39, 40] , the richer datasets provided will likely prove indispensable when seeking to distinguish channelling and sample mistilt effects from those due to the long-range electromagnetic fields of interest.
