We calculate the one-point probability distribution function (PDF) for cosmic density δ in non-linear regime of the gravitational evolution. Under the local approximation that the evolution of cosmic fluid fields can be characterized by the Lagrangian local dynamics with finite degrees of freedom, the analytic expressions of PDF are derived taking account of the smoothing effect. The validity and the usefulness of the local approximation are then discussed comparing those results with N-body simulations in a Gaussian initial condition. Adopting the ellipsoidal collapse model (ECM) and the spherical collapse model (SCM) as Lagrangian local dynamics, we found that the PDFs from the local approximation excellently match the simulation results in the case of the cold dark matter initial spectrum. As for the scale-free initial spectra given by P (k) ∝ k n , N-body result suffers from spurious numerical effects, which prevent us to give a detailed comparison. Nevertheless, at the quality of N-body data, the model predictions based on the ECM and the SCM quantitatively agree with N-body results in cases with spectral index n < 0. For the index n ≥ 0, choice of the Lagrangian local dynamics becomes crucial for an accurate prediction and a more delicate modeling is required, however, we find that the model prediction based on the ECM provides a better approximation to the N-body results of cumulants and PDFs.
Introduction
The probability distribution function (PDF) of the cosmological density fluctuation is a fundamental statistical quantity characterizing the large-scale structure of the universe. In a standard picture of cosmic structure formation based on the cold dark matter scenario, the gravitational evolution of the dark matter distribution plays an essential role for the hierarchical nature of observed luminous distributions. Usually, the evolution of dark matter distribution is believed to be developed from a small initial fluctuation with Gaussian random distribution. While the PDF of density fluctuation retains Gaussian shape in a linear regime, the deviation from Gaussian distribution becomes significant in the non-linear regime of gravitational evolution.
A number of studies in quantifying the non-Gaussian properties of density field have been developed theoretically and observationally. From the numerical and the observational study, a systematic analysis using the cosmological N-body simulation or the observed galaxy distribution yield various phenomenological prescription for the density PDF in the non-linear regime (e.g., Saslaw & Hamilton 1984; Hamilton 1985; Gaztañaga & Yokoyama 1993; Ueda & Yokoyama 1996) . Among them, the lognormal distribution has been long known to fit to the simulations quite accurately (e.g., Coles & Jones 1991; Coles, Melott, & Shandarin 1993; Bernardeau & Kofman 1995; Taylor & Watts 2000) . Recently, Kayo, Taruya & Suto (2001) critically examined this issue using the high resolution N-body simulation with Gaussian initial conditions, and found that the accuracy of the lognormal model remains valid, irrespective of the nature of initial spectra. The weak dependence of the initial spectra was later investigated using the phenomenological models with dark halo approach (Taruya, Hamana & Kayo 2003) .
On the other hand, from the analytical study, a perturbative construction of the PDFs has been exploited by Bernardeau (1992 Bernardeau ( , 1994a ) employing a field-theoretical approach and the predictions including the smoothing effect excellently match the N-body simulations in the weakly non-linear regime. Beyond the perturbative prediction, however, no exact treatment is present and the non-perturbative approximation or the phenomenological approach taking account of the empirical simulation results are necessary. Fosalba & Gaztañaga (1998a) and Scherrer & Gaztañaga (2001) proposed to use a spherical collapse model as a non-perturbative approximation to predict the higher-order moments and PDFs. In their treatment, one assumes that the Lagrangian dynamics of the local density field is simply described by spherical collapse model. Although this approximation clearly misses the non-locality of the gravity in the sense that the evolution of the local density field can be determined by the one-to-one local mapping, the advantage of this treatment is that one can easily calculate the higher-order correction of the moments and PDFs. Further, it turns out that the spherical collapse approximation exactly recovers the leading order results of perturbation theory.
Recently, we generalize the idea of spherical collapse approximation to the local approximation in which the evolution of local density field is characterized by the Lagrangian local dynamics with finite degrees of freedom (Ohta, Kayo & Taruya 2003) . As a demonstration, the PDFs were computed using the ellipsoidal collapse model. In the ellipsoidal collapse model, the local density at a position is expressed as the multivariate function of initial parameters, i.e., the principal axes of the ellipsoid given at the same position. Thus, the relation between the initial and evolved density field cannot be described by the one-to-one local mapping. As a consequence, the local approximation with ellipsoidal collapse model successfully explains the stochastic nature seen in the simulation, i.e., the joint probability between the initial and the evolved density fields, as has been reported by Kayo, Taruya & Suto (2001) . In addition, the leading-order results from the ellipsoidal collapse model correctly reproduce those obtained from the exact perturbation theory.
In the present paper, we extend the previous study to the quantitative comparison between the local approximation and the N-body simulations. Evaluating the PDF of local density fields taking account of the smoothing effect, we consider the validity and the limitation of the local approximation with spherical and ellipsoidal collapse models. The PDFs from the spherical collapse model were previously compared with the N-body simulations in the case with cold dark matter (CDM) power spectrum (Scherrer & Gaztañaga 2001) . In this paper, taking account of the smoothing effect, the N-body results with the scale-free initial spectra as well as the CDM spectrum are compared. This paper is organized as follows. In section 2, we start to review the local approximation of one-point statistics developed by Ohta, Kayo & Taruya (2003) and briefly show how to compute the PDF and the moments from the Lagrangian local collapse model. As representative models of Lagrangian local dynamics, the spherical and the ellipsoidal collapse model are considered. Then, we consider the smoothing effect and discuss how to incorporate it into the model predictions. Based on this, the perturbative calculation of cumulants up to the two-loop order is presented and the qualitative behaviors of the model prediction are discussed in section 3. In section 4, the validity and the usefulness of the local approximation for one-point statistics is investigated by comparing the PDFs and cumulants from the local collapse models with those obtained from the N-body simulations. Finally, section 5 is devoted to discussion and conclusions.
One-point statistics from the local collapse model
In many analytical works on the gravitational evolution of density distributions, the cold dark matter distribution is often treated as the pressureless and non-relativistic fluid. This treatment is not exact, but in a statistical sense, it would provide a better approximation if the scale of our interest is large enough, where no shell-crossing appears in the smoothed density fields. Denoting the mass density and velocity field of fluid by ρ and v, the evolution equations for the fluid in a homogeneous and isotropic background universe are expressed as follows:
where δ is the density fluctuation, δ ≡ (ρ − ρ m )/ρ m . The quantity a is the scale factor of the universe and H is the Hubble parameter given by H ≡ȧ/a. Gravitational potential φ is determined by the Poisson equation:
Below, owing to the local approximation, we consider the one-point PDF of the density fluctuation δ and the higher-order moments taking account of the smoothing effect.
Local approximation
As mentioned in section 1, the analytical treatment of the one-point PDF P (δ) governed by the fluid equations (1)-(3) is generally intractable due to the non-linearity and the nonlocality of the gravity. Beyond the perturbative prediction, a non-perturbative treatment should be exploited. The local approximation is one of the way to treat the one-point PDFs analytically by reducing the Lagrangian dynamics of the fluid motion given by (1)-(3) to the local dynamics with finite degrees of freedom. In this treatment, the time evolution of the local density field δ at a given position is determined by the local dynamics with the initial condition given at the same position in Lagrangian coordinate. Thus, the solution of local density field can be obtained by solving a couple of ordinary differential equation and expressed as a function of initial parameters λ = (λ 1 , λ 2 , · · · , λ n ) given at a Lagrangian position and time, i.e., δ = f (λ, t). In this paper, we consider the spherical and the ellipsoidal collapse models as representative example of the Lagrangian local dynamics (see section 2.1.1 and 2.1.2). In this case, the initial parameters of Lagrangian local dynamics correspond to the linearly extrapolated density fluctuation δ l for the spherical collapse model and the principal axes of initial homogeneous ellipsoid, (λ 1 , λ 2 , λ 3 ) for the ellipsoidal collapse model.
Once provided the functional form of the local density f (λ, t), the one-point PDF of the local density field P (δ; t) (in Eulerian space) can be analytically obtained. With a slight modification of the definition of density fluctuation δ so as to satisfy the normalization condition and the zero-mean of δ (Ohta, Kayo & Taruya 2003) , one has
where the function g is given by
In equations (4) and (5), the function P I (λ) is the probability distribution of the initial parameters, which characterizes the randomness of the mass distribution. From (4), one also calculates the moments of the density fields:
The expressions (4)-(6) are the heart of the analytical treatment in local approximation, which are rigorously derived by considering the evolution equations for the one-point PDFs (Ohta, Kayo & Taruya 2003) .
Spherical collapse model
As simple Lagrangian local dynamics to calculate the function f (λ, t), let us first consider the spherical collapse model (SCM). In the SCM, the evolution of local density at a given position in Lagrangian space is determined by the mass M inside a sphere of radius R collapsing via self gravity:
where Λ is cosmological constant. The above equation is re-expressed in terms of the local density defined by δ = (aR 0 /R) 3 − 1:
where Ω m is the density parameter given by Ω m ≡ 8πGρ m /(3H 2 ). Note that the SCM can be regarded as the monopole approximation of the fluid equations neglecting the shear and vorticity (e.g. Fosalba & Gaztañaga 1998a) , since one obtains the following equation from (1)-(3) with a help of the Lagrangian time derivative, d/dt ≡ ∂/∂t + v/a · ∇:
σ ij = 1 2aH
where σ ij and ω ij respectively denote shear and vorticity tensor.
The exact solution of the equation (7) is obtained in the case of the Einstein-de Sitter universe (Ω m = 1, Λ = 0) and is expressed as the function of linearly extrapolated density fluctuation δ l in parametric form:
for δ l > 0, and
(13) for δ l < 0. The relation between δ and δ l in the above equation is fairly accurate even in the non Einstein-de Sitter universe (e.g. Nakamura & Suto 1995; Fosalba & Gaztañaga 1998b ). We will extensively use (12) and (13) for later analysis. Note that in computing the density PDF, the linearly extrapolated density δ l should be regarded as initial parameter and is treated as a random variable. Assuming the Gaussian initial condition, we have
where the variable σ l is the rms fluctuation of linear density field, σ l = δ 2 l 1/2 .
Ellipsoidal collapse model
The ellipsoidal collapse model (ECM) is an extension of the SCM taking account of the non-sphericity. In this model, the dynamics of the local density is described by the selfgravitating uniform density ellipsoid characterized by the half length of the principal axes α i (i = 1, 2, 3).
The local density of ECM is given by
According to Bond & Myers (1996) , the evolution equations of half length of axes become
The quantity λ ext,i mimics the effect of external tidal shear, which was introduced for the consistency with Zel'dovich approximation:
where λ i denotes the initial perturbation of principal axis and evolves as λ i (t) = D(t)λ i (t 0 ) with the variable D being the linear growth rate. Note that the inclusion of the external tidal term is necessary to reproduce the Zel'dovich approximation when we linearize the evolution equations. 1 In this paper, both cases of the external tidal term are considered in order to reveal the model dependence of the prediction, but in comparing with N-body simulation, the ECM results with linear external tide is presented for brevity. In presence of the external tide, the initial condition is specified by the Zel'dovich approximation. Identifying the variables λ i with the initial parameters of α i , we have
Note that the initial parameters λ i are related to the linearly extrapolated density fluctuation δ l by δ l = λ 1 + λ 2 + λ 3 . Hence, the parameters λ i should be treated as the random variables. For the Gaussian initial condition, the distribution function of λ i is analytically expressed as follows (Doroshkevich 1970 ):
where we define
Note that in contrast to the SCM, the ECM can be regarded as an approximation of the fluid equations taking account of the effect of tidal shear but neglecting the vorticity (Ohta, Kayo & Taruya 2003) . The equation (16) with (17) is re-expressed in terms of the local density δ (c.f., eq.[9]):
Smoothing effect
When we evaluate the statistical quantities from the N-body simulations, the smoothing procedure is often employed to remedy the discreteness of the particle data. In this sense, the smoothing effect is crucial and should be incorporated into the theoretical prediction. In this paper, we adopt the top-hat smoothing and the smoothed density PDFs are computed from both the local approximation and N-body simulation:
where W TH (r; R) is the top-hat smoothing kernel of the radius R.
A systematic method to compute the analytic PDFs taking account of the smoothing effect was first considered by Bernardeau (1994a) based on the perturbation theory. Later, his method was extended to the non-perturbative calculation of the PDF using SCM (Fosalba & Gaztañaga 1998a) . We briefly review the method by Fosalba & Gaztañaga (1998a) .
First notice the fact that in the case of the top-hat smoothing, the leading-order results of cumulants for local density field is not affected by the smoothing in Lagrangian space (Bernardeau 1994a) . Extrapolating this result to the non-perturbative approximation with SCM, one can approximate the evolved local density with top-hat smoothing bŷ
whereδ is the smoothed density and δ l,L is the linear density fluctuation in Lagrangian space.
To relate the quantity δ l,L with that in Eulerian space, δ l,E , we recall the fact that the radius R defined in the Eulerian space roughly corresponds to the radius R(1 +δ) 1/3 in Lagrangian space. Thus, we have
Substituting (27) into (26) and identifying the linear fluctuation δ l,E with the smoothed linear fluctuationδ l , the relation betweenδ andδ l becomeŝ
The above relation can be further simplified by the running index γ defined by
where n is the index of the initial power spectrum, P (k) ∝ k n . Notice that the above expression is still valid in the non power-law cases of the initial power spectrum. The remarkable feature in the relation (28) or (29) is that the leading order result of the cumulants obtained from the perturbation theory is exactly recovered by the local approximation with SCM.
Owing to this noticeable fact, we extend to use the result (29) to the local approximation with the ECM. In this case, the smoothed density field is related to the top-hat filtered principal axisλ i given by:f
Adopting this form, the PDF (4) becomes
withĝ(λ, t) beinĝ
The above equations apparently seem difficult to evaluate because of the implicit relation of the functionsf andλ. However, this apparent difficulty can be eliminated by introducing the following variables:
Then the equation (31) becomes
where the quantitiesĝ andN E can be recast aŝ
Also, the Jacobian |∂λ j /∂λ
Note that the term
) is related to the velocity divergence and is expressed as θ = iα i /(Hα i ) − 3 in the case of the Einstein-de Sitter universe. Thus, provided the solution of the equations for ECM (eqs.
[15]-[17]), the smoothed density PDF can be numerically evaluated by substituting the solution f (λ, t) into the above equations. Similarly, the higher-order moments of the local density becomes
In what follows, we simply denote the smoothed density fieldδ by δ.
Perturbation theory in Ellipsoidal Collapse Model
Before proceeding to compare the theoretical models with N-body simulations, it is useful to examine the perturbative analysis of the local collapse models. In this section, based on the ellipsoidal collapse model, we present the perturbative calculation of the cumulants of density field. The differences between the model predictions as well as the qualitative behaviors are also discussed in section 3.3.
Here and in what follows, we treat the evolution of local density in an Einstein-de Sitter universe. In this case, the linear growth rate D is simply proportional to the scale factor a. Let us denote the half-length of the principal axis α i by
Then, regarding the scale factor a as time variable, the equation (16) is transformed to
In terms of the variable ζ i , the quantities b i and δ are expressed as
Note that both of the quantitiesb i and ∆ are of the order of O(ζ 2 ).
Below, we separately give the perturbation results in the ellipsoidal collapse model with non-linear external tide and with linear external tide. Note that the leading-order results for the cumulants in each model exactly coincide with each other and reproduce those of the exact perturbation theory (e.g., Bernardeau 1994a,b).
Ellipsoidal collapse model with non-linear external tide
In the case of the model with non-linear external tide, the quantity λ ext,i is given by (5/4)b i and the right hand side of the equation (39) becomes 3ζ i /2 + O(ζ 2 ). Then We have
This equation can be perturbatively solved by substituting the series expansion
into the above equation. Under the initial condition (19), one formally obtains the expression of the coefficient ξ
where we have only considered the growing mode of the solutions. Note that the coefficient ξ
is the variable of the order of O(λ j ).
Based on the result (45), the perturbative expansion for the evolved density, δ = i δ (i) , can be constructed from the relations (15), (38) and (40). The results up to the seventh order become 
where δ l denotes the linear fluctuation given by δ l = λ 1 + λ 2 + λ 3 . Here, we introduced the quantities J 1 ≡ x 2 + xy + y 2 and J 2 ≡ (x − y)(2x + y)(x + 2y) with the variables x and y being x = λ 1 − λ 2 and y = λ 2 − λ 3 , respectively.
Once provided the perturbative solution for the non-smoothed density field, cumulants for the smoothed density is calculated as follows. From the perturbative inversion of the relation (30), the smoothed densityδ is obtained and the normalization factorN E is first calculated by substituting this into the definition (32). Using the probability distribution of initial parameter (21), the resultant expression becomes 
up to the order O(σ 6 l ). Then, the moments for the smoothed density δ N is evaluated from the relation δ N = i dλ iĝ N /(1 +ĝ) P I (λ) (c.f. eq.
[6]). Finally, the perturbative correction for the variance σ 2 = δ 2 , the skewness S 3 = δ 3 /σ 4 and the kurtosis S 4 = ( δ 4 − 3σ 4 )/σ 6 are obtained and can be summarized as series expansion of σ 2 l as follows:
The resultant expressions for the coefficients s 2,i , S 
for the variance, 
for the skewness and 
for the kurtosis.
Ellipsoidal collapse model with linear external tide
For the perturbative solution in the model with the linear external tide, the calculation is slightly reduced if we introduce the quantities A = ζ 1 +ζ 2 +ζ 3 , B = ζ 1 −ζ 2 and C = ζ 2 −ζ 3 . Recalling the fact that the external tidal term becomes λ ext,i = λ i − (λ 1 + λ 2 + λ 3 )/3, the evolution equation (39) is rewritten with
Note also that the right hand sides of the equation (66)- (68) are of the order of O(λ 2 ).
Similar to the procedure in section 3.1, the perturbative expansion for the density δ is constructed from the perturbative solutions of A, B and C. After a tedious but a straightforward calculation, the perturbative solutions up to the seventh order become 
The normalization factor of the PDF is 
-16 -for the kurtosis.
Differences between model predictions
To understand both the qualitative and the quantitative behaviors of the above two predictions, we here briefly discuss the systematic dependence of the perturbative results. Table 1 summarizes the numerical values of the coefficients, s 2,i up to the three-loop order, and S 3,i and S 4,i up to the two-loop order for each model with various spectral indices. And using these results, we plot the cumulants up to the two-loop order in figure 1 , where the cumulants are normalized by the leading-order results σ 2 l , S 3,0 and S 4,0 (from top to bottom) and are depicted as function of linear variance σ l . The results from the SCM (short-dashed) are essentially the same results as those obtained by Fosalba & Gaztañaga (1998a) . Note that the leading-order results for the cumulants in all model predictions rigorously coincide with those obtained from the exact perturbation theory (e.g., Bernardeau 1994b), irrespective of the choice of the external tidal term. Figure 1 shows that the differences between the model predictions are generally small for the spectral indices n < 0 and these are expected to become negligible as decreasing n, approaching the non-smoothing results (n = −3) as obtained previously (Ohta, Kayo & Taruya 2003 ). For n = −2, the predictions up to the one-loop order give
for the SCM (Fosalba & Gaztañaga 1998a ) and
for the exact perturbation theory (Scoccimarro & Frieman 1996; Scoccimarro 1997) . Comparing the above results with Table 1 , the numerical values of the coefficients are close to those from the ECM prediction. On the other hand, for the n = 0 case, a large discrepancy appears in the variance σ 2 (Fig.1) . The skewness and the kurtosis also show a relatively large difference. These behaviors are indeed consistent with the PDF shown in figure 5 . The reason why the discrepancy in the model predictions become large as increasing n is partially ascribed to the Jacobian in the smoothed density PDF (34). The expression of the Jacobian |∂λ j /∂λ ′ k | in (36) contains the quantity related to the velocity divergence θ multiplied by the spectral dependent factor, γ/6. In previous study of the non-smoothing case (Ohta, Kayo & Taruya 2003) , we found that while the differences between the model predictions are almost negligible for the density fields, a large difference appears in the velocity divergence θ. This readily implies that the differences between the model predictions also become significant in the present case, depending on the factor γ = −(n + 3). In other words, for a large deviation from γ = 0, the model predictions sensitively depend on the choice of the Lagrangian local dynamics in local approximation. That is, not only the evolution of local density but also the evolution of velocity field should be devised to approximate the fluid dynamics precisely. This point is important and should be kept in mind when comparing the prediction with N-body simulations (see Sec.4.2).
Comparison with N-body simulations
We are now in position to discuss the validity and the usefulness of the local approximations comparing the theoretical prediction with N-body simulations. For this purpose, we specifically use the N-body data for the scale-free models with initial power spectra P (k) ∝ k The PDFs in the scale-free models are compared in section 4.2. In comparing the prediction with simulation, we also present the perturbation results of local approximation obtained in previous section.
ΛCDM model
The validity of the local approximation using the SCM has been previously studied by Scherrer & Gaztañaga (2001) in the case of the standard CDM model and a good agreement with N-body simulation was found. We thus expect that the local approximation with both the SCM and the ECM also provides an excellent agreement with N-body simulation in the case of the ΛCDM model. −1 Mpc (from top to bottom). In figure 2 , the PDFs from the SCM and the ECM with linear external tide are depicted as long-dashed and solid lines, respectively. We also calculated the PDFs from the ECM with non-linear external tide, but the results are almost the same as obtained from the ECM with linear external tide. Clearly, these models almost coincide with each other and the agreement with N-body results is excellently good. For comparison, we also plot the empirical model of the lognormal distribution (short-dashed):
with σ 2 LN = log(1 + σ 2 ). Here the quantity σ denotes the variance of the local density field, which is estimated from the N-body simulation. Albeit the simplicity of the analytical expression (90), the lognormal PDFs also approximate the N-body results quite accurately. Agreement with N-body simulation still remains good even at the high-density tails of small radii, R = 2 and 8h −1 Mpc. Bernardeau & Kofman (1995) discuss the successful lognormal fit of the PDF in the CDM models based on the perturbation results.
In order to check the accuracy of the model predictions, we quantify the cumulants of the density fields. In figure 3 , we plot the variance σ 2 , the skewness S 3 ≡ δ 3 /σ 4 and the kurtosis S 4 ≡ ( δ 4 −3σ 4 )/σ 6 as a function of smoothing radius (from top to bottom). In each panel, the crosses with error bars indicate the results obtained from the N-body simulations, while the open-squares show the results from the local approximation with ECM, in which the moments δ N are calculated from the full knowledge of the PDF P (δ) (see eq.
[37]). On the other hand, the short-dashed and the long-dashed lines are the perturbative calculations of the cumulants based on the ECM up to the one-loop order and the two-loop order, respectively(see Sec.3.2). As a reference, we also plot the leading-order(tree-level) prediction in dotted lines. In contrast to a naive expectation from figure 2, the ECM prediction based on the PDF significantly deviates from the N-body results at the smaller radius, R < ∼ 8h −1 Mpc, although it roughly match the perturbation results up to the two-loop order. Kayo, Taruya & Suto (2001) remarked that the origin of this discrepancy might be due to the fact that the density field δ in N-body simulation does not extend the entire range between −1 and +∞, but rather is limited in the range, δ min < δ < δ max owing to the finite size of the simulation box. Indeed, a closer look at figure 2 reveals that there exist the sharp cutoff at the high-density tails of simulated PDF(arrows in each panel). To examine the significance of this effect, the ECM predictions of the cumulants taking account of the finite range [δ min , δ max ] are plotted in figure 3 (cutoff-1, open-triangles) . The cutoff values δ min and δ max are estimated from the N-body data. Further, in figure 3 , we plot the prediction taking account of the cutoff values determined from the simple assumptions that (i) the major effect for the finite range of δ comes from the finite sampling effect and (ii) the theoretical PDF is correct if the box size of the simulation becomes infinite. We then have (Kayo, Taruya & Suto 2001) :
where P (δ) is the PDF obtained from the ECM. The resultant cutoff values (δ min , δ max ) are plotted as function of smoothing radii in figure 4 .
The resultant amplitudes of the cumulants are significantly reduced and the model prediction turns out to reproduce the simulation data very well in the case using the Nbody data (cutoff-1). This readily implies that the apparent discrepancy in the cumulants mainly comes from the limited range of the density in PDF and one concludes that the local approximation with ECM provides an accurate prediction for both the density PDF and the cumulants in the ΛCDM model. Similarly, one expects that the accuracy of the model prediction still remains good for the local approximation with SCM. Note, however, that the predictions with (91) still exhibits the discrepancy at the smaller scales R
Mpc. This means that the finite sampling effect might be a major numerical effect for the limited range of the density, but still not enough. The discreteness effect could be an important source for causing the discrepancy on small scales. This point is particularly important for selfconsistent calculation of cumulants and should be treated carefully. Keeping these remarks in mind, we next proceed to the scale-free models.
Scale-free models
N-body simulations in scale-free model with index n ≤ −1 generally suffer from spurious numerical effects compared to the CDM case, which significantly affects the statistical properties of mass distribution (e.g., Colombi, Bouchet & Hernquist 1996) . This is not exceptional in our case. Figure 5 shows the density PDFs for n = −2 to 0 models at different smoothing radii; R = 0.15, 0.1 and 0.02L BOX . For larger smoothing radii, the PDF obtained from the simulations (open-squares) has a sharp cutoff at high-density tails. Because of this, the amplitude of the cumulants is significantly reduced and the N-body simulation fails to even reproduce the leading-order results of perturbation theory (see Figs.6 and 7) . Nevertheless, focusing on the moderately non-Gaussian tails of PDF, we find that the predictions based on the SCM and ECM shows a good agreement with N-body simulations for smaller spectral indices, n = −2, −1. Especially at the non-linear scale (R = 0.02L BOX ), the PDF from the ECM seems to improve the prediction, compared to the results obtained from the SCM. This is even true for the spectral index n = 0, indicating that the ECM provide a more physical model of Lagrangian local dynamics than the SCM. Interestingly, the lognormal model also provides a good approximation to the N-body simulations, irrespective of the nature of the initial spectra and the smoothing scales. Apparently, this contradicts with the perturbation results which predict the strong spectral dependence in weakly non-linear regime (Bernardeau 1994b) . As stated by Bernardeau (1994a) and Bernardeau & Kofman (1995) , however, the perturbation results themselves resemble the lognormal PDF near the index n = −1. Further, a systematic comparison with lognormal prediction done by Kayo, Taruya & Suto (2001) , who basically used the same N-body data as ours, shows that the lognormal model prediction tends to deviate from simulation for n = 0, + 1 in the weakly non-linear regime even if the cutoff of the PDF is taken into account. Thus, no serious contradiction is found at least at the quality of our data. Now, consider the cumulants of the density fields. Figures 6 and 7 show the variance, the skewness and the kurtosis, which are compared with the prediction from the SCM and the ECM, respectively. As anticipated from figure 5, the amplitude of the cumulants from N-body data are significantly reduced and the prediction from local approximation without cutoff (open-squares) generally overpredicts the simulation results. A more serious aspect is that the simulation does not converge to the tree-level results of perturbation theory. Even the predictions up to the one-loop correction overpredict the simulation results. As previously remarked by Colombi, Bouchet & Hernquist (1996) , the recovery of tree-level results is difficult for the limited size of N-body simulations and a care must be taken in order to correct the spurious numerical effects. Colombi, Bouchet & Hernquist (1996) devised to correct the finite volume effect to explore the scaling properties of the PDFs. Nevertheless, the general tendency between our simulations and those obtained by Colombi, Bouchet & Hernquist (1996) is quite similar, i.e., the non-linear correction to the skewness and the kurtosis seen in the N-body results is generally small and their amplitudes are nearly constant on scales.
In figures 6 and 7, repeating the same procedure as in the ΛCDM case, we plot the cumulant predictions from the PDF taking account of the cutoff: open-triangles (cutoff-1) and filled-triangles (cutoff-2). Then, the overall behaviors of the model predictions seem to be greatly improved. The agreement between the model prediction and the N-body simulation is reasonably good in both cutoff-1 and cutoff-2 cases except for the strongly non-linear regime, σ l > ∼ 5 . A closer look at these figures shows that the prediction based on the ECM provides a better approximation than that of the SCM especially for the n = 0 case. Note, however, that most of the prediction for the variance slightly overpredict the simulation except for the n = −2 case. The overprediction might be partially ascribed to the cutoff of the density [δ min , δ max ], since the the width of the PDF quantified by the variance sensitively depends on the cutoff. On the other hand, the reduced amplitudes S 3 and S 4 rather characterize the shape of the PDF, which could be, in principle, less sensitive to the cutoff of the high-density tails than cumulants themselves if the tails of PDF converges to zero enough. Actually, the shape of the predicted PDF resembles that of the PDF in the simulations as in figure 5 . The same tendency has been previously reported by Fosalba & Gaztañaga (1998a) .
Thus, at a level of the quality of N-body data, the local approximation with both the SCM and the ECM works reasonably well and the approximation with ECM even slightly improves the prediction. Of course, one must still care about the cutoff density arising from the spurious numerical effects. In this respect, the validity of the local approximation may just reach at an acceptable level. In addition, another important caveat is drawn from the strong model dependence of the predictions. As discussed in section 3.3, the local approximation itself becomes more sensitive to the choice of the Lagrangian local dynamics as the deviation from the spectral index n = −3 gets larger. This is clearly seen in the strong model dependence of the one-point PDF (Fig. 5 ) and the non-linear correction for the cumulant prediction (Fig. 1) . Further recall the fact that the linear variance σ l scales as σ l ∝ R −(n+3)/2 . This means that slight decrease of the smoothing radius R significantly increases the linear variance on non-linear scales, σ l > ∼ 1. Hence, one expects that the model prediction for n ≥ 0 suffers from the non-linear corrections more seriously, compared to the initial spectra n = −2, −1 or ΛCDM. Therefore, the local approximation with ECM should be used with caution for the index n ≥ 0.
Conclusion and discussion
In the present paper, we critically examined the validity and the usefulness of the local approximation to the PDF and the cumulant predictions. Adopting the ellipsoidal and the spherical collapse model as representative model of the Lagrangian local dynamics, the PDFs and the cumulants are calculated taking account of the smoothing effect and the resultant predictions are compared with the N-body simulations with a Gaussian initial condition. Due to the cutoff of the density arising from the spurious numerical effects, the detailed comparison in cumulants becomes difficult, and the correction for the cutoff density should be self-consistently incorporated into the model prediction. At a level of the quality of the N-body data, however, the local approximation with both SCM and ECM successfully reproduces the N-body results for the PDFs and the cumulants, although a self-consistent calculation of local approximation presented in this paper (labeled by "cutoff-2") is still needed to be improved. This is indeed the case of the ΛCDM model and the scale-free models with indices n = −2, − 1. For the scale-free model with n = 0, while the discrepancy between the model prediction and the simulation result is manifest in the local approximation with SCM, the agreement with N-body results still remains good for the ECM prediction. The detailed discussion reveals that the prediction based on the local approximation sensitively depends on the slope of the initial spectrum and that the predictions for n > 0 become more sensitive to the non-linear dynamics of the local collapse model. Thus, a more delicate modeling of the Lagrangian local dynamics is required for an accurate prediction. Taking this point carefully, we therefore conclude that the local approximation with SCM and ECM provides an excellent approximation to the N-body simulations for CDM and scale-free models with n < 0 in both the linear and the non-linear regimes, 0 < ∼ σ l < ∼ 5, while the local approximation should be used with caution in the n ≥ 0 cases.
In this paper, we found that the predictions based on the ellipsoidal collapse model somewhat improve the approximation, however, the degree of the improvement is not so large as long as a CDM-like initial spectrum (i.e., effective spectral index n eff = −3 − d log σ 2 l /d log R < 0) is concerned. Compared to the prediction from the spherical collapse model, the calculation of PDF from ellipsoidal collapse model is rather complicated and require a time-consuming numerical integration. It seems that the spherical collapse model provides a simpler prescription for the PDF in real space and is practically more useful than the ellipsoidal collapse model. However, if one considers the one-point statistics in redshift space, the situation might be changed drastically. As reported by Scherrer & Gaztañaga (2001) , the local approximation with spherical collapse model only provides a good approximation to the redshift space PDFs when σ l < ∼ 0.4. A part of this reason is ascribed to the fact that the model prediction cannot recover the linear perturbation result, referred to as the Kaiser effect (Kaiser 1987) ; the variance in the redshift space, σ 
