Abstract. We study asymptotic distribution of zeros of random holomorphic sections of high powers of positive line bundles on projective homogenous manifolds. We work with a very general class of distributions that includes real and complex Gaussians. We prove that normalized simultaneous zero currents of i.i.d. random holomorphic sections, orthonormalized on a regular compact set, converges almost surely to the expected limit distribution. As a special case, we obtain that normalized zero measures of m i.i.d random polynomials, orthonormalized on a regular compact set K ⊂ C m , are almost surely asymptotic to the equilibrium measure of K.
Introduction
Study of asymptotic distribution of zeros of real Gaussian random polynomials goes back to Kac [23] . A classical result due to Hammersley [20] asserts that normalized zeros of complex Gaussian random polynomials of large degree tend to accumulate on the unit circle. More generally, Bloom [4] studied the zero distribution of Gaussian random polynomials orthonormalized on a regular compact set K ⊂ C with respect to a measure on K satisfying Bernstein-Markov property (see section 1.1) and proved that normalized zeros are asymptotic to the equilibrium measure of K (see also [5] for weighted case). On the other hand, there has been recent interest on distribution of zeros of random polynomials in higher dimensions. For a regular compact set K ⊂ C m and a measure τ on K satisfying the Bernstein-Markov property, Bloom and Shiffman [7] generalized the results of [4] to higher dimensions. Namely, for ensembles of random polynomials P n of degree n endowed with Gaussian probability measure induced by L 2 (τ ) they proved that expected normalized zero currents of k independent identically distributed Gaussian random polynomials orthonormalized on K converges to an expected limit distribution. Moreover, Shiffman [24] established the almost everywhere convergence of normalized zero currents to the expected limit distribution. However, beyond the complex Gaussian coefficients case not much is known about the distribution of zeros of random polynomials in higher dimensions. More recently, Bloom and Levenberg [6] studied this problem under more general distributions and they generalized the result of [7] . Moreover, they posed the almost everywhere convergence of normalized zero currents of k i.i.d random polynomials in P n to the expected distribution as an open problem. We address this question in the affirmative for a class of even more general distributions.
Our setting is as follows: Let X be a projective manifold of complex dimension m and L → X be a positive holomorphic line bundle. We also let ω be a smooth positive (1, 1) form representing c 1 (L), the first Chern class of L. Given a non-pluripolar compact set K ⊂ X and a continuous weight function q : K → R the weighted global extremal function V bounded potentials, it follows from Bedford-Taylor theory [1] that the exterior powers T k K,q := T K,q ∧ T K,q ∧ · · · ∧ T K,q are well defined positive closed (k, k) currents for each 1 ≤ k ≤ dim X. In particular, the top degree self-intersection defines a (positive) measure on X.
Given a measure τ on K satisfying the Bernstein-Markov property one can define an inner product on the space of sections H 0 (X, L ⊗n ) (see section 2.4 for details). We fix an orthonormal basis {S n j } dn j=1 for H 0 (X, L ⊗n ) induced by L 2 (τ ). Then each s n ∈ H 0 (X, L ⊗n ) can be written as
We assume that a (n) j are real or complex valued i.i.d random variables whose distribution law is of the form P := φ(z)dλ(z) satisfying (1.1) 0 ≤ φ(z) ≤ C for some C > 0 (1.2) P{z ∈ C : |z| > R} ≤ C (log R) ρ for sufficiently large R > 0 where λ is the Lebesgue measure on C and ρ > dim X + 1. If φ is a function defined on real numbers then we replace φ(z)dλ by φ(x)dx. We remark that our setting includes standard real and complex Gaussian distributions of mean zero and variance one. Recall that, in the later case the tail decay of the integrals is of order e −R 2 . We identify S n = H 0 (X, L ⊗n ) with C dn where d n := h 0 (X, L ⊗n ) and endow it wih the product probability measure µ n induced by P. We also consider S ∞ := ∞ n=1 S n as a probability space endowed with the product measure µ := µ n . For a system S n = (s 
where Φ is a (m − k, m − k) test form on X and µ k n = µ n × · · · × µ n is the k-fold product measure. Theorem 1.1. Let L → X be a positive holomorphic line bundle over a projective manifold X and K ⊂ X be a locally regular compact set with a continuous weight function q : K → R and endowed with a measure satisfying Bernstein-Markov property. Then
in the sense of currents as n → ∞. Moreover, if the ambient space X is complex homogeneous then almost surely
in the sense of currents as n → ∞.
The proof of Theorem 1.1 is based on induction on bidegrees. To prove almost everywhere convergence for k = 1, we use Kolmogorov's strong law of large numbers which requires a variance estimate (Lemma 4.2). To obtain the variance estimate we make use of exponential estimates for qpsh functions which can be considered as a global version of uniform Skoda integrability theorem. Finally, we use extremal property of V K,q to dominate quasi-potentials of limit points of random sequence of zero currents { Z sn } n≥1 . In higher bidegrees, we work with super-potentials of positive closed currents. Recall that the super-potentials of positive closed currents were introduced by Dinh and Sibony [13, 14] which extends the notion of quasi-potentials of positive closed (1, 1) currents.
Distribution of zeros of Gaussian systems of i.i.d. random holomorphic sections of high powers of a positive line bundle on a projectve manifold was studied by Shiffman and Zelditch [25, 26, 27] . More precisely, the randomization in [25] is obtained by endowing PH 0 (X, L ⊗n ) with the FubiniStudy volume form. In particular, if the ambient space is homogenous our results generalizes that of [25, 24] . Note that our proof is partly based on resolution of ∂∂-equations with qualitative estimates (see Theorem 2.1) which requires the ambient space to be homogenous. It would be interesting to know if one can prove such equidistribution results on arbitrary projective manifolds. More recently, Dinh and Sibony [12] studied this problem by endowing PH 0 (X, L ⊗n ) with a more general class of probability measures, particularly moderate measures. It follows from [16] that a measure is moderate if it is a Mongé-Ampere measure of a Hölder continuous function.
1.1. Distribution of zeros of random polynomials on C m . In the special case, let K ⊂ C m be a non-pluripolar compact set, q : K → R be a continuous function and τ be a measure on K so that the triple (K, q, τ ) satisfies the Bernstein-Markov property, that is
for all p ∈ P n and lim sup n→∞ (M n )
is given by usc regularization of
We assume that V K,q is continuous psh function on C m which implies that V K,q = V * K,q . Recall that if K is locally regular then this is the case (see for instance [28, Prop. 2.13] ). Now, we let {P n j } be an orthonormal basis for P n with respect to the inner product
Then each f n ∈ P n can be written as
where we assume that a (n) j are i.i.d. complex (or real) valued random variables whose distribution satisfies (1.1) and (1.2) with ρ > m+1. We denote simultaneous zero locus of k-tuples of i.i.d random polynomials by
where 1 ≤ k ≤ m and F n = (f 1 , f 2 , . . . , f k ) and f j ∈ P n . We also let
denote the normalized zero current. Note that by Bertini's theorem for generic F n we have
We consider C m ⊂ P m =: X as an open chart where P m is endowed with the hyperplane bundle L := O(1) together with the Fubini-Study metric h F S . Recall that the elements of H 0 (P m , O(n)) can be identified with the homogenous polynomials in m + 1 variables of degree n. Thus, restricting them to C m , we may identify H 0 (P m , O(n)) with the space of polynomials P n of total degree at most n and the smooth metric h F S can be represented by the weight function 
in the sense of currents as n → ∞. Moreover, almost surely
Finally, we remark that conditions (1.1) and (1.2) with ρ > 2 are not optimal in the case of X = P 1 and K = S 1 the unit circle in C with q ≡ 0. It was observed in [22] that the normalized zero measures Z fn of i.i.d random polynomials f n ∈ P n converges almost surely to the Lebesgue measure 2. preliminaries 2.1. Positive closed currents and super-potentials. Let X be a connected compact complex manifold and Aut(X) denote the group of holomorphic automorphisms of X. Following Bochner and Montgomery [8] , Aut(X) is a complex Lie group. We say that X is homogeneous if Aut(X) acts transitively on X. In the sequel, we let (X, ω) be a compact Kähler homogeneous manifold of dimension m. It follows from [9] that X is a direct product of a complex torus and a projective rational manifold. In particular, complex projective space P m and (P 1 ) m are among the examples of such manifolds.
For 1 ≤ k ≤ m, we let C k denote the set of all positive closed bidegree (k, k) currents on X which are cohomologous to ω k . This is a compact convex set. For a current T ∈ C k , we denote its action on a test form Φ by T, Φ . For a smooth (p, q) form Φ denote by Φ C α the sum of C α -norms of the coefficients in a fixed atlas. Following [13] , for α > 0 we define a distance function on C k by
where Φ is a smooth (m − k, m − k) form on X. It follows from interpolation theory between Banach spaces [29] that
where δ a denotes the Dirac mass at a and a − b denotes the distance on X induced by the Kähler metric ω. We also remark that for α > 0 topology induced by dist α coincides with the weak topology on C k (cf. [13, Prop. 2.1.4]). In particular, C k is a compact separable metric space. Let T ∈ C k with 1 ≤ k ≤ m then by dd c -Lemma [18] there exists a real (k − 1, k − 1) current U, called a quasi-potential of T which satisfies the equation
In particular, if k = 1 a quasi-potential is nothing but a qpsh function. Note that two qpsh functions satisfying (2.1) differ by a constant. When k > 1 the quasi-potentials differ by dd c -closed currents. For a real current U and 0 < r ≤ ∞, we denote the sum of L r norms of its coefficients for a fixed atlas by U L r . The quantity U, ω m−k+1 is called the mean of U. The following result provides solutions to (2.1) with quantitative estimates. The quasi-potential U is obtained in [13] by using a kernel which solves dd c -equation for the diagonal ∆ of X × X (see also [17, 10] 
where ∇K ∞ denotes the sum j |∇K j | and K j 's are the coefficients of K for a fixed atlas of X × X. This implies that for
is well defined (cf. [13, Theorem 2.3.1]). Moreover,
Indeed, let π i : X × X → X denote the projection on the ith coordinate with i = 1, 2. Note that
where the last equality follows from observing that the cohomology class {T − ω k } = 0 in H 1,1 (X, R) and Ω is a linear combination of forms of type β ∧ β ′ with β and β ′ are closed. Super-potentials of positive closed currents were introduced by Dinh and Sibony [13] in the setting of complex projective space P m (see also [14] ). The approach of [13] can be easily extended to compact Kähler homogeneous manifolds. If T is a smooth form in C k , super-potential of T of mean c is defined by
where U R is a quasi-potential of R of mean c. Then it follows that (see [13, Lemma 3.
where U T is a quasi-potential of T of mean c. In particular, the definition of U T in (2.3) is independent of the choice of U R of mean c. Note that super-potential of T of mean c ′ is given by U T + c ′ − c. More generally, for an arbitrary current T ∈ C k super-potential of T is defined by U T (R) on smooth forms R ∈ C m−k+1 as in (2.3) where U R is smooth. Then the definition of super-potential can be extended in a unique way to an affine usc function on C m−k+1 with values in R ∪ {−∞} by approximation (see [13, Proposition 3.1.6] and [13, Corollary 3.1.7] ). Namely,
where R ′ ∈ C m−k+1 is smooth.
Remark 2.2. It follows from Theorem 2.1 that for each T ∈ C k there exists a negative super potential U T of T such that its mean satisfies
Another feature of super-potantials is that for each 1 ≤ k ≤ m, one can define a function 
be sequences of positive closed currents such that T n → T and R n → R in the sense of currents as n → ∞. Then
Next result indicates that super-potentials determine the currents:
Proof. Let Φ be a smooth (m−k, m−k) form. Then there exists C > 0 such that
Currents with continuous super-potentials.
In this section we consider currents T ∈ C k with continuous super-potentials.
We consider the space DSH k−p (X) with the weak topology: we say that Φ n converges to Φ if
• Φ n → Φ in the sense of currents • Φ n DSH is bounded It follows from Theorem 2.1 that if R n → R weakly in C k then there exists negative quasi-potentials U n , U of R n , R such that U n converges to U in DSH k−1 (X). A positive closed current T ∈ C k is called PC if T can be extended to a linear continuous form on DSH m−k (X). We denote the value of the extension by T, Φ . Since smooth forms are dense in DSH m−k (X) the extension is unique. The following result is a consequence of Theorem 2.1 (see [13, Proposition 3.3 .1]).
Proposition 2.5. A positive closed current is PC if and only if T has continuous super-potentials.
The following proposition relates continuity of quasi-potentials to that of super-potentials of a positive closed current.
) T is PC if and only if T has continuous quasi-potentials.
(2) Let R ∈ C k be a PC current and T = ω + dd c u for some continuous qpsh function u. Then T ∧ R is a PC current. In particular,
Proof.
(1) Let T = ω + dd c u where u is continuous and Φ be a current in DSH m−1 (X). We write dd c Φ = ν + − ν − for some measures ν ± ∈ C m . If Φ and ν ± are smooth then
since right hand side is well-defined and depends continuously on Φ ∈ DSH m−1 (X) we conclude that T extends to a continuous linear form on
Then using a regularization of Φ x we see that
since Φ x and T, Φ x depend continuously on x we conclude that u is continuous on X. (2) Since T has locally bounded potentials the current T ∧ R is well-defined [1] . Now, if Φ ∈ DSH m−k−1 (X) is a smooth form then one can define
When Φ is not smooth the right hand side is still well-defined and depends continuously on Φ. Indeed, since R is PC, for every positive closed (m−k, m−k) current S the measure R∧S is well-defined and depends continuously on S. This is because for every smooth function ϕ the current ϕS is DSH. Thus, we can define
Hence, T ∧ R extdens to a continuous linear form on
Super-potentials of intersection products. Let T 1 and T 2 be two positive closed current of bidegree (1, 1) and (k, k) respectively and assume that 1 ≤ k ≤ m − 1. We also let T 1 = ω + dd c ϕ where ϕ is a qpsh function and U T1 denote the super-potential of T 1 of mean zero. Recall that the wedge product T 1 ∧ T 2 is well-defined in the sense of currents if and only if ϕ ∈ L 1 (T 2 ∧ ω m−k ) (see [11, Chapter 1] ). In this case, by [13, §4] the super-potential of T 1 ∧ T 2 of mean zero is given by
whenever R is a smooth form and U R is a smooth quasi-potential of R of mean zero.
2.3. Holomorphic sections. Let X be a projective manifold of complex dimension m. Given a holomorphic line bundle π : L → X we can find an open cover {U α } of X and biholomorphisms ϕ α :
Then the line bundle L is uniquely determined (up to isomorphism) by the transition functions g αβ :
The functions g αβ are non-vanishing holomorphic functions on U αβ := U α ∩ U β satisfying
Recall that a singular metric h is given by a collection {e −ψα } of functions ψ α ∈ L 1 (U α ) which are called weight functions with respect to the trivializations ϕ α satisfying the compatibility conditions ψ α = ψ β + log |g αβ |. We say that the metric is positive if ψ α ∈ psh(U α ) and the metric is called smooth if ψ α ∈ C ∞ (U α ) for every α. Recall that L → X is called pseudo-effective (psef for short) if L admits a singular positive metric. Moreover, we say that L → X is semi-ample if the base locus of L ⊗m is empty for some n ∈ N. If X is complex homogenous manifold then it follows from [21] that every positive closed (1, 1) current T can be approximated by smooth semi-positive forms θ ǫ which are cohomologous to T. In particular, this implies that every psef line bundle L → X on a projective homogenous manifold is semi-ample. In the sequel, we assume that L admits a smooth positive metric h = {e −ψα }. Then its curvature form is locally defined by
which is a globally well-defined smooth closed (1, 1) positive form representing the class c 1 (L) where c 1 (L) is the image of the Chern class of L under the mapping i :
In what follows we assume that ω is normalized so that the volume form dV := ω m is a probability measure.
⊗n is a collection of holomorphic functions satisfying the compatibility conditions s α = s β .g n αβ on U αβ . We denote the set of all global holomorphic sections by H 0 (X, L ⊗n ). The metric h induces an inner product on H 0 (X, L ⊗n ) which is defined by
on U α . By compatibility conditions this definition is independent of α. For s ∈ H 0 (X, L ⊗n ) we let [Z s ] denote the current of integration along the zero divisor of s. Then by Poincaré-Lelong formula, locally we can write
on X where the equality follows from compatibility conditions. Thus, we conclude that
On the other hand, if X is complex homogeneous then for each s ∈ H 0 (X, L ⊗n ) we let
Then by Theorem 2.1 we have
where ϕ s ≤ 0 and 
. In the sequel, we denote the super-potential of Z s by
We remark that above definition of U Zs depends on the choice of the Kernel K(z, ζ). On the other hand, for smooth ν ∈ C m and U ν is a quasi-potential of ν of mean equal to X ϕ s dV then by (2.4) we have
2.4. Bernstein-Markov property. Let K ⊂ X be a non-pluripolar compact set, q : K → R be a continuous function and τ be a measure on K. We say that the triple (K, q, τ ) satisfies the Bernstein-Markov property if
It follows that such a triple induces a non-degenerate weighted inner product on H 0 (X, L ⊗n ) :
we also set
and we fix an orthonormal basis {S
for H 0 (X, L ⊗n ) with respect to the inner product defined by (2.9). Then a section s n ∈ H 0 (X, L ⊗n ) can be written as
where
In the sequel, we assume that a (n) j are i.i.d. complex (or real) valued random variables whose distribution P = φ(z)dλ is absolutely continuous with respect to the Lebesgue measure λ on C and its density function satisfies
Recall that since L is positive there exists a constant C > 0 such that
In what follows, we consider the coefficients a (n) := {a (n) j } j as points in C dn and (C dn , P n ) as a probability space where P n is the d n -fold product measure induced by P. We also denote
is the ℓ 2 norm on C dn . Finally, we define C := ∞ n=1 C dn endowed with the product measure P := ∞ n=1 P n and consider the probability space (C, P). The following lemma will be useful in the sequel:
Proof. We fix ǫ > 0 such that ρ(1−ǫ) > m+1. First, we show that (1.2) implies that with probability one, a (n) ≤ d n e n 1−ǫ for sufficiently large n. Indeed,
where the later defines a summable sequence. Thus, the claim follows from Borel-Cantelli lemma. Since d n = O(n m ) we conclude that lim sup n→∞ 1 n log a (n) ≤ 0 with probability one. On the other hand, since |φ(z)| ≤ C
thus, again, by using Borel-Cantelli lemma we obtain
with probability one. Hence,
2.5. Extremal function. Let K ⊂ X be a non-pluripolar compact set and q : K → R be a continuous function. Following [19] we define the weighted global extremal function V * K,q as usc regularization of
It follows that V * K,q ∈ psh(X, ω), that is,
Theorem 2.8. Let (K, q) be as above then 
of the line bundle L ⊗n ⊗ L ⊗n over X × X. The point wise norm of restriction of S(x, y) to the diagonal is given by
The following result is well-known in the C m setting [7, Lemma 3.2] . Moreover, the argument in [7] can be extended to our setting, see also [2, Theorem 1.5].
Proposition 2.9. Let S n (z, z) denote the Bergman kernel on the diagonal then
for every x ∈ X. Moreover, the convergence is uniform if V K,q is continuous.
The next observation will be useful in the sequel.
Proposition 2.10. For µ-a.e. {s n } ∈ S ∞ lim sup
for every x ∈ X.
Proof. We write
then by Cauchy-Schwarz inequality
thus the assertion follows from Lemma 2.7 and Proposition 2.9.
Expected distribution of zeros
In this section we prove the first part of Theorem 1.1. For this, we assume that X is merely projective and L → X is a positive holomorphic line bundle. The following lemma is slightly improved version of [6, Proposition 7.2]: Lemma 3.1. Let u ∈ C dn be a unit vector then
for some small ǫ > 0.
Proof. We fix ǫ > 0 such that (ρ − 1)(1 − ǫ) ≥ m. First, we prove that
where C m > 0 is a constant which depends only on m. Note that for k ∈ N {a ∈ C dn : log | a, u | > kn 1−ǫ } ⊂ {a ∈ C dn : a > e 
Now, letting
and we see that
for every n ∈ N. Since (ρ − 1)(1 − ǫ) ≥ m the claim follows. Next, we show that
where C m > 0 is a constant which depends only on m. Note that
where C > 0 constant as in (1.1), in particular, independent of n. Indeed, we may assume that
where u = (u 1 , u 1 , . . . , u dn ). Following [6, Lemma 2.8] we apply the change of variables
. . , α dn = a dn and we obtain
Next, for k ≥ m we let
where C > 0 depends only on m which proves (3.3). Combining (3.1) and (3.3) we conclude that
since P n is a probability measure this finishes the proof.
Theorem 3.2. Let X be a projective manifold, L → X be a positive holomorphic line bundle and K ⊂ X is a locally regular compact set together with a continuous weight function q :
Proof. We want to show that for every smooth (m
as n → ∞. We may assume that supp(Φ) ⊂ U α for some α. The general case follows from covering the supp(Φ) by U α 's and using the compatibility conditions. Following [25] , let e n L be a holomorphic frame for L ⊗n over U α then for s ∈ H 0 (X, L ⊗n ) we may write
and denote
Then by Poincare Lelong formula
where f = |f |u and |u| ≡ 1 on U α . Then it follows from Lemma 3.1 (3.5)
Hence, by Fubini's Theorem we obtain
Note that by (3.5) we have I 1 (n) → 0 as n → ∞. On the other hand, by Proposition 2.9 we obtain I 2 (n) → T K,q , Φ as n → ∞. This completes the proof.
We remark that if a (n) j are standard complex Gaussians then the integral I 1 (n) in the proof of Theorem 3.2 is equal to zero (see [25, Lemma 3.1] ). In particular, the expected zero current
in the Gaussian case. In our setting this is no longer the case. In fact, it follows from Theorem 3.2 that
for some small ǫ > 0 where by O(n −ǫ ) we mean a real closed (1, 1) current T n such that
where C > 0 is independent of n and the smooth form Φ. If a (n) j are standard complex Gaussian then it is classical that (see [26, 27, 7] ) the identity (3.6), Proposition 2.9 and Theorem 3.2 implies that for each 1
in the sense of currents as n → ∞. We prove the analogue result in our setting. We utilize some arguments from [27] to prove the following:
Corollary 3.3. Let X be a projective manifold, L → X be a positive holomorphic line bundle and K ⊂ X is a locally regular compact set together with a continuous weight function q :
Moreover,
Proof. We prove the assertion by induction on k. Note that the case k = 1 was proved in Theorem 3.2. Assume that the the claim holds for k−1. We fix s 1 such that X ′ := Z s1 is a smooth hypersurface in X. We also denote s ′ := s| X ′ for generic s ∈ S n and define the restriction map ρ : S n → S ′ n where S ′ n = S n | X ′ . We endow S ′ n with the probability measrue µ ′ n := ρ * µ n . Then by induction hypothesis applied on X ′ = Z s1
then taking the average over s 1 we obtain the first assertion.
To prove the second assertion, we let (3.7)
and we claim that E[ Z s1,...,s k ], Φ = α k n , Φ + C Φ,n where C Φ,n is the "error term" which satisfies the uniform estimate
where ǫ > 0 small as in Lemma 3.1 and C > 0 is independent of smooth form Φ and n. Note that the case k = 1 was proved in Theorem 3.2. Now, using the above notation and by applying induction hypothesis on X ′ = Z s1
where the later equality comes from computing the integral in cohomology. Now, taking the average over s 1 and using the estimate in proof of Theorem 3.2 we obtain
Thus, the assertion follows from the above estimate and the uniform convergence of Bergman kernels to weighted global extremal function (Proposition 2.9) together with a theorem of Bedford and Taylor [1, §7] on convergence of Mongé-Ampere measures.
4. Almost everywhere convergence for bidegree (1, 1) In this section we prove the second assertion in Theorem 1.1 for the case k = 1. Proof. By [13, Lemma 3.2.5] and Proposition 2.4, it is enough to show that for µ-a.e. {s n } ∈ S ∞ the sequence of super potentials {U Zs n } converges to the super-potential of T K,q on smooth measures. To this end, for a fixed smooth measure ν ∈ C m we define the sequence of random variables
where U Zs n denotes the super-potential of Z sn defined by (2.7). Thus, {X n } is a sequence of negative independent random variables (but they are not identically distributed). Note that since ν is smooth, V K,q is ν-integrable and by Theorem 3.2
as n → ∞ where U ν is the quassi potential of ν defined by (2.8) . This in turn implies that
On the other hand, the variance of X n is given by
Note that the second term in the variance of X n is bounded by a constant independent of n. We will show that the first term is also bounded by a constant independent of n:
Lemma 4.2. Let ν and X n be as above. Then
where C L,ν > 0 depends only on ν and L → X.
Proof. It is enough to show that
Indeed, since ν is smooth, U ν is Lipschitz on C 1 with respect to dist α . Then by [12, Proposition A.3] and [15, Theorem 3.9 ] (see also [16, Theorem 1.1]) there exists constants α > 0, C > 0 (depending only on L → X and ν) such that for every
where ϕ sn is the quasi potential of Z sn defined by (2.6). Now, by using e x ≥ x 2 2! for x ≥ 0 we conclude that ϕ sn L 2 (ν) ≤ C L,ν for some constant C L,ν > 0 which depends only on L → X and ν but independent of s n . Thus, by Jensen's inequality we obtain
Hence, by Lemma 4.2, Kolmogorov's strong law of large numbers [3] and (4.1) we obtain that for µ-a.e. {s n } ∈ S ∞ (4.2) 1 n
as n → ∞. Note that since ν is a probability measure, L 2 (ν) norm dominates L 1 (ν) norm. In particular X n 's are bounded. Next, we use the following lemma: (1) There exists a subsequence {b j k } of relative density one (i.e.
Thus, we conclude that µ-a.e. {s n } ∈ S ∞ has a subsequence {s nj } of density one such that
We will show that in the above case, in fact, the whole sequence {U Zs n (ν)} n converges to U TK,q (ν). Indeed, since U Zs n ≤ 0 by a variation of Hartog's Lemma [13, Prop 3.2.6] either U Zs n converges uniformly to −∞ or there exists a subsequence Z sn k such that Z sn k → T weakly for some T ∈ C 1 and U Zs n k → U T on smooth measures. However, by Remark 2.2 we know that the means U Zs n (ω m )
are uniformly bounded. Hence, the later occurs. Next, we prove the following lemma:
for every smooth σ ∈ C m . In particular, for µ-a.e. {s n } ∈ S ∞ , if Z sn k → T in the sense of currents then
on smooth probability measures in C m where U T and U T K ,q are super potentials of T and T K,q respectively.
Proof. For smooth σ ∈ C m by (2.8) we have
Since dd c U σ = σ − ω m by Proposition 2.10 and Fatou's lemma we obtain lim sup
Now, by Proposition 2.6 the super-potential U TK,q is continuous on
for large k. Since U Zs n k are negative this contradicts (4.2). Thus, U T and U TK,q agrees on smooth measures. Hence, T = T K,q by Proposition 2.4. So far, we have proved that for every smooth measure ν ∈ C m there exists a set S ν ⊂ S ∞ of probability one such that for every {s n } ∈ S ν
as n → ∞. Now, we fix a countable dense subset of smooth measures {ν j } j∈N ⊂ C m with respect to the dist α for some fixed α > 0 and define
Note that S has probability one. We claim that for every smooth ν ∈ C m
where the second term tends to 0 by above argument and the third terms tends to 0 by Proposition 2.6. Finally, since ν and ν ′ are smooth the first term can be bounded
where f := f ν ′ ,ν is a smooth function with f ∞ → 0 as ν ′ → ν. Since | ϕ sn dV | ≤ C for every s n ∈ S n and n ∈ N this finishes the proof. [6] for such a treatment. 
We denote set of all such k-tuples (respectively sequences of k-tuples) by S k n := k j=1 S n (respectively by S k ∞ := k j=1 S ∞ ) endowed with k-fold the product measure µ k n (respectively µ k ) induced by µ n (respectively µ). By Bertini's theorem [18, pp 137 ] with probability one the zero sets of Z s j n are smooth and intersect transversally. In particular, for generic S n ∈ S k n the zero set Z Sn is a complex submanifold of codimension k. Moreover, almost surely the current of integration along the set Z Sn is given by
thus, we may write
is the negative (k − 1, k − 1) current given by Theorem 2.1. 
Proof. We will prove the theorem by induction on k. Note that the case k = 1 was proved in Theorem 4.1. Let's assume that the assertion holds for k − 1. Now, given Z Sn ∈ S k n we let U ZS n be as in (5.2) then by Theorem 2.1
where C > 0 is independent of S n and n ∈ N. We denote the super-potential of Z Sn by
whenever R is a smooth form in C m−k+1 . Note that by [13, Lemma 3.2.5] and Proposition 2.4 it is enough to show that with probability one, U ZS n (R) converges to U TK,q (R) for every smooth form R ∈ C m−k+1 . To this end we fix a smooth form R ∈ C m−k+1 and define the random variables
Note that X n are independent (but not identically distributed) random variables. We will need the following lemma, proof of which is deferred until the end of this section.
Lemma 5.2. Let X n be as above then the variance of X n satisfies
where ǫ > 0 small and C L,R > 0 depends only on the Chern class of the line bundle L → X and the smooth form R.
Then by Kolmogorov's strong law of large numbers we conclude that for σ k -a.e. S ∈ S
as n → ∞. On the other hand, by Corollary 3.3
in the sense of currents as n → ∞. Thus, we infer that with probability one
Note that since R is smooth by (5.3)
where C R > 0 depends on R but independent of S n ∈ S k n and n ∈ N. Thus, by Lemma 4.3 we conclude that σ k -a.e. {S n } has a subsequence {S nj } of density one such that
as j → ∞. Next, we will show that in this case in fact the whole sequence {U ZS n (R)} n≥1 converges. Indeed, since U ZS n ≤ 0 on C m−k+1 by [13, Prop 3.2.6] either {U ZS n } n≥1 converges uniformly to −∞ or {S n } has a subsequence S ni such that where ν is a smooth measure in C m and U ν is a smooth quasi-potential as in (2.8). We claim that
where α n as in (3.7) and ǫ > 0 as in Lemma 3.1. On the other hand, by Theorem 3.2
hence, the assertion follows. Next, we prove the claim. Following [25] we write E[X Finally, we claim that
where C m > 0 is independent of n. Indeed, by Cauchy-Schwarz inequality
thus, it is enough to show that for every unit vector u ∈ C dn {(log | a,u |) 2 >mn 2−2ǫ } (log | a, u |) 2 dP n (a) ≤ C m n 1−ǫ .
where C m depends only on m. We let L k := {a ∈ C dn : kn 2−2ǫ ≤ (log | a, u |) 2 < (k + 1)n 2−2ǫ }.
Note that
where R √ k and D √ k as in the proof of Lemma 3.1. Then by (3.2) and (3.4) we have Thus, using (ρ − 1)(1 − ǫ) ≥ m we obtain {(log | a,u |) 2 >mn 2−2ǫ } (log | a, u |) 2 dP n (a) ≤ C m n 1−ǫ .
Since, P n is a probability measure we conclude that
which proves (5.5) and this completes the proof of the case k = 1. Now, we assume that the assertion holds for k − 1. We denote S n = (S 
where U R is a smooth quasi-potential of the smooth form R ∈ C m−k+1 of mean U Sn , ω m−k+1 . Note that
We define J 1 and J 2 such that
where 
