Temporary price reductions (sales) are common for many goods and naturally result in large increases in the quantity sold. Demand estimation based on temporary price reductions may mismeasure the long-run responsiveness to prices. In this paper we quantify the extent of the problem and assess its economic implications. We structurally estimate a dynamic model of consumer choice using two years of scanner data on the purchasing behavior of a panel of households. The results suggest that static demand estimates, which neglect dynamics, (i) overestimate own-price elasticities by 30 percent, (ii) underestimate cross-price elasticities by up to a factor of 5, and (iii) overestimate the substitution to the no-purchase or outside option by over 200 percent. This suggests that policy analysis based on static elasticity estimates will underestimate price-cost margins and underpredict the effects of mergers.
1. INTRODUCTION WHEN GOODS ARE STORABLE, traditional static demand analysis is likely to mismeasure long-run own-and cross-price elasticities. A temporary price decrease may generate a large demand increase. However, if part of the increase is due to intertemporal substitution, then the (long-run) own-price response to a permanent price reduction would be smaller than static estimates suggest. On the other hand, the direction of the bias on cross-price elasticities is ambiguous. Static demand models are misspecified because they do not control for relevant history like past prices and inventories, and therefore estimates of price sensitivity might be biased. Even adding the right controls, static estimation confounds long-and short-run price effects. Measuring the long term response is relevant for most applications. For example, demand estimates are central in antitrust analysis and for computing welfare gains from new goods.
The distinction between long-run and short-run responses dates back to the Lucas and Rapping (1969) labor market study. Labor supply in their model responds to short-run wage changes differently than to long-run changes. In the context of product market demand estimation, most applications have neglected intertemporal effects (Bresnahan (1987) , Hausman, Leonard, and Zona (1994) , and Berry, Levinsohn, and Pakes (1995) , as well as many others). Dynamic effects could be important, for example, for either durable or storable products. Previous work in the marketing and economics literature, which we survey below, documented purchasing patterns consistent with consumer stockpiling behavior. In an interesting paper, Erdem, Imai, and Keane (2003) study dynamic demand of a storable product (ketchup). The consumer inventory problem we study is very close to their setup. We propose a demand model that is computationally simpler and flexibly incorporates observable heterogeneity. The model enables us to split the estimation into a brand choice and a quantity choice. Most of the parameters are estimated consistently without solving the consumer's dynamic problem, and the remaining dynamic parameters are then estimated in a computationally simpler second stage.
We present a model in which households maximize the present expected value of future utility flows, facing uncertain future prices. In each period a household decides how much to buy, which brand to buy, and how much to consume. Quantities not consumed are stored, at a cost, and can be consumed in the future. The consumer balances the cost of holding inventory and potential future savings. The model is estimated using weekly scanner data on laundry detergents. These data were collected using scanning devices in nine supermarkets, belonging to different chains, in two submarkets of a large midwest city. In addition, we follow the purchases of households who shopped in those stores over a period of two years. The data have information on which product was bought, where it was bought, and how much was paid. It is also known when the households visited a supermarket but decided not to purchase a laundry detergent.
The structural estimation follows the nested algorithm proposed by Rust (1987) . We have to make two adjustments. First, inventory, one of the endogenous state variables, is not observed by us. To address this problem we generate an initial distribution of inventory, and update it period by period using observed purchases and the (optimal) consumption prescribed by the model. Second, the state space includes prices (and promotional and advertising variables) of all brands in all sizes and therefore is too large for practical estimation. To reduce the dimensionality, we separate the probability of choosing any brand-size combination into the probability of choosing a brand conditional on the quantity purchased, and the probability of choosing each specific quantity. Given the stochastic structure of the model, we show that the probability of choosing a brand conditional on quantity does not depend on dynamic considerations. Therefore, we can estimate many of the parameters of the model without solving the dynamic programming problem. We estimate the remaining parameters by solving a nested algorithm in a much smaller space, considering only the quantity decision. This procedure enables us to estimate a general model, which allows for a large degree of consumer heterogeneity and nests standard static choice models. We discuss below the assumptions necessary to validate this procedure and the limitations of the method.
The estimates suggest that ignoring dynamics can have implications on demand estimates. Comparing estimates of the demand elasticities computed from a static model and the dynamic model, we find the following. First, the static model overestimates own-price elasticities by roughly 30 percent. Second, the static model underestimates cross-price elasticities to other products. The ratio of the static cross-price elasticities to those computed from the dynamic model is as low as 0.2. Third, the estimates from the static model overestimate the substitution to the no-purchase or outside option by 200 percent.
Estimates of demand elasticities are typically used in a first-order condition, for example, of a pricing game, to compute price-cost margins (PCM). For single product firms, the magnitude of the bias of the implied margin is proportional to the bias in the own-price elasticities. Our findings suggest that for single product firms, the PCM computed from the dynamic estimates will be roughly 30 percent higher than those computed from static estimates. The bias is even larger for multiproduct firms because according to the dynamic estimates the products are closer substitutes than the static estimates suggest. Policy analysis based on static elasticity estimates will underestimate price-cost margins and underpredict the effects of mergers.
Literature Review
There are several empirical studies of sales in the economics literature. Pesendorfer (2002) studies sales of ketchup. In his model, he shows that the decision to hold a sale is a function of the duration since the last sale. His empirical analysis shows that both the probability of holding a sale and the aggregate quantity sold (during a sale) are a function of the duration since the last sale. Boizot, Robin, and Visser (2001) study dynamic consumer choice with inventory. They show that duration from previous purchase increases in current price and declines in past price, and quantity purchased increases in past prices. Hosken, Matsa, and Reiffen (2000) study the probability of a product being on sale as a function of its attributes. Aguirregabiria (1999) studies retail inventory behavior and its effect on prices.
The closest paper to ours is Erdem, Imai, and Keane (2003) . They also structurally estimate a model of demand in which consumers can store different varieties of the product. To overcome the computational complexity of the problem, they make several simplifications that we discuss in detail in Section 4.3.3. Their estimation method is more computationally burdensome, but richer in unobserved heterogeneity. Our method, on the other hand, can handle patterns of observed heterogeneity more flexibly and, due to the computational simplicity, can handle a larger choice set. Erdem, Imai, and Keane study the role of price expectations. They compare consumers responses' to price cuts, both allowing for the price cut to affect future price expectations and holding expectations fixed. They also use the estimates to simulate consumer responses to short-run and long-run price changes. We compare the models in more detail in Section 4.
There is a vast literature in marketing that studies the effect of sales and its link to stockpiling (Shoemaker (1979) , Blattberg, Eppen, and Lieberman (1981) , Neslin, Henderson, and Quelch (1985) , Currim and Schneider (1991) , Gupta (1988 Gupta ( , 1991 , Chiang (1991) , Bell, Chiang, and Padmanabhan (1999) ). Blattberg, Eppen, and Lieberman (1981) report that in the four categories they study the increase in duration to next purchase during sales is 23-36 percent. Neslin, Henderson, and Quelch (1985) , using similar data, find acceleration of purchases for coffee and bathroom tissue as a reaction to advertised price cuts. Subsequent work (Currim and Schneider (1991) , Gupta (1988 Gupta ( , 1991 ) finds effects of the same magnitude as Blattberg, Eppen, and Lieberman (1981) . Neslin and Schneider Stone (1996) , in surveying the literature, report estimates of purchase acceleration that range between 14 and 50 percent.
The more recent literature concentrates on decomposing consumers' response to sales. Gupta (1988) decomposes price responses into brand switching, acceleration of purchases, and stockpiling. In his coffee sample, 85 percent of the price response corresponds to brand switching, 14 percent is due to demand acceleration, and 2 percent relates to stockpiling. Chiang (1991) reports similar findings. Bell, Chiang, and Padmanabhan (1999) show that the primary demand expansion (the expansion in quantity sold in the category) is larger than the previous studies reported. Ailawadi and Neslin (1998) and Bell and Boztug (2004) study consumption effects to separate whether the sales expansions are caused by extra consumption or stockpiling. They report substantial consumption effects in their samples, explaining from 12 to 60 percent of increase in quantity sold.
DATA, INDUSTRY, AND PRELIMINARY ANALYSIS

Data
We use a scanner data set collected by Information Resources Inc. (IRI) from June 1991 to June 1993 that has two components: store-level and household-level data. The first data were collected using scanning devices in nine supermarkets, belonging to different chains, in two separate submarkets in a large midwest city. From the store-level data we know for each detailed product (brand-size) in each store in each week the price charged, (aggregate) quantity sold, and promotional activities. The second component of the data set is at the household level. We observe the purchases of households over a two year period. We know when a household visited a supermarket and how much they spent in each visit. The data include purchases in 24 different product categories for which we know which product each household bought, where it was bought, and how much was paid. Table I displays statistics of some household demographics, laundry detergent purchases (the product we focus on below), and store visits in general. The typical (median) household buys a single container of laundry detergent every 4 weeks. This household buys three different brands over the 104 weeks. Since the household-level brand HHI is roughly 0.5, purchases are concentrated at two main brands. However, because preferred brands differ by household, the market-level shares are not as concentrated. Finally, the typical household buys mainly at two stores, with most of the purchases concentrated at a single store.
The Industry
Laundry detergents come in two main forms: liquid and powder. Liquid detergents account for 70 percent of the quantity sold. Unlike many other consumer goods, there are a limited number of brands offered. The shares within each segment (i.e., liquid and powder) are presented in the first column of Table II. The top 11 brands account for roughly 90 percent of the quantity sold.
Most brand-size combinations have a regular price. In the sample, the price is at the modal level for 71 percent of the weeks and above it only approximately 5 percent of the time. Defining a sale as any price at least 5 percent below the modal price of each UPC (universal product code) in each store, 2 we find that in our sample 43 and 36 percent of the volume sold of liquid and powder detergent, respectively, was sold during a sale. The median discount during a sale is $0.40, the average is $0.67, the 25th percentile is $0.20, and the a Columns labeled Share are shares of volume (of liquid or powder) sold in our sample, columns labeled Cumulative are the cumulative shares, and columns labeled % on Sale are the percent of the volume, for that brand, sold on sale. A sale is defined as any price at least 5 percent below the modal price, for each UPC in each store. 75th percentile is $0.90. In percentage terms, the median discount is 8 percent, the average is 12 percent, and the 25th and 75th percentiles are 4 and 16 percent, respectively. As shown in Table II , there is some variation across brands in the share of the quantity sold on sale.
Detergents come in several sizes. However, about 97 percent of the volume of liquid detergent sold was sold in five different sizes.
3 Sizes of powder detergent are not quite as standardized. Prices are nonlinear in size. The first column in Table III shows the price per 16 oz. unit for several container sizes. Since not all sizes of all brands are sold in all stores, reporting the average price per unit for each size is misleading. Instead, we report the ratio of the size dummy variable to the constant, from a regression of the modal price per 16 ounce regressed on size, brand and store dummy variable.
The data record two types of promotional activities: feature and display. The feature variable measures whether the product was advertised by the retailer (e.g., in a retailer bulletin sent to consumers that week). The display variable captures whether the product was displayed differently than usual within the a All cells are based on data from all brands in all stores. The column labeled Discount presents percent quantity discount (per unit) for the larger sizes, after correcting for differences across stores and brands (see text for details). The columns labeled Quantity Sold on Sale, Weeks on Sale, and Average Sale Discount present, respectively, the percent quantity sold on sale, percent of weeks a sale was offered, and average percent discount during a sale, for each size. A sale is defined as any price at least 5 percent below the modal. The column labeled Quantity Share is the share of the total quantity (measured in ounces) sold in each size.
store that week. 4 The correlation between a sale-defined as a price below the modal-and being featured is 0.38. Conditional on being on sale, the probability of being featured is less than 20 percent, while conditional on being featured, the probability of a sale is above 93 percent. The correlation with display is even lower, at 0.23, due to the large number of times that the product is displayed but not on sale. Conditional on a display, the probability of a sale is only 50 percent. If we define a sale as the price less than 90 percent of the modal price, both correlations increase slightly, to 0.56 and 0.33, respectively.
Preliminary Analysis
Further descriptive analysis of the data used in this paper can be found in Hendel and Nevo (2006) , where we find several patterns consistent with consumer inventory behavior. In line with the marketing findings (summarized above), using the aggregate data we find that duration since previous sale has a positive effect on the aggregate quantity purchased, both during sale and nonsale periods. Both these effects are consistent with an inventory model because the longer is the duration from the previous sale, on average, the lower is the inventory each household currently has, making purchase more likely. Second, we find that indirect measures of storage costs are negatively correlated with households' tendency to buy on sale. Third, both for a given household over time and across households, we find a significant difference between sale and nonsale purchases in both duration from previous purchase and duration to next purchase. To take advantage of the low price, during a sale households buy at higher levels of current inventory. Namely, duration to previous purchase is shorter during a sale. Furthermore, during a sale households buy more and therefore, on average, it takes longer until the next time their inventory crosses the threshold for purchase. Finally, we find that the pattern of sales and purchases during sales across different product categories is consistent with the variation in storage costs across these categories.
THE MODEL
The Basic Setup
Consumer h obtains per period utility
where c ht is the quantity consumed of the good in question, ν ht is a shock to utility that changes the marginal utility from consumption, θ h is a vector of consumer-specific taste parameters, m ht is the consumption of the outside good, and α h is the marginal utility from consuming the outside good. The product is offered in J different varieties or brands. The total consumption of all varieties in period t is c ht = j c jht . The stochastic shock ν ht introduces randomness into the consumer's needs, unobserved by the researcher. For simplicity we assume the shock to utility is additive in consumption: u(c ht ν ht ; θ h ) = u(c ht + ν ht ; θ h ). High realizations of ν ht decrease the household's need, decrease demand and make it more elastic. Consumers face random and potentially nonlinear prices. Consumers in each period decide which brand to buy, how much to buy, and how much to consume.
5 Because the good is storable, quantity not consumed is stored as inventory. As shown in the Appendix, consumption is not affected by which brand is in storage. In the estimation we assume that the purchased amount, denoted by x ht , is simply a choice of size (i.e., consumers choose container size, not how many containers). 6 We denote a purchase of 5 Instead of making consumption a decision variable, we could assume an exogenous consumption rate, either deterministic or random. Both these alternative assumptions, which are nested within our framework, would simplify the estimation. However, it is important to allow consumption to vary in response to price changes because this is the main alternative explanation to why consumers buy more during sales. Reduced form results in Ailawadi and Neslin (1998) , Hendel and Nevo (2006) , and Bell and Boztug (2004) report consumption effects for several products. 6 More than 97 percent of the purchases are for a single unit. In principle, the model could allow for multiple purchases by expanding the choice set to allow for bundles. brand j and size x by d hjxt = 1, where x = 0 stands for no purchase, and we assume j x d hjxt = 1. We denote by p jxt the price associated with purchasing x units (or size x) of brand j. The consumer's problem can be represented as
where s t denotes the state at time t, δ > 0 is the discount factor, C h (i; θ h ) is the cost of storage, ξ hjx is an idiosyncratic taste for brand j that could be a function of brand characteristics or size and varies across consumers, β h a jxt captures the effect of advertising variables on consumer choice, and ε hjxt is a random shock to consumer choice. The latter is size-specific, namely, different sizes get different draws, introducing randomness in the size choice as well. To simplify notation we drop the subscript h in what follows. At time t, the state s t consists of the current (or beginning-of-period) inventory i t , current prices, the shock to utility from consumption ν t , and the vector of epsilons. In the estimation the parameters in equation (1) are allowed to vary by household. Consumers face two sources of uncertainty in the model: future utility shocks and random future prices. We make the following assumptions about the distribution of these variables.
ASSUMPTION 1: ν t is independently distributed over time and across consumers.
In principle, serial correlation in ν t can be allowed, but at a significant increase in computational burden.
ASSUMPTION 2: Prices (and advertising) follow an exogenous first-order Markov process.
The assumption of a first-order Markov process reduces the state space. It is somewhat problematic because it is hard to come up with a supply model that yields equilibrium prices that follow a first-order process. On the other hand, a first-order process is a reasonable assumption about consumers' memory and formation of expectations. With our assumption a consumer sees the current prices at the store and forms expectations regarding future prices. A higher order process would require that she recall prices on previous visits. In the application we explore higher order processes, but for now we maintain the first-order assumption.
Assumption 2 implies that the price process is exogenous, namely, conditional on the control variables, the process is independent of the unobserved random components. Given that we use household-level data and can control for many variables, this assumption is reasonable. The main concern might be seasonality or periods of high demand when the likelihood of a sale changes. This is probably not a concern for the product we study herein, but if seasonality is present, it should be modeled into the price process.
ASSUMPTION 3: ε jxt is independently and identically distributed extreme value type 1. This assumption significantly reduces the computational burden. It can be relaxed. We can allow for correlation in the unobserved shocks between brands by assuming that the epsilons are distributed according to some distributions in the generalized extreme value (GEV) class.
7 For simplicity, we present the independently and identically distributed case.
Product differentiation as it appears in equation (1) takes place at the moment of purchase. Taken literally, product differences affect the behavior of the consumer at the store but different brands do not give different utilities at the moment of consumption. This assumption helps reduce the state space. Instead of the whole vector of brand inventories, only the total quantity in stock matters, regardless of brand.
Differentiation at purchase, represented by the ξ hjx term in equation (1), is a way to capture the expected value of the future differences in utility from consumption. The term ξ jx captures the expected utility from the future consumption of the x units of brand j at the time of purchase. This approach is valid as long as (i) brand-specific differences in the utility from consumption enter linearly in the utility function 8 and (ii) discounting is low.
ECONOMETRICS
The structural estimation is based on the nested algorithm proposed by Rust (1987) , but has to deal with issues special to our problem. We start by providing a general overview of our estimation procedure and then discuss more technical details. Rust (1987) proposes an algorithm based on nesting the (numerical) solution of the consumer's dynamic programming problem within the parameter search of the estimation. The solution to the dynamic programming problem yields the consumer's deterministic decision rules (in terms of purchases and consumption). However, because we do not observe the random shocks, which are state variables, from our perspective the decision is stochastic. Assuming a distribution for the unobserved shocks, we derive the likelihood of observing each consumer's decision conditional on prices and inventory. We nest this computation of the likelihood into the search for the values of the parameters that maximize the likelihood of the observed sample.
An Overview of the Estimation
We face two hurdles in implementing the algorithm. First, we do not observe inventory since both initial inventory and consumption decisions are not observed. We deal with the unknown inventories by using the model to derive the optimal consumption in the following way. Assume for a moment that the initial inventory is observed. We can use the procedure described in the previous paragraph to obtain the likelihood of the observed purchases and the optimal consumption levels (which depend on ν), and, therefore, the end-ofperiod inventory levels. For each inventory level, we can again use the procedure of the previous paragraph to obtain the likelihood of observed purchase in the subsequent period. Repeating this procedure, we obtain the likelihood of observing the whole sequence of purchases for each household. To start this procedure, we need a value for the initial inventory. The standard approach is to use the estimated distribution of inventories to generate the initial distribution. In practice, we do so by starting at an arbitrary initial level and using part of the data (the first few observations) to generate the distribution of inventories implied by the model.
Formally, for a given value of the parameters, the probability of observing a sequence of purchasing decisions,
Note that the beginning-of-period inventory is a function of previous decisions-the previous consumption shocks and the initial inventory. Note also that p t includes all observed state variables, not just prices, for instance, promotional activities denoted a t in equation (1). The probability inside the integral on the right-hand side of equation (2) represents integration over the set of epsilons that induce d t as the optimal choice and is given by
where M(s t j x) = Max c {u(c +ν t )−C(i t+1 )+δE(V (s t+1 )|d jx c s t )} and E(V ) is the expectation of the future V as a function of today's state and actions. Note that the summation in the denominator is over all brands and all sizes. The second problem is the dimensionality of the state space. Households in our sample buy several brand-size combinations, which are offered at many different prices. The state space includes not only the individual-specific inventory and shocks, but also the prices of all brands in all sizes and their promotional activities. The state space and the transitions probabilities across states, in full generality, make the standard approach computationally infeasible.
We therefore propose the following three-step procedure. The first step consists of maximizing the likelihood of observed brand choice conditional on the size (quantity) bought in order to recover the marginal utility of income α and the parameters that measure the effect of advertising, β and ξ. As we show below, we do not need to solve the dynamic programming problem to compute this probability. We estimate a static discrete choice model, restricting the choice set to options of the same size (quantity) actually bought in each period. This estimation yields consistent, but potentially inefficient, estimates of these parameters. In the second step, using the estimates from the first stage, we compute the inclusive values associated with each size (quantity) and their transition probabilities from period to period. Finally, we apply the nested algorithm to the simplified dynamic problem. We estimate the remaining parameters by maximizing the likelihood of the observed sequence of sizes (quantities) purchased. The simplified problem involves quantity choices exclusively. Rather than have the state space include prices of all available brandsize combinations, it includes only a single "price" (or inclusive value) for each size.
Intuitively, the time independent nature of the shocks enables the decomposition of the likelihood of the individual choices into two components that can be separately estimated. First, at any specific point in time, when the consumer purchases a product of size x, we can estimate her preferences for different brands. Second, we can estimate the parameters that determine the dynamic (storing) behavior of the consumer by looking at a simplified version of the problem, which treats each size as a single choice. 
The Three-Step Procedure
We now show that the breakup of the likelihood follows from the primitives of the model. STEP 1-Estimation of the "Static" Parameters: To simplify the computation of the likelihood, note that the probability of choosing brand j and size x can be written as
In general, this does not help because we need to solve the consumer's dynamic programming problem to be able to compute Pr(d jt = 1|p t x t i t ν t ). However, given the preceding model and assumptions, we can compute this conditional probability without solving the dynamic programming problem. We rely on two results. The optimal consumption, conditional on the quantity purchased, is not brand-specific (see Lemma 1 in the Appendix). Thus, the term M(s t j x) is independent of brand choice. This in itself is not enough to deliver the result because the conditional distribution of epsilon might be a function of x. If indeed the actual choice (given the observed state, i.e., prices) conveyed information about the distribution of the epsilons, we would have to fully solve the model to figure out the conditional distribution of the error (more details in Section 4.3.2). Assumption 3 implies that, after the appropriate cancellations,
where the summation is over all brands available in size x t at time t.
Thus, our approach is to estimate the parameters that affect brand choice (i.e., marginal utility of income, the vector of parameters β, and brand-specific and potentially household-specific fixed effects) by maximizing the product, over time and households, of Pr(d jt = 1|p t x t ). This amounts to estimating a 10 We are aware of two instances in the literature that use similar ideas. First, one way to estimate a static nested logit model is first to estimate the choice within a nest, compute the inclusive value, and then to estimate the choice among nests using the inclusive values (Train (1986) ). Second, in a dynamic context a similar idea was proposed by Melnikov (2001) . In his model (of purchase of durable products) the value of all future options enters the current no-purchase utility. He summarizes this value by the inclusive value. static brand choice model where the choice set includes only brands offered in the same size as the actual purchase.
STEP 2-Inclusive Values: To compute the likelihood of a sequence of purchased quantities, we show in the next section that we can simplify the state space of the dynamic programming problem. The state variables of the simplified problem are the inclusive values of each size (quantity), which can be thought of as a quality adjusted price index for all brands of size x. They are given by
All the information needed to compute the inclusive values and their transition probabilities from period to period is contained in the first stage estimates.
We show below that the dynamic problem can be rewritten in terms of inclusive values, so that the state space collapses to a single index per size. For this to work, we make the following assumption: ASSUMPTION 4: F(ω t |s t−1 ) can be summarized by F(ω t |ω t−1 ).
Instead of keeping track of the prices of ten brands times four sizes (roughly the dimensions in our data), we have to follow only four quality adjusted prices. If the marginal utility from income and the brand preferences are householdspecific, then the inclusive values and their future distribution F(ω t |ω t−1 ) will be household-specific. A household-specific process requires that we solve the dynamic program separately for each household. In the application, we group households into six types, letting the process vary by type.
The main loss when the process is defined this way is that transition probabilities are exclusively a function of the inclusive values. Two price vectors that yield the same vector of inclusive values will have the same transition probabilities to next period's state. This restriction is testable and to some extent can be relaxed. In the regression of current on previous inclusive values, we can add vectors of previous prices. Under our assumption, previous prices should not matter independently once we control for the vector of current inclusive values. A full fix is to allow the distribution of the inclusive values to depend on the whole vector of current prices. This would naturally undo part of the computational advantage of the inclusive values.
11 11 If we assume that the inclusive values depend on the whole vector of prices the third stage becomes more computationally demanding, but the split remains valid.
STEP 3 -The Simplified Dynamic Problem: In the third step we estimate the remaining dynamic parameters by maximizing the likelihood of purchases implied by the simplified problem. In the simplified problem, the consumer chooses whether and what quantity to purchase. Her flow utility of purchasing quantity x is given by ω xt + ε xt . The inclusive value ω xt is the utility expected by the consumer from all brands of size x in the original problem before knowing the realizations of ε jxt (McFadden (1981) ). The consumer in the simplified problem observes only a summary of the state variables (given by the inclusive values) and decides what quantity to purchase. The Bellman equation associated with the simpler problem is
Using the estimated inclusive values and the transition probabilities, we estimate the utility and the storage cost functions by applying the nested algorithm to compute the likelihood of purchasing a size (quantity). The following claim shows the equivalence of the likelihood computed from the original problem and that computed from the simplified one, thus establishing the validity of using the simpler problem for estimation.
CLAIM 1: Pr(x t |i t p t ν t ) = Pr(x t |i t ω(p t ) ν t ), where the left-hand side is the probability of choosing x (summing over brand choices) in the original problem defined in equation (3), and the right-hand side is the probability of choosing x in the simplified problem.
There are two steps to prove this claim (see the Appendix). The first step is to note that the solutions to the original and the simplified problems are characterized by the same E(V ). The original problem is characterized by the Bellman equation
The equivalence is not obvious, because in one case the consumer observes the whole state, s t , when she decides what to purchase, whereas in the other case she picks a quantity x after having observed only the expected utility from that quantity, namely ω xt . The key to the equivalence is in Assumption 3, which allows us to obtain a summary of the expected utility from all products of a particular size, and in Assumption 4, which enables us to write the transition probabilities as a function of the inclusive values exclusively.
The second step of the proof shows the equivalence of the probability of choosing size x in the original problem, defined by summing over the brand choice probabilities given in equation (3), and the choice probability implied by the simplified model, where size x is a single choice evaluated at the inclusive value generated by the vector p t . This follows almost directly from the definition of the inclusive values (and Assumption 3).
Despite the reduction in the number of state variables, the value function of the simpler problem is still computationally burdensome to solve. To solve it we use value function approximation with policy function iteration. We closely follow Benitez-Silva, Hall, Hitsch, Pauletto, and Rust (2000) , where further details can be found. Briefly, the algorithm consists of iterating the alternating steps of policy evaluation and policy improvement. The value function is approximated by a polynomial function of the state variables. The procedure starts with a guess of the optimal policy at a finite set of points in the state space. Given this guess, and substituting the approximation for both the value function and the expected future value, one can solve for the coefficients of the polynomial that minimize the distance (in a least squares sense) between the two sides of the Bellman equation. Next the guess of the policy is updated. This is done by finding, for every state, the action that maximizes the sum of current return and the expected discounted value of the value function. The expected value is computed using the coefficients found in the first step and the expected value of the state variables. We perform this step analytically. These two steps are iterated until convergence (of the coefficients of the approximating function). The output of the procedure is an approximating function that can be used to evaluate the value function (and the expected value function) at any point in the state space. See Bertsekas and Tsitsiklis (1996) and BenitezSilva et al. (2000) for more details on this procedure, as well as its convergence properties.
Identification, Heterogeneity, and Alternative Methods
Identification
We informally discuss identification. The identification of the static parameters is standard. Variation over time in prices and advertising identify the household's sensitivity to price and to promotional activities, denoted by α and β. As we pointed out in Section 2.2, sales are not perfectly correlated with feature and display activity, and therefore the effects can be separately identified. Brand and size effects are identified in the first stage from variations in shares across products. Household heterogeneity in the static parameters is captured by making the sensitivity to promotional activities, brand effects, and size effects functions of household demographics, as well as allowing for household-specific brand effects.
The identification of the dynamic parameters is more subtle. The third stage involves the estimation of the utility and storage cost parameters that maximize the likelihood of the observed sequence of quantities purchased (container sizes) over the sample period. If inventory and consumption were observed, then identification would follow the standard arguments (see Rust (1996) , Magnac and Thesmar (2002) , and Aquirregabiria (2005)). However, we do not observe inventory or consumption, so the question is what feature of the data allows us to identify functions of these variables?
The data tell us about the probability of purchase conditional on current prices (i.e., the current inclusive values) and past purchases (amounts purchased and duration from previous purchases). Suppose that we see that this probability is not a function of past behavior. Then we would conclude that consumers are purchasing for immediate consumption and not for inventory. On the other hand, if we observe that the purchase probability is a function of past behavior and we assume that preferences are stationary, then we conclude that there is dynamic behavior. Regarding storage costs, consider the following example. Suppose we observe two consumers who face the same price process purchase the same amount over a given period. However, one of them purchases more frequently than the other. This variation will lead us to conclude that this consumer has higher storage costs.
More generally, given the process of the inclusive values, preferences and storage costs determine consumer behavior. For a given storage cost function, preferences determine the level of demand. In contrast, given preferences, different storage cost levels determine interpurchase duration and the extent to which consumers can exploit price reductions. Higher storage costs reduce consumers' benefit from sales and shorten the average duration between purchases. In the extreme case of no storage (or very high storage cost), interpurchase duration depends exclusively on current prices, because the probability of current purchase is independent of past purchases. This suggests a simple way to test the relevance of the inventory model, based on the impact of previous purchases on current behavior. Preferences and storage costs are recovered from the relationship between purchases, prices, and previous purchases. We have no reason to believe that costs and preferences are identified nonparametrically or even that flexible functional forms can be estimated.
The split between the quantity purchased and brand choice provides some insight into the determinants of demand elasticities. There are two sets of parameters that determine price responses. The static parameters recovered in stage one determine the substitutability across brands, while the utility and inventory cost parameters recovered in stage three determine the responsiveness to prices in the quantity dimension. Both sets of estimates are needed to simulate the responses to price changes.
The split provides both an intuitive interpretation of the determinants of substitution patterns as well as a shortcut to separate long-run from short-run price responses. The basic insight is that in order to purge elasticities from timing effects-as a first approximation-one can estimate demand at the individual level, conditional on the size of the purchase. This approximation might prove helpful when the full model is too complicated to estimate or the data are insufficient.
Heterogeneity in brand preferences
Three assumptions are critical to justify the split in the likelihood. We already discussed the implications and limitations of the first two-product differentiation is modeled as taking place at the time of purchase and Assumption 4. Also critical for the analysis is the assumption that the error terms ε jxt are identically and independently distributed type I extreme value, both across choices and over time. As we mentioned, we can relax the independence across brands by allowing for a GEV distribution. Here we discuss ways to allow for persistent heterogeneity.
Our procedure allows for heterogeneity in brand preferences that is a function of observed household attributes and observed past behavior. However, we cannot allow for a persistent random component. One can see from equation (3) why the unobservable brand-size preferences must be uncorrelated over time. Suppose there are different (unobservable) types in the population that differ in their brand preferences or in their sensitivity to price and advertising. To compute the choice probabilities (unconditional on type), we have to integrate over the distribution of these types. The probability of brand choice conditional on size purchased and conditional on the type (of consumer) will still be independent of the various dynamic components. The problem, however, is that in order to compute the brand choice probability conditional on size (but unconditional on type) we have to integrate over the distribution of types conditional on the size purchased. Figuring out this distribution requires essentially solving the dynamic problem.
The main consequence of not having persistent preference shocks is that we cannot allow for random effects in the first stage of the estimation. Notice that unobserved heterogeneity can be introduced in the dynamic part of the model; indeed because of its computational simplicity, this can be done in a relatively general way. Random effects usually enter choice models in the brand preferences and in the marginal impact of price and other variables. Heterogeneity along these dimensions might generate interesting dynamics. For instance, consider the case of heterogeneity in brand preferences. A consumer with a high unobserved shock preference for Tide is likely not to react to deals on other brands and waits for deals on Tide if the shock is persistent. If her inventories are running low, she may prefer to purchase a small container of an alternative brand as she waits for Tide to go on sale.
Instead of random effects, we can allow for heterogeneity by including observed household heterogeneity, classifying the households into types, allowing for differences in the choice based on past behavior, and allowing for household-brand-specific fixed effects. Because the household-brand dummy variables are estimated in a static conditional logit, they do not substantially increase the computational cost.
12 Notice that we need only to estimate preferences for the brands actually purchased by each household. For brands that a household never bought in the sample (which are the majority), we just eliminate them from the household choice set. Absence from the choice set is equivalent to a sufficiently negative brand dummy. Clearly, we do not know if the household would buy this brand at prices outside those observed in the sample range, but that is a data limitation: the data do not inform us about out-ofsample prices anyway.
Alternative methods
The estimation of the full model without the assumptions that enable the split (of the likelihood) would not be tractable for most products that come in several sizes and brands. The dynamic problem would have an extremely large state, which includes the inventories of all brands held by the household as well as the price vector of all brands in all sizes, in addition to other promotional activities for each product-size combination. Erdem, Imai, and Keane (2003) propose a different approach. Their solution to reduce the complexity of the problem is to assume that once the quantity to be consumed is determined, each brand in storage is consumed. Moreover, the consumption share of each brand is proportional to the share of that brand in storage. In other words, if the storage is made of 40% of one brand and 60% of the other, then consumption will be made up of both brands in those proportions. This, together with the assumption that brand differences in quality enter linearly in the utility function, implies that only the total inventory and a quality weighted inventory matter as state variables. To reduce the dimensionality of the price vector, they estimate only the price process of the dominant container size and assume that price differentials per ounce with other containers is independently and identically distributed. This simplifies the states and transitions from current to future prices, because only the prices of the dominant size are relevant state variables. Finally, to further simplify the state space, they ignore other promotional activities.
Computing Standard Errors
The standard errors computed in the third step of the estimation have to be adjusted because the inclusive values and the transition parameters were estimated in the first and second steps. This can be done using the correction methods proposed by Murphy and Topel (1985) . The key in this approach is to compute the derivative of the third step likelihood with respect to the parameters estimated in the first and second steps. These derivatives can be evaluated numerically: we perturb each parameter slightly, resolve the dynamic programming problem, and see the impact on the likelihood. This computation is simplified significantly because the derivatives with respect to the first stage parameters can be written as the derivatives of the likelihood with respect to the inclusive value times the derivative of the inclusive value with respect to the parameter. The latter is easy to compute analytically, which significantly reduces the number of perturbations required of the third step. In the results below the correction increased the standard errors by less than 10 percent for most parameters.
RESULTS
To estimate the model, we have to choose functional forms. We assume u(c t + ν t ) = γ log(c t + ν t ), C(i t ) = β 1 i t + β 2 i 2 t , and ν t is distributed log normal. For the evolution in the inclusive values, we assume that ω st is distributed normal with mean γ s0 + γ s1 ω 1 t−1 + · · · + γ s4 ω 4 t−1 and standard deviation σ s for s = 1 4, where the actual size is 32 oz. times s. We explore below adding more lags, the normality assumption, and letting the process vary by household type. The dynamic programming problem was solved by parametric policy approximation. The approximation basis used is a polynomial in the natural logarithm of inventory and levels of the other state variables. We will describe various ways in which we tested the robustness of the results. The estimation was performed using a sample of 218 households. The households were selected based on the following criteria: (i) they made more than 10 purchases of detergents, (ii) but no more than 50 purchases, and (iii) at least 75 percent of their purchases of detergents were of liquid detergent. 13 The households in the sample visit a supermarket 45-103 times. These households made 3,772 purchases of liquid detergents. The third stage is estimated using visits 11-35 of each household. The first 10 visits are used to generate the distribution of initial inventories. The late visits are eliminated to avoid right censoring in a uniform way. In what follows, we limit the analysis to liquid detergent. This product is easier to handle, more concentrated, and offered in fewer container sizes. 13 Only a couple of household were eliminated because they purchased more than 50 times. We dropped these households because their purchases were so frequent-in one case essentially every week and multiple units each time-that we did not think our model applied to them. The number of households that purchased less than 10 times is more numerous, but of little impact on the elasticities (as they amount to a small share of total sales). We think it is safer to keep them out of the sample because they are candidates to purchase detergent in alternative stores.
Parameter Estimates
The parameter estimates are presented in Tables IV-VI. Table IV presents the estimates from the first stage, which is a (static) conditional logit brand choice conditional on size. This stage was estimated using choices by all households in the sample, where the choice set was restricted to products of the same size as the observed purchase. We introduce heterogeneity in three ways. First, we interact price with observable household characteristics. Second, we allow for household-brand specific effects. This is doable in our sample because each household purchases a small number of brands and we have a relatively long time series. Third, we eliminate from the household choice set brands not purchased over the whole sample period by that household. This reduces the number of choices significantly because most households purchase a small number of brands (the median household purchases three brands; see Table I ).
The different columns in Table IV present specifications that vary in the variables included. We conclude three things from this table. First, we note the effect of including feature and display on the price coefficient, which can be seen by comparing columns (ii) and (iii) (as well as (ix) and (x)). Once feature and display are included, the price coefficient is roughly cut by half, which implies that the price elasticities are roughly 50 percent smaller.
14 The size of the change is intuitive. It implies that the large effect on quantity sold seemingly associated with price changes is largely driven by the feature and display promotional activity. This suggests that one has to be careful when interpreting estimates that do not properly control for promotional activities other than sales.
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More importantly these effects highlight one of the advantages of our approach: we can easily control for various observed variables. An alternative approach proposed by Erdem, Imai, and Keane (2003) can, in principle, incorporate promotional activities, but due to the computational cost they do not do so in practice.
Second, we see the impact of heterogeneity in columns (iv)-(x), where we interact price with three demographic variables: dummy variables that equal one if the family lives in the suburban market, if the family is nonwhite, and if the family has more than four people. These interactions are highly significant. The signs on the coefficients make sense. Larger families, nonwhite people (who in our sample have lower income), and suburban shoppers are more price sensitive. To allow for heterogeneity in brand preferences, we interact the brand dummy variables with the demographic variables in column (v) . Together the demographics variables generate eight different "types" of households. In columns (viii)-(x) we allow for household-brand specific effects. This is the richest time invariant form of heterogeneity in brand preference possible in these data.
Third, we see the importance of allowing brand preferences to vary by size in columns (vi), (vii), (ix), and (x), where we interact the brand-dummy variables with size (either by multiplying the dummy by the size (in columns (vi), (ix), and (x)) or by allowing a full interaction). Notice that interacting brand effects with sizes makes the preference for each specific product proportional to the container size purchased. Namely, if a consumer prefers Tide, then it is reasonable to increase or rescale her preference by the size of the container she is purchasing. Table V reports the estimates of the price process. This process was estimated using the inclusive values (given in equation (5)) computed from the estimates of column (x) in Table IV . The inclusive values can be considered a quality weighted price: for each household, all the different prices (and promotional activities) of all the products offered in each size are combined into Table IV . The four left columns impose the same process for each household type; the four right columns allow for a different process for each type. Reported results are only for households of type 3, that is, households in market 1 with large families. Results for other types are available from the authors. a single index. This index varies by household, because the brand preferences are allowed to vary.
The inclusive value is a summary of all the variables that impact utility, in particular prices and advertising. In our model, the consumer realizes that advertising will impact her future choice and therefore she forms expectations regarding future advertising. It may seem awkward that expected advertising affects current behavior. Alternatively, we could assume that advertising does not have dynamic implications, i.e., we could compute an inclusive value without advertising. In such a case, the consumer is repeatedly surprised by the effect of advertising (namely, advertising affects the choice probability without the consumer foreseeing it will happen). Such specification implies an inconsistency between the consumers' expected and actual probability of purchase. We opted for the internally consistent version of advertising.
The first four columns of Table V display the estimated parameters for the two main sizes (64 and 128 oz.), restricting the process to be the same for all households. The last four columns allow a different process for different household types. The results are presented for households in the urban market with large families (type 3). Within each set, the first two columns display results for a first-order Markov process. The point estimates suggest that the lagged value of own size is the most important in predicting future prices. Letting the price process vary by household type changes the parameters of the price process, but seems to have little impact on the bottom line (the results displayed below). In principle, one could allow the process to differ by household, but that would mean solving a different dynamic problem for each individual. Given the shortcut, this might be feasible, but it would significantly increase the computational burden. Given the small impact on the final results in going from one process to six, we decided against this option.
Considering the supply side, there are good reasons to believe that prices will not follow a first-order process. To explore alternatives to the first-order Markov assumption, in the next set of columns we include the sum of five additional lags. We also estimated, but do not display, a specification that allows these five lags to enter with separate coefficients. These additional lags do not significantly improve the fit. Therefore, we stick to a first-order Markov process.
Finally, assuming the inclusive values are distributed normally might seem strange given that the product-specific prices tend to be at a modal nonsale price with occasional reductions. The inclusive values aggregate across several prices with such patterns and also promotional activity. Although the resulting variable is distributed in a bell-like shape, a formal test rejects the hypothesis that the inclusive values are distributed normal. In principle, this assumption can be relaxed, at a substantial computational cost. Table VI reports third stage estimates. We allow for six different types of households that vary by market and family size. Each type is allowed different utility and storage cost parameters. We also include size fixed effects that are allowed to vary by type (not reported in the table). Most of the parameters are statistically significant at standard significance levels. Households that live in the suburban market (where houses are on average larger) have lower storage costs.
To get an idea of the economic magnitude, consider the following. If the beginning-of-period inventory is 30 oz. (the median reported below), then buying a 128 oz. bottle increases the storage cost, relative to buying a 64 oz. bottle, by roughly $0.20-0.75, depending on the household type. As we can see from Table III , the typical savings from nonlinear pricing are roughly $0.40, which implies that the high storage cost types would not benefit from buying the larger size, whereas the low storage cost types would.
For this sample the estimated median inventory held is 27-33 oz., depending on the type. There is more variation across the types at the higher end of the distribution. The mean weekly consumption is between 22 and 36 oz., for different types (with the 10th and 90th percentiles varying between 4 and 6, and 85 and 115, respectively). If we assume that the households had constant consumption equal to their total purchases divided by the number of weeks, we get very similar average consumption. Furthermore, we can create an inventory series by using the assumption of constant consumption and observed purchases. If we set the initial inventory for such a series so that the inventory will be nonnegative, then the mean inventory is essentially the same as the inventory simulated from the model.
Fit and Robustness
Ideally, to further test the fit of the model, we would compare the simulated consumption (and inventory) behavior to observed data. However, consumption and inventory are not observed. We focus instead on the model's prediction of interpurchase duration. Figure 1 displays the hazard rate of purchasing by duration week from last purchase. The hazard rate in this case is the probability that you purchase if you have not purchased up to now. If the probability of purchase is not duration dependent, than the hazard rate would be constant and equal to roughly 0.25 in our data. The data display a clear pattern: the probability of purchase gradually increases until week 4 and then gradually declines. The simulation from the model traces this pattern reasonably well. The predicted purchase probability one week after a purchase is higher than observed in the data. The model does a better job fitting the subsequent weeks-clearly better than a static model.
We tested the robustness of the results in several ways. First, we explored a variety of methods to solve the dynamic programming problem. In addition to the approximation method we used to generate the final set of results, we explored dividing the state space into a discrete grid. We then solved the dynamic programming problem over this grid and explored two ways to take this solution to the data. We divided the data into the same discrete grid and used the exact solution. We also used the exact solution on the grid to fit continuous value and policy functions, and used these to evaluate the data. We also ex-plored a variety of functional forms for both the utility from consumption and the cost of inventory.
The estimated parameters did vary across several of these robustness tests. Indeed, even in our preferred specification the likelihood was relatively flat, which suggests that some of the identification issues we discussed are relevant in this data set. However, in the cases we examined, the implications discussed next were robust.
Implications
In this section we present the implications of the estimates, and compare them to static ones. In Table VII we present own-and cross-price long-run elasticities simulated from the dynamic model. The elasticities were simulated as follows. Using the observed prices, we simulated choice probabilities. We then generated the increased prices by adding a small amount to the observed price paths of each of the different products (brand and size). To evaluate long-run price responses, we generated permanent changes in the process (i.e., a change in the whole path of prices, not just the current price). We then reestimated the price process (although in practice the prices changes were small enough that the change in the price process was negligible) and solved for the optimal behavior given the new price process. Finally, we simulated new choice probabilities, used them to compute the change in choice probabilities relative to the initial values, and computed the price elasticities.
The results are presented in Table VII . Cell entries i and j, where i indexes row and j indexes column, present the percent change in market share of brand i with a 1 percent change in the price of j. All columns are for a size of 128 oz., the most popular size. The own-price elasticities are between −2 5 and −4 5. The cross-price elasticities also seem reasonable. 16 There are several patterns worth pointing out. First, cross-price elasticities to other brands of the same size, 128 oz., are generally higher. This is driven by the type-specific size fixed effects. Therefore, if the price of a product changes, consumers currently purchasing it are more likely to substitute toward similar size containers of a different brand.
Second, the cross-price elasticities to other sizes of the same brand are generally higher, sometimes over 20 times higher, than the cross-price elasticities to other brands. This suggests that these brands have a relatively loyal base. This pattern is driven by the heterogeneity estimated in the first step.
Third, the cross-price elasticities to the outside option, i.e., no purchase, are generally low. This is quite reasonable because we are looking at long-run responses, which reflect purely a consumption effect, presumably small for detergents. The substitution from say 128 oz. Tide to the outside option represents a Cell entries i and j, where i indexes row and j indexes column, give the percent change in market share of brand i with a 1 percent change in the price of j. All columns are for a 128 oz. product, the most popular size. The results are based on Tables IV-VI. b Note that "All" is the name of a detergent produced by Unilever.
forgone purchases due to the higher price level. Namely, the proportion of purchases that, due to the permanent increase in the price of 128 oz. Tide (i.e., an increase in the support of the whole price process), lead to no purchase at all. In contrast, one would expect the response to a short-run price increase to be a lot larger. The reaction to a temporary price change includes not only the reduction in purchases, but also the change in the timing of the immediate purchase due to the temporary price change. As we discuss next, we indeed find that short-run estimates overestimate the substitution to the outside option. This highlights the bias from static estimates that our framework overcomes.
We next compare the long-run elasticities to elasticities computed from static demand models. There are two reasons why these will differ. First, the coefficients estimated in the static model are (upward) biased and inconsistent because of the omitted inventory and expectations. Even with the right controls, static estimation would reveal short-run responses. The dynamic model is needed to separate inventory responses to short-run price changes from consumption changes and brand substitutions in response to long-run price changes.
Table VIII presents the ratio of the static estimates to the dynamic estimates. Cell entries i and j, where i indexes row and j indexes column, give the ratio of the (short-run) elasticities computed from a static model divided by the longrun elasticities computed from the dynamic model. The elasticities for both models are the percent change in market share of brand i with a 1 percent change in the price of j. The static model is identical to the model estimated in the first step except that brands of all sizes are included as well as a no-purchase decision, not just products of the same size as the chosen option. The estimates from the dynamic model are based on the results presented in Tables IV-VI. The elasticities are evaluated at each of the observed data points, the ratio is taken and then averaged over the observations.
The results suggest that the static own-price elasticities overestimate the dynamic ones by roughly 30 percent. Part of this difference is driven by the bias in the estimates of the static model. The price coefficient estimated in the static model is roughly 15 percent higher than that estimated in the first stage of the dynamic model. This ratio varies slightly across brands and also across the main sizes, 64 and 128 oz.
In contrast, the static cross-price elasticities, with the exception of the nopurchase option, are smaller than the long-run elasticities. The effect on the no-purchase option is expected because the static model fails to account for the effect of inventory. A short-run price increase is most likely to chase away consumers who can wait for a better price, namely those with high inventories. Therefore, the static model will overestimate the substitution to the nopurchase option.
There are several effects that impact the cross-price elasticities to the other brands. As we previously noted, the coefficients estimated in the static model will tend to be upward biased. This suggests that the elasticities estimated from the dynamic model will be larger in magnitude. However, there is an additional effect due to the difference between long-run and short-run effects. Consider a reduction in the price of Tide. The static elasticities are computed from data that had temporary price reductions. Switchers are those households that are willing to switch, for example, from Cheer and have a low enough inventory at the time of the price change. In contrast, the long-run elasticities capture those households that are willing to substitute at all relevant levels of inventory, because they represent reactions to a permanent change in the price of Tide.
In the case of the own-price effect as well as in the case of cross-price effects toward the no-purchase option, the econometric bias and the difference a Cell entries i and j, where i indexes row and j indexes column, give the ratio of the (short-run) elasticities computed from a static model divided by the long-run elasticities computed from the dynamic model. The elasticities for both models are the percent change in market share of brand i with a 1 percent change in the price of j. The static model is identical to the model estimated in the first step, except that brands of all sizes are included as well as a no-purchase decision, not just products of the same size as the chosen option. The results from the dynamic model are based on the results presented in Tables IV-VI. b Note that "All" is the name of a detergent produced by Unilever.
between short-and long-run effects operate in the same direction. Both overstate price responses. However, it is unclear which one of the effects (that work in opposite directions) dominates in the case of cross-price elasticities (toward other goods). It depends on the relative size of the two effects and whether the observed price variation was temporary or more permanent in nature. In our data, the latter effect dominates.
One might wonder about the representativeness of the results from our sample. The sample may not be representative of the whole population because it records detergent purchases in supermarkets only. Moreover, the sample we selected in the estimation may not reflect the whole population that purchases in supermarkets. The answer depends on the question one wishes to answer. We care about the ratio of elasticities for the typical consumer. We are likely underestimating the importance of consumer inventory because many of the consumers who shop elsewhere (e.g., at Walmart or Costco) will not be in our sample; these are the consumers more likely to buy for inventory. Alternatively, we might care about the typical shopper at the supermarkets in the sample. In other words, what is the long-run elasticity of the demand faced by the supermarkets. To evaluate how representative our selected sample is (of the whole population buying at these supermarkets), we estimated a static demand system using the aggregate data (namely, using total weekly sales at the store level, not just from the households in our sample). We found results similar to the static demand estimated using the household sample. This leads us to conclude that the results from our sample are reasonably representative.
Estimates of the demand elasticities are often used in one of two ways. They are used in a first-order condition, typically from a Bertrand pricing game, to compute price-cost margins (PCM). For single product firms, it is straightforward to see the magnitude of the bias: it is the same as the ratio of ownprice elasticities. Therefore, the numbers in Table VIII suggest that for single product firms, the PCM computed from the dynamic estimates will be roughly 30 percent higher than those computed from static estimates. The bias is even larger for multiproduct firms because the dynamic model finds that the products are closer substitutes (and therefore a multiproduct firm would want to raise their prices even further) than the static estimates suggest.
PCM computed in this way are used to test among different supply models; in particular they are used to test for tacit collusion in prices (e.g., Bresnahan (1987) or Nevo (2001) ). Static estimates will tend to find evidence of collusion where there is none, because the PCM predicted by models without collusion will seem too low.
Another use of demand estimates is to simulate the effects of mergers (e.g., Hausman, Leonard, and Zona (1994) and Nevo (2000) ). The numbers in Table VIII suggest that estimates from a static model would tend to underestimate the effects of a merger, because they tend to underestimate the substitution among products. Furthermore, because the static estimates overestimate the substitution to the outside good if used to define the market, then they will tend to define it larger than a definition based on the dynamic estimates. In either case, the static estimates will favor approval of mergers.
CONCLUDING REMARKS
In this paper we structurally estimate a model of household inventory holding, allowing for product differentiation, sales, advertising, and nonlinear prices. The estimates suggest that ignoring the dynamics dictated by the ability to time purchases can lead to biased demand estimates. We find that static estimates overestimate own-price elasticities, underestimate cross-price responses to other products, and overestimate the substitution toward no purchase.
An implication of the model is that the likelihood of the observed choices can be split between a dynamic and a static component. We estimate the latter independently at little computational cost. The dynamic component requires the usual computation burden (of numerically solving the dynamic programming and numerically searching for the parameters that maximize the likelihood). However, the computational burden is substantially reduced by the split of the likelihood: we solve a simplified problem that involves only a quantity choice.
This split of the likelihood suggests a simple shortcut that can be used to reduce the biases that arise in a static estimation. The shortcut involves estimating demand conditional on the actual quantity purchased. In our case, the shortcut eliminates most of the short-run biases.
The estimates suggest differences between the long-run price effects computed from the dynamic model and a static one. Our static estimation used high frequency weekly consumer-level data. We also examined aggregate weekly data and got similar results. A common approach in the literature is to use monthly or quarterly aggregate data with the hope that aggregation over time smooths away the effects of temporary price reductions. An open question is how the results from static estimation using less frequent data compare to the dynamic results. A somewhat related question is whether there is a simple way to adjust the static estimation through time aggregation, much like the shortcut discussed in the previous paragraph, to attenuate the biases. This paper neglected the supply side of the market. Future work could use estimates of demand to simulate profits from different pricing policies to evaluate, for instance, the profitability of observed sales. One of the key difficulties is setting up the agent's problem in a tractable way. A compact and tractable representation of the aggregate demand, as discussed in the previous paragraph, will be helpful. Economics, Northwestern University, 2001 Sheridan Road, Evanston, IL 60208, U.S.A., and NBER; igal@northwestern.edu and Dept. of Economics, Northwestern University, 2001 Sheridan Road, Evanston, IL 60208, U.S.A., and NBER; nevo@northwestern.edu. Manuscript received March, 2005; final revision received May, 2006. APPENDIX In this appendix we provide proofs to some of the claims made in the text. First, we show that, conditional on size purchased, optimal consumption is the same regardless of which brand is purchased. Let c * k (x t ν t ) be the optimal consumption conditional on a realization of ν t and purchase of size x t of brand k.
Dept. of
LEMMA 1: c * j (x t ν t ) = c * k (x t ν t ).
PROOF: Suppose there exists j and k such that c * j = c * j (x t ν t ) = c * k (x t ν t ) = c * k . Then αp jxt + ξ jx + βa jxt + ε jxt + u(c * j + ν t ) − C(i t + x t − c * j ) + δE(V (s t )|d jt = 1 x t c * j ) > αp jxt + ξ jx + βa jxt + ε jxt + u(c * k + ν t ) − C(i t + x t − c * k ) + δE(V (s t )|d jt = 1 x t c * k ) and, therefore, u(c * j + ν t ) − u(c * k + ν t ) > δE(V (s t )|d jt = 1 x t c * k ) − δE(V (s t )|d jt = 1 x t c * j ) + C(i t + x t − c * k ) − C(i t + x t − c * j ) Similarly, from the definition of c * k (x t ν t ), u(c * j + ν t ) − u(c * k + ν t ) < δE(V (s t )|d jt = 1 x t c * k ) − δE(V (s t )|d jt = 1 x t c * j ) + C(i t + x t − c * k ) − C(i t + x t − c * j ) which is a contradiction.
Q.E.D.
PROOF OF CLAIM 1: The dynamic problem defined in equation (1) From Assumptions 1 and 3, both ε and ν are independently and identically distributed. Moreover, current actions affect future utility only through endof-period inventory, so we can write E[V (s t+1 )|i t p t c d jx ]. In other words, the expectation of V given the state and current behavior is a function of current price and end-of-period inventories. Let us denote such a function as V e (i t+1 p t ). Taking expectations of V (s t ) given the information available at t − 1 (which includes actions taken at t − 1), we can find V e (i t p t−1 ). Using the independence of ε, ν, and p, we get + δV e (i t + x − c p t ) dF(ε) dF(ν) dF(p t |p t−1 )
By Lemma 1, optimal consumption depends on the quantity purchased, but not on the brand chosen; then Max c {u(c + ν t ) − C(i t+1 ) + δV e (i t + x − c p t )} varies by size x, but is independent of choice of brand j. Denote this function M(s t x). Therefore, For the case of extreme value shocks (see McFadden (1981) ) and using the definition of the inclusive values given in equation (5), this last expression can be written as V e (i t p t−1 ) = log x exp(ω xt + M(s t x)) dF(ν) dF(p t |p t−1 )
Using Assumption 4, V e can be written as a function of ω t and i t instead of p t and i t , leading to (spelling out the function M to remind the reader) V e (i t ω t−1 ) = log + δV e (i t+1 ω t ) dF(ν) dF(ω t |ω t−1 )
The former functional equation can be used to find V e (i t ω t−1 ).
Notice that V e (i t ω t−1 ) also characterizes the problem V (i t ω t−1 ε t ν t ) = Max {c x} {u(c + ν t ) − C(i t+1 ) + ω xt + ε xt + δV e (i t+1 ω t )} This can be seen by taking expectations with respect to ε on the right-hand side. Notice that this last Bellman equation characterizes the optimal behavior of a consumer who chooses x (quantity purchased) in every period, enjoying a shock ε xt + w xt from buying quantity x in period t.
Finally, we want to show that we can rely on V e (i t ω t−1 ) to derive the likelihood of purchase of quantity x. We want to show that Pr(x t |i t p t ν t ) = Pr(x t |i t ω(p t ) ν t )
Notice that
Pr(x t |i t ω t ν t ) = exp(ω xt + Max ct {u(c t + ν t ) − C(i t+1 ) + δV e (i t+1 ω t )})
x exp(ω xt + Max ct {u(c t + ν t ) − C(i t+1 ) + δV e (i t+1 ω t )}) whereas Pr(x t |p t i t ν t ) = j exp(αp jxt + ξ jx + βa jxt + M(s t x)) j exp(αp jyt + ξ jy + βa jyt + M(s t x)) = exp(M(s t x)) exp(log( j exp(αp jxt + ξ jx + βa jxt ))) y exp(M(s t y)) exp(log( j exp(αp jyt + ξ jy + βa jyt ))) = exp(ω xt + M(s t x)) y exp(ω yt + M(s t y)) = Pr(x t |ω t i t ν t )
where the last equality follows from the fact the M depends on ω but not on p.
