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Abstract:  The collection of cyclic Hadamard matrices { H = ( ai – j ) : 0 ≤ i, j < n , and ai = −1, 1 } of order n ≥ 
1, is characterized by the orthogonality relation HHT = nI. Only two of such matrices are currently known. It 
will be shown that this collection consists of precisely two matrices. An application of this result implies that 
there are exactly seven Barker sequences over the binary set { −1, 1 }.   
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1 Introduction  
An n × n matrix A = ( ai,j ), 0 ≤ i, j < n, generated by the cyclic shifts of one of its rows, is called a circulant or 
cyclic matrix and has the form A = ( ai – j ), 0 ≤ i, j < n, see [DS] for the analysis of cyclic matrices. The 
collection of cyclic Hadamard matrices { H = ( ai – j ) : 0 ≤ i, j < n , and ai = −1, 1 } of order n ≥ 1 is 
characterized by the orthogonality relation HHT = nI. The constraint HHT = nI calls for the maximal value in the 
determinant inequality 
 
 detA ! ai, j
0!i<n
"
2
= | ai, j |
0! j<n
#
0!i<n
"
2
.                                                             (1) 
 
In general, Hadamard matrices H = ( ai,j ), 0 ≤ i, j < n, can exist for n = 1, 2, and 4m, m ≥ 1, see [HM] for more 
details. Currently, there are two cyclic Hadamard matrices H1 = < 1 > and H4 = < 1, 1, 1, −1 > known. These are 
of orders n = 1, and n = 4 respectively. 
 
This note addresses the following questions stated in [BT, p. 423], and similar sources. 
 
Conjecture 1.   There is no cyclic Hadamard matrices of order v > 4. Equivalently, there is no cyclic difference 
sets of parameters (v, k, λ, n) = (4u2, 2u2 − u, u2 − u, u2), u ≥ 1.  
 
Conjecture 2.     There exists no Barker sequences of lengths v > 13.  
 
Recent developments in these topics are discussed in [CR], [SC], [MH], [HB], and [CJ]. The information 
provided within is sufficient to claim that it is plausible to conclude the followings. 
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Theorem 3.     The collection of cyclic Hadamard matrices has exactly two matrices. These are H1 = < 1 > and 
H4 = < 1, 1, 1, −1 >. 
 
A Barker sequence { }1:...,,, 110 ±=− iv ssss  is a binary sequence of length v ≥ 1 characterized by the aperiodic 
autocorrelation function 
 
C(! ) = sisi!!
0"i"v!1!!
# ,                                                                          (2) 
 
where C(τ) = ±1 for τ = 1, 2, …, v – 1.  
 
Theorem 4.     The collection of Barker sequences has exactly seven sequences.   
 
The proof of Theorem 3 appears in Subsection 3.1, the proof of Theorem 4 appears in Subsection 3.2.  
 
These problems are studied in great details in [BR], [BT], [BN], [HL], [JB], [TN], and by many other authors. 
Extensive numerical works, using Number Theoretical methods, has been employed by various authors to 
eliminate almost every parameters v < 1022, see [MH], [SC], et cetera. 
 
 
 
2 Basic Foundations 
This section provides a survey of supporting materials. The interested readers should confer the literature for the 
detailed analysis of these results.   
 
Basic Difference Sets  
A difference set D of parameters (v, k, λ, n) is a subset D of a group G of orders k = #D and v = #G respectively, 
such that each element 0, 1 ≠ d ∈ G has λ ≥ 1 representations as d = d1 ! d2, di " D  in an additive group G or as  
Ddddd i ∈=
− ,121  in a multiplicative group G. The integer n = k − λ is called the order of the difference set. The 
difference set is cyclic if the group G = ℤv, the integers modulo v ≥ 1. 
 
A difference set D = (v, k, λ, n) and its complementary difference set Dc = (v, v − k, v − 2k + λ, n) occur 
simultaneously. 
 
 The generating function attached to a difference set is defined by the polynomial  
 
!(X) = Xdd!D" = Xd0 + Xd1 + Xd2 +!+ Xdk#1 .                                                 (3) 
 
Lemma 5.   ([BR])   Let (v, k, λ, n) be the parameters of a cyclic difference set, and let w ≥ 1 be a divisor of v ≥ 
1. Then, the generating function satisfies the following congruences. 
 
(i) ![w](X) = x0 + x1X + x2X 2 +!+ xw!1Xw!1 "!(X)modXw !1 .                                                                            (4) 
(ii) !(X)!(X!1) = Xdi!d j
di ,d j"D
# $ n+ (!v /w) 1+ X + X 2 +!+ Xw!1( )modXw !1 . 
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The detailed analysis of the derivation of these identities appears in [BR]. The identities for θ(X) and its various 
modulo Xw – 1 reductions such as θ[w](X), and are deployed to generate various relations between the parameters 
of the cyclic difference set and the coefficients of the generating functions.  
 
Lemma 6.   ([BR])   Let (v, k, λ, n) 0be the parameters of a cyclic difference set, and let w ≥ 1 be a divisor of v ≥ 
1. Then, the system of Diophantine equations 
  
(1) x0 + x1 + x2 +!+ xw!1 = k ,                                                                                                                                (5) 
(2) x02 + x12 + x22 +!+ xw!12 = n+!v /w , 
(3) x0x0! j + x1x1! j + x2x2! j +!+ xw!1xw!1! j = !v /w , 
 
where the index is taken modulo w, and j = 1, 2, …, w – 1, has a solution (x0, x1, x2, …, xw−1) ∈ ℕw such that 
0 ! xi < v /w  for i = 0, 1, 2, …, w – 1. 
 
This is a necessary condition but not sufficient for the existence of a cyclic difference set. Additional, 
conditions on the variables 110 ...,,, −wxxx  are often used to complete the analysis of existence, for example, the 
residue class xi = # d ! D : d " imodw{ }  of the variable xi for i = 0, 1, 2, …, w – 1. The c0onverse of this result 
is not valid. Large scales calculations are given in [GL], and the proof, and related analysis of cyclic difference 
sets are covered in [BR].  
 
               
 
3 Cyclic Difference Sets, Hadamard Matrices, and Barker Sequences  
The characterization of difference sets by system of Diophantine equations immediately explicates the sporadic 
nature of the existence of difference sets of certain parameters. The tables of difference sets, see [LJ], clearly 
confirm this observation on the scarcity of certain difference sets. 
 
 
3.1 Cyclic Difference Set and Cyclic Hadamard Matrices 
There are two types of cyclic Hadamard difference sets over the cyclic group ℤv = { 0, 1, 2, 3, …, v – 1 } 
discussed in the literature, confer [BR], [BT]. These cyclic difference sets, often called Menon cyclic difference 
sets, are the followings:  
  
1. The parameters (v, k, λ, n) = (2n – 1, 2n − 1, n − 1, n), n ≥ 1. 
2. The parameters (v, k, λ, n) = (4u2, 2u2 − u, u2 − u, u2), u ≥ 0. 
 
The form of the system of Diophantine equations of the first collection does not preclude the existence of 
infinite families of cyclic Hadamard difference sets in this collection. But the form of the system of Diophantine 
equations of the second collection does preclude the existence of infinite families of cyclic Hadamard difference 
sets because there is a fixed system of equations for all u ≥ 0, see equations (6), and the parameters are 
nonlinear functions of u.  
 
 
The Systems of Equations for w = 4.  
The cyclic difference set (v, k, λ, n) = (4u2, 2u2 − u, u2 − u, u2) as a function of u ≥ 0. The system of Diophantine 
equations 
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f0 (x0,..., x3,u) = x0 + x1 + x2 + x3 ! 2u2 +u ,          f1(x0,..., x3,u) = x02 + x12 + x22 + x32 !u2 !u2 (u2 !u) ,       (6) 
  
f2 (x0,..., x3,u) = x0x3 + x1x0 + x2x1 + x3x2 !u2 (u2 !u) ,        f3(x0,..., x3,u) = x0x2 + x1x3 + x2x0 + x3x1 !u2 (u2 !u) ,                                                                                                                                               
 
f4 (x0,..., x3,u) = x0x1 + x1x2 + x2x3 + x3x0 !u2 (u2 !u) , 
 
derived from Lemma 6, characterizes cyclic difference set (v, k, λ, n) as a function of five variables x0 ≥ 0, x1 ≥ 
0, x2 ≥ 0, x3 ≥ 0, u ≥ 0.  
 
The next result will be used to complete the system of equations (6), which has five independent variables and 
four independent equations. This result is actually an extension of Lemma 6. In Lemma 6 the equations (3) are 
derived in the ring ℤ[x]/(xw – 1), where x is a transcendental element. But equations (7) are derived in the ring  
ℤ[ζ]/(ζw – 1), where ζ is an algebraic element. 
 
Lemma 7.   Let (v, k, λ, n) = (4u2, 2u2 ± u, u2 ± u, u2) be the parameters of a cyclic difference set, and let w = 4. 
Then, the variables x0 ≥ 0, x1 ≥ 0, x2 ≥ 0, x3 ≥ 0, and u ≥ 0 of the system of equations (6) satisfy the followings.  
 
f5(x0,..., x3,u) = x0x1 + x1x2 + x2x3 ! x3x0 !u2 (u2 !u) ,     f6 (x0,..., x3,u) = x0x2 + x1x3 ! x2x0 ! x3x1 !u2 (u2 !u) ,    (7)       
  
f7(x0,..., x3,u) = x0x3 ! x1x0 ! x2x1 ! x3x2 !u2 (u2 !u) ,     f8(x0,..., x3,u) = x02 + x12 + x22 + x32 !u2 !u2 (u2 !u) .    
 
Proof: Let ζ be a primitive 8th root of unity, and consider the generating function congruences  
 
!(X)!(X!1) " n+ ("v /w) 1+ X + X 2 +!+ Xw!1( )modXw !1 ,                                        (8) 
 
and 
 
![w](X) = x0 + x1X + x2X 2 +!+ xw!1Xw!1 "!(X)modXw !1 ,                                         (9) 
 
see Lemma 5. Use (9) to evaluate the congruence (8) at X =!,   and  X!1 =! !1 , and match the coefficients of 
both congruences to arrive at the followings:   
(i) x02 + x12 + x22 + x32 !u2 !u2 (u2 !u) ,        the coefficient of the constant term 1,  
(ii) x0x1 + x1x2 + x2x3 ! x3x0 !u2 (u2 !u) ,     the coefficient of the constant term ζ, 
(iii) x0x2 + x1x3 ! x2x0 ! x3x1 !u2 (u2 !u) ,      the coefficient of the constant term ζ2,   
(iv) x0x3 ! x1x0 ! x2x1 ! x3x2 !u2 (u2 !u) ,         the coefficient of the constant term ζ3,   
 
where the reduction table  
 
1, !, ! 2, ! 3, ! 4 = !1, ! !1 = !! 3, ! !2 = !! 2, ! !3 = !!,   and  ! 8 =1                                (10) 
 
was used to simplify the calculations.                                                                                                                   ■ 
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Theorem 3.    There is one cyclic difference set of parameters (v, k, λ, n) = (4u2, 2u2 ± u, u2 ± u, u2), u ≥ 0, in the 
cyclic group ℤv. In particular, the collection of cyclic Hadamard matrices has exactly two matrices. These are 
H1 = < 1 > and H4 = < 1, 1, 1, −1 >. 
 
Proof: Apply Lemma 7 to augment the system of Diophantine equations (6) to the complete system of equations                                                                                     
 
 f0 = 0, f1 = 0, f2 = 0, f3 = 0, f4 = 0, f5 = 0, f6 = 0, f7 = 0  ,                                         (11) 
 
where variables 0 ! x0, x1, x2, x3 ! v /w = u2 , and u ≥ 0 is an integer.  
 
The first term of the Grobner basis of the ideal 
 
 < f0, f1, f2, f3, f4, f5, f6, f7 > = < g0, g1, g2, ..., gm7 >                                   (12) 
 
has the explicit expression 
 
g0 (x0,..., x3,u) = u4 !u3 .                                                                   (13) 
 
And its roots are u = 0, and 1. Thus, this immediately shows that u = 1 is the only nontrivial solution of the 
system of Diophantine equations (11).                                                                                                                  ■
 
 
 
For elementary introduction to Grobner bases, confer [CS], [BW], and for the advanced theory, and practical 
algorithms, refer to the recent articles in the journals.  
 
Further study of systems of Diophantine equations similar to (11) is an interesting research problem with 
applications to other related problems in cyclic difference set theory. In the specific case on hand, the algebraic 
variety 
 
V ( f0,..., f7 ) = (x0,..., x4 )! K 5 : f0 (x0,..., x4 ) = 0, ..., f7(x0,..., x4 ) = 0{ } ,                                   (14) 
 
where x4 = u, and K is an algebraic closure of the rational numbers ℚ, seems to be of genus g > 0. The number 
of integral points on the intersection V ( f0 )!!!V ( f7 )  seems to be deg f0 !deg f1 = 8  points, counting 
multiplicities. The integral solutions, given as affine points P = (x0, x1, x2, x3, x4 )  on the affine plane ℙ5(ℤ),  
are 
 
P0 = (0, 0, 0, 0, 0) ,       multiplicity 3,                                                      (15) 
 
P1 = (0, 0, 0, 1, 1) ,       P2 = (0, 0, 1, 0, 1) ,                                                  
 
P3 = (0, 1, 0, 0, 1) ,       P4 = (1, 0, 0, 0, 1) , 
 
P! = (!, !, !, !, !) ,      the point at infinity.     
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The cyclic difference set is parametized by x4 = u ≥ 0, each one of these solutions is mapped to the same trivial 
cyclic difference set of parameters (v, k, λ, n) = (4u2, 2u2 − u, u2 − u, u2) = (4, 1, 0, 1). The corresponding trivial 
cyclic difference set is represented by D = { 3 }, or any of the subset { 0 } or { 1 } or { 2 } or { 3 } ⊂ ℤ4 = { 0, 
1, 2, 3 }, the cyclic group of integers modulo 4.   
                                                                              
And its nontrivial complement cyclic difference set 
 
Dc = (4u2, 2u2 + u, u2 + u, u2) = (4, 3, 2, 1), is represented by Dc = { 0, 1, 2 }. 
 
Either one of these cyclic difference sets maps into the circulant Hadamard matrix H4 = < 1, 1, 1, −1 >, and the 
Barker sequence sv = 1, 1, 1, −1. 
 
 
 
3.2 Barker Sequences 
Let D ⊂ G be a difference set in the group G. The characteristic function 
 
 ! (d) = 1       if d !G,  and d ! D,0      if d !G,  and d " D,
#
$
%
                                                           (16) 
 
of a difference set D = d0, d1, d2, ..., dk!1{ }  generates a binary sequence s0, s1, s2, ..., sv!1 : si = ±1{ }  by 
setting 
 
 si = (!1)1!! (d j ) ,  dj ∈ G,  for j = 1, 2, …, v − 1.                                               (17) 
 
The periodic autocorrelation has two values:  
 
R(! ) = sisi!!
0"i"v!1
# =
v                      if ! $ 0modv,
v! 4(k !")      if ! % 0modv,
&
'
(
                                             (18) 
 
for τ = 1, 2, …, v − 1. The binary sequence attached to this cyclic difference set turns out to be a Barker 
sequence of aperiodic autocorrelation function C(! ) = sisi!!0"i"v!1!!# = ±1, see equation (2). For example, for the 
cyclic group of integers modulo 4, ℤ4 = { 0, 1, 2, 3 }, there is trivial cyclic difference set D = { 3 }, with 
parameters (v, k, λ, n) = (4, 1, 0, 1), and the corresponding Barker sequence is sk = 1, 1, 1, − 1.  
 
 
Theorem 4.    The collection of Barker sequences has exactly seven sequences. These are  
 
v = 2  sv = 1, 1 
v = 3  sv = 1, 1, −1 
v = 4  sv = 1, 1, 1, −1 
v = 5  sv = 1, 1, 1, −1, 1 
v = 7  sv = 1, 1, 1, −1, −1, 1−1 
v = 11  sv = 1, 1, 1, −1, −1, −1, 1−1, −1, 1, −1 
v = 13  sv = 1, 1, 1, 1, 1,−1, −1,1, 1, −1, 1, −1, 1. 
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Proof: The case v = odd is due to Turyn and Storer in [TN], and the case v = even follows from Theorem 3.     ■ 
 
Except for a few cases, the nonexistence of Barker arrays in dimension n ≥ 2 has also been proven, see [JM].  
 
 
The complete collection of nontrivial cyclic difference sets associated with Baker sequences are listed below, 
the map (17) maps the cyclic difference set D = (v, k, λ, n) to the binary sequence s0, s1, s2, ..., sv!1 : si = ±1{ } . 
 
v = 3,  the parameters are (3, 2, 1, 1) and the cyclic difference set is D = { 0, 1 }. 
 
v = 4,  the parameters are (4, 3, 2, 1) and the cyclic difference set is D = { 0, 1, 2 }. 
 
v = 5,  the parameters are (5, 4, 3, 1) and the cyclic difference set is D = { 0, 1, 2, 4 }. 
 
v = 7,  the parameters are (7, 4, 2, 2) and the cyclic difference set is D = { 0, 1, 2, 5 }. 
 
v = 11,  the parameters are (11, 5, 2, 3) and the cyclic difference set is D = { 0, 1, 2, 6, 9 }. 
 
v = 13,  the parameters are (13, 9, 6, 3) and the cyclic difference set is D = { 0, 1, 2, 3, 4, 7, 8, 10, 12 }. 
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