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~ Este trabalho tem o objetivo de desenvolver um sistema 
informático para a análise e concepção de dispositivos eletromag- 
néticos complexos, em tres dimensões. V 
_ 
Faz parte deste trabalho a análise da formulação varia 
cional descritiva dos sistemas físicos; a aplicação da técnica ng 
mérica de elementos finitos isoparamétricos, bem como a álise mw D. 
dos métodos de resolução, diretos e iterativos, do sistema‹k›equa 




i Thiš'work has the purpose of developing software for 
the design and analysis of complex electromagnetic devicesinituee 
dimensions. 
It is concerned with the.analysis of the variational 
formulation describing physical systems. Several solution methods 
are presented, first numerical technique of isoparametric ¿finíte 
elements, followed by the analysis of the direct and iterative sg 
lution methods of the linear equations generated by the applica - 
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Na atual fase do desenvolvimento tecnológico Brasilei- 
. ~ _ / _ ro, existe uma preocupaçao muito grande, por parte de industrias 
e grupos de pesquisa aplicada, em colocar no mercado produtos que 
possam concorrer.internacionalmente com produtos similares; para 
tornar este produto competitivo, existe a necessidade de otimiza- 
lo aÍñmr.de z .melhorar s sua performance e diminuir os custos 
~ . de seu desenvolvimento pela fabricacao-do menor numero possível 
`de protótipos. Na area de dispositivos eletromagnëticos (maquinas 
eletricas, valvulas, servomotores, transformadores, etc...) , e 
necessário para tanto fazer um estudo criterioso dos campos 
elétricos e/ou magnéticos nestes dispositivos. . 
r ~ _. ~ 1 Tais calculos, em estruturas complexas , nao sao passi 
~ r r I veis de resoluçao analítica; portanto, os calculos de campos ele- 
- r r tricos e magneticos, devem ser feitos numericamente, atraves de 
técnicas numéricas, como a de diferenças finitas ou elementos fi- 
» 1 ~ nitos. Dispondo destas tecnicas, e possÍvelconstruir~um sistema 
confiavel de analise e concepção de dispositivos eletromagnêti - 
CCS. - 
A maior parte dos problemas desta natureza em engenha- 
ria eletrica,podmnser tratados bidimensionalmente. Porém existem 
estruturas complexas, em que a analise deve ser feita em tres di-
~ 
ﬂl€l'1SOeS . 
~ Existe no grupo de calculo de campos, um sistema 
informático tridimensional, sobre o qual nos propusemos, a aprimg 
rar, entre outros aspectos, a tecnica de elementos finitos utili- 
zada, 
A tecnica estudada é muito versátil, e apesar . do 
estudo ser de ordem tridimensional, ela pode ser'partn1ﬂ¿uízadapara 
estudos uni e bidimensionais, como veremos no escopo desta tese. 
A técnica desenvolovida, esta ligada aos elementos fi
xiii 
nitbsf isoparametricos de lê ordem. Para efetuarmos este trabalho 
vários outros aspectos foram abordados, como o problema da inte - 
gração numérica. r 
~ ` A aplicacao da técnica de elementos finitos, gera um 
sistema matricial, de proporções grandes, e que deve ser resolvi- 
do, para que tenhamos a solução desejada. Nos ultimos anos, pas - 
ou sou-se a utilizar metodos iterativos de resoluçao de sistemas de 
equações lineares, devido ao fato de termos sistemasnuúﬁx>grandes 
a serem resolvidos. i 
- ~ 
_ Os métodos iterativos propiciam uma melhor utilizaçao
~ da memoria do computador , possibilitando entao, aumentarmos o dg 
minio de calculo, ou seja, o numero de nos do problema a ser tra- 
tado. » A
~ Os métodos diretos (Gauss ou Choleski ) sao reconheci- 
- ~ damente eficazes, pois nos levam por um processo direto a sešu¢ae 
exata de um sistema matricial; o incoveniente dos mesmos deve-se 
1 . ~ ao fato, que ha necessidade de ocupaçao de area de memoria mais 
intensa do computador.
~ Para nos no entanto, nao havia certeza que os metodos 
iterativos, a priori mais atraentes, seriam eficazes em todas as 
situações frequentes de calculo de campos elétricos e magnéticos 
por elementos finitos. \ 
Com o surgimento de tecnicas de pre-condicionamento ma 
` I tricial, os estudos dos metodos iterativos se intensificaram. 
~ Uma parcela substancial do trabalho aqui apresentado 
constituiu a estudar duas variantes do método ICCG, junto com os 
~ ~ já conhecidos (sobrerelaxaçao,gradientes conjugados). Foi entao
~ feita a aplicacao destes metodos a várias estruturas tanto 2-D , 
como 3-D, que geram diferentes sistemas matriciais, e pudemos en- 
tão concluir sobre a validade de emprega-los sistematicamente nos 
nossos sistemas de calculo. `
xiv
~ Com a grande impulsao que teve nos ultimos 10 anos o 
setor da.informática e sobretudo na área de micro-computadores e 
micro-controladores, houve uma demanda sempre crescente por parte 
das indﬁstrias e grupos de pesquisas, por este tipo de equipamen- 
to.
_ 
Efetivamente, notou-se que com uma produção em escala 
industrial e com preços acessíveis, empresários de pequeno e mê- 
dio porte puderam tambem, beneficiar-se da compra de tais equipa- 
mentos e em consequência, dotados de instrumentos precisos , pu- 
deram trabalhar com um nível mais alto de tecnologia. 
Com esta idéia em mente, foi objetivo deste trabalho , 
a criação de um sistema informatico, que pudesse fazer a analise 
~ 
. - e concepçao de dispositivos Íeletromagnêticos tridimensionais em 
micro-computadores de 16 bits,paraúque pudessemos contar com uma 
ferramenta precisa, implementável nos mais diferentes meios indus 
triais e de pesquisa. . ' 
. O sistema desenvolvido tem tres segmentoslxﬂmdistintos 
que säo; um sistema pré-processador, responsável pela captação 
dos dados_geomêtricos e físicos.deum dispositivo qualquer; um sis 
tema processador que realiza 0 cálculo de campos elétricos e mag- 
neticos atraves da técnica de elementos finitos; e um sistema poé 
processador , responsável pela obtenção dos resultados numëricos_ 
e/ou gráficos. i V ` 
O sistema ê iterativo, grafico-conversacional, o que 
r > ~ possibilita uma facil utilizaçao. 
No final deste trabalho, foram testados alguns exem - 
plos,,como o calculo de campós eletricos no interior de um auto- 
transformador de 200 MVA, o calculo de campos magnéticos num ser- 
~ . vo-motor a imas permanentes, etc... 
Os resultados obtidos demonstram que o sistema informé 
tico obtido ê de grande aplicabilidade e éficiência nos casos 
que ele se propoë a resolver.
1 
cAPíTULo 1» 
_ ¿ FoRMuLAçÃo yAn1AcIoNAL 
l.l.=Introdução 
Neste capitulo, faremos a análise matemática, queestáii 
gada.ë.técnica dos elementos finitos. 
» 
' Primeiramente faremos aintnxkpãöda formulação variacio - 
nal. Dentro desta formulação, ao invés de resolvermos diretamente
~ as equaçoes discretizadas do sistema fisico, nosminimizaremosuma 
certa funcional, convenientemente definida para o-nossodominiode 
estudo. Esta análise matemática,~estáãligada diretamente as equa- 
ções diferenciais parciais que regem os sistemas fisicoscnmaserão 
objeto deste trabalho. ' ' 
Através desta formulação, seremos capazes deverificarcg 
mo deve ser a distribuição de campos, tanto magnético como elétri 
co, em dispositivos eletromagnéticos. 
Ainda neste capítulo faremos o desenvolvimento matemáti- 
co das equações de Maxwell, ligadas a eletrostática, magnetostáti
~ ca e'o equacionamento dos imas-permanentes, que vem tendo um des- 
taque muito grande na atualidade, devido as suas diversas aplica- 
ções em dispositivos eletromagnéticos; equações estas, que 'serão 
posteriormente tratadas pela técnica de elementos finitos. 
1,2. Fundamentos do cálculo variacional
\ 
O principio da formulação variacional consisteen1minimi- 
zar uma certa funcional energética, ao invés de resolvermos dire- 






função ÍV(x,y,z) e uma funcig 
nal F, que é uma função de V e de suas derivadas parciais, sobre um do 
mínio D de fronteira S. Como descrito na expressão abaixo: 




Para que esta funcional F seja estacionária no seu ponto 
de energia minima, a toda variação GV, 6Vx',;ôVy',6VZ',êavariação 
correspondente GF; tem que ser igual a zero, conforme a figura es 
quemática 1.1.abaiXo: - 
JF* 
_
Õ 1' Ax X 
Figura 1-1. - Variação 6F = O, para uma variação infini- 
jtesimal de X. ' 
Para uma função F(x,y¡z) a diferencial é: 
^dF = 2.11-dx .+ Ef. dy + LF. dz (1.2) âx ay az 
No cálculo funcional, esta difere f ncial é escrita da se - 
guinte.forma:
3 




õvxf = ó (âY)zz¿L (sv) (1.4) 8x 3X 
õvy' = š%'(sv) (1.5) 
avz' = iL (õV) (1.6) 
-a z
+ Definindo V como: 
+ + V' *_ + vzii-aê-i3+¿1‹ (17) 8x ay . 82 - 
TemOS2
\ 
fã (õv› É + Êš (õv)~š + šš (õv) É z 5 (õv› (1.e)
~ .-De + -› _ , _ _ Onde i, j, k sao os vetores unitarios ortogonais, usual- 
mente utilizados no sistema cartesiano Oxyz. 
+ o Chamaremos g o sequinte vetor: 
É = ÊÊ Í + ÊE E + ig Ê (1.9) avg aVy avg
. Temos: 
= Íﬁw+ Ê1+E3+EÊ.óWÃwWÚw%% mLm 
` 
A VX' P 3 vz' D ¬ 
C *OHIO I 
õvx› 5-[+«õv¿,~ 5+ õvZ~ 12 = .í ‹õv›š + L ‹õv›_`-¡'~+ i(õv)1Ê zš .‹õv› 











~+ ' +-› 
g )= võV+õv(v.g) /\ 'P oz < (]Q¬|' 
Logo
+
8 Ê õv = $(§.ôv) - ôv($.§)
~ na integraçao fica 
0Q+ 
-› -› -› `-›-›- 
v sv an = v .(g.ôv)dD õv (v.g)dD 









Usando o teorema da divergência temos: 
-++ ~›-_+ ++ g.WW'dD = õV.g.n ds - 6V(V.g)dD (1.17) 
D s 'D-É 
Introduzindo-se (l.17) em (1.12)2 
'ôF= -5 ),õv an + ôv É . E as (1.1a) 
D s 
0'Q+ 
Logo para que 6F=0, é necessário que: 
(35 _ 5» 
) 






-D--) ôV.g.n dS = O (1.20) 
S. 
Como óy ê um valor arbitrário, para que a equação (1.19) 
seja nula é necessário que: 
‹šzz+ 
LF-+ '_ ` 
av É 
O (1.21) 
Expandindo-se a equação (1.21) 
gi ¿- aF _ a 'aF a 'aF _O (1.22) av a_X avx' ay a'vy~' .az a"Vz~"' 
Que é conhecida como a equação de Euler-Lagrange. 
Portanto a funcional F deve ser tal que seu integrando F 
aplicado É equação de Euler-Lagrange conduza a uma expressão veri
6 
ficada no dominio. 
Analisando a equação (1.20), verificamos que temos a in- 
tegral de superficie, que nos dá a superfície que envolve o domi- 
nio D. Logo a expressão (1.20) nos fornece as equações de contor- 
no. '
I 
.Então, sobre a superfície S, uma das duas condições se - 
guintes devem ser verificadas. u 4 
- V é imposto e constante, portanto õV=O; o que é a con- 
dição de Dirichlet. 
OU 
- = O, o que é a condição natural, ou de.Neumann; 094' 5+ 
1.2.1. Conclusões da Formulação Variacional 
A formulação variacional portanto significa que: 
- A equação de Euler-Lagrande deve ser verificada em to- 
do o dominio. « ' 
- As condições de contorno devem ser: 
- V é imposto, ou 
-V + - g . n = O 
Logo a funcional F escolhida deve ser tal que estas con- 
dições sejam verificadas. -
t
7 
1.3. Os Casos Estudados 
1.3.1. Eletrostática 
No caso eletrostático, nós temos a equação uabaixo para 
ser resolvida: 
'+ 
div D = O 
-› 
ROÊ E = O 






div zš = o 




O VGÊOT-indução elétrica ~ 
é o vetor campo elétrico 
que 
= .éš (1.25) 
ë a permissividade - elétrica. . 
(1.26) 
-)- va um campo eletrico E.\ 
-P
. E = - grad 
› 
-)- Como Rot E 
Logo 
-9 Div EE = - 
Vi (l.27) 
= O e Rot.grad = O a equação acima é valida. 
div E grad Vz = O (1.28) 
Temos assim a equação que deve sertratadanumericamente 
3Vz 3Vz 3 3Vz ` 3 3 _* E --' + 6 + 5 = O (1.29) 3X ax Êy 'Êy az ãz 
Podemos também resolver problemas de correntes estacioná 
+ + + rias (div J = O, J = TE)
8 
1.3.2. Magnetostática 
nu No caso magnetostático nós temos as equaçoes abaixo para 
serem resolvidas, admitindoiše que não haja corrente ru›domínic›de 
cálculo 
' Rot Ê = o 





A B = u H 
onde u 
-P Como Rot H 
deriva o 




(D\ o vetor campo magnético
~ é o vetor induçao magnética. 
que » 
(1.32) 
é a permeabilidade magnética 
= O, definamos um potencial escalar V do qual 
-› campo magnético H, comg 
V (1.33) 
- divp grad V.= O ' (l.34) 
\ ~ ~ ..- Temos entao a equaçao que deve sertratadanumericamente.
~ 
3 3V + 3 3V + 3 3V = O (1.35) 
1.3.3. Imas Permanentes 
Atualmente, a tecnologia envolvendo imas-permanentes tem 
evolufdo de maneira significativa (fabricação em grande escala de 
imãs utilizando samário-cobalto), e como consequência os disposi- 
tivos eletromagnéticos utilizando imãs tem suscitado um grande
r9 
interesse por parte das industrias. Faremos então também o equa- 
cionamento dos imãs permanentes.
A 
Sabemos que o imã¡ possui uma imantação remanente Br. Pa 
raqueestaimantação seja nula é necessário aplicar ao imã um campo 
.Ó 
- ~ - Hc, chamando campo coercitivo; logo a caracteristica de um ima 








Figura 1z2.-- Curva característica do imã-permanente 
Sabendo disto, temos então que: 
Ê = p'ñ + Êc (1.3õ) 
-› onde BC-é o vetor indução remanente 
COIIIO 
+ .-P 
BC =.nc HC (1.37)
+ onde [Hc é o Vetor campo magnético coercitivo 
no é " a permeabilidade magnética do ima 
ow Logo a equaçao a ser resolvida é:
+ div B = o (1.38)
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Rot Ê = o (1.39) 
'Temos então: 
-V -P 
div (u H BC) = O (1.40)+ 
Definamos um potencial escalar V do qual deriva o campo 
magnético Ê . z - 
5 = - grad V (1.4l) 
Como rot É = O e rot.grad = O a equação acima é valida. 
Logo 
-O 
¬ div u grad V + div BC =.O ' (l.42) 
Temos então a equação que deve sertratadanuméricamente. 
a av a av a av _ a . a a 
› = › H --- H - H (1.4:-3.) aX“'aX+ay”ay/+aZfLaZ aX"'.°<>X+ayz”CCy+aZ'“*°CZ 
1.4. A Minimização da Funcional 
V 
Como no nosso estudo, trataremos os casosescalarésrâfun 
cional que corresponde aos casos tratados neste trabalho é a se - 
guinte: [1] 
á V 









Nota: H é o módulo do campo magnético Ê 
Cujo integrando é a densidade volumétrica de energia mag 
nética. Cabe salientar que existe uma chalidade entre o problema 
-'P eletrostatico e magnetostatico, temos uma correspondência entre E 
-F -› + C e H bem como entre D e B.
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Como foi dito anteriormente, esta equação deve ser veri- 
eu ficada para todo o domínio na equaçao de Euler-Lagrange. 
_ 
Mostraremos então que a funcional acima 'é identificada 
por uma de nossas equações a resolver: 
div Ê = o (1.45› 
onde
+ H = - grad V (1.46) 
Hx = - ãš = 
- VX' (1.47) 
Hy = _ il = - vy' (1.4e) ay 
‹ av ~ v H = - - = - V ' 1.49 Z 32 Z ( ) 
Para aplicarmos a equação de Euler precisamos das seguin 
tes expressões: 
3F 3F *_ =-__ 1.5 QVX' 3HX ( O) 
_
\ 





Como o integrando F da funcional F, éi
H 
F = É . dñ
O
~ Calculemos entao: 




aF _ ¿§ âH 
TGIHOSI 
H z 





aHx `_2 aux 
Sabendo que 
Hz = HX2 + Hyz + HZ2 
Temos 














2Hz ' Z (1.õo) 
Portanto a equação de Euler 
aF . ~a faF a aF a aF - - \ - = O 1.61 av 
ç 
ax (aVx') ay (aVy') az (avz) 
( ) 
. H 
_ . 3F _ -› -› __ como EV =zO , pois F = b . dh _nao depende de V, 
V O _ 
Com isso, a equação acima torna-se 
a a a -_ B ~+ -_ B + - B = O (1.62) ax ~X ay Y az Z 
ou seja
+ Div B~= O 
Por outro lado, quanto as condições de contorno temos: 
. ÉF ' HF 3F 
_rX~ “X + '_-zvƒ ny + ';vZ¬ nz = ° 
Como tal 
BX nx + By ny + Bznz = O 
ou seja: 
+ -P B . n = O
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Logo podemos concluir, que F aplicado a equação de Euleg 
-Lagrange, nos conduziuë.equação de Maxwell, div Ê = O, que defi- 
ne a distribuição de Ê no domínio de estudo, o que validaêxexpres 
_ 
.- 
~ "“ sao de f.
~ Quanto`as condiçoes de contorno, onde nada é especifica# 
+ ..-› -V do o campo H e perpendicular ao vetor normal n, isto e, o campo H 
é tangente É fronteira (condição de Neumann). 
Quanto`a condição de Dírichlet, que corresponde a um po- 
tencial V constante e imposto, o campo Ê é perpendicular`a fron*- 
teira onde o mesmo foi imposto, tendo em vista que, sendo V cons- 




¿ TÉCNICA Dos ELEMENTOS Fimfros ATRAVÉS DA 1~¬oRMuLAçÃo IsoPARA1vrÉTRIcA 
2.l.”Introdução 
lNesta parte do nosso estudo, iremos detalhar a técni- 
ca de aproximação por elementos finitos. Vamos introduzir as ano; 
ções de elementos de referência ede funções de interpolação..AprÊ 
sentaremos.oêﬂemenü>utíUzadormste trabalho juntamente com as suas 
funções de interpolação, Numa fase seguinta, faremos a resolução 
numérica dos problemas tratados neste trabalho. Abordaremos‹x5pr9 
blemas analiticamente, cujo objetivo é prepará-los para a resolu- 
ção utilizando a técnica de elementos finitos. 
Finalmente veremos a técnica de integração numérica, que 
é parte importante, na formulação isoparamétrica. 
2.2. O Elementoﬂde Referência e as Funções de Interpolação [2] 
\O caso do elemento triangular será .' abordado ,por 
ser um elemento bastante conhecido e de fácil compreensão. 
Um elemento de referência Vr, é um elemento de forma mui 
to simples, que é colocado num espaço de referência, que pode ser 
transformado em cada elemento real Va, por uma transformação geo- 
, . .L metrlca A .
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T%T,¶) .x¿: &× Y) 
I . Figura 2.1. - O §lemento_Beferência e o Elemento Real 
A transformação Am define as coordenadas.X2 de cada pon- 
to do elemento real, a partir das coordenadas Ç, do ponto corres- 
pondente do elemento de referência. 
A” z z » x” â x* (5) ‹2.1) 
A transformação Az depende da forma e da posição do ele- 
mento real, ou seja, é dada pelas coordenadas dos nós geométricos 
vw I ' OU 9' n que o definem. Entao, ha uma transformaçao A diferente para cada 
elemento real, devido a mudança de elemento para elemento, das co 
ordenadas. ` 
. . ~ , ~ 2 Agora, definiremos entao, o que e a transformaçao E : 
Suponhamos uma transformação linear A, que é relacionada 
com as coordenadas {Xn} dos nós geométricos do elemento rea1Vz. 
A za + x(ê)zz[N(c)]{xn} (2.2>
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-Podemos repetir a mesma coisa para asoutrascoordenadas, 
então temos: 
x (E) = < N(€‹) > íxní-1 (2.'3) 
Y (5) = <' N-(5) > {Yn1 (2.4) 
z-(ê) = < N(›;) >.-{zn1_ (2.5) 
Onde N(š) são as funções de interpolação que fazem o ma- 
peamento do elemento real, para o elemento de referência;Entãopa 
ra um triângulo de 3 nós (Xi, Yi), (Xj, Yj), (Xk, Yk) temos: 
. í _ø 






Y(ê,n) = N1(›;,n)Yi + N2(›;,n)Yi + N30:-,n)Yk = < N ><Y_.¡ f> (2:/) 
_Yk 
Como exemplo,vamos calcular estas funções .num :elemento 
triangular, a três nós. [2] ‹ a 
O elemento de referência é definido analiticamente por: 
š + n S 1 (2.8) 
5 z O (2.9) 
Consideraremos a transformação linear A em E,n: 
X1 






Y(›;,n) = <'1 - f; _ n 2: n > Yj (2.12) 
_ Yk 
"I* 1» ~ 
~ X-Lx.7) 
m XK W” 
5 1: ~ 














igura 2.2. - ` . Elemento Triangular 
s funções de interpolação verificam as propriedades se 
os nós geométricos de Vr, de coordenadas < O, O >, 
< 1, O > e < O, 1%>, se transformaram nos nós geométri 




(5, = O , n = 0) = <1 O 0> Xj .tz Xi (2_13) 
Xk 
cada fronteira de Vr se transforma na fronteira_corre§ 
pondente Vi. Por exemp1o,ê1 fronteira 'passante pelos 
nós <l, O> e <O, l>, da equação 1 - €»- n = CL se trans
19 









Y = < o ê z1 _ 5 › Yj -= §Y¿ + (1 _c)Yk (2.15> 
É importante observar que esta equação é linearenlš en , 
e depende somente das coordenadas (Xi, Yi) e (Xk, Yk) dos nós si- 
tuados sobre esta fronteira. 
~ ~ - A transformaçao A é bijectiva se a matriz IJW nao‹êsiQ 
` gular 
aX -aY ` ` - _ X. - X. Y- - Y~ 
aê; ag -J 1. J 1 
|J| = - = (2.1õ) 
~aX aY ' V- - X - X. Y - Y. 
an an k 1 k 1 
nET‹J› z ‹x¿.- xi) uák _ Yi) _ (xk _ xi›<Y¿ _-Yi) 1-_ (z.1v› 
Este determinante é igual a duas vezes a área do triângg 
lo, e somente se anulará se os nós estiverem alinhados.
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Concluindo, podemos dizer que, toda e qualquer estrutura 
pode ser analisada; mediante a escolha do elemento de referência 
adequado e consequentemente das funções de interpolação usadas. 
2.3. O Elemento Isoparamétrico [2] 




- com 8 nós 
¬ e com continuidade C°. 
Este elemento foi escolhido, por ser um elemento muito 
versátil, que nos possibilita uma análise muito boa dequalqueres 
trutura tridimensional, seja ela de faces planas, ou curvilineas, 
o que é de grande utilidade na análise dos diversos dispositivos 
eletromagnéticos. -
21 




































Figura 2.3. - O Elementoisoparamétricoutilizado 
Temos, na tabela a seguir as funções de interpolação des 
te tipo de elemento, bem como suas derivadas, cuja utilidade será 
evidenciada nos próximos paragráfos.
:J ,ll 
.`1,¡Í* = 1 = 
"a2' 
I';Í.l"Í'a2 
Jrfz-7*: . g,--yzal 
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›. 
á§Íl}l{/v}, }{õ/v/õm §{õN/õ›1›É~ff,i " *{ ÔN/Ô ‹,} 
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Tabela2.1 - Funções de iﬁerpolaçäo e suasderivadas pa- 
ra o elemento isoparamétrico de 8 nõs [2] 
2.4. A Análise Matemática Linear 
riaoional, consiste em minimizar uma certa funcional em relação 
\~ Q n Q I aos potenciais desconhecidos nos nos, O que pode ser eXPP€SS0 
Como já foi visto anteriormente, a aplicação dolnétodowqa 
sob a forma: ' 
guintes 





2.4.1. O Potencial Escalar 
Como visto anteriormente 




Q E+ QU 
Fazendo-se a derivação em relação a um nóqualquertemos: 
É _ _ H .%Ii+ H É d _O (2 20) avk ` ” n X avk “HV avk *L Z avk X dy dz" .'
V 
' 
Analisando a equação por partes, e expandindo o poten- 
cial Vk para os outros nós do elemento teremos: 
Hx __š Hx __š Hx ___ Hx 
3H . BH 3 H -1 _ .À _ __ (2. 21) X 'Wi *VJ *VJ
| 
aux aﬂx a H_í_ .í __í X âvk avk ââvk 
Sabendo que 
-'
_ H = - grad V ›(2.22)
E levando em conta que as funçoes de interpolaçwosaotag 
24 
~ ~ ~ 
bém válidas para o potencial definido nos nós, temos:
É V = < N > {Vn} (vide eqsf*233, 2.4, 2.5) (2-23) 
Logo 
_ aV Hx _ 3-x 
H _ JLY ay 










= 3°- [NT . vn] = ivn-T . N (2.24) X 3X 
vnT . N 
VnT ._ N 


























onde ﬁ é a matriz identidade 
Teremos: 
\
. ÃL NT V ÃL N ==_Â.NT IL N _ vn (2_27) 3 n 3 3 3 X X X X_ 
Logo, a equação (2.20) é escrita como 
*Fi a a a a a a - = NT - N + NT N + NT N a V d Wk [ax ax ay ay az az H Xdydz 
(2.28') 
Que é a equação necessária para o tratamento numérico.
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2.4.2. Os Imãs Permanentes
É 
A análise matemática dos imãs permanentes é semelhante a 
anterior, relativo ao potencial escalar. A diferença consiste no 
fato que, como visto anteriormente, o imã, possui um campo magné- 




B z ,LH + išc (2.29› 
Então 
- aH a 
H 
H' 
[(“H°““'B°×>WÍ+ <HHy+Bzy>¿`“-+< H 
HZ
V 
iavk p._z+B¢z)-3-X-I; dxóydz (2.3o). 
Logo 








~ aH V » 
Ecx Éﬁ "' Bcy "` Bcz dxdydz (231)
V 
A primeira parte da equação é idêntica ao visto rua se 
são anterior, analisaremos ent" 
S.- 
ao a segunda parcela. 

























E = - grad V (2.34) 
V = < N > {vn1 (2.35) 
v T - Hxzz*-=-Z*-|NT.vn|=-Z*-vn.N (2.3õ) 3X 3x 3X 
3 T \ H = - v . N 2.- y ay n ( 37)
T HZ = -a- vn . N (2.3s) BZ '
Logo 











onde ú é a 
Temos: 
LN BCX ax 
CX 3Vi 
__ _í_ __ 
av
A 








É aF2 a a 
'
a 
švk- Išâcxa-;N+Bcy_-a;N+BCZa-Z-lšldxóyaz (2.4o) 
A equação para posterior análise numérica é: 
aFi 3 NT 8 N 3 NT 8 N na NT 3 N V Cid --= + + .u + 
a Vk a X a X ay ay az az H X ydz
V 
3 13 3 ` 
Ê?›CX'¡šN+Bcyš;N+BCZá-;-N dxdydz (2.4l¿)
V 
2.5. As Expressões Matriciais f2] 
2.5.1. As Formas Integrais sobre o Elemento Real 
Para se obter a forma discretizada das equações anterior 
mente descritas, Sãg utilizadas “ as seguintes expressões: 
V = < N > {Vn`1 (2.42) 
v N 3- = < 3- > {vn1;‹ (2.43) 
ax ax 
v .N Ê- = > ›{vn} (2.44)
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ÂY = < 3-N > fv 1 ‹2.45.) 
3 3 n Z Z 
u < N > 
au; z Ê? = < % > {un1= [B]ú;«n1 (2.4õ) X -X 
Logo a equação 
3Fi a T a a T a a T a -= N N N N N V ddydz 2.47 Wk L* aXN+3y ay +32 32 H n X ( )
V 
Pode ser escrita sob a forma matricial abaixo: 
= [BJT [15] [B] dv {u,n.} (2.48)
v 
Onde 
íunl = {vn} (2.49) 
E
. 
1 o o 
[D]=H o 1 o (2.5o) 
O O 1
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[g] = LBJT . [B] ,z dv (251) 
2.5.2. A Forma Integral sobre o Elemento de Referência
V 
~Como visto anteriormente para passarmos doelementoreal 
para o elemento de referência, é necessário que transformemos as 
derivações em x, y, z para derivações em g, n, Ç, e ainda, a inte 
gração sobre o elemento real em uma integração sobre oelementode 
referência. 
2.5.2.1. A Transformaçao das deriva as em x, y, z “ d 
As derivadas em x, y, z são exprimidas em função das de 
rivadas em 5, n, Ç, através da matriz inversa damatrizJacobiana: 
[il = [J]-1. 
































A expressão da matriz Uﬂ pode então ser escrita da se- 
guinte forma: 
IB] = EQ] TEE] (2.53) 
Onde [Q] é a matriz [j] = [U]`1 
[Bá] é uma matriz semelhante a Úﬂ, contendo as de 
rivadas_em Ç, n, g das funções N(£, n, Ç) ao 
invés das derivadas em x,-y, z das :* funções 
_ 
l' 
N(x, y, z). 
2;5.2.2. A Transformação do Dominio de Integração
O 
_. A passagem da integral de volume do elemento real para 
elemento de referência é obtida através da seguinte relação. 
dv = .-. det(J) dš dn dc (2.54) 
e os limites de integração em 5, n, Ç para oelementode 
~ › referência hexaédrico sao: 
šzl n:1 Ç=1 
J/ 
Í 
det(J) dc dn dš (2.55) 
5 = -1 n zw-.1 ; = -1 
Logo a matriz de contribuições 8 x 8 fica sendo: 
1 1 1 T T 
fg] ={ 
í 
[Ba] [Q] [D] [Q][Bã]det(J)d;<1ndz: (2.5õ) 
1 1 1 f - « -
Para o imã permanente, além da matriz acima, tem_Se adi 
cionalmente a matriz que é resultante da relação: '
a 
3F2 . 3 3 3 __.: _ à H __ avk u HcX.aX N + p Hey ay N + u cz az N dx dy dz 
Logo 
aF2 ã = [D] [HC] [B1 dv 
Vm 
3F2 
TV; = [D] [HJ LB] dv 
Como 
IB] = [Q] [BC] 
Temos; 
V2 
1 1 1 
a1~¬2
. ã = [Dj [Hc] [Q] [B¿] de-t(J) as an da 








2.5.3. O Cálculo do Jacobiano, de seu Determinantee‹MasuaInversa 














O cálculo do DET(J), não apresenta dificuldades particu 
lares, pois a matriz resultante do Jacobiano, é uma matriz 3 x 3, 
assim como a sua inversa, ou seja: 
J11 Jlz J13 
J31 532 533 
Logo 
DE'1¬(J) = J1`1(J~g2 J33 -+132 J23) + J12(J31 J23 -J21 533) + J13 (J21.J32'J31 J22) 
E a inversa 
(2.63) 
(2.ô4) 
J22 Jss- J32 J23 J13 J32- J12 J33 512 J23- J13 J22 
_1 _ 1 [J1- .= [J›1=íE¶(37 531523-J21J33 J11J33-J1s J31 ,J21J13-523511 
J21 J32- J31 J22 J12 J31 - J32 J11 J11 J22- J12 J21 
(2.65)
2.6. Exemplo de cálculo utilizando-se o elemento triangular 
Como o elemento triangular a tres nós é o elemento de 
a' f' 'l " É m is acl compreensao, faremos um breve exemplo para explicar a 
técnica acima descrita. 
Temos então:
› 
g\.E¡v\zpJ1'° REYEKENÇIÀ ELE^€~1o REAL
3 
Vá 





Figura 2.4. - Exemplo; Elemento Triangular -_ 
»A função de interpolação é dada por:|2| 
< N~> = < 1 - gd- n g n > 








-1 1 o X1 Y1 
. X2 Y2 
-1 o 1 X3 Y3 
AE <a€ > Xl Yi 
<x y>> = X2 Y2 
ÂH <an>« - X3 Y3
Í
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- Cálculo do Determinante 
DET(J) = (x2-x1)(Y3- Y1)-(x3è-x1)(Y2-Y1)= 2A 
Onde A é-a área do triângulo 
- Cálculo da Inversa 
(Y3"Y1) _ (Y2-Y1) 
f 1 - [JJ = EX ~ A 
- - X1) \(:X2 -' X1). 
- cálculo de [Be] 
- -1 1 o 
[Bs] = 
á 
-1 o 1 
- Cálculo de [B] 
. Y2-Y3 Y3-Y1 Y1-Y2 
« 1 [B1=[â1 [Ba] = -¿¡ X3-X2 X1--X3 X2-X1 
- Cálculo de [D] 
, 
1 eo 
[D] = u i
} o 1- 
~ No caso do triângulo a integração para se calcular a 
matriz de contribuições 3 x 3 é:
37 
1 E T 
_ [g] zšl 
( 
u [B] [B] det(J) dš dn 
o o ' 
Como a matriz [B] neste caso é constante 
[g1=A.» [B1T [B1 À 
Logo 
(Y3-Y2)*+(x3-x2)* (Y3-vz)(Y1-Y3)+(x3-x2)(x1-X3) (vz-v1)(Y3-v2)+(x2-x¡)(x3-xz) 
[9]=£% (Y3-Y1)*+(X3-×1)' (Y1-Y3)(Yz-Y¡)+(×1-×3)(×2-X1) 
s1MÉ1R1cA 
(YZ-Y1)* + (X2-x¡)F 
Embora o exemplo acima seja particular, podemos adian - 
tar que a conclusão abaixo relacionada com este caso, é geral pa- 
ra os diferentes tipos deelementos.finitOS2
\ Geralmente as matrizes de contribuições porelementosfi 
nitos;sãosimétricas,o que nos possibilita trabalhar somente com a 
banda superior das matrizes, tanto no anmmemmmnuâem memória, co- 
mo na resolução dos sistemas de equações que são geradas por esta 
técnica numérica.
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2.7. A Integração Numérica [2] 
2.7.1. Introdução - r 
Como foi observado nos parágrafos precedentes, a aplica 
ção do método dos elementos finitos, necessita a resolução de vá- 
rias integrais, cuja a resolução analítica é extremamente laborig 
sa e inviável; por esta razão a implementação deste método passa 
necessariamente por integrações numéricas como veremos abaixo. 
2.7.2. O Método de Integração Numérica de Gauss 
Com a aplicação da técnica de elementos finitos, verifi 
camos que a nossa matriz de <z0ntribuiçõesÍg] , tem a seguinte forma: 
lg] z [B‹z›1T,LD‹z›1[B‹â›1 det‹â‹é›› dv, ‹z.õõ› 
Vr 
Onde Vr é o volume do elemento de referência. 
No caso dos imãs permanentes, teremos também a equação 
abaixo:
\ 
[g11 = [D1 [HC] [B‹z›1 det ‹J‹z›› dv, ‹z.õ7› 
Vr 
Os integrandos dessas equações são polimõnios, ou fra- 
ções racionais de forma complexa; logo sua integração analítica
~ nao é uma tarefa muito fácil, o que nos conduz a recorrer a um má 
todo de integração numérica. 
Escolhemos o método de integração de Gauss, pois élnnmé 
todo numérico muito utilizado, conhecido por sua eficácia, e que
l_‹\ 
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se adapta muito bem a resolução das integrais dos nossos proble - 
mas. -
~ Primeiramente, vamos fazer a análise da integraçao numé- 
ca de Gauss a uma dimensão, para então evoluir ao problemaeﬂntres
~ dimensoes. ' 
Vamos supor que desejamos calcular a integral abaixo:
1 
Y(g) dg (2.68) 
_1 - 
A integração numérica corresponde a transformar esta in- 
tegralem wmàsomafinita de termos do tipo:
1 
Y(z;) dz; = wl Y(.;1) + wa Y(g2) + + wr Y (ar) (2.69,) 
_1 ' ' 
Logo,a nossa integral assume a seguinte forma: 
1. . 
z wi Y (gi) (2.70') 
1=1 
-Onde os coeficientes Wi e as abcissas Ei serão determina 
dos de maneira a integrar exatamente os polimônios Y(£i) de ordem
~ M 5 2r - 1, onde r é o número de pontos de integraçao. 
Como exemplo, consideremos o polimônio abaixo: 
Y(g) = al + a2§ + ... + a2r€2r-1 (2.7l) 
A determinação dos Zr coeficientes, implica que a equa - 
ção (2.70), seja verificada exatamente para o polimônio acima: 
1 1 1 
_ 
V _1 al da + az sd: + + agr 52” dg = 
1 -1. -1
40 
P P P 
_ _2 -1 ai z wi + az z 51 wi + ... + agr z gl r wi UL72) 
i=1 i=1 
_ i=l
~ Para que a equaçao acima seja identicamente verificada 
para todo ai, ag, ..., azr é necessário que: 
1 _ 
;°dz = -Ê- = z wi g1° z = o, 2, 4,..., zr-2 a+1 . f 
_1 1:1 _ 
(2.73)
1 P 
g°d; = 0 = z wi;i° a = 1, 3, 5,..., zr-1 
_1 _ i=1 i 







~ Para os valores pares de a temos entao
1 
a 2 
E dg _ u+1 
-1 





Este sistema de 2r equações (2.73), é linear em Wi e não 
linear em gi, e determina os 2r paramêtros da equação (2.70), so‹
~ bre as seguintes condiçoes: 
Wi> Ô 
' i = 1, 2,onnr 
-jl <£i <1 
A seguir vamos fazer um exemplo numérico, para que os 
principios acima Sejam melhor esclarecidos. 
Supondo que desejemos calcular através do métodockaGauss 
os coeficientes de um polimõnio, onde r = Z Entäoé1expressâo(2J¶ä 
é calculada da seguinte maneira: A
1 
Y(€)d§ z wl Y(›:1) + 'w2'Y(§2) 
_1 A _ ~
g 
Como 
M S 2r - 1 e ' r = 2 
' 
M $ 3 
Logo o polinõmio a ser utilizado é: 
Y(€) = al + a2 E + a3 E2 + a4€3 
Logo 
1 1 Ç 1 1 1
3 Y(f.;-)c1f; = al ‹1››;+ ¡ ‹:‹;1‹:+ as ~:*`df;+ a4 ê dz: 
1 1 1 1 -1. - _. - _ - è 
I' P I' I* 
= al 2 Wi + ag 2 gi Wi + as 2. gizwí + 34 2 gí3 wi 
i=1 í=1 i=1 1:1
Onde r = 2 
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Logo,para que a expressao acima seja identicamente veri 
ficada para todo al, a2, 
ções (2.73). 
' Logo para que e 
mio de ordem 2r - 1 = 3, 
jam satisfeitas: ' 
w1+w2=2 
W151? + W2¿22 = 
3 3 _ W151 + W252 ' 
Resolvendo-se o 
W1 = W2 = 1 




~ em um caso a uma dimensa 
Lg] 2 [B‹ê1›1T 
[B‹â2›1T 
a3, a4 é necessário aplicarmos as equa - 
sta aproximaçao_seja exata para um polinâ




sistema de equações temos: 
. w 
ão da matriz de cori*cribuíções[g ] , equação( 2 . 66) 
o é a seguinte: ~ 
[[13] .wl det(J(5¿))][B(§-fI)] + 
DD] .wg d<-z-t(J(€2))j [B(€2)] 
Onde gl = -52 = âš
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wl = w2 = 1 
2.7.3. A Integração Numérica a tres dimensões 
Para o elemento de referência hexaédrico utilizado,temos 
a integral abaixo. Para que possamos determinar os parâmetros ne- 
cessários, é necessário efetuar a integração. Os parâmetrossãocs 
coeficientes Wi e as abcissas Ei. 
1 1 L 1'1< 
I .Í 
¿*'“`]§ dêdndéz 
-1 -1 -1 
_ 
O Se i ou j ou k é ímpar 
`< 
----£L---- - Se i e ' 
á 





É evidente que cada vez que necessitarmos dos parâmetros 
para se realizar a integração numérica, não resolveremos o siste- 
ma acima. Os valores dos parâmetros são tabelados e são encontra- 
dos nas referências bibliográficas [2], [3]. 
A transformação da integral do nosso problema é a seguin 
te: 
1 1 Í‹ -~ ~ 
rl P2 P3 
Y(§9 fl 9 dn dﬁ = Z X E wk ﬂjs Çk) 
4 -1 4»-_ - iájákﬂ H 
(2.75)
onde wi, wj, wk 
Eis nã 9 Çk
w 
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são os coeficientes, ou pesos de in- 
tegração. 
são as abcissas ou coordenadas dosÍ 
f zr
~ pontos de integraçao. 
Como o nosso elemento de referência é o hexaédrico,temos 










o \ ' 
. 




Figura 2.5. - Pontos de Integração para elemento hexaédrico 
Temos então, dois pontos de integração em cadadireçãolg 
go rl = r2 = r3 = Z,_os valores de Wi, Wj, Wk e de Ci, nj, ck são 
os seguintes:[2] [3]. 
wi = wj = wk = 1 
Ei = nj = çë = i 0,577 350 269 189 626 ( il//3)
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~ I 2.8. A Crganizaçao do Calculo das Matrizes Elementares por Inte 
gração Numérica
, 
Para o problema descrito pelas equações (2.66) e (2.67), 
o cálculo das matrizes elementares se dará através do seguinte al 
goritmo:
\ 
- Entrada dos valores de Wi, Wj, Wk e de gi, nj, ck 
- Para cada ponto de integração, calcular os valores das 
derivadas das funções de interpolação nos pontos de in
~ tegraçao 
- Para o cálculo da matriz de rigidez [g] de cada elemen 
to ` 
. Inicializar [g] a zero.
~ 
. Para cada ponto deiintegraçao. 
- Calcular a matriz Jacobiana [J] a partir das 
~ ~ derivadas das funçoes de interpolaçao em £,n, 
ç e das coordenadas dos nós. 
- Calcular as derivadas das funções de interpo- 
lação em X, Y, Z a partir das derivadasenmš, 
ng Lo ` 
:- Construir as matrizes [B] e [D] 
_ 
- Acumular em [g] o produto [B]THﬂ[H detCUWr. 
- Para o cálculo da matriz do imã [gl] de cada elemento. 
. Inicializar [gﬂ a zero 
. Para cada ponto de integração 
- Calcular [B] como anteriormente - Acumular em [gl] o produto [Hd HH[B]deHJ)Wr. 
- Para o cálculo dos gradientes nos pontos de integração 
a partir da solução {un} de cada elemento.
= 
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. Inicializar vetor de gradientes a zero. 
. Para cada ponto de integração - Construir a matriz [B1 como anteriormente - Calcular o gradiente {3u} = [B] {un} 
2.9. Conclusão
E 
A integração numérica, como podemos observar da teoria 
acima, recai em um somatório dos valores parciaisckaintegrandodas 
equações (2.66) e (2.67). 
No nosso caso, como são oito pontos de integração, temos 
T 1 oito produtos parciais de [B] [D] [B] det(J), queaposzwumulados 
nos darão o valor final da matriz de rigidez elementar. Esta ma - 
triz deverá ser condensada no sistema global, que após a inserçao 
das condições de contorno pode ser resolvido, visto que este é um 
sistema linear de equações. A solução deste sistema nosforneceos 





I I ~ ~ MÉTODOS NUMERICOS DE RESOLUÇAO DE SISTEMAS DE EQUAÇOES LINEARES 
3.1. Introdução 
Neste capítulo vamos analisar os diversos métodos de re- 
solução de sistemas de equações lineares. 
Como foi visto nos capitulos precedentes, asmatrizesque 
~ ~ sao obtidas através da técnica de elementos finitos, sao na maio 
ria dos casos simétricas. Além disto as matrizes a serem tratadas
~ sao também do tipo "BANDA", Assim, devido as propriedades acima ,
~ nós podemos entao armazenar em memória somente uma semi-banda da 
matriz; a economia de memória neste caso é bastante 'importante. 
Observa-se também que na semi-banda armazenada hámuitostermoscpm 
são nulos, ou seja, a matriz é muito esparsa. 
Se armazenarmos em memória toda a semi-banda, a posição 
do s.‹¬termos na .mesma .-será. dire tamentez. .obtidaz-.pel.a. .ap l.i.caç.ão›natu.r“a-l-z» 
do método de elementos finitos. Se desejarmos guardar em memória 
somente os termos não nulos, será necessário, uma tabela indicado 
~ ~ ra das posiçoes reais dos elementos nao nulos, como veremos nos 
próximos parágrafos; chamaremos esta técnica, dearmazenamentocom 
pacto. - 
Ligadosao tipo de armazenamento estão os métodos de resg 
~ ~ luçao dos sistemas de equaçoes lineares normalmente, quando arma 
zenamos a matriz de contribuições sob a forma de semi-banda, usa- 
mos métodos de resolução diretos ao tipo Gauss e dotipoCholeski,
~ que sao conhecidos por sua eficácia. . Porém , durante 0 proces- 
so de resolução utilizando estes métodos, na posição onde temos 
termos nulos, são gerados termos não nulos, de tal forma que, no
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final do processo a matriz de contribuições deixará de ser uma ma 
triz esparsa, tornando-se então uma matriz quase plena. 
Pensando-se em resolver este tipo de problema é que se 
pasgll a utilizar métodos iterativos, que nos possibilitam traba- 
lhar com matrizes sob a forma compacta como acima explicado. Es- 
tes métodos nos permitem trabalhar-com um domínio de cálculo mui- 
to maior, tendo em vista que os termos da matriz de contribuições 
serão apenas os termos não nulos, possibilitando assim um aumento 
substancial do número de nós, - ' 
Entre esses métodos iterativos, citemos os métodos de "so 
bre-relaxação" e "gradientes conjugados", cujo inconveniente‹éque 
as vezes eles se tornam muito lentos devido o grande.númerockaite
~ raçoes necessárias para uma boa convergência, 
Associado ao problema do erro implícito, característico 
de métodos iterativos, temos o tempo;o problema do tempo de cálcu 
lo, sempre longo devido ao número grande de iterações. 
Existe, para este tipo de método um evidente compromisso 
entre utilização de memória, tempo de cálculo e erro ligado a con 
vergência. 
Pensou-se em utilizar um método moderno, conhecido por 
.A sua eficiencia, no que tange ao compromisso acima citado. Este mé 
todo é conhecido sob o nome de ICCG (Incomplete Choleski Conjuga- 
ted Gradient) e consiste em fazer-se um pré-condiciona 
mento, que tem por resultado um melhor condicionamento das matri- 
zes envolvidas no processo de cálculo, possibilitando assim uma 
convergência mais rápida. 
As técnicas de armazenamento juntamente com os respecti , í 
vos métodos de resoluçao serao explicados detalhadamente nas sec-
~ goes seguintes. 
_, Ao final deste cápitulo, nós faremos uma comparaçao deta 
Ihada dos diversos métodos de resoluçao de sistemas de equaçoes 
lineares.
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3.2. As Técnicas de Armazenamento das Matrizes 
Na técnica‹kaelementos finitos, para cada elementockauma 
malha é calculada uma matriz chamada de matriz elementar, ou ma- 
triz de contribuições. No problema a serresahádoêamamüzdenonuübui
~ çoes é uma matriz simétrica 8 x 8. O número de matrizes elementa- 
res é então igual ao número de elementos que tivermos na malha. A 
matriz global ou matriz de rigidez global é uma matriz formada pe 
la soma matricial ou "condensação" das matrizes elementares. 
A título de exemplo mostraremos a condensação de uma ma- 
lha contendo triângulos. 
Consideremos os triângulos abaixo com a sua numeração in 
terna (1, 2_e 3), e a sua numeração na malha geral (3, 5, 6 e 7):
5
L 





Figura 3.1. - Elementos Triangulares de uma malha qual - 
quer 
Como podemos observar, o triângulo 1 tem os nós numera - 
dos como a seguir: « ‹ 
1 - 5 










matriz, sendo que a condensaçao sempre se dará sob a forma acima 
.descrita. 
50 
E o triângulo 2. 
1 - 5 
2 - 6 
3 - 7 
Logo na matriz global, as matrizes de contribuições ele- 
T(i, j) de cada triângulo seriam condensadas da seguin- 
®@ ©-T* @ ^ @@-T' 17.5f¿fA5'¿{Yg 
L
A 
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Figura 3.2. - Condensação de matrizes elementares trian- 
gulares 
E quanto maior o número de elementos mais tennos aparecerão na
~ 
Observando-se a matriz acima podemos tirar algumas con - .`\
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~ ~ clusoes importantes que sao: 
- A matriz é simétrica 
- Esparsa 
- E do tipo "Banda". 
A matriz global é simétrica pois ela é originada da con- 
densação de matrizes elementares simétricas. 
Quanto a esparsidade, ela denpenderá da maneira que numg 
rarmos os nós da malha, procurando sempre evoluir a numeração dos 
mesmos, de tal forma que em cada triângulo os números dos nós se- 
jam o mais próximos possível. 
3.2.1. A Matriz Banda 
Como vimos anteriormente, a matriz global do sistemaéedo 





Figura 3.3. - Matriz Banda
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~A largura de banda é a "distância" entre os doismaisdis 
tantes nós, ou seja, entre os mais distantes termos da matriz glg 
bal, obtivel em uma linha. LB, largura de banda, pode ser obtida 
pela expressão abaixo: 
LB z L2 - L1 + 1 ,(3.1) 
Tendo em vista que a técnica de elementos finitosçmu*nós 
Em pregada, nos proporciona matrizes simétricas, podemos trabalhar 
apenas com a metade da matriz banda, ou a semi-banda. 
Conskbre a figura abaixo: 
^(.¡~O3.'\lN0$). p,(~›,/06,!-E›/Z+l) .--í.-iii; 
1' 
¡. ____________
\ íhó-öﬁha FW'3-"-b 
' Figura 3.4.a. - Matriz com arranjo do tipo (número total 
. de nós, numero total de nós) 
.Figura 3.4.b. - Matriz com arranjo do tipo (número total 
- de nós, largura de banda/2+1) 
Com isso a economia de memória do computador é substan - 
cial, e o tamanho dos arranjos serão tão menores, quantornenor~for 
a largura de banda. ó 
Como o armazenamento da matriz banda é feito sob uma for
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ma diferente da matriz normal, deve existir uma relação de passa- 
gem entre os arranjos- 
r Vamos analisar o seguinte caso: supondo que temos um ter 
mo na matriz global, que ocupa a posição A(7,15), na matriz banda 
ele ocupará a posição A(7, 9); a relação que existe entrecxsarran 
jos é a seguinte A(I, J) torna-se A(I,JJ), onde JJ = J - I + 1;l9 
go trabalhar na matriz banda é equivalente a fazê-lo namatrizglg 
bal, fazendo para tanto, a troca de índices J por JJ. 
3.2.2. A Matriz Compacta 
Foi observado que a matriz semiêbanda, possibilita uma 
grande economia de memória. Porém como já foi verificado anterior
~ mente a mesma possui vários termos que sao nulos, que a priori es 
tão ocupando um espaço inútil. Este espaço poderia sermelhorapro 
veitado, se armazenassemos somente os termos não nulos, fazendo 
com que possamos ter um maior espaço de memória disponivelparang 
vos nós. 
Para concretizar este processo é necessário ter-se duas 
matrizes, uma chamada matriz "INDIC" que é uma matriz de endereça 
mento dos termos da matriz global e a outra chamada de matriz"S9'





Observemos a figura abaixo: 











Í W *\ 
Figura 3.5. 4 Matriz Global,N termos nulos elﬂtermosnão 
nulos 
Esta matriz pode ser colocada em dois arranjos como a se 
-1 L I Z 3 
5 ? 
` 
\ X|¡ ×¡3 X11 
-_í_-___... as
6 1 X14, Xz¿ À °*_*Í -¬--'--á 





L' WH ________1 _ 






1' Xxz 1 
` 8 xgg _ 
|N0|G 55 - 
Figura 3.6. - Matriz INDIC e SS
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A matriz "INDIC" contém o endereçamento dos termos fora 
da diagonal, e a matriz "SS" contém os termos não nulosckamatriz. 
O fato de alocarmos duas matrizes não implica.@numa1naior
~ ocupaçao de memória, pois no exemplo acima, notamos que a dimen - 
são do arranjo "INDIC" é (8, 2) e da matriz "SS" ê (8, 3) e logo, 
o espaço total de memória ocupado pelos dois arranjos é de 40 pg 
sições, enquanto que o espaço de memória ocupado pela matriz semi
~ -banda, é de 64 posiçoes. Esta diferença aumenta quando aumentar- 
mos o número de nós, pois os arranjos "INDIC" e "SS" aumentarão 
somente numa direção, enquanto que na matriz semi-banda o acrésci 
mo ocorre nas duas direçoes. 
Neste trabalho as duas dimensões da matriz "INDIC" e 
"SS" são respectivamente (número total de nós, 14) e (números to- 
tal de nós, 15), pois a experiência nos mostra que o númerockenós 
"vizinhos", a um certo nó, não excede 14.
~ Outra vantagem deste tipo de armazenagem é que nao preci 
samos ter uma malha obrigatoriamente bem numerada, para que mini-
~ mizemos a largura de banda; neste tipo de armazenagem a numeraçao
~ pode ser qualquer, pois vamos somente armazenar os termos nao nu- 
los. . A 
' 
Um incoveniente neste tipo de armazenamento, é que sua 
implementaçao exige um trabalho computacional muito complexoeaque 
deve ser feito com bastante cuidado, pois a probabilidade desxeco 
meter erros é grande. 
O armazenamento da matriz global na forma compacta se 
prestanuﬁÁx›bem para a resolução iterativa de sistemas de equa - 
ções lineares, pois neste tipo de resolução, não há criação de no 
vos termos matriciais.
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3.3. As Condições de contorno 
Como sabemos um sistema de equações lineares é escrito 
zz 
sob a forma AX = b; no nosso caso a matriz "A" e'a matriz global 
de contribuições, "X" é o vetor de potenciais incógnitos nos nós, 
"b" é o vetor do lado direito que contém os termos independentes. 
Porém para a resolução do sistema é necessário fazermos 
a inserção dos potenciais já conhecidos, ou seja, dascondiçõesde 
~ ~ contorno. A inserçao das condiçoes de contorno no nosso trabalho 
é feita da seguinte maneira: no termo diagonal da matrizglobalcg 
loca-se um número grande, na ordem de 10” , no vetor "b" ou vetor 
do lado direito, coloca-se o valor do_potencial Vnonó multiplica- 
do pelo mesmo fator 102" (V* 10" ); nos outros termos dalinhacor 
respondente ao potencial imposto nada ë feito. 
Para que se esclareça melhor a proposição acima, vejamos 
o exemplo abaixo: 
all alg a13 V1 O - Posição emcnuadeveser~ inserida a condiçaode 
a22 a23 V2 == O contorno. 
ass V3 0 
Usando a regra acima temos: 
1029 alg als. V* 1020 
a22 aaa V2 = 0 
8.33 V3 O 
Do sistema acima, tem-se 
1Q2° . V1 + a-12 . V2 + als V3 = V* 1020
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_ __ 1 ›20_ V1 = (_V.1O2°- a.12.V2 - = -gl 
1o2° -= 
Logo ' 
Vl Z V 
Temos então a inserção da condição de contorno V. 
Existe ainda, outro método de inserção de condições de 
contorno, o qual podemos verificar abaixo: 
Vamos supor, que tenhamos a matriz "A" simétrica. 
all a1è¿¿a13:'a14 Vl¿4 O - ,inserção de condição 
de contorno. 
a22 aaa 5124 V2 = O 
ass 1134 V3 0 
a V' O - inserção de condição 44 4 de contorno. 
~ ~ O método de inserçao de condiçao de contorno, iconsiste 
em, colocar-se na linha e coluna onde deve ser inserida a condi - 
ção, zeros, e no termo diagonal 1. Logo supondo que os valores V1 
e V4 são conhecidos, com valores VA e VB, temos então: 
'1 O O O V1 VA 
O 8122 aaa O V2 . - a12 VA - a24 VB 
O 8.23 8.33 O V3 - a]_3 VA - 8.34 VB 
O O O 1 V4 VB -
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E o sistema a resolver se reduz a: 
aaa azs V2 'a12VA M* a24VB 
aés ass- V3 'a13VA " aà4VB 
Com as condições de contorno inseridas. 
V1 = VA 
V4 = VB» 
3.4. Os Métodos de Resolução de Sistemas de Equações Lineares 
No método de elementos finitos, a resolução de um siste
~ ma de equaçoes lineares, é uma etapa importante. 
Como sabemos o número de incógnitas do problema asernqs 
solvido é diretamente proporcional ao número de nós de nossa ma- 
lha, logo se tivermos uma malha muito densa e consequentemente 
com muitos nós, teremos um problema de dimensões grandesêaserre 
solvido. Atualmente a maior parte dos p-computadores disponiveis 
tem uma capacidade de memória de certa forma pequena, para‹x5pro 
blemas que desejamos resolver. ' ' 
Este problema é comum a vários setores da engenharia e 
sempre houve uma grande atividade de pesquisa nesta área computa 
cional. 
Os métodos de resolução de sistemas deequaçõeslineares 
podem ser divididos nas duas categorias abaixo: 
- Métodos Diretos 
> Métodos Iterativos 
Os métodos diretos, são métodos que nos conduzem ë.so1u 
ção através de um número de operações já conhecidas, tendoeﬂnvis
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ta que estes métodostem uma excelente aproximação numérica (sal 
vo a precisão do computador). O. algoritmo abaixo, que nos mos- 
tra que o princípio do método nos conduz diretamente`a solução. 
- ~ SISTEMAS DE EQUAÇQES LINEARES 










~ ~ › SOLUÇAO DO SISTEMA DE EQUAÇOES 
PROPOSTO
~ Os métodos iterativos, sao métodos que nos conduzemêasg 
lução por uma sucessão de cálculos aproximados da solução, sendo 
~ 1 ~ que o número de operaçoes necessarias para se chegar asoluçaodg 
pende do erro de convergência adotado e da estrutura da matriz 
global. Com isto o número de operações necessárias para se che - 
gar a solução desejada, pode variar conforme a natureza do pro - 






~ SISTEMA DE EQUAÇOES LINEARES 







OPERAÇÃO DE RESOLUÇÃO PARA 





Os métodos diretos utilizados no nosso trabalho sãozﬂ 
- Método×de_Gauss, que é aplicável a toda matriz não sin 
gular, real ou complexa, simétrica ou não [3] .
\ 
- Método de Choleski, que é aplicável a todamatriz real 
simétrica, defimida positiva [3] . 
~ Estes métodos apresentam urna excelente aproximação rzimrnéricasal 
vo, como já citado, a precisão ~do computador. 
Os métodos iterativos utilizados no nosso trabalho são 
- Método de sobrerelaxação, que é aplicável a toda ma- 
triz real simétríca, não singular 1:41. 
'-'Método dos gradientes conjugados, que é aplicável ato 
da matriz real, definida positiva [4] .
r
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- Método dos gradientes conjugados com pré-condiciona - 
mento, aplicável a toda matriz real, simétrica, defi- 
nida positiva [3]. - ,
~ Estes métodos apresentam uma soluçao aproximada da solu 
ção analítica. 
3.4.1. Os Métodos Diretos 
3.4.1.1. o Método do Eliminação do Gauss L2] 
O método de Gauss, é um método muito conhecido e utiliza 
~ ~ do para a resoluçao de sistemas de equaçoes lineares tendo‹anvis , _* 
ta que, é capaz de resolver qualquer tipo de sistema linear. 
O método de Gauss normalmente é constituido de duas eta- 
pas, uma primeira etapa é chamada de triangularização, onde atra- 
vés de combinações lineares, transformamos o nosso sistemackaequa 
ções num sistema triangular, normalmente superior.
~ A segunda etapa, chamada de substituiçao consisteennefe- 
tuar o produto matricial e resolver-se as equações de baixo para 
cima. ` '
~ Estas etapas sao detalhadas a seguir: 
- Triangularização
A 
Esta _etapa nada mais éfdo que transformar umsüstemade 
equações em um sistema triangular, ou seja: 
Onde A - Matriz Global 
X - Vetor de Incôgnitas 
b - Vetor Independente
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Após algumas transformações lineares temos: mw 
Onde V - Matriz-Triangular Superior 
X - Vetor de incógnitas 
bm - Vetor independente modificado. 
As transformações necessárias, para se obter ¬o sistema 
acima são: 
- - `ã~k -
. aij = aij - :%- - aki - Para 1 = k+-1, k4-2,..., n 
akk j=1‹+1,1‹+2,.'..,n 
(3.2) 
bi = 51 - ÊÊ5 . Ék (3.3) 
akk ` 
Onde k = 1,2,...n-1 
- Substituição 
A etapa de substituição consiste apenas em resolver-se a
~ seguinte equaçao: s 
» akk Xk + akk+1 Xk+1 + ..; + akn Xn = bk (3.4) 
Que é
n 




3.4.1.2. o Método de choleski [3] 
O método de Choleski, é um método de resolução de siste- 
ma de equações lineares, aplicado a toda matriz real simétrica de 
finida positiva. 
' O princípio do método de Choleski, consiste em que,pode-
T mos decompor a nossa matriz global "A" em A = L.L , fazendo com
T que o sistema assuma a forma LL X = b. ~ 
O algoritmo do método de Choleski é mostrado a seguir: 
- Fatorar a matriz "A" sob a forma A = LLT 
- Procurar Y que é a solução de L.Y = b 
- Procurar X que é a solução de LT.X = Y 
Para matrizes simétricas, o método de Choleski é preferi 
vel ao método de Gauss, pois ele necessita menos cálculos. 
Uma propriedade integrante da matriz L é que, seéamatriz 
"A" é uma matriz banda, a matriz L também será banda; nota-se tam 
bém que durante as operações sobre "A", são criados termos não nu 
los em L, sem contudo aumentar a largura de banda. 
Vamos agora fazer a análise da fatoração da matriz "A" , 
que é_o ponto mais importante deste item, tendo em vista que a 
obtenção¬de Y e X do algoritmo anterior, pode ser feita, como já
~ visto, por substituiçao direta. 
Partiremos de uma matriz "A", que será demmposmasobzafor 
T ` 
` 
_ , ma A = V .V; escolhemos, neste caso, a matriz triangular superior 
apenas por conveniência. . 
~ T Entao A = V .V,. - 
Procuraremos então a matriz triangular superior V. 
- os termos da diagonal são calculados da seguinte forma 
'[6] 






caso, é u 
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1 = '*2,3,...N 
1-1 1/2 
Ai,i -, z v*k,i (3.7) 
k=1 “ 
Onde N é a ordem da matriz "A" 
- Os termos fora da diagonal são calculados da seguinte 
maneira: 




Aihj - Z Vk,i Vkhj /Vjqi (3.9) 
k=l 
Para i = 2,3, ... N 
j = i+1, .i+2, ... N 
Como vimos anteriormente se a matriz "A", como no nosso 
ma matriz banda, a matriz "V" será também banda. 
Logo,temos~a-nossa matriz "A", transformada-parae~~-~ 
Ai,¿ '** A1, j-1+1 
Assim nosso algoritmo se tornará o seguinte: 
v1,1 = [A1,1]1/2 (3.1o) 





~ Os outros termos da matriz sao calculados como segue: 
Para i = 2,3, ... N 
..- 
1-1 1/2 
Vi,1 = ^i,1 _ z <Vk,1 - k+1)2 (3-12) 
k=ai 
Para j = 2,3, ..Ç LB 
i-1 
V1,â = ^1,;›' ' kz V1‹,1+r1-k - V1ê,i+¿-1‹ / Vi,1 (3-13) 
Onde: 
aí = é o maior valor entre os seguintes valores 
1 e i -‹LB + 1
z 
Ou em fortran 
ai = MAx(1,i - LB+1) 
_
- 
Colocaremos aqui também o valorﬁi, sendo Bi o menor va - 
lor entre os seguintes valores A 
i + LB.- 1 É N 
ou em fortran 
Bi = MIN(i + LB - 1, N) 
Os valores ui e Bi_são necessários para que não façamos
~ mais operaçoes, do que o necessário. 
Após esta descrição da fatoraçäo de A, veremos entãoc>al 
goritímo de resolução de Y e X. 
Para o cálculo de Y e X, usaremos as seguintes fórmulas:
Y1 = bl/V1,1 
Para i = 2,3, ... NP 
.\¡ 
' 1-1 
Yi = bi ' _2 Vk,í - k+1 - Yk /Vi,1 
xzai 
xN = YN / vN,1 
E para i = N-1, N-2, .. 
B1 
Xi = Yi ' 2 Vi, k-í+1 ~ Xk /Vi,1 k-i+1 
Para melhor esclarecermos esta fatoração, veremos 
plo numérico abaixo: 
. 1 
Temos uma matriz "A" que é: 
m 4 V1 2 1 
1 1/2 O 
A = 2 O 3 
1/2 O O 
' 
2 O O 
Seguindo o algoritimo colocado anteriormente temos as se 
guintes operações a realizar: 
1/2 














1 _ = í_ a12 - 
V11 
,V 1/2 V22 = (a22 _ V122) = 0›5
0 
Assim por diante 
Logo a matriz V será a seguinte: 
2 0,5 1 0,25 1 
O 0,5 -1 -0,25 -1 
v = o o 1 -0,5 -2 
0 0 O 0,5 -3 
0 O O O 1 
l T » Fazendo-se a multiplicaçao de V .V obtemos a matriz A.
\
\ 
3.4.2. Os Métodos Iterativos - 
' Neste parágrafo faremos uma ampla abordagem dos métodos 
iterativos, e procuraremos Ver para que tipo de problemaselessäo 
melhor adaptados. Ao final deste capítulo faremos uma com- 
paração entre os métodos diretos e iterativos em exemplos bem di§ 
tintos, para que possamos tirar conclusões definitivas a respeito 
dos métodos estudados.
=
3.4.2.1. o Método da sobre-Re1a×açâo‹[1] 
O método da sobre-relaxação é um método muito simples de 
se equacionar; ele é derivado do método de Gauss-Seidel 






As equações podem ser\escritas da seguinte maneira 
Xl = (bl - alg X2 - a13 X3 ... - âlnxn) / all (3 18) 
X2 = (bg - agl X1 - a23 X3 ... - a2n Xn)/ a22 (3 19) 
A X = b 









vetor de potenciais incognitos 
vetor independente. 








Xi = (bi _ 2 aij Xj " E 
A 
aij Xj)/aii (3.20) 
jzi j=i+1 
O método de Gauss-Seidel consiste em, inicialmente forne 
cermos ao vetor incógnito X valores iniciais; então, por exemplo, 
para calcularmos um novo valor de X1, diferente do valor inicial, 
devemos usar os valores iniciais dados X2 ... Xn. Para calcular - 
mos X2 devemos utilizar o novo valor de X1 e os valores iniciais 
dados X3 ... Xn, e assim sucessivamente. Quando fizermos as opera 
ções para todos os nós do sistema, teremos realizado uma iteração. 
Então passa-se para a próxima iteração, usando os valores calcula
~ dos na iteraçao anterior, este processo se repetirá até obter-mos 
a convergência. 
~ ~ A sobre-relaxaçao consiste em utilizar a variaçao dos va 
loresincógnitos de uma iteração a outra. 
_ m+l , , Assim sendo, quando o valor Xi do no e calculado, cal 
cula-se a diferença: 
1 1 Axim+ =xim+ - xim (3.2i) 
Este valor, é multiplicado por um fator (W-1), onde Wéâo 
_ _ ~ . m+l , coeficiente de relaxaçao, e somado ao valorXi do no calculado ,
1 logo o valor de Xim+ fica sendo:
1 xim+1 = xim+ + (w-1) AXim+1 (3.22) 
Com este tipo de procedimento aceleramos o método para a 
convergência. ' ~
~ O fator de sobre relaxaçao W, convenientemente escolhido, 
permite melhorar a velocidade de convergência. O valor ótimo de - 
pende de cada problema; ele é normalmente determinado por experi- 
mentação numérica. No nosso caso o valor de W adotado é de 1.95 . 
[1]
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3.4.2.2. O Método dos Gradientes Conjugados [4l 
z A idéia do método dos gradientes conjugados de Hestenes 
e Stiefel, para a resolução de um sistema de equações AX É b, par 
te da observação da funcional F:IRn » IL 
F(z) = l (b - AZ)T A 1 (b - AZ) (3.23) 
' 2 
T T 1 zlz Az-bz+%bTA b (3.24)2 
Que é minimizada pela solução exata X. 
ø = F(x) = MIN i¬(z) com z .e JR.” 
Onde A e A_1 são matrizes definidas positivas e-Z é um 
vetor que esta ligado ao resíduo r = b-Az, onde normalmente Z==X. 
A exposição completa do método dos`gradientes conjugados 
é complexa e pode ser obtida com todo o rigor teórico na referên- 
cia [4]. A 
.O algoritmo do método é`o seguinte?-
~ - Inicialização 
. . . I'1 - escolhamos um valor inicial XO € Ii , e calculemos: 
no = ro = b - AXO (3.25) 
Para k = 0,1 ... 
1 - Se pk <erro estipulado, obtém-se a convergência;pois 





Y ak = Éë___£ë (3,2õ) 
pkT Ang 
Xk+1 = Xk + ak pk' (3.27) 
I`k+l = rk -' 'ak Apk 
T: 
bk = £Êil_ÍÉil (3_29) 
PkT Pk 
pk+1 = Pk+1 + bk Ok (3.30) 
Continue o cálculo até que ok < erro. 
Para a realização deste método, nós precisamos armazenar
~ 4 vetores que sao, Xk, rk, pk e Aok. 
Este método normalmente é mais lento do que o método de 
sobre-relaxação, mas tem propriedades de convergência muito melho- 
res do que o método anterior, como veremos no finaldestecapítulo. 
3.4.2.3. O Método dos Gradientes Conjugados com Pré-Condicionamen 
to por decomposição incompleta de Choleski (I.C.C.G) Êﬂ 
.ill 
' Na resolução de sistemas‹kâequações lineares, através de 
métodos iterativos, um dos problemas principais é o tempo necessá 
rio para se obter a convergência, tendo em vista o númeroeﬂngeral 
elevado de iterações.
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A partir do método dos gradientes conjugados,procurou-se 
obter um outro de convergência mais rápida; com isso surgiu o mé- 
todo dos gradientes conjugados com pré-condicionamento por decom- 
posição incompleta de Choleski I7|. 
O princípio do método se baseia no fato de que se apli - 
cando um pré-condicionamento conveniente, podemos obter uma con - 
vergência em um número menor de iterações e consequentemente uma 
redução no tempo de cálculo. 
A idéia do pré-condicionamento é a seguinte: 
Considere o sistema de equações lineares abaixo: 
A X = b 
Se multiplicar-mos os dois lados da expressão por uma ma 
triz C, não mudaremss o sistema, logo: 
C . A X = C . b 
Devemos achar então uma matriz C, que faça com que a mul 
tiplicação matricial C.A seja o mais próximo possível da matriz i 
dentidade, para termos então: 
I . X = C . b 
í0bt@ndQ+seha“ solução do sistema. 
A aplicação dogmétodo dos gradientes conjugados com pré- 
condicionamento por decomposição incompleta de(3holeski pode ser 
verificada na equação abaixo [3]. 
(L`1 
. A Ç (LT)`1) . LT . x = :fl . B (3.31) 
Onde L, e a matriz triangular inferior de pré-condiciona 
mento. 
Como o próprio nome do método nos indica,‹>nossopré4con
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dicionamento é incompleto,isto é, no cálculo da matriz de pré-con 
dicionamento L, nós iremos calcular somente os termos Li,j, que 
ocupem o mesmo lugar dos termos da matriz AL Foi vismanassessões 
anteriores, que quando fazemosê1decomposição,através do método de 
Choleski , criam-se novos termos, nas posições da matriz onde an- 
tes existiam termos nulos. - 
Como nós sabemos, a matriz de contribuições global, que 
advém da técnica de elementos finitos, tem a forma da matriz ban- 
da, como podemos verificar na figura abaixo. 













\ \ \ \ I ø ' ø \\ \ \\\ `\ ¡ 
Figura 3.7. - Matriz A, tipo banda 
Notemos que este tipo de matriz possui uma predominância 
diagonal, isto é, a soma dos termos de uma linha, nunca é superi 
or ao termo diagonal da mesma. A matriz L, mantém esta proprieda- 
de da matriz A, ou seja, a matriz L, também possui, a diagonalfor 
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igura 3.8. - Matriz LÊ tipo banda 
om estas afirmações, o pré-condicionamento, então pode 
ser feito de 2 formas: 
Utilizando-se a diagonal, mais duas colunas diagonais, 
acima da mesma,x›quenos dará um bom pré-condicionamen- 
to. 
Numa segunda forma, além das 2 colunas diagonaisacima, 
utilizam-se -mais tres outras colunas, o que nos pos- 
sibilita um pré-condicionamento ainda melhor, conforme
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esquema da figura abaixo: 
f\\c \t ` 
°¿ ba dê ‹¿'; <; 
L' z 
\šSšššššš 






_ V-_: a ;: _-'f,¬~'.'.‹'-‹'~-Tz¡'_-"š›z`1-. " - » ,‹- " ` 
K 
'~ ¬ 
V , _ __ ______ , ____:.,.;..-.-..-':-.°_':.>-r~..'«.`I-'~‹~-›--~ =---*_ . :__ _í__'_”“';T.';`
' 
i Figura 3.9. - Matriz de pré-condicionamento 
A forma de se calcular os termos da matriz L, já foi vis 
to anteriormente. - 
Uma alternativa interessante, por nós utilizada,quecon§ 
titui uma variante desta 2ë forma, consiste emcalcular todos os 
. ~ ~ termos do pré-condicionamento, nas poslçoes onde temos termos nao 
nulos de A, o que nos possibilita utilizar o mesmo arranjo "INDIC" 
de endereçamento para a matriz de pré-condicionamento. 
O algoritimo do método ICCG, é semelhante ao método dos 
gradientes conjugados, e é dado a seguir [7]. 




ro, = b _ Axo , ¿ no = (LL) ro (3.32)
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- Para i = O,1,2 ... 




(Pi , Api) 
(3.33) 
Xi+1 = + ui pi 
I`i+1V= Fi - (li A Di 
1 
T il q 
'Bi =¿(F1+1 › [LLT]_l F1+1) (3_36) 
(ri 9 [LL :I ' 
T -1 
Oi+1 = :I I`i+1 + Qi
~ Maiores explicaçoes sobre o método ICCG, podem ser obti- 
das nas referências [3], [7]. 
Á . 
3.5. Testes sobre as Performances dos Métodos 
Nesta sessão faremos uma análise dos diversos tiposdermé 
todos descritos nas sessões anteriores. . 1 
Devido as controvérsias existentes entre os métodos ite- 
rativos, abrangemos um domínio de casosgrande, para que possamos 
eliminar estas controvérsias. 
Apresentaremos os resultados em forma de tabelas compara 
tivas e curvas, para facilitar a análise. 
Todos os cálculos foram feitos em um micro-computador 
ITAUTEC-I-7000-XT, e os tempos envolvidos são relativos a este mi
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cro-computador. 
Todosos casos em‹mas dimensões foram obtidos do progra 
ma EFQAD que utiliza elementos triangulares de primeira ordem. 
3.5.1. Os casos abordados ' 
- Estrutura 1 
Título: Equipamento aterrado 
Problema do tipo: - Bidimensional 
- Potencial Escalar 
- Número de nós - 183 








Figura 3.10. - Equipamento Aterrado
r 
- Estrutura 2 
Título: Rele 
Problema do Tipo: 




Número de nós - 194 




Figura 3.11. - Rele
- Estrutura 3 
Titulo: Motor Indução Monofásico 
Problema do Tipo: - Bidimensional
r 
- Potencial Vetor 
- Número de Nós - 270 
- Número de Elementos - 488 
_ 
om:cz›u.ET 









Figura 3.12. - Motor de Indução Monofásico (Parte)
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Obs.: Os casos tridimensionais utilizam o elemento iso 
paramétrico a 8 nós. 
- Estrutura 4 
Titulo: Dentes de uma Máquina Elétrica I
r Problema do Tipo: - Tridimensional 
- Potencial Escalar 
4 Número de Nós - 448 








Figura 3.13. - Dente de uma Máquina Elétrica
1 
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- Estrutura 5 
Título: Peça Móvel submetida a campos magnéticos 
Problema do Tipo: - Tridimensional 
- Potencial Escalar 
- Número de Nós - 735 















Í l T 
ái 
Figura 3.14. - Peça Móvel
- Estrutura 6 
Titulo: Dentes de uma máquinas II 
Problema do Tipo: - Tridimensional 
- Potencial Escalar 
- Número de Nós - 539 




, -‹T 'ro 
T\ﬁ 
' Ormcmef 
Figura 3.15. -Dente de uma Máquina Elétrica




Problema do Tipo: - Tridimensional
~ - Potencial Escalar, Imas Permanen - 
tes 
- Número de Nós - 392 














- Estrutura 8 
T tulo Servo Motor a mas permanent s 
Problema do T po - Tr d mens onal 
- Potenc al Escalar Imas Permanen 
t s 
- Núm ro de Nos - 648 
- Numero de Elementos _ 448 








































































































































































































































































































































































~ De acordo com a tabela, nós tiramos algumas conclusoes: 
O método direto, é o mais rápido. 
Entre os métodos iterativos, o método de sobrerelaxa -
~ çao, mostra-se um método que apresenta uma velocidade 
de convergência maior, mas a sua convergência nem sem- 
pre é garantida. 
O método ICCG 29 tipo, (vide Cap.3, sessão 3ML2-3% tem 
uma velocidade de convergência boa, uma melhor preci - 
são. ' 
- A velocidade de convergência esperada do método ICCG 
foitwixa em relação ao esperado. 
~ Nenhum dos métodos iterativos converge em estruturasem
~ que existam muitas condiçoes de Neumann, como é o caso 
da estrutura 8, e no caso de máquinas elétricas com pe 
queno entreferro, como é o caso da estrutura 3. 
B. Curvas de Convergência 
Serão usados os seguintes códigos para as curvas de con- 
A - ICCG 29 Tipo (Vide Cap. 3, sessão 3H%2z3) 
B - ICCG 19 Tipo (Vide Cap. 3, sessão 3J%2-3) 
C - Gradientes Conjugados (Vide Cap.3, sessão 3#%2-2) 




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































De acordo com as curvas de convergência, podemos tirar~as 
seguintes conclusões: 
- Nota-se que no geral o método ICCG 29 Tipo*(VideCap.3, 
sessão 3JL2.3), tem uma oscilação menor entre os méto- 
dos ICCG 19 Tipo (Vide Cap.3, Sessão 3aL2.3)e o método 
dos gradientes conjugados, isto pode ser devido ao pré 
condicionamento das matrizes.
~ - O método de sobmﬂelwﬁmao' tem uma curva de convergên - 
cia, muito estável. 
- O método ICCG 29 Tipo, apresenta um menor númerockeite 
rações para chegar a convergência. 
3.6. Conclusão 
Até bem pouco tempo atrás, imaginava-se que os métodos i 
terativos eram os melhores adaptados aos grandes sistemas de equa 
ções lineares. Essa afirmação não é de todo verdade, pois devido 
aos problemas de convergência dos métodos iterativos, as vezes é 
preferível utilizarmos um método direto. Por outro lado existem 
certos tipos de problemas em que os métodos iterativos fmwmcanuma 
solução muito boa, o que nos possibilita aumentar o nosso domínio 
de cálculo; pois podemos armazenar as matrizes na forma-compacta. 
Esperava-se do método ICCG 29 Tipo, uma performance mui+ 
to melhor do que a apresentada, o aumento da velocidade de conver 
gência foi pouco significativo, o que em certos casos não justifi 
caxo trabalho computacional envolvido no método. 
Em um sistema de cálculo o ideal é termos uma biblioteca 
de métodos de resolução de equações lineares, para que o operador 
através de sua experiência, escolha o método ideal para um deter 






Q SISTEMA INFonMÁT1co scAn-ao 
4;l. Introdugão 
O cálculo de campos magnéticos e elétricos através da 
técnica de elementos finitos, tornou-se atualmente imprescindível 
na concepção e análise de dispositivos eletromagnéticos. 
Um sistema informático capaz de realizar o cálculockacam 
pos elétricos e magnéticos, é modernamente composto de tres par - 
tes, quais sejam: 
- O sistema pré-processador cujos objetivos são de ini - 
cialmente captar os dados geométricos e as proprieda - 
des físicas dos diversos materiais que compõe o dispo- 
sitivo eletromagnético a ser estudado,e após a discre- 
tização, ou seja, a geração da malha. 
- O sistema processador, que é responsável pelo cálculo 
através da técnica de elementos finitos.
\ 
- O sistema pós-processador, que deverá nos fornecer os 
resultados numéricos e gráficos, para efetuarmos,zaaná 
lise eletromagnética do dispositivo. 
O sistema SCAD-3D é baseado no esquema apresentado na fi 
gura 4.1. 
Cabe salientar que o sistema SCAD-3D évum sistema infor- 
mático derivado de um sistema de cálculo de campos elétricoseamag 
néticos em tres dimensões .existente no Grupovde Cálculo de Cam 
pos Elétricos e Magnéticos da UFSC. '
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nAnos eEoMÉIRIcos E PROPRIEDADES 
FÍSICAS nos MATERIAIS 
\ - Programa de tratamento de da- 
dos e formação damalha. 
ARQUIVO QUE CONTÉM A 
w MALHA GERADA, E OS DADOS 
GERAIS DO PROBLEMA 
- Programa de cálculo atravésda C E F - 3D , _ - _ _ tecnica de elementos finitos. 
ARQUIVO QUE CONTÉM A MALHA 
GERADA, OS DADOS GERAIS DO 
PROBLEMA, VALORES DOS POTENCIAIS 
Nos Nós, Dos CAMPOS E DAS INDUÇÕESI 
- Programa de Análise dos resul 
tados em forma numérica ou/e 
gráfica. 
Figura 4.1. É Esquema Básico do Sistema SCAD-3D 
Na primeira parte deste capitulo, iremos descrever as ca 
racteristicas do sistema SCAD~3D, na sua composição atual eruafi , 1. 




4.2. O Programa MEF-3D 
O programa MEF-3D é o programa pré-processador do siste- 
ma SCAD-3D. 
Neste programa é feita a entrada dos dados geométricosdo
~ problema, e das caracteristicas fisicas dos materiais que compoe 
a estrutura. Após o tratamento desses dados o programa gera a ma- 
lha, que é armazenada num arquivo, juntamente com os dados gerais
~ do problema, que sao necessários para o cálculo, utilizando a tég 
nica de elementos finitos. 
A árvore do programa MEF-3D é 3 seguinte, conforme figu- 







Figura 4.2. - Árvore do Programa MEF-3D
W 
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A convenção utilizada para referenciar topologicamenteos 









Figura 4,3. - Convenção usada para referenciar os elemen 
- tos finitos 
Conforme podemos visualizar na figura 4.2 o¡nognam1MEF4E, 
é composto de um programa principal e de tres subrotinas; 
- O programa principal é responsável pela entrada de da- 
dos, que são os abaixo citados:
\ 
- Número de camadas em x,y,z e as dimensões do domínio. 
- Número de meios e as características fisicas dos meios. 
- Número de condições de contorno e os seus valores. 
Se a estrutura tiver uma geometria de grande irregulari- 
dade, devemos fornecer as diferentes sub-regiões, que umazaumacom 
postas formarão o domínio de cálculo. ` 
ú 
No caso contrário, existem uma serie de facilidades que 
simplificam de maneira significativa a entrada de dados. 
O programa questiona o utilizador se no domínio de estu-
IO' 
100 
do há periodicidade e se existem imãs-permanentes no problema. 
Existe no programa a possibilidade de entrada dedadospa 
ra um problema dito "ANGULAR", o quernos possibilita fazer a aná¿ 
lise de dispositivos eletromagnéticos que sejam cilíndricos, como 






Figura 4.4. - Trecho de uma máquina elétrica 
O programa é conversacional, o que faz com que a entrada 
de dados se`a bem cômoda, e ue ermite corre ões durante a entra J 
_ P Ç _ 
da. 
- A subrotina MATER define as características dos mate - 
riais em cada elemento finito do domínio.
~ - A surotina PERIOD é responsável pela criaçao dos pares 
de nós periódicos quando for o caso. 
- A subrotina COORD é responsávei pelo cálculo das coorê
~ denadas dos nós, para a geracao da malha. 
A formação dos elementos da malha (explicitação dos nós que 
envolvem os elementos) é feita no programa principal.
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4.3. O Programa CEF-3D 
O programa de cálculo é o principal módulo do msistema, 
pois é nele que é aplicada a técnica de elementos finitos para o 
cálculo dos campos no dominio de estudo. 
O programa CEF-3D permite o cálculo de campos em proble- 
mas do tipo: 
- Eletrostático 
_ Magnetostátíco 
- Magnetostático com imãs permanentes. 
O problema, na sua versão atual, trata problemas linea - 
res, e a técnica numérica empregada esta descrita no capitulo 2; 
As principais variáveis do programa são: 
- KNO - número de nós do problema. 
- KEL - número de elementos do problema. 
- MAXBAN - vetor da máxima largura de banda (para méto - 
dos diretos de resolução de eqs. lineares). 
- VV(KNO) - vetor de potenciais desconhecidos. 
- VDR(KNO) - vetor independente, ou vetor situado no la-
~ do direito do sistema matricial, ondeâxnain 
seridas as condições de contorno, e os ter- 
mos ocorrentes da influência dos imas perma 
nentes. 
- SS(KNO,MAXBAN) - matriz global de contribuições para
~ problemas com resoluçao através de má 
todos diretos. 
'Existe também uma versão do programa, que utiliza méto - 




- INDIC(KNO, 14) - matriz de endere 
A árvore principal do 
abaixo: 
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será modificado e teremos a inclusão do arranjo 
INDIC", como abaixo: 
(KNO, 15) - matriz global de contribuições na forma 
compacta. 
çamento dos termos da 
matriz SS. 
programa está mostrada na figura 
TRILEC 
< TRIPER) ( ELEGRA) CEF_3D_ * 
N 
~ DATA-3 TRIBAN 













lativamente complexa e por i 
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4.5. Ã Árvore principal do programa CEF-3D 
o programa de cálculoeare 
, sso descreveremos com mais ênfase a , __ 
penas as subrotina ` ' ' 
- Subro 
s principais do programa. 






























dito, cujo principal objetivo e ge- 
~ z renciar todas as operaçoes princi 
pais, atnavés das subrotinascpuacom 
põe o programa CEF-3D. 
é a subrotina de entrada de dados , 
obtidos do arquivo gerado pelo pro- 
grama MEF-3D. . 
Lê em disco a malha geradapelo MEF- 
3D. 
cálcula a largura de banda. 
forma a matriz SS de contribuições 
global. 
cálcula os gradientes. 
calcula a permeabilidade em funçao 
dos gradientes.
~ Cálculo da matriz de contribuiçao g 
(Ver Cap. 2). 
condensa as matrizes g em SS. 
condensa no vetor VDR os termos re» 
lativos aos imãs.
~ calcula a contribuiçaoelementar 
dos imãs.
~ insere as condiçoes de contorno. 
pesquisa os nós periódicos. 
elimina os nós periódicos. 

















resolução através do 
resoluçao através do 
leski. o
~ resoluçao através do 
brerelaxação. 
resolução através do 
dientes conjugados.
~ resoluçao através do 
da matriz. -















gravação em arquivo dos potenciais,
~ dos campos e induçoes 
Vamos detalhar agora, as principais subrotinas do progra 
ma CEF-3D. 
A - Subrotina TRIFRM _~
A subrotina principal do programa é a subrotina TRIFRM;é 
~ f r ø ~ nela que sao eitos os calculos necessarios para a formaçao da ma 
triz [ss].
_ 
Seus principais arranjos são: 
- EETRI(8,8) - Matriz de contribuições 8 x 8. 
- COORD(8,3) - Matriz de coordenadas dos nós de um ele - 
mento. 
- VVG(8) - Vetor dos potenciais nos nós, envolvendo<>el§ 
mento.~ 
Além dos arranjos VV, SS etc ..., descritos no íniciodeã 
ta sessão.
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O seu fluxograma está representado na figura abaixo: 
ÍNIcIo i~ 










Figura 4.6. - Fluxograma da subrotina TRIFRM 
B ¬ Subrotina ELEM 
É na subrotina ELEM que é feito o cálculo da matriz de 
contribuições (8x8). Esta subrotina calcula as contribuições relâ 
tivas aos elementos finitos isoparamétricos, utilizando a integra 
ção numérica de Gauss.
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As principais variáveis do programa sao: 
g(8,8) - Matriz de contribuições 8 x 8. 
DEVRST(3,8)=~ Matriz das derivadas das funções de inter- 
polação. 
VJAC(3,3) - Matriz do Jacobiano. 
VJACIN(3,3) - Matriz do Jacobiano inversa. 
B(3,8) - Matriz das derivadas em X,Y,Z. 
DETJAC - Determinante do Jacobiano. 
Estas variáveis são resultados da teoria do capitulo 2 
sessão 2.5. - V 
abaixo 
O fluxograma da subrotina é o seguinte, conforme figura 




LAÇO DE INTEGRAÇAO 
zCALL 
JACOB 
Figura 4.7. - Fluxograma da subrotina ELEM
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Este fluxograma é resultado do algoritimo para cálculo 
da matriz de contribuições, mostrado no capitulo 2, sessão 2.8. 
Nesta subrotina temos ainda outras subrotinas complemen-
~ tares que sao: 
- Subrotina NDE - Esta subrotina realiza o cálculo‹ﬁﬁ§dÊ 
rivadas no sistema de referência R,S T 3 3 
nos oito pontos de integração,rm›siste 
ma de referência R,S,T, onde R,S,T são 
respectivamente 5, U, Ç, conforme capi 
tulo 2, sessão 2.5.1. 
- SubrotinaJACOB-Esta subrotina calcula a matriz do ja- 
cobiano, o determinante do jacobiano , 
e a inversa do jacobiano, nos oito pon 
tos de integração, conforme capitulo2,
~ sessao 2.5.3. 
- &ﬁﬁotnEàDEWQZ - Subrotina de passagem do problemaem1co 
ordenadas R,S,T, para X,Y,Z, atravêsda 
matriz B , nos oito pontos de integra 
çao, conforme capitulo 2 , sessao 2.5. 
2.1. 
- Subrotina SOM - Subrotina de soma das matrizes parci - 
ais de contribuição, calculadas nos oi 
to pontos de integração, o resultadoda 
soma é a matriz g de contribuições , 
conforme capitulo 2, sessão 2.5.2.2. 
É importante observar que a subrotina ELEM é a responsá- 
vel, por um dos principais cálculos do programa, ou seja, o cálcu 
lo da matriz g de contribuições (8x8), resultado da soma das _8 
matrizes parciais, relativas aos pontos de integração R,S,T, atra
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vés das subrotinas NDE, JACOB, DEVXYZ e SOM. 
C - Subrotina ELEGRA - 
A subrotina ELEGRA é a subrotina responsável pelo cálcu- 
lo dos gradientes. O procedimento de cálculo é identico ao utili- 
zado na subrotina ELEM. › 
- São então, utilizadas as mesmas subrotinas decálculodas
~ derivadas nos pontos de integraçao, do cálculo do Jacobiano,‹k>dÊ 
terminante do Jacobiano e da sua inversa, e do cálculo das deriva 
das em X,Y,Z. 
A mudança se encontra no cálculo da matriz dos gradien - 
tes. 
Para o cálculo dos gradientes precisamos dos valores dos 
potenciais nos nós; com estes valores, faz-se a multiplicação da 
matriz B gerada pela subrotina DEDUZ, pelos valores dos poten - 
ciais, acumulando em um vetor de gradientes, as multiplicaçõespar 
ciais nos oito pontoscb hnﬁgmmão, conforme podemos verificar pe- 
lo algoritimo do capitulo 2, sessão 2.8. 
Observando o que foi exposto até este momento, nós pode- 
mos notar que o programa de cálculo, utilizando a técnica de ele- 
mentos finitos, é uma tarefa de delicada realização na confecção 
do programa, devem ser observados os métodos de armazenamento, a 
aplicação da técnica de integração numérica de Gauss para a forma 
ção das matrizes envolvidas no cálculo e os métodos de resolução 
dos sistemas de equações lineares. 
Quanto a operacionalidade do programa CEF-SD, o mesmo na 
sua forma atual se resume a fazer a chamada de um arquivo gerado 
pelo programa MEF-3D. 
Após os cálculos, ele insere dentro deste mesmo arquivo 
valores dos potenciais nos nós, dos campos e induções calculadas. 
Estes dados guardados em arquivo serão tratadosgelo;xpgram1GEFÁ¶L
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4.4. O Programa GEF-3D 
Um dos problemas que devem ser tratados dentro de um sis 
temã informático que se destina a fazer a concepção e análise de 
dispositivos eletromagnéticos, é o relativo a visualização dos re 
sultados obtidos. Este problema torna-se mais significativo quan- 
do do estudo de estruturas tridimensionais. 
" É necessário então que tenhamos saídas gráficas e numéri 
cas que nos ajudem a efetuar a análise dos resultados. 
No programa GEF-3D, podemos inicialmente obter uma tabe~ 
la com resultados numéricos obtidos do cálculo do programa CEF~3D 
Temos ainda saidas gráficas, (em console, impressorae/oupúotter) 
que nos fornecem diversos tipos de traçado da estrutura, ou seja: 
. contorno do domínio 
. bloco dos materiais 
. elementos da malha 
. dos vetores de indução nos elementos dos materiais so- 
licitados. 
Fundamental em um problema 3D, é também a possibilidade
~ de visualizarmos a estrutura, em vários ângulos de observaçao. O 
programa GEF-3D permite que o domínio possa sofrer rotaçõeseﬂntor 
no dos eixos Ox e Oz, o que nos fornece grande ajuda na compreen- 
são da distribuição de campos na estrutura. 
A árvore principal do programa é a seguinte:
'DRPLOT TRACCH 
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TRAcco H DRPLOT X mc 3 
.TRACBL D-{DRPLoT X me 
TRACSR )-{DRPLo'r X mc 
As subrotinas de tratamento de dados do programa GEF-3D





















- Leitura dos dados em disco. 










dos Blocos dos Elementos.
~ das Subregioes. 
dos Elementos. 
dos Campos. 
de Segmentos de Reta. 
mais denso. 
dos elementos hexaédricos. 
4.5. Exemplos de utilização do sistema SCAD-3D 
O objetivo deste parágrafo é mostrar alguns.exemp1os de
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cálculos de campos elétricos e magnéticos, utilizando .ol sistema 
SCAD-3D, demonstrando a importância desse sistema na análise‹eco5 
cepção de estruturas eletromagnéticas. 
4.5.1. Determinação de campos elétricos no interior de um auto- 
‹ .transformador de zoo MVA Iel
~ No presente trabalho, é feita a análise da distribuiçao 
de campos elétricos em um auto-transformador de ZOOMVA, pertencen 
te ao sistema de transmissão da ELETROSUL. Houve duas ocorrências 
similares envolvendo equipamentos deste tipo, nas quais ocorreram 
curto-circuito interno nas unidades, o que praticamente ocasionou 
a destruição das mesmas. Entre as várias hipóteses de causackaaci 
dente, havia uma relativa à distribuição anormal de campo elétri- 
co-no transformador. Neste trabalho, apresentamos o estudo de cál 
culo de campos,-utilizando o método de elementos finitos que trou
~ xe uma resposta precisa a esta questao. Verificou-se, pelo menos, 
que não havia anormalidade na distribuição de campos elétricos. 
4.5.1.1. Introdução 
~ ~ Na composiçao do sistema de transmissao deenergiaelétri 
ca da ELETROSUL, há um grande número de transformadores deêﬂixâpg 
tência distribuidos na região de concessão da companhia,cnm2abran 
ge os estados de RS, SC, PR e MS. Entre os diferentes tipos de 
transformadores utilizados, nos interessaremos em particular, nes 
te trabalho, pelos transformadores com as características abaixo: 
- potência: 200 MVA' 
- classe de tensão: 500kV 
- monofásico
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- relações de tensões: 525//3; 230/V3; 13.8kV 
- tipo construtivo: shell - 
._- 
Em fevereiro de 1985 e em junho de 1985, ~duas unidades 
com estas caracteristicas sofreram falhas severas, envolvendo os 
enrolamentos de 500//3 kV e o de 13,8 kV, bem como outros pontos 
do transformador. As ocorrências foram de tal monta, que .levaram 
ao incêndio e perda praticamente total do equipamento. Tendo em 
vista que a ELETROSUL possui.várias unidades semelhantes, perten- 
centes ao mesmo lote de fornecimento, pareceu-nos de grande pru - 
dência e importância que um estudo aprofundado sobre estas ocor - 
rências fosse efetuado, sob pena de continuar ocorrendo falhas i 
` ~ dênticas, caso o problema nao fosse devidamente averiguado e solu 
cionado. 
4.5.1.2. Espectro de probabilidade das causas de falha 
As duas ocorrências acima foram de grande similitudeeati 
*veram como consequências materiais os efeitos abaixorelacionados: 
- bucha de A.T. (Alta Tensão) destruída
~ 5 - deformação generalizada do tanque 
- vazamento de 10.000 litros de óleo isolante mineral,dÊ 
vido à ruptura do tanque 
- explosão do pára-raios de 13.8 kV 
- quebra do comutador em vazio 
- deformação do enrolamento de 500/ﬂše conexões 
'Após a primeira ocorrência, as equipestémﬁcasda ELEHKBUL 
procuraram levantar as características da mesma, e não se obser - 
vou nenhuma evidência clara e imediata de causa de falha.Tendoem 
vista isto, foram levantadas algumas hipóteses como‹xnmaspnméweüm
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a) problema com malha de transmissão da ELETROSUL; 
b) problema com o projeto do autotransformador - distri- 
buição anormal de campos elétricos e distãnciasckaisg 
lamento subdimensionadas;- 
c) problema com o óleo mineral isolante; 
d) problema com montagem do equipamento;
~ e) defeitos de fabricacao; 
f) eletrização estática do óleo. 
Neste trabalho, descreveremos os estudos efetuados pelo 
GRUCEM(Grupo de Cálculo de Campos Elétricos e Magnéticos) da UFSQ 
que visam a análise do item b acima relacionado. 
4.5.1.3. Definição da Região de Estudos 
Na figura 1 temos um desenho esquemático do autotransfor 
~ _. ,- mador. A configuraçao utilizada nao respeita exatamente a distri- 
buição dimensional real dos enrolamentos do equipamento, mas for- 
` ~ nece, contudo, uma imagem esquemática para entendimento da regiao 
de dominio de cálculo. ' 
- As regiões são.separadas por colunas de papelão isolante 
Na zona posterior aos enrolamentos, temos também uma coluna de pa
~ 1-v pelao, bem como na úona anterior, que foi omitida no desenho. 
A tensão diminui das espinas centrais para assituadasna 
extremidade, de forma que temos uma tensão de 313//3 kV na espira 
justaposta à coluna de papelão. A saida de B.T. (13,8 kV) é feita 
pelos cabos mostrados na figura. 
› 
Um comutador a vazio (CAV) fica situado acima do enrola-
~ mento de A.T. de tal forma que a projeçao de seu ponto central fi 
ca no meio da espira de 500//3 kV. O CAV, no momento da ocorrên - 
cia estava a uma tensão de 205//3 kV.
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Examinemos a figura 2, onde temos uma vista lateral dos 
enrolamentos. Por esta figura notamos que na zona posterior temos 
a presença da carcaça do transformador. Os tres pontos de percusè
I 
são do arco elétrico formado na ocorrência são mostrados na figu- 
ra 1 por "X". 
_ 
Ao efetuarmos uma análise preliminar do problema, ecxxnbš 
se nos valores de tensão conhecidos, pudemos isolar uma região de 
estudo.sobre a qual foi efetuado o cálculo de campos por elemen - 
tos finitos. Esta região de estudo está mostrada na figura 1 e na 
figura 2. As condições de contorno são basicamente os potenciais 
Carcaça _¬.114›
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conhecidos nas superfícies que delimitam o volume da região de es 
tudo. 
«_- 
4.5.1.4. A equação descritiva dos fenõmenos fisicos 
A equação de Maxwell relativa a difusão do campo elétri- 
co é, assumindo que não hajam cargas elétricas no domínio de cál- 
culo. - 
-'P div D = O
~+ onde D e a induçao eletrica 
Definindo um potencial escalar elétrico V, do qual deri¬ 
va.o campo elétrico Ê por Ê = -grad V, temos: 
'P ')^ div D = div ç E = div e (-grad V) = O 







av + a E av = 
ax ax ay ay az az' 
Esta equação é conhecida como equação de Laplaceêeelﬁàdes 
creve a difusão do campo elétrico Ê através do potencial esxﬁarV. 
4.5.1.5. O sistema informático SCAD-3D 
O sistema SCAD-3D é um conjunto de programas destinado a 
solucionar problemas de cálculo de campos elétricos ou magnéticos 
tridimensionais usando o potencial escalar. Ele está implantadoem 
um micro-computador de 16 bits compativel com IBM-PC, é conversa- 
cional e utiliza as possibilidades gráficas deste tipo de computâ 
dor. Ao primeiro programa, fornecemos a estrutura, que é devida -
Obs O elemento utlllzado e o hexaedrlco a 8 nos 
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mente discretizada em elementos de topologia hexaédrica o que é neces 
sário para a aplicação do método utilizado. O segundo módulo efe- 
tua o cálculo baseado no método matemático descrito no Cap.2.Para
~ aplicá-lo, os elementos de topologia cúbica sao automaticamente 
gerados um a um. Finalmente, o terceiro módulo nos forne- 
ce os resultados numéricos em todos os elementos do dominio e efe 
tua também um tratamento gráfico, onde os campos sãoindicadosnas 
diferentes partes do dominio. A espessura do traço é proporcional
~ ao módulo do campo. Para uma melhor facilidade de visualizaçao, é 
dada a possibilidade de se fazer rotações no espaço do dominio.Os 
gráficos obtidos podem ser traçados em um plotter. 
4.5.1.6. Os resultados obtidos do cálculo 
Na figura 3, identificamos o conjunto das diferentes sub 
~ ~ -regioes que compoem o nosso dominio de cálculo, já descrito .no 
parágrafo 4.5.1.3. 
As dimensões das mesmas foram obtidas dentro do próprio 
transformador. 
As figuras 4 e 5 nos fornecem o campo nas zonas contendo 
~ ~ ~ as colunas de papelao. Podemos entao observar a direçao do mesmo 
e notamos também onde ele é mais intenso. Na figura 6, é plotado 
o campo na zona justaposta as espiras de A.T., e na figura 7, te- 
mos o campo elétrico na zona próxima ao CAV.
~ Dos resultados numéricos, podemos obter a informaçaonmis 
importante para a análise proposta por este estudo. O campo mais 
~ ~ intenso está situado nas colunas de papelao e ele nao excede 
30 KV/cm, valor situado muito baixo da rigidez dielétrica do mate 
rial. 
Na zona de A.T., onde houve a percursao de um dos arcos 
elétricos, o campo é de aproximadwmnüe 18 KV/cm, que étambémbaâ
1,3 
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tante inferior a rigidez dielétrica de óleo mineral, que é de 200 
KV/cm. _ 
Foi então descartada a hipótese segundo a qual oarcoelá 
trico seria provocado por um valor excessivockecampo elétrico ge- 
rado dentro do transformador, em funcionamento normal. 
4.5.1.7. Conclusão 
Na sequência da análise das hipóteses aventadas e cita - 
das no parágrafo 4.5.1.2, após profundos estudos, testes e medi - 
ções, conclui-se que as falhas foram causadas por dois fatores: 
- blindagem insuficiente nos terminais do comutadoreunva 
zio 
- fenômeno de eletrização do óleo isolante mineral devi- 
do ao atrito criado pelo movimento do mesmo com as par 
tes estáticas do equipamento 
Citemos que, baseado nesse diagnóstico, foi reforçada a 
blindagem do CAV e procurou-se minimizar a tendência de eletriza- 
ção do óleo isolante, não só nas unidades novas, como nos trans - 
formadores deste tipo já em funcionamento.
` 
Como resultado prático das providências recomendadas, ob 
servamos que as unidades já recuperadas apresentaram resposta sa- 
tisfatória às alterações procedidas. 
O sistema de cálculo tridimensional de campos elétricos 
por elementos finitos implementado na UFSC forneceu uma resposta 
precisa quanto à questão concernente ao campo elétrico nazonaaci 
dentada do auto-transformador e descartou a hipótese segundo a 
qual a distribuição de campo seria anormal. Cabe salientar neste 
projeto a integração frutifera entre universidade e empresa, pela 
utilização racional de tecnologias avançadasdisponíveis nauniversidade.
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4.5.2. Estudo de um servo-motor com imãs-permanentes por um méto- 
do de elemento finitos l9|
_
= O cálculo realizado no artigo referenciado, foi realiza- 
do, por um outro método de cálculo de campos utilizando a técnica 
de elementos finitos. 
_ 
Utilizamos este exemplo de utilização para efetuarmosuma
~ comparaçao entre o método desenvolvido no artigo e o nosso método; 
os resultados obtidos, são semelhantes, como podemos verificar pe
~ las figuras desta sessao. . 
Neste trabalho nós analisamos a viabilidade de constru - 
~ \ ~ ~ çao de servo-motor a imas permanentes de concepçao original. As
~ partes rotórica e estatórica do mesmo sao justapostas axialmente, 
obtendo-se assim uma máquina com baixa inércia, indicadaparaapli 
cações em robótica. Um estudo foi necessário para avaliarâxao flu
~ xo magnético gerado no rotor pelos imas concatena a bobina indutg 
ra, produzindo assim o torque mecânico. Para tal estudo,foiimpl§ 
mentado um sistema de cálculo de campos magnéticos tridimensio - 
nais. Este sistema computacional é baseado no método variacional 
por elemento finitos, é conversacional e possui saídas gráficas. 
Como resultado deste estudo, constatamos que a maior parte do flu 
xo criado pelos imãs realmente é eficaz. No texto completo apre - 
sentaremos resultados numéricos e gráficos, que mostram que esta 
máquina é de construção totalmente viável. . 
4.5.2.1. Introdução 
Neste artigo, faremos o estudo preliminar de uma máquina
~ possuindo imas permanentes. É indispensável, antes de construí-la, 
avaliar sua capacidade de gerar torque motor. Para realizarmos es 
te estudo, implementamos um sistema computacional de cálculo de 
campormagnético em 3 dimensões, utilizando a técnica de elementos
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finitos, que possibilita a determinação do fluxo magnético atra - 
vessando a bobina indutora, o qeu significa analisar o funciona - 
mento desta máquina como gerador. Neste artigo será descrito o es 
quema de funcionamento da máquina, o método numérico utilizado e 
os resultados obtidos. 
4.5.2.2. Descrição da Máquina 
Nas figuras la e lb temos esquematicamente a estrutura
~ da máquina em questao. 
Na sua parte estatórica temos a bobina indutora cujases , í 
piras sao colocadas em volta de um anel cilíndrico de ferro.
~ De um dos lados da bobina sao colocados pares de ferro.O 
primeiro (1) é justaposto a parte superior da bobina,enquantoque 
o outro (2) dirige-se ao anel cilíndrico colocado no interior da 
bobina. Estas barras de ferro formam, então, de um dos ladosckabg 
bina, um volume de forma aproximadamente cilíndrica, onde será cg 
locado o rotor. 
O rotor é constituido por um conjunto de imãs cuja iman 
tação é dirigida radialmente. As polaridades são sucessivamente 
invertidas, de tal maneira que temos tantos pares de imãs quanto 
de barras de ferro. 5 
A parte interior do rotor é constituida de um anelckzfer 
ro. Um caminho de fluxo é mostrado nas figuras la e lb. 
O torque motor é obtido alimentando-se a bobina indutora 
através de um conversor estático. 
4.5.2.3. A Modelização da Máquina
_ Neste estudo, supomos que a máquina possui 4pares‹kaimas 
com os 4 pares respectivos de barras de ferro (fig.1a). O passopg
,.\\ ¡‹ 
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lar é de 1/3, ou seja, no nivel de entreferro nós temos 2/3 ë de
~ superficie em face dos imas e barras. 
Para avaliar o fluxo máximo supomos os imãs em face dasI 
barras de ferro. Por uma questão de simetria, podemos estudar ape 
nas meio par de polos. 
Notemos que: 
- com relação as condições de contorno, consideramos que 
em todas as superfícies temos condições de Neumann, ou 
seja, consideramos que o fluxo magnético não atravessa 
as mesmas, o que constitui uma aproximaçaobastanteprá 
xima da realidade no caso desta máquina. 
- as dimensões de ferro são tais que o fluxo atravessa 
sempre aproximadamente a mesma secção, o que evitaria 
uma saturação excessiva em regiões particulares da má- 
quina. 
4.5.2.4. Resultados Obtidos 
Para o cálculo, foi tomado imãs cuja imantação 'remanen- 
te é de 0,4 Tesla. 
Tendo em vista a homotetia neste tipo de cálculo, as di- 
mensões da máquina não têm influência nenhuma sobre os resultados 
procurados, que são: 
. ~ . ~ a induçao de trabalho do ima 
- a relação entre o fluxo criado pelo imã e o fluxo atra 
vessando a bobina. 
Quanto ao primeiro resultado, notamos que o imã trabalha 
com BšO,38T, o que significa que a relutância média do circuito 
magnético é de valor baixo. Sobre o segundo resultado, a relação 
de fluxo útil por fluxo criado é de 0,88.
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~ Notemos que para verificar a precisao dos resultados po- 
de-se calcular o fluxo em diferentes partes do circuito. No nosso 
caso, notamos que houve uma diferença de aproximadamente 13% en- 
tre o fluxo calculado no entreferro e o fluxo atravessando a bobi
~ na. Um exame profundo sobre esta questao nos mostrou que esta' di 
ferença é devida a limitação do número de nós, que se mostrou 
necessária, tendo em vista que sistemas tridimensionais geram ma- 
trizes de ordem elevada. Assinalamos que esta diferença de l3%näo 
afeta os resultados globais do estudo. 
O resultado gráfico é de difícil compreensão; preferimos 
então apresentar o mesmo em duas figuras obtidas diretamente ido 
nosso sistema computacional. São as figuras 4.a e 4.b onde temos 
o traçado das induções magnéticas nas partes rotóricas e estatóri 
ca. Os traços vistos nas mesmas indicam a direção do campo na es- 
trutura e a intensidade da densidade de fluxo B, e que é indicada 
pela espessura do traço. 
4.5.2.5. Conclusão 
O estudo realizado mostra que a máquina que desejamos 
construir é totalmente viável. Notamos que 88% do fluxo criado pe
~ los imas atravessa a bobina indutora o que é plenamente satisfatá 
rio. Porém , cabe salientar que esta relação pode diminuir um pou 
co quando a máquina for construida pois o circuito magnético sen 1 a _ 
do formado por várias partes distintas, terá micro-entreferrosnas
~ suas junçoes. Porém, nós estimamos que a percentagem de fluxoímil 
será ainda bastante elevada. 
Para efetuarmos este estudo, foi implementado um sistema 
computacional de campo tridimensional baseado no método de elemen 
tos finitos. A utilização do mesmo, sendo gráfico-conversacional 
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4.5.3. Estrutura Hipotetica 
O exemplo colocado abaixo é hipotético, e serveapenaspa 
ra ilustrar, a versatilidade do sistema SCAD. 
A - Dominio de Estudo 
Neste exemplo supomos que temos 2 peças ferromagnéticas 
dispostas como na figura abaixo, onde aplicamos uma diferençadepg 
tencial nas extremidades. 
s 
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Figura 4_13- Dominio de Estudo da Estrutura Hipotética
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Figura 4.14 - Contorno da estrutura 
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C - Malha Gerada (Parte) 
Obs.: O elemento utilizado é o hexaédrico a 8 nós. 
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Figura 4_15- Malha gerada pelo sistema SCAD-3D
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Figura.4_15 Resultado do cálculo das induçoes magnéticas 
L' lwfu “do sistema SCAD-3D _
~
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Podemos visualizar, nas figuras anteriores, que as indu- 
ções magnéticas tem a distribuição esperada. 
z- 
4.6. Conclusões 
O sistema SCAD-3D visa fazer a análise e concepção‹kadi§ 
positivos eletromagnéticos, em 3 dimensões. ` 
o sistema foi desenvolvido totalmente em FORTRAN-77, epg 
de ser adaptado em qualquer micro-computador de 16 bits, compatí- 
vel ao IBM-PC. 
Na sua versão atual podemos resolver problemas lineares, 
eletrostáticos, magnetostáticos e magnetostáticos com imãs-perma- 
nentes.
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~ A CONCLUSAO GERAL 
Ao concluir-mos este trabalho, cabe salientar que os 
objetivos principais a serem cumpridos foram os abaixo citados : 
- Aprofundamento teórico da utilizaçao da tecnica de 
elementos finitos, aplicada aos diversos ramos da 
engenharia.
~ - A implementaçao e analise de diferentes tecnicas de 
_. ~ resoluçao iterativa dos sistemas de equaçoes lineares 
gerados pelo método de elementos finitos. 
- O melhoramento informatico do sistema de cálculo de 
campos tridimensional , ja existente. 
Quanto ao primeiro item, ao longo dos capitulos l e 2 , 
- ~ r descrevemos minunciosamente a aplicaçao da tecnica de elementos
~ finitos nos problemas por nos tratados. Inicialmente, a formulaçao 
variacional é aplicada aos casos eletrostaticos e magnetostaticos
~ que desejamos equacionar. É feita a aplicaçao deste tratamento teo 
rico ao problema discretizado em elementos finitos isoparametricos 
tridimensionais a oito nos. Finalmente explicitamos a técnica de 
integração numérica, necessaria para a formação do sistema matri-
~ cial que nos leva a soluçao do problema. 
Quanto ao segundo item, relembramos que os metodos ite- 
\
_ ~ r rativos propiciam uma melhor utilizaçao de memoria. 
Tivemos a oportunidade de notar que os métodos mais mo- 
dernos, como o ICCG, apresentam na maior parte dos casos conver - 
gëncias rápidas e que portanto, sua utilização e valida. No entan 
to, para certos tipos de problemas, como por exemplo casos onde a 
maior parte do contorno do dominio aplica-se a condição de Neu - 
mann , ou em maquinas eletricas que possuem um pequeno entreferro, 
nenhum método iterativo apresentou convergência, o que,de uma cer 
ta maneira, diminui em parte o interesse pelos mesmos. Em vistas 
deste resultado e interessante possuir-se dois programas de cal - 
culo apenas diferindo no armazenamento e resolução do sistema ma
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tricial . O primeiro utilizando um metodo iterativo e o segundo
~ utilizando um método direto. A aplicacao de um ou de outro seria 
definida pela natureza do problema a ser tratado,sabendo que quan 
do utilizado o primeiro citado,poderiamos resolver problemas com 
um dominio de calculo maior, tendo em vista a economia de memoria 
que lhe é associada. › 
Quanto ao ultimo item, foi feito um esforço no sentido 
de tornar o sistema SCAD-3D, o mais operacional possivel. Sabe - 
se que a utilização de sistemas tridimensionais, é sempre, por 
sua própria natureza, muito delicada. Para amenizar este aspecto, 
procuramos melhorar a entrada conversacional de dados, bem como 
a saida grafico-numérica já existente. Como resultado, a geração 
da malha ë semi-automatica e os resultados graficos facilitam a 
~ A 1 compreensao do fenomeno eletromagnetico.
_ 
Acreditamos que o sistema SCAD~3D e na sua versao atual 
perfeitamente utilizável por um engenheiro projetista. 
Como conclusao final, estimamos que o trabalho desenvol 
vido foi extremamente valido, pois ao termino do mesmo, dominamos 
outras tecnicas de elementos finitos, estudamos e implementamos 
metodos iterativos de 'resoluçao de sistemas matriciais, e como 
resultado possuimos um sistema de calculo de campos tridimensio- 
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