Abstract-This correspondence presents a distributed scheduling algorithm for reactive maintenance of complex systems. The algorithm uses an iterative bidding procedure to assign operations of maintenance jobs to engineers with partially overlapped skill sets. In each round, an unassigned operation is selected based on the overlapping degree of engineers' skill sets on the operation and the operation's average processing time among capable engineers. Engineers' availability and cost information are used to determine the winner of an assignment. The effectiveness of this approach is demonstrated through a computational study. Prototype implementation and applications to real-world domains are discussed.
I. INTRODUCTION
In many organizations, maintenance can generally be seen as the function of sustaining the integrity of equipment by repairing, modifying, or replacing it as necessary. Among various maintenance environments, we consider a specific class in that the systems to be maintained are complex systems, such as airplanes, power plants, healthcare facilities, or automated manufacturing systems. Due to the high complexity of these systems, effective maintenance management is essential in maintaining system availability and reducing operational costs. One of the important functionalities of maintenance management is scheduling, which allocates the maintenance jobs to engineers over time. From the perspective of maintenance scheduling, complex systems posses unique characteristics that differentiate them from other environments.
1) Diversity of Equipment and High Level of Technologies:
Complex systems usually consist of diverse subsystems and components. A typical flexible manufacturing system (FMS) contains several types of computer numerical controlled (CNC) machines, sophisticated material handling systems, and control systems. In many manufacturing plants, the equipment was specially made and does not exist anywhere else. In addition, today's complex systems are equipped with various advanced technologies. A typical process plant such as an oil refinery is fully automated. Almost all the equipment has microprocessor controls, self-diagnostics, and interfaces. In such a diverse and high-technology environment, it may take years for an engineer to be effectively able to perform just a portion of all maintenance operations required by a system. Maintenance engineers' skill sets become more specialized.
2) Due to the diversity of equipment and high level of technologies, engineers are likely capable of performing specialized operations. Therefore, a maintenance job with multiple operations may require the collaboration of a team of engineers; each engineer is responsible for one or several operations within his/her skill set. In many cases, the skill sets of engineers are partially overlapped. In order to reduce downtime, maintenance jobs on several components of the system are often executed concurrently. Thus, the scheduling problem involves the allocation of a set of multioperation maintenance jobs to engineers with partially overlapped capabilities such that the overall system downtime and service costs are minimized. This problem is known as partially overlapped system scheduling problem [4] , which is, in general, NP-hard [14] .
2) Limited Computation Time: For proactive (planned) maintenance, a schedule can be computed upfront and the computation time does not have impact on the system downtime. However, emergencies happen. For reactive (unplanned) maintenance, the time of computing a schedule is counted in the system downtime. Computation time needs to be restricted to reduce the system downtime costs.
In addition to the high computational complexity and limited computation time, distributed environments can be another challenge. Nowadays, maintenance outsourcing is a fast growing business. More and more maintenance jobs are being carried out by private engineers or engineers from other service companies. The environments are becoming distributed. As a result of the distributed environments, detailed information about engineers, such as their current workloads, capabilities, and availabilities during a certain period of time, may not be available to the scheduler (maintenance manager). Computing schedules without a global view of the environment is a challenging task.
This correspondence proposes an agent-based distributed scheduling approach for maintenance job scheduling in a reactive maintenance environment. Particularly, we demonstrate how this approach addresses the challenges mentioned earlier. The rest of the correspondence is organized as follows. Section II presents a complex system maintenance scheduling problem formulation. Section III proposes an agent-based distributed maintenance scheduling approach. Section IV discusses the application of the proposed approach in real-world domains. Section V reviews some related work. Section VI concludes the correspondence.
II. PROBLEM FORMULATION
To clearly demonstrate the combinatorial optimization nature of the problem, we assume a centralized environment in this section, i.e., all the scheduling-related information is available to the scheduler. With this assumption, we can conveniently model the problem as a mixed integer program. The distributed environment will be considered when we develop the agent-based scheduling algorithm in Section III.
A. Problem Description
Consider a complex system with a set of maintenance jobs to be executed. Each job j (j = 1, . . . , n) requires the processing of a sequence of operations o j,k (k = 1, . . . , n j ). 
For an operation o j,k , if an engineer i is capable of processing it, a processing time p i,j,k and a labor cost q i,j,k are given. p i,j,k = +∞, q i,j,k = +∞ if o j,k cannot be performed by engineer i. A job j can only begin after its release time r j . There are precedence constraints among operations of a job, which ensure the processing order. No precedence constraints among jobs. There is no more than one operation performed by the same engineer at the same time. The scheduling problem involves the allocation of engineers to maintenance jobs such that a certain cost function (will be defined later in this section) is minimized and all constraints are satisfied.
B. Definition of Variables
Variables used in the formulation are defined as follows.
C. Constraints
We have modeled eight sets of constraints for the problem:
The set of constraints (1) ensures that a maintenance job does not start before its release time. The set of constraints (2) ensures that an operation does not start before the previous operation of the same job is completed. The set of constraints (3) and (4) ensures that at most one operation can be processed by a particular engineer at a time. In (3), H is a large finite positive number. Constraints (5) suggest that an operation is processed by one and only one engineer. Constraints (6)- (8) are nonnegative and integer constraints.
D. Cost Function
The objective of the maintenance job scheduling is to minimize the total maintenance cost, which we model as the sum of the system downtime cost and the labor cost of engineers, formulated as follows:
whereλ denotes the cost of each unit of the system downtime.
III. AGENT-BASED DISTRIBUTED SCHEDULING
This section presents an agent-based distributed scheduling algorithm for reactive maintenance. The algorithm is designed in the context of a multiagent collaborative maintenance system (MCMS) architecture, which was presented in [15] . In this architecture, five types of agents (help desk agent, engineer agent, broker agent, diagnostic agent, and directory facilitator) work collaboratively to achieve the overall maintenance functions of the system. The distributed scheduling algorithm proposed in this correspondence involves three types of agents: engineer agent, broker agent, and director facilitator. The broker agent represents the maintenance manager and an engineer agent functions as the personal assistant of an engineer. The director facilitator provides registration and lookup services for other agents. The design requirement for the agent-based scheduling algorithm is to quickly respond to failures of complex systems with low-cost maintenance schedules.
A. Negotiation Protocol
The distributed scheduling can be seen as a coordination process between the broker agent and the engineer agents, during which a negotiation protocol is used to allocate maintenance jobs to engineers. The allocation is an iterative process. Each round of it is implemented using a contract-net-based [11] protocol, which contains the following three steps.
1) The broker agent first selects an operation from the maintenance jobs to be scheduled. Then, it solicits bids for completion of the operation from eligible engineer agents (the broker agent can find out which engineer agent is eligible for the selected operation by looking up the directory facilitator). 2) Each eligible engineer agent who is willing to participate sends a bid back to the broker agent. Each bid specifies a promised completion time and the associated cost. 3) Upon receiving bids, the broker agent selects the best one according to its preferences and local constraints and assigns the operation to the winning engineer agent. The procedure continues until all operations of maintenance jobs are assigned to engineer agents.
B. Broker Agent's Local Decision Making
At the local level, the broker agent has two decision-making problems: 1) selecting an operation to be assigned and 2) determining the winning engineer agent to which the operation is assigned.
For the operation selection, we propose a heuristic algorithm. We design the algorithm based on the partially overlapping characteristic of engineers' capabilities. The basic idea is to use the flexibility provided by the overlapping of engineers' capabilities to balance their work loads. The algorithm is a composite of several dispatching rules.
Based on this heuristic, we propose a composite dispatching rule, called flexible operation last (FOL), which is a composite of two elementary dispatching rules, longest processing time first (LPT) and least flexible job first (LFJ). As a composite dispatching rule, FOL is modeled as a ranking expression that combines LPT and LFJ. This combination can be implemented as the following function: f j,k = exp (u j,k /Q) /l j,k , where f j,k is the flexibility ranking index of o j,k , defined as the flexibility of operation k of job j, u j,k is the percentage of engineers who are capable of performing o j,k ; we use u j,k to indicate the overlapping degree of engineers' capabilities on o j,k ; l j,k is the average processing time of the operation among eligible engineers. Q is the scaling parameter that can be determined empirically. If Q is large, the FOL rule reduces to the LPT rule. If Q is small, the rule reduces to the LFJ rule. During each round, the FOL selects an operation from the eligible operation set 1 (EOS). Operations with higher flexibility (with short average processing time and more eligible engineers) are placed toward the end of the schedule, where they can be used to balance work loads more effectively.
The broker agent derives utility from a bid (C i,j,k , q i,j,k ) ∈ Re 2 + , which represents the assignment of operation k of job j to engineer agent i with completion time C i,j,k and cost q i,j,k . The utility function of the broker agent is quasi-linear and takes the form
where V (C i,j,k ) is a function defining the value that the broker agent has on the bid with completion time C i,j,k . V (C i,j,k ) may be constructed in different ways. For demonstration, we present a construction of V (C i,j,k ) as
whereλ denotes the cost of each unit of the system downtime, T is a upper bound of the makespans of valid schedules. T can be obtained by timetabling the operations of jobs as early as possible without slack and each operation is assigned to the engineer with longest processing time for this operation. This produces (with effort linear in the number of operations) a valid schedule of length T = n j = 1
. In order to win, an engineer agent needs to select a bid, which maximizes the broker agent's utility, from its feasible bids. To guide the selection, certain criteria are required to evaluate the feasible bids. Intuitively, broker agent's utility function satisfies the requirement. However, the utility function is considered as broker agent's private information that is not supposed to be made known to engineer agents. Alternatively, we construct a scoring
based on the utility function, where f is a nondecreasing function, i.e., for any i
is publicly known to the engineer agents at the start of bidding, and it reflects the broker agent's preferences over bids. Based on this construction of S (·), bids with earlier completion times and lower costs generate higher utilities to the broker agent. The procedure of assigning operations of maintenance jobs can be summarized in Fig. 1 . 1 EOS contains operations for which the job release time and operation preceding constraints are satisfied. 2 Scoring function is usually used in multiattribute procurement auction to reflect the auctioneer's value on various configurations of a product. We use it in our algorithm because broker agent evaluates the bids based on two attributes: the completion time and the cost. 
C. Engineer Agents' Local Decision Making
An engineer agent calculates its bid on an operation based on three factors: 1) the availability of the engineer; 2) the time needed to complete the operation; and 3) the labor cost for completing the operation. We model the engineer agents' behavior as "price-taking," that is, they always propose bids with the highest scoring function value according to their situations in each round of the assignment.
D. Computational Study
The proposed negotiation protocol and agent's local decisionmaking schemes have been implemented in MCMS. We have named the distributed scheduling algorithm distributed heuristic scheduling (DHS). We have randomly generated six sets of FMS maintenance scheduling problem instances of different sizes and structures. When generating a specific problem set, we first fix the numbers of maintenance jobs, operations in each job, and engineers, then randomly assign engineers' capabilities (capable operations and corresponding processing times). We assume that engineers' labor cost rates on a specific operation are identical.
3 Table I summarizes the configuration of the test problem sets.
A total of over 200 distributed maintenance scheduling problem instances have been generated and solved by DHS. We solve each instance three times using 10 0 , 10 2 , and 10 4 as the values for Q, respectively, and select the best objective function value achieved for the performance evaluation. To provide a benchmark for evaluating the performance of DHS, we have also generated the centralized relaxations of the distributed scheduling problems by using the same data sets but relaxing the constraint of the distribution of information. That is, for the centralized relaxations, the broker agent has a global view of all the information; thus, it can apply a centralized optimal algorithm to the relaxations directly. (The relaxations use the problem formulation developed in Section II.) Because the optimal schedules of the centralized relaxations are the best solutions that a distributed scheduling algorithm can possibly generate, we use them as the benchmark for evaluating our DHS. We have used ILOG CPLEX 10.0 to solve the centralized relaxations. Also,λ is normalized to 1. Fig. 2 shows the performance of DHS over five different problem sets against the optimal solutions. It is shown that DHS performs well with 1-op set (on average, DHS generates 2.5% more cost than does the optimal algorithm), and the cost (DHS) gradually increases when the number of operations in jobs increases.
For small problem instances, CPLEX can usually find optimal solutions within 10 min. However, for larger size instances (such as those in 7 op-15 job-10 m), CPLEX is not likely to find an optimal (even a feasible) solution within reasonable time. We have tried 14 instances in 7 op-15 job-10 m using CPLEX. CPLEX did not find optimal solution for any of them within 10 h. Fig. 3 shows the comparison of DHS and CPLEX over 7 op-15 job-10 m along the time line. DHS solves any one of the instances in 7 op-15 job-10 m within 5 s with an average cost of 70.615. CPLEX iteratively improves the feasible schedule along the time line. The average cost of schedules that CPLEX found within 7000 s is 74.222. Within the 7000 s time limit, DHS performs better than CPLEX with higher solution quality and a small fraction of computing time.
IV. PROTOTYPE AND APPLICATIONS
The proposed distributed scheduling system is a general framework that finds applications in many real-world domains. In the Distributed Intelligent Systems Laboratory at the University of Western Ontario, we have applied the approach to the reactive maintenance scheduling for a team of mobile robots in the MCMS environment shown in Fig. 4 . There are three mobile robots (Magellan Pro., ATRV Mini, and Koala) to be maintained in the environment. These robots are complex systems. For example, Magellan is equipped with 16 sonar sensors, 16 infrared sensors, 16 bump sensors, an onboard Pentium-II computer running Red Hat Linux, BreezeCOM wireless LAN, and other components. Special circuits are built and connected to the local serial ports of robots to simulate system failures. Once the system failures are detected by the robots, they report them to the diagnostic agent using predefined problem status code. Based on the reports, the diagnostic agent works out a reactive maintenance plan and passes the plan to the broker agent for scheduling. The broker agent schedules the maintenance jobs through the iterative negotiation procedure with engineer agents, which are located in iPAQ handheld computers. Engineers can obtain remote technical supports from in-house engineers (who are normally system experts) through the help desk agent. Several reactive maintenance scheduling scenarios have been tested using this prototype. The multiagent system has been implemented on the Java agent development framework (JADE, http://jade.tilab.com). FIPA ACL (http://www.fipa.org) is used for interagent communication. Implementation details can be found in [15] .
The proposed approach can also be applied to other maintenance domains. A typical example can be aircraft emergency maintenance. Modern airplanes are complex systems. The maintenance of these planes usually requires a team of engineers with different expertise. The structure of the engineers' capabilities is a partially overlapped one. In the case of emergency maintenance, the maintenance manager can use the proposed distributed maintenance scheduling system to sequence maintenance operations and schedule them to the engineers from various departments and/or other companies without knowing their detailed capability and availability information. Some aviation maintenance providers, such as the United Services (the maintenance division of the United Airlines), provide global emergency services for airlines using a global emergency maintenance (GEM) team available 24 h a day. In fact, due to the diversity of airplane models and their system complexities, every maintenance service provider has its capability restrictions, and no team is really available 24 h a day if it is not dedicated to only one plane. Often, a maintenance manager needs to coordinate the work of several service providers and engineers to reduce the downtime and to minimize the costs. In these cases, the proposed system can be a useful tool in terms of quickly providing a low-cost schedule in a distributed environment.
During the past two decades, advances in computerized maintenance management systems (CMMS) technology have changed the face of maintenance management [6] . As a supporting tool, CMMS allows easier access to masses of data and to levels of analysis not readily available manually. As the proposed system works at the algorithm level, by using the data managed by CMMS, the system can provide fast and accurate responses to the distributed scheduling problems in reactive maintenance. We see opportunities of integrating the proposed distributed maintenance scheduling with CMMS.
V. RELATED WORK
In multiagent systems, a distributed scheduling algorithm is a search procedure conducted among agents. Algorithms may differ in such aspects as the interaction protocol, the type and amount of information exchanged, and agents' local decision-making schemes. Contract net [11] is a popular protocol that has been embedded in many distributed scheduling algorithms. Baker [1] proposes a market-driven contract net for heterarchical agent-based scheduling in which a sequential bid propagation scheme is used to subcontract subassemblies of a product to resource agents in the system. Lin and Solberg [5] introduce a market-based mechanism into the contract-net-based negotiation. A price system is used to facilitate the distributed search. In [9] , Saad et al. evaluate the performance of two contract-net-based scheduling mechanisms, namely production reservation where all the operations of a job are scheduled completely at the time when it arrives to the system and single-step production reservation where operations are scheduled one at a time. Other typical distributed scheduling systems include the N * algorithm [2] , the leveled commitment contracting protocol [10] , and the texture-based distributed constrained heuristic search [12] . While the aforementioned algorithms assume a heterarchical system structure with no mediator involved, we adopt a different one in which the broker agent represents all the maintenance jobs to be scheduled, and the search is mediated by the broker agent. This structure is similar to that presented in [7] .
Walker et al. [13] apply a holonic, multiagent systems approach to job shop scheduling. The approach employs a sophisticated evolutionary algorithm for turning the schedule creation rules rather than the schedule itself. They evaluate the approach based on a benchmark environment containing four types of resources, each having nonoverlapping capabilities. An important characteristic of the maintenance scheduling problem investigated in this correspondence is that the capabilities of engineers are partially overlapped. The uniqueness of the proposed algorithm is twofold: first, it explicitly models the flexibility of scheduling operations to engineers in terms of the overlapping degree of the engineers' capabilities on an operation and the operation's average processing time among eligible engineers; second, the flexibility information is used as a heuristic to direct the search.
In spite of the large body of the research literature in distributed scheduling, few papers are devoted to reactive maintenance environments. Quere et al. [8] propose a distributed scheduling algorithm for complex systems maintenance in a cooperative environment composed of several decision centers, taking into account communication times. Their emphasis is rather different from ours, since they focus on the dynamic aspect of scheduling repair and the impact of communication times on the responsiveness of the system.
VI. CONCLUSION
In complex systems maintenance, it is common that a maintenance job contains multiple operations and the capabilities of engineers are partially overlapped. The distributed scheduling algorithm presented here has been designed to offer fast responses to reactive maintenance scheduling of complex systems in distributed environments. The algorithm can also be used in proactive maintenance scheduling to calculate a good quality first incumbent solution that other search techniques such as branch and bound, simulated annealing, and tabu algorithm can start with.
