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ABSTRACT
In this thesis, we study how semantics can improve image categorization.
Previous image categorization approaches mostly neglect semantics, which
has two major limitations. First, object classes have semantic overlaps. For
example, “sedan” is a specific kind of “car”. However, previous approaches
treat “sedan” and “car” as independent and train a classifier to distinguish
them, which is unreasonable. Second, image features used for classification
are unified for different object classes. But this is at odds with the human
perception system, which is believed to use different features for distinct
objects. For example, the features used for differentiating “sedan” from
“bike” should be distinct from the features used for differentiating “sedan”
from “hatchback”.
In this thesis, we leverage semantic ontologies to solve the aforementioned
problems. We propose a Random Forest based algorithm in which the split-
ting of tree nodes is first determined by semantic relations among categories.
Then weak attributes are automatically learned by multiple-instance learn-
ing to capture visual similarities in a hierarchical way; i.e., different local
features are learned to classify objects at different semantic levels. Overall,
our approach imitates the human visual system and is more advanced than
previous non-ontology based approaches. We test our approach on two fine-
grained image categorization datasets. The experimental results demonstrate
that our approach not only outperforms the state-of-the-art approaches but
also identifies semantically meaningful visual features.
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Chapter 1
INTRODUCTION
Most existing image categorization algorithms treat categories as completely
independent both visually and semantically. However, humans are believed
to classify categories in a semantically hierarchical way by using different
visual features [1]. For example, it is unreasonable to distinguish between
“sedan” and “car” since “sedan” is a specific kind of “car”. In addition, hu-
mans uses different features to differentiate “sedan” and “hatchback” versus
“sedan” and “bike”.
Besides this common problem, many image categorization algorithms use
a unified low-level feature representation (e.g., Bag-of-Words [2, 3], LLC [4])
for object classes at different semantic levels. However, such simple repre-
sentations usually have limited performance on challenging problems such as
fine-grained image classification, and also are at odds with the human visual
system. Some other approaches use higher-level feature representations such
as manually defined attributes [5] or automatically learned middle-level fea-
tures [6], but they still have one major limitation as encountered by most
previous approaches. That is the neglect of semantic relations among cate-
gories. For example, the common features of “sedan” and “hatchback” can
be used to differentiate them from “bike” while their own unique features
should be used to distinguish them from each other.
An ontology is a hierarchical structure consisting of categories and high-
level relations such as “is-a” and “part-of” relations. It encodes semantics
in a hierarchical way that is very similar to human perception. Therefore
it provides a useful tool to incorporate semantics to improve existing image
categorization approaches. Traditional ontology based algorithms [7, 8] train
a classifier at every ontological node to discriminate the node’s sub-categories
directly. However this simple framework will lead to error propagation such
that if an image is misclassified at any ontological node along the path from
the root to the leaf, the prediction can never be corrected. This issue becomes
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more serious due to large intra-class variations of super-categories. Therefore,
previous image categorization approaches mainly use ontologies to speed up
the test efficiency of large-scale image datasets.
In contrast to fixed structures of ontologies, decision trees are well known
for their flexible structure. Previous decision-tree based approaches can be
categorized into two directions. The first direction [9] uses random splits
which randomly partition categories into a binary set at each tree node. The
second direction [10] is based on visual splits at each node where categories
with similar visual appearances are grouped together. However, random
splits do not rely on any prior knowledge of data and thus the size of the tree
grows large, which is inefficient. On the other hand, the cost of visual splits
is too high when the number of images and categories grows.
To solve the aforementioned problems, in this thesis, we propose an Ran-
dom Forest based algorithm to incorporate semantic ontologies for image
categorization. First, our approach uses decision tree classifier while the
splitting is determined by semantics obtained from ontologies. This allevi-
ates the error propagation issue of conventional ontology-based approaches.
Then we combine multiple-instance learning (MIL) and semantic relations to
automatically learn visual features of different semantic levels. These learned
features, called weak attributes, are then used to classify objects from coarse
to fine. Finally our approach leverages the framework of Random Forest to
improve both the stability and generalization ability. Overall, the contribu-
tion of our work can be summarized as follows:
• Our approach integrates semantic splitting into the framework of Ran-
dom Forest, which not only achieves better classification accuracy but
also yields less training time and smaller tree sizes compared to other
state-of-the-art approaches.
• Our approach learns semantically meaningful features automatically at
each tree node. This helps our approach leverage the most discrimi-
native features to differentiate different objects, which is more sensible
and effective.
The rest of the thesis is organized as follows. In Chapter 2 we will talk
about some related work. Chapter 3 overviews our approach and Chapters
4, 5 and 6 give a detailed description of our approach. In particular, Chapter
2
4 describes semantic splitting, Chapter 5 describes weak attribute learning
and Chapter 6 describes Random Forest construction. Chapter 7 gives the
complexity of our approach and Chapter 8 presents experimental results.
Finally, we conclude the thesis in Chapter 9.
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Chapter 2
RELATED WORK
The World Wide Web is a vast and growing source of information and services
which need to be shared by people and applications. Ontologies play a major
role in supporting the information exchange and sharing by extending syn-
tactic interoperability of the Web to semantic interoperability. Ontology can
be regarded as a vocabulary of terms and relationships between those terms
in a given domain. Examples of ontologies are WordNet [11], AGROVOC
[12] and others. In other words, ontologies are meta-data schemas, provid-
ing a controlled vocabulary of concepts, each with an explicitly defined and
machine processable semantics. By defining shared and common domain the-
ories, ontologies help both people and machines to communicate and support
the exchange of semantics and not only syntax. The knowledge captured in
ontologies can be used to annotate web pages, specialize or generalize con-
cepts, and drive intelligent search engines by using the ontological relation
between concepts.
Image categorization has been studied for many years. Most existing
algorithms treat all object classes independently and do not consider se-
mantics at all. Many approaches can be regarded as binary support vector
machine (SVM) classifications including first extracting some hand-crafted
or learned features, then training a one-against-the-rest SVM classifier for
recognition. For example, Lazebnik et al. [13] present a simple yet effec-
tive approach for recognizing scene categories by partitioning images into in-
creasingly fine sub-regions and computing histograms of local features found
inside each sub-region. Wang et al. [4] propose a feature coding scheme
called Locality-constrained Linear Coding (LLC) in place of the vectorization
quantization coding in traditional spatial pyramid matching. The difference
is that LLC utilizes the locality constraints to project each descriptor into its
local-coordinate systems and then max pooling is used to created the final
representation. Krizhevsky et al. [14] train a large, deep convolutional neu-
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ral network to classify 1.2 million images in the ImageNet [15] ILSVRC-2010
contest into 1000 different object classes. Their top-1 and top-5 error rates
are considerably better than previous state-of-the-art approaches. However,
semantics plays an important role in the human visual system. Therefore,
it’s possible to improve previous approaches by incorporating semantics.
Semantics has been studied by some previous approaches [16, 7, 17]. Griffin
et al. [16] propose an algorithm for automatically building image classifica-
tion trees. They recursively split the set of categories into two minimally
confused subsets based on visual similarities and achieve 5-20 fold speedups
compared to other approaches. Marszalek et al. [7] leverage lexical semantic
networks to integrate prior knowledge about inter-class relationships into the
visual appearance learning process. They build and train a semantic hierar-
chy of discriminative classifiers and use it to perform object detection. Deng
et al. [17] develop a new model that allows encoding of flexible relations be-
tween labels. They introduce Hierarchy and Exclusion (HEX) graphs, a new
formalism that captures semantic relations between any two labels applied to
the same object: mutual exclusion, overlap and subsumption. Compared to
their approaches, our algorithm integrates semantics into decision tree clas-
sifiers, which have more flexible structures and are thus less prone to error
propagation. In addition, our approach also learns useful features for dif-
ferent objects at distinct semantic levels. This gives us more discriminative
power than using an unified feature representation.
Random Forest is a kind of powerful and popular classifier for image cat-
egorization [18, 9]. For example, Bosch et al. [18] use Random Forest to
reduce training and testing costs significantly over a multi-way SVM and
demonstrate comparable performance on some popular datasets. Yao et al.
[9] leverages the framework of Random Forest to integrate discrimination
and randomness. Their approach mines some useful low-level features and
trains a discriminative classifier at every tree node, which is similar to our
idea. However, our approach differs from theirs in two points. First, our
approach uses semantics to split tree nodes and build decision trees while
they use random splits. As a result, our decision trees are much smaller than
theirs. Second, our approach learns different middle-level features at every
internal tree node, but their approach only mines low-level features from a
unified feature representation. This makes our features more discriminative
than theirs.
5
Various feature representations have been proposed. Many are based on
providing information about the whole image. For example, Oliva et al. [19]
show that the structure of a scene image can be estimated by the mean of
global image features, providing a statistical summary of the spatial lay-
out properties of the scene. Recently, some feature selection approaches are
proposed to select important subsets of low-level features. Yang et al. [20]
generalize vector quantization to sparse coding followed by multi-scale spa-
tial max pooling and achieve good performance on some small-scale datasets.
Hwang et al. [21] introduce a regularizer for metric learning that prefers a
sparse disjoint set of features to be selected for each metric, while other re-
searchers use manually-defined attributes as image features. For example, Li
et al. [5] propose a high-level image representation where an image is rep-
resented as a scale-invariant response map of a large number of pre-trained
generic object detectors, blind to testing datasets or visual tasks. In this the-
sis, our approach combines semantics and multiple-instance learning (MIL)
[6] to automatically learn middle-level features, called weak attributes, The
learned features can represent semantically meaningful attributes of different
objects. It should be noted that our feature learning approach differs from
[6] in that they use the OVR framework to learn features which are unique
to each object class while our approach learns useful features at different
semantic levels, thus additional visual cues can be obtained.
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Chapter 3
OVERVIEW OF OUR APPROACH
Our approach leverages semantics for image categorization. In particular,
our approach uses decision tree classifiers where at each tree node object
classes are first grouped into super-categories based on their semantic rela-
tions obtained from ontologies. Then weak attributes are learned for each
super-category automatically by multiple-instance learning. These weak at-
tributes are then used as image representations to train node classifiers to
split the data. Finally, multiple decision trees are learned simultaneously to
improve the generalization ability. Our algorithm is presented in Algorithm
1.
Algorithm 1: Overview of the proposed algorithm.
foreach tree t do
- Obtain a random set of training images D;
- SplitNode(D);
if needs to split then
i. Split categories into super-categories based on semantic
relations at each tree node (Chapter 4);
ii. Learn weak attributes for all the super-categories (Chapter
5);
iii. Learn the node classifier to split D into D1,...,M (Chapter 6);
iv. foreach j do
SplitNode(Dj);
end
else
Return Pt(c) for the current leaf node.
end
end
In the following chapters, we first describe the semantic splitting (Chapter
4). Then we elaborate on the weak attribute learning (Chapter 5) and ran-
dom forest construction (Chapter 6) in detail, and also describe the complex-
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ity and generalization error (Chapter 7), which guarantees the effectiveness
of our algorithm. Figure 3.1 illustrates the framework of our approach and
in comparison to similar algorithms.
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(a) Ontological classifier
(b) Decision tree with random splits
(c) Our approach
Figure 3.1: The frameworks of (a) conventional ontological classifiers, (b)
decision tree with random splits and (c) our approach. Red dashed lines
illustrate the classification paths. Bounding boxes with different colors
indicate image features used at different nodes. Note the flexible structure
and semantic characteristic of our decision tree.
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Chapter 4
SEMANTIC SPLITTING
In this chapter we describe how we leverage semantic similarity to group
categories at every tree node into super-categories. We use the WordNet
ontology [11] to measure semantic similarities.
4.1 WordNet
WordNet is a large lexical database of English. Nouns, verbs, adjectives
and adverbs are grouped into sets of cognitive synonyms (synsets), each
expressing a distinct concept. Synsets are interlinked by means of conceptual-
semantic and lexical relations. WordNet’s structure makes it a useful tool
for computational linguistics and natural language processing.
WordNet superficially resembles a thesaurus, in that it groups words to-
gether based on their meanings. However, there are some important distinc-
tions. First, WordNet interlinks words not just from strings of letters but
from specific senses of words. As a result, words that are found in close
proximity to one another in the network are semantically disambiguated.
Second, WordNet labels the semantic relations among words, whereas the
groupings of words in a thesaurus does not follow any explicit pattern other
than meaning similarity.
The main relation among words in WordNet is synonymy, as between
the words “shut” and “close” or “car” and “automobile”. Synonyms–words
that denote the same concept and are interchangeable in many contexts–are
grouped into unordered sets (synsets). Each of WordNets 117 000 synsets
is linked to other synsets by means of a small number of conceptual rela-
tions. Additionally, a synset contains a brief definition (gloss) and, in most
cases, one or more short sentences illustrating the use of the synset mem-
bers. Word forms with several distinct meanings are represented in as many
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distinct synsets. Thus, each form-meaning pair in WordNet is unique.
The most frequently encoded relation among synsets is the super-subordinate
relation (also called hyperonymy, hyponymy or is-a relation). It links more
general synsets like furniture to increasingly specific ones like bed and bunkbed.
Thus, WordNet states that the category furniture includes “bed”, which in
turn includes “bunkbed”; conversely, concepts like bed and bunkbed make
up the category furniture. All noun hierarchies ultimately go up the root
node entity. Hyponymy relation is transitive: if an armchair is a kind of
chair, and if a chair is a kind of furniture, then an armchair is a kind of fur-
niture. WordNet distinguishes among Types (common nouns) and Instances
(specific persons, countries and geographic entities). Thus, “armchair” is a
type of chair, “Barack Obama” is an instance of a president. Instances are
always leaf (terminal) nodes in their hierarchies.
Meronymy, the part-whole relation, holds between synsets like chair and
back, backrest, seat and leg. Parts are inherited from their superordinates:
if a chair has legs, then an armchair has legs as well. Parts are not inherited
upward as they may be characteristic only of specific kinds of things rather
than the class as a whole: chairs and kinds of chairs have legs, but not all
kinds of furniture have legs.
Verb synsets are arranged into hierarchies as well; verbs towards the bot-
tom of the trees (troponyms) express increasingly specific manners char-
acterizing an event, as in communicate-talk-whisper. The specific manner
expressed depends on the semantic field; volume (as in the example above)
is just one dimension along which verbs can be elaborated. Others are speed
(move-jog-run) or intensity of emotion (like-love-idolize). Verbs describing
events that necessarily and unidirectionally entail one another are linked:
buy-pay, succeed-try, show-see, etc.
Adjectives are organized in terms of antonymy. Pairs of “direct” antonyms
like wet-dry and young-old reflect the strong semantic contract of their mem-
bers. Each of these polar adjectives is in turn linked to a number of seman-
tically similar ones: “dry” is linked to “parched”, “arid”, “dessicated” and
“bone-dry” and “wet” to “soggy”, “waterlogged”, etc. Semantically similar
adjectives are indirect antonyms of the contral member of the opposite pole.
Relational adjectives (“pertainyms”) point to the nouns they are derived
from (criminal-crime). There are only few adverbs in WordNet (“hardly”,
“mostly”, “really”, etc.) as the majority of English adverbs are straight-
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Table 4.1: Statistics of WordNet
POS Unique Strings Synsets Total Word-Sense Pairs
Noun 11798 82115 146312
Verb 11529 13767 25047
Adjective 21479 18156 30002
Adverb 4481 3621 5580
Total 155287 117659 206941
forwardly derived from adjectives via morphological affixation (surprisingly,
strangely, etc.)
The majority of the WordNets relations connect words from the same
part of speech (POS). Thus, WordNet really consists of four sub-nets, one
each for nouns, verbs, adjectives and adverbs, with few cross-POS pointers.
Cross-POS relations include the “morphosemantic” links that hold among
semantically similar words sharing a stem with the same meaning: “observe”
(verb), “observant” (adjective) “observation”, “observatory” (nouns). The
statistics of WordNet are summarized in Table 4.1.
4.2 Super-category Grouping
To group categories into super-categories, we use semantic similarity encoded
in the WordNet ontology. Specifically, assume we have images of C categories
ci ∈ {1, ..., C} at a given tree node t. We can obtain the lowest common
ancestor of the C categories in the hierarchy of WordNet by finding the
intersection of the paths from the C categories to the root. Let us denote
the lowest common ancestor as A and its immediate children as chi(A),
i = {1, ...N}, where N is the number of children of A. Then we remove
chj(A) such that {chj(A)|∀ci, ci 6∈ offspring(chj(A)), j ∈ {1, ..., N}} where
offspring(·) denotes all offsprings of a class. This means that children whose
offsprings do not have overlaps with the C categories are removed, and leaves
us M remaining chi(A), i = {1, ...M}. Then at the given tree node t, all
images of a particular category ci are assigned with a new super-category
label l(ci) = chk(A), ci ∈ offspring(chk(A)), where l(ci) denotes the new
label.
Suppose there are images of three categories c1, c2 and c3 at a given tree
node t. Figure 4.1 shows the ontology of the three categories. Then according
12
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Figure 4.1: An example illustrates super-category grouping.
to the above procedures, at node t, images of c1 will be assigned with a new
label m1, while images of c2 and c3 will be assigned with a new label m2.
These new labels are used later to learn weak attributes and train a node
classifier.
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Chapter 5
WEAK ATTRIBUTE LEARNING
Given images assigned with super-category labels, our algorithm automat-
ically learns several unique weak attributes for all the super-categories by
multiple-instance learning (MIL). We call the learned image features weak
attributes in comparison to manually defined attributes [5]. Because al-
though many of our weak attributes are semantically interpretable, not all
of them are namable compared to true attributes. The intuition of our weak
attribute learning is that the unique features of a object class only occur in
images of that particular class, but do not occur in images of other classes.
For example, “wheels” only occur in “vehicle” images but not in “animal”
images. This idea is analogous to multiple-instance learning.
5.1 Multiple-instance Learning
In statistical pattern recognition, it is usually assumed that a training set of
labeled patterns is available where each pair (xi, yi) ∈ R
d ×Y has been gen-
erated independently from an unknown distribution. The goal is to induce a
classifier, i.e., a function from patterns to labels f : Rd → Y . Multiple-
instance learning (MIL) generalizes this problem by making significantly
weaker assumptions about the labeling information. Patterns are grouped
into bags and a label is attached to each bag and not to every pattern.
More informally, given is a set of input patterns xi1, · · ·,xim grouped into
bags x1, · · ·,xN , with xi = {xij : j ∈ I} for given index sets I ⊆ {1, · · ·,m}
(typically non-overlapping). With each bag xi is associated a label yi. These
labels are interpreted in the following way: if yi = −1, then zij = −1 for
all j ∈ I, i.e. no pattern in the bag is a positive example. If on the other
hand yi = 1, then at least one pattern xij ∈ xi is a positive example of the
underlying concept. Notice that the information provided by the label is
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Figure 5.1: Large margin classifiers for MIL. Negative patterns are denoted
by “-” symbols, positive bag patterns by numbers that encode the bag
membership.
asymmetric in the sense that a negative bag label induces a unique label for
every pattern in a bag, while a positive label does not. In general, the relation
between pattern labels zij and bag labels yi can be expressed compactly as
yi = maxj∈I zij or alternatively as a set of linear constraints:
∑
j∈I
zij + 1
2
≥ 1, ∀I s.t. yi = 1, and zij = −1, ∀I s.t. yi = −1 (5.1)
Andrews et al. [22] propose a maximum margin formulation to solve the
MIL problem. The formulation is based on a generalized soft-margin SVM
which can be written as follows:
min
zij
min
w,b,ξ
1
2
||w||2 + C
∑
i
ξij
s.t. ∀j : zij(< w,xij >+ b) ≥ 1− ξij, ξij ≥ 0, zij ∈ {−1, 1},
and Equation (5.1) holds.
(5.2)
Notice that in the standard classification setting, the label zij of training
patterns xij would simply be given, while in Equation (5.2) labels zij of
pattern xij not belonging to any negative bag are treated as unknown integer
variables. Figure 5.1 illustrates this idea for the sparable case: we are looking
for a separating linear discriminant such that there is at least one pattern
from every positive bag in the positive half-space, while all patterns belonging
to negative bags are in the negative half-space. At the same time, we would
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Figure 5.2: Illustration of max-margin multiple-instance dictionary
learning. Left: A positive bag containing both positive instances
(rectangles and diamonds) and negative instances (circles). We assume that
positive instances may belong to different clusters. Right: A negative bag
with all negative instances.
like to achieve the maximal margin with respect to the data set obtained by
imputing labels for patterns in positive bags in accordance with Equation
(5.1).
5.2 Multiple-instance Dictionary Learning
To learn unique weak attributes of a category, we consider an image as a bag,
and a patch within the image as an instance. Given a set of images from
multiple classes with the corresponding class labels, we treat the images
of of one typical class as positive images, and the rest as negative images.
Intuitively, for each image, if it is labelled as positive, then at least one
patch within it should be treated as a positive patch; while if it is labeled
as negative, then all patches within it should be labeled as negative patches.
Since there could be multiple attributes for a category, we assume positive
patches are drawn from multiple clusters, and we view negative patches from
a separate negative cluster. The idea is illustrated in Figure 5.2.
We adopt a generalized version of MIL proposed in [6] to solve the afore-
mentioned problem. In particular, we randomly select several image win-
dows from each training image (xi, yi). Every image window xij has a la-
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tent variable zij ∈ {0, 1, ..., K}. If zij = k ∈ {1, ..., K}, xij is the posi-
tive instance of the k-th weak attribute of m. Otherwise if zij = 0, xij
is the negative instance. Furthermore, we also define a weighting matrix
W = [w0,w1, ...,wK ],wk ∈ R
d, k ∈ {0, 1, ..., K} as linear classifiers stacked
in each column, where wk represents the k -th cluster model. Note that w0
denotes the negative cluster model. Hence, instance xij can be classified by:
zij = argmaxkw
T
kxij (5.3)
With the above definitions, weak attributes can be learned by solving the
following objective function:
min
W ,zij
K∑
k=0
||wk||
2 + λ
∑
ij
max(0, 1 +wTrijxij −w
T
zij
xij)
s.t. if yi = m,
∑
j
zij > 0, else if yi 6= m, zij = 0
(5.4)
where rij = arg maxk∈{0,...,K},k 6=zijw
T
kxij. In Equation (5.5), the first term,∑K
k=0 ||wk||
2, is for the margin regularization, while the second term is the
multi-class hinge-loss. Parameter λ controls the relative importance between
the two terms.
To solve Equation (5.5), the authors of [6] use an Expectation-Maximization
like strategy. Specifically, first we denote training set as D = {x1, ...,xn} in-
cluding all positive and negative bags for training. Then we define instance
weight as follows:
pij = sigmoid( max
k∈{1,...,K}
(wTkxij −w
T
0xij)/σ)
= (1 + exp(− max
k∈{1,...,K}
(wTkxij −w
T
0xij)/σ))
−1
(5.5)
The term pij shows “positiveness” of the instance. It is determined by the
maximal difference of SVM decision function value between a positive cluster
and the negative cluster, which is maxk∈{1,...,K}(w
T
kxij − w
T
0xij). Sigmoid
function is used for mapping the difference of SVM decision function value
into the range of (0, 1). σ is a parameter for normalization.
In the next step, we solve the problem in Equation (5.3) using coordinate
descent in a stochastic way. In particular, we form a new training set D
′
out
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of the original D by sampling instances from each bag based on pij. Because
latent variables are only effective for instances in positive bags, we take all
instances in negative bags into D
′
. In addition, we only sample ps portion
of the instances per positive bag. Initially, the instance weights are equal for
all positives.
After the sampling step, the data set D
′
0 is used to train a standard multi-
class SVM classifier f0. This completes the Optimize W step. Once we get
f0, we can apply it to the original positive bags to perform Update pij and
zij step. Then we sample another p
s portion of instances from each positive
bag based on the classification results, forming a new dataset D
′
1 and then
obtain f1. This process is repeated until the desired number of iterations
N is reached. Sampling instances according to their “positiveness” ensures
that a portion of instances in a positive bag have positive instance labels.
In addition, this sampling procedure can also increase the efficiency of the
optimization algorithm.
Figure 5.3: Illustration of weak attribute learning. Given a set images (the
first row) from multiple classes, we divide image patches into different
clusters and obtain weak attributes (the second row). Then for an input
image, image representation is built based on response maps of weak
attribute classifiers and spatial pyramid (the third row).
Since at the given tree node, we have M super-categories, we need to learn
weak attributes for each super-category. Therefore we repeat the above pro-
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cedure that uses the training images in every category as positive examples,
and the remaining training images as negative examples. Then the image fea-
ture representation can be constructed from the responses of the learned weak
attributes. Specifically, given an input image, patch-level image features are
densely extracted. Supposing xij is a local feature vector, the response of xij
given by the k-th weak attribute of the super-categorym iswTmkxij. Thus, we
can obtain a response map for each weak attribute. For each response map,
a three-level spatial pyramid representation [13] is used, resulting in multiple
grids; the maximal response for each weak attribute classifier in each grid is
computed (described in Chapter 6). Then the feature concatenation of all
response maps leads to the final feature descriptor for the input image. The
process of weak attribute learning is illustrated in Figure 5.3.
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Chapter 6
RANDOM FOREST CONSTRUCTION
After images are represented by weak attribute features at the current tree
node, our approach trains a multi-class SVM classifier to split the data.
Then the tree is built recursively until some stopping criterion is met. Our
approach further leverages Random Forest to train multiple decision trees to
improve the generalization ability.
6.1 Random Forest
Random Forest is a classifier consisting of a collection of tree-structured
classifiers {h(x,Φk), k = 1, 2, ...}, where the {Φk} are independent identically
distributed random vectors and each tree casts a unit vote for the most
popular class at input x. Figure 6.1 illustrates a Random Forest example
with multiple tree classifiers.
Figure 6.1: An illustration of Random Forest and majority voting.
Random Forest generates an ensemble of decision trees. To achieve di-
versity among base decision trees, Liaw et al. [23] select the randomization
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approach, which works well with bagging or random subspace methods. To
generate each single tree in Random Forest, [23] follows the following steps:
If the number of records in the training set is N , then N records are sampled
at random but with replacement from the original data. This is the bootstrap
sample. This sample will be the training set for growing the tree. If there
are d input variables, a number m ≪ d is selected such that at each node,
m variables are selected at random out of d and the best split on these m
attributes is used to split the node. The value of m is held constant during
forest growing. Each tree is grown to the largest extent possible. There is
no pruning.
In this way, multiple trees are induced in the forest. The number of trees
is first decided manually. The number of variables m selected at each node
is also selected manually. The depth of the tree can be controlled by a
parameter - nodesize (i.e. number of instances in the leaf node) which is
usually set to one.
Once the forest is trained or built as explained above, to classify a new
instance, it is run across all the trees in the forest. Each tree gives classi-
fication for the new instance which is recorded as a vote. The votes from
all trees are combined and the class for which maximum votes are counted
(majority voting) is declared as classification of the new instance.
The generalization error of Random Forest is given as
err = P(x,y)(mg(x, y)) < 0 (6.1)
where mg(x, y) is the margin function, which measures the extent to which
the average number of votes at (x, y) for the right class exceeds the aver-
age vote for any other class. Here x is the predictor vector and y is the
classification. The Margin function is given as
mg(x, y) = avkI(hk(x) = y)−max
j 6=y
avkI(hk(x) = j) (6.2)
where I(.) is the indicator function.
Margin is directly proportional to confidence in the classification. The
strength of Random Forest is given in terms of the expected value of the
margin function as
S = E(x,y)(mg(x, y)) (6.3)
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The generalization error of the ensemble classifier is bounded by a function
of mean correlation between base classifiers and their average strength. If ρ
is mean value of correlation, an upper bound for generalization error is given
by
err ≤
ρ(1− s2)
s2
(6.4)
6.2 Random Forest with Semantic Splitting
To leverage our idea of using semantic splitting and weak attribute features,
we modify the framework of Random Forest in the following way. In par-
ticular, at a given tree node, since images are assigned with super-category
labels, along with the learned image feature descriptor f , this allows us to
train a multi-class classifier to split the data. We use linear SVM classifiers
for simplicity. Then the split of the data can be obtained by
m = arg max
i∈{1,...,M}
hTi f , go to child m (6.5)
where hi is the set of linear SVM weights learned for the super-category
i. The splitting process is repeated with the new splits of the data. Each
decision tree stops splitting if there are no impure nodes remaining, or some
pre-specified maximum tree depth has been reached.
To mitigate the randomness of Multiple-instance learning algorithms, our
method trains multiple decision trees in parallel. In addition, our method
adds randomness to each of the decision trees in order to reduce the gen-
eralization error. Specifically, at each tree node, our approach randomly
samples some rectangle regions to pool the max response of weak attributes
and chooses the region which gives the highest information gain. In addition,
our approach randomly selects the number of weak attributes to be learned
for every super-category. After Random Forest is trained, when testing, an
image is classified by descending each decision tree and combining the leaf
distributions from all the trees.
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Chapter 7
COMPLEXITY AND GENERALIZATION
ERROR
It is difficult to give an exact bound on the complexity of our approach.
The authors of [7] estimated the complexity of the conventional ontological
classifier as Φ(nlogb(
c
a
)), where n is the number of classes, c is the number of
binary classifiers evaluated at a node, b is the problem reduction factor which
only depends on the structures of ontologies and a is the visual complexity
of test images. We thus write the complexity of our approach similarly as
Φ(T ∗nlogb˜(
c
a
)), where T is the total number of decision trees and b˜ depends on
the structures of decision trees. Because our approach uses semantic splitting,
the size of our decision trees is much smaller than traditional decision trees
with random splits. Hence the complexity of our approach is low and much
better than Φ(n), which is required in the one-versus-the-rest (OVR) setup
with n classifiers.
An upper bound for the generalization error of a Random Forest is given
by ρ(1−s
2)
s2
, as shown in Section 6.1, where s is the strength of the decision
trees and ρ is the correlation between the trees. Therefore, the generaliza-
tion error of a Random Forest can be reduced by making the decision trees
stronger or reducing the correlation between them. Traditional Random
Forests randomly splits categories into a binary set at each tree node and a
node classifier randomly generates weights on low-level features. In compar-
ison to that, our decision trees are much stronger due to the integration of
semantics. Therefore our approach is guaranteed to have good performance
for image categorization.
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Chapter 8
EXPERIMENTS
In this chapter, we evaluate our approach on two fine-grained image datasets:
the Caltech-UCSD birds dataset (CUB-200) [24] and a vehicle dataset col-
lected from ImageNet [15].
8.1 Bird Classification
8.1.1 Dataset
The CUB-200 dataset contains 200 bird species. We experiment on a subset
of 14 categories from the “Vireo” and “Woodpecker” family (CUB-14) that
have been used in previous work [25, 26, 27]. The semantic (genetic) ontology
of the 14 categories is shown in Figure 8.1. Clearly it also reflects the visual
similarities in a hierarchical fashion.
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vireo
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capped
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headed
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delphia
red
eyed
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throated
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bellied
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headed
three
toed downy
red
cockaded
Figure 8.1: The ontology of CUB-14.
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8.1.2 Implementations
Using the same settings as in [25], the training and testing images are cropped
to the bounding boxes and augmented by horizontally flipping the images.
Then each bird category has 30 training images. To learn weak attributes,
image windows are densely sampled by every 16 pixels, under two scales,
48 × 48 and 72 × 72. We use LLC [4] over SIFT and color-SIFT [28] for
descriptors of image windows. When adding randomness at every tree node,
we set the minimum size of rectangle regions to be 0.4 of entire images regions
and then choose the best rectangle in 10 sampling trails. In addition, the
number of weak attributes for each super-category is randomly selected in
the range from 1 to 10. Finally we construct 25 decision trees to form a
Random Forest.
Table 8.1: mAP results on CUB-14
Method mAP(%)
LLC [4] 37.12
MMDL [6] 39.76
Birdlet [25] 40.25
CFAF [26] 44.73
Ours 46.13 ± 0.50
8.1.3 Results
The mean Average Precision (mAP) of our approach averaged in 10 runs is
shown in Table 8.1. We also compare with other state-of-the-art approaches
including LLC [4], Birdlet [25], MMDL [6] and CFAF [26]. Our approach
outperforms all the other results except the 58.47% result from [27] where
a large pool of 32672 features are manually selected by humans. Birdlet
requires human annotations of 2D key points and 3D ellipsoids, while our
approach only needs a pre-defined ontology, which requires much less labor.
Our system is also simpler than CFAF in that CFAF uses 42000 random
templates, a feature dimensionality of 882000, a customized SVM learning
procedure with 80 rounds of bagging, whereas our method achieves better
performance using only 25 decision trees and around 180 weak attributes per
tree.
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Figure 8.2: mAP over the number of classifiers. Markers are shown at every
10 classifiers for clarity.
How meaningful are the learned hierarchical weak attributes? In Figure
8.2, DRF [9] represents a traditional random forest approach which uses the
same LLC features at every tree node. MMDL (Table 8.1) uses the one-
versus-the-rest (OVR) framework to learn weak attributes for every category
independently. Neither DRF nor MMDL considers semantics. As a result,
our approach outperforms both of them by a large margin. For better com-
parison, we also train multiple rounds of MMDL for bagging (denoted as
MMDL-Bag), but the result is unaffected. This further verifies the effec-
tiveness of using semantic relations to learn hierarchical features. Figure 8.3
visualizes some of the learned weak attributes. It can be seen that our ap-
proach learns useful features at some intermediate semantic levels (e.g., the
different way that a “vireo” or a “woodpecker” stands on a tree) and also at
leaf levels (e.g., “black cap” is not discriminative if the “woodpecker” family
is also considered).
How effective are Random Forests with semantic splits? First we compare
with the conventional ontological classifier SH [8], which uses the same LLC
features at every ontological node. In addition, we modify SH in the way
that hierarchical weak attributes are also learned along the fixed structure of
the ontology (denoted as Ours-SH). In Figure 8.2, both methods obtain lower
mAP than the corresponding OVR SVM classifiers (e.g., LLC and MMDL)
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Figure 8.3: Some weak attributes for “black capped vireo” and “yellow
throated vireo” of CUB-14 (left) as well as “bike” and “motorbike” of the
vehicle dataset (right). Red boxes indicate shared visual features at
intermediate semantic levels whereas green and blue boxes represent unique
visual features at leaf levels.
due to error propagations. We also train multiple rounds of Ours-SH for
bagging (denoted as Ours-SH-Bag). The result is improved since the error
propagation issue is alleviated by averaging multiple classifiers. However,
our approach is still better because decision trees have flexible structures to
handle large intra-class variations or the case that semantics fails to reflect
visual similarities accurately.
We also compare our approach to decision trees without semantic split-
ting. DRF uses random splits and thus converges slowly. The label tree [10]
uses visual splits which mainly aim at speeding up large scale classification
problems. Therefore its accuracy is upper bounded by OVR approaches.
Furthermore, neither of the two splitting methods can be used to learn se-
mantically meaningful features.
8.2 Vehicle Classification
8.2.1 Dataset
We select 9 fine-grained vehicle classes from ImageNet [15]. The ontology
retrieved from WordNet [11] is shown in Figure 8.4. Each category has 1200
to 1700 images. For each category, we randomly select 30% of the images as
training data and test on the remaining images in each experiment run.
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4-wheel 2-wheel
horse
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suv
sedan hatchback
vanbus truck
family cardeliver car
Figure 8.4: The WordNet ontology of the vehicle dataset.
Table 8.2: mAP results on the 9-class vehicle dataset
Method mAP(%)
ObjectBanks [5] 45.93
MMDL [6] 52.27
HG [29] 53.63
Ours-FixedPoolReg 54.34
Ours(1) 52.41
Ours(5) 55.40
Ours 56.29
8.2.2 Results
Table 8.2 shows the mAP results of our approach and various comparison
approaches. For ObjectBank, we follow the idea in [5] that manually defines
some strong attributes (e.g., “wheel”, “window”) and train corresponding
detectors. However, those strong attributes also impose strong biases on the
data, and thus are not as good as the learned weak attributes. In addition,
it’s usually hard to choose many useful strong attributes (note the unique
weak attributes learned for “bike” and “motorbike” in Figure 8.3). HG [29]
learns image features in a visually hierarchical framework using mixtures of
Gaussians. Although HG has high accuracies on easy datasets, the lack of
semantics limits the performance of HG on confusing categories.
We also evaluate the parameter choices and the speed of our algorithm. We
find that randomly sampled pooling regions are better than the entire image
(denoted as Ours-FixedPoolReg). One possible reason is that random pooling
regions reduce the correlations between decision trees. Another important
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parameter is the number of weak attributes to be learned for each super-
category. Therefore we fix K at every tree node (denoted as Ours(K)) to
analyze its effect on the results. When K = 1 the result is close to MMDL
which learns 25 weak attributes for every category whereas K = 5 already
achieves very good results. This is reasonable since the number of useful
attributes at different semantic levels should not be too many. To achieve
our best result, the averaged weak attributes per tree is 110, which is far
less than the 225 attributes needed for MMDL. Our approach takes about 5
minutes on a desktop computer with an i7 processor to construct a decision
tree. We construct multiple decision trees in parallel and thus the total
training time is similar to the training time of a single decision tree.
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Chapter 9
CONCLUSIONS AND FUTURE WORK
In this thesis, we propose an ontology-based algorithm that combines se-
mantic ontologies and Random Forest to improve image categorization. Our
approach uses semantic relations to learn hierarchical weak attributes and
integrates semantic splitting into decision trees to mimic the human visual
system. The experimental results demonstrate that our approach not only
outperforms other state-of-the-art methods on two fine-grained image cate-
gorization datasets but also identifies semantic features at different semantic
levels. In the future, we are going to leverage more useful information of
ontologies for image categorization. We also want to have a more efficient
algorithm to learn hierarchical features.
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