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Abstract
In this paper, we use the complexity equals action proposal and investigate holographic
complexity for hyperscaling violating theories on different subregions of space-time enclosed by
the null boundaries. We are interested in computing the onshell action for certain subregions of
the intersection between the Wheeler DeWitt patch and the past, as well as, the future interior of
a two-sided black brane. More precisely, we extend the results of Ref. [1] in parts, to hyperscaling
violating geometries and to find the finite onshell action, we define the proper counter terms.
We show that in computing the rate of complexification the dynamical exponent plays a crucial
rule, but, at the late time, rate of the complexity growth is independent of the hyperscaling
parameters.
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1 Introduction
In the context of black hole physics, recent progress indicates that there might be a connection
between black hole physics and quantum information theory. Moreover, motivated by studying black
holes, it is claimed that the compatibility of the laws of quantum mechanics and gravity demands
that the universe might be considered as a hologram [2]. That means for a region of the universe
all the information should be encoded on a holographic screen that lives in one-lesser dimension. In
fact, holography, as a powerful tool, helps us to study strongly interacting large N quantum field
theories [3, 4]. According to the holographic conjecture, a quantum field theory is mapped to the
gravitational theory in one-higher dimensions, in a way that the field theory lives on the boundary
of the space-time [5]. This context is named as the holographic principle. In this way, Anti de
Sitter / Conformal Field Theory (AdS/CFT) correspondence is an example where the holographic
principle becomes manifest. This correspondence indicates that there is a deep relation between
quantum information theory (e.g., entanglement and complexity) and quantum gravity (e.g., area
and volume). If this conjecture works, one may expect that, for instance, quantum information
theory may play an important role in understanding the nature of space-time geometry [2, 6–9].
On the other hand, besides the subjects say as horizon, black hole entropy and information
paradox, one of the key questions is understanding the physics behind the horizon. The main
motivation comes from this intuition that the quantum state of a black hole is somehow encoded in
its interior geometry. It is argued that the entanglement may be the essence of space-time geometry
and it can be a bridge between quantum information theory and quantum gravity. So that, quantum
information theory might be able to shed light on these subjects. Indeed, recent advances on
black hole physics have opened up a possibility to connect quantum information theory and back
hole physics [10–12]. To understand this possible connection, the AdS/CFT correspondence has
played rather an important role. In this context, one can say holographic entanglement entropy
and computational complexity may be thought of as examples which could make this connection
more concrete. In particular, holographic complexity, by definition, might be able to give some
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information about the physics behind the horizon [13,14]. However, in the context of quantum field
theory as well as information theory, the entanglement is by itself a difficult quantity to compute.
But, the holographic techniques make this possible connection to be understandable [1, 9]. It is
expected that computational holographic complexity will be useful for understanding the physics
of black holes, holographic property of gravity, and especially Hawking radiation [2, 13,14].
In this paper, we use the AdS/CFT correspondence as a tool to calculate the computational
complexity of a two-sided black brane in hyperscaling violating backgrounds. On the other hand,
studying the time evolution of the computational complexity in hyperscaling violating backgrounds
allows us to check the validity of various recent conjectures involving black holes and complexity.
As a matter of fact, the holographic complexity might be considered as a measure of how difficult
it is to implement some unitary operations during computation [7]. In quantum circuits, complexity
is defined as the minimal number of gates used for processing the unitary operation. In the context
of AdS/CFT correspondence, the growth of the interior of a two-sided black hole from the CFT is
perspective described by the complexity. More precisely, it has been proposed that the growth of
the interior of the black hole is dual to the growth of the complexity of the dual CFT state [15,16],
where it was conjectured that the complexity of the boundary state at a given time t is proportional
to the value of the onshell gravitational action A(t) of a certain bulk region [17–26]1. This bulk
region is the dependence domain of a Cauchy slice anchored on the boundary at time t. This
conjecture is known as complexity equals action (CA) conjecture and the bulk region is called the
Wheeler DeWitt (WDW) patch. The CA conjecture is defined by [3, 4, 7]
C = AWDW
pi
. (1.1)
On the other hand the rate of computation by the system is bounded by the energy of the system.
This limitation is a universal bound, known as Lloyd’s bound [33], given by
dC
dτ
≤ 2E
pi
, (1.2)
where E is the average energy of the state at time t. One can use CA and also equation (1.1), to
find the rate of complexification at late times for isolated two-sided black holes.
On the other hand, in many condensed matter systems, at critical points the theory becomes
conformally invariant. In these cases, when we rescale the spatial and temporal coordinates with a
constant, the system stays invariant. However, there are systems that at their critical points do not
scale as above. From holographic point of view such systems are dual to Lifshitz and hyperscaling
violating geometries. The aim of this paper is to study complexity and subregion complexity in a
wider family of states supporting both anisotropic and also hyperscaling violating exponents [34,35].
The layout of the paper is as follows. In the next section we briefly review the hyperscaling
1Actually, there is another holographic proposal for computing the complexity of the boundary states made by
Susskind and collaborators [27–29]. The proposal states that the complexity is dual to the codimension-one volume
of the maximal spacelike slice anchored at the two given boundary times. This is named as complexity=volume
conjecture and motivated in several works (see for example Ref.s [30–32]).
2
violating backgrounds and we also compute the onshell action on the WDW patch. In section
3, we use the onshell action to study the complexity in this background, actually in this section
we almost review the computation of [12] which we need them for the next section. Section 4,
is devoted to the study of complexity of some certain subregions inside the black holes. This is
done by computing the onshell action on the intersection of past and future interiors of the black
brane with the WDW patch. In this section we also compute the onshell action for past patch
subregion in hyperscaling violating background. In fact, this special subregion is located between
past singularity and continued past null boundaries. Finally, we present a discussion of our results
in section 5.
2 Action on WDW Patch in Hyperscaling Violating Background
Based on conjectured AdS/CFT proposal, AdS geometries are dual to the field theory with con-
formal symmetry. On the other hand, field theories which are scale-invariant but not conformal
invariant are important, as long as, many physical systems in their critical points exhibit a rather
different scaling in space and time and do not respect conformal invariance. For example, in ad-
dressing the Landau-Fermi liquids, one needs Lifshitz type metrics in dual gravity theory where the
spatial and time coordinates of the field theory have been scaled differently. Therefore investigating
the holographic dual models for such systems seems to be important.
In the theory with the Lifshitz fixed point, space and time scale differently as following [12,36]
t→ ζzt , xi → ζxi , r → ζr, (2.1)
where z is known as the dynamical critical exponent that equals to one in conformal field theories.
Simply, a Lifshitz invariant theory is spatially isotropic and homogeneous and admits the non-
relativistic scaling symmetry (2.1). Moreover, a full class of scaling metrics can be obtained by
considering both dilaton scalar field and an abelian gauge field and the resultant geometry named
as the hyperscaling violating geometries. The corresponding action is given by [11]
A = 1
16piGN
∫
dd+2x
√−g
[
R− 1
2
(∂φ)2 + V (φ)− 1
4
eηφ(Fµν)
2
]
, (2.2)
GN is the Newton constant, the potential of the scalar field and the vector field are given by
V (φ) = V0e
ξφ, At =
L
r
θ
d
f
√
2(z − 1)
d+ z − θ
1
rd+z−θ
, e−φ = r
√
2(d−θ)(z−1−θ), (2.3)
where L is the radius of the geometry and rf is a dynamical scale where the metric may not be a
good description for UV complete theory above it [10]. In the above equations, η, ξ and V0 are free
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parameters of the model defined by
V0 =
r
2θ
d
f
L2
(
d+ z − θ − 1
)(
d+ z − θ
)
, ξ =
2θ
d
√
2(d− θ)(z − 1− θ) ,
η =
2θ(d− 1)− 2d2√
2(d− θ)(z − 1− θ) , (2.4)
where the vector field produces an anisotropy of the theory while non-trivial scalar potential leads
to hyperscaling violating factor. It is worth mentioning that in this theory, it is useful to define
an effective dimension de = d − θ, an effective hyperscaling violating exponent θe = θd and also an
effective scale Le =
L
rθef
. Throughout this paper we set Le = 1. The solutions are given by [11,36]
ds2 =
1
r2(1−θe)
(
−f(r)
r2(z−1)
dt2 +
dr2
f(r)
+
d∑
i=1
d~x2
)
, (2.5)
the blacking function f(r) is also given by
f(r) = 1−
(
r
rh
)d+z−θ
, (2.6)
where rh is radius of horizon. The Hawking temperature and the entropy are as follows
T =
d+ z − θ
4pirh
, Sth =
Vd
4GNr
d−θ
h
. (2.7)
Note that in the above equations θ is the hyperscaling violation exponent and Vd stands for the
volume corresponding to the space parametrized by the coordinates xi, i = 1, · · · d. This metric is
not scale invariant, but under the scale transformation (2.1), transforms as
ds→ ζθeds. (2.8)
It should be mentioned that from null energy condition, one might write [10,11]
(d− θ)
(
d(z − 1)− θ
)
≥ 0, (z − 1)(d+ z − θ) ≥ 0. (2.9)
In the following we suppose d > θ which results in z ≥ 1.2 It is straightforward to see that the
action density might be written as [15]
√−g
(
R− 1
2
(∂φ)2 + V0e
ξφ − 1
4
eηφF 2
)
= −2(1− θe)(de + z) 1
rde+z+1
. (2.10)
According to ‘Complexity = Action’ proposal, one needs to evaluate the onshell action inside
2Note that there is another possibility of θ > d where this leads to the solution which is unstable [10].
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tL tR
rm
r
=

r
=

r = rMax
N 1N
2
N
3N 4
Figure 1: Penrose diagram of the WDW patch of an eternal AdS black hole. Ni are null boundaries
and it is supposed that tR = tL. To find the complexity, the onshell action should be computed on
this patch.
the WDW patch as shown in Fig.1. The WDW patch contains space-like and time-like boundaries,
so that, it is known that the complete action should have certain Gibbons-Hawking terms defined
at those boundaries. Moreover, the null boundaries as well as the joint points (points of intersection
of these null boundaries with any other boundary) have their own stories and it is crucial to add the
corresponding Gibbons-Hawking terms as well as certain joint actions. According to the well-defined
variational principle, one can write the following action [12]
A(0) = 1
16piGN
∫
dd+2x
√−g
(
R− 1
2
(∂φ)2 + V0e
ξφ − 1
4
eηφF 2
)
+
1
8piGN
∫
Σd+1t
Kt dΣt
± 1
8piGN
∫
Σd+1s
Ks dΣs ± 1
8piGN
∫
Σd+1n
Kn dSdλ± 1
8piGN
∫
Jd
a dS . (2.11)
Here, λ is the null coordinate which is defined on the null segments; the time-like, space-like, and
null boundaries and also joint points are denoted by Σd+1t ,Σ
d+1
s ,Σ
d+1
n and J
d, respectively. The
extrinsic curvatures of the corresponding boundaries are given by Kt,Ks and Kn. On the other
hand at the intersection of the boundaries, the function a is defined by the logarithm of the inner
product of the corresponding normal vectors. It is worth to mention that the relative position
of the boundaries and the bulk region of interest identify the sign of different terms in the above
action [15].
In this paper we are interested in computing the onshell action in hyperscaling violating back-
grounds for the interior region of an eternal static neutral black brane in the generic dimensions
which are dual to a thermal state on the boundary.
5
3 Complexity in Hyperscaling Violating Background
In this section, by making use of CA proposal, we briefly review some recent results of the complexity
for a two-sided black brane in hyperscaling violating backgrounds3. According to this proposal, the
onshell action on WDW patch should be computed as shown in Fig.1. However, the complete
action is needed which contains the boundary terms. The crucial fact is that one needs some proper
terms to add to the action of Eq. (2.11) as it is not invariant under a reparametrization of the null
generators. Therefore, in order to maintain the invariance under a reparametrization of the null
generators, an extra term is needed which should be added to the action. In Ref. [15], it has been
shown that such term might be given by
Aamb = 1
8piGN
∫
Σd+1n
ddxdλ
√
γΘ log
|Θ|
de
, (3.1)
in which γ is the determinant of the induced metric on the joint point, that by definition, two null
segments intersect. Θ is defined by and Θ is defined by
Θ =
1√
γ
∂
√
γ
∂λ
. (3.2)
Therefore, up to this level, the onshell action is A = A(0) + Aamb. The symmetry of the Penrose
diagram in Fig.1, demands that a symmetric configuration with times tR = tL =
τ
2 should be
considered. According to Fig.1, it is obvious that there are four null boundaries of the corresponding
WDW patch which are given by
N1 : t = tR − r∗() + r∗(r), N2 : t = −tL + r∗()− r∗(r),
N3 : t = tR + r∗()− r∗(r), N4 : t = −tL − r∗() + r∗(r), (3.3)
and also the location of the joint point m is given by (note that in our notation we have used
r∗(r) ≤ 0)
τ ≡ tL + tR = 2(r∗()− r∗(rm)). (3.4)
Now, we want to compute the onshell action over the corresponding WDW patch. In fact the action
has several parts including bulk, boundaries and joint terms. Making use of Eq.(2.10), the bulk
action becomes
AbulkWDW = −
Vd
4piGN
(1− θe)(de + z)
(
2
∫ rMax

dr
rde+z+1
(r∗()− r∗(r))
+
∫ rMax
rm
dr
rde+z+1
(
τ
2
− r∗() + r∗(r))
)
. (3.5)
3More details can be found in Ref. [12], see also Ref.s [37, 38].
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By integrating by parts and making use the following relation
r∗(r) =
∫
dr
r1−zf(r)
,
the bulk action can be rewritten as follows
AbulkWDW = −
Vd
4piGN
(1− θe)
(
(τ + τc)
2rde+zh
+
2
dede
− 1
der
de
m
)
. (3.6)
Note that the critical time is defined by τc = 2(r
∗() − r∗(rMax)) where the time derivative of
complexity vanishes below τc.
The next step is to compute the contribution of the boundaries. However, for the null directions
after making use the affine parametrization, one can show that the corresponding boundary terms
vanish. In addition, it is crucial to mention that for the null directions after affine parametrization,
the extrinsic curvature vanishes, so that, the null boundaries have no contribution. Therefore, one
should only consider the space-like boundary at future singularity and the corresponding contribu-
tion is given by
AsurfWDW = −
1
8piGN
∫
ddx
∫ tR+r∗()−r∗(r)
−tL−r∗()+r∗(r)
dt
√
hKs
∣∣∣
r=rMax
, (3.7)
where h is the determinant of the induced metric and Ks is the trace of extrinsic curvature of the
boundary at r = rMax. In order to compute this term, we note that for a constant surface r, after
making use of metric (2.5), one might write
√
hK = −√grr∂r
√
h = −1
2
1
rde+z−1
(
∂rf(r)− 2(de + z − θe)
r
f(r)
)
. (3.8)
Inserting the above expression into Eq.(3.7) for r = rMax one obtains
AsurfWDW =
Vd
8piGN
(de + z − 2θe) τ + τc
2rde+zh
. (3.9)
There are also five joint points: two joint points at the future singularity and three at r =  and
r = rm. The first two points have no contributions, on the other hand for the three remaining
points, the contributions are evaluated as follows
AjointWDW =
−1
4piGN
∫

ddx
√
γ log
|k1 · k2|
2
+
1
8piGN
∫
rm
ddx
√
γ log
|k1 · k2|
2
. (3.10)
Note that at r =  there are two joint points at the left and right boundaries. The null vectors are
denoted by k1 and k2 and in the hyperscaling violating background, they are given by [12]
ka1 = α
(
r2(z−θe)
f(r)
(∂t)a + rz−2θe+1(∂r)a
)
, ka2 = β
(
−r
2(z−θe)
f(r)
(∂t)a + rz−2θe+1(∂r)a
)
, (3.11)
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noting that one receives an ambiguity in the normalization of normal vectors and two constants α
and β are appearing due to this ambiguity. After doing some calculation, one obtains
AjointWDW = −
Vd
4piGN
log(αβ2(z−θe))
de
+
Vd
8piGN
[
log(αβr
2(z−θe)
m )
rdem
− log f(rm)
rdem
]
. (3.12)
The above expression has an ambiguity and should be fixed. This is done by adding another
term given by Eq.(3.1). In the present case for four null boundaries in the hyperscaling violating
background, we obtain
AambWDW =
Vd
4piGN
[
log(αβ2(z−2θe))
de
+
2(z − 2θe)
dede
]
− Vd
8piGN
[
log(αβr
2(z−2θe)
m )
rdem
+
2(z − 2θe)
der
de
m
]
.
(3.13)
On the other hand for the boundary corresponding to k1, one finds
dr
dλ
= αrz+1−2θe and Θ = −αderz−2θe .
At this stage, one has all components of the action on WDW patch which are needed to compute
the complexity. Gathering all of them, one obtains
A˜WDW = AbulkWDW +AsurfWDW +AjointWDW +AambWDW
=
Vd
8piGN
[
(de + z − 2)(τ + τc)
2rde+zh
− log |f(rm)|
rdem
+
2(z − θe − 1)
de
(
2
de
− 1
rdem
)]
.(3.14)
The resultant onshell action is UV-divergent and here, we follow the Ref. [35] to introduce a proper
counter term to the action which is given by
Act = 1
8piGN
∫
dλddx
√
γΘ
(
1
2
ξφ+
z − 1
de
)
. (3.15)
After doing some straightforward calculation, the counter term (3.15) leads to
Act = − Vd
8piGN
(
2 log −2θe
de
− log r
−2θe
m
rdem
+
2(z − θe − 1)
de
(
2
de
− 1
rdem
))
. (3.16)
Now putting all together one obtains
AWDW = A˜WDW +Act
=
Vd
8piGN
(de + z − 2
2rde+zh
(τ + τc)− log |f(rm)|
rdem
)
. (3.17)
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It is also interesting to note that for rm → rMax where τ → τc, one gets
AWDW = Vd
8piGN
(de + z − 2)
rde+zh
τc . (3.18)
On the other hand, the growth rate of the complexity is given by
dCWDW
dτ
=
1
pi
dAWDW
dτ
=
2M
pi
(
de + z − 1
de
+
1
2
f˜(rm) log |f(rm)|
)
, (3.19)
in which
f˜(r) = (
rh
r
)de+z − 1, M = Vd
16piGN
de
rde+zh
, (3.20)
M stands for the mass which is proportional to the energy of the black brane. It is indeed a
parameter at which the complexity approaches to at late times, namely,
M =
de
de + z − 1E. (3.21)
Note that in obtaining Eq.(3.19), we have used
dr∗(rm)
dτ
= −1
2
and
drm
dτ
=
1
2
f(rm)
rz−1m
.
In the next section, we use CA proposal to evaluate the onshell action on subregions inside the
black brane.
4 Complexity of Subregions Inside the Black Hole
As already mentioned, the complexity is given by computing the onshell action over whole WDW
patch, which was done in the pervious section. In order to get more insight of the interior of the
black hole, we need to compute the onshell action in the intersection of WDW patch with the interior
region of the black hole. As shown in figure 2, the intersection consists of two main parts: past and
future interiors. These parts are important, because, they play a crucial role in time dependency
of the complexity of the dual state. In what follows, we consider the past and future interior of the
black brane.
4.1 Past interior of the black hole
Here, we are interested the onshell action in the intersection of the past interior of the black hole
with the WdW patch as shown in the left panel of Fig.2. The results of the previous section can be
used to compute different terms in writing the onshell action. First, let us consider the bulk term
9
tL tR
(u, v)
(um, v)(u, vm)
rm
tL tR
(u, v)
(um′ , v) (u, vm′)
rm
Figure 2: Intersection of WDW patch with the past (left panel) and future (right panel) interior of
black brane.
which reads as follows
AbulkPI =
Vd
4piGN
(1− θe)(de + z)
∫ rm
rh
dr
rde+z+1
∫ tR−r∗(0)+r∗(r)
−tL+r∗(0)−r∗(r)
dt
=
Vd
4piGN
(1− θe)
de
(
1
rdem
− 1
rdeh
)
. (4.1)
As it is clear there are four joint points, that one should consider their contribution in writing the
onshell action; The first and the important one is located at r = rm and the remaining three points
are located at r = rh. To write the corresponding terms one might define the following coordinate
system for the past interior [9]
u = −e− 12f ′(rh)(r∗(r)−t), v = −e− 12f ′(rh)(r∗(r)+t) . (4.2)
Making use the above coordinate system, it is easy to check that the horizon is located at uv = 0
meaning that r∗(rh) = −∞. The joint points which correspond to the solutions of this equation
are, u = 0, v 6= 0 and u 6= 0, v = 0 and the third one is u = 0, v = 0. It is important to know that
at r = rh both r
∗(r) and log f(r) are singular. Therefore, the regularization is needed which may
be done by setting the horizon at u = u and v = v. As depicted in Fig.2, the three joint points
are given by (um, v) , (u, vm) and (u, v), and the corresponding radial coordinates are denoted
by rvm , rum and r, respectively. In this notation, one obtains the contribution of joint points as
follows
AjointPI =
Vd
8piGN
 log αβr2(z−θe)m|f(rm)|
rdem
−
log
αβr
2(z−θe)
um
|f(rum )|
rdeum
−
log
αβr
2(z−θe)
vm
|f(rvm )|
rdevm
+
log αβr
2(z−θe)

|f(r)|
rde

= − Vd
8piGN
(
log |f(rm)|
rdem
+
log |f(r)| − log |f(rum)| − log |f(rvm)|
rdeh
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+
logαβr
2(z−θe)
h
rdeh
− logαβr
2(z−θe)
m
rdem
)
, (4.3)
where, we have used the limit {rum , rvm , r} ≈ rh. Also one can use the following equation
log |f(ru,v)| = log |uv|+ c0 +O(uv) for uv → 0, (4.4)
to write the following relations [9]
log |f(rum)| = log |umv|+ c0 +O(v),
log |f(rvm)| = log |uvm|+ c0 +O(u),
log |f(r)| = log |uv|+ c0 +O(uv). (4.5)
Therefore, using the above relations, one can show that Eq.(4.3) simplifies as follows
AjointPI = −
Vd
8piGN
(
log |f(rm)|
rdem
− log(umvm) + c0
rdeh
+
logαβr
2(z−θe)
h
rdeh
− logαβr
2(z−θe)
m
rdem
)
, (4.6)
where c0 is a positive number. Again due to the normalization of the null vectors, there is an
ambiguity in Eq.(4.6) which can be removed by adding the extra term of Eq.(3.1) to the action.
Therefore, the following expression is obtained
AambPI = −
Vd
8piGN
(
logαβr
2(z−2θe)
m
rdem
+
2(z − 2θe)
de r
de
m
)
+
Vd
8piGN
(
logαβr
2(z−2θe)
h
rdeh
+
2(z − 2θe)
de r
de
h
)
. (4.7)
Now, gathering all the results, the onshell action in the subregion of past interior can be written as
follows
A˜PI = AbulkPI +AambPI +AjointPI
=
Vd
8piGN
(
log |umvm|+ c0
rdeh
+
log r−2θeh
rdeh
− log r
−2θe
m
rdem
+
2(z − θe − 1)
de
(
1
rdeh
− 1
rdem
))
, (4.8)
in which, we have used the fact that
log(umvm) = −f ′(rh)r∗(rm) = −(de + z)τ
2rzh
.
The corresponding counter term is given by
ActPI =
Vd
8piGN
[
log r−2θem
rdem
− log r
−2θe
h
rdeh
+
(2(z − θe − 1)
de
)( 1
rdem
− 1
rdeh
)]
. (4.9)
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Finally putting all together, one gets
API = A˜PI +ActPI =
Vd
8piGN
(
log |umvm|+ c0
rdeh
− log |f(rm)|
rdem
)
=
Vd
8piGN
(
−(de + z)
2rde+zh
τ +
c0
rdeh
− log |f(rm)|
rdem
)
. (4.10)
We should mention that Eq.(4.10) depends on time trough its rm dependence. Therefore, for the
past interior subregion the time derivative of the onshell action is given by
dCPI
dτ
=
1
pi
dAPI
dτ
=
M
pi
f˜(rm) log |f(rm)|. (4.11)
As a final remark note that for rm → rMax, the onshell action becomes as follows
API =
(
c0 − (de + z)τc
2rzh
)
Sth
2pi
. (4.12)
4.2 Future interior of the black hole
In this subsection, we compute the onshell action for the future interior of the black hole. First,
suppose we deal with the intersection of the WDW patch with the future interior of the black brane,
as it is depicted in the right side of Fig.2. Making use the results of the previous subsection, the
bulk term of the action becomes
AbulkFI = −
Vd
4piGN
(1− θe)(de + z)
∫ rMax
rh
dr
rde+z
(τ
2
+ r∗()− r∗(r)
)
= − Vd
4piGN
(1− θe)
(
τ + τc
2rde+zh
+
1
de r
de
h
)
. (4.13)
It is clear from Fig.2 that there are five joint points and should be considered. It can be shown
that the contribution of two joint points at large rMax becomes zero, however, the other three joint
points can be calculated as follows
AjointFI =
Vd
8piGN
 log αβr
2(z−θe)

|f(r)|
rde
−
log
αβr
2(z−θe)
um′
|f(rum′ )|
rdeum′
−
log
αβr
2(z−θe)
vm′
|f(rvm′ )|
rdevm′
 (4.14)
= − Vd
8piGN
(
log |f(r)| − log |f(rum′ )| − log |f(rvm′ )|
rdeh
+
logαβr
2(z−θe)
h
rdeh
)
=
Vd
8piGN
(
log |um′vm′ |+ c0
rdeh
− logαβr
2(z−θe)
h
rdeh
)
.
Similar to the previous section for the null boundaries, making use of the affine parametrization
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one finds that the corresponding boundary terms have no contribution. Therefore, the surface term
due to the future singularity is indeed the only term that one needs to compute, but this has been
already computed in Eq.(3.9) and given by
AsurfFI =
Vd
8piGN
(de + z − 2θe) τ + τc
2rde+zh
. (4.15)
Similar to the Eq.(3.1) one needs the following term in order to remove the ambiguity
AambFI =
Vd
8piGN
(
logαβr
2(z−2θe)
h
rdeh
+
2(z − 2θe)
de r
de
h
)
. (4.16)
And the counter term is given by
ActFI = −
Ve
8piGN
(
log r−2θeh
rdeh
+
2(z − θe − 1)
der
de
h
)
. (4.17)
Finally, one obtains
AFI = Vd
8piGN
(
de + z − 2
2rde+zh
(τ + τc) +
log |um′vm′ |+ c0
rdeh
)
=
Vd
8piGN
(
(de + z − 1)τ
rde+zh
+
(de + z − 2)τc
2rde+zh
+
c0
rdeh
)
(4.18)
The late time behavior for future interior part that is also given by
dCFI
dτ
=
1
pi
dAFI
dτ
=
2M
pi
de + z − 1
de
=
2E
pi
, (4.19)
in which, we have used the following identity
log |um′vm′ | = −f ′(rh)r∗(rm′) = de + z
rh
r∗(rm′) =
(de + z)τ
2rzh
.
Before ending this section, let us mention a rather special subregion as shown by the colored
region in Fig.3. This subregion is important, because, it is indeed a part of space-time that causally
connects to the operator behind the horizon localized at r = rm. In other words, based on CA
proposal, one can say that the onshell action in this subregion gives us the complexity associated
with this operator.
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tL tR
rm
r = rMax
Figure 3: Penrose diagram of the past patch.
4.3 Past patch
In order to find the onshell action on this special region, it is noted that one may use the notation
of the previous section and write the bulk term of the onshell action as follows
Abulkpast = −
Vd
8piGN
(1− θe)(de + z)
∫ rMax
rm
dr
rde+z+1
∫ tR−r∗(0)+r∗(r)
−tL+r∗(0)−r∗(r)
dt
= − Vd
4piGN
(1− θe)
(
τ − τc
2rde+zh
− 1
de r
de
m
)
, (4.20)
noting that in writing the second line, the integration by parts has been used. On the other hand,
at the past singularity, the corresponding space-like boundary term is given by
Asurfpast =
1
8piGN
∫
ddx
∫ tR−r∗(0)+r∗(r)
−tL+r∗(0)−r∗(r)
dt
√
hKs
∣∣∣∣
r=rMax
=
Vd
8piGN
(de + z − 2θe) τ − τc
2rde+zh
. (4.21)
From Fig.3, it is clear that we have three joint points; Two points at r = rMax and one at r = rm.
It is worth noting that the contribution of joint points located at rMax to onshell action would be
vanished for large rMax, while the contribution of that at r = rm is given by
Ajointpast =
1
8piGN
∫
dd−1x
√
γ log
|k1 · k2|
2
=
Vd
8piGN
(
logαβr
2(z−θe)
m
rdem
− log |f(rm)|
rdem
)
. (4.22)
Now, let us compute the last part namely in order to remove the ambiguity one should add a proper
term to the onshell action. Making use of the results of the previous section, one obtains
Aambpast = −
Vd
8piGN
(
logαβr
2(z−2θe)
m
rdem
+
2(z − 2θe)
de r
de
m
)
, (4.23)
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also the counter term is
Actpast =
Vd
8piGN
(
log r−2θem
rdem
+
2(z − θe − 1)
der
de
m
)
. (4.24)
Gathering all the results, one arrives at
Apast = Vd
8piGN
(
de + z − 2
2rde+zh
(τ − τc)− log |f(rm)|
rdem
)
. (4.25)
We should mention that the onshell action for rm → rMax where τ → τc, for past patch vanishes.
5 Discussions
In this paper, we used “complexity equals action” proposal, and studied the holographic complexity
on the certain subregions enclosed by null boundaries including the WDW patch for geometries
with hyperscaling violating factor. We generalized the results of Ref. [1] for interior of the black
hole, to hyperscaling violating geometries. It is worth mentioning that despite the fact that the
solution and the rate of complexification depend on the dynamical exponent z and the hyperscaling
violation exponent θ, qualitatively, however, the rate of complexity growth behaves the same as that
of Schwarzschild black brane. Moreover, we observed that at the late time, θ does not contribute.
The growth rate of complexity suffers a logarithmic divergence goes as follows
dCWDW
dτ
=
2E
pi
(
1 +
de
2(de + z − 1) f˜(rm) log |f(rm)|
)
.
Based on this result one can conclude that Lloyd’s bound which is defined in terms of the mass
of black brane is always violated for non trivial anisotropic and hyperscaling violating theories.
This can be explained as follows: the value of E which appears on the right hand side of Lloyd’s
inequality is always greater than (or equal to) the mass of the black brane.
In principle, in computing the onshell action for a subregion one should take into account all
terms in order to have a well-defined variational principle, moreover the crucial role of joint points
and time-like or space-like boundaries should be implemented. Particularly, we showed that the
joint points play an important role in computing the rate of complexity. At late times, the past
interior has no contribution to the rate of complexity where this rate approaches to 2M but violates
the Lloyd’s bound. This violation is due to the contribution of the joint point located at the past
interior.
As a future work, it would be of interest to investigate the effect of this kind of joint point in
the late time behavior of the complexity for other geometries. Moreover, if the complexity played
the role as an order parameter for phase transitions, it would be a relevant question that how does
this parameter improve our knowledge about the role of hyperscaling violating parameters in the
phase transitions?
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