INTRODUCTION

Ž .
The Brauer centralizer algebras, B Q , are finite-dimensional algebras n indexed by a positive integer n and a complex number Q. For integral Ž . values of Q, B Q is the centralizer algebra for the orthogonal group or n the symplectic group on the nth tensor powers of the natural representaw x tion. They were introduced by Richard Brauer in Br , where many of their properties are given. Earlier, Schur had used the group algebra of the symmetric groups to study the corresponding centralizer algebras for the Ž . general linear groups. The algebras B Q are defined for any value of the n parameter Q. But unlike the symmetric group algebras, these algebras are w x w x not semisimple for certain values of Q. Brauer Br , Brown Brn , and Weyl w x w x Wey proved results about semisimplicity. In HW1, 2, 3, 4 Hanlon and Wales studies the algebras in the cases in which the algebras are not semisimple. They found many surprising combinatorial conditions that helped to describe the radical for values of Q when the radical was not zero. Together, these conditions led them to conjecture that the algebras are semisimple when Q is not an integer. This was proved by Hans Wenzl w x Wen . In their work, Hanlon and Wales constructed certain matrices with polynomial entries that were the Gram matrices for certain representa-tions. Semisimplicity meant that these matrices were nonsingular. The fact Ž . that B Q is semisimple for Q not an integer means the determinant of n these matrices has only integral roots. Some of these roots have combinatorial descriptions, which led to open problems in finding descriptions for all of them. The main problem when the radical is nonzero is to find an effective description of the radical or to find an algorithm that finds the radical, or even its dimension. A related question is to find the dimensions of the irreducible representations.
w x Recent work of Paul Martin M on a related algebra, called the partition algebra, has suggested new techniques for studying the Brauer algebras. The partition algebras have a similar definition and are defined in terms of a parameter Q. The multiplication can be defined in a similar way, and in both cases the irreducible representations can be defined and parameterized by certain partitions. Indeed, the Brauer algebra is a subalgebra of the partition algebra with the same parameter Q. The purpose of this paper is to extend these techniques to the study of the Brauer algebras. In so doing, we are able to reprove Wenzl's result about the semisimplicity for noninteger values of Q. We are also able to give conditions that must be satisfied for the existence of certain embeddings of the generic modules into others. In particular, we show that a necessary condition for the embedding of one generic irreducible into another is that Q be an integer, which implies Wenzl's result. These embeddings were enough in the partition algebra case to determine an algorithm to find the dimensions of all of the irreducible representations. This does not yet seem to be the case for the Brauer algebras.
The main new tools introduced by Martin are Frobenius reciprocity and the use of two functors, F and G. In the Brauer algebra case, these Ž . Ž . functors connect the modules for B Q to those of B Q . Martin used n n q2 related functors extensively in his work.
Notation
Ž . An integer partition s G G иии G is a weakly decreasing The Ferrers diagram associated with a partition is the collection of boxes w x ÄŽ . 4 2 s i, j : 1 F j F in Z using matrix-style coordinates. A partition i Ž . w x is e¨en if all of its parts are even. For a box p s i, j in , the content of Ž . p, denoted c p , is the value j y i. If and are two partitions such that Ž G for all i, then we say contains , written : . If : so as i i w x w x. w x w x sets : , then the skew-partition r is the set _ . A special case is when r contains one box. In this case, we say co¨ers , Ž . denoted d or is co¨ered by , denoted e .
Brauer Centralizer Algebra
Ž .
The Brauer centralizer algebra, B Q , is defined for every integer n n Ž . and any complex number Q. A basis for B Q is the set of all 1-factors on n 2 n points. A 1-factor on 2 n points is a graph with 2 n vertices in which every vertex has degree 1. The set of 1-factors on 2 n points is denoted by F F . We view elements of F F by arranging the 2 n points in two rows, each n n containing n points, with the rows arranged one on top of the other. For example, a typical element of F F is 7 When the 1-factor, ␦, is arranged this way, the top row of ␦ is denoted Ž . Ž . top ␦ . Similarly, we denote the bottom row by bot ␦ . For reference purposes, the points of the 1-factor are numbered 1 to n from left to right in both the top and bottom. Lines joining two points, both of which are in the top or both of which are in the bottom, are called horizontal lines. Lines joining a point in the top to one in the bottom are called¨ertical lines.
The multiplication of two 1-factors, ␦ and ␦ , is defined by placing ␦ 
< < The algebra B Q is associative with identity and has dimension F F s n n Ž . Ž . Ž . 2 n y 1 !!s 2 n y 1 и 2 n y 3 иии 3 и 1. The identity is the 1-factor with each point i on the top joined to point i on the bottom. w x w x As shown by Brauer Br and used extensively in HW1,2,3,4 , there is a Ž . m Ž . series of ideals in B Q . In particular, let B Q be the span of the n n elements in F F that have m or fewer vertical lines. As shown by Brauer, n Ž . these elements form an ideal in B Q . The notation here is different from n that in earlier work, where the index was the number of horizontal lines on the top or the bottom. The difference in notation is made to be in conformity with the partition algebra, where the number of vertical lines is the relevant parameter. Notice these are an increasing series of ideals bottom from point i to point j. The remaining lines join point k on the top to point k on the bottom for k / i or j.
Representation Theory of the Symmetric Group
Ž . The symmetric group on n objects is denoted by Sym n . Notice that n Ž . w Ž .x I Q is isomorphic to the group algebra C Sym n because it is spanned n by all of the 1-factors that have n vertical lines, which are themselves permutations. In fact these elements span a subalgebra isomorphic to Ž . Ž . Sym n , which we refer to as Sym n .
Ž . Ž . Any B Q -module can be viewed as a Sym n -module by restricting to n Ž .
Ž . Ä 4 the action of Sym n . Notice that Sym n , along with X :
Ž . generates B Q . Thus, to show that two B Q -modules are isomorphic, it n n Ž . suffices to show that they are isomorphic as Sym n -modules and the action of each X is the same in both modules.
i, j
Several results on the representation theory of the symmetric group are needed. Here, we review some definitions and notation. For more details, w x w x w x Ž . see J , JK , and S . For & n, let S denote the irreducible Sym n -module corresponding to . The dimension of S is denoted f and its character by . w Ž .x Ä 4 In the group algebra C Sym n , let e : & n be a set of irreducible w Ž .x orthogonal idempotents where the indexing is such that S s C Sym n e .
A combinatorial description of one choice for e is as follows. Let 
with the multiplication being ␦ ␦ m¨s ␦ и ␦ m¨. The term
has m vertical lines. These must be the ones connecting the first m points Ž . mX Ž . on the bottom to the top and in B Q , ␦ и ␦ s ␦ Ј, where ␦ Ј g I Q .
n 1 2 n Ž . Ž . The B Q -module S S n is generically irreducible. This means that for all n Ä Ž . < < <Ž < <.4 but finitely many values of Q, S S n : F n, 2 n y is the set of
Next we give an explicit basis for S S n . Again set n s m q 2 k. An Ž . m, k partial 1-factor on n points is a labeled graph with n vertices and k edges such that each vertex has degree 0 or 1. The m vertices of degree 0 Ž . are called free. Let R R denote the set of m, k partial 1-factors.
Ž . into S S n when & n.
In the case of the partition algebra, Martin w x studied these embeddings and was able to characterize in M exactly when they occur. This is the first step that allowed him to describe the ² Ž . Ž .: irreducible modules in that case. Let S S n , S S n denote the value
S S n , S S n for any and with 2 n y and B ŽQ. n <Ž < <. 2 n y . In Section 5, following Martin's work on the partition algebra, ² Ž . Ž .: we show that for Q / 0, S S n q n , S S n q n / 0 if and only if there 0 0 Ž . Ž . is an embedding of S S n into S S n where & n. Thus, it suffices to study only the case & n.
Ž . Recall that the subalgebra of B Q generated by 1-factors with n n w Ž .x vertical lines is isomorphic to C Sym n . We refer to this subalgebra as 
Recall X has points i and j joined on the top and bottom, and the point i, j l in the top is joined to the point l on the bottom for l / i or j. Thus the ny 2 Ž . element is in B Q and acts as the identity, except at i and j. We first 
Ž .
c In x, one of the points i and j is free, say point i, and the other, point j, is joined to a third point l:
Then X y is the same as y, except that point i in the top is joined to 
ÄŽ .
We now consider the action of T on y. First partition i, j : 1 F i -4 j F n into four sets A, B, C, and D, based on which of the four cases apply for this particular x. Now
X y s 0, and thus the second term makes no contribution.
where points i and j are joined to points l and m, Ž . respectively. In this case, we leave the exact association between the i, j in D and transpositions vague. All that matters is that setwise, both i, j are accounted for. Thus as a first approximation to the sum over C and D, we consider 
Adding everything together, we get the desired result.
where n s 2 k q m.
Ž .: Ž . Proof. Now suppose S S n , S S n / 0. Here, we view S S n as a
where 
Ž .
where here c p is the content of a box in or .
If¨/ 0 is in the S m S constituent of S S n ,
Since¨/ 0, for this to be 0 we need 
Ž . there exists an embedding of S S n into S S n .
Proof. This follows for the case in which r is not in a row from w x w x results in HW1 and HW3 Theorem 4.8. However, an entirely new proof < < w x for r s 2 comes by using Theorem 3.3. The main arguments in HW3 applied to this case involve computing the terms of a degree 1 polynomial. The fact it is degree 1 means there is a root, and this means there is an Ž . embedding. Now Theorem 3.4 specifies the value of Q by Q y 1 q c p q Ž . c q s 0, which gives the result. w x Ž . As described in HW1 , the module S S n has a unique maximal subm Ž . module that is annihilated by all elements in B Q , called the radical of n Ž . S S n . When m s n y 2, the radical is annihilated by all X , and so any i, j Ž . Ž . Sym n irreducible subspace of the radical is one of the irreducible S S n Ž . for some & n. It is for this reason that when there is a radical for S S n Ž . with & n y 2 that nontrivial maps from S S n occur. This is not the case < < when -n y 2, except in special circumstances. w x The computations for the case of & n y 2 in HW3 use the matrix
x , which is a square matrix with basis the labeled n y 2, 1
an m, k partial 1-factor for which the free points have been labeled with the integers 1, 2, . . . , m. Here the n y 1 free points are labeled with Ž . 1, 2, . . . , n y 2. The matrix Z x has x on the diagonals and constants off. Let the vector space with these as basis be V s V . As described in
, there is a natural action of Sym n = Sym n y 2 on V, where Ž . Ž . Sym n permutes the vertices and Sym n y 2 permutes the labels. The Ž . matrix Z x commutes with this action. Ž . To identify the action of X , let ␦ be an n y 2, 1 partial 1-factor and i, j Ž . let ␦ be a labeled n y 2, 1 partial 1-factor for which the free points of ␦ have been labeled with the integers 1, 2, . . . , n y 2. Suppose the order Ž . Ž . Ž . when read from left to right is 1 , 2 , . . . , n y 2 . Here is ã Ž . Ž . permutation in Sym n y 2 . Identify ␦ with f ␦ , where here acts Ž . from the right and on the first n y 2 positions. Recall f ␦ has a line from n y 1 to n on the bottom and the vertical lines from the top to bottom do Ž . not cross. Then consider X и f ␦ . Recall this is 0 if i and j are both i, j Ž . free; otherwise it is the usual B Q multiplication. In this case it is of the n Ž . form f ␦# # or Q times it for an appropriate ␦# and #. This, in turn, Ž . can be identified with ␦# for a unique n y 2, 1 labeled partial 1-factor.˜T his gives the action of X by identifying X ␦ with either ␦# or Q␦# i, j i , jw x being the second case. As explained in HW3 , if ␦ corresponding to Ž . Ž . Z x commutes with the Sym n y 2 action for any value of x. Breaking V Ž . Ž . into irreducible Sym n y 2 invariant subspaces gives S S n with multiplic-˜ĩ ty f . Each is isomorphic to the action on the span of all ␦ m S , where ␦ Ž .
are the n y 2, 1 partial 1-factors and S is a representation space for S . Ž .
Ž .
Within each S S n is a unique copy of S . As Z x commutes with this Ž . action, Z x must be a scalar matrix when acting on this subspace, with the Ž . scalar being a polynomial. As Z x has x on the diagonals, the determi-nant of the action on this subspace is the characteristic polynomial, and so the polynomial is linear of degree 1. The intersection of the null space of Ž . Z with this submodule is in the radical of S S n . But then when Q is the root of degree 1 polynomial, the subspace is in the radical. This means the S subspace is in the radical for some value of Q. But as above, this is an embedding, and the value of Q is given by Theorem 3.4.
RESTRICTION IN THE BRAUER ALGEBRA
In this section, we give a complete description of the restriction of the
in both the top and bottom rows of ␦ Ј and draw a vertical line between these points. Call this ␦. Extend this map linearly to get an embedding of
Q via this embedding is denoted M x. In the semisimple case, it is ny 1 well known that
[ [
into a direct sum of irreducibles. However, we show there is a two-step Ž . Ž . filtration of S S n x in which the first terms in the sum 2 appear as constituents of a subspace, and the terms in the second sum appear in the quotient. 
[
where A is the set of m, k partial 1-factors in which Ž . vertex n is free i.e., has degree 0 , and B is those in which vertex n is not Ž . free i.e., has degree 1 .
Ä Ž . 4 Define W to be the space generated by f a m¨:
. We show first that W is invariant under any permutation in Sym n y 1 Ž . and all X for 1 F i -j F n y 1. As these generate B Q , this shows
Suppose is a permutation in Sym n y 1 . When embed-Ž . ded in B Q , these permutations have a vertical line from point n in the n Ž Ž .. Ž . top to point n in the bottom. Thus, for any a g A, f a s f aЈ Ј, Ž . where aЈ is another m, k partial 1 factor and Ј acts on the right and Ž . rearranges the vertical lines so they do not cross. Notice that in f a the line from point n on the top to point m in the bottom has not been affected by the action of , so Ј fixed m. 
This map is clearly an isomorphism of vector spaces as is a bijection. identical. In particular, if one is 0 or is multiplied by Q, so is the other. In the other cases, they are multiplied by the same transposition. Now we
are determined by the actions on f a and on f a . This is i, j 1 immediate for the two cases being multiplied by 0 or Q, and once we show permutations commute with , we will have shown that X commutes. 
the actions commute.
To treat the action on VrW, we introduce a map similar to . Let 1 2
Ž . be the map from B to R R
, where b is b with vertex n and the mq 1, ky1 2 Ž . edge incident to it removed. Recall that b is an m, k partial 1 factor with vertex n joined to another vertex. One of the vertices has been freed up, and a line taken away, so the resulting 1 factor is in R R . Given 
To prove VrW has the desired structure, we need some facts about induced representations in the symmetric group. For 1 F i F m, let s i Ž . i, m q 1 and let s 1. These form a set of coset representatives for
where k is the unique value such that g Sym m . We claim that 
Ž . Now we show that is a B Q -homomorphism. Pick b g B and n Ž . g S . Arguing as above for W, notice that for all g Sym n y 1 ,
So, is a Sym n y 1 -isomorphism. Thus, we only need to show that the action of X is the same on both sides for role.
In the case in which vertex j is connected to, say, vertex k in b, w , w , and w by permuting subscripts. It does the same for¨,¨, and¨. [ S S n y 1 . We may pick coset representatives for the cosets of d
Ž .
VrW in the span of f a m¨, where here a g A and 1 We show that exactly one of these conditions holds for any given d , Q, Ž . and choice of¨as indicated. Notice, incidentally, that for & n, S S n is i just the usual restriction for the symmetric group, and in the Brauer < < algebra, n y must be divisible by 2, so this is the highest nontrivial case. 
ny 2 Ј Ž . Since & n y 1, S S n y 1 is essentially the Sym n y 1 -module S .
Thus given an element T m¨for VrW where¨g S ,
. is in the S S n y 1 component of VrW. There is a vector¨in the S -component, for which¨s e и¨. By moving e through the tensor Ž . Ž . product, we get e и T m¨s e и T и e m¨. Thus, it suffices to i, n i, nshow that
for some choice of r, s, and i. We are assuming that the boxes of r are in different columns. We visualize the terms in e и T и e as fillings of the Ferrers diagram of .
i, n w x Start by associating the boxes in with the first n y 1 points in any fashion, subject to the constraint that the boxes in the skew diagram r Ž . are associated with point i the point connected to point n and the point in the top that is connected to point n y 2 in the bottom. Now given a term in e и T и e , its associated diagram is obtained by looking at points i, n 1 to n y 1 in the top and in its associated box, writing the number i if it is connected to point i in the bottom for 1 F i F n y 3, writing a if it is connected to point n in the top, and writing b if it is connected to point n y 2 in the bottom. Ž . Ž . For example, with n s 10, s 4, 3, 1, 1 , and s 4, 2, 1 , the diagram might be the following:
The idempotent e g C Sym n y 1 acts on these diagrams by permuting w Ž .x positions, and e g C Sym n y 3 acts by permuting values. In this framework, the row and column stabilizers used to define e and e are clear.
They are just the row and column stabilizers of the diagram. Now we take a particular filling of the boxes of with the top of T so i, n that the diagram has 1 to n y 3 entered in order from left to right, then top to bottom. Then place a and b in r so that a is in a column to the right of b. The diagram looks like the following:
Choose r, s to be the values of points associated with the two boxes r. The first thing to notice is that the only terms in e и T и e that are not i, n zeroed by X have a in r, since otherwise the resulting multiplication r, s would have two horizontal lines and thus would be zero. When a term has a in one of the boxes of r, the effect of X is to replace the edge in r, s the top from point n to one of the points corresponding to r with an edge between the points r and s, and replace the vertical edge that uses the other point in r with one between point n in the top and the same point in the bottom:
To show that X e и T и e is not zero, we examine just the coeffi- We can now use Theorem 4.2 to determine the top and bottom con-Ž . stituents of S S n x for & n y 2. A bottom constituent ⌫ of a module U is a submodule U of U for which restriction to U is ⌫. 
Ž
. we have shown that S S n y 1 is also a bottom constituent if there are no Ž . e for which r satisfies ଙ , as it splits off as a direct summand of Ž . Ž . S S n x. However, if there is such a , then S S n y 1 is also a bottom Ž . constituent, as it is embedded in S S n y 1 . In particular, this proves that
This analysis also enables us to determine the top constituents of Ž . S S n x. A top constituent ⌫ of a module U is a quotient of U that is isomorphic to ⌫. That is, there exists a submodule U of U for which UrU 
Ž .
Remark. If & n, then S S n x is the restriction for S as a Sym n -
Ž .
module and thus is isomorphic to [ S S n y 1 . e
THE FUNCTORS F AND G
Ž .
In this section we introduce the functors F and G, which relate B Q ny 2 Ž . w modules to those of B Q . The ideas make use of the work of Green G, n x w x Section 6.2 and were fully utilized by Martin M . These are general arguments that apply to algebras with an associated idempotent. Here we Ž . use the idempotent e s 1rQ X . When Q / 0, we cannot divide by ny 1, n 0, and so we define the functors differently and provide different arguments when necessary.
Ž . Ž . Let B Q -mod be the category of B Q -modules and assume n ) 2. If
n n Q / 0 we define F and G by
ny 2 w x Properties of these functors can be found in Green G . The composition FG is the identity. The functor F also has the property of being exact.
modules.
When Q s 0, the functor F is defined as above, except that we replace Ž . e by X . As B Q commutes with X , X M is a submodule
diagrams for which n y 1 in the bottom is joined to n in the bottom. Ž . Notice that if Q / 0, this is just B Q e, as above. In any case, it is n Ž .
Ž . B Q X
. Again as X commutes with B Q , there is a natural 
, with the n y 1 st and nth vertices removed in ny 1, n 1 o n y1, n 1 Ž . both the top and the bottom. Now take ␦ * s n y 2, n y 1 X . The ny 1, n Ž . image of ␦ * m m is m, and so ␦ * m m is not 0 in G M . We now investigate some further properties of G. Proof. Take ␦ * as defined immediately above the statement of the Ž . theorem. If Q s 0 we can also take ␦ * s e. Let ␦ be 1-factors in B Q ,
< < We show that F and G connect S S n y 2 and S S n when F n y 2.
Proof. We do the case Q / 0 first.
Claim. I Q ( B Q e m
I Q . First, we examine the ele- 
Thus, any element of U can be written as a linear combination of terms of Ž . Ž the form ␦ e m , where ␦ has horizontal lines m q 1, m q 2 , . . . , n y Now a computation gives the result:
We do the case Q s 0 in a similar way. Just as above, the essence is to Ž . terms are zero because of the tensor product action.
We will start by showing we need only take ␦ as a diagram in I ny 2 . To 1 n Ž . be in H Q means it has a line from n y 1 in the bottom to n in the n bottom, so the bottom and top each have at least one horizontal line. Suppose there are more with i, j as a line in the bottom other than the one from n y 1 to n. Let iЈ, jЈ be a line on the top. Let ␦ X be a diagram X X . It is only left to show that the left actions are the same. This is certainly Ž . true for elements of Sym n , as the points and lines are permuted in the same way. Now examine the action of X . Once these agree the action is i, j Ž . the same, as these generate B Q . We first show that when i, j is a line in n Ž . d, the action gives 0. This is certainly true for X f d , as it is multiplied
one of the other horizontal lines in d, it means that i, j are joined by Ž . vertical lines in ␦ to, say, l, l q 1, which is one of the lines in top ␦ . shows that this action is the same and we are done.
In Q / 0 we know from Proposition 5.2 that G S S n y 2 s Ž . S S n . Applying F to both sides and using the fact that FG is the identity Ž . Ž Ž .. gives S S n y 2 s F S S n . The second statement is proved similarly. We give a different argument for Q s 0, which applies equally well for Q / 0 and is more direct than the above.
Ž .
mX
Recall that S S n is spanned by I m¨, where¨is a basis for n i i S ymŽ m.
S
. If ␦ is a diagram in I m , consider X и ␦. This is zero if ␦ has a line n n y1, n Ž . between n y 1 and n or if n y 1 and n are both free. If not it is i, j ␦ , where j is n y 1 or n and i -n y 1. This element can be considered in I mX by just taking away the four right-hand nodes that join n y 1 to n in extending it to I mX by adjoining four nodes with n y 1 and n joined in n both the top and bottom, and then acting by a transposition that moves n y 1 in the top to j in the top for any j -n y 2. Ž . Ž . trivial map from S S n q n y 2 to S S n q n y 2 , and we can apply 0 Ј 0 Ž . Ž . induction to get a nontrivial map from S S n into S S n . It is an Ј Ž . embedding as S S n is irreducible. We suppose then that eW s 0. Notice also that X¨s Q n 0 r2¨/ 0. This means¨is not in U. Also Ž . n 0 r2 Ž . X¨q U s Q¨q U , which is not 0 modulo U. This is a contradiction and shows eW / 0, which does this part.
In the case Q s 0, recall that is not empty. Now let y have free point Ž . Ž . Ž . 1, lines between 2, 3 , 4, 5 , . . . , n , n q 1 , and let the remaining points 0 0 Ž . be free. As above, let¨s f y m s . Now X¨/ 0 and argue as above. 
< <
Ž . Notice that for s n or n y 2, this occurs because S S n y 1 is Ž .
< < embedded in S S n x. For smaller this need not be true. However, a
There is a stronger statement here that holds for certain values of . It makes use of Corollary 4.4 and some properties of the tensor product. 
[ [ bottom of ␦ along with its adjacent edge to the point n q 2 in the top row and adding an edge in the bottom between points n q 1 and n q 2. The rest of the diagram remains the same. For example, gets mapped to Ž . Ž . It is straightforward to check that this is a B Q = B Q -isomorphism.
The key is to notice that the ''moved'' point is effected by neither the right 
works both when Q s 0 and when it is not.
Ž . [ S S n q 1 . Ž .: < < < < implies S S n , S S n / 0 for some and with -F n. This is w x also inherent in GL, 3.8ii . By Theorem 5.4, we can assume & n when Q / 0. If Q s 0, we are done.
which is an integer. If k ) 1, repeatedly apply Theorem 7.1 to obtain ã< < pair r with r s 2. Since each application of Theorem 7.1 reducest he size of the larger partition by one, this process will terminate in such a pair. This reduces the problem to the case k s 1, which we have just handled.
THE CASE s л
The necessary conditions given in previous sections are not sufficient for showing the existence of an embedding. In general, we do not have a Ž . Ž . method for determining whether S S n embeds in S S n . However, we can treat the special case when s л. Let a b denote the partition with b parts, all of which are equal to a. Ž . c p , which is a contradiction. Therefore, must be a rectangle. We 2 know from Theorem 3.1 that must be an even partition on n if S Ž .
Ž . occurs as a constituent of S S n as a Sym n -module. This means a is The points of the top row are associated with the boxes of the Ferrers diagram so that points 1 to a correspond to the boxes in the first row from left to right, points a q 1 to 2 a correspond to the boxes in the second row also from left to right, and so on. Note that the points n y 1 and n correspond to the two rightmost boxes in the bottom row. For example, with a s 4 and b s 3, the element is visualized as
In the following proof, the idempotent e is used. Following these diagrams, the obvious choices are made for the row and column stabilizers. where Y ( S m S with s a , a y 1 and Z ( S m S with by 1 by2 Ž . 2 s a , a y 2. Here we are using the notation a , a y 1 to denote the partition with b y 2 parts a, and a y 1 twice. Similarly a by 1 , a y 2 is the partition with b y 1 parts a and one part a y 2. Since S Ž1, 1. is the sign representation So, it suffices to show that X Zs 0.
ny 1, n Ž . Let U be the subspace of S S n spanned by all 1-factors in which point л Ž . Ž . n y 1 and n are adjacent. Notice that U is a Sym n y 2 = Sym 2 -module, Ž . Ž . where again Sym n y 2 acts on the first n y 2 points and Sym 2 on the Ž . Ž . last 2. The decomposition of U as a Sym n y 2 = Sym 2 -module is
[ &ny2 is even
In particular, U contains exactly one copy of the irreducible S m S Ž2. , which is denoted Z. Ž Ž . The map X takes W to U. Moreover, it is a Sym n y 2 = ny 1, nŽ .. Sym 2 -equivariant map. Thus it must map Z into Z. Notice the importance of the uniqueness of Z in W and Z in U. If this map is zero on Z, we are done. Otherwise, by Schur's lemma, it is a scalar. Up to this point, nothing in this proof has depended on the value of Q. However, the value Ž . of this scalar is a function of Q and is denoted ␣ Q . Pictorially, this is smaller than n y 1. Now X ␦ has lines from i to j and from n to ny 1, n n y 1. Apart from these nodes, X ␦ is the same as ␦. If this is to ny 1, n be ␦ , i and j must be in the same row in positions 2 t q 1 and 2 t q 2. All of the remaining terms of X ␦ are the same as in ␦. We must count ny 1, n the number of pairs , that give this. The situation is different if the images of n and n y 1 are not in the two rightmost columns. Suppose this for now. In particular, suppose 2 i q 1 and 2 i q 2 are adjacent in the columns s and s q 1, where s is odd and s F a y 3. Suppose and are such that ␦ has lines from the pair n y 1, n to the pair 2 i q 1, 2 i q 2, and all other lines are as in ␦. Looking at ␦ we see that has interchanged the pair in the last two columns of some row, say row k, with a pair 2 t q 1, 2 t q 2 in the same columns as 2 i q 1, 2 i q 2. Applying to ␦ puts these lines into the proper rows. In particular, 2 t q 1 is mapped to 2 i q 1 and 2 t q 2 is mapped to 2 i q 2. Moreover, the points above n y 1, n in the kth row are mapped to n y 1, n. There are aЈ y 1 such pairs of columns. There are two different ways to do each one: interchanging the term in the n y 1st column with the term in the column s or with the term in the column s q 1. This could have been from any of the b columns. All other column permutations must act on the lines together. The number of these not in the column containing 2 t q 1, 2 t q 2 and Ž . aЈy2 Ž . aЈy2 the last two is b! . The total number of possibilities is r b! и ŽŽ . . 2 Ž .
2
Ž . aЈ Ž . b y 1 ! и aЈ y 1 и 2 и b s 2 b! aЈ y 1 . We now must account for the lines that go from n y 1, n to a pair i, i q 1, where i and i q 1 are in the last two columns. We are assuming X ␦ s ␦ , and ␦ is the same as ␦ , except that there is a line from ny 1, n n, n y 1 to a pair of points in the last two columns. As ␦ has no vertical lines, n must be joined to a point in row s, but columns a y 1 and n y 1 must be joined to a point in row s and column a. As above, must be in R. Notice that if ␥ is the transposition interchanging n with the point in column s above it, ␥ s ␦. Let S be the subgroup of the C that fixes ␦.
It follows that must be of the form ␥ Ј, where Ј is in S. This is in the same coset of S as the transposition interchanging n y 1 with the point above it in the sth row. 
