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CHAPTER I. INTRODUCTION 
Economic data displaying seasonal variations is commonly analyzed 
using the time series approach as developed by Box and Jenkins (1976). 
The seasonal behavior of the observed series is commonly due to a varying 
mean, and a seasonal means model is used to account for the seasonal 
fluctuations. A second method of incorporating seasonality into a 
structural model is to consider the economic series to be generated by a 
multiplicative time series model of the type suggested by Box and Jenkins 
(1976). The multiplicative seasonal autoregressive processes with 
seasonal means seem to be reasonable approximations for many practical 
applications. 
Let satisfy the stochastic difference equation 
- ••• - (|)pB^ ) (l-ttj^ B^  - ... - aj^ B'^ '^ )Y^  
k—1 
= Z 6.^ 8. + e , (1.1) 
i=0 
where 
5^^ =1 if i = (t-1) mod k 
= 0 otherwise. 
{e^ } is a sequence of independent normal (0, a^ ) random variables and 
2 
B Is the usual backshlft operator defined so that B^ Y^  = Y^  . . Then t t-j 
{Y^ } Is a multiplicative seasonal autoregressive process of order 
(p, 0)x(r, 0) with period k and seasonal intercepts 0^ ,0^ ,^..., 0^ _^  . 
The value of r is generally less than 3 and the value of k is most 
commonly equal to 12 which corresponds to monthly observations. It is 
assumed that the roots of the polynomial equations in m , 
- ... - = 0 and m^ -<|i^ m^   ^- ... - (J)^  = 0 , are less than unity in 
modulus. The parameter space is restricted by the requirements that the 
roots of the two polynomial equations in m are constrained to lie within 
the unit circle. 
Given a realization {Y^ ; t = 1,2,..., nk} of nk observations, 
the least squares procedure is commonly used to estimate the parameters 
of the seasonal autoregressive process. The method of maximum likelihood 
is appealing under the assumption of normality, but is difficult and 
expensive to compute in all but the simplest case of a first-order 
seasonal autoregressive process with known means. The least squares 
estimators are consistent and asymptotically normal, but are biased in 
finite samples. In econometric work, small sample sizes ranging from 5 
to 20 years are frequently encountered such that the least squares bias 
of the autoregressive coefficients is appreciable in magnitude. 
Consider the first-order seasonal autoregressive process {Y^  ^ with 
period k which satisfies the stochastic difference equation 
1=0 
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where 5^  ^ and {e^ } are given in (1.1). This model is a special case 
of (1.1) with p = 0 and r = 1 . Approximate expressions for the mean 
and variance of the least squares estimator of p are obtained and some 
modified least squares estimators which correct for the least squares bias 
are proposed. In the case of the first-order seasonal autoregressive 
process, the least squares estimator for p is a ratio of two quadratic 
forms and some exact results for the moments of the least squares esti­
mator are possible. Other methods including the maximum likelihood pro­
cedure, are also considered. 
For higher order seasonal autoregressive processes with seasonal 
means, the least squares procedure is customarily used to estimate the 
autoregressive coefficients. The method of obtaining approximate 
expressions for the first-order seasonal autoregressive coefficient is 
extended to include higher order seasonal autoregressive processes. 
Approximate expressions for the biases of the least squares estimators 
for the parameters of a stationary normal second-order autoregressive 
process with seasonal means correct to terms of order n ^  are derived. 
Some modifications to the least squares estimators which adjust for the 
biases in the case of the second-order seasonal autoregressive process are 
proposed. Although it is seldom necessary to consider seasonal auto­
regressive processes of order greater than two, the methods of modifying 
the least squares estimators can be extended to include higher order 
processes. 
The various estimators for the autoregressive coefficients are 
asymptotically equivalent, but are expected to behave differently in 
4 
finite samples. The adequacy of approximating the small sample properties 
of the estimators by asymptotic orooerties requires investigation. 
A Monte Carlo study to evaluate the small sample behavior of the various 
estimators for the parameter of the normal first-order seasonal auto-
regressive process with seasonal means was carried out. The Monte Carlo 
study also investigated the adequacy of approximating the null distribu­
tions of the regression "t-statistics" by the Student's t distribution 
and compares the alternative predictors with the least squares predictor. 
Examples of seasonal autoregressive processes for which the above 
results are applicable, are presented. 
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CHAPTER II. REVIEW OF LITERATURE 
The majority of economic data display periodic fluctuations which 
recur every year with similar timing and intensity. Such behavior is 
commonly called seasonality. Considerable literature on analyzing econ­
omic time series is concerned with methods of dealing with seasonality. 
In recent years, autoregressive moving average processes have been pro­
posed for analyzing economic data. See Box and Jenkins (1976), Box, 
Hillmer and Tiao (1976), Fuller (1976), Jenkins and Watts (1968), and 
Parzen and Pagano (1977). With the advent of the computer, the auto­
regressive moving average schemes are widely accepted as a reliable 
method for estimating and predicting the behavior of a real 
process. 
Yule (1927), Walker (1931) and Slutsky (1937) first formulated the 
concept of autoregressive moving average schemes. The major contribution 
came in 1938 when Wold (1954) obtained a general representation for time 
series. Since then, a considerable body of literature in the area of 
time series dealing with parameter estimation and the order determination 
of time series models has appeared. More redently, Jenkins and Watts 
(1968) and Box and Jenkins (1976) extended the autoregressive moving 
averages to include seasonal time series. 
Most of the results in time series deal with stationary processes. 
A stochastic process is called strictly stationary if the distribution of 
(Y^  ,Y^  ,..., Y^  ) is the same as the distribution of (Y. _ ,Y. t, t_ t c.-m t_Tn 1 2 m  I  Z  
Y .,) for every set {t,, t_,..., t } and for every h such that 
t "Til I z m 
m 
6 
t^ , t^ +h G T , 1 = 1,2,..., m , where T ; is the set of time points at 
which measurements are taken. In many situations the form of the distri-
Dution is unknown and the lower order moments are used to characterize 
the process. A stochastic process is defined to be weakly stationary if 
its first and second moments exist and 
i) E(Y^ ) = p for all t in T , and 
ii) E{(Y^  - w)(Yt+h - %)} = Y(h) (2.1) 
for all t, t + h in T . The autocorrelation function is defined as 
P <h) = ^  . (2.2) 
Autocorrelations are measures of the relationship between successive 
values of a variable ordered in time and are of considerable interest in 
time series analysis. Much of the early work in time series was concerned 
with estimating the autocorrelations and deriving tests of independence 
between successive values of a variable. 
Anderson (1942), Dixon (1944), Durbin and Watson (1951), Geisser 
(1956), Hart and von Neumann (1942), Koopmans (1942), Leipnik (1947), 
Moran (1948), von Neumann (1942), Rubin (1945), Shenton and Johnson (1965) 
and White (1957, 1961) investigated the problem of testing for zero 
autocorrelation. 
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Anderson (1942) considered the distribution of the first circular 
serial correlation 
1^ = 
?1?2 + ?2?3 + ''' + ?n-l?n + 
n 
(2.3) 
Z (Y -Y )2 
t=l 
in samples from an independent normal series. He derived the exact dis­
tribution of r^  and higher order circular serial correlations. The 
first two moments of r^  ^ for the first-order stationary autoregressive 
process with = Y^  are 
G(ri) = ' (2.4) 
and 
var(r,) — . (2.5) 
 ^ (n+l)(n-l)2 
Dixon (1944) obtained an approximate form for Anderson's distribu­
tion by smoothing the characteristic function. The first four moments of 
the approximation agreed exactly with the noncircular moments. In fact, 
the distribution of r| is approximately distributed as the squared 
ordinary correlation coefficient in samples of n + 2 from an uncor-
related normal population. Koopmans (1942) reached the same result by 
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a different method. See also Rubin (1945), Madow (1945), Leipnik (1947), 
Quenouille (1948), Jenkins (1954) and Kendall (1957). 
Durbin and Watson (1951) have shown that certain modified noncircular 
definitions of the serial correlation coefficients have Anderson's distri­
bution in the uncorrelated case. 
Daniels (1956) derived sampling distributions of serial correlations 
using a saddlepoint method. In the case of a circular definition serial 
correlation, he obtains the Madow-Leipnik distribution. He was able to 
derive an approximate distribution for the noncircular statistic 
r = 
n 
Z 
t=2 ?t?t-l 
n 
Z 
t=2 ' jz 
(2 .6 )  
for the first-order autoregressive process with known mean. Daniels 
finds the approximate distribution of r given in (2.6) as 
— - 1 
h(r) =  ^ {l+0(n"^ )} . 
2-n^  rC% - 2)  ^- 1 
(l-pr)(l-2pr+p:) 
where p is the parameter of the first-order autoregressive process. 
When the mean is unknown, he considers the noncircular statistic 
9 
2 î (Ï,-Ï0)(ï,.l-ï„) 
. _ n — . (2-7) 
_1 •> " 
where Y_ = [2(n-l)] ( z Y , + z Y ) . The approximate distribution 
t=2 t=2 
of r is 
r § - 1 
h(r) il-r)(l-r^ (^^ -i) {i+0(n~^ )} , 
2tt ^  C"^ ) [N(l-p)-(Hp) ] (l-2pr'+p^ ) 
where N = n - 1 + (1-p^ ) ^  . Daniels also considered the general 
autoregressive process circularly defined. See also Phillips (1977, 
1978). 
Reeves (1972) gives a method of obtaining values of the distribu­
tion function of the statistic 
; « -4 .^ (2.8) 
where Y^  is a first-order autoregressive process of zero mean. In 
general, the distribution function involves approximating the distribution 
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of a linear combination of chi-squared variates. An exact result is 
obtained in a special case. 
Bias in Estimation of the Autocorrelation Function 
The estimation of autocorrelations plays a key role in analyzing 
time series. Various definitions of the serial correlation coefficients 
have been proposed and extensively investigated. The exact distribution 
of the estimated autocorrelations remains unknown despite the efforts of 
many investigators. Anderson (1942) obtained the exact distribution of 
a circularly defined serial correlation coefficient for a series of 
random normal deviates. He showed that the bias of the serial correla­
tion given in (2.3) is -(n-1) ^  . Moran (1948) showed that the bias in 
all serial correlations of a random series using deviations from the mean 
is -(n-1) ^  for both circular and noncircular definitions. It was 
realized that estimates of autocorrelations derived from certain types 
of stationary series systematically underestimate or overestimate the 
true values. Methods of deriving the extent of the biases have generally 
relied on approximations. 
The autocorrelation function of a stationary process is commonly 
estimated by the statistic 
r(h) = 
, n-h 
r' E (Y^ -W)(Y -^W) 
t=l  ^
n~^  E (Y -w)= 
t=l  ^
(2.9) 
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when the mean is known. Many modifications have been suggested that con­
sist of changes in the end terms, Y,, Y„, Y , Y , ; other modifications i / n n— 1 
involve multiplication by the factor n(n-h) ^  for 0 £ h £ n-1 . How­
ever, the estimator in (2.9) guarantees the positive definiteness of the 
estimated autocorrelation function. See Jenkins and Watts (1968). 
If the mean is unknown, the serial correlation may be defined by any 
of the following statistics: 
(n-h) 
.ifn-h 
-1 (n-h \ In-h t+h 
(n-h) 
,rh-h , /n-h ifTi-h 'n-h 
YL:,-(n-h) Z Y t+h t=l t+h 
(2.10) 
(n-h) -1 
r2(h) 
n-h 
t=l 
, jn-h \ f n-h 
• [ £  '4 t+hi (2.11) 
or 
rg(h) 
1 n/ n 
n'^ Fz Y=-n"l( E 
[t=l \t=l 
(2.12) 
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Various modifications in the end terms as well as modifications in the 
estimators of the mean terms have been considered. Numerous definitions 
of the serial correlation coefficients have been adopted by various 
authors. 
Orcutt (1948) first described the two sources of bias in serial cor­
relation coefficients. If the true mean of the series were known, un­
biased estimators of the numerator and denominator of p(h) are 
available; however, the expectation of their ratio Is not the ratio of 
their expectation in general. This is the first source of bias which is 
Inherent in ratio estimators. The second source of bias results from 
estimating the mean when the true mean is unknown. 
Hurwlcz (1950) considered the first-order autoregresslve process 
with mean level known and initial condition YQ = 0 . He showed that the 
least squares estimator of p is biased in finite samples, and evaluated 
the bias exactly for samples of size 3. For larger sample sizes, he dem­
onstrated the existence of a bias that tends to zero as the autoregresslve 
parameter goes to zero. 
Sastry (1951) derived the biases of the serial correlation coeffi­
cient by assuming that 
for any A and B such that E(B) f 0 . He considered the two defini­
tions of the serial correlation coefficient in (2.10) and (2.12) and 
evaluated the second source of bias of each estimator. Sastry concluded 
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that r^ (h) was a more acceptable estimator than r^ Ch) , but indicated 
the bias of r^ (h) can be large for moderate sample sizes. 
Marriott and Pope (1954) considered the three definitions of the 
serial correlation coefficient given in (2.10), (2.11) and (2.12). Of 
the three autocorrelation estimators, only r2(h) seemed reasonable as 
it employs a sensible correction for the mean in the numerator and de­
nominator and is not cumbersome to calculate. Using r2(h) as an esti­
mator, they obtained approximate expressions for the bias of the serial 
correlation coefficient to terms of order n for a first order auto-
regressive process with normal random variables. 
Using the notation of Marriott and Pope, denote the numerator and 
denominator of r by 
, n-k , I n-k \ / n-k \ 
and 
(1 • 
respectively. They expand r ^(k) in a binomial series to the second 
order of approximation to obtain 
14 
E(N ) Cov(N. ,D) E(N,)Var(D) 
E{r (k)} + . (2.13) 
2 [E(D)]2 [E(D)]3 
For a first-order autoregressive process with zero mean and normal random 
error, the authors consider the terms 
and 
To terms of order n ^  , the authors evaluate the means of and D 
as 
k _ 
E(N. ) = — + 0(n (2.14) 
1-p^ n(l- p 2 )  
and 
E(D) = — + 0 (n"2) 
1-p^  n(l-p^ ) 
(2.15) 
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The second moments of and D' are derived to terms of order n ^  
as 
var(D') =  ^(^ -2^  (2.16) 
n(l-p^ )^  
and 
covQI', D') = C(k+l)-(k-l)p'] _ (2.17) 
" n(l-p2): 
The second moments of and D are equal to the second moments of 
and D' to order n ^  . 
Substituting these results in (2.13), led Marriott and Pope to the 
approximation 
E{r2(k)} = jll+p) (1-p ) + 2kp^  +0 (n"^ ) . (2. 18) 
When the true mean is known to be zero, the authors obtain the approxi-
ic 
mate mean of the corresponding value for r (k) , 
E{r*(k)} = pk - 2n"l kp^  + 0(n"^ ) • (2.19) 
If k = 1 , 
16 
E{r (1)} = p-n"^ (l+3p) + 0(n"^ ) , (2.20) 
and 
E{r (1)} = p - 2n~^  p + 0(n"^ ) . (2.21) 
An asymptotic expression for var^ rgCk)) to order n~^  has.been 
derived by Bartlett (1946). The variance of ^^ (k) is 
var(r (k)) = ^  r(l+p'^ )(l-p ) _ 2kpH + 0(n"2) . (2.22) 
L (1-p*) J 
This expression also holds for var(r (k)) . 
Kendall (1954), in a related note, obtained more general results in 
evaluating the intermediate results in deriving the approximate bias of 
serial correlation coefficients. He evaluated the approximate mean of 
r^ (k) given in (2.10) to order n ^  as 
E(r^ (k)) = (1-pk) + 2kp^  . (2.23) 
This is seen to be the result obtained by Marriott and Pope for rgCk) . 
Kendall stated that such expressions are probably satisfactory for 
values of p near zero, but are of very doubtful validity for p near 
17 
to unity. The distribution of the serial correlation coefficient is 
highly skewed such that the use of expectations as a criteria of bias is 
open to question. Considering terms to order n ^  or n ^  does not 
necessarily give better results. 
White (1961) considers the first serial correlation given in (2.8) 
for a first-order autoregressive process of zero mean. Denoting the num-
n n 
erator and denominator of p by U = z Y Y  ^ , and V = E Y^  , , 
t=2  ^  ^ t=2 
respectively, he obtains the first two moments of p by considering the 
joint moment generating function of U and V . The integrals involved 
k^ in evaluating E(p ) are computed by expanding the integrand in a 
Maclaurin series and then integrating terrawise. When YQ = 0 , White 
A —3  ^
obtains, to terms of order p n , the first two moments of p as 
E(p) = ) p+^ p^ + — P^ + ()(n"^ ) , (2.24) 
\ " n2 n3/ " n3 
and 
var (p) 1 
n2 n3 
1 + 14 _ 73 
" n2 n3 
+ + 0(n-4) . (2.25) 
n" 
When YQ is a normal random variable with mean zero and variance 
— 1 ^ 
o^ (l-p^ ) > the first two moments of p are 
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E(p) = + 0(n (2.26) 
n' 
and 
var (p) = In : + "T 1 +5 
n' n-
J. 
n 
13 , 69 
— + - ,2 _ 
n' n-
20 
n" 
0(n-^ . 
(2.27) 
-1  To tems of order n the first two moments of p for the two models 
with differing initial conditions agree. The results derived by Marriott 
and Pope (1954) and Kendall (1954) are in agreement as well. 
Estimation of the Parameters of an Autoregressive Process 
The sampling theory approach to the estimation problem of an auto­
regressive process has generally been analogous to the treatment of the 
univariate regression model. While there are a variety of estimators 
recommended for these models on the basis of their asymptotic character­
istics, the small sample properties of these techniques have proved 
difficult to derive analytically. In the past, there have been a number 
of Monte Carlo studies examining their respective small sample perfor­
mance patterns. See Marriott and Pope (1954), Copas (1966), Tliornber 
(1967), Orcutt and Winokur (1969), Salem (1971), Min (1975) and Bora-
Sen ta and Kounias (1980). In economic data, small samples are frequently 
encountered in practice. Generally, 5 to 20 years of monthly or 
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quarterly data are commonly available for time series analysis. The 
systematic bias arising from well-known estimation procedures can be 
substantial when the series length is moderately small. 
The autoregressive time series of order p is defined by the 
stochastic difference equation 
= «0 + "l\-l + »2^t-2 + + Vt-P + \ • (2-2») 
t = p+1, p+2,..., where the are uncorrelated (0, a^ ) random var­
iables and Y^ , Y^ ,..., Y^  are initial conditions. It is assumed 
that Op f 0 and the roots of the characteristic equation 
m^ — ^ ^ — ••• ~ oip — 0 (2.29) 
are less than one in absolute value. The parameters of the model and the 
variance of e^  are to be estimated from an observed sequence 
The first-order autoregressive process with unknown level has re­
ceived considerable attention in the literature. The process can be rep­
resented by 
(Yj. - u) = - y) + . (2.30) 
20 
t = 2,3,4,..., where is the initial condition and p is less than 
one in absolute value. When = C , the first-order autoregressive 
process will be denoted as model A ; when Yj^  is a normal 
(y > random variable, the process will be denoted as model 
B . 
Multiplying equation (2.28) by (Y^ _^  -y ) for h > 0 and taking 
expectations of both sides, one obtains a system of equations relating 
the autocovariance function to the coefficients of the model. The equa­
tions corresponding to h = 1,2,..., p are 
Y(1) ~ + 02?^ )^ + ... + ttpyCp-l) 
Y(2) = a^ y(l) + QgYfO) + ... + apY^ P"^ ) (2.31) 
Y(p) = aiY(P"l) a2Y(P"2) + ... + «pY(0) 
which is a system of p simultaneous equations known as the Yule-Walker 
equations. See Yule (1926), Walker (1931). By dividing (2.31) by 
Y(0) , the autocorrelation function is similarly related to the coeffi­
cients of the model. 
Yule (1927), Wold (1954) and Kendall (1947) suggested the use of 
1^ (1)(1-n ^ ) as an estimate of p in model (2.30). For a second-order 
autoregressive process, the Yule-Walker equations are of the form 
p(1) = + agp(1) 
p(2) = OgPfl) «2 
21 
The authors propose substituting r2(l)(l-n and rg(2)(l-2n. for 
p(l) and p(2) , respectively and solving the equations for and 
«2 • This method gives the Yule-Walker estimates of and «g as 
_ r(l) - r(l)r(2) 
'1 l-[r(l)]2 a, = , (2.32) 
and 
~ = r(2) - [r(l)]2 _ (2.33) 
l-[r(l)]2 
Levinson (1947) and Durbin (1960) give a recursive procedure for obtain­
ing the Yule-Walker estimates of a p-th order autoregression. 
The studies on the serial correlation coefficients are related to 
the estimation of parameters of autoregressive processes as seen by the 
Yule-Walker estimates. In particular, the parameter of the first-order 
autoregressive model is estimated by the first serial correlation coeffi­
cient. From the previous section, the estimators of p are biased for 
the autoregressive parameter. 
The estimation of the parameters of an autoregressive process is 
generally treated as an estimation problem in a univariate regression 
model. The ordinary least squares procedure provides the best linear 
unbiased estimators in the classical linear regression model. Mann and 
Wald (1943), in a classical paper, have shown that the least squares 
22 
estimators are consistent and asymptotically normally distributed in the 
autoregressive case. However, the assumptions of the Gauss Markov 
theorem are not met in the autoregressive case since lagged values of the 
dependent variable are not distributed independently of the error term 
for all lags. For finite samples, the least squares estimators are gen­
erally biased. 
For the first-order autoregressive process, the least squares esti­
mator of p is 
P* - 4^  (2.34) 
til 
when the mean is known and equal to zero. When the mean is unknown the 
least squares estimator is 
P - . (2.35) 
— -1 " — n 
where Y_ = (n-1) Z Y and Y, = (n-1) Z Y , . It is well-
" t=2 c t=2 
known that the conditional maximum likelihood estimators, conditional on 
1^' ^ 2*"*' ^p ' the autoregressive parameters lead to the least 
squares estimators. 
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Koopmans (1942) considered the maximum likelihood estimator of the 
parameter p in model B with zero mean. The maximum likelihood esti­
mator of p is obtained as the solutions to the equation 
g(p) = a^ pS + agpZ + a^ p + a^  = 0 , (2.36) 
where 
2^ 
' - M ,1 • 
n-l , n 
n 
For a stationary first-order autoregressive process, the maximum likeli­
hood estimator of p is defined as the unique root of (2.36) between 
-1 and 1, where 
•^MLE 3 ^3 (**2 ~ 3^1*3)^ cos e - 2 ^2^3 (2.37) 
and 
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8 = Y arccos 
- 9=1^ 2=3 + 27*0*3)(*2 " 3*1*3) 
For a discussion concerning the roots, see White (1961), Anderson (1971) 
and Hasza (1980). 
For higher order autoregressive processes, the maximum likelihood 
procedure has no closed form solutions. Box and Jenkins (1976) proposed 
a method that gives the approximate maximum likelihood estimators in the 
S(a) = E [e ]2 , 
t=-k 
where [e ] = - a,Y^  a , t = p+1, p+2,..., n and 
t t L) i t-i p t-p 
case of normally distributed errors. The estimates Og, 
imize the sum of squares 
> • • • > ot. p min-
n 
f • • • > [e are found from 
- a_Y 
P t-p 
t = p,p-l -k , 
where 
t < 0 . 
Recursive algorithms such as Marquardt's (1963) algorithm are used to 
perform the iterations. 
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Burg (1967, 1968) suggested a method of estimating the autoregres-
sive parameters based on the Levlnson (1947)-Durbin (1960) procedure 
used in computing the Yule-Walker estimates. Increasing orders of auto-
regressions are fit in a stepwise fashion. Denote the estimate of the 
k-th coefficient when fitting an autoregression of order p as » 
and the estimate of as . The recursion "begins with 
n 
'0 ° 
1(1) n 
- ; jj - *1(1)) 
when the mean is known and equal to zero. At the p-th stage, define the 
residuals from a p-th order autoregression by 
*t(p) =^ t - \(p)Vk ' t: = p+1,..., n 
p-1 
~ ^ t ~ k=i(*k(p-l) p^(p)^ p-k(p-l))^ t-k *p(p)^ t-p 
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Similarly the backward residuals are 
p-1 
t^(p) ~ ^ t k=i^ k^(p-l) *p(p)^ p-k(p-l))^ t+k *p(p)^ t+p ' 
t = 1,2,..., n-p . The coefficient p^(p) minimizes the sum of squares 
n 
E 
t=p+l ''t(p):' 
n-p 
+ E 
t=l 
giving 
n 
2 E 
P(P) 
C=P+1 t^Cp-u'^ t-p (p-1) 
n-p 
E [h 
t=l t(p-l) 
(2.38) 
V 
The other coefficients are updated by 
*k(p) (^p-1) " *p(p)*p-k(p-l) ' k - 1,2 P-1 
and 
S = S 
p-1 
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When the mean is unknown, - Y is substituted in place of Y^  and 
the recursion proceeds as before. See Burg (1975), Ulrych and Bishop 
(1975), Jones (1978), and Robinson and Silvia (1980). 
The various estimators considered are asymptotically equivalent but 
behave differently in small samples. It is well-known that the estimation 
methods are biased in finite samples although the exact distributions of 
the estimators are not known. In the case of the first-order autore-
gressive process, a number of methods have been proposed for reducing the 
bias in the estimate of p . 
Quenouille (1949) suggested a method of removing the bias in the 
least squares estimators of autoregressive parameters. Assuming the bias 
is proportional to n , the method consists of dividing the series into 
halves and estimating the autoregressive parameters using the whole 
series and each half separately. An estimator of p unbiased to order 
n ^  is obtained as 
p = 2p - %(p' + p") , (2.39) 
where p' and p" are the least squares estimator of p for the first 
and second halves, respectively. 
For the first-order autoregressive process with unknown mean, a 
nearly unbiased estimator of p , based on the work of Marriott and Pope 
is 
28 
mp 
n-1  ^ 1 
n-4 P n-4 (2.40) 
where p is the ordinary least squares estimator. When the true value 
of p is zero, o is an unbiased estimator of o • 
mp 
Salem (1971) suggested two methods of reducing the bias in the least 
squares estimator of p for the first-order autoregressive process with 
unknown mean. The first estimator which corrects for the bias in esti­
mating the mean is given as 
1+c 
P i  — •  ( 2 . 4 1 )  
The second estimator is based on a ratio estimator suggested by Beale 
which is nearly unbiased. The form of the estimator is 
p i±e. + _^  
_i-p i-pL 
ri+; 2(1+;^ )"" 
% ' « 
i'p i-p^_ 
Bora-Senta and Kounias (1980) recently proposed a method for param­
eter estimation of an autoregressive model with unknown mean. The 
authors propose an iterative procedure using modified estimators of the 
autocorrelations 
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Âh - 'h |1 - I ' <2.43) 
where 
-1 
n-h 
CH - N Z (Y,-Y) (Y^^^-Y) 
t=l 
'^ h = Ct/Co 
], -
«iPi - «292 
^0 (1 -
- Op): 
(2.44) 
The iteration proceeds as follows: 
i) As a first approximation, compute  ^= r^  , h = 1,2,..., p . 
ii) Using Pjj  ^ > h = 1 to p , compute the Yule-Walker type esti­
mates 02,1'''"' "p,l * 
iii) Calculate Â/y^  from (2.44) using the estimates ,^ 
h = 1 to p . 
iv) Obtain second approximations 2'  ^~ 1,2,..., p , using 
Â/ÇQ in (2.43). 
v) Check the conditions for stationarity. If violated, take the 
previous estimates. 
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vi) If not violated, continue until the sum of squares 
"^ 1 j^ f^ "^h,l+l ~ Oh,l)^  
P . 
is less than a quantity « . 
For a first-order autoregressive process, the authors consider the esti­
mator 
Marriott and Pope (1954) studied the bias of the first-order serial 
correlation in a limited Monte Carlo study. Empirical results indicated 
that the approximate bias underestimated the true biases in small samples. 
The approximate variances are not satisfactory in the first order auto­
regressive process and tend to underestimate the sampling variance. 
Copas (1966) compares the performance of a Bayeslan estimator of the 
first-order autoregressive parameter with zero mean to the least squares, 
maximum likelihood and the bias corrected estimator associated with 
Marriott and Pope. Barnard et al.(1962) proposed a Bayeslan estimator 
corresponding to a uniform prior defined as 
p = r^ (l +f) + ^  . (2.45) 
pL(p)dp 
(2.46) 
L(p)dp 
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where L(p) is the likelihood function of the series. The "mean likeli­
hood" estimator , gave the smallest average mean square error when 
averaged over the values of p considered. For values of -0.30 < p 
£ 0.6 , gave the least mean square error, the least squares estima­
tor being slightly better for p >0.6 . For values of n = 10 and 20 , 
the Marriott and Pope adjusted estimator had a large mean square error 
because the reduction in bias did not compensate for the increase in 
variance. 
Thornber (1967) compares the small sample prooerties of the least 
squares, weighted least squares, maximum likelihood and Bayesian estima­
tors of p from model B with p = 0 . The weighted least squares 
estimator 
J2't ' - :  
P2 = (2.47) 
is derived by minimizing the sum of squares 
n 
V = (l-p2)Y2 + E (Y - pY )2 . 
t=2  ^
Based on an expected risk measure, the Bayes estimator is optimal. How­
ever, the least squares estimator is nearly as good and easier to compute. 
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Orcutt and Winokur (1969) evaluated several estimates for the first 
order autoregressive process with unknown mean. The least squares esti­
mator of p and two bias corrected estimators, based on the work of 
Marriott and Pope (1954) and Quenouille (1949), are compared using Monte 
Carlo techniques. Estimates of the expected value and variance of p 
for each of 48 combinations of (p, n) are based on a sample of 1,000 
series. Both modified least squares estimators were essentially unbiased 
for all combinations of (p, n) considered. For values of p near zero, 
the least squares estimator had the lowest mean square error; for larger 
values of p , the modified least squares estimator, based on Marriott 
and Pope, had a smaller mean square error. The modified least squares 
estimator, based on Quenouille, had uniformly larger mean square error 
than the least squares or Marriott and Pope's estimators. 
Predictions using the three estimates of p were also considered by 
Orcutt and Winokur. All three predictors were nearly unbiased and per­
formed equally well for large samples. The least squares predictor had 
the smallest variance for all values of n and p considered. The 
authors conclude that standard least squares prediction appears nearly 
optimal in small samples. 
Salem (1971) compared the least squares estimator of p and three 
modified least squares estimators given in (2.40), (2.41) and (2.42). 
Five values of n ranging from 6 to 36 and 9 values of p between 
-0.99 and 0.99 were used. The sample mean, variance and mean square 
error of each estimator were calculated for each (p » n) combination by 
summing over 1,000 samples. The modified estimators, based on Marriott 
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and Pope and Beale are nearly unbiased for all values of n and -1.0 
< p < 0.9 . For values of -0.9 < p < 0.0 , the least squares estimator 
had the smallest mean square error. Little differences in mean square 
error among the estimators were noted for values of -0.99 < p < -0.60 . 
For values of 0.0 < p < 0.90 , the estimator p^  had the smallest mean 
square error, the Marriott and Pope estimator doing slightly better 
for 0.90 •< p < 0.99 . 
Sawa (1978) evaluated the exact moments of the least squares esti­
mator for the stationary first-order autoregressive process with a normal 
error process. Based on the moment generating function of the numerator 
and denominator of p , the moments of the least squares estimator are 
obtained by numerically integrating the partial derivatives of the moment 
generating function. Kendall's (1954) approximation to the mean and 
Bartlett's (1946) approximation to the variance are shown to be satis­
factory unless the parameter value is close to the boundary of the 
stationary region. 
De Gooijer (1980) derived the first four exact moments of the sample 
autocorrelations for a stationary autoregressive moving average process 
using Sawa's (1978) approach. The author concludes that exact formulae 
for the moments of the sample autocorrelations are not analytically 
tractable. The approximate moments of the serial correlations are ade­
quate for relatively small sample sizes. 
Ansley and Newbold (1980) analyzed numerically the small sample 
properties of the exact maximum likelihood, exact least squares and con­
ditional least squares estimators for stationary autoregressive moving 
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average time series with zero mean. For a series length of 50, the 3 
estimators were very similar in terms of prediction mean square error for 
autoregressive processes. The authors preferred the maximum likelihood 
estimators in general, based on its superior performance for autoregres­
sive moving average processes. Some results for seasonal models are pre­
sented and the maximum likelihood estimator is still preferred. 
Min (1975) evaluated the small sample properties of various esti­
mates for model A with zero mean. Empirical means and variances of esti­
mates for various values of p and n = 100 are obtained by averaging 
over a sample of 100 series. An estimator suggested by Quenouille (1956) 
had the smallest bias for most values of p considered. For n = 100 , 
little differences between the means, variances and mean square errors 
of the various estimators were observed. 
Bora-Senta and Kounias (1980) evaluated the small sample performance 
of thçir proposed modified method of moments procedure and four other 
methods which include the least squares and Yule-Walker estimators. 
Three different parameter values for each autoregressive model of orders 
1, 2. and ?j with series length of 20 and 200 were used. The least squares 
estimates had the smallest variances but systematically underestimated 
the true values. The proposed modified method of moments estimates had 
the smallest biases with only a slight increase in variance for n = 20 . 
For large samples, the time domain estimates were nearly identical in 
both means and variances. 
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Predictions for Autoregressive Processes 
Time series models have been used extensively by practitioners in 
varying disciplines to provide adequate forecasts based on historic data. 
The main objective of many time series analysis is to predict future 
values in the short term to perhaps aid in managerial decision-making. 
There has been a recent interest in deriving expressions for the mean 
square of the prediction error for autoregressive processes. The 
sampling theory approach to obtaining forecasts of autoregressive proc­
esses is analogous to least squares predictors of univariate regression 
models. 
For a stationary p-th order autoregressive process with known param­
eters, the one period ahead predictor with minimum mean square error is 
\+l "O + "jVj 
The h-step ahead predictor with minimum mean square error is obtained 
recursively from 
Lh • «0 + ' "-4») 
where Y ,. = Y ,. for i < 0 . It is well-known that the error of 
n+j n+j — 
predicting h steps ahead is given by 
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h-1 
\+h ~ \+h "j®n+h-j ' ^  1,2,3,... , 
where WQ = 1 and w^ .w^ ,Wg,... , are coefficients determined in the 
infinite moving average representation of , 
''t = .fg "j^ t-j • 
The mean squared error of the h-step ahead predictor is 
h-1 
of = 0% E w? , (2.49) 
j=0 J 
where = E(ep . 
The coefficients of the autoregressive process are seldom known and 
must be estimated from an observed portion of the series. The predictor 
of is obtained by substituting the estimates for , i = 0 
to p in (2.48). Manageable expressions for the mean square error of 
multi-step predictors from an estimated autoregressive model have been 
derived by a number of authors. See Davisson (1965), Box and Jenkins 
(1976), Bloomfield (1972), Bhansali (1974), Schmidt (1974), Yamamoto 
(1976), Phillips (1979) and Fuller and Hasza (1980). Most authors made 
the assumption that the observations used for prediction are independent 
from those used in estimating the autoregressive parameters. The 
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exceptions are Davlsson, Bloomfleld, Phillips and Fuller and Hasza. 
Only Fuller and Hasza permit a nonzero mean. Fuller and Hasza (1978) 
have shown that the least squares predictor is unbiased for the first-
order autoregressive process with symmetrically distributed error 
process. 
Davisson (1965) derived an expression for the asymptotic mean square 
error of a one period ahead predictor for a p-th order autoregressive 
process with zero mean. He showed that 
where n is the length of the series used to construct estimates of the 
autoregressive parameters. Bloomfield (1972) obtained the same result 
using a different technique. 
Box and Jenkins (1976) pointed out the difficulty in obtaining ex­
pressions for the asymptotic mean square error of h-step ahead predictors. 
For the simplest first-order autoregressive process with mean zero, the 
authors derived the mean square error as 
= of(l + n"^ ) +0(n~2) , (2.50) 
(2.51) 
where cr^  is the mean square error of predicting h steps ahead using 
known coefficients given in (2.49). 
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Bhansali (1974) obtained the asymptotic mean square error of h-step 
ahead predictors for a stationary p-th order autoregressive process as 
The result agrees with Bloomfield's result when h = 1 but differs 
notably from the result of Box and Jenkins when h >. 1 . Schmidt (1974) 
derived the asymptotic mean square error of multi-step predictors for a 
more general simultaneous autoregressive model with exogenous variables. 
Yamamoto (1976) derives an alternative expression for the asymptotic 
mean square error of h-step ahead predictors which is compatible to the 
results of Bloomfield and Box and Jenkins. Letting = (Y^ ,Y^ _j,..., 
t^-p+1^  ' linear least squares predictor of Y^ ^^  is Y^ ^^  = a*(h)Y^  
when the autoregressive parameters are known, and is = a (h)Y^  
when the coefficients a'= (a,, a„,..., a ) are estimated. Let 
1  ^ p 
[9a'(h)/9a] = . Then the prediction error (Y^ ^^  - Y^ ^^ ) is given by 
n+h n+h (2.52) 
h-1 
+ (a-a)'l^ Y^  + Op(n~S • (2.53) Y - Y 
n+h n+h j!o 
The asymptotic mean square error of prediction, to order n -1 is 
obtained as 
(2.54) 
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where r = E(Y^ Y^ ) , when a is independent of {e^ } . 
Phillips (1979) considered the distribution of the forecast error 
for the stationary first-order autoregressive process with zero mean con­
ditional on the last observation . Assuming that the least squares 
estimator of p and Y^  are independent, Phillips derived an approxi­
mation of the conditional distribution of Y^ ^^  using an Edgeworth-type 
expansion. 
Fuller and Hasza (1980) studied the mean square error of the. h-step 
ahead predictor conditional on the last p observations from a station­
ary p-th order autoregressive process with normal errors. The usual 
least squares procedure provides a consistent estimator of the conditional 
mean square error of the one-step ahead least squares predictor. The 
authors obtain as an expression for the conditional mean square error of 
!n+h In 
W<ïn+h- W ' L Y  
h-1 
E 
j=0 
= 0% Z A^ MA'^  + n~^  Z Z Y 
h-1 h-1 _i_ 
j=o k=o \+h-k-l 
A^ MA^  
+ ^ n ' (2.55) 
where 
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A = 
0 
G 
«2 ... Op.i 
0 ... G 
1 • 
G ... 1 
0 ... G 
0 
G 
G 
1 
!n+j - 3=0.1.2 & . Lh = 
and M is a matrix with 1 in the upper left hand corner and zeroes 
elsewhere. The results of Phillips, Yamamoto and Davisson are obtained 
as special cases of (2.53). 
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CHAPTER III. ESTIMATORS FOR THE PARAMETER p 
IN THE FIRST-ORDER SEASONAL AUTOREGRESSIVE MODEL 
The estimation of the parameters of autoregressive processes has 
many analogies to the sampling theory approach to univariate regression 
models. Various methods based on the least squares procedure are commonly 
used to estimate the autoregressive parameters. With the additional 
assumption of normality, maximum likelihood estimators have been con­
structed by various authors. Whittle (1951) has shown the maximum like­
lihood estimators to be consistent and asymptotically normal. See also 
Mann and Wald (1943). In the absence of normality, the least squares 
estimators have been proven to have the same asymptotic distribution as 
the maximum likelihood estimators. See Walker (1964) and Whittle (1962). 
Theoretical studies of the maximum likelihood estimators and the 
least squares estimators have shown the asymptotic properties of the 
various estimators to be equivalent. For samples of the size generally 
encountered in econometric work, it is expected that the estimators will 
differ-appreciably from one another. In this chapter, alternative 
estimators for the parameter of the first-order seasonal autoregressive 
process are derived. 
The maximum likelihood and least squares methods of estimation are 
biased. The seriousness of the bias depends on whether the mean of the 
process is known or is estimated from the observed series. The estimators 
of the parameters of seasonal time series models with unknown seasonal 
intercepts will be shown to have substantial biases. 
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Consider the first-order seasonal autoregresslve process {Y^ ,} of 
period k which satisfies the stochastic difference equation 
(3.1) 
where 
= 1 if i = (t-1) mod k 
= 0 otherwise , 
and ^^ «Yg,..., Y^  are initial conditions and {e^ J is a sequence of 
independent normal (0,a^ ) random variables. The parameter p is 
assumed to be strictly less than one in absolute value. The parameters 
0^  , i = 0,1,..., k-1 , are the seasonal intercepts associated with the 
various periods. The first-order stationary autoregresslve process with 
nonzero mean is a special case of (3.1) corresponding to k = 1 . 
A more useful representation of the process {Y^ J is obtained by 
making use of the double subscripts notation Y^  ^, where t = (i+1) 
+ k(j-l) . The variable Y^  ^ denotes the sampled value for the i-th 
period of the j-th cycle and satisfies the stochastic difference equation 
(3.2) 
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j = 2,3,4,..., and i = 0,1,2,..., k-1 . The observations for period 
i constitute a realization from a first-order autoregressive process 
with a nonzero intercept and parameter p . 
Given a realization of nk observations from the model (3.2), the 
least squares estimator of p is given by 
where 
and 
[(n-l)k] 2 2 
POLS Ci , : ' 
[(n-l)k]"^  Z E (Y 1-Y 
i=0 j=2 
j, "ij 
_ 1 n 
Y.T = (n-1) Z Y. , i = 0,1,2,..., k-1 . 
j_2 I'J 
By conditioning on the initial k observations, the maximum likelihood 
estimator of p is the same as the least squares estimator of p given 
in (3.3). The estimator PQ^ g can lie outside the stationary region 
(-1,1) even though the observed series is stationary. 
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Despite the efforts of numerous Investigators, the exact distribu­
tion of Pqls G^malns unknown. Methods of deriving expressions for the 
first two moments of Pq^ q have relied on series expansions and large 
sample theory. Sawa (1978) gives a method for computing the exact 
moments of the least squares estimator of a stationary first-order auto-
regressive parameter but no closed form expressions are given. However, 
the mean of pQ^ g be evaluated exactly if the series is random, 
i.e., p = 0 . The result is given the following lemma and is based 
on the work of Moran (1948). 
Lemma 3.1. Let be a sequence of independent (vi^ ,a^ ) random 
variables. Then the expectation of Pqls i^ven in (3.3) is 
E(pols) = -(n-1)"^  . (3.4) 
Proof. The distribution of pQ^ g Is independent of the parameters 
0^ , 1=0 to k-1, since the variables - Y^  ^ are independent­
ly distributed of 9^  » 1=0 to k - 1 . Without loss of generality 
the seasonal intercepts 0^  are assumed to be zero. The expected value 
of Pqls is evaluated as 
- M : 
1-0 
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— —(n—1) . y 
The mean of PQ^ g for a random series can also be derived exactly 
using Sawa's technique which is given in Appendix A. The least squares 
estimator has a downward bias in the case of independent observations 
with unknown means. In the case of a random series with known means, the 
least squares estimator of p is given as 
O^LS ~ k-1 n 
i=0 
(3.5) 
The method of obtaining the mean of p t^c  is not useful in deriving the ULd 
mean of Pqls ' Sawa's method can be used to obtain the moments of 
* * 
p_ exactly. The first two moments of p _ ^  are given in the follow-
ULib UXJO 
ing lemma. 
Lemma 3.2. Let be a sequence of independent normal ran-
* 
dom variables. Then the first two moments of Pqls given as 
®(Pols' " ° • 
and 
E(p*%) = [k(n-l) + 2]"1 + 4(n-l)-l[k2(n-l)2 - 4]"^  . (3.6) 
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Proof. Let the matrix L be the n x n matrix with elements 
n 
equal to one along the first upper diagonal and zeroes elsewhere. Let 
the matrix be the n x n matrix with the first n - 1 diagonal 
elements equal to one and zeroes elsewhere. Let 
, i = 0,1,2,..., k-1 , then the least squares estimator given 
in (3.5) has the representation 
* 
Pols k-1 
ifo 
Each , 1=0 to k - 1 , is an n x 1 random vector which is 
distributed as N(0, lo^ ) • Since p is distributed independently of 
M, ULb 
, we can assume = I. without loss of generality. The n x n 
diagonal matrix A containing the eigenvalues of is equal to B^  
and the matrix C is equal to 2 ^ (L^  + L^ ) . Using Theorem A.2, the 
first moment of PQ^ g is equal to zero since Cjj = 0 , j = 1,2,..., n . 
The second moment of Pqls computed using equation (A.13) as 
/g (i+2j^ x) (l+2AjX) (1+2*)'''""^ '^^  
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= k (n-2)[k(n-l)+2]"^ [k(n-l)]"^  
+[k(n-l)]"l[k(n-l)-2]-l 
= [k(n-l) + 2]"1 + 4(n-l)"l[k2(n-l)2 - 4]"^  0 
In the case of the first-order seasonal autoregressive process with 
known means, the least squares estimator of p is unbiased when the true 
value of p is zero; when the means are unknown the least squares esti­
mator of p displays a negative bias which is attributable to the esti­
mation of the means. Exact expressions for the first two moments of 
Pg^ g are considerably more difficult to derive using the moment generat­
ing function technique of Sawa. Useful approximations to the first two 
moments of ^^ e derived based on the work of Marriott and Pope 
(1954). Some results given by Bartlett (1946) and Parzen (1957) which 
Theorem 3.1. Let be a stationary time series with absolutely 
summable covariance function. Then 
will be useful in obtaining the moments of p are presented. 
lim n var(Y ) = Z Y(h) , (3.7) 
n-H» h=-<» 
where Y denotes the sample mean, Y = n ^  , Y^  . 
• t=l t 
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Proof. See Fuller (1976, p. 232) or Anderson (1971, p. 459). i 
For a stationary time series with known mean, an unbiased estimator 
of the autocovariance at lag h is 
, n-h 
C(h) = (n-h)"^  Z -vt) . (3.8) 
t=l  ^
In general, the mean y is unknown and an estimator of Y(h) is 
 ^ _ 1 
Y(h) = n (Y^rY.)(Yc+h-Y.) (3.9) 
which has a bias of order n  ^. 
Theorem 3.2. Let be a stationary time series defined by 
' j!o "j'-j ' 
where the sequence {ay} is absolutely summable and the e^  are inde­
pendent (0,0^ ) random variables with E{e^ } = no"* • Giyen fixed 
h > q > 0 , 
E{C(h) - Y(h)} = -|h|n ^  Y(h)-(nt|h|)n ^  var(Y )+0(n ^ ) , (3.10) 
and 
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lim n2(n-h) ^  cov{Y(h), y(q)} = (n-3)Y(h)y(q) 
n-x» 
00 
+ Z [Y(j)y(j-h+q) + Y(j+q)Y(j-H)] . (3.11) 
j=-co 
Proof. See Fuller (1976, p. 239) or Anderson (1971, p. 448). D 
Other estimators of the autocovariance function are handled similar­
ly. The second moments of the sample autocovariance function C(h) when 
the mean is known is equal, to order n  ^, to the second moments of 
Y(h) given in (3.11). However, the estimation of the mean introduces a 
bias in the estimators yCh) which can be substantial for small samples. 
This is the second source of bias in p first described by Orcutt 
ULb 
(1948). Using Theorems 3.1 and 3.2 and the results of Appendix B, close 
approximations to the first two moments of Pq^ s obtained. The 
results are presented in the following theorem. 
Theorem 3.3. Let {Y^ }^ be a stationary time series satisfying the 
stochastic difference equation 
i^j + P 
where the e^  ^ are independent normal (0,a^ ) random variables and 
IDI <1 . Then 
E(Sols> = P - (n-l)"^ [l+k \k+2)p] + 0(n~^ ) , (3.12) 
51 
and 
var{pQ^ g} = [k(n-l)]-l(l-p2) + 0(n~2) . (3.13) 
Proof. Let the numerator and denominator of n given in (3.3) 
_1 k-l . k-1 _ 
be N = k E and D = k z y.(0) , where 
1=0 1=0 
Ç,(l) - (n-l)-' • 
and 
_I n 
Y^ (0) = (n-1)  ^= 0,1,2,..., k-1 . 
Let Y(h) be the autocovariance function for a first-order stationary 
autoregresslve process with parameter p . For a first-order seasonal 
autoregressive process the random vectors (Y^ j^ ,Y^ 2»• • • » Y^ )^ , 
1 = 0,1,2,..., k-1 , are mutually independent and are realizations from 
first-order autoregressive processes with common parameter p and differ­
ing intercepts 9^  , 1 = 0,1,2,..., k-1 . Therefore, the random vectors 
[y^ (0), y^ (1)] > 1=0 to k - 1 , are mutually independent and identi­
cally distributed. By Theorem 3.2, ~ E{Y^ (h)} = Op(n ^ ) , 
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h = 0,1, and i = 0,1,..., k-1 . Therefore, N-E(N) = ^ (^n and 
D-E(D) = p^(n~^ ) . 
Let f(x^ ,x2) =  ^ » where (x^ ,x2) belong to any closed sphere 
5 about (E(N), E(D)) which is bounded away from the line {(x,0): 
X e R} . Then f(x^ ,x2) is a continuous function with bounded deriva­
tives over the closed sphere S . Let = (N,D) . By Taylor's 
theorem, Pq l s  ~  ^ c a n  b e  e x p a n d e d  a b o u t  ( E ( N ) ,  E ( D ) )  t o  g i v e  
E(N) N-E(N) E(N)[D-E(D)] [N-E(N)][D-E(D)] 
"OIS-ECD) E(D) - " [E(D)]^  
+ ECT)[D-E(D)r + g fa-3/2) _ (3.14) 
[E(D)]3 P 
The integrability of the least squares estimator has been established by 
Fuller and Hasza (1981) so that the first two moments of Pqls exist 
and are 
+ EffivariBl + 0(n-2) , (3.15) 
OLS E(B) [2(0),2 [E(D)]: 
and 
var{p } = var(N) [E(N)]^  var(D) _ 2E(N)cov(N.D) 
[E(D)]2 [E(D)]4 [E(D)]3 
+ 0(n"2) . (3.16) 
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Expressions for the first two moments of N and D are obtained using 
Theorems 3.1 and 3.2 which are correct to terms of order n ^  . 
Using Theorem 3.1, the variance of is 
var(Y^ j) = (n-1) ^  Z yCj) + 0 (n~^ ) 
j=-oo 
= (n-l)"l(l-p)"2 gZ +0(n"^ ) . (3.17) 
From equation (3.10) of Theorem 3.2 and (3.17), the means of y^ O^) and 
Y^ (l) are 
E{Yi(h)} = Y(h) - (n-l)-l(l-p)-2 + 0 (n"^ ) , 
h = 0,1 and i = 0,1,2,..., k-1 . Under normality, E{e^ } = 3o'* and 
the second moments of y^ (0) and y^ l^) are computed using (3.11) of 
Theorem 3.2 with n = 3 . A general procedure for obtaining expressions 
for the covariances of sample autocovariances is given in Appendix B. 
From equations (B.9), (B.IO), and (B.ll) of Appendix B with = p and 
82 = 0 , the second moments of [y^ (0), y^ (l)] for normal are 
cov{y^(0), Yi(l)} = (n-1) ^(l-p2) ^ 4pY^(0) + 0 (n ^) , 
var{Yi(0)} = (n-1)"^(l-pZ)"^ 2(l+p2)Y:(0) + 0(n"^) , 
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and 
var{Y^ (l)}= (n-l)"^ (l-p2)-l(l+4p2-p'»)Y2(0) + 0 (n~^ ) . 
From these results and the independence of [y^ CO), , 
i = 0,1,..., k-1 , the first two moments of (N,D) are 
-1 -E(N) = E{k E y.(l)} 
i=0 1 
= Y(1) - (n-l)~^ (l-p)"\l+p)-Y(0) +(}(n~^ ) , (3.18) 
-1 ~ E(D) = E{k E y  A O ) ]  
i=0 
= Y(0) - (n- l ) ~ ^ ( l-p) ~ ^ ( l+p) Y(0) + 0(n"^ ) , (3.19) 
-1 ~ 
var(N) = var{k e y (1)} 
i=0  ^
= [k(n-l)]"l(l-p2)"l(l+4p2-p4)Y2(0) + 0(n"2) , (3.20) 
-1 ~ 
var(D) = var{k E Y4(0)} 
i=0 
= [k(n-l)]"^ (l-p2)-l 2(l+p2)Y*(0) + 0(n"2) , (3.21) 
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_1 k-1 . k-1 ^  
cov(N,D) = cov{k z Y (1) , k  ^ Z y.(0)} 
1=0  ^ 1=0  ^
= [k(n-l)]"\i_p2)-l 4PY2(0) + 0(n"^ ) . (3.22) 
From (3.18) and (3.19) the first term in the approximate mean of 
PqLs given in (3.15) is 
E(N)[E(D)]"^  = p - (n-l)~^ (l+p) + 0(n"^ ) . (3.23) 
The other two terms of (3.13) are evaluated using equations (3.18) to 
_2 (3.22) and neglecting terms of order n as 
-cov<N.D) 4p + ^ (n"^ ) , (3.24) 
[E(D)]2 
and 
E(N)var(D) ^  [k(n-l)]"^ (l-p^ )"^  2p(l+p2) + 0(n"^ ) . (3.25) 
[E(D)]3 
From (3.23), (3.24) and (3.25) the approximate mean of pQ^ g correct to 
- 1  
order n Is 
ECpoLg} " P - + (k+2)k"^ ] +0(n"^ ) . 
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Similarly, the variance of PQ^ g using (3.14) and (3.16) to (3.20) is, 
after some algebraic simplification. 
var{poLs} = [k(n-l)]~^ (l-p^ ) + 0(n ^ ) . 
From Lemmas 3.1 and 3.2, the means of PQ^ g and PQ^ g when p = 0 
differed by terms of order n ^  . The approximate mean and variance of 
* 
can be obtained in an analogous manner. 
Corollary 3.3. Let the assumptions of Theorem 3.3 be satisfied with 
6^ =0 , i = 0,1,..., k-1 . Then 
E{p*Ls} = P - [k(n- l ) r 2^p + 0(n"^ ) (3.26) 
and 
var{pQj^ g} = fk(n-l)] \l-p2) + 0(n ^ ) . (3.27) 
Proof. Let the numerator and denominator of p«To given in (3.5) 
k-1 k-1 
be N = k Z 7.(1) and D = k S Y-(0) , where YaKh) = 
. 1=0 i-0 1  ^
n-n 
Z Y..Y. ._ , h = 0,1 and i = 0,1,2 k-1 . By the arguments 
IJ ijjTn 
J A 
used in the proof of Theorem 3.3, pQLg can be expanded in a Taylor 
series about [E(N ) ,E,(D )] and the first two moments of Pgj^ g are 
analogous to (3.15) and (3.16). Now E(N ) = Y(l) and, E(D ) = Y(0) and 
A * 
and the second moments of (N ,D ) are the same as the second moments 
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of (N,D) to terms of order n ^  . The results follow from the proof 
of Theorem 3.3. | 
A * 
When p = 0 , the approximate means of pQ^ g and pQj^ g are in 
-1 
agreement to terms of order n with the exact results given in Lemmas 
3.1 and 3.2. Also, the approximate variance of Pq s^ differs from the 
* _2 
exact variance of PQ^ g given in (3.6) by terms of order (nk) . From 
these observations, the approximate moments of pQ^ g and Pgj^ g are 
expected to be satisfactory for values of p near zero. 
Copas (1966) and Orcutt and Winokur (1969) considered inverting 
equation (3.12) to obtain a nearly unbiased estimator of p in the first-
order autoregressive process (k=l) with unknown mean. Applying the 
same approach to the first-order seasonal autoregressive process, the 
adjusted least squares estimator of p which is unbiased to order n ^  
is 
P^  = [l-(n-l)-l k-l(k+2)]-l[pQ^ g+(n-l)-l] , 
Pqls G[-l+2(n-l)"l k"l, l-2(n-l)~V^ (k+l)] 
= 1 , Pqls > 1 - 2(n-l)-l k~^ k+l) 
= -1 , Pqls 1 -1 + 2(n-l)"l k"^  . (3.28) 
The estimator is denoted by because it is based on a rather direct 
application of the approximate mean of Pq s^ originally derived by 
Marriott and Pope (1954). By Lemma 3.1, the unconstrained version of p^  
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Is exactly unbiased when the true value of p is equal to zero. Since 
is a multiple of PQj^ g » where the multiplier is greater than one, 
the variance of is larger than the variance of PQj^ g • 
A 
When the means are known, the bias of PQj^ g Is of the order 
(nk) . When the means are unknown and estimated, the bias of Pg^ g is 
* 
considerably larger than the bias of PQ^ g the difference in biases 
can be attributed to the estimation of the means. From the derivation of 
the approximate mean of PQ^ g » the portion of the bias of pQ^ g due to 
the sample means can be accounted for by obtaining nearly unbiased esti­
mators for the numerator and denominator of p . From equations (3.18) 
and (3.19), the biases of N and D are given as 
E{N-v( l ) }  = -  (n- l )~^( l -p)"^( l+p)Y(0)  +  0(n"^)  ,  
and 
E{D-y(0)}  =  -  (n- l )" l ( l -p)" l ( l+p)Y(0)  +0(n~^)  .  
By substituting pQj^ g and D for p and y^ )^ in the expressions for 
the biases, nearly unbiased estimators of Y(l) and are obtained 
as 
i( l )  . N + < 1 (3-29) 
= S > IPOLSI  '
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and 
= (0) . D + • IPOLSI < ' "'^O) 
= D 
IpQLsi 1 ^ 
The modified least squares estimator of p is obtained as the ratio of 
Y(1) and (^0) . For computational purposes, the estimator has the form 
- _ PPLS^ I PQLS^  ("^ 1) ^^ "''PQLS^  - /- 1 i\ 
^ ' POLS 1 ^ 
- -1 , POLS 1 • (3-31) 
Let V = (n-l)-l(l-pQ^ g)-l(l+po^ g)D . Then 
V = (n-l)-l(l-p)-l(l+p)y(0) + 0p(n~3/2) _ (3.32) 
From (3.18), (3.19) and (3.32), B{Ç (0)} = y(0) + (n"^ ) and 
E{y (1)} = Y (1) + 0 (n ^ ) . Also, the second moments of [Y (1) , ^ (0)] 
are the same as the second moments of (N,D) to terms of order n ^  . 
In particular, the first and second moments of the random vector 
[%1), y(0)] are the same as the first and second moments of (N ,D ) 
to terms or order n ^  . By considering expansions of the form (3.15) 
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and (3.16), it is noted that the first two moments of are equal to 
* 
the first two moments of o » to order n . Taking the difference UXjD 
A A 
between p^ . and Pq s^ gi'ves 
" _ " - ("-!) (^ +PoLg)(I'PQLg) 
= Op(n"b . 
Hence, the estimators and pQj^ g are asymptotically equivalent and 
h " the limiting distribution of n (pQ^ g'p) is equal to the limiting distri-
l< * 
bution of n (pj^ -p) . 
Sastry (1951), Box and Jenkins (1976, p. 200) and Bora-Senta and 
Kounias (1980) considered using E(N)[E(D)] ^  as an approximation to 
E(poLg) in the case of a first-order autoregressive process, but this 
approximation is not very appropriate for values of p near + 1 . This 
approximation only accounts for the bias attributed to the estimation of 
the mean and ignores the first source of bias first described by Orcutt 
(1948). In the case of the first-order seasonal autoregressive process of 
period k , it is a reasonable approximation since the last two terms of 
(3.15) are of the order (nk) ^  instead of n ^  in the case of the first-
order autoregressive process. The value of k is often as large as n 
in many economic time series with monthly observations. 
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Another modified least squares estimator of p which Is suggested by 
the derivation of the bias of PQ^ g is 
P2 ~ + (n-2) ^  , Pqls cC-l» 1-2(n-1) 
= 1 . > l-2(n-l)-l 
1 » Pqls - * (3.33) 
This estimator is obtained by approximating the mean of pQ^ g by 
E(N)[E(D)] ^  . Bora-Senta and Kounias (1980) considered a similar esti­
mator of p in the case of the first-order autoregressive process; how-
-1 
ever, as noted earlier the approximation ignores terms of order n and 
is poor for values of p near unity. Since p^  is a linear function of 
Pqls with multiplier greater than one, the variance of p^  is larger 
than the variance of Pqls ' However, the difference is 0(n ^ ) . The 
approximate mean of p^  is equal to the approximate mean of PQj^ g given 
in (3.26). 
The various estimators of p considered so far are asymptotically 
equivalent and have the same variance to order n ^  . None of these four 
estimators is guaranteed to satisfy the stationary restriction that 
p e(-l» 1) . Burg (1967, 1968) proposed a method of estimating autore­
gressive parameters which guarantees that the estimators satisfy the 
stationary restrictions. The form of the estimator for the first-order 
seasonal autoregressive process is 
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PSYM rk-1 n _ k-1 n % T ' 
[IFO ' 1=0 
(3.34) 
-1 * 
where Y, denotes the i-th sample mean , n % Y.. . The technique 
j=l 
of Marriott and Pope (1954) and Kendall (1954) can be used to show the 
first two moments of Pgyj^  agree with the first two moments of PQj^ g > 
to order n ^  . 
The conditional maximum likelihood estimator of p , conditional on 
the initial k observations, of a normal first-order seasonal autore-
gressive process is the same as the least squares estimator of p . For 
a zero mean normal stationary first-order autoregresslve process, a 
closed-form expression for the maximum likelihood estimator of p exists 
and is given in (2.37). In the case of a normal stationary first-order 
seasonal autoregresslve process with zero means, the maximum likelihood 
estimator of p Is 
PMLE 3 *3 (*2 ~ ^ *^1*3) ® ~ 3 *2*3 ' (3.35) 
where 
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and 
0 = "I" arccos[- ^ Z^a^  - Sa^ aga^  + 27aQa|) (a| - Sa^ ag)"^ /^ ] 
+ R • 
^0 - % J, Vi.j-1 ' 
k-1 n-1 , k-1 n 
a, = - Z Z Y%. - n" Z Z 7= , 
i=0 j=2 i=0 j=l  ^
"2 - - % I, ^lj-'l.3-l • 
k-1 n-1 
a„ = (n-l)n Z Z . 
1=0 j=2 
By construction, the maximum likelihood estimator satisfies the station-
ary restriction that P^ g E(-l, 1) . When the means are nonzero unknown 
parameters to be estimated, no closed-form expression for the maximum 
likelihood estimator of p is possible. Recursive algorithms such as the 
Newton-Raphson and scoring iterative procedures are used to obtain the 
maximum likelihood estimator. See Anderson (1971). An approximate max­
imum likelihood estimator of P is obtained by substituting - Y^_ 
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for Y., In (3.35) and is denoted by . This estimator can be 
IJ rXLi£i 
shown to satisfy the stationary restriction. The proof follows Hasza 
(1980). 
Lemma 3.3. Let , i = 0,1,..., k-1 , and j = 1,2,..., n , be 
nk ^  3 observations on a normal stationary first-order seasonal autore-
gressive process with unknown means. Then with probability one, the esti­
mator lies in (-1, 1) . 
Proof. Let a^ , a^ , a^  and a^  be defined as in (3.35) with 
Yj^ j - Y^  ^ replacing Y^  . Let g(p) be given by 
g(p) = a^ pS + a^ P^  + a^ p + a^  . (3.36) 
Then with probability one 
lim g(p) 
p-^  
= + 00 , 
lim g(p) = 
p->-00 
_i k-1 n 
g(+l) = -n Z Z (Y - Y ): < 0 , 
i=0 j=2  ^
, k-1 n 
g(-l) = n"^  Z Z (Y + Y )2 > 0 . 
i=0 j=2 
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It follows that g(p) = 0 has three real roots; one in each of the 
Intervals (-«>, -1), (-1, 1) and (1, <») . The roots of g(p) are 
expressed as 
Tj = 2(^ )^ ''^ {cos J arccos[^ (^ )^ ^^ ] +  ^, 
j = 1,2.3 , 
where a = 3 ^ (p^  - 3q), b = -27 ^ (2p® - 9pq + 27r), p = 
-1 -1 q = a^ a^  and r = a^ a^  . For XE[-1, 1] , arccos(x)e[0, TT] and 
cos{^  + arccos(x)} £ cos{-^  + arccos(x)} < costy arccos(x)} . 
Therefore, r„ < r„ < r, . The result follows because p>„„ is equal to 2 — 3 — 1 MLE 
3^ • D 
It is observed from the proof of Lemma 3.3 that other estimators of 
, i = 0, 1 , . . . ,  k-1 , can be used in constructing an approximate max­
imum likelihood estimator of p which satisfies the stationary restric­
tion that PG(-1, 1) . 
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CHAPTER IV. ESTIMATORS FOR THS PARAMETERS OF HIGHER 
ORDER SEASONAL AUTOREGRESSIVE MODELS 
The methods of least squares and maximum likelihood estimation are 
commonly used to construct estimators for the parameter of a stationary 
normal first-order seasonal autoregressive process with zero means. The 
least squares procedure easily extends to include higher order autore­
gressive processes with unknown means. However, even in the simplest 
case of a first-order autoregressive process with unknown mean, no closed 
analytical form for the maximum likelihood estimator exists. The complex­
ity of the equations obtained by setting the derivatives of the likeli­
hood function equal to zero increases with the order of the autoregressive 
process. The small sample properties of the least squares estimators have 
received considerable attention in the case of the first-order autore­
gressive process. However, the small sample properties of the least 
squares estimators for the parameters of higher order autoregressive proc­
esses have received little attention. Salem (1971) extended the method 
of Marriott and Pope (1954) to obtain expressions for the approximate 
biases of the least squares estimators. Bora-Senta and Kounias (1980) 
considered an iterative method of moments procedure as an alternative to 
the least squares estimation procedure for higher order autoregressive 
processes. In this chapter the approximate moments of the least squares 
estimators for the parameters of a stationary normal second-order season­
al autoregressive process with unknown means are derived. Modifications 
to the least squares estimators for the autoregressive coefficients which 
correct for the least squares biases are proposed. 
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Consider the stationary normal p-th order autoregressive process 
{Y^ } which satisfies the stochastic difference equation 
Yt OQ + + + *p?t-p + ®t ' (4.1) 
where {e^ } is a sequence of independent normal (0,0%) random vari­
ables. It is assumed that the roots of the characteristic equation. 
P p-1 
m^  - a^ m^  Up = 0 , are less than unity in modulus. The Yule-
Walker equations associated with the p-th order autoregressive process 
are given in (2.31) and are denoted by Ha = N , where a' = (a^ j^ ag»''"» 
ttp) » N' = [y(1)> y(2)»***» y (p) ] arid 
H = 
y(0)  yf l )  •  •  •  Y(P"1)  
y(1) Y(0) y(p~2) 
Y (p-1) y(p~2) Y(0) J 
(4.2) 
The matrix H is a nonsingular p x p matrix and N is a p x 1 
vector whose elements are the autocovariances of Y^  . 
By Theorem 3.2, consistent estimators for H and N are available 
and are denoted by H and N , respectively. Let A be the p x p 
matrix given by A = H - H and let d be the p x 1 vector given by 
d = N - N . Then E(A) = 0(n )^, E(d) = 0(n ^ ) and E(A^  ) = 0(n ^ ), -1, -Is 
E(dd') = 0(n )^, and E(Ad) = 0(n )^ . A common solution to the estima-
tion problem would take a = H N as the estimator for a . 
-1 
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The method of obtaining an approximate expression for the moments 
of the least squares estimator for the first-order seasonal autoregressive 
coefficient is generalized to include higher order autoregressive pro­
cesses. 
Let f(x) = [H(x)] ^  N(x) , where x' = (XQ, x^ ,..., x^ ) , 
N'(x) = (x^ , Xg,..., Xp) and 
H(x) = 
X, 
X, 
1^ ••• *p-l 
X X p-2 
Xp-1 Xp-2 *0 
so that X belongs to any closed sphere 5 about r' = lyCO), 
y(p)] which is bounded away from the region {x: xe such that 
H.'(x) is not positive definite} . Then f (x) is a p x 1 vector whose 
elements are continuous functions with bounded derivatives over the closed 
sphere 5 . Let x' = (h,,, h,h, , n ) , where h is the (i,j)-th 
~n •il iz ip p ij 
(i^ j)-th element of H and ,n^  is the p-th element of N . By Taylor's 
theorem, a = H ^  N can be expanded about T to give 
a = (H + A)~^ (N + d) 
= + AH~^  AH~^  + Ôp(n"3/2))(N+d) 
= a - Aa+H"^  AH~^  Aa+H"^  d-H~^  AH~^  d+O^ Cn"^ ''^ ) . (4.3) 
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The integrability of the least squares estimators for normal autore­
gressive parameters has been established by Fuller and Hasza (1981) so 
that the first two moments of a exist. From (4.3) the mean of a is 
E(â) = cx+E(-H~^Aa + AH"^ Aa + H"^d - H~^AH~^d) + (Xn"^) . 
(4.4) 
Bartlett (1966) obtained the covariance matrix of a to be 
E { ( a  -  a ) ( a  -  a ) ' }  =  n H  ^ + (Xn ^) . (4.5) 
Consider the stationary normal second-order seasonal autoregressive 
process with seasonal means and period k satisfying the stochastic 
difference equation 
Yij - 0^  + + ®ij ' (4.6) 
where {e^ }^ is a sequence of independent normal (0,a^ ) random vari­
ables. It is assumed that the roots of the characteristic equation, 
2k k 
m - ttj^ m - ag = 0 , are less than unity in modulus. Given a realiza­
tion of nk observations from model (4.6), the least squares estimator 
for a' = (ap «g) is a^ j^ g = H N , where 
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H=[k(n-2) ] -1 
k-1 n _ 
i:o 
k-1 n k-1 n 
(4.7) 
N = [k(n-2)]' (4.8) 
i,j-2""^ i2j 
.-1 n 
and Y , = (n-2) E Y. , h = 0,1,2 . Let 
js=3 
yw - [k(„-2)]-l V J^ ffy-Yi0>«i.3-h-'^ lh> • " - 0.1.2 
Then N' = [Y(1), Y(2)] and 
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H = 
Y(0) Y(I) 
Y(I) Y (0) J 
+ 0^ (n (4.9) 
The approximate means of the least squares estimators for the parameters 
of the normal second-order seasonal autoregressive process with period k 
are given in the following theorem. 
Theorem 4.1. Let {Y^ j} be a stationary time series satisfying the 
stochastic difference equation 
i^j ®i "l^ i,j-l "2^ i,j-2 ®ij ' 
where the e^  ^ are independent normal (0,a^) random variables and the 
2k k 
roots of the polynomial equation, m - - 02 ~ 0 » are less than 
unity in modulus. Then 
aj - (n-2)-l(l+a2) + [k(n-2)]~^ [l-p^ (1)(i) 
(1-1-a,) {^-l+7a§+[3+7a2+4a2]p2(l) 2 ""2' 
-2\ 
-3(l-a2)p4(l) + (l-oS)p:(l)} + 0(n" ) , (4.10) 
^^ "2,018^  «2 ~ (n-2) ^ (1+02) + [k(n-2)] [l-p^ (l)] 
. -1  {-(l+Sog) + [-12(1+82) + 15 - Sttg - 2a2]p (1) 
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-[3 + Sag + 2a|]p'»(l) + [1 + 3a2]p®(l)} 
+ 0(n~^ ) , (4.11) 
where p(l) = a^ fl-og) ^  • 
Proof. Let yCh) be the autocovariance function for a stationary 
normal second-order autoregressive process. Using Theorem 3.1, var{Y^ Q} 
- 1  - 2  
= (n-2) 2 y(h) + Oin ) . For a stationary second-order autore-
h——00 
gressive process. 
,-l 
I 7(h) = y(0) (1+02) (l-a2+otj^ ) [ (1-02)  ^ * (4.12) 
h=-oo 
Using (3.10) of Theorem 3.2, the means of H and N defined in (4.7) 
and (4.8) are 
y(0) y(1) 1 
m 
1 
E{H} = 1 l-( 
y(1) y(0) 1 1 
-
+ an'h , (4.13) 
and 
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E{N} = 
(1) 
(2) 
var{Y^ 0} + 0(n 2) (4.14) 
Also, E{A} = E{H - H} and E{d} = E{N - N} . 
The second moments of [yCO), yCl), y^ )^] are derived using (3.11) 
of Theorem 3.2 and the computations are given in Appendix B. Let 
00 00 
A(0) = 2 Y^ (^ ) and A(l) = E Y(h)Y(h+l) • Then 
h=0 h=0 
var{Y(0)} 
var{Y(l)} 
= 2[k(n-2)]"^ [2A(0) - Y*(0)] + 0 , (4.15) 
= [k(n-2)]"^ [2(l+a2)A(0) 
-2, 
+ 2a^ A(l) + Y^ (l) - 7^ (0)] + 0(n ') , (4.16) 
COV{Y(0;, Y(L)} 
COV{Y(1), Y (2)} 
4[k(n-2)]"^ A(l) + 0(n"^ ) , 
2[k(n-2)]"^ [a^ a2A(0) + (l+a2+"2)A(l) 
(4.17) 
-2. 
+ a^ Y^ fl) + + 0(n ) , (4.18) 
cov{Y(0), Y(2)} = 2[k(n-2)]"^ [2a2A(0) 
+ 2a^ A(l) + Y^ (l)] + 0(n"^ ) (4.19) 
- 1  - 1  Let G = E(AH A) and D = E(AH d) . Let the elements of G be 
-1 ii G^ j and the elements of H be h , where 
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h"^  = [y^ O) -
Y(0) -Y(1) 
—y(l) Y(0) 
(4.20) 
From (4.15) to (4.20) it follows that 
Gil = h^ [^var{Y(0)> + var{Y(l)}] + 2h^ c^ov{Y(0),Y(1)} 
= [Y^(0) - Y^(L)R^[K(n-2)]"V(0){(6+2ct2)A(0) 
+ [2ai-8p(l)]A(l)+Y:(l)-3Y:(0)} + 0(n"^ ) , (4.21) 
and 
1^2 ~ hi2[var{Y(0)} + var{Y(l)}] + 2h^ c^ov{Y(0), yCl)} 
= [Y=(0) - Y^ (l)]~^ Ck(n-2)]~\(0){-p(l)(6+2a2)A(0) 
+ [8-2aip(l)]A(l)-p(l)[Y2(l)-3Y2(0)]} + 0(n"^ ) . (4.22) 
By symmetry, it is observed that C^ i = and G^ i = Gi^  . Let the 
elements of D be . Then 
Di = hii[cov{Y(0), Y(l)} + COV{Y(1), Y(2)}] 
+ hi2[var{Y(l)} + COV{Y(0), Y(2)}] 
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= [yMO) - Y:(l)]"^ [k(n-2)]-lY(0){[2%ia2-p(l)(2+6a2)]A(0) 
+ [6+2(x| + 2^ 2 - (1) ]A(1) +P(1)Y^ (0) 
+ 2a2Y(0)^ (1) + [2aj - SpCDly^ Cl)} + 0(n"2) , (4.23) 
and 
Dg = hii[var{Y(l)} + COV{Y(0), Y(2)}] 
+ hi2[cov{Y(0), Y(1)} + COV{Y(1). Y^ )^}] 
= [y^ (0) - Y^ (l)]"^ [k(n-2)]~^  Y(0){[2+6o2-p(l)2oiO2]A(0) 
+ [6aj - p(1)(6+2a^ +2a2)]A(i) - y^ (0) 
- 2ci2p (1)y(0)y(^ ) + (3-p (l)aj^ )Y^  (1) } + <? (n . (4.24) 
Let W = H ^ (Ga - D) with elements . Then 
= [Y^ (0) - Y^ (l)] [oj^ -p (1)02] 
= [Y^ (0)-Y^ (l)r^ [k(n-2)]"^  Y=(0){[6oi+4(l-a:)p(l) 
+ 6ajp2(l)]A(0) - [6(l-a2)+4ai(l+a2)p(l)+6(l-a2)p:(l)]A(l) 
+ [-3a2^ +(-2+4a2)p(l)-4aj^ p^ (l)+(6-4a2)p® (l)-ajp'*(l)]Y^ (0) } 
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+ OirTh 
- (l-pHl)l"^ [k(n-2)]"^ (l+c<2)'' p(l){-l+7c<| 
+ (3+7a2+^ cxpp^ (1) - SCl-app*^ (1) 
+ (l-app®(l)} + 0(n-2) , (4.25) 
and 
Wg = [y^ (0) - Y(0){Gii[a2 - a^ pd)] 
+ - a2p(l)] - D2 ^  p(l)Di} 
= [Y^ (0) - Y^ (l)r^ [k(n-2)]"^  Y2(0){-2(l-a2)[l+a2+6p*(l) 
+ (l+a2)p2(l)]A(0) + p(l)(I-02)[14+202+2(14*2)9^(1)]A(1) 
+ [ l-3a2+4(l-a2)p^  (1) ~ (l+a2)p'* (1) ]y^  (0) } +0 (n ^ ) 
= [l-p2(l)]~^ [k(n-2)]"^ {-(l+3a2)+[-12(l-hx2)~^  
+ 15-3a2~2a2]p^  (1) ~ [3+9a2+2a2]p'* (1) 
+ [l+3a2]p®(l)} + 0(n~^ ) . (4.26) 
From (4.13) and (4.14) it follows that 
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E{d-Aa} = -vaHY^ g} + veHy^Q} 
1 1 
1 1 
a. 
«2 
+ b(n"2) 
-var{Yio} 
1 -
1 -
ot, - a. 
a, - a. 
+ (%n"2) (4.27) 
Let U = H E{d - Aa} and let the elements of U be . Then 
= -(n-2) ^ (l-hxg) + (n and Ug = . The results of the theorem 
follow since E{a^  g^ g} = and qls  ^~ °2 2^ 2^ * ® 
The complexity of the approximate means of the least squares esti­
mators for the parameters of the second-order seasonal autoregressive proc­
ess prohibits the use of a convenient method of correcting for the biases. 
However, by ignoring terms of order (nk) ^  in (4.10) and (4.11), modi­
fied least squares estimators which correct for the bias attributed to 
the estimated means can be obtained. From (4.10) and (4.11), the means 
«1,0LS 
E{a^  Q^ g} = - (n-2) ^ l+a^ ) + 0(n )^ , (4.28) 
and 
E{a2 = "2 ~ (n-2) ^ l+otg) + 0(n ^ k )^ . (4.29) 
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The modified least squares estimators for the second-order seasonal auto-
regressive coefficients are 
«2 = + (n-3)"^  , «g^ oLS e ("1»l-2(n-2)"b 
= » ao r>to < -1 
- 1 » ao hto > 1-2(n-2) ^ (4.30) 
2^,0LS -
'2,0LS 
and 
«1 = ôi,oLS •*" (n-2)"^ (l+b2) ' (4.31) 
where is truncated to lie within or on the boundaries of the station­
ary region. The variance of is equal to the variance of 
1 OLS' "2 OLS terms of order n . These estimators are expected 
to be similar to the modified method of moments estimators proposed by 
Bora-Senta and Kounias (1980) since both methods adjust for the mean bias. 
Another method of adjusting for the mean bias is to correct for the 
biases of H and N given in (4.13) and (4.14), respectively. If the 
least squares estimators for a lie within the stationary region, an 
A ^ 
estimator for varlY^ }^ is obtained by substituting and y(0) 
for a and y(.0) in (4.12). If the least squares estimators for a lie 
outside the stationary region, then the estimators, a , are merely 
truncated to lie on the boundaries of the stationary region and no further 
modification is considered. However, assuming the least squares 
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estimators obey the stationary conditions, let V denote the estimator 
for var{Y^ Q} . Then nearly unbiased estimators for H and N are 
H = H + V (4.32) 
Li 
and 
N = N + V (4.33) 
The procedure gives a = H N as the modified estimators for a , 
although it is necessary to truncate the estimators, à » to lie within 
or on the boundaries of the stationary region. To terms of order n ^  , 
the variance of a agrees with the variance of o«T « given in (4.5). 
This procedure is the extension of the procedure which gives in the 
case of the first-order seasonal autoregressive process. 
Salem (1971) proposed another modification to the least squares esti­
mators which gives nearly unbiased estimators to terras of order n ^  . 
Assuming a^ To obey the stationary conditions, estimators for 
^OJJO 
-1 -1  ^G = E{AH A} and D = E{AH d} are obtained by substituting a-,, o U^ub 
and Y(0) for a and Y(0) in the approximate expressions for G and 
D , respectively. Let G and D denote the estimators of G and D . 
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Then an unbiased estimator for a to order n Is given by 
a* = [H + G]~^ [N + Û] , (4.34) 
where H and N are given In (4.32) and (4.33). The difficulty In 
obtaining approximate expressions for G and D for higher order sta­
tionary autoregressive processes make this procedure Infeaslble for 
practical purposes, and It is believed that this procedure is unstable 
for values of a near the boundaries of the statlonarlty region. It 
^UXJO 
is noted that the expressions for G and D given by Salem (1971) are 
not correct and so are not in agreement with the expressions given in 
(4.21) to (4.24) with k = 1 . 
In practical situations, it is seldom necessary to postulate a 
seasonal autoregressive process of order greater than two. However, the 
modified least squares estimators which correct for the mean bias extends 
to higher order autoregressive processes. The iterative procedure given 
by Bora-Senta and Kounias (1980) is seen as a third alternative to obtain­
ing modified estimators for stationary autoregressive coefficients which 
correct for the mean bias. 
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CHAPTER V. A MONTE CARLO STUDY 
Expressions for the biases of the least squares estimators of auto-
regressive parameters have been derived using a series expansion and 
asymptotic consideration. In the autoregressive case, the ordinary least 
squares estimators systematically overestimate or underestimate the un­
known values. The magnitude of the biases can be substantial for the 
moderately small samples generally encountered in economics. It is im­
portant to investigate the accuracy of the approximate expressions for 
the bias in finite samples. The behavior in finite samples is investi­
gated empirically by generating time series of known structure. Modified 
least squares estimators with corrections for the bias are compared with 
the least squares estimator to determine the practical value of adjusting 
for the bias. 
To generate the normal random variates, a sequence of pseudo-random 
uniform (0, 1) deviates was generated using Marsaglia and Bray's (1968) 
algorithm and transformed to standard normal (0, 1) deviates by invert­
ing the normal cumulative distribution function. The simulation was per­
formed using the latest version of the IMSL package and all computations 
were performed using double precision arithmetic. Standard normal error 
processes were used throughout the study. 
The first-order seasonal autoregressive model with nonzero mean has 
the form 
i^j ®i P^ i.j-l ®ij ' 
82 
where e^  ^ is a sequence of normal (0, 1) variates. The subscript 
(i, j) for i = 0,1,..., k-1 and j = 2,3,..., n denotes the i-th 
period in the j-th cycle. The seasonal intercepts 0Q,ej^ ,..., 0^  ^  were 
set equal to zero in the simulation with no loss of generality. For sta­
tionary processes, the initial observations were generated by 
Yii = (l-p2)"^  e^ ,^ 1 = 0,1,..., k-1 . (5.2) 
For nonstationary processes, was set equal to e^ j^  for 1 = 0 to 
k-1 . 
In the analysis of economic time series, observations are commonly 
reported at monthly intervals. For such data, a 12-month cycle is often 
observed and the seasonal autoregressive model in (5.1) with k = 12 is 
fitted. The seasonal period k is set equal to 12 in this study, but 
similar results are expected for values of k greater than one. To re­
flect the sample sizes often encountered in economic applications, 3 
series lengths of 5, 10, and 20 years of monthly observations are con­
sidered. For each sample size, 15 values of p ranging from -1.0 to 
1.0 are used. 
For each (p, n) combination, various point estimates were computed 
using the same set of observations. This was repeated 1,000 times with a 
different set of generated observations each time. Sample biases, var­
iances and mean square errors for each estimator were obtained by averag­
ing over the 1,000 replications. The numerical results are reported in 
the following tables and graphs. 
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For a first-order seasonal autoregressive process, a great number, of 
estimators could have been included in the study. The least squares 
estimator of p defined in (3.3) is consistent and asymptotically nor­
mal but is seriously biased in sample sizes typically dealt with in 
economics. Two bias correction procedures based on the work of Marriott 
and Pope (1954) and Salem (1971) are considered as competitors for the 
least squares estimator. These modified estimators are denoted by 
and p^  and are defined in equations (3.27) and (3.30), respectively. 
Also, the symmetric estimator pgy^  given in (3.33) is compared with the 
least squares and the modified least squares estimators of p . The 
results of a Monte Carlo study of the properties of these four estimators 
of p are presented in this section. 
Five other estimators of p were included in the Monte Carlo study 
and the results for these estimators are presented in Appendix C. The 
second group of estimators consists of the maximum likelihood estimator 
ft 
M^LE given in (3.35), the approximate maximum likelihood estimator 
PmlE considered in Lemma 3.3, the least squares estimator Pqls given 
in (3.5), the modified least squares estimator p^  defined in (3.33) and 
the modified symmetric estimator Pgyj^  ^  given by 
PSYM,MP = k-\k+2)]-\;g^ + (n-l)"^ ] , 
p[-l+2k"^(n-1)~ \ l-2k"^(k+1)(n-1)~ ^] 
= - l  '  P g Y M  1  - l + 2 k - l ( n - l ) - l  
= 1 . PgYK > l-2k-l(k+l)(n-l)-l . 
(5.3) 
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One of the more important issues faced in estimation of autore-
gressive parameters concerns the assumption of stationarity. In many 
economic applications the assumption of stationarity is often appropri­
ate on a priori grounds. With the exception of the symmetric estimator, 
the least squares estimator and its two modifications are not constrained 
to lie in the interval (-1, 1) . Various authors have considered this 
problem and in most cases truncated the estimators to lie within the sta­
tionary region. Ansley and Newbold (1980) consider arbitrarily placing 
the estimate on the boundary of the region for which the moduli of the 
roots of the characteristic equation were all less than or equal to 
0.999. However, this procedure results in a discontinuity at the 
boundary points. In this study, a more reasonable method of truncation 
is used. The constrained estimators are defined by 
p = -1 if p £ -1 , 
= 1 if p ^ 1 , 
= P otherwise . 
Tables 1 to 3 contain the Monte Carlo biases of the 4 estimators of 
P for sample sizes of 5, 10 and 20 years, respectively. For p > -0.90 
the unadjusted estimators, PQ^ g and p , have considerably larger 
absolute biases than either p ^  or p^  . The absolute bias of p ^  
generally lies between the absolute biases of and pQ^ g • For 
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-1.0 ^  p ^  -0.90 , slight differences between the biases of the three 
least squares based estimators are found. When p = -1.0 , the symmetric 
estimator displays a much larger bias than the other three estimators. 
In cases where the absolute bias of p^  is not the smallest, the dif­
ferences are small. The bias for the unadjusted estimators exceeds 50% 
of the true value when p > -0.50 and n = 5 ; v^ en p > -0.50 , the 
bias exceeds 30% of the true value of p for n = 10 and 14% of the 
true value for n = 20 years. 
The biases of PQ^ g Pgy^  have very similar trends with the 
magnitude of the bias of p being larger than the bias of p^ „^ for 
oiDl ULiD 
0.0 < p  ^1.0 . For -0.90 < p  ^1.0 , the unadjusted estimators syste­
matically- underestimate the true value. For all values of n considered, 
the biases of PQ^ g and Pgyj^  are decreasing functions of p . The 
large sample theory gives -(n-1) ^ (1 + 7p/6) as the bias of pQj^ g and 
Pgy^  . The Monte Carlo results are slightly below the theoretical re­
sults for values of 0.1 < p _< 1.0 . See Figures 1 and 2. The theoretical 
expression for the bias does not consider the constraint placed on the 
estimators by restricting them to [-1, 1] . Therefore, the differences 
between the theoretical and empirical results for values of p near one 
are partially explained by the truncation to [-1, 1] . 
For n = 5 , the estimated standard errors of the biases of the 
various estimators range from 0.002 to 0.007. The estimated standard 
errors of the biases of the various estimators were about 0.003 for 
n = 10 and about 0.001 for n = 20 . For -0.1 ^  p ^  0.1 , the biases 
of p^ „ are within two standard errors of zero, the theoretical bias of 
MP 
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Table 1. Empirical biases of various estimators of p for n = 5 
True value y, 
P PQLS M^P 
-1.00 .023 .016 .029 .193 
-0.99 .003 -.009 .007 .074 
-0.90 -.014 -.028 .008 .047 
-0.70 -.063 -.028 -.006 -.014 
-0.50 -.109 -.026 -.018 -.083 
-0.30 -.157 -.005 -.034 -.143 
-0.10 -.226 -.008 -.078 -.219 
0.00 
00 1 
.007 -.087 -.248 
0.10 
-.271 .012 -.097 -.277 
0.30 -.351 -.028 -.160 -.370 
0.50 -.426 -.032 -.221 -.464 
0.70 -.504 -.067 -.291 -.567 
0.90 -.578 -.123 -.363 -.676 
0.99 -.611 -.147 -.398 -.726 
1.00 -.621 -.162 — .408 -.736 
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Table 2. Empirical biases of various estimators of p for n = 10 
True value 
of p PQLS Pmp Pi S^YM 
-1.00 .015 .010 .017 .096 
-0.99 .002 -.007 .002 .003 
-0.90 .002 -.009 .009 .004 
-0.70 -.021 -.001 .009 1 o
 
-0.50 -.051 -.005 -.003 -.045 
-0.30 -.065 .008 .002 -.063 
o
 
o
 1 -.101 -.003 -.019 -.100 
0.00 -.117 -.006 -.027 -.116 
0.10 -.124 .000 -.026 -.125 
0.30 -.161 -.013 -.051 -.165 
0.50 -.188 -.014 -.069 -.195 
0.70 -.229 -.031 -.106 -.243 
0.90 -.282 -.064 -.162 -.303 
0.99 -.310 -.088 -.195 -.340 
1.00 -.313 -.091 -.199 -.345 
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Table 3. Empirical biases of various estimators of p for n = 20 
True value 
of p O^LS Pmp Pi PgYM 
-1.00 .010 .008 .011 .052 
-0.99 .002 -.004 .003 .002 
-0.90 .000 -.002 .006 .002 
-0.70 -.010 -.001 .004 -.009 
-0.50 -.022 .000 .003 -.021 
-0.30 -.032 .002 .002 -.031 
-0.10 -.050 -.004 -.007 -.049 
0.00 -.053 -.001 -.006 -.053 
0.10 -.058 .001 -.006 -.058 
0.30 -.073 -.002 -.014 -.074 
0.50 -.086 -.003 -.021 -.088 
0.70 -.104 -.012 -.034 . -.106 
0.90 -.132 -.028 -.066 -.136 
0.99 -.156 —. 048 -.096 -.164 
1.00 -.161 -.052 -.102 -.167 
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Table 4. Empirical variances of various estimators of p for n = 5 
Variance multiplied by ten 
True value 
of p PQLS M^P Pi S^YM 
-1.00 .0251 .0238 .0388 .0236 
-0.99 .0026 .0002 .0041 .0003 
-0.90 .0391 .0548 .0604 .0113 
-0.70 .0932 .2020 .1412 .0523 
-0.50 .1356 .2660 .2010 .0942 
-0.30 .1689 .3483 .2424 .1371 
-0.10 .1842 .3671 .2570 .1429 
0.00 .2042 .3950 .2786 .1666 
0.10 .2200 .4385 .2932 .1766 
0.30 .2343 .4647 .2989 .1733 
0.50 .2560 .5035 .3066 .1822 
0.70 .2573 .4982 .2845 .1635 
0.90 .2884 .4328 .2608 .1590 
0.99 .2903 .2998 .2747 .1587 
1.00 .2984 .3391 .2795 .1581 
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Figure 1. Empirical biases of various estimators of p for n = 5 
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Figure 2. Empirical biases of various estimators of p for n = 20 
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differs by more than two standard errors from the approximate 
bias, -(n-l)~^ (l+7p/6) . 
The bias of the modified estimator p^  is a decreasing function of 
p with the exception of p = -0.99 . For -0.10 < p < 1.0 , the esti­
mator systematically underestimates the true value of p . The 
-1 large sample theory gives -[12(n-l)] 2p as the bias of p^  , which 
is an odd function of p about 0 . The Monte Carlo biases of p^  are 
not in close agreement with the approximate biases for sample sizes as 
large as 20 years. Salem (1971) obtained similar results for p^  in 
the first-order autoregressive process. 
Figures 1 and 2 present the Monte Carlo biases of the various 
estimators of p for 0.0 < p < 1.0 and sample sizes of 5 and 20 years, 
respectively. These two figures give a reasonable representation of the 
shape of the bias functions of the different estimators of p for series 
lengths ranging from 5 to 20 years. 
The reduction in bias of the modified estimators comes at the expense 
of variance. This result has been obtained by a number of authors. See 
Orcutt and Winokur (1969) and Dent and Min (1978). Tables 4 to 6 present 
the sample variances of the 4 estimators of p for the series lengths of 
5, 10 and 20 years, respectively. For -0.90 ^  p ^  0.90 , the two un­
adjusted estimators of p have uniformly smaller variances than the 
two modified estimators. For values of |p| near one, the adjusted 
estimators, p^  and p^  , have smaller variances than the least squares 
estimator due to the truncation used. In general, the symmetric estimator 
gave the most stable estimator for all values of n and p . For 
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n = 20 , the least squares estimator differs little from the symmetric 
estimator with the exception of values of p close to one. 
Based on the work of Bartlett (1946), the theoretical asymptotic 
/> _i 
variance of PQ^ g is [12(n-l)] (1-p^ ) for -1 < p < 1 . This is also 
the large sample variance of Pgy^  " For negative and small positive 
p , the sample variances of the least squares and symmetric estimators 
appear to underestimate the asymptotic variances, while the reverse is 
true for values of 0.1 < p < 1.0 . The Monte Carlo variances of pQ^ g 
are in fair agreement with the asymptotic variances for -0.99 < p < 0.10 
for all sample sizes considered. The approximation is poor for small-
sample sizes and values of p near 1.0. The empirical variances are 
declining much faster than n  ^ in the range p > 0 . Orcutt and 
Winokur (1969), Salem (1971), and Dent and Min (1978) obtained similar 
results for the first-order autoregressive process. 
From the derivations of the modified least squares estimators, the 
- 1 - 2  
variance of p^ is [l-7[6(n-l)] ] times the variance of Pqls » 
0 - 2  
while the variance of p^  is approximately nr(n-l) times the least 
squares variance. The Monte Carlo variance of p^  is roughly propor­
tional to the variance of PQ^ g for values of -0.90 < p < 0.90 for all 
sample sizes. The ratio of the Monte Carlo variances of PQj^ g to p^  
is poorly approximated by n^ (n-l) ^  for samples of 5 and 10; for n = 20 
the approximation of the variance ratio of pQ^ g to p ^  is satisfactory 
for -0.90 < p < 0.90 . 
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Table 5. Empirical variances of various estimators of p for n = 10 
Variance multiplied by ten 
*^ 018 '^ MP *^ 1 PgYM 
-1.00 .0066 .0057 .0082 .0083 
-0.99 .0015 .0006 .0020 .0003 
-0.90 .0202 .0245 .0250 .0130 
-0.70 .0423 .0558 .0518 .0373 
-0.50 .0629 .0830 .0766 .0576 
-0.30 .0740 .0983 .0891 .0706 
-0.10 .0841 .1111 .1001 .0811 
0.00 .0883 .1169 .1043 .0853 
0.10 .0938 .1238 .1096 .0905 
0.30 .0948 .1267 .1080 .0905 
0.50 .0898 .1206 .0980 .0855 
0.70 .0830 .1142 .0842 .0734 
0.90 .0794 .1107 .0711 .0623 
0.99 .0785 .0788 .0649 .0591 
1.00 .0813 .0708 .0682 .0569 
True value 
of p 
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Table 6. Empirical variances of various estimators of p for n = 20 
Variance multiplied by ten 
rue value 
of p PQLS Pmp Pi PgYM 
-1.00 .0027 .0023 .0030 .0032 
-0.99 .0009 .0007 .0010 .0003 
-0.90 .0085 .0104 .0095 .0070 
-0.70 .0220 .0250 .0243 .0204 
-0.50 .0285 .0324 .0315 .0281 
-0.30 .0374 .0425 .0412 .0370 
1 o
 
o
 
.0403 .0457 .0442 .0398 
0.00 .0443 .0503 .0484 .0439 
0.10 .0451 .0512 .0491 .0447 
0.30 .0457 .0519 .0493 .0454 
0.50 .0362 .0411 .0383 .0362 
0.70 .0311 .0410 .0314 .0295 
0.90 .0248 .0304 .0221 .0210 
0.99 .0216 .0215 .0170 .0165 
1.00 .0213 .0194 .0164 .0158 
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The estimated standard errors for the variances of Tables 4 to 6 
were computed using the formula 
1000 1 
s.e. (var) = [(1000) (999) E (var - var)^ ]'^  , (5.4) 
&=1 
where var is the estimated variante of p for the &-th sample and 
^ ^ 1000 
var is the sample mean, (1000) z var , reported in the tables. 
£ = 1  ^
The estimated standard errors for n = 5 were about 0.0011 and 0.0020 
for the variances of PQ^ g pjjp > respectively. The estimated 
standard errors for the variances of Pq s^ Pjip were about 0.00042 
and 0.00055 for n = 10 and about 0.00018 and 0.00021 for n = 20 . 
For values of p near zero, the empirical variances of Pq^ s were 
within two standard errors of the theoretical asymptotic variances. 
The mean square error is generally used to compare various estima­
tion procedures. It has been shown that the least biased estimators 
also have the largest variances in autoregressive processes. The mean 
square errors of the 4 estimators of p for n = 5, 10 and 20 years 
are presented in Tables 7 to 9. In general, the mean square error of the 
4 estimators of p increases as p increases. For -0.3 < p < 1.0 , 
the modified least squares estimators dominate the unadjusted estimators 
for all values of n considered. For large negative values of p , the 
mean square errors of the four estimators are similar. 
For n = 5 , the adjusted estimator p^  has the minimum mean square 
error for 8 of the 15 values of p . In estimating p , the modified 
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estimator exhibits minimum mean square error in four cases and the 
symmetric estimator dominates in the other three cases. Even in those 
seven instances where is not the minimum, the Monte Carlo mean 
square error for is close to the optimum level. A particularly 
strong mean square error performance of the estimator is observed 
for large positive values of p In the case of the first-order season­
al autoregressive process, the small sample biases tend to outweigh the 
small sample variances for the unadjusted estimators. This is particu­
larly evident for values of p near 1.0 . 
For values of n = 10 and 20, the relative performance of the 
various estimators is similar to that for n = 5 . For negative values 
of p there is little difference in estimator performance. For positive 
values of p , the mean square errors of the unadjusted estimators in­
crease at a faster rate than those of either of the modified estimators. 
The strongest performance in estimating P is once again given by . 
Figures 3 and 4 represent graphically the Monte Carlo mean square 
error performances of the 4 estimators of p for positive values of the 
parameter and series lengths of 5 and 20 years, respectively. Figure 5 
presents the mean square errors of and p^  relative to the mean 
square error of Pqls n = 10 . These figures emphasize the domi­
nance of in estimating the parameter p and provide a fairly 
typical representation of the mean square errors for sample sizes between 
5 and 20 years. 
From the point of view of statistical decision theory, Chemoff and 
Moses (1959, pp. 119-165) conclude that the average risk is the best 
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Table 7. Empirical mean square errors of various estimators of p 
for n = 5 
Mean square error multiplied by ten 
"^ OlS M^P '^ 1 
-1.00 0.0304 0.0263 0.0470 0.3941 
-0.99 0.0028 0.0011 0.0046 0.0552 
-0.90 0.0409 0.0627 0.0610 0.0333 
-0.70 0.1326 0.2024 0.1415 0.0543 
-0.50 0.2544 0.2670 0.2041 0.1628 
-0.30 0.4166 0.3486 0.2542 0.3413 
-0.10 0.6962 0.3677 0.3182 0.6234 
0.00 0.8210 0.3955 0.3540 0.7801 
0.10 0.9543 0.4398 0.3874 0.9409 
0.30 1.4639 0.4728 0.5543 1.5405 
0.50 2.0686 0.5136 0.7969 2.3392 
0.70 2.7995 0.5431 1.1325 3.3823 
0.90 3.6242 0.5841 1.5973 4.7276 
0.99 4.0289 0.5159 1.8582 5.4215 
1.00 4.1591 0.6008 1.9456 5.5775 
True values 
of p 
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Table 8. Empirical mean square errors of various estimators of p 
for n = 10 
Mean square error multiplied by ten 
le values 
of p PQLS Pi PgYM 
-1.00 0.0089 0.0067 0.0111 0.0995 
-0.99 0.0016 0.0011 0.0020 0.0003 
-0.90 0.0203 0.0253 0.0258 0.0132 
-0.70 0.0469 0.0559 0.0526 0.0394 
-0.50 0.0888 0.0833 0.0766 0.0774 
-0.30 0.1165 0.0983 0.0891 0.1098 
-0.10 0.1861 0.1111 0.1035 0.1801 
0.00 0.2239 0.1169 0.1113 0.2201 
0.10 0.2479 0.1238 0.1165 0.2479 
0.30 0.3536 0.1251 0.1340 0.3623 
0.50 0.4443 0.1206 0.1453 0.4673 
0.70 0.6087 0.1240 0.1959 0.6628 
0.90 0.8724 0.1520 0.3324 0.9794 
0.99 1.0377 0.1558 0.4445 1.2157 
1.00 1.0627 0.1529 0.4630 1.2481 
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Table 9. Empirical mean square errors of various estimators of p 
for n = 20 
Mean square error multiplied by ten 
PQLS "^SYM 
-1.00 .0038 .0029 .0041 .0306 
-0.99 .0009 .0009 .0011 .0003 
-0.90 .0086 .0104 .0098 .0070 
-0.70 .0231 .0250 .0245 .0213 
-0.50 .0335 .0324 .0316 .0325 
-0.30 .0478 .0425 .0413 .0466 
-0.10 .0652 .0459 .0446 .0642 
0.00 .0727 .0503 .0488 .0723 
0.10 .0783 .0512 .0494 .0783 
0.30 .0994 .0519 .0512 .1002 
0.50 .1109 .0412 .0425 .1137 
0.70 .1383 .0423 .0430 .1418 
0.90 .1984 .0384 .0659 .2065 
0.99 .2652 .0445 .1098 .2841 
1.00 .2801 .0463 .1201 .2960 
True values 
of p 
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Figure 3. Empirical mean square errors of various estimators of p 
for n = 5 
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Figure 4. Empirical mean square errors of various estimators of p 
for n = 20 
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Figure 5. Ratio of empirical mean square errors of various estimators 
of p and the empirical mean square error of for n=10 
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available criterion for evaluating the relative performances of the 
various estimators. Using the squared error loss function, Thomber 
(1967) compares various estimators of p in the first-order autore-
gressive process using the average risk measure. For a uniform weight 
function, the average risk measure is the mean of the mean square error 
averaged over the values of p considered. The average risks of the 
various estimators are presented in Table 10. 
Table 10. Average risks of various estimators of p multiplied by 10 
averaged over the values of p considered 
PQLS M^P Pi PgYM 
n = 5 1.4329 0.3561 0.6438 1.7583 
n = 10 0.3547 0.0969 0.1536 0.3949 
n = 20 0.0951 0.0351 0.0458 0.0945 
Table 11 presents the relative average risks of the various esti­
mators of p expressed as a percentage of the average risk of pQj^ g • 
For n = 5 and 10 , the average risk of p^  is one-fourth the 
average risk of p and is slightly greater than one-third the average ULio 
risk of pQLg for n = 20 . The average risk of the modified least 
squares estimator p ^  is slightly less than one-half the average risk 
of pQj^ g for the values of n considered. For n = 5 and 10 , the 
symmetric estimator Pgy^  has a larger average risk than PQ^ g is 
nearly equal in performance to Pgj^ g for n = 20 . The estimator p^  
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Is judged superior to either of the three estimators based on its 
average risk. A considerable reduction in average risk is realized by 
the estimator in comparison with the average risk of PQ^ g • 
Table 11. Average risks of various estimators of p as a percentage 
of the average 
p considered 
risk of averaged over the values of 
A 
Pi PgYM 
n = 5 24.9 44.9 122.7 
n = 10 27.3 43.3 111.3 
n = 20 36.9 48.2 99.4 
In time series analysis, a model is often judged by its ability to 
predict future values. One and three period ahead forecasts were gen­
erated by the equations 
and 
The 
i^.n+3 = Qi^ l+P+P^ ) + P'^ in " (5-6) 
error in predicting one period ahead given Y^ ,  ^ Y^  is 
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\,n+l ~ ^ i,n+l ~ ®i,n+l P^~P^ \n ' 
Fuller and Hasza (1978) have shown that the s period ahead forecasts 
are unbiased for normal errors. The mean square error of prediction for 
one period ahead forecast is 
+ (p-p)Y,„P} (5.8) 
and only the distribution of 
(0i " ®i^  + (P - P)^ in 
requires study. In general, the error in predicting s periods ahead 
given Y , Y Y^  is 
n n-I 1 
\,n+s"\,n+s .1^  P ®i,n+s-j ®i p'"®i  ^
+ (pS-pG)Yj^ n (5.9) 
and only the distribution of the last two terms needs simulation. 
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The one period ahead prediction errors, , are 
identically distributed for i = 0,1,2,..., 11 . The sampling means and 
variances of (0^  - 0^ ) + (p - p)Y^  ^  were calculated by averaging over 
the 12 months and the 1,000 replications. Similar calculations were 
done for the three period ahead predictors. The one step ahead pre­
dictors constructed from the four estimators of p are denoted by 
n^+l,OLS' \+l,MP' ^n+l,RHOl \+l,SYM ' respectively. 
Various methods of estimating the seasonal intercepts 0^  » i = 0 
to 11 , needed in the forecasting equations (5.5) and (5.6) were con­
sidered. Although the estimators of 0^  considered are asymptotically 
equivalent, it is expected that their small sample properties are some­
what different. The methods used in estimating 0^  are 
i,OLS i^O " PQLS^ il ' (5.10) 
®1,MP 
xl i^n i^j 
2 + (n-2) 
(5.11) 
'i,RH01 - (l-p^ ) 
il 
n-1 
+ Y- n  + (1-p,) Z Y 
2 + (1-p j^ ) (n-2) 
(5.12) 
and 
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®i,SYM ~ * (5.13) 
where 
Y,o - (n-1)-' ïy . 
— -1  ^Y = (n-1) E Y , 
j=2  ^
_1 " 
and Y. denotes the sample mean, n % Y.. . The expressions given 
j=l  ^
in (5.11) and (5.12) are approximate generalized least squares estimators 
of 0^  . It is assumed that |p[ £ 1 and that 0^  = 0 if |p| = 1 . 
The estimators of 0^  actually considered are defined by 
®i " ®i ' |p| < 1 
= 0 , otherwise . 
These constrained estimators of 0^  are used in the construction of the 
one and three period predictors. 
Table 13 compares the Monte Carlo variances of the one period pre­
dictors for a series length of five years. The various predictors are 
unbiased and the mean square error of prediction is equal to the variance. 
The predictors based on the modified estimators and pj^  very 
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nearly dominate the predictors associated with the estimators Pq s^ 
and pgYM ; in cases where the predictors and \+i^ rho1 ^^ 6 
inferior, the mean square errors are very near the minimum value. In par­
ticular, the predictor  ^has the minimum mean square error in 8 of 
the 13 cases considered. For positive values of p , the one step ahead 
predictor Y^ ^^  ^  does considerably better than either Y^ ^^  or 
n^+1 SYM ' predictor Y^ ^^  is to be avoided for small samples 
based of its Inferior performance for values of |p| near 1.0 . 
The large sample theory gives 1 + 13[12(n-l)] as the mean square 
error of the one step predictor for |p| < 1 . For values of |p| < 0.90 
and n = 5 , the Monte Carlo mean square error of Y^ ^^  is larger 
than the theoretical variance. The constraints placed on the estimates 
produce more accurate forecasts for values of |p| near 1.0 . For small 
negative values of p , the Monte Carlo variances of the various pre­
dictors are in fair agreement with the approximate variance; however, the 
approximation worsens for 0.0 £0.70 . 
Tables 14 and 15 contain the Monte Carlo mean square errors of one 
period predictions of the four estimators for values of |p| near 1.0 
and sample sizes n = 10 and 20 . The predictor Y^ j^^  is dominated 
by the other one period predictors for the values of P considered. The 
A 
one step ahead predictor Y^ ^^  ^  has the minimum mean square error in 
six of the seven cases. For values of |p| near 1.0 , the one step 
forecast based on p^  has variances very close to the minimum level of 
1.0 achieved with known P . The Monte Cqrlo mean square error of 
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n^+1 OLS appears to be slightly larger than the approximate theoretical 
variance for values of -0.90 £ p £ 0.90 . 
Table 16 compares the mean square error of three period predictions 
of the four estimators for a sample of five years. The Monte Carlo 
variance of Y ,_ ._ is optimal in 5 of the 13 cases while 
n+3 ,MP 
n^+3 RHOl n^+3 SYM minimum mean square error in three and 
four instances, respectively. In those instances where  ^is not 
minimum, the variance of Y^ ^^  ^  is near the minimum value. The least 
squares predictor is almost uniformly dominated by the modified least 
squares predictors, Y^ ^^  ^  and Y^ ^^  RHOl ' values of |p| near 
1.0 , the mean square error performance of Y^ g^ ^  dominates the other 
three predictors and is very near the minimum level attained in the case 
of known parameters. The predictor Y „ is to be avoided because 
n+j f oYM 
of its poor performance near the boundaries of the stationary region. 
One reason for the poor performances of Y^ ^^  and Y^ ^^  
is the estimator of 8used in constructing the predictor. For 
P = -0.99 , the variance of Y.. is 50.25 and the variance of Y. is 
ij X* 
10.05 for n = 5 . The variance of (^ "^ gyM^ i^n about double the 
variance of Y^  ^ when P = -0.99 . For n = 5 and p = -0.99 , the 
large variances of Y ,, and Y , „ are mainly due to the use of 
n+1, SYM n+3, SYM •' 
^ * 
the estimator 0, . The one and three period predictors Y ,, i, SYM n+1, SYM 
* * 
and Yn+3,SYM ' defined in (5.5) and (5.6) using Pg^  and 
defined by 
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n-1 
Y., + + (1-p^ ,) Z Y il in 
®i,SYM ~ ^ "^PSYM^  
SYM' .1:2 
2 + (1-pgYj^ ) (n-2) 
(5.16) 
were also studied. The Monte Carlo variances of the predictors are pre­
sented in Table C.4 of Appendix C. The wild values for the variances of 
n^+1 SYM n^+3 SYM P = -0.99 and n = 5 are not as evident 
* * 
in the variances of Y ,. and Y ; however, the variances of 
n+l,SYM n+3,SYM 
* * 
n^+1 SYM n^+3 SYM P ~ -0.99 and n = 5 are considerably 
larger than the variances of Y ,, „ and Y ._ o • The predictors 
ri"T"J. 5 UJLiO ) UijD 
using PgY^  are particularly poor for values of |p| near one. 
Table 12 presents the relative average risks of the various pre­
dictors of Y^  and Y^  expressed as a percentage of the average 
risks of and Y^ ^^  , respectively for n = 5 . A slight 
preference for the predictors of over the predictors of Pq^s 
indicated by the average risk measure. 
Table 12. Average risks of various predictors of Y^  and Y^  
as a percentage of the average risks of Y^ ^^  ^ g^ and 
Y averaged over the values of p considered 
Tl"r 3 f ULi S 
* 
n^+s,MP \+s,RHOl \+s,SYM n^+s,SYM 
s = 1 91.5 95.9 192.6 116.2 
e = 3 96.0 100.1 169,1 122.9 
I l l  
Table 13. Empirical mean square errors of various predictors of 
True value 
of p \+l,OLS \+l,MP \+l,RH01 \+l,SYM 
-1.00 1.083 1.049 1.086 1.972 
-0.99 1.166 1.021 1.182 11.345 
-0.90 1.251 1.221 1.256 1.904 
-0.70 1.293 1.296 1.276 1.320 
-0.50 1,300 1.294 1.268 1.253 
-0.30 1.309 1.269 1.262 1.248 
0.00 1.322 1.244 1.236 1.254 
0.30 1.360 1.217 1.234 1.323 
0.50 1.363 1.197 1.218 1.380 
0.70 1.347 1.152 1.208 1.468 
0.90 1.275 1.089 1.184 1.569 
0.99 1.205 1.041 1.166 1.607 
1.00 2.209 1.042 1.167 1.612 
The large sample theory gives (l+p^ +p**) + (n-1) ^ [9p'*/12 
+ (1+p+p^ )^ ] as the mean square error of three period prediction for 
IpI <1 . For -0.90 £ p < 0.50 , the Monte Carlo variance of 
n^+3 OLS fair agreement with the approximation. For values of 
|pI near 1.0 , the truncation used in the estimation gives more 
accurate predictors than the corresponding predictors based on 
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unconstrained estimates. For negative values of p , the approximate 
variance underestimates the Monte Carlo variance of Y ,0 _ ^ and over-
HtJ 5 OXJS 
estimates the Monte Carlo variance of qls positive values of 
P • 
Table 14. Empirical mean 
i^,n+l " 
square errors 
= 10 
of various predictors of 
True value 
P \+l,OLS \+l ,MP \+l,RH01 \+l,SYM 
-1.00 1.054 1.034 1.055 1.448 
-0.99 1.094 1.034 1.094 1.199 
-0.90 1.123 1.126 1.123 1.166 
0.70 1.161 1.084 1.091 1.189 
0.90 1.150 1.058 1.089 1.258 
0.99 1.114 1.029 1.089 1.316 
1.00 1.107 1.024 1.088 1.321 
Tables 17 and 18 contain the Monte Carlo mean square errors of the 
various three-step ahead predictors for samples of size 10 and 20 years 
for values of p near 1.0 . The three period predictor  ^has 
the minimum mean square error in five of the seven cases and is very near 
the optimal level in the other two cases. It is expected that the mean 
square error performance bf the three period predictors of the four esti­
mates are similar for values of p near zero. Also, the Monte Carlo 
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variances of appear to be in close agreement with the 
asymptotic variance for values of -0.90 ;Çp < 0.90 . 
The estimated standard errors for the mean square errors of 
Tables 13 to 18 were computed using the formula 
, 1000 1 
s.e.(MSE) = [1000) (999)" E (MSB, - MSE )^ ]'^  , (5.17) 
A=1 
1000 
where MSE is the sample mean, (1000) S MSE„ , and 
Si=l 
11 
MSE. = (12) Z MSE . , where MSE.. denotes the estimated mean square 
i=0 
error of ptediction for the i-th period due to the estimated parameters 
for the &-th sample. The mean square error of the one period predictor 
for the i-th period due to the estimated parameters for the &-th sample 
is 
=I(«i - *1%) + (P - • 
where is the observation for the i-th period for the n-th cycle 
for the &-th sample. The values reported in the tables are not MSE 
s-1 2n, 
but MSE + Z p for the s period predictor. The estimated standard 
m=0 
errors of the estimated mean square errors of Y and Y 
ri*i 1 f OL S HI 3 f OL S 
for n = 5 were about 0.0054 and 0.0069, respectively. The estimated 
standard errors for n = 5 were about 0.0042 and 0.0053 for the mean 
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square errors of  ^and  ^. The estimated standard errors 
for the mean square errors of Y ,, o and Y . _ c were about XI *T* X ; OL s Il*T*3 9 OXJ S 
0.0025 and 0.0035 for n = 10 and about 0.0011 and 0.0025 for n = 20 . 
The estimated standard errors for the mean square errors of Y ,, 
n+l,MP 
and were slightly less than the estimated standard errors for 
the mean square errors of Y^ ^^  and Y^ _^  ^ . The empirical mean 
square errors of Y^ ^^  and Y^ ^^  were slightly more than two 
standard errors from the theoretical mean square errors' for most values 
of n and p . 
Table 15. Empirical mean square errors of various predictors of 
l^,n+l * = 2° 
True value  ^ a 
of p \+l ,OLS \+l ,MP \+l ,RH01 \+l,SYM 
-1.00 1.030 1.023 1.030 1.235 
-0.99 1.049 1.034 1.049 1.097 
-0.90 1.058 1.059 1.058 1.075 
0.70 1.072 1.049 1.049 1.077 
0.90 1.078 1.037 1.043 1.110 
0.99 1.062 1.019 1.046 1.155 
1.00 1.058 1.015 1.047 1.159 
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Table 16. Empirical mean 
?i,n+3 " 
square errors 
= 5 
of various predictors of 
True value 
 ^ \+3,0LS \+3,MP \+3,RH0l \+3,SYM 
-1.00 3.115 3.075 3.134 5.191 
-0.99 3.171 3.001 3.242 18.085 
-0.90 2.802 2.857 2.817 3.370 
-0.70 2.017 2.045 1.975 1.930 
-0.50 1.523 1.491 1.463 1.460 
-0.30 1.279 1.251 1.249 1.246 
0.00 1.234 1.206 1.198 1.197 
0.30 1.511 1.444 1.440 1.442 
0.50 1.886 1.813 1.768 1.794 
0.70 2.445 2.312 2.310 2.414 
0.90 3.129 2.910 3.085 3.424 
0.99 3.361 3.098 3.504 4.040 
1.00 3.399 3.157 3.547 4.101 
The prediction of an aggregate sura of future values is often of 
interest in economics. The linear combination of future values given by 
Y. .1 + Y. ,_ + Y. ,, , 1 = 0,1,2 11 , is commonly forecast by 
I y HT 1 1 * HI Z. JL 9 N*!*J 
the predictor Y ., + Y. .o + Y. ,. , 1=0 to 11 , where i,n+l i,n+2 i,n+3 
Y^  n+s the s period predictor given in (5.5) and (5.6) for s = 1 
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and 3, respectively. From (5.9) the error in predicting the aggregate 
sum of future values is 
g^ l^ \,n+s " ^i.n+s) ~ " ^ i,n+s-j 
s-1 . „ s-1 ^ . 
+ z I 8. Z pj - 0. Z p-^  
s=l j=l j=l 
.] + (p®-p®)Yi^| (5.14) 
and only the last sum requires simulation. Table 19 presents the empiri­
cal variances of the predictors of the aggregate sum using Pq^s 
Pj^  . Table 20 compares the empirical variances of the second term in 
(5.14) for the two predictors. 
With the exception of p = -0.90 , the predictors of P^  have 
smaller mean square errors than the predictors of P^ „^ . Because ULb 
Y. , is an unbiased estimator for Y. . , the predictors of the 
x»n+s i,n+s 
aggregate sum Y^  + Y^  + Y^  are unbiased and the mean square 
errors of the predictors are also the variances. From Table 20 the por­
tion of the variances of the predictors due to estimation of the param­
eters is appreciably larger for the predictors using PQJ^ Q than for the 
predictors using p^  . The average risks of the estimation error using 
pj^  as a percentage of the average risks of the estimation error using 
PqLS predicting + Y^^ ^^ +g + Yj^ ^^ +g are 62.9, 57.9 and 58.0 
percent for n = 5, 10 and 20 years, respectively. 
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Table 17. Empirical mean square errors of various predictors of 
Y _ for n = 10 i,n+3 
True value 
\+3,0LS \+3,MP \+3,RH01 \+3,SYM 
-1.00 3.086 3.056 3.093 4.224 
-0.99 3.077 3.013 3.084 3.145 
-0.90 2.629 2.652 2.630 2.632 
0.70 2.223 2.090 2.085 2.273 
0.90 3.105 2.822 2.928 3.405 
0.99 3.429 3.122 3.431 4.259 
1.00 3.452 3.149 3.489 4.374 
Table 18. Empirical mean square errors of various predictors of 
Y. for n = 20 i,n+3 
True value  ^
 ^ \+3,0LS n^+3,MP \+3,RH01 \+3,SYM 
-1.00 3.056 3.040 3.059 3.731 
-0.99 3.013 3.004 3.015 3.046 
-0.90 2.536 2.545 2.537 2.544 
0.70 2.005 1.946 1.942 2.000 
0.90 2.901 2.640 2.736 3.033 
0.99 3.322 3.079 3.264 3.898 
1.00 3.356 3.113 3.331 3.996 
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The estimated standard errors for the variances of Tables 19 and 20 
were computed using (5.17). The estimated standard errors for the 
variances of the predictors using and were about 0.043 and 
0.035 for n = 5 , about 0.030 and 0.020 for n = 10 and about 0.018 
and 0.011 for n = 20 . 
Analogous to the univariate regression model, the distribution of the 
regression "t-statistic" for p is commonly compared with Student's t 
with n(k-l) - (k+1) degrees of freedom when testing for p = pQ , 
IpqI < 1 . When testing for p = pg , 1pq| = 1 , the regression "t-
statistic" has a distribution which is considerably different from 
Student's t under the null hypothesis. Tables of the empirical per­
centiles of the "t-statistic" when testing for a unit root are given by 
Dickey and Fuller (1979). The regression "t-statistic" for an estimator 
of p is defined by t = (p - p)(s^ l ) ^ , where 
[k(n-2)-l] -1 
k-1 n 
E (Y,,-8 
°i,0Ls"P0LS^ i,j-l) 
'OLS 
J 
k-1 n 
Z (Y, 
i=0 j=2 i.j-1 
The "t-statistics" for the four estimators of p are denoted by t^ g^, 
SIP' ^ RHOl S^YM ' 
Tables 21 and 22 present the means and variances of the various 
"t-statistics" obtained from a sample of 1,000 for each (p, n) combina­
tion. The empirical mean of t^ g^ is a decreasing function of p with 
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fairly large negative values for p near one. The mean of tg^  has a 
similar trend with the exception of p = -0.99 and n = 5 . The means 
of the "t-statistics" for the two modified least squares estimators, 
p^  and pj^  , have smaller absolute values than either t^ g^ or tgyjj • 
The empirical means of the t^ g^ and tg^  ^ are declining by n ^  for 
-0.99 £ p £ 0.70 and the empirical means of t^  and *^ 01 de­
clining by n ^  for -0.7 £ p £ 0.7 . 
The estimated standard errors for n = 5 range from 0.012 to 0.040 
for the means of the various "t-statistics." For n = 10 and 20 , the 
estimated standard errors for the various means range from 0.012 to 
0.036. For -0.30 £ p < 0.30 , the mean of the "t-statistic" for p^  
is within two standard errors of zero. The means of t^ g^, and 
S^YM significantly different from zero, the theoretical mean of 
Student's t. 
For n = 5 and p ^  0.30 , the means of t^ g^ and tg^  ^ are 
less than the 2.5-th percentile of Student's t with 35 degrees of free­
dom. For p > 0.70 , the means of t^ g^ and tg^  are less than the 
0.5-th percentile of Student's t with k(n-2)-l degrees of freedom. For 
n = 5 and p = -0.99 , the mean of tg^ ^^  exceeds the 99.5-th percentile 
of Student's t with 35 degrees of freedom. When p = -1 , the mean of 
'"SYM exceeds the 2.5-th percentile of the "t-statistic" given by Dickey 
#nd Fuller (1979). The "t-statistics" are clearly not symmetrically 
distributed about zero. 
The standard errors of the variances of the "t-statistics" were 
estimated using the standard moment formula given in (5.4). The estimated 
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Table 19. Empirical variances of various predictors of Y + 
i,n+l 
Y + Y i,n+2 ^  i,n+3 
True value 
PQLS M^P 
of p n 5 10 20 5 10 20 
-1.00 2.31 2.23 2.13 2.19 2.16 2.09 
-0.99 2.66 2.35 2.18 2.08 2.12 2.12 
-0.90 2.85 2.31 2.06 2.71 2.32 2.06 
-0.70 2.87 2.21 1.95 2.83 2.20 1.95 
-0.30 3.69 2.81 2.45 3.53 2.78 2.44 
0.00 5.17 3.99 3.49 4.88 3.91 3.47 
0.30 7.82 6.15 5.37 7.20 5.93 5.31 
0.70 13.15 11.49 10.15 11.84 10.51 9.77 
0.90 15.80 15.19 14.03 14.00 13.54 13.02 
0.99 16.78 16.28 15.53 14.80 14.63 14.36 
1.00 16.80 16.37 15.59 14.85 14.69 14.47 
Table 20. Empirical variances of estimation error in various predictors 
of ?l.n+l + ?i,n+2 + ? i,n+3 
True value 
PQLS 
of p n 5 10 20 5 10 20 
-1.00 0.31 0.23 0.13 0.19 0.16 0.09 
-0.99 0.68 0.37 0.20 0.10 0.14 0.14 
-0.90 1.01 0.48 0.22 0.87 0.48 0.23 
-0.70 1.16 0.50 0.24 1.11 0.49 0.23 
-0.30 1.57 0.70 0.33 1.41 0.67 0.33 
0.00 2.17 0.99 0.49 1.88 0.91 0.47 
0.30 3.20 1.53 0.75 2.58 1.30 0.68 
0.70 4.47 2.81 1.47 3.15 1.83 1.09 
0.90 3.85 3.24 2.07 2.05 1.58 1.07 
0.99 3.00 2.50 1.75 1.02 0.85 0.58 
1.00 2.80 2.37 1.59 0.85 0.69 0.47 
121 
standard errors of the variances of t^ g^ and t^  were about 0.045 and 
0.080, respectively, for n=5 and about 0.041 and 0.046 for n=20. The 
theoretical variance of a random variable from a Student's t distribution 
with m degrees of freedom is m(m-2) ^  for m > 2 . For n = 5 and 
-0.90 < p < 0.70 , the empirical variance of t„„ is about four 
— — Ulio 
standard errors from the theoretical variance of 1.061. As n increases, 
the empirical variances of t^ ^^  are approaching the theoretical vari­
ances. The empirical variances of t^  are significantly different 
from the theoretical variances for n = 5 and are in fair agreement with 
the theoretical variances for n = 10 and 20 . The empirical variances 
of tgggj^  are in fair agreement with the theoretical variances for 
-0.90 p ^  0.99 and are within four standard errors of the theoretical 
variances. The empirical variances of tg^  are significantly different 
from the theoretical variances for n = 5 and are in fair agreement 
with the theoretical variances over a much smaller interval of p than 
the other three "t-statistics" for n = 10 and 20 . 
The "t-statistics" for the various estimators of p are compared 
with the percentiles of a Student's t when testing for p = , 
|PQ| < 1 , and with the empirical percentiles of the "t-statistic" 
obtained by Dickey snd Fuller (1979) when testing for p = Pg , MpqI ~ ^  » 
The empirical frequences for the two tailed test are presented in Table 23 
and the empirical frequencies for the one tailed test with alternative 
hypothesis p > p^  are presented in Table 24. 
For -0.99 £ p £ -0.70 , the empirical frequencies of t^ ^^  
exceeding the critical value for the two tailed test are in reasonable 
agreement with the expected frequencies of Student's t. For -0.30;^ ;<0.99, 
Table 21. Empirical mean of the "t-stat."'stic" of various estimators of p 
True value 
of p 
*^ 0LS SiP 
n 5 10 20 5 10 20 
-1.00 0.19 0.34 0.41 0.13 0.23 0.26 
-0.99 0.18 0.16 0.13 -0.40 -0.50 -0.51 
-0.90 -0.27 -0.19 -0.07 -0.50 -0.36 -0.17 
-0.70 -0.64 -0.42 -0.30 -0.28 -0.14 -0.10 
-0.30 -1.18 -0.78 -0.54 -0.09 -0.03 -0.01 
0.00 -1.54 -1.12 -0.77 0.01 -0.03 0.00 
0.30 -2.09 -1.59 -1.08 -0.09 -0.12 -0.01 
0.70 -3.07 -2.56 -1.86 -0.43 -0.36 -0.12 
0.90 -3.70 -3.52 -3.00 -0.76 -0.76 -0.54 
0.99 -4.05 -4.13 -4.11 -1.01 -1.15 -1.17 
1.00 -4.10 -4.20 -4.29 -1.04 -1.18 -1.31 
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*^ RH01 S^YM 
5 10 20 5 10 20 
0.23 0.38 0.43 2.38 2.36 2.47 
0.33 0.26 0.19 4.13 0.45 0.21 
0.05 0.05 0.11 0.95 0.09 0.05 
-0.11 0.01 0.02 -0.09 -0.27 -0.25 
-0.36 -0.09 -0.01 -1.04 -0.73 -0.52 
-0.54 -0.23 -0.07 -1.57 -1.12 -0.78 
-0.94 -0.50 -0.18 -2.32 -1.65 -1.10 
-1.76 -1.18 -0.59 -3.75 -2.77 -1.94 
-2.32 -2.01 -1.49 -4.72 -3.91 -3.17 
-2.64 -2.58 -2.50 -5.25 -4.70 -4.38 
-2.68 -2.64 -2.67 -5.31 -4.78 -4.58 
Table 22. Empirical variances of the "t-statlstlc" of various estimators 
of p 
True value 
of p 
*^ OLS 
n 5 10 20 5 10 20 
-1.00 0.15 0.28 0.33 0.14 0.23 0.24 
-0.99 0.47 0.64 0.82 0.06 0.26 0.61 
-0.90 0.85 1.02 0.98 1.31 1.35 1.13 
-0.70 0.89 0.92 0.93 1.62 1.16 1.03 
-0.30 0.86 0.89 0.95 1.52 1.12 1.05 
0.00 0.84 0.94 0.97 1.51 1.22 1.10 
0.30 0.85 0.85 0.96 1.57 1.16 1.13 
0.70 1.16 0.87 0.94 1.88 1.34 1.26 
0.90 1.29 0.88 0.85 1.59 1.38 1.31 
0.99 1.40 0.98 0.86 1.44 1.21 1.16 
1.00 1.36 0.95 0.89 1.37 1.12 1.09 
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R^HOl tgYM 
5 10 20 5 10 20 
0.23 0.35 0.36 0.07 0.15 0.18 
0.74 0.78 0.90 0.92 0.05 0.17 
1.26 1.20 1.05 0.12 0.57 0.73 
1.23 1.06 0.99 0.51 0.80 0.92 
1.13 1.03 1.02 0.71 0.86 0.94 
1.06 1.09 1.06 0.77 0.92 0.97 
1.02 0.99 1.07 0.68 0.82 0.96 
1.18 0.97 1.07 0.58 0.67 0.88 
1.16 0.86 0.90 0.43 0.44 0.57 
1.20 0.86 0.76 0.39 0.32 0.34 
1.16 0.82 0.76 0.38 0.28 0.29 
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p < 0.99 , the number of rejections of the null hypothesis using the 
test statistic t^ g^ for the two tailed test are larger than the 
theoretical frequencies of Student's t. For values of p near one, the 
number of computed "t-statistics" for t^ g^ exceeding the percentiles 
of Student's t for the two tailed test is considerablv larger.than the 
expected frequencies of Student's t. For n = .5 and 0.30 < p < 0.99 , 
the least squares estimator pQ^ g differs from p by more than two 
standard errors in over half of the samples. For n = 5 and p = 1.0 , 
the critical values of the "t-statistic" were extrapolated from the 
tables given by Dickey and Fuller (1979). The empirical frequencies of 
tg^ g exceeding these.critical values are in fair agreement with the 
expected frequencies. For D = 1.0 and n = 10 and 20 the number, 
of times t^ g^ exceeds the percentiles of the "t-statisticW are in close 
agreement with the expected frequencies. With the exception of 
D = -0.99 , the agreement between the theoretical and observed fre­
quencies improves as the sample size increases. 
With the exception of p = -0.99 and 1.0 , the "t-statistic" for 
pgYjj behaves similarly to the "t-statistic" for pQ^ g • For n = 5 
and p = -0.99 , the two tailed t-test for Pgyj^  using the 97.5-th 
percentile of Student's t with 35 degrees of freedom rejects the null 
hypothesis in 950 of the 1,000 samples. For p = 1.0 and n = 10 and 
20 , the empirical frequencies of tg^  ^ exceeding the critical values 
of the "t-statistic" are less than the expected frequencies. 
The empirical frequencies of t^  and the two tailed 
test are closer to the theoretical frequencies than either of the 
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Table 23. Number of "t-statistics" in 1,000 trials exceeding the 
critical value for the two tailed test 
Level of test 
True 
value 
of p 
O^LS t] RHOl S^YM 
n 0.05 0.01 0.05 0.01 0.05 0.01 0.05 0.01 
-0.99 5 18 3 1 0 53 15 1000 950 
-0.90 5 19 0 65 6 62 10 3 0 
-0.70 5 80 17 128 42 84 18 7 0 
-0.30 5 176 46 84 30 66 17 120 27 
0.00 5 284 101 107 26 82 21 280 104 
0.30 5 517 234 98 38 128 42 612 301 
0.70 5 826 628 134 49 388 186 1000 929 
0.90 5 938 801 157 75 588 340 1000 1000 
0.99 5 964 879 191 105 697 435 1000 1000 
1.00 5 96 36 833 774 399 249 85 32 
-0.99 10 23 7 5 2 43 11 0 0 
-0.90 10 59 6 106 29 73 13 20 2 
-0.70 10 58 12 66 17 54 1/3 34 8 
-0.30 10 110 28 60 15 53 10 97 27 
0.00 10 196 62 72 18 60 14 196 62 
0.30 10 339 118 72 17 79 19 364 125 
0.70 10 715 458 99 28 215 80 822 537 
0.90 10 945 826 151 61 494 239 1000 988 
0.99 10 983 930 228 109 732 467 1000 1000 
1.00 10 48 15 844 762 404 236 12 3 
-0.99 20 34 8 8 1 44 15 0 0 
-0.90 20 47 9 64 17 52 12 15 3 
-0.70 20 51 18 48 16 41 12 49 ^  13 
-0.30 20 92 19 52 7 50 6 81 19 
0.00 20 114 32 62 18 56 17 115 30 
Table 23 (continued) 
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Level of test 
True 
value 
of p 
O^LS SIP '^ RHOl S^YM 
n 0.05 0.01 0.05 0.01 0.05 0.01 0.05 0.01 
0.30 20 183 61 62 18 63 17 194 59 
0.70 20 462 231 83 27 101 29 476 232 
0.90 20 870 663 118 40 312 126 959 765 
0.99 20 983 947 241 109 732 437 1000 1000 
1.00 20 49 20 839 788 427 293 6 2 
Table 24. Number of computed "t-statistics" in 1,000 trials exceeding 
the value for the one tailed test with alternative hypothesis 
P < Pq 
Level of test 
True *^ OLS SiP '^ RHOl S^YM 
value 
of p n 0.05 0.025 0.05 0.025 0.05 0.025 0.05 0.025 
-1.00 5 9 4 16 7 —• — — —  — 
-0.99 5 35 18 1 0 93 53 1000 1000 
-0.90 5 24 10 46 30 87 53 18 3 
-0.70 5 10 6 54 42 49 35 13 5 
-0.30 5 0 0 63 34 19 14 0 0 
0.00 5 0 0 85 55 9 2 0 0 
0.30 5 0 0 75 38 4 2 0 0 
0.70 5 0 0 78 17 0 0 0 0 
0.90 5 0 0 0 0 0 0 0 0 
0.99 5 0 0 0 0 0 0 0 0 
1.00 5 93 56 877 R32 508 395 0 0 
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Table 24 (continued) 
Level of test 
True O^LS M^P R^HOl S^YM 
value 
of p n 0.05 0.025 0.05 0.025 0.05 0.025 0.05 0.025 
-1.00 10 41 19 32 14 — — — — 
-0.99 10 48 23 8 5 72 43 0 0 
-0.90 10 31 17 40 22 71 38 26 12 
-0.70 10 15 9 50 22 59 26 14 8 
-0.30 10 7 2 44 24 38 18 6 1 
0.00 10 0 0 59 35 35 14 1 0 
0.30 10 0 0 52 25 9 6 0 0 
0.70 10 0 0 36 14 2 0 0 0 
0.90 10 0 0 0 0 0 0 0 0 
0.99 10 0 0 0 0 0 0 0 0 
1.00 10 55 22 896 844 511 404 0 0 
-1.00 20 69 28 43 23 — — — — 
-0.99 20 65 34 18 8 79 44 2 0 
-0.90 20 38 18 41 21 éô 30 28 7 
-0.70 20 17 7 33 17 42 19 20 7 
-0.30 20 9 3 51 28 50 26 11 3 
0.00 20 11 2 58 32 50 24 11 2 
0.30 20 5 1 63 31 41 23 3 2 
0.70 20 0 0 54 33 20 8 0 0 
0.90 20 0 0 27 11 0 0 0 0 
0.99 20 0 0 0 0 0 0 0 0 
1.00 20 60 30 894 839 575 427 0 0 
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empirical frequencies of or for -0.30 ^  p 0.99 . The 
number of rejections of the null hypothesis for the two tailed test using 
t^  is considerably less than the number of rejections using t^ ^^ , 
'"SYM R^HOl 0.7 £ p X 0.99 , but greater than the expected 
number of rejections in 1,000 trials. For p = -0.99 , the number of 
rejections using t^  is less than the expected frequency and the number 
of rejections using t^ ^^  agrees reasonably well with the expected 
frequency. For p = 1.0 , the theoretical percentiles of the "t-
statistic" are not appropriate for testing p = 1.0 against 
p f 1.0 using t^  or as the test statistic. For -0.99 
£ p £ 0.90 , the agreements between the theoretical and empirical fre­
quencies of t^  and improve as the sample size increases. 
For n = 5 J the empirical frequencies of t^ g^ exceeding the 
95-th and 97.5-th percentiles of Student's t with 35 degrees of freedom 
agree reasonably well with the expected frequencies for -0.99 < p < 
-0.70 . The number of rejections of the null hypothesis for the one 
tailed test using t^ g^ decreases as p increases and the null 
hypothesis is not rejected in any of the 1,000 trials for -0.30 < p < 
0.99 . This is expected because the means of t^ g^ are less than the 
2.5-th percentile of Student's t for 0.30 < p < 0.99 . The agreement 
between the theoretical and empirical frequencies of t„ „ for the one ULd 
tailed test improves as the sample size increases, but the agreement is 
still poor for n = 20 and -0.30 ^  p ^  0.99 . With the exception of 
p = -0.99 and 1.0 , the empirical frequencies of tg^  ^ are similar to 
the empirical frequencies of t^ g^ . For n = 5 and p = -0.99 , the 
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critical values for the one tailed test are exceeded by tg^  ^ in all 
1,000 samples but are rarely exceeded by tg^  ^ for n = 10 and 20 and 
p = -0.99 . For p = 1.0 , the theoretical percentiles of the "t-
statistic" are not appropriate for testing p = 1 against 
p > 1 using the test statistic tg^  ^. 
The agreements between the theoretical frequencies and the empirical 
frequencies of t^  and t^ ^^  for the one tail test are reasonable 
for -0.99 5. P £ 0.70 . For p near one, the test statistics never 
exceed the critical values for the one tail test because the estimators 
of p are truncated to lie in the interval [-1, 1] . For p = 1.0 , the 
truncation does not affect the number of rejections because the critical 
region of the "t-statistic" includes zero. 
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CHAPTER VI. SUMMARY 
The estimation of the parameters of the stationary normal seasonal 
autoregressive process with seasonal means was investigated. Particular 
attention was given to the stationary first-order seasonal autoregressive 
process defined by 
®i ®ij ' 
where {e^ }^ is a sequence of independent normal (0,o^ ) random 
variables. The variable denotes the sampled value for the i-th 
period of the j-th year. The parameter p is assumed to be strictly 
l e s s  t h a n  o n e  i n  a b s o l u t e  v a l u e  a n d  t h e  p a r a m e t e r s  8 ^  ,  1 = 0  t o  
k - 1 , are the seasonal intercepts. 
Given a realization of nk observations {Y^ :^ i = 0,1,..., k-1 ; 
j = 1,2 n} , the least squares estimator of p is 
, k-1 n _ _ 
[(n-l)k]" Z -Y )(Y -Y ) 
1=0 j=2  ^  ^
'OLS k-1 n _ 
[(n-l)k]"i Z Z (Y ,-Y 
i=0 j=2 
— -1 " 
where Y = (n-1) Z Y. _ , &= 0,1, and i = 0,1,..., k-1 . 
j—2 
Despite the efforts of numerous investigators, the exact distribution 
of PQLQ remains unknown. A general procedure for numerically computing 
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the exact moments of pQ^ g given in Appendix A, but no exact formulae 
for the moments of pQ^ g r^e possible except in the simplest case of 
p = 0 . 
For samples of the size frequently encountered in econometrics, the 
least squares estimator is seriously biased. In Chapter III, approxima­
tions to the mean and variance of pQ^ g were derived using a series 
expansion and large sample theory. The first two moments of pQ^ g are 
E{paLg} = P - (n-l)"^ [l+(k+2)k~^  p] + 0(n"^ ) , 
and 
var{poLs} [k(n-l) ]~^  (l-p2) + 0(n . 
A number of alternative estimators of p which are asymptotically 
equivalent to Pgj^ g were considered and the small sample properties of 
the various estimators were examined theoretically and in a large Monte 
Carlo study. The least squares estimator was compared with the following 
three estimators: 
1. The modified least squares estimator constructed using the 
bias expression 
p^ p = [l-(n-l)-l k"^ k+2)]"^ [pQj^ g + (n-l)-l] , 
Pols e(-l+2[(n-l)k]"\ l-2[(n-l)k]-l(k+l)) 
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= 1, poLg > l-2[(n-l)k]"l(k+l) 
~ ' Pols ^ "i+2[(n-i)k] ^  . 
2. The modified least squares estimator which corrects for the 
mean bias 
" _ POLS ^^ "Pols^  ^^ "'"POLS^  "  ,  ,  , s  
=  '  - P o l s  -  '  
° • "OLS 1 
3. The symmetric estimator based on the work of Burg (1975) 
SYM k-1 
[2k(n-l)]"^  E 
i=0 
A _2 
The bias in is 0(n ) while the bias in the other two estimators 
is ()(n ) . The bias of p^  is less than that of pQ^ g for positive 
p because the order n ^  portion of the bias introduced by estimating 
the seasonal means is removed. The results of the simulation study for 
a second group of estimators are presented in Appendix C. 
The least squares procedure aoolied to the stationary normal first-
order seasonal autoregressive process with seasonal means performed poorly 
in the empirical study in samples of sizes commonly encountered in 
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econometric work. The approximation to the least squares bias derived 
in Chapter III is adequate unless the parameter value is close to one. 
It is recommended that the modified least squares estimator be 
used as the method of estimation for stationary normal first-order 
seasonal autoregressive processes. 
The approximation to the variance of the least squares estimator 
based on the work of Bartlett (1946) is satisfactory unless the parameter 
value is near one. For positive values of p , the approximation to 
the variance improves rapidly as the sample size increases. 
Orcutt and Winokur (1969) stated that the least squares predictors 
seem to be nearly optimal in small samples and seem to have smaller pre­
diction variances than predictors using a corrected least squares esti­
mator in the case of a first-order autoregressive process. The findings 
of this study indicate that for monthly data the predictors using the 
proposed estimator, p^  , have smaller prediction variances than the 
least squares predictors of a first-order seasonal autoregressive process. 
In particular, the prediction variance due to the estimated parameters is 
reduced by as much as 75 percent using p^  rather than pQ^ g • 
For drawing inferences about the autoregressive parameter, the 
regression "t-statistic" is generally compared with the percentiles of a 
Student's t. However, the results of the Monte Carlo study show that the 
usual t-test will be very misleading. The percentiles of the "t-
statistic" using the least squares estimator were in poor agreement with 
the percentiles of Student's t with k(n-2)-l degrees of freedom. The 
"t-statistic" using p^  can be used for inference about the parameter 
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of a stationary normal first-order seasonal autoregressive process unless 
the true value of p is close to one. For the test Hg: p = 1 versus 
p < ;1 , the tables of Dickey and Fuller (1979) can be used. 
The stationary normal second-order seasonal autoregressive process 
defined by 
i^j ®i "l^ .j-l "2^ 1,j-2 ®ij ' 
where the e^  ^ are independent normal (0,a^) random variables, was 
considered in Chapter IV. It is assumed that the roots of the polynomial 
2k k 
equation, m - a^ m -  =  0  , are less than unity in modulus. Approx­
imations to the least squares biases for the second-order seasonal auto­
regressive process were derived, but the complexity of the expressions 
did not allow for a convenient method of correcting for.the biases. 
The bias correction procedure proposed for the first-order case does 
not extend to higher order processes. Three bias correction procedures 
which remove the bias due to the estimated means were proposed for con­
structing estimators of the second-order seasonal autoregressive 
coefficients. The least squares estimator of a = (a^ , a^ ) is 
"^l,OLS' "2,0LS^  " ^  ' where 
, k-1 n 
H = [k(n-2)]"^  Z Z X..X', , 
i=0 j=3 
, k-1 n _ 
N = [k(n-2)]~ • I S X,,(Y,,-Y,J , 
1=0 j=3 
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and 
-1 
n 
i, " = O'l'Z 
3  ^
Let H = var{(Yj^ _j_j. Y^ _j_2)') and N = cov{(Y^ _•, Yy ) . 
When the least squares estimator of a lie outside the stationary 
region, the estimators c are truncated to lie on the boundaries of 
*ULb 
the stationary region and no further modification is considered. If the 
least squares estimators obey the stationary conditions, the two 
modifications of a were; 
*ULb 
1. A linear transformation of the least squares estimator. Let 
•J A «W A A A 
E = H [E{(N-N) - (H-H)a}] . Then a = a - E , where E is 
•M «V M* A# «W «V W I-J Û «W 
the estimator of E obtained by substituting a for a . 
In the case of the second-order seasonal autoregressive process, 
the estimators were 
°2 ~  ^ » ®2,0LS ^  ) 
- 1 • *2.0LS ^  
= ' "2.018 -
and 
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"l = «l.OLS + . 
2. The modified least squares estimator which generalizes the 
method that produced the estimator, , in the first-order 
k-1 n _ 
case. Let (^0) = [k(n-2)] Z E (Y and 
1=0 j=3 
V = var{Y^ Q} . Then â = H , where 
H = H + VJJ' 
H = N + VJ 
J' = (1, 1) , 
and V is the estimator of V obtained bv substituting yCO) 
and a__ for yCO) and a . respectively. 
The third bias correction procedure was given by Bora-Senta and Kounias 
(1980) and was described in detail in Chapter II. The three procedures 
are expected to have similar small sample properties and are asymp­
totically equivalent to the least squares estimators. Although it is 
seldom necessary to consider seasonal autoregressive processes of order 
greater than two, the three bias correction procedures can be extended 
to include higher order processes. 
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CHAPTER VII. EXAMPLES 
To illustrate the proposed modified estimation procedure, the 
electrical usage in Iowa is Investigated. The data are monthly observa­
tions on peak electrical load covering the period January 1974 to 
November 1979 from the Iowa Power and Light Company. The data are given 
in Table èS. It is necessary to use an inverse transformation to 
stabilize the variances. Let = 1000 • , where X^  denotes the 
original series. 
Table 25. Iowa Power and Light Co. peak load in megawatts^  
1974 1975 1976 1977 1978 1979 
Jan. 603 660 723 777 791 760 
Feb. 602 625 634 732 787 741 
Mar. 556 620 594 684 688 686 
Apr. 544 554 591 616 670 654 
May 784 630 796 795 701 769 
June 879 780 982 1008 862 1074 
July 927 944 1064 1057 993 1150 
Aug. 955 921 834 1058 1119 1110 
Sept. 933 803 798 1064 1002 1063 
Oct. 629 604 586 625 642 667 
Nov. 633 658 661 741 748 668 
Dec. 648 693 736 777 763 — — —  
S^ource: Iowa Power and Light Go., 666 Grand Avenue, 
Des Moines, Iowa 50309. 
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An automatic time series package identified and estimated the model 
(1 + 0.47Bi2)[(l-Bi2)Y + 0.045] = (1 + 0.54B)e , (7.1) 
(0.13)  ^ (0.014) (0.12) c 
where B is the usual backshift operator, B^ Y = Y . . The numbers 
•- t"~j 
in parentheses are the estimated standard errors obtained from the auto­
matic time series program. The residual mean square, error for model 
(7.1) is equal to 0.0097. Inspection of the residuals indicated that the 
model is not totally adequate and that an alternative model should be 
considered. A multiplicative seasonal autoregressive process of order 
(1, 0) X (1, 0) with seasonal means was fitted to the time series using 
the least squares procedure. The regression equation is 
Y = 0.35 D, + 0.49 D + 0.53 D_. + 0.56 D,. 
(0.15) (0.15) (0.16) (0.17) 
+ 0.18 D + 0.09 D,. + 0.19 + 0.33 D_^  
(0.18) (0.15) (0.12) (0.11) 
+ 0.37 D_. + 0.90 D... + 0.29 D... + 0.33 D._ 
(0.12) (0.15) (0.17) (0.16) 
+ 0.74 Y - 0.11 (Y - 0.74 Y , ) , (7.2) 
(0.10) ^  (0.14) (0.10) 
where j^2t the seasonal dummy variables. The 
residual mean square for this model is s^  = 0.0067 . Assuming Y^  -
0.74 Y^  ^  follows a first-order seasonal autoregressive process, the 
coefficient of Y^  ~ 0.74 Y^  is estimated using the modified 
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least squares estimator given in (3.28). Using n = 6 and k = 12 , 
-1 -1 the modified least squares estimator, , is [1-14(12"5) ] 
[-0.11+(5) =0.12 . To test p =0 versus H^ : p 0 , the 
"t-statistic" using p^  is computed as (0.12) (0.14) ^  = 0.89 . From 
the normal tables, the "t-statistic" is not significant at the 0.05 
level. 
The autocorrelation function of the residuals from model (7.2) 
suggested that a multiplicative seasonal autoregressive process of order 
(1, 0) X (2, 0) might give a better fit. Suppressing the seasonal 
intercepts, the least squares procedure estimated the model 
where s^  = 0.0068 . Assuming - 0.71  ^ satisfies a second-order 
seasonal autoregressive process, the modified least squares estimators of 
«22^  and defined in equations (4.30) and (4.31) are calculated as 
-0,06 and 0.13, respectively. To test = 0 versus 
f 0 , the "t-statistic" using (-0.06)(0.17) ^  = -0.33 , which 
does not exceed 1.645 in absolute value. The extra parameter does not 
significantly improve the fit and so model (7.2) using 0.12 as the esti­
mated coefficient of Y^  - 0.74 Y^  is judged an adequate model. 
In fact, the model with no seasonal autoregression is accepted by the 
data. 
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Using the first 60 observations to reestimate the parameters of 
model (7.2), forecasts for the next 11 months were obtained. The least 
squares predictors using defined in Chapter V were calculated. 
The predictors were transformed back to the original scale and the 
results are given in Table 26. Both methods of prediction gave fairly 
accurate forecasts with prediction error never greater than 16 percent of 
the observed value. The mean average percentage error of the least 
squares predictor is 7.8 percent while the mean average percentage error 
of the predictors using is 7.3 percent. 
The estimated standard errors of the least squares predictors of the 
transformed series, , are 0.10, 0.12, 0.13, 0.14, 0.14, 0.14, 0.14, 
0.14, 0.14, 0.14, and 0.14. The two methods of prediction gavé pre-r.-. 
dictions which were always less than two standard errors from the 
observed values and in most câses the prediction errors were less than one 
standard error. 
Table 26. Forecasts of peak loads for the year 1979 
Month PQLS '^ MP Month PQLS M^P 
Jan. 784 775 July 1033 1011 
Feb. 707 721 Aug. 953 994 
Mar. 658 655 Sept. 891 953 
Apr. 606 615 Oct. 611 631 
May 752 751 Nov. 688 701 
June 929 911 
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To avoid the possibility of having considered the wrong transforma­
tion, the logarithmic transformation was considered and the results were 
similar to those obtained for the inverse transformation. 
The second example considers the unemployment rate of civilian 
workers in the United States. Monthly observations of seasonally un­
adjusted unemployed civilian workers and seasonally unadjusted total 
labor force for the period January 1967 to November 1979 were taken from 
various issues of Survey of Current Business. The unemployment rate was 
computed as the ratio of unemployed civilian workers to total labor force. 
The unemployment rate displays nonstationary behavior which may require 
taking differences. To test for a unit root in the autoregressive proc­
ess, the procedure outlined in Fuller (1976, pp. -366-382) is used. Let 
denote the unemployment rate at time t . 
An autoregressive model was fit to the data using ordinary least 
squares. Suppressing the seasonal intercepts, the regression equation is 
Y = Z D 0. + 0.00112 t + 0.946 Y , - 0.107 (Y - Y ,) 
i=l  ^ (0.00080) (0.024) (0.083) 
- 0.189 (Y 
(0.091) t-13 t^-12 
(7.4) 
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where s ^ = 0.042 . Let and 3 denote the coefficients of  ^
and t . To test  ^= 1 , 3= 0  versus < 1 , the 
/V _ 1 
statistic denoted by x is computed as (0.946 - 1)(0.024) = -2.28 . 
T 
Using the third part of Table 8.5.2 of Fuller (1976, p. 373), is 
compared with -3.43 when testing at the .05 level. Since t = -2.28 
T 
> -3.43 , the null hypothesis is not rejected. 
A multiplicative seasonal autoregressive process of order ( 2 ,  0) x 
(1, 0) was fit to the first difference of the original series, 
- Y^  ^  . The least squares procedure estimated the model as 
W = 0.80 D.^  - 0.30 D, - 0.60 D„. - 0.48 D.. - 0.12 D.. 
 ^ (0.11) (0.09) (0.11) (0.08) (0.07) 
+ 1.14 D - 0.23 D - 0.58 D_. + 0.08 D.. - 0.10 D 
(0.14) (0.11) (0.12) (0.07) (0.06) 
+ 0.17 D . + 0.05 + 0.115 W. . + 0.377 W. -
(0.06) (0.07) (0.083) (0.083) 
+ 0.165(W. - 0.115 W._,„ - 0.377 ,,) , (7.5) 
(0.089) (0.083) (0.083) 
where s^  = 0.043 . Assuming - 0.115  ^- 0.377  ^ satisfies a 
first-order seasonal autoregressive process, the Marriott and Pope modified 
least squares estimator of the coefficient of W .« - 0.115 t-lZ t-lj 
- 0.377 is calculated as 0.275 . To test Hqî p = 0 versus 
p / 0 , the "t-statistic" using p^  is equal to 3.09 which exceeds 
the 97.5-th percentile of a Student's t with 125 degrees of freedom. The 
null hypothesis is rejected at the .05 level. 
Table É7. Seasonally unadjusted unemployment rate of civilian workers in U.S.^  
Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. 
1967 4.20 4.21 3.91 3.50 3.23 4.59 4.09 3.72 3.73 3.78 3.71 3.48 
1968 4.03 4.25 3.78 3.21 2.94 4.47 3.97 3.46 3.32 3.18 3.25 3.06 
1969 3.68 3.70 3.46 3.19 2.89 4.13 3.84 3.48 3.65 3.48 3.33 3.45 
1970 4.22 4.67 4.57 4.33 4.14 5.56 5.32 5.02 5.20 5.12 5.53 5.58 
1971 6.55 6.58 6.26 5.66 5.29 6.46 6.20 5.91 5.75 5.40 5.66 5.53 
1972 5.44 6.38 6.11 5.51 5.08 6.16 5.84 5.50 5.37 5.13 4.91 4.73 
1973 5.45 5.59 5.17 4.77 4.34 5.36 5.01 4.67 4.68 4.19 4.51 4.52 
1974 5.62 5.75 5.31 4.81 4.61 5.81 5.64 5.28 5.69 5.49 6.21 6.69 
1975 8.97 9.14 9.15 8.56 8.31 9.12 8.65 8.16 8.11 7.77 7.79 7.76 
1976 8.82 8.66 8.08 7.37 6.74 7.07 7.80 7.57 7.40 7.15 7.42 7.35 
1977 8.29 8.51 7.89 6.85 6.39 7.52 6.99 6.82 6.59 6.32 6.42 5.97 
1978 7.04 6.88 6.58 5.75 5.50 6.19 6.27 5.81 5.75 5.38 5.54 5.63 
1979 6.38 6.40 6.06 5.49 5.18 5.99 5.81 5.88 5.61 5.56 5.57 — "m 
S^ource: Survey of Current Business, January 1967 to December 1979. 
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A multiplicative seasonal autoregressive process of order (2, 0) x 
(2, 0) was also considered but no significant improvements were detected. 
It was concluded that model (7.5) is a fairly good approximation and can 
be used for predicting future values. Model (7.5) was reestimated using 
the first 144 observations and predictions were made for the next 11 
months. The two methods of prediction considered in the first example 
are compared in Table 28. Both methods tended to overestimate the un­
employment rate and the predictors using were slightly larger than 
the least squares predictors. The prediction error never exceeded 16 
percent of the observed value for either predictor. The mean average 
percentage error of the least squares predictor is 8.4 percent as com­
pared with 10.5 percent for the predictors using . 
Table 28. Forecasts of unemployment rates for 1979 
A 
Month PQLS PmP Month O^LS M^P 
Jan. 6.71 6.69 July 6.49 6.70 
Feb. 6.83 6.82 Aug. 6.13 6.34 
Mar. 6.53 6.63 Sept. 6.11 6.33 
Apr. 5.95 6.07 Oct. 5.83 6.07 
May 5.63 5.81 Nov. 6.01 6.23 
June 6.71 6.88 
The estimated standard errors of the least squares predictors are 
0.22, 0.33, 0.47, 0.59, 0.72, 0.83, 0.93, 1.03, 1.12, 1.21, and 1.29. 
The prediction errors of the two methods of prediction were always less 
than two standard errors , 
I 
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APPENDIX A. THE EXACT MOMENTS OF THE LEAST SQUARES 
ESTIMATOR FOR THE FIRST-ORDER SEASONAL AUTOREGRESSIVE PROCESS 
Sawa (1978) gives a general procedure for evaluating moments of a 
ratio of two quadratic forms in a normally distributed random vector. 
The method is useful for studying the exact moments of serial correlation 
coefficients in normal autoregressive moving average time series. How­
ever, exact formulae for the moments of r(k) are not possible except 
in the simplest case of independent normal series. In the case of the 
first-order autoregressive process, Sawa numerically evaluated the first 
two moments of the least squares estimator of p for various values of 
p and differing sample sizes. Kendall's (1954) approximation for the 
mean and Bartlett's (1946) variance approximation were found adequate 
for samples as small as 20. 
Let X be an n x 1 random vector which is distributed as 
N(0, Z) . Denote the ratio of two quadratic forms by 
Q, x'A X 
r = o; = STBlf ' (A'l) 
where A and B are n x n symmetric matrices. The moments of r are 
derived by straightforward application of the following lemmas given by 
Sawa. 
Lemma A.1. Let $(8^ , Gg) be the joint moment generating function of 
and . Then the h-th moment of r is given by 
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E(r^ ) r(h) / h-1 3 
90, 
h *(8l. Gg) 
0j=O 
d0„ . (A.2) 
Lemma A.2. The joint moment generating function of and is 
given by 
$(8i, Gg) = |I - 20jC - 2q^ K\~^  , (A.3) 
where A is a n x n diagonal matrix containing the eigenvalues of a 
positive definite matrix and C = , where P is the 
corresponding n x n matrix of normalized eigenvectors of • 
Some results in matrix algebra which are useful in deriving the 
derivatives of 0(8^ , e^ ) are presented in the following lemma. 
Lemma A.3. Let A be a symmetric matrix whose elements are differentible 
functions of 0 . Then 
and 
• 
Let $(0^ , Gg) = |R(0J, Gg)} ^  , where R = 1 - 20^ C - 202A • Then 
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r 
_â_ 
r 
301  
$(0 1' 
= -1 
901 
r-1 
-1, 
 ^[*(Ql, 02)tr(R C)] , 
and 
tr (R~^ C) = s! 2® tr(R"lc)S+l . 
30® 
Using Leibnitz's formula for the n-th derivative of the product of two 
functions, the r-th derivative of $(8^ , is given as 
$(0,, 0,) 
301 
(r-1)! 
j:0 j' aei "1' "2 
4(01, 0-)[2f-jtr(R"\c)f-j] . 
(A. 4) 
In particular, the first and second derivatives of $(8^ , Q^ ) with 
respect to 0^  evaluated at 8^  = 0 , are 
3 $ 
301  
Q^ =0 = |I - 202Ar''^ -tr[(I-2e2A)~^ C] 
n 
"kk 
n (1-2X182)% ' 
£=1  ^
(A. 5) 
and 
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30? 
-h 
01=0 
= [l-Ze^ Al 4 tr 1^ 1-2 e^ A)^  
9$ 
30, 8 =0 2 tr[(I-2e2A)"^ C] 
! (1-2A,8,)% j=l k=l (l-282Aj)(l-282Ak) 
&=1  ^
n n C,, C. . + 2Cf 
Z E - kk n ik , (A.6) 
where C = (0^ )^ and A = diag(X^ ) . Using (A.5) and (A.6) in Lemma 
A.l, the first two moments of r can be compared. These results are pre­
sented in the following theorem. 
Theorem A.l. The first and second moments of r are given by 
and 
E(r) dx 
4=1 32  J  n , 
 ^ 0 (1+2X.X) n (l+2Av)^  
(A. 7) 
&=1 
E(r^ ) 
- 1  
xdx 
i=l j=l jj ij' n 
0 (l+2A.x)(l+2A.x) n (l+2A.x)% 
 ^ j A=1 * 
(A. 8) 
The least squares estimator of P in the first-order normal auto-
regressive process with unknown mean can be written as P = Q^ /Qg > where 
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Q. = y'Ay and Q„ = y'B y . The matrices A and B are n x n sym-
metric matrices whose rows are orthogonal to the (1,1,..., 1)' vector 
and hence and are distributed independently of y . The two 
quadratic forms are equal to (y-y)'A^ (y~y) and (y-vi) 'B(y-y) , re­
spectively and have joint moment generating function given by $(8^ , Qg) • 
In the case of the first-order seasonal autoregressive process of 
period k , the least squares estimator has the representation 
k-1 k-1 
p = Q./Q. , where Q, = Z yAy. and Q- = Z ylBy. ; the matrices 
 ^  ^ J  ^ 1=0 
A and B are as defined in the first-order autoregressive case and 
y^  = (yii»yjL2'• • * » i^n^  *  ^~ 0,1,..., k-1 . The joint moment generating 
function of and , say 0^ (8^ , Bg) > is related to the joint 
moment generating function of and by 
(A. 9) 
The first two derivatives of 0^ (8^ ,^ Bg) » evaluated at 8^  = 0 , are 
given by 
88 ,  
= k $ k-1 9$ 
8^ =0 38, 8^ =0 
" -3i 
1=1 ^ 
(A. 10) 
and 
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901 
= k(k-i)$k-2(aa )2 
81=0 ®^i 
+ k -&!& 
01=0 30! 0^ =0 
n 
n n kC^ C^^ . + 2C|^  
n (1-2%,0? 
2=1 * 
)k/2 1=1 j=l (l~2Xj_02) (l-2Xj02) 
(A. 11) 
The first two moments of the least squares estimator of p for the 
first-order seasonal autoregressive process are formulated in the follow­
ing theorem. 
Theorem A.2. The first and second moments of the least squares estimator 
of p in the first-order seasonal autoregressive process are given by 
E(p)  -
n 
k E C 
j=l jj / dx n 0 (1+2A.X) N (1+2X X) 
J &=1 
k/2 
(A.12) 
and 
E(p:) = k z E (kC^ C^ +2C2 ) J xdx 
i=l j=l n 
0 (1+2A.X)(1+2X.X) N (1+2X x) 
J &-1  ^
k/2 
(A. 13) 
For a general stationary normal autoregressive moving average 
process, the fiaûple autocorrelations are expressible as ratios of two 
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quadratic forms given in (A.l). Denote the n x n matrix as the 
n X n matrix with all its elements equal to one and L as the n x n 
 ^ n 
matrix with elements equal to one along the first upjJer diagonal and 
zeroes elsewhere. Using the definition of the sample autocovariances 
given by 
c„(h) = n-1 V (Yt-Y) (Yc+h-f) ' 
an alternative representation of C^ (h) is given as n ^ 'VU^ VY , where 
V = I - n"^  and = (L^  + L'^ )2"'^  . 
The sample autocorrelations r^ h^) are then given by 
Y'VU VY 
n^(h) = " Y'VY~ h = 1,2,..., n-1 (A. 14) 
which are of the form given in (A.l). 
Consider the least squares estimator of the first-order seasonal 
autoregressive parameter defined in (3.3). The numerator and denominator 
k-1 k-1 
of p are given as Q_ = S y'Ay and Q, = E ylBy , where 
OLB J 1^0 ~ ~ 1=0 " ~ 
yl = (y,,, y.y, ) and A and B are n x n symmetric matrices 
•V X xX IZ XIl 
given as 
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0  1  0  . . .  0  0  0  1  1  . . .  1  1  
1  0  1  . . .  0  0  1  2  2  . . .  2  1  
0  1  0  . . .  0  0  
-(n-l)- l2-l  1  2  2  . . .  2  1  
0  0  0  . . .  0  1  1  2  2  . . .  2  1  
0  0  0  . . .  1  0  1  1  1  . . .  1  0  
and 
o
 
o
 
o
 
o
 1  1  1  . . .  1  o" 
0  1  0  . . .  0  0  1  1  1  . . .  1  0  
0  0  1  . . .  0  0  1  1  1  . . .  1  0  
j  -(n-1) : 
o
 
o
 
o
 
o
 
1  1  1  . . .  1  0  
o
 
o
 
o
 
o
 
o
 
o
 
o
 
c
 
When the true value of p is equal to zero, the covariance matrix of 
is equal to I • The value of a^n be taken to be one with 
no loss of generality since the least squares estimator of p is distrib­
uted independently of g? . The eigenvalues of = B are obtained 
by noting that B is an idempotent matrix of rank n *- 2 . From matrix 
theory, a n x n idempotent matrix of rank p has p eigenvalues equal 
to one and zeroes elsewhere. The normalized eigenvectors of B associ­
ated with a unit root are given as Pj , j = 1,2,..., n-2 , where the 
elements of are equal to 
= [3(j+l)]"^  i < j (A. 17) 
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-[j (j+1)] i = j+1 
= 0 j+1 < i < n 
The two normalized eigenvectors of B associated with the zero roots 
are equal to  ^= (n-1) ^(1 1 1 ... 1 0) and = (0 0 0 ... 0 1) . 
Let P be the n x n matrix of normalized eigenvectors of B . Then 
h k 
the matrix C = P'g Ag P = P'AP has elements C.. = z % P .a P . which 
% m A l  A ®  
are given for i < j , as 
= -[i(i+l)] ^  i = j = 1,2 n-2 , 
= 0 i = j = n-1, n , 
= 2"^ (i+l)"^ [i(i+2)]"^ (i2+l) j = i+1 = 2,3,..., n-2 , 
= - 2"^ [i(i+l)j(j+l)]"^  2 < i+1 < j < n-2 , 
= 2 ^ (n-1) ^ {[n(n-l)] - [i(i+l)] 2 _< i+1 < j = n-1 , 
= 2 ^ (n-1) ^ (n-2)^  i = n-2, j = n-1 , 
= 0 j = n 
and ~ ^ ij t)y symmetry. 
Using equation (A.12) of Theorem A.2, the mean of 
true value of p is zero is obtained by 
POLS 
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<^"013' = ''U J  ^
0 (1+2X.X) n (l+2X.x)k/2 
 ^ &=1  ^
"-2 -1 ; dx 
k Z [j(j+l)] f 
j=l J k(n-2)+2 
2 
° (l+2x) 
h-2 . . 
•k Z [j(j+l)]" [k(n-2)]~^  
j=l 
1 1 1 
•(n-2)"^  E [j~^  - (j+1)"^ ] 
j=l 
(n-2)"l[l-(n-l)-l] 
The second moment of p can be derived exactly using equation (A.13) 
of Theorem A.2. However, the form of E(p^ __) involves the sums of the 
n-2 n-2 
form E [i(i+l)] and E i , which have no convenient expressions. 
i=l i=l 
For values of p other than zero, the exact moments of are 
algebraically intractable to derive but can be numerically computed with 
the aid of a computer. Sawa (1978) has shown that the approximate mean 
and variance of P^ TO based on the work of Marriott and Pope (1954), 
Kendall (1954) and Bartlett (1946) are adequate for moderately small 
samples. 
164 
APPENDIX B. THE COVARIANCES OF ESTIMATED AUTOCOVARIANCES 
FOR STATIONARY AUTOREGRESSIVE PROCESSES 
Consider the p-th order stationary autoregresslve process with zero 
mean 
t^ " "l^ t-l ~ "2^ t-2 ' ' "p^ t-p ~ ®t ' 
where e^  is a sequence of independent normal (0, a^ ) random variables 
and the roots of the characteristic equation 
p p-1 p-2 _ 
m - - ot2™ ~ • • • ~ a ~ 0 
lie within the unit circle. The sample autocovariance of lag h is 
defined to be 
n-h 
y(h) = (n-h) Z Y Y , h = 0,1,2,..., n-1 
t=l 
which is unbiased for (^h) . Bartlett (1946) derived the covariance of 
Y(h) and Y(q) to order n as 
- -1 " 
cov{Y(h), Y(Q)} = n 2 [Y(p)Y(p-h+q) + Y(p+q)Y(p-li)] 
p=s-oo 
+ 0(n~^ ) . (B.l) 
I 
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In deriving expressions for the bias of the least squares estimators for 
the autoregressive parameters, relevant formulas of (B.l) are needed. A 
general procedure of obtaining such expressions is given in this section. 
Associated with the p-th order autoregressive process, the Yule-
Walker equations are 
Y(h) - a^ yCh-l) - a2Y(h-2) - ... - OpY(h-p) = , h = 0 
= 0 , h > 0 . (B.2) 
The first p + 1 equations corresponding to h = 0,1,2,..., p form a 
system of p + 1 simultaneous equations which can be written as 
Br = (a ,^0,0,...,0)' , where r' = (yCO), Y(1),..., y(p)) and B is a 
( p + l ) x ( p + l )  m a t r i x  w h o s e  e l e m e n t s  a r e  f u n c t i o n s  o f  ( 0 ^ , 0 2 » * •  
In the case of the second-order autoregressive process, the system of 
equations is 
1  -A^ 
M 
-«2 Y(O) 
-A2 l -OG 0  Y d )  0  
-«1 1  Y(2) 0  
Since B is nonsingular, r = B (^a^ ,0,0 0)' . 
00 
Denoting A(h) = Z Y(j)Y(j+h) , h = 0,1,2,..., the Yule-Walker 
j=0 
equations can be used to form a system of p + 1 equations in the p + 1 
unknowns A(h) , h = 0,1,2 p . The first equation in A(h) is 
obtained by multiplying (B.2) by Y(h) which gives 
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(h) - a (h-1) ~ ••• ~ a Y ^^ ~P) ~ 0 > h> 0 . (B.4) 
For a stationary autoregressive process, the autocovariance function is 
CO 00 
absolutely summable. Since Z jy Oy (J+h) | ^ ( Z , the 
j=0 j=0 
function A(h) is well defined and (B.4) can be summed over h giving 
h=l h=l  ^h=l 
Z Y^ (h) - Z Y(h)Y(h-l) ~ ••• - Op Z Y(h"P) ~ 0 • 
(B.5) 
Since E Y^ (h) = A(0) - y^  (0) > Z Y(h)Y(h-l) = A(l) and 
h=l h=l 
00 j-1 
E Y(h)Y(h-j) = A(j) + z Y(h)Y(j-h) for j > 2 , equation (B.5) is 
h=l h=l 
equal to 
A(0) - aj^ A(l) - ... - apA(p) - C(l) , (B.6) 
P j-1 
where C(l) = Y^ (0) + Z a. Z Y(h)Y(j"h) . The other p equations 
j=2  ^h=l 
are obtained by multiplying (B.2) by Y(h-l), Y(h-2),..., yCh-P) > 
respectively, and summing over h = 1 to «> . The system of equations 
is seen to have the form BA = C , where B is the nonsingular 
(p+l)x(p+l) matrix given earlier. A' = [A(0),A(1),..., A(p)] and C 
is a p+1 vector whose elements are functions of a = (a2>0(2'**'' 
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and r • In the case of the second-order autoregressive process, the 
system of equations is given as 
C 
1 -«2 -«2 A(0) 
-«J l-a2 0 A(l) = 
-»2 "°1  ^ A(2) 
Y*(0)+ 02Y*(1) 
027(0)7(1) 
0 
(B.7) 
,-l The system of equations can be solved directly for A by A = B C . 
It is noted that the function A(h) satisfies the homogeneous difference 
equation defining the process. 
A(h) - a2A(h-l) - 0.^ (^ -2) - ... - a A(h-p) = 0 , h ^  p 
(B.8) 
This result is stated as a lemma. 
Lemma B.1. Let the autocovarlance function of a p-th order stationary 
autoregressive process be defined as y(h) = cov{Y^ , . Let 
00 
A(h) = 2 Y(j)Y(j+h) , h = 0,1,2,..., then 
j=0 
A(h) - a^ A(h-l) - a2^ (h-2) - ... - a^ ACh-p) = 0 , h ^  p . 
Proof. Multiplying the Yule-Walker equation corresponding to 
h = j by yCj-k) , gives 
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Y (j-k)Y(j) - oij^ Y(j-k)Y(j-l) " ••• " a^ Y(J-k)Y(j-p) = 0 , j>l 
Noting that the autocovariance function Y(h) is absolutely summable, 
the system of equations can be summed over j = k to œ , i.e. 
E Y(j"k)Y(j) j=k AI E j=k 
-a E Y(j-k)Y(j-p) 
j=k 
= 0 . 
For k > p , E Y(j"k)Y(j-i) = A(k-i) , i = 0,1,2,..., p , and the 
j=k 
equation is given as 
A(k) - a^ A(k-l) - a2A(k-2) - ... - apA(k-p) = 0 , k ^  p . 
In terms of the second-order autoregressive model, the first two 
values of A(h) corresponding to h = 0,1 are computed as 
A(0) 
A(l) 
[ (1-U2)^ ~a^ ] (1-^ 2) 
(l-Ug) [Y^  (0)-hï2Y^  (1) 
«^ [Y^  (0)+a2Y^  (1)]+ (1-02^ 027(0)7(1) 
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Y*(0) 
l-a2 + (1-82) ^ 0^ 02(2+82) 
(1+52)a2 °^'i"2 
and A(2) = ajA(l) + 02^ (0) . 
Using the results of Bartlett (1946), the variance of yCO) is 
computed as 
var{Y(0)} = 2n ^ z + Q(n ^) 
j=-oo 
= 2n"^ [2A(0) - Y^ (0)] + 0(n"^ ) 
2v^ (0) 
n 
l+al 
+ 
2a|(l+a2) 
l-al [(1-82)^ ~a|](1-02) 
+ 0(n"^ ) . (B.9) 
Similarly, 
var{Y(l)} = n -] E Y^ (j) + E Y(j+l)Y(j"l) 
j=-oo j=-oo 
+ 0(n"2) 
= 2"^  Var{Ç(0)} + n"^ [2A(2) + Y (^1)] + 0(.n~h 
- X 2(0) 
n 
l-h%2 a| (1+202) 
l-a2 (1-02)(l"»!) 
aI(4+82+682-502) 
[(1-82)^ -a^ ](l-Bg)(1-82) 
+ 0(n~h , (B.IO) 
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and 
COV{Y(0), Y(1)} = n ^  2 % Y(j)Y(j-l) + 0(n 
= n  ^4 A(l) + (n 
4y^  (0)a 1_ 
2_„2i ntCl-Og):-*:] 
1 + "l"2 (l-a^)(l-Og) + 0(n"2) 
(B.ll) 
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APPENDIX C. EMPIRICAL MEANS, VARIANCES AND MEAN 
SQUARE ERRORS OF ALTERNATIVE ESTIMATORS 
OF p AND ONE AND THREE PERIOD PREDICTORS 
Five other estimators of the parameter of the first-order seasonal 
autoregressive process were included in the Monte Carlo study and the 
results are presented in this section. The estimators in this group con-
* 
sist of the following: the least squares estimator p defined in ULo 
A (3.5), the maximum likelihood estimator given in (3.35), the 
approximate maximum likelihood estimator p considered in Lemma (3.3), 
riLrj 
the modified least squares estimator given in (3.33) and the modified 
* 
symmetric estimator MP given in (5.3). The estimators Pqls 
* 
'^ MLE assume the seasonal means are known and equal to zero. More de­
scriptions of the estimators can be found in Chapter III. The empirical 
means, variances and mean square errors of the various estimators are 
presented in Tables C.l, C.2 and C.3. 
One and three period predictors using and Pgy^  were generated 
by the equations (5.5) and (5.6), where the seasonal intercepts are 
estimated by the approximate generalized least squares estimators of 
0^  given in (5.11) using p^  and Pgyj^  » respectively. The one and 
three period predictors using p^  are denoted by RH02 
n^+3 RH02 ' one and three period predictors using p^  ^are denoted 
by Y and Y . Table C.4 compares the Monte Carlo 
•' n+l,SYM n+3,SYM 
variances of the one and three period predictors of p^  and Pg^  . 
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Table C.l. Empirical biases of various estimators of p 
cue value 
* * 
of p n PMLE PSYM.MP P2 PQLS PWLE 
-1.00 5 0.212 0.239 0.027 0.045 0.179 
-0.99 5 0.101 0.095 0.008 0.005 0.002 
-0.90 5 0.072 0.083 0.015 0.012 0.013 
-0.70 5 -0.002 0.047 0.019 0.015 0.017 
-0.30 5 -0.137 -0.017 0.010 -0.001 0.001 
0.00 5 -0.248 -0.086 0.005 0.002 0.002 
0.30 5 -0.371 -0.181 -0.030 -0.004 -0.005 
0.70 5 -0.553 -0.357 -0.104 -0.020 -0.021 
0.90 5 -0.644 -0.460 -0.155 -0.011 -0.013 
0.99 5 -0.683 -0.508 -0.190 -0.006 -0.002 
1.00 5 -0.694 -0.518 -0.194 -0.050 -0.184 
-1.00 10 0.099 0.106 0.020 0.025 0.101 
-0.99 10 0.001 -0.003 0.004 0.003 0.001 
-0.90 10 0.006 0.016 0.008 0.007 0.008 
-0.70 10 -0.010 0.017 0.010 0.008 0.009 
-0.30 10 -0.061 0.005 0.007 0.005 0.005 
0.00 10 -0.116 -0.026 -0.001 -0.003 -0.003 
0.30 10 -0.163 -0.055 -0.020 -0.012 -0.012 
0.70 10 -0.226 -0.119 -0.050 -0.017 -0.016 
0.90 10 -0.267 -0.181 -0.082 -0.009 -0.010 
0.99 10 -0.291 -0.222 -0.106 -0.004 -0.002 
1.00 10 -0.295 -0.227 -0.106 -0.024 -0.099 
-1.00 20 0.054 0.055 0.011 0.012 0.054 
-0.99 20 0.002 0.002 0.003 0.002 0.002 
-0.90 20 0.003 0.008 0.006 0.006 0.006 
-0.70 20 -0.008 0.006 0.005 0.004 0.004 
-0.30 20 -0.031 0.003 0.004 0.003 0.004 
Table C.l (continued) 
True value 
* * 
of p n M^LE PgYN.MP 2^ POLS M^LE 
0.00 20 -0.053 -0.006 0.000 0.001 0.001 
0.30 20 -0.074 -0.015 -0.004 -0.002 -0.002 
0.70 20 -0.099 -0.037 -0.016 -0.003 -0.004 
0.90 20 -0.118 -0.070 -0.035 -0.006 -0.005 
0.99 20 -0.135 -0.103 -0.055 -0.002 -0.002 
1.00 20 -0.137 -0.107 -0.058 -0.012 -0.053 
Table C.2. Empirical variances of various estimators of p 
True value 
Variances multiplied by one hundred 
* * 
of p n 
M^LE S^YM.MP P2 O^LS M^LE 
-1.00 5 0.199 0.355 0.340 0.447 0.338 
-0.99 5 0.002 0.004 0.045 0.029 0.003 
-0.90 5 0.091 0.173 0.689 0.480 0.234 
-0.70 5 0.417 0.757 1.738 1.155 0.923 
-0.30 5 1.244 1.961 2.887 1.891 1.774 
0.00 5 1.639 2.275 3.403 2.065 2.065 
0.30 5 1.845 2.235 3.792 1.880 1.791 
0.70 5 2.030 1.918 4.670 1.251 0.930 
0.90 5 2.179 1.752 4.024 0.471 0.198 
0.99 5 2.197 1.719 3.748 0.030 0.003 
1.00 5 2.200 1.709 3.575 0.494 0.364 
-1.00 10 0.086 0.102 0.117 0.131 0.124 
-0.99 10 0.003 0.004 0.020 0.016 0.003 
-0.90 10 0.117 0.160 0.255 0.222 0.125 
-0.70 10 0.357 0.457 0.547 0.502 0.430 
-0.30 10 0.701 0.850 0.950 0.820 0.810 
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Table C.2 (continued) 
True value 
of p 
Variances multiplied by one hundred 
n 
M^LE PgYM.MP P2 PQLS M^LE 
10 0.853 1.007 1.184 0.947 0.954 
10 0.929 1.033 1.130 0.858 0.841 
10 0.800 0.754 1.063 0.515 0.438 
10 0.727 0.580 0.939 0.197 0.121 
10 0.692 0.518 0.873 0.017 0.004 
10 0.682 0.495 0.783 0.130 0.124 
0.00 
0.30 
0.70 
0.90 
0.99 
1.00 
-1.00 20 0.033 0.033 0.029 0.030 0.034 
-0.99 20 0.002 0.003 0.010 0.010 0.002 
-0.90 20 0.062 0.077 0.097 0.095 0.063 
-0.70 20 0.193 0.227 0.225 0.220 0.211 
-0.30 20 0.368 0.408 0.423 0.398 0.393 
0.00 20 0.439 0.480 0.492 0.445 0.446 
0.30 20 0.455 0.490 0.481 0.409 0.406 
0.70 20 0.307 0.299 0.375 0.236 0.220 
0.90 20 0.218 0.189 0.267 0.094 0.070 
0.99 20 0.177 0.134 0.215 0.010 0.003 
1.00 20 0.164 0.126 0.203 0.031 0.035 
Table C.3. Empirical mean square error of various estimators of p 
Mean square errors multiplied by ten 
True value /S * * 
of p n M^LE PyYM.MP P2 PQLS M^LE 
-1.00 5 0.469 0.608 0.041 0.065 0.354 
-0.99 5 0.101 0.091 0.001 0.003 0.000 
-0.90 5 0.061 0.086 0.071 0.050 0.025 
-0.70 5 0.042 0.098 0.177 0.118 0.095 
Table C.3 (continued) 
Mean square errors multiplied by ten 
True value /s * * 
of p n M^LE PSYM.MP P2 PQLS M^LE 
-0.30 5 0.317 0.199 0.290 0.189 0.177 
0.00 5 0.777 0.301 0.341 0.206 0.207 
0.30 5 1.559 0.550 0.388 0.188 0.179 
0.70 5 3.262 1.463 0.575 0.129 0.098 
0.90 5 4.365 2.287 0.642 0.048 0.021 
0.99 5 4.882 2.750 0.736 0.003 0.000 
1.00 5 5.042 2.858 0.734 0.075 0.375 
-1.00 10 0.107 0.123 0.016 0.019 0.114 
-0.99 10 0.000 0.001 0.002 0.002 0.000 
-0.90 10 0.012 0.019 0.026 0.023 0.013 
-0.70 10 0.037 0.048 0.056 0.051 0.044 
-0.30 10 0.108 0.085 0.096 0.082 0.081 
0.00 10 0.220 0.108 0.118 0.095 0.096 
0.30 10 0.359 0.134 0.117 0.087 0.086 
0.70 10 0.589 0.217 0.131 0.054 0.046 
0.90 10 0.784 0.386 0.162 0.021 0.013 
0.99 10 0.918 0.543 0.200 0.002 0.000 
1.00 10 0.939 0.565 0.191 0.019 0.111 
-1.00 20 0.032 0.034 0.004 0.005 0.033 
-0.99 20 0.000 0.000 0.001 0.001 0.000 
-0.90 20 0.006 0.008 0.010 0.010 0.007 
-0.70 20 0.020 0.023 0.023 0.022 0.021 
-0.30 20 0.046 0.040 0.042 0.040 0.040 
0.00 20 0.072 0.048 0.049 0.045 0.045 
0.30 20 0.100 0.051 0.048 0.041 0.041 
0.70 20 0.129 0.043 0.040 0.024 0.022 
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Table C.3 (continued) 
Mean square errors multiplied by ten 
True value A. /S A * * 
of p  n N^LE S^YM.MP P 2  PQLS M^LE 
0.90 20 0.160 0.068 0.039 0.010 0.007 
0.99 20 0.199 0.119 0.051 0.001 0.000 
1.00 20 0.205 0.127 0.054 0.005 0.032 
Table C.4. Empirical variances of various predictors of and Y^  
True 
value 
of p 
Y Q+1 ,RH02 \+3,RH02 
* 
\+l,SYM 
* 
\+3,SYM 
n 5 10 20 5 10 20 5 10 20 5 10 20 
-1.00 1.260 1.060 1.057 3.307 3.111 3.087 1.504 1.237 1.115 4.608 3.911 3.519 
-0.99 1.275 1.143 1.056 3.354 3.084 3.023 1.886 1.112 1.054 6.667 3.070 3.001 
-0.90 1.291 1.122 1.057 2.858 2.629 2.537 1.284 1.115 1.055 2.802 2.587 2.528 
-0.70 1.280 1.119 1.056 1.970 1.821 1.772 1.251 1.116 1.056 1.903 1.816 1.772 
-0.30 1.260 1.118 1.057 1.248 1.216 1.131 1.263 1.119 1.058 1.250 1.217 1.131 
0.00 1.237 1.111 1.056 1.202 1.099 1.051 1.278 1.122 1.059 1.204 1.099 1.051 
0.30 1.214 1.105 1.054 1.444 1.277 1.193 1.327 1.130 1.059 1.444 1.277 1.193 
0.70 1.155 1.084 1.048 2.316 2.080 1.941 1.466 1.170 1.067 2.404 2.160 1.967 
0.90 1.091 1.059 1.037 2.911 2.827 2.713 1.561 1.234 1.094 3.383 3.286 2.950 
0.99 1.059 1.036 1.021 3.176 3.162 3.098 1.618 1.293 1.136 4.010 4.148 3.773 
1.00 1.053 1.031 1.019 3.198 3.189 3.135 1.621 1.301 1.144 4.075 4.271 3.905 
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