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Abstract
Zur Verbesserung der Genauigkeit von makromechanischen Simulationsmodellen sind korrekte
Eingabedaten der modellierten Werkstoffe erforderlich. Diese Materialdaten werden konventio-
nell durch Versuche bestimmt, k¤onnen jedoch auch mit Hilfe kristallphysikalischer Simulationen
gewonnen werden. Eine derartige Methode, welche Elemente von Zellularautomaten und Monte-
Carlo-Methode verbindet und auf ein Vielteilchenmodell zur¤uckf¤uhrt, wird im Rahmen dieser Ar-
beit vorgestellt. Vorteil dieser Methode ist die Erlangung eines grundlegenden Verst¤andnisses der
im Kristall ablaufenden Vorg¤ange. Im Vordergrund steht die Untersuchung der Strukturbildung von
Versetzungen in metallischen Werkstoffen. In diesem Zusammenhang wird auch der Einuss ei-
nes Abschneideradius von langreichweitigen Spannungsfeldern um Versetzungen auf die Verset-
zungsstrukturbildung untersucht. Im Zusammenarbeit mit dem European Center for Parallelism of
Barcelona (CEPBA) wurde eine Simulationssteuerung entwickelt, die die Nachbildung von Zug-
versuchen im mikrostrukturellen Maßstab erm¤oglicht. Zur Validierung der Simulationsergebnisse
werden Vergleiche mit transmissionselektronenmikroskopischen Aufnahmen durchgef¤uhrt. Neben
Korrelationsverfahren liegt ein Schwerpunkt in der Bestimmung der Versetzungsdichte bei TEM-
Bildern. Hierzu wird ein automatisches, auf Methoden der Bildverarbeitung basierendes Programm
vorgestellt.
Schlagworte
Simulation, Versetzung, Mikrostruktur, Transmissionselektronenmikroskopie
II
Abstract
To increase the accuracy of macromechanical simulation models correct input data of the modeled
materials is required. This material data can be determined conventionally by experiments but also
by using crystal-physical simulations. Such a method which combines elements of cellular automata
and Monte-Carlo method and reduces them to a multi-body problem is introduced in this work. The
advantage of this model is to obtain a fundamental understanding of the processes taking place in the
crystal. The main topic is the analysis of the formation of dislocation structures in metallic materials.
In this context the inuence of a cutoff-radius for long-range stresselds around dislocations on
the development of dislocation structures is discussed. In collaboration with the European Center
for Parallelism of Barcelona (CEPBA) a simulation control has been developed which allows the
emulation of tensile tests on a microstructural scale. To validate the simulation results comparisons
with transmission-electron-micropscopic images are carried out. In addition to correlation methods
an emphasis lies on the determination of dislocation densities in TEM-pictures. For doing that an
automatic method based on image processing techniques is presented.
Keywords
Simulation, dislocation, microstructure, transmission-electron-microscopy
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1 Einleitung
Metallische Werkstoffe sind in allen technischen Bereichen trotz der Entwicklung neuer Materiali-
en aufgrund ihrer vielseitigen Verwendungsm¤oglichkeiten nach wie vor unersetzlich. Die meisten
Erkenntnisse hierzu entstammen der langen Entwicklungsgeschichte metallischer Werkstoffe, die
eng mit der menschlichen Evolution und dem allgemeinen technischen Fortschritt verbunden ist.
Ein großer Teil dieses Wissens entstammt jedoch eher praktischen Versuchen, zun¤achst vermutlich
zuf¤alligen Gegebenheiten, sp¤ater gezielteren Experimenten. Erst in den letzten Jahrhunderten die-
ser Jahrtausende alten Entwicklung wurden empirische Kenntnisse durch wissenschaftlich fundierte
Theorien erg¤anzt. Hierdurch ist man zu der Erkenntnis gelangt, dass ihr breites Einsatzgebiet in er-
ster Linie durch die zahlreichen Beeinussungsm¤oglichkeiten auf mikrostruktureller Ebene zur¤uck-
zuf¤uhren ist.
Zur weiteren Verbesserung von metallischen Werkstoffen und Legierungen ist ein grundlegendes
und tiefgehendes Verst¤andnis der im Material ablaufenden Prozesse erforderlich, welche beispiels-
weise w¤ahrend plastischer Verformung oder thermischer Behandlung auftreten. Mikrostrukturelle
Simulationsmethoden liefern hierzu einen entscheidenden Beitrag, da sie die komplexen Interaktio-
nen aller mikrostrukturellen Elemente wie Versetzungen, Ausscheidungen und Korngrenzen abbil-
den. Besonders das kollektive Verhalten von Versetzungen untereinander muss hierbei im Vorder-
grund stehen, da das durch die Gitterverzerrung hervorgerufene Spannungsfeld zwar bereits bekannt,
das Zusammenspiel von mehreren Tausend Versetzungen jedoch ¤außerst komplex ist. Zur L¤osung
solcher Vielteichensysteme bieten sich mehrere Verfahren an, wie z.B. Monte-Carlo-Methoden, zel-
lul¤are Automaten und Methoden der Molekulardynamik. Diese Verfahren weisen einen unterschied-
lichen Grad an Determinismus auf. So ist beispielsweise die Monte-Carlo-Methode ein stochasti-
sches Verfahren, wogegen Molekulardynamik-Modelle eine analytische L¤osung des Problems lie-
fern. Der Einsatz von Computern ist bei Verwendung jedes Verfahrens inzwischen unverzichtbar
geworden, da nur sie das L¤osen dieser Vielteilchenprobleme erm¤oglichen. Zur Minimierung des ho-
hen Rechenaufwands wird im Rahmen dieser Arbeit ein zweidimensionales Modell vorgestellt, mit
dem die Entstehung von Versetzungsstrukturen untersucht werden kann. ¤Ubergeordnetes Ziel dieser
Arbeit ist die Vorhersage des Werkstoffverhaltens bei Umform- oder F¤ugeprozessen durch Simula-
tionsrechnungen auf mikrostruktureller Ebene, um auf diese Art die Entwicklungszeit neuer Legie-
rungen zu senken und dadurch Kosten zu sparen. Die Vorhersage erfolgt durch das Ableiten makro-
skopischer Parameter, wie z.B. Spannungs-Dehnungs-Kurven, aus den simulierten Mikrostrukturen.
Die sich w¤ahrend der Simulation herausbildenden Versetzungsstrukturen k¤onnen mit transmissi-
onselektronenmikroskopischen (TEM) Aufnahmen realer Bauteile verglichen und dadurch validiert
werden. Hinsichtlich der Probenpr¤aparation und den sich einstellenden Versetzungsstrukturen hat
sich eine Aluminium-Magnesium-Legierung (AlMg5Mn) als besonders geeignet erwiesen. Die ent-
sprechenden kristallphysikalischen Kenngr¤oßen werden in der Simulation verwendet.
Ein weiterer Schwerpunkt der Arbeit liegt in der Auswertung von TEM-Aufnahmen, wobei Metho-
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den der Bildverarbeitung zum Einsatz kommen m¤ussen. Da meist ungleichm¤aßige Beleuchtungs-
zust¤ande vorliegen, m¤ussen die Aufnahmen erst verschiedene Vorverarbeitungsschritte durchlaufen,
bevor mit der eigentlichen Auswertung begonnen werden kann. Zu dieser z¤ahlen die Bestimmung
der Versetzungsdichte, die durch ein im Rahmen dieser Arbeit entwickeltes Programm vollauto-
matisch erfolgt, sowie Korrelationsuntersuchungen, die einen Vergleich von simulierten mit realen
Versetzungsstrukturen erm¤oglichen.
2
2 Stand von Wissenschaft und Technik
In diesem Abschnitt soll ein kurzer ¤Uberblick ¤uber die auf dem Gebiet der mikrostrukturellen Si-
mulationen vorhandenen Kenntnisse und deren Analysemethoden gegeben werden.
Mikrostrukturelle Simulationen behandeln in erster Linie die Interaktion von Versetzungen unter-
einander. Es wird dabei unterschieden zwischen Modellen mit und ohne Ortsau¤osung. Sind die
jeweiligen Positionen der simulierten Versetzungen nicht von Interesse, sondern basieren die Mo-
delle auf der Formulierung von Versetzungsdichten einzelner Versetzungstypen, so spricht man von
Modellen ohne Ortsau¤osung.
G¤angige Versetzungsdichtemodelle basieren auf Entwicklungsgleichungen f¤ur die ber¤ucksichtigten
mikrostrukturellen Elemente und einer kinetischen Grundgleichung, die Mikrostruktur, Temperatur
und Dehnrate mit der daf¤ur n¤otigen Spannung verkn¤upft. Einsatzgebiete sind meist Metalle oder
Legierungen mit hoher Stapelfehlerenergie, die zur Versetzungszellbildung neigen, wie z.B. Alumi-
nium. Modelle mit drei internen Parametern ber¤ucksichtigen drei unterschiedliche Versetzungsdich-
ten: mobile Versetzungen, immobile Versetzungen in Zellw¤anden und immobile Versetzungen im
Zellinneren [Goe00], [Goe01]. Erst k¤urzlich ist KARHAUSEN und ROTERS die Formulierung eines
Vier-Parameter-Modells gelungen [Kar02], welches von einer konstanten Anzahl mobiler Verset-
zungen ausgeht, jedoch immobile Schrauben- und Stufenversetzungen in Zellw¤anden und im Zel-
linneren einbezieht.
Ein weiteres Einsatzgebiet f¤ur versetzungsdichtebasierte Modelle ist die Untersuchung der Abh¤angig-
keiten von Dehnrate zu Spannung bei station¤arer Verformung. Der ¤Ubergang von einer kubischen
zu einer exponentiellen Abh¤angigkeit wurde in [Blu01] auf spontane Annihilationsvorg¤ange zur¤uck-
gef¤uhrt, wobei die dynamische Erholung sowohl von der Au¤osung von Dipolanordnungen als auch
von Abgleitvorg¤angen bestimmt wird.
Falls bei mikrostrukturellen Simulationen die Untersuchung der Anordnung von Versetzungen im
Vordergrund steht, so sind deren Positionen essentiell wichtig und nden in Modellen mit Orts-
au¤osung ihre Ber¤ucksichtigung.
Grundlegende Simulationen, welche das Durchlaufen einer Versetzungslinie durch ein Hindernis-
feld aus Ausscheidungen nachbilden, wurden zuerst von MORRIS und KLAHN mittels eines raum-
diskreten Modells durchgef¤uhrt [Mor74], von FUCHS und R ¤ONNPAGEL [Fuc93] erg¤anzt und von
ARSENAULT [Ars01] unter Verwendung eines kontinuumselastizit¤atstheoretischen Modells fort-
gef¤uhrt. Bei MOHLES [Moh98] wurde unabh¤angig davon eine ¤ahnliche Herangehensweise gew¤ahlt.
Die Versetzungslinie liegt bei diesem zweidimensionalen Simulationstyp in der Bildebene, die Aus-
scheidungen stellen punkt- oder ¤achenartige Hindernisse dar. Grundlage all dieser Simulationen ist
das lokale Gleichgewicht aller Spannungen entlang der Versetzungslinie.
Im Gegensatz dazu existieren zweidimensionale Modelle, die der Untersuchung von Versetzungs-
strukturen dienen, wobei die Linienvektoren der Versetzungen senkrecht zur Bildebene stehen und
hierbei als unendlich lang angenommen werden. Man spricht aus diesem Grund auch h¤aug von
zweieinhalbdimensionalen Simulationen. Relativ einfache Modelle zur Simulation von Stufenver-
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setzungen unter Spannungseinuss basierend auf der Theorie der Zellularautomaten wurden erst-
mals von L ·EPINOUX und KUBIN [Lep87] entwickelt. Der Einuss verschiedener Temperaturen
wurde hierbei jedoch vernachl¤assigt. ¤Ahnliche, ebenfalls auf zellul¤aren Automaten basierende Mo-
delle wurden von STECK und HESSELBARTH [Ste94], [San99] entwickelt. Bei diesen Arbeiten
stand die Untersuchung der Selbstorganisationsmechanismen nach dem Prinzip von NICOLIS und
PRIGOGINE [Pri77] im Vordergrund. Zellur¤are Automaten werden ebenfalls zur Nachbildung der
dynamischen Rekristallisation verwendet [Got01]. Ausgehend von KUBIN und CANOVA [Kub89],
GHONIEM und AMODEO [Amo90], sowie GULLUOGLU ET AL. [Gul89] haben sich auf einer Va-
riante der Molekulardynamik basierende, mikrostrukturelle Modelle (engl.: dislocation dynamics)
derart weiterentwickelt, dass sie mittlerweile wichtige Einblicke in das Verhalten von Werkstoffen
unter verschiedenen Belastungen bieten.
Der Schritt zur Dreidimensionalit¤at wurde wiederum von KUBIN ET AL. durchgef¤uhrt [Kub92].
Versetzungen setzen sich hierbei aus elementaren Stufen- und Schraubenversetzungssegmenten zu-
sammen. Die resultierenden Spannungsfelder m¤ussen aus den Spannungsfeldern der einzelnen Seg-
mente berechnet werden.
Spezielle Untersuchungen von statischen Spannungsfeldern regelm¤aßiger Zellanordnungen und der
sich hieraus ergebenden Versetzungsverteilung wurden von RAABE und ROTERS [Raa95], [Raa96]
und [Rot96], [Rot97] in zwei und in drei Dimensionen durchgef¤uhrt. Die Entwicklung der Mi-
krostruktur hinsichtlich der Erzeugung und Interaktion von Versetzungen ist Bestandteil der Arbei-
ten von SCHIØTZ [Sio02].
Monte-Carlo-Methoden, die Kornwachstum in zwei und drei Dimensionen nachbilden, wurden von
ANDERSON ET AL. [And84], [And86] entwickelt. Auch hier ist das Material in diskrete Berei-
che aufgeteilt, welche ihrerseits Attribute wie Orientierung besitzen, jedoch keine subsidi¤are Mi-
krostruktur aufweisen, sondern als homogen angenommen werden. Korngrenzen werden durch
große Orientierungsunterschiede zwischen benachbarten Bereichen repr¤asentiert. Bei jedem Monte-
Carlo-Schritt wird ein zuf¤allig ausgew¤ahlter Bereich neu orientiert, der Energiezustand des Gesamt-
systems berechnet und gem¤aß den Entwicklungsregeln des Metropolis-Algorithmus akzeptiert oder
verworfen.
Ein noch relativ neues Forschungsgebiet ist die Simulation von plastischen Umformvorg¤angen auf
mesoskopischer Ebene [Dev96], [Vrd98] und [Dev01]. Diese Art von Simulation wurde erst durch
den Zuwachs an Rechenleistung moderner Rechner in j¤ungster Zeit m¤oglich. Basierend auf einem
gemischt diskret-kontinuierlichen Simulationsmodell wird die Mikrostruktur durch eine Variante
der Molekulardynamik berechnet, wobei die Ergebnisse schließlich in ein Finite-Elemente-Modell
(FE-Modell) integriert werden, welches die mesoskopische Verformung des Werkst¤ucks bestimmt.
Ebenfalls erst k¤urzlich gelang ARETZ ET AL. [Are01] die Integration eines versetzungsdichteba-
sierten mikrostrukturellen Modells und eines Texturmodells in eine FE-Simulation. Die Kopplung
erfolgt durch den Export makroskopischer Daten aus der FE-Simulation in das mikrostrukturelle
und das Texturmodell. Ergebnisse dieser Teilberechnungen werden dann wieder dem FE-Modell
zugef¤uhrt.
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Die Validit¤at eines mikrostrukturellen Simulationsmodells h¤angt in erster Linie von der Abbildung
von Versetzungen als Tr¤ager der plastischen Verformung ab. Weiterhin ist die Anzahl der simulierten
Versetzungen und deren Interaktion mit h¤oherdimensionalen Kristallgitterbaufehlern von Bedeu-
tung. Die meisten Versetzungssimulationen m¤ussen sich auf kleine Simulationsgebiete oder geringe
Versetzungsdichten beschr¤anken, um die Rechenzeiten in einem vertretbaren Rahmen zu halten.
Ein verbreitetes Hilfsmittel hierzu ist die Beschr¤ankung der Reichweite der zwischen den Verset-
zungen wirkenden, langreichweitigen Peach-Koehler-Kr¤afte, um die Anzahl der zu berechnenden
Wechselwirkungsterme gering zu halten. Im Rahmen dieser Arbeit wird anhand eines Verfahrens,
welches Elemente von zellul¤aren Automaten sowie Monte-Carlo-Methoden aufweist, gezeigt, dass
es bei Verwendung des in der Literatur h¤aug f¤ur den Abschneideradius angegebenen und von der
Versetzungsdichte ρ anh¤angigen Werts von 5/√ρ zur Bildung von k¤unstlichen Mustern und Arte-
fakten kommt.
Ein weiteres Mittel zur Verringerung der Rechenzeit ist die Verwendung von Multipolmethoden.
Diese f¤uhren jedoch zu einer gewissen Verminderung der Rechengenauigkeit, weshalb sie im Rah-
men dieser Arbeit nicht weiter verfolgt werden.
Aufgrund der kontinuierlichen Steigerung der Leistungsf¤ahigkeit von Prozessoren im Bereich der
Computertechnologie erfolgte vielmehr eine Entscheidung f¤ur den Einsatz von verteilten Systemen
oder Parallelrechnern. Die vorliegende Simulationsaufgabe wird dadurch auf mehrere Rechner auf-
teilt, und es kommt zu einem nahezu linearen Absinken der Programmlaufzeit in Abh¤angigkeit der
Anzahl der verwendeten Prozessoren.
Ziel dieser Arbeit ist die Vorhersage des Werkstoffverhaltens bei Umform- oder F¤ugeprozessen
durch Simulationsrechnungen auf mikrostruktureller Ebene. Durch die Energiezufuhr aufgrund ther-
mischer und mechanischer Belastungen w¤ahrend des Umform- oder Schweißvorgangs unterliegt die
Mikrostruktur des Werkstoffs starken Ver¤anderungen. So kommt es bei Umformung bei Raumtem-
peratur zu einem Anstieg der Versetzungsdichte und zur Bildung charakteristischer Strukturen. Die
Festigkeit des Werkstoffs ist durch diese Kaltverformung stark angestiegen. Die hohe thermische
Belastung des Materials bei F¤ugeprozessen kann hingegen zu einer Verringerung der Festigkeit auf-
grund von Selbstordnungs- und Annihilationsmechanismen von Versetzungen f¤uhren, so dass das
Material der W¤armeeinusszone andere Eigenschaften als das der Schweißnaht oder des Grund-
werkstoffs aufweist. Makroskopische Kenngr¤oßen sind also auf mikrostrukturelle Prozesse zur¤uck-
zuf¤uhren, so dass ein tiefergehendes Verst¤andnis dieser Prozesse bei der Legierungsentwicklung
hilfreich ist. Hierdurch ist es beispielsweise m¤oglich, die Entwicklungszeit neuer Legierungen zu
senken und dadurch Kosten zu sparen. Die Vorhersage erfolgt durch das Ableiten makroskopischer
Parameter, wie z.B. Spannungs-Dehnungs-Kurven, aus den simulierten Mikrostrukturen.
Ein erst wenig erforschtes Einsatzgebiet f¤ur mikrostrukturelle Simulationen ist die Nachbildung
von H¤artemessungen, bei denen die Festigkeit (H¤arte) eines Werkstoffs ¤uber das Eindringen eines
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Eindruckk¤orpers bestimmt wird. Ein weiterer Schwerpunkt der Arbeit ist die Simulation der Ent-
wicklung der Mikrostruktur direkt unter dem Indenter w¤ahrend der durch diesen hervorgerufenen
plastischen Verformung. Die hierdurch gewonnenen Erkenntnisse f¤uhren wiederum zu einem bes-
seren Verst¤andnis des Verhaltens von Versetzungen unter hohen lokalen Spannungen.
Die Visualisierung von Versetzungsstrukturen kann im Experiment neben ¤Atzverfahren, welche
die Durchstoßpunkte von Versetzungen durch eine freie Ober¤ache freilegen, nur mittels Trans-
missionselektronenmikroskopie (TEM) erfolgen. Letzteres Verfahren bietet sich trotz aufw¤andiger
Probenpr¤aparation aufgrund der vielseitigeren Einsatzm¤oglichkeiten an. Die Validierung der Si-
mulationsergebnisse erfolgt dann durch den Vergleich der simulierten mit den experimentell be-
stimmten Versetzungsstrukturen. Hierbei ist die Versetzungsdichte, die im verwendeten Modell in
jedem Schritt protokolliert wird, bei TEM-Aufnahmen jedoch erst bestimmt werden muss, von
großem Interesse. Zur Vereinfachung der Auswertungsmethodik von TEM-Bildern sollte ein au-
tomatisches Verfahren zur Versetzungsdichtebestimmung zum Einsatz kommen. Ein solches, auf
Methoden der Bildverarbeitung basierendes Verfahren wird im Rahmen dieser Arbeit entwickelt.
Das vorgestellte Bildverarbeitungssystem zur automatischen Bestimmung von Versetzungsdichten
bei TEM-Aufnahmen bietet mehrere Bildvorverarbeitungsmethoden und w¤ahlt dann die f¤ur die je-
weilige Aufnahme geeignetste selbstst¤andig und ohne weitere Bearbeiterinteraktion aus. Weiterhin
erfolgt die Berechnung der Versetzungsdichten durch mehrere unterschiedliche Methoden.
Um mit dem vorgestellten Versetzungsstrukturmodell nicht nur die sich ausbildenden Strukturen un-
tersuchen zu k¤onnen, sondern beispielsweise auch Zugversuche nachbilden zu k¤onnen, ist es erfor-
derlich, die w¤ahrend des solchen Versuchs wirkenden externen Spannungen zu protokollieren. Der
im Rahmen dieser Arbeit entwickelte Simulationstyp der dehnungsgesteuerten Simulation dient zur
Ermittlung von nicht-empirischen Fließkurven, welche langfristig Einzug in FE-Modelle zur Um-
formsimulation halten werden und konventionell im Experiment bestimmte Fließkurven ersetzen
k¤onnen.
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In diesem Kapitel sollen zun¤achst die werkstoffphysikalischen Grundlagen beschrieben werden, auf
denen eine mikrostrukturelle Simulationsmethode basiert.
Zwischen den positiv geladenen Atomkernen und negativ geladenen Elektronen bestehen anziehen-
de elektrostatische Kr¤afte. Gleichzeitig herrschen jedoch abstoßende Kr¤afte zwischen den Atom-
kernen. Diese beiden Kr¤afte benden sich f¤ur eine bestimmte Entfernung gerade im Gleichgewicht,
welches sich nach dem Lennard-Jones-Potential [Hai92] bestimmt ist:
U(x) = 4 · ε
((
x
dA
)−12
−
(
x
dA
)−6)
.
Der ungef¤ahre Atomdurchmesser dA wird hierbei in 	Angstrom angegeben, die Interaktionsenergie
ε berechnet sich als Produkt von Temperatur in Kelvin und Boltzmannkonstante kb = 1,3800662 ·
10−23J ·K−1. Sie wird h¤aug auch in Kelvin als Verh¤altnis zur Boltzmannkonstante angegeben,
ε/kb. Die Bindungsenergie U entspricht der Arbeit, die erforderlich w¤are, um die Atome bei null
Kelvin zu trennen. Aufgrund dieser Gleichgewichtslage sind die Atome metallischer Werkstoffe
im festen Zustand deshalb im sogenannten Kristallgitter, einer r¤aumlich periodischen Struktur,
angeordnet. Abbildung 4.1 zeigt ein einfaches kubisches Raumgitter, welches zur genaueren Be-
schreibung als Wiederholung sogenannter Elementarzellen aufgefasst wird. Die Kantenl¤ange der
x
y
z
Abbildung 4.1: Elementarzelle im kubischen Kristallgitter.
Elementarzelle wird Gitterkonstante ac genannt. Bei einfachen Raumgittern sind nur die Eckpunkte
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der Elementarzellen mit Atomen besetzt. Meist enthalten die Elementarzellen jedoch zus¤atzliche
Atome in den Schnittpunkten der Fl¤achen- oder Raumdiagonalen. Diese kubisch- ¤achenzentrierten
(kfz) und kubisch-raumzentrierten (krz) Gitter sind Modikationen des einfachen kubischen Raum-
gitters. Das kfz-Gitter ist ebenso wie das hexagonale Gitter dichtester Packung (hdP) ein System
dichtester Kugelpackung, welche sich lediglich durch die Reihenfolge, in der die dichtesten Ebenen
¤ubereinandergeschichtet sind, unterscheiden. In dieser Arbeit werden nur kubisch-¤achenzentrierte
Gitter betrachtet, da die verwendete Aluminiumlegierung diesen Gittertyp aufweist.
[001]
[100]
[110]
[010]
[111]
[010]
(111)
z
x
y
Abbildung 4.2: Millersche Indizes von Richtungen und Ebenen im kubischen Kristallgitter.
Da eine Reihe von Vorg¤angen im Kristallgitter nur auf bestimmten Ebenen erfolgt, ist es n¤otig, die
verschiedenen Netzebenen und Richtungen zu kennzeichnen. Dies geschieht mit Hilfe der Miller-
schen Indizes, wobei die Achsen des Koordinatensystems parallel zu den Kanten der Elementar-
zelle verlaufen. Als Maßeinheit werden die Kantenl¤angen der Elementarzelle verwendet. Abbil-
dung 4.2 zeigt Beispiele von Millerschen Indizes im kubischen Grundgitter. Negative Werte werden
aus Gr¤unden der ¤Ubersichtlichkeit durch Querstriche ¤uber den Ziffern repr¤asentiert. Spezielle Rich-
tungen werden durch die Achsabschnitte u,v,w der Projektion des Richtungsvektors als Vielfache
der Kantenl¤angen der Elementarzelle in eckigen Klammern [uvw] dargestellt. Dabei entstehende
Br¤uche werden mit dem Hauptnenner multipliziert, um teilerfremde Zahlen zu erhalten. Kristallo-
graphisch ¤aquivalente Richtungen werden durch spitze Klammern 〈uvw〉 beschrieben. Ebenen wer-
den mit runden Klammern (hkl), in kubischen Kristallen entsprechend ihrer Normalenrichtung [hkl],
gekennzeichnet, kristallographisch ¤aquivalente Ebenen analog mit geschweiften Klammern {hkl}.
Vorzugsebenen f¤ur Gleitvorg¤ange (Gleitebenen) bei kubisch-¤achenzentrierten Gittern sind die vier
{111}-Ebenen. Die drei 〈110〉-Richtungen sind jeweils die bevorzugten Gleitrichtungen, so dass
sich in der Summe f¤ur kfz-Gitter zw¤olf Gleitsysteme ergeben.
In Idealkristallen liegt eine v¤ollig regelm¤aßige Struktur vor, reale Metallkristalle weisen jedoch
St¤orungen dieses idealen Zustands auf. Diese entstehen einerseits beim ¤Ubergang von der Schmelze
in den festen Zustand durch St¤orung des thermodynamischen Gleichgewichts, andererseits im fe-
sten Kristall durch plastische Verformungsvorg¤ange, wobei Energie von außen zugef¤uhrt wird. Die
dadurch entstehenden Gitterbaufehler werden im Allgemeinen nach ihrer Geometrie unterschieden.
4.1 Nulldimensionale Defekte
Nulldimensionale Fehler sind punktf¤ormige Fehlstellen im Kristallgitter. Zu ihnen z¤ahlen Leerstel-
len, d.h. unbesetzte Gitterpl¤atze, Zwischengitteratome, also Atome, die auf Zwischengitterpl¤atzen
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sitzen, sowie einzelne Fremdatome auf regul¤aren oder Zwischengitterpositionen. Leerstellen und
Zwischengitteratome sind in Abbildung 4.3 gezeigt. In kristallinen Werkstoffen existiert eine nat¤urli-
ZwischengitteratomLeerstelle
Abbildung 4.3: Nulldimensionale Gitterfehler.
che Leerstellendichte, die aufgrund der Brownschen Molekularbewegung temperaturabh¤angig ist.
Bei Raumtemperatur betr¤agt das Verh¤altnis von Leerstellen zu besetzten Gitterpositionen ungef¤ahr
10−12 und nimmt bis zum Erreichen der Schmelztemperatur TS auf 10−4 zu. Leerstellen sind die
einzigen Gitterbaufehler, bei denen sich der Kristall im thermodynamischen Gleichgewicht ben-
den kann. Beim Auftreffen energiereicher Kernstrahlung auf den Kristall, kann es vorkommen, dass
einzelne Atome durch Anregung aus dem Kristallverbund herausgel¤ost werden und eine Leerstelle
hinterlassen. Die Anregung reicht oft jedoch nicht aus, um den Kristall komplett zu verlassen, son-
dern nur f¤ur einen Sprung auf den n¤achsten Zwischengitterplatz. Diese Kombination aus Leerstelle
und Zwischengitteratom wird Frenkel-Paar genannt.
Fremdatome sind ebenfalls Fehler im Gitter. Diese sollten gegen¤uber den Atomen des Basisgitters
Atomradiendifferenzen von h¤ochstens 15% aufweisen. Zudem sollten die Elemente gleiche Gitter-
struktur besitzen und sich chemisch afn zueinander verhalten. Fremdatome k¤onnen nur dann auf
Zwischengitterpl¤atzen sitzen, wenn sie wesentlich kleiner als die Atome des Grundgitters sind. Die
Verspannung des Kristalls durch große Mengen einer zweiten Atomart f¤uhrt zu einer Festigkeits-
steigerung.
4.2 Versetzungen
Eindimensionale Gitterfehler werden Linienfehler oder Versetzungen genannt. Es wird zwischen
zwei Grundarten von Versetzungen unterschieden. Abbildung 4.4 zeigt den prinzipiellen Aufbau ei-
ner Stufenversetzung, welche man sich als herausgetrennte Halbebene in einem ansonsten perfekten
Gitter vorstellen kann. Eine Versetzung wird meist durch das eingezeichnete Symbol repr¤asentiert.
Den schematischen Aufbau einer Schraubenversetzung zeigt Abbildung 4.5. Schraubenversetzun-
gen entstehen durch die Verschiebung zweier Kristallbereiche an einer Trenn¤ache gegeneinander.
Beliebig verlaufende Versetzungen sind immer Mischformen der beiden Grundtypen, setzen sich
also immer aus einem Schrauben- und einem Stufenanteil zusammen.
Versetzungen bilden stets einen geschlossenen Linienzug oder enden an der Kristallober¤ache, bzw.
anderen Hindernissen oder Gitterbaufehlern. Ein Maß f¤ur Gr¤oße und Richtung einer Versetzung ist
der Burgersvektor~b, welcher durch einen Burgersumlauf bestimmt wird. Abbildung 4.6 zeigt einen
solchen Umlauf am Beispiel einer Stufenversetzung. Die Versetzung wird hierbei einmal umkreist
und im Anschluß wird die gleiche Operation im fehlerfreien Kristallgitter durchgef¤uhrt. Der Vektor,
der letzteren Burgersumlauf schließt, wird Burgersvektor genannt. In einer ¤aquivalenten Denition
nach [Hrt82] ist der Burgersvektor gleich dem Linienintegral einer elastischen Verschiebung ~u auf
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Abbildung 4.4: Prinzipieller Aufbau einer Stufenversetzung.
Abbildung 4.5: Prinzipieller Aufbau einer Schraubenversetzung.
einer geschlossenen Kurve um die Versetzung
~b =
I
C
∂~u
∂l dl. (4.1)
4.2.1 Lineare Elastizita¨tstheorie
Der Einuss von Versetzungen auf die Kristalleigenschaften ist in erster Linie auf interne Verzer-
rungen und resultierende Spannungsfelder zur¤uckzuf¤uhren. Im Folgenden bezeichnen x i, i = 1,2,3
gew¤ohnliche kartesische Koordinaten und σi j die Spannungen eines K¤orpers. σi j ist hierbei die i-te
Komponente der Spannung bez¤uglich einer Fl¤ache, deren Normale parallel zur x j-Richtung liegt.
Im Ausgangszustand ist ein innitesimales Volumenelement des K¤orpers im Ruhezustand, also im
dl
ξ
Abbildung 4.6: Burgersumlauf.
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mechanischen Gleichgewicht. Damit kann es keine internen Momente geben, so dass gilt:
σi j = σ ji. (4.2)
Da ferner keine resultierende Kr¤afte auf das Volumenelement wirken, muss gelten:
∂σ1i
∂x1
+
∂σ2i
∂x2
+
∂σ3i
∂x3
= 0 i = 1,2,3. (4.3)
Ein K¤orper deformiert sich unter dem Einuss einer externen Spannung. Die dabei auftretende Ver-
schiebung an Punkt~r habe die Komponenten ui. Die Dehnungen sind deniert als
εi j =
1
2
( ∂ui
∂x j
+
∂u j
∂xi
)
. (4.4)
Gem¤aß der Einsteinschen Summenkonvention wird ¤uber wiederholt auftretende Indizes summiert.
Dieser Ausdruck enth¤alt nur Terme erster Ordung, da es sich hier um Methoden der linearen Ela-
stizit¤atstheorie handelt, die jedoch bei kleinen Verzerrungen gute N¤aherungen liefern. Nach dem
Hookeschen Gesetz h¤angen die Spannungen linear von den Deformationen ab, so dass gilt:
σi j = C · ε ji. (4.5)
Die Koefzienten der Matrix C sind die Elastizit¤atskonstanten. In der in dieser Arbeit verwendeten
Konguration besteht keine Abh¤angigkeit der Verschiebungen von der x3-Koordinate. Ferner sind
die Verschiebungen in dieser Richtung Null, so dass gilt:
u1 = u1(x1,x2) u2 = u2(x1,x2)
u3 = 0 ∂∂x3 = 0
(4.6)
Gleichungen (4.3) und (4.6) kombinieren in kartesischen Koordinaten zu
∂σ11
∂x1
+
∂σ12
∂x2
= 0 (4.7)
und ∂σ12∂x1
+
∂σ22
∂x2
= 0, (4.8)
in Polarkoordinaten zu
∂σrr
∂r +
1
r
∂σrθ
∂θ +
σrr−σθθ
r
= 0 (4.9)
und ∂σrθ∂r +
1
r
∂σθθ
∂θ +
2σrθ
r
= 0. (4.10)
Diese Gleichungen sind erf¤ullt, wenn σ11,σ22 und σ12 durch eine Airysche Spannungsfunktion ψ
ausgedr¤uckt werden. Es ergibt sich hierf¤ur in kartesischen Koordinaten
σ11 =
∂2ψ
∂x2 2
, σ22 =
∂2ψ
∂x1 2
und σ12 =
∂2ψ
∂x1∂x2
(4.11)
und in Polarkoordinaten
σrr =
1
r
∂ψ
∂r +
1
r2
∂2ψ
∂θ 2 , σθθ =
∂2ψ
∂r2 und σrθ =−
∂
∂r
∂ψ
r∂θ . (4.12)
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Abbildung 4.7: Zylindermodell einer Schraubenversetzung.
Differenzieren von Gleichung (4.4) ergibt
∂2ε11
∂x2 2
+
∂2ε22
∂x1 2
= 2 ∂
2ε12
∂x1∂x2
. (4.13)
Aus dieser Gleichung ist ersichtlich, dass ε11,ε22 und ε12 nicht unabh¤angig sind, sondern aus zwei
Funktionen u1 und u2 ermittelt werden k¤onnen. Mit Hilfe des sogenannten Lam·e-Koefzienten
λ = νE
(1 + ν)(1−2ν) =
2νG
1−2ν
und der Querkontraktionszahl
ν =
3K−2G
6K + 2G
ergibt sich
∂4ψ
∂x1 4
+ 2
∂4ψ
∂x1 2∂x2 2
+
∂4ψ
∂x2 4
= 0.
Unter Verwendung von Gleichung (4.11) l¤asst sich diese Gleichung f¤ur kartesische Koordinaten zu
∇4ψ = ∇2(∇2ψ) =
( ∂2
∂x1 2
+
∂2
∂x2 2
)2
ψ = 0 (4.14)
und f¤ur Polarkoordinaten zu (
1
r
∂
∂r r
∂
∂r +
1
r2
∂2
∂θ2
)2
ψ = 0 (4.15)
umformen. Wenn Gleichung (4.14) f¤ur ψ gel¤ost ist, so k¤onnen die Spannungen σ11,σ22 und σ12
durch Gleichung (4.11) und (4.12) ermittelt werden. Die Spannungsfelder um die beiden Grund-
typen von Versetzungen sind Spezialf¤alle dieser allgemeinen L¤osung.
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Abbildung 4.8: σxz-Spannungsfeld einer Schraubenversetzung.
4.2.2 Spannungsfeld um eine Schraubenversetzung
Zur Berechnung des Spannungsfelds einer Schraubenversetzung verwendet man nach Abbildung 4.7
einen unendlich langen Zylinder, auf dessen Symmetrieachse der Linienvektor ~ξ der Schraubenver-
setzung verl¤auft. Offensichtlich sind die Verschiebungen in x− und y−Richtung ux = uy = 0. Die
Verschiebung in z-Richtung berechnet sich in einem isotropen Medium gem¤aß
uz = b
θ
2pi
=
b
2pi
arctan
y
x
. (4.16)
Der lineare Zusammenhang zwischen Dehnungen und Spannungen, der aufgrund des Hookeschen
Gesetzes gilt, l¤asst sich folgendermaßen darstellen:
σ11 = (λ + 2G)ε11 + λε22 + λε33
σ22 = λε11 + (λ + 2G)ε22 + λε33
σ33 = λε11 + λε22 + (λ + 2G)ε33 (4.17)
σ23 = 2Gε23
σ13 = 2Gε13
σ12 = 2Gε12.
Die Spannungen, die zu diesen Verschiebungen geh¤oren sind durch Gleichungen (4.4) und (4.17)
bestimmt, woraus sich folgender kartesischer Spannungstensor ergibt:
σik =
Gb
2pi
 0 0 −
y
x2+y2
0 0 xx2+y2
− yx2+y2 xx2+y2 0
 . (4.18)
Abbildung 4.8 zeigt das σxz-Spannungsfeld einer Schraubenversetzung und dessen Linien gleicher
Spannung.
4.2.3 Spannungsfeld um eine Stufenversetzung
Auch bei der Berechnung des Spannungsfelds um eine Stufenversetzung wird ein Zylindermodell
verwendet. Wie aus Abbildung 4.9 ersichtlich, sind die Verschiebungen in z-Richtung uz = 0. Fer-
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Abbildung 4.9: Zylindermodell einer Stufenversetzung.
ner gilt f¤ur das Feld: ∂ui/∂z = 0, i = x,y. In Polarkoordinaten wird die Differentialgleichung der
Airyschen Spannungsfunktion (4.14) zu
∇4 ψ =
( ∂2
∂r2 +
1
r
∂
∂r +
1
r2
∂2
∂θ 2
)2
ψ = 0. (4.19)
Eine der ersten allgemeinen L¤osungen dieser Gleichung geht zur¤uck auf [Mit1899]. Diese L¤osung
kann dann speziell auf den Fall einer Stufenversetzung angewendet werden. Durch Substitution von
φ = (σxx + σyy) = ∇2ψ
wird Gleichung (4.19) zu
∇2 φ =
( ∂2
∂r2 +
1
r
∂
∂r +
1
r2
∂2
∂θ 2
)
φ = 0. (4.20)
Da diese harmonische Gleichung separierbar ist, sind die L¤osungen von der Form
φ = ∑
n
Rn(r)φn(θ), (4.21)
wobei jeder Term wiederum separierbar ist, da die Funktionen Ri und φi, i = 0, . . . ,n nur von einer
Variable abh¤angen. Da eine einwertige L¤osung gefordert ist, wird (4.21) zu
φ = (α0 + β0 ln r) +
∞
∑
n=1
(αnr
n + βnr−n)sinnθ +
∞
∑
n=1
(γnrn + δnr−n)cosnθ. (4.22)
Aus Abbildung 4.9 lassen sich folgende qualitative Merkmale ableiten: φ = σxx + σyy soll bei θ =
−pi/2 ein Maximum, bei θ = pi/2 ein Minimum besitzen und φ sollte f¤ur steigende r fallend sein.
Die einfachste Funktion, die diese Merkmale erf¤ullt, ist
φe = β1r−1 sinθ. (4.23)
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Abbildung 4.10: σxx-Spannungsfeld einer Stufenversetzung.
Die rn-Terme und der logarithmische Term sind f¤ur das Spannungsfeld einer Stufenversetzung nicht
relevant, die r−n n ≥ 2 fallen so stark ab, dass ab einem gewissen Abstand vom Zentrum der Ver-
setzung Gleichung (4.23) dominiert. Das Spannungsfeld wird demnach durch folgende Gleichung
bestimmt ( ∂2
∂r2 +
1
r
∂
∂r +
1
r2
∂2
∂θ 2
)
ψ = β1r−1 sinθ. (4.24)
Eine spezielle L¤osung hiervon lautet
ψe =
β1
2
r sin θ ln r. (4.25)
L¤osungen der homogenen Gleichung (4.24) k¤onnen analog zu obiger Begr¤undung ignoriert werden.
Mit β1 = −Gbpi(1−ν) wird (4.25) zu
ψe =
−Gby
4pi(1−ν) ln
(
x2 + y2
)
. (4.26)
Der zugeh¤orige Spannungstensor berechnet sich schließlich nach Gleichung (4.11) zu
σik =
Gb
2pi(1−ν)(x2 + y2)2
 −y(3x2 + y2) x(x2− y2) 0x(x2− y2) y(x2− y2) 0
0 0 −ν2y(x2 + y2)
 . (4.27)
Die Linien konstanter Spannung des σxx- und des σxy-Spannungsfelds werden in Abbildungen 4.10
und 4.11 veranschaulicht.
4.2.4 Superposition von Spannungsfeldern
Die aufgrund dieser Spannungsfelder wirkenden Kr¤afte zwischen Versetzungen heissen nach [Pea50]
Peach-Koehler-Kr¤afte. Sie berechnen sich als Kraft pro L¤angeneinheit zu
~F = (~b ·σik)×~ξ (4.28)
und sind unabh¤angig von der jeweiligen Kristallstruktur und der Quellen der Spannungsfelder.
Da sich zudem die Spannungsfelder verschiedener Versetzungen gegenseitig beeinussen, gilt es
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Abbildung 4.11: σxy-Spannungsfeld einer Stufenversetzung.
zur Berechnung der resultierenden Kraft, die auf eine bestimmte Referenzversetzung wirkt, alle
Kraftfelder der umliegenden Versetzungen zu ber¤ucksichtigen. Es erfolgt also ein Aufsummieren
der Kr¤afte zwischen der Referenzversetzung und jeweils allen anderen beteiligten Versetzungen,
wie Abbildung 4.12 zeigt.
Abbildung 4.12: Superposition der Spannungsfelder.
4.2.5 Versetzungsbewegungen
Abgleitbewegungen in einem perfekten, d.h. fehlerfreien Kristallgitter erfolgen durch die Trans-
lationsbewegung einer Atomebene gegen¤uber der Nachbarebene. Die hierzu ben¤otigte Scherspan-
nung l¤aßt sich auf sinnvolle Art absch¤atzen. Die erste Berechnung dieser Art geht zur¤uck auf [Fre26].
Unterliegen zwei Atomebenen gem¤aß Abbildung 4.13 einer homogenen Scherspannung, welche
parallel zur Abgleitrichtung wirkt, so besteht in erster N¤aherung ein sinusf¤ormiger Zusammenhang
zwischen Schubspannung und Verschiebungsl¤ange, welcher f¤ur kleine Verschiebungen vereinfacht
werden kann zu
τ = τm sin
2pix
b ≈ τm
2pix
b . (4.29)
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x
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Abbildung 4.13: Verschiebung zweier Atomebenen gegeneinander.
Da f¤ur kleine Verschiebungen zudem noch das Hookesche Gesetz
τ = Gγ = Gxb (4.30)
gilt, ergibt sich f¤ur die Maximalspannung, bei der ein Abgleiten erfolgt,
τm = Gγ =
G
2pi
. (4.31)
Der Schubmodul G von Metallen liegt im Bereich zwischen 20 und 150 GPa, er betr¤agt bei Alumi-
nium ungef¤ahr 26 GPa, so dass die theoretische Schubspannung τ gem¤aß Gleichung (4.31) ungef¤ahr
bei 4 GPa liegt. Die tats¤achlich gemessenen Werte liegen jedoch ein Vielfaches darunter, so dass im
Kristall ein anderer Mechanismus vorherrschen muss.
Liegt kein fehlerfreier Kristall vor, sondern existieren Versetzungen, auf die eine Schubspannung
wirkt, so erfolgt ebenfalls ein Abgleiten der Kristallbereiche gegeneinander. Abbildung 4.14 zeigt
den schematischen Ablauf einer Bewegung einer Stufenversetzung durch den Kristall. Erfolgt die
Bewegung entlang einer Vorzugsrichtung, die durch das jeweilige Kristallgitter bestimmt ist, so
spricht man vom Abgleiten einer Versetzung.
Die Spannung, die n¤otig ist, um eine Versetzung zum Gleiten zu bringen, wird Peierls-Spannung
genannt. Sie berechnet sich nach [Cot67] als
τm =
2G
K
e−
2pi
K , (4.32)
woraus sich f¤ur Aluminium Werte von ca. 5,8 MPa ergeben. K ist hierbei eine Konstante, die
zwischen (1− ν) f¤ur Stufenversetzungen und 1 f¤ur Schraubenversetzungen liegt. Die erforderli-
che Schubspannung betr¤agt demnach nur ein Bruchteil der Spannung, die f¤ur das starre Abgleiten
der beiden Kristallh¤alften erforderlich w¤are. Dies liegt daran, dass nur jeweils eine atomare Bindung
¤uberwunden werden muss, wogegen beim starren Abgleiten immer gleichzeitig die Bindungen aller
beteiligten Atome unterbrochen werden m¤ussen. Die f¤ur einen Abgleitvorgang ben¤otigte Aktivie-
rungsenergie U0 pro Linienelement d berechnet sich allgemein nach
U0
d =
Gb2
2piK
e−
2pi
K . (4.33)
Erfolgt die Bewegung nicht entlang der Vorzugsrichtung, sondern senkrecht zu ihr, so spricht man
vom Klettern einer Versetzung. Da bei Schraubenversetzungen Burgers- und Linienvektor immer
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1 2 3
4 5 Ende
Abbildung 4.14: Schematischer Bewegungsablauf des Abgleitens einer Stufenversetzung.
parallel zueinander liegen, und sie somit immer gleiten, ist das Klettern Stufenversetzungen vorbe-
halten. Klettervorg¤ange werden hervorgerufen durch Generierung einer Leerstelle oder durch An-
lagern eines Gitteratoms, welches wiederum meist auf Diffusionsvorg¤angen im Werkstoff basiert.
Die erforderliche Energie f¤ur Klettervorg¤ange liegt um ein Vielfaches ¤uber der Aktivierungsener-
gie von Gleitvorg¤angen, sie setzt sich aus den erforderlichen Energien f¤ur Leerstellenerzeugung
oder -bewegung sowie Selbstdiffusion zusammen [Die86] und tritt erst bei h¤oheren Temperaturen
deutlich in Erscheinung. Durch diesen Prozess kann sich eine Stufenversetzung in beiden Rich-
tungen senkrecht zu ihrer Vorzugsrichtung bewegen, was insbesondere dann wichtig wird, wenn die
Versetzungsbewegung in Gleitrichtung durch Hindernisse, wie z.B. Ausscheidungen (Kapitel 4.3.2),
blockiert wird. In diesem Fall w¤urde eine Versetzung aufgrund der durch ¤außere Spannung zugef¤uhr-
ten Energie so lange klettern, bis sie sich neben dem Hindernis bendet und weitergleiten kann.
Gleitbewegungen werden als konservative Bewegungen bezeichnet, da das Kristallvolumen bei die-
sem Vorgang konstant bleibt. Das Versetzungsklettern z¤ahlt jedoch zu den nichtkonservativen Be-
wegungen, da die hiermit verbundene Leerstellenerzeugung bzw. -vernichtung mit einer ¤Anderung
des Kristallvolumens verbunden ist.
Bei Schraubenversetzungen existiert ein Mechanismus, der Quergleiten genannt wird. Schrauben-
versetzungen k¤onnen die Gleitebene wechseln, so dass hierdurch Hindernisse umgangen werden
k¤onnen. Abbildung 4.16 nach [Hul84] zeigt am Beispiel eines kubisch-¤achenzentrierten Kristalls
den Quergleitprozess eines sogenannten Versetzungsrings, einer geschlossenen Versetzung, die an
zwei gegen¤uberliegenden Punkten (y,w) Stufen-, an zwei senkrecht dazu gegen¤uberliegenden Punk-
ten (x,z) Schraubencharakter besitzt. Die Spannung, die f¤ur die Expansion der Versetzungsschleife
verantwortlich ist, zieht den Schraubenanteil der Versetzungslinie auf die schneidende (1 fl11)-Ebene,
wie Abbildung 4.16 (b) zeigt. In 4.16 (c) hat eine Ausdehnung der Versetzung auf die zweite Ebe-
ne stattgefunden, w¤ahrend in 4.16 (d) ein zweites Quergleiten stattgefunden hat, so dass die Ver-
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Abbildung 4.15: Klettern einer Stufenversetzung durch Generierung einer Leerstelle, das ¤uberz¤ahli-
ge Atom wandert dabei zu einer anderen Leerstelle im Kristall.
Abbildung 4.16: Quergleiten bei einer Schraubenversetzung.
setzungslinie auf der urspr¤unglichen (111)-Ebene weiterlaufen kann. In kubisch-raumzentrierten
Kristallen sind die Gleitebenen weniger klar deniert, so dass Schraubenversetzungen h¤auger von
einer Ebene in eine andere wechseln und schließlich beim Austreten aus dem Kristall wellenf¤ormige
Gleitlinien an polierten Ober¤achen hinterlassen.
4.2.6 Interaktion und Multiplikation von Versetzungen
Kommen sich Versetzungen nah, so kommt es durch die asymmetrische Form der sie umgebenden
Kraftfelder zu Anziehungs- und Abstoßungseffekten. F¤ur den Spezialfall zweier paralleler Stufen-
versetzungen mit gleichem Burgersvektor berechnen sich die Kr¤afte parallel (Fx) und senkrecht zur
Gleitrichtung (Fy) zu
Fx =
Gb2
2pi(1−ν)
x(x2− y2)
(x2 + y2)2
, Fy =− Gb
2
2pi(1−ν)
y(3x2 + y2)
(x2 + y2)2
. (4.34)
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Da sich Versetzungen durch Gleiten nur in der Ebene bewegen k¤onnen, die durch Versetzungslinie
und Burgersvektor festgelegt wird, bestimmt die Kraftkomponente Fx die Anordnung der beiden
Versetzungen zueinander. In Abbildung 4.17 ist Fx gegen¤uber x aufgetragen. F¤ur Versetzungen mit
gleichgerichtetem Burgersvektor ist Fx negativ (anziehend) f¤ur x < y und positiv (abstoßend) f¤ur
x > y, bei Versetzungen mit entgegengesetzten Burgersvektoren genau umgekehrt. Gleichgewichts-
positionen, an denen die wirkende Kraft Null ist, ergeben sich also f¤ur x = 0, x =±y, und x =±∞.
Hieraus folgt, dass sich Stufenversetzungen gleichen Vorzeichens vertikal untereinander anordnen
(Abbildung 4.18(a)). Stufenversetzungen gegens¤atzlichen Vorzeichens, die sich auf unterschiedli-
chen Gleitebenen benden, bilden relativ stabile Dipole, wie in Abbildungen 4.18(b) und 4.19 dar-
gestellt.
1y 2y 3y 4y 5y 6y 7y
0
gleichgerichtet
entgegengesetzt
Abbildung 4.17: Kraft zwischen zwei Stufenversetzungen mit parallelen Burgersvektoren gem¤aß
Gleichung (4.34).
90°
45° 45°
(a) (b)
Abbildung 4.18: Gleichgewichtspositionen zweier Stufenversetzungen.
Stufenversetzungen gegens¤atzlichen Vorzeichens auf der gleichen Gleitebene k¤onnen beim Zusam-
mentreffen rekombinieren. Dieser Vorgang wird Annihilation genannt und hinterl¤asst einen fehler-
freien Kristall, wie in Abbildung 4.20 dargestellt. Nach [Ess74] bestimmt sich der kleinste m¤ogliche
Abstand zweier entgegengesetzter Versetzungen zu
am =
Gb4
2piKU f sin θ
.
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Abbildung 4.19: Dipolanordnung zweier Stufenversetzungen.
Durch am wird gleichzeitig eine maximal m¤ogliche Versetzungsdichte festgelegt.
Abbildung 4.20: Annihilation zweier Stufenversetzungen
Treffen hingegen zwei Versetzungen unterschiedlicher Richtung und Gleitebenen aufeinander, so
existieren verschiedene Reaktionsm¤oglichkeiten. Bei geeigneter Orientierung der Burgersvektoren
kann bei der Kombination der beteiligten Versetzungen eine neue Versetzung entstehen, deren Bur-
gersvektor ebenfalls in einer der m¤oglichen Gleitebenen liegt, so dass hierbei eine neue gleitf¤ahige
Versetzung entstanden ist.
Bei bestimmten Anordnungen ist das Resultat jedoch eine nicht-gleitf¤ahige Versetzung. Ein Beispiel
f¤ur eine solche Reaktion in kubisch-¤achenzentrierten Kristallen, wie in Abbildung 4.21 dargestellt,
wurde zuerst von Lomer [Lom51] und Cottrell [Cot52] entdeckt, weshalb diese Versetzungen auch
Lomer-Cottrell-Versetzungen genannt werden.
Um die großen plastischen Dehnungen von metallischen Werkstoffen zu gew¤ahrleisten, muss es eine
wiederkehrende Multiplikation von Versetzungen geben. Diese Theorie wird durch Experimente be-
legt. Unterwirft man einen metallischen Werkstoff, der nach einer W¤armevorbehandlung nur wenig
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Abbildung 4.21: Entstehung einer Lomer-Cottrell-Versetzung.
Versetzungen enth¤alt, einer großen plastischen Dehnung, so erh¤oht sich die Anzahl der im Material
enthaltenen Versetzungen signikant. Bei unver¤andert geringer Ausgangsanzahl von Versetzungen
w¤are die erzielte Dehnung nicht m¤oglich gewesen. Statt dessen sind im Verlauf des Versuchs zahl-
reiche neue Versetzungen entstanden, wie mikroskopische Untersuchungen zeigen.
In Frage kommen f¤ur diese Versetzungsmultiplikation mehrere Mechanismen, von denen die Frank-
Read-Quelle die gr¤oßte Bedeutung besitzt. Abbildung 4.22 zeigt das Funktionsprinzip. Die Ver-
setzungslinie DD′ der L¤ange L wird an beiden Enden durch ein Hindernis festgehalten (a). Diese
Hindernisse k¤onnen beispielsweise schneidende Versetzungen oder Ausscheidungen sein. Die Ver-
setzungslinie baucht sich unter dem Einuss einer Spannung zun¤achst halbkreisf¤ormig aus, falls
diese einen kritischen Wert
τk =
Gb
L
¤uberschreitet (b). Anschließend erfolgt die Ausdehnung wie in (c) dargestellt. Dieser Vorgang dauert
solange an, bis sich die entgegengesetzten Versetzungssegmente m und n aufheben (d). Dadurch
entsteht ein kompletter Versetzungsring, der sich weiter von der Quelle entfernen kann (e). Die
Versetzungslinie DD′ kann schließlich wieder als Quelle weiterer Versetzungen dienen.
(a)
n
(d) (e)
(c)(b)D’D
m
Abbildung 4.22: Prinzip des Frank-Read-Mechanismus zur Versetzungsmultiplikation.
Eine andere Art von Versetzungsquelle kann durch Mehrfach-Quergleitung erfolgen. Hierbei ver-
halten sich die beiden parallelen Versetzungssegmente bei einen zweifachen Quergleitvorgang, wie
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in Abbildung 4.16 (d) beschrieben, wie zwei Frank-Read-Quellen, da die vier Eckpunkte relativ un-
beweglich sind.
Ein Mechanismus, der auf dem Klettern von Stufenversetzungen basiert, wird Bardeen-Herring-
Quelle genannt. Die Versetzungslinie DD′ aus Abbildung 4.22 ist hierbei eine Stufenversetzung mit
einer eingef¤ugten Halbebene ¤uberhalb von DD′. Eine hohe Konzentration von Leerstellen erm¤oglicht
es der Versetzungslinie zu klettern, die hierf¤ur ben¤otigte Kraft berechnet sich nach
F =
bkT
Va
ln(c/c0). (4.35)
Hierbei bezeichnet T die Temperatur, Va das Volumen eines Atoms und c/c0 das Verh¤altnis von
tats¤achlicher zu Gleichgewichts-Leerstellendichte. Zus¤atzlich zur Frank-Read-Quelle m¤ussen die
Punkte D und D′ an Versetzungen mit Schraubencharakter enden, sonst w¤urde ein Generierungs-
zyklus keine neue Versetzungslinie DD′ hinterlassen, die als neue Quelle dienen kann.
In realen polykristallinen Werkstoffen existiert eine weiter wichtige Versetzungsquelle, die beson-
ders w¤ahrend plastischen Verformungsvorg¤angen auftritt. Versetzungen werden in diesen F¤allen
von Korngrenzen (Kapitel 4.3.1) emittiert. Versetzungen, die Kleinwinkelkorngrenzen wie in Ab-
bildung 4.23 bilden, k¤onnen als Frank-Read-Quellen fungieren, oder an Korngrenzen aufgestaute
Versetzungen k¤onnen bei relativ geringen Spannungen Versetzungsquellen in der Korngrenze oder
im Nachbarkorn induzieren.
4.3 Ho¨herdimensionale Defekte
In Realkristallen sind neben den eindimensionalen Versetzungen h¤oherdimensionale Gitterfehler
von Bedeutung. Man unterscheidet hierbei die zu den zweidimensionalen St¤orungen z¤ahlenden
Korngrenzen und die als dreidimensionale Fehler geltenden Ausscheidungen, Einschl ¤usse, Mikro-
risse und Poren.
4.3.1 Korngrenzen
Die meisten Realkristalle sind polykristallin aufgebaut. Die einzelnen Kristallite oder K¤orner ent-
stehen bei der Erstarrung des schmelz¤ussigen Werkstoffs durch lokale St¤orungen des thermody-
namischen Gleichgewichts. Hierbei bilden sich an sogenannten Kristallisationskeimen kristalline
Bereiche, die bei fortschreitender Erstarrung wachsen, bis der gesamte Werkstoff erstarrt ist. Die
Orientierung der K¤orner ist regellos. Je nach Lage der Drehachse unterscheidet man zwei Grenzf¤alle
von Korngrenzen. Liegt die Drehachse in der Korngrenzen¤ache, so spricht man von Kippgrenzen,
liegt sie senkrecht dazu, so bezeichnet man sie als Drehgrenze. Weiterhin wird hinsichtlich des Ori-
entierungsunterschieds differenziert. Abbildung 4.23 stellt auf der linken Seite eine Kleinwinkel-
korngrenze dar, welche einen Orientierungsunterschied von ca. 5◦ aufweist. Kleinwinkelkorngren-
zen werden im Fall einer Kippgrenze von ¤ubereinander liegenden Stufenversetzungen gebildet, es
kommen noch Schraubenversetzungen hinzu, falls zus¤atzlich noch ein Drehgrenzenanteil vorhanden
ist. Im rechten Bildteil ist eine (Großwinkel-)Korngrenze dargestellt, welche einen Orientierungs-
unterschied von ungef¤ahr 15◦ aufweist. Da sich diese Verkippung, bzw. Verdrehung auch auf die
Gleitrichtungen auswirkt, bilden (Großwinkel-)Korngrenzen eine un¤uberwindbare Barriere f¤ur Ver-
setzungsbewegungen.
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Abbildung 4.23: Kleinwinkel- und (Großwinkel-)Korngrenze.
In einem feink¤ornigen Gef¤uge k¤onnen Versetzungen nur eine geringe mittlere freie Wegl¤ange zur¤uck-
legen, bevor sie an eine Korngrenze stoßen. Dagegen k¤onnen sich Versetzungen in einem grobk¤orni-
gen Gef¤uge ¤uber einen weiten Bereich aufstauen. Durch Kombination ihrer Spannungsfelder kann
ein Abgleiten von Versetzungen im Nachbarkorn oder die Entstehung einer Versetzungsquelle im
Nachbarkorn induziert werden.
Insgesamt f¤uhrt die Kornfeinung zu einem Anstieg der Festigkeit, der nach der Hall-Petch-Beziehung
proportional der reziproken Wurzel des mittleren Korndurchmessers d ist.
4.3.2 Ra¨umliche Fehler
Zu den dreidimensionalen Gitterbaufehlern z¤ahlen alle absichtlichen oder unbeabsichtigten r¤aumli-
chen St¤orungen (Abbildung 4.24). Zu letzterem z¤ahlen Risse, Poren und Einschl¤usse, die z.B. beim
Gießprozess entstehen k¤onnen. Einschl¤usse sind vergleichbar mit einem Sandkorn. Als Dispersion
bezeichnet man die beabsichtigte feine Verteilung kleiner Einschl¤usse. Ebenfalls zu den beabsichtig-
ten Gitterbaufehlern z¤ahlen Ausscheidungen. Diese sind Anteile zweiter Phasen, welche sich beim
Erstarren bilden. Hierbei scheiden sich eine oder mehrere Phasen aus Mischkristallen aus, wenn mit
Ausscheidung
Einschluss
Mikropore
Mikroriss
Abbildung 4.24: R¤aumliche Gitterbaufehler
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abnehmender Temperatur die L¤oslichkeit abnimmt. Die Zusammensetzung und Gitterstruktur der
ausscheidenden Phasen weichen von der Ausgangsphase ab [Brg88].
Je nach

Passung der Atome in den beiden Phasen in der Grenz¤ache unterscheidet man zwischen
koh¤arenten und inkoh¤arenten Grenz¤achen. Offensichtlich ist eine solche Passung nur bei bestimm-
ten Orientierungsbeziehungen der beiden Phasen zu erf¤ullen. Man spricht demnach von koh¤arenten,
bzw. inkoh¤arenten Ausscheidungen.
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Simulationsmethoden sind mittlerweile zu einem unersetzlichen Bestandteil wissenschaftlichen Ar-
beitens geworden. Die Ursachen hiervon sind vielschichtig. Mit rechnerbasierten Simulationsme-
thoden ist es zum Beispiel m¤oglich Systeme zu untersuchen, die mit analytischen Methoden nicht
behandelbar sind. Zudem k¤onnen Computersimulationen die L¤ucke zwischen Theorie und Experi-
ment schließen. Ein bestimmtes Verhalten eines Systems, das schwer im Experiment nachweisbar
ist, kann hierdurch berechnet werden [Hee90].
Simulationsmethoden lassen sich hinsichtlich des verwendeten Grades an Determinismus, der ihnen
zugrunde liegt, unterscheiden. So weisen Monte-Carlo-Methoden ein großes stochastisches Element
auf, w¤ahrend molekulardynamische Methoden auf deterministischen Prinzipien basieren. Zellulare
Automaten liegen in etwa dazwischen wie Abbildung 5.1 veranschaulicht. Im Folgenden sollen die
drei Simulationsverfahren genauer erl¤autert, und anschließend die Verwendung einer bestimmten
Methode begr¤undet werden, die hinsichtlich des Determinismus zwischen Monte-Carlo-Methode
und Zellularautomaten angesiedelt ist.
Monte-Carlo
Methoden
Zellulare
Automaten
Molekular-
dynamik
stochastisch deterministisch
Abbildung 5.1: Determinismus verschiedener Simulationsverfahren nach [Hai92].
5.1 Monte-Carlo-Methode
Im Gegensatz zu einer analytischen L¤osung eines Problems beispielsweise in der Mechanik, bei der
man die Bewegungsgleichungen von Teilchen l¤osen und die Impulse und Orte aller Teilchen als
Funktion der Zeit ausgeben kann, wird bei der Monte-Carlo-Methode die L¤osung durch Mittelung
¤uber eine Stichprobe m¤oglicher Punkte des Phasenraums bestimmt. Der Phasenraum ist hierbei
ein Raum, der gen¤ugend Koordinaten hat, um das System vollst¤andig zu beschreiben. Nach einer
zuf¤alligen Verteilung der Punkte im Phasenraum als Ausgangskonguration erfolgen Bewegungen
durch sogenannte Markov-Prozesse. Der Ort eines Teilchens im Phasenraum ist nur abh¤angig von
seinem Ort einen Zeitschritt zuvor. In einem zweidimensionalen diskreten Phasenraum beispiels-
weise kann sich ein Teilchen um einen Schritt in seiner Nachbarschaft bewegen, der neue Ort ist
demnach nur von der vorigen Position abh¤angig. Dieser statistische Zusammenhang zwischen dem
Eingabe- und dem Ausgabewert, bei dem sich jede neue Position zuf¤allig in der Nachbarschaft der
alten Position bendet, wird random walk genannt. Die physikalische Bedeutung der Punkte im Pha-
senraum entspricht bestimmten Zust¤anden des zugrunde liegenden Systems. Eine Aussage hier¤uber
kann mit Hilfe der Boltzmann-Verteilung getroffen werden. Die Wahrscheinlichkeit daf¤ur, dass sich
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das System im Zustand i mit Energie Ui bendet, ist dabei
pi =
1
Z(T )
e
− UikbT . (5.1)
Die Gr¤oße kb ist die Boltzmannkonstante, T ist die Temperatur des Systems und Z(T ) ist die Zu-
standssumme, die die Anzahl aller m¤oglichen Zust¤ande des Systems bei der Temperatur T angibt,
Z(T) = ∑
i
e
− UikbT . (5.2)
Im Anwendungsfall ist der Zustandsraum meist die Summe der m¤oglichen Zust¤ande von Zellen
eines zwei- oder dreidimensionalen Gitters. Die Abfolge der Markov-Prozesse einer Monte-Carlo-
Simulation heißt Markov-Kette [Tie94], sie konvergiert f¤ur große L¤angen gegen einen Gleichge-
wichtswert [Hbl95], der gleich der analytischen L¤osung ist. Liegen Systeme vor, die aus mehr als
nur einem Element bestehen, so werden alle erfolgten und nicht-erfolgten Zustands¤anderungen zu
einem Monte-Carlo-Schritt zusammengefasst, welcher dann in die Markov-Kette eingetragen wird.
Aufgrund des

Boltzmann-Faktors e−
Ui
kbT haben manche Kongurationen einen großen Anteil an
der N¤aherung, andere praktisch keinen. Abhilfe, also eine M¤oglichkeit sich der analytischen L¤osung
mit m¤oglichst wenigen Schritten zu n¤ahern, bieten sogenannte importance sampling-Verfahren.
Hierbei wird durch speziell gewichtete Zufallsverteilungen erzielt, dass in erster Linie Kongu-
rationen gew¤ahlt werden, die einen großen Beitrag zur Approximation liefern.
Ein wichtiges Beispiel dieser Verfahren ist der in [Met53] beschriebene Metropolis-Algorithmus.
Hierbei wird die ¤Ubergangswahrscheinlichkeit eines Markov-Prozesses aus der Energie¤anderung
eines Systems zwischen zwei MC-Schritten berechnet. Es wird von einem zuf¤alligen Initialzustand
ausgegangen, welcher f¤ur jedes Element wiederum ebenfalls zuf¤allig innerhalb bestimmter Grenzen
variiert wird. Ein Beispiel hierf¤ur sind die Positionen von Atomen bei einer Diffusionssimulation.
Die neue Position xneu wird gem¤aß
xneu = xalt + δx
bestimmt. Anschließend wird die Energiedifferenz ∆U zwischen altem und neuem Zustand berech-
net. Bei Energiegewinn, d.h. ∆U ≤ 0, wird der neue Zustand immer, also mit Wahrscheinlichkeit 1,
akzeptiert, sonst nur mit einer Wahrscheinlichkeit
p = e−
∆U
kbT . (5.3)
Je mehr Energie notwendig ist, um das System in einen neuen Zustand zu ¤uberf¤uhren, desto un-
wahrscheinlicher ist also dieses Ereignis. Jeder neue Zustand wird wiederum ¤uber den Monte-Carlo-
Schritt in die Markov-Kette eingetragen, bei einem verworfenen Ereignis wird der Ausgangszustand
wiederhergestellt. Monte-Carlo-Methoden mit weiter verbesserten Konvergenzeigenschaften sind in
[Has70] allgemeing¤ultig und in [Pan78] f¤ur den Spezialfall einer Molek¤ulsimulation beschrieben.
5.2 Prinzip der zellula¨ren Automaten
Zellul¤are Automaten sind ein Konzept aus dem Bereich der Computerwissenschaften, welches vor
ungef¤ahr 60 Jahren zun¤achst nur theoretisch entwickelt wurde. VON NEUMANN beschrieb in einer
Reihe von Ver¤offentlichungen [Neu58] bis [Neu66b] die grundlegenden Konzepte einer mathematisch-
logischen Theorie, die das Verhalten nat¤urlicher Systeme abbildet. Die Anwendung dieses Konzepts
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wurde jedoch erst m¤oglich, nachdem ULAM [Ula50] vorschlug, eine regelm¤aßige Zellstruktur als
Grundlage zu verwenden. Zellularautomaten werden nach [Wol86] durch folgende Eigenschaften
charakterisiert:
Diskrete Raumaufteilung: Zellul¤are Automaten bestehen aus einer regelm¤aßigen Anordnung von
diskreten Zellen. Am h¤augsten werden zweidimensionale Automaten verwendet, welche ei-
ne rechtwinklige Gitterstruktur aufweisen. Es existieren jedoch auch eindimensionale, ring-
f¤ormig aufgebaute, oder dreidimensionale Automaten, bei denen die Zellen beispielsweise zu
einem Quader zusammengef¤ugt sind. H¤oherdimensionale Automaten werden aufgrund ihrer
Komplexit¤at nur selten verwendet.
Diskrete Zeitaufteilung: Die Entwicklung erfolgt in diskreten Zeitschritten. Der Wert jeder Zelle
wird periodisch aufgrund bestimmter Entwicklungsregeln neu berechnet.
Diskrete Zusta¨nde: Jede Zelle kann nur eine endliche Anzahl m¤oglicher Zust¤ande annehmen.
Es existieren jedoch mindestens zwei Zust¤ande, wodurch einfache ja/nein-Entscheidungen
erm¤oglicht werden.
Homogenita¨t: Alle Zellen sind gleich.
Synchrone Operation: Alle Zellen werden gleichzeitig neu berechnet.
Determinismus: Jede Zelle entwickelt sich anhand der gleichen deterministischen Regeln.
Lokalita¨t: Der Wert jeder Zelle bestimmt sich aus endlich vielen vorherigen Werten einer begrenz-
ten, sie umgebenden Nachbarschaft von Zellen.
Das Langzeitverhalten, welches bei Monte-Carlo-Verfahren immer asymptotisch gegen einen Gleich-
gewichtswert strebt, kann bei Zellularautomaten nach [Pac85] in vier Klassen eingeteilt werden:
1. Homogener Endzustand,
2. Station¤arer oder periodischer Endzustand,
3. Chaotische Muster,
4. Komplexe r¤aumliche und zeitliche Strukturen.
Das bekannteste Beispiel f¤ur die Anwendung zellul¤arer Automaten ist das von CONWAY entwickelte
zweidimensionale Modell des Game of Life [Con85], in dem jede Zelle genau zwei Zustande

tot
oder

lebendig annehmen kann. Ist eine lebendige Zelle von zwei oder drei lebendigen Zellen
umgeben, so bleibt sie lebendig, andernfalls stirbt sie aufgrund von Unter- bzw. ¤Uberbev¤olkerung.
Eine tote Zelle kann zum Leben erwachen, falls sie von genau drei lebendigen Zellen umgeben ist.
Eine Vielzahl m¤oglicher Muster selbst bei diesen einfachen Entwicklungsregeln ist das Ergebnis
dieses Zellularautomatenmodells.
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5.3 Molekulardynamik-Modelle
Molekulardynamik-Modelle z¤ahlen zu den vollst¤andig deterministischen Modellen. Wiederum aus-
gehend von einem Initialzustand werden Impuls und Position aller im System bendlichen Teilchen
durch L¤osung der Newtonschen Gleichung berechnet. Der zugrunde liegende physikalische Forma-
lismus kann jedoch auf der Langrangeschen oder Hamiltonschen Darstellungsweise basieren.
In der NVE Molekulardynamik [Hee90] bezeichnet N die Anzahl der betrachteten Teilchen und V
das betrachtete Modellvolumen. E bezeichnet die Energie des Systems, die konstant sein muss, da
das System abgeschlossen ist, d.h. isoliert von anderen betrachtet wird. Die zu l¤osende Newtonsche
Gleichung eines Systems von Teilchen lautet
d2~ri(t)
dt2 =
1
m
∑
i< j
~Fi j. (5.4)
Analytisch erfolgt die L¤osung des Systems von Differentialgleichungen zweiter Ordnung durch
zweimalige Integration von t = 0 bis t, um erst die Geschwindigkeiten und anschließend die Po-
sitionen zu erhalten. Zum L¤osen sind nicht nur die Ausgangspositionen, sondern auch die Anfangs-
geschwindigkeiten n¤otig. Die Ausgangspositionen liefern den Anteil der potentiellen Energie zur
Gesamtenergie E , die Anfangsgeschwindigkeiten den Beitrag der kinetischen Energie. Ein m¤ogli-
cher Algorithmus sieht nach [Rah64], [Vrl67] folgendermaßen aus:
1. Festlegen der Teilchenpositionen r0i und r1i ,
2. Berechnung der Kr¤afte f¤ur Zeitschritt n,
3. Berechnung der Positionen f¤ur Zeitschritt n+1,
4. Berechnung der Geschwindigkeiten f¤ur Zeitschritt n.
Ausgehend von den Positionen r0i und r1i werden alle folgenden Positionen aus den jeweils vorigen
zwei Positionen rekursiv bestimmt. Dieses Verfahren wird Zweischritt-Verfahren genannt. Zu be-
achten ist hierbei, dass im (n+1)-ten Zeitschritt die Geschwindigkeiten des vorherigen (n-ten) Zeit-
schritts berechnet werden. Deshalb bendet sich die kinetische Energie immer genau einen Schritt
hinter der berechneten potentiellen Energie.
Ein Vorteil dieses Verfahrens ist die zeitliche Reversibilit¤at. Wird das System also in umgekehr-
ter zeitlicher Reihenfolge durchlaufen, so ergeben sich schließlich wieder die Anfangspositionen.
Dies stimmt jedoch nur in der Theorie. Durch das Rechnen mit endlicher Genauigkeit ergeben sich
zwangsl¤aug Rundungsfehler, die dazu f¤uhren, dass die Teilchen bei umgekehrter Berechnung von
ihrer Bahn abweichen. Hinzu kommt eine Bahnabweichung von der theoretisch berechneten durch
eine zeitliche Einteilung in einzelne Zeitschritte, die eine endliche Gr¤oße haben m¤ussen und nicht
innitesimal klein werden k¤onnen. Diese Einschr¤ankung gilt jedoch in gleichem Maße f¤ur alle hier
vorgestellten Verfahren.
5.4 Verwendete Simulationsmethode
Die in dieser Arbeit verwendete Simulationsmethode beruht auf dem Modell nach HOERNER [Hoe00],
einem gemischten Modell, welches die Vorteile von Monte-Carlo-Methoden und zellul¤aren Auto-
maten vereinigt. Es basiert einerseits auf dem Metropolis-Algorithmus, also einem speziellen Monte-
Carlo-Verfahren, das sich besonders gut zur Fomulierung komplexer Vielteilchenprobleme eignet,
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andererseits weist es Gemeinsamkeiten mit zellul¤aren Automaten auf, die durch eine Diskretisierung
des Raums den Berechnungsaufwand der kurzreichenden Wechselwirkung zwischen Versetzungen
reduzieren, da sie innerhalb einer Zelle abl¤auft und nicht gesondert berechnet werden muss.
Die abgebildeten Systeme bestehen aus einer Menge von unendlich langen, parallelen, geraden
gleichartigen Versetzungen (Stufen- oder Schrauben-). F¤ur jede Versetzung ist die interne Spannung,
welche sich durch ¤Uberlagerung der gegenseitigen Spannungsfelder mit anderen Versetzungen in
einer gewissen Nachbarschaft ergibt, mit Hilfe der Peach-Koehler-Formel aus Gleichung (4.28) zu
berechnen. Da die Anzahl der aufzusummierenden Wechselwirkungsterme aufgrund der hohen Zahl
von betrachteten Versetzungen ebenfalls groß ist, kann zur Verringerung des Berechnungsaufwands
ein Abschneideradius eingef¤uhrt werden, ab welchem Versetzungen keinen gegenseitigen Einuss
mehr aus¤uben. Modellrechnungen mit verschiedenen Reichweiten nden sich in Kapitel 7.2. Ein
entscheidender Vorteil des verwendeten Verfahrens liegt in der Ortsau¤osung, d.h. der Ber¤ucksich-
tigung der Positionen der beteiligten mikrostrukturellen Defekte. Im Gegensatz zu auf Versetzungs-
dichten basierenden Modellen, die nicht ortsaufgel¤ost arbeiten, ist so eine genauere Abbildung der
Peach-Koehler-Kr¤afte m¤oglich, die unterschiedliche lokale Versetzungsanordnungen und daraus re-
sultierende ver¤anderte Spannungsfelder trotz gleicher lokaler Versetzungsdichte ber¤ucksichtigt.
5.4.1 Rechentechnik
Die r¤aumliche Diskretisierung erfolgt mittels eines zweidimensionalen Gitters, wobei jede Zelle
genau einen Gitterbaufehler aufnehmen kann. Die Zellgr¤oße errechnet sich aus dem minimalen
Annihilationsabstand zweier Versetzungen, f¤ur den nach [Ess74]
am =
Gb4
2piKU f sin ψ
(5.5)
gilt. Hierbei bezeichnet G den Schubmodul, b den Betrag des Burgersvektors und K die Konstante
aus Gleichung (4.32), die f¤ur Schraubenversetzungen bei 1 und f¤ur Stufenversetzungen bei 1− ν
liegt. Weiterhin h¤angt der Annihilationsabstand von der Energie U f , die zur Erzeugung einer Verset-
zung notwendig ist, und dem Winkel ψ zwischen ~b und~ξ ab. Schraubenversetzungen stellen einen
Grenzfall dar, da Gleichung (5.5) nur f¤ur Versetzungen gilt, die keine reinen Schraubenversetzun-
gen sind. Diese Gleichung ist weiterhin der Grund daf¤ur, dass Stufen- und Schraubenversetzungen
nur getrennt voneinander betrachtet werden k¤onnen, da sonst verschiedene Zellgr¤oßen f¤ur die un-
terschiedlichen Versetzungstypen erforderlich w¤aren. Dies ist jedoch keine Beschr¤ankung der Si-
mulationsg¤ultigkeit, da die Interaktionskr¤afte zwischen Schrauben- und Stufenversetzungen nach
[Lan57] stets Null sind.
Eine Zelle kann die folgenden Zust¤ande annehmen:
• Ausscheidung,
• Versetzung,
• Korngrenze.
Ausscheidungen und Korngrenzen stellen in dem zweidimensionalen Simulationsmodell ¤achen-
bzw. linienf¤ormige Hindernisse f¤ur die Bewegung von Versetzungen dar.
Der Ausgangszustand einer Simulation ist eine mit Hilfe eines Pseudo-Zufallszahlengenerators
zuf¤allig erzeugte Anfangsverteilung von Versetzungen im Gitter. Hierbei wird sowohl die Orien-
tierung als auch die Position der Versetzungen durch den Zufallszahlengenerator bestimmt, wobei
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bei der Orientierung eine Beschr¤ankung auf bestimmte Gleitebenen erfolgen kann. Die Belegung
der Zellen durch Korngrenzen erfolgt durch eine spezielle Eingabedatei auf vorgegebenen Posi-
tionen, welche realen Gef¤ugestrukturen nachempfunden sind, die Belegung durch Ausscheidungen
kann ebenso oder zuf¤allig verteilt erfolgen und damit realen Anordnungen nachempfunden werden,
oder einer dispersiven Verteilung entsprechen.
Interaktion von Versetzungen
Das Modell berechnet die langreichweitigen Peach-Koehler-Kr¤afte zwischen den einzelnen Verset-
zungen nach Gleichung (4.28). Die resultierende Peach-Koehler-Kraft ~Fsumj , die auf Versetzung j
wirkt, ist die Summe der Kraftvektoren zwischen Versetzung j und allen anderen Versetzungen im
Gitter, da Peach-Koehler-Kr¤afte nur mit 1/r abnehmen.
~Fsumj = ∑
i
~b j ·σi j×~ξ j. (5.6)
Die Versetzungsbewegungen folgen nicht analytischen Gesetzm¤aßigkeiten, sondern erfolgen auf
Grundlage der dem Metropolis-Algorithmus inh¤arenten Wahrscheinlichkeitsverteilung aus Glei-
chung (5.3) und damit in Abh¤angigkeit von den resultierenden Kr¤aften. Gleichung (5.3) wird in
unserem Fall, also bei Versetzungsbewegungen zu
p = e−UA/kT . (5.7)
UA bezeichnet die f¤ur diesen Prozess notwendige Aktivierungsenergie, welche als ein zu ¤uber-
windendes Potential gedeutet werden kann. F¤ur einen Bewegungsvorgang einer Versetzung muss
zun¤achst ein Grundpotential U0 ¤uberwunden werden, welches auf die periodische Struktur des Kris-
tallgitters zur¤uckzuf¤uhren ist. U0 wird Peierls-Nabarro-Energie genannt. Ein weiterer Term Ua h¤angt
von dem lokalen Aktivierungsprozess ab. Unter dem Einuss einer ¤außeren Kraft verringert sich Ua
um die von ihr geleistete Arbeit V τ. V ist das Aktivierungsvolumen des Prozesses, also das Produkt
aus Betrag des Burgersvektors b, dem Hindernisdurchmesser d und der charakteristischen Verset-
zungsl¤ange L. Zusammenfassend kann das Potential beschrieben werden als
UA = U0 +Ua−Lbdτ. (5.8)
Hierdurch ergibt sich mit den Peach-Koehler-Kr¤aften aus Gleichung (4.28)
UA = U0 +Ua +V (τ−d ·Fsumj ). (5.9)
Zusammen mit Gleichung (5.3) und einer Konstanten C erhalten wir f¤ur die ¤Ubergangswahrschein-
lichkeit einer Versetzungsbewegung:
p = C · e−(U0+Ua+V(τ−d·F sumj ))/kT . (5.10)
Die ¤Ubergangswahrscheinlichkeiten f¤ur Versetzungsbewegungen werden jeweils parallel und senk-
recht zu ihren Gleichrichtungen berechnet, da hierf¤ur unterschiedliche Aktivierungsenergien erfor-
derlich sind. Das Klettern von Versetzungen, das einer Bewegung senkrecht zur Gleichrichtung
entspricht, ist ein h¤oherenergetischer Vorgang, der aus diesem Grund unwahrscheinlicher ist als
das Gleiten von Versetzungen entlang ihrer Gleitrichtung. Es werden hierbei stets Wahrschein-
lichkeitswerte aus dem Intervall [0,1] angenommen. Sobald diese bekannt sind, wird gem¤aß der
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Monte-Carlo-Methode f¤ur die beiden Richtungen je eine Zufallszahl aus dem Intervall [0,1] erzeugt
und mit der jeweiligen ¤Ubergangswahrscheinlichkeit verglichen. Die Bewegung erfolgt, sobald die
Zufallszahl kleiner als der Wahrscheinlichkeitswert ist. Bei Vorg¤angen mit großer ¤Ubergangswahr-
scheinlichkeit ist also fast das gesamte Intervall ein m¤oglicher Bereich, in dem Zufallszahlen liegen
d¤urfen, so dass eine Bewegung erfolgt.
Die kurzreichende Wechselwirkung von Versetzungen wird, bedingt durch die r¤aumliche Diskreti-
sierung, idealisiert betrachtet. F¤ur den Fall, dass bei einer Versetzungsbewegung der neue Ort der
Versetzung schon durch ein anderes Element belegt ist, muss eine realit¤atsnahe Interaktion erfolgen.
Das Modell bietet unterschiedliche Behandlungsweisen f¤ur die verschiedenen Ereignisse:
Versetzung: Trifft eine Versetzung auf eine Zelle, die bereits durch eine andere Versetzung be-
legt ist, so addieren sich die beiden Burgersvektoren, die Versetzungsbewegung der zwei-
ten Versetzung ndet also statt. Die Zelle ist schließlich nur noch mit einer resultierenden
Versetzung belegt. Treffen hierdurch zwei Versetzungen aufeinander, die den gleichen Bur-
gersvektor jedoch mit entgegengesetzter Orientierung besitzen, so erfolgt eine Ausl¤oschung
oder Annihilation (Kapitel 4.2.6, Abbildung 4.20), die einen perfekten Kristall hinterl¤asst.
In manchen F¤allen ist die Richtung des Burgersvektors der resultierenden Versetzung nicht
mehr Bestandteil der m¤oglichen Gleitrichtungen, so dass eine nicht-gleitf¤ahige Versetzung
entstanden ist. Diese Art von Versetzung entspricht in kubisch-¤achenzentrierten Gittern den
Lomer-Cottrell-Versetzungen. Durch ihr Spannungsfeld beeinusst sie jedoch weiterhin an-
dere Versetzungen und kann zudem mit beweglichen Versetzungen interagieren.
Ausscheidung: Ausscheidungen oder Fremdatome sind Hindernisse, die die Bewegung von Ver-
setzungen behindern. Zellen, die durch Ausscheidungen oder Fremdatome belegt sind, k¤onnen
nicht direkt mit Versetzungen interagieren, sondern verhindern statt dessen deren Fortbewe-
gung. Im Modell sind Kraftfelder um derartige Hindernisse als Stufenfunktion implementiert,
welche außerhalb der Zelle Null ist, und innerhalb einen unendlichen Wert besitzt. Auf Aus-
scheidungen oder Fremdatome auaufende Versetzungen haben jedoch die M¤oglichkeit, die-
se Hindernisse ¤uber mehrere Simulationsschritte hinweg durch den zun¤achst weniger wahr-
scheinlichen Mechanismus des Versetzungskletterns zu umgehen. Dieser auch in der Realit¤at
auftretende Prozess l¤aßt sich in den in dieser Arbeit durchgef¤uhrten Simulationsrechnungen
nachweisen.
Korngrenze: Bei dem verwendeten zweidimensionalen Simulationsverfahren stellen Korngrenzen
un¤uberwindbare, linienhafte Hindernisse f¤ur Versetzungsbewegungen dar. Im realen Gef¤uge
kann durch die gegeneinander verschobenen Kristallgitter kein Durchlaufen von Versetzun-
gen durch Korngrenzen erfolgen. Dieser Effekt wird wiederum durch obige Stufenfunktion
als Kraftfeld um Korngrenzen erzielt. Die M¤oglichkeit des Umgehens durch Klettern ist bei
diesen linienhaften Hindernissen jedoch nicht mehr gegeben.
Damit Versetzungen, die bereits ihre Position ver¤andert haben, nicht mit Versetzungen interferieren,
denen der Vergleich mit Zufallszahlen noch bevor steht, werden erstere in ein zweites Simulati-
onsgitter, das sogenannte Shadow-Gitter [Haf01] kopiert, welches nur zu dem Zweck existiert, die
Position der Versetzungen nach dem Monte-Carlo-Schritt aufzunehmen. Sobald alle Versetzungen
des prim¤aren Simulationsgitters bearbeitet worden sind, wird das Shadow-Gitter, welches die nun
aktuellen Positionen aller Versetzungen enth¤alt, wieder auf das prim¤are Gitter zur¤uck kopiert.
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Da die Gr¤oße des Gitters endlich sein muss, wird auf periodische Randbedingungen zur¤uckgegrif-
fen, um die scheinbare Gitterl¤ange und -breite zu erh¤ohen. Mathematisch betrachtet wird das qua-
dratische Simulationsgitter also zu einem Torus. Bei der Berechnung der Kraftfelder werden also
auch Versetzungen ber¤ucksichtigt, die eigentlich in einem anderen Teil des Gitters liegen. Bei der
Bewegung von Versetzungen ist zudem eine Kontrolle erforderlich, ob es zu einem Verlassen der
Zelle kommt, in diesem Fall wird die Versetzung an der gegen¤uber liegenden Seite des Gitters auf
gleicher H¤ohe bzw. Breite wieder in die Simulation eingesetzt, so dass sich die Versetzungsdichte
nicht aufgrund Verlassens des Simulationsgebiets ver¤andert, sondern ausschließlich durch die be-
reits beschriebenen und nun folgenden Interaktionsmechanismen.
Quellen
Die Erzeugung neuer Versetzungen im Gitter durch Nachbildung von Quellen dient der Erh¤ohung
des Realit¤atsgrads der Simulation. Analog zur Frank-Read-Quelle aus Kapitel 4.2.6 ist ein Mecha-
nismus implementiert worden, der f¤ur die Generierung neuer Versetzungen verantwortlich ist, falls
ein lokaler Spannungsschwellwert ¤uberschritten wird. Ausgangspunkte von Frank-Read-Quellen
sind, durch das Schneiden mit anderen Versetzungen entstandene, immobile Versetzungen. Die ent-
sprechende zweidimensionale Implementierung dieses Mechanismus geht also von Lomer-Cotrell-
Versetzungen der Simulation aus, Versetzungen, die durch Addition zweier oder mehrerer Verset-
zungen entstanden sind und deren Burgersvektoren durch die Addition nicht mehr parallel zu den
Gleitrichtungen des Systems liegen. F¤ur alle Lomer-Cotrell-Versetzungen wird also ein Schwellwert
τq berechnet, der durch die Spannungsfelder der Versetzungen in ihrer lokalen Umgebung bestimmt
wird,
τq = G ·b ·√ρlok. (5.11)
ρlok ist die lokale Versetzungsdichte in einer bestimmten Umgebung. Wie in jedem Monte-Carlo-
Schritt wird auch hier eine Zufallszahl erzeugt und mit dem Schwellwert verglichen. Bei ¤Uberschrei-
tung wird eine neue Versetzung erzeugt. Diese soll jedoch nicht irgendwo zuf¤allig im Gitter liegen,
wie von einigen Autoren im Zusammenhang zur Aufrechterhaltung einer konstanten Versetzungs-
dichte vorgeschlagen wird [San98], sondern in der n¤aheren Umgebung der immobilen Versetzung,
welche auch zur Schwellwertbestimmung herangezogen wurde.
L
Korngrenze
Versetzungsquelle
Abbildung 5.2: Aufstauen von Versetzungen an einer Korngrenze.
Die Erzeugung neuer Versetzungen muss zum Erliegen kommen, wenn diese nicht mehr abwandern
k¤onnen, sondern sich an anderen Hindernissen zu sogenannten pile-ups aufstauen [Die86]. Diese in
Abbildung 5.2 exemplarisch dargestellten Aufstauungen bewirken, dass sich die Versetzungslinie
der Frank-Read-Quelle nicht mehr ausbauchen kann, da die Gegenkr¤afte durch die aufgestauten
Versetzungen zu gross werden. Das bedeutet, dass in der Simulation Maßnahmen getroffen werden
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m¤ussen, die die Generierung neuer Versetzungen im Verlauf der Simulation unter der Bedingung
einschr¤anken, dass bereits gen¤ugend viele Versetzungen dieser Quelle erzeugt worden sind. Als ein
geeigneter Ansatz hierzu hat sich die Begrenzung der zur Erzeugung neuer Versetzungen erlaubten
Wahrscheinlichkeitswerte erwiesen. ¤Ubersteigen diese einen bestimmten Wert, so kann die jeweilige
Lomer-Cotrell-Versetzung nicht mehr als Frank-Read-Quelle fungieren. Erst wenn Versetzungen
beispielsweise durch Klettern abgewandert oder durch Annihilationsvorg¤ange verschwunden sind,
die durch die lokale Versetzungsdichte bestimmte Wahrscheinlichkeit aus Gleichung (5.11) also
gesunken ist, kann sie wieder als Quelle neuer Versetzungen dienen.
Spannungsgesteuerte Simulation
Um den Einuss von, auf die Simulationszelle wirkenden, externen Spannungen untersuchen zu
k¤onnen, kann auf das System eine zus¤atzliche ¤außere Spannung aufgebracht werden. Hierzu wird
dem resultierenden Kraftvektor jeder Versetzung die vektoriell dargestellte, in eine Kraft umge-
rechnete externe Spannung hinzuaddiert [Bac02]. Das aufgebrachte Spannungsfeld kann entweder
homogen sein, so dass allen Versetzungen der gleiche Kraftvektor hinzugef¤ugt wird, oder inho-
mogen, wie es beispielsweise bei Mikro- oder Nanoh¤artemessungen vorliegt, so dass die externe
Kraftkomponente in Abh¤angigkeit der Position der Versetzung in der Simulationszelle jedes Mal
neu berechnet werden muss. Bei diesem Simulationstyp werden neben der sich herausbildenden
Struktur der Versetzungen besonders deren Bewegungen untersucht und dokumentiert.
Dehnungsgesteuerte Simulation
Diese Art der Steuerung dient zur Bestimmung der mikrostrukturellen Entwicklung bei simulierten
Zugversuchen. Diese sind dadurch gekennzeichnet, dass eine konstante Dehnrate in der untersuch-
ten Probe vorgegeben ist, und die f¤ur diese Dehnung ben¤otigte ¤außere Kraft bestimmt wird. Dieses
Prinzip kann direkt auf das mikrostrukturelle Simulationsmodell ¤ubertragen werden. Eine vorgege-
bene konstante Dehnungsrate kann hierbei erzielt werden, indem eine bestimmte Anzahl von Verset-
zungsbewegungen in einer Richtung erfolgen muss. Das Simulationsmodell ist deshalb dahingehend
modiziert worden, dass die Versetzungsbewegungen in x-Richtung nach jedem Schritt ¤uberpr¤uft
werden. Ist die Anzahl, welche der vorgegebenen Dehnrate entspricht, innerhalb einer gewissen
Toleranz erreicht worden, so werden die Bewegungen und die im Shadow-Gitter gespeicherten Po-
sitionen der Versetzungen ¤ubernommen, und es wird mit dem n¤achsten Schritt fortgefahren. Falls
die vorgegebene Zahl von Versetzungsbewegungen nicht erreicht wurde, so muss derselbe Schritt
mit einer erh¤ohten externen Spannung wiederholt werden. Hierzu wird die Position der Versetzun-
gen vor dem Schritt, welche im eigentlichen Simulationsgitter gespeichert ist, wiederhergestellt.
Gleiches gilt f¤ur den Fall, dass zu viele Versetzungsbewegungen unter einer bestimmten ¤außeren
Spannung erfolgt sind, hier muss die ¤außere Spannung f¤ur den zu wiederholenden Schritt gesenkt
werden. Die Schrittweite ∆S der Spannungserh¤ohung, bzw. -abnahme berechnet sich nach
∆S =
(γ0− γa) ·d0 ·da
200 .
Hierbei bezeichnen γ0 und γa die vorgegebene und tats¤achliche Dehnrate, sowie d0 und da die ur-
spr¤ungliche und aktuelle Anzahl von Versetzungen im simulierten Bereich. Da die zugrunde liegen-
de Monte-Carlo-Methode ein stochastisches Verfahren ist, kann kein absoluter Wert f¤ur die Anzahl
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der erfolgten Versetzungsbewegungen gefordert werden. Bedingt durch die Generation von Zufalls-
zahlen in jedem Schritt, kann es selbst bei identischer Ausgangskonguration und gleicher exter-
ner Spannung zu unterschiedlichen Bewegungen bei den sonst gleichen simulierten Monte-Carlo-
Schritten kommen. Aus diesem Grund ist ein gewisser Toleranzbereich n¤otig, der diese Effekte
ber¤ucksichtigt. Den in dieser Arbeit durchgef¤uhrten Simulationsrechnungen liegt ein Toleranzwert
von 10% zugrunde, der sich bei den gegebenen anderen Parametern als geeignet erwiesen hat. Da
sich neben der Richtung des zu einer Versetzung geh¤orenden Burgersvektors nach Interaktion mit
anderen Versetzungen auch die L¤ange ¤andert, muss ber¤ucksichtigt werden, dass gr¤oßere Verset-
zungen einen gr¤oßeren Anteil an der plastischen Verformung w¤ahrend eines solchen nachgebilde-
ten Zugversuchs besitzen als kleinere. Es wird also nicht nur die Anzahl aller Abgleitvorg¤ange in
x−Richtung ermittelt, sondern jede Bewegung z¤ahlt entsprechend der L¤ange des Burgersvektors der
zugeh¤origen Versetzung zur Gesamtanzahl aller Abgleitprozesse und damit zur Gesamt-Abgleitrate
pro Simulationsschritt.
Im Gegensatz zu [Goe01] ist hier nicht ein integrativer Ansatz gew¤ahlt worden, der die Mikrostruk-
tur nur als eine modellhafte Einheit mittels Parametern auffasst, sondern es werden anhand der
konkret simulierten Gef¤ugeentwicklung f¤ur die Makromechanik interessante Eigenschaften ermit-
telt.
Die Entwicklung dieses Simulationstyps erfolgte w¤ahrend eines Forschungsaufenthaltes am Euro-
pean Center for Parallelism of Barcelona (CEPBA) im Rahmen des Increase of the Human Potential
(IHP) Programms der Europ¤aischen Union.
5.4.2 Parallelisierung
Ein Grund, weshalb mikrostrukturelle Simulationsmethoden in der Industrie bisher nur wenig ver-
breitet sind, ist in der hohen ben¤otigten Rechenleistung zu nden. Der f¤ur die zugrundeliegen-
de Monte-Carlo-Methode notwendige hohe Komplexit¤atsgrad erfordert ein ebenso hohes Maß an
Vergleichs- und Berechnungsoperationen. Der hierbei verwendete Berechnungsalgorithmus ist von
der Ordnung O(N2), d.h. der Berechnungsaufwand steigt quadratisch mit der simulierten Teilchen-
anzahl an. Zur Verbesserung der Rechenzeiten eignet sich das folgende L¤osungsverfahren.
Laufzeituntersuchungen des Simulationsprogramms haben gezeigt, dass ca. 3/4 der ben¤otigten Re-
chenleistung f¤ur die Berechnung der resultierenden Kraftfelder verwendet werden. Bei einem ge-
w¤ohnlichen Einprozessorrechner laufen diese einzelnen Berechnungsschritte sequentiell ab. Dieses
Konzept wird in der Rechnerarchitektur nach FLYNN [Fly72], [Mal01] auch als SISD (Single In-
struction - Single Data) bezeichnet. Die Optimierungsm¤oglichkeiten in diesem Bereich liegen darin,
mehrere dieser Rechenoperationen gleichzeitig durchzuf¤uhren. Dieses Konzept ndet sich in der
Literatur als MIMD (Multiple Instruction - Multiple Data). Die verschiedenen hierzu ben¤otigten
Prozessoren m¤ussen parallel unterschiedliche Befehle und unterschiedliche Daten bearbeiten. Der
Aufbau der Hardware ist relativ einfach zu realisieren, der große Aufwand liegt jedoch auf der
Softwareseite, und zwar darin, die Prozesse, also ganze Befehlsgruppen, auf die verschiedenen Pro-
zessoren zu verteilen, die gemeinsamen Daten jedoch konsistent zu halten. Die Hardwareanordnung
kann hierbei durch Multiprozessor-Cluster oder durch verteilte Systeme erreicht werden. Die bei-
den anderen denkbaren Architekturmodelle MISD (Multiple Instruction - Single Data) und SIMD
(Single Instruction - Multiple Data) sind bei der vorliegenden Problemstellung nicht einsetzbar. Das
erstere scheint generell nicht sinnvoll zu sein, da ein Datensatz gleichzeitig von mehreren Befehlen
bearbeitet werden soll. Das zweite Modell ist als parallele Bearbeitung des gleichen Befehls auf
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verschiedene Daten nur in speziellen Bereichen wie beispielsweise der Bildverarbeitung, wo man
h¤aug eine bestimmte Operation f¤ur das gesamte Bild durchf¤uhren muss, einsetzbar.
Um im konkreten Fall der mikrostrukturellen Simulation das Gitter in verschiedene jeweils auf un-
terschiedlichen Prozessoren zu bearbeitende Bereiche aufzuteilen, muss der Informationsaustausch
zwischen den einzelnen Bereichen gew¤ahrleistet werden, da die zu berechnenden Spannungsfel-
der ¤uber das gesamte Simulationsgitter hinweg reichen. Dieser Informationsaustausch wird mittels
des standardisierten Message Passing Interface (MPI) erreicht [MPI94]. Hierzu wird das gesamte
Simulationsgitter zun¤achst gleichm¤aßig auf die vorhandenen Prozessoren aufgeteilt, wobei deren
Anzahl als Zweierpotenz darstellbar sein muss. In den Simulationsrechnungen dieser Arbeit wurde
das Gebiet auf 4, 9 oder 16 Prozessoren aufgeteilt.
Jeder Prozessor ben¤otigt f¤ur die an den R¤andern seines Simulationsgebiets liegenden Versetzun-
gen die Position von Versetzungen, die in Gebieten anderer Prozessoren liegen, um resultierende
Spannungsfelder zu berechnen. Um jedes Teilgebiet wird also ein ¤Uberhang oder Halo erzeugt,
in welchen Daten aus anderen Teilgebieten einießen. Der Halo dient nur zur passiven Nutzung,
indem die darin enthaltenen Daten nur ausgelesen und nicht f¤ur den n¤achsten Schritt berechnet wer-
den. Die durch diese Maßnahmen erreichte Steigerung der Rechenleistung sorgt f¤ur Rechenzeiten
von ca. 50 bis 200 h pro Simulationrechnung, je nach Versetzungsdichte und Gr¤oße des Simulati-
onsgebiets. Der universelle Charakter von MPI sorgt daf¤ur, dass sowohl massiv-parallele Rechner
wie die Hochschulinterne Sun E10000 des Regionalen Rechenzentrums f¤ur Niedersachsen (RRZN)
als auch das interne Workstation-Netz des Instituts f¤ur Werkstoffkunde (IW) verwendet werden
k¤onnen. In [Smt01] nden sich Mechanismen zur Parallelisierung auf mehreren Ebenen. So wer-
den Simulationsbereiche wie oben beschrieben mit MPI auf vorhandene Prozessoren verteilt, die
einzelnen Berechnungsschleifen werden danach jedoch zus¤atzlich mittels des alternativen Paralle-
lisierungsverfahrens OpenMP [Eig01] gleichm¤aßig von allen Prozessoren bearbeitet, wodurch eine
ausgeglichene Lastverteilung gew¤ahrleistet wird. F¤ur das in dieser Arbeit verwendete Modell sind
Lastungleichheiten der Prozessoren zwar vorhanden, durch die anf¤angliche Zufallsverteilung jedoch
nicht ¤uberm¤aßig. Potenzial f¤ur Verbesserungsm¤oglichkeiten aus der Kombination beider Paralleli-
sierungsmethoden besteht jedoch.
Mit Hilfe der nichtkommerziellen Visualisierungssoftware Paraver [Cau01] ist es m¤oglich, den Ab-
lauf einer Simulationsrechnung graphisch darzustellen. Diese besteht aus Berechnungsphasen der
Spannungsfelder und Kommunikationsphasen zwischen den Prozessoren. Abbildung 5.3 zeigt in
einer ¤Ubersicht den Ablauf einer mit 656 Sekunden Rechenzeit sehr kurzen, einfachen Simulation
¤uber 50 Schritte auf vier Prozessoren (Threads). In blau dargestellt sind die Berechnungsphasen, rot
sind Leerlaufphasen und gelb sind Kommunikationsaufrufe mittels MPI. Bereits in dieser ¤Ubersicht
ist erkennbar, dass selbst bei einer einfachen Rechnung die Berechnungsphasen ¤uberwiegen.
Abbildung 5.4 zeigt eine Berechnungsphase der vier beteiligten Prozessoren. Die zeitlichen Unter-
schiede liegen im Bereich von einigen Sekunden, was absolut gesehen unbedeutend ist, prozentual
jedoch ca. ein Drittel der gesamten Berechnungszeit des Schritts ausmacht. Diese Unterschiede
m¤ussen jedoch nicht nur aus der ungleichen Verteilung der Versetzungen in den einzelnen Gebieten
resultieren, sondern k¤onnen auch durch eine tageszeitlich bedingte ungleiche Belastung des Systems
durch interaktive Nutzung hervorgerufen worden sein.
Eine detailliertere Darstellung der Kommunikationsphase, in der die Positionen der Versetzungen
in ¤Ubergangsbereichen der Prozessoren in den jeweiligen Halo ¤ubermittelt werden, ist in Abbil-
dung 5.5 zu sehen. Zum Kommunizieren mit anderen Prozessoren werden vorhandene, zu MPI
geh¤orende Routinen und Funktionen eingesetzt [MPI94]. Zun¤achst erfolgt ein Aufruf von MPI Reduce,
einer Funktion, die inkonsistente Daten zwischen verschiedenen Prozessoren abgleicht. Diese wird
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Abbildung 5.3: ¤Ubersicht einer Simulation ¤uber 50 Schritte mit Hilfe der Software Paraver.
mit MPI Barrier abgeschlossen, einer Schranke, die sicherstellt, dass die Daten auf allen Prozesso-
ren abgeglichen sind. Erst wenn dies erfolgt ist, erlaubt die Schranke die Fortsetzung der Berech-
nung. Die jeweilige Dauer des Kommunikationsaufrufs MPI Sendrecv ist pink eingef¤arbt, gelbe
Linien veranschaulichen, welcher Thread Sender und Empf¤anger eines Datenaustauschs ist. Alle
Kommunikationsaufrufe werden wiederum mit einer Schranke abgeschlossen, die f¤ur die gleichzei-
tige Wiederaufnahme der Berechnungen sorgt, ein Vorgang, der auch als Thread Synchronisation
bezeichnet wird. Threads, die ihren Datenaustausch beendet haben, m¤ussen also auf die restlichen
warten. Die Berechnungen der resultierenden Spannungsfelder k¤onnen nach diesen Operationen un-
ter Verwendung des nun gef¤ullten Halos fortgef¤uhrt werden.
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Abbildung 5.4: Darstellung einer Phase zur Berechnung der Spannungsfelder um Versetzungen
w¤ahrend eines Schritts mit Hilfe der Software Paraver.
Abbildung 5.5: Darstellung der Kommunikationsphase eines Schritts mit Hilfe von Paraver.
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6.1 Validierung mittels Transmissionselektronenmikroskopie
Von großer Bedeutung bei mikrostrukturellen Simulationen ist die experimentelle Verikation der
Simulationsergebnisse, da nur hierdurch die G¤ultigkeit des verwendeten Modells ¤uberpr¤uft werden
kann. Versetzungen k¤onnen im realen Versuch neben dem Einsatz von ¤Atzverfahren nur mit Hilfe
der Transmissionselektronenmikroskopie (TEM) sichtbar gemacht werden. Das Verfahren ist zwar
hinsichtlich der Probenpr¤aparation sehr aufw¤andig, besitzt jedoch den Vorteil der direkten Abbil-
dung von Versetzungen und Ausschnitten von Versetzungssystemen. Es k¤onnen somit komplexe
Versetzungsstrukturen mit Hilfe geeigneter Bildanalyseverfahren quantitativ erfasst und durch Kor-
relationsbetrachtungen direkt mit den zugeh¤origen Simulationsergebnissen verglichen werden.
6.1.1 Funktionsweise
Bei der Transmissionselektronenmikroskopie erfolgt eine Durchstrahlung einer d¤unnen Folie des
zu untersuchenden Werkstoffs mittels eines Elektronenstrahls. Bedingung f¤ur die Foliendicke ist,
dass sie d¤unn genug ist, um vom Elektronenstrahl durchdrungen werden zu k¤onnen, andererseits
aber dick genug bleibt, um Kontrastunterschiede zwischen gest¤orten und ungest¤orten Bereichen des
Kristallgitters zu erm¤oglichen. Die Pr¤aparation dieser d¤unnen Folien erfolgt entweder durch elektro-
lytisches Polieren oder nach Vorbehandlung mit einem Muldenschleifger¤at (Dimple Grinder) durch
Ionenstrahl¤atzen. Die Behandlung erfolgt solange, bis es zu einem Lochdurchbruch in der Probe
gekommen ist. In der N¤ahe der Lochrands sollten die Proben dann je nach Ordnungszahl und Be-
schleunigungsspannung eine Dicke von ca. 80 nm (bei Au und W) bis 300 nm (bei Al und Si)
[Hor93] aufweisen. Typische Beschleunigungsspannungen von Transmissionselektronenmikrosko-
pen liegen zwischen 100 und 400 kV. Hinter dem Objekt entstehen bei unterschiedlichen Werkstof-
fen auch verschiedene Bilder. Bei Einkristallen entstehen periodische Punktmuster, bei vielkristalli-
nen Proben kommt es zur Bildung von konzentrischen Kreisen, wogegen bei amorphen Stoffen wie
Glas wenige diffuse Ringe erscheinen. Ursache f¤ur die unterschiedlichen Bilder ist die Beugung des
Elektronenstrahls an Atomen in der Probe. Die Elektronen stellen eine r¤aumlich koh¤arente Wellen-
strahlung dar. Wegen der strengen r¤aumlichen Periodizit¤at bei Kristallstrukturen ¤uber das gesamte
Objekt hinweg, bestehen feste Phasenbeziehungen zwischen den einzelnen Teilb¤undeln, in die die
Gesamtstrahlung zerlegt gedacht werden kann. In dem durchstrahlten Objekt werden die Strahlen
je nach ¤ortlichen Eigenschaften unterschiedlich gebeugt oder absorbiert. Die aus ihrer urspr¤ungli-
chen Richtung abgelenkten, von verschiedenen Objektpunkten ausgehenden Strahlen sind in Folge
ihrer Koh¤arenz interferenzf¤ahig, wodurch ein Wellenbild hinter dem Objekt entsteht. Da die einzel-
nen K¤orner bei vielkristallinen Stoffen statistisch verteilt sind, und die Beugungswinkel festliegen,
k¤onnen die Einkristallreexe nur auf konzentrischen Ringen liegen. Bei amorphen Werkstoffen ent-
stehen Beugungsbilder, die durch wenige, sehr diffuse Ringe anzeigen, dass keine Kristallstruktur
vorhanden ist.
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6.1.2 Elektronenbeugung
Um transmissionselektronenmikroskopische Aufnahmen und Beugungsbilder richtig verstehen und
deuten zu k¤onnen, ist es notwendig, ein grundlegendes Verst¤andnis der Beugungserscheinungen zu
besitzen. Die zugeh¤orige Wellenl¤ange der mit einer Geschwindigkeit v auf die Probe treffenden
Elektronen ist durch die de Broglie-Beziehung
λe =
h
pe
=
h
me · v
bestimmt, wobei h = 6,626 ·10−34 Js das Plancksche Wirkungsquantum, pe den Impuls und me die
Masse der Elektronen bezeichnet. Bei der Massenbestimmung kann die Relativit¤atstheorie aufgrund
der hohen Geschwindigkeit der Elektronen nicht vernachl¤assigt werden. Somit ergibt sich die Masse
aus
me =
m0√
1− v2c2
,
mit der Ruhemasse des Elektrons m0 und der Lichtgeschwindigkeit c. Die Wellenl¤ange der Elektro-
nen betr¤agt also
λe =
h · c√
(Ub · e + m0 · c2)2− (m0 · c2)
.
e bezeichne die Elementarladung. Bei einer eingestellten Beschleunigungsspannung des TEM von
Ub = 200 kV bel¤auft sie sich auf λe = 0,0025 nm. Wenn man die Werte der Wellenl¤ange λe in die
Braggsche Gleichung
sinϑ = nλe
2d
einsetzt, mit Braggschem Beugungswinkel ϑ, Reexionsordnung n und Netzebenenabstand ac des
Kristalls, ergeben sich bei Reinaluminium Beugungswinkel im Bereich von 0,2◦ bei obigem λe und
der Gitterkonstanten von Al = 0,4042 nm. Alle gebeugte Intensit¤at niederer Ordnung r¤uhrt also von
Ebenen her, die fast parallel zum einfallenden Elektronenstrahl liegen.
Eine einfache Methode, um Beugungsbilder von Einkristallen darzustellen, ist die Verwendung ei-
nes geeigneten reziproken Gitters. Dabei ist die Indizierung einfach, da die Indizes der Beugungs-
punkte mit den korrespondierenden des reziproken Gitters ¤ubereinstimmen [Hrs65]. Ein Punkt des
reziproken Gitters wird festgelegt durch die Normale auf einer Ebenenschar mit einem Abstand g
reziprok zum wirklichen Abstand der Netzebenen ac, also g = d−1 (Abbildung 6.1). Im Folgenden
wird der Ortsvektor des reziproken Gitters als~g bezeichnet und die Vielfachen der Achsenabschnitte
als h,k, l. Sie entsprechen den reziproken Achsabschnitten des wirklichen Gitters. Das Koordinaten-
system des reziproken Gitters ist deniert als
~ar =
~b×~c
VE
; ~br =
~a×~c
VE
; ~cr =
~a×~b
VE
,
wobei ~a,~b,~c die Einheitsvektoren und VE das Volumen der Elementarzelle bezeichnen. Die Kompo-
nenten eines reziproken Gittervektors ~g, mit dessen Hilfe eine Ebenenschar beschrieben wird, lauten
also
~g = h~ar + k~br + l~cr.
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Abbildung 6.1: Konstruktion eines zweidimensionalen Ausschnitts des reziproken Gitters und
Kennzeichnung eines reziproken Gittervektors ~g der (111)-Ebenenschar.
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Die Phasendifferenz zwischen ungebeugtem und gebeugtem Strahl muss gem¤aß der Braggschen
Gleichung ein ganzzahliges Vielfaches der Wellenl¤ange betragen, damit ein Beugungsmaximum
entsteht. Setzt man den Betrag des reziproken Gittervektors ~g in diese Gleichung ein, so ergibt sich
sinϑ = λe · |~g|
2
.
In Analogie zur Denition des reziproken Gitters kann ein Wellenvektor ~k mit dem Betrag der
reziproken Wellenl¤ange λe eingef¤uhrt werden, |~k|= 1/λe. Dies f¤uhrt zu
sinϑ = |
~k| · |~g|
2
,
woraus die Beziehung
~g =~k1−~k0 (6.1)
resultiert.~k0 ist der Wellenvektor des einfallenden und~k1 der des gebeugten Strahls, mit |~k0|= |~k1|.
Stellt man diese Beziehung geometrisch dar, so ergibt sich die Ewaldsche Kugelkonstruktion. Nur
solche Netzebenen ~g f¤uhren zu Beugungserscheinungen, f¤ur die der Vektor ~g eine Kugel mit dem
Radius |~k| ber¤uhrt, was in Abbildung 6.2 (links) dargestellt ist. In Folge der kleinen Wellenl¤angen
von Elektronenstrahlen ist der Radius der Ewaldkugel viel gr¤oßer als der Netzebenenabstand, so
dass der Kreis f¤ur kleine ~g-Werte zur Geraden entartet. ~g steht also auf ~k0 fast senkrecht. Die Or-
te, an denen im Kristall abgebeugte Intensit¤at austritt, entsprechen also ann¤ahernd dem reziproken
Gitter. Abbildung 6.2 (rechts) zeigt, dass nicht alle reziproken Gitterpunkte eines feststehenden
Kristalls von einem parallel einfallenden Strahl gleich gut getroffen werden k¤onnen. Es treten viel-
mehr Abweichungen von der idealen Bragg-Bedingung auf, die durch einen zus¤atzlichen Vektor
~s gekennzeichnet werden. Dieser hat die Dimension einer reziproken L¤ange. Im reziproken Raum
werden solche, etwas außerhalb der Ewald-Kugel liegende Punkte beschrieben durch
~g +~s =~k1−~k0. (6.2)
Der Sonderfall, dass eine Ebenenschar ~ghkl die Beugungsbedingungen sehr genau erf¤ullt, ~s f¤ur alle
anderen Reexe st¤arker von Null abweicht, kann durch Verkippung des Kristalls gegen den Elek-
tronenstrahl erreicht werden. Das Beugungsbild enth¤alt dann nur zwei starke Reexe, den durchge-
henden ~g000 und den abgebeugten ~ghkl , w¤ahrend alle anderen vernachl¤assigt werden k¤onnen. Dieser
Zweistrahlfall ist Voraussetzung f¤ur die Herstellung von TEM-Aufnahmen unter denierten Bedin-
gungen, wie z.B. zur Bestimmung des sichtbaren Anteils von Versetzungen oder f¤ur Kontrastrech-
nungen, wogegen er f¤ur die Bestimmung der Kristallstruktur oder Gitterparametern weniger gut
geeignet ist.
6.1.3 Beugungskontraste
Gitterfehler erscheinen im transmissionselektronenmikroskopischen Bild als reine Beugungskon-
traste. Die St¤orungen in der Periodizit¤at und die Gitterverzerrungen in der Umgebung von Verset-
zungen ver¤andern die Beugungsbedingungen f¤ur den Elektronenstrahl. An den betroffenen Stellen
schwankt daher die Beugungsintensit¤at gegen¤uber benachbarten, ungest¤orten Bereichen, so dass die
gest¤orte Zone im TEM-Bild gegen¤uber der Nachbarschaft Kontraste aufweist. Der spezielle Verlauf
des Kontrasts h¤angt außer von der Art des Gitterfehlers noch von der Foliendicke und -orientierung,
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Abbildung 6.2: Graphische Darstellung der Braggschen Beugungsbedingung durch die Ewaldsche
Kugel. Links erf¤ullt die Netzebene (hkl) mit reziproken Gittervektor ~g die Bedin-
gung (6.1) genau, rechts wird die Abweichung von der idealen Bedingung in Rich-
tung des einfallenden Strahls k0 durch einen weiteren Vektor~s im reziproken Raum
gekennzeichnet Gleichung (6.2).
von der Lage des Gitterfehlers relativ zur Folien¤ache und vom Grad der Genauigkeit ab, mit der
die Bragg-Bedingung in unmittelbarer Umgebung des Fehlers erf¤ullt ist. F¤ur Versetzungen gelten
die folgenden Unsichtbarkeitskriterien [Sci69]:
Schraubenversetzungen sind im TEM-Bild unsichtbar, falls Burgersvektor ~b und Ortsvektor ~g des
reziproken Gitters senkrecht aufeinander stehen, also die Bedingung
~g ·~b = 0 (6.3)
erf¤ullt ist.
Stufenversetzungen sind unsichtbar, falls ~b und ~g senkrecht aufeinander stehen und ~g zus¤atzlich
noch in der von Burgers- und Linienvektor~ξ aufgespannten Ebene liegt:
~g ·~b = 0 (6.4)
und ~g ·
(
~b×~ξ
)
= 0. (6.5)
Durch Aufsuchen der Reexe~g = (hkl), f¤ur die die Versetzungslinien verschwinden, lassen sich die
zugeh¤origen Burgersvektoren bestimmen. Die hierf¤ur notwendige Kippung der Probe l¤asst sich im
TEM durch verschiedene Probenhalter realisieren.
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Abbildung 6.3: Transmissionselektronenmikroskop JEM 2010 der Firma JEOL am Institut f¤ur
Werkstoffkunde.
6.1.4 Verwendetes TEM
Die TEM-Aufnahmen dieser Arbeit wurden mit dem institutseigenen JEM 2010 der Firma JEOL
angefertigt (Abbildung 6.3), dessen technische Daten in Tabelle 6.1 aufgef¤uhrt sind.
Das TEM wurde im Rahmen dieser Arbeit in zwei verschiedenen Modi betrieben:
• Im normalen TEM-Modus erfolgt eine Durchstrahlungsaufnahme mit verschiedenen Ver-
gr¤oßerungen, wobei auf dem Beobachtungsschirm die Abbildungsebenen der Objektivlinse
betrachtet werden.
• Im CBD-Modus (convergent beam diffraction) wird das TEM mit stark konvergierendem
Elektronenstrahl betrieben. Dieser Modus wird haupts¤achlich f¤ur Beugungsabbildungen ver-
wendet, welche zur Bestimmung der Probendicke herangezogen werden k¤onnen [Haf02].
Zur Kippung der Proben im Rahmen einer ersten Kontrastoptimierung kamen zwei verschiedene
Probenhalter zum Einsatz:
• Mit dem Doppelkippprobenhalter aus Abbildung 6.4 kann die Probe um zwei senkrecht auf-
einander stehende Achsen gekippt werden.
44
6 Validierungsmethoden 6.1 Transmissionselektronenmikroskopie
Beschleunigungsspannung: maximal 200 kV
Punktau¤osung: 0,23 nm
Gitterau¤osung: 0,14 nm
in 20 Schritten von 50 auf 6.000Vergr¤oßerung: in 30 Schritten von 2.000 auf 1.500.000
Kameral¤angen: Feinbereichsbeugung: 8 - 200 cm
HD-Beugung: -8 m
TEM-Modus: 20 - 200 nmStrahldurchmesser: CBD-Modus: 1 - 25 nm
bei Standard- und Heizprobenhalter: x = ±30◦ y = ±0◦Probenkippung: bei Doppelkippprobenhalter: x = ±15◦ y = ±15◦
Probenbewegung: x = y = 2 mm, z = 0,4 mm
Arbeitsdruck: 1 ·10−5 Pa, vollautomatische Vakuumlogik mitVakuumsystem
Diffusions-, Rotations-, und Ionengetterpumpe
Rastertransmissionseinheit (STEM)Zusatzausstattung:
R¤ontgenmikrobereichsanalyse (EDX)
Tabelle 6.1: Technische Daten des JEM 2010.
• Nach [Voe76] m¤ussen Nachbildungen von Temperaturverl¤aufen nicht zwangsweise im kom-
pakten Material durchgef¤uhrt werden, aus welchem dann Proben f¤ur die Durchstrahlungs-
mikroskopie angefertigt werden, sondern es k¤onnen auch mittels eines geeigneten beheizba-
ren Probenhalters bereits angefertigte Proben aus dem Grundmaterial verschiedenen Tempe-
raturverl¤aufen unterzogen werden. Der am Institut f¤ur Werkstoffkunde vorhandene in-situ-
Heizprobenhalter der Firma Gatan (Abbildung 6.5) sorgt daf¤ur, dass keine Verf¤alschung der
Ergebnisse durch Probenpr¤aparation nach externer W¤armebehandlung erfolgt. Hinsichtlich
der Kippbarkeit ¤ahnelt der Heizprobenhalter dem Standardprobenhalter, d.h. er kann nur um
eine Achse gekippt werden. Der Einsatz des Heizprobenhalters ist in Kapitel 6.2.2 beschrie-
ben.
Abbildung 6.4: Doppelkippprobenhalter des JEM 2010.
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Abbildung 6.5: Heizprobenhalter des JEM 2010.
6.2 TEM-Untersuchungen
Die Bildaquisition des Transmissionselektronenmikroskops JEM 2010 am Institut f¤ur Werkstoffkun-
de erfolgte ¤uber eine Digitalkamera vom Typ MegaView II der Firma Soft Imaging System. Hierbei
reektiert ein im Strahlengang montiertes Prisma das Bild auf die seitlich im Vakuumteil des TEM
eingebaute Kamera. Abbildung 6.6 zeigt den sichtbaren Teil der Kamera.
Abbildung 6.6: Digitales Kamerasystem des JEM 2010.
6.2.1 Schwingbelastung
Im Rahmen dieser Arbeit wurden Untersuchungen an AlMg5Mn-Blechen, wie in Abbildung 6.7
zu sehen, durchgef¤uhrt. Hierzu wurde das Blech am Institut f¤ur Maschinelle Anlagentechnik und
Betriebsfestigkeit der Technischen Universit¤at Clausthal einer zyklischen Schwingbelastung unter-
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Abbildung 6.7: AlMg5Mn-Blech mit tiefgezogener Rundsicke.
Abbildung 6.8: Ausgangsgef¤uge von AlMg5Mn im unbehandelten Zustand mit Ausschnittsver-
gr¤oßerung und zugeh¤origem indizierten Beugungsbild.
zogen, bis sich nach ca. 300.000 Schwingspielen Risse im Material zeigten. Die Rundsicke wurde
zuvor am Institut f¤ur Umformtechnik und Umformmaschinen der Universit¤at Hannover durch Tief-
ziehen erzeugt. Zwei Entnahmeorte f¤ur zu untersuchende Proben wurden gew¤ahlt. Unverformtes
Ausgangsmaterial wurde an der Bauteilecke entnommen, einer Region, in der keine Verformung
durch das Tiefziehen oder die Schwingbelastung vorliegt. Verformtes Probenmaterial sollte aus ei-
nem Bereich entnommen werden, der 2mm vom ¤außeren Rand der Rundsicke entfernt liegt und sich
unter 0◦ und 90◦ auf dem Bauteil benden kann. In diesen Bereichen sind die h¤ochsten Spannungs-
zust¤ande w¤ahrend der Schwingbelastung zu erwarten. Hierbei sind alle vier m¤oglichen Bereiche,
die dieses Kriterium erf¤ullen, gleichwertig, es wurde ein Entnahmeort gew¤ahlt, an dem noch keine
Rissbildung durch die Schwingbelastung aufgetreten ist.
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Abbildung 6.9: Ausgangsgef¤uge von AlMg5Mn im unbehandelten Zustand mit Ausschnittsver-
gr¤oßerung und zugeh¤origem indizierten Beugungsbild.
Abbildungen 6.8 und 6.9 zeigen TEM-Aufnahmen des unverformten Ausgangszustands des Bau-
teils. Jeweils links ist eine ¤Ubersichtsaufnahme mit 20000- bzw. 25000-facher Vergr¤oßerung zu
sehen, rechts ein Ausschnitt mit 60000-facher Vergr¤oßerung.
Klar zu erkennen sind einzelne K¤orner und Ausscheidungen in Abbildung 6.8, wobei sich einzelne
Versetzungen in der Umgebung der gr¤oßten Ausscheidung und entlang einer Korngrenze angesie-
delt haben. Ausscheidungen und einige wenige Versetzungen nden sich ebenfalls in Abbildung 6.9.
Insgesamt ist die Versetzungsdichte in beiden Bildern sowie im gesamten Ausgangsmaterial sehr
niedrig, was auf Erholungsvorg¤ange durch W¤armebehandlung nach dem Herstellungs- und Walz-
prozess des Bleches hindeutet.
Durch Interpretation von Beugungsbildern wurde bei den TEM-Aufnahmen die kristallographische
Orientierung der Probe bestimmt. Hierbei wird die Lage der Zonenachse bestimmt, die parallel
zum einfallenden Elektronenstrahl verl¤auft, und in den Koordinaten der abgebildeten Netzebene
dargestellt. Da die Zonenachse zudem senkrecht auf der Probenober¤ache steht, ergibt sich, dass
bei Abbildung 6.8 die Ober¤ache die (2fl11)-Ebene ist, da die Zonenachse in [2fl11]-Richtung verl¤auft.
Analog ergibt sich bei Abbildung 6.9 die (1 fl10)-Ebene als Probenober¤ache.
Seitens der Mikrostruktur ist eine v¤ollig andere Situation in Abbildungen 6.10 und 6.11 erkennbar.
Wiederum sind links die ¤Ubersichtsaufnahmen mit 25000- bzw. 20000-facher und rechts Detailbil-
der mit 60000-facher Vergr¤oßerung zu sehen. Als Folge des Tiefziehens und der Schwingbelastung
ist die Versetzungsdichte in beiden Aufnahmen stark angestiegen. Die Versetzungen haben sich in
Abbildung 6.10 relativ regellos in Versetzungskn¤aueln angeordnet, es ist keine ¤ubergeordnete Struk-
tur erkennbar. Im Gegensatz dazu sind an einem weiteren Ort derselben Probe (Abbildung 6.11)
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Abbildung 6.10: AlMg5Mn im kaltverfestigten Zustand nach Schwingbelastung mit Ausschnitts-
vergr¤oßerung und zugeh¤origem indizierten Beugungsbild.
Abbildung 6.11: AlMg5Mn im kaltverfestigten Zustand nach Schwingbelastung mit Ausschnitts-
vergr¤oßerung.
Versetzungsnetzwerke entstanden, die regelm¤aßige Anordnungen erkennen lassen.
Die Bestimmung der Orientierung der Probenober¤ache in Abbildung 6.10 ergibt ebenfalls die
(1fl10)-Ebene. Die verwendete Probe war an der Stelle, an der Abbildung 6.11 aufgenommen wur-
de, zu dick f¤ur ein Beugungsbild. Die aus der Dicke resultierende Unsch¤arfe des Beugungsbildes
machte die Unterscheidung einzelner Reexe zur Interpretation unm¤oglich.
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6.2.2 Wa¨rmebehandlung
Mit Hilfe des in Abbildung 6.5 gezeigten in-situ-Heizprobenhalters kann man die TEM-Probe be-
liebige Temperaturprole durchlaufen lassen, ohne den eingestellten Bildausschnitt ver¤andern zu
m¤ussen. Konventionelle W¤armebehandlungen basieren immer auf unterschiedlichen Proben, die
jeweils getrennt behandelt werden, woraus sich allein schon aufgrund der anschließenden Pr¤apa-
ration mittels Ausstanzen und elektrolytischen Polierens immer verschiedene Ausschnitte ergeben,
die dann verglichen werden m¤ussen. Bei der hier verwendeten in-situ-Methode wird nur eine ein-
zige pr¤aparierte Probe ben¤otigt. Es wird ein aussagekr¤aftiger Bildausschnitt gesucht, worauf die
W¤armebehandlung im Heizprobenhalter beginnen kann, w¤ahrend man gleichzeitig die dadurch her-
vorgerufenen Ver¤anderungen der Mikrostruktur direkt beobachten und aufgrund der Digitalkamera
in Echtzeit weiter verarbeiten kann.
Abbildung 6.12 zeigt den Verlauf einer solchen in-situ-W¤armebehandlung von AlMg5Mn. Aus-
gehend vom kaltverfestigten Zustand nach der beschriebenen vorangehenden Umformung und an-
schließender Schwingbelastung wird die Temperatur linear von Raumtemperatur auf 405◦C erh¤oht.
Im Verlauf dieser Bildserie, die den interessanten Bereich von 210◦C bis 405◦C abdeckt, ist gut zu
erkennen, wie Annihilations- und Relaxationsvorg¤ange die Versetzungsstruktur ver¤andern, wobei
die Versetzungsdichte abnimmt.
Abbildung 6.12: Verlauf einer in-situ-W¤armebehandlung von AlMg5Mn nach Schwingbelastung.
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6.3 Methoden der Bildverarbeitung
Der direkte Vergleich von transmissionselektronenmikroskopischen Aufnahmen mit Ergebnissen
der Versetzungssimulation zur Validierung letzterer gestaltet sich aufgrund der hohen Anzahl der
Versetzungen und der Komplexit¤at ihrer Strukturen derart schwierig, dass auf ein automatisier-
tes Verfahren zur¤uckgegriffen wurde, welches im Rahmen dieser Arbeit entwickelt worden ist.
Das Verfahren basiert auf Methoden der Bildverarbeitung. Bisherige, manuelle bis halbautomati-
sche Methoden beruhen immer auf Entscheidungen des jeweiligen Anwenders, so dass wiederholte
Messungen eines Anwenders zum Teil voneinander abweichende Resultate besitzen. Automatische
Verfahren haben den Vorteil, dass sie reproduzierbare, anwenderunabh¤angige Ergebnisse liefern.
Die gr¤oßte Herausforderung bei einem automatischen Verfahren ist das Integrieren der Anwender-
erfahrung in das Programm. Diese Erfahrungen sind wichtig bei der Unterscheidung verschiedener
Gitterdefekte, die in der TEM-Aufnahme ¤ahnliche Gestalt besitzen, wie z.B. Versetzungen und be-
stimmte Korngrenzen. Ein automatisches Verfahren muss zu seiner Implementierung als Bildverar-
beitungsaufgabe formuliert werden, wobei die Aufgabe in einzelne Bearbeitungsschritte aufgeteilt
wird, die im Folgenden vorgestellt werden. Die L¤osung einer Bildverarbeitungsaufgabe gliedert sich
nach [Jae89] in die Bereiche
• Bilderfassung,
• Bildvorverarbeitung,
• Segmentierung.
Diese Stufen dienen zur Zerlegung der Gesamtaufgabe in mehrere voneinander unabh¤angige Teile,
in denen jeweils ein bestimmtes Kriterium gepr¤uft wird.
6.3.1 Bilderfassung
Die Bilderfassung oder Bildkodierung hat eine Quantisierung der Ortskoordinaten und Grauwerte
zum Ziel. Das Bild wird in eine Zahlenmatrix zerlegt, die vom Rechner ausgewertet und weiter
verarbeitet werden kann. Diese Zerlegung erfolgt mittels einer geeigneten optischen Abbildung und
Beleuchtung durch einen opto-elektrischen Wandler (CCD-Sensor), welcher die anschließende Ko-
dierung der elektrischen Signale (CCD-Spannung) vornimmt. In dieser zu dem Eingangsbild ¤aqui-
valenten Matrix muss die wesentliche Information des Orginalbilds wie Form, Struktur oder Farbe
enthalten sein.
Durch die ¤Uberlagerung des Bilds mit einem rechteckigen oder quadratischen Gitter wird das zu er-
fassende Bild in Raster¤achenst¤ucke unterteilt. Diese Quantisierung der Ortskoordinaten wird auch
Rasterung genannt. Die Gr¤oße dieses Rasters ist f¤ur den Informationsgehalt des Bilds von ent-
scheidender Bedeutung. Ist das Raster zu groß, so k¤onnen wichtige Bildinhalte verloren gehen, ist
es sehr klein, so wird der Rechenaufwand sehr groß, ein Nachteil, der jedoch durch die zunehmen-
den Fortschritte auf dem Gebiet der Informationtechnologie relativiert wird. Bei der Quantisierung
der Grauwerte wird jedem Raster¤achenst¤uck ein Grauwert g(x,y) aus einer Grauwertmenge G
zugewiesen. Als Grauwertmenge hat sich aufgrund der byteorientierten Architektur von Rechenan-
lagen die Menge G = {0,1, . . . ,255} durchgesetzt, denn da ein Byte acht Bit entspricht, ben¤otigt
man f¤ur diese 28 Grauwerte ein Byte Speicherplatz. Besteht ein Bild nur aus den Grauwerten 0 und
1, so bezeichnet man es als Bina¨rbild. Zur Speicherung gen¤ugt dann ein Bit. Die mathematische
Beschreibung von Bildern erfolgt meist durch eine Darstellung als Bildmatrix. Im einfachsten Fall
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ist das Bild i eine rechteckige Matrix mit Bildzeilen und Bildspalten. Der Zeilenindex hierbei ist x,
der Spaltenindex y. Der Bildpunkt, der auch Pixel (von picture element) genannt wird, besitzt an der
Stelle (x,y) den Grauwert i(x,y).
Einige offensichtliche Eigenschaften kontinuierlicher Bilder besitzen keine direkte Analogie im Be-
reich der Digitalbilder. Ein wichtiges Beispiel hierf¤ur ist die Entfernung oder Metrik. Der Abstand
zwischen zwei Pixeln (x1,y1) und (x2,y2) eines Digitalbilds ist ein wesentliches quantitatives Merk-
mal. Er l¤aßt sich auf unterschiedliche Arten denieren. Der euklidische Abstand DE , der aus der
klassischen Geometrie und allt¤aglichen Erfahrungen bekannt ist, wird als
DE
(
(x1,y1),(x2,y2)
)
=
√
(x1− x2)2 + (y1− y2)2 (6.6)
festgelegt. Diese Denition ist intuitiv verst¤andlich. Ein Nachteil ist jedoch der relativ hohe Re-
chenaufwand durch die Wurzel.Die Entfernung zwischen zwei Punkten l¤aßt sich jedoch auch als die
minimale Anzahl von Elementarschritten in einem Raster festlegen, die n¤otig sind, um von einem
zum anderen Pixel zu gelangen. Falls nur horizontale und vertikale Bewegungen erlaubt sind, so
erh¤alt man die D4-Entfernung, die vergleichbar ist mit dem Abstand zwischen zwei Orten in einer
Stadt mit rechteckiger Anordnung der Straßen,
D4
(
(x1,y1),(x2,y2)
)
= |x1− x2|+ |y1− y2|. (6.7)
Falls Bewegungen in diagonaler Richtung ebenfalls erlaubt sind, so erh¤alt man die sogenannte
Schachbrett-Entfernung D8:
D8
(
(x1,y1),(x2,y2)
)
= max{|x1− x2|, |y1− y2|}. (6.8)
Die Pixelumgebung ist ein weiteres wichtiges Konzept in der Bildverarbeitung. Zwei Pixel wer-
den 4-er Nachbarn genannt, wenn sie den Abstand D4 = 1 voneinander haben. Analog sind zwei
Pixel 8-er Nachbarn, falls D8 = 1. Die Nachbarschaft eines Pixels wird dann einfach als Summe
aller Nachbarn festgelegt. 8-er Nachbarschaften werden auch als 3× 3 Nachbarschaft bezeichnet.
Abbildung 6.13 zeigt 4-er und 8-er Nachbarschaften.
Abbildung 6.13: 4-er und 8-er Nachbarschaften von Bildpunkten.
In der Statistik versteht man unter einem Histogramm die Darstellung einer H¤augkeitstabelle in
einem Balkendiagramm. In dieser Tabelle wird erfasst, wie oft bestimmte Klassen von Werten vor-
kommen. Im Falle eines Grauwerthistogramms wird also f¤ur jeden Grauwert im Histogramm ein-
getragen, wie oft er im gesamten Bild vorkommt. Das Ergebnis ist also eine diskrete Funktion. Die
H¤augkeiten werden in der Regel einzeln gez¤ahlt, lassen sich wie im Beispiel der Grauwerthisto-
gramme aber auch in Klassen unterteilen, so genannten Grauwertklassen. Eine ¤ubliche Einteilung
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ist das Zusammenfassen von jeweils 16 Grauwerten zu einer Grauwertklasse. Eine Gemeinsamkeit
aller Histogramme ist jedoch, dass immer nur der Grauwert jedes Bildpunkts f¤ur eine Klassizie-
rung oder direkte Z¤ahlung verwendet wird. Daher ist das Histogramm eine statistische Beschreibung
erster Ordnung f¤ur die Verteilung der Grauwerte im Bild. Beispiele f¤ur Statistiken zweiter Ordnung
beinhalten die r¤aumliche Beziehung zwischen den Grauwerten. Aus Grauwerthistogrammen lassen
sich wichtige Eigenschaften des Bilds, wie mittlerer Grauwert oder Streuung ableiten. Histogram-
me k¤onnen durch bestimmte Operationen gezielt ver¤andert werden, um bestimmte Eigenschaften
des Bilds st¤arker zu betonen. Ferner werden sie auch ben¤otigt, um geeignete Schwellwerte f¤ur die
Segmentierung oder statistische Kenngr¤oßen eines Bilds zu bestimmen.
6.3.2 Bildvorverarbeitung
Unter Bildvorverarbeitung versteht man einen Verarbeitungsschritt, der das Bild in ein anderes Bild
¤uberf¤uhrt, welches dem Eingangsbild grunds¤atzlich ¤ahnlich ist, sich jedoch in speziellen Eigen-
schaften, wie z.B. einem verbesserten Kontrast von ihm unterscheidet. Der Informationsgehalt des
Bilds ver¤andert sich hierbei nicht wesentlich. Neben der Kontrastverbesserung k¤onnen weitere Ziele
Beleuchtungskorrekturen, Reduzierung von statistischem Rauschen und Filteranpassungen sein, die
Frequenzen mit wichtigen Inhalten verst¤arken und die ¤ubrigen Frequenzen unterdr¤ucken. Frequen-
zen in Bildern werden auf Seite 61 genauer erkl¤art. Nach dieser Denition bedeutet Bildvorverar-
beitung die Ver¤anderung der Helligkeit einzelner Bildpunkte. Diese Helligkeit kann im Ergebnisbild
auf verschiedene Arten gewonnen werden.
Punktoperationen errechnen die Helligkeit nur aus dem Wert der Helligkeit des korrespondieren-
den Punkts im Eingangsbild. Verkn¤upfungen von Bildern fallen auch in diese Gruppe, denn
auch sie verwenden nur Bildpunkte derselben Koordinate. Alle Punktoperationen lassen sich
ferner in homogene und inhomogene Punktoperationen aufteilen, je nachdem, ob die Trans-
formationsfunktion an jedem Punkt gleich ist, oder von der jeweiligen Koordinate abh¤angt.
Punktoperationen sind eine spezielle Form der lokalen Operationen mit 1-er Nachbarschaft.
Lokale Nachbarschaftsoperationen beziehen eine bestimmte Nachbarschaft des Punkts in die Be-
rechnungen ein, z.B. eine 8-er Nachbarschaft. Wird die Nachbarschaft sehr groß, so spricht
man von globaler Nachbarschaft.
Globale Nachbarschaftsoperationen verwenden das gesamte Eingangsbild, um einen Punkt des
Ergebnisbilds zu berechnen.
Eine weitere Klasse von Operationen zur Bildvorverarbeitung sind die Grauwerttransformationen.
Diese ¤andern Helligkeitswerte unabh¤angig von der Position des Pixels im Bild.
Grauwerttransformationen
Allgemein lassen sich Grauwerttransformationen nach [Son93] in folgender Weise darstellen
o(x,y) = f (i(x,y)). (6.9)
Hierbei bezeichnet o(x,y) den Grauwert des Bildpunkts an der Stelle (x,y) im Ergebnisbild (out-
put) und i(x,y) den entsprechenden Grauwert im Eingangsbild (input). Die Transformationsfunkti-
on f ist in dieser allgemeinen Fassung nicht ortsabh¤angig also f¤ur alle Bildpunkte gleich. Weiterhin
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ist f prinzipiell beliebig und muss auch nicht analytisch darstellbar sein. H¤aug werden die Bild-
punkte des Ergebnisbilds nicht durch wiederholtes Ausf¤uhren von f berechnet, sondern mit Hilfe
von Wertetabellen, so genannten Look-Up-Tabellen. Unter einer Look-Up-Tabelle (LUT) versteht
man einen Speicher, bei der unter der Adresse x der Inhalt y gespeichert ist:
y = LUT(x).
Mathematisch bedeutet die Verwendung einer Look-Up-Tabelle, dass die Transformationsfunktion
f durch eine Tabelle gegeben ist, die f¤ur jeden m¤oglichen Grauwert einen St¤utzpunkt der Funkti-
on angibt, jedem Grauwert also einen Funktionswert zuordnet. Unabh¤angig davon, ob die Funktion
implizit oder explizit angegeben ist, wird der Inhalt der Look-Up-Tabelle nur einmal berechnet und
kann dann f¤ur das gesamte Ergebnisbild o(x,y) f¤ur alle x,y abgefragt werden. Look-Up-Tabellen
erm¤oglichen also Transformationen, die sich analytisch nicht sinnvoll niederschreiben lassen. Fer-
ner lassen sich auch analytisch darstellbare Operationen mittels Look-Up-Tabellen oft wesentlich
schneller durchf¤uhren als durch die wiederholte direkte Umrechnung jedes einzelnen Bildpunkts. Je
nach Komplexit¤at der Transformation lassen sich Beschleunigungsfaktoren von mehr als 15 erzie-
len [Dem98]. Obwohl sich mit Look-Up-Tabellen Zeitvorteile ergeben k¤onnen, besteht eine große
Abh¤angigkeit von stabilen Beleuchtungsbedingungen und einem gleichbleibenden Erscheinungsbild
der dargestellten Objekte. Kann dies nicht sichergestellt werden, so ist eine dynamische Anpassung
an die aktuellen Bildverh¤altnisse n¤otig, was mit Look-Up-Tabellen einen ungleich h¤oheren Auf-
wand mit sich bringt. Ideales Einsatzgebiet f¤ur Look-Up-Tabellen sind also unbefriedigende, aber
trotzdem stabile Beleuchtungszust¤ande.
Ein wichtiger Sonderfall von Gleichung (6.9) ist die lineare Skalierung
o(x,y) = c2 · (c1 + i(x,y)). (6.10)
F¤ur verschiedene Koefzientenwerte von c1 und c2 ergeben sich folgende Effekte [Hab91]:
c1 > 0 Erh¤ohung der Bildhelligkeit,
c1 < 0 Verringerung der Bildhelligkeit,
|c2| > 1 Erh¤ohung des Bildkontrasts,
|c2| < 1 Verringerung des Bildkontrasts.
Hierbei ist zu beachten, dass bei dieser Operation ein sogenanntes Clipping durchgef¤uhrt wird, d.h.
entstehende negative Werte werden auf 0 gesetzt und Werte gr¤oßer 255 durch 255 ersetzt.
Um den gesamten Graubereich von 0 bis 255 auszusch¤opfen, l¤asst sich die lineare Skalierung durch
entsprechende Wahl der Koefzienten verwenden. Hierzu benutzt man den minimalen und maxima-
len Grauwert im Eingangsbild, um den Bildkontrast zu optimieren. Bezeichnen gmin den minimalen
und gmax den maximalen Grauwert des Eingangsbilds, so wird die sogenannte Kontrastnormierung
durch folgende Abbildung erreicht:
o(x,y) =
255
gmax−gmin · (i(x,y)−gmin). (6.11)
Die Subtraktion von gmin verschiebt den minimalen Grauwert auf 0, den maximalen auf gmax−gmin.
Die anschließende Multiplikation bewirkt, dass der maximale Grauwert des Ergebnisbilds 255 wird.
Das Ebnen eines Grauwertbilds oder die Histogrammlinearisierung ist ebenfalls eine lineare Trans-
formation der Grauwerte des Bilds. Der erzielte Effekt ist eine Erh¤ohung des Kontrasts und eine
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bessere Erkennbarkeit feiner Bildstrukturen. Hier wird die Funktion f jedoch nicht vorgegeben,
sondern aus dem Eingangsbild berechnet, und damit auf dessen spezielle Grauwertverteilung ab-
gestimmt. Mittels einer Grauwerttransformation wird daf¤ur gesorgt, dass jedes Helligkeitsintervall
gleichm¤aßig besetzt ist. Dies bedeutet nicht, dass jeder einzelne Grauwert genau gleich h¤aug vor-
kommt, das Histogramm also aus gleich hohen Balken besteht, sondern dass in einem Grauwertin-
tervall [0,g] ein der Breite des Intervalls entsprechender Anteil von Pixeln zu nden ist, d.h. g/256
im Fall eines Bilds mit 256 Grauwerten. Mathematisch l¤asst sich dieser Vorgang folgendermaßen
darstellen: Nach der Berechnung des Histogramms des Eingangsbilds p(g) mit g ∈ {0, . . . ,255}
werden die relativen Summenh¤augkeiten ermittelt:
h(g) =
g
∑
k=0
Ni
N
, g ∈ {0, . . . ,255}. (6.12)
Hierbei ist Ni die Anzahl der Pixel mit Grauwert i und N die Gesamtzahl der Pixel im Eingangsbild.
Nun wird die Skalierungsfunktion f berechnet:
f (g) = 255 ·h(g). (6.13)
Der Summenausdruck ist die kumulative H¤augkeit der Grauwerte im Eingangsbild. Die Skalie-
rungsfunktion ist monoton steigend. Damit wird sichergestellt, dass die Relation zwischen zwei
Pixeln unterschiedlichen Grauwerts nicht umgekehrt wird. Ein Pixel, welches vor der Transfor-
mation heller war als sein Nachbar, kann nach der Histogrammlinearisierung nicht dunkler sein,
lediglich die Differenz zwischen den Grauwerten hat sich ge¤andert. Dieses Verfahren wird h¤aug
eingesetzt, wenn Menschen die Bildinformation optisch begutachten sollen, da Menschen keine so
feinen Grauwertabstufungen erkennen k¤onnen wie ein Bildverarbeitungssystem. Nach [Ros82] kann
das menschliche Auge etwa 30 Graustufen erkennen, so dass der Betrachter das geebnete Bild f¤ur
informationsreicher h¤alt. Ein nochmaliges Ebnen des Ergebnisbilds w¤urde an diesem nichts mehr
¤andern, die Menge der Pixel im Ergebnisbild ist also die Fixpunktmenge dieser Operation. Die ei-
gentliche Implementierung dieses Vorgangs erfolgt meist ¤uber eine Look-Up-Tabelle, so dass nicht
die gesamte Rechnung f¤ur jeden Bildpunkt erneut ausgef¤uhrt werden muss, sondern f¤ur jeden Grau-
wert g genau einmal zum Aufbau der Tabelle.
Bildarithmetik
Bildarithmetik bedeutet die punktweise Verrechnung zweier oder mehrerer Bilder miteinander. Der
Grauwert eines Pixels im Ergebnisbild h¤angt demnach von den Grauwerten der entsprechenden
Pixel aller Eingabebilder ab. Dies ist immer noch eine Punktoperation, da keine Pixel aus den je-
weiligen Nachbarschaften in die Berechnung einbezogen werden. Die diesen Vorgang allgemein
beschreibende Darstellung lautet analog zu Gleichung (6.9)
o(x,y) = f (i1(x,y), i2(x,y), . . . , in(x,y)). (6.14)
Die Bildaddition stellt die einfachste Operation im Bereich der Bildarithmetik dar. Grauwerte zwei-
er oder mehrerer Bilder werden pixelweise addiert. Hierbei tritt jedoch h¤aug das Problem auf, dass
die Ergebniswerte das Grauwertbereichsintervall von [0,255] ¤uberschreiten. In diesen F¤allen bietet
sich die Benutzung einer der folgenden M¤oglichkeiten an.
Clipping: Ergebniswerte oberhalb von 255 werden einfach abgeschnitten und auf den Wert 255
gesetzt.
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Division durch Anzahl der Bilder: Diese Operation entspricht einer Bildmittelung, welche zur Un-
terdr¤uckung von stochastisch auftretenden Helligkeitsfehlern, sogenanntem Rauschen, einge-
setzt wird.
Skalierung auf Minimum und Maximum: Hierbei werden die Eingangsbilder zun¤achst in einem
Ergebnisbild summiert, welches die m¤oglichen Ergebniswerte gro¤oser 255 auch aufnehmen
kann. Dann wird der tats¤achliche Minimal- und Maximalwert festgestellt und dieses Intervall
dann auf [0,255] skaliert, d.h. eine Kontrastnormierung durchgef¤uhrt.
Eine weitere m¤ogliche Operation ist die Bildsubtraktion. Sie ist vielseitiger anwendbar als die
Addition. Im Allgemeinen wird nur ein Bild von einem anderen Bild subtrahiert. Es k¤onnen hierbei
jedoch auch negative Werte auftreten, was neue Mechanismen bei der Ergebnisskalierung erfordert.
Absolutbetrag: Diese Methode verwendet den Absolutbetrag des Ergebnisses. Bei nur zwei Ein-
gangsbildern ist keine weitere Operation n¤otig, um die Ergebniswerte auf das Intervall [0,255]
zu skalieren. Bei mehr als zwei Bildern ist eine Division des Ergebniswerts durch Anzahl der
Bilder minus eins erforderlich. Das Ergebnisbild enth¤alt die Information, an welchen Stel-
len und wie stark sich die Eingangsbilder unterscheiden. Dieses Verfahren kommt industriell
zum Einsatz, z.B. in F¤allen bei denen die Anwesenheit bestimmter Bauteile auf optischem
Weg gepr¤uft werden soll, wobei nicht speziziert ist, ob diese Bauteile hell oder dunkel sind.
Sie m¤ussen sich lediglich vom Hintergrund unterscheiden.
Positives Clipping: Setzt man alle negativen Werte auf 0, so liefert das Ergebnisbild alle Stellen,
an denen das erste Bild heller war, als das zweite, d.h. man stellt fest, ob zus¤atzliche helle
Objekte vorhanden oder geforderte dunkle Objekte fehlen.
Negative Skalierung: Analog zum positiven Clipping kann man auch alle positiven Werte des Er-
gebnisbilds auf 0 setzen und dann den Absolutbetrag der negativen verwenden. In diesem
Falle detektiert man die Anwesenheit zus¤atzlicher dunkler oder die Abwesenheit geforderter
heller Objekte.
Lineare Skalierung: Bei dieser Methode wird zun¤achst die Differenz der Grauwerte der Eingangs-
bilder um ein volles Grauwertintervall angehoben. Damit verschiebt sich der theoretische Er-
gebnisbereich von [−255,255] auf [0,510]. Danach werden alle Ergebniswerte halbiert, so
dass man wieder in das gew¤unschte Intervall [0,255] kommt. Es gilt also folgende Transfor-
mationsgleichung:
o(x,y) =
1
2
(255 + i1(x,y)− i2(x,y)). (6.15)
Diese Operation hat den Effekt, dass alle Punkte, an denen die Grauwerte beider Bilder iden-
tisch sind, einen mittleren Grauwert erhalten. Alle Punkte an denen das erste Bild heller ist
als das zweite, werden heller als dieser mittlere Grauwert erscheinen, umgekehrt werden die
Punkte bei denen das erste Bild dunkler als das zweite ist, dunkler als der mittlere Grauwert
im Ergebnisbild sein. Es ist also nicht nur der Ort sichtbar, wo Unterschiede zwischen den
beiden Bildern bestehen, sondern auch noch die Richtung.
Ein Spezialfall der Bildarithmetik ist die Hintergrundkompensation oder Shading-Korrektur. Sie
dient zur Korrektur und Eliminierung systematischer Helligkeitsfehler. Systematische Helligkeits-
fehler sind z.B. Randabschattungen, verursacht durch die Apertur des bei der Bildaufnahme ver-
wendeten Objektivs, oder Beleuchtungsgradienten in Form einseitiger Ausleuchtung, die durch
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punktf¤ormige Lichtquellen verursacht werden k¤onnen. Das Bild wird also von einem unerw¤unschten
Hintergrundsignal ¤uberlagert, welches durch eine geeignete Operation entfernt werden soll. Dieser
Sachverhalt l¤aßt sich mathematisch folgendermaßen darstellen:
o(x,y) = f (x,y)b(x,y). (6.16)
Hierbei ist o(x,y) der Grauwert des Bilds an der Stelle (x,y), b(x,y) die wahre Helligkeit des Bilds
an derselben Stelle und f (x,y) eine nicht notwendigerweise analytisch darstellbare Funktion, die die
Ein¤usse der Beleuchtungsfehler abbildet. f wird auch Shadingmatrix genannt. Sind deren Ein¤usse
auf das Bild bekannt, so kann man das aufgezeichnete Bild korrigieren. Die Shadingmatrix wird
durch Aufnahme eines Weissbilds w(x,y) erzeugt, wobei die Helligkeit des Bilds durch ¤Offnen der
Aperturblende des Objektivs oder duch Hochregeln des Lichts voll ausgesteuert ist. Hieraus wird der
mittlere Weisswert fls errechnet. Weiter wird bei geschlossener Aperturblende ein Schwarzbild s(x,y)
bestimmt, und der mittlere Schwarzwert fls als Offset abgeleitet. Das Weissbild enth¤alt das Rauschen,
die Inhomogenit¤at aufgrund Objektivfehlern des Aufnahmesystems sowie den Ausleuchtungsfehler,
aus dem Schwarzbild l¤aßt sich das Rauschen ableiten. Bei der multiplikativen Shadingkorrektur
werden die enthaltenen Fehler dann gem¤aß folgender Beziehung korrigiert:
om(x,y) = f (x,y)b(x,y) flw
w(x,y)
− fls. (6.17)
Diese Art der Korrektur ist jedoch sehr rechenaufw¤andig, man kann aber statt dessen meist eine
additive Shadingkorrektur durchf¤uhren, die sonst nur bei Sensoren mit logarithmischer Beziehung
zwischen Helligkeit und CCD-Spannung zwingend ist,
oa(x,y) = f (x,y)b(x,y)−w(x,y) + flw− fls. (6.18)
Diese Korrektur liefert nach [Dem98] auch bei linearen Sensoren meist ein f¤ur die weitere Verarbei-
tung ausreichendes Bild.
Lineare Filter
Lineare Filter stellen eine Klasse von Filtern dar, welche bei der Bildvorverarbeitung von TEM-
Aufnahmen von Versetzungsstrukturen zum Einsatz kommen. Sie sind ein Beispiel f¤ur lokale Ope-
rationen. Die Umgebung von Pixeln, die zur Berechnung des aktuellen Bildpunkts herangezogen
wird, nennt man auch Filterkern oder Filtermaske. Lineare Filter beinhalten eine gewichtete Sum-
mierung der Grauwerte innerhalb des meist rechteckigen Filterkerns, wobei der aktuelle Bildpunkt
den Mittelpunkt dieser Nachbarschaft bildet:
o(x,y) =
1
s
R−1
∑
r=0
C−1
∑
c=0
frc i(x−dx + c,y−dy + r). (6.19)
Hierbei bezeichnen dx und dy die Abst¤ande zwischen Zielpunkt und linker oberer Ecke der Nach-
barschaft, welche aus R Zeilen und C Spalten besteht. r und c sind entsprechende Zeilenindizes des
Filterkerns. Jeder Punkt innerhalb des Rechtecks wird also mit dem zugeh¤origen Filterkoefzien-
ten frc gewichtet und aufsummiert. Das Ergebnis wird noch mit dem Faktor s skaliert, der oft die
Summe aller Filterkoefzienten ist, damit der mittlere Grauwert des Bilds erhalten bleibt.
Die Implementation linearer Filter dient meist dem Gl¤atten von Bildern, d.h. Rauschen aber auch
feine Details sollen unterdr¤uckt werden. Gl¤attungslter beruhen auf Mittelwertbildungen. Da sich
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das Rauschen in kleinen zuf¤alligen Ver¤anderungen des Grauwerts einzelner Punkte ¤außert, kann es
durch Mitteln der Helligkeit im Filterkern unterdr¤uckt werden. Die Helligkeit der die St¤orung um-
gebenden Pixel wird sich durch die Filterung zwar ebenfalls ein wenig ver¤andern, die Helligkeit des
St¤orpixels wird sich jedoch der Umgebungshelligkeit anpassen, was meist die deutlichere Ver¤ande-
rung sein wird. Nachteil der Gl¤attungsoperation durch Mittelwertbildung ist zudem eine ausgepr¤agte
Kantenunsch¤arfe. Sind im Eingangsbild scharfe Kanten vorhanden, so besteht das Ausgangsbild in
diesem Bereich aus mehreren Linien, deren Helligkeit analog zur Kantenrichtung abnimmt. Weiter-
hin verschmelzen Linien, deren Abstand gerade der Breite des Filterkerns entspricht, vollst¤andig.
Medianfilter
Um diese Nachteile zu vermeiden, kann man den Median verwenden. Dieser Begriff stammt aus
der Statistik und er bezeichnet den in der Mitte einer geordneten Menge liegenden Wert. Ist also
G = {g1 ≤ g2 ≤ . . . ≤ gn} eine geordnete Menge von Grauwerten einer Nachbarschaft, so ist der
Median deniert als
g =
{
g n+1
2
,n ungerade
g n
2
+g n+1
2
2 ,n gerade.
(6.20)
Der Median ist ein Spezialfall sogenannter Quantile. Ein Quantil xq ist derart deniert, dass q Wer-
te einer diskreten Folge kleiner oder gleich q sein m¤ussen. Nach dieser Denition ist der Median
ein x 1
2
-Quantil. Die Medianlterung ist nach [Tya81] eine Gl¤attungsmethode, die das Verwischen
an Kanten reduziert. Der Median der Grauwerte wird durch Ausreißer in der Nachbarschaft nicht
beeinusst, so dass punktf¤ormige St¤orungen relativ gut eliminiert werden k¤onnen. Der Nachteil des
Verschwindens d¤unner Linien bleibt jedoch bestehen. Ein Weg, dies zu verhindern, ist die Verwen-
dung einer speziellen Anordnung des Filterkerns. Sollen also horizontale und vertikale Linien erhal-
ten bleiben, so sollte der Filterkern aus Abbildung 6.14 benutzt werden. Die Lage des Bezugspunkts
wird durch ein Kreuz beschrieben.
Abbildung 6.14: Filterkern f¤ur Medianlter, der horizontale und vertikale Linien erh¤alt.
Kantenfilter
Kantenlter arbeiten nach dem Prinzip der numerischen Differenzierung und heben Unterschie-
de im Bild entlang bestimmter Richtungen hervor. Eine Kante beschreibt die Grauwert¤anderung
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benachbarter Bildregionen und ist pixelorientiert. Die Bildpunkte einer Kante k¤onnen durch Gra-
dientenlter ermittelt werden. Der Gradient einer Funktion B(x,y) ist deniert als stetige Funktion
zweier Ver¤anderlicher und zwar in x- und y-Richtung:
B′x(x,y) =
∂B(x,y)
∂x und B
′
y(x,y) =
∂B(x,y)
∂y . (6.21)
Da Digitalbilder als diskrete Matrizen darstellbar sind, interessiert an dieser Stelle nur die diskrete
Ableitung, die allgemein durch Differenzengleichungen beschrieben werden kann. Werden die par-
tiellen Ableitungen in Gleichung (6.21) durch Differenzen zwischen zwei benachbarten Bildpunkten
in x- und y-Richtung ersetzt, so ist (6.21) darstellbar als
∂B(x,y)
∂x ≈ ∆xB(x,y) =
B(x,y)−B(x−∆x,y)
∆x
(6.22)
und
∂B(x,y)
∂y ≈ ∆yB(x,y) =
B(x,y)−B(x,y−∆y)
∆y . (6.23)
∆xB(x,y) und ∆yB(x,y) sind die diskreten Ableitungen oder Gradienten in x- und y-Richtung. F¤ur
den diskreten Fall bekommt man mit ∆x = 1 und ∆y = 1 als Ableitung in x- und y-Richtung
∆xB(x,y) = B(x,y)−B(x−1,y),
∆yB(x,y) = B(x,y)−B(x,y−1). (6.24)
F¤ur die Gradienten ∆xB(x,y) und ∆yB(x,y) k¤onnen die Faltungsmatrizen Cx und Cy angegeben wer-
den:
Cx = |−1 1| und Cy =
∣∣∣∣−11
∣∣∣∣ . (6.25)
Die Ableitung in einer bestimmten Richtung Θ kann nach
∆ΘB(x,y) = ∆xB(x,y)cos Θ + ∆yB(x,y)sin Θ (6.26)
aus der horizontalen und vertikalen Ableitung berechnet werden.
Die Herstellung eines Gradientenbilds erfordert f¤ur jeden Pixel die Differenzierung in zwei ortho-
gonalen Richtungen. Dies sind meist die x- und y-Richtungen. Jedem Pixel werden also zwei Gradi-
entenwerte, sogenannte Vektorgradienten, zugeordnet. Die in Gleichung (6.25) denierten Matrizen
haben den Nachteil, keinen symmetrischen Bezugspunkt zu haben, welcher behoben werden kann
durch
Cx =
∣∣∣1 0 −1∣∣∣ und Cy =
∣∣∣∣∣∣
1
0
−1
∣∣∣∣∣∣ . (6.27)
Soll zudem noch ein gewisses Rauschen eliminiert werden, so nden vor allem 3× 3 Vektorgradi-
enten Verwendung. So hat der Prewitt-Operator folgenden Aufbau:
CPx =
∣∣∣∣∣∣
1 0 −1
1 0 −1
1 0 −1
∣∣∣∣∣∣ und CPy =
∣∣∣∣∣∣
1 1 1
0 0 0
−1 −1 −1
∣∣∣∣∣∣ . (6.28)
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Die Sobel-Methode der Kantenextraktion verwendet eine Reihe aufeinander abgestimmter Filterope-
rationen, die Kanten in verschiedenen Richtungen extrahieren. Im Vergleich zum Prewitt-Operator
haben die mittleren Matrixwerte eine h¤ohere Gewichtung:
CSx =
∣∣∣∣∣∣
1 0 −1
2 0 −2
1 0 −1
∣∣∣∣∣∣ , CSy =
∣∣∣∣∣∣
1 2 1
0 0 0
−1 −2 −1
∣∣∣∣∣∣ , (6.29)
CSxy =
∣∣∣∣∣∣
0 −1 −2
1 0 −1
2 1 0
∣∣∣∣∣∣ , CSyx =
∣∣∣∣∣∣
−2 −1 0
−1 0 1
0 1 2
∣∣∣∣∣∣ . (6.30)
Prewitt und Sobel-Operator wirken am st¤arksten auf horizontale und vertikale (Gleichung (6.29)),
bzw. diagonale Grauwertkanten (Gleichung (6.30)). Wenn alle Kantenrichtungen festgestellt werden
sollen, so verkn¤upft man die einzelnen Ergebnisbilder nachtr¤aglich mit einem Maximumoperator,
welcher punktweise den Maximalwert der Grauwerte als Ergebniswert liefert. Da alle Kanten hell
hervortreten, sind sie im Maximumbild enthalten.
Eine weitere Methode zur Kantenextraktion verwendet Ableitungen zweiter Ordnung. Die Sum-
me der beiden partiellen Ableitungen zweiter Ordnung nach x und y wird als Laplace-Operator
bezeichnet:
42B(x,y) = ∂
2B(x,y)
∂x2 +
∂2B(x,y)
∂y2 .
42B(x,y) ist der Laplace-Operator f¤ur den diskreten Fall, der bei digitalen Bildmatrizen vorliegt.
Im Gegensatz zum Prewitt- oder Sobel-Operator ist der Laplace-Operator rotationsinvariant. Die
digitale Realisierung lautet:
42B(x,y) = ∆2xB(x,y) + ∆2yB(x,y)
= B(x + 1,y) + B(x−1,y) + B(x,y + 1) + B(x,y−1)−4B(x,y).
Daraus l¤aßt sich die Filtermatrix eines Laplace-Filters in einer 4er-Nachbarschaft ableiten:
CL =
∣∣∣∣∣∣
0 −1 0
−1 4 −1
0 −1 0
∣∣∣∣∣∣ . (6.31)
Mit einem Laplace-Filter werden strukturreiche Bereiche hervorgehoben und weniger strukturreiche
Bereiche unterdr¤uckt.
Hochpassfilter
Sollen bei Bildern Strukturen untersucht werden, die sich periodisch wiederholen, so k¤onnen diese
Strukturen durch ihr Schwingungsverhalten, d.h. durch die L¤ange einer Periode oder die Anzahl
der Schwingungen pro Einheitsl¤ange charakterisiert werden. Bei Bildern kommen hier die Wel-
lenl¤ange λ (Einheit: L¤ange in Pixel) und die Ortsfrequenz f (Einheit: Anzahl der Wellen pro Pixel)
zur Anwendung. Da keine vollst¤andige Schwingung auf einem einzelnen Pixel m¤oglich ist, bleibt f
immer kleiner als eins. Wellenl¤ange und Frequenz stehen in der bekannten Beziehung zueinander:
f = 1λ .
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Intuitiv klar ist, dass die maximale Wellenl¤ange gleich der Bildgr¤oße ist. Das Abtasttheorem [Abm94],
[Jae89] besagt, dass eine periodische Struktur nur dann richtig rekonstruiert werden kann, wenn die
kleinste Wellenl¤ange mindestens zweimal abgetastet wird. Somit werden die minimale Wellenl¤ange
und die korrespondierende maximale Ortsfrequenz durch das Abtasttheorem bestimmt. Bezeichnet
fs die Abtastfrequenz, so muss gelten:
λmin = 2 Pixel und fmax = 12 fs.
In einem Bild werden, begrenzt durch die minimale und maximale Wellenl¤ange, viele verschiedene
Werte f¤ur λ auftreten. Die Menge der in einem Bild auftretenden Wellenl¤angen, bzw. der korrespon-
dierenden Ortsfrequenzen, bezeichnet man als Spektrum des Bilds. Dessen Berechnung erfolgt mit
Hilfe einer zweidimensionalen Fouriertransformation. Hierbei wird aus der Ortsfunktion b(x,y),
d.h. der Darstellungsmatrix des Eingangsbilds, die Ortsfrequenzfunktion S( fx, fy) berechnet. Sie
l¤aßt sich unter Verwendung der komplexwertigen Exponentialfunktion darstellen als
S( fx, fy) =
Z ∞
−∞
Z ∞
−∞
b(x,y) e−i2pi( fxx+ fyy) dxdy.
Eine hinreichende Bedingung f¤ur die Existenz der Spektralfunktion S( fx, fy) ist die absolute Sum-
mierbarkeit der Bildfunktion b(x,y):Z ∞
−∞
Z ∞
−∞
|b(x,y)|dxdy < ∞.
Die R¤ucktransformation des Fourierbilds in den Ortsraum heißt inverse zweidimensionale Fourier-
transformation:
b(x,y) =
Z ∞
−∞
Z ∞
−∞
S( fx, fy)ei2pi( fxx+ fyy)d fxd fy .
Obwohl beide Gleichungen f¤ur reelle sowie komplexe Funktionen b(x,y) gelten, sind die betrachte-
ten Funktionenen meist reell. Ein Beispiel ist die Intensit¤atsverteilung eines Bilds. Die Ortsfrequenz-
funktion S( fx, fy) ist dagegen im Allgemeinen eine komplexwertige Funktion, die man in Real- und
Imagin¤arteil zerlegen kann:
S( fx, fy) = ℜ{S( fx, fy)}+ iℑ{S( fx, fy)}.
Die graphische Darstellung der Ortsfrequenzfunktion erfolgt mittels dimensionsloser normierter
Gr¤oßen. So l¤aßt sich die Abtastfrequenz in x- und y-Richtung unabh¤angig voneinander variieren,
so dass sich die beiden Abtastfrequenzen fsx und fsy ergeben. Nach Normierung und unter Ber¤uck-
sichtigung des Abtasttheorems ergibt sich schließlich
fy
fsy ≤ 0.5 und
fx
fsx ≤ 0.5 .
Abbildung 6.15 zeigt die prinzipielle Darstellungsweise von Ortsfrequenzfunktionen.
Eine Hochpasslterung als Anwendung der Fouriertransformation l¤aßt hohe Bildfrequenzen un-
ver¤andert, w¤ahrend tiefere Bildfrequenzen unterdr¤uckt werden. Hochpasslter lassen sich beispiels-
weise zur Extraktion von Kanten verwenden, da dort rasche ¤Uberg¤ange zwischen verschiedenen
Grauwerten vorliegen. Der Laplace-Filter aus Gleichung (6.31) hat ebenfalls Hochpasseigenschaf-
ten, weil niedrige Frequenzen unterdr¤uckt werden. Analog zu den beschriebenen Methoden zur
Hochpasslterung lassen sich auch andere Frequenzen ausltern. Typische weitere Filter dieser Art
sind Tiefpasslter und Bandpasslter, welche tiefe Frequenzen bzw. bestimmte zusammenh¤angende
Frequenzbereiche passieren lassen.
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Abbildung 6.15: Prinzipielle Darstellungsweise von Ortsfrequenzfunktionen.
6.3.3 Segmentierung
Unter Segmentierung versteht man die Zusammenfassung von Bildpunkten mit ¤ahnlichen Eigen-
schaften in Gruppen, sogenannten Segmenten. Die Trennung und Unterscheidung von Hintergrund
und Objekten, die zur weiteren Ver- und Bearbeitung ben¤otigt werden, ist das wichtigste Beispiel
dieses Prozessschritts. Im Vergleich zu den weiteren Schritten des gesamten Bildverarbeitungssys-
tems kommt der Segmentierung eine herausragende Bedeutung zu, weil man die aus dem Bildver-
band herausgel¤osten Objekte nun getrennt vom Rest bearbeiten oder vermessen kann. Die voraus-
gehenden Operationen dienen letzlich nur dazu, in eine bessere Ausgangsposition f¤ur die Segmen-
tierung zu gelangen.
Man spricht im Falle der Unterscheidung zwischen Objekt- und Hintergrundpixel von einer Pixel-
klassikation. Ein wichtiges Merkmal hierf¤ur ist der Grauwert eines Pixels, es eignen sich jedoch
auch lokale oder spektrale Eigenschaften als Unterscheidungsmerkmale der Segmentierung. Das
Ergebnis der Operation ist meist ein Bin¤arbild, in dem die Objektpunkte den Wert 1 und die Hin-
tergrundpunkte den Wert 0 haben. Zur Darstellung von Bin¤arbildern am Bildschirm eines Bildver-
arbeitungssystems, welches alle Bilder als Grauwertbilder abbildet, werden die Werte 0 und 1 h¤aug
durch 0 und 255 ersetzt, da sich die Grauwerte 0 und 1 nur minimal unterscheiden.
Einfacher Schwellwert
Dieses Verfahren klassiziert die Bildpunkte ausschließlich aufgrund ihrer Grauwerteigenschaft.
Die Nachbarschaft der Pixel wird nicht ber¤ucksichtigt. Bildpunkte mit Grauwerten oberhalb einer
Schwelle t sind Objektpunkte, unterhalb von t Hintergrundpunkte:
o(x,y) =
{
1, i(x,y) ≥ T
0, i(x,y) < T, (6.32)
f¤ur Schwellwerte T ∈ {0, . . . ,255}. Bilder heller Objekte auf dunklem Hintergrund, bzw. dunkler
Objekte vor hellem Hintergrund lassen sich hierdurch einfach binarisieren. Probleme der Segmen-
tierung bei diesem Verfahren treten immer dann auf, wenn relevante Bildbereiche unterschiedliche
Helligkeitseigenschaften aufweisen. Hierzu z¤ahlen Bilder mit lokal unterschiedlicher Beleuchtung
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und Aufnahmen, bei denen das gesuchte Objekt in verschiedenen Bereichen auf unterschiedliche
Weise mit dem Hintergrund kontrastiert. TEM-Aufnahmen weisen h¤aug diesen Effekt auf. Dies ist
durch die Probenpr¤aparation bedingt, die eine unterschiedlich dicke Probe zur¤uckl¤asst, welche bei
Durchstrahlung zu unterschiedlich hellen Hintergr¤unden im Bild f¤uhrt. Durch die fehlende Syste-
matik lassen sich diese jedoch nicht mit Hilfe der Shading-Korrektur beheben.
Bimodalita¨tsanalyse zur dynamischen Schwellwertbestimmung
Eine etwas anspruchsvollere Methode der Schwellwertbestimmung verwendet das Histogramm des
Eingangsbilds. Sie basiert auf der Analyse der Form des Histogramms. Wenn das Bild aus Ob-
jektpixeln ¤ahnlichen Grauwerts besteht, welcher sich zudem vom Grauwertniveau des Hintergrunds
unterscheidet, so ist das zugeh¤orige Histogramm bimodal, d.h. die Objektpixel bilden einen Peak,
w¤ahrend die Hintergrundpixel einen zweiten Peak bilden. Ein solches Histogramm zeigt Abbil-
dung 6.16. Eine typische Vorgehensweise ist, den Schwellwert in das Minimum zwischen den bei-
den Maxima zu legen. Um zu verhindern, dass zwei lokale Maxima desselben Peaks gefunden
werden, werden Mindestabst¤ande der Grauwerte gefordert, oder es werden Techniken zur Histo-
grammgl¤attung verwendet. Bei TEM-Aufnahmen von Versetzungsstrukturen kann dieses Verfahren
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Abbildung 6.16: Bimodales Histogramm
nur durchgef¤uhrt werden, nachdem eine Vorverarbeitung der Bilder erfolgt ist. Diese hat dann die
unterschiedliche Hintergrundausleuchtung kompensiert und Versetzungslinien mit Hilfe von Kan-
tenltern st¤arker hervortreten lassen.
Berechnung eines optimalen Schwellwerts
Methoden, die das Histogramm als gewichtete Summe von normalverteilten Wahrscheinlichkeits-
dichten approximieren, stellen eine weitere Methode dar, die optimal thresholding genannt wird.
Grauwerte sind innerhalb zusammengeh¤origer Objekte nicht konstant, sondern unterliegen statisti-
schen Schwankungen. Ihre Verteilung l¤aßt sich nach [Gon92] als eine Wahrscheinlichkeitsdichte-
funktion beschreiben. Es gibt eine Wahrscheinlichkeitsdichtefunktion pO(z) f¤ur die Grauwerte z der
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Objekte und eine Wahrscheinlichkeitsdichtefunktion pH(z) f¤ur die Grauwerte z des Hintergrunds. In
einer guten N¤aherung w¤ahlt man hierf¤ur die Gaußsche Wahrscheinlichkeitsdichtefunktion p i(z) mit
pi(z) =
1√
2piσi
exp
(
−(z−µi)
2
2σ2i
)
, i = O,H. (6.33)
Hierbei sind µi die Mittelwerte und σi die Standardabweichungen der Grauwerte z. Bezeichnet PH
die a priori Wahrscheinlichkeit f¤ur den Hintergrund und PO die a priori Wahrscheinlichkeit f¤ur das
Objekt, so gilt
PO(z) + PH(z) = 1, (6.34)
denn ein Pixel ist entweder Objektbestandteil oder er z¤ahlt zum Hintergrund. Die Grauwertvertei-
lung des gesamten Bilds ist dann
p(z) = PO · pO(z) + PH · pH(z). (6.35)
Die Klassizierung soll nun alle Bildpunkte mit Grauwerten unterhalb einer Schwelle t als Hinter-
grund und oberhalb von t als Objektpunkte einordnen. Es ergibt sich jedoch ein Segmentierungs-
fehler, da sich die beiden Wahrscheinlichkeitsverteilungen zum Teil ¤uberlappen. So entsteht ein
Segmentierungsfehler EH(t), falls ein Objektpunkt f¤alschlicherweise als Hintergrund klassiziert
wird:
EH(t) =
Z t
−∞
pO(z)dz. (6.36)
Analog entsteht ein Segmentierungsfehler EO(t), wenn ein Hintergrundpunkt als zugeh¤orig zum
Objekt klassiziert wird:
EO(t) =
Z ∞
t
pH(z)dz. (6.37)
Damit ergibt sich der Gesamtfehler als Summe dieser Einzelfehler zu
E(t) = PH ·EO(t) + PO ·EH(t). (6.38)
Es gilt nun, den Schwellwert zu nden, bei dem dieser Fehler minimal wird. Hierzu m¤ussen die
Gleichungen (6.33) bis (6.37) in Gleichung (6.38) eingesetzt werden, die entstandene Gleichung
nach t differenziert und die Ableitung gleich Null gesetzt werden. Das Resultat ist eine quadratrische
Gleichung f¤ur t:
(σ2H−σ2O)t2 + 2(µHσ2O−µOσ2H)t + σ2Hµ2O−σ2Oµ2H + 2σ2Hµ2O ln
(
σOPH
σHPO
)
= 0. (6.39)
Es existieren also zwei Schwellwerte, die f¤ur eine optimale Segmentierung des Bilds in Hintergrund
und Objekt sorgen. Nimmt man vereinfachend an, dass die Streuungen der Verteilungen gleich sind,
σO = σH = σ, so liegt die optimale Schwelle t bei
t =
µO + µH
2
− σ
2
µO−µH ln
PO
PH
. (6.40)
Sind die Parameter der Wahrscheinlichkeitsverteilung p(z) nicht bekannt, so k¤onnen diese nach
[Wah84] ausgehend vom normierten Histogramm h(z) mit Hilfe numerischer Optimierungsverfah-
ren berechnet werden:
E =
z=zo
∑
z=zu
(
p(z)−h(z)
)
→ min. (6.41)
Hierbei sind zu der unterste und zo der oberste Grauwert. Sind die Verteilungen keinesfalls zu ermit-
teln, so ist man auf Sch¤atzungen angewiesen.
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Lokaler Schwellwert
In F¤allen, bei denen eine Shadingkorrektur nicht m¤oglich ist, weil beispielsweise kein Referenzbild
vorhanden ist, oder das Bild keinen ebenen Hintergrund besitzt, so kann man ein Segmentierungs-
verfahren verwenden, bei dem ein lokaler Schwellwert berechnet wird. Die obigen Schwellwertver-
fahren benutzen eine globale Schwelle f¤ur das gesamte Bild. Um lokale Schwellwerte zu berechnen,
wird das Bild in kleinere lokale Regionen unterteilt, in denen dann ein lokaler Schwellwert durch
das beschriebene Optimierungsverfahren oder durch Bimodalit¤atsanalyse ermittelt wird. Die Anzahl
der lokalen Regionen ist hierbei variabel. Ein h¤aug verwendeter Wert ist 64. Dieser stellt einen gu-
ten Kompromiss zwischen Rechenaufwand und zu großen Regionen dar. Im Extremfall kann jedoch
auch f¤ur jeden Bildpunkt eine eigene Schwelle errechnet werden, die aus einer bestimmten Umge-
bung des Punkts abgeleitet wird.
Mathematische Morphologie
Die Weiterverarbeitung von Bin¤arbildern erfolgt mittels Methoden der mathematischen Morpholo-
gie. Diese ist vor ca. 30 Jahren als relativ eigenst¤andiges Gebiet der Bildverarbeitung entstanden.
Sie basiert auf den Objekteigenschaften Geometrie und Form, ihre Operationen vereinfachen Bilder
und Objekte, lassen jedoch ihre Haupteigenschaften unver¤andert. Diese Methoden k¤onnen prinzi-
piell auf alle Arten von Bildern angewendet werden, in dieser Arbeit steht jedoch ihr Einsatz bei
Bin¤arbildern im Vordergrund. F¤ur das Anwenden einer morphologischen Transformation ist wie-
derum die Festlegung und Kenntnis einer Nachbarschaft n¤otig, die in der Morphologie auch als
strukturierendes Element bezeichnet wird. F¤ur die Morphologie typische strukturierende Elemente
zeigt Abbildung 6.17. Der Bezugspunkt ist nicht notwendigerweise Bestandteil des strukturierenden
Abbildung 6.17: Typische strukturierende Elemente und Bezugspunkt.
Elements, wie der rechte Teil in Abbildung 6.17 zeigt. Analog zur Anwendung eines Filters bedeu-
tet die Anwendung einer morphologischen Operation auf ein Bild, dass das strukturierende Element
systematisch Pixel f¤ur Pixel ¤uber das Bild verschoben wird. An jeder aktuellen Position wird die
jeweilige Operation durchgef¤uhrt und der Ergebniswert als neuer Wert der aktuellen Position im
Ergebnisbild gespeichert. Die am h¤augsten verwendeten morphologischen Operationen sind:
Medianfilter: Der Medianlter f¤ur Grauwertbilder wurde auf Seite 59 eingef¤uhrt. (xa,ya) bezeich-
net die aktuelle Position im Eingangsbild i(x,y) und B die Schnittmenge der Pixel von struk-
turierendem Element und Eingangsbild. Der Bezugspunkt des strukturierenden Elements be-
ndet sich an der aktuellen Position (xa,ya). Der Medianlter verwendet als Ergebniswert
wieder den Median aller Werte der Pixel, die sich in der Schnittmenge B von strukturieren-
dem Element und Eingangsbild benden. B muss zur Medianlterung noch geordnet werden.
65
6 Validierungsmethoden 6.3 Methoden der Bildverarbeitung
Bei Bin¤arbildern entsteht eine Folge von Nullen gefolgt von einer Folge von Einsen. Der Me-
dian ist dann der Wert des n+12 -ten Pixels, falls n ungerade ist, oder das arithmetische Mittel
des n2 -ten und
n+1
2 -ten Pixels bei geradem n.
Erosion: Wiederum bezeichnet (xa,ya) die aktuelle Position im Eingangsbild und B obige Schnitt-
menge. Der Bezugspunkt des strukturierenden Elements bendet sich wieder an der aktuellen
Position (xa,ya). Die Erosion verwendet als Ergebniswert das Minimum aller Werte der Pixel,
die sich in der Schnittmenge B von strukturierendem Element und Eingangsbild benden. Die
mathematische Beschreibung hiervon lautet:
ge(xa,ya) = min{i(x,y)|(x,y) ∈ B}. (6.42)
Der Name Erosion ist aus dem Effekt abgeleitet, dass helle Strukturen verd¤unnt werden. So-
bald auch nur ein Punkt in der Menge B schwarz ist, wird der neue Wert des Zentralpunkts
ebenfalls schwarz. Ein ¤achiges helles Objekt wird also an seinen R¤andern rundherum abge-
tragen, also erodiert. Umgekehrt kann man auch sagen, dass die Erosion dunkle Strukturen
verdickt.
Dilatation: Die Dilatation ist das Maximum aller Pixelwerte in B:
gd(xa,ya) = max{i(x,y)|(x,y) ∈ B}. (6.43)
Das Resultat ist eine Verbreiterung heller und eine Verd¤unnung dunkler Strukturen. Die Dila-
tation ist von der Denition das Gegenteil der Erosion, beide Operationen sind jedoch nicht
umkehrbar, d.h. man kann eine vorangegangene Erosion durch anschließende Dilatation nicht
wieder r¤uckg¤angig machen. Die Aneinanderreihung dieser Operationen ergibt die folgenden
neuen morphologischen Operationen, Opening und Closing.
Opening: Erosion gefolgt von einer Dilatation wird Opening genannt. Das strukturierende Element
ist bei beiden Vorg¤angen gleich. Die Erosion schließt L¤ucken in dunklen Strukturen, anschlie-
ßend macht die Dilatation die Verdickung dunkler Objekte wieder r¤uckg¤angig. Die bei der ein-
zeln angewendeten Erosion auftretende Vergr¤oßerung der Fl¤ache dunkler Objekte wird durch
die anschließende Dilatation aufgehoben. Sind w¤ahrend der Erosion L¤ucken in dunklen Struk-
turen vollst¤andig geschlossen worden, so dass kein heller Punkt ¤ubrig geblieben ist, etwa weil
ihre Fl¤ache im Verh¤altnis zum Filteroperator, d.h. der obigen Pixelschnittmenge B, klein war,
so k¤onnen sie durch die Dilatation nicht wieder ge¤offnet werden. Die Bezeichnung Opening
r¤uhrt daher, dass d¤unne helle Strukturen zerlegt werden k¤onnen, wobei Objektmerkmale wie
Fl¤ache oder die Grunddimensionen erhalten bleiben. Das Ergebnis ist also eine vereinfachte
und weniger detailreiche Version des Eingangsbilds.
Closing: Genau umgekehrt dazu erfolgt das Closing: Einer Dilatation folgt eine Erosion, wobei
wiederum das gleiche strukturierende Element verwendet wird. Bei dieser Operation werden
L¤ucken in hellen Objekten ohne Ver¤anderung der Objekt¤ache geschlossen.
Bei der Analyse und Bearbeitung von TEM-Aufnahmen in Kapitel 6.4 werden die beiden letzteren
Verfahren in Abh¤angigkeit des zuvor eingesetzten Kantenlters zum Einsatz kommen.
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Skelettierung
Ein weiterer Verarbeitungsschritt von Bin¤arbildern ist h¤aug ein weiteres Verd¤unnen der Objektlini-
en, so dass nur eine ein Pixel breite Linie ¤ubrig bleibt, die in der Mitte des urspr¤unglichen breiteren
Objektes verl¤auft. Dieser Vorgang wird als Skelettierung bezeichnet. Dieser Schritt bildet den Ab-
schluss und das eigentliche Ziel der Bildverarbeitungsschritte bei TEM-Bildern von Versetzungs-
strukturen, denn nach den vorangegangenen Schritten mit anschließender Skelettierung verl¤auft die
resultierende Linie in der Mitte jeder Struktur, die eine Versetzunglinie darstellt. Mit diesen Skelett-
linien kann dann eine quantitative Auswertung erfolgen.
Die Skelettlinie einer bin¤ar dargestellten Fl¤ache ist durch gewisse Forderungen festgelegt, die jedoch
nicht als exakte mathematische Funktionen aufgefasst werden k¤onnen.
• Die Skelettlinie soll nur einen Bildpunkt breit sein.
• Die Skelettlinie soll ungef¤ahr in der Mitte des Objektes liegen.
• Die urspr¤ungliche Form des Objektes soll im Skelett erkennbar sein, das Skelett einer einfach
zusammenh¤angenden Fl¤ache darf also nicht in mehrere Teile zerfallen.
• Der Skelettierungsalgorithmus soll unempndlich gegen¤uber kleinen St¤orungen am Rand des
Objekts sein, also wenig Ver¤astelungen am Rand erzeugen.
• Der Algorithmus soll stabil sein, d.h. nach einer bestimmten Anzahl von Iterationen sollen
sich keine ¤Anderungen mehr ergeben.
Die Operation kann nicht mittels reiner Erosion erreicht werden, denn Bildpunkte d¤urfen nur dann
entfernt werden, wenn sie keine Skelettpunkte sind. Die Implementation von Skelettierungsalgorith-
men geht also vom Bin¤arbild aus und entscheidet f¤ur alle Objektpixel, ob sie entfernt werden k¤onnen
oder nicht. Die Entscheidung, ob sie entfernt, also dem Hintergrund zugerechnet werden k¤onnen
oder weiterhin zum Objekt zugeh¤orig bleiben, wird anhand von Umgebungsmasken entschieden.
Hierzu sind acht verschiedene Masken n¤otig, die in Abbildung 6.18 gezeigt sind. Diese Masken be-
1 S SS 0 S 2 3
S 4 S 5 S 6 S 7
Abbildung 6.18: Strukturierende Elemente und Bezugspunkte zur Skelettierung
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schreiben Konstellationen von Objekt- und Hintergrundpixeln, bei denen jeweils der mittlere Pixel,
der sich auf der gerade aktuellen Position bendet, aus dem Objekt entfernt und dem Hintergrund
zugerechnet werden darf. Die Symbole der verschiedenen Anordnungen haben folgende Bedeutung:
Leerstelle: Position ist mit Hintergrundpixel besetzt.
Quadrat: Position ist mit Objektpixel besetzt.
Kreis: Position kann beliebig besetzt sein, d.h. es ist egal, ob der Pixel ein Objekt- oder Hinter-
grundpixel ist.
Alle Pixel des zu skelettierenden Bilds werden also sequentiell mit den acht Umgebungsmasken
S0, . . . ,S7 ¤uberdeckt und das mittlere Pixel entfernt, falls die Maskenanordnung erf¤ullt wird. Die Rei-
henfolge der Operationen hierbei muss nicht notwendigerweise von 0 bis 7 verlaufen, nach [Abm94]
ist es sogar vorteilhaft, wenn man jeweils gegen¤uberliegende Richtungen hintereinander ausf¤uhrt.
Eine sinnvolle Reihenfolge w¤are demnach also
S0→ S4→ S2→ S6→ S1→ S5→ S3→ S7.
Sind alle Pixel des Eingangsbilds durchlaufen, beginnt der Vorgang von vorne. Es werden so viele
Iterationen durchgef¤uhrt, bis in einem Durchlauf keine Bildpunkte mehr entfernt worden sind. Das
Ergebnisbild enth¤alt dann das Skelett.
6.4 Automatische Bestimmung der Versetzungsdichte
Die Anwendung der beschriebenen Methoden zur Bildverarbeitung hat das Ziel, einen optimalen
Ausgangspunkt f¤ur eine quantitative Auswertung der TEM-Aufnahmen zu schaffen. Wesentliches
Merkmal hierzu ist die Versetzungsdichte. Sie ist ein Maß f¤ur die Gesamtl¤ange aller Versetzungen
in einem bestimmten Volumen. Ihre Einheit ist also [ mm3 ] = [
1
m2 ]. H¤aug ndet man die Angabe in
[ 1cm2 ]. Die Bestimmung kann manuell erfolgen, ein Ziel dieser Arbeit war jedoch ihre automatische
Ermittlung.
6.4.1 Methoden
Zur Bestimmung der Versetzungsdichte aus der TEM-Aufnahme k¤onnen nach [Mar95] verschie-
dene Verfahren zum Einsatz kommen. Beim Linienschnittverfahren nach Ham [Ham61], [Keh62]
und [Keh63] werden, nachdem ein Gitternetz ¤uber die Aufnahme gelegt worden ist, die Schnittpunk-
te von Gitternetzlinien und Versetzungen berechnet. Diese Vorgehensweise lehnt sich an die L¤osung
des Nadelproblems von Buffon an, welche in [Smi53] beschrieben ist. Zur Bestimmung der Verset-
zungsdichte mittels Linienschnittverfahrens m¤ussen dann in zwei aufeinanderfolgenden Schritten
die Summen der Abst¤ande von Schnittpunkten mit senkrechten und waagerechten Gitterlinien er-
mittelt werden. Hierbei bezeichnen n1 und l1 die Anzahl, bzw. Abstandssumme der Schnittpunkte
von Versetzungen mit waagerechten Gitterlinien, sowie n2 und l2 Anzahl und Abstandssumme von
Versetzungsschnittpunkten mit senkrechten Gitterlinien. In Abh¤angigkeit der Dicke t der verwende-
ten Folie berechnet sich die Versetzungsdichte ρH nach Ham mittels
ρH = M
n1
l1
+ n2l2
t
. (6.44)
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Beugungsvektor Unsichtbare Versetzungen [%] Korrekturfaktor
111 50,0 2,0
200 33,3 1,5
220 33,3 1,5
311 16,7 1,2
Tabelle 6.2: Korrekturfaktor M bei der elektromikroskopischen Abbildung von Versetzungen im
kfz-Gitter.
M bezeichnet einen beugungsspezischen Korrekturfaktor, der sich gem¤aß Tabelle 6.2 je nach ver-
wendetem Beugungsvektor ergibt. Bei TEM-Aufnahmen bleibt aufgrund der Unsichtbarkeitsbedin-
gungen aus Gleichungen (6.3), (6.4) und (6.5) ein Teil der in der Probe vorhandenen Versetzungen
unsichtbar.
Die Methode zur Berechnung der Versetzungsdichte nach Bailey & Hirsch basiert auf der ins Bild
projizierten Versetzungslinienl¤ange L [Mar95]. Diese kann auf verschiedene Weisen gewonnen wer-
den. Einerseits kann sie manuell unter Benutzung eines Lineals gemessen werden, ein Verfahren,
das jedoch sehr fehleranf¤allig ist. Andererseits bietet sich die Verwendung einer bereits implemen-
tierten Berechnungsfunktion eines Bildverarbeitungsprogramms an. Bei dieser Methode sind die Er-
gebnisse reproduzierbar und zudem nicht vom Bearbeiter abh¤angig. Ist die Versetzungslinienl¤ange
schließlich bekannt, so berechnet sich die Versetzungsdichte nach
ρBH =
4L
piAt
. (6.45)
A bezeichnet hierbei die Fl¤ache des Durchstrahlungsbilds.
Ein systematischer Vergleich der beiden Verfahren ergibt nach [Mar95], dass das Verfahren nach
Bailey & Hirsch bei den dort durchgef¤uhrten Messungen durchweg h¤ohere Versetzungsdichten als
das Linienschnittverfahren nach Ham liefert. Dies ist dadurch zu erkl¤aren, dass andere Gef¤ugebe-
standteile wie Korngrenzen oder Karbide durch schlechte Kontrastbedingungen fehlerhaft als Ver-
setzungslinien aufgefasst werden.
6.4.2 Automatisierung
Entscheidend bei der Bestimmung der Versetzungsdichte von Werkst¤uckproben mittels transmissi-
onselektronenmikroskopischen Aufnahmen ist bislang die Erfahrung des Anwenders oder der An-
wenderin gewesen. Er oder sie entscheidet, ob eine Struktur eine Versetzung darstellt oder nicht,
bestimmt beim Linienschnittverfahren nach Ham die Schnittpunkte zwischen Versetzung und Git-
terlinien und misst die Linienl¤ange von Versetzungslinien beim Verfahren nach Bailey & Hirsch.
Anwender stoßen an ihre Grenzen bei Aufnahmen von strukturlosen dichten Versetzungsnetzwer-
ken, da das Gitter in diesen F¤allen sehr fein gew¤ahlt werden m¤usste, um gen¤ugend Schnittpunkte zu
erhalten, damit alle Versetzungen erfasst werden. Die Anzahl der zu ermittelnden Schnittpunkte, die
nacheinander per Maus markiert werden m¤ussten, w¤urde dabei das Maß ¤ubersteigen, was Anwender
in akzeptabler Zeit korrekt erledigen k¤onnen. Eine automatisierte Bestimmung dient also dazu, auch
Aufnahmen von Proben mit hoher Versetzungsdichte zuverl¤assig untersuchen zu k¤onnen.
¤Ahnliche Probleme treten auch bei der Methode nach Bailey & Hirsch auf. Der Anwender muss
die Linienl¤ange mit einem geeigneten Verfahren manuell messen. Es ist offensichtlich, dass sich bei
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einer Messmethode mittels Lineal große Abweichungen selbst bei wiederholten Messungen eines
Anwenders bei demselben Bild ergeben k¤onnen. Zudem eignen sich auch f¤ur diese Methode nur
Aufnahmen mit geringer Versetzungsdichte, da es inakzeptabel ist, die Linienl¤ange verworrener
Versetzungskn¤auel nachzumessen. Hinzu kommt, dass sich Messungen der Versetzungsdichte bei
derselben Aufnahme aber unterschiedlichen Bearbeitern zum Teil stark unterscheiden. Ein neutrales,
stabiles und anwenderunabh¤angiges Verfahren ist also erforderlich.
Im Gegensatz zu der menschlichen Herangehensweise haben Bildverarbeitungsmethoden keinen
Erfahrungsschatz, auf den sie zur¤uckgreifen k¤onnen. Zudem sind auf intelligenten Entscheidun-
gen beruhende Abl¤aufe nicht einfach zu implementieren. Die menschliche Wahrnehmung kann Ob-
jekte vor unterschiedlich hellem Hintergrund problemlos identizieren, w¤ahrend computerbasierte
Bildverarbeitungssysteme weitaus aufw¤andiger, z.B. mit lokalen Schwellwerten zur Unterscheidung
zwischen Objekt und Hintergrund, arbeiten m¤ussen. Idealerweise bietet ein Bildverarbeitungssystem
zur automatischen Versetzungsdichtebestimmung mehr als eine Berechnungsmethode und w¤ahlt
dann die f¤ur die jeweilige Aufnahme geeignetste selbstst¤andig ohne weitere Bearbeiterinteraktion
aus.
Die Implementierung des automatisierten Verfahrens zur Versetzungsdichtebestimmung erfolgte im
Rahmen dieser Arbeit auf Basis des Bildverarbeitungsprogrammpaketes KS 400 der Firma Zeiss,
welches die Methoden der Bildverarbeitung, die in Kapitel 6.3 vorgestellt worden sind, zur Verf¤ugung
stellt. Das hierbei entstandene Programm Autovers ist gekennzeichnet durch seinen modularen Auf-
bau, der einerseits erweiterungsf¤ahig ist, falls zus¤atzliche Methoden und Filteroperationen zum Ein-
satz gelangen sollen, und andererseits die separate Ausf¤uhrbarkeit einzelner Module erm¤oglicht. Der
Programmaufbau der einzelnen Module lehnt sich an die Struktur an, wie sie in den Kapiteln 6.3.2
und 6.3.3 beschrieben wurde. Abbildung 6.19 skizziert den Aufbau der Module. Zur Bildvorver-
arbeitung und Segmentierung sind vier verschiedene Verfahren entwickelt worden, von denen das
f¤ur das jeweilige Bild geeignetste ausgew¤ahlt wird. Sie gehen alle vom digitalisierten Eingangs-
bild aus und enden mit dem skelettierten Bild, welches nur noch ein Pixel breite Linien entlang der
Versetzungen enth¤alt.
1. Bei der ersten Vorverarbeitungsvariante wird die TEM-Aufnahme zun¤achst einer Hochpassl-
terung unterzogen, wie auf Seite 61 beschrieben. Hierdurch treten Grauwert¤uberg¤ange zwi-
schen Versetzungen und Hintergrund st¤arker hervor. Diese Methode bietet sich besonders bei
feinen Strukturen an. Das hochpassgelterte Bild wird anschließend grauwertnormiert, wie
auf Seite 55 beschrieben. Diese lineare Skalierung bewirkt, dass der gesamte Grauwertbe-
reich von 0 bis 255 voll ausgesch¤opft wird. Hiernach wird die automatische Grauwertseg-
mentierung des Programms KS 400 auf das linear skalierte Bild angewendet. Die Funktion
berechnet die beiden st¤arksten lokalen Minima im Histogramm. Es erfolgt eine Binarisierung,
indem die Werte zwischen diesen Minima als Objektpixel aufgefasst werden und den Grau-
wert 1 (weiß) erhalten, die restlichen den Wert 0 (schwarz). Die linear skalierten Grauwerte
von Versetzungsstrukturen liegen gerade zwischen diesen Minima und die zugeh¤origen Pi-
xel werden demnach als weiße Objektpixel dargestellt. Das Ergebnis der bisherigen Schritte
ist also, dass Regionen von Pixeln entstanden sind, die Versetzungen repr¤asentieren. Die ei-
gentlichen Versetzungslinien liegen aber zentral in diesen Regionen. Deshalb m¤ussen diese
Regionen abschließend mittels des auf Seite 68 beschriebenen Skelettierungsverfahrens, in
mittig liegende, ein Pixel breite Linien umgewandelt werden.
2. Bei der zweiten Methode werden die Kanten der TEM-Aufnahme mittels des Sobellters von
Seite 61 extrahiert. Dieser bildet die Kanten feiner Strukturen jedoch h¤aug zu dick ab, so
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dass diese Methode eher bei Detailaufnahmen von Versetzungen mit großem Maßstab zum
Einsatz kommt. Hierbei liefert der Sobellter jedoch gute Ergebnisse. An die Kantenextrak-
tion schließt sich eine Gl¤attungsmethode an. Mit Hilfe eines Medianlters von Seite 59 wer-
den langsame Grauwert¤uberg¤ange in Bereichen, die durch die vorangehende Filteroperation
als Kante gekennzeichnet wurden, versch¤arft. Diese nun steileren Grauwert¤uberg¤ange lassen
sich anschließend besser mittels der automatischen Grauwertsegmentierung binarisieren. Das
Ergebnis des bisherigen Vorgehens sind alle Kanten, die eine Versetzung umschließen. Da
man jedoch an der Versetzungslinie selbst interessiert ist, wird auf dieses Bild nun die mor-
phologische Operation Opening von Seite 66 angewendet. Weiße Objektbereiche vergr¤oßern
sich also auf Kosten der Hintergrundpixel. Das Resultat dieser Operation ist, dass die zuvor
ringf¤ormigen Bereiche, die Versetzungen zu allen Seiten umschließen, nun geschlossen sind.
Wiederum bildet die Skelettierung den Abschluss der Vorverarbeitung, indem sie aus den Ver-
setzungen repr¤asentierenden Regionen ein Pixel breite Linien extrahiert, die die eigentlichen
Versetzungslinien darstellen.
3. Die dritte Methode ist analog zu vorigem Verfahren aufgebaut, mit dem Unterschied, dass
Kanten der TEM-Aufnahme hier mittels eines Laplace-Filters extrahiert werden. Dieser ist
auf Seite 61 beschrieben. Er hebt strukturreiche Bereiche hervor, so dass seine Funktion ver-
gleichbar mit einem Kantenlter ist.
4. Die vierte Methode f¤uhrt zun¤achst eine adaptive Grauwertsegmentierung durch. Dieses Ver-
fahren ist besonders hilfreich f¤ur die Segmentierung von kleinen Strukturen vor variierendem
Hintergrund, wie er bei der unterschiedlichen Ausleuchtung von TEM-Aufnahmen h¤aug
auftritt. Das segmentierte Bild kann dann zur Erzeugung bin¤arer Regionen verwendet wer-
den. Bei der adaptiven Grauwertsegmentierung wird das tiefpassgelterte Eingangsbild von
diesem subtrahiert. Diese Methode verwendet die 4-er Umgebung, um auch feine Verset-
zungsstrukturen vom Hintergrund unterscheiden zu k¤onnen. Auf die resultierende Bildmatrix
wird dann ein Schwellwertverfahren zur Binarisierung angewendet. Dieses Schwellwertver-
fahren kann nach der zuvor erfolgten adaptiven Segmentierung feste Schwellwerte verwen-
den. Gute Ergebnisse wurden mit einer Binarisierungsschwelle von 145 erzielt. Grauwerte
gr¤oßer 145 bekommen den Wert 1 (weiß), darunter liegende Werte werden auf 0 (schwarz)
gesetzt. Um Strukturen zu schließen wird, wie beim ersten Verfahren, eine Closing-Operation
durchgef¤uhrt. Anschließend muss auch das hierdurch entstandene Bild skelettiert werden, um
die Versetzungslinien auswerten zu k¤onnen.
Die Unterscheidung zwischen einer f¤ur das vorliegende Bild geeigneten oder ungeeigneten Vorver-
arbeitungsmethode erfolgt anschließend ¤uber die Maßzahl der prozentualen Feld¤ache von Objekt-
pixeln. Dieser Wert berechnet sich aus dem noch nicht skelettierten Bild, indem der prozentuale
Anteil von Objektpixeln der Gesamtpixelanzahl ermittelt wird. Ungeeignete Vorverarbeitungsme-
thoden sind grunds¤atzlich dadurch gekennzeichnet, dass die prozentuale Objekt¤ache als zu groß
berechnet wird, d.h. dass die Kombination aus Kantenextrahierung, Binarisierung und morpholo-
gischer Filterung unter den bildspezischen Bedingungen wie ungleichm¤aßiger Ausleuchtung oder
allgemeinen Helligkeits- und Kontrasteigenschaften nicht zufriedenstellend arbeitet. Eine ungeeig-
nete Methode fasst nahezu den gesamten Bildbereich als Objektbereich auf, welcher die eigent-
lich vorhandenen Versetzungsstrukturen nat¤urlich keinesfalls repr¤asentiert. Die am Besten geeignete
Methode zeichnet sich durch den geringsten prozentualen Objekt¤achenanteil aus, feine Strukturen
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werden also nicht zu dick abgebildet, sondern behalten ihre charakteristische Form und Ausdehnung
bei.
Nachdem eine Vorverarbeitungsmethode ausgew¤ahlt worden ist, muss das skelettierte Bin¤arbild mit
einem Gitter zur Schnittpunktbestimmung f¤ur das Linienschnittverfahren nach Ham ¤uberdeckt wer-
den. Hierzu wird es mit ¤aquidistanten waagerechten und senkrechten Linien mittels einer mathe-
matisch-logischen UND-Operation verkn¤upft. Dabei werden nur diejenigen Bildpunkte erfasst, die
auf einer Versetzungslinie und zugleich auf einer senkrechten oder waagerechten Gitterlinie liegen.
Die resultierenden Pixel werden in vektorisierter Form in Feldvariablen zur Weiterverarbeitung ab-
gespeichert. Die zeilenweise Summation der Abst¤ande dieser Schnittpunkte bei waagerechten, bzw.
die spaltenweise Summation bei senkrechten Linien und die Umrechnung von Pixelabstand in me-
trische Einheiten ist der letzte Verarbeitungsschritt, bevor die Versetzungsdichte nach Ham gem¤aß
Gleichung (6.44) berechnet werden kann. Hierzu wird die Dicke der durchstrahlten Folie ben¤otigt,
die zusammen mit dem Namen des zu verwendenden Bilds zu Beginn der Verarbeitungsschritte
interaktiv eingegeben wurde.
F¤ur die Methode nach Bailey & Hirsch wird das gleiche skelettierte Bin¤arbild verwendet. Unter
Verwendung von Gleichung (6.45) wird hierzu neben der Foliendicke noch die Linienl¤ange der Ver-
setzungslinien ben¤otigt. Die Bildgr¤oße wird selbst¤andig errechnet, wogegen sich die Linienl¤ange
summarisch aus den Linienl¤angen der skelettierten Versetzungen zusammensetzt. Das Bildverar-
beitungssystem bietet hierf¤ur eine automatische Berechnung der L¤ange an. Die zugrunde liegende
Gleichung lautet:
L =
U f −
√
U2f −16A f
2
.
Hierbei bezeichnet U f den Umfang und A f die Fl¤ache der jeweiligen Region. Die beiden Verfahren
werden im folgenden Kapitel verglichen.
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Abbildung 6.19: Modulaufbau des im Rahmen dieser Arbeit entstandenen Bildverarbeitungspro-
gramms Autovers zur automatischen Bestimmung der Versetzungsdichten bei
TEM-Aufnahmen.
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6.5 Vergleich der Verfahren
Bei einem Vergleich zwischen verschiedenen Methoden zur Bestimmung der Versetzungsdichte bei
transmissionselektronenmikroskopischen Aufnahmen ist zu beachten, dass die Ergebnisse zweier
Messungen des gleichen manuellen Verfahrens aber unterschiedlicher Anwender zum Teil erheb-
lich voneinander abweichen k¤onnen. Dieser Aspekt wird etwas dadurch relativiert, dass Verset-
zungsdichten einzelner TEM-Aufnahmen niemals Absolutwerte darstellen, sondern entweder nur
eine Gr¤oßenordnung angeben sollen oder als Beitrag zu einem Durchschnittswert mehrerer Aufnah-
men an verschiedenen Stellen derselben Probe zur statistischen Absicherung dienen. Die Verset-
zungsdichte bei TEM-Aufnahmen wird, wie bereits erl¤autert, als Linienl¤ange pro Volumeneinheit
angegeben.
Verglichen werden die folgenden Verfahren:
• Bestimmung der Linienl¤ange der Versetzungen durch Messung mittels Lineal (manuell),
• Linienschnittverfahren nach Ham (halbautomatisch),
• Linienschnittverfahren nach Ham (automatisch),
• Verfahren nach Bailey & Hirsch (automatisch).
Die Messungen mit manuellen bzw. halbautomatischen Auswerteverfahren fanden im Rahmen zwei-
er Studienarbeiten am Institut f¤ur Werkstoffkunde [Sae99], [Kes00] statt. Ein Vergleich muss also
auf die dort verwendeten TEM-Bilder zur¤uckgreifen.
Abbildung 6.20: Vergleich von Autovers und manuellen Verfahren.
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Abbildung 6.21: Versetzungsstrukturen mit geringer (links, Bild 2024) und hoher Versetzungsdichte
(rechts, Bild 2064) bei AlMg5Mn.
Der Vergleich der Ergebnisse in Abbildung 6.20 zeigt die m¤oglichen Einsatzgebiete der einzelnen
Verfahren.
Die direkte Messung der Linienl¤ange eignet sich als manuelle Methode f¤ur Bilder mit geringer
Versetzungsdichte, wie in Abbildung 6.21 (links, Bild 2024). Hier bietet sie jedoch Vorteile, da
das Linienschnittverfahren nach Ham als statistisches Verfahren auf eine gewisse Mindestmenge
an Versetzungslinien angewiesen ist. Die in [Sae99] gemessenen Werte bilden den Referenzwert
f¤ur einen Vergleich. Die Abweichungen der manuellen und halbautomatischen Untersuchungen in
[Sae99] und [Kes00] voneinander betragen bereits 8,6%. Die automatisierte Variante der Metho-
de nach Bailey & Hirsch ist f¤ur Bilder mit geringer Versetzungsdichte schlechter geeignet, da die
Abweichung gegen¤uber [Sae99] bereits 38,5% betr¤agt. Da Versetzungsdichtebestimmungen jedoch
nur Anhaltswerte darstellen, ist dies noch akzeptabel. Die beiden Varianten des Linienschnittver-
fahrens nach Ham unterscheiden sich voneinander nur um 1,5%, was die korrekte Implementierung
des Verfahrens belegt. Im Vergleich zu [Sae99] sind die beiden Werte der Linienschnittverfahren
jedoch prinzipiell zu hoch, da bei Aufnahmen mit nur wenig sichtbaren Versetzungen, also nied-
riger Versetzungsdichte, zuwenig Schnittpunkte existieren, um die in diesem Verfahren erfolgende
Extrapolation statistisch zu rechtfertigen.
In einem mittleren Versetzungsdichtebereich, wie in Abbildung 6.21 (rechts, Bild 2064), ist eine
gen¤ugende Anzahl von Versetzungen in der Aufnahme enthalten. Hier sind alle Verfahren gut ein-
setzbar. Abweichungen der manuellen Verfahren belaufen sich auf 17,6%, zum Bailey & Hirsch-
Verfahren 29,1% und zu dem automatisierten Ham-Verfahren 3,4%. Der Unterschied des manuellen
Ham-Verfahrens lag schon bei 23,2%, so dass die Abweichungen der automatischen zu den manu-
ellen Verfahren als durchaus vertretbar angesehen werden k¤onnen.
Bei Messungen an Aufnahmen, die Versetzungskn¤auel und -netzwerke enthalten, sind manuelle
75
6 Validierungsmethoden 6.5 Vergleich der Verfahren
Methoden nicht mehr einsetzbar, wodurch ein Vergleich mit diesen Methoden entfallen muss. Die
automatischen, bzw. halbautomatischen Verfahren funktionieren hierbei aber noch problemlos. Ver-
gleichsmessungen an 20 TEM-Aufnahmen ergaben zum Teil gute ¤Ubereinstimmungen der drei
Methoden, wobei die durch die automatischen Verfahren ermittelten Werte im Schnitt unter den
entsprechenden, mit dem halbautomatischen Verfahren nach Ham bestimmten Werten aus [Kes00]
lagen. Dies gilt insbesondere f¤ur die Methode nach Bailey & Hirsch. Die Vergleichswerte sind in
Abbildung 6.22 dargestellt.
Abbildung 6.22: Vergleichswerte von Versetzungsdichtemessungen an AlMg5Mn.
Die vorhandenen Abweichungen der drei Verfahren sind einerseits erw¤unscht, da das Verfahren
nach Bailey & Hirsch bei Aufnahmen mit geringer Versetzungsdichte die Extrapolationsfehler der
beiden Linienschnittmethoden nicht aufweist. Andererseits konnte die Gitterweite beim automati-
schen Linienschnittverfahren viel kleiner als bei der halbautomatischen Variante gew¤ahlt werden,
was diesen Fehlereinuss verringert. Da es bei TEM-Aufnahmen, wie bereits erw¤ahnt, nicht den
absolut richtigen Vergleichswert, sondern nur ungef¤ahre Werte gibt, stellen die Ergebnisse des halb-
automatischen Linienschnittverfahrens nur Richtwerte dar, die unter Ber¤ucksichtigung der prinzipi-
ellen Fehler durch zu große Gitterabst¤ande nicht besser oder schlechter als andere Ergebnisse sein
m¤ussen. Alle ermittelten Werte korrespondieren gut mit Werten aus der Literatur. Es ist in Abbil-
dung 6.22 zu sehen, dass die beiden automatischen Verfahren tendenziell unter den Vergleichswerten
des halbautomatischen Linienschnittverfahrens mit Bearbeiterinteraktion liegen. Dies kann zumin-
dest bei der Methode nach Ham auf die geringere Gitterweite zur¤uckzuf¤uhren sein, und damit eine
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Verbesserung des ermittelten Wertes darstellen.
Ferner sind bei einem Vergleich der beiden automatischen Methoden die gemessenen Werte des
Linienschnittverfahrens gr¤oßer als bei dem Verfahren nach Bailey & Hirsch, obwohl beide zur Be-
rechnung das gleiche skelettierte Bild verwenden. Der Unterschied muss also verfahrensimmanent
sein und steht damit im Widerspruch zu Untersuchungen in [Moh98], wo durchweg h¤ohere Ver-
setzungsdichten bei Messungen mit dem Verfahren nach Bailey & Hirsch gegen¤uber dem Linien-
schnittverfahren nach Ham ermittelt worden sind.
6.6 Methode der Paarkorrelation
Eine M¤oglichkeit, um Ergebnisse der mikrostrukturellen Simulation quantitativ mit Experimenten
zu vergleichen, bietet die Paarkorrelationsmethode, welche Bilder von Versetzungsanordnungen mit
Hilfe einer mathematischen Abbildung in ein zweidimensionales Korrelationsbild ¤uberf¤uhrt. Die
daf¤ur verwendete Abbildungsfunktion heißt Paarkorrelationsfunktion g(~r) [Brt95] und lautet:
g(~r) = ∑
~r′
Θ(~r′)Θ(~r′+~r). (6.46)
g(~r) stellt dabei ein Maß f¤ur die H¤augkeit dar, dass sich von einer beliebigen Versetzung ausge-
hend, in der Raumrichtung~r eine andere Versetzung bendet. Das Summation erstreckt sich hierbei
auf das gesamte Simulationsgitter, d.h. jede Versetzung mit Ortsvektor ~r′ wird ber¤ucksichtigt. Die
Stufenfunktion Θ ist gleich 1, wenn der Gitterplatz mit einer Versetzung besetzt ist, andernfalls
nimmt sie den Wert 0 an. Dies veranschaulicht Abbildung 6.23. Die Versetzungen im linken Bildteil
Versetzungsanordnung Darstellung im Korrelationsraum
r
1
r
r1´
r 2´
r 3´
1
0
0
Abbildung 6.23: Funktionsprinzip der Paarkorrelationsmethode.
besitzen die Ortsvektoren ~r′i, wobei i die Werte 1, 2 oder 3 annimmt. Ausgehend von jedem der
Ortsvektoren, denn nur an diesen Stellen ist Θ(~r′i) von Null verschieden, werden alle denkbaren
Abstandsvektoren getestet. Wird hierbei eine andere Versetzung getroffen, so ist Θ(~r′+~r) ebenfalls
von Null verschieden, so dass dieser Abstandsvektor einmal ins Korrelationsbild ¤ubertragen werden
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kann. Wird keine andere Versetzung getroffen, so beh¤alt Θ(~r′+~r) den Wert 0 und der Abstandsvek-
tor wird diesmal nicht ins Korrelationsbild ¤uberf¤uhrt.
Jedem Abstandsvektor kann hierdurch eine H¤augkeit zugeordnet werden, die als Darstellung im
Korrelationsraum zur Strukturcharakterisierung genutzt wird. Abstandsvektoren, welche von ver-
schiedenen Versetzungen ausgehend auf andere Versetzungen treffen, tauchen entsprechend ihrer
H¤augkeit im Korrelationsbild auf. Dort ist das entsprechende H¤augkeitsmaß die Helligkeit. Helle
Bereiche weisen also eine hohe Korrelation auf, d.h. in diesen Raumrichtungen nden sich verst¤arkt
andere Versetzungen.
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In diesem Kapitel sollen die Ergebnisse der Simulationen mit dem in Abschnitt 5.4 beschriebenen
Ansatz vorgestellt werden. Es wird zwischen den verschiedenen Typen der Simulationen hinsicht-
lich Spannungs- oder Dehnungssteuerung unterschieden, zun¤achst werden jedoch Ergebnisse von
Simulationen ohne ¤außere Krafteinwirkung vorgestellt, bei denen Selbstordnungsmechanismen im
Vordergrund stehen.
7.1 Resultierende Kra¨fte
In diesem Abschnitt sollen die resultierenden Peach-Koehler-Kr¤afte, die auf die beteiligten Ver-
setzungen wirken, durch graphische Darstellung veranschaulicht werden. Hierzu wurden bei einer
Simulationsrechnung mit relativ einfachen Parametern die auf die beteiligten Versetzungen wir-
kenden Kr¤afte in vektorieller Form protokolliert. Wie bereits beschrieben, wird zun¤achst von einer
zuf¤alligen Anfangsverteilung ausgegangen. Die in Abbildung 7.1 gezeigte Simulation umfasst einen
Bereich von 1024× 1024 Zellen, was bei der simulierten AlMg5Mn-Legierung einem Gebiet von
2,96×2,96 µm entspricht. Die Ausgangsversetzungsdichte betr¤agt 5 ·1013 m−2, so dass sich ca. 400
Versetzungen im Simulationsgitter benden. In dieser Simulation ist nur ein Gleitsystem aktiv, so
dass die vorhandenen Versetzungen nur in x−Richtung gleiten k¤onnen. In Abbildung 7.1 (links) ist
die Anordnung der Versetzungen nach 500 Simulationsschritten gezeigt. Versetzungen werden wie-
derum durch ein

T-Symbol repr¤asentiert, wobei die Gr¤oße ein Maß f¤ur die L¤ange des zugeh¤origen
Burgersvektors ist. Diese hat sich vereinzelt mittels der beschriebenen Interaktionsmechanismen
ge¤andert. Ferner ist es aufgrund der die Versetzungen umgebenden Spannungsfelder zu einer Um-
ordnung aus der anf¤anglichen, einen erzwungenen Zustand darstellenden, Zufallsverteilung in f¤ur
die Modellversetzungen energetisch g¤unstigere Strukturen gekommen. Abbildung 7.1 (rechts) zeigt
qualitativ die an den Positionen der Versetzungen wirkenden Kraftvektoren. Diese resultieren aus
der ¤Uberlagerung der paarweise zwischen den Versetzungen wirkenden Peach-Koehler-Kr¤afte. In
Einzelf¤allen k¤onnen sich diese innerhalb der zugrunde liegenden Rechengenauigkeit gegenseitig
aufheben, so dass der auf diese Versetzung wirkende Kraftvektor der Nullvektor ist. Nullvektoren
sind der ¤Ubersichtlichkeit halber nicht im Diagramm dargestellt. Ersichtlich ist jedoch, dass keine
ausgezeichnete Richtung existiert, in der sich alle Kraftvektoren orientieren. Durch die inhomoge-
nen Spannungsfelder um Versetzungen und deren unregelm¤aßige Verteilung entstehen vielmehr nur
einzelne Subregionen, in denen bestimmte Richtungen vorherrschen. Weiterhin ersichtlich ist, dass
die Versetzungen noch keine abschließenden Gleichgwichtspositionen gefunden haben, welche sich
durch kleine Kraftvektoren auszeichnen.
7.2 Einfluss des Abschneideradius
Die Berechnung der langreichweitigen Peach-Koehler-Kr¤afte zwischen den einzelnen Versetzun-
gen, welche nur umgekehrt proportional zur Entfernung abfallen, erfordert einen Großteil der zur
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Abbildung 7.1: Versetzungsanordnung (links) und qualitative vektorielle Darstellung der resultie-
renden Kraftfelder (rechts).
Verf¤ugung stehenden Rechenleistung. Aus diesem Grund ist es w¤unschenswert, nur Versetzungen
in einer n¤aheren Umgebung ber¤ucksichtigen zu m¤ussen. KUBIN und CANOVA zeigten in [Kub89],
dass nur Versetzungen innerhalb einer von der Versetzungsdichte ρ abh¤angigen Entfernung r von
r ≤ 5√ρ
einen signikanten Beitrag zur resultierenden Peach-Koehler-Kraft leisten, wodurch die Verwen-
dung eines Abschneideradius (Cutoff-Radius) vorgeschlagen wird. Auf dabei entstehende Probleme
machten GULLUOGLU ET AL. in [Gul89] aufmerksam. Wird die Wechselwirkungsreichweite zu
klein gew¤ahlt, so f¤ordert dies die Entstehung k¤unstlicher Muster und unrealistischer Anordnungen,
sogenannten Artefakten, da sich Versetzungen bevorzugt in Entfernungen niederlassen, die dem Ab-
schneideradius entsprechen, da dort die resultierenden Kr¤afte schlagartig gleich Null sind. Untersu-
chungen zum Einuss der verwendeten Wechselwirkungsreichweite sind demzufolge im Rahmen
dieser Arbeit durchgef¤uhrt worden.
Zun¤achst wurden Simulationen mit drei unterschiedlichen Cutoff-Radien unter Verwendung eines
Simulationsgitters mit 2,96× 2,96µm Kantenl¤ange durchgef¤uhrt. Die Ausgangsversetzungsdichte
bei diesen Rechnungen betr¤agt 5 ·1014 m−2, was rund 4300 Versetzungen entspricht. Da das verwen-
dete Simulationsverfahren stabil ist, d.h. dass bei geringf¤ugig unterschiedlichen Anfangszust¤anden
prinzipiell der gleiche Endzustand entsteht, m¤ussen die zuf¤allig erzeugten Versetzungspositionen
zu Beginn der Simulationen nicht identisch sein, es reicht aus, dass sie mit identischen Parametern
generiert worden sind. Bei den durchgef¤uhrten Simulationen ist ein Gleitsystem aktiv, was einer
Gleitrichtung parallel zur x−Achse entspricht. Die Versetzungsanordnungen nach 1000 Schritten
sind in Abbildung 7.2 gezeigt. Unterschiede bei den drei Simulationen sind klar ersichtlich, obwohl
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Abbildung 7.2: Versetzungsanordnungen nach 1000 Simulationsschritten mit verschiedenen Ab-
schneideradien und einer Ausgangsversetzungsdichte von 5 ·1014 m−2.
prinzipiell die gleichen Selbstordnungsmechanismen durchlaufen worden sind. Aufgrund der inho-
mogenen Spannungsfelder bilden sich jeweils stabile Mauern in diagonaler Richtung heraus, die
aus einzelnen Versetzungsdipolen bestehen. Im Fall der kleinsten Wechselwirkungsreichweite, die
dem Vorschlag 5√ρ nach KUBIN und CANOVA entspricht, liegt eine deutliche Korrelation zwischen
Entfernung der Mauern und Abschneideradius vor. Die Unterschiede bei den beiden anderen Simu-
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lationen sind nicht ganz so deutlich, sondern scheinen in erster Linie durch den Zufallscharakter des
Simulationsverfahrens bedingt zu sein. Die Abst¤ande der Mauern in der Simulation mit gr¤oßtem
Abschneideradius sind keinesfalls dreimal so groß wie bei der Simulation mit mittlerer Reichweite,
obwohl die jeweiligen Cutoff-Radien dieses Verh¤altnis aufweisen. Dieser Versuch ist also ein erstes
Indiz f¤ur die Annahme, dass eine Wechselwirkungsreichweite von rund 1µm bei den gegebenen Si-
mulationsparametern ausreichend ist.
Um die Versetzungsstruktur beeinussende Effekte aufgrund von periodischen Randbedingungen
(PBC) auszuschließen, wurden weiterhin Simulationen mit einer gr¤oßeren Simulationszelle von
10,13µm Kantenl¤ange durchgef¤uhrt. Da eine Verdreifachung der Gitterl¤ange bei gleichbleibender
Versetzungsdichte einer Verneunfachung der Rechenzeiten entspricht, musste die Ausgangsdichte
auf 1 · 1013 m−2 verringert werden. Die offensichtlich zu geringe Wechselwirkungsreichweite von
0,26µm wurde bei diesen Rechnungen nicht weiter ber¤ucksichtigt. Dar¤uber hinaus wurde zur Ver-
ringerung der Artefakte von einem festen, f¤ur alle Versetzungen g¤ultigen, Abschneideradius Abstand
genommen. Statt dessen erfolgte die Berechnung von zuf¤alligen Cutoff-Radien f¤ur jede einzelne
Versetzung nach einem Verfahren, was von GOMEZ-GARCIA ET AL. in [Gom00] beschrieben wird.
Bei der Berechnung der Peach-Koehler-Kr¤afte wird f¤ur jede Versetzung innerhalb einer eigens f¤ur
sie zuf¤allig festgelegten Reichweite die resultierende Kraft ermittelt. Dabei bildet der ehemals als
einheitlicher Abschneideradius f¤ur alle Versetzungen angegebene Wert eine obere Grenze. Die un-
tere Grenze ist der nach [Kub89] vorgeschlagene Wert. Mit diesem Verfahren verbunden ist also
ein etwas verringerter Berechnungsaufwand gegen¤uber dem festen Cutoff-Wert, der sich aufgrund
des stochastischen Charakters zudem gut f¤ur die verwendete Simulationsmethode eignet und die
Bildung bestimmter bevorzugter Wellenl¤angen in den sich ausbildenden Versetzungsstrukturen ver-
hindert.
Abbildung 7.3 zeigt die Versetzungsanordnungen dreier durchgef¤uhrter Rechnungen mit minima-
len Wechselwirkungsreichweiten von 0,97 , 2,96 und 6,75µm. Gegen¤uber den kleineren Simulati-
onszellen aus Abbildung 7.2 haben sich bei diesen Simulationen keine parallelen Mauern in einer
einzelnen Diagonalenrichtung herausgebildet, sondern es sind labyrinthartige Strukturen entstan-
den, welche wiederum aus Mauersegmenten aufgebaut sind. Deren Orientierung ist diesmal jedoch
nicht mehr auf nur eine Diagonale beschr¤ankt. Die Mauern bestehen wie oben aus Versetzungs-
dipolen. Die beschriebenen ver¤anderten Anordnungen liegen in der vergr¤oßerten Simulationszelle
und der beschriebenen Modikation des Cutoff-Radius begr¤undet, welche zu einer Verringerung
der durch periodische Randbedingungen hervorgerufenen Effekte f¤uhrt. Alle eventuell vorhandenen
Unterschiede der Versetzungsanordnungen m¤ussen also durch die unterschiedlichen Obergrenzen
der Wechselwirkungsreichweiten hervorgerufen worden sein. Eine genaue Betrachtung von Abbil-
dung 7.3 zeigt jedoch keine Differenzen, die ¤uber das stochastisch beeinusste Maß der Simulati-
onsmethode hinausgehen. Es existieren nicht dieselben wiederkehrenden Abst¤ande von Mauerseg-
menten, die gleich dem verwendeten Cutoff-Radius sind. Die sichtbaren Entfernungen der Segmente
sind vielmehr bei allen drei Abschneideradien gleich, also systemimmanent, was weiterhin bedeu-
tet, dass s¤amtliche in diesen Simulationen verwendeten maximalen Cutoff-Radien groß genug sind.
Diese qualitative Betrachtungsweise rechtfertigt also die Verwendung einer Wechselwirkungsreich-
weite von rund 1µm bei dem simulierten Werkstoff AlMg5Mn zur Verringerung der Rechenzeiten,
ohne die sich ausbildenden Versetzungsstrukturen zu verf¤alschen.
Untermauert wird diese These durch die Betrachtung der relativen Versetzungsbewegungen bei den
jeweiligen Simulationen. Ein direkter Vergleich der absoluten Werte f¤ur Versetzungsbewegungen
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Abbildung 7.3: Versetzungsanordnungen nach 1000 Simulationsschritten mit verschiedenen Ab-
schneideradien und einer Ausgangsversetzungsdichte von 1 ·1013 m−2.
ist aufgrund der auf zuf¤alligen Zahlen basierenden Entscheidung f¤ur oder gegen eine Bewegung
und dar¤uber hinaus aufgrund der unterschiedlichen Versetzungsdichten bei den beiden verschieden
großen Simulationsgittern nicht m¤oglich. Die Berechnung des Verh¤altnisses von Bewegungen und
Gesamtzahl von mobilen Versetzungen erm¤oglicht jedoch einen quantitativen Vergleich der Ergeb-
nisse. Abbildung 7.4 zeigt die relative Anzahl von Versetzungen, die sich pro Schritt bewegt haben,
von den drei Rechnungen mit großem Gitter und gr¤oßeren Abschneideradien im Vergleich zu den
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Abbildung 7.4: Relative Anzahl von Versetzungsbewegungen im Verlauf von Simulationen mit ver-
schiedenen Abschneideradien.
entsprechenden Werten der Simulation mit zu kleinem Cutoff-Radius von 0,26µm.
Ersichtlich ist, dass eine kleine Wechselwirkungsreichweite zu einem System f¤uhrt, welches schnell
einen stabilen Endzustand einnimmt. Die relative Anzahl von Versetzungsbewegungen nimmt ver-
gleichsweise schnell ab, es erfolgen also kaum noch Ver¤anderungen der vorliegenden Versetzungs-
struktur. Bei den gr¤oßeren Cutoff-Radien hingegen ist dieser Vorgang in die L¤ange gezogen, die
Endzust¤ande werden erst sp¤ater erreicht. Je gr¤oßer der Radius, desto aktiver bleibt das System.
Da die drei Kurven des großen Simulationsgitters relativ dicht beeinander in einem Bereich liegen,
der weit ¤uber dem Wert der Kurve mit zu geringem Cutoff-Radius angesiedelt ist, wird die Verwen-
dung einer Wechselwirkungsreichweite von rund 1µm weiter gest¤utzt.
7.3 Korrelationsuntersuchungen
Die Labyrinthstruktur der Versetzungsanordnungen der Simulationen aus Abbildung 7.3 weist ein
qualitativ hohes Maß an ¤Ubereinstimmung mit realen Versetzungsanordnungen von AlMg5Mn auf.
Es ist bekannt, dass Metalle mit hoher Stapelfehlerenergie wie z.B. Aluminium zur Bildung derar-
tiger Strukturen neigen. Ergebnisse in [Kes00] haben dies best¤atigt, wie die TEM-Aufnahmen aus
Abbildungen 7.5 und 7.6 zeigen.
W¤ahrend einer W¤armebehandlung ¤uber 80 Sekunden mit Temperaturen von bis zu 400◦ sind re-
gelm¤aßige Strukturen entstanden, welche qualitativ die gleichen rechtwinkligen Muster wie in den
Simulationen zeigen.
F¤ur einen quantitativen Vergleich wird die in Kapitel 6.6 vorgestellte Methode der Paarkorrelation
verwendet. Deren Einsatz an TEM-Aufnahmen erfordert ein hohes Maß an Benutzerinteraktion, da
jeweils die Mittelpunkte aller sichtbaren Versetzungen per Maus markiert werden m¤ussen. Bei den
Simulationsergebnissen erfolgt die Bestimmung der Paarkorrelationsbilder dagegen automatisch.
Bei allen Bildern zeigen blaue oder gr¤une Bereiche, dass keine oder nur geringe Korrelation vor-
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Abbildung 7.5: Versetzungsstruktur (links) und zugeh¤origes Korrelationsbild (rechts) von
AlMg5Mn.
Abbildung 7.6: Versetzungsstruktur (links) und zugeh¤origes Korrelationsbild (rechts) von
AlMg5Mn.
liegt, gelbe, bzw. rote Regionen markieren Zonen mittlerer, bzw. starker Korrelation.
Die Korrelationsbilder der TEM-Aufnahmen realer Versetzungsstrukturen aus Abbildungen 7.5 und
7.6 zeigen, dass eine Zone hoher Korrelation in den 45◦-Richtungen vorliegt, welche eine L¤ange von
etwa 90nm und eine Breite von etwa 45nm aufweist. Jedoch wird in den Bildern jeweils nur eine
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der 45◦-Richtungen bevorzugt. Zudem verschwindet jede Korrelation bei sehr kleinen Abst¤anden
von ungef¤ahr 5nm, was durch die blauen, bzw. gr¤unen Zonen um den Ursprung in der Bildmitte be-
legt wird. Weiterhin existiert eine Substruktur in Form paralleler Streifen im Korrelationsbild. Diese
stehen senkrecht zur Vorzugsrichtung und haben einen Abstand von ebenfalls etwa 5nm. Die Korre-
lationsbilder geben die vorherrschenden Strukturen von Versetzungen in den TEM-Aufnahmen sehr
gut wieder.
Abbildung 7.7: Korrelationsbild (links) der Simulation mit Cutoff-Radius 0,97µm aus Abbil-
dung 7.3 mit Ausschnittsvergr¤oßerung (rechts).
Abbildung 7.8: Korrelationsbild (links) der Simulation mit Cutoff-Radius 2,96µm aus Abbil-
dung 7.3 mit Ausschnittsvergr¤oßerung (rechts).
Aus den Korrelationsbildern der Simulationen aus Abbildungen 7.7 bis 7.9 k¤onnen vergleichbare
Schl¤usse gezogen werden. Die drei Bilder weisen, wie auch die Versetzungsanordnungen, ein hohes
Maß an ¤Ahnlichkeit untereinander auf. Aufgrund der Labyrinthstrukturen in den Simulationsergeb-
nissen sind beide 45◦-Richtungen gleich stark vertreten. In den ¤Ubersichtsbildern zur Korrelation,
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Abbildung 7.9: Korrelationsbild (links) der Simulation mit Cutoff-Radius 6,75µm aus Abbil-
dung 7.3 mit Ausschnittsvergr¤oßerung (rechts).
die jeweils links zu sehen sind, ist eine regelm¤aßige Zellstruktur sichtbar, die eine Kantenl¤ange
von etwa 1µm aufweist. Dieser Effekt tritt besonders in Abbildung 7.8 auf. Aus den Ausschnitts-
vergr¤oßerungen wird ersichtlich, dass das Gebiet h¤ochster Korrelation eine L¤ange von rund 200nm
besitzt. Die Ausdehnung ist also etwas gr¤oßer als bei den TEM-Aufnahmen, die Werte bewegen sich
jedoch in derselben Gr¤oßenordnung. Die Abmessungen der gr¤unen Zonen mit nur mittlerer Korre-
lation sind bei den drei Simulationen unterschiedlich, wobei dieser Effekt vermutlich eher auf die
stochastische Simulationsmethode zur¤uckzuf¤uhren ist, als auf den Abschneideradius. Bei Vergr¤oße-
rung der Cutoff-L¤ange ist kein monotoner Trend, d.h. kein durchgehendes Ansteigen oder Abfallen
der Korrelationsl¤ange, zu verzeichnen.
Ein Verschwinden der Korrelation bei kleinen Entfernungen wie bei den TEM-Aufnahmen ist bei
den Korrelationsbildern der Simulationen nicht sichtbar. Dies ist dadurch begr¤undet, dass die Gr¤oße
jeder einzelnen Zelle in der Simulation rund 3nm betr¤agt. Diese L¤ange entspricht dem Annihilati-
onsabstand bei AlMg5Mn. Zudem besitzen auch die Korrelationsbilder nur eine begrenzte Anzahl
von 400×400 Pixeln, womit die Au¤osung umgekehrt proportional zur Kantenl¤ange des Simulati-
onsgitters ist.
Insgesamt l¤aßt sich also sagen, dass die Versetzungsstrukturen von Simulation und TEM-Aufnahmen
nicht nur optisch in ihrer Regelm¤aßig- und Rechtwinkligkeit ¤ubereinstimmen, sondern dass dies
auch durch Korrelationsuntersuchungen belegt werden kann, wobei kleine Unterschiede bei den
tats¤achlichen L¤angen existieren.
7.4 Dehnungsgesteuerte Simulationen
Unter Verwendung der in Kapitel 5.4.1 beschriebenen dehnungsgesteuerten Simulationsmethode
wurde ein Zugversuch zur Bestimmung einer Spannungs-Dehnungs-Kurve nachgebildet. Zur Auf-
rechterhaltung einer konstanten Dehnrate ist jeder Simulationsschritt so oft wiederholt worden, bis
sich 20% der mobilen Versetzungen in x−Richtung bewegt haben. Die dazu n¤otige externe Span-
nung wurde protokolliert. Die Simulationsrechnungen wurden in einer 2,96×2,96µm großen Simu-
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lationszelle mit einer Ausgangsversetzungsdichte von 4 ·1014 m−2 und drei aktiven Gleitrichtungen
durchgef¤uhrt.
Abbildung 7.10: Externe Spannung der dehnungsgesteuerten Simulation.
Die resultierende Spannungs-Dehnungs-Kurve ist in Abbildung 7.10 dargestellt. Sie ist gekenn-
zeichnet durch einen ersten Bereich, in dem es keiner externen Spannung bedarf, um die Versetzun-
gen abgleiten zu lassen. Dies liegt in der anf¤anglichen Zufallsverteilung der Versetzungen begr¤undet,
wodurch in den ersten ca. 400 Schritten einer Simulation zun¤achst Selbstordnungsmechanismen in
Erscheinung treten. Sobald diese Prozesse abgeschlossen sind, hat sich ein lokaler Gleichgewichts-
zustand der Versetzungsstrukturen eingestellt. Es kommt nun zu einem Anstieg der ben¤otigten exter-
nen Spannung, um die Versetzungsbewegungen aufrecht zu halten, da die Versetzungen von außen
zugef¤uhrte Energie ben¤otigen, um ihre Gleichgewichtspositionen verlassen zu k¤onnen. Im weite-
ren Verlauf der Simulation entstehen zum Teil weniger stabile Versetzungsanordnungen, bei denen
es einer geringeren externen Spannung bedarf, um Versetzungen aus dieser Konguration zu l¤osen
und die konstante Abgleitrate aufrecht zu erhalten. Zudem kommt es zum Teil zum kollektiven
Abgleiten ganzer Bereiche, da Versetzungen durch anziehende Kraftfelder sich bereits bewegender
Versetzungen mitgerissen werden k¤onnen. Diese Effekte k¤onnen in unterschiedlichem Maße auf-
treten, so dass es einerseits zu kleinen, auf wenige Simulationsschritte begrenzten Schwankungen,
andererseits zu l¤angeren Phasen mit geringer relativer Spannung kommt, die sich ¤uber 50 Schritte
erstrecken. Diese sich wiederholenden Effekte sind mit dem verwendeten Modell eines simulierten
Einkristalls zu erkl¤aren, in dem Prozesse wie z.B. Korngrenzengleiten nicht ber¤ucksichtigt worden
sind. Aus demselben Grund liegen auch die Werte der externen Spannungen ¤uber den Vergleichs-
werten von realen Zugversuchen an AlMg5Mn. Ein genereller Anstieg der externen Spannung im
Verlauf der Simulation, der einer Verfestigung des Werkstoffs entspricht, ist trotz Schwankungen
klar erkennbar.
Die beschriebene Simulationsrechnung kann aufgrund ihrer Randbedingungen nur einen gewissen
Teil einer realen Spannungs-Dehnungs-Kurve abdecken, welcher in Abbildung 7.11 rot markiert ist.
Durch die Unver¤anderlichkeit des Simulationsgitters k¤onnen beispielsweise keine Einschn¤ureffekte
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Abbildung 7.11: Spannungs-Dehnungs-Diagramm von Aluminiumlegierungen. Der in diesem Ka-
pitel simulierte Bereich ist rot markiert.
gegen Ende eines Zugversuchs ber¤ucksichtigt werden. Die Unterschiede zu einen realen Spannungs-
Dehnungs-Diagramm sind weiterhin im Maßstab der Simulation begr¤undet. Reale Zugversuche stel-
len makroskopische Mittelwerte ber einem polykristallinen Gef¤uge dar, bei der Versetzungsanord-
nungen in den einzelnen K¤ornern keine signikanten Auswirkungen auf den Spannungsverlauf im
Gesamtkristall haben. Bei einem simulierten Einkristall ohne weitere Kristallgitterdefekte außer
Versetzungen ist dies jedoch der entscheidende Faktor. Da das vorgestellte Simulationsverfahren
auf Versetzungsbewegungen, also plastischen Verformungen basiert, k¤onnen außerdem keine elasti-
schen Effekte ber¤ucksichtigt werden, so dass der Bereich der Hookeschen Gerade im Spannungs-
Dehnungs-Diagramm nicht nachgebildet werden kann. Der sich hieraus ergebende Offset f¤ur die
externe Spannung aus Abbildung 7.10 wird im Rahmen dieser Arbeit nicht weiter untersucht.
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Die Materialeigenschaften eines Werkstoffs k¤onnen experimentell auf unterschiedliche Arten be-
stimmt werden. Neben Zugversuchen zur Bestimmung der Spannungs-Dehnungs-Kurve sind in der
Werkstoffpr¤ufung auch Eindruckversuche, engl.

indentation tests, zur H¤artemessung weit verbrei-
tet. Hierbei wird mit einem denierten Pr¤ufk¤orper ein Eindruck in der Ober¤ache des Materials
erzeugt.
8.1 Grundlagen
Die hier beschriebenen Verfahren z¤ahlen zu den statischen Pr¤ufverfahren, da die Pr¤ufkraft stoßfrei
aufgebracht wird und w¤ahrend einer vorbestimmten Zeit ruhend auf die Probe einwirkt. Nach dem
Entlasten wird der bleibende Eindruck vermessen. Die Verfahren werden unterschieden nach zwei
Meßprinzipien:
Messung der Eindruckfla¨che: Verfahren nach Brinell, Vickers,
Messung der Eindringtiefe: Verfahren nach Rockwell.
Bei Eindruckversuchen nach dem Verfahren von Brinell [EN6506] wird ein kugelf¤ormiger Ein-
druckk¤orper mittels einer Pr¤ufeinrichtung mit denierter Pr¤ufkraft Fp senkrecht in die ebene Pro-
benober¤ache hineingedr¤uckt [Cha99]. Der Eindringk¤orper ist hierbei eine Hartmetallkugel mit
Durchmesser D, und der Eindruckdurchmesser a, der nach Wegnahme der Pr¤ufkraft auf der Pr¤uf¤ache
entsteht, wird anschließend gemessen. Die Brinellh¤arte berechnet sich nach
HBW = 0,102 · 2Fp
piD(D−√D2−a2) .
Es muss eine Vorbehandlung der Probe stattgefunden haben, so dass sie frei von Zunder, Fremdk¤orpern
und Schmierstoffen ist. Ihre Dicke muss mindestens das Achtfache der Eindrucktiefe h i betragen.
Beim Verfahren nach Vickers [EN6507] wird ein Diamant-Eindruckk¤orper in Form einer geraden
Pyramide mit einem festgelegten Winkel von 136◦ zwischen gegen¤uber liegenden Fl¤achen in die
Probenober¤ache eingedr¤uckt, und die beiden Diagonalen a1 und a2 des Eindrucks, der nach R¤uck-
nahme der Pr¤ufkraft auf der Pr¤uf¤ache entsteht, werden gemessen. Die Vickersh¤arte berechnet sich
nach
HV = 0,102 · 2Fp sin
136◦
2
a2
.
a bezeichnet den arithmetischen Mittelwert der beiden Diagonalenl¤angen a1 und a2. Es gelten die
gleichen Anforderungen an die Probenvorbehandlung wie beim Verfahren nach Brinell, die Proben-
oder Schichtdicke muss mindestens das 1,5-fache der mittleren Diagonalenl¤ange des Eindrucks be-
tragen.
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Das Verfahren nach Rockwell [EN6508] unterscheidet sich von den beiden vorigen Verfahren da-
durch, dass der Eindruckk¤orper in zwei Stufen unter vorgegebenen Bedingungen in die Probe einge-
dr¤uckt wird. In der ersten Stufe erfolgt ein Eindringen aufgrund eine Pr¤ufvorkraft, in einer zweiten
Stufe kommt die Pr¤ufkraft hinzu. Nach Entlastung wird bei diesem Verfahren die Eindringtiefe ge-
messen. Beim Rockwell-Verfahren k¤onnen zwei verschiedene Eindruckk¤orper verwendet werden.
Dies ist einerseits ein abgerundeter Diamantkegel mit 120◦ Kegelwinkel, wobei sich diese Vari-
ante nur f¤ur harte Werkstoffe eignet, andererseits kommt bei Werkstoffen mit mittlerer H¤arte eine
Hartmetallkugel von 1,59 mm Durchmesser zum Einsatz. Die Probendicke muss mindestens das
10-fache der bleibenden Eindringtiefe betragen.
Je nach Gr¤oße der Pr¤ufkr¤afte werden die Verfahren in Makro-, Mikro- und Ultramikroh¤artemessun-
gen unterschieden. Speziell f¤ur H¤artemessungen d¤unner Schichten, ohne st¤orenden Einuss des un-
terliegenden Tr¤agermaterials, dient die Bestimmung der Nanoh¤arte, die mit den geringsten Kr¤aften
arbeitet.
Mit Hilfe der Finite-Elemente-Methode wurde auf makroskopischer Ebene das Materialverhalten
w¤ahrend der Indentation eines kugelf¤ormigen K¤orpers untersucht [Fol84], [Sin85]. Die Bestimmung
der H¤arte und der ¤Ubergang vom elastischen zum plastischen Verhalten standen hierbei im Vorder-
grund. Ein Modell zur Beschreibung der Deformation der Materialober¤ache um kugelf¤ormige und
pyramidale Eindr¤ucke wurde in [Alc00] aufgestellt. Das Aufstauen oder Einsinken des Werkstoffs
um den Indenter ver¤andert den gemessenen H¤artewert, da sich die Kontakt¤ache erh¤oht, bzw. ver-
ringert.
Aus der elastischen Theorie nach HERTZ [Her1881] folgt f¤ur die wahre Eindringtiefe h i eines In-
denters in eine ebene Ober¤ache
hi = hsc2 =
a2
D
.
Ein Maß f¤ur das Aufstauen oder Einsinken ist der Parameter c, wobei nach der Elastizit¤atstheorie
c2 = 0,5 gilt. hs ist die maximale Eindringtiefe, a der Eindruckdurchmesser und D der Durchmesser
des Indenters. Voraussetzung ist, dass a D.
Gem¤aß dem plastischen Modell nach MEYER [Gra98] gilt der grundlegende Zusammenhang zwi-
schen a, D und der aufgebrachten Last P
P = K
an+2
Dn
,
wobei n und K materialspezische Konstanten sind. Hieraus ergibt sich mit κ = K/pi die Brinellh¤arte
H zu
H =
P
pia2
= κ(a/D)n.
Auch bei diesen makrosopischen Modellen werden empirisch ermittelte Materialeigenschaften zur
Berechnung verwendet. Mit Hilfe des vorgestellten zweidimensionalen Versetzungssimulationsmo-
dells soll nun die Entwicklung der Mikrostruktur in der Materialprobe unter dem Eindruckk¤orper
w¤ahrend eines solchen Tests untersucht werden, so dass R¤uckschl¤usse auf die Materialeigenschaften
gezogen werden k¤onnen.
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8.2 Modellbildung
Um einen Eindruckversuch mit Hilfe der Versetzungssimulation nachzubilden, ist die Gr¤oße des
Eindruckk¤orpers von entscheidender Bedeutung. Da sich Mikroeindruckk¤orper im Gr¤oßenbereich
von ∼ 50−200µm bewegen [Alc98], die Simulationszellen des Versetzungssimulationsmodells je-
doch nur Kantenl¤angen von einigen µm aufweisen, ist die Nachbildung eines Versuchs mit dem
Modell nicht m¤oglich. Eindruckk¤orper bei Nanoh¤artemessungen besitzen eine Gr¤oße von ∼ 500nm,
so dass sich diese Arbeit auf die Untersuchung der Mikrostruktur solcher Versuche beschr¤ankt.
Aufgrund der Unver¤anderlichkeit der Simulationszelle kann kein tats¤achliches Eindringen eines
K¤orpers in das Gitter nachgebildet werden. Da der gr¤oßte Teil der mikrostrukturellen Ver¤ande-
rungen jedoch durch das vom Eindruckk¤orper hervorgerufene Spannungsfeld verursacht wird, darf
eine solche Vereinfachung in diesem Stadium erfolgen. Zur Simulation wird der in Kapitel 5.4.1
vorgestellte Typ der Spannungssteuerung verwendet. Auf die durch Versetzungen hervorgerufenen
internen Spannungsfelder wird ein vom Indenter verursachter Spannungsanteil hinzuaddiert. Dieses
Spannungsfeld ist inhomogen im Bereich des Simulationsgitters und damit ist der zur Spannung
jeder Versetzung addierte Teil abh¤angig von ihrer Position.
Aufgrund der Singularit¤at des Spannungsfelds von pyramidalen Eindruckk¤orpern wird im Rahmen
dieses Versuchs angenommen, dass die Spitze der Pyramide hinreichend rund sei. Diese Annahme
ist bei nicht-kugelf¤ormigen Eindruckk¤orpern aus fertigungstechnischen Gr¤unden gerechtfertigt. Es
kann also das Modell einer ausreichend kleinen Kugel als Indenterspitze verwendet werden. Analog
zur Denition des zweidimensionalen Versetzungssimulationsmodells muss auch das Spannungs-
feld des Eindruckk¤orpers in x- und y-Richtung berechnet werden. Da das Modell auf in z-Richtung
unendlich langen Versetzungssegmenten basiert, muss das Spannungsfeld der kugelf¤ormigen Inden-
terspitze also dem eines unendlich langen Zylinders in z-Richtung entsprechen.
Ein derartiges Spannungsfeld kann folgendermaßen dargstellt werden [Alc01]: Ein unendlich langer
Zylinder, dessen Achse in z-Richtung verl¤auft, wird mit dem Simulationsgitter in Kontakt gebracht.
W¤ahrend des Eindringens des Zylinders in das Simulationsgebiet erh¤alt man also einen unendlich
langen Streifen der Breite a. Der Punkt des ersten Kontakts von Zylinder mit dem Simulationsgit-
ter deniert den Ursprung eines Koordinatensystems, in dem die durch den Zylinder aufgebrachte
Linienlast P in y-Richtung wirkt. Dieser Ursprung sitzt mittig auf dem oberen Rand der Simulati-
onszelle. Der zylindrische Indenter mit Radius R wird analog zur diamantenen Beschaffenheit von
Vickers-Indentern als starr und unnachgiebig aufgefasst, so dass f¤ur seinen Elastizit¤atsmodul gilt:
Eind →∞. Das simulierte Material besitzt den E-Modul E und die Poissonzahl ν. Mit den Variablen
m2 =
1
2
[{(a2− x2 + y2)2 + 4x2y2}1/2 + (a2− x2 + y2)]
und n2 = 1
2
[{(a2− x2 + y2)2 + 4x2y2}1/2− (a2− x2 + y2)]
l¤asst sich das Spannungsfeld wie folgt darstellen:
σx =− p◦
a
[
m
(
1 + y
2 + n2
m2 + n2
)
−2y
]
,
σy =− p◦
a
m
(
1− y
2 + n2
m2 + n2
)
,
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σxy =− p◦
a
n
(
m2− y2
m2 + n2
)
.
Hierbei ist die maximale Kontaktspannung p◦ gegeben durch
p◦ =
2P
pia
=
4
pi
pm =
(
PE?
piR
)1/2
mit
E? =
E
1−ν2 .
Die durchschnittliche Kontaktspannung pm wird gew¤ohnlich als H¤arte bezeichnet.
Da in der Realit¤at der Indenter auf eine frei Ober¤ache des Materials dr¤uckt, wird im Gegensatz
zu den vorangegangenen Simulationsrechnungen, bei denen das Simulationsgitter aufgrund der pe-
riodischen Randbedingungen als ein Torus aufgefasst wird, in diesem Versuch das Verlassen von
Versetzungen an horizontalen R¤andern des Simulationsgitters verhindert, um so die Wanderung von
Versetzungen aus der Simulationszelle hinaus und aufgrund periodischer Randbedingungen an der
freien Ober¤ache wieder in das Gitter hinein zu unterbinden. Das Gitter kann also als eine Zylinde-
rober¤ache interpretiert werden. Versetzungen k¤onnen nur noch an vertikalen R¤andern des Simula-
tionsgitters aufgrund periodischer Randbedingungen herauslaufen und an gegen¤uber liegender Seite
neu eingesetzt werden. Wie bereits erw¤ahnt, erfolgt die Lasteinleitung aufgrund der verwendeten
Koordinatensysteme von unten in der Mitte des Simulationsgitters. Die maximale Eindringtiefe des
2,
96
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2,96µm
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Abbildung 8.1: Schematischer Aufbau des verwendeten Zylindermodells einer Indenter-Simulation.
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Indenters wird auf 1/10 des Radius begrenzt. Der Eindringvorgang wird gleichm¤aßig auf die ge-
samte Simulationszeit aufgeteilt. Das verwendete Simulationsgitter besteht weiterhin nur aus einem
einzelnen Korn, es weist damit keine zus¤atzlich vorgegebene Mikrostruktur bestehend aus Korn-
grenzen auf. Nach [Swy02] werden die beobachteten Versetzungen f¤ur gr¤oßere Eindringtiefen von
der umgebenden Korngrenzenstruktur aufgenommen, so dass sich die plastische Deformation aus-
schließlich auf das Korn direkt unter dem Indenter beschr¤ankt, die vorgenommene Einschr¤ankung
also gerechtfertigt ist.
Aufgrund der Diskretisierung des Gitters werden die durch den Indenter aufgebrachten Kr¤afte in
den Mittelpunkten der entsprechenden Zellen berechnet. Ferner sind in den Simulationen alle Glei-
trichtungen aktiviert.
8.3 Simulationsrechnungen
In einer Simulationsrechnung bei Raumtemperatur unter Verwendung eines Indenters mit Radius
500nm und einer durch diesen aufgebrachten Linienlast von 500N/m bildete sich nach 1000 Schrit-
ten keine signikante Mikrostruktur heraus. Unter Ber¤ucksichtigung der in Kapitel 7.4 ermittelten
Spannungswerte scheint die gew¤ahlte Linienlast zu gering zu sein. Bei einer Erh¤ohung um den
Faktor 1000 bildet sich schon nach einem Drittel der durchlaufenden Simulationsschritte eine cha-
rakteristische Mikrostruktur heraus, die nach 1000 Schritten die in Abbildung 8.2 (links) gezeigte
Anordnung annimmt. Unter Einuss des vom Eindruckk¤orper hervorgerufenen Spannungsfelds ent-
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Abbildung 8.2: Versetzungsanordnung und qualitative vektorielle Darstellung der resultierenden
Kraftfelder am Ende einer Indenter-Simulation.
steht eine charakteristische V-f¤ormige Versetzungsanordnung, zentriert um den Ort des ersten Kon-
taktes von Indenter und Simulationsgitter. In der unteren H¤alfte des Simulationsgitters mit 2,96µm
Kantenl¤ange sind keine außergew¤ohnlichen Effekte feststellbar, da der Indentereinuss in diesem
Bereich nicht ausreichend ist, um signikante Versetzungsbewegungen hervorzurufen. An der un-
teren Kante des Gitters ist ein Aufstauen von Versetzungen zu verzeichnen. Dies wird durch die
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eingeschr¤ankten periodischen Randbedingungen an den horizontalen Begrenzungen hervorgerufen,
die ein Einsetzen von Versetzungen an der gedachten freien Ober¤ache unterbinden sollen. Dieser
enge Bereich stellt somit keine realistische Versetzungsanordnung im realen Kristall dar, er wird
keiner weiteren Interpretation unterzogen.
Abbildung 8.3: Anzahl von Versetzungen im Verlauf einer Indenter-Simulation.
Abbildung 8.4: Anzahl von Versetzungsbewegungen im Verlauf einer Indenter-Simulation.
Abbildung 8.2 (rechts) zeigt wiederum qualitativ die herausgebildeten Kraftvektoren an den Positio-
nen der Versetzungen. In einem sehr großen Bereich des Simulationsgitters haben die Versetzungen
Gleichgewichtspositionen eingenommen, so dass keine Kr¤afte mehr zwischen ihnen wirken. Am
oberen Rand des Gitters, im V-f¤ormigen Versetzungsprol direkt unter dem Indenter, sind noch
ausgepr¤agte Kraftvektoren sichtbar. Aufgrund des immer noch wirkenden externen Spannungsfelds
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des Indenters ist diese Region noch in Bewegung. Die hohe Versetzungsdichte, aus der hohe loka-
le Spannungen resultieren k¤onnen, sorgt zusammen mit der Indenterspannung f¤ur die Aktivierung
von Lomer-Cotrell-Versetzungen als Frank-Read-Quellen f¤ur neue Versetzungen, was zu weiteren
Verspannungen im Nahbereich f¤uhren kann. Die Kr¤afte am unteren Bildrand werden durch interne
Spannungen zwischen den Versetzungen hervorgerufen, die sich am unteren Rand aufgestaut haben.
Diese Kr¤afte sind jedoch nicht groß genug, um das restliche Gitter zu beeinussen oder die Positio-
nen anderer Versetzungen signikant zu verf¤alschen.
Abbildung 8.5: Relative Anzahl von Versetzungsbewegungen im Verlauf einer Indenter-Simulation.
Abbildung 8.3 zeigt die Anzahl der Versetzungen ¤uber den Verlauf der Simulation. Die zuf¤allige An-
fangsverteilung f¤uhrt zu einer hohen Annihilation von Versetzungen in den ersten 200 Schritten, bis
gen¤ugend Frank-Read Quellen aufgrund der steigenden Indenterspannung aktiviert werden, welche
die Versetzungsdichte bis weit ¤uber den Ausgangswert erh¤ohen. W¤ahrend das Minimum der Verset-
zungsanzahl bei rund 220 Simulationsschritten erreicht wird, ist dies bei den Versetzungsbewegun-
gen erst sp¤ater der Fall, wie in Abbildung 8.4 zu sehen ist. Die Anzahl der Versetzungsbewegungen
sinkt rund 440 Schritte lang, bevor die Zunahme der Versetzungsdichte auch zu einem Zuwachs an
Versetzungsbewegungen f¤uhrt. Es kommt trotz der Erh¤ohung jedoch nicht zu einem Anstieg ¤uber
den Anfangswert. Dies ist mit der verst¤arkten Bildung von Lomer-Cotrell-Versetzungen in Umge-
bung der Frank-Read-Quellen zu erkl¤aren, die dazu f¤uhrt, dass die neu gebildeten Versetzungen nur
kurze freie Wege zur¤ucklegen k¤onnen, bevor sie mit anderen Versetzungen reagieren.
Die Kombination aus Abbildung 8.3 und 8.4 ist Abbildung 8.5, in der die relative Anzahl der Verset-
zungen, die sich pro Schritt bewegen, aufgetragen ist. Die Stabilisierung der Versetzungsanordnung
wird generell durch das Absinken der Kurve verdeutlicht. Es kommt zu einem nahezu linearen Ab-
fall w¤ahrend der ersten rund 220 Schritte, bis sich die Steigung der Kurve etwas verringert und sie
wiederum linear acher weiter verl¤auft. Ein weiterer Knick ist bei rund 440 Schritten zu verzeich-
nen. Beide ¤Anderungen der Steigung stimmen sehr gut mit den Minima aus Abbildungen 8.3 und
8.4 ¤uberein.
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Simulationsmethoden nehmen in den Werkstoffwissenschaften einen immer h¤oheren Stellenwert
ein. Im Zuge der stetigen Weiterentwicklung von Mikroprozessoren ist es m¤oglich geworden, immer
komplexere Probleme zu simulieren. So k¤onnen makromechanische Modelle auf Basis der Methode
der Finiten Elemente beispielsweise das Umformverhalten von Feinblechen beim Tiefziehen unter
Ber¤ucksichtigung der R¤uckfederung nachbilden oder das Crashverhalten komplexer Bauteile richtig
wiedergeben. Voraussetzung f¤ur derartige Simulationen sind korrekte Eingabedaten f¤ur die model-
lierten Werkstoffe, welche bislang durch empirische Methoden, beispielsweise durch Zugversuche,
bestimmt werden.
Zur Verringerung dieser Empirik sollten Materialdaten durch Simulationen bestimmt werden, wel-
che auf grundlegenden kristallphysikalischen Eigenschaften des modellierten Werkstoffs basieren.
Hierzu k¤onnen mikrostrukturelle Simulationsmethoden einen entscheidenden Beitrag liefern, in-
dem sie das Zusammenspiel von Versetzungen und anderen Kristallgitterdefekten abbilden. Ziel der
in dieser Arbeit beschriebenen und weiterentwickelten Simulationsmethode, welche Elemente von
Zellularautomaten und Monte-Carlo-Methode verbindet, ist die Berechnung temperaturabh¤angiger
Fließkurven und das Erlangen tiefgehender werkstoffphysikalischer Erkenntnisse durch Simulati-
on der mikrostrukturellen Gef¤ugever¤anderungen. Der Schwerpunkt des verwendeten Modells liegt
in der Untersuchung mechanischer Ein¤usse in Abh¤angigkeit des verwendeten Umformverfahrens
auf die Mikrostruktur des verwendeten Werkstoffs. Da sich grundlegende Simulationsparameter mit
der abzubildenden Elementarzelle des Werkstoffs ¤andern, wurde die Untersuchung auf kubisch-
¤achenzentrierte Materialien beschr¤ankt, aus Gr¤unden der Probenpr¤aparation wurde exemplarisch
eine Aluminium-Magnesiumlegierung (AlMg5Mn) gew¤ahlt.
Das vergestellte Simulationsverfahren wurde erfolgreich eingesetzt, um die Wechselwirkungsreich-
weite von Peach-Koehler-Kr¤aften in der modellierten Aluminium-Magnesiumlegierung zu bestim-
men. Es wurde gezeigt, dass der h¤aug in der Literatur zitierte Wert von 5/√ρ zu klein ist und damit
zur Entstehung von Artefakten und k¤unstlichen Versetzungsanordnungen f¤uhrt.
Mittels einer dehnungsgesteuerten Simulation, bei der zur Nachbildung von Zugversuchen eine kon-
stante Dehnrate in einer Richtung eingehalten werden kann, wurde eine Fließkurve berechnet, wel-
che die ablaufende Kaltverfestigung im Material durch einen Anstieg der erforderlichen externen
Spannung dokumentiert, jedoch sind die ermittelten Zahlenwerte noch zu hoch. Hier besteht weite-
rer Forschungsbedarf.
Die bei den Simulationen entstehenden Strukturen weisen große ¤Ahnlichkeit mit realen Versetzungs-
anordnungen auf. Kubisch-¤achenzentrierte Werkstoffe neigen zur Bildung regelm¤aßiger Zell- und
Labyrinthstrukturen, und derartige Strukturen ergaben sich auch in den Simulationen. Neben di-
rekten visuellen Vergleichen von Simulationsergebnissen mit Aufnahmen aus dem Transmissions-
elektronenmikroskop kamen Korrelationsverfahren zum Einsatz. Hierbei wurden Gemeinsamkeiten
von simulierten und realen Mikrostrukturen hinsichtlich ihrer Orientierung und Ausdehnung auch
quantitativ nachgewiesen.
Da der Vergleich zwischen simulierten und realen Mikrostrukturen auch einen Vergleich der Ver-
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setzungsdichten beinhalten muss, wurde zur Bestimmung ein Verfahren vorgestellt, welches diesen,
bei TEM-Aufnahmen zeitaufw¤andigen und komplexen Vorgang, automatisiert. Die bislang ange-
wendeten manuellen Methoden erforderten ein hohes Maß an Bearbeiterinteraktion und lieferten je
nach Erfahrung des Anwenders schlecht reproduzierbare Werte.
Idealerweise bietet ein Bildverarbeitungssystem zur automatischen Versetzungsdichtebestimmung
mehr als eine Berechnungsmethode und w¤ahlt dann die f¤ur die jeweilige Aufnahme geeignetste
selbstst¤andig ohne weitere Bearbeiterinteraktion aus.
Bei der Implementierung eines automatischen Verfahrens mit Methoden der Bildverarbeitung mus-
ste gew¤ahrleistet werden, dass der modulare Programmcode diese Anwendererfahrung ber¤ucksich-
tigt. So wird aus mehreren parallel ausgef¤uhrten Vorverarbeitungsmethoden die geeignetste aus-
gew¤ahlt und die Versetzungsdichte danach durch zwei voneinander unabh¤angige Verfahren berech-
net. Ergebnisse des automatisierten Algorithmus wurden mit konventionell bestimmten Werten ver-
glichen.
Mikrostrukturelle Simulationsmethoden werden auch in Zukunft weiter an Bedeutung gewinnen.
Die in dieser Arbeit erlangten Erkenntnisse liefern einen entscheidenden Beitrag zur Verbesse-
rung von makroskopischen Modellen, wie sie beispielsweise zur Simulation von Umformprozessen
eingesetzt werden und erm¤oglichen weiterhin die genauere Anpassung von Werkstoffen an spezi-
elle Anforderungen. Langfristiges Ziel bleibt die Modellierung und Simulation eines kompletten
Herstellungs- und Verarbeitungsprozesses, beispielsweise von der Schmelze ¤uber die Blechherstel-
lung bis zur Umformung eines Bauteils im industriellen Maßstab.
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