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Abstract
In this thesis, we quantitatively investigate the effect of camera parameters, shut-
ter speed and voltage gain, on the performance of several popular object detection
algorithms, under various illumination conditions. Our experimental results in-
dicate a significant difference in sensitivity of the evaluated algorithms to these
camera parameters. Based on the experimental benchmark results, a novel ac-
tive control of camera parameters method and an algorithm selection extension
are proposed. In empirical evaluation, our active control approach outperforms
the conventional auto-exposure method for most algorithms. Also, the proposed
algorithm selection extension has demonstrated the capability of selecting a proper
〈algorithm, shutter, gain〉 tuple, in order to deal with varying light conditions.
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Chapter 1
Introduction
1.1 Background
1.1.1 Active Vision
In the 1980s, Bajcsy [4] introduced the concept of active perception, as “a problem
of intelligent control strategies applied to the data acquisition process”. This idea
was later explored and termed “active vision”, with an emphasis on visual per-
ception, by Aloimonos et al. [5]. In their studies, it was shown that many vision
problems, especially shape estimation and depth computation, could be solved in a
much more efficient way by an active observer than a passive one, for which these
problems are ill-posed. Active vision was later formalized as a special case of the
attention problem by Tsotsos [6], which is observed in the human visual system.
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Despite the advantages of being “active”, most vision guided robotic systems
are characterized by their passive perspectives. First, the datasets that they are
trained on, e.g. [7] [8] [9] [10], are camera sensor biased [11]. The trained vision
algorithms often fail in real-world applications, due to the variety of illumination
conditions they may face. This leads to the question: how would object detection
algorithms perform on poor exposed images, especially for extreme low or high
illumination? Second, these robotic systems are relying on camera’s built-in auto-
exposure algorithms and show poor results in uncontrolled environments [12], to
deal with varying light conditions.
There are a number of researchers that are working in the area of active vi-
sion to progress it further. Dickinson et al. [13] proposed to integrate attention
and viewpoint control into an object recognition/detection framework. Lu et al.
proposed a method of adjusting camera parameters based on image entropy [14].
Browatzki et al. [15] applied active object recognition to humanoids. Interested
reader should also see [16].
1.1.2 The Image Formation Process
As the first component of a typical vision guided robotic system, image acquisition
is very important for the success of specific vision-related tasks. In this section, we
review the key components of a typical image formation pipeline, which is illustrated
2
in Figure 1.1, and related parameters that affect camera exposure.
Starting from light sources, photons reflect off the surface of objects, and then go
through the optics (lens) and finally hit the image sensor. Typically, there are two
types of sensors: charge-coupled device (CCD) and complementary metal-oxide on
silicon (CMOS). In the image sensor, photon-induced charge is accumulated, which
is later transferred to a charge amplifier and converted into a voltage. The voltage
is further quantized into an integer by an analog-to-digital converter (ADC). For
more information of this physical process, we refer the reader to [17] [18].
There are many factors that contribute to the intensity of each pixels in an
image, from the physical direction of light sources, to the reflection coefficient and
surface normals of object surfaces, and to the internal parameters of digital cameras.
For camera parameters, four of them are discussed here. The first one is the aperture
of an optical system, which determines the cone angle of a bundle of rays that
come to a focus in the image plane. A smaller aperture lets fewer incoming rays go
through the optics and results in darker images, while a larger aperture results in
brighter images. The second one is shutter speed, or exposure time, which is the
length of time when the digital sensor inside the camera is exposed to light. With
a faster shutter speed, more photons are accumulated at the image sensor, which
results in darker images. The third one is voltage gain, which determines the degree
to which the electronic signal is amplified. The gain control is useful for adjusting
3
the intensity of acquired images, though it may magnify sensor noise [19].
scene
radiance
optics
sensor
(CCD/CMOS)
A/D
converter
RAW
aperture shutter speed voltage gain
Figure 1.1: The image formation pipeline in a digital camera.
To make a camera adaptive to variant light conditions, the aforementioned cam-
era parameters need to be set properly. Inappropriate configurations may result in
images with blooming/saturation effects or low contrast. Unlike the human vision
system, where a number of complex mechanisms [20] [21] are used to compen-
sate for luminance changes, modern cameras are equipped with algorithmic sensor
configuration modules. For example, shutter speed and voltage gain are typically
controlled by the auto-exposure controllers, which are based on the mean bright-
ness of region-of-interest (ROI) in the perceived image. While these methods could
result in good images from the perspective of a human, it is not always the case for
a robot [14].
1.1.3 Object Detection and Camera Parameters
One of the major concerns in this thesis is that the control of camera parameters
is isolated from the choice of object detection algorithms. The effect of camera
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parameters, i.e. shutter speed and voltage gain, on the performance of object
detection algorithms has been largely overlooked in the literature. This is primarily
due to the wide utilization of offline image datasets, where the intrinsic camera
parameters are often unknown or non-uniform. On the contrary, by quantitatively
evaluating various object detection algorithms, we found that these parameters
play an important role in determining the performance of the algorithms. With
this in mind, we propose an active control of camera parameters method, which
is illustrated in Figure 1.2, to improve the robustness and adaptivity of vision
algorithms under varying light conditions.
Scene
Camera
Light	sensor
Active	
control	
unit
Algorithm	
executing	
unit
Image Output
Selected algorithm
Offline	
evaluation	
unit
Performance tables
Vision algorithms
Image dataset
Figure 1.2: The proposed active control of camera parameters framework.
With increasing attention to the area of object detection over the years, the pool
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of publicly available object detection algorithms has been expanding. Research on
how to effectively utilize the abundance of available algorithms has become more
popular. In the literature, there are two common approaches: one is fusing different
detectors as reviewed in [22], the other is automatic selection based on predefined
constraints, like [23]. In this thesis work, we focus on the second approach.
1.1.4 Related Work
This thesis follows the studies on comparing interest point detectors and saliency
algorithms to uncover sensor bias by Andreopoulos et al. [11]. In their work, a new
image dataset was created for four different scenes under variant light conditions, by
uniformly sampling the shutter speed and voltage gain parameters. Five interest-
point detectors and two saliency algorithms (the Harris-Affine and Hessian-Affine
detectors [24], Kadir and Bradys detector [25], the MSER detector [26], SURFs
detector [27], the Itti-Koch-Niebur saliency algorithm [28], and the AIM saliency
algorithm [29]) were evaluated over the aforementioned dataset.
By quantitative analysis, we found that a generic camera parameters control-
ling strategy could not guarantee reliable results for all light conditions and vision
algorithms. Purposive control of sensor parameters is required for a robust vision
guided robotic system. Moreover, their experimental results indicated that:
Offline datasets used to evaluate vision algorithms, typically suffer from
a significant sensor specific bias which can make many of the exper-
6
imental methodologies used to evaluate vision algorithms unable to
provide results that generalize in less controlled environments. Active
and purposive control of the shutter speed and gain can lead to signif-
icantly more reliable feature detection under variant illumination and
non-constant viewpoints.
Motivated by these observations and arguments, this thesis continues to inves-
tigate the effect of shutter speed and voltage gain on the performance of object
detection algorithms and to demonstrate how active control could improve high-
level vision algorithms, compared with conventional methods.
1.2 Scope of Study
In this thesis, we mainly investigate the sensitivity of object detection algorithms
to camera parameters and possible approaches to work around this problem. It is
intended for vision guided robotic systems, especially those that are designed for
object detection tasks and need to adapt to different light conditions.
For object detection algorithms, we do not study how to improve the algorithms
by designing new features, changing their structure, or retraining on other datasets.
Also, the number of examined algorithms is limited to four.
Only two camera parameters, i.e. shutter speed and voltage gain, are studied.
Other camera parameters and techniques are beyond the scope of this work, includ-
ing but not limited to, focal length, aperture, brightness, contrast, hue, saturation,
7
gamma, white balance, pixel format/resolution, image format.
1.3 Contributions
There are three main contributions of this thesis. The first one is the quantitative
analysis of the performance of four object detection algorithms with respect to
variant ambient illumination, shutter speed and voltage gain, which is detailed in
Chapter 3. A significant difference in sensitivity of these algorithms to illumination,
shutter speed and voltage gain has been observed.
The second one is the proposed active control of camera parameters, which is
detailed in Section 5.2. In empirical evaluation, our approach significantly outper-
forms the conventional camera’s built-in auto-exposure algorithm for most evalu-
ated algorithms.
The third one is the proposed algorithm selection extension. This approach has
allowed us to select the best-performing algorithm and camera parameters under
different light conditions.
1.4 Thesis Outline
This thesis is organized into six chapters:
• Chapter 1 introduces the topic of the thesis and overviews related research,
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especially the active vision paradigm and image formation process. Also, the
motivation and significance of the work is presented.
• Chapter 2 reviews four popular object detection algorithms.
• Chapter 3 presents the quantitative analysis of the performance of object
detection algorithms with respect to variant illumination, shutter speed and
voltage gain.
• Chapter 4 evaluates one of the illumination preprocessing techniques, i.e. the
Laplacian-of-Guassian (LoG) enhancement technique.
• Chapter 5 describes the proposed active control of camera parameters ap-
proach and its algorithm selection extension.
• Chapter 6 details the empirical evaluation of the proposed approaches.
• Chapter 7 concludes this thesis and presents possible future work.
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Chapter 2
Object Detection
2.1 What is Object Detection?
Object detection is a visual recognition task, which identifies and localizes instances
of target objects in an image [30]. It answers not only what the objects are but also
where they are located, with location often represented by bounding boxes. This
task is difficult for many reasons and the major challenges include: 1) arbitrary
background; 2) occlusion by other objects; 3) different viewpoints; 4) variant object
scales, appearances and positions; 5) deformation and intra-class variation; and 6)
variant light conditions.
Despite the difficulties, consistent attention has been drawn to this topic during
the past thirty years in the computer vision community, and a spectrum of algo-
10
rithms have been proposed. Based on their performance on the PASCAL VOC
challenges [8], four algorithms – deformable part models, bag-of-words with spatial
pyramid matching, regions with convolutional neural networks, and spatial pyramid
pooling in deep convolutional networks – are reviewed in the following sections. For
comprehensive surveys on object detection and recognition, we refer the reader to
[31, 32, 33, 34, 35].
2.2 Object Detection Algorithms
2.2.1 Deformable Part Models
The deformable part models (DPM) [1] is based on the pictorial structures frame-
work [36] [37], in which visual objects are represented by a set of parts arranged
in a deformable configuration. Each part captures the local appearance properties
of a part of an object, while deformable configurations encode the spatial relations
between parts. Two examples of the model are presented in Figure 2.1.
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(a) Human face (b) Pedestrian
Figure 2.1: Deformable part models for human face and pedestrian. Each rectangle
represents a part while the lines denote relative spatial relations.
The deformable part models can also be interpreted as an undirected graph
G = (V,E), where the vertices V = {v1, ..., vn} represent the n parts and the edges
E represent the connections between parts. An instance of object is given by a
configuration L = (l1, ..., ln), where each li describes the spatial location of the
part vi relative to the center of an object. The goal of this model is to find the
optimal configuration L∗ that maximizes the similarity between instance parts and
the corresponding model parts while minimizing the overall cost of deformation. It
can be formulated as
L∗ = arg min
L
( n∑
n=1
mi(li) +
∑
dij(li,lj)∈E
dij(li, lj)
)
,
where mi is the match cost function and dij is the deformation cost function. This
minimization problem is NP-Hard [38], without limiting the structure of the graph
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G. Felzenszwalb et al. [1] managed to compute the optimal match in polynomial
time by restricting the parts to a tree structure, specifically a star graph where the
root is at a coarser resolution.
In DPM, an object is represented by a coarse root filter that covers the entire
object and four high resolution part filters that cover parts of the object. A filter is
a rectangular template which applies to the feature map of an image (a feature map
is a matrix of d-dimensional feature vectors computed at densely sampled locations
of an image). The response, or score, of a filter F at a location (x, y) in a feature
map G is defined as the dot product of the filter and a subwindow of the feature
map with top-left corner at (x, y),
∑
x′,y′
F [x′, y′] ·G[x+ x′, y + y′].
Filters are trained using latent SVM with a stochastic gradient descent approach
and data mining technique. See details in [1].
The matching process of DPM is demonstrated in Figure 2.2. Given an input
image and trained models, the system first compute a histogram of oriented gra-
dients (HoG) [39] feature pyramid (a feature pyramid is a set of feature maps at
different scales). The response of root and part filters are then computed. Part fil-
ter responses are further transformed to allow for spatial uncertainty, which spreads
high filter scores to nearby locations , with a penalty for the deformation cost. Fi-
nally, the root filter response and the transformed part filter responses are combined
13
to generate the probability of the objects existing.
Figure 2.2: The matching process of the deformable part models [1].
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This model is capable of representing highly variable objects, and is accurate
in predicting bounding boxes. However, the DPM often suffers from difficulties in
training, as the local parts are not labeled in the training dataset and need to be
treated as latent variables during the training phase.
2.2.2 Bag-of-Words with Spatial Pyramid Matching
The bag-of-words (BoW) model was first introduced to natural language processing
and later applied to computer vision tasks [40]. In this model, local features are
treated as visual words, and an image is represented as an encoding of the visual
words. To compute the BoW representation, typical steps include: (1) Detect
interest points/regions or apply dense sampling; (2) Compute feature descriptors
around the local patch of interest; (3) Build a visual vocabulary (k-means cluster
centers in case of Vector of Locally Aggregated Descriptors (VLAD) [41] encoding,
or Gaussian Mixture Models (GMM) for Fisher encoding); (4) Compute an encoding
for each spatial region and the final representation is achieved by pooling or stacking
the encodings. This pipeline is illustrated in Figure 2.3.
15
Figure 2.3: A typical pipeline of the bag-of-words model.
Interest Point Detection
The purpose of interest point detection is to find the interest points/regions that are
scale/viewpoint invariant, which often reduce the computation required. Common
approaches include the Harris corner detector, the Harris-Laplace region detector
and the Difference-of-Gaussians region detector, which are reviewed in [42] [43].
In recent studies, it was shown that simple-minded dense sampling often outper-
forms the interest point based sampling for various object recognition algorithms
[44]. In addition, the number of extracted interest points strongly affects the effi-
16
ciency of BoW representations.
Local Descriptors
The next step of BoW is to describe the local patch around the interest points/re-
gions or densely-sampled points. The most widely used approach is the scale-
invariant feature transform (SIFT) [45] descriptor.
The SIFT descriptor is obtained by dividing the 16x16 neighborhood around
an interest point into 16 sub-blocks and computing a histogram of gradient for
each sub-block. The dimensionality of SIFT descriptor is 128. Often, principal
component analysis (PCA) is used to reduce the dimensionality [46].
Encoding
Once local descriptors are computed, the next step is to build a visual vocabulary
and encode local features to generate fixed-length representations.
There are two common ways of building the visual vocabulary, k-means cluster-
ing and GMM clustering. K-means clustering partitions the local descriptor space
into informative regions, and local descriptors are assigned to the closest (in Eu-
clidean distance) center of cluster. In GMM clustering, a GMM is the probability
17
density on RD given by
p(x|θ) =
K∑
k=1
p(x|µk,Σk)pik, p(x|uk,Σk) = 1√
(2pi)DdetΣk
e−
1
2
(x−µk)T
∑−1
k (x−µk),
where θ = (pi1, µ1,Σ1, ..., pik, µk,Σk) is the vector of parameters, pik is the prior
probability values, µk is the mean values, Σk is the positive definite covariance
matrices. Local descriptors are assigned to the multivariate normal components
that maximize the component posterior probability given the data.
Common encoding methods include Histogram Encoding (VQ) [47], Kernel
codebook encoding (KCB) [48, 49], Locality constrained linear coding (LLC) [50],
Fisher encoding (FK) [51] and Supervector encoding (SV) [52]. For a comprehensive
evaluation of these encoding methods, we refer the reader to [53].
Spatial Pooling
One of the successful extensions to the BoW model is spatial pyramid matching
[54], which partitions an image into increasingly fine sub-regions and compute an
encoding for each sub-region. The final BoW representation is the concatenation
of these encodings. This approach gives the orderless BoW representation the
ability to encode spatial information, and has been demonstrated useful despite its
simplicity.
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2.2.3 Regions with Convolutional Neural Networks
In 1990, LeCun et al. published the LeNet-5 convolutional neural network (CNN),
which was able to classify handwritten digits and has motivated most modern CNN
frameworks. In this model, there are multiple layers, which can be trained by the
backpropagation algorithm [55]. However, due to the lack of training data and
computing power, LeNet-5 did not perform well on complex problems, e.g., large-
scale image classification.
Since then, significant progress has been made in machine learning and com-
puter vision communities. Notably, Krizhevsky et al. proposed the AlexNet [2],
which used deep neural networks and large-scale training data. To make training
faster, they used non-saturating neurons and a very efficient GPU implementation.
AlexNet demonstrated high accuracy in object recognition tasks on the ImageNet
Large Scale Visual Recognition Challenge (ILSVRC) [9]. In 2014, Girshick et al.
[56] proposed the Regions with Convolutional Neural Networks (R-CNN) for object
detection tasks.
In the R-CNN, there are three major components, which are illustrated in Fig-
ure 2.4. The first one is the computation of object-independent region proposals.
Around 2000 region proposals are extracted from an input image by the selective
search algorithm [57], which is based on a set of complementary and hierarchical
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grouping strategies. In selective search, initial regions are the generated by the
Felzenszwalb and Huttenlocher segmentation method [58]. Then, the similarity
between regions and their neighbors are computed. The most similar regions are
grouped. This process is repeated until the while image becomes a single region.
Figure 2.4: The processing pipeline of R-CNN [2].
The second component is to extract fixed-length features for each region from
a large convolutional neural network. Typically, the dimension of input of a con-
volutional network is fixed. However, the size and aspect ratio of region proposals
varies. To address this issue, image regions are wrapped to the required size (orig-
inally 227 x 227 pixel size). The CNN is pre-trained on the ILSVRC 2012 dataset
and fine-tuned by the PASCAL VOC dataset. The pooling layer pool5 features are
extracted for classifying image regions.
The third component is a set of linear SVM classifiers , each of which is trained
for one class. Given an input image, all classifiers are applied to each of the region
proposals. After that, the results are combined using non-maximum suppression
20
(if a positive region has a large intersection-over-union (IoU) with another positive
region that has a higher score, it will be removed).
2.2.4 Spatial Pyramid Pooling in Deep Convolutional Networks
As spatial pyramid matching boosts the performance of BoW models, as described
in Section 2.2.2, this idea was later applied to deep convolutional neural networks
in [3] (denoted as SPP-net).
Considering the popular seven-layer convolutional network architectures [2] [59],
there are five convolutional layers and two fully-connected layers. For the convolu-
tional layers, they can take an input of an arbitrary size, as the convolution filters
are applied to the input in a sliding manner. However, in the fully-connected layers,
the input size has to be fixed. In SPP-net, a spatial pyramid pooling layer is added
between the last convolutional layer and the first fully-connected layer, as shown
in Figure 2.5, which results in a CNN that accepts variable size of input.
Besides avoiding artificially warping an input image, SPP-net is also much faster
than R-CNN. The feature maps are computed only once for the entire image, and
are pooled over arbitrary regions-of-interest (region proposals in the case of object
detection) to generate fixed-length representations.
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Figure 2.5: A neural network structure with a spatial pyramid pooling layer [3].
2.3 Compensating for Illumination Changes
A slight change in ambient illumination may cause an object to appear differently,
which makes robustness to illumination variation a challenging task. To achieve
this goal, constant efforts have been made in the computer vision and robotics
communities. See [60, 61, 62, 63, 64, 65].
There are four common approaches to dealing with varying light conditions.
The first one is based on relatively illumination-insensitive representations of an
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image, such as edge maps [66], features in the frequency domain derived for a dif-
ferentiated image [67], and inferred albedo and surface normal from neural networks
[68]. Better illumination invariance could be achieved by using these representation
instead of the original image.
The second approach is to use multiple instances-based models, where each
instance corresponds to one lighting condition. Belhumeur [69] proved that the set
of images of an object in fixed pose but with variant illumination, forms a convex
cone, and the dimension of this illumination cone equals the number of distinct
surface normals. However, algorithms based on this approach typically need large
amount of training data and have high computational cost.
The third approach is camera sensor accommodation, which dates back to the
1970s [70]. It was proposed that sensor accommodation, automatic control by com-
puter over the parameters of camera, should be an integral part of the recognition
process. This idea was later applied on active fixation in the context of object
recognition [71].
The last one is illumination preprocessing. Preprocessing has been a common
procedure in object recognition pipelines, which aims to improve the reliability of
a vision system. For face recognition particularly, a study [72] demonstrated that
illumination preprocessing is helpful in handling illumination variations. In this
thesis, we investigate one of the illumination preprocessing approaches, i.e. the
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Laplacian-of-Gaussian (LoG) enhancement technique.
2.4 Summary
In this chapter, four object detection algorithms were reviewed. No modules were
found in these algorithms to deal with varying illumination. In DPM, the low-level
features are based on HoG, which could be contrast-normalized for better invariance
to changes in illumination and shadowing [39]. In BoW, local features are repre-
sented by SIFT descriptors, which are weak with respect to illumination invariance
[73]. R-CNN and SPP-net are both based on convolutional neural networks which
strongly depend on the intensity of input images. Given the fact that they are
trained on databases where the majority of images are under normal illumination,
and are not trained/fined-tuned on images with uniform distribution of illumina-
tion, limited tolerance to changes in illumination is expected. Specific quantitative
evaluation of these algorithms is presented in Chapter 3.
In addition, four common approaches to illumination compensation have been
discussed, which provide clues about how to solve this problem. The evaluation of
the LoG preprocessing method is described in Chapter 4.
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Chapter 3
Quantitative Analysis
As introduced in Section 2.1, one of the challenges for the object detection task
is the sensitivity to varying light conditions. However, few quantitative analysis
of the effect of illumination and sensor configuration have been conducted in the
literature. In this chapter, we present our experiments that examine to what extent
these two factors affect the performance of object detection algorithms. First, we
introduce a new image dataset that incorporates the ambient light conditions and
sensor configurations in Section 3.1. Then, the detailed experimental protocol and
setup are described in Section 3.2. Finally, the results and discussions are presented
in Section 3.3.
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3.1 Dataset
3.1.1 Overview
The created image dataset includes 2240 images in total, by viewing 5 different
objects (bicycle, bottle, chair, pottedplant and tvmonitor), under 7 illumination
conditions and with 64 camera configurations (8 shutter speeds × 8 voltage gains).
Each image is in 8-bit/color RGB format and of 1280x1204 resolution. Every object
instance in the dataset is annotated with a label and a bounding box. Samples of
this dataset can be found in Table 3.1 and 3.2.
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Table 3.1: Images of tvmonitor at 800lx illumination with different camera config-
urations. The shutter speed increases from top to bottom, and the voltage gain
increases from left to right.
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Table 3.2: Sample images from the dataset. There are five objects in total and
each of them is pictured with seven (but only four are shown) different light condi-
tions. Each table cell contains a matrix of images, resulting from different camera
configurations, same as in Table 3.1. (Best viewed on high-resolution display.)
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3.1.2 Data Acquisition
To properly control the ambient illumination of an object, our dataset was created
in a lab environment completely enclosed by blackout curtains to eliminate stray
ambient illumination. The major components included a digital camera, two light
bulbs, a light sensor and other decorations, see Figure 3.1 for their relative positions.
Also, there was a laptop connected to the camera for controlling the shutter speed
and voltage gain of the camera.
curtains
object
light sensor
camera
sand and
rocks
light source
Figure 3.1: Stage setup for creating the dataset.
The camera we used was a Point Grey Flea3 camera(mode: FL3-U3-13E4C-
C), which was equipped with a CMOS sensor and an API interface. The allowed
shutter speed and voltage gain range were 0.016ms-24.973ms and 0dB-24.014dB
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respectively. These permissible ranges were uniformly sampled into 8 distinct values
in each dimension. The ith sample from a range [a, b] was set as a+ b−a
8
(i−1), where
i ∈ {1, ..., 8}, leading to 8 × 8 candidate settings for the shutter/gain parameters,
under which images were acquired. The aperture was fixed at 4, and the red
and blue white-balancing channels were set to 500 and 800 respectively. All other
parameters were kept at default values. For the detailed camera specifications, we
refer the reader to Appendix A.
Intensity-controllable light bulbs were used to control the illumination of scene
with no additional light sources, and a Yoctopuce light sensor was used for mea-
surements. The selected incident-light levels were 50lx, 200lx, 400lx, 800lx, 1600lx
and 3200lx.
3.2 Experimental Setup
We evaluated the performance of four object detection algorithms (DPM, BoW, R-
CNN and SPP-net), with respect to variant illumination, shutter speed and voltage
gain configurations. The original implementations were used for all the algorithms
except BoW.
30
3.2.1 Algorithm Setup
All the algorithms were required to detect the five objects in the dataset introduced
in Section 3.1, for a given input image. To make their results comparable, the
outputs were required to be a list of bounding boxes, associated with the labels
and confidence scores, similar to the PASCAL VOC challenge. No optimization or
transfer learning techniques were applied.
For the DPM, we used the Release 5 version implementation as published at
https://people.eecs.berkeley.edu/~rbg/latent/. There were twenty class-
specific detectors trained on the PASCAL VOC 2007 dataset. However, only five of
them were used to detect the objects in our dataset. The outputs of each detector
were combined using non-maximum suppression with a 0.5 overlap threshold.
For the BoW, we replicated the idea in [57] with our own implementation. To
make it consistent with the other algorithms, it was trained only on the PASCAL
VOC 2007 dataset [8]. Local features were sampled densely over the images and
represented by SIFT and HoG descriptors. We used a visual book size of 1000 and
a spatial pyramid with 3 levels using 1x1, 2x2, and 4x4. For the classifiers, we used
linear SVMs with a chi-squared kernel. The training procedure is illustrated in
Figure 3.2. The positive examples come from the ground-truth bounding boxes of
the object of interest and the negative examples are from the ground-truth bounding
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boxes of the other objects and also randomly selected regions which contain no
objects (as suggested in [74]). Once the classifier has been trained, it is retrained in
the hard-negative mining phase. The classifier is applied to the regions generated
by the selective search algorithm. The false positives with highest score are added
to the negative examples and the classifier is retrained. We repeated this retraining
process for two iterations.
Figure 3.2: Demonstration of the training procedure.
we also experimented with the improved Fisher Vector (signed square-rooting
followed by L2 normalization). Due to computing and memory limit, we were only
able to use a spatial pyramid with 2 layers, i.e. 1x1 and 2x2. The vocabulary
size of the GMM was 128 (although [53] has suggested using 256 for the PASCAL
dataset). The resulting dimension of image descriptors was 163840. Both the linear
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and χ2 kernels have been tested. However, the results are not promising. After the
first training phase and right before the retraining process, the performance of the
learned classifiers on the testset is 86.55% (the previous setup achieved 87.06%).
Also, the computation of FV is time-consuming, making it less practical for object
detection where we need to compute a FV for each region proposal. While the
results could be possibly improved by optimizing parameters and introducing other
feature descriptors, we stopped here.
For the R-CNN and SPP-net, the neural network was pre-trained on ImageNet
and fine-tuned on the PASCAL VOC 2007 dataset. Twenty linear SVM classifiers
were trained for the twenty classes of object in the PASCAL dataset. When evalu-
ating on our dataset, only five classifiers (which correspond to the five objects in our
dataset) were used, and the outputs were combined by non-maximum suppression
with an overlap threshold of 0.5.
3.2.2 Evaluation Procedures
The output, given an input image, of each algorithm was required to be a list
of predicted object instances, each represented by a bounding box, a level and a
confidence score. A predicted instance is considered true if the label is correct and
the bounding box overlaps no less than 50% with the ground-truth bounding box,
otherwise false.
33
Following the methodology by Andreopoulos & Tsotsos [11], the evaluation
procedures include:
1. Run the object detection algorithms on all the images that correspond to each
〈illumination, shutter, gain〉 combination;
2. Sort the outputs by their confidence scores and then evaluate them, using the
aforementioned rule;
3. Compute the precision-recall curve from the above results;
4. Compute the average precision (AP) by sampling the precision-recall curve.
The final results are represented by performance tables. A performance table
is a 8x8 matrix M , where Mij is the AP of an algorithm on all the images that
correspond to ith sample of shutter speed and jth sample of voltage gain, for a
illumination. The range of AP is [0, 1]. Larger APs are represented in black color,
and smaller are in white color.
3.3 Results and Discussion
3.3.1 Overview
In this section, we present the results of the evaluated algorithms (DPM, BoW,
R-CNN and SPP-net) on our dataset. The overall performance of each algorithm is
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presented in Figure 3.3 - 3.6, where the numbers in each table represent the AP of
an algorithm on all the images that are taken with the corresponding illumination,
shutter speed and voltage gain.
The most obvious observation is that all algorithms only work with a subset of
the 〈shutter, gain〉 pairs, for a specific illumination. The general pattern is that
algorithms prefer faster shutter speed and/or smaller voltage gain when the scene is
bright, and slower shutter speed and/or bigger voltage gain when the scene is dark.
However, algorithms demonstrate different sensitivity to changes in shutter speed
and voltage gain. The DPM accepts wider range of values in the shutter/gain space
due to relative illumination robustness of the underlying HOG features, while the
BoW, R-CNN and SPP-net work with narrower range of values.
As for the best-performing configurations, they vary among different algorithms
and illuminations. Taking the 200lx illumination condition for example, the best-
performing 〈shutter, gain〉 pairs are (7, 3) for the DPM, (8, 4) for the BoW, (5, 5)
for the R-CNN, (5, 5), (6, 6) and more for the SPP-net.
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Figure 3.3: The performance of DPM with respect to various illumination con-
ditions. For each matrix, the shutter speed increases from top to bottom, and
the voltage gain increases from left to right. The floating numbers are average
precisions.
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Figure 3.4: The performance of BoW with respect to various illumination condi-
tions. For each matrix, the shutter speed increases from top to bottom, and the
voltage gain increases from left to right. The floating numbers are average preci-
sions.
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Figure 3.5: The performance of R-CNN with respect to various illumination con-
ditions. For each matrix, the shutter speed increases from top to bottom, and the
voltage gain increases from left to right.
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Figure 3.6: The performance of SPP-net with respect to various illumination con-
ditions. For each matrix, the shutter speed increases from top to bottom, and the
voltage gain increases from left to right.
3.3.2 Independent Analysis
In this section, we independently analyze the performance of object detection al-
gorithms with respect to three variables (illumination, shutter speed and voltage
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gain). Results are represented by mean average precision (mAP) [75], which is the
mean of a series of AP.
Illumination
Figure 3.7 summarizes the performance of the evaluated algorithms on various illu-
mination conditions. The common trend is that the performance goes up, reaches
the peak and falls as the ambient illumination goes from low to high. One possible
reason is that all these algorithms are trained and tested on office datasets where the
distribution of illumination is biased. It is also noteworthy that, for low illumina-
tion conditions, the DPM algorithm outperforms the other algorithms significantly
due to relative illumination robustness of the underlying HOG features.
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Figure 3.7: The mAP of four object detection algorithms with respect to various
illumination conditions.
Shutter Speed
Figure 3.8 summarizes the performance of the evaluated algorithms on images taken
with different shutter speeds. A larger shutter speed can improve the overall in-
tensity of an image, from which all algorithms benefit. However, this effect is more
obvious when the shutter speed is relatively small.
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Figure 3.8: The mAP of four object detection algorithms with respect to various
shutter speeds.
Voltage Gain
Figure 3.9 summarizes the performance of the evaluated algorithms on images taken
with different voltage gains. As discussed in Section 1.1.2, the voltage gain in-
creases the intensity but may also magnify the sensor noise. For DPM, constant
performance loss was observed as the voltage gain increases, because the gradient
computation becomes unreliable as the introduced noise increases. On the other
hand, BoW, R-CNN and SPP-net benefit from increasing voltage gain when the
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values are small.
1 2 3 4 5 6 7 8
voltage gain
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
m
AP
DPM
BoW
R-CNN
SPP-net
Figure 3.9: The mAP of four object detection algorithms with respect to various
voltage gains.
Discussion
It was observed that the performance of object detection algorithms was highly
dependent on the variables, i.e. illumination, shutter speed and voltage gain. These
performance transients could be due to non-uniform sample representation at the
given camera parameters in the original training set, and thus our method is able
to uncover statistical irregularities in the training ensemble.
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3.3.3 Auto-exposure
As discussed in Section 1.1.2, most modern digital cameras are equipped with a
built-in auto-exposure (auto-shutter and/or auto-gain) algorithm. When creating
our dataset, we also took a picture of each scene with the camera set in auto-
exposure mode and recorded corresponding shutter/gain values. In this section, we
present an empirical analysis of these recorded parameters.
Figure 3.10 shows the shutter speed and voltage gain values chosen by the
auto-exposure algorithm of the Flea3 camera. For each illumination, the sensor
parameters were set differently, and all recorded values are plotted in this figure.
When the illumination is low, the values used are closer to each other. However,
when the illumination is high, for example 1600px, there is more uncertainty be-
tween whether shutter speed or voltage gain should be reduced. The auto-exposure
method chooses slower shutter speed and smaller voltage gain in some cases, while
in other cases, faster shutter speed and larger voltage gain.
The 〈shutter, gain〉 pairs suggested by the auto-exposure algorithm are not
the best-performing ones in the performance tables of object detection algorithms.
Taking the 200lx illumination for example, the proposed (7, 8) and (7, 7) do not
yield good results. Figure 3.3 and 3.4 illustrate the performance tables of the DPM
on the images taken with auto-exposure.
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Figure 3.10: The 〈shutter, gain〉 pairs set by auto-exposure for various light condi-
tions. (Original values have been mapped into discrete integers following the same
procedures described in Section 3.1.2.)
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Table 3.3: The images acquired with auto-exposure under various illumination
conditions. The top 3 outputs of the DPM algorithm are overlaid on the input
images.
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Table 3.4: The images acquired with best-performing camera parameters, based on
Table 3.3, under various illumination conditions. The top 3 outputs of the DPM
algorithm are overlaid on the input images.
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3.4 Summary
In this chapter, we quantitatively evaluated the performance of four object detec-
tion algorithms with respect to their illumination and camera sensor bias. It was
observed that the values of shutter speed and voltage gain parameters need to be
chosen properly for the algorithms to work. Also, a generic (without task-directed
knowledge) camera parameters controlling method is insufficient to yield reliable
results for all the algorithms. Instead, the setting of shutter speed and voltage gain
need to be dependent on the ambient illumination and current vision algorithm,
which agrees with Andreopoulos’s conclusions [11].
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Chapter 4
Illumination Preprocessing
As discussed in Section 2.3, one of the common approaches to illumination com-
pensation is image preprocessing. In this chapter, we evaluate how this approach
could possibly improve the performance of an object detection algorithm. Specif-
ically, the preprocessing here is the Laplacian-of-Gaussian (LoG), which has been
previously used in [76, 77, 78, 79].
4.1 The Laplacian-of-Gaussian
The Laplacian is a 2-D isotropic measure of the second spatial derivative of an
image, which filters regions with rapid intensity changes. Given an image I(x, y),
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the Laplacian L(x, y) is given by
L(x, y) =
∂2I
∂x2
+
∂2I
∂y2
,
which can be computed using a convolution filter. Given that the Laplacian is
based on a second derivative measurement on the image, it is very sensitive to noise.
Therefore, an image is often Guassian smoothed, which can also be implemented by
convolution, before applying a Laplacian filter. This step reduces high frequency
noise components before the differentiation step. The Laplacian-of-Gaussian has
the form:
LoG(x, y) = − 1
piσ4
[
1− x
2 + y2
2σ2
]
e−
x2+y2
2σ2 .
Since convolution operations are associative, the LoG can be computed by con-
volution using a single kernel. Figure 4.1 demonstrates the LoG function (for a
Guassian σ = 1).
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Figure 4.1: The 2-D Laplacian-of-Gaussian function (with Gaussian σ = 1).
4.2 Experimental Setup
In this section, we describe how the LoG is used to enhance an image for illumina-
tion compensation and how the four object detection algorithms are evaluated on
the preprocessed images.
First of all, the LoG filter has a parameter σ to configure, which controls to
what extent the image should be smoothed before the Laplacian step. To find a
proper σ, we preprocess our dataset using three different σ (i.e. σ = 0.5, 1, 2, 4).
Once the σ value is chosen, we run the LoG filter on the original image. Then,
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the filtered image and the original image are combined via pixel subtraction (if the
value is within [0, 255], it is rounded to the nearest integer, if less than 0 it is set to
0, and if greater than 255 it is set to 255, as in [80]).The filtered image is not scaled
before combining. Examples are shown in Figure 4.2. Notably, running object
detection algorithms directly on the output of the LoG filter was not feasible in the
scope of this work, as the algorithms are trained on original images or hand-crafted
representations.
Once the dataset is preprocessed, we run the four algorithms (DPM, BoW,
R-CNN, SPP-net) on the preprocessed images. The algorithms are set up using
the same configuration described in Section 3.2.1. The outputs of algorithms are
evaluated using the same procedures described in Section 3.2.2.
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(a)
(b) (c)
(d) (e)
Figure 4.2: The images before and after the LoG preprocessing. (a) is the original
image; (b)-(e) are the images after processing using σ = 0.5, 1, 2, 4 respectively.
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4.3 Results and Discussion
The LoG preprocessing makes edges sharper and increases the contrast. However,
this process also magnifies the effect of noise. Table 4.1 summarizes the performance
of object detection algorithms on the LoG enhanced dataset. For the BoW, R-CNN
and SPP-net, only minor improvements were observed after the LoG preprocessing
when the σ is set properly. From this point, we conclude that the LoG preprocessing
is helpful for illumination compensation but the improvements are not sufficient.
Original dataset
LoG enhanced dataset
σ = 0.5 σ = 1 σ = 2 σ = 4
DPM 0.50 0.45 0.49 0.51 0.50
BoW 0.35 0.36 0.35 0.35 0.35
R-CNN 0.45 0.44 0.47 0.45 0.44
SPP-net 0.45 0.47 0.47 0.46 0.46
Table 4.1: The mAP of four object detection algorithms on the original dataset
and the LoG enhanced dataset.
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Chapter 5
Active Control of Camera
Parameters and Algorithm
Selection
5.1 Overview
From the quantitative analysis in Chapter 3, it is observed that the camera’s intrin-
sic parameters have a significant impact on the performance of the object detection
algorithms, and the optimal shutter speed and voltage gain configurations are al-
gorithm and ambient illumination-specific. In this chapter, we propose a novel
active control of camera parameters method based on the experimental benchmark
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statistics.
First, we discuss the case where there is only one single object detection algo-
rithm. We describe how this active control of camera parameters method could be
used to select the optimal camera parameters in Section 5.2. Then, we describe the
proposed algorithm selection extension, which automatically selects the optimal
〈algorithm, shutter, gain〉 combination based on ambient illumination in Section
5.3.
5.2 Active Control of Camera Parameters
In this section, we describe the motivation of our active control of camera parame-
ters system, discuss the possible challenges and present the proposed implementa-
tion.
5.2.1 Motivation
The motivation of this active control of camera parameters approach is derived
mainly from the analysis of the behaviors of object detection algorithms. It has
been observed that vision algorithms behave differently with respect to variant
illumination, shutter speed and voltage gain, as described in Chapter 3. The goal
in this work is to find a way to systematically encode these behaviors and utilize
them, to improve the stability and robustness of a vision guided robotic system.
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An intuitive way would be benchmarking each vision algorithm, with respect to
all possible 〈shutter, gain〉 pairs, for all illumination conditions. In this proposed
system, the robot first measures the ambient illumination, then it looks up the cor-
responding performance table, and finally it selects the best-performing parameters
to control the camera before taking a picture. This whole process is illustrated in
Figure 1.2 and the lookup step is depicted in Figure 5.1.
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Figure 5.1: Demonstration of the active control of camera parameters.
5.2.2 Challenges
Despite the simplicity of the idea, there are also challenging problems. The first
one is the reliability of the noisy performance tables, and the second one is that
there are multiple optimal choices.
Figure 5.2 demonstrates the original performance table of DPM on images taken
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with various camera configurations, under the illumination 800lx. In this case, the
optimal 〈shutter, gain〉 pairs are (2, 3), (2, 4), (3, 1), (4, 1), (4, 2), (4, 3), (4, 8),
(5, 1), (5, 5), (5, 7), (7, 1), (8, 1) and (8, 6), which all yield the best result 0.82. In
this situation, it is unclear which one should be selected. By visual inspection,
we can see that the majority of optimal choices are in the top-left quarter of the
performance table and only a few outliers go beyond that area.
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Figure 5.2: The performance table of DPM for illumination 800lx.
A practical active control of camera parameters system needs to balance be-
tween each local individual measurement and the global pattern, and minimize the
possibility of multiple-choice situations.
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5.2.3 Implementation
In this section, we describe our implementation of the active control of camera
parameters method. The idea is to smooth the performance tables.
There are four major components in this system: (1) Create an image dataset
of objects, by sampling the illumination, shutter speed, and voltage gain spaces;
(2) Benchmark all available vision algorithms on the dataset and compute the
performance table (see Figure 5.2 for example); (3) Smooth the performance tables
using a Gaussian filter; (4) Select the optimal camera parameters based on the
ambient illumination measured by light sensors.
The reason for smoothing is to remove outliers and reduce the possibility of
multiple-maxima. The Guassian filter is used, due to its simplicity to trade off
between each individual value and the local averages via the σ parameter. In our
implementation, the kernel size is 3 x 3 and the σ value is set to 0.5, 1 or 2. For
the values at boundaries, there isn’t enough data to do a full smoothing operation.
In such cases, we crop the Gaussian filter accordingly (zero-padding could be an
alternative for the border effects).
For the purpose of this thesis, the values of ambient illumination, shutter speed
and voltage gain are discontinuous. However, the actual readings of light sensor and
the internal parameters of camera are continuous. To make the proposed system
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accept continuous illumination and output continuous camera parameters, linear
interpolation is applied to both the input and output.
5.3 Algorithm Selection
With the increasing availability of object detection algorithms, research on how to
select an algorithm becomes more important. Previous efforts have been found in
[81] and [23]. In this section, we present a new way of selecting algorithms based
on their performance for various illumination conditions. This work extends the
active control of camera parameters system proposed in the previous section.
The proposed extension is illustrated in Figure 5.3. Given an ambient illumi-
nation, it looks up the performance table for each of the available algorithms. An
optimal 〈shutter, gain〉 pair is then selected following the procedures as described
in 5.2.3 (the only difference is that the Gaussian smoothing operation is over all the
three dimensions: illumination, shutter speed and voltage gain). Also, a confidence
score (the smoothed AP) is assigned to each optimal configuration. After that, the
confidence scores are compared, and the 〈algorithm, shutter, gain〉 combination
with the highest score, is selected. See Appendix B for a Matlab implementation.
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Figure 5.3: Demonstration of the algorithm selection extension.
5.4 Summary
In this chapter, we proposed the active control of camera parameters method based
on experimental benchmark results and presented its algorithm selection extension
to select the optimal 〈algorithm, shutter, gain〉 combinations when there are mul-
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tiple vision algorithms available. We also discussed the underlying challenges and
described how data should be processed properly (i.e. the Gaussian smoothing) to
work around these issues. The empirical evaluation of the proposed system is to be
presented in Chapter 6.
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Chapter 6
Empirical Evaluation
6.1 Experimental Overview
To evaluate how the proposed active control of camera parameters method, and
algorithm selection extension work, two experiments are conducted. For the ac-
tive control experiment, the setup is described in Section 6.2.1 and the results are
presented in Section 6.2.2. For the algorithm selection experiment, the setup is
described in Section 6.3.1 and the results are presented in Section 6.3.2.
6.2 Experiment I: Active Control of Camera Parameters
The active control of camera parameters experiment is designed to be a proof-of-
principle task which would demonstrate what performance gain could be achieved
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by active control of shutter speed and voltage gain, for object detection algorithms.
Conventionally, these two parameters are set by cameras built-in auto-exposure
algorithms [82, 83], which set camera exposure by evaluating the mean brightness
of an image.
6.2.1 Experimental Setup
This experiment is conducted on the dataset introduced in Section 3.1. We repeat-
edly split this dataset into two groups, one is used for the active control of camera
parameters system to build the performance tables, and the other is used for eval-
uation (average values are presented with no explicit clarification). The evaluation
procedures are as follows:
1. For each object and for each illumination, run the proposed method described
in Section 5.2 on the training set and get the proposed 〈shutter, gain〉 pair.
2. Run each object detection algorithm on the image that corresponds to the
proposed camera parameters, and on the image that are taken with auto-
exposure.
3. Evaluate and compare the results of object detection algorithms on the two
images (A predicted bounding box is considered correct if it overlaps no less
than 50% with the ground-truth bounding box, otherwise false).
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The camera was a Point Grey Flea3 camera (see specifications at Appendix A),
which had an auto-exposure algorithm that is based on the average image intensity
of the region-of-interest (ROI). We used the default optimal brightness level and
ROI. Also, the auto shutter speed and voltage gain ranges were both kept at default
values.
It’s noteworthy that the shutter speed and voltage gain values set by the auto-
exposure algorithm are continuous, while our dataset and proposed framework use
discrete values. To make them comparable, both the shutter speed and voltage gain
ranges were uniformly mapped into eight discrete values (from 1 to 8) following the
same schema described in Section 3.1.2. Without explicit clarification, these two
camera parameters are represented in relative values throughout this chapter.
6.2.2 Results and Discussions
Overview
Table 6.1 and Figure 6.1 summarize the results of each object detection algorithm
with auto-exposure and active control. The active control of camera parameters
method outperforms the conventional auto-exposure algorithm for three (DPM,
Bow and R-CNN) out of four object detection algorithms.
Also, the results are dependent on the parameter σ of the Gaussian smoothing
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operator, as noises in the performance tables of different algorithms vary. No single
σ value, that constantly outperforms the others, has been found. However, σ = 1
gives an overall decent results in our experiment.
auto-exposure
active control
σ = 0.5 σ = 1 σ = 2
DPM 0.48 0.51 0.57 0.60
BoW 0.38 0.49 0.51 0.49
R-CNN 0.61 0.56 0.60 0.60
SPP-net 0.63 0.66 0.69 0.66
Table 6.1: The mAP of four object detection algorithms with auto-exposure and
active control. The best performance is highlighted for each algorithm.
Proposed Camera Parameters
In this section, we discuss the proposed 〈shutter, gain〉 pairs by the active control
of camera parameter method. Figure 6.2 summarizes the results.
The global patterns of the selected camera parameters by the active control
method are similar to values set by auto-exposure (See Figure 3.10). For low
illumination conditions, the proposed method selects slower shutter speed and/or
larger voltage gain, and faster shutter speed and/or smaller voltage gain for high
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Figure 6.1: The comparison of auto-exposure and active control by the performance
of four object detection algorithms.
illumination conditions.
Also, the selected camera parameters by the active control method vary among
the object detection algorithms. Taking the 50lx illumination condition for example,
the selected 〈shutter, gain〉 pairs for the DPM are (1, 8), (5, 8), (7, 8) and (8, 8),
while the selected 〈shutter, gain〉 pairs for the BoW are (8, 6), (8, 7) and (8, 8).
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Figure 6.2: The proposed 〈shutter, gain〉 pairs by the active control method for
four object detection algorithms.
6.3 Experiment II: Algorithm Selection
The algorithm selection experiment is to evaluate the efficiency of the proposed
algorithm selection extension. In Experiment I, we have observed great improve-
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ments over the conventional auto-exposure for three out of four object detection
algorithms. In this experiment, we continue to investigate if the results could be
further improved by dynamically selecting an algorithm instead of using a static
one.
6.3.1 Experimental Setup
This experiment is also conducted on the dataset introduced in Section 3.1. This
dataset is split into two sets, training and testing. The training set is used for
building the performance tables for each vision algorithm, and the testing set is
used for evaluation. This process is repeated by using different combination of
training and testing sets, i.e. 5-fold cross-validation. The procedures are as follows:
1. Run the proposed system described in Section 5.3 on the training set, to
compute performance tables;
2. For each object and for each illumination in the testing set, get the selected
〈algorithm, shutter, gain〉 tuple. Run the selected algorithm on the image
that corresponds to the selected camera parameters;
3. Run a static algorithm on the image taken with the shutter speed and voltage
gain suggested by the active control of camera parameters, as described in
Experiment I.
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4. Evaluate and compare the results (A predicted bounding box is considered
correct if it overlaps no less than 50% with the ground-truth bounding box,
otherwise false).
6.3.2 Results and Discussions
The results of this experiment is summarized in Table 6.2. The results of the
proposed algorithm selection extension are decent, compared with the other ap-
proaches. SPP-net with active control of camera parameters yields the best results,
with a mAP of 0.69. One possible reason is that the situation where different
algorithms specialize in different light conditions is not found in this experiment.
algorithm mAP
DPM with active control 0.57
BoW with active control 0.51
R-CNN with active control 0.60
SPP-net with active control 0.69
Algorithm selection (σ = 1) 0.60
Table 6.2: The results of the algorithm selection extension.
Also, the proposed algorithm selection extension demonstrates the capability of
selecting algorithm properly based on the ambient illumination. Figure 6.3 sum-
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marizes the number of times that each algorithm has been selected. The most
frequently selected algorithms are R-CNN and SPP-net. DPM is also selected for
low illumination conditions.
DPM BoW R-CNN SPP-net
0
5
10
15
20
Figure 6.3: The number of times each algorithm has been selected (σ = 1).
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Chapter 7
Conclusions
In this chapter, we conclude this thesis by summarizing the work and discussing
directions for future study.
7.1 Summary
This thesis focuses on a novel framework for controlling camera parameters and se-
lecting vision algorithms, to improve the robustness and adaptivity of vision guided
robotic systems, under varying light conditions. Four algorithms were reviewed in
Chapter 2 and quantitatively analyzed in Chapter 3. Based on the experimental re-
sults, a novel active control of camera parameters method was proposed in Section
5.2, and an algorithm selection extension was presented in Section 5.3.
Following the research of Andreopoulos et al. [11] on comparing various interest
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point and saliency algorithms, we quantitatively analyzed the performance of four
object detection algorithms, DPM, BoW, R-CNN and SPP-net, with respect to
variant illumination, shutter speed and voltage gain configurations. A new dataset
was also introduced for benchmarking. We found that the object detection algo-
rithms demonstrated different sensitivity to the camera parameters, which agrees
with Andreopoulos’s results. In order to make them work properly, an algorithm
and illumination-specific strategy for setting camera parameters is required.
Based on the observations in the quantitative analysis, a novel active control of
camera parameters method was proposed. This method analyzes the characteristics
of an object detection algorithm with respect to illumination, shutter speed and
voltage gain, and selects the best-performing combination of camera parameters for
a given ambient illumination. In the empirical evaluation, this proposed method
has significantly outperformed the conventional auto-exposure approach, for three
out of four algorithms.
Finally, an algorithm selection extension was proposed, which selects the optimal
〈algorithm, shutter, gain〉 tuple for various illumination conditions. This proposed
extension has demonstrated the capability of selecting a proper algorithm based on
the ambient illumination.
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7.2 Future Work
Although the proposed methods are effective in improving the robustness of vision
algorithms to illumination variations, they can be further improved in following
directions.
The first direction is to investigate object dependencies. In this work, object de-
pendencies have not been incorporated into the proposed framework. However, the
performance of object detection algorithms could be dependent on specific objects.
To verify whether this is the case, further investigation is required.
The second direction is to investigate other vision algorithms and camera pa-
rameters, using the same framework in this work. It can be summarized as: (1)
create a dataset by sampling the camera parameter spaces; (2) evaluate the vision
algorithms of interest on this dataset, and build performance tables; (3) optimize
camera parameters using the performance tables.
The third direction is to investigate the effects of linear interpolation. Currently,
the ambient illumination, shutter speed and voltage gain are sampled at discrete
points. Linear interpolation is used to make the system accept continuous illumi-
nation inputs. It is worthy to investigate whether linear interpolation affects the
performance of the proposed framework.
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Appendix A
Camera Specifications
In this appendix, the specifications of PointGrey Flea3 camera are presented in
Table A.1 and the lens specifications are presented in Table A.2 . This camera
comes with an API interface, which enables us to programmatically configure the
internal parameters and transfer the perceived image to an computer instantly.
Resolution 1280 x 1024
Frame Rate 60 FPS
Megapixels 1.3 MP
Chroma Color
Sensor Name e2v EV76C560
Sensor Type CMOS
Readout Method Global shutter
Sensor Format 1/1.8”
Pixel Size 5.3 m
Lens Mount C-mount
ADC 10-bit
89
Quantum Efficiency Blue (% at
470 nm)
47
Quantum Efficiency Green (% at
525 nm)
48
Quantum Efficiency Red (% at
640 nm)
41
Temporal Dark Noise (e-) 26.24
Saturation Capacity (e-) 5726
Dynamic Range (dB) 46.61
Gain Range 0 dB to 18 dB
Exposure Range 0.016 ms to 1 second
Trigger Modes Standard, multi-shot
Partial Image Modes Pixel binning, ROI
Image Processing Gamma, lookup table, hue, saturation, and sharp-
ness
Image Buffer 32 MB
User Sets 2 memory channels for custom camera settings
Flash Memory 1 MB non-volatile memory
Opto-isolated I/O Ports 1 input, 1 output
Non-isolated I/O Ports 2 bi-directional
Serial Port 1 (over non-isolated I/O)
Auxiliary Output 3.3 V, 150 mA maximum
Interface USB 3.0
Power Requirements 5-24 V via GPIO or 5 V via USB 3.0
Power Consumption (Maximum) <3 W
Dimensions 29 mm x 29 mm x 30 mm
Mass 41 g
Machine Vision Standard USB3 Vision v1.0
Compliance CE, FCC, KCC, RoHS
Temperature (Operating) 0 to 45C
Temperature (Storage) -30 to 60C
90
Humidity (Operating) 20 to 80% (no condensation)
Humidity (Storage) 20 to 95% (no condensation)
Warranty 3 years
Table A.1: Specifications of the Flea3 Camera
Manufacturer Part Number Fujinon HF12.5HA-1B
Focal Length 12.5mm
Optical Format 2/3”
Lens Mount C Mount
Table A.2: Lens Specifications
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Appendix B
Matlab Implementation
In this appendix, the Matlab implementation of the active control of camera pa-
rameters algorithm is presented.
1 f unc t i on [ alg , shutter , ga in ] = accp ( amb i en t i l l u )
2 %
3 % ac t i v e c on t r o l o f camera parameters ( with a lgor i thm s e l e c t i o n )
4 %
5 a lgor i thms = { ’DPM’ , ’BoW’ , ’R−CNN’ , ’SPP−net ’ } ;
6 i l l u s = { ’ 50 ’ , ’ 100 ’ , ’ 200 ’ , ’ 400 ’ , ’ 800 ’ , ’ 1600 ’ , ’ 3200 ’ } ;
7
8 optm shutter = ze ro s ( l ength ( a lgor i thms ) , 1) ;
9 optm gain = ze ro s ( l ength ( a lgor i thms ) , 1) ;
10 optm score = ze ro s ( l ength ( a lgor i thms ) , 1) ;
11
12 k e r n e l s i z e = 3 ;
13 sigma = 1 . 0 ;
14
15 f o r i = 1 : l ength ( a lgor i thms )
16
17 ap = ze ro s (8 , 8 , l ength ( i l l u s ) ) ;
18
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19 f o r j = 1 : l ength ( i l l u s )
20 f o r s = 1 :8
21 f o r g = 1 :8
22 % compute the AP o f i t h a lgor i thm on the images taken
23 % with i l l um ina t i o n j , shu t t e r s and vo l tage gain g .
24 ap ( s , g , j ) = get ap ( a lgor i thms { i } , i l l u s { j } , s , g ) ;
25 end
26 end
27 end
28
29 % compute the optimal <shutter , gain> pa i r and a s s o c i a t ed s co r e
30 % fo r an algor i thm .
31 ap2 = smooth 3d (ap , k e r n e l s i z e , sigma ) ;
32 [mx, idxe s ] = max( ap2 ( amb i en t i l l u , : , : ) ) ;
33 [ s , g ] = ind2sub ( [ 8 8 ] , i dxe s ) ;
34 optm shutter ( i ) = s ;
35 optm gain ( i ) = g ;
36 optm score ( i ) = mx;
37 end
38
39 % return r e s u l t s
40 [ ˜ , idx ] = max( optm score ) ;
41 a lg = a lgor i thms ( idx ) ;
42 shut t e r = optm shutter ( idx ) ;
43 gain = optm gain ( idx ) ;
44 end
45
46 f unc t i on ap2 = smooth 3d (ap , sz , sigma )
47 %
48 % smooth the AP matrix
49 %
50 h = gauss ian 3d ( sz , sigma ) ;
51 hz = c e i l ( sz / 2) ;
52
53 ap2 = ze ro s ( s i z e ( ap ) ) ;
54
55 f o r i = 1 : s i z e ( ap , 1)
56 f o r s = 1 : s i z e ( ap , 2)
57 f o r g = 1 : s i z e ( ap , 3)
58 sm = 0 ;
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59 wt = 0 ;
60 f o r x = 1 : sz
61 f o r y = 1 : sz
62 f o r z = 1 : sz
63 i f i+x−hz >= 1 && i+x−hz <= s i z e ( ap , 1) . . .
64 && s+y−hz >= 1 && s+y−hz <= s i z e ( ap , 2) . . .
65 && g+z−hz >= 1 && g+z−hz <= s i z e ( ap , 3)
66 sm = sm + ap ( i+x−hz , s+y−hz , g+z−hz ) . . .
67 ∗ h(x , y , z ) ;
68 wt = wt + h(x , y , z ) ;
69 end
70 end
71 end
72 end
73 ap2 ( i , s , g ) = sm / wt ;
74 end
75 end
76 end
77 end
78
79
80 f unc t i on h = gauss ian 3d ( sz , sigma )
81 %
82 % Generate 3D gauss ian ke rne l
83 %
84 h = ze ro s ( sz , sz , sz ) ;
85 hsz = c e i l ( sz / 2) ;
86
87 f o r x = 1 : sz
88 f o r y = 1 : sz
89 f o r z = 1 : sz
90 r2 = (x−hsz ) ˆ2 + (y−hsz ) ˆ2 + ( z−hsz ) ˆ2 ;
91 h(x , y , z ) = exp(−r2 /(2 ∗ sigma ˆ2) ) ;
92 end
93 end
94 end
95
96 h = h ./ sum(h ( : ) ) ; % normal ize
97 end
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