Software testing is a critical part of software development. Often, test suite sizes grow significantly with subsequent modifications to the software over time resulting into potential redundancies. Test redundancies are undesirable as they incur costs and are not helpful to detect new bugs. Owing to time and resource constraints, test suite minimization strategies are often sought to remove those redundant test cases in an effort to ensure that each test can cover as much requirements as possible. There are already many works in the literature exploiting the greedy computational algorithms as well as the meta-heuristic algorithms, but no single strategy can claim dominance in terms of test data reduction over their counterparts. Furthermore, despite much useful work, existing strategies have not sufficiently explored the hybrid based meta-heuristic strategies. In order to improve the performance of existing strategies, hybridization is seen as the key to exploit the strength of more than one meta-heuristic algorithm. Given such prospects, this research explores a hybrid test redundancy reduction strategy based on Global Neighborhood Algorithm and Simulated Annealing, called GNA_SA. Overall, GNA_SA offers better reduction as compared to the original GNA and many existing works.
INTRODUCTION
In line with the customer demands for new functionalities, software lines of code (LOCs) increase tremendously in the last 10 years. As the software application's size changed from kilobytes to gigabytes and terabytes, achieving a high level of reliability will be difficult. As testing can be seen as the gatekeeper for reliability, test engineers will always be under pressure to develop efficient test cases in an effort to ensure sufficient reliability.
In the case of large scale software development involving multiple test engineers, there are potentially many overlapping test cases owing to the evolution of the software over time. The same test cases may be coordinated by different teams, as such, causing potential unwarranted redundancies across the shared modules. Such a problem can be even worse when the development teams are not geographically co-located and in different time zones.
Furthermore, unlike other software development phases, the execution of test cases often happens late towards the end of the software engineering life cycle. As such, owing to the need to meet the deadline, test engineers may not have the luxury of executing all the test cases. In this manner, redundancy reduction may be the way forward to minimize the irrelevant test cases.
There are already significant efforts to develop suitable test redundancy strategies to remove extra testing efforts. General computational strategies (e.g. [1] , [2] and [3] ) are few of these efforts. Recently, researchers have started to address the test redundancy reduction as an optimization problem [4] As a result, new strategies based on meta-heuristic algorithms have emerged. LAHCS [5] and tReductSA [4] are some examples available in the literature. Although useful, these meta-heuristic strategies do have limitations. Firstly, the No Free Lunch Theorem [6] logically proves that no on single meta-heuristic algorithm can outperform others even when there is a slight change in problem configuration. Secondly, as existing test redundancy strategies mostly dwell on single solution algorithms, the exploration of search spaces is typically limited. As such, the diversity of solutions might be compromised. To address the aforementioned issues, this study proposes a hybridization approach. With hybridization, each algorithm can exploit the strengths and cover the weaknesses of the collaborating algorithms (i.e. either partly or in full). In fact, many recent results from scientific literature (e.g. [7] [8] [9] ) seem to indicate that hybridization improves the performance of metaheuristic algorithms. Owing to this alluring prospect, this work proposes a new hybrid strategy for test redundancy reduction problem based on the Global Neighborhood Algorithm (GNA) and Simulated Annealing (SA). Table 1 illustrates hypothetically the test cases versus requirements traceability matrix where R1 till R8 denote the requirements and t1 till t5 denote the test cases. Ideally, in real practice, the number of test cases and requirements can be much larger.
PROBLEM DEFINITION MODEL
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. To facilitate understanding, the test cases versus requirements traceability matrix can be illustrated in different formats as shown in Table 2 . Referring to Table 2 , it can be observed that there are many instances that one requirement is covered by more than one test case causing redundancies. For example, R2 is covered by t2, t3, t4 and t5. Similarly, R3 is covered by t1, t3 and t14. The same analysis can be done for all other requirements R3 till R8. Here, it is desirable to cover as much requirements as possible but with less test cases. As can be deduced from Table 2 , the most minimum set of tests for this problem is {t1, t2, t4} or {t1, t2, t5}, both yielding a reduction of 60%. It should be noted that manual inspection can be straightforward for small software applications with a small number of tests and requirements, however, such approach is not scalable for large scale software. For these reasons, researchers are turning into computational as well as meta-heuristic algorithms to address these scalable issues.
THE HYBRID DESIGN OF GNA_SA
The pseudocodes for GNA and SA are summarized in Figure 1 and Figure 2 respectively. The proposed hybrid GNA_SA is a structured integration of GNA and SA. Yang [10] advocates that the combination between local and global search operations is very important to get an efficient algorithm. In case of the proposed GNA_SA strategy, the target meta-heuristic is augmented by the host meta-heuristics. GNA (population based) is biased toward exploration of the search space and weak in the exploitation of the solutions found. On the other hand, SA is geared toward exploitation. Working together, GNA can enhance the exploration of SA whilst SA can improve the exploitation of GNA. The proposed hybrid GNA_SA is shown in Figure 3 . 
THE GNA_SA STRATEGY FOR TEST REDUNDANCY REDUCTION PROBLEM
This section generalizes the GNA_SA for test redundancy reduction problem. Formally, the test redundancy reduction problem can be expressed as a set covering problem as follows: 
Ts = {t1, t2, … tn} Req = {R1, R2, …Rn} Tm= {All permutation n! of Ts}
The hybrid GNA_SA starts the search with an objective function formulated for the test redundancy reduction problem. The objective function considered is as follows: 
.tn) can be chosen, by n! = n* (n-1) * (n-2) ... * (1).
However, considering all exhaustive sequence, the searching process can take hours, days, or even weeks depending on the size of the problem.
A set of m random sequence is generated from (t1, t2, ...tn) with a number of ways (n1, n2, …, nn). So, the generated solution would be: 
f(t1) < f(t2) < f(t3) < …<f(tm) for t=t1, t2, …, tj; j=1, 2, …, N
is the solution sequence with best fitness. The best combination (t1) is then used as a goodness measure for the local optimal solution and it is also initially set as the best-known solution, S best .
In the context of GNA_SA, 50% of the (m) generated solutions will be generated near the best solution neighborhood by using SA. Here, the cost function for the main operator of f(t) adopts the following systematic merger rule: For each test case in the sequence, S current will be merged together until all requirements are covered. As illustration, consider the permutation of three test candidates (t1-t2-t3) with four covering requirements marked as "x". Assuming the permutation of three test cases: t2-t1-t3 where each test covers the "x" given requirements (i.e. 3 tests with 4 requirements). The merger rule will try to merge the given sequence of permutation.
t2: [x][x][x][ ][ ] t1: [ ][x][x][x][x] t3: [ ][x][x][ ][ ] As the merger of t2 with t1 yields complete coverage, all the requirements [x][x][x][x][x]
, the merger rules stop (i.e. merger with t3 is unnecessary). Hence, the best minimum sequence is simply t2-t1.
To recap, when S' best is reduced, the merging result gives concatenation of S current . Upon completion of the cooling temperature cycle, S current , represents the global optimum test-suite reduction results in a new test suite, TM, where only the relevant subset remains, and the other test cases are discarded.
The other 50% of the (m) generated solutions will be randomly generated from the whole search space. Similar merging rule also applies here. At the end, the best solution from the above (m) solutions between 50%, 50% is calculated. The new value for the best solution, S' best compared to best-known solution, Sbest that replaces the current Sbest if it was found to be better.
BENCHMARKING RESULTS
To investigate the performance of GNA_SA against other strategies, we adopt two case studies with large number of tests and requirement traceability. Specifically, the two experiments are based on Reqi = {R1..R40} and Tn ={t0..t29} and Reqi = {R1..R30} and Tn ={t0..t40} respectively as summarized in Table 3 . Our benchmarking results are compared with GE [12] , and against our own implementation of Late Acceptance Hill Climbing (LAHC), Simulated Annealing (SA), and Global Neighborhood Algorithm (GNA).
For acceptable comparison, we ensure that the maximum number of fitness function evaluation for all strategies are the same. In this case, we have chosen the maximum fitness function evaluation to be 1000. We have reported the best test size reduction based on 20 runs. We also note that GE is a deterministic computational based strategy which produces deterministic results for every run. For this reason, the average results for GE are constant unlike other strategies. The complete results are shown in Table 4 with best cell entries highlighted in grey.
DISCUSSION
Referring to Table 4 , GE offers the best mean with 80% for Reqi = {R1..R40} and Tn ={t0..t29}. As highlighted earlier, the best reduction for GE is the same as the mean owing to the deterministic nature of its searching process. GNA_SA offers the best reduction percentage of 82.50%, that is, for the same maximum fitness function evaluation of 1000. Specifically, GNA_SA gives the best sequence of test suite not found by other strategies.
Concerning the results for Reqi = {R1..R30} and Tn ={t0..t40}, all strategies give the best reduction of 95% with the exception of GNA. Offering similar mean as GE, GNA_SA produces the most optimal results in all 20 runs. Such performance indicates that GNA_SA has better exploration and exploitation than SA, LAHC and the original GA. 
