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Let y(n) be the number of P-words of length n. It is shown that the second 
difference y”(n) is the number of words of length n in a well-behaved subset of the 
set of P-words. A formula for y(n) for some n is derived, and is used to explain 
patterns noted by F. M. Dekking in the values of y. 0 1989 Academic PESS, 1~. 
The sequence y = 122112122122.. . given by W. Kolakoski in [ 1] can be 
described as a sequence of l’s and 2’s having the property that the length of 
the jth run of like symbols is equal to the jth symbol. C. Kimberling [2] 
and F. M. Dekking [3,4] have studied the finite words which occur in y, 
and in particular the conjecture that each such word occurs infinitely often 
in y. Dekking notes [4] that each finite subword of y is a P-word as 
defined below. This paper is a study of the number of P-words of each 
length. 
I would like to thank Fred Galvin for introducing me to this subject. 
Following [4], we say that a finite word W of l’s and 2’s in which 
neither 111 nor 222 occurs is differentiable, and its derivative, denoted by 
IV’ or D(W), is the word whose jth symbol equals the length of the jth run 
of W, discarding the first and/or last run if it has length one. For example, 
(12211)‘=22 and (121)‘= 1. We write A for the empty word, and set 
ii’ = /1. Let / IV\ denote the length of W. Note that for any nonempty word 
w, IWI > IW’I. 
A word V such that V’ = W is a primitive of W. The two primitives of W 
having maximal length are the Zong primitives of W. Thus A, 1, 2, l2,21, 
are the primitives of A, and the last two are the long primitives. 
The concatenation VW of words V and W is a left extension of W, a 
right extension of V. The complement @ of a word W of l’s and 2’s is the 
word obtained by repfacing each digit of W by its opposite. 
The following lemma is clear from the definitions. 
LEMMA 1. Let S=a,a, . . . a, be a differentiable word with n 2 2. Then: 
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(a) If aI = a2 then a,S is not differentiable and D(iiIS) = D(S). 
(b) rf al #a, then D(al S) = 2D(S) and D(GI S) = lD(S). 
Thus if W is a differentiable extension of S, then D(W) is an extension of 
D(S). 
We say that a finite word is C” or is a CCO-word if it is arbitrarily often 
differentiable. For example, 1212 is C”, and 12121 is differentiable but not 
C”. If S is a finite subword of the Kolakoski sequence y, then S is differen- 
tiable and D(S) is either /1 or a subword of y. Thus each finite subword of 
y is C”. 
FROP~SITION 2. Let S= a, . .. a,, be a Cm-word. Any subword of S is 
C”, and S has C” I& and right extensions of arbitrary length. 
ProoJ: We will prove the first assertion by induction on JSl. Since any 
word of length less than 3 is C”, we proceed to the inductive step. Assume 
IS/ > 2 and the assertion holds for Cm-words shorter than S. It suffices to 
show that the sequence T = a2 . . . a, is C”. If a2 = a3, then since S is C” we 
have a, # a2, and then D(S) = D(T) by Lemma l(a), so T is C”. If a2 # a3 
then by Lemma l(b) we have D(S) E { lD(T), 2D(T)}. Since ISI > 2, we 
have ID(S)] < /Sl, so by the inductive assumption every subword of D(S) is 
C”. Thus D(T) is C”, which implies that T is C”. 
For the second assertion it suflices to prove that a Cm-word S has at 
least one C” left extension. We prove this by induction on ISJ. It is clear if 
ISI < 2, so we proceed to the inductive step, assuming that ISI > 1 and the 
assertion is true for Cm-words shorter than S. If a, =a2 then 
D(cS,S) = D(S) so aIS is C” and we are done. If a, # a2 then by Lem- 
ma l(b) we have D(a,S)= lD(S) and D(a,S)=2D(S). Since ID(S)1 < ISI, 
by our assumption at least one of lD(S), 2D(S) is C”, and thus at least 
one of alS, aIS is C”. 1 
Let y(n) denote the number of Cm-words of length n. Define the ,first and 
second differences of y by y’(n)=y(n+ 1)-y(n) and y”(n)=y’(n+ l)- 
y’(n) for each n 2 0. Say that a COO-word S is left doubly extendable (LDE) if 
both 1s and 2s are C”. For each nonnegative integer n, let LD, denote the 
set of LDE words of length n. From Proposition 2 we see that r(n + 1) = 
lLD,I + y(n), or y’(n) = lLD,l. 
PROPOSITION 3. Let S = a, az . . . a, be a Cm-word. The following 
conditions are equivalent: 
(1) S is an LDE word; 
(2) D(S) is an LDE word and ifn > 1 then a, # a2. 
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ProoJ (1) implies (2). Assume that S is an LDE word. If IS\ <2 then 
(2) is clear so we assume IS( 12. Since a,S is C”, a, #az. Then by Lem- 
ma 1 (b), lD(S) and 2D(S) are both C”, so D(S) is an LDE word. 
(2) implies (1). This follows from the equations of Lemma l(b). j 
For a nonempty word S, let T(S) denote the word obtained by removing 
the rightmost digit of S. 
PROPOSITION 4. Let n > 0 and SE LD,. Then T(S) E LD, _ 1 and there is 
WELD,+I such that T(W) = S. 
Proof. Suppose SE LD,. Then 1s and 2s are C”, so by Proposition 2 
we have that 1 T(S) and 2T( S) are Coo, which implies T(S) E LD, _ i. 
We prove the second assertion by induction on /SI. The case ISI = 1 is 
easily checked, so we proceed to the inductive step, assuming IS1 > 1. Let 
S=al .--a,. If a,- i = a,, then since by Proposition 2 any (Y-word has a 
C” right extension, both lS& and 2SiE, are C” and we can set W= Sii,. 
So we may assume a, _ 1 # a,, and since S is LDE we have a, # a2 by 
Proposition 3. We must show that either both a, Sa,, and lir Sa, are C” or 
both al&,, and ti,SG, are C”. Using Lemma l(b) we see that the 
derivatives of these four words are respectively 2D(S)2 and lD(S)2, 
2D(S)l and lD(S)l. By Proposition 3, D(S) is LDE, and since 
(D(S)1 < ISI, the inductive hypothesis applies and we are done. [ 
Say that a word S is fully extendable (FE) if lS1, lS2, 2S1, and 2S2 are 
all C”. Let FE, denote the set of FE words of length n. From 
Proposition 4 it follows that ILD, + iI = JFE,I + ILD,l, which since 
ILD,I =y’(n) gives y”(n)= IFE,(. 
~OPosITIoN 5. Let S=a, .. . a,, be a nonempty word. The following 
conditions are equivalent: 
(1) Sisan FEword, 
(2) D(S) is an FE word, n > 1, a, #a,, and a,-1 #a,; 
(3) D(S) is an FE word and S is a long primitive of D(S). 
Proof. (1) implies (2). Assume S is fully extendable and nonempty. 
Then a,Sa,, a,%,, ii,Sa,, ii,%,, are all C”, which implies nz> 1, a, #a2, 
and a,_1 #a,. By Lemma l(b) we have D(a,Sa,)=2D(S)2, D(a,S&) = 
2D(S)l, D(a,Su,)= lD(S)2, and D(Ci,SG,)= lD(S)l. Thus D(S) is an FE 
word. 
(2) implies (1). Use the equations just employed. 
The equivalence of (2) and (3) follows from the definition of 
derivative. 1 
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The height of a Cm-word W is the least integer k such that Dk( W) = A. 
We write ht( W) for the height of W. 
Let G(k) denote the set of FE words of height k. From Proposition 5 we 
see that each nonempty FE word has precisely two primitives which are 
FE, namely its long primitives. So for any non-negative integer k, the set 
G(k) has 2k elements. 
For each k 2 0, let A(k) denote the minimum and B(k) the maximum 
length of an FE word of height k. 
COROLLARY 6. As functions of k, A and B are strictly increasing. For 
positive integers k, n, 
(a) IfB(k-l)<n<A(k), then y”(n)=O. 
(b) IfB(k--l)<nsA(k), then y’(n)=2! 
ProoJ For k 20, let S be an FE word of height k + 1 and length 
A(k + 1). Then D(S) has height k, and by Proposition 5, D(S) is an FE 
word. Thus we have A(k)5 ID(S)1 < ISJ = A(k+ l), so A is strictly 
increasing. 
For k 2 0, let S be an FE word of height k and length B(k). Let W be a 
long primitive of S. Then ht( W) = k + 1 and by Proposition 5, W is an FE 
word. Thus B(k) = I&‘( < 1 W( 5 B(k + 1 ), so B is strictly increasing. 
It is then clear that no FE word S satisfies B(k - 1) < IS] < A(k) for any 
k, which establishes (a). 
For part (b), note that y’(n) = y’(O) + C;:i y”(i) = 1+ Et:: 2h = 2k. 1 
PROPOSITION 7. For each integer k 2 0, CTEGCkj 1 TI = 4[3k - zk]. Thus 
the mean length of words in G(k) is 4[(5)k- 11, and for kz0, 
c 17-l =2[3k-2k+1 + 11. 
TeG(h),OSh<k 
ProoJ: We establish the first equation by induction on the height k. 
Since G(O)= {,4} and G(l)= { 12,21} the equation holds for k=O, 1. For 
k > 1, suppose the equation holds for k - 1. Pairing each word in G(k - 1) 
with its complement, we see that the sum of the digits of the words in 
G(k- 1) is 
(t) c 17’1 =($)4[3k-1-2k--]. 
TEG(k- 1) 
If the digits of a word S sum to m, then the two long primitives of S each 
have length m+2. Applying this to the 2k-’ words in G(k- l), 
c TEG(kj I T( = 2($)4[3k-1 - 2k-‘] + 2 ’ 2 . 2k-1 = 4[3k - 2k] as desired. 
Since there are 2k words in G(k), the mean is as stated, and the last 
equation is easily established. B 
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We now develop a formula for y. It is convenient to use the convention 
that a sum is zero if the lower limit of summation exceeds the upper limit. 
Noting that y(O) = y’(O) = 1, for n 2 0 we have 
n-l 
Y(n)=Y(o)+ c Y’(k) 
k=O 
= y(0) + y [y’(O) + kf’ yqi)l 
k=O L 
n-l k-1 
=n+l+ c c 
k=l i=O 
Reversing the order of summation gives 
i=O J 
y”(i). 
n-2 n-1 
y(n)=n+ l+ c c y”(i) 
i=O k=i+l 
n-2 
= n + 1 + 1 (n - 1 - i) y”(i) 
i=O 
n-2 e-2 
= n + 1 + (n- 1) 1 y”(i)- c iy”(i). 
i=O i=O 
(1) 
THEOREM 8. Let k, n be positive integers satisfying B(k - 1) + 1 5 n s 
A(k) + 1. Then 
y(n) = (n + 3) 2k - 2. 3k. 
Proof. Assume that B(k- 1) 5 A(k) and let q be the number of FE 
words of length B(k - 1) and height k - 1. Using (1 ), 
y(W- l)+ 1) 
B(k-1)-l 
=B(k-1)+2+B(k-1) 1 y”(i) 
i=O 
B(k-11)-l 
- i;. iY”(i) 
[ 
B(k-1)-l 
=B(k-1)+2+B(k-1) q+ c y”(i) 
i-0 1 
B(k- l)- 1 
1 iy”(i) . 
i=O 1 
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By Corollary 6, A and B are increasing functions of k. Thus the first 
bracketed quantity equals the number of FE words of height less than k, 
which is Cirh 2h = 2k - 1. The second bracketed quantity is the sum of the 
lengths of these words, which we have found in Proposition 7. So we have 
Mk- I)+ 1) 
=B(k-1)+2+B(k-1)[2k-l]-2[3k-2k+1+l] 
= (B(k - 1) + 4) 2k - 2 . 3k as desired. 
For each II such that B(k- 1) + 2 sn sA(k) + 1, Corollary 6(b) gives 
y(n)--(n-l)=y’(n-1)=2k, so a finite induction establishes the 
theorem. u 
Considering Corollary 6 and Theorem 8, it is natural to ask whether 
B(k - 1) < A(k) for each k > 0. I do not know the answer. There are short 
CCO-words, S, W for which ht(S)< ht( W) and ISJ > 1 WI. (For example, 
S= 1221221121 and W= 12122121.) However, the FE words behave 
better. Following is a computer generated table of values of A(k), B(k) for 
ks 17. 
k 0 12 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
A(k) 0 2 5 9 15 24 37 57 87 132 199 300 451 678 1018 1527 2290 3435 
B(k) 0 2 5 10 17 28 45 70 107 163 248 375 566 852 1282 1927 2893 4346 
In this range at least, the ratios A(k)/A(k- 1) and B(k)/B(k- 1) 
approach 5 as k increases. This is a consequence of the fact that FE words 
have roughly equal numbers of l’s and 2’s. A more precise statement of this 
fact might make possible a proof that B(k - 1) <A(k) for each k > 0. 
In [4], Dekking points out that y(3n) = 3y(2n - 1) for n = 1,2, . . . . 12 but 
not n = 13. Theorem 8 sheds some light on this. Consider the following 
inequalities for k > 1: 
B(k-1)+1~3n~~(k)+l, 
B(k-2)+ 152n-- 1 sA(k- l)+ 1. 
For each positive integer IZ, one of three possibilities occurs: 
(a) for some k, both inequalities hold; or 
(b) for every k, neither inequality holds; or 
(c) for every k, at most one inequality holds, and for some k one 
inequality does hold. 
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As mentioned, the ratios A(k)/A(k- 1) and B(k)/B(k- 1) seem to 
approach $ as k increases. This implies that most n satisfy either (a) or (b). 
(In the range 1 g ~15 1150, (c) holds for n = 13, 15,67, 125,151,284,340, 
427,510,642,764,1146. In each case it is the second inequality which is 
satisfied for some k.) If n satisfies (a), then by Theorem 8 
y(3n) = (3n + 3) 2k - 2. 3k 
=3[((2~1)+3)2~-‘-2.3k-‘] 
= 3y(2n - 1). 
If n satisfies (b), as is the case for tz = 9, 14,2@-23, etc., the equation 
y(3n) = 3y(2n - 1) may hold (as it does for IZ = 9, 14,20,21) or fail (as for 
n=22,23). 
Finally, it is not difficult to see that the formula for y(n) given in 
Theorem 8 does not hold outside the range for n specified, so if YE satisfies 
(c) then y(3n) # 3y(2n - 1). 
We now use Theorem 8 to estimate y(n) with a power of n for some n. 
We obtain the same power conjectured by Dekking in [4] as an estimate 
for /I,,(n), the number of distinct subwords of length IZ of the Kolakoski 
sequence. 
COROLLARY 9. There are positive constants Cl, C, such that for each n 
satisfying B(k - 1) + 15 n g A(k) + 1 for some k, C,n* 5 y(n) S C,nP, where 
p = (log 3)/lag $x 2.71. 
ProoJ: Suppose that B(k- 1) + 15 ns A(k) + 1. In Proposition 7 we 
determined the mean length of an FE word of height h to be 4[($)h - 11, so 
4[(5)k-’ - 1] gB(k- 1) and A(k)s4[($)k- 11. Then 
4($- l- 3 5 n 5 4(4)k - 3. (21 
Then by Theorem 8, 
4(#- l 2k - 2. 3k 5 y(n) 5 4(;)k 2k- 2.3k 
which simplifies to 
Also from (2), k - 1 5 log,,,[(n + 3)/4] s k. Then (3) 3iog3~r(n+ 3)‘41 2 
(f) 3k 5 y(n) g 6. 3k-1 5 6. 310g3~2C(nf3)'41 and $[(n + 3)/41p 5 y(n) 5 
6[(n +3)/41p. Thus we may take Cr = ($)($)P. The hypotheses on rl imply 
iz 2 1, which implies (n + 3)/4 $ n, and thus we may set C, = 6. 8 
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