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Abstract: This paper presents an integrated approach of Wavelet 
and Rough Set Theory for the classification of power quality 
(PQ) disturbances. Further, the number of features and the rules 
required for proper classification are decided through Rough Set 
approach. Moreover, as the proposed methodology can reduce 
the number of features extracted through Wavelet to a great 
extent, it will indirectly reduce the memory requirement for the 
classification procedure. Eleven types of PQ disturbances are 
considered for classification. The simulation results show that the 
combination of Wavelet and Rough Set Theory can effectively 
classify different power quality disturbances. Since rule based 
approach is easy to understand and simple to implement, the 
Rough Set technique is a good candidate for the classification of 
PQ disturbances. 
 
Key words: Wavelet, Rough Set Theory, feature extraction, rule 
based classification of power quality disturbances. 
I. INTRODUCTION 
 The quality of electric power has become an important 
issue for electric utilities and their customers. As a result, 
power quality (PQ) study is gaining interest. Degradation in 
quality of electric power is normally caused by power-line 
disturbances such as voltage sag/swell with and without 
harmonic, momentary interruption, harmonic distortion, 
flicker, notch, spike and transients, causing problems such as 
malfunctions, instabilities, short lifetime, failure of electrical 
equipments and so on. In electric power network system faults 
may cause voltage sag or momentary interruption whereas 
switching off of large load or energization of large capacitor 
bank may lead to voltage swell. On the other hand use of solid 
state switching devices, non-linear and power electronically 
switched loads such as rectifiers or inverters may cause 
harmonic distortion and notching in the voltage and current. 
Use of arc furnaces may lead to flickers. Ferroresonance, 
transformer energization, capacitor switching may cause 
transients and lightning strikes may lead to spikes.  
In a realistic power system, to improve power quality these 
disturbances need to be identified before appropriate 
mitigating action can be taken so that the disturbance does not 
cause any adverse effect on the equipments or processes.  
Generally PQ monitoring is carried out by capturing the 
disturbance based on visual inspection. As a result, power 
quality engineers are inundated with enormous amount of data 
to inspect. Moreover, they may loose the important 
information while monitoring. Hence, a robust method for 
automatic classification of disturbances is highly demanded.  
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 In this paper authors have used a combination of Wavelet 
[13-15] and Rough Set Theory for effective classification of 
11 types of PQ disturbances. 13 features which are energy 
distribution at 13 decomposition levels of wavelet are 
extracted using Discrete Wavelet Transform [1, 6, 15]. The 
procedure for extracting the features is given in [1, 6] and 
hence, not included in this paper. The crisp values of the 
features are then converted into ranges and then Rough Set 
Theory is applied. These 13 features are reduced to 5 through 
attribute reduction technique. Finally with the reduced number 
of features, the rules are framed for classification. Since, less 
numbers of features are used for the classification of 11 types 
of PQ disturbances, the memory requirement and 
computational time will reduce.  
, sukumar@ee.iitd.ac.in). 
 Wavelet exhibits its notable capabilities for detection and 
localization the power disturbances [1-2]. In order to identify 
the type of PQ disturbance more effectively, several authors 
have presented different methodologies based on the 
combination of wavelet transform (WT) and artificial neural 
network (ANN) [3-6]. Using the features derived through WT 
and subsequently training with an ANN, it is possible to 
extract important information about the disturbance signal and 
to determine what type of disturbance has caused a power 
quality (PQ) problem to occur. The features mostly in use are 
time at which the disturbance occurs, slope or gradient of 
disturbed signal and energy distribution at various 
decomposition levels of wavelet. These features are used by 
the ANN for classification.  
 Neural network has the shortcoming of implicit knowledge 
representation. On the other hand, rule based classification 
gives better understanding of the classification procedure 
compared to the neural network based method. Moreover, 
since it is a set of rules we can modify it as and when required. 
Rough Set approach gives rule based classification which is 
quite easy and simple. Besides, the proposed methodology 
reduces the number of features extracted from WT to a great 
extent and hence the memory requirement will be less for the 
classification of the PQ events.  
 Recently Rough Sets Theory [7] has been successfully used 
in some of the areas of power system for event extraction [8], 
security assessment [9], power system control centre data 
mining [10], fault classification [11] and classification of 
power system operation points [12]. Rough Sets can handle 
the problem efficiently where large amounts of data are 
produced. Rough Sets Theory constitutes a framework for 
inducing minimal decision rules. These rules in turn can be 
used to perform the classification task. The main goal of the 
rough set analysis is to search large database for meaningful 
decision rules and finally acquire new knowledge. The rough 
set analysis gives a minimal set of attributes called as reduct 
which preserves the partitioning of the finite set of objects and 
therefore the original classes.  
978-1-4244-1770-4/08/$25.00 ©2008 IEEE 
II. OVERVIEW OF ROUGH SET THEORY 
The Rough Set Theory is a mathematical tool presented to 
dispose incomplete and uncertainty problem [7]. The analysis 
allows us to identify the relationship between the values of 
those significant variables (in the specified ranges) and the 
likelihood of the specified event occurring. It is important to 
discuss following definitions related to Rough Set Theory 
before proceeding for the problem formulation. 
A. Indiscernibility Relation 
 The indiscernibility relation is used to reduce the 
dimensionality of large data set extracted from WT without 
losing original information. For each set of attributes, the 
indiscernibility relation partitions the set of events (elements 
of universe) into a family of equivalence classes. Equivalence 
classes are the elementary sets of our knowledge 
representation system. A knowledge representation system is a 
pair , where ),( AUS =
  is a nonempty, finite set called the universe →U
  is a nonempty, finite set of primitive attributes →A
Every subset of attributes B in A  in the knowledge 
system  that determines a relation on U is called 
indiscernibility relation which is formulated as 
)( AB ⊆
),( AUS =
{ })()(,:),()( 2 yaxaBaeveryforUyxBIND =∈∈=  
where  denotes the value of attributes a for the event x. If 
, then the events x and y are indiscernible 
from each other with respect to the attribute B. The family of 
all the equivalence classes in the relation  will be 
denoted by . The indiscernibility relation 
preserves the equivalence classes and hence, the ability to 
form approximations [8].  
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B. Approximations 
The rough set approach to data analysis works with lower 
and upper approximation of a set as shown in Fig. 1. The 
discernibility relation is used for two basic operations in rough 
set theory i.e. upper XR and lower XR approximations, 
which defines crisp and vagueness present in the sets. If any 
concept of the universe can be formed as a union of some 
elementary sets, it is referred to as crisp (precise). On the 
contrary, if the concept cannot be presented in such a way, it is 
referred to as vague (imprecise, rough). XR  is defined as the 
collection of cases whose equivalence classes are fully 
contained in the set of cases to approximate. XR  is defined as 
the collection of cases whose equivalence classes are at least 
partially contained in (i.e. overlap with) the set of cases to 
approximate. So, there are five regions of interest: XR  and 
XR  and ,  and . These sets are 
defined as shown below.  
)(XPOSR )(XBNR )(XNEGR
Let a set , R be an equivalence relation and 
knowledge. Two subsets base can be associated; 
UX ⊆
i) R-lower: { }XYRUYUXR ⊆∈= :/  
ii) R-upper: { }φ≠∩∈= XYRUYUXR :/  
It means that the elements belong to XR  set can be classified 
with certainty as element of X; while the elements belong to 
XR  set can be possibly classified as element of X. In the 
same way, ,  and  are defined 
below  
)(XPOSR )(XBNR )(XNEGR
iii) ⇒= XRXPOSR )(  certainly member of X 
iv) ⇒−= XRUXNEGR )(  certainly non member of X 
v) ⇒−= XRXRXBN R )(  possibly member of X 
C. Reducts and Core  
 The objective of data reduction is to find a minimal subset 
of relevant attributes that preserves the indiscernibility relation 
computed on the basis of the full set of attributes. Let R be a 
family of equivalence relations. The reduct of R, RED(R), is 
defined as reduced set of relations that conserves the same 
inductive classification of set R. It distinguishes all events 
which can be discernible by the original knowledge system. 
The core of R, CORE(R), is the set of relations that appears in 
all reduct of R, i.e., the set of all indispensable relations to 
characterize the relation R. The concept of core and reducts 
are two fundamental concepts of Rough Set Theory and are 
important in the knowledge base reduction.  
)(XPOSR
)(XNEGR
)(XBN R
XR
XR
U III. CLASSIFICATION PROCESS 
 The algorithm of the whole classification procedure is 
shown in Fig. 2. All the steps in the algorithm are discussed 
one by one.  
Step-1: Extracting the Features from Wavelet Transform (WT) 
 Power quality disturbances are simulated using MATLAB 
[16]. The sampling frequency considered is 6.4 kHz i.e., 128 
samples per cycle. Eleven types of power quality disturbances 
(or classes) are taken and are as follows: 
Fig. 1. Definition of rough set approximations  
  C1→ Normal 
  C2→ Pure Sag 
  C3→ Pure Swell 
  C4→ Momentary Interruption (MI) 
  C5→ Harmonics 
  C6→ Sag with Harmonic 
  C7→ Swell with Harmonic 
  C8→ Flicker 
  C9→ Notch 
  C10→ Spike 
  C11→ Transient 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 The features of above mentioned PQ signals are extracted 
using Wavelet Transform (WT). The energy distribution at 13 
detail decomposition levels (D1-D13) [5-6] obtained through 
WT of the signal using dB4 wavelet are considered as the 
features. Hence there will be 13 features which are known as 
attributes in the knowledge representation system. Such 13 
attributes are calculated for each class.  
 
Step-2: Formation of Knowledge Representation System 
 In order to apply Rough Set Theory, the data has to be 
formatted in a particular fashion [10, 12]. The first attribute 
i.e., the energy distribution at D1 level is not considered while 
forming the knowledge representation system as for some of 
the classes it has very less value (of the order of 10-8 and 10-5) 
as compared to other features. Twelve different values x2 to x13 
(Fig. 3) are generated. Based on the magnitude of attributes it 
will fall into a particular range. In order to get the values x2 to 
x13 and the number of ranges, many random numbers are 
generated and out of those thirteen values are considered to 
satisfy the non-overlapping condition of attributes for different 
classes. This will eliminate the problem of inconsistent data 
(inconsistent objects have identical values for their condition 
attributes but fall in different classes [17]). The knowledge 
about how the ranges are obtained is shown in Fig. 3. For 
example the range of x2 (Fig. 3) is between 0-1 multiplied by a 
random number. A sample knowledge representation system 
(or decision table) is shown in Table 1 for pure sag (C2) and 
harmonic (C5) classes. In Table 1, columns D2 - D13 denote the 
range in which the corresponding attribute is falling and the 
last column shows the decision class. Therefore, the attribute 
value will now be the range number to which it is falling. 20 
examples (or disturbances) of each class are considered in the 
classification process for the formation of rules.  
Step-1
Extracting the Features from WT
Step-2
Construct Knowledge Representation System
Step-3
Eliminate Identical Attributes
Step-4
Eliminate Identical Examples
Step-5
Eliminate Dispensable Attributes
Step-6
Computate Table wih Reduct values
Step-7
Form Final Set of Rules for Classification
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Fig. 3. Conversion of continuous data into ranges  
 
Step-3: Eliminate Identical Attributes 
 In this step, if any attribute value is repeating, such 
repeating attribute is to be removed from the decision table. 
Attributes D8 , D9 , D10 , D11 , D12 and D13 belong to same 
range for all the examples of 11 classes. Since attribute values 
D8 to D13 are same any one of them can be considered and 
remaining can be removed for further analysis. Hence, D9 to 
D13 are removed leaving D8 as their representative in the 
classification algorithm. 
Fig. 2. Algorithm of classification process 
Step-4: Eliminate Identical Examples 
 The identical examples of any particular class are to be 
removed as they are repeating in nature and may not be 
required for classification. For instance for class C2 examples 
1, 2, 3, 4, 11, 12, 13 are identical and hence repeating 
examples i.e., 2, 3, 4, 11, 12, 13 are to be removed from 
classification algorithm for further analysis.  
Step-5: Eliminate Dispensable Attributes 
 In this step it is to be verified if the decision table contains 
only indispensable attributes. This task can be accomplished 
by eliminating each attribute step-by-step and verifying if the 
decision table gives the correct classification. For example, let 
us remove attribute D2 and see whether the decision table 
gives correct classification with remaining attributes. If the 
algorithm gives correct classification without D2, then it 
means that attribute D2 is not required for classification and 
hence it can be removed. Such attribute is called as a 
dispensable attribute for the decision table. Here D2 is a 
dispensable attribute and hence it is eliminated for further 
analysis. Now consider attribute D3, and similar analysis is 
carried out to see whether D3 is dispensable. Similar procedure 
is repeated for other attributes. The attributes D2 and D8 are 
found to be dispensable attributes and are removed for further 
analysis. A sample decision table with indispensable attributes 
for classes C2, C3 and C4 is shown in Table 2.  
 
Table 1: A sample knowledge representation system  
Ex. D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13
Decision
Class 
1 1 1 6 4 5 8 1 1 1 1 1 1 C2
2 1 1 6 4 5 8 1 1 1 1 1 1 C2
3 1 1 6 4 5 8 1 1 1 1 1 1 C2
4 1 1 6 4 5 8 1 1 1 1 1 1 C2
5 1 1 6 4 5 9 1 1 1 1 1 1 C2
6 1 1 6 4 5 9 1 1 1 1 1 1 C2
7 1 1 5 4 5 9 1 1 1 1 1 1 C2
8 1 1 5 4 5 9 1 1 1 1 1 1 C2
9 1 1 5 4 5 9 1 1 1 1 1 1 C2
10 1 1 6 4 4 8 1 1 1 1 1 1 C2
11 1 1 6 4 5 8 1 1 1 1 1 1 C2
12 1 1 6 4 5 8 1 1 1 1 1 1 C2
13 1 1 6 4 5 8 1 1 1 1 1 1 C2
14 1 1 5 4 5 9 1 1 1 1 1 1 C2
15 1 1 6 4 4 7 1 1 1 1 1 1 C2
16 1 1 5 4 5 8 1 1 1 1 1 1 C2
17 1 1 5 4 5 9 1 1 1 1 1 1 C2
18 1 1 6 4 5 9 1 1 1 1 1 1 C2
19 1 1 5 4 5 9 1 1 1 1 1 1 C2
20 1 1 5 4 5 9 1 1 1 1 1 1 C2
21 1 2 7 4 5 10 1 1 1 1 1 1 C5
22 1 5 10 3 5 10 1 1 1 1 1 1 C5
23 1 7 10 2 5 10 1 1 1 1 1 1 C5
24 1 8 10 2 5 10 1 1 1 1 1 1 C5
25 1 10 10 2 5 10 1 1 1 1 1 1 C5
26 1 10 10 1 5 10 1 1 1 1 1 1 C5
27 1 10 10 2 5 10 1 1 1 1 1 1 C5
28 1 10 10 2 5 10 1 1 1 1 1 1 C5
29 2 10 10 2 5 10 1 1 1 1 1 1 C5
30 2 10 10 3 5 10 1 1 1 1 1 1 C5
31 2 10 10 4 5 10 1 1 1 1 1 1 C5
32 2 10 10 4 5 10 1 1 1 1 1 1 C5
33 2 10 10 6 5 10 1 1 1 1 1 1 C5
34 2 10 10 6 5 10 1 1 1 1 1 1 C5
35 2 10 10 6 5 10 1 1 1 1 1 1 C5
36 2 10 10 7 5 10 1 1 1 1 1 1 C5
37 1 5 10 4 5 10 1 1 1 1 1 1 C5
38 1 10 10 3 5 10 1 1 1 1 1 1 C5
39 2 10 10 2 5 10 1 1 1 1 1 1 C5
40 2 10 10 2 5 10 1 1 1 1 1 1 C5
 
Step-6: Compute Table with Reduct Values 
 This is the most important step in Rough Set reduction 
technique as it gives minimal set of rules for the classification.  
Let us calculate the reducts for Ex. 1. The procedure for 
obtaining reducts for Ex. 1 is given below: 
From Table 2, there are five set of combinations of 
attributes leaving one column at a time 
Set1: D4 (6)–D5 (4)–D6 (5)–D7 (8) 
Set2: D3 (1)–D5 (4)–D6 (5)–D7 (8) 
Set3: D3 (1)–D4 (6)–D6 (5)–D7 (8) 
Set4: D3 (1)–D4 (6)–D5 (4)–D7 (8) 
Set5: D3 (1)–D4 (6)–D5 (4)–D6 (5) 
where the value inside the (•) represents the value of the 
attribute.  
 
Table 2: A sample set of examples with indispensable 
attributes  
Ex. D3 D4 D5 D6 D7
Decision 
Class 
1 1 6 4 5 8 C2
5 1 6 4 5 9 C2
7 1 5 4 5 9 C2
10 1 6 4 4 8 C2
15 1 6 4 4 7 C2
16 1 5 4 5 8 C2
21 1 5 5 6 10 C3
23 1 6 5 6 10 C3
29 1 7 5 6 10 C3
36 1 7 5 7 10 C3
40 1 7 6 8 10 C3
41 1 7 4 5 8 C4
 
By referring to the Table 2, the decision category for class 
C2 is  
XC2 = {1, 5, 7, 10, 15, 16} 
Now check whether the attributes of above sets belong to 
the decision category XC2.  
The attribute values of Set1 i.e., D4(6)–D5(4)–D6(5)–D7(8) 
belong to Ex. 1 only (Table 2) and can be expressed as  
Set1: D4 (6) ∩ D5 (4) ∩ D6 (5) ∩ D7 (8) = {1}  
Since, Set1: D4 (6) ∩ D5 (4) ∩ D6 (5) ∩ D7 (8) = {1} ⊂  XC2, 
this means that Set1 belong to the decision category XC2. 
Hence, set D4(6)–D5(4)–D6(5)–D7(8) is one of the reducts of 
Ex.1.  
Now consider the attribute Set2 i.e., D3(1)–D5(4)–D6(5)–
D7(8). The attributes of Set2 belong to Ex. 1, 16, 41 and can 
be expressed as  
Set2: D3 (1) ∩ D5 (4) ∩ D6 (5) ∩ D7 (8) = {1,16,41}⊄  XC2
This is highlighted in Table 2 also by the bold letters. As seen 
in the Table 2, Ex. 41 belongs to class C4 and hence Set2 does 
not belong to the decision category XC2 and set D3(1)–D5(4)–
D6(5)–D7(8) is not a reduct of Ex.1.  
Similarly check for Set3, Set4 and Set5. 
Set3: D3 (1) ∩ D4 (6) ∩ D6 (5) ∩ D7 (8) = {1}  XC⊂ 2  
Set4: D3 (1) ∩ D4 (6) ∩ D5 (4) ∩ D7 (8) = {1, 10}  XC⊂ 2  
 Set5: D3 (1) ∩ D4 (6) ∩ D5 (4) ∩ D6 (5) = {1, 5}  XC⊂ 2  
Since Set1, Set3, Set4, Set5 belong to the decision category 
XC2, these sets will be the reducts of Ex.1. Hence, there are 
four reducts of Ex. 1 and are given as  
Reduct-1: D4(6)–D5(4)–D6(5)–D7(8) 
Reduct-2: D3(1)–D4(6)–D6(5)–D7(8) 
Reduct-3: D3(1)–D4(6)–D5(4)–D7(8) 
Reduct-4: D3(1)–D4(6)–D5(4)–D6(5) 
In the similar way reducts of remaining examples belonging to 
class C2 are calculated and they are given in Table 3.  
The reducts of all the examples present in the decision table 
after step-5 are analyzed to form the final set of classification 
rules.  
Step-7: Formation of final set of rules for classification  
 After computing reducts, classification rules can be 
developed from the reducts. The if-then rules are constructed 
by making “AND” operation on the row values and “OR” 
operation on the column values of reduct table. For example, 
the if-then rule for classification of class C2 from the reducts 
given in Table 3 is written as follows: 
 
 
If  
(D3 = = 1) AND (D4 = = 6 OR D4 = = 5) AND (D5 = = 4) 
AND (D6 = = 5 OR D6 = = 4) AND (D7 = = 8 OR D7 = = 9 OR 
D7 = = 7) 
Then  
Class = C2 (i.e., Pure Sag) 
 
 
Table 3: A set of reducts for decision class C2  
Ex. D3 D4 D5 D6 D7
Decision 
Class 
1 
– 
1 
1 
1 
6 
6 
6 
6 
4 
– 
4 
4 
5 
5 
– 
5 
8 
8 
8 
– 
C2
5 
1 
1 
1 
1 
– 
6 
6 
6 
4 
– 
4 
4 
5 
5 
– 
5 
9 
9 
9 
– 
C2
7 
1 
1 
1 
1 
– 
5 
5 
5 
4 
– 
4 
4 
5 
5 
– 
5 
9 
9 
9 
– 
C2
10 
– 
1 
1 
1 
6 
6 
6 
6 
4 
– 
4 
4 
4 
4 
– 
4 
8 
8 
8 
– 
C2
15 
– 
1 
1 
1 
1 
6 
– 
6 
6 
6 
4 
4 
– 
4 
4 
4 
4 
4 
– 
4 
7 
7 
7 
7 
– 
C2
16 
– 
1 
1 
1 
5 
5 
5 
5 
4 
– 
4 
4 
5 
5 
– 
5 
8 
8 
8 
– 
C2
 
 
Rules are written for other remaining classes from the 
reducts of corresponding examples belonging to that particular 
class. Rules for classes C4 (i.e., Momentary Interruption) and 
C8 (i.e., Flicker) are given below. For simplicity rules of only 
3 classes are specified here.  
 
 
 
 
If  
(D3 = = 1) AND (D4 = = 7) AND (D5 = = 4) AND (D6 = = 5 
OR D6 = = 4) AND (D7 = = 8) 
Then  
Class = C4 (i.e., Momentary Interruption) 
If  
(D6 = = 1) 
Then  
Class = C8 (i.e., Flicker) 
 
Hence after rough set analysis (step-2 to step-7), it is 
concluded that through only 5 attributes (D3, D4, D5, D6 and 
D7), correct and effective classification of PQ disturbances is 
achieved.  
IV. TESTING RESULTS 
 Once classification rules are framed, the unknown input 
data can be tested for classification through those rules. The 
testing data is converted into same number of ranges as done 
during classification process (Section III). The attributes 
required for classification are only D3, D4, D5, D6 and D7 
which we get after step-5 (Section III). The 1,100 PQ events 
(100 for each disturbance) are tested for the classification and 
testing results are shown in Table 4. The diagonal elements 
represent correctly classified PQ classes. The off-diagonal 
elements represent the misclassification and unidentification 
of classes. The unidentified results are shown in Table 4 by 
column U (do not belong to any class). The overall accuracy is 
calculated by finding the average of all diagonal elements and 
found to be 95.5% (Table 4).  
The unidentified results (shown by column U in Table 4) 
can be debug by taking into classification process and get a 
new set of classification rules. This will further enhance the 
classification accuracy. 
 
Table 4: Classification results  
 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 U
C1→ 100 0 0 0 0 0 0 0 0 0 0 0 
C2→ 0 100 0 0 0 0 0 0 0 0 0 0 
C3→ 0 0 97 0 0 0 0 0 0 0 0 3 
C4→ 0 0 0 100 0 0 0 0 0 0 0 0 
C5→ 0 0 0 0 90 0 0 0 2 8 0 0 
C6→ 0 0 0 1 3 92 0 0 2 0 0 2 
C7→ 0 0 0 0 0 0 96 0 0 2 0 2 
C8→ 0 0 0 0 0 0 0 100 0 0 0 0 
C9→ 0 1 0 0 0 5 0 0 94 0 0 0 
C10→ 0 0 0 0 7 0 0 0 3 90 0 0 
C11→ 0 0 0 0 2 0 0 0 3 0 91 4 
Overall Accuracy: 95.5% 
U → Unidentified 
 
V. CONCLUSIONS 
 In this paper a new technique is presented for classification 
of power quality (PQ) disturbance signals based on Rough Set 
technique. The proposed method gives rule based 
classification which is very easy to understand and simple to 
implement. The features of PQ disturbances are extracted by 
using Wavelet Transform and then these features are reduced 
by rough set reduction technique. With reduced features, 
reduct values are calculated and subsequently classification 
rules are framed. Since rough set analysis reduces the 
attributes to great extent, certainly memory requirement will 
reduce.  
 The 1,100 PQ disturbances (100 for each disturbance) are 
tested for the classification and overall accuracy is found to be 
95.5%. Some results during testing are found to be 
unidentified which can be analyzed by taking into 
classification process and get a new set of rules. This will 
further enhance the classification accuracy. 
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