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A multiple view polarimetric camera is developed. The system uses four separate action cameras and
software is employed to map the images onto each other in order to generate the Stokes vectors, the
degree of linear polarisation and angle images. To ensure robustness, an automated calibration system
has been developed that ensures the pixels are correctly mapped. Video frame synchronisation is also
developed. © 2018 Optical Society of America
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INTRODUCTION
The ability to image a scene and capture the reflected polarisa-
tion state has numerous applications: for target detection [1–5];
to material identification[6]; to imaging through fog[7–10] and
rain [11]. There are a large number of remote imaging applica-
tions [12], and it is often measured in the infra-red region [13].
There have been a number of designs of polarimetric cameras
in the recent years. Commercial cameras are available but the
different trade-offs in design means there is no single solution to
polarimetric imaging and the area is still subject to research. The
requirement to take multiple images to capture the polarisation
state makes the process slightly more involved than capturing an
intensity image. Typically four measurements are made to cap-
ture the linear polarisation states, plus additional measurements
to capture the circular states. The need for multiple images gives
raise to the large number of camera designs.
The overall type of camera to be designed is dependent on the
application. To measure all the Stokes vectors over a wide range
of wavelengths is desirable but it requires spectropolarimetric
imaging [14–16]. By using wave-plates and bandpass filters the
polarimetric image can be measured at a set of wavelengths
using imaging camera technology by taking a number of images
with a known polariser or wave-plate in front of the camera. By
only measuring the linear polarisation states, the camera design
can be further simplified, but with the loss of information about
the circular polarisation state.
To capture the multiple images required to image polarisation
states there have been many different designs of cameras. Since
multiple measurements are required they can be broken down
in two major types: temporal multiplexing cameras (or division
of time) [17–19] and spatially multiplexing (or division of wave-
front) [9, 20]. The temporal multiplex devices typically have
a single camera sensor and record N images with a different
polarisation modulation imposed on each. The states are often
modulated using liquid crystal birefringence or a rotation of
some polarisation element.
Division of wave-front cameras typically work by splitting
the image into N optical paths and imaging onto these onto
different sensors that measure differing polarimetric states. The
major drawback with the temporal multiplexing devices is that
the frame rate becomes limited by the requirement to make N
measurements per result. With wave-front splitting devices the
frame rate can be high but there is a potential loss of light due to
the splitting of the wave-front and there is the additional cost of
multiple sensors to be housed in one camera.
A variation of this design is the ’division by focal plane’
(DoFP) were a single sensor is used. Multiple camera pixel
sized filters are combined together into a macro-pixel to perform
a measurement. This often requires polarising elements to be
placed directly on the sensor [21].
Many of the designs of polarimetric cameras suffer from com-
plicated optics which increases the bulk of the camera, expense
and robustness. In addition, the field of view can become re-
stricted due to the additional components in the optical path.
Some work, such as that in Reference 22 have attempted to
ameliorate this.
Both the division by wave-front and division by time neces-
sitate the division of the incident light field. In both cases the
amount of light is decreased by N for N measurements. With
the additional requirement for linear polarisation filters, this has
a negative impact on the overall systems signal to noise ratio.
The required overall accuracy of the measurements made is
dependent on the application. Metrology measurement appli-
cations in which material are studied requires a high degree of
accuracy. For robotics application in which the device might
be used for water detection or object detection the constraints
maybe relaxed slightly since the camera is only part of larger
processing chain and a computer vision process. From a drone
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looking downwards water will have a higher degree of polar-
isation, since it is reflecting the sky, compared to surrounding
vegetation which will be large depolarised. In this case a mea-
surement accuracy of 5% or even higher may well suffice.
In this paper we are taking a different approach to other
designs. We develop a light weight low cost, linear state po-
larimetric camera. The design is for robotic drone navigation
applications but not restricted to robots. Due to the application,
the device must be robust, light weight and low cost. The accu-
racy of device does not need to be high since it is intended to be
used as a navigational aid such as for detecting water. Since the
robot will be moving, the temporal multiplexing device has been
ruled out. To maintain a low cost and wide field of view we have
developed a polarimetric system that uses a set of independent
cameras to make separate measurements, and the results are
calculated in post-processing. The cameras are typically sold
as sports action cameras or vehicle dashboard cameras. Each
camera costs about US$100 and only requires the addition of
a linear polariser, making this a low cost system to buy. The
construction is also simpler than other types of camera such as a
DoFP camera. The camera can be built from scratch in few hours
with no specialised equipment. Since multiple cameras are used,
we do not decrease the amount of light to each image by N.
In the next section we will discuss the background and cover
how Stokes parameters are measured. Then in the Camera De-
sign section we will cover the camera’s design and how the
images are mapped onto each other. Analysis of camera noise
and the problem of having independent cameras is discussed in
Noise Errors. How the videos are synchronised is covered in the
Video Synchronisation section and finally some example results
are shown in the Results.
BACKGROUND
A polarised light wave, travelling along the z axis can be de-
scribed as a sum of two orthogonal electromagnetic waves.
E(z, t) = Ex xˆ+ Eyyˆ (1)
where
Ex = ax cos (ω (t− z/c) + φx) (2)
Ey = ay cos
(
ω (t− z/c) + φy
)
where ω is the angular frequency, (t− z/c) is the time varying
component, ax and ay are the amplitudes, and φx and φy are
the absolute phases of the wave components. The variables ax,
ay, φx and φy allow us to define the different linear, elliptical or
circular polarisation states. It is convenient to then reformulate
these into a Stokes vector S = [s0, s1, s2, s3]
T where:
s0 = a2x + a
2
y (3)
s1 = a2x − a2y = P cos 2α
s2 = 2axay cos φ = P sin 2α
s3 = 2axay sin φ
where P is the degree of linear polarisation and α is the angle
of polarisation. From this we see s0 is the total intensity of the
beam, s1 is the difference between the two intensities, and s2 and
s3 are proportional to the real and imaginary parts of the total
wave. These parameters can be experimentally measured by
taking N number of intensity measurements with different, but
known, polarisation elements placed in front of the sensor. The
Stokes vector can then be determined by some fitting algorithm.
In the simplest case, we can label the measurements as Iq where
q is either: θ, the angle of a linear polariser placed in front of
the camera or the left (L) or right (R) hand circular polarisation
measurement. The measured Stokes vectors are as follows:
sˆ0 ∝ I0 + I90 (4)
sˆ1 ∝ I0 − I90
sˆ2 ∝ I45 − I135
sˆ3 ∝ IL − IR
The measurement of s3 is more problematic than the others
since it is usually performed by introducing a wave-plate which
then introduces wavelength dependency issues. For this reason,
the parameter is often neglected. If all four elements of the
Stokes vector are measured this is known as a 4D camera. By
neglecting s3, it is then known as a 3D camera. If only two
measurements are made, only s0 and s1 can be calculated and
this known as a 2D camera [12].
For the 3D case, the derivation of Equation (4) can be obtained
by rearranging Equation (3) to get the ith measurement intensity
[23]:
Ii =
s0
2N
[1+ P cos(2θi − 2α)] (5)
This can be expressed , with the addition of noise, in a matrix
form:
I =
1
N
WS+ b (6)
where b is Gaussian additive noise with zero mean and σ2 vari-
ance and W is an N × 3 matrix:
W =
1
2

1 cos 2θ1 sin 2θ1
...
1 cos 2θN sin 2θN
 (7)
The measured Stokes parameters can then be calculated by find-
ing the pseudo-inverse of W, i.e.:
W† = (WTW)−1WT (8)
and
Sˆ = NW†I (9)
The N factor appears in these equations because the total
amount of light is reduced for every measurement. This is the
case for both wave-front and time division polarimetric cameras.
It can be shown [23, 24] that the optimum angles that min-
imise the covariance of the estimation is:
θi = pi
i− 1
N
(10)
and the covariance is given by
ΓSˆ = N2W†ΓI(W†)T = 4Nσ2

1 0 0
0 2 0
0 0 2
 (11)
where ΓI = σ2IN is the covariance matrix of the measurements
and assumed to be additive noise, with variance σ2. IN is an
identity matrix. This means that increasing the number of mea-
surements, actually increases the error. This result can be under-
stood by inspecting Equation (9), as the number of measurement
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are made, the amount of light impinging on the sensor is de-
creased, whilst the noise, b, remains constant.
From the measurements of the values in Equation (4), a num-
ber of common metrics can be derived. If only two measure-
ments are made with Iˆ0 and Iˆ90, only sˆ0 and sˆ1 can be determined.
From this we get the polarisation contrast (PC):
PC =
s1
s0
(12)
The degree of linear polarisation (DOLP) is the fraction of the
light attributed to the linearly polarised part and is given by:
DOLP = Pˆ =
√
s21 + s
2
2
s0
(13)
The total degree of polarisation (DOP) requires knowledge of all
four Stokes parameters:
DOP =
√
s21 + s
2
2 + s
2
3
s0
(14)
The angle of polarisation is the angle of the elliptical major axis
to the x axis and is given by:
φ =
1
2
arctan (s2/s1) (15)
Fig. 1. 4 camera design with the system optical axis indicated.
P1, P2, P3 and P4 are linear polarisers that have been placed in
front of each camera. Each is at a different angle.
CAMERA DESIGN
We have N cameras where N ∈ {2, 3, 4}, giving either a 2D or
3D Stokes parameter measurement. These cameras are placed
as close as possible in the same plane. The four camera layout
is shown in Figure 1. The system has an overall chief optical
axis as indicated in Figure 1 and four translated and potentially
rotated optical axes for each camera.
The cameras are Mobius ActionCams that can record at 1080p
(1920 × 1800) at 60 fps. These cameras are typically used as
car dashboard cameras (dash cameras) or as body worn action
cameras. The video is compressed using H264 AVC with a
variable bit rate. The images, with audio, can be sent directly to
a host computer via USB or alternatively stored on an internal
SD card. The cameras were set up to record to SD card as soon as
they were powered on. The choice of using the USB bus or SD-
card enables the cameras to be used in either on-line or off-line
mode.
In order to calculate the Stokes vector for each pixel in the
image, each camera image must be aligned with pixel perfect
accuracy. Unless we are imaging objects at a large distance, this
becomes a non-trivial problem and so a projection matrix that
maps one pixel to another is used. Since the cameras are not on
the systems optical axis we select the most central image, which
we call the prime camera, and project the other camera images
onto the prime image. The co-ordinates of each pixel in camera
m are xm and ym and these are expressed in homogeneous image
coordinates as x = (x1, x2, x3)T where x = x1/x3 and y =
x2/x3.
x´ =
A t
vT 1
 x = Hx (16)
Here A is a 2× 2 matrix describing the affine transform, t is 2× 1
vector describing the spatial translation shift and v is a 2× 1
vector describing the projective non-linearities.
If p is the prime camera number, we have a set of homography
matrices to discover:
x´n = Hp,nxn (17)
where n ∈ 1, . . . N, n 6= p. Once the set of homography matrices
are discovered, we can use interpolation to correct for the pro-
jective distortion and produce a set of images In(x´, y´) and the
prime image Ip(x, y).
The cameras also have a degree of distortion due to the lens.
This is corrected by discovering the intrinsic matrix, K, for each
camera in turn before the homography is calculated [25].
Since the cameras have different optical axes, there will be
a parallax problem when viewing objects close to the cameras.
The object will appear in different positions depending on its
depth, like in a stereopsis system. Unless this can be corrected it
presents a limitation of the system. If we consider two cameras
as simple pinhole models, and one camera shifted in the plane
orthonormal to the optical axis. The two camera matrices are:
Pp = K [I|0] (18)
Pn = K [I|tn]
where
K =

f 0
f
0 1
 (19)
where f is the focal length of the lens, I is an identity matrix,
and tn is the translation matrix [−tx, 0, 0]T . The position of an
objects’ image in each camera can be calculated then from:
x´n = Pnx (20)
x´p = Ppx
If we set the object’s position to be halfway between the two
optical axes, x = tx/2 and inserting this into Equation (20) we
get:
z =
f tx
2x´
(21)
Setting x´ to the size of one camera pixel gives a measure of
z = zmin, the minimum distance an object can be located at and
not give errors in the polarisation calculation due to parallax.
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The cameras used in our experiment use a Aptina ARO330
sensor with a 2.2µm pixel pitch and 2.1mm focal length lens.
The resolution of the sensor is 2304× 1536. Due to the camera
housing the separation of the optical axes is tx = 40mm, giving a
zmin = 19m. However, by pixel binning to reduce the resolution
to 640× 480, this is reduced to zmin = 5.2m. To work closer
than that, either the parallax has to be corrected in software or
assumptions made that the imaged object has slowly varying
Stokes parameters. This maybe suitable for some applications.
For the case with four cameras, a stricter constraint might be
imposed. Since the cameras are arranged in a two dimensional
array and fitting the results within 12 a pixel means the maximum
error is 1√
2
. This increases the minimum range to 7.5m.
It should also be noted that since each individual camera is
at a slightly different angle the polarisation state of the light
will be slightly different for each. However, for this camera
at the minimum range of 5.2m, the angular difference is only
0.44◦. If the cameras are operated at a closer range, this will need
consideration.
Homography discovery
Homographic mappings between multiple two-dimensional
planes such as images is a well developed technique and has
many applications such as photograph stitching and stereo cam-
era mapping [26, 27]. The typical methodology is to use SIFT
or another key-point matching method to find correspondences
between the set of images. An outlier rejection method such
as RANSAC [28] is then applied. The good matches are then
optimised by minimising the geometric error cost:
d2⊥ =∑
i
d(xi, xˆi)2 + d(x´,Hxˆi)2 (22)
over H and xˆi for the set of matches using the Levenberg-
Marquardt algorithm.Here i = 1, 2, . . . , n, where n is the number
of 2D coordinates selected by RANSAC. This method has been
successfully demonstrated on conventional images. SIFT fea-
tures will be discovered on the four Iq images (Eqn. 4), but
we cannot reliably guarantee correspondence between matches
across the four images unless the DOLP is zero across the im-
age. Since the DOLP refers to a single pixel we define a new
parameter that describes the whole image, the Ratio of Linear
Polarisation (ROLP), as:
ROLP =
1
M
M
∑
i
DOLPi (23)
For images with ROLP ≈ 0, there should be a large number
of SIFT matches since I0 ≈ I45 ≈ I90 ≈ I135. For images with
a higher ROLP, the Iq images will be significantly different in
appearance. This presents a potential problem. The calibration
could be performed with a known low ROLP scene but this
could be potentially difficult to implement.
To discover a good H it is vital that the sample points are well
spread across the image since the error increases as the fourth
power with distance [p. 149 26]. With a polarised scene there is
a chance that some regions will produce no matches. In this case
the minimisation of Equation (4) does not always yield good
results due the poor spread of xi, the presence of noise in the
localisation of xi and lack of machine precision problems in its
calculation. For this reason we take a whole image approach to
the bundle adjustment problem.
To start, we introduce another outlier removal process and
then a global optimisation is performed that is not reliant on
SIFT key-points. Since the calibration is running on a video
stream, rather than a still image, we have multiple estimates for
H, one per frame. We then perform a cross-correlation on the
image edges to ensure a good potential match. Cross-correlation
is well suited as a metric since it integrates the whole image
rather than relying on key-points. This makes it robust to noise.
Since cross-correlation is not rotation, scale or affine invariant it
is a suitable metric since if the homography correction is valid,
there should be none of these transforms present.
The images are pre-filtered with a Difference of Gaussian
(DoG) filter. This has the effect of removing high frequency
noise and enhancing the edges of an image. The DoG filtering is
only performed as part of the calibration process and is not used
to calculate the Stokes vectors. By selecting a specific σ value
for the DoG, different sized features can be enhanced if desired
[29] to tune the sensitivity of the correlation. A normalised cross-
correlation is then performed at pixels u and v to produce a new
two dimensional array:
γ(u, v)p,n =
∑
x,y
[In(x, y)− I¯n]
[
Ip(x− u, y− v)− I¯p
]
{
∑
x,y
[In(x, y)− I¯n]2 ∑
x,y
[
Ip(x− u, y− v)− I¯p
]2}1/2
(24)
where the bar indicates the mean of the image and n ∈
{1, . . . N}, n 6= p. A larger σ for the DOG filters, will boost
the higher frequency components of the image, making Equa-
tion (24) more sensitive.
In practice, there are many frames in which the SIFT estimate
fails. To detect this we calculate γ(u, v)p,n for each Hp,n and then
calculate:
Γp,n = 1−max(γ(u, v)p,n) (25)
We test if Γp,n is less than a threshold. The candidate homogra-
phy arrays are then used as a starting point for a quasi-Newton
minimisation method [p. 136 30] which minimises Equation (25).
We will call this method the DoG filtered cross-correlation min-
imisation (DXM) algorithm.
Homography Error
By imaging a static object we can get an estimate of the error in
the homography matrix. To test the reliability of the mapping
method, the measurements were measured over multiple frames.
Due to the RANSAC process the variation is non-Gaussian and
in addition there is a correlation between the elements in H. To
model this variation, 50 new frames were compared against a
manually selected key frame. The variation from the key frame
for each pixel was calculated with the algebraic error:
d2alg =∑
i
d(xi, xˆi) (26)
and the results are shown in Figures 2 a), c) and e) for each
projection using SIFT and RANSAC alone. In order for the
polarimeter to give a good result, the d2alg pixel error must be
less than one. It can be seen from Figures 2 a), c) and e) that this
results in an effective resolution of only 250× 305 pixels.
To improve on this, the DXM algorithm was applied, taking
the SIFT estimated values as the initial starting position. Figures
2 b), d) and f) show the pixel errors. The additional step increases
the resolution to about 600× 600 pixels.
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Fig. 2. Hpn, with p = 2, errors produced by the SIFT calibra-
tion method and DXF method
NOISE ERRORS
There are a number of possible error sources from the camera
design. The cameras all have a degree of additive Gaussian
white noise (AGWN). It was shown earlier (Equation (11)) that
with most camera designs, the impact on the measurement of S
increases with the number of measurements due to the division
of the intensity. In this design this is not the case. However,
since the cameras are completely independent, they all have a
different amount of auto-gain which will introduce errors into
the measurements.
Auto-gain error
−
+
Image,Ii
VGA
Detector
LP
Setpoint,s
βi
Output, Iˆi
γ
Fig. 3. Auto-gain circuit model: VGA: Varible gain amplifier,
LP: low pass filter
Since each camera is a separate device, they are each subject
to an independent auto-gain circuit (AGC). For a completely
unpolarised image, each Iq image will be identical apart from
noise. However, as the degree of polarisation within the image
increases, each Iq image will diverge and be subject to a different
amount of auto-gain.
Since this auto-gain is unknown, and possibly different for
each model of camera, we model this as shown in Figure 3. The
raw image data has a gain amplification applied by the variable
gain amplifier (VGA). The gain is calculated by taking the low-
passed intensity of the voltage (which is equal to the image
mean). The gain,β, is then such that γ = s. In addition, there is
clipping which insures the range of the output is between zero
and one. A Monte-Carlo simulation is then performed to analyse
the model. For a specific value of ROLP a set of DOLP arrays, Pi,
can be generated with uniform random numbers. i ∈ (1, . . . 100)
and:
Pi,k v U (bi, ti)k (27)
where b and t are lower and upper bounds of the uniform ran-
dom number generator, k is the pixel coordinate, and:
bi = max(0, 2× ROLPi − 1) (28)
ti =
{
2× ROLPi if 2× ROLPi − 1 < 0
1 otherwise
(29)
From this the Stokes vectors and individual images can be ran-
domly generated such that they give the correct DOLP value
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Fig. 4. Simulated errors due to the AGC
(a)DOLP Error; (b)Mean error between simulated image and
AGC corrected image; (c)Percentage of the images clipped by
the AGC; (d)Simulated mean ΓPˆ against ROLP
for a pixel. This is achieved by rearranging Equation (13) and
generating random numbers with the correct bounds.
By then applying the gain circuit (Figure 3) to each image the
new DOLP can be calculated. The RMS error from this and D
can be calculated. This is repeated 100 times to get an average
error for a given ROLP. Figure 4a shows the result of the error.
There are a number of factors that explain the shape.
1. For a ROLP=0, each of the four cameras will be identical,
and therefore experience equal gain. The error should then
be 0.
2. As the ROLP increases, there will be an increasing differ-
ence between the images and so the error will therefore
increase. This can be seen in Figure 4b which shows the
mean difference between the raw simulated image and the
AGC corrected images as the ROLP increases. There is
a minimum difference, which coincides with DOLP error
minima in Figure 4a.
3. The set-point value is s = 0.5. As the ROLP tends towards
0.5, the mean of the uncorrected images also tends towards
0.5. This means the AGC will introduce less error, and so
the DOLP overall error decreases.
4. Above 0.5, there is an increasing amount of clipping since
the pixel values of the images multiplied by the gain are
greater than one. This and point 2, cause the error to in-
crease again. The percentage of the clipped pixels as the
ROLP increases is shown in Figure 4c. This error contributes
to the steeper rise in the DOLP error after 0.6 in Figure 4a.
From Figure 4a, the maximum error due to the AGC is 7.8% with
a mean value of 2.7%.
The output intensity for of a pixel can be modelled using
Figure 3 as:
Iˆi = βi Ii =
s
I¯i
Ii (30)
where I¯i is the mean intensity of the entire ith image and largely
independent of Ii for a large number of camera pixels. If we as-
sume that each camera is subject to the same amount of AGWN
with variance σ2 and each camera is uncorrelated, the covariance
matrix for the set of 4 cameras is:
ΓIˆ = σ2

β1 0 0 0
0 β2 0 0
0 0 β3 0
0 0 0 β4
 (31)
The covariance of the Stokes vector is then:
ΓS = W†Γ Iˆ(W†)T (32)
= (WTW)−1WTΓ IˆWW−1(W−1)T (33)
and for N = 4:
W =
1
2

1 1 0
1 0 1
1 −1 0
1 0 −1
 (34)
WTW =
1
4

4 0 0
0 2 0
0 0 2
 (35)
so
ΓIˆ =
σ2
4

β1 + β2 + β3 + β4 2β1 − 2β3 2β2 − 2β4
2β1 − 2β3 4β1 + 4β3 0
2β2 − 2β4 0 4β2 + 4β4
 (36)
If β1 = β2 = β3 = β4 = 1, this simplifies to:
ΓIˆ = σ2

1 0 0
0 2 0
0 0 2
 (37)
This is similar to Equation (11), but with the key difference that,
because we are not dividing the light field, the noise term does
not increase with the number of measurements, N.
From Equation (36) we can see there is an amount of cross-
talk between terms due to the separate β variables. However,
for images with only a small ROLP, the β terms will be similar
in value, so this is potentially low.
The covariance of the DOLP can be estimated by assuming:
Var(y) ≈ ∇ f (< x >)T Var(x)∇ f (< x >) (38)
where < y >≈ f (< x >). Using P to represent the DOLP:
∇P = 1
Ps20
[
−P2s0, s1, s2
]T
(39)
ΓPˆ =
σ2
4P4s40
{
s12 (β1 + β3) + s22 (β2 + β4) +
P4s20 [β1 + β2 + β3 + β4]
+2P2s0 [s1 (β3 − β1)− s2 (β2 − β4)]
}
(40)
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If the auto-gain is locked for all cameras, such that β1 = β2 =
β3 = β4 = 1, then Equation (40) reduces to:
ΓPˆ =
4σ2
s0
(
2+ P2
)
(41)
The variance in the angle can be approximated by substituting
the gradient of Equation (15):
∇αˆ = 1
2P2s20
[0,−s2, s1]T (42)
into Equation (38) and we get:
Γαˆ =
σ2
16P4s40
(
s21 (β2 + β4) + s
2
2 (β1 + β3)
)
(43)
Due to the approximation made in Equation (38), Equation (43)
and Equation (40) are only valid for a reasonably large value of
P. For a large value of P the β variables will also be different
from each other. Figure 4d show simulated results using the
Monte Carlo data generated above to find values for β and
the Stokes parameters. For lower values of P the simulation
gives unreasonably large values, supporting the assertion that
the Equation (38) approximation is only valid for large values
of P. From Figure 4d, it can be seen that the ΓPˆ is actually
reasonably constant and the so the AGC has little effect on the
overall noise. For lower values of ROLP, the images should be
largely unpolarised and therefore similar in intensity. For this
case β1 ≈ β2 ≈ β3 ≈ β4 and so, from Equation (41), the noise
will largely depend on the overall intensity of the image.
The angle measurement is less effected by the differing gains
than the DOLP measurements due to the additional terms in
Equation (40).
VIDEO SYNCHRONISATION
In off-line mode each camera records onto an SD-card and it is
not possible to accurately time stamp the video. The videos are
not synchronised and so there is a random frame difference that
occurs between each camera. To discover these frame differences
the audio track was used. The cross-correlation of the audio was
then taken to find the frame differences. First, the audio of the
jth video, Aj, is extracted, j ∈ [1, . . . N]. A window of W audio
samples is extracted is used to calculate:
Oj = argmax
t
{∫ W
0
A1(t)Al(t+ τ)dτ
}
(44)
where l = 2, . . . N. The synchronisation of each video frame
was then achieved by skipping Oj −min(Ol) frames for each
corresponding stream.
The accuracy of the above calculation is only ± 12 time steps.
However, the audio is recorded at a considerably faster rate of
44.1kHz as compared to the video rate of 25Hz. This means
using this method, the video can be synchronised to ±13µs
or 0.057% of a video frame. Two videos should therefore stay
within synchronisation for about 70s. This could be further
improved by two methods. To calculate Equation 44, fast Fourier
transforms are used and these could be zero padded to give an
arbitrary precision - although in reality this will become limited
by machine precision or signal noise. To improve the calculation
time and reduced the RAM overheads other methods could be
adapted to perform this if needed (reference 31 could be adapted
to perform this). Instead, provided there is sufficient audio
signal (e.g., music, audio, background noise), W only needs to
capture a few seconds. Therefore, the accuracy is perfectly good
enough since Equation 44 can be recalculated every few seconds
to ensure that the videos remain in synchronisation. This latter
method was used in practice.
RESULTS
The device was calibrated by locking the auto-gain, and white
balance setting of each of the cameras and illuminating each cam-
era with a known rotatable polarisation state. From intensity
fitting on each camera the W† could be determined for the sys-
tem. From this the four polarisation elements were determined
to be at −7◦,37◦,85◦, and 173◦.
Figure 5 shows the polarimetric camera imaging indoors.
This consists of a corridor. The doorway at the end is 17.4m
away from the camera, which is beyond the the parallax limit for
the camera. A number of polarising elements have been placed
on the door. To test the results, the image was also captured
using a more conventional method. A single camera (Pointgrey
Flea3) was used to image the scene with a rotated linear polariser
placed in front of the lens. The DOLP was calculated at a number
of regions and found to differ by only 3% for the well illuminated
regions. However, the cameras have a poor response in low light,
and thresolding on the s0 channel maybe required to determine
the regions were the DOLP image is inaccurate. The lower part
of the door and carpet in the image are at the noise limit of
the camera. This results with errors the DOLP image were the
values are too high. The carpet should be depolarising and have
a very low value.
The angle accuracy measurement was checked in the lab by
rotating a polariser. The RMS error in the measurement was
4.1◦. The cameras suffer for a higher level of noise than a typical
machine vision camera. Measured at a static point in the image
the variation of the DOLP had a value of ±0.03. The angle
variation was ±0.7◦ due to noise.
Figure 6 shows another indoors image. This scene consists of
metal and plastic piping and power leads. The rear wall is 8.8m
but the power leads are only 5.5m from the camera. The lower
right hand region contains a linear polarisation sheet. This is
shows as a white square in the DOLP image (Figure 6d). The
power lead objects in this image are too near to the camera and
suffer from a miss-alignment problem due to parallax. This
results in false edges although the rest of the image is correct.
Here the images no longer correctly align and incorrect Stokes
parameters are measured, although objects slowly varying ob-
jects such as the wall will still be correct. This suggests that the
more strict requirement of the minimum working distance of
7.5m in the Camera Design section was better in the case were
the edges of objects present a problem.
CONCLUSIONS
In this paper we develop a low cost polarimetric camera that
uses multiple action or dashboard cameras. Each camera is
completely independent and can record video and audio onto
micro-SD cards or be processed live via a computer. A novel
SIFT and cross-correlation method was used to align the cameras.
This algorithm doubled the effective field of view to 600× 600
pixels compared to conventional SIFT image stitching methods.
This still does not utilise the full frame of the camera but due
to the short focal length of the lens of the camera there is a
significant amount of geometric distortion in the images. Further
investigation is needed to solve this problem.
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a b
c d
e
Fig. 5. Indoor result taken with the N = 4 camera of a corri-
dor:
(a) s0; (b) s1; (c) s2; (d) DOLP image;(e) φ image;
a
b
c
d
e
f
Fig. 6. Indoor result taken with the N = 4 camera of a labora-
tory:
(a) s0; (b) s1; (c) s2; (d) DOLP image;(e) φ image;(f) Zoomed in
section of the φ image showing the foil covered pipes.
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Since the cameras are not synchronised, in practice they
may be upto a second of time difference between frames. A
novel frame syncronisation method using the audio channels
was developed to overcome this. Using this, the video could be
synchronised to within ±13µs, meaning the process only has to
repeated every 70s.
To model the effect of the cameras’ auto-gain, Monte-Carlo
simulated images were generated. The error depends on the
amount of linearly polarised light within the image. It has a
mean value of 2.7% and a maximum value of 7.8% when the
ROLP = 100%. This may restrict the application but for a many
scenarios the amount of polarisation will not be 100%. The noise
effects of the AGC were also modelled. The simulations sug-
gest that the AGC noise does not significantly vary for different
amounts of polarisation within the image. Unlike most polari-
metric cameras the noise does not increase with the number of
measurements due to the light field being divided. This sug-
gests that using more cameras would further improve the image
quality provided that a good homography mapping could be
produced.
Future work on the cameras is needed to improve the ho-
mography mapping between images. This could include more
accurate lens models. This would increase the working field
of view of the camera, but will make calibration of the device
potentially problematic due to the large minimum working dis-
tance. This needs further investigation. The noise of the cameras
is a limitation as is the poor low light performance. Improving
this should improve the errors that appear in the DOLP image
when the s0 values are low and noise dominates.
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