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Cette th&se décrit un projet portant sur le problème de la fatigue thermique dans 
les aubes de turbines h gaz utilisées en aviation. Les buts du projet étaient de 
développer et de valider une méthode capable de prédire la vie en fatigue thermique 
ainsi que l'endommagement associe l'oxydation cyclique de ces composantes. Le 
projet comporte deux volets. Le premier volet traite de l'aspect expérimental qui vise 
à reproduire et à évaluer l'endommagement dans des échantillons soumis des 
conditions semblables à celles prévalant dans une turbine à gaz. Le deuxieme volet, 
d'ordre numérique, tente de déterminer le cumul de dommage en fatigue et en oxydation 
propre à ces échantillons, afin d'obtenir leur vie utile à partir de leur histoire themo- 
mécanique. 
Plus pr6cisément au sujet du volet expérimental. huit essais de fatigue thermique 
ont été menés à l'aide d'une chambre de combustion, sur des échantillons en René 80, 
revêtus ou non. Les échantillons de géométrie à double bord, dont les rayons imitent 
ceux des bords d'attaque et de fuite des ailettes réelles. ont été commercialement obtenus 
par solidification directionelle (SD). Le revêtement appliqué. le Codep B- 1, est un 
alliage riche en aluminium. produit par cémentation. Les échantillons ont été exposés 
en alternance il un jet de gaz chaud à haute vitesse (1323°C. MACH 0.4) produit par la 
chambre de combustion et un jet d'air froid (à température ambiante). parallèle au 
premier. pendant au plus 3000 cycles thermiques. 
L'initiation et la propagation de fissures développées en fatigue thermique aux 
bords d'attaque des échantillons ont été suivies en cours d'essai, grâce à une technique 
électrique consistant à imposer un courant alternatif dans les &hmtillons et à mesurer 
la chute de potentiel associée. La vie à l'initiation des échantillons non revêtus ainsi 
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mesurée se situe autour de 760 I 20 cycles, alors que le même matériau revêtu démontre 
une vie inférieure jouant autour de 300 t 100 cycles. La résolution de la technique 
électrique est de 200 p ou moins ce qui implique que les vies mesurées grâce il cette 
technique correspondent au nombre de cycles nécessaires pour initier une fissure courte 
de 200 p environ. La vitesse de propagation a été établie à environ 2 pdcycle, en 
tenant compte du taux de récession de la surface de l'alliage dû à l'oxydation cyclique. 
Quelques essais ont été arrêté après détection de fissure. 
L'étude métallographique des échantillons provenant des tests interrompus, a 
rkvélé la présence de quelques pics d'oxydes de moins de 100 pm (valeur de l'ordre de 
grandeur de la résolution de la technique électrique de détection de fissure), qui se sont 
formés préférentiellement dans les zones interdendritiques, aux carbures débouchant à 
la surface du bord d'attaque et aux joints de grains des revêtements. Les pics ont été 
retrouvés aux endroits les plus contraints et où la température n'est pas la plus haute. 
Cette observation tend à prouver que les pics d'oxydes ne résultent que de l'oxydation 
de microfissures initiées préférentiellement en fatigue à ces sites. Des fissures majeures 
se sont ensuite propagées entre les dendrites où des carbures fragilisants se trouvent 
concentrés. Les têtes de fissure sont toutes sévèrement oxydées. Bien que le mécanisme 
de propagation ne soit pas encore bien connu, le rôle de la fragilisation de la zone en 
tête de fissure due à la diffusion de l'oxygène dissout dans le métal est d'une grande 
importance dans le processus de fissuration. comme il a été reconnu dans plusieurs 
modèles d'interaction d'endommagements fatigue-oxydation. En plus des fissures, 
d'importantes pertes de métal causées par les conditions d'oxydation cycliques ont été 
observées aux bords d'attaque au niveau de la partie directement exposée au jet de gaz 
chaud, que les échantillons soient revêtus ou non. Ailleurs, où la température n'excède 
pas 109O0C, les revêments se sont révélés protecteurs. 
Dans le volet numérique du projet, la distribution de température a été calculée 
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a partir du code d'éléments finis ABAQUS et de valeurs expénrnen:ales des coefficients 
de transfert de chaleur par convection et par radiation. L'écart moyen entre les 
températures calculées et mesurées durant le régime permanent du cycle thermique est 
de seulement 35°C en moyenne, et de 15°C en tête du bord d'attaque, où la température 
atteint une valeur maximaie de 1 164°C. 
À partir des résultats de l'analyse thermique et des propriétés mécaniques du 
matériau, la distribution des contraintes dans les échantillons fut aussi calculée par 
éléments finis en employant un modèle thermo-élastoplastique ainsi qu'un modèle 
thermo-élasto-viscoplastique. Le deuxième modèle est basé sur le code de Walker qui 
a été modifié pour tenir compte de I'orthogonalité des propriétés élastiques du 
René 80 (SD). Ce dernier modèle fut employé pour calculer de façon plus précise la 
déformation viscoplastique ainsi que la relaxation dans les éléments du bord d'attaque 
exposés aux conditions thermo-mécaniques les plus sévères. 
Selon l'étude thenno-élastoplastique menée à terme, les fissures sont apparues 
là où la temp6rature est élevée et où les contraintes sont maximales. Plus précisément, 
la contrainte qui plafonnent en tension à la fin du cycle de chauffage, suivi du pic en 
tension durant le refroidissement, sont considérés comme étant la force motrice de la 
fissuration sous conditions de fatigue-oxydation. L'endommagement associé au plateau 
en tension et au pic en tension a été estimé séparément au moyen de quatre lois de 
cumul d'endommagement fatigue-oxydation à haute température. La vie résultante a été 
établie en supposant une simple loi de cumul linéaire. Les paramètres de ces lois, qui 
décrivent le mieux les données expérimentales sur la fatigue à haute température du 
René 80 polycristallin, furent obtenus par itération numérique. La distribution des vies 
prédites le long du bord d'attaque se compare très bien à celle des fissures dans les 
échantillons testés dans la chambre de combustion. Les vies prédites aux endroits les 
plus sévèrement sollicités le long du bord d'attaque sont d'un à deux ordres de grandeur 
en dessous des vies mesurées avec la technique de chute de potentiel. Ceci n'est pas 
étonnant, comme les données employées à la détexmination des paramètres proviennent 
d'essais de fatigue sur le René 80 polycristallin, impliquant des joints de grains orientés 
perpendiculairement à la contrainte principale (ce qui réduit la vie de façon 
significative), contrairement au René 80 (SD) employé dans ce projet, dont les joints de 
grains sont orientés dans le même sens que la contrainte principale. Un modèle 
(développé par Neu et Sehitoglu) qui tient compte des conditions thermo-mécaniques 
impliquées en fatigue thermique, dont le déphasage entre déformations de nature 
thermique et mécanique, a été utilisé pour voir I'effet du cyclage thermique sur la vie 
en fatigue mais aussi pour estimer l'influence de l'endommagement en fluage qui est 
complètement négligé par les lois de cumuls fatigue-oxydation à haute température. Ce 
modèle a permis de démontrer que le fluage n'a pas d'influence sur la vie en fatigue 
pour les temps de maintien à haute température expérimentés durant les essais de fatigue 
thermique, mais plutôt que l'effet de l'environnement est dominant. De plus, les vies 
calculées selon les deux classes de modèle sont très semblables, ce qui semble valider 
l'approche basée sur les lois de  fatigue-oxydation A haute température, telle que proposée 
dans l'aspect numérique de ce projet de modélisation de la vie en fatigue thermique. 
La perte d'alliage. notée importante au bord d'attaque et qui est principalement 
due I'oxydation cyclique, fut aussi modélisée. Un algorithme tenant compte de la 
succession des principaux mécanismes d'oxydation impliqués durant le cyclage 
thermique a éte dkveloppé. Les mécanismes considérés sont la formation d'une couche 
d'oxyde protecteur. l'écaillage des couches d'oxydes durant le refroidissement du 
substrat métallique, I'appauvnssement de l'alliage en éléments actifs, la transition de 
I'oxydation externe vers l'oxydation interne, et la consommation de la zone appauvrie. 
En dépit des nombreuses hypothèses simplificatrices apportées pour résoudre ce 
problème complexe, les pertes d'alliages prédites le long du bord d'attaque ne diffèrent 
que d'au plus 10% des résultats expérimentaux. 
ABSTRACT 
This thesis describes a project on the problem of thermal fatigue cracking in 
aircraft engine turbine blades and vanes. The goals of the project were to develop and 
validate a rnethodology for thermal fatigue life prediction and oxidation darnage of these 
components. The project was divided in to an experimentd phase, which consisted in 
reproducing and assessing darnage accumulation in airfoil-like specimens tested under 
well simulated service conditions, and to a numerical or modelling phase which 
consisted in establishing the thermal fatigue life and the oxidation damage from the 
knowledge of the thermal and mechanical histones of the cntical elements in the 
specimens. On the experimental side, eight thermal fatigue tests were conducted on 
double-edge wedge (DEW) specimens made of DS René 80 (coated and uncoated) in a 
bumer rig. The DEW specimens were altemately exposed to a hot gas Stream (at 
1323OC and MACH 0.4) and a cold air jet (at ambient temperature), up to 3000 times. 
Initiation and growth of leading edge cracks in the DEW specimens were 
measured on-line during testing using an advanced alternating current - potential drop 
(ACPD) technique. Under the test conditions considered, fatigue life of bare 
DS René 80 was determined to be 760 I 20 cycles. The same material coated with 
Codep B-1 exhibited a shorter life to crack initiation which ranged around 
300 I 100 cycles. The resolution of the technique was established to be of 200 or 
less which irnplies that the measured lives correspond to the number of cycles necessary 
to initiate a short crack of less than 200 p. The crack growth after correction for metal 
loss due to erosion was established to be about 2 pnkycle. Some tests were stopped 
after crack detection. 
Metallography of specimens of interrupted tests revealed the presence of some 
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oxide spikes of less than 100 p (approximately the resolution of the ACPD technique) 
which had preferentially formed in interdenciritic zones or at carbides at the surface of 
the bare specimens and in grain boundaries of the coating. However, these oxide 
protuberences were only found where the temperature is moderate and the stresses are 
very high, as opposed to locations where the temperature is very high. This indicates 
that these spikes result fiom the oxidation of fatigue microcracks. Well defined cracks 
propagated dong interdenciritic regions where embrittling MC carbides are segregated. 
The crack tips were heavily oxidized. The mechanism of crack propagation is not clear 
but the embrittlement of the material in front of the crack tip by oxygen diffusion is 
believed to play an important role which was taken into account in the damage 
modelling section of the thesis. Important metal losses of few rnillimetres due to severe 
cyclic oxidation conditions were also observed at the leading edge of both bare and 
coated specimens in the area directly exposed to the hot gas Stream. The coating had 
a good oxidation resistance effect when the substrate temperature did not exceed 1090°C. 
A numerical analysis was canied out where the specimen temperature distribution 
was computed with the ABAQUS-FE code using experimentally deterrnined values of 
convective heat transfer coefficients and the radiation heat vans fer conditions. The 
computed temperatures of the hot section of the specimen were within 35°C of measured 
temperatures dunng steady state (1 SOC at the leading edge tip), which can reach a 
maximum temperature of 1164OC at the leading edge. From the knowledge of the 
temperature distribution in the specimen and the mechanical properties, the stress 
distribution was also computed by finite element analysis using a thermo-elastoplastic 
deformation model. A thermoelasto-viscoplastic analysis based on a modified version 
of the model of Walker was also used to obtain more reaiistic values of the inelastic 
strain and stress relaxation in the rnost stressed location along the leading edge. Cracks 
appear where both temperatures and principal tensile stresses are high. Cracks were only 
observed at locations along the leading edge. It appears that a peak of tensile stress 
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normal to the crack growth direction develops at the end of the temperature nse. 
followed by stress relaxation during the hold time at high temperature. Both the tensile 
stress peak and plateau values at elevated temperature were considered to be the dnving 
force for thermal fatigue damage and were used to estimate life to failure of elements 
dong the leading edge of specimens from four high-temperature fatigue-oxidation 
damage accumulation models. The parameters of the models were obtained by fitting 
the results of isothermal fatigue tests conducted on polycristalline René 80 at high 
temperature in air. The distribution of the predicted life compares very well to that of 
cracks dong the leading edge, but life predictions were one to two orders of magnitude 
below the life to crack initiation measured from the ACPD technique. Contrary to the 
case of the DS material tested in the bumer rig, the presence of transvers grain 
boundaries for the case of the polycristalline material used to calibrate the rnodels could 
explain this difference. A thermo-mechanical fatigue model which considers the phasing 
between the temperature and the mechanical strain as well as the oxidation-fatigue and 
creep-fatigue damages interactions, dernonstrated that the creep damage effect can be 
neglected for the hold time at high temperature normally found in the thermal fatigue 
tests carried out in the bumer rig. The same order of magnitude of life expectancy was 
obtained with this mode1 as with the more limited isothermal fatigue-oxidation models. 
The alloy surface recession or metal consumption resulting from cyclic oxidation 
was also modelled. An algorithm. which takes into consideration the sequence of the 
principal oxidaiion processes, was developed for this task. The model takes into account 
extemal protective oxidation, oxide scale spalling, alloy depletion in the active elements 
which form the protective oxide scale, transition from external to interna1 oxidation, and 
consumption of the depleted zone resulting in alloy surface recession. Despite the 
assumptions made to simplify this complex problem, the predicted alloy surface 
recession dong the leading edge was found to be in very gwd agreement with 
expenmental profiles (within less than 10%). 
Cette thèse décrit un projet portant sur le problème de la fatigue thermique dans 
les aubes de turbines à gaz utilisées en aviation. Les buts du projet étaient de 
développer et de valider une méthode capable de prédire la vie en fatigue thermique 
ainsi que l'endommagement associé à l'oxydation cyclique de ces composantes. Le 
projet comporte deux volets. Le premier volet traite de l'aspect expérimental qui vise 
à reproduire et à évaluer l'endommagement dans des échantillons soumis à des 
conditions semblables à celles prévalant dans une turbine à gaz. Le deuxième volet. 
d'ordre numérique, tente de déterminer le cumul de dommage en fatigue et en oxydation 
propre à ces échantillons. afin d'obtenir leur vie utile à partir de leur histoire thermo- 
mécanique. 
Plus précisément au sujet du volet expérimental, huit essais de fatigue thennique 
ont été menés à l'aide d'une chambre de combustion, sur des échantillons en René 80, 
revêtus ou non. Les dchantillons de géométrie à double bord, dont les rayons imitent 
ceux des bords d'attaque et de fuite des ailettes réelles, ont été commercialement obtenus 
par solidification directionelle (SD). Le revêtement appliqut, le Codep B-1, est un 
alliage riche en aluminium, produit par cémentation. Les échantillons ont été exposés 
en alternance à un jet de gaz chaud à haute vitesse ( 1323°C' MACH 0.4) produit par la 
chambre de combustion et un jet d'air froid (à température ambiante), parallèle au 
premier, pendant au plus 3000 cycles thermiques. 
L'initiation et la propagation de fissures développées en fatigue thermique aux 
bords d'attaque des échantillons ont été suivies en cours d'essai, grâce une technique 
électrique consistant à imposer un courant alternatif dans les échantillons et à mesurer 
la chute de potentiel associée. La vie à l'initiation des échantillons non revêtus ainsi 
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mesurée se situe autour de 760 * 20 cycles, dors que le même matériau revêtu démontre 
une vie infdrieure jouant autour de 300 I 100 cycles. La résolution de la technique 
électrique est de 200 pm ou moins ce qui implique que les vies mesurées grâce cette 
technique correspondent au nombre de cycles nécessaires pour initier une fissure courte 
de 200 pm environ. La vitesse de propagation a été établie il environ 2 Clm/cycle. en 
tenant compte du taux de récession de la surface de l'alliage dû à I'oxydation cyclique. 
Quelques essais ont été arrêté après détection de fissure. 
L'étude métallographique des échantillons provenant des tests interrompus, a 
révélé la présence de quelques pics d'oxydes de moins de 100 pm (valeur de l'ordre de 
grandeur de la résolution de la technique électrique de détection de fissure), qui se sont 
formés préférentiellement dans les zones interdendritiques, aux carbures débouchant à 
la surface du bord d'attaque et aux joints de grains des revêtements. Les pics ont été 
retrouvés aux endroits les plus contraints et où la température n'est pas la plus haute. 
Cette observation tend prouver que les pics d'oxydes ne résultent que de I'oxydation 
de microfissures initiées préférentiellement en fatigue à ces sites. Des fissures majeures 
se sont ensuite propagées entre les dendrites où des carbures fragilisants se trouvent 
concentrés. Les têtes de fissure sont toutes sévèrement oxydées. Bien que le mécanisme 
de propagation ne soit pas encore bien connu, le rôle de la fragilisation de la zone en 
tête de fissure due à la diffusion de l'oxygène dissout dans le métal est d'une grande 
importance dans le processus de fissuration, comme il a été reconnu dans plusieurs 
modèles d'interaction d'endommagements fatigue-oxydation. 
En plus des fissures, d'importantes pertes de métal causées par les conditions 
d'oxydation cycliques ont été observees aux bords d'attaque au niveau de la partie 
directement exposée au jet de gaz chaud, que les échantillons soient revêtus ou non. 
Ailleurs, où la température n'excède pas 1090°C, les revêments se sont révélés 
protecteurs. Plus particulièrement, dans le cas des échantillons non revêtus, la nature et 
la morphologie de la couche d'oxyde formée le long du bord d'attaque varient en 
fonction de la variation de la température et de l'expansion thermique. Dans les zones 
de l'échantillon qui ne sont pas directement exposées au jet de gaz chaud, où la 
température et I'expansion thermique sont relativement modérées, une couche d'oxydes 
Cr20,-A120, compacte et protectrice se forme. Dans la zone directement exposée au jet, 
où la température et l'expansion thermique sont élevées, la couche protectrice s'est 
écaillée donnant lieu à la formation d'une couche d'oxyde riche en nickel ainsi qu'à 
d'importantes pertes d'alliage de l'ordre de 2 mm après 250-3000 cycles. 
Pour les échantillons revêtus, une couche d'oxyde A120, compacte et protectrice 
s'est formée aux endroits où la température et l'expansion thermique sont modérées. 
Dans la zone exposée directement aux gaz chauds et où les contraintes thermiques dans 
le substrat sont les plus élevées, le revêtement présente des protubérances d'oxydes 
résultant de l'oxydation de fissures causées par fatigue thermique au niveau des joints 
de grain du revêtement. L'apparition des protubérances d'oxydes a donné lieu à la 
destruction accélérée et localisée du revêtement, provocant une piqûration précoce du 
substrat. Des fissures de fatigue thermique se sont ensuite développées à la base de ces 
piqûres qui agissent comme des concentreun de contrainte. 
L'endommagement par fatigue thermique et par oxydation cyclique tel que 
rencontré au niveau des ailettes de turbine à gaz fut reproduit sur des échantillons grâce 
Zi la chambre de combustion. Cet instrument de laboratoire est donc capable de simuler 
les conditions de service en terme de température, de vélocit6 et de chimie des gaz de 
combustion. 
Dans le volet numérique du projet, la distribution de température a été calculée 
à partir du code d'éléments finis ABAQUS et de valeurs expérimentales des coefficients 
de transfert de chaleur par convection et par radiation. L'écart moyen entre les 
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températures calculées et mesurées durant le régime permanent du cycle thermique est 
de seulement 35OC en moyenne, et de lS°C en tête du bord d'attaque, où la température 
atteint une valeur maximale de 1164°C. 
Les coefficients de transfert de chaleur par convection ont été déterminés par 
bilan d'énergie à partir des mesures de températures de surface des échantillons. Les 
mesures de température ont été effectuées avec des thermocouples dont la jonction fut 
soudées au fond de trous machinés dans les échantillons et avec un pyromètre optique. 
Ces techniques de mesure sont complémentaires dans le sens que les thermocouples 
permettent les mesures aux bords d'attaque et de fuite contrairement au pyromètre 
optique dors que ce dernier permet des mesures locales très variées sur les surfaces 
planes. L'écart entre les coefficients déterminés par les deux techniques de mesure est 
de 20% ou moins ce qui est très raisonnable compte tenu de la difficulté expérimentale 
et analytique du problème. 
À partir des résultats de l'analyse thermique et des propriétés mécaniques du 
matériau, la distribution des contraintes dans les échantillons fut aussi calculée par 
éléments finis en employant un modèle thermo-élastoplastique ainsi qu'un modèle 
thermo-élasto-viscoplastique. Le deuxième modèle est basé sur le code de Walker qui 
a été modifié pour tenir compte de I'orthogonalité des propriétés élastiques du 
René 80 (SD). Ce dernier modèle fut employé pour calculer de façon plus précise la 
déformation viscoplastique ainsi que la relaxation dans les Cléments du bord d'attaque 
exposés aux conditions thermo-mécaniques les plus sévères. Au bout de dix cycles 
thermiques simulés, l'amplitude de la déformation plastique calculée avec ce modèle plus 
raffiné est dix fois plus importante que celle prédite à partir du modèle thermo- 
élastoplastique. La contrainte de tension développée durant le cycle de chauffage atteind 
une valeur maximale de 1 10 MPa selon le modèle therrno-élasto-viscoplastique, ce qui 
s'aproche de la valeur obtenue par le modèle thermo-élastoplastique qui néglige par 
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contre la relaxation de la contrainte vers la fin du cycle de chauffage. 
Selon l'étude thermoélastoplastique menée à terme. les fissures sont apparues 
là où la température est élevée et où les contraintes sont maximales. Plus précidment, 
la contrainte qui plafonne en tension à la fin du cycle de chauffage, suivi du pic en 
tension durant le refroidissement, sont considérés comme étant la force motrice de la 
fissuration sous conditions de fatigue-oxydation. L'endommagement associé au plateau 
en tension et au pic en tension a été estimé séparément au moyen de quatre lois de 
cumul d'endommagement fatigue-oxydation à haute température. La vie résultante a été 
établie en supposant une simple loi de cumul linéaire. Les paramètres de ces lois, qui 
décrivent le mieux les données expérimentales sur la fatigue à haute température du 
René 80 polycristallin. furent obtenus par itération numérique. La distribution des vies 
prédites le long du bord d'attaque se compare très bien à celle des fissures dans les 
échantillons testés dans la chambre de combustion. Les vies prédites aux endroits les 
plus sévèrement sollicités le long du bord d'attaque sont d'un à deux ordres de grandeur 
en dessous des vies mesurées avec la technique de chute de potentiel. Ceci n'est pas 
étonnant, comme les données employées à la détermination des paramètres proviennent 
d'essais de fatigue sur le René 80 polycristallin, impliquant des joints de grains orientés 
perpendiculairement à la contrainte principale (ce qui réduit la vie de façon 
significative), contrairement au René 80 (SD) employé dans ce projet, dont les joints de 
grains sont orientés dans le même sens que la contrainte principale. Un modèle 
(développé par Neu et Sehitoglu) qui tient compte des conditions thermo-mécaniques 
impliquées en fatigue thermique, dont le déphasage entre déformations de nature 
thermique et mécanique, a été utilisé pour voir l'effet du cyclage thermique sur la vie 
en fatigue mais aussi pour estimer l'influence de l'endommagement en fluage qui est 
complètement dglige par les lois de cumuls fatigue-oxydation à haute température. Ce 
modèle a permis de démontrer que le fluage n'a pas d'influence sur la vie en fatigue 
pour les temps de maintien à haute température expérimentés durant les essais de fatigue 
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thermique, mais plutôt que l'effet de l'environnement est dominant. De plus, les vies 
calculées selon les deux classes de modèle sont très semblables. ce qui semble valider 
l'approche basée sur les lois de fatigueaxydation à haute température, telle que proposée 
dans l'aspect numérique de ce projet de modélisation de la vie en fatigue thermique. 
La perte d'alliage, notée importante au bord d'attaque et qui est principalement 
due l'oxydation cyclique, hit aussi modélisée. Un algorithme tenant compte de la 
succession des principaux mécanismes d'oxydation impliqués durant le cyclage 
thermique a été développé. Les mécanismes considérés sont la formation d'une couche 
d'oxyde protecteur, I'écaillage des couches d'oxydes durant le refroidissement du 
substrat métallique, l'appauvrissement de l'alliage en éléments actifs, la transition de 
I'oxydation externe vers I'oxydation interne, et la consommation de la zone appauvrie. 
Plusieurs hypothèses ont été formulées afin de simplifier ce problème complexe. 
Premièrement, l'alliage René 80 et le revêtement codep B-1 sont ramenés à un système 
ternaire Ni-Cr-Al. Plus précisément, le substrat est considéré comme étant un alliage 
Ni-Cr avec 22% at. de Cr capable de former une couche d'oxyde protectrice de Cr,O, 
tant que la cinétique d'appauvrissement en Cr dans substrat n'atteind pas une vitesse 
critique. De même, le revêtement codep B-1 est considéré comme un alliage Ni-Al avec 
60% at. d'Al pouvant former une couche d'oxyde protectrice d'Al,O,. Lorsque l'alliage 
ou le revêtement est appauvrit en Cr ou en Al il une vitesse telle que la formation d'une 
couche d'oxyde protectrice n'est plus possible. la zone appauvrie est considéree être 
composée de Ni avec des traces de Cr ou d'Al (selon le cas) dont la cinétique 
d'oxydation associée à la formation d'une couche d'oxyde N i 0  est rapide et donne lieu 
A la recession de la surface de l'alliage. La vitesse de croissance des couches d'oxydes 
est modélisée par une loi de cinétique d'oxydation parabolique dont les paramètres ont 
été établis à partir d'études expérimentales sur le René 80 ainsi que les alliages Ni-Cr 
et Ni-Ai. L'appauvrissement en Cr et Al du substrat et du revêtement résultant de la 
diffusion de ces éléments vers la couche d'oxyde a été déterminé par la résolution des 
Cquations de Fick par la technique des différences finies. Le coefficient de diffusion du 
Cr ainsi que l'énergie d'activation détermin& expérimentalement pour un superalliage 
à base de nickel très semblable au René 80 furent employés dans ces équations. Les 
crith-es de transition entre l'oxydation externe associée la formation d'une couche 
d'oxyde protectrice et I'oxydation interne donnant lieu la récession de la couche de 
l'alliage appauvrie en Cr ou en Al sont etablis par les lois de la thermodynamique et de 
la cinétiques. Le critère thermodynamique stipule que l'oxydation de la couche 
appauvrie n'a lieu que lorsque l'activité du Cr ou de l'A à la surface de l'alliage est si 
faible que l'oxyde de Ni0 est plus stable que l'oxyde de Cr ou d'Al. Le cntère 
cinétique établit que I'oxydation interne se produit lorsque la vitesse de diffusion du Cr 
et de l'AI est inférieure à celle nécessaire à la formation d'une couche d'oxyde 
protecteur. Ce cntère cinétique est rencontré lorsque la composition de base en Cr ou 
en Al est inférieure à environ 12% at. sous des conditions d'oxydation isotherme ou 
lorsque la couche d'oxyde protecteur est écaillée sous des conditions de cyclage 
thermique. L'écaillage de la couche d'oxyde est causé par le développement de 
contraintes de compression critiques lors du cycle de refroidissement qui donnent lieu 
à la rupture supposée toujours survenir à l'interface oxyde-métal. Le critère de rupture 
choisi est celui développé par Schütze qui stipule que pour une déformation en 
compression de la couche d'oxyde imposée par la contraction du substrat métallique. la 
couche d'oxyde s'écaille lorsqu'elle atteind une épaisseur critique. L'effet des porosités, 
des micro-fissures, de la sinuosité de l'interface oxyde-métal a été négligé dans 
l'établissement de ce critère. L'influence du rayon de courbure du bord d'attaque sur 
les processus d'oxydation, de diffusion et d'écaillage a aussi été négligée. 
En dépit des nombreuses hypothèses simplificatrices posées, les pertes d'alliages 
prédites le long du bord d'attaque des échantillons non-revêtus ne diffèrent que d'au plus 
10% des pertes telles que mesurées dans la zone du bord d'attaque exposée aux 
conditions therrno-mécaniques les plus sévères. Dans le cas des échantillons revêtus, 
l'algorithme de modélisation du processus d'oxydation cyclique a permis de prédire une 
destruction complète du revêtement après 200 cycles thermiques dans la zone du bord 
d'attaque exposée ii des températures excédant Iûûû°C telle qu'observée 
expérimentalement. 
Basé sur les réalisations du projet décrit dans cette thèse, on peut constater que 
l'objectif principal qui visait à développer une méthodologie pour prédire 
l'endommagement par fatigue thermique et par oxydation cyclique dans les ailettes de 
turbines à gaz a Cté atteint. Cependant, la validation de cette méthodologie a cornport6 
des lacunes au niveau de la modélisation de la vie en fatigue. Le manque de données 
expérimentales sur le comportement en fatigue à haute température du René 80 obtenu 
par solidification directionnelle (René 80 SD) plutôt que par solidification 
conventionnelle en est la principale cause. De plus, la technique de détection de 
l'initiation des fissures était la chute de contrainte pour les essais de fatigue isothermes 
servant il la calibration des modèles de pr6dictions alors qu'une technique de chute de 
potentiel électrique de détection était employée lors des essais de fatigue thermique dans 
la chambre de combustion, ce qui implique une sensibilité différente de détection. 11 est 
donc recommandé à partir de ces constats de réaliser des essais de fatigue isothermes 
et thermo-mécaniques sur le Renk 80 SD et d'utiliser la même technique de chute de 
potentiel électrique de calibrer les modèles de prédiction de vie. de sorte qu'une 
validation de la méthodologie convenable soit réalisée. Ultimement, la méthodologie 
pourrait être étendue à la prédiction de l'endommagement par fatigue thermique, par 
fluage et par oxydation cyclique des ailettes en service. 
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1. INTRODUCTION 
1.1 Background 
In high performance aero engines, the thermdy induced stresses associated with 
engine start-up and shutdown, in combination with cyclic mechanical loads, are 
responsible for thermal fatigue damage accumulation in turbine blades and vanes which 
leads to cracking and eventually to failure. This form of damage is life limiting for 
these components in many high performance engines. Thermal fatigue also implies 
repeated cracking and spalling of the protective oxide scale causing accelerated 
oxidation, instability of the component geometry and reduction of engine efnciency. 
The thermal fatigue life of blades and vanes is very difncult to predict because of the 
numerous variables th& influence damage accumulation. The variables include the 
material properties, the component geometry and the nature of the thermal cycle. For 
blades, the superimposed mechanical loads arising h m  rotation can have a simcant 
eflect The complexity of the problem is enhanced by synergistic interactions between 
crack initiation and growth and the processes of surface degradation by cyclic oxidation 
and erosion which are conditioned by hot gas chemistry and dynamics, and by cyclic 
thenmal expansion of the components. The task of validating thermal fatigue life 
prediction models for blades and vanes is complex because the thermal history and life 
to crack initiation for blades and vanes are not generdy weil known. 
1.2 Project Objectives and Approaeh 
This project was initiated by École Polytechnique of Montréal, in collaboration 
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with NRC's Institute for Aerospace Research (IAR) in order to develop and validate a 
methodology for thennai fatigue and oxidation damage prediction for turbine blades and 
vanes. Both experimental and numericd aspects of damage modelling were addressed 
simultaneously by IAR and &de Polytechnique. The approach foilowed for this 
undertaking is summarized in the flow chart shown in Figure 1.1, where the 
experimental and andytical tasks of the project are identifieci separaîely with solid and 
dashed lines, respec tively. 
On the experimental side, a test facility located in the laboratories of the LAR was 
instrumenteci and used to conduct thermal fatigue tests cracking on airfoil-like specimens 
under weli simulated service conditions. The facility is an automated high velocity-low 
pressure burner rig capable of subjecting the specimens (or real turbine airfoils, blades 
and vanes, if necessary) to cyciic heating and cooling representative of thermal cycles 
experienced by blades and vanes in engines. The standard specimen for the thermal 
fatigue test has a doubie edge - wedge @EW) geometry meant to simulate the complex 
geometry of blades and vanes. The specirnen materid is DS René 80 (also designated 
as DSR80). a typical cast nickel-base supralloy for blades and vanes in aero engines 
produced by directional solidification @S). Some specimens are coated with Codep B- 
1, an duminide coating applied to improve the resistance of these components to 
oxidation and corrosion, 
In a typical test, the specimen is heated in the high velocity hot gas jet produced 
by the ng for a penod of time sufficient to achieve steady state temperatures across the 
aiffoil. The specimen is then withdrawn from the hot gasses and is placed into a 
secondary gas jet at m m  temperature for forced air cooiing. This heating and cwling 
is meant to reproduce the temperature variations experienced by blades and vanes during 
start up (take off) conditions and shutting down (landing) of engines. These large 
temperature excursions are known to be highly damaging to blades and vanes, fiom the 
point of view of thermal fatigue damage accumulation and cyclic oxidation. The 
initiation of cracks at the leading edge of the specirnen and the rate of propagation of 
these cracks were monitored in-situ, using a high resolution alternating current-potential 
drop (ACPD) teshaigue, which was calibrateci against measured crack length of the 
specimen. In th* technique, an alternating current of constant amplitude and frequency 
is applied across the specimen. The change in potential &op associated with the change 
of impedance of the specimen arising h m  the formation of cracks was measured during 
testing, using AC-PD probes attached to the specimen and a crack growth rnonitor 
specially designecl for this purpose. Oxidation damage. which rnainly translates into 
material losses, was assessed by quantitative metallography of the specimen exposed to 
different numbers of cycles. 
The temperature histo~y of the specimen was established by fdte elernent (FE) 
analysis using the ABAQUS code using thermo-physicai pmperties of the matenal 
obtained fkom the fiterature, and measured values of surface emissivity and convective 
heat transfer coefficients. The heat transfer coefficients were detennined from energy 
balances using measurements of specimen surface temperatures, gas velociiy and 
temperature profdes. The cyclic stress-strain history of the specimen was computed 
from its thermal history, aiso with the help of the ABAQUS code, using a thermo- 
elastoplas tic de formation model in fm t approximation and a thermo-elas to-visco plas tic 
model in order to obtain more realistic results. Fatigue life and material losses were 
then determined h m  different fatigue-oxidation damage modeis chosen to best describe 
the dominant mode of damage accumulation, as determined by metallographic analysis. 
The constants for the deformation model, the fatigue and oxidation damages modeis 
were determined from uniaxial isothemial fatigue and oxidation data found in the 
li tterature. 
The validation of the damage accumulation modelling approach adopted in this 
project was fïnally achieved by cornparhg the p d c t e d  life and alloy surface recession 
with experimental life and material loss obtained h m  thermal fatigue tests cmied out 
in the bumer hg. 
The present thesis reports in detail the experimental and the numerical aspects 
of the project in six foilowing Sections. A review of the metahrgy of nickel-base 
superalloys and durninide coatings as well as on thermal fatigue and oxidation damages 
modeUing is presented in Section 2. Section 3 and 4 respectively present the 
experimental rnethod and results of the thermal fatigue testing program in the bumer ng. 
The discussion and numencal analysis of the results are presented in Section 5. Finaily, 
the general conclusions and the recornmendations followed from the project are 
summaised in Section 6 and 7. 
2. L I T E R A T U R E  R E V I E W  O F  
METALLURGY, THERMAL FATIGUE 
A N D  O X I D A T I O N  D A M A G E S  
MODELLING FOR BARE AND COATED 
SUPERALLOYS 
This Section presents a literature review of the metallurgy , the thermal fatigue 
and oxidation damages modebg applicable to nickel-base superalloys and duminide 
coatings, with particular attention to DS René 80 ailoy, bare and coated with Codep B- 1, 
which was chosen for the thermal fatigue testing program in the burner rig. 
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2.1 Chemicai and Physicai Metallurgy of Ni-Base Superailoys and Aiuminide 
CaawF, Ill 
The elements, which compose the chemistry of Ni-base superailoys, as 
DS René 80,) (&O designated as DSR80), cm be regrouped in three classes according 
to their respective role: 
1 O FCC Phase (y) Formers: These elements are Ni, Cr, Co, Mo, W, Hf and 
make up the nickel-rich face-centred-cubic (FCC) austeni tic (y) matrix of 
DSR80. The FCC atomic structure codes to the alloy a relatively good 
toughness while solid-solution sfrengthening of the rnatrix is insured by 
the presence of Cr, Mo and W atoms, as they have a larger atomic 
diameter than Ni and which rnake cross-slip more difficult by reducing 
the stacking-fault energy. 
2" Gamma Prime (Y') Precipitates Formers: In the y matrix, Al, Ti and Hf 
tend to form very fme and coherent (Ni,Co),X y' precipitates which give 
the d o y  its extraordinary strength over a wide range of temperature. 
With its FCC structure, this ductile phase has no embrittling effect on the 
alloy. These precipitates are obtained by controlling the ailoy chemistty 
and heat treatment during the ailoy elaboration. 
3" Grain Boundaries Formen: With their very odd atomic diameter, B, C 
*: Nominal alloy composition: 
In wt%: 14.0 Cr, 9.5 Co, 4.8 Ti, 4.0 Mo, 4.0 W. 3.0 Al, 0.75 Hf, 0.08 C, 
0.02 Zr, 0.015 B, Bal. Ni; 
In at%: 15.50 Cr, 9.28 Co, 5.77 Ti, 2.40 Mo, 1.25 W, 6.40 Al, 0.242 Hf, 
0.383 C, 0.013 Zr, 0.080 B, Bal. Ni. 
and Zr are mainly found at the grain boudaries where they improve the 
strength and the aeep resistance of the alloy. 
A subclassification of these elements c m  be made: 
a) Carbides Formers: This subclass includes Cr, Mo, W, Ti that 
preferentially react with C to form complex carbides with different 
morphologies and s toic hiometries (MC, Mac6, &C). Under well 
contr011ed heat treatment, these types of carbides are obtained which 
resuit in extra aüoy strengthening, especiaily at grain boundaries. 
b) Al and Cr Oxides Formers: The presence of proper amount of Al and Cr 
in the aUoy allows the formation of compact and adherent N203 and 
Crp,  oxide scales at the dloy surface, providing excelient protection 
against severe oxidation and hot corrosion damage. 
As mentioned in Section 1, the DSRSO alloy is obtained by directional 
solidification. Contrary to the conventional casting method, which results in an alloy 
microstructure with equimcial grains distribution, the directional solidification technique 
provides a structure with columnar grains onented pardel to the longitudinal axis of the 
aufoils, which considerably increases the creep and fatigue life. Although, the DS 
technique allows to get the d , O ,  1> crystallographic direction (associated to the lowest 
elastic modulus in FCC lattice structures) onented in the longitudinal direction of the 
airfoil. This helps to increse life to ruphire of DS alloys by lowering the thermal 
stresses associated with the elastic strains in this direction. Each grain are composed of 
dendrites which are Ni-rich trees-like stnictures found in the matrix, composed of 
primary arms onented in the direction of solidification and sometime of secondary arms 
perpendicular to the primary ones. The Ni-rich dendrites result from solute segregation 
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between the dendrite arms during the fast directional solidification process. Higher 
concentration of impurities and carbides are found between the dendrite arms due to this 
segregaîion. 
Even if the Al content in DSR80 is sufficient to form a protective Al@, oxide 
layer, at least under isothermai conditions, this may be not the case under thermal 
cychg conditions, for which the AL and Cr alloy depletion next to the oxide scale is 
more severe and rapid. Additional aluminium can be introduced into the surface layer 
by a cementation technique. The resulting Al rich layer at the dioy surface results in 
a P-duminide coating, such as the Codep B-1 coating used on DSR8O in the present 
themiai fatigue study. By controlling the difision pracessing conditions, different 
thicknesses, Al-content and gain sizes can be obtained, which affect oxidation and 
thermal fatigue resistance of the components. 
2 2  Thermal Fatigue Damage Modelling 
Contrary to pure fatigue a -  low temperature, isothermal fatigue O, thermal 
fatigue O and thenno-mechanical fatigue VMF) of high temperature components in 
aero engine always involve interactions between fatigue and oxidation mechanisms, 
except in very high vacuum or in very pure inert atmosphere or when cracking is 
internal. Interactions between mechanisms are very complex and not yet well 
understood. The modelling task suffers h m  this Iack of knowledge and is reflected by 
the widespread assumptions made to simplify or just to define the problem. This 
subsection reviews the possible mechanisms of fatigue-oxidation interactions and the 
main models proposed up to date. A creepfatigue mode1 is also snidied. 
In this thesis, the thermal fatigue (TF) terminology of Spera [2] is employed. 
Accorckg to this author, "Thermal Fatigue is the graduai deterioration and eventual 
cracking of a material by alternate heating and cooling during which free thermal 
expansion is panially or completely constrained". Thus two conditions are required for 
having thermal fatigue: 1" the temperature must Vary with time. in opposition to 
isothermal fatigue O and, 2' the thermal expansion must be constrained. 
Thermal expansion constraint can be grouped in two catego~es: external and 
internal. Extemal constra.int arises from static or cyclic external forces applied at the 
boundary of a body during heating and cooling. This category of TF condition, aiso 
caiied Thermo-Mechanical Fatigue 0. is met in service. such as in the case of 
biades attached to the rotor in turbines which are subrnitted to centrifuga1 loads arising 
from rotation, in addition to the thermal loads arising fiom start-up and shut-down of the 
engine. In laboratory. TMF is simulated by independently imposing mechanical strain 
cycling and thermal cyciing. Different phasings between the mechanical strain and 
themial strain cycling can be applied The two extreme phasing cases, Out-of-Phase 
(OP) and In-Phase (IP), are graphicaily represented in Figure 2.1. Under OP conditions, 
the maximum thermal strain is reached dlrring the time when the mechanicd strain is 
minimum, whereas in IP conditions, the minima and the maxima of the two different 
natures of strain are in phase. An intermediate phasing case, which occurs more 
frequently in practice, is calleci Counterclockwise Diarnond (CCWD) and is illustrated 
in Figure 2.1. In ail cases, the net strain, e n ,  is given by the sum of the thennal and 
mechanicd strain components, e, and am&: 
where a is the thermal expansion coefficient and T, is the initial temperature. 
Intemal constraint results in some elements of a body when their adjacent 
elements are at different temperatures and do not get the same thermal expansions. This 
TF condition, cailed Thermal-Stress Fatigue (TSF). is inevitable in high-temperature 
service devices when the surface temperature of the components of complex geometry 
vaiy rapidly during each start-up and shutdown operation. This is the case for turbine 
airfoils in aeroengines (especially the fint stage stationary vanes in direct contact with 
the hot gas streams produced by the cornbustors) and for the DEW specirnens thermally 
cycled under simulated service conditions in the buner rig. 
Complex interactions between fatigue-oxidation mechanisrns are involved during 
the crack initiation and propagation. The folIowing subsections will attempt to 
summarize the most probable mechanisms supported by numerous studies reported in 
the literature. 
2.2.1.1 Crack Initiation 
Oxidation influences crack nucleation nom both physical and chemical 
considerations. At the physical level, oxidation modifes the surface morphology by 
introducing a general roughness, especidly under thermal cy cling conditions [ 10 11. 
Preferential oxidation at grain boundaries in conventionally cast (CC) rnaterials, in 
interdendntic zones for directionally solidified (DS) columnar grain (CG) and single 
crystal (SC) superalloys, at slip bands and at carbides protusions at the surface of 
components all lead to the formation of oxide spikes. These discontinuities can act as 
stress concentration sites and are certainly preferential sites for crack initiation, as shown 
in many investigations, for various CC. CG and SC cobalt-based and nickel-based 
superaiioys (Red 80. IN400, MARM247, MAR-M5û9, CMSX-2. René N4) [3-341. 
The oxide spikes kinetics is described in Subsection 2.3.2.2 (see Equation 52). The 
extrusions, inmisions and steps fomed at the surface by slip bands were also observed 
to act as crack initiation sites after they become oxidized [12, 18, 35, 361. In some DS 
superalloys micropores produced during casting also act as initiation sites 125, 33, 341. 
At the chemical level, monatomic oxygen andor nitmgen difises into the metal 
and changes its chemical and mechanical properties. The metal-oxygen or metai- 
nitrogen bonds are less resistant to fracture than metailic bonds. The reduction in 
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ductility and the embrittlement associated with air-metal reactîon are well established in 
numerou studies on pure nickel, nickel-base and cobalt-base superalloys oxidized before 
and during tende and creep testhg [37-401. One of the most remarkabie demonstrations 
of these effects was the study of BrickneIl and Wodord  on ultra pure nickel 
preexposed to air at high temperature (up to 1000°C) or in a vacuum of IO-' torr and 
tensüe tested in air or in pure argon from 2S°C to 1000°C 1371. The s ~ d y  concludeci 
that pure nickel is embrittled by air leading to intergranth fracture and severe loss in 
tende ductility around 800°C. This problern is common to ail the nickel-base alloys 
where oxygen is believed to cause embrittlement, even at very low partial pressure (- 
IO-' torr), by pinning grain boudaries at high temperature [38, a]. At very low oxygen 
pressure, transgranular bnttle fr;icture was also observed [38]. Oxygen embrittlement 
was also reporteci in DS Rent 80 [17]. for which the grain boundary pinning mechanism 
is obviously not possible. In this case, and in the case of transgranular crack 
propagation, diffusion at the carbide-matrix interface may be responsible for the 
observed embrialement. Oxygen diffusion into the matrix may also be involved, due 
to the titaaiurn content in the aloy which increases the oxygen solubility [41]. The 
oxygen difision through the dislocation network and the oxygen binding at the 
dislocations can affect its mobiiity, and consequently the ductility and the toughness of 
the matrix, as also observed for carbon and other solute atoms (addition elements and 
impurities such as O, N) in steels. This ductility reduction, associated with solute- 
dislocation interactions is identified to be the Portevin-Le Châtelier effect [42]. 
Another rnechanism responsible for the reduction of the ductility of the substrate 
is the oxidation of the slip bands intersecting the crack tip or the surface of the metal 
which certainly reduces or eliminates the gliding dong these bands [12, 18, 35, 361. 
23.1.2 Crack Propagation 
In conventionally cast (CC) nickel-base superalloys (equiaxed grain 
microstructure) cracks are found to progress intergranularly (4, 5-8, 1 1- 16, 18, 19, 2 1, 
22, 321 and in some cases transgranularly [5-7, 14, 15, 221. It was aiso found that 
sometimes they propagate intergranularly in the initial stage followed by a transgranular 
progression in a direction mostiy normai to the principal tensile stress [3, 271. In 
columnar-grained (CG) and singlecrystal (SC) superalloys obtained by directional 
solimcation @S), cracks propagate across the primary dendrites and between the arrns 
of the secondary dendrites where embrinüng micropores, impunties and carbides are 
segregated [17, 20, 25, 331, when the tensile load is applied in the DS axis direction or 
within 45' of tbis axis. Cornparison of fatigue life of CC and DS superalloys with the 
same chemical composition, showed the superiority of DS materials when tested under 
saain-controiled low cycle fatigue (LCF), themial fatigue (TF) and thermo-mechanical 
fatigue 0 conditions and DS specimens loaded in the DS axis direction (or with an 
angle below 45")20, 25, 33, 431. The inferiority of CC superalloys can be attributed 
to the grain boundaries perpendicular to the load direction which offers an easy crack 
growth path, contrary to primary dendrites and columnar grains in DS superalloys [20, 
331. This is supported by fatigue life obtained at high temperature for CG René 120 
loaded at 90" of the DS axis direction (also called transverse loading) resulting in 
fracture dong the grain boundaries, sunilar to the life obtained for CC René 120 also 
hctured intergranularly [33]. 
One cm suppose that the shorter life of CC materials compared to that of DS 
materials of the same chemical composition may be explained by the difference of the 
value of the Young's modulus (E) of the two classes of materiais because under strain- 
controiled cycling, the stress range and the maximum stress are proportional to E for a 
given strain range [25, 331. In DS materials, the effect of anisotropy of the elastic 
modulus cm be rationalid by plotting the maximum stress (instead of the s i rah  range) 
against Me [ l î ,20t  25, 33,44, 451. According to the previous hypothesis, fatigue data 
of a DS and CC material plotted this way should coliapse into one master c w e .  This 
is what cm be observeci with O,, - N, plots (Figure 2.2) of CC and DS René 120 
fatigue data obtained at 650°C under various DS axis orientation [33]. In this Figure, 
the fatigue data of the same alloy composition obtained at 982°C also collapsed into one 
curve, except for equiaxed and transversal DS orientation which collapsed on a lower 
cuve [33]. From this result, it can be concluded that the difference between fatigue life 
of CC and DS materials tested under controlIed strain amplitude is due to the elastic 
anisotropy effect at intermediate temperatures but, at high temperature, the difference is 
most likely caused by the orientation of graio boundanes relatively to the loading 
direction [3 31. 
The validity of this conclusion can be interpreted by a review of 
micromechanisms of crack growth process involving environmentai interaction. Two 
mechanisms are generally recognized in the literature. The fmt mechanism (A) involves 
successive fracture of the metd in front of the oxide spike tip which becornes embritrled 
by inward oxygen difision and the subsequent oxidation of the h s h  metallic crack 
surfaces (see Figure 2.3). The partial or total fracture of the oxide spike associated with 
crack opening displacement accelerates oxygen transport to the spike tip by pipe 
diffusion. The hydrostatic stress increases oxygen diffusion into the metal by decreasing 
the activation energy and by multiplying fast diffusion paths such as dislocation 
framework. This mechanism has been accepted by many investigators [3, 4, 12-14, 16, 
18, 19, 22-25]. 
Other researchers 122, 24, 26-30] have proposed a second mechanism (B) which 
involves successive steps of oxide growth until a critical thickness (xJ is reached. At 
this point the oxide cracks leading to tocal exposure of fresh metai. This mechanisrn 
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results in two types of oxide intrusions, as describecl by Sehitoglu [26] who is probably 
one of the fint to propose and experimentally confirm this mechanism (see Figure 2.4). 
The first type (Type 1) is characterized by a continuous oxide layer with no visible 
stratScation in the oxide, whereas the second oxide intrusion type (Type II) is wider and 
is characterimi by stratifiai oxide growth. This results in successive oxide scale 
cracking and detachment fiom the substrate, when the oxide layer =aches a critical 
thickness, and is foliowed by fast oxide growth on the freshly exposed metîllic surface. 
It can be noted that some authors do not exclude the existence of both variants of this 
mechanism. Boismier and Sehitoglu [27, 281 who observed Type 1 oxide intrusions 
formed in MAR-M247, a nickel-base superalloy, surrounded by a y' depletion zone, 
assumed that oxide scale cracking can extend into the depleted zone, also considered a 
damaged zone. The y' depleted zone is a consequence of outward diffusion of Al, Cr, 
Ti elements which are the y' forming elements. 
The type of oxide intrusion depends on the aiioy system. the testing conditions 
(IF, TF, TMF) and parameters such as the temperature range. the strain rate, the strain 
range and the temperature-strain phaçing [26-301. With the tempe rature-suain p hasing, 
the principal parameter which conmls oxide scaie cracking is the total mechanical strain 
of the substrate, more specifically the tensile strain for Type 1 oxide sale failure and the 
compressive strain for Type II oxide scale failun. This point is discussed in more detaii 
in Subsection 2.3.6. 
It has thus been shown that oxidation has a deleterious efCect on life du to the 
embritüing effect of oxygen (mechanism A) and to the local oxide scale breaking and 
by spalling or local cyclic oxidation (mechanism B). Two additional mechanical effects 
of oxidation on crack growth rate have not yet been introduced. The first is the crack 
tip or oxide spike tip blunting caused by lateral oxidation. Similar to crack tip blunting 
associated with its plastic deformation 1461, the lateral oxidation of the crack tip 
increases the tip radius which causes a reduction of the stress concenîraîion factor 
defined by Inglis [47]. Crack growth slows dom and, in some cases, the crack 
propagation stops. The second effect of oxidation on crack growth rate is the m k  
closure obstruction associated with oxide s d e  build up on the metallic surfaces of the 
crack which is similar to the effect of the plastic zone h e d  dong the crack surfaces 
that Newman proposed in his crack-closure mode1 [48]. 
An LEFM analysis combined with an appropnate oxidation kinetics expression 
should allow the determination of the crack opening stress. 0,. the A& and the crack 
growth rate as defined by Paris et al. [49. 501. However, it should be noted that the 
beneficial effect of crack tip blunting and closure on crack growth rate resulting kom 
oxidation are in general outranked by the deleterious embrittling effect of oxygen 
penetration. 
2.2.2 Fatigue-Oxidation Life Prediction Models 
Many modeis have been suggested to predict the life of components subjected 
to fatigue and oxidation damages. In this subsection, six models are reviewed. They 
are a l i  based on one of the two interaction fatigue-oxidation mechanisms presented in 
the 1st subsection. Some models are based on linear interactions, others on more 
complex synergistic non-linear interactions. Some are obtained from rnodified empirical 
relations which apply to fatigue at low temperature, others are developed with a 
mechanistic approach. In particular, this subsection presents for each model, the 
mechanism(s), the assumptions, the fracture criteria, the variables considered, the 
mathematical definition, the experimental methodology for the determination of the 
model parameters, the correlations between predicted and experimental lives as well as 
the range of testing conditions (IF, TF, T m  temperature, strain range, cycling 
frequency ...) for which the model have been validated. 
2.2.2.1 Coffin [S, 7, 81 
Coffm introduced the cycling frequency into the low-temperature Coffin-Manson 
and Basquin Laws [5 1, 521 in order to illustrate the detrimental effect of environment 
on fatigue life for high temperature IF conditions. The cycling frequency variable 
captures the competition between the the  dependent oxidation-damage and the cycle- 
dependent fatigue damage processes. At very high frequencies, the cycling period At is 
very short, leaving no time for diffusion controlled oxidation and oxygen embrittlement 
of the crack tip during each cycle. 
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In the low cycle fatigue (LCF) regime, the empincal formulation for the modified 
Coffin-Manson Law: 
correlates the lifc or number of cycles to failure, N ,  to the plastic deformation range Ae, 
and to the continuous cycling frequency, v, while in the high cycle fatigue (HCF') 
regirne, the modified Basquin Law: 
- da - A' k! Ae, - - -N;' v 
E 
correlates the fatigue life to the elastic deformation range, Ae,, or stress range, AG and 
to the fkquency of cycling. By adding the two relations, the relation between the life 
and the total strain range c m  be obtained: 
Here, A', and k,' are the constants related to the matenal fatigue strength properties 
and G, B and k are the constants related to the matenal fatigue ductility properties. As 
ai l  the exponents are positive with k < 1 and $ > p., the life is proportional to the 
frequency, thus N, is inversely proportional to the cycle period At. The definition of the 
continuous cycling fkquency (v = l/At) can be modified to consider the effect of a hold 
pend during cycling. The new expression of the frequency is ofien called the effixtive 
frequency, v ,  and given by 171: 
The transition fatigue life Nt, defined to be the point of life at which strength and 
ductility properties equally contribute to fatigue resistance is fouad by combining 
Equations 2 and 3: 
Thus, the transition fatigue life depends on the balance between the strength and the 
ductility propexties of the material. For instance, cast nickel-base superalloys, which 
have high strength and low ductility, usuaiiy have a low transition life that can be below 
100 cycles. Nt is of great importance to determine whether Equation (58) or (59) is 
more appropnate to predict He. according to the order of magnitude of the life expected 
Coffin aiso found that the transition fatigue Life given by Equation 6 is a more rational 
definition for the transition between LCF and HCF regimes than the conventional 
definition which set the transition around 104 to 16 ,  regardless of the material properties 
[71- 
To iiiustrate the capabilities of the model. the results of a strain controiled LCF 
test program on CC René 80 conducted at 871°C are considered 151. The matenal was 
cycled at several continuous frequencies (v = 0.034-36.2 cyc~e/minute or cpm) and total 
strain ranges (AE = 0.4-1.1%). The fatigue life to failure, N, was determined when the 
stress drop due to the presence of cracks was detected, as shown in Figure 2.5 where the 
stress range is plotted against the number of cycles. In this figure, the continuous 
decrease in stress range at constant frequency before failure is associated with cyclic 
softenhg of the matenal. Note also that the stress range curve is shifted with the 
frequency. These phenomena associated with stress relaxation were considend in the 
predictive life Equations (2 to 4) by using the plastic strain range and the stress range 
evaluated at the mid-Me N e .  The parameters of the equations obtained through 
multiple regression analysis have the foiiowing values: A' = 46910, 
E = 22.4 x 1o6 psi, p* = 0.191, k,' = 0.112. C, = 0.761, = 0.934and k = 1.180, when 
the stress is expressed in psi, the strain is expressed in m m / m  or inJin. (not in 8) and 
the muency is in cpm. Note that k is larger &han unity which is abnomal [SI. This 
result can be justifieci by the fact that the shortest Me obtained was 275 which is higher 
than the transition M e  computed to be equal to 125 cycles at 1 cpm. This indicates that 
the matenal was tested more in the HCF regime and that the frequency modined elastic 
strain range law (Equation 3) should be used to fit the data. This also indicates that for 
lives around 1000 cycles and over, the hcture has a brittle character and must be 
governed by the stress range. The frequency plastic strain range Law (Equation 2) 
should not be used in this regime, as reflected by the large deviation of the Me predicted 
with this Equation fiom the experimental life (I35%), compared to that obtained when 
Equation 3 is employed (217%) (see Figure 2.6). 
In another study carried out by Lord and Coffin [6]. the effect of hold time on 
the LCF behaviour of CC René 80, tested in the same conditions as for the study 
reported above [5], was investigated. Schematic hysteresis loops, stress and strain vs 
time records for continuous cycling, equal hold times in tension and compression, tensile 
strain hold periods, and compressive shain hold penods are illustrated in Figure 2.7. 
Note that during the hold time, the stress relaxes due to the high testing temperature 
involved (871°C). The stress relaxation causes the maximum and the mean stress to 
shift. Table 2.1 sumrnarizes the test results. It is surprising to see that the fatigue life 
globally increases with the total hold time (k = kTCnCi, + and that for a given 
hold time, the hold time in compression has a more detrimental effect on N, than the 
hold tirne in tension. These results can certainly not be correlated by the frequency 
modfied strain range laws using the extended definition of the frequency given by 
Equation 5 as this method predicts the fatigue life to be inversely proportional to the 
hold tirne, whether the hold t h e  is imposed in compression or in tension during cychg. 
It seems that the effect of hold tirne on the maximum and the mean stress are directly 
related to the life and that this effect is much more important than the environmental 
effect. Coffin's relations have to be modified to take into consideration these new 
observations. 
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Table 2.1 Effect of hold time in IF tests on CC René 80 to 871°C, Ae, = 0.32% 
@fier [q). 
Tension 1 5 1 1.06 1 1093.9 1 482.2 
Hold Conditions 




Tension 1 30 1 0.92 1 1129.4 1 395.6 
- 
Compression 




Tens. & Comp. 1 15 ( 0.71 1 1034.2 1 608.1 
Conceming the effect of teniperature on the parameters of Coffin's models, the 
fatigue strength constant, A', and the elastic modulus, E, decrease with increasing 
temperature and the fatigue ductility constant C, increases with temperature [7]. The 
fatigue ductility exponent, B, increases at higher temperature whereas P' is not 
significantly affected by temperature variation [7]. Consequently, the fatigue life, N ,  
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A relation similar to the frequency mmed Coffi-Manson Law was proposed 
by Ostergren to consider the effect of hold time and freqwncy on fatigue life prediction 
for elevated temperature, strain-controlleci LCF conditions. Ostergren used an energetic 
approach and postulatecl that the H e  in LCF is mostly spent in crack propagation and 
that damage is driven by plastic work instead of the plastic deformation. Assuming that 
tht crack closure effect is important, the stress range under the crack opening stress G~, 
does not contribute to the crack propagation and the effective tensile work (W,) is 
proportional to the area in the a-e hysteresis lwp over the 0,: 
To simphQ, Ostergren approximated WT by cryAe,, with 4 = G, and O, = 0. 
Ostergren then substituted the plastic strain range by the simplified expression of the 
plastic work in the fkquency modified Coffln-Manson Law (Equation 2) and found that 
the expression: 
cm fit the LCF data very well for various materials (304SS, CrMoV, René 80, IN738), 
cychg fiequencies (0.002-20 cprn), for hoid times in tension (hT) and in compression 
(a (0-30 minutes) and for temperatures between 538 and 871°C. 
In order to bring out hold time effect in his equation, Ostergren inwduced two 
definitions of the effective fhpency. When the tirnedependant damage is independent 
of the wave shape of stress, the extended v, defined by Equation 5 in the last subsection 
of the Coffin Mode1 can be use& wiîh t, = t, + k. In the case where tende creep 
deformation is detrimental and compressive creep deformation is beneficial, the effective 
frequency is dehed  by: 
- A 
%ff - for th, s th, 
For the superalloy René 80, the data obtained by Lord and Coffin [6] and 
reporteci in the last subsection (Table 2.1) is well fitted when using the following values: 
with a corresponding relative error RE = 10.4% for predicted Np It is surprishg to see 
how this mode1 cm handle such a wide range of hold times in tension and in 
compression. The success of the mode1 cm largely be attributed to the use of the 
maximum stress which controls the crack growth in the brinle fracture regime and which 
takes into consideration the effect of relaxation during the hold periods. 
Moreover, a very interestkg study from Cook et al. [IO] demonstrated that the 
Ostergren approach can be applied to predict lives of a superalloy (René 80 for instance) 
tested under TMF conditions (in-phase, out of phase and clockwise diamond E-T cyclic 
phasing, with two temperature ranges, 760-87I0C and 871-982OC). As the maximum 
temperature in a TMF cycle is assumed to be the most damaging, the constants of the 
Ostergren Mode1 are determined h m  LCF tests at this maximum temperature. 
Redicted lives corrdated surprisingly weIi the experimental TMF data with the majority 
of the values faiiing within I 2 scatterband. This promising and relatively simple 
approach needs to be evaluated more extensively with other data on nickel-base 
superallo y S. 
22.2.3 Anto10vich et ai. [Il-14, 16, 18, 191 
An extensive study of the hi& temperature LCF behaviour of some superalloys 
in air was carried out by Antolovich and CO-workers Ill-221 in order to detemine the 
complex cyclic deformation-oxidation mechanisms and to propose a mechanistically- 
based Me prediction model. The materials tested were René 77, Nimonic 90, 
Waspalloy, MAR M-002, DS René 80 and CC René 80. The IF tests were conducted 
at 7 W C ,  871°C, 927OC and 982OC at Re = 0.05 most of the time (sometime fully 
reversed, R, = -1), with a nominal ramp rate of either O.S%/rnin or 50%/min and with 
a 90 seconds hold time imposed at either maximum or minimum strain for some tests. 
Some specimens were preoxidized 100 houn at 982°C either stress free or at a stress of 
97 MPa. Failure was defined to be met when a signifxcant stress drop was detected 
during testing, as this event was followed by a rapid crack growth and total failure of 
the specimen. 
Based on metailographic observations of the specimens for which the tests were 
stopped just after stress drop detection, the authors ctaimed that cracks prcpagate fiom 
oxide spikes formed preferentiaily at the grain boundaries, when the oxide spikes reach 
a critical length, 4, The failure can be considered effective when the metal in front of 
the oxide spike tip cracks after it has been ernbrittled by oxygen penetration dong the 
grain boundary (mechanism A, Subsection 2.2.1.2). Or failure could correspond to the 
moment when the oxide spike loses coherency within the base metal and becornes a 
well-defined crack (mechanism B, Subsection 2.2.1.2). However, in both cases, the 
crack initiation depends on the size of the oxide spike and the magnitude of the stress. 
Intuitively, the failure cnterion proposed by Antolovich et al. 153-55, 5- 14, 16, 18. 191, 
takes the fonn of: 
where & is the maximum stress during cycling, K, is a material constant and p is an 
exponent. It can be noted that the left term is similar to a stress intensity factor when 
p = H and the right term is a constant that could be h k e d  to the toughness of the 
embrittled metal or of the oxide at the oxide spike tip, depending on the nature of the 
operating mechanism (A or B). By plotting the LOG values of a, and 4, measured 
when the stress starts to drop due to crack propagation, the values of K, and p are 
obtained by linear regression. The exponent p was found to be very close to ?4 113, 141. 
Before crack propagation, the oxide spike grows at a rate represented by an 
oxidation-kinetic power law as defined by Equation 8 of Subsection 2.3.2.2: 
where n is the exponent representative of the oxidation mechanism and k' is the 
oxi&tion rate constant for the oxide spike penetration which varies according to an 
Arrhenius expression, as defined by Equation 3 of Subsection 2.3.2.1: 
The constants were obtained by metdlographic analysis of oxide spikes measured for 
various times and temperatures: n = 2, the activation energy, Q = 9 kcdmol and 
2%' = 1.66 m2/s for CC René 80 in the temperature and time ranges of 7600C-982OC 
and 16-500 h, respectively. The value of n = 2 indicates a parabolic oxide spike growth 
rate which is unusual for a grain boundaq which should be associated with n = 4, as 
Fisher theoretically found [56] and Reger and Rémy obsexved in IN-100 [4]. 
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The Me to failure, w, can be found by combining the kinetic power law 
(Equation 11) and the fadure critenon (Equation 10). Converting the time of the 
oxidation kinetic law into the number of cycles with 4 = NXAt + + = Nd Ih + tJ gives: 
with: 
Here v is the continuous cycling frequency. By rewriting Equation 13, the fatigue Me 
to failure is directly given by: 
In this Equation, the stress cm be replaced by the plastic deformation range using 
the cycling flow rate(., for R = -1 which gives: 
It is interesthg to note that the resdting Equation 16 has the same formulation as that 
of the Coffin's fiequency modified fatigue life (Equation 2), where the exponent P 
*: The cycling flow rate can be defmed by using the following Equation: ocyc,, = G , ( A E ~ ~ ) ~ ' ,  
where a,, is the maximum stress, Ae, is the plastic strain amplitude, both obtained fiom a 
stabilised cyclic stress-strain curves. q, is the cyclic strength coefficient and n' is the cyclic 
hardening expcment [4q. 
comsponds to p/(nm'), k = 0, and where the temperature is explicitly expressed. By 
taking a typical range of the cyclic hardening exponent n' = 0.15-0.20, and the values 
of p = !4 and n = 2 as found by Antolovich et al. [13, 141, one gets = 0.6-0.8 which 
is a range of the Coffm-Manson exponent commonly observed. 
In Figure 2.8, experimental Lives, obtained for CC René 80 at 87 1°C and 982OC 
and various hquencies 1141, are compared with lives predicted with Equation 15. The 
correlation is poor with an error of î70% at 871°C and of t1250% at 992OC. As the 
relation between a, and 4, fits the experimental observations very well, the lack of 
prediction capability of the Antolovich et al. model can be attributed to an incorrect 
relation between the fatigue life and the fiequency. For example, in the mode1 of CoEm 
with the Me expressed as a function of the fkquency, the frequency exponent (1-k) is 
negative and close to O, whereas in the relation of Antolovich written in the similar form 
(Equation 16)' the hquency exponent is equal to unity. 
When the form of the frequency modified Coffm's Law for Equation 16 is used, 
the predicted error is even worse than that found when the nomial fomi of the 
Antolovich's model (Equation 15) is used. This shows that it is not found convenient 
to convert the Antolovich et al. life prediction Equation in a Coffin-Manson expression, 
as these authors attempted in [12-14, 18, 191. 
This result also confinns that the maximum stress controls the fiacture as 
preiously discussed for brittle fiachire in the 1s t  subsection. Also, the effect of cyclic 
softening(,,, and stress relaxation on N, is well accounted for by the use of O,, in the 
*: This phenomenon was extensively studied by Antolovich et al. [12-15, 181 who found 
fiom TEM observations that cyclic softening was attnbuted to y' coarsening and 
dislocation networks build-up on the y' which d u c e  the matrix-precipitate strain energy. 
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life prediction mode1 of Antolovich et al. which is not the case with Ae,. The maximum 
stress cm also implicitly rationalize the effect on Me of anisotropic elastic properties of 
DS matp.rials tested under strain-controlied conditions. This important effect was 
discussed in more details in Subsection 2.2. I .2. 
According to Antolovich and his CO-workers [12, 13, 15, 181, specimens 
preoxidized 100 hours at 982°C showed moderate life reduction for stress free exposure 
and radical life reduction by stress exposure (by a factor of 2 to 3 orders of magnitude). 
The Me of the preoxidized specimens was equal or better than for the unexposed 
specimens when the surface layers were machined away, proving that the major effect 
of prior exposure was to introduce damage in the near surface region rather than to 
introduce detrimental phase changes in the bulk. 
Antolovich et al. [13] proposed to consider the effect of preoxidation by 
introducing the time of exposure, C, (regardless of the stress) into the fatigue life 
pndiction equations by the mean of the term (Q + (l/v + t,,)N,}. This is somewhat 
simplified and a more d i s t i c  relation should be defined. 
In 1988, Romanoski, Antolovich and Pelloux propos& a model for life prediction 
for nickel-base superalloys (uncoated IN-100 and coated René 80, both obtained by CC) 
under high-temperahire LCF conditions [3]. Using metallographic analysis, they 
estabfished that crack initiation occurs very early in the fatigue life of the material 
component, probably during the first cycle. They observed that cracks propagate dong 
transverse grain boundaries but also sometime tmnsgranularly with the crack plane 
mostly n o d  to the direction of the applied stress. Romanoski demonstrated that grain 
boundary decohesion precedes the formation of the bullc oxidation product p]. The 
decohesion arises h m  degradation of the grain boundary strength as a result of 
preferential oxygen diffusion in the boundaies. Although the oxide wedging effect on 
the mechanical driving force of crack growth is acknowledged, this effect is neglected 
in their present model. Failure was defined when stress drops by 10% relative to the 
initial value of stress, after which the crack starts to propagate rapidly until total failure. 
From experimental results, it was observed that failure occurs for a particular 
combination of crack size and maximum stress, suggestuig a quasi-fracture mechanics 
fdure criterion: 
where a is a geometric factor, a, is the maximum applied stress, a, is the crack length 
before the rapid crack propagation stage. and K' is a material constant proportional to 
the material toughness. The value of p was assumed to be M as defmed in the stress 
intensity factor. 
Concerning crack growth, it is assumed to proceed by incremental decohesion of 
the material or by crack extension, Aa, in each cycle. dong a predominantly 
intergranular path. The crack extension is defined by the depth at which the cohesive 
srrength of the grain boundaiy, ogb, degraded by oxygen diffusion is lower or equal to 
the maximum effective stress across the grain boundaiy, as iilustrated in Figure 2.9. 
The crack extension, Aa, is assumed to be constant for a given maximum 
effective stress and cycle pend At. Thus, the crack growth rate can be d e h e d  as: 
where A and m are constants and A, is the effective stress range which considers a 
threshold stress, a,, for microcrack extension. Note that, in this formulation. the 
fiequency is not explicitly acknowledged and is then included in the constant A. 
Conceming the threshold stress, the physical meaning of this parameter is not clear. The 
authors think that G,,, corresponds to the threshold stress for buk cyclic plasticity. On 
the other h a d ,  this threshold could also be related to the crack opening stress O,. 
associateci to the closure effect of oxidation products or to the lowest cohesive strength 
of the grain boundary saturated in oxygen, ogb ([O] sat), see Figure 2.9. Assuming that 
the cohesive strength of the grain boundary, o*, varies linearly with the oxygen 
concentration and assuming that the oxygen concentration dong the grain boundary is 
a hinction of the distance x from the crack tip to the power llm (with m 2 l), as 
analyticaliy and experimentaily determined by Martin and Perraîlion [57]. the cohesive 
sangth of the grain boundary in front of the crack tip can be approximated by: 
where R is a function of the material, the environment and the cyclic period, Ac.,. The 
crack extension, Aa, for one cycle is defmed by x in Equation 19 when ce = G,:
From this expression, the crack growth rate is given by: 
By c o m p a ~ g  this Equation with Equation 18. one gets that A = l/Rm and 
0, = 0b([013- 
This restxit is a possible interpretation of the significance of the threshold stress 
in the expression for the crack growth rate. It should be noted that the crack growth rate 
is not expressed as a finction of the crack length, a, as it is in a conventional Paris 
correlation [49]. The authors considered that, as over most of the life, the observeci 
cracks are mechanicaüy s m d  and should not influence the crack growth rate. 
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t Here, if i t  is assumed that Aa is proportional to ~ t l "  or v-lfn, then the parameter R = bt-'"' 
or R a v'", where n is an exponent 1 1, related to the kinetics of diffùsion of oxygen at 
the grain boundary, which is similar to the exponent n, related to the kinetics of oxidation 
of a grain boundary, as defmeù in Subsection 2.3.2.2. 
The crack growth rate deked by Equation 18 can also be integrated to determine 
the fatigue He, N,: 
where ai is the crack Iength at initiation and Ni is the number of cycles to crack 
initiation. In the development presented by Romanoski et al., both ai and Ni are taken 
as zero for the case where the specimen surfaces are polished and not preoxidized before 
testing and the crack initiation is known to represent a very smdl fraction of the total 
He mostly spent in propagation. After integration, the life N, is: 
Here a, was already defined by the fdure critenon, Equation 17 which after substitution 
in the fatigue H e  expression above, pives: 
Combining the constants into one: 
At this point, the value of m has to be determined experimentally. The exponent 
rn which best fits the LCF data for uncoated IN-100 and coated René 80, tested at 925OC 
and 1000"C, respectively, has the integer value m = 2. The values of oh and K, for both 
aiioys are then determineci by finding the value of i which minimizes the variance in 
& for each data set. Here, K, is given by: 
For IN-100, a, = 121.6 MPa, K, = 1.92 x 106 MPa2.cycleH and for René 80, G, = 129.6 
ma., K, = 1.04 x 106 MPa2.cycleH Using these values, a very high correlation was 
obtained: R 2 0.986. 
Unfortunately. the Mode1 of Romanoski et al. was not developed to predict the 
effect of temperature, frequency, hold t h e  on fatigue Me, and its validity was assessed 
for LCF conditions ody. 
2.2.2.5 Reuchet and Rémy [24] 
In Reuchet and Remy's Mode1 [24] for üfe prediction in high temperature LCF 
conditions, the fatigue-oxidation interactions are simply considered to be linear. This 
means that the crack advance resulting fiom crack opening under cyclic stress (or fatigue 
damage) is superimposed on the crack advance due to oxidation at the crack tip. Thus, 
the crack growth rate is given by: 
Such a Linear interaction has also been proposed by Chaboche [58] for fatigue-creep 
damage interactions. 
The contribution of fatigue to the crack growth rate is expressed by the equation 
borrowed from Tomkias [59]: 
where a is a geometric factor which is equai to (1.12-2h)* = 0.51 for the case of a 
semi-circular crack in a LCF specimen geometry, of is the tensile fracture suess, and al1 
the other symbols have their usual meaning. The oxidation contribution to the crack 
growth rate is expressed by means of the mode1 developed by Reuchet and Remy [24], 
which considers the oxidation of the matrix and the carbides met along the crack pa*., 
IC Usually dong grain boundaries or between dendrite arms in superalloys. 
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separately, as their kinetic Laws differ 
where fco is the effective fraction of carbides in the crack path. The oxidation 
penetration of the matrix da, during one cycle of pend At is given by: 
and the oxidation penetration of the carbides d h ,  dunng one cycle of period At is 
expressed by: 
where k, is the oxidation rate constant of the undeformed matrix, is a constant of 
proportionaiity between the oxidation kinetics and the plastic defornation; k, is the 
oxidation rate constant of a carbide particle without stress, and V, is a constant related 
to the molar volume of the carbides. The V,.G, term takes into consideration the 
effect of hydrostatic stress on the activation energy of difision and is also presented in 
Subsection 2.3.6 (Equation 77). 
Originally, Reuchet and Remy [24] assumed a parabolic oxidation kinetics for 
the matrix with the exponent of At equd to ?4, whereas Equation 30 uses an exponent 
with the general form of Iln. This modification was made because the kinetics of 
oxidation of the matrix at the grain boundary under cyclic conditions has been shown 
to follow a kinetics law with n = 4, in IN-100 141, sirnilar to the kinetic Iaw carbide 
oxidation 141. When the oxidation kinetics of the G.B. follows a parabolic law, as 
Antolovich et al. found for René 80 [13, 141, the value of n = 2. The value of n could 
depend on the matenal and on the experimental conditions and has to be deterrnifled 
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carefidly. It should also be noted that if the oxidation of the matrix takes place at the 
grain boundary and the locd kinetics of oxidation is independent of cyclic straining and 
= O [4]. It is recognized that the kinetics of oxidation is largely influenced by the 
substrate deformation which causes oxide scde cracking and spaLIing, especially when 
the oxide scale becomes thicker (see Subsection 2.3.6). 
The crack growth rate Equation 27 cm be integrated to find the fatigue Me: 
where B and (da/dN), are defined in Equations 28 and 29 respectively, and where the 
oxidation is assumed to control the crack growth rate when the crack is very smali (at 
N = O, a -t O). After experimental determination of the parameters,.,, Equation 32 was 
used to predict life of the MAR-M509 superalloy at 20°C and 900°C in vacuum. 
Calculated and experimental fatigue lives were in reasoriabic: zgreement within a factor 
of two. Redicted lives were found to be conservative at low strain (long life), and too 
optimistic at high saa in  (short Me). 
* From fatigue tests conducted at high frequency or in vacuum or at low temperature for 
the Tomkins' Model, and at high temperature-low frequency in air for the oxidation 
model. 
The Neu-Sehitogiu Model, developed for life prediction under IF, TF and TMF 
conditions (with various temperature deformation phasing, strain rates ..) is capable of 
handling oxidation-fatigue and creepfatigue damage interactions assuming linear 
interactions, such that the total damage D is obtained by the sum of damage caused by 
each damage mode: 
The continuum damage variable D is the variable proposed by Kachanov to 
formulate his creep damage law, and also used by Lemaitre and Chaboche to develop 
more cornplex creep and creep-fatigue damage evolution laws [W]. D represents a 
scalar which varies fiom 0, for a defect free material. to 1, for a fuiiy damaged material 
(O I D 5 1). The variable is a scalar instead of being a tensor because the microscopic 
damage effects are assumed isotropic in the material. In any section of the matend, the 
isotropic variable D represents the fraction of the section that cannot support stress more 
precisely. The effective stress 0, is then defined as follows: 
which can be used to consider the effect of damage on stress redistribution in the 
material. 
Assuming hear damage accumulation (D = NM,). Equation 33 can also be 
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rewritten in terms of the failure life, N,: 
In this equation. the life dominated by pure fatigue, N:*, is estabfished with the strain- 
life relation of Manson and Hirshberg 1541. The life dominated by creep damage is 
calculated with the creep-fatigue model of Neu-Sehitoglu. This model is briefly 
presented at the end of this Subsection 2.2.2.6. Attention can be now focused on the life 
term dominated by oxidation damage under fatigue conditions. NPx, as defined by the 
Neu-Sehitoglu' s model 126-301. 
This model is based on the formation of oxide intrusions in the metallic substrate. 
The model is d e d b e d  by repeated local oxide scale growth and rupture by normal 
cracking of the scale foliowed by oxide scale detachment fiom the substrate when the 
oxide scale thickness reaches a critical value, &. Two types of oxide intrusion are 
observed: Type 1 where the oxide scale only cracks locally at the end of the oxide 
intrusion, leaving a continuous oxide layer dong the fracture surfaces of the resulting 
crack and Type II, wwhere the oxide sale cracks and aiso detaches from the surface, 
leaving a multilayer or ~ t r a ~ e d  wi e oxide intrusion. The mechanisrn of formation of 
the two oxide intrusion types is weil described in Figure 2.4. 
The Neu-Sehitoglu mode1 can apply to both types of intrusions. The model first 
considers the oxide growth rate to be given as: 
where x is the oxide thickness and At is the cyclic period. The oxide growth rate can 
be defined by a parabolic oxidation law up to time when the oxide scaie thickness 
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reaches the critical value a, represented in the same form as Equations 45 and 46 of 
Subsection 2.3.2.1: 
where k, is the parabolic oxidation rate constant<.,. Since k, is a function of the 
dinusion of the oxide fonning elements, and that the temperature varies during TF or 
TMF conditions, an equivalent parabolic rate constant km,, representing the oxidation 
kinetics over one thermal cycle, has to be used, as defined in Subsection 2.3.6 
(Equation 78). 
When x + a, the oxide scale hctures, the oxidation rate becomes very high 
each time the substrate surface becomes exposed. Figure 2.10 shows the series of 
parabolic c w e s  which schematically describes repeated oxide growth and rupture. The 
overall evolution of the effective total oxide growth is descnbed by: 
where % is defmed as the average value of the critical oxide thickness at rupture, and 
B and f3 are constants. Differentiating Equation 38 with respect to time and using 
Equation 36, we obtain the effective growth rate: 
Here, the average critical oxide thickness at rupture, R,, is a function of the mechanical 
s a a i n  range Ae,,,&, the phasing of temperature and mechanical strain, and the strain rate. 
* Note that the symbolism defmed in Subsection 2.3 is used instead of the original notation 
used by Neu-Sehitoglu. 
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Based on experimental measurements for various TMF conditions, the expression of jC 
as a function of these parameters was found to be of the form: 
where 0" is a phasing factor, a is a material constant and 6, is a measure of oxide 
ductility . 
The phasing factor am is a function of the ratio of the thennal and mechanical 
stra in  rates (&dé&. The value of @a ranges from O when no environmental damage 
happens to 1 when the coupling of environment and phasing are the most detrimentai 
to life. Such an extremely detrimental condition is observed for out-of-phase TMF 
phasing (&Je,  = -1) which gives the sxnaiiest critical oxide thickness at rupture. The 
ex~ression of @Ox which best r e ~ d u c e s  the data is obtained by integrating a function 
L A 
$Ox of the ratio (éJém,,J over the cycle p e n d  At, as this ratio can vary during cycling: 
with: 
The parameter 5" is a measure of the relative amount of damage associated with 
the various phasing (that is out-of-phase OP J , in-phase { IP J , isothemal { no phasing } , 
intermediate phasings. ..) 
Now that the different parameters of the effective tota 
equation are defineci, it can be integrated to obtain the oxidation 
Equation 35: 
1 oxide growth rate 
life term (1w) of 
where x, corresponds to the depth of the total effective oxide intrusion(., which reaches 
a critical value leading to rapid crack growth (driven by the static Ioad) and to faiiure. 
It should be noted that in this oxidation life prediction, the cyclic p e n d  is expressed by 
the combination of the mechanical s& range and saain rate such that At = 2 - A e d è .  
As for the oxidation-fatigue damage model, the creepfatigue model incorporates 
the effect of the thenno-mechanicd phasing on life through an effective phasing 
parameter expressed as a function of the ratio of the thermal and mechanical straïn rates. 
An Arrhenius expression is used assuming that the creep damage process is thermally 
activated. The triaxiallity of the principal stress tensor is considered in tems of a linear 
relation between the two invariants of the tensor (Le. the hydrostatic stress and the von 
Mises stress). The resulting effective stress is normalised with the drag stress (or 
viscous stress related to plastic flow), expressed as a function of temperature. Findy, 
in order to consider the effect of the variation of the temperature, the stress tensor and 
the themo-mechanical strallis on creep-fatigue iife, the model can determine the damage 
accumulation for one cycle (Dm = l/NTCP) by integrating the damage accumulation as 
shown in Equation 44: 
assuming linear damage accumulation during cycling. In this equation: 
e, is the thermal strain; 
e, is the mechanical saain;  
j: W c h  c m  be consiâered as a crack caused by cyclic oxidation. 
c- is a constant in the phasing hnction te=: 
A is the frequency constant associated to the creep damage process; 
AH is the activation energy for the creep damage mechanism; 
R is the gas constan$ 
T is the temperature in K; 
a, is the von Mises stress; 
a, is the hydrostatic stress; 
q are scaling factors; 
K is the drag stress; 
m is an exponent; 
At is the cycle pend; 
t is the time. 
The current faîigue-oxidation and creep-fatigue models of Neu-Sehitoglu have 
numerous constants to be experimentally wtablished. The constants of the fatigue term 
(lm/"> c m  be determined at room temperature from standard fatigue tests or from the 
literaîure. The determination of the constants for the oxidation term (I/N;? requires: 
oxidation tests at different temperatures with unstressed specimens in 
order to obtain keP and the oxidation activation energy Q; 
i so thed  fatigue tests at high temperature and at two different strain 
rates where oxidation-fatigue damage is dominent in order to determine 
B. p. q, a; 
thermo-mechanical tests with two or three thermal to mechanical strain 
rate ratios (at les t  in-phase and out-of-phase) where fatigue-oxidation 
damage is dominent in order to determine y and 4. 
The determination of the constants for the creep term (l/Nfcrccp) requires: 
- creep tests to determine AH; 
- isotherxnai fatigue tests at high temperature, at two dflerent strain rates 
and stress ratios (R) where creep-fatigue damage is dominent, in order to 
determine A, m, a,, %; 
- thenno-mechanical tests with two or three thermal to mechanical strain 
rate ratios (at least in-phase and out-of-phase) and where creepfatigue 
damage dominates, in order to find cm; 
in total, a dozen of experiments have to be carried out if the oxidation and creep test 
results are found in the litterature. The constants y, B, x, A and m are determined 
h m  experimentally measured Mes whereas, a, &. kg, and Q are obtained from 
metallographic analysis of the test specimens. 
The predictive capacities of the Neu-Sehitoglu Models have been tested for 
different types of material, an aluminium alloy (Ai 2xxx-T4), a steel (1070) and a 
superalloy (MAR-M247). over a wide range of conditions which inciude TMF OP 
(ide- = -1) and TMF IP (édé, = 1) [26-301. Predictions were generally found to 
be very satisfactory. 
23 OBdation Damage Modehg 
Oxidatioa plays an important role in thermal fatigue damage. as discussed in the 
1st Subsection 2.2. NotabIy, locaiized oxidation arising at grain boundaries, at 
interdeadritic zones and at carbides interfaces, causes stress concentration and reduces 
the life to crack initiation. On the other han& uniform oxidation of components 
cyclically exposed to corrosive hot gases produced by engines cornbustors also causes 
important metal losses. Unifonn oxidation modifies leading and vailing edges radii as 
well as the curvature of blades and vanes. This noticeably reduces engine eficiency and 
increases engine maintenance costs. 
Oxidation of a nickel-base superalloy such as René 80, bare or coated, under 
thermal cychg conditions in a bunier rig involves a complex succession of mechanisms: 
growth of an external protective oxide scale, alloy depletion of the most active elements, 
transition from external to intemal oxidation, and consumption of the base metal 
resulting from its oxidation. The repeated spalling of the oxide scales associated to the 
cyclic contraction of the substrate during cooling significantly accelerates the base metai 
consumption or metal losses. 
This subsection attempts to establish the equations and the parameters which best 
describe the principal mechanisms involved dunng oxidation and which wiil be used in 
Subsection 5.4 to develop a mode1 or algorithm for the computation of the equivalent 
thickness of the base metal consumed. 
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23.1 Chexnical Nature of the Oxïde Sade 
In the early stage of oxidation, the ailoy in contact with air combines with 
oxygen to form a monwnolecular layer of oxide at its surface. As the oxidation 
proceeds, the oxide scaie builds up and further oxygen-alloy reactions can occur at the 
aiioy-oxide or oxide-gas interfaces through cation outward diffusion or oxygen inward 
diffusion. The diffusivity of the ions is strongiy af8ected by the temperature and also 
by the chemical nature of the cations of the ailoy. In the case of René 80, the chemical 
composition (given in Subsection 2.1) is cornplex and the oxide formed at its surface is 
composed of multilayers of complex mixes of alumioachromium oxide, A1203-Cr203, 
spinels. Ni(Cr,Al)204 and nickel oxide, (Ni,Cr,Al)O, which also includes traces of other 
elements of the alloy (see Subsection 4.1). The aluminium-rich Codep B-1 coating used 
on some DEW specimens is rapidly oxidized to form a compact dumina-rich oxide scale 
which includes some chromium oxide and other impurities. 
In order to simpli6 the problem, the constituents of the ailoy c m  be separatecl 
into two groups: the noble elements and the active elements. The noble elements, 
represented by Ni, Co, Mo, have a moderate affinity for oxygen to fom an oxide 
(moderately negative free energy of reaction) as compared to the active elements, 
represented by Cr, Ti, W, Al, Hf, C, Zr, B. A further simplification, based on their 
proportion in each group, consists of considering the alloy and the coating to be a Ni-Cr- 
Al alloy where the Ni represents the noble elements and Cr-Al represent the active 
elements. In this ailoy system, the nature of the oxide scale depends of the content of 
the more active elements Cr-Ai in the alloy, as illustrated in Figure 2.11. 
In Cr-Al rich ailoys (Figure 2.1 la), an extemal scale, usually cornposed of a layer 
of chromium oxide (Cr203) and a sub-layer of aiumina (Al,O,), forms at the surface of 
these alloys [61,62]. During the oxide scale growth, the zone in the alloy next to the 
interface is depleted in Cr and Ai, leaving the typical concentration profdes as shown 
in Figure 2.11. Note that the original (or initial) alloy surface before oxidation 
comsponds to the aiioy-oxide interface meaning that there is no ailoy surface recession 
in this case. 
In Cr-AI poor aiioys (Figure 2.1 lb), an outer layer of nickel oxide (MO) and a 
sublayer of Ni0 containhg spinel islands (Ni(Cr,Al),OJ form at the surface of the alloy 
261, 621. The zone next to the alloy-oxide interface is completely depleted in Cr and 
Al and is composed of ahos t  pure Ni with precipitates of alumina and chromium oxide, 
( O - C r O )  Io dilute aiioys, the content in active elements is too low to provide a 
continuous scale. In this case, the precipitates of AI,03-Cr203 are formed in the depleted 
zone as a result of oxygen diffusion in the metal and reaction with the solutes, known 
as intemal oxidation. As the depleted zone (mainly composed of pure nickel) oxidizes 
to produce the outer layer of NiO, the metal is consumed causing the aüoy surface 
recession relative to the original surface, as opposed to the Cr-AI rich alloys. The 
presence of the spinels islands in the N i 0  sublayer results from the reaction of the Ni0 
with the precipitaîes of 40, -Cr,03  as the oxidation of the depleted zone progresses. 
23.2 Oxide Scale Growth f iet ics  
23.2.1 Uniform Oxidation 
Usuaily, at high temperature, the rate of growth of the oxide scale Wdt, which 
is directly related to the oxidation kinetics, is controlled by diffusion of the species in 
the oxide scaie and is then invenely proportional to the scale thickness x 
(Figure 2.12) 1621: 
which leads to: 
after inkgration. Hen I$' is a paraboIic oxidation rate constant related to the 
coefficients of dinusion of oxygen andlor cations into the oxide scaie. Since diffusion 
is a thennaiiy activated process, 1$' varies with temperature according to the general 
Arrhenius expression: 
In this Equation, b' is a constant and Q is the activation energy associated with the 
diffusion process. 
The variation of the value of Q' for different compositions of alloy, combined 
with the study of the morphology of the different oxides produced, gives a valuable 
information on the effect of solute content on the oxidation kinetics. Figure 2.13 shows 
the variation of 16' as a function of the nominal composition of the Ni-Cr and Ni-AL 
alloys for temperature ranging from 800' to 1200°C [63, 641. For both systems, as the 
Cr and Al content of the alloy increases from O to about 12 at%, the rate constant 
increases relatively to that of pure Ni. After 12 at%, the rate constant suddenly falls by 
one to two order of magnitudes to values sirnilar to the rate constant of pure Cr and Al. 
The high values of the rate constants of the diluted ailoys are associated to the high 
diffusivity of cations in the Ni0 oxide scale and the increase of rate is related to the 
additional cation vacancies provided by solute. As the proportion of Al@, or Cr,O, 
precipibtes increases in the Ni0 scale, they considerably reduce the Ni cation flux 
through the scde and the rate constant consequently drops. The low oxidation rate 
observed in ailoys with solute contents of more than 12 at% is due to the formation of 
a compact and continuous oxide s a l e  of alumina or chromium oxide which have very 
low vacancies concentration. thus causing considerably slow ionic migration through the 
oxide scale. Oxidation of dilute alloys is relatively rapid, which implies that the Cr and 
Al depleted zone, msinly composed of Ni, is consumeci, whereas oxidation of Cr or Al 
rich doys  is very slow due to the partial dloy depletion of the active species without 
alloy consumption or ailoy surface recession. For this reason. alumina and chromium 
oxide scales are considered to be protective against oxidation and many high temperature 
commercial aüoys contain more than 12 at% of Cr and Al. The critical content in B, 
represented by NBu, which defines the transition from intemal to extemai oxidation of 
the active element B is then very important to control in alloy design for high 
temperature applications. The Cr and Al contents king respectively of 15.5 and 6.5 at% 
in René 80 (22 at% in total), the alloy can be considered to be well protected by a 
continuous A.l,03-Cr203 duplex scale, at least under isothennal conditions. The addition 
of duminide coating obtained by diffushg Al into the surface guaranties an exceilent 
protection (for the Codep B-1 coating, the amount of Al must be between 55 and 60 
at%, see Subsection 2.1). 
The constant $,' and the activation energy Q corresponding to the oxidation 
kinetics of dilute and rich alloys, delimited by the transition content N,U, were 
determined h m  Figure 2.13. Table 2.2 gives the values of these constants for both Ni- 
Cr and Ni-Al alloys. The appropnate oxide density was used to convert the units of the 
parabolic rate constants based h m  oxide mass gain (g'lcm4/s) to oxide scale thickness 
gain (pm2/s). 
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Table 2 2  Constant b' and activation energy Q for oxidation of dilute and rich Ni-Cr 
and Ni-Ai alloys 
1 1 -  Ni-Cr AUoy 
Ni-Al Alloy 
v b' Q 
(g?/cm4/s> ( p 2 m  (Id/moIe) 
NN 2 0.12 (AI2O3) 0.05333 168000 
The graphs in Figure 2.13 give a good idea of the order of magnitude of the 
parabolic rate constant of the René 80 alloy over a wide range of temperature but the 
doping effect of the numerous elements which are not present in Ni-Cr-Al alloys is very 
m~ult to extrapolate accurately h m  the rate constants of the simpler alloys. It is 
preferable to get experimental values proper to Rent 80. In order to determine the value 
of the parabolic rate constant, $', the scale thickness, x, has to be measured as a 
function of time of exposition to hot gases. Then x2 is plotted against time and 4' can 
be deducted fkom the dope of this graph. 
Experimental results sometimes deviate from the parabolic expression 46 because 
other factors can affect the khetics of oxidation. such as oxide evaporation and the 
radius of curvature of components. The chromium oxide is sensitive to evaporation at 
high temperature (T > 1000°C) which is responsible for the acceleration of the oxidation 
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rates of the chromium oxide forming alloys. This was obsenred for MAR-M247 [65] 
and DS R e d  80 [6q for which the oxidation kinetics was detemined in air at 1050 O C ,  
for the leading edge (LE), the flat surface (FS) and the trailing edge of a double edge- 
wedge ( D m  specimen. Figure 2.14 shows the change in oxide scale thickness for 
DS René 80 as a function of tirne. The rate of oxidation is high at the beginning, then 
it slows d o m  and becomes zero which corresponds to the plateau in the graph. In fact, 
if the evaporation rate is taken into consideration in Equation 45, the rate of oxide 
growth Wdt, as observed for DS René 80, can be well described by [62]: 
where the second term added is the rate of evaporation k'. When integrated, 
Equation 48 becomes: 
When the scale is thin, the scale builds up because the diffusion is rapid 
compared to the rate of evaporation but as the scale becomes thicker, the rate of 
evaporation is more important and becomes equal to the growth rate. In this situation, 
the scale thiclmess stays stable (dxldt = 0) and is limited to a thickness h. The 
stabilization of x is clearly illustrateci in Figure 2.14 where x, is indicated for data 
obtained fiom the flat portion (FS) of the DEW specimen. From Equation 48, x, can 
be defmed as the value of x for which dx/dt equals zero: 
and Equation 49 cm be rewritten as to be: 
Knowing x,,, the rate of evapomtion 4' is then easy to calculate from experimental data 
by determinhg the slope of the graph of the t h e  versus the term of Equation 51 
between brackets. Table 2.3 sumrnarizes the values of q, k' and %' at different 
locations of the DEW specimen in DS René 80 at 1050 O C ,  while Figure 2.14 illustrates 
the calculated variation in scale thickness compared to the measurements. Table 2.3 also 
gives the componding value of b' determined from the Arrhenius expression of the 
parabolic oxidation rate constant (Equation 47) and assurning that the activation energy 
for the oxidaîion of René 80 is the same as that of Cr-rich Ni-Cr alloys 
(Q = 185.6 IdIrnole, sec Table 2.2). 
Table 2.3 Values of the parameters of the paralinear kinetic Equations 48-51 of 
oxidation DS René 80 at 1050 OC. 
While it is intuitively beiieved that the rate of evaporation should not Vary with 
the radius of cwature, values of k' in Table 2.3 show an opposite result. The presence 
of TiO, which sometimes coven the extemal layer of Cï203, also results in a variation 
of the chernical composition of the layer. Consequently, the change of chromium 
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activity cm explain the observed evaporation rate. Values of the paraboiic rate constant 
4' also Vary significantly. Preferential diffusion of certain species is affected by the 
scale growth stresses induced by the convex geometry of the edges and can principally 
explain the variation of both $' and 4'. Smaller range of 16' values (12- 19 pm2/hr) can 
be found if k' is set to the average value of 0.5 pmh, but the curve fitting of the data 
is not as good. 
Since the kinetics of oxidation was obtained from a discontinuous method, the 
experimenial emrs may not be the same h m  each specimen and it is difficult to get 
very accurately q, 4' and k' from these results. Also, the curve fitting is not perfect 
but is much more convenient than the fining with an empirical power law. 
Another factor which affects normal parabolic growth rate is the repeated 
cracking and spalling of the oxide scale caused by differential thermal expansion and 
contraction between the oxide and the metallic substrate during thermal cycling . 
Repeaîed scale breakdowns met the scale thickness to small values, if not 0, which 
accelerate the global oxidation rate given by Equation 45. This point WU be discussed 
in Subsection 2.3.6. 
Localized oxidation usuaüy takes place at grain boundaries, interdendritic zones 
and carbides. In this subsection, preferential oxidation of these specific locations will 
be considered as penetrating oxide spikes, as illustrateci in Figure 2.15. 
Local oxidation kinetics is described with the following simple power law: 
where: 
4 is the peneaating oxide spike depth measund h m  the extemal oxide 
surface, 
kT is the oxidaîioo rate constant for the spike penetration, 
n is the exponent representative of the oxidation mechanism. 
The exponent n varies h m  1 to 6 depending of the controlling mechanism of 
oxidation. When the oxidation kinetics is controlled by reaction rate at the metal-oxide 
or oxide-gas interfaces, n = 1, [62]. When it is controlled by diffusion of the cations or 
the anions tbrough the oxide scale in one direction, n = 2, [62]. When the difision 
occurs in two directions iike dong grain boundaries, it is usually observed that 
n = 4, 1561, and when the diffusion takes place at interfaces, as between a carbide 
precipitate and the substrate, n = 6, [67]. 
In MAR44247 [65] and in DS René 80 [66], the preferentid sites of oxidation 
are prùicipaiiy at the carbides, as found by Lia  et al., [68]. Their oxidation kinetics was 
determineci in air at 1050 O C  as a function of the position dong the periphery of a DEW 
specimen. It was found for DS René 80 that n = 2.0 1 which means the oxidation 
process is controlled by diffusion in one direction through the oxide formed from the 
carbides, while for MAR-M247, it seems that n = 6, i.e. the carbides oxidation is 
controlled by interfacial diffusion. Reger and Rémy 141 found that n = 4 for the 
oxidation kinetics of the carbides and the interdendritic zones in IN-100. They also 
found that, for short time exposure, only the carbides were oxidized while for long 
exposures, the oxidation of the interdendritic zones was dominant. These results show 
that the controlling mechanism of carbides oxidation can Vary from an dloy to another 
and the exponent, n, has to be experimentally detemÿoed. 
For instance, the constant 4, was determined for DS Red 80 to be 14 pm2/hr, 
at 1050 OC [66]. Under thermal fatigue conditions, it was found that the cyclic 
deformaiion of the oxide induced by the substrate during thermal fatigue has no effect 
on the preferential oxidation kinetics [4]. In other words, the oxide scale cracking and 
scalioping does not seem to affect the oxidation rate of the carbides and of the 
interdendritic zones. 
In Ni-Cr-AI alloy systerns with a nominal solute composition of NBo < NBm 
(where B represents Cr or Al), the internai oxidation of B creates a totaliy depleted zone 
composed of pure Ni which is consumed dwing its oxidation. In this case and not in 
the case where N: 2 NBw (which implies the formation of a protective scale and only 
d o y  depletion in B), the Ni0 oxide scale thickness x can be related to the thickness of 
metal consumed, translated by the alloy surface recession, y, as defined in Figure 2.12. 
W e  the relation between x and y is simply given by the ratio of the equivalent 
volumes of scale and me*.,, y, and y,: 
the Equations 45 and 46 can be expressed in terms of y: 
*: The equivalent volume of an alloy is the same as the molar volume V,, which both represent 
the volume of one mole of metallic atoms of the ailoy. The equivalent volume of an oxide B,Oy 
is the volume of one mole of cations in the oxide whereas its molar volume is defined as to be 
the volume of one mole of B,Oy. Note thai, if the stoichiometric index x is different of 1, the 
equivalent volume and the molar volume of B,O, are not the same. 
The parabolic rate constant for the metal consumption. I$, cm be defmed from the 
constant I$' and the equivalent volumes as: 
and thus the Equations 54 and 55 c m  be rewritten as following: 
The equivalent volumes for pure nickel and the aiioy René 80, as weil as for the 
principal oxides formed at their surface, are given in Table 2.4 
Table 2.4 Equivdent volume (in cm3/mo1e) of Ni, the alloy René 80 and their oxides. 
2.3.4 AUoy Depletion ProfiIe 
In alloys nch in active elements B (N: 5 NB?, the extemai oxidation of B leads 
to the depletion of the ailoy next its surface. The content profde in the depleted zone 
of the aUoy depends on the diffusion of £3 which is well descnbed by the Fick's second 
Iaw: 
where: 
NB is the molar fraction of B in the alloy; 
C, is the concentration of B in the aUoy (in mole of B/unit of volume); 
D, is the diffkivity of B in the alloy or difision c ~ e ~ c i e n t ;  
y is the axis in the alloy with the alloy-oxide interface taken as the origin; and 
t is the tirne. 
The complete solution of this differential problem requires that the initial and boundary 
conditions are defined. UsuaIIy, the initial condition is formulated as: 
t = O  N,=N; fory2O 
and the boundary condition, as: 
t > O J,,, = J,,, for y = O. 
In other words, initially the concentration profile is flat and equal to the nominal 
composition N: of the aIIoy, and the flux of B in the d o y  J,,, must be equal to the 
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flux of B in the oxide scale J,,,, at the alloy-oxide interface (y = O), assuming that the 
oxihtion kinetics is controllad by ionic diffusion in the oxide scale and not by diffusion 
of B in the doy.  
gradient according 
The flux in the aiioy at the interface is related to the concentration 
to the Fick's f b t  law: 
where the equivalent volume of the ailoy Y, is used to convert the molar fraction NB 
in terms of concentration C,. The flux in the oxide at the intexface is related to the rate 
of oxide scale growth dxldt as following: 
where the equivalent volume of the oxide Y,, convert the volume of oxide produced 
during the interval of the,  dt, in terms of mole of cations B. 
The analytical solution to the Fick's second law for the conditions previously 
presented is a complex error function which gives the depletion profile according to the 
diffusion coefficient D, and the parabolic rate constant $'. The analytical solution does 
not apply when the initial and boundary conditions are more complex than what 
supposed initially. For instance, if the initial profile in the aiioy is not Bat such as in 
a coated surface or if the oxide scale breaks dunng oxidation causing an abrupt increase 
in the B flux at the alloy-oxide interface, the analytical solution does not exist. In such 
cases, a numerical method is required. The fuiite difference method was used for 
solving these mon complex situations. as was done for solving sirnilar problerns of heat 
conduction which involve changing convection boundary conditions [69]. In a one- 
chensional problem, the method consists of dividing the substrate into increments, Ay, 
dong the y-axis, h m  the substrate surface to a given depth, as shown in Figure 2.16. 
The nodal points are designated by an integer, m, starting h m  O at the surface to N. the 
total number of increments. We need to calculate the molar fraction of B. NB, at each 
nodal point, m, and for each increment of time, At. 
In Fick's second law, the second partial derivative can be approximated by: 
and the time derivative can be approximated by: 
w here: 
NB(m) is the molar fiaction of B at the nodai point, rn, and at time. t, and 
NBP(m) is the molar fraction of B at the nodai point, m, and at tirne, t+At. 
For the interior nodes (m > O), Fick's law can now be rewritten in tems of these finite- 
differencx approximations as: 
Thus, the molar fraction of B at the various nodes, m, after each increment of time, At, 
c m  be calculated from the previous values of the NB(m) by isolating NBP(m) in 
Equation 65: 
where Fi is an dimensionless number regrouping D,, At and Ay as fo1Iows: 
At the boundary node (m = O), the boundary condition described by Equation 61 cao be 
expressed with a finite-difference approximation as: 
and the Fick's law at the boundary node c m  be expressed by: 
where Bo is another dimentiodess number regrouping the following parameters: 
The accuracy of the solution 
depends on the magnitude of 
found with the finite-difference Equations 66 and 72 
the spacial and temporal increments, Ay and At. The 
smaller the vdue of these increments, the more accurate is the solution. On the other 
han& too small increments increase the computation tirne and the risk of roundoff errors. 
With too large increments, the solution does not converge, according to the following 
convergence criterion: 
Respecthg these restrictions, the spacial and temporal increments, Ay and At, have been 
set to 10 pm and 1 S. 
In these Equations, the parabolic oxidation rate constant and the coefficient of 
diffusion of Cr and Al in René 80 have to be determined as a function of temperature, 
using an Arrhenius expression. The parameters of the Arrhenius expression for the 
parabolic oxidaîion rate constant of René 80 were determined in Subsection 2.3.2.1 from 
experimental data found in the literature, whereas the parameters for the coefficient of 
dinusion of Cr and Al are not available for this doy. The diffusion parameten which 
best apply to R e d  80 are those found for diffusion of Cr in the Ni-19.8wt46Cr- 
2.5wt%Ti-1 .Owt%Al alloy obtained between 900 and 1200"C, from [70]. In this case, 
the fiequency factor Dm = 0.5 cm2/s and the activation energy Q = 267.8 m o l e .  
23.5 Transition from External to Interna1 Oxidation 
Two conditions, one thermodynamic and the other kinetic, are essential to achieve 
extemal oxidation of the more active element B of the d o y  A-B. Extemal oxidation 
of B irnplies that a protective oxide scale of BO is formed at the surface of the aUoy 
[62]. Otherwise the transition from extemal to intemal oxidation of B occurs causing 
the complete depletion of B in the alloy near the alloy-oxide interface and its mpid 
oxidation thmugh the production of a less protective A 0  oxide scale, as discwed in 
Subsection 2.3.1, 1621. 
The activity of B (%) in the alloy near the interface has to be high enough so 
that the BO oxide is more stable than the A 0  oxide, i.e. the free energy of BO must be 
more negative than that of AO. The order of magnitude of the activity of B in the alloy 
cm be determined h m  the equilibnum between A 0  and BO oxides. The free energy 
of formation of A 0  and BO, AGAo and AG,,, are given by the two following Equations: 
AG, = AG& + RT1 
where, respec tively : 
u and v are the cations to oxygen ratio of the stoichiometric &O and B,O oxides 
symbolized by A 0  and BO in the equations and in the text for simplification; 
AGAoO and AGmO are the standard free energy of formation of A 0  and BO oxides 
and; 
a,, aB, a,, and a, represent the activity of the species A, B, A 0  and BO; 
p, is the partial pressure of oxygen. 
At equilibrium with the alloy, AGAo = AG, = O and p,, is the same for both oxides. 
Assuming that the activity of the oxides are equal to 1 and the activity of A and B in 
the alloy are equal to their molar fraction, the values of NA and NB (Raoultian behaviour) 
c m  be calculated by combining Equations 72 and 73 so that: 
In the case where the standard free energy of formation of A 0  is many times more 
negative than that of AO, the molar fraction of B, NB, is very small compared to the 
molar fraction of A, NA, Ieading to: 
At 1000°C, the standard free energy of formation of NiO. Cr203 and A1203 
are [62]: 
AGoNa = -250 k.J/mole of 4 
AG0-, = -520 kJim01e of 4 
AG0, = -845 Wlmole of 4 
In the Ni-Cr and Ni-AI systems, where Ni corresponds to A and Cr or Al comsponds 
to B, the values of u and v are respectively 1 and 213 and the values of the molar 
fractions at equilibrium, N,CP and Nuq, can now be estimateci with Equation 75: 
Neo9 = 5 x lo'9 
NNq = 5 X luL9 
NBq is then very srnall, almost O which means that the BO oxide is practically always 
more stable than the A 0  oxide at the surface of the alloy A-B. 
The kinetic conditions for external oxidation of the more active element B of the 
d o y  A-B requires that the flux of B coming frorn the ailoy must be equd to the flux 
of B required for the growth of a continuous and protective oxide scale of BO at the 
aiioy surface. In terms of equations, the flux JB,, given by Equation 61 equals to the 
flux J,,, given by Equation 62 at the aihy-oxide interface: 
As the oxide scale thickness, x, increases. the flux of B and the concentmion gradient 
of B at the d o y  surface decreases until the flux becomes very small for large oxide 
scale thicknesses. For this condition. the concentration proNe in the deplete zone, 
described by the solution of Equation 59 or 60, reaches a quasi-steady state when the 
rnolar fraction of B at the interface, NB', stabilizes. This phenomenon is ihstnited for 
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Ni-Cr alloys with different initial content of Cr, No0, in Subsection 5.4 where the surf= 
concentraîion N,' is computed using the finite difference method. 
In order to obtain an external BO oxide scale at the surface of the ailoy, the 
thennodynamic and the kinetic conditions can be combined in one formulation. The 
stabilued value of the molar fraction of B at the interface, NB' must be superior to the 
molar fiaction of B at equilibrium, NB-; that is, NB' > O. Thus, the transition h m  
external to interna1 oxidation of B occua when NB' reaches O before the steady state. 
The value of N,' during quasi-steady state is a function of the parabolic rate of oxidation 
of B, k&, the dinusion coefficient of B in the dey, DB, and of the initial content of 
B in the aiioy, NBo. The critical composition of B, NBu, as defked for the transition 
from intemal to extemal oxidation, is detennined in Subsection 5.4, where the time- 
history of Ne' is computed for different nominal compositions, using the finite 
difference method. 
For values of DB and NBo that would predict external oxidation of B, 
additional factors cm lead to intemal oxidation. For instance, a sudden breakdown of 
the oxide scale causes the flux of B to drastically increase as the scale thickness, x, 
becomes very small (Equation 76). After repeated oxide scale spallings, the mole 
fraction of B at the doy-oxide interface eventually reaches O before its stabilization and 
intemal oxidation can take place. The principal cause of scale breakdown is discussed 
in the foliowing subsection. 
23.6 Cyclic Oxidation 
During thermal cycling, the variation of the substrate temperature affects the 
oxidation kinetics at two levels: fmt, it changes the oxidation rate constants, k', and 
second, it causes thermal stresses in the oxide scale and eventually results in sale 
failure. Such conditions are cded cyclic oxidation. 
In order to predict the variation of the oxidation rate during thermal cycling, let 
us fint consider the effect of temperature on the oxidation rate constant I$' and the 
evaporation rate k'. Since 5' and represent t h e d y  activated processes (diffusion, 
evaporation), these values vary with temperature according to the general Arrhenius 
expression, as defïned by Equation 47 in Subsection 2.3.2: 
Contrary to Equation 47, the activation energy, Q, in Equation 77 is a function of the 
hydrostatic stress, oH, (o, = %a-, under uniaxial loading conditions), where Q is the 
activation energy without stress and V, is the molar volume of the ailoy or the oxide 
scale depending on which of the diffusion of species controls the oxidation kinetics. 
As T varies during thermai cycling, it is convenient to use an equivdent k' that 
represent the mean value of k' during one typical cycle of period At: 
IoA 'k d c IoA 'k, exp ( -Po + V, 0, ( t) dt 
k* = - R T( t) 
The use of an equivalent oxidation rate constant assumes that the scde is adherent and 
compact. In reality, cracking, buckling and scalloping of the oxide sale ofien occurs 
durhg thermal cyclhg and this drasticdy enhances the metal consumption. This is 
caused by thermal stresses that build up in the oxide scale during cooling because of the 
difference in thermal expansion of the metal and oxide. The stress level, G ~ ,  can be 
expressed as 1621: 
w here: E is the elastic modulus; 
a is the coefficient of thermal expansion; 
t is the thickness; 
AT is the temperature variation; 
and the subscript ox and m refer to the oxide and the metai, respectively. 
For a superalloy, the protective oxide layen Cr203 and N2O3 formed at its 
surface have coefficients of thermal expansion two times smaller than that of the 
substrate causing compressive stresses in the oxide scale dunng cooling and eventually 
scale buckling and scalloping. More precisely, spalling occurs when the compressive 
deformaiion of the oxide scale reaches a critical value, e:, as defined by S c h ü e  [71]: 
where: y, is the fracture surface energy of the metal-oxide interface; 
x is the scale thickness; 
E, is the elastic modulus; 
v, is the Poisson's ratio of the oxide. 
Some values of oxide properties are presented in Table 2.5 [7 1-73]. 
Table 2.5 Mechanical pmpeaies of principal Ni, Cr, Al oxides. 
During cyclic oxidation involving oxide scale scalloping. the evolutioa of the 
cumulative scale thickness q, which has grown and spalled off, can be represented by 
the foilowing paraiinear expression [74] : 
where k,' is related to the oxide growth constant and k,' is a spalling constant The 
thickness of metal loss is given by: 
where: 
Note that this expression for the metal loss only applies to pure met& and not to doys 
as the oxide scale growth and spalliog usually implies the consumption of one species 
(Le. d o y  depletion). 
These empiricd equations are still an oversimplification of the spalling process 
but the parameters that fit experimental cyclic oxidation tests are easy to obtain. A more 
realistic mode1 based on isothermal oxidation parameters and on the definition of a 
cntical scde thickness x, can be proposed. 
The growth of oxide sa le  foUows the parabolic Equaîion 46 or the paralinear 
Equations 49 and 51 (depending of the alloy-oxide system) until the thickness reaches 
a critical value x, In this case, the oxide scale ruptures at the scale-substrate interface, 
because bonds at the interface are usually weaker than bonds within the substrate or in 
the oxide, resulting in spalling of the scale. The bare surface of the substrate re-oxidizes 
according to the oxide growth kinetics expressed by Equations 46 or 51 with the initial 
condition (x,t) = (0,O). This sequence repeats itself during ail the cyclic oxidation 
process. 
The critical scale thickness x, can be derived from Equation 80, assuming that 
the mechanical compressive deformation of the oxide scale, eJ, is constant from one 
thermal cycle to another: 
Here eaP developed during cooling of the subsûate is determined from: 
where, Ac," is the net deformation of the metallic substrate and a O x T  is the thermal 
contraction of the oxide. Note that if eaP is negative, the Equation 86 does not apply. 
In such a case, this would meaa that the oxide scale is in tension which can cause 
transversal oxide cracking but not spaliing. 
In the derivation of the 1s t  two equations, it was assumed that the scale aiways 
fails at the metalsxide interface and that the interface is defect-fixe and perfectly 
smooth. In reality, a i l  oxide-substrate interfaces will present wavy stnicture and defects 
which wiU increase the interfacial stresses and subsequentiy, decrease the critical scale 
thickness, a. Modelling of the cyclic oxidatioa behaviour of an alloy is quite complex 
[75,76] as demonstraîed above. Even if numerous simplifying assurnptions are made, 
many factors were considered in the mode1 presented above. 
3. EXPERIMENTAL PROGRAM 
This Section describes the experimental aspects of the fatigue testing program io 
the bumer rig which aims principally to simulate the thermal fatigue damage o c c ~ g  
in real turbine airfoils and which is used to determine the H e  to crack initiation as 
measured in-situ using an altemathg current - potential drop (ACPD) technique. It is 
divided into three subsections. The fmt  subsection describes the experimental details 
pertaining to the@ fatigue testing itself. The second subsection explains the 
techniques used to measure the specimen temperatures in-situ during themial cycling. 
And the third subsection presents the techniques employed to assess thermal fatigue 
damage in specimens on-line during testing as well as af'ter testing. 
3.1 Thermal Fatigue Testhg in the Burner Rig 
In this subsection, the experimental aspects of thermal fatigue tests in the bumer 
ng, which include the material and the geometry of the specimens, the burner rig 
description and instrumentation, the testing conditions and procedure, are fuUy descnbed. 
3.1.1 Material and Specimen Geometry 
The material investigated was DS René 80(., (also designated as DSR80), a 
nickel-base superalloy used for blades or vanes in many turbines, including the General 
Electric F404 aen, engines. The specimens were procureci in the fom of double edge- 
wedge @EW) investment castings produced by directional solidifkation. The 
dimensions of the DEW specimen are shown in Figure 3.1. The DEW geometry was 
chosen to simulate the leading and ûailing edge radü of blades and vanes. This 
geometry was also used by NASA several years ago for thermal fatigue studies [771. 
Its relative simplicity and section syrnmetry is chosen in order to simplify the thermal 
and stress-strain finite element analyses. 
Mor to testing, the specimens were heat-treated in accordance with G.E. 
specification (C50TF28, Class A, see Ref. 1781) and inspected for surface and intemal 
defects. Some specimens were coated with Codep B-1, a high aluminium activity 
aluminide coating applied by pack cementation process by a certified vendor [79]. The 
aluminium content must range between 35-40 wt% (55-60 at%). Details of bare and 
*: Nominal alloy composition: 
In wt%: 14.0 Cr, 9.5 Co, 4.8 Ti, 4.0 Mo, 4.0 W, 3.0 Al, 0.75 Hf, 0.08 C, 
0.02 Zr, 0.015 B, Bal. Ni; 
In at%: 15.50 Cr, 9.28 Co, 5.77 Ti, 2.40 Mo, 1.25 W. 6.40 Al, 0.242 Hf, 
0.383 C, 0.013 Zr, 0.080 B, Bal. Ni. 
coated microstniciure are presented in Subsection 4.1.1. 
3.13 Bumer Rig Description and Instrumentation 
3.1.2.1 Burner Rig Installation 
The high velocity-low pressure bumer rig used in this project was a Becon Mode1 
LCS-4B laboratory combustor. Details of the np noule area are shown in Figure 3.2 
whereas Figure 3.3 shows a schematic cutaway view 1801 of the burner itself. This ng 
is based on a dynamic combustor sirnilar to that used in modem aero engines [81]. It 
runs on J-P4 aviation fuel, at fuel to air ratios that can be adjusted to produce typical 
turbine inlet hot gas temperature, velocity and chemistry (up to 15WC at up to 
Mach 0.8). Air flow is adjusted manudiy whiie the fuel flow Is controlled by a 
microprocessor as shown in the hardware configuration schematic of Figure 3.4. The 
fuel is introduced into the primary zone of the combustor chamber by a pressure 
atomizing fuel nozzle. The combustion is stabilized through the development of a strong 
swirl recirculation zone. The expanclhg gases are subsequently cooled by dilution h m  
secondary air jets laiated downstream of the primary zone. 
By independently adjusting the primary and secondary air flows and the exit 
nozzie geometry, the velocity and temperature of the combustion gases can be controlled 
independently. The temperature of the gas was controlled using a calibrated bare 
junction types thennocoupIe mounted 1 cm downstream of the exhaust node ,  in the 
middle of the hot gas jet (Item b, Figure 3.2). The wires of the control thennocouple 
were looped to minimi7e conduction-heat losses dong the wires and their protective 
sheath, foilowing the recommended practices given in AGARD Report No.245, [82]. 
More details on the themocouple design is given in Subsection 5.1.2.3.1. 
The exit nozzle geometry for these experiments was circular with an intemal 
diameter of 50.8 mm (2 inches)(Item a, Figure 3.2). The specimen leading edge was 
located 85 mm downstream of the nozzle flange. With this configuration, only a portion 
of the airfoil specimcn was directly exposed to the combustion gases (about 40 mm over 
the N1 length of 100 mm). Cooling of the specimen was done in a cold air Stream 
produced from a pipe with 40.0 mm (1.57 inch) of intemal diameter, mounted next to 
the hot gas nozzle (Item e, Figure 3.2). Translation of the specimen h m  one gas jet 
to the other was done by a sliding carrier driven by a pneumatic device (Item d, Figure 
3.2). The pneumatic system is controIIed by a microprocessor as shown in Figure 3.4. 
The DEW specimen is fixed to the carrier with a holder equipped with thermally and 
electrically insulating grips (Figure 3.5). The insulation of the specimen fiom the rest 
of the system is important to ensure a more symmetric temperature distribution dong 
the specimen, in order to simpWy the thermal analysis. A 1.6 mm (1116 in.) thickness 
plate in stainless steel is added to the top of the holder to prevent interactions between 
the hot and cold gas streams and stabilize the gas flow and the heat fluxes around the 
specirnen, near the holder. 
The specimen temperature can be measured during the& fatigue testing with 
an IRCON optical pyrometer (Item g, Figure 3.2) or before the fatigue testing program 
with thin-wire thermocouples embedded inside the specimen. The latter technique 
cannot be used during the fatigue testing because it requires the machinhg of some 
holes in the specimen geomeby which can certainly affect the fatigue behaviour of these 
cornponents. These two temperature measurement techniques will be described in 
Subsection 3.2. 
3.1.2.2 Data Acquisition System 
All the important parameters (specimen and gas temperatures, potential drop in 
the specimen, ...) of a thermal fatigue test in this facility can be monitored by a 
"Sciemetric Instruments" data acquisition and control unit connected to a SIDUS-386 PC 
(refer to Fi- 3.4). The controhg software is written in quick basic. The 
"Sciemetric Instruments" data acquisition system c m  =ad up to 32 charnels and is 
equipped with a high speed A/D converter module that can perfonn 500 
readings/secJchannel The mode1 236 has a 12 bit analog to digital converter. This 12 
bit converter pennits the assignrnent of a value from O to 4095 to the measured signals, 
fixing the resolution of the hiU. anaiog scaie range to 0.024%. Four voltage ranges can 
be set through software instructions, individually for each channel. The potential drop 
readings h m  the crack growth monitor is I 0.5 V with a correspondhg resolution of 
t 0.122 mV, comsponding to the potentiometer resolution of the crack growth monitor 
which wiU be described in Subsection 3.3.2. 
For each thermal cycle, values of the test parameters are stored in a file identified 
by the sample code and the cycle number. The synchronizatioo between the software 
increment of the cycle number of the file name and the acnial thexmal cycle is achieved 
through the MICRISTAR unit by activating a trigger in the Sciemetric Instruments 
control unit The test parameters are read at the beginning of each cycle and stored 
under static variable narnes. The data are recorded at the rate of up to 500 reading/s (1 
readingh in the present experiments) during each thermal cycle, and stored under 
dynamic variable narnes. Data files are wrinen in ASCII code which can be exported 
for analysis or display. The evolution of each variable can dso be followed cycle per 
cycle during a test on the monitor of the SIDUS-386 PC. 
3.13 Experimentai Conditions 
In the present experiment, the fuel flow was set at 30 Llhr (8 U.S. gaI/hr) to 
obtain gas temperature of 1300°C. as measured by the thermocouple in the middle of the 
hot gas jet, with primary and secondary air flows adjusted for a gas velocity of 
Mach 0.4. With the special configuration of the thermocouple and after comtiom for 
radiation heat losses nom the thermocouple bead to its surrounding, the actual gas 
temperature was established to be 1323 t 15OC, with a test-to-test reproducibility of 
I 2°C (see Subsection 5.1.2.3.1). 
During one thermal cycle, the DEW specimens were heated in the hot gas stream 
for 150 seconds, after which they were moved laterally into the cooling gas jet (20°C) 
for 90 seconds. 
Nine thermal fatigue tests were canied out in the bumer ng at 1323". In the 
case of the fmt six tests (calIed SRN, SRA, SRB, SRC, SRD and SRE, respectively), 
the tested specimens were uncoated whereas during the last three tests (called S M ,  SRG 
and SRH, respectively), specimens were coated. All specimens were exposed 
150 seconds per cycle to the hot gas stream except for the SRD test where the specimen 
was exposed for 390 seconds per cycle. This was done to mess the influence of 
oxidation and erosion on fatigue me. Tests were performed for periods up to about 
2500 thermal cycles excepted for SRN, SRE, SRG, SRH tests, that were interrupted after 
less than 800 cycles, in order to evaluate eariy darnage accumulation. 
The ACPD CGMS monitor was adjusted with the cumnt and the gain 
respectively set at 0.5 A and 50 dB for SRA and SRI3 tests. During other tests, an 
attempt was made to improve sensitivity by increasing the current and the gain level to 
1.0 A and 60 dB. The fkquency was set at 30 kHz for al1 tests. Table 3.1 summarizes 
the the& faîigue tests cmied out in the bumer rig as well as the conespondhg CGMS 
monitor settings. 
Table 3.1 List of the Thermal Fatigue Tests Carried Out on DS René 80 (DEW) 
Specimens in the Bunier Rig 
TEST COATING 
NAME 1 
effect of thermal cycling 
on microstnxcture 
SRA 1 No TF:I+G, ACPD setting A 
SRB 1 No TF:I+G, ACPD setting A 
SRC 1 No TF:I+G, ACPD sethg B 
TF:I+G, ACPD setting B. 
effect of hold time at HT 
--
TF:& ACPD setting B SRE 1 No 
TF:I+G, ACPD srtting B 
-- -- - 
TF:& ACPD setting B SRG 1 Yes 
TF:I, ACPD setting B 
Thexmai fatigue test (TF): 
1: Determination of the crack initiation 
G: Determination of the crack growth 
N :  Number of thermal cycles canied out at the end of a test 
ACPD CGM5 settings: 
A : f = 3 0 k H z , i = 0 . 5 0 0 A , G = S O d B  
B:f=30kHz,i= 1 .ûûûA,G=60dB 
The detailed thermal fatigue testhg procedure in the burner rig is fidly describeci 
in Appendixes A, B, C. The procedure fmt presents the prelimuiary testing preparation 
which includes the instrumentation of the specimens. the ACPD crack p w t h  monitor 
set-up and the programming of the microprocessor that controls the hot gas stream 
temperature. The testkg procedure itself, which involves the start-up and the shutdown 
of the burner rig and the data acquisition set-up and operation, is then provided. 
3 3  Specimen Temperature Measurement Techniques 
To determine specimen ternperatures, two techniques were adopted. Fmtly. thin- 
wire sheathed thermocouples (sheath diameter = 0.5 mm) were used to meastre the 
interna1 temperatures of a thin w d  (thickness = 2 mm) shelI-like specimen of the same 
extemal shape and dimensions as those of the D E '  specimen. 
Secondly, optical pyrometry was used to measure surface temperatures of the 
solid DEW specimen, at other than leading edge locations, in greater detail than was 
possible with th-wire  themiocouples in the sheU-like specimen. 
The sheii-like specimen for instrumentation with thin-wire thermocouples was 
produced by electm discharge machining (DM) from a solid DEW specimen. Eleven 
thermocouples were spot-welded to the bottoms of small holes. also machined by EDM 
into the walls of the specimen, su that the thennocouple beads were located about 0.5 
mm from the specimen extemal surface. The locations are identified in Figure 3.6 as 
positions 1 to 1 1, with positions 3, 7 and 10 in the mid-section of the specimen 
corrcsponding to the axis of the gas s w .  Another two thermocouples were spot- 
welded to the inside surface of the shell-like specimen, as close as possible to positions 
3 and 7. 
A polished section through a leading edge thermocouple (position 7), with its 
sheathed bead located about 0.5 mm h m  the leading edge, is showo in Figure 3.7. 
Once a l l  thermocouples had been spot-welded in place, the cavity within the sheli 
specimen was filleci with plaster of Paris to ensure that the thermocouples would not 
k o m e  dislodged during testing. 
The optical pyrometer (IRCON Model 7- l3C l O 4 -  1960-0- 100) was Iocated 
25 cm above the specimen as shown in Figure 3.2. The instrument was focused on the 
flat portions of the specimen, using a long range focusing lem (Model T3 - 25 to 30 cm 
range) while ensuring that its viewing axis was kept perpendicular to the surfaces on 
which the measurements were made. With the present setup, the temperature 
measurements were representative of a circular area 2.5 mm in diameter. AU 
measurements were carried out under steady state conditions, at times between 120 and 
150 seconds into the thermal cycle when the specimen temperatures were found to be 
constant as measured by the thermocouples. 
Optical pyrometry requires that the emissivity setting of the pyrorneter be 
adjusted to correspond to that of the material under evaluation. This setting was 
established experimentally by calibration against the temperature readings of reference 
themiocouples at, and immediately below, the surface of a flat calmration specimen of 
the test material heated isothermaiiy in stiU air by induction. After 16 minutes of 
heating, the specimen was Mly oxidized and the emissivity was found to remain 
constant. AU optical pyrometry measurements were made in the bumer rig after the test 
specimen had k e n  oxidized for at least 16 minutes and using the emissivity IRCON 
sethg of 0.85 obtained by calibration. The optical pyrometry readings were estimateci 
to be accurate to within I5*C, with a relative error from reading to reading of less than 
1°C. 
3.3 Damage Assessrnent Techniques 
This subsection presents the metallographic technique used for thermal fatigue 
and oxidation damages assessment and the ACPD techaique developed for on-line crack 
initiation and crack growth assessment in the bumer ng. 
Before any rnetallography work was camed out, the tested specimens were fmt 
thoroughly examined by naked eye and with a low magnitude optical microscope. The 
observations on the specimen geometry, the oxide scale characteristics. the macrocracks 
location and morphology were recorded and full scale photographs and macrographs 
were taken. 
Subsequently, one or more sections h m  the tested specimens were prepared for 
detailed metallographic analysis involving the following steps. The specimens are cut 
with a diamond saw at different locations identified with numbers in Figure 3.8 which 
will be refered in Section 4. The sections were then washed in an ultrasonic bath of 
tetrachloroethylene for five minutes. To protect the brittle oxide scale during the 
mechanical polishing, an electroless nickel plating was applied by foiiowing the practice 
recommended by ~dgernet~ (see Appendix D). The plated coupons were then washed 
with ethyl aicohol, rnounted in epoxy resin (Hysol) and polished with emery paper 
(# 240,320,400 and 600) and diamond paste (9,3, 1 p). The coupons were washed 
again for observation with an optical microscope or with a scanning electron microscope 
(SEM). For optical observation, two etchants were used to reveal the microstructure 
(Kalihg 2 and Marble reagents), whereas no etchant was necessary with the SEM when 
the backscattered electmns imaging mode (BEI) was used. The metallographic analysis 
of sorne non exposed specimens was used as a reference to the damage assessment of 
the exposed samples. 
33.2 On-iine Crack Growth Assessment 
Thermal fatigue crack initiation and crack growth rate were monitored in-situ 
during the& cycling, using an advanced ACPD (Altemating Current/Potentiai Drop) 
technique. In this technique, an alternahg current of a constant amplitude and 
fnquency is irnposed across the specimen, and the change in potential drop associated 
aith the change of impedance of the specimen arising h m  the formation of cracks is 
measured during testing. Surface cracks increase the current path length and 
consequently, the impedance of the near-surface volume of the specimen. To observe 
a maximum change in potential drop (PD) for a given crack length, the current direction 
should be perpendicular to the crack plane. In r d  engine hardware, cracks that form 
at the leading and traiiing edges of airfoils are normally oriented perpendicular to the 
airfoil edges [83]. Current leads and potential wires were laser welded to the specimen 
at the strategic locations shown in Figure 3.9. The current leads were attached to both 
ends of the âirfoil so that the cumnt flowed along its longitudinal ais.  Two pain of 
PD probes were attached along the leading and traiiing edges of the airfoil. Two other 
pairs of PD probes, used as references, were attached dong the transition edges between 
the wedges and the Bat face of the specimen, where the PD should not be affected by 
crack growth at the leading and aailing edges. 
The ACPD technique was used in preference to the more comrnody used DCPD 
technique based on direct current, because of its many advantages. The main advantage 
is that an AC current produces a higher current density near the surface where cracks 
usudy initiate. Therefore, crack initiation can be detected at an earlier stage than is 
possible with the DCPD technique [84, 851. The ACPD is also more sensitive to crack 
growth than is the DCPD technique. because the potential drop per mm of crack length 
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is much greater than that achieved with the DCPD technique [a, 851. In addition, noise 
rejection and signal amplincation arr more readily achieved with an alternating current, 
which is important when dealhg with very low signal levels in good conductors 
184, 851. With an AC current of 1 A and distance of 65 mm between PD probes almg 
the leading edge, Figure 3.9, the PD signal in René 80 DEW specimen was found to be 
in the range of 0.5 mV with a potential drop per mm of crack length of about 50 pV. 
The high current density generated near the surface by an AC is desaibed as the 
skin eHect and is characterized by the depth of penetration or skin depth. The skin 
depth represents the distance under the surface of the conductor for which the current 
density is I/e times (= 0.3679~) the current density immediately below the surface 1861. 
For a c y h d r i d  conductor, the skin depth 6 is aven by [86]: 
where p is the electricai resistivity (in Ohm-m), A is the relative permeability (4 for 
most nickel-base supedoys),  and f is the AC frequency (in Hz). For example, at 
100 Wz, the skin depth in a nickel-base alloy such as René 80 is of the order of 2 mm, 
which is close to the physical definition of a short crack, recognized to be around 1 mm 
1851. The higher the frequency, the greater the crack detection sensitivity. 
Unfortunately, working with fiequemies that are too high causes the PD to be unstable 
because the PD is too sensitive to k t u r e  surfaces rougimess and crack faces separation 
associated to capacitance effects [87]. 
In this investigation, the crack growth monitor consisted of a multiple-frequency 
AC potentid drop system manufactured by Matelect Ltd. under the CGMS mode1 name. 
This system is capable of pmviding an alternahg current of constant amplitude (O to 
2 Amp RMS) at frequencies ranging fmm 0.3 to 100 kHz, with a stability greater than 
I 0.02% over months of testing. It has facility for selecting the fnquency and setting 
the constant amplitude of the current as required. The AC potential drop across the test 
specimen is amplified and then demodulateà using an automatic phase detection system. 
The resultant DC output voltage is displayed digitaily. The exact configuration of the 
CGMS monitor is given in Appendix B. 
Some modifications had to be made to the crack growth monitor system to meet 
the specific environmental conditions of a bumer ng. Because of the extreme 
temperature changes in the ng room, the CGM5 unit was placed in the separate control 
rom (Figirre 3.4). A 10 metre long cable was employed to detect the PD signals from 
the specimen to the crack growth monitor. Considering the high impedance of such a 
cable versus the very low level of signals generated. a pfeampiifier unit was used. which 
was positioned next to the specimen at a distance of 20 cm (see Figure 3.4 and 3.9). 
The CGM5 described here is a two channel version in which a module (cded p) was 
added to the main instnunent (called a module). The a module handles the amplified 
ACPD signal h m  channel A of the preampMer. The $ module processes the amplined 
ACPD signal &om channel B of the preamplifier. As illustrateci in Figure 3.9, the active 
probes attached to critical zones on the TF specimen (areas where cracks are expected 
Le. LE. TE) are connected to channel A. The reference probes are c o ~ e c t e d  to 
channel B. 
The modules of the CGMS unit operate in pardel but can only process two PD 
signals simultaneously. A switching unit, using high integrity-low noise relays 
(Pickering Electronics Ltd, type 10 1 -2-A-5/1 .O) reads the PD at the LE probes (Al) and 
reference probes (B3) during even cycle numbers while the PD at the TE probes (A4) 
and reference probes (B2) is read during odd cycle numben (refer to Figure 3.9). For 
both the leading and the trailing edges, the farthest pair of reference probes were chosen 
for reference. With this procedure. the CGMS can track changes in the PD at the LE 
and at the TE during testing, with maximum data acquisition eficiency. 
To minimize noise pick up and interference, every unit of the crack m o n i t o ~ g  
system was enclosed in an aluminium box, and every cable was shielded separately. The 
specimen was aiso electricaiiy insulated from the shielding and from its holder using 
special ceramic grips (Figure 3.5). Despite these precautions, a signifiant PD signal 
instability was observed when the PD probes or the current leads were moved. Due to 
the altemating current, ihe l a d s  act as a transmitting antenna while the potential drop 
probes act as a reception antenna The voltage induced in the PD probes is proportional 
to the current frequency (particularly important at 100 kHz) and is a strong function of 
the configuration of the probes and lads. To reduce this effect, the wires of each pair 
of PD probes were twisted to minimize the wire spacing and to keep the spacing 
constant. Also, the AC Ieads were separated from the PD leads as much as was 
physically possible. The probes were also fixed to the specimen holder by screwed 
plates (Figure 3.5) in order to avoid any change of configuration or vibrations during 
specimen translation. M e r  all  these precautions were taken, the noise level was reduced 
to less than 0.02% of the measured PD signal which corresponds to an absolure error of 
M.05 mV, and which is lower than the potentiometer resolution of the CGMS monitor 
(i.e. -0.1 mV). 
4. EXPERIMENTAL RESULTS 
This section presents the thermal fatigue and oxidation damage assessrnent 
resulting from the metailographic analysis and the ACPD technique. Whereas the 
metallographic aaalysis gives an accurate evaluation of the damage level after testing 
and c m  possibly identifes the damage mechanisms, the ACPD technique provides an 
estimation of the life to crack initiation and of the crack growth rate during testing. The 
integration of both techniques result in information which is essential for the 
development and the validation of thermal fatigue and oxidation damages models which 
will be discussed in Section 5. 
4.1 Damage Asfesfment flrom MetPUographic Anaiysis 
In order to assess the bulk microstructural changes during thermal cycling, the 
oxidation and the microcracking, a detailed macroscopic and metallographic analysis of 
the uncoated and coated DEW specimens was carried out after thermai fatigue testing 
in the burner rig, according to the technique explained in Subsection 3.3.1. The resuits 
of this analysis provide the dendrite spacing and their orientation, the size, morphology, 
and distribution of carbides and y' precipitates, as weii as the relation between the 
cracks, the oxide scaIe and the DSRSO substrate microstructure. These observations are 
used to explain most probable damage mechanisms that are encountered. 
4.11 Evolution of the Microstructure 
In order to study the innuence of the imposed thermal cycling on the 
microstnicture, a metaliographic analysis of various sections (Figure 3.8) was carried out 
on uncoated specirnens exposed for 200, 800, 2500 and 3000 thermal cycles and on 
coated specimens exposed for 435.780 and 2500 cycles. As a reference for this study, 
an analysis was first carried out in detaii on virgin uncoated and coated specimens. 
Figure 4.1 shows a longitudinal section (cut #1, Figure 3.8) of the virgin 
uncoated specimen. The orientation of columnar grains and dendrites in the buk of the 
specimen is paraile1 to the LE direction wWe dendrites near the surface of the specimen 
deviate by up to 8' nom the longitudinal direction (Figures 4.1 a and b). The 
dinctionaily solidifiecl structure near the surface is not exactly perpendicular to the chi11 
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placed at the bottom of the mould because the inner mould wall also extracts heat during 
solidification and influences the heat flux orientation. The primary and secondary 
dendrite arms spacing are 365 and 115 pm, respectively. The primary dendrite anns 
spacing is comparable to the leaduig and trailing edge radii which are 1000 and 700 p., 
respec tively . 
Chinese script MC carbides, composeci of an agglomeration of needles, are 
rnainly concentrated between the dendrites (Figure 4.1 c). The average length of these 
needles is approxirnateIy 75 pm with a standard deviation of 25 p. 
The cubic gamma prime (y') precipitates are exposed by using a Marble's 
etchant, as shown in Figure 4.1 c. The y' precipitates average size is 0 .40 .17  p. A 
TEM shrdy on René 80 [36] showed that the coarse y' phase precipitates of same 
dimension were surrounded by fine precipitates (Sû.08 pm) contrary to what was 
observed by SEM. This could indicaie that the heat treatment was different or that TEM 
analysis is required for the characterisation of the fine precipitates. 
The micrographs of longitudinal sections (cut #1, Figure 3.8) coated with 
Codep B-1 (an high aluminium activity aluminide {PNiAl} processed by standard pack 
cementaiion) was compared to that of uncoated specimens (Figures 4.1 and 4.2). It 
demonstrated that the heat treatment associated with the coating process did not change 
the microstructural characteristics of the substrate, except at the surface. The application 
of an Al rich coahg is associated with the formation of an interdiffision zone. The 
nickel diffuses from the substrate into the coating and the aluminium of the coating 
diffuses into the substrate. The microstnicture is characterized by a columnar zone 
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between the coating and the substrate (Figure 4.2b), composed of &~iA1", a 
topologically close-packed (Te) a phase, Al carbides and the y'-~i,Al(*). The a phase 
appears as larnellae or a needle iike stnicture and is dso found in the substraie next to 
the interdiffusion zone. The additive coating layer is formed of a denuded zone 
covered with an outer layer of phase which includes carbides and a-Cr 
precipitates. [W, 911 
As illustrated in Figure 4.3, the coating thickness varies fiom 27 to 40 p around 
the specimen cross-section while the interdiffusion zone thickness of 16I1 pm is more 
constant This coating thickness to interdiffusion thickness ratio meet the GE 
specifications for a Codep B-1 coating. 
4.1.13 Tested Spimens 
Table 4.1 gives the dendrite arm spacing, the size of the MC carbide and of the 
gamma prime precipitates of the uncoated specimens exposed to different number of 
thermal cycles in the burner rîg. These average values were measured fkom rnicrographs 
of the sections at the leading edge submitted to the highest temperatures. 
The data of Table 4.1 demonstrate that the thermal and the stress cycling affect 
neither the primary and secondary dendrite arms spacing, nor the MC carbides size. The 
scatter of the data is associated with the variation of microsûucture from one specimen 
to another before testing. The MC carbides size is stable because of the relative large 
size of the metallic aioms M (W. Mo, Ti, Cr) with respect to Ni, and which have low 
*: more precisely, EDX quantitative chernical analyses in SEM reveal that the phase is 
composed of (Ni,Co)(Al,Cr,Ti) and that the y' phase is composed of (Ni,C~)~(Al,Cr,'îi). 
diffusivity in the aUoy. On the other hand. the gamma prime precipitates (y') seem to 
have grown after 2500 thermal cycles, especiaiiy near the tip of the leading edge which 
is exposed to the highest temperature and stresses (refer to Subsection 5.2), when 
compared to the bulk and LE tip y' sizes in the SRA specimen. Also, sorne precipitates 
are forrned in aligned arrangements while others aggiomerated into elongated shapes, 
near the leading edge or at the crack tip (see Figure 4.4). In both cases, the longitudinal 
orientation of the y' precipitates is perpendicular to the tensile stress developed dong the 
leading edge, as determineci fiom the finite element analysis presented in Subsection 5.2. 
This phenornenon d e d  rafting is observed in many y-y' alloys subjected to creep or 
high strain, or to low rate fatigue at high temperature (e.g. [36, 92-94]). Some TEM 
studies [36, 921 have shown a high density of dislocations near the y' precipitates 
oriented perpendicular to the tensile stress. This type of dislocation structure can 
ceaainly result in fast diffusion paths for the precipitate elements as compared to lattice 
difision even during tende elastic deformation. In a study where a DS nickel-base 
superalloy was subjected to tensile stress at high temperature [94], the y' thickness to 
length ratio was correlated to the stress and the temperature. In Figure 4.4, this ratio is 
about 0.2 which corresponds to what was reported in the study 1941 for specimens 
subjected to stresses less than 100 MPa and temperatures over 950°C for 100 hours. It 
is interesting to note that the region of the leading edge shown in Figure 4.4 experienced 
similar temperature and stress levels as computed with a finite element method which 
wili be presented in Section 5. 
The thickness of the coating of SRG, SRH and SRF specimens was measured to 
be 45, 43 and 40 pm, respectively, at the leading edge tip near the free end exposed to 
low temperature where the oxidation is negligible. The average thickness of the coating 
of tested specimens is higher than for the uncoated specimens studied eariier. This result 
shows the importance of m e a s u ~ g  the coating thickness of al1 tested specimens. 
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The micrographs of tested specimens also show the presence of columnar grains 
in the coating composed of y'-(Ni,Co),(AI,Cr,Ti), as determined by EDX quantitative 
chemid analyses which correspond to the phase diagrams [I l .  The grains precipitated 
with an equally distanced distribution in the degenerated coating (Figure 4.5). The 
precipitaîion of nickel-rich phase such as y' is expected in coatings exposed to high 
temperatures while the coating is depleted in aluminium due to the Al,O, oxide scde 
formation and the nickel diffuse fiom the substrate to the coating. 
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Table 4.1 Evolution of the Metallurgical Parameters of DS René 80 during TF Testing. 
SRB 1 2500 1 470 1 130 
SRC r 3000 11 340 1 110 
is the total number of thermal cycles carrieci out during TF testing; 
is the average arm spacing of the primary dendrites; 
is the average arm spacing of the secondary dendntes; 
is the average length of needles that compose the MC carbides; 
is the average size of the gamma prime precipitates. 
the hold time in the hot gas Stream for this specimen was 2.6 times 
longer then for the other specimens. 
measured in the bulk part of the specimen. 
rneasured near the leadhg edge tip. 
measured near a crack tip. 
4.13 Thermal Fatigue Cracking Damage 
4.1.2.1 Crack Initiation 
In order to identify the crack initiation mode, some thermal faFigue tests were 
intempted few hundred thermal cycles after that crack initiation was detected by the 
ACPD technique (see Subsection 4.2). This corresponded to 200 and 800 cycles 
respectively for the SRN and SRE uncoated specimens, and to 435 and 780 cycles for 
the SRH and SRG coated specimens. 
No evidence of subsurface or surface oxide-free cracks were found in both the 
coated and uncoated specimens. Some oxide spikes however were observed dong the 
leading edge in the region which were exposed to the highest temperatures and stresses. 
Oxide spikes also initiated near major cracks in specimens exposed for up to 2500 
thermal cycles. 
In uncoated specimens, oxide spikes formed at the interdenciritic zones 
(Figure 4.6a), or at the carbides surfaces were found to open at the surface or very close 
to it (Figure 4.6b), as found by Reger and Rémy [4]. Cauliflower-like oxide spikes were 
occasionally formed at microstructurd heterogeneities similar to eutectic pools 
(Figure 4.6~). Table 4.2 summarizes the length, the position dong the leading edge and 
the type of oxide spikes for ai i  specimens. 
In the particular case of the S E  specimen, the major oxide spike which seems 
to have growth fiom an interdendntic zone is rounded at the tip (see Figure 4.7). This 
spike could have been sharp at fmt which became blunted by lateral oxidation. In the 
SRN specimen, two sharp oxide spikes or oxidized small cracks (Figure 4.8) initiated 
at the two corners of a machined notch of 0.3 mm deep and 0.5 mm wide. These spikes 
do not seem to be related to a specifïc microstructurai element of the dey. 
Oxide spikes can be the result of preferential oxidation dong fast difision paths 
such as interdendritic zones, or at carbide-matrix interfaces, as a resdt of thennally and 
stress activated processes It could also have fo& from microcracks initiated in the 
ailoy as observed at the notch of the SRN specimen. If oxide spikes were the result of 
preferential oxidation, one could fmd spikes at about every of these microstructural 
heterogeaeities. The micrographs show very few oxide spikes (see Table 4.2) relative 
to the number of intemiendritic zones (9 zonedmm, see Table 4.1) and carbides along 
the leading edge surface. Based on this argument, the presence of oxide spikes result 
from the oxidation of microcracks initiated in fatigue rather than from the preferential 
oxidation of particular microstructural element of the aUoy. 
In the cases of the SRG and SRH specimens, the coating showed the presence 
of numerous fmger-iike oxide prohiberances along the leading edge over the 25 mm 
wide area directly exposed to the hot gas stream (Figure 4.9). These oxide fingen did 
not completely penetrate the coating thickness and the morphology of the tips are not 
as sharp as those of some spikes observed in the uncoated specimen. Also, in two 
rnoderately hot but highly stressed zones syrnmetrically positioned about the axis of the 
hot gas stream (as indicated in Figure 5.21), the oxide fingers are close to one another 
and equaUy distributed with a spacing of about 40 p. This spacing corresponds to that 
of the columnar grains, composeci of y'-Ni& which precipitated in the coating 
(Figure 4.5). This suggest that oxide fingers formation is the result of preferentiai 
oxidation of these sites. However, no oxide protuberances were found between the two 
highly stressed zones (Figure 4.3, where the temperature reaches a maximum. These 
observations clearly demonstrates that the oxide protrusions rnust result from the 
oxidation of the surfaces of fatigue microcracks initiated at the columnar grains of the 
coating, where the stress is the highest. 
In the SRF coated specimen, some cracks initiaîed in locally eroded zones or at 
crevaces (pitting), near the leading edge (Figure 4.10). This effect is similar to that 
observed for the case of the prenotched SRN specimen after 200 thermal cycles 
4.8) and supports the conclusion that oxide spikes result from oxidaîion within 
the microcracks. The embrittling effect of oxygen difision into the rnatrix contributes 
to the facility of crack propagation. 
These notch-iike zones in the coated specimen corne from local oxidation 
accelerated by spalling and erosion, resulting in a nonuniform erosion of the leading 
edge as opposed to the erosion observed in uncoated Ieading edges. Pitting of the 
substrate is the result of spalling of closely grouped oxide spikes in the coating, resulting 
in local eliminaîion of the protective coating. 
4.1.2.2 Crack Propagation 
Major cracks (up to 2 mm) were found to fom at the leading edge of the 
specimens exposeci for up to 2500 thermal cycles. The micrographs shown in 
Figures 4.1 1 to 4.13 illustrate typical long cracks that c m  be observed in the uncoated 
and coated specimens. In a i l  cases, transgranular cracks progressed through the primary 
dendntes and between the secondary anns of the dendrites, where brittie Chinese script 
type carbides are concentrated. This nsult is expected where the primary dendrites 
follow the edge direction and the secondary dendrites are normal to the surface. The 
highest thermal stresses are aiso found dong the longitudinal axis of the specimens 
(refer to Subsection 5.2). 
It should be noted that for the SRD specimen, the hold time in the hot gas stream 
was 6.5 minutes/cycle instead of 2.5 minutedcycles for the other specimens, in order to 
determine the effect of tirne on the thermal fatigue response of the material. Contrary 
to the other cases, the crack progression in the SRD specimen seem to be less 
dependant on the microstmcture which could indicate that the creep damage starkd to 
have an effect on the cracking mechanism. due to the longer hold t h e  in the hot gas. 
Two mechanisms of crack propagation are proposed here. It can be noticed that 
a l l  the crack tips are heavily oxidized because of the easy access of oxygen dong the 
crack path. This is weii illustrateci in Figures 4.1 1 b to 4.13 b, where typical crack tips 
are shown. The presence of oxide products at the tips could suggest that the crack 
growth mechaaism involves successive oxidation of the material andlor carbides ahead 
of the tip and cracking of the oxide scale. The crack tips could also progress because 
of the embrittling effect of the dissolution of oxygen and diffusion into the metal. 
Detailed observation of tips of secondary cracks in the SR4 specimen and of tips of the 
principal cracks in the SRF specimen showed that the carbide-alloy interfaces are 
sometimes oxidized even if they apparently do not communicate with the crack tip, as 
illustrated in Figure 4.13b. This can be caused by the continuity of the carbides with 
the crack tip under the polished surface. This observation would indicate that 
preferential oxidâtion of interdendritic zones and of carbide-matrix interfaces is the f k t  
stage of the crack growth process. This is most bkely because the solubility of oxygen 
in the aiioy is increased with Titanium content (4.8wt%) which therefore increases the 
peneaation of intemal oxidation [62]. Assuming that the initiation of a short crack 
involves the same mechanisms as for the propagation of a long crack, the rnost plausible 
propagation mechanism consists of fatigue cracking of the crack tip zone embrinled by 
oxygen dissolution. 
4.1.2.3 Length and Position of Cracks and Oxide Spikes 
Tables 4.2 and 4.3 summarize the length and the position (z) of the oxide spika 
and of the cracks dong the leading edge. The lengths were measured h m  the 
micrographs obtained with an optical microscope or with an SEM, whereas the z 
positions were measured (IO.Olmm) h m  polished sections of the specimen leading edge 
(cut #3, Figure 3.8) using a travelling microscope. 















(I 0.01 mm) 
In Table 4.2: 
4: is the oxide spike Iength (refer to Figure 2.15); 
z: is the spike position dong the leading edge (refer to Figure 3.8); 
x: in these specimens, the complete number of oxide spikes is unhown 
because the micrograph is Limited to a small area of the leading edge; 
*: the oxide spikes observed in these specimens are obviously the result of 
the oxidation of cracks initiated in notches at the leading edge (reported 
in table 4.3); 
n: the spikes are tw numerous to be reported in this table, only the range 
of their positions and their ruaxhum length are indicated; 
A: oxide spike, usually sharp, formed in an interdenciritic zone (e.g., 
see Figure 4.6a); 
B: oxide spike fomed in a carbide (e.g., see Figure 4.6b); 
C: cauliflower-like oxide spike formed in a micmstructurai heterogeneity like 
eutectic pools (e-g., see Figure 4.6~); 
D: oxide fingers formed at the columnar grain in the coating 
(e-g., see Figure 4.9). 
Table 4 3  Length and Position of Cracks in TF Specimens. 











(* 0.01 mm) 
In Table 4.3: 
a: is the crack length; 
z: is the crack position dong the leading edge (refer to Figure 3.8); 
*: no major crack was observed in these specimens. only oxide spikes 
(reported in table 4.2). 
The morphology and the nature of the oxides fomed at the surface vary with the 
temperature, stress and seain of the substrate dong the leading edge. Three types of 
zones are identified from the photographs of bare specimens (Figure 4.14): (i) the 
protective oxidation zones observeci on the areas of the specimen not exposed to the hot 
gases (labelled A), where the temperature and the strain of the substrate are relatively 
low, (ii) the spalled oxide zone directly exposed to the hot gases (labellecl C), where the 
temperature and the strain are relatively high, and (iii) the transition zones or non- 
protective oxidation zones OabeUed B) where the temperature and the strain are 
intermediate. A more detailed metaliographic analysis of the different zones dong the 
leading edge of specimens is given below. 
In the protective oxidation zones (Figure 4.15), the continuous external oxide 
scale, normally composecl of an extemal layer of Cr203 and a sub-layer of A1203 is 
compact, continuous and adherent to the substrate. These results are in agreement with 
a snidy on the oxidation of DSR8O [66, 95, 961 as well as with EDX quantitative 
chernical analyses on DEW specimens. The absence of microcracks or decohesion 
combined with the low vacancy concentration(') in the AI and Cr nch oxide scale 
prevent oxygen or cation diffusion. As a result, the oxidation rate of the d o y  is very 
slow as refkcted by the thin oxide scale, even after long exposure time to the gas 
* One important mechanism of dinusion in oxide scales involves oxygen and cations vacancies. 
( In strongly stoichiornetric oxides such as for N203 or Cr203, the vacancy concentration and the diffbsivity of species are very low. 
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combustion products (10 pm, &r 2500 themial cycles equivalent to 100 hrs at high 
temperature). 
The substrate near the oxide-alioy interface is depleted in Cr and Al due to the 
formation of the CrA-Al,O, oxide scale. When cracking or spalling of the protective 
scale occurs, the nickel-rich substrate surface will oxidize at a drastic rate because the 
new nickel-rich oxide layer formed is usudiy porous and contains a high vacancy 
concentration, both of which promote fast difision of oxygen and cations. The nickel- 
rich oxide layer is thus non-protective compared to the Cr203-Al,O, oxide scale. 
This non-protective nickel-nch oxide layer composed of a mixture of NiO, 
NiCrfi and NiA1204 [97 is formed in the transition mnes (Figure 4.16) where the 
thermal expansion and contraction of the substrate caused cracking and spalling of the 
brittie Cr203-A1203 protective oxide scale initially formeci during the fmt thermal cycles. 
The Ni oxide layer beneath the cracked interna1 oxide scaie has a non uniform thickness 
and is sometimes discontinuous. It becomes continuous and uniform where the 
protective oxide scale completely spded off. The Ni oxide scale reaches a maixmum 
thickness of 50 pxn after 2500 thermal cycles (equivalent to 100 hrs at high temperature). 
In the central zone directly exposed to the hot gas Stream (Figure 4.17), both the 
temperature and the deformation of the substrate at the leading edge are high. The Ni 
oxide scale fkequentiy spalls off due to the repetitive compressive stress in the scale 
caused by the contraction of the substrate during c w h g  1751. The alloy in this zone 
is drastically but uniformly consuxned, as illustrated in Figure 4.14. A 1.7 mm loss of 
material at the leading edge of the doubleedge wedge SRA and SRB specimens was 
observed after exposure to an average of 2500 short thermal cycles. This was 
particularly tnie in the case of the SRC and SRD specimens, exposed to the hot gas 
Stream for a longer time, which respectively lost 2.1 and 2.3 mm of width instead of 
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1.7 mm for the other specimens. The SRC specimen was tested durhg 3000 short 
cycles and the SRD specimen was subjected to 2140 long cycles. Figure 4.18 gives the 
matenal loss profile at the leading edge of SRC and SRD specimens, as measured with 
a travelling microscope (I 0.5 pn). The profîles have quite similar shapes and only 
difier by 0.2 mm at the centre. 
Pbotographs of the SRF coated specimen exposed for 2500 thermal cycles in the 
bumer rig are shown in Figure 4.19. The coating at the leading and trailing edges was 
completely destmyed by cyclic oxidation in the zone directly exposed to the hot gas 
stre!am, leading to the substrate pitting and an irregu1a.r erosion of the edges, contrary to 
the edge erosion of ban specimens. Elsewhere, the coating integrity did not result in 
severe deterioration b r n  the cyclic oxidation. Suggested mechanisms of coating 
degradation and subsequent substrate pitting are presented on the basis of the 
metallographic analysis of different zones dong the leading edge. 
In Codep B-1 coated specimens, the hypentoichiornetric P N i N  (hi@ Al 
activity) coating promotes the formation of a protective A1203 oxide scale [9 11. A TEM 
study on isothemial oxidation of a Al-rich duminide coating on René 80 revealed that 
the oxide sale may also contai. NiA1204 and NiCrfi spinels and Ni0 oxide at some 
locations which can enhance the oxidation kinetics [98]. However, after up to 780 
thermai cycles, the coating in the regions of the specimen not directly exposed to the hot 
gas stream showed a good resistance to oxidation. This means that the oxide sale is 
composed mainly of A1203, as confinned by EDX quantitative chernical analyses of the 
DEW specimens. In the region exposed to the hot gas stream where the temperature and 
the stress are high, the oxide sale was not protective. In two particular zones 
symmetncally positioned about the axis of the hot region. the coating was completely 
perforateci by finger-like oxide protuberances as shown in Figure 4.9, while in the 
midme of the region, the coating was partially consumed (Figure 4.5). The oxide fingers 
are believed to be the result of preferential oxidation of the cracked nickel-nch columnar 
phase y'-Ni,Al precipitated in the coating during thermal cycling, whenas the irregular 
oxidation of the coating seems to be caused by successive growth and spalling of the 
M2O3 oxide scale. It is expected that, after many cycles of A.1203 scale growth and 
spahg,  the coating is depleted of its Al content The subsequent oxide composition 
will most likely be composed of a mixture of NiO, NiCrfi, NiA.1204 oxides and islands 
of Ai@, oxide, as predicted by Barrett and Loweli [97]. 
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4.1.4 Cornparison of the Resuits to Airfoi1 Damage Occuring in Other Burner 
Rigs and in Real Engines 
The& fatigue and cyclic oxidation damages obtained in the bunier rig (BR) as 
described in the two last subsections are very similar to results obtained in other BR 
snidies and in real engines. Glenny [99], for instance, reporteci the transverse thermal 
fatigue cracks of few millimetres at the leading edge of blades of J47 and J33 engines, 
similar to the bare specimens tested in the BR. The irregular nature of the leading edge 
of coated specimens tested in the BR was also observed in real coated CF650 blades 
tested in a BR by Mom and Boogers [lm]. Pamaik et al. 1831 also show the same type 
of thermal fatigue damage for bare and coated DSR80 blades exposed to red service 
conditions as well as si-cant material losses at the LE resulting from severe cyclic 
oxidation as for specimens tested in the BR. 
This clearly demonstrates that the BR system closely simulates service conditions, 
and can be a convenient laboratory t w l  for studying thermal fatigue and cyclic oxidation 
behaviour of blades and vanes in aeerwngines. 
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4.1.5 Conclusions 
The microstructure of virgin specimens has been charactenzed by rnetallographic 
andysis and shows that: 
1' The primary and secondary dendrite arms spacing are 365 and 115 prn 
respectively . 
2" The Chinese script MC carbides are concentrated rnainly between the 
primary dendrites, and are composed of agglomeration of needles with an 
average size of 75I25 p. 
3' The gamma prime precipitates (y') have a cuboid shape with an average 
size of 0 . W .  17 p. 
4" The Codep B-1 coating thickness varies from 27 to 40 pn while the 
interdifision zone between the substrate and the coating is 16k1 pn 
thick. 
A rnetallographic study was also conducted on uncoated and coated specimens 
after testing in the bunier rig. The results are summarized as follows: 
1" No change in microstructure attributed to thermal cycling was noted 
except for the y' precipitates which coarsened. This was especially 
notable in specimen regions where the temperature and the stresses are 
very high. In some paiticular regions, the y' also elongated (y' rafting) 
due to the effect of the principal stress in the longitudinal direction of the 
specimen. 
2 O  Oxide spikes are observed dong the leading edge of uncoated specimens 
after 800 thennal cycles while in coated specimens. some finger-like 
oxide protuberances penetrated the coating after 780 cycles. A higher 
density of oxide spikes and hgers are present where the temperature is 
high and where the stresses are the highest. Oxide spikes result firom 
oxidation of fatigue microcracks which are preferentially initiated in 
interdenciritic regions and at carbide-matrix interfaces. Oxide fingea also 
f o d  h m  fatigue microcracks initiated in nickel-rich aluminide phases 
precipitated in the coating. 
3" Major cracks formed ai the leading edges of uncoated and coated 
specimens exposed up to 2500 thermal cycles, where the temperature is 
high and where the principal stress is the highest. The cracks progresseci 
transgrandarly through the primary dendrites and between the secondary 
dendrites where brittle Chinese script type carbides are segregated. Crack 
growth rnechanism is not weii hunderstd, but is believed to progress by 
successive embrittlement of the ma&, due to oxygen diffusion in the 
interdenciritic regions, and at carbide-rnatrix interfaces, resulting in 
cracking of the embrittled zone. 
4' Important oxidation damage also occurred dong the leading edge of 
tested specimens. In the case of uncoated specimens, the nature and the 
morphology of the oxides varied according to the temperature, the stress 
and strain levels. In the areas of the specimen not exposed to the hot 
combustion gases. where the working temperature and the thermal 
expansion are relatively low, a protective Cr,O,-M,O, oxide scale is 
fomed In areas where the temperature and the thermal expansion are 
intermediate, the protective oxide scaie was found to crack or to spaU off. 
A nickel-rich non-protective oxide scale was then fomed, leading to an 
accelerated substrate consumption. In the area exposed directly to the hot 
gases, where the temperature and the thermal expansion are high, the 
oxide layers spall off, resulting in a drastic consumption rate of the 
substrate. Afkr 2500-3000 thermal cycles, 1.7 to 2.3 millimetres of 
material are lost at the leading edge. 
5" In the case of coated specimens, compact and adherent A&O, oxide scale 
formed at the surface providing a good resistance to substrate 
consumption except wbere the coating was penetrated by oxide fmgers at 
grain boundaries a d o r  by cyclic oxidation. These locations are usuaiiy 
highly stressed when exposed to extreme temperatures The formation of 
oxide fmgers and the repeated oxide scaie spailing resulted in local 
destruction of the coating over few rnillimetres and pitting of the 
substrate. These pitts act as stress concentraton and can initiate small 
cracks at their mots as observed in a prenotched bare specirnen exposed 
to only 200 cycles. 
6' Thermal fatigue and cyclic oxidation damage at the leading edge of bare 
and coated specimens in the bumer ng were found to be very similar to 
that observed at the LE of airfoils in reai aeroengines. The burner ng 
was successfblly operated to closely simulate service conditions. 
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4.2 On-line Crack Growth Assessrnent 
During thermal fatigue testing in the bumer rig, crack initiation and growth was 
monitored in-situ by measuring the change in potential drop (PD) associated with the 
increase of current path length arising h m  the formation of these cracks. The complete 
description of the ACPD technique as weii as the crack growth monitor set-up employed 
for each the& fatigue test were presented in Subsection 3.1.3. This subsection 
presents the PD evolution obtained during testing and discusses how the life to crack 
initiation and the crack growth rates can be determined from these rneasurements. 
Figure 4.20 shows the evolution of the potential drop during one thermal cycle, 
superimposed on the specimen temperature evolution. During heating, the potential drop 
reaches a maximum, decreases and stabilizes to a constant value as the temperature of 
the specimen =ches the steady state. After heating, the specimen is cooled and the 
potential drop rapidly rises to a maximum and then slowly decreases. This behaviour 
can be explained in tenns of the dation between the impedance of the specimen and 
its temperature. The impedance is a function of the geometry, which cm be affected by 
the thermal expansion of the specimen, and of the electrical resistivity of the material 
which varies significantly over the range of temperature covered during a thermal cycle 
(hm 25 to 1100°C). Figure 4.21 shows how this property changes with temperature 
for a typical nickel-based superdoy (Udimet 700, 1781). It should be noted that the 
resistivity reaches a maximum at appmximately 84f C for this alloy. The potential drop 
during heating and cooling of the specimen was simulated using the change in specimen 
temperature as the input variable. These sirnulated PD changes were compared to 
rneasured changes (shown in Figure 4.20) during the heating and cooling portions of the 
thermal cycle. The similarity between calculated and measured quantities indicates that 
the elecûical resistivity variations are responsible for the change in potential drop during 
thermal cycling. In particular, the pnsence of PD maxima during heating and cooling 
was predicted only by considering the electncal resistivity. Meanwhile, the thermal 
expansion of the specirnen does not induce significcant changes in the resistance of the 
specimen and can not explain the observai PD maxima. During the steady stage of the 
PD evolution, s d  variations can still be noticed that correspond to temperature 
deviations in the hot gas Stream, relative to its average value. A positive temperature 
deviation is associaied with a negative potential deviation and vice-versa which is 
consistent with the temperature dependence of the electricai resistivity at constant RMS 
current. 
The nearly constant plateau value in the potential drop c w e  provides the best 
indication of the changes in ACPD signal, cycle after cycle, as demonstrated in 
Reference [101]. The average values of the PD plateau were taken h m  the measured 
data, for each thermal cycle, using a program written in Basic (the listing of this 
program is given in Appendix E). Figures 4.22-4.16 show the plateau values for the 
leading edge probes piotted agahst the number of applied thermal cycles. The PD-N 
plot of Figure 4.22 gives a typical PD evolution during TF testing. During the fust 100 
cycles, the PD decreases and then stabilizes. This is associated with the stabilization of 
the shape of the specimen and of its electricd properties. After about 700-800 cycles, 
a sudden change in the slope of the PD curves was observed which corresponds to crack 
initiation. The gradual increase in potential drop beyond crack initiation is associated 
with crack growth. For the SRA and SRD specimens, (Figures 4.22 and 4.23), the 
slopes associated with crack growth rates were positive from the initiation to the end of 
the test. For the other specimens (SRB, SRC and SRF tests, Figures 4.24-4-26), the PD 
increased suddenly after about 700 cycles and stabilizes for the remainder of the test 
The PD plateaus after crack initiation are indicative of the slow-down of the crack 
growth or crack a m s t  Crack m s t  is a consequence of stress release associated with 
crack propagation andor crack tip biunting due to oxidation and erosion. 
Sorne perïodic discontinuities were noted for ail PD-N curves, especially during 
the SRC, SRD and SRF tests, for which the CGMS set-up was more sensitive. These 
discontinuities comspond exactly to the daiiy starting and stopping of a thermal fatigue 
test procedure. Between the discontinuities, the PD generally decreased at the beginning 
of the &y to eventually stabiiize before the end of the day. This could be explained by 
the stabilization of the specimen temperature and its associated elecaical resistivity 
andor by the stabilization of the electronics of the CGMS system (i.e. amplifier 
temperature changes, relays reiiability). Further investigations are undertaken to explain 
this phenomenon. 
However, due to the periodic discontinuities, the PD signai can be considered to 
ooccurs as a band instead of a h e  which reduces the accuracy of the determination of 
life to crack initiation and crack growth rate. A linear regression technique was 
employed to determine the PD-intercept, b, the dope, m, and the standard deviation, 
STD, of each linear segment of the PD-N curves. The parallel straight lines in 
Figures 4.22-4.26 represent the positive and negative standard deviations from the linear 
regression of the segments of the PD-N plot. The different slopes are aiso indicated by 
m,, with i = O for the quasi-plateau PD evolution, and i = 1 and 2 for the fmt and the 
second siopes of the PD-N c w e  associated with different crack growth rates. 
4.2.2 Crack Initiation 
The He to initiation (or number of cycles to initiation, Ni) can be estimated for 
each specimen by finding the intersection of the plateau and the h t  sudden important 
change in the dope of the curves (e-g. the straight iines O and 1 in Figures 4.224.26). 
Because of scatter in the PD signal, Ni is given by the projection of the intersection of 
two bands as iilustrated in Figures 4.22-4.26. Ni is given in terms of b, m and STD 
values for the straight lines O and 1 obtained by linear regression: 
The measured Ni are given in Table 4.4 for ail the tests. The uncertainty can be 
as low as I 4 cycles when the sudden crack growth rate sharply contrasts with the stable 
PD plateau before cracking. Ni presents an average value of 760 2 20 cycles for the 
uncoated specimens exposed to the hot gas stream for 2.5 minutes/cycle, a result which 
does not m e r  signincantly £rom the SRD specimen exposed for a longer time to the 
hot gas j e t  Only one test has ben performed with longer hold time at hi& temperature 
but it seems at first that this parameter does not significantiy affect Ni, for the hold the  
range experienced in this study. This result could suggest that extra oxidation and/or 
creep damages do not strongly influence the crack initiation process for the range of 
hold time experienfed during this test 
Compared to uncoated specimens, life to crack initiation of coated specimens was 
teduced to 300 I 100 cycles. This lower life is associated to oxide fingers which 
formed earlier at the coating grain boundaries rather than the oxide spikes. in the 
interdendcitic regions of bare material. Since the oxide protuberances (spikes or flngers) 
can be considered as oxidized microcracks (re fer to S ubsection 4.1.2.1 ), it is concluded 
that the coating induces premature cracking. However. the crack growth evolution in 
uncoated and coated specimens have to be compared before the coating can be judged 
to be detrimentai to the fatigue behaviour of the material. 
4.23 Crack Growth Rate 
The crack growtb rate c m  be determined from the PD-N curves (Figures 4.22- 
4.26). by a s s d g  a correlation between crack length and PD. Attempts to caiibrate the 
PD against crack length were made using an artificiaily induced crack in the leading 
edge of the test specimen and measuring the PD across the leading edge for incming 
length of the crack. The crack was produced by EDM or by using an ultra fine diamoad 
saw. The measurements were made between increments of crack exteasion, in a funiace 
set at the test temperature. Dificulties were encountered because of the need to 
reconnect the ACPD probes to the s p e c h  for crack extension and because of the large 
scatter in PD output aWing h m  probe manipulation. It was found that simply moving 
the probes would give rise to changes in PD signal that were larger than the quantities 
king measured, indicative of the high sensitivity of the technique. Since it was not 
possible to calibrate the PD against crack length outside of the bumer rig test 
envimoment, an alternative approach was taken. The ACPD technique provides the 
number of cycles to crack initiation and a qualitative idea of the crack growth evolution 
in the bumer rig and the metallographic analysis provides the final crack Iength 
(Subsection 4.1.2). This information cm be used to estimate the crack growth rate. 
The relation behveen the PD response and the crack growth should fmt be 
examined in detail. This is particularly important when dealing with a multi-cracking 
situation as was obseved in the S U ,  SRC, SRD and SRF specimens. It is recognized 
that the APD associatecl with several adjacent cracks depends on the spacing between 
113 
cracks relative to the skin depth 1851. When the crack spacing is larger than the skin 
depth. the N D  is proportional to the iinear summation of each crack length Aa,., as 
given by: 
where, c, is the proportionality constant, characteristic of the crack growth sensitivities 
of the ACPD system. When crack spacing is less than the skin depth, the L\PD is 
proportional to the length of the largest crack, Aa-, of each group "g" of adjacent 
cracks and the M D  is given by: 
Here. cg is another proportionality constant. Each crack has its constant as the sensitivity 
of the technique varies with the crack position dong the leading edge. For a non- 
magnetic matenal and for the hquency used in the present study, the skin depth is of 
the order of a millllnetre (see Subsection 3.3.2). In the SRA and SRD specimens, two 
cracks fomed with a spacing of 4 and 15 mm respectively, and where the second crack 
should be picked up by the PD signal. In both cases, the PD-N plots (Figures 4.22 and 
4.23) show two different dopes after initiation, which intersect at N = 1300 I 
200 cycles. The fmt slope is believed to be associated with the crack growth rate of the 
major crack while the second slope is believed to be the summation of the crack growth 
rate of the two cracks. The constant c, given by Equation 89 or the APD,/Aa, ratio for 
the major crack is estimated to be 5.4 I 0.2 pV1p.m. for the SRA test, and 
28 i 3 pV/~un, for the SRD test. The sensitivity of the CGMS system is about 5 tirnes 
greater in the latter case because the gain was tripled and the cunent doubled. The 
constant c, associated to the second crack is estimated to be 7 I 4 p V / p  and 
30 î 7 p V / p  for the SRA and SRD tests, respectively. It is interesting to note that in 
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both cases, c, and c, have similar values while the two cracks are not at the same 
position along the leading edge. The position range of the cracks seems to have no 
effect on the sensitivity of the technique. 
The growth of each crack was found to Vary linearly from the t h e  of m c k  
initiation for the SRA and the SRD tests, as measured with the ACPD technique 
(Figures 4.22 and 4.23). The crack growth rate (da/dN)m can therefore be approximated 
by : 
where and are the initial and the final crack lengths and Ni and N,, are the 
number of cycles at the time of crack initiation and at the end of the test. Assuming the 
crack length ai to be negligible compared to a,uinl, the value of the final crack length 
(a,,) and the life to initiation c m  be used to determine the crack growth rates. The 
rates were estimated to be 1 .ZS I 0.05 pmkycle for the major crack and 
0.5 0.1 pdcycle for the second crack in the SRA specimen. and 1.4 I 0.2 @cycle 
and 1.4 I 0.4 pdcycle, respectively for the cracks in the SRD specimen. In these 
specimens, the crack initiation and growth rates for both cracks are very similar. 
For the SRB, SRC and SRF tests, the results are more difficult to interpret. The 
crack suddenly propagated after initiation and then stopped for the duration of the test 
(see PD plateaus in Figures 4.24 and 4.25). The initial crack growth rate can not be 
accurately estimated in this case, because the crack length just before crack amst is not 
known. It cannot be approximated by the crack length at the end of the test (afinii) 
because erosion of the leading edge during crack arrest causes a reduction in crack 
length. This erosion effect is demonstrated in Figure 4.24 (SRB test) where the PD can 
be seen to decrease after it has stabilized. The sudden crack growth rate cari be 
estimated by converting the slopes in PD-N plots in term of pnlcycle, using the constant 
of proportionality c, The constant c, determined h m  the S M  test can be used in the 
rate calcdations for the SRB test and the constant determined fiom the SRD test can be 
used in the rate calculations for the SRC and SRF tests because the gain and the current 
settings and their associated ACPD sensitivities to crack growth are respectively the 
same. Even if the crack position dong the leading edge between specimens does not 
correspond perfêc tly , the sensi tivity to crack growth is assumed sirnilar, as demonstrateâ 
for the cracks growth in the cases of the SRA and SRD specirnens. 
In the SRB specimen (Figure 4.24). the PD measured corn crack initiation to 
crack arrest showed two slopes intercepting at N = 1090 I 40 cycles. It is not clear if 
this discontinuity corresponds to the initiation of another crack or simply to a change in 
the crack growth rate of the major crack. After testing, only one crack was found but 
it does not prove that a second one did not initiate during testing because the erosion 
could remove al l  evidence of a small crack. However, assuming that the N D  is the 
result of the major crack only and using the constant c, determined from the SRA test, 
the crack growth rate is evaluated to be 1.75 I 0.07 @cycle from around the 76@" to 
t h e - l m  cycle and 4.9 î 0.2 @cycle fiom the 1090'~ to the 1240h cycle, when crack 
propagation came to rest. 
In the SRC specimen, the crack growth rate is more difficult to determine due 
to the presence of eight cracks, amged into two groups at the leading edge 
(Figure 4.14). The spacing between the cracks within each group was approximately 
1 mm, correspondhg to the size of the skin depth. In this situation, the APD fds  
between the value given by Equation 89 considenng the additive effect of the eight 
cracks, and the value resulting fkom the combined effect of the largest crack of each 
group of cracks, as expressed by Equation 90. Using these equations, the measured 
crack lengths, the constant c, detemiined from the SRD test, and assuming that a l l  the 
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cracks initiated at the same tirne, the crack growth rate can be expected to be in the 
range h m  30 to 60 pdcycle. If it is assumed that the sharp change in PD shown in 
Figure 4.25, is the resuit of the propagation of the major crack only (most probable 
case). the crack growth rate in this case is about 100 prdcycle. Considering the 
numerous possibilities. the growth rate cm not be reasonably evaluated in this case. 
For the coated SW specimen, the establishment of the crack growth rate is even 
more difficult îhan ia the prezeding case because of the presence of thirteen cracks dong 
the leading edge that include three major cracks of 1 to 2 mm (Table 4.3). However, 
the initial crack growth rate associated to the fust PD increment after the PD plateau, 
see Figure 4.26, possibly Vary from 0.6 to 2.5 @cycle, using both Equations 89 and W. 
The PD-N plot of Figure 4.26 also indicates a sudden crack growth, after about 740 
cycles. followed by crack mat, as during the SRC test. This very high growth rate is 
estimated to be between 60 and 200 prdcycle, using again the sarne two equations. 
Table 4.4 s u d e s  the initial crack growth rate as measured by the ACPD 
technique for major cracks in ail specimens. These measured rates, (dddN),, conespond 
to the combined 
crack shortenhg 
effm of crack îip advance caused by thermal fatigue, (da /Nd7 and 
as a result of leading edge erosion, (da/dN),, and are given by: 
The crack tip advance rate, (da/dN), can be deduced if the erosion rate is 
detennined and the crack growth rate is measured. The average erosion rate near major 
cracks was estimated to be 0.5 t 0.1 @cycle in the SRA, SRB and SRC specimens, 
and 0.9 I 0.1 Clm/cycle in the SRD specimen. The erosion rate was assumed constant 
h m  the beginning to the end of thermal fatigue tests, as confirmeci by the dey surface 




initial crack gmwth rates associated with thermal fatigue are presented in 
This rate varies h m  1.8 to 2.3 pdcycle in the SRA, SRB, and SRD 
specimens, but it can be as high as 30 to 100 pdcycles in the SRC specimen. Such a 
fast crack propagation was observed after a very slow initial rate varying b r n  1 to 3 
in the coated SRF specimen. Even if crack initiation started eariier in the coated 
specimens, the SRF test seems to demonstrate that rapid crack propagation is not 
enhanced by applying a coating. Nevertheless, much more themal fatigue tests are 
r e q d  to c o n f i  this observation. 
Except for the SRC case, the dispersion of the initial crack growth rates is very 
smali. However, this can be explaineci by the fact that the crack did not initiate at the 
same location dong the Ieading edge fiom one specimen to another because of the 
uneven carbide distribution and their ciifference in shape, for instance. Consequently. 
the cracks were not subjected to the same thermal and stress-strain history. Further work 
is required to improve the ACPD techaique and understanding of the results, especiaily 
for multi-sites cracking. A numerical simulation of the PD signal and the crack growth 
rate. ushg FEM, would contribute to the understanding of this phenornenon. 
42A ResoIution of the Technique 
The spatial resolution, a, of the ACPD technique can be defmed as the length of 
the smdest crack that cm be detected Crack detection occurs with the change of dope 
when the PD deviates fiam the stable PD plateau. The PD scatter during the initial 
plateau limit the spatial resolution. A crack which initiaies near the lowest values of the 
signal is detected only when PD measurement reaches the upper values of the signal. 
In such case, a consemative estimaiion of ai can be calculated with the followhg 
equation: 
where STD, is the standard deviation of the PD signal during the initiai stage from a 
linear evolution, and c, a is constant of proportionality between the PD and the crack 
length as defmed in Equation 89. Using Equation 93 with the values of the constant c, 
determined previously and with STD, obtained from the linear regmsion of the PD-N 
data, the spatial resolution is estimated to be 200 + 10 pm for the SRA test and 
260 I 30 pm for the SRD test. The CGM5 set-up was more sensitive in the last case 
but the resolution was worse because the PD signal scatter was larger for the case of the 
SRD test. 











I COATED SPECIMENS 
is the number of cycles to crack initiation; 
is the apparent crack growth rate denved from the PD measurements 
(in pmlcycle); 
is the erosion rate at the leading edge (in ym/cycle); 
is the crack tip advance rate associated with thermal fatigue 
(in Iim/cycle); 
is the number of cycles to crack arrest; 
is the total number of cycles canied out for each thermal fatigue test; 
is the crack length in microns rneasured (6 pm) at the end of a 
thermal fatigue test 
During thit test, the hold time in the hot gas jet was 2.6 times longer 
than during the other tests. 
1' The initiation and subsequent crack growth were successfully monitored on-line 
during the t h e d  fatigue tests carried out in the burner ng, using the CGMS 
crack growth monitor with potential drop probes attached to the Ieading and 
traiiing edges of the DEW specimens. The ACPD technique allowed M e  to 
crack initiation (Ni) to be determined with an accuracy of + 5 cycles in the best 
cases. Ni presented an average value of 760 t 20 cycles for uncoated specimens 
exposed 2.5 rninutes/cycles to the hot gas Stream. In the case where the hold 
time in the hot gas jet was 6.5 minutes/cycles. Ni was found to be 
600 I 200 cycles. This result could indicate that crack initiation is not 
significantly affected by cyclic oxidation, erosion or creep. Compared to 
uncoated specimens, Me to crack initiation of coated specimens was reduced to 
300 * 100 cycles. 
2' The ACPD technique also allowed to evaluate a mean crack growth rate during 
TF testings. After correction for metal loss due to erosion, initial crack growth 
rate was estimated to be about 2 @cycle in uncoated and coated specimens, 
excepted in one uncoated specimen where the rate ranged from 30 to 
1 0  Crm/cycIe after initiation. 
3' The scatter of the potential drop values measured during thermal fatigue testing 
limits the spatial resolution of crack detection to about 200 Pm. 
5. THERMO-MECHANICAL ANALYSIS AND 
DAMAGE MODELING 
This Section is concemed with the numerical simulation of the thermal fatigue 
in turbine airfoils tested in the bumer rig, which consisü of modeling the fatigue and 
oxidation damage accumulation and the predicting of the life to crack initiation. This 
task required the computation of the temperature and the stress-strain evolution of each 
grid element of the specimen. The thermal and mechanicd analyses are first presented. 
foilowed by the fatigue and oxidation damage accumulation and Iife prediction. 
The objective of the thermal analysis is to determine the temperature distribution 
of the specimen thennally cycled in the burner rig, using measurements and computation 
techniques. Temperatures were measured with thermocouples and optical pyrometry 
whenever possible. Unforhmately, it is not possible to measure the temperature at eveq 
locations on the surface of the specimen nor within the specimen at any time during 
thermal cycling. The unknown temperatures have then to be computed using a finite 
element (FE) code which takes into account the heat fluxes at the surface of the 
specimen and within the specimen. A special attention is brought to the determination 
of the parameters of the heat fluxes equations which are, for someones, very dificuit to 
get [102], especially the convective heat transfer coefficients that had to be determined 
from measurements and h m  complex thermal analysis. The present subsection presents 
the measurernent results and the computated results, and compares the specimen 
temperatures obtained h m  both approaches. 
Two techniques were adopted to determine surface temperatures. Fit, thin-wire 
sheathed themocouples (diameter = 0.5 mm) were used to measure the intemal 
temperatures of a thin waii (thickness = 2 mm) shell-like specimen of the same extemal 
shape and dimensions as those of the DEW specimen. The surface temperatures at the 
leading edge were obtained h m  measurements of temperature gradients within the wall 
thickness of the sheil-like specimen. It was not possible to measure surface temperatuns 
directly by spot-welding thermocouples to the extemal surface of the specimen because 
the surface themocouples would be exposed to the hot-gas stream. Conduction along 
the thermocouple wins and sheath would result in the measurement of higher values. 
ûptical pyrometry was also used to measure surface temperatures at other than 
leading edge locations, and in greater detail than was possible with thin-wire 
thermocouples in the shell-like specimen. Neither Ieading edge nor trailing edge 
temperatures could be measured by optical pyrometry since this required that the 
pyrometer be located in the axis of the hot gas stream. which was obviously not 
possible. 
For tests involving thin-wire thermocouples measurements, the hot gas s&eam 
temperature (WC) was set over the range h m  800°C to 1200°C. whereas for tests 
involving optical pyrometry, the gas temperature was set at 1300°C. The thermocouples 
measurements were not done for a gas temperature set at 13WC because this 
temperature was not considered in the thermal fatigue program at that time. 
5.1.1.1 Thin-wire Thermocou ple Measurements (TIC = 800- 1200°C) 
Details of the instrumentation of a shell-like specimen with thin-wire 
thermocouples are given in Subsection 3.2.1. Eleven thennocouples were spot-welded 
to the bottoms of srnail holes into the walls of the specimen, such that the thermocouple 
beads were located about 0.5 mm from the specimen extemal surface. The locations are 
identified in Figure 3.6 as positions 1 to 1 1, with positions 3, 7 and 10 in the nid- 
section of the specimen corresponding to the axis of the gas strearn* Another two 
thermocouples were spot-welded to the inside surface of the shell-like specimen, as close 
as possible to positions 3 and 7. 
A polished section (see Figure 3.7) through the leading edge thermocouple 
located at position 7 shows that the thennocouple junction is located about 0.5 mm h m  
the leading edge. Once a l l  thermocouples had been spot-welded in place, the cavity 
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wi& the shell specimen was Nled with plaster of Paris to ensure that the 
thexmocouples would not becorne dislodged during testing. 
Wali temperatures of the shell-like specimen are shown in Table 5.1, as a 
function of the gas temperature. The highest temperatures recorded are associated with 
positions 7, 3 and 10, dong the axis of the gas stream, and are shown in Figure 5.1. 
The hottest region of the specimen is located at the leading edge. It takes about 60 
seconds for the slower heating portion of the specimen to reach a constant temperature. 
It should also be noted that the specimen temperatures are from 150 to 250°C below the 
gas temperature depending on location, for a gas temperature of 122S°C, because of 
radiation heat losses from the specimen to its surroundings. 
The surface temperatures were determined from internally welded thermocouple 
measurernents, by calculating the temperature gradients through the thickness of the wail. 
This was done by considering heat conduction through the wail of the specimen and into 
the plaster inside the shell-like specimen. The diagram shown in Figure 5.2 models the 
positions of thermocouples at locations 7 and 13 in the longitudinal plane of the 
specimen. at the leading edge. 
Tabk 5.1 Specimen Temperatures Measured by Thermocouples Th, During Steady-state 
as a Function of Gas Temperature T/C (see Figure 3.6 for location of therrnocouples). 
Because of the symmetric nature of the hot gas Stream at positions 7 and 13 and 
the planar symmetry of the DEW specimen, the heat flux by conduction in and out of 
the plane of the Figure 5.2, as well as in the longitudinal direction parailel to the leading 
edge, may be neglected, relative to that a m s s  the wall of the specimen. For this 
unidirectional heat fiow condition, the heat flux through the rnetal must be the same as 
that through the plaster, and under steady state conditions, is constant. Since the 
ciifference in steady suite temperatures measured at positions 7 and 13 is srnail. the 
thermal conductivity of both the metai and plaster may be assumed to remain constant 
over the range of distances considered in Figure 5.2. It follows that the gradients within 
both the metal and the ceramic can be assumed to be Iinear, as shown in the Figure. 
Assuming fuaher that the readings h m  themocouples at positions 7 and 13 in 
Figure 5.2 (Th, and Th,, in the Figure) give the average metal and average plaster 
temperatures at the centroids of the thermocouple beads respectively. the foliowing 
equation rnay be derived: 
where + and k, are the thermal conductivities of the metai and piaster, respectively, Tm, 
is the metal-plaster interface temperature, & and bx, are dimensions denned in 
Figure 5.2, and G7 is the temperature gradient through the wall of the specimen at 
location 7. 
The gradient, G, is obtained by eliminating Tm, from Equation 94 while the 
surface temperature Ts, is obtained by linear extrapolation from Th,. In order to 
calculate G, and Ts,, the distances 4, dx,and 6, (in Figure 5.2) were measured on the 
polished section through the thermocouple, with a measuring grid superimposeci ont0 the 
micrograph, Figure 3.7. The thermal conductivities for the metal (René 80) and the 
plaster were taken h m  the literature [78, 1031. The results of the calculations, for the 
five gas temperatures investigated, showed the gradient to be very small and negligible 
in a l l  cases, except at the leading edge, where it was about 9°Um. This is not 
surprising due to the high conductivity of the metal and position of the rneasuring 
thermocouples h m  the surface. 
In order to establish the surface temperatures at other locations, the gradient was 
assumed to be the same for aîi the leading and trailing edge thennocouples (ie. equal 
to G,). Along the face of the specimen, at themocouple positions 1, 2, 3, 4, 5 in 
Figure 3.6, the gradient was assumed to be zero. Because of symmetry through the 
plane transverse to the specimen. the inward gradent at these last 5 locations may be 
expected to be much smailer than at the leading edge, and could be neglected. 
Because of the thinner wall section in the flat face of the specimen, the 
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themocouples were much closer together, as compared to the leading edge case. This 
made it difncult to measure the gradient with any degree of precision. as a result, all 
surface temperatures were calculatexi from the expression: 
where represents the readings from the embedded therrnocouples at positions 1 to 
11, 6, is the distance of each of the thermocouple centroids from the surface and: 
Gi = G, for positions 6. 7, 8, 9, 10, 11 
Gi = O for positions 1. 2, 3, 4, 5 
The resulîs are presented in Table 5.2. 
Table 5 3  Computed Surface Temperatures as a Function of Gas Temperanire T/C (see 
Figure 3.6 for location of thermocouples). 
*: G, is the thermal gradient (in "Umm) estimated near the specimen surface at the 
leading edge (location of the thennocouple 7, see Figure 3.6). 
The opticd pyrometer (IRCON Model 7- 13C 1O-û- 1-0-604- 100) was located 
25 cm above the specimen as shown in Figure 3.2. The instrument was focused on the 
flat portions of the specimen. using a long range focushg Iens (Model T3 - 25 to 30 cm 
range) while ensuring that its viewing axis was kept perpendicular to the surfaces on 
which the measurements were made. With the present setup, temperature measurements 
were made over a 2.5 mm diameter circle. Ail measurements were taken at steady state 
conditions, normaily between 120 and 150 seconds into the thermal cycles d e r  which 
the specimen temperahues were constant (as also indicated by the thermocouple 
measurements, see Figure 5.1). 
Optical pyrometry requires that the emissivity setting of the pyrometer be 
adjusted to correspond to that of the material under evaluation. This setting was 
established experimentally by dbra t ion  against the temperature readings of reference 
themocouples at, and immediately below, the surface of a flat calibration specirnen of 
the test material heated isothermally in st i l l  air by induction. After 16 minutes of 
heating, the specimen was hiiiy oxidized and the emissivity was found to remain 
constant. AU optical pyrometry measurements were made in the bumer rig after the test 
specimen had been oxidized for at least 16 minutes and using the emissivity IRCON 
setting of 0.85 obtained by cahbration. This value is consistent with experimental data 
pubiished for this type of material [78]. The optical pyrometry readings were estimated 
to be accurate to withh i5OC, with a relative error from reading to reading of less than 
The distribution of surface temperatures measured by optical pyrometry for a 
solid specimen around its transverse mid-section corresponding to the axis of the hot gas 
Stream at 1323OC is shown in Figure 5.3. 
5.12 Temperature Cornputation 
Specimen temperatures were computed using the ABAQUS FEcode which takes 
into consideration the conductwe heat flux within the specimen. the radiation heat losse 
h m  the specimen to the sunoundings and the convective heat flux h m  the hot and 
cold gas s t n a m  to the specimen. 
5.1.2.1 Conductive Heat Transfer 
The uniaxial conductive heat flux in a solid materid is proportional to the 
thermal gradient, aT/&c, and to the thermal conductivity of the rnatenal, k, as expressed 
by the Fourier's law: 
For steady state conditions, the three dimensions thermal conductivity Equation is given 
as: 
For unsteady state conditions, the temperature of the element changes with the .  In 
terms of its intemal energy, this can be expressed by: 
where p and C, are the density and specific heat of the material, respectively. 
The transient energy equation is therefore: 
This equation describes the thermal heat conduction within the specimen thennally 
cycled in the bmer rig. 
The themial conductivity and the specific heat of René-80 are both functions of 
temperature [78] when k can be represented by : 
expressed in W/mX and T is the matenal temperature in Kelvin, as shown in 
Figure 5.4. 
The specific heaî variation with temperature was found too complex to be fitted 
with a simple equation, and was therefore entered in a tabulated form after digitizing the 
c w e  obtained b m  the literature P8]. 
5.1.2.2 Radiation Heat Tramfer 
When the specimen is heated by the gas Stream, its hot surface irradiates 
electromagnetic energy to the colder elements of its surrounding. Radiation heat flux 
131 
from the surface of the specimen to its environment is given by: 
The emissivity of the oxidized material, E, which represents the fraction of the 
radiation absorbed by the material and emitted to the sumounding (the rest of the 
radiation being reflected by the material surface), was experimentally measured to be 
equal to 0.85, as described in Subsection 5.1.1.2. The radiation shape factors, F,j in 
Equation 101, represent the hction of the energy radiated by the specimen to the 
element j of the surroundings, with j = w for the room walis, j = n for the bumer rig 
nozzle and j = c for the hot core of the combustor. The radiation shape factors were 
established with respect to the theory of radiation [69]. For the surroundhg walls, j = 
W : 
F, = 0.880 at the leading edge 
F, = 1 . 0  elsewhere 
T,,, = 25°C 
For the bumer rig nozzle, j = n: 
F, = 0.072 at the leading edge 
F, = O.OCMI elsewhere 
T, = 529 to 735 depending on gas temperature, as applicable. 
For the hot core of the combustor, j = c: 
F, = 0.048 at the leading edge 
F, = 0.000 elsewhere 
Tc = Tg, the applicable comcted gas temperature (see Table 5.3 in the next 
Subsection). 
The procedm ernployed to find the parameten used in the expression of the 
radiation heat flux are described in more detail in Appendix F. 
5.1.2.3 Convective Heat T d e r  
Convective heat transfer (q,,) is proportional to the temperature difference 
between the gas and the specimen surface (T, - Tb, and to the heat transfer coefficient, 
h, as given by: 
The heat transfer is a complex function of specimen section geornetry, gas velocity and 
gas physical properties. To fully establish ihe convective heat transfer, the temperature 
and velocity of the gas as weU as the heat transfer coefficients must be experimentally 
determined, as explained in the two following subsections. 
S m l m 2 3 m l  Gas Stream Temperature and Velocity 
M e n  the fuel is introduced at the fiont end of the combustor by a pressure 
atomizing fuel nozzle, the combustion gases from the fonvard sections of the combustor 
are cooled by dilution h m  two air jets which are located at the back of the system 
(Figures 3.2 and 3.3). By independently adjusting the primary and secondary air flow 
and the exit nozzle geometry, the velocity and temperature variations of combustion 
gases can be controued independently. The prirnary and secondary mass flow rates of 
air are controlIed by sonic nozzles (vennin tubes) with a neck diameter of 1.27 cm 
(0.5 inch). The flows are thus accurately known and are directiy function of the 
upstream pressure of the nozzie, for a constant air supply temperature (-25°C). By 
selecting the proper liners and changing the mass flows of air and fuel, the gas velocities 
can be varied h m  Mach 0.2 to Mach 0.8 and the gas temperature from 500 to 16000C. 
The mass flow for the cooling air stleam, pardlel to the hot gas stream, is also 
controiled by a by a sonic aozzle with a similar neck diameter (1.283 cm or 0.505 inch). 
The temperature of the gas was measured using a bare junction type5 
thermocouple (TIC) mounted 1 cm downstream of the nozzle. The thennocouple wires 
were looped to minimize conduction-heat losses dong the wires and their sheath. With 
this design, and after corrections for radiation heat losses fiom the thermocouple bead 
to its surromding? the gas temperature was established to be within *lS°C of its mean 
value with a test-to-test reproducibüity of d°C  (refer to Appendix G for detaiis). The 
basic characteristics (average velocity and temperatures) of the hot-gas stream over the 
range of test temperatures used in this project are summarized in Table 5.3. These 
values were calculated with the help of the program TFC-P.BAS which is listed in 
Appendix H. 
Mean gas velocities (U,) were calculated fmm the mass fiow of air supplied to 
the bunier rig (m) and the hot gas density (p), taken to a first approximation to be that 
of air at the same temperature, using the relationship: 
where h is the mass flow given h m  basic fluid mechanics principles for sonic nozzles 
[104] and h m  the pressures P, and P, (in kPa) upstream of the nozzles (refer to 
Section 3), AN is the area of the exhaust nozzle. Tg is the conected control temperature 
(in K), measured at the exhaust nozzie, T, is the temperature (in K) of the compressed 
air supplied tu the rig for combustion (-25°C) rneasured upstream of the sonic nozzles, 
and 137.03 is a constant combining the gas constant of air, fluid mechanics constants 
and unit conversion factors. The error in the deterrnination of U, is estimated to be less 
than 5%. 
The temperature profile within the hot gas Stream was established by 
incrementally positionhg a type-S thennocouple of the same design as was used for 
control of the gas temperature, across a transverse section. The displacement was 
carrîed out in steps of 2.54 mm I 1% (0.1 inch I 1%) using an optical bench equipped 
with a X-Y-Z positioning table. The temperature of the therxnocouple has stabilized 
afier 2 minutes at each position and 500 measurements were registered at a rate of 
10 readingdsecond. The average value of these measurements was corrected for 
radiation heat losses using the program TFC-PROBAS presented in Appendix H. 
The velocity profde within the hot gas was established by assuming chat the Lau 
and Moms Formula [IO51 for the velocity profile within a cold gas jet is applicable to 
the hot gas Stream. This neglects the temperature effects on viscosity which controls the 
width and radial position of the layer where the hot gas mixes with rwm air. However, 
it may be shown that the experimental &ta of Knon and Mossey [106], who measured 
the radial velocity profde of a fke gas jet at high temperatures (up to 1O0O0C) with a 
laser velocimeter, are reasonably weU fitted by Lau and Moms Equation. This equation 
was therefore used in the present study, for lack of a better mode1 11071 and supportirig 
experimental evidence. According to Lau and Morris' Formula [IOSI, the radial 
distribution of velocity in a cold gas jet cm be descnbed as a function of distance from 
the nozzle by the relation: 
where: 
U is the velocity at any point in space; 
U, is the average gas velocity (from Equation 103); 
Mg is the Mach number of the jet velocity; 
er f  (y) = - ët2 dt
J X  
r is the radial position considemi; 
r, is the radial position where the velocity U is equal to 0.5 Uj; 
X is the distance from the nozzle fiange. 
For the expriment carried out with a cold gas at Mach 0.28 and at X = 0.100 m, 
the radius, ro3 nomialized to the intemal radius of the novle exit, r, (r, = 0.0254 m) is 
measured to be r0& = 1.12 and r, = 0.0293 rn, [105]. The velocity profiles were 
computed with the program URADIALBAS using these relations and values of 
parameters (refer to Appendix H). 
The temperature and velocity profiles are shown in Figure 5.5 for a position 
85 mm downstream of the exhaust nozzle corresponding to the Ieading edge of the 
specimen and for a test temperature of 1323°C. The similarity in width and radial 
position of the transition regions be-n the two profiles suggest that assumptions made 
in using Lau and Morris Formula are reasonable. 










Gas temperature measured by the control thennocouple (OC). 
Comted  gas temperature ( O C ) ,  see text for details. 
Mean gas velocity (ds). 
Corresponding Mach number (of U,). 
Mass fiow in the burner (kg/s). 
Gas (air) density at Tg (kg/m3). 
Kinematic viscosity of the gas (air) (m2/s). 
Thermal conductivity of the gas (air) (X 104 W/m*K). 
Prandlt number for air at Tg. 
5.1.2.3.2 Convective Heat Transfer Coefficients 
Local heat transfer coefficients were expenmentally determined dong the 
chordwise section of the specimen (in the axis of the gas sizeam) from gas and surface 
temperature measurements and nom a local energy balance. 
Three heat-tramfer fluxes are considered at the surface of the specimen: 
convection from the hot gas to the specimen, q,,, radiation from the specimen to the 
surromding, and conduction into the specimen, q. In steady state, the energy 
balance for a small volume element at the surface of the specimen of size dx dy dz 
(Figure 5.6) translates into: 
w here : 
temperature of the hot gas stream (K); 
local temperature at the surface of the specimen (K); 
temperature of the element '5'' of the surroundings (K); 
local heat-transfer coefficient (Wlm2 -K) ; 
thermal conductivity of the specimen material (W/m-K); 
emissivity of the specimen material; 
Stefan-Bol- constant (5.6698-8 w/m2K4); 
radiation shape factors; 
and where the partial denvative tenns are used to descnbe conduction heat fluxes in and 
out of the elemental volume, in accordance with the reference coordinate indicated in 
Figure 5.6. With this coordinate system. at any point along the surface of the specimen, 
the x axis is normal to the surface, the y axis follows the periphery of the transverse 
mid-section and the z axis is paraUeI to the leading edge of the specimen. 
The emissivity of the maferid, E. was measured to be 0.85. The radiation shape 
factors, FPj in Equation 108, represent the fraction of the energy radiated by the 
specimen to its surroundings with j = w for the room walls, j = n for the bumer rig 
nozzle and j = c for the hot core of the combustor. The radiation shape factors have the 
same values as those established in Appendix F and listed in Subsection 5.1.2.2 
Equation 108 was used to calculate the convective heat transfer along the 
perimeter of the specimen's mid-section, corresponding to the axis of the hot gas stream. 
Because of the symmetry at the mid-section, the second derivative in the z direction in 
Equation 108 may be neglected. Furthermore, since the temperature varies 
approximately linearly within each of the Bat and wedged portion of the section, 
Figure 5.3, the second derivative in the y direction (Le. in the plane of the surface, 
Figure 5.6) can ais0 be neglected. 
The most important temperature gradient in the mid-section of the specimen, is 
from the leading edge to the traihg edge. At the leading edge, this corresponds to the 
x direction normal to the surface (c.f. Figure 5.6) and therefore the first derivative terni 
in Equation 108 cannot be neglected for this location. However, the second derivative 
in y and z can be negleaed due to the gas symmetry and specimen geometry. Hence, 
for - 
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the leadina edge, in the mid-section of the specimen, Equation 108 reduces to: 
where the temperature gradient aT/ax is given by G, as calculated from Equation 94. 
Elsewhere dong the mrimeter of the rnid-section, the thermal gradient in the x 
direction is small owing to hot gas stream and specimen symmetry. In this case, al l  the 
conduction fluxes can be neglected and Equation 108 reduces to: 
For other than mid-section locations on the specimen, the gradients in the z 
àirecîion are unknown and not negligible a priori. To detennine the heat tramfer 
coefficients at these other locations the concept of geornetnc factor (GF) is fmt 
introduced. The GF is defined as the ratio of the local value, h, to a mean value, b: 
GF = h (x, Y, Z )  
h,(Refz) , Pr) 
where 4, is obtained h m  an empincal formulation proposed by Churchill and 
Bernstein [IO81 for a straight cylinder with a characteristic dimension (diameter, d = 6.4 
mm) equivalent to the maximum thickness of the airfoil. According to Churchill and 
Bernstein, the Nusselt Nurnber Nu, for a cylinder in a high velocity gas stream can be 
expressed as a function of the characteristic dimension, the gas velocity and the physicd 
properties of tht gas by the relation: 
where Re and Pr are the Reynolds and Randt  Numben. This relation is valid for cases 
where ld < Re < 10' and RePr > 0.2. Errors in the Nusselt number, and therefore in 
4, inaoduced by neglecting turbulence intensity within the hot gas Stream cm be shown 
h m  the work of Bayley and Riddy [log] to be negligible in the COR of the Stream. and 
to be less than 10% in the layer where hot gas mixes with r m m  air. This hding is 
consistent with the work of Lowery and Vachon [110] who have measured the effect of 
turbulence intensity on the Nusselt number for cylinden in cross flow. 
The geometrïc factors (GF) from which the h's are obtained from Equation 11 1, 
can be established in the long axis of the mid-section (x' direction. Figures 3.6) fiom 
experimental measurements of surface temperatures. First, the local coefficients are 
obtained fkom Equation 109 for the leading edge and from Equation 110 for other 
locations using the experimental data for the mid-section. The GF's are then calculated 
from Equation 1 1 1 using Reynolds and Prandt Numbea and thermal conductivity data 
for h, taken from the literature 1691. The thermal properties of the gas are evaluated at 
the film temperature, taken as the mean between the local surface temperature and the 
gas temperature. 
The GF chordwise profde is further assumed to be constant in the z direction i.e. 
independent of the Reynolds Number. niis assumption is based on data for non-circular 
cylindrical shapes approximating the DEW specimen' s geometry , which show little 
change in the chordwise distribution of Nusselt Number (Le. in b, c.f. Equation 1 12) for 
the range of Reynolds numbers pertaining to the present experiments (Re = 10 000) [69]. 
The variation of the coefficients estimated dong the z axis using GF values 
obtained nom mid-section temperature measurements, and h, values obtained from 
Equation 1 12 at the corresponding radial velocities and temperatures of the gas are given 
in Figue 5.5. Two programs (HCB-EXP.BAS and HCB-EMPBAS) were developed in 
order to calculate the local h, the mean h, and the GF values, as documented in 
Appendix H. 
Equation 109 was used to calculate the h at the leading edge in the mid-section 
(position 7, Figure 3.6) since al1 the parameters were known for that position, including 
the surface temperature gradient, G, (Equation 94). Calculations were also cmied out 
by neglecting the contribution fiom conduction, Le. by setting G, equal to zero, and/or 
by using a view factor of 1.0 instead of 0.88. The results are shown in Table 5.4. 
Setting G, to zero decreased the h value by as much as 36% at the highest test 
temperature for which the gradient was the highest (c.f. Table 5.2). Changing the view 
factor also introduced a 10% error in the h values. From these observations, it may be 
concluded that a small error in G will cause a large error in h and that correcdy 
choosing the view factor for radiation is also important. Fially, a realistic evaluation 
of h at the leading edge requires that the themal conduction heat flux normal to the 
surface (in the x direction) be taken into consideration. 
Elsewhere dong the chordwise perimeter of the mid-section (positions 3 and 10, 
c.f. Figure 3.6), the h values were detemillied using Equation 110. Table 5.4 
sumrnarises these results for the range of gas temperature evaluated. 
142 
The h values at other airfoil locations (positions 1, 2, 4, 5, 6, 8, 9 and I 1) were 
obtained following the methodology detaüed in the last Subsection and are listed in 
Table 5.4. The GFs were first caiculated for the mid-section at the leading edge 
(LE, position 7), at the flat portion of the section's face (FS, position 3) and at the 
trailing edge (TE, position 10). The GF's are shown in Table 5.5. Then the local 
coefficients were obtained h m  Equation 11 1 using h, values obtained from 
Equation 1 12 at corresponding local temperatures and velocities of the gas and assurning 
that the GF profile is constant dong the z direction. 
Table 5A Experimental Heat-transfer Coefficients for Gas Stream Temperature Vaiying 
from 800 to 1200°C. 
NB.: hi is the local "hW (in w / ~ ~ - K )  at positions "i" (see Figure 3.6). 
h, is computed fiam Eqwtion 109 setting X / d x  = 0, and F, = 0.88; 
h', is computed h m  Equation 109 setting aT/ax = G,, and F, = 0.88; 
hW, is computed h m  Equation 109 setting aT/ax = 0, and F, = 1.0. 
For i = 3 mat Section) and 10 (Trailing Edge), "hW is computed from 
Equation 1 10 and setting F, = 1 .O. 
Elsewhere, h was computed using the appropriate GF's (see Table 5.5), as 
deWed in Subsection 5.1.2.3.2. 
Table 5.5 Geometric Factors (GF) for Gas Stream Temperature 
The GF's a .  1300°C and the correspondhg h's for the mid-section of the 
specirnen are presented in Figure 5.7 as a function of distance from the leading edge 
dong the surface @P), normalized by the half perimeter of the section @PJ. Since no 
optical pyrometry measurements could be made at the tips of the leadhg and aailing 
edges, the profile was extrapo1ated to both locations. Linear extrapolation can be 
justifiai by experimental evidence for cyhdrical shapes [69, 1101 and airfoils 
1109, 11 1-1 131. 
The overall profile is generally consistent with measurements for turbine aiIfoils 
as reported in the literaîure [Ill], including the two discontinuities associated with 
separation of the flow fiom the surface at the transition between the flat and sloped 
portions of the specimen. The profde is also consistent with the oxidation pattern 
observed on the test specimen after one cycle Le. after a 2.5 minutes exposure in the hot 
gas stream, Figure 5.8. The pattern c o n f i  the assumption of constancy in the GF 
value dong the z direction over approximately 2 to 3 cm of the airfoil on both side of 
the mid-section. Beyond these distances. flow separation disappears as the Reynolds 
number (gas velocity) drops. For these locations, the discontinuities in the GF profile 
may be expected to be less sharp than those presumed from Figure 5.7. Nevertheless, 
the overall profile should remain the same. 
The variation in h values dong the leading edge (Figure 5.9) is the result of the 
radial velocity gradient in the gas stream and closely foilows the velocity profile shown 
in Figure 5.5. A profile in h values for the cooling portion of the thermal cycle is also 
presented in Figure 5.9 for completeness. The profile assumes the same GF's, and the 
lower coefficients resuit h m  the lower velocity of the cooling air stream (Mach 0.24 
vs Mach 0.4). 
The local coefficients at 198 positions across the airfoil were calculateci with GF 
values obtained h m  mid-sec tion tempcrature measurements (c. f. Figure 5.7) assuming 
the profile to remain constant dong the z axis. The results are shown in Table 5.6. The 
leading edge values are also plottecl in Figure 5.9. The Figure identifies the x ' z  
coordinates of the 198 positions. 
Table 5.6 Experimental Heat-tramfer Coefficients for Gas Stream at 13WC. 
Where: z is the longitudinal position dong the specimen (see Figure 5.9); 
T,(z) is the corrected temperature of the gas Stream at position z; 
U,(z) is the gas velocity at position 2; 
hJz) is the man h of the specimen at position z (in w/m2K); 
h(x',z) is the local h (in w/m2K) at position (x',z) on the specimen 
(see Figure 5.0); 
GFi is the geomeûic factor at position i dong the x' axis (refer to 
Figure 5.7). 
Compwkon of Results Ob-d fiom Both Techniques of Temperare 
Measwemenfr: 
Table 5.7 shows the h and GF values obtained fkom using the two techniques of 
temperature measurements, for the mid-section of the specimen at a gas temperature of 
1323'C. Since, the= was no thermocouple based data at 1323OC, data for gas 
temperatures in the range fiom 806 to 1225OC were extrapolated. The h and GF values 
m e r  by 20% at the leading edge and are within 1 1 %  at the trailing edge. These 
dinerences are to be expected, since the experimental errors in determining coefficients 
by both techniques are of the order of &O% for the leading edge and 110% elsewhere, 
once aii possible sources of error are taken into consideration. This level of accuracy 
is reasonably good, considering the high temperatures at which the measurements were 
made, and is comparable to the accuracies reported other studies of convective heat flux 
[69, 1121. 
Table 5.7 Cornparison of GF and h Values Obtained by Thennocouple 
and Pyrometry Measurements at Tm = 1323°C. 
NB.: LE: Leading edge at the mid-section of the specimen; 





Trailing edge at the mid-section of the specimen. 
exfrapolaîed to 1323OC hm thermocouple measurements over 806 to 
1225°C range. 
extrapolated to LE and TE from surface profde shown in Figure 5.7. 
5.1.2.4 Compuâation of Transient Temperatures During Cyciing 
The temperature evolution during thermal cycling of the DEW specimen exposed 
to a gas stream at 1323OC was cornputed using the ABAQUS FE-code. The mesh and 
the axes system shown in Figure 5.10. 
For the analysis, the local h, displayed in Table 5.6 (Subsection 5.1.2.3.2) for 198 
positions across the airfoil, were implemented in the FE-code, as well as the corrected 
gas temperature profile deterznined in Subsection 5.1.2.3.1 from measurements across 
the gas stream at the position of the specirnen Ieading edge. The thermo-physical 
properties of the René 80 presented in Figure 5.4 were tabulated. The emissivity of the 
oxidized material and the other radiation parameters considered in this analysis are 
summaiized in Subsection 5.1.2.2. 
The rise and fall in temperatures computed at the leading edge tip of the test 
specimen are shown in Figure 5.1 1 for different positions dong the longitudinal axis z 
(Figure 5.10). At the position of the specimen d k t l y  exposed to the hot gas stream, 
it takes about 9 seconds for the metal to reach 80% of the steady state temperature at 
11640C. It should also be noted that the maximum leading edge tip temperature reached 
during cycling is 160°C below the gas temperature. This difference is principaily due 
to radiation heat Iosses from the specimen to its surroundings which were caref'ully 
considered in the thermal analysis. After the heating cycle, the temperature at the free 
end of the specimen outside of the hot gas stream (z = O mm) rises insiead of falling 
immediately. as at the other locations. This temperature rise is attribut& to the heat 
coming by conduction h m  the hot section of the specimen directly exposed to the hot 
gas jet. 
Figun 5.12 shows the temperature distribution of the leading edge along the 
longitudinal axis after four incremental exposure times dunng the themal cycle. At the 
end of the heating cycle, a flat temperature distribution is observed over 17 mm on both 
sides about the aris of the hot gas stream (z = 45 mm). This profile is a normal 
consequence of the distribution of the convection heat-transfer coefficients and of the 
hot gas temperature, shown in Figures 5.9 and 5.5. respectively. In the determination 
of the convection heat transfer coefficients h m  a heat bahce  on elements dong the 
mid-section of the specimen (z = 45 mm), the conduction heat-transfer along the 
longitudinal axis of the specimen was neglected (refer to Subsection 5.1.2.3.2). 
According to the flat temperature profile in this region of the specimen. this 
simplification in the heat balance was justified. 
At the end of the cooling cycle, the temperature of the leading edge tip at the 
longitudinal position corresponding to the cooling air jet (z = 50 mm) falls to 39°C 
which is almost the starting temperature of the specimen (25OC), whereas the temperature 
at both extremities is still relatively high (267OC at the free end and 336°C at the end in 
the holder). This means that the temperature of the specimen did not reach their steady 
state and a good establishment of a representative thermal history along subsequent 
cycles should require an extended computation. In the present analysis, this aspect was 
neglected in a h t  approximation. 
Figure 5.13 iliustrates the computed isotherms in the DEW specimen in the 
plane y-z, at the end of the heating and cwling thermal cycles. The Figure also shows 
typical spded oxide pattern observed in specimens after 2 5 0  thermal cycles. It is 
interesthg to note that these oxide patterns match the shape and location of the 
isotherms very well for the portion of the specimen directly exposed to the hot and cold 
gar streams. This resdt is representative of the spalling of the oxide scale build up at 
hi@ temperature, due to the thermal conîraction of the metallic substrate during cooling 
which is highest in the centrai region. This result indirectiy validates the thermal 
analysis in ternis of its spatial distribution. 
In Figure 5.14, the cornputexi steady state isotherms are plotted for the mid- 
section of the specimen. This result reinforces the assumptions made in 
Subsection 5.1.2.3.2 regarding the temperature gradients within the specimen. It is 
interesthg to note that the most important gradient is at the Ieading edge (-SoUmm) and 
that the isotherms are approximately perpendicular to the chordwise direction within the 
section. 
The cornputed surface temperature profde dong the chordwise mid-section of the 
DEW specimen at the end of the heating cycle is compared to measured temperatures 
obtained by optical pyrometry in Figure 5.15. While the computed temperature at the 
leading edge only diffen by lS°C f'rom the bear extrapolation of measurements, the 
computed profde appears as a smoath temperature variation due to the high conductivity 
of the material whereas the measured profile shows abrupt variations. The difference 
between the measured and computed temperature profiles is approximately 35°C and the 
discontinuities are atiributed to the abrupt change in the convection heat transfer 
coefficients as a result of separation of the gas flow from the surface at the transition 
between the flat and sloped portion of the DEW specimen, as discussed in 
Subsection 5.1.2.3.2. It cm be concluded from this important difference between the 
two profiles that the optical pymmeter measured the oxide scale surface temperature 
which resuits h m  convection and radiation heat transfer and is not influenced by the 
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metai temperature under the oxide layer due to its lower thermal conductivity. This 
oxide property allowed to evaluaie more accurate heat-transfer coefficients while the 
thermal conduction was neglected in the2 determinations from optical pyrometry 
measurements (Subsection 5.1.2.3.2). The presence of the oxide scale could also explain 
the merence of 35OC between the experimental and numencal temperatures. 
5-13 Conclusions 
This section demonstrates îhat a double-edge wedge specimen simulating airfoil 
geometry exposed to a high-velocity bunier rig simulating the operating environment can 
be used to calculate heat tramfer coefficient profdes across the airfoil akin to values 
obtained by others for acniai airfoils 11 1 1 - 1 131. This indicates that thermal history can 
be properly simulated in the Iaboratory for themal fatigue testing of blade and vane 
materials under redistic conditions. 
The thermal analysis of the DEW specimen is complex and requires that al l  the 
thermal paramet ers be accuratel y know n. The determination of the convec tive heat- 
transfer coefficients fiom thennocouples and optical pyrometry temperature 
measurements along the surface of the DEW specimen was particularly mcult but 
important. Computed and measured temperatures differs by only 15°C at the leading 
edge and 3S°C, in average, elsewhere along the chordwise mid-section. This result is 
very good considering the experimental and numencal difficulties met in this analysis 
and that the thermal parametefi were not adjusted after a first mn. 
The values of the experimental heat transfer coefficients obtained from both 
techniques of temperature measurements were found to be within 20% of each other. 
Optical pyrometry based data including values obtained by extrapolation for the leading 
edge can be therefore used for thermal analysis of the specimen. The thermal analysis 
indicates thaî assumptions made regarding the determination of the heat-transfer 
coefficients h m  heat balance over small elernents of the mid-section of the specimen 
are valid. 
The aim of the mechanical analysis was to compute the stress-strain variation of 
each elernent of the specimen thennally cycled in the burner rig, using a finite 
element (FE) code and taking into consideration the temperature variation within the 
specimen. as detennined in the 1 s t  Subsection. The present Subsection explains the 
computation methodology, presents the results and compares the location of maxima in 
the temperature and stress distributions to that of the cracks in the tested specimens. 
The stress-strain variation of the test specimens was computed using two separate 
analyses: (i) a thermo-elastoplastic anaiysis using the subroutine of the ABAQUS FE- 
code, and (ii) a thermoelasto-viscoplastic analisis using the subroutine of Waker 
implemented in the ABAQUS FEcode. The stress and the strain are expressed by 
tenson, CF and e, of 6 components each. as 0, = O, and eij = ep. The strain tensor, e, 
also c d e d  the total seain  tensor, e". or the net strain tensor, e": is decomposed in an 
elastic, a plastic and a thermal term, e: ep? eh, respectiveIy. To determine the value of 
the 30 components, the foiiowing 30 equations (Equations 113 to 122) mua be solved 
for each element of volume Ax=Ay-Az in the specimen and for each increment of tùne 
during each thermal cycle: 
3 Differential Equations of Eciuilibrium: 
6 Euuations Defining the 6 Comwnents of the Strain Tensor, e: 
6 Enuations Definine the 6 Comwnents of the Thermal Strain Tensor. eb: 
where a is the hear thermal expansion coeff~cient, T, is the initial temperature, 
T is the local temperature at any time during cycling, and 6, is the Kronecker 
delta (6, = 1 when i=j and 6, = O when i#j); 
6 Eauations Definina the 6 Comwnents of the Elastic Strain Tensor, e': 
ge = S: 0 
where S is the cornpliance matrix (6x6); 
6 Equations Defhbg the 6 Comwnents of the Plastic Strain Tensor, eP of the General 
Form: 
where h is the plastic multiplier or proportionality factor between the plastic 
strain and the stress as measured during uniaxial tests, and g is a function of the 
tridimentional stress state. In the models which use a yield cntenon, gij is equal 
to the partial derivative amai, where the function f describes the yield surface 
in the space of stress. 
The mesh and the coordinaîe system employed in the mechanical analyses are the 
same as was used for the thermal analysis (refer to Figure 5.16 and Figure 5.10). The 
mesh definition, the themial variation of the DEW geometry as well as the mechanical 
properties and mode1 constants were defined in input files for both thenno-mechanical 
analyses. Because of the large volume of these files, they are not listed in this thesis 
but they can be provided upon request. 
In this analysis, the ABAQUS FE-code is used to solve the Equations describai 
above assuming that the material behaviour is purely thermo-elastoplastic. Cnep or 
viscous flow, stress relaxation, cyclic hardening or softening and ratchetting plastic strain 
are neglected. It is assuned that the thermal expansion is isotropic, that the elastic 
properties of the material are orthotropic. and thai the plastic flow is described by a 
iinear hardening model. 
The thermal stra in  tensor is expressed by Equation 120 that can be rewritten as: 
The Linear thermal expansion coefficients of Rend 80 were taken fiom [78, 1 141 and are 
tabuiated in Table 5.8. These values were implemented in the FE-code through the 
*EXPANSION option. 
The elastic strain tensor is given by the matrix product of the cornpliance matrix 
S with the stress tensor, G, as expressed in Equation 121. As indicated previously in 
Subsection 3.1.1, the DS René 80 specimens are produced by directional solidification, 
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with the crystallograpfiic orientation <0,0,1> paraUeI to the solidincation direction. The 
material is composeci of independent columnar grains parailel to the longitudinal 
direction of the specimen (axis z or 3). On a rnacroscopic scaie, the mechanical 
properties in the longitudinal direction correspond to those of a monocrystai in the 
<0,0,1> orientation and the properties can be considered isotropic in the transversal plane 
of the specimeos (defmed by the axes x-y or 1-2) and similar to those of a 
polycrystdiine material of the same chemical composition obtained by conventional 
casting (CC). In this case, the eIastic strain cornponents for a transversal isotropic 
matenal is given by: 
w here: 
E, is the Young's modulus in direction "in; 
v, is the Poisson's ratio associated to the contraction in direction "in when 
tension is applied in the direction "jj"; 
Gij is the shea. moduius in the plane defined by directions "i" and "j j". 
The elastic propertïes of the DS René 80 were not found in the literature. 
However, the transverse elastic properties can be assumed to be the same as those of the 
polycrystalline CC René 80 (CCRSO), which are available at many temperatures in 
[78, 1141. The longitudinal elastic properties can be approximated by combining the 
propertïes of CCR80 with the ratio of the longitudinal to transversal properties of 
DS MAR-M 200 (DSMM200) [115], a nickel-based superalloy obtained by directional 
solidification as DSR80. More precisely, the following approximations were used to 
establish the elastic properties of DS Renk 80 which are siimmatized in Table 5.8: 
E , = E , = &  
K, " W l ) D s r ( ~ * a )  Ecarm 
VI3 = V 2 ~  z Vmm 
v 1 2  = ( ~ I & ~ ~ D S M M ~ O O  vamo 
(31, = G,, = (E/Z(l + VI),, 
Gn = Ga = (G&QDSMM~ Gama 
The values of Table 5.8 were implemented in the FE-code through the *ELASTIC 
option. 
Table 5.8 Elastic properties estabhhed for DS René 80. 
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The plastic behaviour of DSR80 was modelled using the "*PLASTIC, 
HARDENING=KINEMATICn option of ABAQUS which is based on a linear kinernatic 
hardening model. This model assumes thai the plasticity is driven by the effective stress 
(given by the total stress minus an interna1 stress) instead of the total stress. The 
hardening observed in stress-stmh curves is not associa~d to the increase of the yield 
surface radius defïned by the fûnction, f, in Equation 122 but rather to the translation 
of the yield surface in the space of the stress which corresponds to the hardening of the 
intemal stress assumed to evolve hearly with the plastic strain. If the yield function, 
f. is described by the von Mises yield cnterion, the component "ij" of the plastic saain 
tensor are given by Equation 122 which becomes: 
w here: 
S is the deviatoric of the total stress; 
X is the deviatoric of the internai stress; 
the plastic multiplier. 
In order to compute the plastic multiplier, the values of the yield stress and the f i t  of 
plasticity (approximated by the maximum stress) obtained from stabilized cyciic stress- 
snain curves at different temperatures had to be implemented in the FE code. through 
the "*PLASTICH option. These values were extracted from cyclic stress-strain curves 
for Cm80 at temperatures ranging from 20" to 1 0 ° C  11141, as illustrated for one 
curve in Figure 5.17. The values are given in Table 5.9. 
Tabie 5.9 Yield stress and maximum stress obtained from cyclic stress-strain curves for 
CCR80 [114]. 
Where: 
eP is the plastic strain; 
CYC is the yield stress; 
E)T is the maximum stress. 
A more sophisticated stress-strain analysis using a visco-plastic model was also 
atîempted. In this analysis, the same them~lastic properties given in Table 5.8 were 
considered. Contrary to the previous analysis, the creep or viscous flow, the stress 
relaxation, the cyclic hardening or softening and the ratchetting plastic saain were 
modelied using a subroutine written in FORTRAN by Waker and implemented in the 
ABAQUS FE-code. The subroutine, origindly written for isotropie materials was 
modifieci to take ioto consideration the elastic orthotropy of DSR80 studied in this thesis. 
A description of the modifications as weil as the listing of the modified subroutine are 
give in Appendix 1. The subroutine employs the exponential formulation of the 
viscoplastic mode1 of Walker. This formulation was chosen because it is better than the 
formulations based on a power law and a hyperbolic sine function to mode1 the stress- 
strain behaviour of materials at hi@ temperature [ 1 161. In this model, the creep strain 
and the plastic strain are represented by the same tensor eP (also cailed inelastic stain 
tensor, t3. The original mode1 of Waker [Il71 has been simpmed in the form of the 
following constitutive Equations by eliminating the terms where the materiai constants 
are practically zero for the particular alloy considered in this thesis [118]. The ternis 
involving rate of temperature change were also neglected as the stress-strain variation 
is computed for small temperature steps. 
flow rule: 
where: 
The fully developed expression of Equation 126 is: 
N.B.: hj is the Kronecker delta which has the following property: 
6, = 1 when i=j and 6, = O when i#j. 
with: 
According to the flow nile (Equation 126) the plastic strain rate is proportionai 
to the effective stress, X, through the plastic rate multiplier, cp. The effective stress 
(Equation 129) is defined to be the difference between the deviatonc stress, S, and the 
deviatoric back stress, a, obtained from the stress, a, and the back stress, R, with 
Equation 130-13 1, respectively. The deviatoric components of the stress tensors are 
used in the flow rule as the hydrostatic components of the stress tensor do not contribute 
to plasticity. Plasticity only processes by shearing and this implies no volume change 
during plastic deformation or plastic incompressibility: & euP = 0. 
The back stress used to define the effective stress, also caiied intemal stress, 
corresponds to the residual elastic stress field which develops during deformation and 
is associated to mechanicd mismatch between randomly onented anisotropic crystallites 
in polycrystalline materials and to dislocation pile-ups in the crystallites, especially near 
obstacles such as precipibtes, carbides and grain boundaries. The evoiution of the back 
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stress (Equation 134) is described by two evolutionary laws (Equation 135-136), one 
associated to a dislocation stmcture stable at low stress level and the other associated 
to a dislocation structure stable at higher stress level. Each evolutionary law is 
composeci of two opposite tenns simulahg the effect of two cornpethg mechanisms as 
proposed by the Baiiey-Orowan theory [119]. The hrst term represents the kinematic 
hardening of the back stress o c c ~ g  during plastic deformaton and the second term 
represents the dynamic recovery (associated to recrystallization and precipitates rafting 
and coarsening) and the thermal recovery (associated to dislocations redistribution and 
canceiling during material anneaiing) of the back stress. The use of the effective stress 
in the flow mie irnpiies that the applied stress has to foiiow the hardening evolution of 
the back stress duRng deformation in order to maintain a constant plastic flow. Note 
also that the back stress hardening is directional (the back stress is a tensor) and is 
proportionai to the plastic strain. This implies that after plastic deformation in one 
direction at a given level of plastic flow, the magnitude of applied stress required to 
produce the same plastic flow in the reverse direction is less important, as the applied 
stress is now "assisted" by the back stress in that direction (phenornenon well known as 
the Bauschinger effect) 1120, 1211. Reverse 80w observed af'ter that the applied stress 
is brought to zero (thus qj = -Qj) is another example of the directional manifestation of 
the back stress. 
The plastic rate multiplier, q, in the flow rule is defined by an expoaential 
expression (Equation 127) of the equivalent effective stress to drag stress ratio, &. 
where the equivalent effective stress is the scalar associated to the effective stress tensor 
as defmed by the von Mises expression, Equation 128. The physical justification for the 
choice of this formulation is that the plastic flow is controlled by the rnobility of 
dislocations, a process activated by energy which is represented by the effective stress, 
in this particular case 11 19, 1211. In this formulation, the plastic flow is inversely 
proportional to the viscous drag stress (K) or the friction stress which represents the 
resistance to dislocation glide, generated by the obstacles such as precipitates, carbides, 
grain boundaries and dislocation frame-work In this model, the drag stress is a scala. 
that means the obstacles are supposed uniformiy distributed and the material viscosity 
to be isotropie. Another assumption made is that the drag stress do not evolve during 
deformation, in other words, the drag stress is a constant (K = KI, see Equation 133). 
In the flow nsle and in the evolutionary laws. defined by Equations 126- 137, p, 
K,, n2, n,, 4.q. n,,, n,, are material constants which Vary with temperature. The values 
employed for the computation of the viscoplastic behaviour of the DSR80 tested in the 
burner ng are those of B 190(kHf (CC) obtained from [Il81 (see Table 5. IO), as the 
constants of DSR80 were not available. B19ûû+Hf, obtained from standard casting and 
heat-treating practices, is a nickel-base superalloy of similar chemical composition to 
that of DSR80 with a volume b c t i o n  of y' precipitates of 60% and a y' size of 0.9 pn, 
whereas DSR80 has a volume fraction of y' of 56% and a y' size of 0.420.2 p (see 
Subsection 4.1.1.1). As the proportions and the sizes of y' in the two ailoys are 
approximately equivalent, it is believed that their viscoplastic properties are similar, as 
the precipitates chamteristics mainly controls the viscoph.stic behaviour of these dloys. 
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Table 5.10 Constants of the exponential fom of the Waiker mode1 for B190QeHf, 
5.23 Results of the Compntation 
Both the thermoelastoplastic and the themc~elasto-viscoplastic analyses, of the 
DEW specimen subjected to the thermal loading in the burner rig, were carried out using 
the ABAQUS FE-code on a Crimson cornputer (Procesor of 100MHz. 112Mb of RAM, 
HD of 3Gb). 
The metallographic analysis of D E '  specimens showed that cracks onIy initiated 
at the leading edge, dong the longitudinal z (or 3) axis (Figure 5.16) and propagated in 
the transverse direction, y (or 2) axis. This observation leads to a consideration of the 
variation and the distribution of the principal stress, q,, and the temperature dong the 
leading edge. The principal stresses in the other directions, a,, and a, are not 
presented in the foilowing analysis, as they represent 5 to 15% of 4, during the thermal 
cycle. 
Figure 5.18 gives the temperature and stress variation during thermal cycling at 
specific positions: a position correspondhg to the axis of the hot gas Stream 
(Z = 46.75 mm), and two positions symmetrically distributed 17 mm on each side of the 
Stream axis (z = 29.75 and 63.75 mm). During the early stage of the heating cycle, the 
stress at these locations quickly goes in compression (peak Hl), rises up and stabilizes 
to a tende value at the end of the heating cycle (plateau H2). During cooling, the stress 
variation is reversed showing a tensile peak (Cl) and a compressive plateau (C2). The 
stress variations in the portion of the leading edge directly exposed to the heating and 
cooling gasses are associateci with the variations of the temperature gradients and 
thermal expansion gradients in the specirnen. Figures 5.19 and 5.20 illustrate the 
temperature, the schematic loads and real von Mises stress distributions in the plane y-z 
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(or plane 2-3) of the ilEW specimen, at different times during thermal cycling. During 
the early stage of heating, Figure 5.19% the leading edge exposed to the hot gas is 
rapidly heated and expands but the bulk of the specimen still relatively cold. This 
restrains the full thermal expansion of the leading edge, subjecting this part of the 
specimen to a compressive stress. While the temperature of the buk of the specirnen 
increases, the compressive stress is reduced in the leading edge. Near the end of the 
heating cycle, Figure 5.19b, the central part of the specimen reaches a high and uniform 
temperature whereas the two ends of the specimen stays relatively cold. The thermal 
expansion of the central part in the transverse direction (y or 2) is constrained by the 
cold ends at the interface between the hot and cold parts. This causes the corners of the 
hot area to be pulled in and their leading and trailing edges to be pushed out in the 
middle. The edges are then in bending which explains why they are subjected to tensile 
stress in the longitudinal direction (axis z or 3) near their surfaces. During cooling, the 
tensile peak (Cl) and the compressive plateau (C2) c m  be explained in an analogous 
marner (see Figures 5.20a and b). 
Figure 5.21 shows the principal stress (q3) and the temperature distributions at 
the end of the heating cycle (corresponding to the situation "b" in Figure 5.19) and few 
seconds after the start of the cooling cycle (corresponding to the situation "a" in 
Figure 5.20). At the end of the heating cycle, the stresses are highest in the portion of 
the leading edge directly exposed to the hot gas stream, with two maxima symrnetncally 
distributed 17 mm about the axis of the hot gas streaxn The principal stress maxima are 
of the order of 130 MPa and 1 IO MPa, respectively, and the metal temperatuv 
corresponding to these locations is about 1090°C. Between these maxima, the principal 
stress Ievel is lower with an average value of 70 MPa and a minimum value of 20 MPa 
at the location comsponding to the axis of the hot gas stream but the temperature 
reaches values up to 11WC in this region. Four seconds after the beginning of the 
cooling, the principal stress is positive over a larger portion of the Ieading edge which 
represents 31 mm about the axis of the gas Stream and reaches a maximum value of 
400 MPa (tension) in the middle of the portion. This maximum is about four times that 
of the values obtained at the end of the heating cycle. However, the temperature 
reached only 7WC which is few hunhds of degrees lower. 
In Figure 5.21, the longitudinal position of the O& spikes and of the cracks 
along the leading edge reportecl in Tables 4.2 and 4.3 of Subsection 4.1 is compared to 
the distribution of the principal stress and temperature profdes. The location of the 
cracks generally corresponds to the location of the two maxima obtained during heating 
aithough some cracks aiso appeared between the maxima. No cracks appeared outside 
the portion of the leading edge in tension during heating even if significant tensile 
stresses occur over a larger portion during coohg. The present results demonstrate that 
the thermal and stress-s& analyses are valid in terms of their spacial distributions and 
that there is a coupling effect between the stress and the temperature on the cracking 
process. This coupling effect will be quantifid at this location of the specimen by using 
the fatigue life prediction models in the Subsection 5.3. 
The coupling effect between the stress and temperature on crack damage is also 
illustrateci for the case of the tip end of the specimens. In Figurc 5.19, it can be seen 
that two high stress regions are generated fiom thermal distortion that prevails at the tip 
end of the specimen. This occurs along the geornetric discontinuities, between the flat 
and the wedged portions of the specimen. Such thermal distortion often results in tip 
cracking of unshrouded DS commercial blades [83]. In the present specimens, no tip 
cracking was observed because the tip temperature was oniy about 32S°C, which is 
considerably below the value experienced by blade tips uader real service conditions in 
engines. 
Figure 5.22 gives the variation of the thermal strain (eam), the elastic strain 
(en?, the plastic strain (e,3, the mechanical strain (E,,~* = e,' + e,? and the total 
or net strain = cZm + e,' + eBP) at the most stressed location dong the leading 
edge (z = 29.75 mm) during heating. The thennal strain is dominant during the heating 
portion of the thermal cycle compared to the mechanical strains. As expected, the 
elastic and plastic seain histories present compressive and tensile peaks which 
correspond to th& of the principal stress a,. The mechanical strain is mostly elastic as 
the plastic stmh is negiigible even during cooling, according to the thermo-elastoplastic 
analysis. In this case, a simple therrno-elastic analysis may give reasonably reaüstic 
strain values but was not used since the stresses can be overestimated. In the next 
subsection, the thermo-elasto-viscopIastic analysis will provide more reaiistic results, 
especiaily for the plastic strain. 
Figures 5.23 to 5.25 show the stress variations as a function of the different types 
of strains e 2 ,  e$, and e3,P, for the same location (z = 29.75 mm). It appears from 
Figure 5.23 that the stress-thermal strain loop is a typical case of Counterclockwise 
Diamund, as found in thermal fatigue cycling of turbine airfoils [25]. In this case, the 
phashg between the mechanical and the thexmal strains is just between the In-Phase and 
Out-of-Phase cases. With temperature, the stress-elastic strain and stress-plastic strain 
lwps shown in Figures 5.24 and 5.25 are the only data required for life prediction h m  
isothermal fatigue-oxidation models. The stresselastic strain loop indicates that the 
mean stress is close to zero and that the stress is in tension when the cornpanent 
temperature reaches its maximum value. The stress-plastic strain curve is quite square 
and does not fonn a loop because the Linear kinematics hardening was used to compute 
the plastic strain variation over one cycle only. The implications of these results on 
thermal fatigue are discussed in the next Subsection 5.3. 
Because of the limited space memory and the speed of the cornputer, the thermo- 
elasto-viscoplastic andysis was not successMly executed for aJl the elements of the 
me&. Therefore, the thermoelasto-viscoplastic analysis was limiteci to the elements 
exposed to the most severe thermo-mechanical conditions dong the leading edge, located 
at located at z = 38.25 mm. The temperature variation and the principal mechanical 
strain (e3,-" = e,,' + eBP = e33m - e,;h), as found from the thenno-elastoplastic 
analysis was used as an input for the them~lasto-viscoplastic analysis, in first 
approximation. The objective of this analysis using the Walker Subroutine is to obtain 
a more accurate estimation of the principal viscoplastic strain (eBP) and of the thermal 
fatigue life h m  models based on plastic defomtion. 
Before carryhg out this analysis, the capability of the Walker mode1 to simulate 
the mechanicd behaviour of René 80 using the parameters of B 1900çHf was first tested. 
In Figure 5.26, the calculated monotonie stress-strain curve at 98CPC and at constant 
saain rate 3.33~10%' (0.2Wmin.) is compared to the experimental data taken from 
Chan et al. [118]. The shape of the curves are in much better agreement chan was 
achieved with the linear kinematic hardening mode1 used in the previous thermo-elasto- 
plastic analysis but the stress levels difTer by 30% over a strain range of 1%. However, 
this is the best that can be done as  the determination of the parameters from the right 
data requires the use of complex iteration schernes. a task which was over the time 
resources of the project 
Figure 5.27 shows the stress-plastic saain hysteresis loops representing the h t  
thermal cycle in the bumer rig resulting from the aoalysis at z = 38.25 mm dong the 
leading edge. it can be noted that the plastic strain ranges fkom -0.016% to 0.49% 
which is 10 times larger than the computed value using the hear kinematic hardening 
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model. The stress range is quite dBerent but the maximum stress at the end of the 
heating portion of the thermal cycle is similar indicating a stress of 110 MPa. 
The stress-strain variation of each element of the DEW specimen was computed 
from the temperature variation, using a thermo-elastoplastic subroutine of the 
ABAQUS FE-code based on a linear kinematic hardening model. The principal stress, 
oB, as well as the temperature, was found to be highest in the portion of the leading 
edge directly exposed to the hot gas s m .  Cracking occurs where both the 
temperatures and stresses are high dong the leading edge during themal cycling. This 
result confirm the validity of the thermal and the stress-strain analysis in terms of their 
spacial distributions and demonstrates that there is a coupling effect of the stress and the 
temperature on the cracking process. 
The variation of the principal stress, at the location exposed to the most severe 
loading conditions dong the leading edge, shows a compressive peak at the beginning 
of the heating cycle and a tensile peak at the beginning of the cooling cycle. The stress 
stabilizes to a moderate tende value during heating. The coupling between the stress 
and the temperature is complex as demonstrateci by the stress-thermal strain loop which 
corresponds to the Counterclockwise Diamond phasing case between the mechanical and 
the thermal strains. 
According to this thermo-elastoplastic analysis, the cornparison between the 
variation of the different natures of the strain (themial, elastic, plastic) shows that the 
thermal strain is dominant and that the mechanicd defornation mostiy occurs in the 
elastic regime. The stress-elastic stra in  loop reveals that the mean stress is close to zero 
and the tensile regime occurs at high temperature during thermal cycling. 
A thermoelast~viscoplastic analysis using the Walker model, modified to take 
into consideration the orthotropy of the elastic properties of the tested DS material was 
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also undertaken to obtain a more accurate estimation of the inelastic strain and of the 
stress rielmation. This andysis was limited to one location at the leading edge which 
was exposed to the most severe thermo-mechanical conditions, and to only 10 thermal 
cycles, because of the lack of computer capacity. The plastic strain range was found to 
be 10 &es larger than the cornputcd value obtained with the thermozlastoplastic model. 
The maximum tende stress developed during heating cycle was 110 MPa. 
5.3 Thermal Fatigue Dpmnge Moàelling 
This Subsection proposes an approach for thermal fatigue life prediction from 
four isothermal fatigue-oxidation models presented in Subsection 2.2.2. The fatigue life 
of the elements dong the leading edge of D E '  specimens tested in the burner rig are 
then evaluaied with this approach and compared to experimentd measurements given in 
Section 4. Life prediction is aiso computed h m  a thermo-mechanicd creep-fatigue- 
oxidation mode1 which is compared to the results obtained from the isothermal fatigue- 
oxidation models. Before embarquhg into life prediction of the DEW specimens, the 
theoretical and experimentai validities of the models are discussed. 
53.1 Theoreticai and Experimentai Vaiidities of the Models 
In order to compare the validities of the different fatigue-oxidation models 
presented in Subsection 2.2.2, their theoretical hypotheses and their application to 
experimental results are discussed in this subsection. A description of the different 
models is summarized in Table 5-11. The fatigue-oxidation mechanism, the 
mathematical expression of the life to failure, N, the variables and the constants 
employed, as well as the type of tests used to determine the constants are given in the 
table for each of the models described. 
The Coffin and Ostergren empirical rnodels are not based on a specific 
mechanism but take into consideration the tirne-dependant oxidation darnage on life to 
failure in temis of the effective cyclic fiequency. v, = l/(At + tJ7 where At is the cyclic 
period and t,, is the hold time during tension and/or during compression (t+, = 4, + M. 
The driving force for crack propagation in Coffîn's models is the elastic or plastic strain 
range whereas in the Ostergren model, it is the hysteretic tensile energy given by the 
product of the maximum stress and the plastic strain range. Both models are relatively 
simple and require the detemination of t h e  constants by multiple regression analysis 
of daia obtained h m  strain-controlled isothermal fatigue tests conducted w ith di fferent 
strain ranges and effective cyciic frequencies. 
The other four models, Antolovich et al., Romanoski et al., Reuchet-Rémy and 
Neu-Sehitoglu are based on postulated or identified mechanisms of environmentally 
assisted oxide spike or crack growth to a critical length which leads to rapid crack 
propagation (controiied b y mechanical loading) and event ual fail ure. The two possible 
mechanisms (named A and B and described in Subsection 2.2.1) are well identified and 
are considercd in the development of the rnodels of Romanoski et al. and Neu-Sehitoglu, 
con- to the modeis of Antolovich et al. and Reuchet-Remy which apply for both 
cases. 
The modeh of Antolovich et al. and Romanoski et al. defme the critical oxide 
spike length, x, or a, in ternis of a fhctwe mechanics failure critenon whereas these 
quantities are determined experimentally in the Reuchet-Rémy and Neu-Sehitoglu 
Models. The general form of the failure cntenon is given by a, . qp = &" where the 
left term of the same formulation as the basic definition of the stress intensity factor and 
the right t e r -  related to the matenal fracture toughness. The reader could be surprised 
to note that a concept issue of the LEFM theory is used at high temperature (up to 
1000°C) where plastic and creep deformations arr obviously not confined only to the 
crack tip. ActuaUy, in the LEFM theory [46], the fracture is assumed to be of bnttlc 
nature with very limited plasticity and the stress distribution around a defect or a crack 
and within the body of a component is detemllned by assuming an elastic stress field. 
Two factors can be used to jus* the validity of the LEFM concept under such 
conditions. Firsh the dominant fracture characteristic at the crack tip is its brittleness 
due to the effe~t of oxygen dissolution into the material at the crack tip. Also, the stress 
distribution under the uniaxial fatigue test conditions is uniform in the specimen under 













* : A and B refer to mechanisms described in Subsection 2.2.1. 
**: For al1 the models, the effective frequency, v, have been used instead of the continuous frequency, v. In the 
Equation of Ostergren, o, have been substituted by O,,. AI1 other symbols keep their usual meaning as described 
in Subsection 2.2.2. 
***: OX, IF, TMF refer to oxidation, isothermal fatigue and thermo-mechanical fatigue tests, respectively. 
The solutions predicted by the LEFM should apply to uniaxiaily loacied 
specimens subjcaed to high temperatures and for inelastic deformations. In more 
complex geomeûies where stress gradients are inevitable. a local stress approach has to 
be used and consists in cornputhg the stress distribution within the specific geometry 
using the elasto-viscoplastic flow equations and using the local stress next to the crack 
in the fkacture criterion. 
Most of the models use the maximum stress (alone or with another factor) as the 
dnving force for crack or oxide spike growth. Even in the elastic stra in  range mode1 of 
Coffin. the maximum stress is considered via the stress range which applies for lives as 
short as hundreds of cycles in nickel-base supemlloys, their transition lives, N,, king 
demonstrated to be lower than one hundred cycles [7]. The use the maximum stress is 
believed to be more justified than the use of Ae, for many reasons. First, the fracture 
enhanced by oxidation is bride and consequently controlled by the tensile stress in 
contrast to a ductile fhcture which is controlied by plastic deformation [46]. This does 
not preclude the role of plastic deformation in the fracture process, which promotes 
oxygen diffusion, as well as fatigue damage by inclcashg the dislocation density and 
its disiribution. Plastic deformation is, in fact, a variable used in some models (as in the 
modified Coffin-Manson Law). The second reason for using the maximum stress instead 
of converting it to the plastic strain range or using the total strain range, is that stress 
relaxation (during hold tirne) and cyclic hardening or softening phenornena occur during 
strain-controlled fatigue. Such evolution of the maximum stress influences the crack 
growth rate and the critical crack length to failure. These effects can not be partially or 
totally represented by the use of Ae, and especially Ae. A third advantage offered by 
the use of the maximum stress is its capacity to rationalise the effect of the elastic 
anisoaopy on the fatigue life of DS matenals, as discussed in Subsection 2.2.1.2. 
On the other hand The models of Reuchet-Rémy and Neu-Sehitogiu use explicit 
hear fatigue-oxidation interaction d e s  and complex equations for predicting the M e  
controued by cyclic oxidation whereas in the other models, the fatigue-oxidation 
interaction is irnplicitiy determined by the experimental determination of the constants. 
The theoretical considerations of the models. empirical or mechanistically based, 
need to be experirnentally verified for each of the rnodels in order to determine fatigue- 
oxidation life with any degree of accuracy. The respective authoa have shown their Life 
predictions to be in reasonably "gwd agreement" with the experimental data. A 
statisticai analysis has been carried out and the standard relative deviation or average 
relative error of predicted vs experimental life is compared. Also, the correlation factor. 
R, between graphical representations of calculateci and experimental data is presented. 
In order to compare the prediction capacities of the models. the same sets of data 
and the same statistical criterion must be used, The data obtained from strain-controlled 
IF tests on CC René 80 conducted at 87 I0C and 982OC with different continuous cyclic 
fkquencies (0.034-56.7 cpm) and hold times in compression and in tension (0-30 min) 
were cokcted nom various studies [5, 6, 141 for comparison. The data cover a wide 
range of testing conditions and explicitly includes the values of the maximum stress, the 
plastic range and the componding life to failure. The data are reproduced in Tables 
J.I to J.6 of Appendix J. The average relative error (RE) of the predicted life is used 
in this comparison: 
where N,, and N,, are respectively predicted and expenmental fatigue life for n 
The values of the constants of each model which minimize the RE are determïned 
by multiple regression using programs written in Basic, presented in Appendix J. A 
specific program is used to enter the values (v. kT, k, Ae,, Ao, G-. N,) of each set of 
data in diffennt Nes, while other programs are used to calculate the values of the 
constants and the corresponding RE, according to two methods. 
Since the models of Reuchet-R6my and Neu-Sehitoglu require the measurement 
of some parameters which are not provided by the studies [5, 6, 141 and since the 
determination of the other parameters by regression is very difficult due to the relative 
complexity of these models, they were not submitted to this analysis. On the other hand, 
Romanoski et al.'s Model does not explicitly express the effect of the effective cycle 
frequency on life. In order to include this model in the analysis, the constant K, which 
is directly related to the grain boundary cohesive strength. cm be replaced with a 
function of v, as: 
where K, is the new constant and Inn is a positive exponent. This relation c m  be 
obtained h m  the substitution of the proportionality R oc veGin (defined in the footnote 
of Subsection 2.2.2.4) in the derivation of the constant. &, of the model of Romanoski 
et al. 
Table 5.12 gives the RE for the four models and six data sets aven by Tables 
in Appendix J. Ostergren's Model giobally has the lowest RE with an average value of 
16% I 6% at 87I0C, closely followed by Coffin's Models. whereas the model of 
Antolovich et al. is associaîed with the highest emr. For some of the models, this RE 
is doubled at 982OC relative to the RE at 871°C and can be as large as 12558 in the 
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case of Antolovich et A ' s  Model. The models of Ostergren and Co& are judged the 
best based on the relative error. 
The capability of the rnodels to predict the effect of hold tirne durhg 
compression was also evaluated The usual definition of the effective frwluency and the 
modifled effective frcquency, as proposai by Coffm and Ostergren. defined by 
Equatiom 5 and 40, were employed to predict the life given by the C l  data set 
Effective frequency considers tende and compressive hold time to be equaIly damaging, 
whereas the modified effective frequency considers the damaging effect of unreversed 
tende creep to be greather than the compressive creep. The RE resulting from both 
frequency definitions are presented in the columns Cl  and Cl' of Table 5.12. The use 
of the modined effective m u e n c y  defmition reduced the error by a factor of two, 
except in the case of the Ostergren mode1 which handles the compressive strain hold 
the effect (RE = 10% in each case) equally well. 
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Table 5.12 Life pndictioa relative error, RE, for different models and data sets 
obtained for IF tests on CC René 80 15, 6, 141. 
RE(%) on N, at û71°C 982°C 
Model 
Coriîiau011~ Cyding Hdd T i  I<E ContCye 
Al C3 C4 A2 Cl Cl' (96) A3 
Coffin (de,,) 193 19.6 32.9 4.0 32.7 17.2 2k10 25.2 
Os tergren 17.1 20.7 28.0 1 1 .O 10.4 10.7 16& 30.5 ------- 
Antolovich et al. 70.6 155.7 823 57.6 105.5 76.1 91+72 1 255.2 
fi Romanoski et al. , 69.6 38.0 14.2 49.1 50.3 14.8 39I21 209.3 
Where: 
RE - is the error of predicted life relatively to experhental Life; 
F& is the average RE for data sets obtained from fatigue tests conducted at 
87 1°C; 
For the Al, C3, C4, A2, Cl and A3 data sets, the life was calculated with the 
usud defuiition of the effective frequency (Equation 5) whereas for Cl', the 
modSed effective fiequency was used (Equation 9). 
The applicability of the modeis in terms of their RE can be evaluated on the 
distribution of the scatter in N, vs N, plots, as illustrated in Figures 5.28-5.36. 
Continuous cycling data set (C4) and hold time in tension and in compression data set 
(Cl) are employed for this evaiuation. In continuous cycling conditions, Figures 5.28- 
5.3 1, the scatter obtained from all the models is small and uniformly distributed except 
for the Antolovich et al. mode1 which gives a large scatter, underestimating the short 
fatigue life and overestimating the long life. 
Under compressive strain hold time conditions shown in Figures 5.32-5.36, 
Coffin models exhibit a constant predicted life when the usual effective frequency 
definition is employed and it overestimated the life when the modifed definition of the 
effective kquency for short lives is used. The models of Ostergren and Romanoski et 
al. give the lowest scatter. Ln particular, the Ostergren mode1 results in the lowest scatter 
for both short and long life and is independent of the effective frequency definition used. 
Antolovich's Model shows the poorest prediction lives. 
From theses observations, it can be concluded that a proper relation between the 
effective fiequency and the life is required and that the effect of hold tirne on the 
maximum stress. O,, also has to be incorporated into the rnodels, as specified by the 
models of Ostergren and Romanoski et al. The use of a modifed effective frequency, 
which postulates a beneficial effect of the hold tirne during compression on life, reduces 
the relative emr, except in the case of Ostergren's Mode1 which predicted a life within 
10% independently of the effective frequency formulation emptoyed. Thus, it cannot be 
clearly concluded that the compressive strain hold thne is beneficial to fatigue-oxidation 
iife for the particular case of CC René 80. 
In addition to the evaluation of predictive capabilities of the models, the stability 
of the constants found for different data sets obtained at the same temperature should 
be considered since this variable was not included in ail models. Table 5.13 presents 
the average value and the relative standard deviation STD (in %) of the various 
constants and exponents found for data sets obtained from IF tests ant 87 1°C on 
CC René 80. The constants varied from I 25% to I 85% whereas the exponents variecl 
h m  I 10% to r 55% (except for k,' of the Coffin Model with a STD of + 155%). 
Considering the strong influence of exponents on the calculated Ise, the models which 
have low variance of their constants and especially very low variance of their exponents 
are the kt. On this basis, the models can be Listed into the following decreasing order 
of performance: C o f i  (AeJ, Ostergren, Antolovich et al.. Romanoski et al. and Coffm 
(AeJ  
The constants and exponents were also detennined from one data set at 982°C 
(A3 from [14]). Theoreticdy. the exponents' value (B', k', B, k, p. n) should not 
change with temperature if the rnechanism(s) of deformation, oxygen diffusion. or 
oxidation do not change significantly. In practice, these exponents can vary just because 
of the experimental scatter, as shown in Table 5.13. The vdues of the constants (A'. 
G, C, K, are related to rnechanisms mentioned above which are t h e d y  activated. 
Their variation should foUow an Arrhenius olpe of expression of the form oE 
where A is a pseudo activation term or a term associated to the activation energy, Q, 
involved in the oxide spike or crack growth. This type of expression has ken  explicitly 
used by the models of Antolovich et al., Reuchet-Rémy. and Neu-Sehitoglu. Table 5.13 
gives the values of A associated with the constant of the various models. However, in 
computational damage modeIling. it may be more accurate to use the proper set of 
constants and coefficients interpolated at the temperature of interest than using an 
Arrhenius expression for the evaluation of the constants at the temperature of interest 
with a specinc value for each exponent 
190 
Table 5.13 Values of the mode1 constants and exponents determined from data sets 
obtained for isothemal fatigue tests canied out at 871°C and at 982°C on CC René 80 
(after Al ,  A2, A3, Cl,  C3 and C4 data sets [S, 6, 141). 
Mode1 1 Constants 1 871°C 1 STD (%) 11 982°C 
Ostergren P 0.922 0.784 
k 0.923 
Antolovich K (MPa) 2036 84.8 




STD is the standard deviation of the values of the constants and exponenü 
deterrnined from different data sets obtained from IF tests at 871°C; 
A is a pseudo thermal activation term as defined in Equation 140; 
and al1 the other symbols of the Equations of Table 5.11 have k e n  defined in 
Subsection 2.2.2. 
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5.3.2 Prediction of Thermal Fatigue Life fkom Burner Rig Conditions 
The fatigue Me models, that were previously presented and evaluated in this 
Subsectioa, are now considered for prediction of the thermal fatigue (TF) life for bumer 
rig (BR) testing conditions. The modeis include the isothermal fatigue-oxidation (IF') 
modeis of Coffi, of Ostergren, of Antolovich et al.. of Romanoski et al., and the 
thermo-mechanid fatigue (ThdF) model of Neu-Sehitoglu. The model of Reuchet and 
Rémy is not considend because the determination of its parameters requires more 
information than provided in the literature. 
In order to predict the fatigue life in the BR, the i s o t h e d  fatigue-oxidation 
damage models must incorporate the temperature cycling effects on the TF behaviour. 
Ody the Neu-Sehitoglu mode1 is applicable in the predicting of the life under TMF and 
TF conditions present in the BR. In theory, only models with constants determined h m  
TMF tests should be applied to t h e d  fatigue cases [26]. 
However, in practice. the method which consists of applying isothermal fatigue- 
oxidation damage models with the constants determineci at the highest temperature in the 
BR (or in aero-engines during service), was shown to reasonably estimate the TMF life. 
For instance, Cook et al. [IO] successfully applied this method dong with Ostergren 
model to predict the fatigue life of CC René 80 tested in-phase. out-of-phase and 
diamond strain-temperature cyclic conditions (between 7600C and 982°C). The success 
of this method seems to be attributed to the fact that damage mostly accumulates at 
maximum temperature, especially when a hold time is imposed at high temperature. In 
the BR case, the penods between low and high temperature are quite fast (< 10 seconds) 
compared to the hold time at high temperature (1 140 seconds) and can be regarded as 
equivalent to a quench. The oxidation damage and the creep deformation occur mostiy 
during the hold period at high temperature and the temperature cycling can be 
considered to cause thermal strains and stresses only. This method certainly simplifies 
the testhg and numerical procedures for obtaining the constants and wiil have to be 
validateci by comparing the predicted iife with the experhental life. 
The overall methodology used to determine the constants for the high temperature 
LCF M e  prediction models of Cofnn, Ostergren, Antolovich et al. and Romanoski et al. 
is presented in the followiag subsection. Subsequently, the fatigue life of the DEW 
specimens tested in the BR is computed. The resuits obtained h m  this simplifieci 
method are compared to those obtained with the more complex model of Neu-Sehitoglu. 
The creep damage Me is dso evaluated with the latter mode1 in order to check if this 
factor can really be neglected. 
5.3.2.1 Methodology for the Determination of the Constants for IF Life Predictioa 
Models 
Subsection 5.3.1.2 showed the method for deterrnining the parameten used for 
the models of Cofnn, of Ostergren, of Antolovich et al. and of Romanoski et al. by 
fitîing the results of isothermal fatigue tests conducted on polycrystdine René 80 at 
high temperature in air [5, 6. 141. 
The variables employed in the four isothermal fatigue models are the temperature, 
the maximum stress, the stress and plastic straïn ranges, the continuous cycling 
frequency and the hold time. These values for every element of the leading edge are 
determineci by the thermal and the mechanicd analysis based on a elasto-plastic model, 
as presented in Subsections 5.1 and 5.2. The elasto-viscoplastic model of Walker was 
only used for one element of the LE. Figure 5.37 shows the variation of the temperature 
and the principal stress (q) during one thermal cycle. The stress as well as the 
temperature change rapidly at the beginning of the heating and the coolhg cycles and 
stabilize during heaîkg and cooling. This complex variation could not be accounted by 
the models. The problems to be solved are the temperature at which the parameters of 
the rnadeIs must be evaluated, the maximum stress or stress range that must be used, and 
the effective cycling fkquency that should be determined. 
As suggested by Cook et ai. [IO], the parameters have to be evaluated at the 
highest temperature encountered during thermal cycling, because damage accumulation 
is more important at high temperature. This method implies that the maximum stress 
is evaluated at the end of the heating cycle, that the effective fkquency is equai to the 
inverse of the total period of the thermal cycle, and that the tensile peak at the beginning 
of the cooling cycle is negligible at lower temperature. A better approach is proposed 
here. Lets consider separately the temperature-stress unsteady states (USH during 
heaîing and USC during cwhg) and the temperatme-stress steady States (SSH during 
heating and SSC during cooling) in the thermal cycle (refer to Figure 5.37) and assume 
linear damage accumulation. The fatigue life or life to failure (Nf) is then given by: 
where N,, and N, are the fatigue life of the unsteady (transient) and steady state 
temperature-stress conlation. In the determination of N, , the maximum stress 
(a-,) corresponds to the value of the tensile peak during cooling. The effective 
frequency (v, ,J is given by the inverse of the sum of the unsteady state periods for 
heating and cooling (Atuw + Afusd and the mode1 parameten are evaluated at the 
temperature (Tus) correspondhg to the tensile peak. In the determination of N, ,, the 
maximum stress (O, 3 corresponds to the value of the tensile plateau during heating, 
the effective fRquency (v, ,) is given by the inverse of the sum of the steady state 
periods (AksH + At& and the parameters of the models are evaluated at the maximum 
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temperahire (T& during cycling. According to Figure 5.37, the values for Atus,, AhSC, 
A t ,  and At, are 15, 25, 135 and 65 seconds, respectively, which sets the value of 
v, at 0.025 Hz (1.5 cpm) and the value of va, at 0.005 Hz (0.3 cpm). A program 
written in Basic to facilitate the computation of the fatigue Iife is given in the 
Appendix K including the values of the parameters and the variables used. 
53.2.2 Life PFediction Results 
53.2.2.1 Predicted Lie h m  Isothermal Fatigue-Oxidation Damage Modeis 
Life to failure (N,) dong the leading edge was estimateci with the four high- 
temperature LCF He prediction models, foilowing the rnethodology explaineci in the 
previous Subsection. Table 5-14 gives the shortest fatigue M e  (Nt ,. -, N, ,,, -, N, a 
obtained for the region exposed to the most severe thenno-mechanical loading conditions 
dong the leading edge which is Iocated at z = 38.25 mm. The Table gives the life 
computed fiom the elasto-plastic analy sis and h m  the elasto-viscoplastic analy sis in 
order to show the innuence of the plastic deformation and stress relaxation which is 
underestimateci in the first analysis. 
The Me for the case of damage accumulation o c c d n g  during the unsteady state 
cycles, Ncus-, are many orden of magnitude larger than for the case of damage 
accumulation occUmng during the steady state cycles, N, ,, ,in, so that the values of 
N,  ,, are equivalent to the life associated with the total damage accumulation during 
cycling. Nc , (obtahed h m  the combination of NI. US, M. and N, ,, ,, using 
Equation 141). This indicates that the damage accumulation occumng during the 
unsteady state temperature-stress cycle has a negligible effect on fatigue life in the 
specimens tested in the burner rig under the conditions experienced during the themial 
fatigue program reporteci in Subsection 3.1.3. 
Only the values of the iife computed with the Coffi  (AeJ and Ostergren models 
were affectcd by the nature of the mechanical anaiysis because they explicitly depend 
on the plastic defonnation. The minimal life computed from the results of the more 
realistic elasto-viscoplastic analysis were found to Vary from 1 to 74 cycles, except with 
for the mode1 of Romanoski et al. which gave a life of 3600. 
The Life was also determined dong the leading edge using the same methodology 
as previously presented. The life was found to be many orders of magnitude higher, 
where the temperatures and the stresses computed from the elasto-plastic analysis were 
considerably lower. Figures 5.38 to 5.41 show the distribution of the probabiiity to get 
a crack during the first N, ,, (approximated by the ratio N, where N, ,, is given 
in Table 5.14) found from each model and compare this probabiIity distribution to the 
cracks distribution observed in all specimens. It can be noted that the cracks arr more 
frequently found in the regions corresponding to the location of the two stress and 
cracking probability maxima. On both sides of the portion of the specimens where these 
maxima are locakd, the probability to get a crack during the fvst N, ,, cycles drops 
sharply and no crack were observed in these portions of the specimens. 
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Table 5.14 Minimal fatigue iife at the leading edge of the DEW specimen as computed 
h m  different faîigue-oxidation models and from the results of two mechanicd analyses. 
1 Coffm (AG) 5 
[ Coffm (Ag$ I llmI 
where: 
N,, is the minimal fatigue life associated with damage accumulation 
occUmng during unsteady state temperature-smss cychg; 
Nc ,, ,is the minimal fatigue life associated with damage accumulation 
occurring during steady state temperature-stress cycling; 
Nf, , is the minimal fatigue life associated with the total damage accumulation 
o c c ~ g  duiing thermal cycling. 
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5332.2 Predicted Llfe h m  a TMF FatigueOxidation-Creep Damage Mode1 
The mode1 of Neu-Sehitoglu was also used to compte the Me for pure fatigue 
(NP), oxidation-fatigue (Nfa), creep-fatigue (Nfcrscp) and overall failure life (N,), using 
the linear damage interaction d e  (Equation 35 of Subsection 2.2.2.6). Values were 
obtained for the location where the fatigue iif'e detennined with the IF models above was 
found to be minimal (see details of this computation in Appendix K). The constants of 
the mode1 were evaluated by Sehitoglu and Boismier [28] h m  TMF tests on 
CC Mar-MZ47, a nickel-base superalloy similar to René 80. It is determined that the 
failure life (N,) is 17 cycles. with N { ~  = 210 cycles, NF = 16 cycles and Nf- = 55000 
cycles. It is clear h m  this resuit that the oxidation-fatigue damage interactions are 
dominant, leading to a very short predicted Me, and that pure fatigue and creep damage 
modes have a negligible effect for the hold time conditions experienced in the BR, as 
assumed in this Subsection. Compared to values in Table 5.14, the life found from the 
Neu-Sehitoglu mode1 is of the same order of magnitude than that obtained from the first 
three high-temperature LCF life prediction models previously used, which suggest that 
the methodology using the later class of rnodels can be valid a priori. 
532.3 Cornparison of Predieted end Experimental Life 
Before cornparhg the predicted life obtained in the last Subsection h m  the 
different rnodels with the experimental lives obtained fiom the thermal fatigue tests in 
the bumer ng, two factors have to be considered: 
1- The iife to faiiure values for IF and TMF tests were obtained with the 
stress drop technique (SD) whereas the life to crack initiahion for TF 
tests in the BR was assessed with the ACPD technique. Both techniques 
do not have the same sensitivity. 
2- The specirnens tested for the determination of the model parameters were 
obtained by conventional casting (CC) of René 80 resulting in a 
polycrystaiiine microstnicture, whereas the specimens tested in the BR of 
the same alloy composition were directiondy solidified @S) resulting in 
columnar grains oriented in the load direction. Under high temperature 
fatigue conditions in air, polycrystailine alloys show a shorter Iife than 
the DS alloys [33,43], because many grain boundaries are perpendicular 
to the load direction for the conventionaiiy cast aUoys. 
In the next Subsections. two correcting factors, defmed as life ratios, are 
proposeci and applied to the predicted life in order to rationalue these Merences and 
which d o w  a valid cornparison between predicted and experimentd life. 
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53.2.3.1 Comparfson of SD and ACPD Techniques 
The fatigue He determined by these two techniques are conceptualIy equivalent 
in that the cumnt flow and the stress flow in a body near its surface are andogous and 
have to bypass the geometrïcal discontinuities (cracks) at the surface. Fit, thc 
sensitivity of each technique and its effect on the fatigue life must be compared. The 
spatial resolution which is deked as the length of the smaiiest detectable crack, must 
be h t  established. The resolution of the ACPD technique, a,,, for the BR testing 
conditions was estimed to be of 200 p. The resolution of the SD technique used in 
the determination of the parameters of IF models (Coffin, Ostergren, Antolovich et al., 
Romanoski et al.), is limited by the testing conditions and specirnen geometry employed, 
giving values of 6, of the order of 1000 p [S, 6, 141. For the determination of the 
parameten of TMF mode1 of Neu-Sehitoglu, %D is of the order of 500 pn [28]. 
From the knowledge of these resolutions, the relation between the Iife obtained 
from both techniques can be estimated from the M e  ratio RA-, generally defined as: 
where Nda) is the fatigue He function of the crack length. The form of the function 
depends of the damage accumulation assumed by each of the models presented. For the 
case of the Coffin and of Ostergren models, the function is not defmed. As for the 
Romanoski et al. model, where the crack growth rate dddN is assumed constant until 
failun, the relation between the fatigue life and the crack length cm be assumed to be 
linear for these models. The ratio RA- is then given by: 
and thus RAmD = 200/1000 = 0.2. In the case of the Antolovich et al. model, the 
crack growth rate is assumed to follow a parabolic oxidaiion kinetics law, which means 
that the crack length varies with the square root of the Me. The ratio RA-, is then 
given by: 
and thus RAmD = (200/1000)~ = 0.04. In the case of the Neu-Sehitiglu model, the 
crack growth rate is assumed to follow a power law (with the power equal to 3/2 for a 
nickel base superalloy [26]), which means that the crack Iength varies with the life to 
the power 2/3. The ratio RA- is then given by: 
and thus RA-, = (200f450)" = 0.54. 
53.2.3.2 Cornparison of CC and DS AUoys 
As in the previous 
the two different casting 
through a life ratio RD- 
problem, the effect of the alioy microstructure obtained fiom 
processes, CC and DS, on fatigue life can be rationahed 
simply expressed by: 
This ratio can be approxirnaîed h m  the IF tests results on René 120. Uustrated in 
Figure 2.2 [33]. The Figure shows that the DS alloy with the columnar grain structure! 
orîented parallel to the load direction has roughly a life 1.7 order of magnitude longer 
than that of the CC alloy with equiaxed grain structure, at 982T and for stresses less 
than 200 MPa. In other words, the ratio = 50. 
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53.233 Correction of M c t e d  Life 
By using the ratios RA,, and the predicted life obtained in 
Subsection 5.3.2.2, cm be correctcd to consider both the Me assessrnent technique and 
the grain structure factors. The predicted life, NLABD,DS), cm be given as: 
which approximates the experimental life of uncoated René 80 @S) tested in the B R  
For the coated substrates, because the coating has an equiaxed structure as for CC ailoys, 
the &,, ratio is not necessary and the corrected predicted iife NLACPD,CC) can be 
represented as: 
The life prediction corrections are compared with experimental values in 
Table 5.15. The Me to crack initiation of a crack of less than 200 p in uncoated DEW 
specimens were determined to be 760 t 20 cycles fiom measurements with the ACPD 
technique (see Subsection 4.2). AU values of the predicted M e  are within an order of 
magniîude of the experimental values. with the best prediction provided by the modei 
of Ostergren. The He of coated DEW specimens was found to be 300 t 100 cycles 
h m  the ACPD measurernents (Subsection 4.2). In this case. the predicted Life is 
generdy lower than the experimental value with up to 2.5 order of magnitude of 
difference. This may be attributed to the fact that the coating has a thickness of less 
than 50 pm at the LE (se -  Subsection 4.1.1.1) which is 4 times smaller than the 
resolution of the ACPD technique. Consequently, it maybe possible that the crack grows 
rapidly in the polycrystalline coating but it has to pass through about 150 pm of the DS 
substrate at a rate 50 tirnes slower (accordhg to b& before the crack is detected with 
the ACPD technique. In such a case, the Life to failure of the coating is not 300 cycles 
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but about 150 times les, that is 2 cycles, a resuit in much better agreement with 
predictiom. 
It is not possible to select one mode1 over another on the basis of the results of 
thermal fatigue tests on both uncoated and coated specimens, because the fatigue life 
ratios RA-, and &,, used for the correction of predicted fatigue life are too 
approximative and because the number of different operating conditions of the testing 
program is limited. Nevertheless in general, the models were able to predict life within 
one order of magnitude. 
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Table 5.15 Corrected life predictions, NXACPDJX), computed fkom different models 
versus experimental life for initiation of a short crack, Ni ,, obtained in the BR. 
II UNCOATED SUBSTRATE 
760 I 20 Ostergren 
1 Antolovich et al. 
1 Romanoski et al. 
I C O A T E D  SUBSTRATE 
G o s k i  et al. 1 720 1 0.4 








Six fatigue-oxidation damage models have been studied and compared in order 
to establish their applicability to the prediction of the fatigue life of turbine airfoiis. The 
result of this evaluation can be summarised as foilowing. 
From theoretical consideratioas, the mechanisticdiy-based models developed by 
Antolovich et al. and Romanoski et al. could be expected to be more accurate method 
of life prediction as compared to the empiiical models of Coffin and of Ostergren. 
However, it was found that the empirïcal models were able to predict the results of 
experimentai IF data obtained on CC Rend 80 tested at 871°C under various cycling 
frequency and hold times within do%,  whereas the models of Antolovich et al. and of 
Romanoski et al. gave predictions with a relative emor (RE) of -8 and 40% 
respectively. At 982OC. their predictions were even worse with values of RE of e10% 
and higher compared to &25 to 50% for the empincal models. While the correlation 
between the maximum stress and the oxide spike length at initiation is experimentally 
conect, the lack of accuracy of the Antolovich et al. model cm be attributed to the 
clifference in the oxide spike growth kinetics for constant load (or stress-free) and cyclic 
loading conditions. The resultant model assumes that the fatigue life is directly 
proportional to the frequency whereas, for the empirical models, the life is proportional 
to the fkquency r a i d  to the power of an exponent which can be different of 1. 
Therefore. the success of the empincal models could be attributed to their mathematical 
flexibility . 
In general, the Ostergren model gives the best predictions with an average RE 
of 116% at 871°C and can accommodate the effect of strain hold time with RE = 11 1%. 
In addition to c o d y  relating the fatigue life to the fkquency, the justification of this 
model stems fiom the use of the maximum stress. III the case of bnttle fracture during 
fatigue-oxidation at high temperature, the driving force for crack initiation and growth 
is the maximum stress. Under strain controiled conditions, the effect of cyclic hardening 
or softening and the effect of stress relaxation during the strain hold period are weii 
represented by the maximum stress. The use of this variable can very well account for 
the effect of elastic anisotropy of DS or SC materials on fatigue life. Even if the 
Antolovich et al. and of Romanoski et. models use this variable, the improper fkequency 
exponent in the first model and the specific postulated relation between the life and the 
stress, perhaps explain their poorer Me prediction capabilities. 
The Reuchet-Remy model, which consider the role of carbides in the fatigue 
oxidation damage evolution under IF conditions, and the Neu-Sehitoglu model, which 
can apply to TMF conditions as found in actual turbine airfoils in aeroengines, were not 
included in the present evaluation because the metallurgical information required for 
analysis was not available and because the parameters of these mathematicaily complex 
models could not easily be computed from the expeRmentai data. 
Only the model of Neu-Sehitoglu uith parameters determined from TMF tests 
on bare or coated DS René 80 is entirely adequate for accurately predicting life of the 
specimens tested in the b m e r  ng. In spite of this, the LCF fatigue-oxidation models 
were used to establish the experimental results obtained in the bumer ng. The 
parameters of these models were determined from IF tests on polycrystailine René 80 
obtained by conventional casting (CC), with the life determined from a stress drop 
technique. In order to take into account the variation of the temperature and the 
principal stress during cycling, the fatigue life of the steady state temperature-stress 
region was computed independantly h m  the value of the unsteady state temperature- 
stress region. The total life was obtained nom these two values assuming linear darnage 
accumulation. It was found that the total life is qua1 or very close to the value of the 
steady state region. The minimum life was found to range h m  1 to 74 cycles except 
for the case of the model of Romanoski et ai. which gave 3600 cycles. 
The Neu-Sehitoglu model was ako used to determine the pure fatigue Me, the 
oxidation-fatigue life, the creepfatigue life and the total failure Iife at the location along 
the leadhg edge where maximum damage occurs. The oxidation-fatigue life was 
determined to be the shortest with 17 cycles compared to 210 for the pure fatigue Me 
and 55000 cycles for the creepfatigue life. As assumed in this Subsection, the effect 
of oxidation or environment is clearly dominant and the creep effect is negligible for the 
p e n d  of the holding time at high temperature experienced in the bumer ng. The order 
of magnitude of the total iife is comparable to that obtained with the IF rnodels, which 
suggests that the methodo1ogy used for life prediction with IF models is valid. 
These results are one to two orders of magnitude lower than the values measured 
with the ACPD technique d u ~ g  BR thermal fatigue tests of DS René 80, with columnar 
grains oriented in the direction of the principal stress. This difference between predicted 
and experimental life was expected since the parameters of the models were established 
from fatigue tests on a CC Ni-base superalloy instead of a DS superalloy. 
Polyciystahe CC materiais are known to result in a shorter life than the DS materids, 
under similar thermal fatigue conditions. The difference in sensitivity between the stress 
drop (SD) and the ACPD techniques can also explain these results. Life ratios were 
determined in order to include the effect of these two factors in life prediction. With 
these comtions, the predicted life was found to be in better agreement with the 
experimental results, the difference king less than one order of magnitude. 
Nevertheless, it was not possible to detemiine which of models or approaches were the 
best The cotrected predictions are still too approximate due to the lack of consistant 
IF and TMF data on René 80 @S) and due to the lack of variable experimental 
conditions with the BR. 
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The life along the leadhg edge of DEW specimens was also computed with the 
IF fatigue-oxidation models. The profile of the probability to crack initiation, obtained 
h m  the inverse of the Iife distribution, corresponds well to the cracks and oxide spikes 
distributions observed in a l l  the DEW specimens. Cracks are more frequently found 
where the stress and the probability are maximal. Even though the adopted methodology 
for Me prediction is approximate, the present resdts demonsaare that the thermal and 
stress-strain analyses are valid in terms of their spatial distributions along the leading 
edge. 
This subsection develops a mode1 or algorithm for the computation of the 
equivalent thickness of the base metal consumed according to the equations and the 
parametes which best descnk the principal mechanisms of degradation during oxidation 
under burner rig and real engine conditions. The validity of the mode1 is then verified 
by comparing the computed and the experimental thickness of metal losses dong the 
leading edge of the specimens tested in the burner ng. 
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4 Algorithm for Modemg AUoy Depletion Profile and AUoy Sudace Recessfon 
Based on theoretical considerations presented in Subsection 2.3, an algorithm and 
four programs have been developed for modelling changes in the alloy depletion profile 
and alloy surface recession, during cyclic oxidation. The algorithm is presented 
schematically in Figure 5.42 and the programs are listed in Appendk L. The first two 
programs, calleci DEPLETiO-BAS and DEP-COATBAS, only compute alloy depletion 
profiles, respectively in uncoated and coated substrates, whereas the last two programs, 
called YA-RECBAS and YAR-COAT.BAS, compute the depletion profiles and the alloy 
s-e recession for uncoated and coated substrates, respectively. In the algorithm and 
in the programs, the nickel-base superdoy DSR8O is considered as a binary alloy A-B 
where A represents the noble elements (principally nickel) and B represents the active 
elements (p~cipal ly  the chromium and the aluminium). The Codep B-1 coating is 
assumed to be an aluminium-rich Ni-Ai d o y  represented by C or CO. In the following 
description of the algorithm, the name of the principal variables are given in brackets. 
The other variables and constants are defined in Appendix L. 
The algorithm starts with the input of the values of variables describing the initial 
conditions, with the initiakation of the constants and the parameters of the equatioas 
describing the kinetics of oxidation and the oxide scale spalling conditions. The 
variables are the position number dong the leading edge (ZNO), the substrate 
temperatures after heating and cooling (TC1 and TC2), the substrate net or total sûain 
after heating and cooling (ENETMI and ENETM2), the total number of thermal cycles 
(NTOT). the length of the heating p e n d  (PERIOD), the comction factor of the 
paraboIic rate constant (CFKP), and the thickness of the coating (YCO) when applicable. 
The correction factor is employed in the programs for converting the parabolic oxidation 
rate c o n s t . ,  $', computed for the case of the maximum temperature, T, reached 
during the heating periods of the thermal cycles, to their equivalent expressions (kp", as 
given by Equation 78) in order to take into consideration the temperature variation 
during heating. The correction factor is defined by: 
and the correction is simply achieved by multiplying the constants determineci at T,
with this CF,. factor. 
In a second stage, the aUoy depletion profde (NB) and the alioy surface recession 
(YA) are computed for each therrnai cycle (CYCLE), for two possible cases: 
Case 1: 
An extemal protective oxide sale of BO gows at the surface of the d o y  
according to parabolic oxidation kinetics (Equation 46, Subsection 2.3.2) where 
the equivdent oxidation rate constant for BO is applied. If the =aie thickness 
@O) reaches the critical value for spallllig (XCBO), defined as a function of 
the mechanical properties and straining range of BO with Equations 85 and 89 
(Subsection 2.3.6), the time of growth (TIMEl3O) is reset to O. TIMEAO is aiso 
reset to O because the BO oxide usually f o m  between the A 0  oxide scale and 
the substrate so that the spalhg of this sublayer also causes the spalling of the 
A 0  scale. The alloy near the interface is depleted in B due to the BO sale  
growth. The resulting d o y  depletion profile (NBO) is computed by solving 
Fick's second law (Equation 59) using the finite ciifference method presented in 
Subsection 2.3.4. The oxidation of B is considered extemal and protective until 
the aUoy interface content in B (NBP(0)) reaches O. 
Case 2: 
In this case, where the dloy interface is completely depleted (NB' = O; 
NBP(0) = O), the oxide A 0  is stable since NBT is infenor to the molar fiaction 
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of equ2i"briurn between the oxide A 0  and BO (NBeq given by Equation 75). The 
oxidation of B is intemal and an extemal scde of A 0  grows according to the 
parabolic oxidation kinetics (Equation 46) of AO. If the scale thickness (XAO) 
reaches the criticd value for spalling (XCAO) determineci fkom the mechanical 
properties and saaining range of A 0  with Equations 85 and 86, the time of 
growth of this oxide (TIMEAO) is reset to O. The oxidation and the 
consumption of the depleted zone, composed of mostly A. leads to the aiioy 
surface recession over a distance. y, (or YA), expressed by Equation 55. As the 
alloy is cons& the depletion profile is translated of a quantity y,, assuming 
that the oxidation kinetics of the depleted zone is faster than the counter- 
diffusion of B. The recession stops ody when the aüoy interface content in B 
reaches the transition value fkom intemal to extemal oxidation of B, NBu 
(NBTR), which was determined to be 0.12 in Subsection 2.3.5. 
At the end of each cycle, the variation of ailoy depletion profüe and alloy surface 
recession are entered in sepmted Nes and are displayed on the screen. 
5-42 Prediction of the Anoy Depletion profïIes and Alloy Surface R e d o n  Under 
Burner Rig Conditions 
The programs DEPLETIO.BAS, DEP-COATBAS, YA-RECBAS and YAR- 
COAT-BAS were used for computing the alloy depletion profilcs and the alloy surf' 
recession dong the leading edge tip of the DEW specimens exposed to at least 2 5 0  
thennd cycles in the burner rig. The values of the variables describing the operating 
conditions were entered for each nodal position dong the leading edge, 4.25 mm apart. 
They are: the position number dong the leading edge, the substrate temperatures reached 
after heating and cooling, the substrate net saain  reached after heating and cooling, the 
total number of thermal cycles, the heating period, the correction factor of the parabolic 
rate constanf and the thickness of the coating. These values are generated by the 
thermal and stress-strain analyses presented in Subsections 5.1 and 5.2. The unit system 
L-t-T-E (Length-time-Temperature-Energy) employed is based on pm-s-K-J. 
The nominal alloy content, NB0, and the content definng the transition from 
intenial to extemal oxidation, NBV (where NB = N, + N,), are respectively set to 0.22 
and 0.12, for DSR80. The content of B in the coating is set to 0.6. The values of the 
parameters of the kinetic quaiions and the oxide scale failure criteria are determined 
fmm the data given in Table 2.2 to 2.5. In the case of extemal oxidation of Cr and Ai, 
where the alioy interface content in Cr and Al is superior to O (N,' > O), the oxidation 
kinetics parameters of DSR80 and the mechanical propexties of Cr#, were taken for 
uncoated substrates whereas, for coated substrates, the oxidation kinetics parameters of 
*ch Ni-Al alioys and the mechanical properties of 40, are used up to the time 
when the coating is completely consumed. In the case of intemal oxidation of Cr and 
Al, where the alloy near the surface is completely depleted of Cr and Al (N,' = O), the 
oxi&tion kinetics parameters of Ni-Cr alloys with traces of Cr and the mechanical 
properties of Ni0 are considered for the case of uncoated and coated substrates. In aU 
cases, the parameters 
René 80 are assumed 
similar composition. 
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of the Arrhenius expression for the diffusion of Cr and Al in 
to be the same as the diffusion of Cr in a Ni-Cr-Ti alloy of a 
These parameters are aiso assumed to be independent of the 
changes in the alloy composition occurring during the diffusion pmess. 
The average value of the correction f m o r  of the parabolic oxidation rate 
constant, at the leading edge portion directiy exposed to the hot gas stremn, is 
detennined to be 0.75 h m  Equations 78 and 149 for thermal cycles with short heating 
periods of 150 s, and 0.91 for thermal cycles with long heating periods of 390 S. 
5.4.2.1 AUoy Depletion Profiles 
The depletion profiles in Ni-Cr alloys, with nominal Cr contents (No0) varying 
h m  5 to 20 at%, were computed at 1150 O C ,  with the program DEPLETIO-BAS, in 
order to test the h i t e  merence equations used in the algorithm. As the temperature 
is constant, oxide sale spalling does not occur and the mechanical strain of the scale 
is set to a very s d  value. Figure 5.43 shows the decrease of Cr content at the ailoy 
interface for the various alloy compositions. For alloys with a Cr content higher or 
equal to 12 at%, the Cr content at the interface drops until it reaches a quasi-steady 
value. This quasi-steady state is obtained when the flux of Cr required at the ailoy-oxide 
interface to form the oxide scale becomes smaü since the scale growth rate Vary 
asymptotically with the oxide scale thickness and thus stabilizes (the rate is invenely 
proportional to the oxide scale thickness, as described in the parabolic oxidation law. 
Equation 45). For alloys with a Cr content lower than 12 at%, the Cr content at the 
interface drops to O before it reaches a quasi-steady value. It is interesting to note that 
the value of 12 at% Cr corresponds to the experimental values of the transition 
composition between extemal to intemal oxidation of Cr for these alloys (see 
Subsection 2.3.2). This result supports the transition criteria based on thennodynamic 
and kinetics arguments, as defined in Subsection 2.3.5. 
The depletion profiles at the leading edge of uncoated and coated DEW 
specimem exposed to cyclic conditions in the bumer rig were also computed using the 
programs DEPLETI0.BAS and DEP-COATBAS. 
Figures 5.44-5.46 show the computed Cr depletion profdes at different times for 
the Ni-22at96Cr alloy, the uncoated and coated DSR80 substrates at the location of 
highest temperature dong the leading edge (z = 46.75 mm). Aner 4.04 cycles 
(Figure 5.44). the Ni-Cr alloy surface was completely depleted and the depletion zone 
reaches 80 p whereas for the uncoated DSR80 alloy, it takes only 1.7 cycles 
(Figure 5.45) for complete depletion of its surface and the depleted zone is only 10 pm 
thiclc. For the coated DSR80 substrates, the complete surface depletion was observed 
after 25 cycles 5.46) and the depletion zone was only 20 pn thick. Since the 
diffusion coefficient of B in the doys is assumed the same in these computations, the 
different results cm only be attnbuted to the Merence in the parabolic oxidation rate 
constants, kp'. The aUoy DSR80, which has the largest number of components with a 
susceptible doping effect on oxidation kinetics, has the highest constant, 1$' compared 
to the Ni-Cr d o y  and the coating is constituted principally of Al and Ni. The growth 
rate of the oxide scale on this alloy is the highest causing the most rapid depletion in 
B. The high aluminium content in the coating forms a very compact and protective 
layer of alumina that grows very slowly. Thus the depletion of B in the coating is very 
slow, as confirmed by the results of the computations. Figure 5.46 shows that the 
depletion of B in the coating also occurs at the coating-subsnate interface, due to the 
dinusion of B into the substrate. Oxidation, thermal fatigue and the interdifision of 
species between the coating and the substrate represent the three principal degradation 
mechanisms for duDainide coatings. AU of these factors are considered in the algorithm 
developed for computing alloy depletion profiles and alloy surface recession. 
Figures 5.47-5.49 iilustraîe the variation of the oxidized solute content 
(NB = N, + Nd at different depths from the surface of the Ni-Cr, the uncoated and 
coated DSRIO ailoys, subjected to conditions corresponding to that of three locations 
along the leading edge. The composition at the alloy-oxide interfve (NB') shows 
discontinuities at the end of some cycles. These abrupt depletions correspond to the 
spalling of oxide sale which causes an immediaîe increase of the flux of the the solute 
at the interface, associated to the p w t h  of the new oxide scale. At the position 
exposed to the most severe temperatures and deformations (z = 38.25 and 46.75 mm), 
the oxide scaie rupture occures at every cycles for the uncoated and coated DSR80 
deys and after every two cycles for the Ni-Cr alloy where the oxide scale thickness 
reaches the cntical spalling value more slowly. At position z = 25.50 mm which is 
exposed to less severe conditions, sale spalling takes place only after every 8 cycles. 
The repeated sale spalling causes the rapid dloy depletion of the solute which 
results in interna1 oxidation of the alloys and in surface recession. The effect of the 
consumption of the depleted zone on the solute content profdes was simply modelied 
by translating the depletion profde for a distance corresponding to the surface recession. 
Figures 5.50 and 5.51 illustrates the variation of the solute content at the surface of Ni- 
22at%Cr and DSR80 ailoys respectively. kiitially, the surface is completely depleted 
in B. Then, the solute content increases as the depleted zone is consumed untii it 
reaches the transition value NBD which defines the retuni to extemal oxidation of the 
solute and the amst of surface recession. The depletion starts again. Some results of 
the computation of the alloy surface recession rate are presented in the next Subsection. 
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5.4.2.2 Alloy Surface Reeossion 
The surface recession of the leading edge of uncoated and coated DEW 
specimens during themai cycling in the burner rig was computed using the YA- 
RECBAS and YAR-COATBAS pro-. Figure 5.52 shows the variation of the 
surface recession at the position exposed to the most severe conditions (z = 46.75 mm) 
and at a position exposed to moderately severe conditions (2 = 25.50 mm). In the case 
of the uncoated substrates, the progression of the surface consumption is linear f?om the 
beginning to the end of testing. At z = 46.75 mm where the maximum temperature of 
1164°C is obtained, the coated substrates show a lower recession rate untü the coating 
is completely consumed (over a depth comsponding to the coating tàickness of 50 p), 
d'ter which the recession rate corresponds to that of the bare substrate. The total 
recession after 2500 thermal cycles is 1665 p at this location for the bare substrate, 
versus 1585 pm for the coated case. The presence of the coating results in a difference 
of less than twice its original thickness. At z = 25.50 mm where the temperature 
reaches 936°C- the total sudace recession after 2500 thermal cycles is very low: 56.3 pn 
for the uncoated substrates, and 0.0 pm for the coated substrates. These results indicate 
that the d o y  DSR80 is quite resistant to oxidation under 1000°C and that the Codep B-1 
provides complete protection below this temperature. This is in g o d  agreement with 
the recommended standard engine practices for these alloys. 
Figure 5.53 gives the computed surface recession profiles of the leading edge of 
uncoated DEW specimens after short (150 s) and long (390 s) periods of exposure to the 
hot gas Stream in the burner ng. In both cases, the alloy coasumption is negligible for 
positions below z = 25 mm and above z = 70 mm. The zone between these two limits, 
directly exposed to the hot gas Stream, is severeiy attacked leading to material losses of 
1330 pm for short periods and of 2430 pm for long periods, after 2000 t h e d  cycles. 
The effect of the period of exposure to the hot gases is quite significant as 
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experimentally observed in Subsection 4.1.3. In Figure 5.54, the measured surface 
recession profdes of the SRC specimen (exposed to 3000 short t h e d  cycles) and SRD 
(exposed to 2140 long thennal cycles) obtained in Subsection 4.1.3 are compared to 
computed profiles. While the magnitude and the position of the maxima correspond 
very weli, the shape of the meastueci and the computed profiles m e r  somewhat. At 
z = 46.75 mm, the prediction underestimates the real values obtained for the SRC 
specimen whereas in the regions symmetrically distributeci about this position, the profile 
is overestimiited for both SRC and SRD specimens. The overestimation c m  be 
attributed to the cracking of the substrate. more m u e n t  in these regions, which reduces 
the compressive stresses in the oxide scale and which is not considered in the algorithm 
for computations of the surface recession. 
Table 5.16 compares the measured maximal surface recession at the leading edge 
of the specimens which were tested over a number of thermal cycles and for heating 
periods to the predicted values. A non negligible lateral sweiüng of the SRN specirnen 
in the portion directly exposed to the hot gas stream was observed after 200 thermal 
cycles. This permanent swelling of the leading edge is due to the plastic deformation 
that occurs during the first hundred cycles and was measured to have a maximum value 
of 95 pm relative to the original leading edge geometry. As the surface recession was 
measured relative to the portions of the specimens not exposed to the hot gas stream, the 
s w e h g  quantity was added to the measured recession values before cornparison with 
the computed values. The relative emr of the predictions ranges nom 3 to 8% for the 
different total numbers of cycles which Vary from 8 0  to 3000 cycles. This result 
certainly validates the algorithm developed in this Subsection as well as the Equations 
and parameters used for describing the kinetics and oxide spalling processes. 
Despite the numerous simplifications assumed and the lack of more accurate 
values for the parameters of the equations describing the kinetics and failure, the 
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predicted profles are in good agreement with experimental profdes, within less than 
10% at the locations exposed to the most severe conditions. 
Table 5.16 Measured Maximal Surface Recession dong the h d i n g  Edge of DEW 
Specimens after Testing in the Bumer Rig Compared to Predicted Values. 
where: 
N, is the total number of thermal cycles; 
& is the heating period, 
Y ~ . a p  is the maximum surface recession. y,, measured dong the leading edge 
of DEW specimens after testing; 
y,, is the measund value of y,, correcteci to take into consideration the 
pexmanent swelling of the specimen width during themial cycling; 
y,, is the calculated or predicted value of y,; 
RE is the relative enor or deviation of y,, fiom y,, 



























5 A3 Conclusions 
An algorithm was developed for modeling Ni-base superalloy surface recession 
at the leading edge of a nickel-base airfoi1 during cyclic oxidation in a bumer rig. The 
algorithm takes into consideration the succession of complex mechanisms, identifiecl as 
the growth of the interna1 protective oxide scale, the ailoy depletion of the most active 
elements, the transition fmm extemal to internai oxidation, the consumption of the 
completely depleted zone, and the transition from intemal to extemal oxidation. The 
effect of repeated spalling of the oxide scales associated with the cooling of the airfoils 
is considered in terms of depletion kinetics and recession. 
Many simplifications were made to foimulate the equations, including the 
parameters and the algorithm which describe the mechanisms involved durhg cyclic 
oxidation. First of ail, the DSR80 ailoy was considered to be a Ni-Cr-Ai system. In 
paaicular, the substrate was assumed to be a Ni-22at%Cr alloy fonning a Cr203 
protective oxide scale at its surface. The coded B- 1 coating was seen as a Ni-6ûat%Ai 
alloy (covered with an 40, protective oxide scde) and the depleted zone was 
considered to be a Ni nch alloy with traces of Cr, which is consumed to foxm a Ni0 
oxide layer. The oxi& scale growth rates foilow a parabolic law with the parameten 
established from experimentai studies on DSRIO, Ni-Cr and Ni-& alioys. The depletion 
profde resdting from the diffusion of the active elements from the alloy to the growing 
oxide scale was computed using a finite ciifference method. The coefficient of diffusion 
of Cr determineci from a study on superalloys similar to DSR80 was taken for all cases 
of alloy diffusion. The transition h m  extemal to intemal oxidation was assumed to 
take place when the alloy suiface is completely depleted in Cr or Al. The depleted zone 
is then consumed util the Cr or Ai content at the surface reaches the composition of 
transition f k n  internal to extemal oxidation. This value is set to 0.12 according to 
studies on oxidation of Ni-Cr and Ni& alloys. Oxide scale failure was assumai to be 
caused by the built up of compressive stages during coohg  and to m u r  at the Uoy- 
oxide interface when the scale thickness reaches a critical value as given by the simplest 
equaîion developed by Schiitze. The effect of porosities. micm-cracks and interface 
roughness were neglected in this analysis. The effect of curvature of the leading edge 
on oxide kinetics, d e  failure, difiusion and surface recession was not considered. 
Despite all these assumptions and the lack of accurate parameters for the oxide 
oxidation kinetics and the oxide hcture modeling. good results were obtained using the 
aigorithm and the programs developed in this Subsection. Variation of the depletion 
profdes of Cr were established with respect to the parabolic rate constants and abrupt 
variation of oxidation rate associated with oxide sale spallings. Based on kinetics 
criteria implernented in the dgorithm, the nominal composition defining the transition 
between intemal and extemal oxidation was successNly predicted for Ni-Cr and Ni-Al 
alloys. It was shown that the algorithm could be used to compute the Al depletion in 
the coating as a result of oxidation and diffusion into the substrate. 
The recession of the leading edge surface for both uncoated and coated airfoils 
were successfully predicted. Cornputed and experimental recession profdes of the 
leading edge portion exposed b t l y  to the hot gas Stream were shown to be within less 
than 10% and the consumption rate of uncoated substrates was found to be iinear. The 
metal losses are significant (few millimetres) in the portion exposed to the most severe 
thermal and deformation conditions a s  observed in the experimental results and 
supported by predictions. The coathg offerç protection for a pend up to 200 cycles 
in the portions of the leading edge where temperature exceeds 1ûûû O C .  Elsewhere the 
coating was not affécted by oxidation as codïrmed by experimental results. 
6. GENERAL CONCLUSIONS 
The main goals of the project dc=scribed in this thesis were to develop and 
validate a methodology for thermal fatigue life prediction and oxidation damage 
modeling of aircraft engine turbine blades and vanes. The project was divided in to an 
experirnental phase, which consisted in reproducing and assessing damage accumulation 
in airfoiI4ke specimens tested under well simulaiexi service conditions, and to a 
numencal or modehg  phase which consisted in establishing the thermal fatigue M e  and 
the oxidation damage from the knowledge of the thermal and mechanical histories of the 
critical elements in the specimens. 
Experiments were carried out for eight thermal fatigue tests conducted on double- 
edge wedge @EW) specimens of DS René 80 (coated and uncoated) in a bumer rig. 
The DEW specimens were altemately exposed to a hot gas Stream (at 1323OC and 
Mach 0.4) and a cold air jet (at ambient temperature), up to 3000 times. A 
metallographic analysis of the tested specimens resulted in the following conclusions. 
No change in microstructure attributed to thermal cycling was noted except for 
the y' precipitates which coarsened This was especially notable in specimen regions 
where the temperature and the stresses are very high. In some particular regions, the y' 
aiso elongated (y' rafting) due to the effect of the principal stress in the longitudinal 
direction of the specimen. 
Oxide spikes are observed dong the leading edge of uncoated specimens after 
800 thexmai cycles while in coated specimens, some finger-like oxide protuberances 
penetrated the coating after 780 cycles. Oxide spikes and fingen are more prevalent 
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where the temperature is high and where the stresses are the highest. Oxide spikes are 
aüri'buted to oxidation of fatigue microcracks which preferentially initiated in 
interdendritic regions and at carbide-rnatrix interfaces. Oxide fingers also formed fkom 
fatigue microcracks initiated in nickel-rich aluminide phases which precipitated in the 
coating. 
Major cracks are fomed at the leading edge of uncoated and coated specimens 
exposed up to 2 5 0  thermal cycles, where the temperature is high and where the 
principal stress is the highest Cracks progressed transgranularly through the p h a r y  
dendrites and between the secondary dendrites where bnttie Chinese script type carbides 
are segregated. The crack growth mechanism is not weil identifie but is beiieved to 
progress by successive embrittlement of the matrix, due to oxygen diffusion in 
interdendritic regions, and at carbide-rnatrix interfaces. resulting in cracking of the 
embrittled zone. 
Signincant oxidation damage also occurred dong the leading edge of tested 
specimens. In the case of uncoated specimens, the nature and the morphology of the 
oxides varied according to the temperature, the stress and strain Ievels. In the portions 
of the specimen not exposed to the hot combustion gases. where the temperature and the 
thermal exposition are relatively low, a protective Cr,%-Al,03 oxide scale formed. In 
portions of the specimen where the temperature and the thermal expansion are 
intermediate. the protective oxide scale breaks and/or spds  off. and a nickel-rich non- 
protective oxide scaie grew, Ieading to an accelerated substrate consumption. In the 
portion of the specimen exposed k t l y  to the hot gases, where the temperature and the 
thermal expansion are high, the oxide layers had spailed off. leading to drastic 
consumption rates of the substrate and causing 1.7 to 2.3 millimetres of material lost at 
the leading edge, after 2500-3000 thermal cycles. 
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In the case of coated specimens, compact and adherent A40, oxide scaie forxned 
at the surface providing a good protection against drastic substrate consumption except 
where the coating had been penetrated by oxide fingers at grain boundaries and/or by 
cyciic oxidation. At these locations. which are higbiy stressed and exposed to exûeme 
temperatures, the oxide fingers and the repeated oxide scale spalling destroyed the 
coatiog resulted in pitting of the substrate to a depth of few m e t e r s .  These pitts act 
as stress concentrators and sorne s m d  cracks were found to be initiated at their mots 
as it was observed in a prenotched uncoated specimen exposed to 200 cycles only. 
Themai fatigue and oxidaîion damages encountered by turbine blades and vanes 
are well reproduced in tested specimens ushg a high velocity b m e r  rÏg. The bunier 
ng can closely reproduce real service conditions such as temperature, velocity and 
chemistry of combustion gases produced in aero engines. 
The initiation and growth of leading edge cracks in the DEW specimens were 
measured on-line using an advanced altemating curent - potentiai &op (ACPD) 
technique. The conclusions found fkom this damage assessrnent study are summarised 
hem 
The initiation and subsequent crack growth were successfUy munitoreci on-line 
using the CGMS crack growth monitor with current and potential drop probes attached 
to the specimen. The ACPD technique allowed life to crack initiation (Ni) to be 
determined with an accuracy of t 5 cycles in the best cases. Ni presen~d an average 
value of 760 20 cycles for uncoated specimens exposed 2.5 minutedcycles to the hot 
gas stream. In the case where the hold time in the hot gas jet was 6.5 rninutedcycles, 
Ni was found to be 600 r 200 cycles. This result could indicate that crack initiation is 
not significantly affected by cyclic oxidation, erosion or creep. Compared to uncoated 
specimens, life to crack initiation of coated specimens was reduced to 300 I 100 cycles. 
226 
The ACPD technique a h  ailowed the crack growth rate to be evaluated during 
TF testings. A k r  correction for mtal loss due to erosion. the initial crack growth rate 
was estimatcd to be about 2 @cycle in uncoated and coated specimens. except in one 
uncoated specimen, where the rate rangeci h m  30 to 100 Cim/cycle after initiation. Such 
fast crack propagation was also observed in one coated specimen, after a very slow 
initial rate. Even if coatings seem to have a detrimental effect on fatigue Iife. drastic 
crack propagation did not occur earlier in the coated specimen. More thermal fatigue 
tests are needed to validate these conclusions. 
A numerical analysis of the themo-mechanicd behaviour of the specimens tested 
in the burner rig was carried out in the second phase of rhis project. Thermal fatigue 
and oxidation damages in these airfoils were predicted from the knowledge of the 
thermo-mechanical histories and from models and methods developed during this project 
The resuits of these analyses and simulations result in the foilowing conclusions. 
The thermal analysis of the DEW specimen was found to be complex and 
requires that a l l  the thermal parasneters be accurately known. The specimen temperature 
distribution was computed with the ABAQUS-FE code from experimentally determined 
values of convective heat ûansfer coefficients and the emissivity of the oxidised 
materiai. The detennination of the convective heat-transfer coefficients from 
thennocouple and optical pyrornetry temperature measurements dong the surface of the 
D E '  specimen was particularly difficult to evaluate. Computed and measured 
temperatures were found to differ by only 15OC at the leading edge and by about 35°C 
elsewhere dong the chordwiçe mid-section. This result is reasonably good considering 
the experimental and numencal dificulties of this analysis. 
The magnitudes of the experimentai heat transfer coefficients obtained by both 
techniques of temperature measurements were found to be generally consistent with each 
other. -fore, opticd pyrometry based data including values obtained by 
extrapolation for the leading edge can be used for thermal analysis of the specimen. The 
thermal analysis indicates that assumptions made in the detennination of the heat-ûmsfer 
coenicients h m  heat balance over small elements of the mid-section of the specimen 
are valid. 
This thermal analysis demonstrates that using a high-velocity laboratory 
combustor to simulate turbine airfoi1 operating environment and a doubleedge wedge 
spezimen to simulate airfoil geometry, it is possible to achieve heat transfer coefficient 
profiles acmss the airfoil that are similar to pronles obtained for actual airfoils. This 
indicates that thermal history can be properiy simulated in the Iaboratory for thermal 
fatigue testing of blade and vane materials under realistic conditions. 
The stress-strain variation of each element of the DEW specimen was computed 
from the temperature history, using a thennoelastoplastic subroutine of the 
ABAQUS FE-code. The principal stress, q,, as well as the temperature, was found to 
be high in the portion of the leading edge directiy exposed to the hot gas stream. 
Cracking occurs where both the computed temperatures and stresses are high dong the 
leading edge during thermai cycling. This result indirectly validates the thermal and the 
stress-strain analysis in terms of their spatial distributions and demonstrates that then 
is a coupling effect of the stress and the temperature on the cracking process. 
The variation of the principal stress, at the location exposed to the rnost severe 
loading conditions dong the leading edge, shows a compressive peak at the beginning 
of the heating cycle and a tensiie peak at the beginning of the cooling cycle. The stress 
stabilizes to a moderate t ende  value during heating. The coupling between the s-s 
and the temperature is complex as demonstrated by the stress- thed strain loop which 
comsponds to the Counterclockwise Diarnond phasing case between the mechanical and 
the thermal strains. 
Accorduig to this thermo-elastoplastic analysis, the cornparison between the 
variation of the different natures of the sûain (thermal, elastic, plastic) shows that the 
thermal strain is dominant and that the mechanical deformation mostly occurs in the 
eiastic regime. Stresselastic strain loop shows that the mean stress is close to tero and 
the tensile regirne takes place at high temperature during thermal cycling. 
A thermo-elasto-viscoplastic analysis using the model of Walker, m-ed to take 
into consideration the oahogonality of the elastic properties of the tested DS material 
was also undertaken to get a more reaüstic estimation of the inelastic strain and of the 
stress relaxation. The anaiysis was limited to one location of the leading edge, exposed 
to the most severe thermo-mechanical conditions, and to 10 thermal cycles, because of 
the lack of cornputer capacity. The plastic sûain range was found to be 10 times larger 
than that computed with the thermo-elastoplastic model. The maximum tensile stress 
developed during heating was of 110 MPa at ihe end of heating during the thermal 
cycle. 
Thermal fatigue life was predicted using four isothemal fatigue-oxidation 
damage models and one thermo-mechanical fatiguesxidation-creep model. T h e  
parameters of the i s o t h e d  models were determinecl from isothemal fatigue (IF) tests 
on polycrystalline René 80 obtained by conventional casting (CC), with fatigue M e  
detexminai from a stress drop technique. In order to take into account the variation of 
the temperature and the principal stress during cycling, the fatigue life associated with 
the steady state temperature-stress portions of the cycles was computed separately from 
the unsteady state temperature-stress portions. The total life was obtained from these 
two values assuming linear damage accumulation. It was found that the total life is 
equal or very close to that associated to the steady state portions of the cycles. A 
minimal fatigue life was found to range between 1 and 74 cycles except for one model 
which resulted in 3600 cycles. 
The themo-mechanical fatigue 0 model of Neu-Sehitoglu was also used to 
d e t e d e  the pure fatigue Me, the oxidation-fatigue Me, the creepfatigue life and the 
totai failure Me at the location almg the leading edge where maximum damage murs. 
The oxidation-fatigue life was detennined to be the shortest with 17 cycles compared 
to 210 for the pure fatigue life and 55000 cycles for the creepfatigue life. As assumed 
in this thesis, the effect of oxidation or environment is clearly dominant and the creep 
effect is negligible for the period of holding t h e  at high temperature experienced in the 
bumer ng. The order of magnitude of the totai Me is comparable to that obtained with 
the IF models, which suggests that the methodology used for life prediction with IF 
models is valid. 
These resdts are one to two orders of magnitude lower than the values rneasured 
with the ACPD technique during thermal fatigue tests of DS René 80, with columnar 
grains onented in the direction of the principal stress. This difference between predicted 
and experimental life was expected since the parameters of the models were established 
h m  fatigue tests on a CC Ni-base superalioy. Polycrystalline CC materials are known 
to result in a shorter life than the DS materials, under similar thermal fatigue conditions. 
The difference in sensitivity bebveen the sûess drop (SD) and the ACPD techniques can 
also explain these results. Life ratios were detennined in order to include the effect of 
these two factors in life prediction. With these corrections, the predicted life was found 
to be in better agreement with the experirnental results, the difference k ing  less than 
one order of magnitude. Nevertheless, it was not possible to determine which of models 
or approaches were the best. The corrected predictions are still too approximate due to 
the lack of consistant IF and TMF data on René 80 @S) and due to the lack of variable 
expeximental conditions with the BR. 
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The Me dong the leading edge of DEW specimens was also computed with these 
isotherrnai fatiguesxidation models. The profile of the pdability to crack initiation, 
obtained h m  the inverse of the Life distribution, corresponds weil to the cracks and 
oxide spikes distributions observed in ail the DEW specimens. Cracks are more 
hquently found where the stress and the probability are maximai. Even though the 
adopted methodology for life prediction is approximate, the prrsent results demonstrate 
thaî the thermal and stress-strain analyses are valid in terms of their spatial distributions 
dong the leading edge. 
Concerning oxidation damage modeliing, an algorithm have been developed for 
modelling Ni-base superalloy surface recession at the leading edge of a nickel-base 
airfoil during cyclic oxidation in a bumer ng. The algorithm takes into consideration 
the succession of complex mechanisms, identined as the growth of the intemal protective 
oxide scaie, the aiioy depletion of the most active elements, the transition fiam extemal 
to intemal oxidation, the consumption of the completely depleted zone, and the transition 
h m  intemal to extemal oxidation. The effect of repeated spalling of the oxide scales 
associated with the cooling of the airfoils was considered in terms of depletion kinetics 
and recession. 
Maay simplifications were made to formulate the equations, including the 
parawters and the algorithm which describe the mechanisms involved during cyclic 
oxidation. First of all, the DSR80 d o y  was considered to be a Ni-Cr-Al system. In 
particular, the substrate was assumed to be a Ni-22atSbCr alloy forming a Cr$, 
protective oxide sale at its surface. The coded B-1 coating was seen as a Ni-60at%Al 
aUoy (covered with an A& protective oxide scale) and the depleted zone was 
considered to be a Ni rich ailoy with traces of Cr, which is consumai to fom a Ni0 
oxide layer. The oxide scaie growth rates foliow a parabolic law with the parameters 
established h m  experimental studies on DSR80, Ni-Cr and Ni-AI alloys. The depletion 
profle resulting from the diffusion of the active elements h m  the alloy to the growing 
oxide scale was computed using a fuite ciifference method. The coefficient of diffusion 
of Cr determineci h m  a study on superalloys similar to DSR8O was taken for all cases 
of alloy difhision. The transition nom external to intemal oxidation was assumed to 
take place when the alloy surface is completely depleted in Cr or Al. The depleted zone 
is then consumed until the Cr or Al content at the surface reaches the composition of 
transition fkom intemal to extemal oxidation. This value is set to be 0.12 according to 
studies on oxidation of Ni-Cr and Ni-AI alloys. Oxide scale failure was assumed to be 
caused by the built up of compressive stages during coolhg and to occur at the aüoy- 
oxide interface when the scale thickness reaches a cntical value as given by the simplest 
equation developed by Schütze. The effect of porosities, micro-cracks and interface 
roughness were neglected in this analysis. The effect of curvature of the leading edge 
on oxide kinetics, sa le  failure, difision and surface recession was not considered. 
Despite a i i  these assumptions and the lack of accurate parameters for the oxide 
oxidaîion kinetics and the oxide fracture modeling, good results were obtained using the 
algorithm and the pmgrams developed in this thesis. Variation of the depletion profües 
of Cr were establïshed with respect to the parabolic rate constants and abrupt variation 
of oxidation rate associated with oxi& scale spallings. Based on kinetics criteria 
implemented in the algorithm, the nominal composition defining the transition between 
intemal and extemal composition was successfully predicted for Ni-Cr and Ni-Al ailoys. 
It was shown that the algorithm could be used to compute the Al depletion in the 
coating as a result of oxidation and diffusion into the substrate. 
The recession of the Leading edge surface for both uncoated and coated airfoils 
were successfidly predicted. Computed and experimentai recession profdes of the 
leading edge portion exposed directly to the hot gas Stream were shown to be within Iess 
than 10% and the consumption rate of uncoated substrates was found to be linear. The 
metal losses are significant (few miIlimetres) in the portion exposed to the most severe 
thermal and deformation conditions as observed in the experimental results and 
supportexi by predictions. The coating offers protection for a p e n d  up to 200 cycles 
in the portions of the leadhg edge where temperature exceeds 1ûûû O C .  Elsewhere the 
coating was not affected by oxidation as confinneci by experimental results. 
7. RECOMMENDATIONS 
According to the general conclusions of this thesis, the validation of the 
methodology developed for thermal fatigue life prediction and oxidation damage 
modelling suffen M m  the lack of experimental data used to determine the parameters 
of the prediction models which apply to the specinc chemistry and microstructure of the 
uncoated and coated nickel-base superalloy tested in the bumer rig and, from the lack 
of thermal fatigue tests in the bumer rig. The main recommendation consists in 
elaborating a more exhaustive experimental study where the validation of the models is 
achieved on many superalloy and coating systems in order to capture the effect of the 
chemistry and the microstructure on fatigue and oxidation behaviours. The experïmental 
program should includes: 
- creep tests at various temperatrues and applied loads 
- isothennal fatigue tests at various temperatures, s t m h  rates and hold 
t h e s ;  
- thermo-mechanical fatigue tests at various temperature ranges, strain rates 
and phashg beîween the thermal and the mechanical strains; 
- thermal fatigue tests in the bumer ng at various gas temperatures and 
veloci ties. 
The Alternating Current - Potential Drop (ACPD) technique, which has been 
successfully used to determine life to crack initiation for thermal fatigue tests carried out 
in the bumer ng, should be integrated to the tests suggested above. An improved 
version of the crack growth monitor like the CGM6 or CGM7 as provided by Matelect 
Ltd, after carefd calibration over the range of testing conditions and specimen 
geometries, should provide an excelient crack detection resolution and a fair cornparison 
between lives measured for different thermo-mechanical conditions. The interpretation 
of the measurements obtained for different specimen and probe configurations could be 
assisted with a f ~ t e  element code able to solve the equations of Maxwell in order to 
predict the potential drop occtmbg h m  surface oxidation and cracking. 
Ultim.tely, the predictions obtained from the refined Ming rnethodology could 
be extended to the case of airfoiis exposed to r d  engine conditions with more complex 
temperature variations and more aggressive gas environment This would require a 
detailed thermo-mechanical analysis of the real case based on temperature measurements, 
where the viscoplastic strain and the creep damage accumulation occuring in airfoiIs are 
carefully simuiated. 
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Figure 1.1 Flow chart process of thermal fatigue modelling damage accumulation in 
turbine blades and vanes. 
a) Out-of Phase (OP) 
b) In-Phase (IP) 
C)  Counterclockwise Diamond (CCWD) 
Figure 2.1 Strain versus time and temperature under OP, IP and CCWD TMF testing 
conditions. 
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Figure 2.2 Dependence of stmh-controiieâ LCF Me on maximum cyclic tensile stress 
for various orientation in DS René 120. (After [33]) 
Figure 2.3 Fatigue oxidation crack growth mechanism A process by the foilowing steps: 
a) oxygen diffuses into the metal in h n t  of the oxide spike tip; b) the embrittled rnetallic 
zone hctures; c) the fresh ktured metallic surfaces oxidizes and the oxygen diffuses into 
the metal again; and so on d), e) and f ) .  
(dl 
r J'l 
Figure 2.4 Fatigue-oxidaîion crack growth mechanism B which processes by oxide 
intrusion of Type 1 and Type II. Oxide intrusion processes by the following steps: a) 
Initially an oxide layer forms on the surface; b) When this oxide layer reaches a critical 
thickness, q,, the oxide ruptures and crack nucleation occurs; c) then a fiesh metallic 
surface is exposed to the environment which rapidy oxidizes; d) When the thickness of 
this nearly formed oxide reaches &, the oxide again ruptures. The process continues, 
as iiiustrated in e) and f ) .  (Mer [26, 301) 
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Figure 2.5 Cyclic strain softeniag behaviour at different frequencies. (After [5]) 
CYCLES 10 F A U R E  
Figure 2 6  Cornparison of fkquency-modified elastic and plastic strain range vs cycles 
to failure with test results. (After (51) 
Fipre 2.7 Schematic hysteresis loops, stress and strain vs time records for: a) 
continuous cycling; b) equal hold times in tension and in compression; c) tensile strain 
hold periods; and d) compressive strain hold periods. (Mer [6]) 
Figure 2.8 Experimental fatigue lives ( N , d  obtained fkom IF tests on CC René 80 
compared with lives (N,,) calculated with Equation 15. 
Cohesive strength of grain boundary 






crack tip grain boundary 
Figure 2.9 Schematic illustration of the mechanism of incremental decohesion dong 
a grain boundary. The cohesive strength of the grain boundary is shown to be reduced 
in the near crack tip region due to the diffusion of oxygen. (After [3]) 
Case of h d e  Growih 
'NI th !?eg~c?ed Rupture 
Figure 2.10 Schematic diagram of oxide growth with repeated rupture. (After [30]) 
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Figure 2.11 Schematic diagram of the oxide composition and morphology formed at 
the surface of Cr-Al nch (a) and dilute (b) N i - C r 4  alloys 1621. 
N A L  A L L O Y  S U R F A C E  
( M E T A L )  
(0x1 D E )  
Figure 2.12 Schematic of an oxide scale fomed at the surface of a metallic substrate. 
The variable x represents the oxide scde thickness whiie the variable y represents the 
thickness of the substrate layer uniformly consumed through oxidation. 
Figure 2.13 Solute content effect on the parabolic rate constant 16' for (a) the Ni-Cr 
and (b) Ni-Ai alloys at different temperatures [63, 641. 
- CALCULATED 
Time (s) 
Figure 2.14 Kinetics of oxidation of DS René 80 at 1050 OC for the Ieading edge (LE), 
the fiai surface (FS) and the trailing edge of a DEW specimen. The experimental data 
[w are compared to computed values obtained from Equation 51. The limiting scale 
thickness x, for the FS is indicated by an arrow. 
I 
/ I ' ( 0 x 1  D E )  ( M E T A L )  
Figure 2.15 Penetrating oxide spike associated with the preferentid oxidation of a 
carbide, a grain boundary or an interdenciritic zone next to the surface of the substrate. 
Figure 2.16 Definition of nodal points used in the finite ciifference method for solving 
the ailoy depletion profile during oxidation. 
al1 dimensions in m m 
F i  3.1 Double edge-wedge (DEW) specimen geometry meant to reproduce leading 
edge and traiiing edge radü of real aufoils. 
Figure 3 3  IAR bumer rig test facility instnimented for themal fatigue test showing: 
a) the combustor nozzle, b) the thermocouple used to control hot gas temperature, c) the 
double-edge wedge airfoil-like specimen in the cooling air stream. d) the pneumatic 
specimen carrier used to translate the specimen between the hot gas stream and the 
cooiing air stream, e) the cooling noule, f) ACPD probes attached to the specimen, 
g) the optical pyrometer for specimen temperature rneasurements. 
Figure 3 3  Schematic cutaway view of the cornbustor of the IAR bumer ng (after [go]). 
Figure 3.4 Hardware configuration of the burner rig controls and data acquisition system. 
On this Figure, VA and VB are potentid drop in the specimen after amplification by 
Modules a and P of the CGM5 crack growth monitor, Tsl to TslO are temperatures 
measured from ten thermocouples attached to the specimen, Tcg is the temperature of 
control of the hot gas Stream, Tir is the temperature of the specimen measured by the 
optical pyrornetet IRCON, FF is the fuel flow, Tca is the temperature of the cooling air jet, 
Tac is the alternathg current applied to the specimen by the CGMS unit. 
S PLATE 
Figure 3.5 Design of the specimen holder which is h e d  to the pneumatic carrier in the 
burner rig (V = hole for the passage of the PD probes; A = hole for the passage of the AC 
probes). 
Gas Stream Axis 
Figure 3.6 Schematic of the instnmented sheU-like specimen showing the 13 locations 
where thin-wire thennocouples were spot-welded inside the specimen. 
Figure 3.7 Polished leading edge section through the DEW specimen showing the 
embedded thermocouple inside its metai (310 SS) sheath. 
Figure 3.8 Drawing of the different sections cut off the specimens for the 
metaiiopphy. Note that the longitudinal axis 2, used to define the metallographic 
sections dong the Ieading edge (LE, Cuts #2 and #3), is paralle1 to the direction of 
solidification. 
A l  * A l -  T E  
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Figure 3.9 Drawing of the double edge-wedge cast specimen with the indication of the 
current probes location (i) and, the potential probes locations (Al, A4, B2, B3). The 
ACPD hardware configuration is also illustrated (refer also to Figure 3.4 and see text for 
details). 
< Direction of Solidification 
Figure 4.1 Metallographic aspect of the virgin material of an uncoated DEW specimen 
(Cut #l on Figure 3.8): (a) columnar grains structure oriented in the direction of 
solidification (5mL HN03, 200mL HCl, 65g FeCl,, 10 s, 7.5X); @) dendrites 
microstructure (Kaiiing's reagent, 10 s, 6X); and (c) close-up of Chinese script carbides 
and of cubic y' precipitates (Marble's reagent, 10 s, 1000X). 






Figure 4.2 Micrographs of the virgin material h m  a longitudinal section through a 
coated DEW specimen (Cut #1 on Figure 3.8): (a) dendrites microstructure (37.5X), @) 
close-up of the coating and of the interdiffusion zone (5mL HNO,, 200mL HCI, 
65g FeCl,, 10 S. 300X). 
F i  43 Thickness (in p) of the coatbg (C) and of the intercifision zone (D) 
around the specimen cross-section. 
Figure 4.4 y' precipitates aligned and elongated perpendicularly to the principal stress 
near a crack tip. (micrograph crack #8 in SRF specimen, dong Cut #3 on Figure 3.8, 
25ûûX) 





Figure 4.5 Columnar grains of y-Ni,Al precipitated at grain boundaries in the coating 
exposed to 780 thermal cycles. (SRG specimen. dong Cut #3 on Figure 3.8. 800X) 
Figure 4.6 Oxide spüces: (a) formed at the interdendntic regions (SRB specimen, 
800X). (b) formed at a carbide (SRC specimen, 3ûûX); (c) formed at microstmctural 
heterogeneities (SRB specimen, 200X). (Cut #3 on Figure 3.8) 
Figure 4.6 (Continued) 
Figure 4.7 Oxide spikes blunted by lateral oxidaîion. (SRE specimen, dong Cut #3 on 
Figure 3.8, 500X) 
Figure 4.8 Two sharp oxide spikes at the rwt of a notch, machined 0.3 mm deep and 
0.5 mm wide at the leading edge, before testing. (SRN specimen, dong Cut #3 on 




Figure 4.9 Oxide fingers formed into the columnar grains in the coating (refer to 
Figure 4.5). (SRG specimen, dong Cut #3 on Figure 3.8, 8ûûX) 
Figure 4.10 Small cracks initiated at the rwt of crevaces (ph)  in the substrate of a 
coated specimen. (SW specimen, dong Cut #3 on Figure 3.8, 37.59 
Figure 4.11 Crack propagated at the leading edge of a specimen exposed to 2500 short 
thermal cycles (2.5 minuteslcycle in the hot gas sueam): (a) general view (37.5X). @) 
crack tip close-up (Marble's ragent, 10 s, 500X). (crack #2 in SRA specimen, dong 
Cut #2 on Figure 3.8) 
Figure 4.11 Cont'd. 
Figure 4.12 Crack propagated at the leading edge of a specimen exposed to 2140 long 
thermal cycles (6.5 minuteslcycle in the hot gas stream): (a) general view (37.5X), (b) 
crack tip close-up (1500X). (crack #1 in SRD specimen, dong Cut #2 on Figure 3.8) 
(b) 
Figure 4.12 Cont'd. 
Figure 4.13 Crack propagated at the mot of a large crevace at the leading edge of a 
coated specimen exposed to 2500 short thermal cycles (2.5 minutes/cycle in the hot gas 
strearn): (a) general view (37.5X), (b) crack tip close-up (2ûûX). (crack #3 in SRF 
specimen, dong Cut #3 on Figure 3.8. 
Figure 4.14 Full scale photograph (in a) and macrography (in b) of the SRC bare 
specimen exposed to 3000 thermal cycles in the burner rig, showing eight cracks and 
important material losses at the leading edge, labelled C. The protective oxidation zones 
are labelled A while the transition zones between A and C are labellecl B. 
Figure 4.15 In the protective oxidation zones (labelled A in Figure 4.14) a continuous 
extemal oxide scale, normally composed of a Cr203 extemal layer and of an A1203 sub- 
layer formed. The oxide scale spalled off during polishing because of its brittle nature, 
leaving a gap between the electroless nickel and the substrate. (metallography of SRC 
spimen, along Cut #3 on Figure 3.8, 800X) 
Ni platingf 
Figure 4.16 In the transition zones (labelled B in Figure 4.14), the protective oxide 
scale of  Figure 4.15 spalls off which leads to the formation of a porous non-protective 
nickel-rich oxide scale. On the micrograph, the Ni oxide scale (at the lefi) reaches a 
criticai thickness (in the middle) that cause its spalling (a& the nght) due to compressive 
stresses. (SRC specimen, dong Cut #3 on Figure 3.8, 800X) 
Figure 4.17 In the spalied oxide zone (Iabeiled C in Figure 4.14, the substrate is 
drastically consumed. (SRC specimen, dong Cut #3 on Figure 3.8, 8ûûX) 
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Figure 4.18 Material loss (yA) alond the leading edge of SRC and SRD specimens after 
testing in the bumer rig. The SRC specimen was exposed to short heating periods 
(150 s) during thermal cycling whereas the SRD specimen was exposed to long heating 
periods (390 s). 
Figure 4.19 Full scale photograph (in a) and macrography (in b) of the SRF coateà 
specimen exposed to 2 5 0  thermal cycles in the b m e r  ng, showing numerous cracks 
and an irreguiar leading edge, caused by local destruction of the coating and subsequent 
pittbg of the substrate. 
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Figure 4.20 Measured evolution of the potential drop during a typical thexmal cycle 
(SRC test) . 
Figure 431 Variation of the electrical resistivity of a typicd nickel-based superalloy 
(Udimet 700) with temperature 1781. 
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Figure 4.22 Evolution of the potential drop (measured during the steady state portion 
of thermal cycles) during TF testing SRA. 
Figure 4.23 Evolution of the potential drop (measured during the steady state portion 
of thermal cycles) durhg TF testing SRD. 
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Figure 4.24 Evolution of the potential drop (measured during the steady state portion 
of thermal cycles) during TF testhg SRB. 
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Figure 425  Evolution of the potentid drop (measured during the steady state portion 
of thermal cycles) during TF testing SRC. 
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Figure 4.26 Evolution of the potential drop (measured during the steady state portion 
of thermal cycles) during TF testhg SRF. 
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Figure 5.1 Representative temperature profile during thermal cycling in rig as 
established by thermocoupIes embedded within the body of the DEW specimen. 
Figure 5.2 Model of the in-plane longitudinal section through the leaning edge of the 
specimen used in conjunction with Equation 94 to calculate the local surface temperature 
and the thermal gradient at the surface. 
~ormalrged Distance XIXo, xo = 32.0 mm 
I 1 
Figure 5.3 Distribution of surface temperature dong the mid-section of the DEW 
specimen conespondhg to the axis of the hot gas Stream (Tg = 1323*C), as measured 
with an optical pyrometer. 
Figure 5.4 Thermal conductivity (k) and specinc heat (CJ of René 80 as a function of 
temperature 1781. 
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Figure 5 5  Measured temperatures (corrected for radiation) and computed velocity 
profîles within the hot gas stream (T, = 1323°C) produced by the ng. Each temperature 
data point is the time average of 500 measurements made at a rate of 10 readingdsec. 
The standard deviation of temperature is less than 1VC. The velocity profile is 
computed fkom Equation 104. 
F i  5.6 Surface elemental volume of size dx.dy.dz over which the energy balance 
is denved from different locations over the surface of the DEW specimen in accordance 
with the coordinate system shown. 
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Figure 5.7 Profile of experimental geometric factors (GF) and their comsponding heat- 
ûansfer coefficients dong chordwise section (mis x') of specimen in the axis of the hot 
gas streaxn (mid-section in text). The temperature measurements from which the GF's 
are denved are shown with the specimen sections. 
Figure 5.8 Photograph of DEW specimen after one thermal cycle in the test rig 
showing oxidation pattern characteristic of flow separation at the transition between the 
flat and wedged portion of the specimen (see text for details). 
Figure 59 Heat--fer coefficient profile at the leading edge dong the longitudinal 
axis z during the heating (Tg = 13U°C) and cooiing CT, = WC). The reference 
coordinates are indicated in the schematic top view of the specimen. 
Figure 5.10 Mesh and axes system used in the thermal FE-analysis. 
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F i  5.11 Computed temperature history at different locations of the leadhg edge tip 
of the DEW specimen during thermal cycling in the bumer rig (150 s is the transition 
the between the heating and the cooiing portions of the cycle). 
Figure 5.12 Computed temperature profile dong the leading edge tip of the DEW 
specimen (axis z in Figure 5.10) at different times during thermal cycling (150 s is the 
transition time between the heating and the cwling portions of the cycle). 
COOLING: 
HOLDER 
Figure 5.13 Computed isothenns in the DEW specimen (in the plane y-z, see 
Figure 5.10), at the end of the heating and cwling themai cycling, compared to mical 
spalied off oxide patterns observed in spimens after 2500 thermal cycles. 
Figure 5.14 Computed isotherms in the mid-section of the DEW specimen (in the 
plane x-y, see Figure 5.10) at the end of the heating cycle. 
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F i  5.15 Computed surface temperature profile dong the chordwise mid-section of 
the DEW specimen at the end of the heating cycle, compared to measured temperatures 
obtained by optical pyromeûy. 

Figure 5.17 Cyclic stress-strain (G--e) curve for CCR8O at 980°C (data taken £rom 
141)- 
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Fi- 5.18 Computed temperature 0 and p ~ c i p a l  stress (a,, or aJ histories at three 
highly stresseci locations dong the leading edgc tip of the DEW specimen (axis z in 
Figure 5.16) during thermal cycling in the burner ng (150 s is the transition time 
between the heating and the cwling portions of the cycle). 
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Figure 5.19 Isotherms, schematic loads and reai von Mises stress distributions 
(plane 2-3) in the DEW specimen during heating. 
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Figure 5.19 Cont'd. 
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(a) after 4 seconds of cooling (point CL in Figure 5.18) 
Figure 5.20 Isothenns. schematic loads and real von Mises stress distributions 
(plane 2-3) in the DEW specimen during cooling. 
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Figure 5.21 Computed temperature O and principal stress (q, or 03 distributions 
dong the leading edge tip (axis z in Figure 5.16) at the end of the heating cycle 
(the = 150 s) and 4 seconds after the begiaaing of the cmhg cycle (tirne = 154 s). 
Oxi& spikes (aJ and crack (a) locations dong the Ieading edge are concentrated in the 
central region where the maximal temperatures and stresses were observed. 
A plastic 
v mech. 
1 O net 1 
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Figure 5.22 Computed variation of the different strains during one thermal cycle at the 
most stressecl location of the leading edge of the DEW specimen (z = 29.75 mm). The 
th principal saains in direction 3, represented by e,, , e,;, e& e33me and e,? are 
respectively the thermal strain, the elastic s a ,  the plastic strain, the mechanical strain 
and the net or total strain. 
Figure 5.23 Computed stress-strain variation during one thermal cycle in the bumer rig 
at the most stressed location of the leading edge of the DEW specirnen (z = 29.75 mm). 
The stress and the s t r a h  are expressed as the principal stress (0, or G,J and the p ~ c i p a l  
thermal strain (e,?, respectively. The numbers dong the curve indicate the temperature 
(in OC) reached during cycling. 
Figure 5.24 Computed stress-s& varaition during one thermal cycle in the burner ng 
at the most stressed location of the leading edge of the DEW specimen (z = 29.75 mm). 
The stress and the strain are expressed as the principal stress (4, or aJ and the elastic 
sûain (eJ, respectively. The numbers dong the curve indicate the temperature (in O C )  
reached during cyclhg. 
Figure 525 Computed stress-sa variation during one thermal cycle in the bumer rig 
at the rnost stresseci location of the leading edge of the DEW specimen (z = 29.75 mm). 
The stress and the sea in  are expressed as the principal stress (q, or q) and the plastic 
s train (e ,P) respectively . 
Figure 5.26 Experimental monotonie stress-strain curve of CCR80 tested at 980°C and 
at constant straia rate 3 . 3 3 ~  1 ~ ' s ' ~  (data taken h m  Chan et al. [118]) compared to 
computed curve h m  the modined elasto-viscoplastic mode1 of Waker using the 
constitutive parameters of B 19WHf (parameters taken £Yom Chan et al.[118]). 
Fi- 5.27 Stress-strain lwps (10 thermai cycles in the burner rig) computed with the 
thermo-elasto-viscopiastic mode1 of Walker, at the location exposed to the most severe 
thermo-mechanical condition along the leading edge of the DEW specimen 
(z = 38.25 mm). The stress and the strain are expressed as the principal stress (q, or 
a3 and the plastic strain (e,,P), respectively. The numbers along the cuve indicate the 
temperature (in O C )  reached during cycling. 
Figure 5.28 Cornparison of H e  predicted with the Coffin's Models (Ae, and Ac,,) with 
experimental M e  obtained for isothennal fatigue tests carried out under continuous 
cycling at 871°C on CC René 80. (After C4 data set M) 
Figure 5.29 Cornpaison of life predicted with the Ostergren's Mode1 with experimental 
Me obtained for isothermal fatigue tests carried out under continuous cychg at 871°C 
on CC René 80. (After C4 &ta set [4]) 
Figure 530 Cornparison of life predicted with the Antolovich et al.'s Mode1 with 
experimental Life obtained for isothermal fatigue tests carried out under continuous 
cycling at 87I0C on CC R e d  80. (Affer C4 data set M) 
Figure 5.31 Cornparison of Me predicted with the Romanoski et al.'s Mode1 with 
experimental life obtained for isothermd fatigue tests carried out under continuous 
cycling at 871°C on CC René 80. (After C4 &ta set M) 
Figure 5.32 Cornparison of life predicted with the Coffm's Mode1 (AeJ with 
experimental Me obtained for isothennal fatigue tests canied out under tende andlor 
compressive strain hold time at 871°C on CC René 80. (After Cl data set 153) 
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Figure 5.33 Cornparison of M e  predicted with the Coffin's Models (Aed with 
experimental life obtained for isothermal fatigue tests carried out under tensile and/or 
compressive strain hold the  at 87I0C on CC René 80. (After Cl data set [5 ] )  
Figure 5.34 Cornparison of life predicted with the Ostergren's Mode1 with experimental 
life obtained for isothermal fatigue tests carried out under tensile andor compressive 
strain hold tirne at 871°C on CC René 80. (After Cl  data set [SI) 
Figure 5.35 Cornparison of life predicted with the Antolovich et d.'s Mode1 with 
experimental life obtained for isothermal fatigue tests canied out under tensile and/or 
compressive strain hold time at 871°C on CC René 80. (After Cl data set 151) 
Figwe 5.36 Cornparison of life predicted with the Romanoski et d.'s Mode1 with 
experimental Me obtained for isothermal fatigue tests c h e d  out under tende andlor 
compressive strain hold time at 871°C on CC René 80. (Afier Cl data set [SI) 
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Figure 5.37 Computed temperature (T) and principal stress (a, or 03 variation at 
position z = 29.75 mm dong the leading edge of the DEW specimen (axis z in 
Figure 5.16) (150 s is the transition cime between the heating and the cooling portions 
of the cycle). 
Figure 538 Distribution of the principal stress (03, the temperature and the 
probability (P) of crack initiation after N, , cycles (computed h m  the models of 
Coffui) compared to oxide spikes (aJ and cracks (a) dong the Ieading edge (axis 2). 
F i  5.39 Distribution of the principal stress (GA, the temperature (T) and the 
probability (P) of crack initiation after Nt,, cycles (computed h m  the mode1 of 
Ostergren) compared to oxide spikes (aJ and cracks (a) dong the leading edge (axis z). 
From Antolovich et al. 
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Figure 5.40 Distribution of the principal stress (Q, the temperature (T) and the 
probability (P) of crack initiation after Nt min cycles (cornputed from the model of 
Antolovich et al.) compared to oxide spikes (aJ and cracks (a) dong the leading edge 
(axis z). 
From Romanoski et al. 
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Figure 5.41 Distribution of the principal stress (oJ, the temperatme (T) and the 
probability (P) of m c k  initiation after N, cycles (computed from the mode1 of 
Romanoski et al.) compared to oxide spikes (aJ and cracks (a) dong the leading edge 
(axis z). 
Fignre 5.42 Algorithm for Modelling AUoy Depletion Profde and AUoy Surface 
Recession. Refer to Subsection 5.4.1 and to Appendix L for the definition of the variables. 
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Figure 5.43 Cornputcd variation the Cr content CN,') at the meut surface of NiCr 
dioys with various nominal Cr contents (expressed in molar fraction of Cr in the alloy), 
during isothemal oxidation at 1164°C. 
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Figure 5.44 Computed Cr content (No) prof& in the depleted zone of a Ni-22at%Cr 
d o y  exposed to different nurnber of typical thermal cycles in the burner rig with a 
maximum alloy temperature of 1 lW°C (z = 46.25 mm). 
Figure 5.45 Computed Cr and Al content proNe (N, + NAJ in the depleted zone of an 
uncoated DSRIO ailoy exposed to 1.7 themial cycles in the bumer rïg with a maxilnum 
aUoy temperature of 1 164OC (z = 46.75 mm). 
Figure 5.46 Computed Cr and Al content profile (N, + NA,) in the depletcd zone of a 
coated DSR8O alloy exposed to 25 thermal cycles in the bumer rig with a maximum 
alioy temperature of 1164OC (z = 46.75 mm). 
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Figure 5.47 Computed variation of the Cr content (No) at different depths in the 
depleted zone of a Ni-22at%Cr alloy during thermal cycling in a bumer ng with a 
maximum aUoy temperature of 1164°C (2 = 46.75 mm). 
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Figure 5.48 Computed variation of the Cr and AI content (N, + Nd at the metallic 
surface of the uncoated DSR80 alloy at different longinidinal positions dong the leading 
edge of DEW specimens during thermal cycling in a burner rig at: z = 46.75 mm with 
a maximum alloy temperature of 1164"C, z = 38.25 mm with a maximum alloy 
temperature of 1153°C and, z = 25.50 mm with a maximum alloy temperature of 936°C. 
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Figure 5.49 (a) Computed variation of the Cr and Ai content (No + NA,) at different 
depths in the depleted zone of the coated DSRIO alloy at the longitudinal position 
z = 46.75 mm dong the leading edge of DEW specimens during thermal cycling in a 
bumer rig (the maximum alloy temperature reaches 1 164OC at this position). @) detailed 
variation of the Cr and Al content (No' + NA,') at the metallic surface of the coating. 
Figure 5.49 Cont'd. 
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Figwe 5.50 Effect of d o y  surface recession on the computed variation of the Cr 
content &') at the surface of a Ni-22at%Cr ailoy during thmnal cycling in a burner 
rig with a maximum d o y  temperature of 1164°C (z = 46.75 mm). 
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Figure 5.51 Effect of alioy surface recession on computed of the Cr and Al content 
(N, + Nd at the surface of the uncoated DSRIO alloy at the longitudinal position z = 
46.75 mm at 1 164°C. 
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Figure 552 Computed alloy surface recession (yA) of an uncoated and a coatec 
ailoy at two positions dong the leading edge of DEW specimens during themial cycling 
in a burner ng: (a) z = 46.75 mm with a maximum aUoy temperature of 1164°C; and 







Figure 5.52 Cont'd. 
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Figure 5.53 Computed alloy surface recession (y,) dong the leading edge (axis z) o f  
uncoated DEW specimens in DRS80 during thermal cycling in a burner rig with (a) 
short penods of 150 s in the hot gas stream (case of tests SRA, SRB, SRC, SRF, refer 
to Subsection 3.1), and with (b) long penods of 390 s in the hot stream (case of the 
test SRD). 
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Figwe 553 Cont'd. 
Figure 5.54 Measured vs computed alloy surface recession 0.J dong the leading edge 
(axis z) of uncoated DEW specimens of DRSIO after testing in a bumer rig with (a and 
c) short periods of 150 s in the hot gas stream (test SRC, refer to Subsection 3.1)- and 
with (b and d) long periods of 390 s in the hot stream (test SRD). 
Figure 554 Cont'd. 
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(c) FuIi Scale representation of specimen SRC 
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(d) Fuii Scaie representation of specimen SRD 
Figure 5.54 Cont'd. 
APPENDIXES 
APPENDIX A 
DETAILED THERMAL FATIGUE TESTLNG PROCEDURIE IN BURNER RIG 
This Appendix describes in details the procedure applied for each thermal fatigue 
test carrieci out in the bumer rig. The procedure, which follows. is divided in three 
tasks: the preIiminary testing preparation, the burner rig operation and the data 
acquisition systern operation. 
INSTRUMENTATION OF THE SPECIMEN (refer to Figures 3.1 and 
3.5 concerning the entire sub-section) 
A longinidinal hole is practised through the specimen by Electro 
Discharge Machining (EDM). This hole allows the passage of the AC- 
DP probes that have to be fixeci to the free end of the specimen (opposite 
to the one gripped to the holder). Tiny holes are machined by EDM on 
the specimen, at the locations of the AC-PD probes to facilitate their 
attachment. 
The specimen is washed with water and soap then with methylic alcohol 
in an ultrasonic bath, 
The platinum and nickel AC-PD probes are laser-welded at the surface 
of the specimen, using the tiny holes machined by EDM. Before 
welding, the probes passing through the specimen hole are insulated at 
this level with dumina ceramic tubes. 
Each probe is individually insulated fiom the specirnen to the terminal 
block with a 1/16 and 1/8 IE. ceramic fibre sleeving (NEXTEL 
uademark). The sleeving is a very good thermal and electrical insulator 
that can be exposed to high temperatures (up to 10000C) during many 
hom. 
The specimen is then grippai between the jaws of the holder. The 
specimen should be exposed 89 mm outside of the holder. The AC-PD 
probes wiring are positioned in the slot of the holder, previously covered 
with ceramic fabric. The and bottom plates of the holder are screwed 
with their asbestos gaskets. The b n t  SS plate is screwed to the holder 
with its asbestos gasket. A high-temperature lubricant is applied on a l i  
screws used here. 
The holder (with the instnimented specimen) is fixed to its shaft, mounted 
on the specimen carrier. 
The AC-PD probes are carefully comected to terminal blocks according 
to their respective polarity and location at the specimen surface. 
The specimen is finalIy washed with methylic dcohol. The specimen and 
especidiy the probes should not be touched during the testing operation. 
SET-UP OF THE AC-PD MONITOR (CGMS) (Refer to Figures B. 1 
and B.2 in Appendix B. for this sub-section) 
To allow the electmnic stabilization of the instrument, the power switch 
has to be positioned at "ON" at least two (2) hours More testing. 
The frequency of the aItemating current is set through the frequency 
selector (6) (Ikquency range: 0.3 to 100 kHz). 
In order to set the current, the current monitor switch (8) is positioned at 
"UP" and the current value can be adjusted by turning the cumnt set 
potentiometer (10) clockwise until the expected reading is displayed on 
the panel meter (1) (suggested values: 0.5 to 1.0A). 
The phase switch (15) should be positioned at "LOW". At this position, 
the phasing between the signal of the modulus a and B is autornatically 
optimized. 
The filter switch (18) should be positioned at "OFF" for this particular 
application. 
The gain is set to obtain the desired sensitivity signai level, using the gain 
selectors (4) and (29) for modules a and p, respectively (suggested range: 
50 to 70 db). 
2.7 For the module a, the initial signai output can be offset by up to 2 0  mV 
if the offset switch (12) is positioned at "UP" (fine) or by up to 2 volts 
if it is positioned at "LOW. The offset can be adjusted to a precise 
value by using the potentiometer (13) for module a and, the 
potentiometer (30) for module p. These faciiities make it possible to 
optimize the sensitivity of the signal by allowing a higher gain lever, for 
a given fixed curreat. Note that the fixeci offset switch (17) has to be 
positioned at "MIDDLE" (OFF), if the variable offset potentiometer (13) 
is used like it is suggested here. 
3.0 MICRISTAR PROGRAMMING (The complete description of the 
programming steps of Micristar Unit is given in Appendix C) 
A 2  Burner Rig Operational Procedures for Thermal Fatigue Testing 
Every time the test is started or restarted the next procedure has to be followed: 
1.0 BURNER RIG START-UP PROCEDURES 
1.1 Inspect liners of the bumer, the controlling thermocouple (T/C), the 
specimen and AC-PD probes. Change the TIC if needed. Read the time 
displayed on the EAGLE SIGNAL TIMER mounted on the control 
console panel and record it in the BURNER LOG-BOOK dong with your 
name, the date, the starting cycle number of the fatigue test to be carried 
on, and your observations about the rig inspection. 
1.2 Turn-OFF the Micristar Alarms switch installed on the left of the RED 
EMERGENCY STOP button. 
Push-ON the EXHAUST bution and wait for one (1) minute. 
Push-ON the POWER buttoa. 
Push the RESET button once. 
Push the ACKNOWLEDGE button once. 
Push-ON the AIR button to supply power to main air solenoids. 
Push-ON the AUTO CONTROLLER button to supply power to the 
Micristar. 
Turn-ON the Micristar Alamis button (only if %OUTPUT do not exceed 
958, (refer to Appendix C). 
Tm-ON the SI data acquisition system and the cornputer to nui the 
program NRC.EXE on NRC sub-directory of disk drive C. See next 
section for detailed procedure, steps 1.0 to 1-23. 
Phone the EEATING PLANT at 993-2412 for supply of compressai air 
directly to M- 14.) 
Check the Micristar operaihg parameters (refer to Appendix C). 
NomalIy the foIlowing parameters need to be re-set after every 
successful nui: 
a. Ensure that the Micristar controller is in HOLD mode. If no& 
press the HOLD key to set the Micnstar controller to HOLD 
mode. 
b. Press the MANUAUAUTO key to set the Micnstar on 
MlANUAL mode. 
c. Open operator panel. 
d. Set 9% OUTPUT to value = 10.0 
e. Check the values for ai i  parameters. 
f. Close the operating panel. 
g. The Micristar controller should still be on HOLD and MANUAL 
modes. 
h. Press the RUN key (Led red light should flash). 
1. Use INUDEC key to select SEGMENT No. 1. 
Adjust Micristar PV-HI dami trigger level to maximum: 
a. Select FULL ACCESS. 
b. On HOLD and MANUAL, depress CONTROUER and mil to 
PV-HI. 
c. fress ENTER. 
d. Set PV-HI value to 100. 
e. Touch ENTER to complete the process. 
Push-In the MANUAL button on the BIJRNER control console for 
MANUAL mode. 
Wait for air to arrive, 
Tm-OFF the air suppiy for the control themocouple (Le., close the 
gauge inside the rig chamber.) 
Push-IN the EXHAUST CONTROL THERMOCOUPLE PROBE button 
on the console to insert the probe into the testing position. 
Slowlv tum-ON the air supply for the control thermocouple (i.e., open the 
gauge inside the rig chamber). Check T/C position. 
Check test fixture position (i.e. keep the test section at 85 mm distance 
h m  nozzle fiange). 
Tm-ON the EXHAUST FAN - set at low speed. 
Run the program NRC.EXE to get the data acquisition ready. 
Set the PRIMARY pressure to 15 psia (for 0.5" DIA FUEL NOZZE IS 
USED) 
Set the SECONDARY pressure to 17 psia 
Set the COOLING AIR pressure to 35 psia 
Make sure that the HONEYWELL recorder is controlled by the 
37 1 
EXWAUST TEMPERATURE (Push-IN the EXHAUST button on the 
HOFJEYWELL control panel.) 
Make sure that the Micristar is controiied by the EXHAUST 
TEMPERATURE Wh-IN the T/C-EXHAUST button on the Micristar 
control panel.) 
Tuni-ON outside FUEL PUMP to activate FUEL SUPPLY pressure gage. 
Push-ON the FUEL button. 
Set the FUEL PILOT SIGNAL (BYPASS) valve to 114 (23% on scaie). 
Push the START button once to ignite. 
Once ignited, quickly increase PFUMARY pressure faster than the 
SECONDARY pressure to b ~ g  down the exhaust temperature. 
Turn40wn the FIEL PILOT SIGNAL to lower the exhaust temperature 
to 800°C. 
Adjust the PRIMARY pressure to 40.0 psia 
Adjust the SECONDARY pressure to 27.5 psia 
Adjust the COOLING AIR pressure to 60.0 psia 
Lower the FUEL PILOT SIGNAL to idle exhaust temperature. 
The burner is now ready to switch h m  MANUAL to AUTOMATIC 
FUEL contml. 
To switch from MANUAL to AUTOMATIC FUEL control, do the 
f0I.Iowing: 
a. Make sure that the Micristar Controller is on MANUAL mode. 
b. Make sure that the Micristar Controuer is on HOLD mode with 
run light flashing. 
c. Make sure that the %OUTPUT is set at 10.0 
d. Make sure, with the run iight flashing, that the SEGMENT 
DISPLAYED IS No. 1. 
e. Make sure that the BURNER is zt IDLE condition and 
MANCJAL mode. 
f. Almost instantiy, press: 
1. The MANUAUAuto key on the Micristar controller once; 
. . 
II. The Run key on the Micristar controUer once; 
iii. The ENTER key on the Micristar Controller once; and 
iv. The AUTO key on the BURNER CONTROL CONSOLE 
once. 
g. Observe the SEGMENT display and when SEGMENT No.3 
appean, watch the data acquisition starting on the screen of 
computer. 
h. Observe the temperature increase after the transfer, an over-shoot 
in temperature of up to 13ûû°C is acceptable. 
1.39 With HoneyweU recorder OFF, adjust HoneyweU alam to 1500°C. At 
approximately 1 minute into the test, turn on the Honeywell recorder. 
Adjust the alann setting to 1400°C only after the flame has stabilized. 
BURNER RIG SHüT DOWN PROCEDURES 
Check that the programmeci number of cycles had k e n  mn, on the screen 
of the computer. 
A successful RUN (i.e.. Autornatically controlled) will shut the FUEL off 
and put the burner to FLAME-OUT and the Micristar on HOLD mode 
(i.e., SEGMENT NOS) 
Press the RESET button once. 
Press the ACKNOWLEDGE button once. 
Press the FUEL button OFF. 
Press/PUSE-IN the outside FüEL PUMP button to stop fuel supply. 
ResdPUSH-IN the Manual button on console for MANUAL operation. 
Keep Pressure settings for two (2) minutes. 
Tum-OFF the DATA LOGGER. 
Tm-OFF the HONEYWELL recorder. 
C d  the HEATING PLANT at 993-2412 to shut-off the cornpressor. 
Let release the excess air in the pipes until Main Pressure and cwling air 
are 14.6 for ail gauges on the console. 
Turn-OFF the EXHAUST FAN. 
Push-OFF the air button. 
Push-OFF the EXHAUST button. 
hsh-OFF the AUTO CONTROLLER button. 
If POWER is not OFF, Push-OFF the POWER button. 
Set the Micristar A l m  button to OFF mode. 
Record the TIME displayed and the last cycle number run, on the 
EAGLE TIMER in the burner LOG-BOOK 
Copy the data files SRYx-xxx.PRN from the hard disk to floppy disic, and 
delete the nles on the hard disk. Here, Y represents a capital letter used 
for specimen identification and xxxx designates the cycle number. See 
more detailed procedure in next section, steps 2.0 to 3.12. 
BURNER RIG EMERGENCY SHUT DOWN PROCEDURES 
Press HOLD key on the Micristar controller. 
Presshsh-IN FUEL bu tton OFF. 
Press/lPush-IN FUEL PUMP button to stop fuel supply. 
PresdPush-IN RESET button once- 
PresdPush-IN ACKNOWLEDGE button once. 
Press MANUAL Key on the Micristar controller. 
Press/Push-IN MANUAL button on control console. 
If air supply shut down is requested. c d  the HEATING PLANT (993- 
2412). 
374 
3.9 Turn-OFF recorders (i.e., DATA LOGGER and HOEI'EYWELL). 
3.10 Tum-OFF the EXHAUST FAN. 
3.1 1 Cal1 for a Technician (Le., Mr. Tak Terada at 993-0204 or 993-6 179) or 
your supervisor. 
A 3  Data Acquisition System Operational Procedures for Thermal Fatigue 
Testing 
DATA ACQUISITION SYSTEM START-UP PROCEDURES 
(Cm be done before burner ng start-up) 
Tum on cornputer * will go to C directory 
Type CD NRC =RI =+ C:WC 
Type NRC [ENTER] =+ Main Menu shows up 
GOTO CONFIGURATION FILE LOAD/SAVE -RI 
GOTO LOAD CONFIGURATION FILE ENTER] 
Should be in SRY (default). If not type SRY [ENTER] 
(here. Y is a capital letter that identifies the tested specimen) 
[ESCI 
GOTO SENSOR CONFIGURATiON [ENTER] 
Check to make sure that the values in the dope column correspond to 
values reported in Appendix C. If nof the next steps should be foilowed: 
1 -9.1 GOTO CONFIGURATION FILE LOADISAVE [ENTEIR] 
1.92 GûTO First level i.e. LOAD CONFIGURATION FILE 
ENTER1 
1.9.3 TYPE SRX ENTER] 
1 -9.4 GOTO Second LeveI i.e. SAVE CONFIGURATION FILE 
ENTER1 
1.9.5 Type SRY -1 
1.9.6 GOTO First level Le. LOAD CONFIGURATION 
1.9.7 TYPE SRY (ENTER] 
1.9.8 Check CONFIGURATION PARAMETERS. 
1.9.9 GoTO CONFIGURATION FILE LOAD/SAVE [ENTER] 
1.9.10 GOTO Second Level Le. SAVE CONFIGURATION 
-1 
GOTO CONFIGURATION PARAMETERS -1 =, Check values 
for starting cycle and ending cycle. 
* TEST LABEL: SRYO for first 999 cycles; 
SRY 1 for 1000- 1999 cycles; 
SRY2 for 2000-2999 cycles. 
TRIGGER CHANNEL: 7 
LIMIT SENSOR REF: Fpress 
STAGE 1 6û 1 O NONE 
STAGE II 330 1 O NONE 
STAGE III 90 1 O NONE 
GoTO DIAGNOSTIC TEST MENU m R ]  
GOTO Second Level i.e. MODEL 222 A/D Unit m R ]  
SELECT option #2 i.e. 8 input states =, should see O in al1 columns. 
PRESS keypad #1 and #3 to activate relays 
PRESS Q to quit 
PRESS option #4 to exit 
WC1 
GoTO CONFIGURATION FIIE LOAWSAVE FNTER] 




1.22 GOTO BEGIN SCANNING/SAWGRAPHI:CS -RI 
1.23 START TEST IN AUTOMATIC MODE 
2.0 DATA ACQUISITION SYSTEM SHUTDOWN PROCEDURES 
(Shutdown bumer rig test only when MICRISTAR programme conîmiler 
is in segment #4 + cooling p e n d  PRESS BOLDI) 
2.1 Press WC] 
2.2 [.q * Main Menu 
2.3 Quit Menu 
STORAGE PROCEDURE OF TF DATA DITO NETWORK 
GOTO NRC DIRECTORY =+ C:WRC> 
Type r n R 1  
Type NET [ENTERI 
Type LOGIN NAME + GENDRON 
Type PASSWORD =+ LUCIE User menu appears 
EEsCl 
Answer "YES" =, Now, you should be in D:b 
Type C: -RI 
Type CD NRC p T E R ]  
Type COPY SRY*.* b d: [ENTER] + Fies transferring 
After copying =, type DEL SRY*.* [ENTER] 
LOGOUT [ENTER] 
APPENDIX B 
DESCRIPTION OF THE CGMS CRACK GROWTH MONITOR 
(After MATELECï LTD, [88]) 
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The Crack Growth Monitor CGMS is a multiple-fkequency, A.C. potential drop 
system, designed for accurate measurement of crack p w t h  utilising the skin effect. It 
contains a current source capable of d e h v e ~ g  an altemating current of constant 
amplitude and fkequency into the specimen. It has facilities for selecting the frequency 
and setting the constant amplitude of the cumnt as required. The AC. potential drop 
across the crack in the test specimen is amplifieci and then demodulateci using an 
automatic phase detection sy stem. The resultant D.C. output voltage is displayed 
digitally. For the purpose of recording, both analog and digital outputs are available. 
A number of facilities are provided for research applications. The system is contained 
in a precision-engineered, portable, instrument case. The CGMS described here is a new 
version in which a module (cded p) is added to the main instrument (calied module a). 
The module a takes the amplifieci ACPD signal from channel A of the preamplifer. 
The module processes the amplifiai ACPD signal fiom channel B of the preamplifier. 
As described in Subsection 1.2.2, the active probes attacheci to critical zones on the TF 
specimen (areas where cracks are expected i.e. LE, TE) are comected to chamel A. 
The reference probes are c o ~ e c t e d  to channel B. The module P that controls the gain 
and offset of channel B, dso provides output sipals repxesenting the difference between 
processed ACPD signals from channels A and B (A-B), and the output signals 
representing (A-B)/B . 
The next sub-sections will describe the two modules of the CGMS instrument. 
Refer to Figures B. 1 and B .2 at the end of this Appendix. 
Front Panel Descri~tion: 
1) PANEL METER 4% digit liquid crystal panel meter displays 
output voltage automaticdy changing range 
when the output exceeds 2 volts. The meter 
is also used to display the RMS value of the 
specimen current. A battery low indication 
is given at the top left hand corner of the 
display for battery powered instruments. 
CHARGE INDICATOR This LED is only on battery powered 
instruments and indicaies the rate at which 
the baiteries are charging. It operates oniy 
when the 220 V mains are connected to the 
instrument m e n  RED it indicates a hi$ 
rate of charge (or instrument in main 
operation). When GREEN it indicates a low 
rate of charge, the batteries being fioat 
c harged. 
Press ONIOFF 
4) GAIN SELECTOR 
5 )  SIGNAL INPUT 
6) FREQUENCY SELEmOR 
The gain select switch sets the gain of the 
input signal amplifier in 10 dB steps fiom 
50 to 90 dB. 
50 dB = x 316.2 
6ûdB=xlOOO 
70 dB = x 3162 
80dB=x1ûûûû 
90 dB = x 31620 
The input is transformer decoupled to give 
high common mode rejection and low 
'noise'. Care should be taken to ensure the 
source impedance is low. (PLUG TO FIT 
type LEM0 FG2B302CN070). 
The frequency of the altemating current can 
be selected from one of six preset values of 
0.3, 1, 3, 10, 30 and 100 kHz. 
7) C U R R E N T / L I M I T  The LED tums RED when panel meter is 
INDIC ATOR displaying the specimen current. If at any 
time the loaii resistance is too high for the 
set current the LED flashes RED. The LED 
tums GREEN when the amplified input 
signal exceeds the set value. 
N.B. The LED will display combinations of 
RED and GREEN. 
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8) CURRENT MONITOR It has three positions. In the UP (Set 
SWITCH Current) position the panel meter reads the 
RMS value of the alternating current ninning 
through the specimen as set by the 
potentiometer (9). In the MIDDLE position 
the panel meter displays the value of the 
amplified voltage signal. In the LOW (Set 
Relay) position the panel meter displays the 
set value of the output signal at which a 
relay operates (to switch externai equipment 
OFF or ON). 
9) SET RELAY ADJUSTMENT The poteotiometer, which can be adjusted 
using a screw driver, sets the value of the 
output signai voltage at wbich the reiay 
mentioned above is required to operate. 
10) S E T  C U R R E N T  The alternathg current through the specimen 
ADJUSTMENT is continuously variable up to 2 Amperes 
RMS by means of this 10 turn lockable 
po tentiorne ter. 
1 1) OFFSET INDICATOR LED lights when the offset is in use. LED 
flashes when signal gain is excessive Le. 
there is clipping of the signal waveform. 
This is rernedied by lowering the signal gain 
frequency. 
12) OFFSET S m C H  This enables the initial signal output to be 
offset by up to 200 mV in the UP (Fine) 
position and up to 2 Volts in the LOW 
(Coarse) position. This makes it possible to 
use more gain (4) so that small variations in 
the initial signal can be recordeci. 
13) OFFSET ADJUSTMENT The offset voltage is continuously variable 
and is set by means of a 10 turn 
potentiometer. 
14) PHASE INDICATOR 
15) PHASE S W C H  
The LED lights intermittently when the 
phase is not adjusted correctly. In the UP 
(Manual) position of switch (15) it will 
remain lit or ON steadily when correct phase 
adjustment has been made using the 
potentiometer (1 6). In the LOW 
(Automatic) position of switch (15) it will 
go out (or OFF) when the correct phase 
adjustment is attained after a certain tirne. 
In the UP (Manual) position the phase is 
adjusted manually by using the 
potentiometer (16). In the LOW 
(Automatic) position the phase is adjusted 
automaticaily. 
16) PHASE ADJUSTMENT 
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This 10 tum lockable potentiometer adjusts 
the phase and is operationai only in the UP 
(Manual) position of switch (15). It shodd 
be set to give the maximum value of the 
output signal on the panel meter. 
17) FIXED OFFSET SWïïCH In the UP (500 mV) position of this switch 
it introduces a h e d  offset of  500 mV to the 
output signal. In the LOW (50 mV) position 
it introduces a fured offset of 50 mV. in the 
MIDDLE (Off) position the switch has no 
effect. 
19) HOLD SWITCH 
In the MAX. position of the switch a fdter is 
used to reduce 'noise' to a minimum for use 
during slow s a  rate tests. The MIN. 
position is used maidy for fatigue tests 
where a special fdter aiiows the fatigue 
frequency to corne through but blocks the 
higher frequencies and reduces 'noise'. In 
the OUT position the filter is taken out in 
order to enable dynamic tests at higher 
speeds to be monitored. 
This can be used to 'Hold* or freeze the 
reading on the panel meter when required. 
When in 'Hold' state the reading flashes. 
Back Panel Description: 
20) CURRENT OUTPUT 3 pin lockable socket. 
PIN CONFIGURATION 
Pin 1 +ve Output 
Pin2 (-1 
Pin3 GND 
Optional facilities for comparison,division 
technique. In cases where very high stability 
and accuracy are required. it is possible to 
overcome the effect of temperatun 
variations in the specimen by using a simüar 
specimen placed near the specimen under 
test, as a reference. The reference spezimen 
will be subject to the same ambient 
conditions, but not the same stress. 
Re-cracking of a specimen is ofkn carried 
out by faîiguing it over a p e n d  of time. 
The CGMS has facilities for a relay to stop 
the testing machine or initiate an alarm when 
the crack formed reaches a certain preset 
value. The contacts of the relay used for 
fatigue preîracking of the specimen are 
provided on this socket 
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22) DIGITAL INTERFACE Rovides a serial digital output from the 
RS-232 panel meter which may be used to interface 
to a cornputer or digital data logging system. 
23) RECORDER OUTPUT 3 pin lockable socket. 
PIN CONFIGURATION 
Pin 1 Output 
Pin 2 GND 
Pi 3 NC 
24) GND 1 
25) GND 2 
26) MlUNSSOCKET 
Common for circuit. 
Case of instrument. 
200V AC, contains two fuses. 
B.2 MODULE 
Front Panel Description: 
27) PANEL METER 
29) GAIN SELECTOR 
4% digit liquid crystal panel meter displays 
output offset B, B and (A-B)/B. 
3 positions toggle switch. 
Select the output offset B, B, and (A-B)/B to 
be displayed. The componding LED is lit 
to clearly show the position of this switch. 
Also if any of the outputs exceed 
approximately 3.8 volts, or if they are 
negative, the corresponding LED will flash 
RED. 
The gain select switch sets the gain of the 
input signal of channel B in 10 dB steps 
h m  50 to 90 dB. 
50 dB = x 316.2 
6 0 d B = x 1 o o o  
70 dB = x 3162 
80 dB = x  1ûûûû 
90 dB = x 31620 
30) OFFSET ADJUSTMENT 
Back Panel Description: 
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The offset voltage of channel B is 
continuously variable and is set by means of 
a 10 turn potentiorneter (range of  11 volt). 
3 1-33) R E C O R D E R  3 pin lockable sockets. 
OUTPUTS Pin 1 output 
Pin 2 Grn 
Pin 3 NC 
The processed outputs of signais B, offset of 
B and (A-B)IB are provided via these 
corresponding sockets. 
34) PA INPUT SOCKET The arnplified ACPD signais from charinel A 
and B of the prearnplifiier are supplied to the 
CGM5 with a 10 m cable connected to the 
PA INPUT SOCKET. 
This switch is provided to correct the phase 
of the B signal in cases where the two 
voltage probe wires from the specimen have 
been c o ~ e ~ t e d  in opposition to those 
emerging hom the preamplifier unit. 
Figure B.l Crack Giowth Monitor CGMS 1881: 
Q 
a) front panel; b) back panel. 
I 
OIFFERMCE UNK oui/ 
Figure B.2 Difference Unit DUD 1 [88]: a) front panel; b) back panel. 
APPENDIX C 
PROGRAMMING OF THE MICRISTAR 
The Micristar unit has three (3) functions: 
(1) Control (automaticdy) the fiame temperature during the duration of the tests; 
(2) control the carrier which soaks the specimen in and out the hot flame and the 
Stream of cold air, 
(3) Synchronize the Sudata acquisition system with the cycling sequence of the 
carrier. 
Steps 1.0 to 1.19 shows how to set the operating parameters of the Miaïstar 
which control the flame temperature dwing the thermal fatigue tests. The principal 
parameter that sets the gas temperature level as measured by a thermocouple of conml 
--tl'q- PIC) is called %GU ir A and express the fuel flow capacity of the burner rig (in 4%) 
for a set-up. me relation between this parameter and the gas temperature is given in 
Figure C.1. 
Skps 2.0 to 2.1 1 explains how to set the operating parameters programmed to 
control the thermal cycle and the Sciemeaic Instruments data acquisition and control 
units as described in detail in Figure C.2 and Table C. 1. 
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The Micristar's contro1Ier and programmer operating parameters must be entered 
before the Micristar begins normal operatiom. These parameters c m  be entered through 
the primary panel lower display in FULL ACCESS. Use these steps to place the 
primary panel to FULL ACCESS: 
a open operator panel (refer to Figures C.3 and C.4) 
b. press the RI LOGO (hidden key) 
c. press a hidden key located to the left of the upper display scroU key. 
Before beginning this section, the user shouid already have a working knowledge 
of how to operate each of the programmer displays. A detailed description of each 
Programmer (PGMR) TABLES display may be found in the Micristar's User Manual, 
mode1 828D, [89]. 
CONTROLLER OPERATING PARAMETERS FOR THERMAL FATIGUE 
TESTING 
Put the Micristar on AUTOMATIC mode. (If the unit is on MANUAL, press 
the MANUAUAUTO key once.) 
Select DEV deviation in the upper display. (Press the upper display scroll key 
until the deviaîion display appears for the appropriate channel.) 
Put the Micristar in FULL ACCESS. (Open Contact Input 5 + Press RI Logo 
+ Press Hidden key between the upper display and the upper display scroll keys.) 
Press the controiler Key to activate the CONTROLLER function to select the 
appropriate channel. 
Access the SETPOINT display and set to value = 76.9 
Access the DEVLATION @EV) display and document value. 
Access the %OUTPUT display and set to value = 10.0 
Access the DEV-HI alarm trigger and set to value = 100 
Access the DEV-LO alarm trigger and set to value = 100 
Access the PV-BI darm frigger aod set to value = 100 
Access the PV-LO alarm trigger and set to value = -2.5 
Press the lower display scroll key until the GAIN display is selected. 
Ress the ENTER key and p r e ~ ~  the FAST INC key to select a value = 0.1 
Press the lower display scroII key untii the RESET display is selected. 
Ress the ENTER key and press the FAST INC key to select a value = r 5.00 
Press the lower display scroil key untii RATE display is selected. 
Ress the ENTER key and press the FAST INC key to select a value = r 0.00 
Close operator panel. 
Activate the Miaistar PV-HI alarm for automatic shutdown: 
a. Select Full Access. 
b. Select Configuration Access (Press RI Logo + Press the HIDDEN key 
below the controller key.) 
c. Set CF42 to 2 and close the operator panel. 
2.0 PROGRAMMER OPERATING PARAMETERS FOR THERMAL 
FATIGUE TESTING 
2.1 Put the Micristar in FULL AC-. (Open Contact Input 5 + Press RI Logo 
+ Press Hidden key between the upper display Led and the upper display scroll). 
2.2 hit the programmer on HOLD mode. (If the RUN LED is lit, press HOLD key 
once.) 
2.3 Press the MANUAUAUTO key to put the controller on Manual mode. (Led 
lights to iodicate MANUAL operation.) 
2.4 Press PROGRAMMER (PGMR) TABLES key to select Programmer Tables 
function. 
2.5 Use the S c d  key to select the display type. (Scroll down to SEGMENT.) 
2.6 Press the ENTER key to enable the INCfDEC and the FAST INC/DEC keys as 
applicable. 
2.7 Use INC/DEC and FAST INUDEC keys to change displayed values as 
applicable. Access SEGMENT No. 1 and enter parameters as per the attachai 
BRT Process Profile Chart (set Table Cl). 
NOTE: The Micristar's ADVANCE key can save tirne and effort when 
entering parameters. For the Programmer Tables. use the 
ADVANCE key to increment the currently-addressed segment by 
I as follows: 
a. scroli to the SEGMENT display 
b. press ADVANCE key 
C. press ENTER key 
2.8 Check ail entered values. 
2.9 Press RUN key to prepare the controIler on RUN mode (RUN Led light should 
blinic.) 
2.10 Use INClDEC key to select proper SEGMENT (select SEGMENT No. 1 .) 
2.1 1 Close operator panel. 
NOTE: The controller is now ready for transfer nom MANUAL to 
AUTOMATIC FUEL CONTROL operation (starting with 
SEGMENT No. 1 .) 
Table Cl Micristar programmer table process profiie chart for thermal fatigue testing 






3 = OFF 
I SEG TIME l o9:1oU 
N.B.: N + 1 = total number of thermal cycles desired. 
Figure C.l Percentage of the set fuel flow capacity of the burner rig (5% OUTPUT) as 
a function of the temperature (TIC) of the gas stream at the exit of the noule. 
Figure C3 Evolution of the parameters of the Micristar controuer and the SI data 
acquisition system prograaimed to insure full automation of the test. 







Figure CA Primary panel of the MICRISTAR controiier unit 
APPENDLX D 
AUTONICKEL PLATING PROCEDURE 
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During the preparation of the metallography of sections of the specimens tested 
in the bumer rig, an electroless nickel plating process is practiced in order to protect the 
friable oxide scales during the mechanical polishing of the sections. The procedure and 
chemical composition of the bath recommended by Edgemete are given as following: 
wash the sections to be coated in an ultrasonic bath of tetrachloroethylene 
(or acetone) during 5 minutes; 
apply by plasma a thin gold f h  as in sample preparation for scanning 
electron microscopy (SEM); 
mix equal parts (200 mL each) of solutions "A" and "B" in a 500 mL 
beaker and heat the bath to operating temperature of 80-85°C with a 
heating plate (IMPORTANT NOTE: the solution should never be allowed 
to boil); 
during the tirne that the solution temperature reaches the desired level, 
wash the sections with the "Pre-Clean" solution during 5-30 sec. and 
rince them with warm water, 
put the sections in the bath and cover the beaker with watch glass when 
the bath is at temperature (N.B.: make sure that the bath temperature do 
not exceeds 90°C during the plating process); 
remove the sections £hm the bath after 5-7 hours (a 20 pin thick nickel 
coating should be obtained); 
rince the sections with hot water and carefully dry under a hot air stream. 
The composition of the preîlean solution and of the solutions "A" and "B" used 
for the electroless nickel plating is given in the next page. 
Pre-Clean Solution 
Hydrochlonc Acid 











Sodium Hypophosphite 26.4 g / L  
DisUed Water Balance 
PLO'ITING OF THE POTElYTIAL DROP VS NUMBER OF CYCLES 
FROM MEASURED PD DURING THERMAL FATIGUE TESTS 
As discussed in Subsection 4.2.1. the average value of the PD measured during 
the steady state portion of each thermal cycle is the most convenient value for following 
the evolution of the PD during fatigue tests. This Appendix explains how this average 
value of the potential drop (V) is plotted against the number of cycle 0 to obtain the 
V-N graphs corresponding to each thermal fatigue test 
For each cycle carried out during TF testing, the data acquisition system stores 
on files the test name, the cycle number and the evolution of dynamic variables as the 
PD in the specimen and the hot gas sûeam temperature. The general name of these data 
file is "SRYx-xxxPRN" where SRY is the test name (Y is the specimen code) and x-xxx 
is the cycle number. More details on the data acquisition system are given in 
Subsection 3.1.2.2. 
To perform the calculation of the average value of the PD, a program named 
AVGSTD-V.BAS was written in Basic and is listed at the end of this Appendix. 
The pro- contains three parts. The first one (lines 80 to 120) gives to the 
user the oppominity to enter the name of the test (i.e. SRY), the type of cycle perforrned 
(long or short). A short cycle implies that the average value of the PD will be 
performed in the time range of 95.5 - 126.8 seconds whereas for a long cycle, the 
average vdue is determined for the time range of 246.8 - 351.2 seconds. 
The second part of the program (lines 140 to 230) defines the dimension of some 
array variables, opens the SRY-EVENN and SRY-ODDH files in which average values 
will be stored separately for even and odd cycle numbers. This process is required since 
the PD h m  the probes at the leading edge (VA1) and its reference probes (VB3) are 
registered during even cycles. In the meantirne. the PD from the probes at the trailing 
edge (VA4 and its reference probes (VB2) are registered during odd cycles. 
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The third part of the program (lines 250 to 340). the user cm choose a specific 
range of cycle data file. Each file is calleci and relevant data are r d .  This is executed 
in the first subroutine (1ûW-1230) of this part, which includes an error subroutine that 
handies bugs associated with bad file narnes or wrong data in Nes. A second subroutine 
(2000-2120) cornputes the average value of the potential drop, VA and VB and the 
average gas Stream temperature T, for each cycle data file. The third subroutine (3000- 
3120) is then called to calculate the standard deviation for these parameters (VA, VB 
and T). The average and standard deviation of these parameters are finally stored with 
their corresponding cycb number in output data fdes SRY-EVEN-N or SRY-ODD-N, 
during the execution of the 4th subroutine (4000-4050). 
Following the treatment of ali data files, the user is asked if other data files of 
the same test name WU be treated- 
Files SRY-EVEN.N and SRY-0DD.N can then be imported to graphic software 
such as SYMPHONY. LOTUS or AXüM to generate V-N graphs. At this stage, it is 
easy to plot the PD at the leading edge or at the aailùig edge or both PD versus the 
cycle number N. 
Listing of the AVGSTD-VBAS Program 
1 0  "***"***"f*f*W+*** PROGRAM AVGSTD-V.= *************"*********** 
20 a t t t t * * r * t * * * * * * * * + * * t t t * i t * t * * * * t * * r . t t t t * * * * * * * r * * * * * t * * * r * ~ * * * * * * * * * *  
30 ' c * *  COMPUTE THE AVERAGE VALVE AND THE STANDARD DEVIATION *** 
40 '*** OF THE PD I N  DEW SPECIMEN DüRING THE THERMAL FATIGUE TESTINGS *** 
SO # t t r * t t t t * t * t t t * T * * * * * * t * * * * * t * T * * * t * t t t * * * * * * + * * * * * * * * * * * * * * * * * * * * * * T  
60 #***""e***tOT** FOR S. G m R Q N  TF PROGRAH a P 0 0  ""***"*******+*** 
70 ' 
80 'ENTER THE TEST NAME AND THE TYPE OF CYCLE 
9 0 CLS 
100 INPUT 'ENTER THE TEST NAME ( 3  CAPITAL LETTERSI AND PRESS PITER: ', TESTS 
110 INPüT 'SHORT CYCLZ (S)  OR LONG CYCLE (LI ' ; DUREES 
120 I F  DUREES = * S m  T'rlEN K = 126: M = 3 1  ELSE K = 271: M = 1 0 1  
130 ' 
140 ' DEFINE DIMENSION OF ARRAY VARIABLES 
150 'AND OPEN OUTPUT DATAFILES 
160 DIM DATüMS(K) 
17  O DIM TIME(M) 
180 DIM VA(M) 
190 CIM W(M) 
200 DIM T [MI 
210 OPEN * O * ,  #1,  TESTS + '-EVEN.N- 
220 OPEN 'Om, #2, TESTS * "-ODD-N* 
230 SUFS = ' .PRN' 
240 ' 
250 'CALL EACH CYCLE FILE AS REQUESTED, AND TREAT ITS CORRESPONDING DATA: 
260 INPDT 'ENTER THE INITIAL CYCLE NUMBER, AND PRESS ENTER: ', NI% 
270 INPUT 'ENTER THE LAST CYCLE NIMBER, AND PRESS ENTER: ', NF% 
280 CLS 
290 FOR N% = N I %  TO NF% 
300 WSUB 1000 'CALL AND READ THE DATA FI LES 
310 GO- 2000 'COMPUTE THE AVERAGE VALUES (AVGI OF VA, VB AND T 
320 GOSUB 3000 'COMPUTE THE STANDARD DEVIATION (STD) OF VA, VB AND T 
330 WSUB 4000 'STORE THE AVG AND THE STD OF VA, VB AND T 
340 NEXT N% 
350 ' 
360 INPUT 'HAVE YOU FINISHED TO TRERT DATA ( Y  OR N) '; RESPS 
370 I F  RESPS = 'Y' GOTO 380 ELSE GOTO 260 




1000 'SUBROUTINE 1000; CALL AND READ THE DATA FILS 
1010 ' COMPOSE THE NAME OF THE DATA FILE 
1020 JJ! = (N%+.1)/10000 + l! 
1030 THOUSAND$ = MID$(STRS(J3!),4,1) 
1040 UNIT$ = MiD$(STRS(JJ!) ,5 ,3)  
1050 FILENAMES = TESTS + THOUSANDS + '-' + UNITS + SUFS 
1060 ' OPEN AND READ THE DATA FILE 
1070 ON ERROR GOTO 1190 
1080 OPEN 'I*, R3. FILENAMES 
1090 FOR II% = 1 Tû K 
1100 INPUTt3, DATUMS(II%) 
1110 NEXT 11% 
1120 I F  VAL(DATUMS(6)) o VAL(üN1TS) GOTO 1190 
1130 F O R J = l T O M  
1140 INPUT%3, TIME(J1 V A ( 3 )  8 VB(J)* T(J1 
1150 NEXTJ 
1160 RETI;TRN 310 
1170 ' 
1180 'FILE NOT FOUND OR FILE READING ERRORS SUBROUTINE 
1190 VA=-1!: VB=-l!: T=O!: STDVA=O!: -=O!: STDT=O! 
1200 IF (ERR=S3) TXEN PRïNT FILENAMES; ' WES NOT EXIST!': RESUME 1230 
1210 I F  (ERR=62) THEN RESUME 1220 
1220 PRINT FILENAMES; ' I S  WRONG!' 
1230 RETURN 330 
1240 ' 
1250 ' 
2000 'SüBROüTINE 2000; COMPCPTE THE AVERAGE VALUE OF VA, VB, AND T 
2010 ÇUMVA = O! 
2020 ÇUMVB=O! 
2030 SUEiT = O! 
2040 FOR J = I TO M 
2050 SUMIA = VA(J1 + SUMVA 
2060 ÇUHVB = VB(J) + SUMVB 
2070 SUMT = T(J) + SUMT 
2080 NEXT J 
2090 VA = SUMVA/M 
2100 VB = SüMV3/M 
2110 T = m / M  
2120 RETüRN 320 
2130 ' 
2140 ' 
3000 'Sü3ROUTïNE 3000 ; COMPüTE THE STANDARD DEVIATION OF VA, VB, AND T 
3010 SüMSTWA = O! 
3020 ÇCTMÇTDVB = O! 
3030 SüMSTDT=O! 
3040 FOR J = 1 TO M 
3050 ÇUMSTDVA = ABS(VA(J)-VA) + SUMSTDVA 
3060 ÇUMSTDVB = ABS (VB (JI -VB 1 + SUMSTDVB 
3070 SUMsTDT = ABS(T(J1-T} + SüMSTDT 
3080 NEXT J 
3090 STDVA= SUMSTDVAIM 
3100 STDVB = SUMSTDVB/M 
3110 STDT = çUMSTDT/M 
3120 RETUEW 330 
3130 ' 
3140 ' 
4000 'SUBROUTINE 4000; STORE THE AVG AND THE STD OF VA, VB AND T 
4010 NB = N%/2 -INT(N%/S) 
4020 IF NB c -1 THEN PRINT #l, NB, VA, STWA, VB, STDVB, T, STDT 
4030 IF NB > -1 T E N  PRXNT 12, Pi%, VA, STWA, VB, STDVB, T, STDT 
4040 CLOSE 83 
4050 RETURN 340 
APPENDIX F 
DETERMINATION OF THE RADIATION HEAT TRANSFER PARAMETERS 
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The radiation heat transfer from the specirnen to the surroundings (the bumer 
rig rwm) was covered in Subsection 5.1.2.1. Roughly, it was mentioned that the 
radiative heat flux is expressed by: 
where: 
E is the emissivity of the specimen; 
o is the Stefan-Boltzmann constant which has the value 5.669E-8 w/rnZK4; 
FCj is the radiation shape factor or naftion of the energy radiatecl from the 
specimen surface to the element "j" of the surroundings; 
T, is the surface temperature of the specimen (in K); 
and Tj is the temperature of the element "jn of the surroudings. 
The radiation shape factors, F, in this Equation, more precisely represent the 
fraction of the energy radiated by the specimen to its surrounding elements and T, is the 
temperature of the elements, with j = w for the rmm walls, j = n for the bumer rig 
nozzle and j = c for the hot core of the combustor. While the temperature of the room 
is easy to get and can be neglected in the Equation, the estimation of the values of the 
other parameters is an important and more difficult task. 
This Appendix explains how the radiation shape factors, the temperature of the 
nozzle and of the intemal core of the combustion chamber was determineci, 
F.l Radiation ShPpe Factors 
At the Leading Edge: 
At the leading edge, the surface emits radiations to the room walls, to the nozzle 
and to the intemal core of the combustion chamber of the gas bumer. In the 
determination of the fkactions of the heat radiated from the leadhg edge to the room 
wd, to the nozzle and to the combustor, &fmed by their respective shape factors F,, 
F, and F ,  lets assume that the leading edge is a disk of 1 mm radius, the noule is a 
disk with an internai and extemai diameter of 50 mm and 108 mm, respectively, and the 
intemal core of the combustor is a 50 mm diameter disk, as shown in Figure F. 1. More 
over, aU these pseudo-disks are assumed parallele and concentric, and the leading edge 
disk distanced fYom the others by 85 mm, as in the burner rig set-up descnbed in 
Subsection 3.1.2.1. In Figure F.2, the radiation shape factor F,., for radiation between 
two parallele concentric disks of radius r, and r, and distanced by a length L is given 
by the chart. Hence, if the leading edge is 1 and the intemal core is 2, r, = 1 mm. 
r, = 25 mm and L = 85 mm, then the factor F, = F,, = 0.065. As the core and the 
nozzle represent a disk of radius r, = 54 mm, the factor associateci with the radiation of 
the leading edge to these two elements together is F,, = F, + F, = F,, = 0.259. 
Thus, the factor for the radiation of the leading edge to the novle is given by 
F, = 0.259 - 0.065 = 0.194. As the sum of the fraction of the energy radiated h m  the 
leading edge to the elements of its environment is equal to 1, the factor for radiation 
between the leading edge and the walls of the room is given by F, = 1 - (F, + 
FM) = 1 - 0.259 = 0.741. In summary: F, = 0.065, F, = 0.194 and F, = 0.741. 
Figure F.1 Configuration of the DEW specimen (s), the nozzle (n) and the interna1 core 
(c) of the combustor in the bumer rig. 
Figure F.2 Chart giving the radiation shape factor for radiation between two parallel 
concentric disks [69]. 
In the previous analysis, the surfaces of the nozzle and the leading edge were 
assumeci flat and parailel which is obviously not the case. Figure F.3 shows the incident 
radiation h m  the leading edge to the nozzle. The angles Q, 0 defme the deviation of 
surfaces' normal (legding edge and nozzle) to the radiation directions. The shape factor 
is then given by [69]: 
F($, 0) = Fo cos 4 cos 0 
$ = 60" at the nozzIe 
where Fo is the shape factor for two paralle1 surfaces, as supposed earlier. For the 
infinitesimal elements at the tip of the leading edge. 0 varies from O0 to 75' where Bi is 
also the angular position of the element i. The mean angle @ for the nozzle is around 
60" while @ for the combustor is O" so the new shape factors are: 
Es-, i = F, COS 600 COS Bi = O. 194  COS^^ 
F, = F, , cos 00 cos Bi = 0.065 
Now, if we consider aU the elements of the leading edge where Bi varies from 
-75' to 7S0, the correspondhg shape fxtors cm be defined as: 
Elsewhere on the specimen: 
Elsewhere on the specimen (refer to Figure F.3), as these surfaces do not "see" 
directly the nozzle and the core of the combustor, they only irradiate the w d s  of the 
room and shape factors can take the following values: 
F, = 1.0 
F, = 0.0 
F, = 0.0 
SPECI  MEN 
I I 
Figure F.3 Sketch showing elements of the specimen and the nozzle used in denving 
radiation shape factor which consider the curvahire and the non-paraiielism of the 
surfaces. 
F.2 Nozzle and Combnstor TemperatUros 
The nozzle temperature was measured with the optical pyrometer IRCON that 
was also used for specimen temperature measurements during the thermal fatigue tests. 
Since the nozzle material is an oxidized nickel-base alloy, the emissivity of the IRCON 
was set at 0.85 as for the tested DEW specimens made of René 80. The temperature of 
the noule was also computed based on a heat balance on the nozzie wall that is heated 
by convection h m  the hot gas stream and cooled at its interna1 surface by radiation. 
Experimental measurements and computed values are in good agreement and differ by 
only 1%. 
Since the inside wall of the combustor is insulated from the surroundings, the 
temperature of the intemal core of the combustor (TJ was assumed equal to the hot gas 
stream temperature (Td. Gas temperature was obtained by measurements h m  the 
themiocoupie of control positioned 1 cm downstream of the notzle fiange. The 
measured values (TIC) were corrected to take into consideration the radiation heat losses 
from the thermocouple bead (heat transfer effects descnbed in Appendix G), by using 
the program TFC-P.BAS presented in Appendix H. 
Table F.l gives the values of the nozzle and the combustion core as a function 
of measured gas temperature (TK) ranging h m  800 to 1300°C- 
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Table F.l Combustor (TJ and nozzle (TA temperatures for different measured 
gas temperatures (WC) 
EVALUATION OF THE EFl?ECT OF CONDUCTION AND RADIATION 
HIEGT LOSSES FROM JUNCTION OF A THERMOCOUPLE 
ON GAS TEMPEZWïURE MEASUREMFJW 
G.1 Efîect of Conduction 
As mentioned in Subsection 3.1.2.1, a vertical themocouple is used to masure 
and control the hot gas Stream temperature. In this situation, the thermocouple is 
exposed to a temperature gradient dong its longitudinal axis. It was measured that the 
end of alumina sleeve of the thermocouple was amund 100°C under the hot junction. 
The wires of the junction are exposed to head loss by conduction and then the junction 
wiU be at lower temperature then the hot gas sûeam. 
To cornpute this effect, a heat balance can be done on each cyiindncal element 
of the wire of length dx. from the alumina sleeve to the end of the junction. assuming 
that the wires of the loop junction are straight (refer to Figure GA). 
Figure 6 1  Heat balance on wires of the hot junction of the controihg thennocouple 
in the hot gas stream. 
Considering the conduction heat traosfer within one element dx of the wire of 
length L, and the convection heat tmsfer at its surface exposed to the gas, the heat 








themial conductivity of the wire 
area of the section of the wire 
perimeter of the wire 
temperature of the wire at position x 
mean heat-transfer coefficient 
energy IN by conduction 
energy OUT by conduction 
energy transferred from the hot gas smam to the wire by 
convection 
temperature of the hot gas Stream 
The combination of the three terms of the heat-balance Equation gives: 
Using the variable 8 = T - Tg, and m2 = WkA, the differential equation c m  be written 
as following: 
The bounàary conditions are: 
1" O - Elo=To-Tg , a t x = O  - 
2" - dT = - d e = O , at x = L (due to the symetry) 
dx dx 
The fmd solution to this problem is: 
The temperature Tm at the junction corresponds to the measured value given by the 
thennocouple. So, 8 as to be evaluated at x  = L: 
Where: e, = Tm - Tg 
Oo = To -Tg 
This fiinction is ploted in graph of Figure G.2 for typicd values of "m" which require 
that the convective heat transfer coefficient, h, for a  wire in a gas Stream 
O 2 4 6 8 10 
Length of the Junction (mm) 
Figure 6.2 Effect of conduction heat loss due to the colder themiocouple sleeve (at Ta 
on the thennocouple measurement (T3 of the hot gas stream temperature CT,), as a 
function of the length of the junction directly exposed to the hot gas Stream. 
m u t  be calculated. This can be achieved with the following ernpirical relation [69]: 
w here: 
d = diameter of the wire = 5 X lv m 
v, = kinematic viscosity of the gas estimated at the film temperature 
k, = thennai conductivity of the gas estimated at the film temperature 
T, = temperature of the f h  of the gas fomed at the surface of the 
Tm = temperature of the junction of the thermocouple 
Tg = temperature of the gas or the hot gas Stream - 
V = mean velocity of the gas 
The way to determine the mean velocity of the gas is given in 
Subsection 5.1.2.3.1 and the gas properties cm be found in 1691. For a gas temperature 
set at 13WC and a gas velocity of 340 mls, h is of the order of 2500 w/rn2Pc and m 
has a value of 500. In this case, the length of each segment of the loop junction of the 
thermocouple has to be supenor to 7.5 mm in order to get a difference between the 
junction and the gas temperatuns of less than 5OC, according to the graph in Figure G.2. 
In the design of the thennocouples junction used for gas measurements in the present 
project, the length of the segments was of 8 mm and over. 
6.2 mect of radiation 
From the first part of this Appendix. it was found that in the case of a 
thermocouple with looped junction, the conduction effect on the hot gas stream 
temperature measurement is at Ieast equal to the incertitude of the reading. estimateci to 
I 5°C. Next factor to consider is the heat lost by the radiation of the platinum junction 
to the surrounding. Lets consider the case where the hot gas stream temperature is set 
to 1300°C as measured by the thermocouple of control PIC). The heat balance on the 
junction, negkting the heat transfer by conduction is: 
= perimeter of the platinurn wire 
= length of the junction considered 
= mean heat-transfer coefficient equals to 25 15 w / ~ ~ = O C  (see 
the details of computation in the last Subsection) 
= emissivity of the plathum, equals to 0.17 for the range of 
temperature considered 1691 
= Stefan-Boltzmann constant which the value is 
5.669~ 1 O-' w/mZ K4 
= temperature of the hot gas Stream in K 
= temperature measured by the junction of TIC in K. equals 
to 1577 K 
= temperature of the surrounding, about 293 K 
The difierence between the hot gas stream temperature and the thermocouple reading can 
The Merence is a function of the fourth power of the junction temperature. In the 
present case, for a thermocouple reading of 1300°C. the hot gas stream temperature is 
1323°C. The controllhg themiocouple underestimates the hot gas stream temperature 
of 23°C that is more then five times the error due to the conduction effect. 
Lets now determine the incertitude on the knowledge of the gas temperature. 
First, the incertitude of the themocouple reading associated with the thermocouple 
physical imperfection, the data aquisition system and the conduction heat losses in the 
sleeve is i 10°C. This incertitude also induces an incertitude of less than I 1°C on the 
computation of Tg-Tm. The incertitude on the value of h is I 15% 1691 and it induces 
an incertitude of * 4OC in the determination of the value of Tg-Tm. Thus, the measured 
gas stream temperature is: 
Tm = 1300 I lWC, 
the ciifference between the real gas temperature and the measurement is: 
Tg-Tm = 23 * SOC, 
and the corrected hot gas Stream temperature is about: 
Tg = 1323 r 15°C. 
PROGRAMS FOR ASSISTANCE IN THE- ANALYSIS 
APPLIED TO THE DEW SPECIMEN IN BURNlER RIG 
Thermal analysis of the double-edge wedge specimen used in the high velocity 
burner rig was complex and long. Especiaüy, the correction of the gas temperature 
measurements and the determination of local heat-transfer coefficients fi-om heat 
balances, required complex expressions, iterative calculations. and numerous 
interpolations of the themal properties of the hot gas and of the alloy tabulated as a 
function of temperature. In order to assist and minimize the errors during these 
calculations, five software programs based on improved procedures, formula and data 
base presented in Subsection 5.1 were developed. The five programs written in BASIC 
are named TFC-P.BAS, URADIALBAS, TFC-PRO.BAS, HCB-EXPB AS, and HCB- 
EMP.B AS. The program TFC-PB AS cornputes the corrected maximum temperatures 
and velocities accordhg to the measurement of the control thennocouple and with the 
air flow measurement supplied to the combustor. Based on these outputs, 
URADIAL.BAS and TFC-PRO.BAS give respectively the velocity and the corxected 
radial profdes of temperature of the hot gas at the exit of the nozzle where the specimen 
is positioned for actual thermal tests. The program HCB-EXP.BAS was developed to 
denve the heat-transfer coefficients from the temperature measured dong the chordwise 
of the mid-section of the specimen. The resulting coefficients profde is extrapo1ated. 
using the program HCB-EMP.BAS. to the overall specimen length using the empincal 
expression of Churchill & Bernstein and the data provided by URADIALBAS and TFC- 
PRO.BAS (the velocity and the temperature profiles of the hot gas). 
All the programs are Listed at the end of this Appendix with an example of output 
that they provide. The algorithm of the programs TFC-P.BAS and HCB-EXPBAS is 
also illus trated, 
H.1 Corrected Gas Temperatare and Veloeity 
The corrected gas temperature measured by the controlling thermocouple and the 
mean velocity of the gas at the exit of the nozzle are the h t  parameters to be 
determined, for the thermal analysis. Since the correction of the measurements of the 
gas temperature is a function of the gas velocity and that this parameter is also a 
function of the temperabire of the gas, those parameters m u t  be determineci 
simultaneously in an iterative scheme. 
A software program TFC-P.BAS has been developed to solve this problem. The 
algorithm is presented at the end of this Appendix. The description of the main 
variables used in this program is presented hereafec 
TFC: 
TGC: Temperature of the hot gas at the exit of the combustor, in O C .  
TSC: Temperature of the surface junction of the control therrnocouple 
used to measure the temperature of the hot gas, Located 1 cm 
from the flange of the nozzle, expressed in O C .  
Temperature of the stagnant f h  of the gas around the 
thennocouple junction that is estimated as the average between 
the hot gas temperature and the temperature of the thennocouple 
junction (in OC). 
TAC: Temperature (in O C )  of the air supplied in the bumer for the 
combustion of the fuel. 
TGK, TSK, 
TF& TAK: Expression in K of the temperatures TGC, TSC, WC, and TAC, 
respec tively . 
TG: Variable used to record the 1 s t  gas temperature (in K) 









Temperature of the gas film (TFK) used to interpol the thermal 
properties of the gas. 
Air pressures (psia) in the pipes comected to the primary and 
the secondary stages of the bumer, ~spectively. 
Local centerline velocity of the hot gas at the nozzle exit (m/s). 
Ratio of the local velocity to the mean velocity of the gas, at 
the centerline. 
Diameter of the junction wires of the control thermocouple 
(in mm). 
Kinematic viscosity of the gas estimated at the gas film 
temperature (TFK). in m2/s. 
Thermal conductivity of the gas estimated at the gas film 
temperature (TFK). in Wlm-K. 
Prandtl number of the gas estimated at the gas film temperature 
(m. 
Amy variable that contains the thermal properties of the air 
fiom O to 2500 K and us& to interpolate these values at the gas 
f h  temperature. 
Total number of data in the files VAIR, KAIR, PRAIR. 
Ordinal number (in the file) of the gas property value at the 
closest infenor temperature to the gas fdm temperature. 
Interval of temperature between two following values in the gas 
property files (here 100 K). 
Starting temperature of the first value stored in the gas property 
file. 
Reynolds number of the gas defmed by U*DN. 
Peclet number of the gas defined as to be RE*PR. 






Nusselt number around the junction wire of the thermocouple 
defined as to be H*D/K 
Constants in the empirical expression used to compute W. 
Stefan-Boltzmann constant (5.669E-O8 w / m 2 g )  used in the 
expression to descnbe the radiation of the thermocouple wires 
in Pt and Pt-10%Rh. 
Emissivity of the platinum at the temperature of the 
thermocouple junction. 
Counters used during hop  executions, 
The comsponding algorithm is divided in three parts: (1) the input of the 
experimental values, (2) the computation of the corrected temperature and velocity, and 
(3) the display and printing of the results. 
The fmt part of the program TFC-P.BAS is an interactive routine that ask the 
user via the CRT, to enter the values of TSC, D, Pl, P2, TAC, and R. 
The second part compute the mean velocity of the gas and its corresponding 
conected temperature. The central velocity of the gas is a function of the hot gas 
tempera& (TGK) and is given by the following formula: 
As demomtrated in the previous Appendix G, the thermocouple junctior induces 
an underestimation of the real gas temperature due to radiation. However, this 
temperature c m  be estimated through an heat balance. The heat loss by radiation is 
equal to the heat transferred by convection from the hot gas. In tum, the heaî-transfer 
coefficient (H) is required as weii as the thermal properties of the gas V, K., PR and its 
velocity. The t h e d  properties of the flame are to be estimated by interpolation at the 
gas nIm temperature, i.e. the average temperature between the known thermocouple 
reading and the unknown acnid ( r d )  temperature of the hot gas. But as mentioned 
before, the velocity of the hot gas is a fûnction of the unknown red temperature. 
The computation of the real temperature can be only done through an iterative 
p r e s s  assuming at h t  that the temperature of the gas is the same as the themmcouple 
reading. The variable TGK is used to stock the corrected gas temperature after an 
iteration and the variable TG records the value of the corrected temperature computed 
during the previous iteration. The stabiiization of the value of TGK is assurned to be 
achieved when (TGK - TG) is less then 0.05 K. At this final stage, the velocity of the 
gas as well as the thermal properties of the gas and the heat-transfer coefficient around 
the thermocouple jwiction are determineci at that temperature wbich is believed to be 
reasonably close to the real gas temperature at the exit of the bumer. The thud part of 
this program prints the input and computed results. 
92 Gas Velocity Ronle 
The bumer ng produces a hi& velocity and high temperature gas that flows in 
the cool and stagnant smunding air. Very close to the exit of the nozzle, the gas flow 
distribution follows a square function and the velocity on the plateau is close to the 
mean gas velocity determined by iteration using the program TFC-P.BAS. As the 
distance h m  the nozzle increases, the gas velocity profile becomes flarer. The 
modelling of this profile is very complex and difficdt as demonstrated by Thomas [107]. 
Fortunately, Lau and M o m s  [los] have measured the gas flow distribution under various 
conditions as a function of the distance fiom the noule. They coilapsed the 
experimental data with a Goder enor hinction profde, Le.: 
U - = 0.5 [I - erf  (o q')] 
0 4  
where o and q' are nondimentionnai numbers, U and Uj are the radial velocity and the 
centerline velociq respectively. The ermr function erf(y) takes is usual definition, Le.: 
These dations are described in Subsection 5.1.2.3.1. 
The software program URADIALBAS has been developed to compute the radial 
flow profile using the relation mentioned above. The error function is estimated using 
the trapezoidd de. The following variables involved in the pro- are: 
D: Interna1 diameter of the nozzle (0.0508 m). 
RO: intenial radius of the nozzle (D/2). 











velocity of the gas stream (centerline). 
Radial position where the local velocity is computed (m). 
Centerhe velocity of the gas Stream (mis). 
MACH number expression of UJ. 
Distance fimm the nozzle flange (m). 
Roduct of the two adimentionai numbers o and 1'. 
Number of elements used to approximate the integration of the furxction 
by the trapezoidal d e .  
l? dement of the N elements considered. 
Vdue of the variable T for the Ch eIement. 
Step or interval of integration @T = 0.001). 
hoduct of the value of the exponential of (-TI') by DT. 
ERFT: Value of the integral of the exponential function. 
UUJ: Ratio of the radial velocity on the centerline velocity (UNJ). 
PI: Value of K approximated by 3.14 15927. 
The user inputs the radial position which is considered, the centerline velocity 
UJ (in m/s) and the corresponding MACH number (MJ), and the distance h m  the 
flange nozzle nomalized to the intemal diameter (X/D). Note that the centerline 
velocity (in mls and the MACH number) is provided by the TFC-P.BAS program (using 
the flame temperature and air pressures set for the tests in the bumer rig). The distance 
between the specimen and the nozzle fiange varies nom 85 to 117 mm so the mean X/D 
value is 2.0. This important output wiU be used to correct the gas temperature profile 
rneasured by the thennocouples and to estimate the variation of the convective heat- 
transfer coefficients (h) dong the longitudinal axis (2) of the specimen. The 
parameter h is effectively a strong function of the Reynolds number and then of the 
specinc velocity at the considered Z position. 
H.3 Comtion of the Gas Temperature Prome 
The gas temperature has been measured at various radial positions with a 
thermocouple type.-S. As mentioned before in the previous Appendix G, the 
thermocouple reading underestimates the gas temperature due to the heat loss by 
radiation at the hot junction. The heat transfer h m  the hot gas to the thermocouple 
junction is due to convection and is proportional to the gas velocity around the junction. 
The same software TFC-P.BAS, with some little modifications was then used to compute 
the correction needed to the themiocouples reading S. Hence: 
- The velocity is now known from the URADIAL-BAS program at the 
position king considered and is entered as an input of the program. 
Only the film temperature is deterrnined by iteration to estimate the 
thermal properties of the gas. 
- AU the thennocouple readings of a l l  the thermocouples can be corrected 
in one execution. 
- The results are written in the N e  TFCxxxx (xxxx is the considered 
operating gas temperature) that c m  be importecl by S W H O N Y  
software to d o w  statisticai calculus. the display of tables, and graphs. 
The modified program is saved under the name of TFC-PRO-BAS. The variables 
used are the same as those for WC-PBAS. Only the next variables have been added: 
M: The number of temperature readings to be corrected. 
NO@: The number of the correspondhg thermocouple 1. 
UO: The velocity around the thennocouple junction king considered. 
The corrected temperature profile of the gas is an important data for the 
evaluation of the gas properties needed to compute the local heat-transfer coefficients 
dong the specimen. It is also an important input for the computation of the thermal 
history of the specimen in the bunier rig, using the ABAQUS finite element code. 
5 4  Experimental Hat-transfer Coefficient dong the Specimen Surface 
The experimentd metfiod to determine the heat-transfer coefficient dong the 
specimen profile (hm leading to trailing edge) has been fully describeci in 
Subsection 5.1.2.3.2. A short recd should eventhough summarize the procedure. 
There are three heat-transfer fluxes that occur in an infinitesimal element at the 
surface of the specimen: convection fiom the hot gas to the specimen; radiation h m  
the specimen to the smunding; and conduction in the metai. Mer simplification, the 
energy balance that denves from these heat-tramfer fluxes can be written as follows: 
T,: 
F,: 
temperature of the gas Stream in the bumer (K); 
local temperature of the specimen surface (K); 
corresponding intemal temperature of the specimen (K); 
temperature of the jh element of the surroundings (i.e. combustion 
chamber, nozzie, m m  walls) (K); 
local heat-transfer coefficient (w/m2K); 
themal conductivity of the specimen material (W/m*K); 
depth location of the internai temperature Ti (m); 
emissivity of the specimen material; 
S tefan-Boltzmann constant (5.669E-8 w/m2K4); 
radiation shape factors or view factors. 
The local heat-transfer coefficient cm then be estimated if d the other 
parameters are Imown. The temperature on the specimen surface was speciaily measurcd 
along the hottest chordwise section of the specimen conesponding to the a i s  of the hot 
gas stream. The local gas temperature has been measured and corrected using the 
program TFC-PROBAS whereas the ongin of the other parameters is given in 
Subsection 5.1. 
The prognun HCB-EXP.BAS has been developed to estimate the local h where 
the specimen temperature has b e n  measured dong the chordwise section of the 
specirnen. It also cornputes the geometrical factor, GF (also called FC in the progxam), 
defined to be the ratio of the local h to the mean empiricd h for the specimen, as 
estimated by the Churchill-Bernstein expression for cylinders across a gas stream, which 
is used to extrapolate the h values along the specimen where the specirnen temperature 








The specimen location number that corresponds to a position 
considered dong the profile. 
Position number considered along the longitudinal axis of 
the specimen. 
Characteristic diameter of the specimen (6.4mm). 
Local gas velocity at the considered position (m/s). 
Local gas temperature at the considered position dong the 
specimen (OC). 
Local specimen temperature (OC). 
Temperature (OC) of the stagnant fiIm of gas at the specimen 
surface that is approximated by (TGC + TSC)R. 
Interna1 temperature of the specimen rneasured at DX meter h m  



















TGC, TSC, TFC, TIC (in K). 
Heat loss h m  the specimen surface by radiation (Wm2). 
Stefan-Boltzmann constant (5.669~ 1 o4 w/m2 9). 
Emissivity of the oxidized specimen René 80 (ES = 0.85). 
Fraction of the energy leaving the surface to the surroundings (at 
the leading edge FSA = 0.88, elsewhere FSA = 1.0). 
Temperature of the sumundings, in the b m e r  rig m m  
(TAK = 290 K). 
Fraction of the energy leaving the surface to the nozzie (at the 
leading edge FSN = 0.072, elsewhere FSN = 0.0). 
Temperature of the nozzle (K). 
Fraction of the energy leaving the surface to the combustor (at the 
leading edge FSC = 0.048, elsewhere FSC = 0.0). 
Inner temperature of the combustor (K). 
Heat flux at the specimen surface by conduction. 
Thermal conductivity of the materid at the temperature TSK 
Thermal conductivity at O K. 
Rate of change of KS by Kelvin. 
Thermal gradient measured at the specimen surface. 
Convection heat flux at the specimen surface. 
Characteristic mean heat-transfer coefficient computed from the 
empincal expression of Churchill-Bernstein with the local thermal 
properties of gas. 
Correspondhg Nusselt number of HTH. 
"Local HTH'T'mean HTH" ratio suggested by the user. 
Heat-transfer coefficient computed from the experimental data 
Ratio of the experimental HU(P on the empirical mean HTH 
438 
computed for the thermal properties of gas (cded GF in the text). 
The other variables PA(?), V, NUAIR, K, KAIR, PR, PRAIR, RE, PE, NT, NI, 
DT, TO, I, JJ have the same definition as described in the Subsection H. 1. 
The value of LS, POSITION, Fy D, TSC, TIC, DX, TGC. and U are entered by 
the user during the execution of the READ sub-routine. 
The mean ernpirical heat-&ansfer coefficient HTH is then computed using the 
expression of Churchill & Bernstein and the thermal properties are interpolated for the 
gas film temperature TFK (see sub-routines lûûûû to 50000). 
The radiation and conduction heat Buxes (QR, QK) are computed from their 
respective expression. After, the convective heat flux (QH) is estimated as the surn of 
the QR and QK, according to the energy balance at the specimen suface. As QH is 
denned by: 
QH = HEXP * (TGK - TSK) 
the experimental HEXP is easily deducted. The FC ratios of HEXP to HTH are 
computed afierwards. The results are then printed. The main results printed in the 
starframe are HTH, HTH*F, HEXP and FC. 
As explained in Subection 5.12.3, the heat-transfer coefficient "hW can be 
computed at any location on the surface of the specimen using the experimentd "hm, 
KEXP, obtained along the mid-section of the specimen profile, normalized by the 
empirical " h ,  HTH, obtained nom the expression of Churchill-Bernstein and the thermal 
properties of the gas at the considered location. The GF or FC ratio: 
FC = H = ( m i d - s e c t i  on chordwise) 
HTX(Re (Og) , air-properties ( Tg) ) 
cornputed along the mid-section of the specimen using the HCB-EXP.BAS program, is 
assumed to be constant along the longitudinal axis of the specimen. Then, the local 
heaî-transfer pronle can be determiad as a product of FC and of the local HTH (for the 
specinc velocity and thermal properties of the gas) i.e. H (location) = FC * HTH. 
The program HCB-EMP.B AS computed the HTWs using the gas temperature and 
velocity according to the specfic inputs and according to the considered location. Its 
structure is a simplif~cation of the previous program (only HEXP is not computed) and 
corresponds to the part where HTH is calculated. 








60 . * * T + t * * T * * T T t t W * W T * t * * t W * t  PROGRAM T K - P . w  * * f * * f T * f t * T f f * T W * * T w f * W * t * *  
70 ' 
80 ' 
90 ' ~ ~ ~ T ~ ~ T ~ ~ T T ~ T ~ ~ ~ ~ T * T T T T ~ T T ~ ~ T ~ T ~ ~ ~ ~ T ~ T ~ ~ T ~ ~ T ~ T T ~ T ~ ~ ~ ~ ~  
100 ' CORRECTION O F  THE fLAME TEMPEEiATURE MEASüREû 
110 ' BY THE CONTROLLING THERMOCOUPLE: r 
120 ' T COMPUTATION OF THE EETECT O F  THE RADIATION T 
130 ' w OF Tk'E HOT JUNCTION ON THIS MEASUREMENT 
140 ' r 
150 ' REFER TO THE APPENDIX-III 
160 ' OF THE 7 t h  INTERIM REPORT w 
170 ' T ~ ~ ~ ~ ~ ~ T ~ ~ ~ ~ ~ ~ T T T ~ ~ ~ T T ~ * O ~ ~ ~ T ~ ~ * ~ ~ ~ T ~ T T ~ ~ ~ ~ T ~ ~ T ~ ~ T ~ T ~ ~  . 
180 ' 






300 8 T t T T T T T W W T * * * T T t T T t T T t T T  PRINCIPAL PROGRAM T T T f * * T T T * * * * T . f f . * * r W W W T t 1 T T t t  
310 ' 
320 ' 
330 '*"" READ SOME INPUT VALUES LIKE THE FLAME TEMPERATURE KEkSGtED '**** 
340 GOSüE 1000 
350 ' 
360 '***** COMPUTE THE REAL FUME TEMPARATüRE *Te*T 
370 GOSUB 2000 
380 ' 
390 PRINT THE RESULTS ***" 






530 r * ~ ~ ~ ~ ~ ~ t t w ~ ~ t ~ o t t o ~ w ~ t w t o t ~ ~ o  CJJBROUTINES ~ * m * t * ~ * * ~ * * r r w r ~ * w ~ w w t t = * * m t * t *  
540 ' 
550 ' 
1000 '**O ÇUBROUTINE FOR READING THE DATA FROM THE USER: 
iOiO CLS 
1020 PRINT 'ENTER THE FLAME TEMPERATüTE MEASURED IN CELCIUS' 
1030 PRXNT '3Y THE CONTROLLING THERMOCOUPLE AND PRESS ENTER:': INPUT TSC 
1040 PRINT 'ENTER THE DIAMETER (IN MM1 OF THE J ü N C T I O N  WIRES' 
1050 PRINT 'OF THE THERMOCOüPLE AND PRESS ENT=: ' 
1060 INPUT D: D = D*.001 
1070 PRINT 'ENTER PRIMARY PRESSURE M COXBUSTOR ( I N  PSIAI  AND PWSS ENTER:' 
1080 INPUT Pl 
1090 PRINT 'ENTER SECONDARY PRESSURE IN COMBUSTOR ( I N  PSIA) AND PRESS ENTER: ' 
1100 IEIPUT P2 
1110 PRïNT 'ENTER THE TEMPERATüRE O F  THE INLET AIR IN CELCIUS' 
1120 PRfNT 'AND PRESS ENTER:': INPUT TAC 
1130 PRINT 'ENTER THE LOCAL vEmcIm ON THE MEAN VELOCITY RATIO, R' 
1140 PRINT 'AND PRESS ENTEFl:': INPUT R 




2000 WBROUTINE FOR COMPUTATION OF THE REAL FLAME TEMPERATURE: 
2010 ' 
2020 ' CONSTANT DATA: 
2030 n;C = TSC 
2040 W C  = (TGC + TSC) / 2  
2050 TGK = TGC + 273 
2060 TSK = TSC + 273 
2070 TM( = TFC + 273 
2080 TAK = TAC + 273 
2090 SIGMA = 5.6698-08 
DR4 PA(SO1 
' INTERPOLATION OF EPT AT JUNCTION TEMPERATURE: 
GOSUB 40000 
# 
COMPUTATION OF THE F i  TEMPERATLIRE: 
JJ = O 
TG = O! 
WHILE ABS [TGK-TG) > . O 5  
TG = TGK 
GO- 10000: V = NUAIR 
GOSW 20000: K = KAIR 
GOSUB 30000: PR = PRAIR 
U = RTTûKT(Pl+P2)/19.874/TAKA.5 
RE = U*D/V 
PE = RET PR 
' c o m m  H: 
C = -683 
N = -466 
NüD = C*RE*NTPRA.3333 
H = NUD*K/D 
' COMPUTE TGK: 
TGK = TSK + SIGMATEPT/H'(TSKn4 - TAK-4) 
TFK = (TSK+TGK) /2 





* *"  SUBROUTINE FOR PRINTING TEE RESULTS: 
0 
LpRINT 'TT**fT+TTT**TTTT*'T PROGRAM =-P.BAS "TTT"TTT"fTTT*T'" 
LPRINT * T f T * * * T T T T T f T T f T W * W T t T T T ~ T W T * * ~ ~ * * * * * T * T * * * * * T * T T * * T T T * T T T ~  
LPRINT "***** COMWTATION OF THE CORRECTED FLAME TEMPERATURE ""*' 
LPRINT ' ***** USING COMPUTED GAS VELOCITY BY ITEXATION TT***' 
LPRINT m T T * * T f T T T * * * * T T * T T * T T T T T T T * T * * T * t * * * * * * T * * * * T * T T T T * * * * T T T * -  
LPRfNT ~ T * f f T T ~ ~ T T T f ~ T * T T * T T T * * T t t ~ T * ~ T ~ T * * W * * * * T * ~ T T ~ ~ T * * T * * * T T T * ~  
LPRINT ' ' 
LPRINT * '  
LPRINT 'FLAMS TEMPmTURE MEASURED BY THZ CONTROLLING '; 
LPRINT USING 'THERMOCOGPLE = # # t a  Cm; TSC; 
LPRINT USING OR # # # #  K'; ?SC + 273 
LPRINT USING 'GAS FILM TEMPERATURE = A # # #  Cm;  TFK - 273; 
LPRINT USTNG ' OR W # #  Km: TFK 
LPRINT USING 'INLET AIR TEMPERATURE = # # Y #  Cg; TAK - 273; 
LPRINT USING ' CR fffffft Kg; T M  
LPRfNT USING 'PRLWY PRESS- IN COMBUSTOR, Pl = d # . l  PSIA'; 21 
LPRf NT WSING SECONDARY PRESSüRE IN COMBUSTOR, P2 = # Y .  # PSIA' ; 02 
LPRINT USING 'MEAN VELOCITY OF TEE GAS = # # #  M/Sm; U/R; 
LPRINT USING ' (MACH # . Y # ) ' ;  U/R/(l.4'287*TGKln.S 
LPRINT USING 'LOCAL VELQCITY OF THE GAS USED FOR RE ?rWKBER = # # #  M/Sœ; O; 
LPRINT USING ' (MACH #.##)'; U/(l.4*287+TGK)^.f 
LPRINT 'RATIO OF LOCAL VELOCITY ON THE MEAN VELOCITY OF THE CAS, R = '; 
LPRINT USING ' B . # # ' ;  R 
LPRINT USING 'DIAMETER OF THE JüNCTION WIXS = B.*#  MMm; 0'1000 
LPRINT US= mICNEMATIC VfSCOSITY OF THE GAS = ##-##^^"" MA2/S';  V 
LPRINT US= *THEi(MAL CONWCTIVITY Or" THZ GAS = ##.#Ynn"" W / M / K œ ;  K 
LPRINT USRX 'REYNOLDS MiMBER, RE = R B  ##Im ; RE 
LPRINT USING ' PRANDTL NIMBER, PR = # - # R # l ; PR 
LPKNT USING 'PECLET =ER, PE = RETPR = ####lm; PE 
IF PE c .2 OR RE > 1E+07 OR RE < LOO! , THEN LPRINT 'RE OR PE OUT OP RANGE' 
LPRINT USING "NUSÇELT NIMBER, Ntni = # # . # ' ; NUD 
LPRINT U S W  'HEAT-TRANSFER COEFFICIENT, H = # # # # Y  W/Mn2/Km; H 
LPRINT USING 'EMXSSIVfTY OF THE PLATINüM WIRES = # . # # # * ;  EPT; 
LPRINT USING ' (FOR A JüNCTION TEMPERATURE OF # # # #  Cl'; TSC 
LPRINT " 
LpRINT ~ f f ~ i * l T T T T l T T f f f T T T T T T * ~ * ~ ~ ~ * * * * * * * * * ~ * * * ~ * * * * T * * * * * * * * * * '  
L p R m  ~ T ~ ~ ~ * T f T T ~ ~ f ~ ~ ~ T T T T T T T W T T T T ~ ~ * T * ~ T T T * ~ T T ~ T T T * * * * T T T * ~ * T T T ~  
LPRINT "** T*" 
LPRINT USING ',*,*,* REAL F'LAME TEMPERATURE = # # Y #  C ';TGK-273; 
LPRINT USING 'OR # # f #  K ; E K  
LPRINT '*+* FLAME TEMPERATURE WAS UNDERESTIMATED BY*; 
3410 LPRINT USING ' # # #  C ,',*,*'; TGK - TSK 
3420 L P R m  "** ***' 
3430 L P R ~  m * * * * * * * ~ ~ ~ ~ m ~ * ~ * * t e t * 8 * W 8 * t * t t ~ t * t * * * * T * * * T r * w m * ~ ~ ~ ~ w ~ * * m  
3440 L P R ~  n " e " e * f * * * * . * * * * * t * t * * w m 8 t t 8 * * * * ~ * * * w t * * * * * * * * * T * * m * * * * * m  




10000 "** SWROUTINE NUAIR: 
10100 ' EVALUATION OF THE EXACT VALUE OF NUAIR: 
10200 OPEN'I',#l, 'NUAIR' 
10300 INPüTtl, NT, DT, TO 
10400 FOR I=l TO NT: INPUT#l, PA(1): KMT 1 
10500 CMSEXl 
10600 T = TFK 
10700 ' GET THE INTERPOLATED VALDE OP NUAIR: 
10800 GûSUB 50000 
10900 NüAIR = PA 
11000 RETURN 
11100 * 
20000 "** SUBROUTINE KAIR: 
20100 ' EVALUATION OF THE EXACT VALLE OF KAIR: 
20200 0PENnIn,#2, 'KAIR* 
20300 INPüTP2, NT, DT, TO 
20400 FOR I=l TO NT: INPUT#2, PA(1): NEXT 1 
20500 CLOSE#2 
20600 T = TFK 
20700 ' GET THE INTERPOLATED VALUE OF KAIR: 
20800 GûSW 50000 
20900 KAIR = PA 
21000 RETTJRN 
21100 ' 
30000 **** SUBROUTINE 2RAIR: 
30100 * EVALUATION OF THE EXACT VALUE OF PRAIX: 
30200 0PENmI',#3, 'PRAIR- 
30300 INPUTP3, NT, M', To 
30400 FOR I=1 TO NT: INPUTI3, PA(1): NEXT 1 
30500 CLOSE13 
30600 T = TFK 
30700 ' GET THE INTERPOWTED VALUE OF PRAiR: 
30800 GûSüB 50000 
30900 PRAIR = PA 
31000 RETüRN 
31100 ' 
40000 ****SUBROUTINE EPT: 
40100 ' EVALUATION OF THE EMISSIVITY OF THE JüNCTION WIRES, SPT: 
40200 0PEN'Im,#4, 'EPTm 
40300 INPUTO4, NT, DT, TO 
40400 FOR I=1 TO NT: INPUTf4, ?A(fl: NEXT 1 
40500 CLOSEt4 
40600 T = TSK 
40700 ' G&T THE INTERPOLATED V A L E  OF EPT: 
40800 GOSüB 50000 
40900 EPT = PA 
41000 RETURN 
41100 ' 
50000 '*+* INTERPOLATION SUBROUTINE: 
50100 ' INTERPOLATE TO FXND THE SXACT VALUE OF THE PROPERTY, 'PA', 
50200 ' FOR THE TEMPERATURE, T, CONSIDERED: 
50300 NI = INT((T - TO)/DT) + 1 
50400 IF T c TO THEN PA = PA(1):PRm 'EXTRAPOLATION UNDER ', '10.- Km:GOTO 50900 
50500 IF T >= (NT-l)*DT+TO 'i?iEN PA = PA(NT1: GOTO 50700 
50600 PA = PA(N1) + (PA(NI+l) - PA(NI))*(T - (NI-1)*DT - TO)/m: GOTO 50900 
50700 IF T > (NT-1) *DT+TO THEN PRZNT 'EXTRAPOLATION OVER ' , (NT-1) 'DT+TO, ' Km 
********++*t**+**** PROGRAM TFC-P.m ******************** 
****************************t***************************** 
***** COMPUTATION O F  THE CORRECTED FLAME TEMPERATURE ***** 
***** USING COMPUTED GAS VELOCITY BY ITERATION ***** ********************************************************** 
********************************************************** 
FLAME TEMPERATURE MEASURED BY THE CONTROUING THERMOCOUPLE = 1300 C OR 1573 K 
GAS FILM TEMPERATURE = 1311 C OR 1584 K 
INLET AIR TEMPERATURE = 25 C OR 298 K 
PRIMARY PRESSURE IN COMBUSTOR, PI = 45.0 PSIA 
SECONDARY PRESSURE IN COMBUSTOR, P2 = 22.5 PSIA 
MEAN VELOCZTY OF THE GAS = 3 1 4  M/S (MACH 0.39) 
LOCAL m m c I m  OF THE GAS USED FOR RE NUMBER = 392 MIS (MACH 0.49) 
RATIO OF LOCAL VELOCITY ON THE MEAN VELOCITY OF THE GAS, R = 1.25 
DIAMETER OF THE JUNCTION WIRES = 0.50 MM 
KINEMATIC VISCOSITY OF THE GAS = 2.51E-04 Xn2/S 
THERMAL CONDUCTIVITY OF THE GAS = 9.92E-02 W/M/K 
REYNOLDS NUMBER, RE = 783 
PRANDTL NUMBER, PR = 0.7 O 5  
PECLET NUMBER, PE = RE*PR = 552 
NUSSELT NUMBER, NüD = 13.6 
HEAT-TRANSFER COEFFICIENT, H = 2690 W/MA2/K 




*** REAL FLAME TEMPERATURE = 1323 C OR 1596 K **t 




40 D = .O508 
50 RO = D/2 
60 R5 = 1.12*RO 
70 PRINT 'ENTER R ( ïN  Ml km PRESS ENTER:': INPUT R: 
80 PRINT 'ENTER Uj (IN M/S) AND PRESS ENTER:': INPUT UJ: 
90 PKINT 'ENTER Mj AND PRESS =ER:': INPUT M J :  
PRINT "ENTER X/D AND PRESS ENTER:': INPUT X: X = XTD 
T = lO,7+ (R-R5) / (1-.273*MJn2) / X  
LPRINT US= *SIGMA*ETA = # # . t # # X n ;  T 
280 LPRINT USING 'Ml = Cl##'; KJ 
290 LPRINT USSNG 'Uj = # # # # .  # n/sm; UJ 
300 LPRINT USING 'U/Uj = # . # # # # O # # # ' ;  WJ 
310 LPRINT USING 'U = # # # # .  # m/s9; UUPUJ 
320 LPRINT " 








60 # T t T t T t ~ t T T t t t t T t T T * T T * *  PROGRAM TFC-PRO-= C T * T T T ~ T * ~ ~ T T T * T * T * T T T T ~ T T ~ T ~  
70 ' 
80 ' 
90 ' ~ ~ t T ~ T T t T t t T * T t ~ t T t T t t T t t ~ ~ f T ~ t t T ~ ~ T t t ~ T T T ~ T T T T W T T ~ ~ * T  
100 ' T CORIlECTION OF THE FLAME TEMPERATURE PROFILE * 
110 ' T MEASURED BY Th'ERMûCûUPLEç TYPE-S t 
120 ' t COMPUTATTON OF THE EFFECT OP THE 2ADIATION T 
130 ' * OF THE HOT JWNCTION ON THIS MEASUREMENT T 
140 ' T T 
150 ' T REFER TO THE APPWDIX-III T 
160 ' t OF THE 7th INTERIM REPORT T 
170 ' T t t t t T T t t t t T ~ t T t t t t T t T t t t T T T T t T t t ~ t T t ~ T t T T ~ T ~ n T ~ T ~ T T T ~  
180 ' 
190 ' *" NB.: PROPERTIES OF THE GAS ARE EXALUATED AT GAS FILY TEMPERA= TT* 
310 ' 
320 ' 
330 READ SOME INPUT VALUES LIKE TF3 FLAME TEMPERATlfRE XEASLTRED '*"* 
340 GOSW 1000 
350 ' 
360 ' ***" COMPUTE THE REAL FLAME TEMPARATURE PROFILE ****~ 
370 GOSUB 2000 
380 ' 
390 "*"* PRINT THE RESULTS '**" 
400 GOSUE 3000 
410 ' 
420 WRITE THE RESULTS IN THE FILE 'TFC'PRO' 






530 ~ t t t t t ~ T ~ * t T ~ T t T T t T t T t t t T T T T t T  SmROUTINES C f f f ~ T T T * * T T t T T T ~ T T t T T T T T ~ T T T T t t  
540 * 
550 ' 
1000 **** SUBROUTINE FOR READING THE DATA FROM THE USER: 
1001 PRINT 'ENTER THE NUMBER OF DATA TO CONSIDER AND PRESS ENTEXt:': INPUT M 
1002 DZM NO (M) , U(M1 , TSC(M1 , TGK (Ml 
100s CLS 
1010 FOR 1 = 1 TO M 
1020 P R m  'ENTER THE FLAME TMPERATUTE MESURED IN CELCIUS' 
1030 PRINT "BY THE THERMOCOUPLE AND PRESS ENTER: ' : INPUT TSC (1) 
1040 PRINT 'ENTER THE C0,SRESWNDING -ER OP THE THERMOCOUPLE' 
1050 PRINT 'AND PRESS ENTEII:' 
1060 MPUT NO(I1 
1070 PRINT 'ENTER lELûCITY ili M/S AND PRESS ENTER: " 
1080 INPüT U(I1 
1085 NEXT 1 




2000 "** SUBROUTINZ FOR COMPUTATION OF THE REAL FLAME TEMTERACCTRE: 
2010 DIM PA(SO1, OVER!M) 
2020 FOR J = 1 Tû M 
2030 ' CONSTANT DATA: 
2040 TGC = TSCtJ)  
2050 TFC = (TGC + TçC(J)I/2 
2060 ' i X K  = TGC + 273 
2070 TSK = TSC(J1 + 273 
2080 TEX = TFC + 273 
2090 TA = 290 
2100 SIGMA = 5.669E-08 
2110 ' INTERPOLATION OF EPT AT JüNCTfON TEMPERATURE: 
2120 GûSUB 40000 
2130 ' 
2140 ' COMPUTATION OF THE FLAME TEMPEEWTURE: 
2150 JJ = O 
2160 'R3 = O!: D = .0005: PRINT 'DTPMETEn OF THE 3UNCTION WIRES 1s ', D,'m ? *  
2170 WHILE ABS (TGK-TG) > -05 
2180 TG = TGK 
2190 GûSrJB 10000: V = NUAIR 
2200 GOSUB 20000: K = KAIR 
2210 GOSUB 30000: PR = PRAIR 
2220 RE = U(J)'D/V 
2230 PE = R P P R  
2240 ' COKPDTE H: 
2250 C = .683 
2260 N = - 4 6 6  
2270 NUD = C+RE"N*PR6.3333 
2280 H = NUD*K/D 
2290 ' C0MPU"rE TGK: 
2300 TGK = TSK + SIGMA*SEYT/H*(TSKn4 - TAn4) 
2310 TFK = (TSK+TGIC) / 2 
2320 JJ = JJ + 1 
2330 WEND 
2335 IF PE < .2 OR RE > lE+07 O3 RE c LOO! , THEN OVER(J1 = 1 
2340 'IGK(J) = TGK 




3000 ' *** SUBROUTINE FOR PRINTING THE RESüLTS: 
3010 ' 
3020 L P R m  œ*t*U+**"*f*****" PROGmy TFC-PRO-BAS *Ut*'t'*rT*'*nn**trœ 
3030 L p R m  m * * f * f f * * * T * * * t * * t * * * * * * * t * * + + * 1 * + * t * t * * * * * * T * * m * * ~ a * * * * * * * m  
3040 LPRïNT '**"* COMPUTATION OF THE CORRECTED FtAME TEMPEXATTJRE *****' 
3050 LPRINT "**** PROFILE USïNG SUGGESTED GAS VELûCITY ****am 
3060 LpRINT m * ' * * * * T f * * * n * f * * * * * * * t * * * t * * t t * * * * * * + * * * a * * * * * * * * * e * * * * * * e œ  
3070 L P R ~  - ~ ~ ~ ~ ~ * * ~ * e * * * * * * * w ~ ~ œ ~ * * t = = * * ~ ~ t + e * * ~ ~ + ~ * + * ~ ~ * e ~ ~ ~ ~ ~ + ~ ~ ~ ~ ~ ~  
3080 LPRINT '* 
3100 LPRINT " 
3110 LPRMT 'NO U-GAS TF'M TFC TFM TFC TFC-TB' 
3120 LPRINT ' (M/S) (Cl (cl (K) ( % )  (C OR K) ' 
3130 LPRINT " 
3140 FOR I = 1 TO hi 
3150 LPRINT USING '##' ;  NO(1): 
3160 LPRINT USING ' # # # . # * ;  U { Z ) ;  
3170 LPRïNT USING ' ####.Ilm; TSC(1); 
3180 LPRINT USING ' Y###.#'; TGK(I1-273; 
3190 LPRINT USING ' #WC#.  #'; TSC(1) +273; 
3200 LPRïNT USING ##II#.#'; TGK(I1; 
3210 LPRINT USING ' ##&.#';~K(Il-TSC(1)-273; 
3220 IF OVER (1) = 1 THFN LPRINT ' ( " 1  ' ELSE LPRINT " 
3230 OV = OV + OVER(1) 
3240 NEXT 1 
3250 LPRïHT " 
3260 LPRZNT " 
3270 LPRINT 'WHERE:' 
3280 LPRïNT " 
3290 LPRMT 'NO IS THE THZRMOCOUPLE NUMBER, ' 
3300 LPRLNT 'U-GAS IS THE PROWSED VELOCITY OF THE GAS AT TXIS LOCATION,' 
3310 LPRINT 'TFM IS THE FUME T E M P ~ T U R E  MEASURED AT m I s  LOCATION, 
3320 LPRINT 'TFC 1s THE CORRESPONDIXG CORRECTED FLAME TEMPERATCRE,' 
3330 LPRINT 'TE-TFM IS THE DIFFERENCE BETWEEN TFC AND Tm.' 
3340 LPRINT " 
3350 LPRïNT " 
3360 I F  OV >=1 THEN LPRINT ": RE OR PE WAç OUT OF RANGE FOR COMPUTATION OF TFCœ 






























4220 IFOVER(1) = 1 THEN PRINT 15, ' ( 1  ' ELSE P R W  #S. " 
4230 NEXT I 
' *" S U B R O U T ~  NUAIR: 
* EVACUATION OF THE EXACT VALUE OF NUAIR: 
OPENmI',#l, 'NUAIRm 
INPUT#l, NT, DT, TO 
FOR I=1 TO NT: INPüT#l, PA(I1: EZXT 1 
CLOSE# 1 
T = TFK 
' GET THE INTERPOLATED VALUE OF NUAIR: 
GOSUB 50000 
NUAIR = PA 
RETURN 
* 
'*** SUBROUTINE KAIR: 
* EVUUATION OF THE EXACT VALUE OF KAIR: 
0Pm'Im,#2, 'KAIR' 
INPUT~L, NT, DT, TO 
FOR I=1 Tû NT: INPüTt2, PA(1): NEXT I 
CLOSEt2 
T = TFK 
' GET THE INTERWLATED VALUE OF KAIR: 
4240 ' 
4250 PRINT 15. " 
4260 PRINT 15, " 
4270 PRïNT #S.  'WKEFE:' 
4280 PR= #5, " 
4290 PRINT 15, 'NO IS THE THERMOCOUPLE Nu'MBER, ' 
4300 PRINT $5, OU-GAS IS THZ PROPOSED v E m f m  OF THE GAS AT THIS LOCATION; 
4310 PRINT 115, =TFM IS THE FLAME TEMPERATURE MEASURFn AT THIS LOCATION,' 
4320 PRINT # 5 ,  'TFC IS THE CO-XXESWNDING CORRECTED ?*LAME TEXPERATURE, 
4330 PRINT #5, 'TFC-TFM IS THE DIFFERENCE BElWEEN TIC AND TFM.' 
4340  PRINT 1 5 ,  " 
4350 PRINT *S. " 
4360 IF OV w= 1 THEN PRINT # S .  ": RE OR PE WAS OUT OF RANGE '; 
4370 IF OV >= 1 THEN ?RINT #5, "FOR COMPüTATION OF TFC.' 




20800 GûÇW 50000 
20900 KAIR = PA 
21000 RET'URN 
21100 ' 
30000 '*" SJBROUTINE PRAIR: 
30100 EVALUATION OF THE EXACT VALUE OF PRAIR: 
30200 0PENmIm,P3, 'PRAIR' 
30300 INP!lT#3, NT, M!, To 
30400 FOR I=l TO NT: INPüTR3, ?A(I) : NEXT 1 
30500 CMSEC3 
30600 T = TPK 
30700 ' GET THE INTERPOLATED VALUE OF PRAIR: 
30800 GûSUB 50000 
30900 PRAIR = PA 
31000 RETüRN 
31100 ' 
40000 "**SUBROUTINE EPT: 
40100 ' NAfiUATION OF THE EMISSIVITY OF THE SCTNCTION WIRES, =PT: 
40200 0PENnI',#4, 'EPT' 
40300 INPUTt4, NT, MI. TO 
40400 FOR I=I TO NT: INPUT#4, PA(I): NEXT 1 
40500 CLOSEX4 
40600 T = TSK 
40700 ' GET THE INTERPOLATED VALUE O? EPT : 
40800 GûSüB 50000 
40900 EPT = PA 
41000 RETüRN 
41100 ' 
500 00 "" 1 NTERPOLATION SUEROUTINE : 
50100 * INTERWLATE M FIND THE EXACT VAL= OF THE PROPLRTY , ' PAm , - - - -  - 
50200 ' FOR THE TEMPERATURE, T, CONSIDERED: 
50300 NI = XNT((T - TO)/DT) + 1 
50400 IF T < TO THEN PA = PA(1) :PRE;1 *EXTRAPOLATION UNDER ', TO,' Kg:GUTO 50900 
50500 IF T >= (NT-l)*lX'+TO THEN PA = PA(NT): GOTO 50700 
50600 PA = PA(N1) + (PA(Nf+l) - PA(NI))*(T - (NI-1)*DT - TO)/uT: GOTO 50900 
50700 IF T > (NT-I)*Ul'+TO l'Hm PRINT 'EXTRAPOLATION OVER ', (NT-l)*DT+TO,' K' 
50800 GOTû 50900 
50900 RETUEN 
*****************+ PROGRAM TFC-PRO.BAS *******t********f++ 
************************i********************************* 
***** COMPUTATION OF THE CORRECTED €LAME TEMPERATURE ***** 
**t*+ PROFILE U S 1  NG SUGGESTED GAS VELOCITY *****. 
********************************************************** 
********************************************************** 
NO U-GAS TFM TFC TFM TFC TFC-TFM 
(M/S ) (c) (c) (XI (KI (C OR K) 
WHERE : 
NO IS THE THERMOCOUPLE NUMBER, 
U-GAS 1s THE PROPOSED VELOCITY OF THE GAS AT THZS LOCATION, 
T M  1s THE F M  TEMPERATURE MEASùED AT THIS LOCATION, 
TFC IS THE CORRESPONDING CQRRECTED FUME TEMPERATURE, 
TFC-TFM IS THE DIFFERENCE BETWEEN THE CORRECTED AND THE MEAÇURED TEMPERATURE. 




****** READ SOME 
GOSW 1000 
0 
"" COMPUTE THE 
Gom 2000 
* 







INPUT VALUES L I E  THE PLAME TEMPERAFJRE MEASüRED ***** 
THZORICAL AND EXPERIMENTAL HEAT-TRANSFER COEFFICImS 
1000 'TT*  SUBROUTINF -08 RZXDIXG TEE DATA FROM 
1010 CLS 
1020 PRINT 'E?4TER THE 
1030 PRINT 'AND PRESS 
1035 PRINT 'ENTER THE 
1036 PRINT 'AND PRESS 
1040 PRINT 'ENTER THE 
1050 PRiNT 'AND PRESS 
1060 PRINT 'ENTER THE 
1070 PRINT 'AND PRESS 
1000 PRINT 'ENTER THE 
1090 PRINT 'AND PRESS 
1100 PRINT 'ENTER THE 
1110 P R m  'AND PRESS 
1120 PRINT 'ENTER THE 
1130 PRINT 'AND PRESS 
1140 PRINT 'ENTER THE 
NO. OF THE CONSIDERED LOCATION ON THE SPECIMEN (O TO 10)' 
ENTER': INPUT LSr IF LScO OR LS>IO GOTO 1020 
NO. OF THE CONSIDERED POSITION ON THE SPECIMEN' 
ENTER': INPUT POSITION 
m E Ç T E D  LOCAL, HEAT-TRANSFER COEFFICIENT FACTOR' 
ESTER:': INPDT F: I F  Fe0 OR F>10 GOTO 1040 
CHARACTERISTIC DIAMETER D (IN MM) OF THE SPECIMEN 
ma: ': INPUT D: IF D=cO GOTO 1060 ELSE D = D*. 001 
LOCAL SURFACE TEMPERATURS OF THE SPECIMEN (IN DEGREE C)' 
ENTER:': INPUT TSC: IF TSCc-273 OR TSC>2000 GûTC 1080 
LOCAL IN'TERNAL TEMPERATURE OF THE SPECIMEN (IN DEGREE Cl' 
ENTER:': INPUT TIC: IF TIC<-273 OR TIC>2000 GOTO 1100 
DEPTH OF THE INTERNAL TEMPERATURE MEMUREMENT (IN MM)' 
ENTER:': INPüT DX: IF DX=<O GOTO 1120 ELSE DX = DX*.001 
FLAME TEMPERATURE (IN DEGREE Cl ' 
ENTER:': INPEPT TGC: IF TGCc-273 OR TGC>2000 GOTO 1140 1150 PRINT 'AND PRESS 
1160 PRINT 'ENTER JELûCfm IN M/S AND PRESS ENTER:' 
1170 rPJPüT U: IF UcO GOM 1160 




2000 '*** SUBROOTINE FOR COMPCrrATION OF THE HEAT-TRANSFER COEFFICIENTS: 
2010 ' 
2020 * DATA FOR HTH FXPRESSION: 
2030 TFC = (TGC + TSCl/2 
n;K = TGC + 273 
TSK = TSC + 273 
TEX = TFC + 273 
DIM PA(SO1 
GO= 10000: V = NUAIR 
GOSUB 20000: K = KAIR 
GOSUB 30000: PR = P W R  
RE = U*D/V 
PE = M*PR 
' COMPüTATION OF MEAN HTH, USING THE EXPRESSION OF C??üRCHIU & SERNSTEIN: 
C = .683 
N = .466 
~=.3+.62*REA.5*PRA.33333*(l+(RE/282000!)n.625lA.8/(1+(.4/PR)A.66667)*.75 
HTH = N'UD*K/D 
, 
* 
* COMmrrATI ON OF HMP : 
IF LS = O THEN GOSUB 2800 ELSZ 
IF LS >= 1 AND LS =< 3 THEN GOSUB 2900 ELSE 
IF LS >= 4 AND LS =< 6 THEN GOSüB 2900 ELSE 
IF LS w= 7 AND LS =< 9 THEN GOSUB 2900 ELSE 
IF LS = 1 0  THEN GûSüB 2900 
' -GY LOST BY RADIATION FROM THE SPECIMEN LOCATION, QR: 
SIGNA = 5.669E-08 
ES = .85 
QR SIGMA*ES*(FSA*(TSKA4-TAn) + FSN*(TSKa4-TNKA4) + FSC*(TSK"'-'KKA4) 
-Gy LOST BY COMIUCTION IN THE SPECIMEN LOCATION, QK: 
KSO = 5.3 
DK = .O1458 
KS = DK*TSK + KSO 
GWiDT = (TIC - TSC) /DX - -KS*GRADl' 
PROVlDED BY CONVECTION BY THE BUME l'O THE ÇPECIMEN, QE: 
QH = QR + QK 
# 
* 
DEDUCTION OF THE VALUX OF HEXP: 
* QH = HEXP* (TGK-TSK) 
HEXP = QH/ (TGK-TSK) 
' COMPüTE THE EXPERIMENTAL LOCAL HEAT-TRANSFER COEFFICISNT FACTOR, CC: 
FC = HEXP/HTH 
RETüRN 
, 
****  DEFINE THE RADIATION SHAPE FACTORS FOR THE LEADING EOGE: 
' r"nACTI0N OF ZNERGï LZAVNG ï i i E  SCRFACE TO T E  SüRRûi i IXGS (AT T X i  : 
FSA = -88: TAK = 290 'K 
* FRACTION OF ENEXGY LEAVING THE SURFACE TO THE NOZZLE (AT TNI(): 
FSN = -072: TNK = 1020 'K 
' FRACTION OF ENERGY LEAVING THE SURFACE TO THG COMBUSTOR (AT TCKI: 




*** DEFINE THE RADXATION SHAPE FACTORS ELSEWHERE: 
' PRACTION OF ENERGY LEAVIX THE SFRPACE TO THE 
FSA = l!: TAK = 290 'K 
* FRACTION OF ENERGY LEAVING THE SURFACE TO THE 
FSN r O!: TNK = 1020 'K 
' FRACTION OF -GY LEAVING THE SURFACE TO THE 




SURROUNDINGS (AT TAXI: 
NOZZLE (AT TNK 1 : 
COMBUSTOR (AT TCK) : 
3080 LPRINT " 
3090 LPRINT ' GENERAL DATA: ' 
3100 LPRïNT " 
3110 LPRINT US= 'FLAME TEHPERATU-PE = # # Y #  C g ;  TGC; 
3320 L ~ R X N T  USING OR r w e  K.; TGK 
3130 LPRINT U S D X  'VMIOCITY O F  THE GAS = PX#,#  MIS'; U 
3140 L P R m  USING ' L m  SURFACE TEMPERATURE O F  THE SPECIMEN = # # # P . #  C m ;  TSC; 
3150 LPRINT U S M G  ' OR # # # # . Y  Kg; TSK 
3160 L P R m  USmG 'LOCAL INFERNAL TEMPERATURE O F  THE SPSCPIEN = ###W. # C g ;  T I C ;  
3170 L P R ~  USZNG OR Y###.# K m ;  T I C  + 273 
3180 LPRïïW USING 'MEAÇURED AT # # . a  MM FROM THE SURFACEm; DXT1OOO 
3190 LPRINT USIXG 'CHARACTERISTIC DIAMETER OF THE SPECIMEN = #.##  MM': DTIOOO 
3200 LPRINT USING 'GAS FILM TEMPERATURE = # a # #  Cm; TFC; 
3210 LPRïNT USING ' OR Y### Kg; TFK 
3220 LPRINT '. 
3230 LPRZNT ' DATA AND -DIATE RESULTS U S E D  TO EVALUATE' 
3240 LPRINT ' THE THEORICAL HEAT-TRWSFER COEFFICIENT: '  
3250 LPRSNT ' (CHURCHILL & BERNSTEIN'S EXPRESSION IS USED}' 
3260 LPRINT " 
3270 LPRINT US= 'KINEMATIC VISCOSITY OP THE GAS = ##.##"*"-  Mn2/S';  V 
3280 LPRINT USING 'TI(EREIAL CONDUCTMTY O F  THE GAS = K I .  I # ^ ^ ^ ^  W / M / K m ;  R 
3290 LPRSNT USING 'REYNOLDS NüMBER, RE = #Yi ) .## ' ;  RE 
3300 LPRINT USING 'PRAMIZZ =ER, PR = # , l t R m ;  PR 
3310 LPRINT USING 'PECLET NUMBER, PE = RE'PR = # # % # # ' ;  PE 
3320 IF PE < .2  OR RE > 1E+07 OR RE c 100! , THEN LPRINT 'RE OR PE OUT OF RANGEm 
3330 LPRINT USING 'NUSSELT N U M B a ,  NüD = II#.#'; NUD 
3340 LPRINT " 
3350 LPRXNT . DATA AND INTERMEDIATE RESüLTS USED TO EVALUATE' 
3360 LPRINT ' THE EXPSIMENTAL HEAT-TRANSFER COEFFICIENT:'  
3370 LPRïNT " 
3380 LPRINT USING "STEFAN-BOLTZMANN CONSTANT = I l # . # # # " ^ ^ ^  W/Mh2/Tn4'; SIGMA 
3390 LPRINT USING ' E M I S S W I T Y  OF THE SPECIMEN AFTER OXIDATION = # . # # ' ;  E S  
3400 LPRINT mRADIATION SHAPE FACTOR BE?WEEN THE LOCATION AND THE SüX7OUNDfNGS.'; 
3410 LPRINT USING ' FSA = #.##lm; !?SA 
3420 LPRINT USING 'TEMPERATURE OF THE SURROUNDINGS = # a # #  C m ;  TAK-273; 
3430 LPRïNT USING ' OR # # # #  K m ;  TAK 
3440 LPRINT 'RADIATION SHAPE FACTOR BETWEEN THE LOCI\TION AND THE NOZZLE,'; 
3450 LPRINT USING ' FSN = B . # # # ' ;  FSN 
3460 L P R m  USING 'TEMPERATURE OF THE NOZZLE = # # # #  C g ;  TNK-273; 
3470 LPRINT U S M G  " OR # # # #  Km; TNK 
3480 L P R m  'RADIATION SHAPE FACTOR BETWEEN TzfE LOCATION AND THE COMBUSTOR,'; 
3490 LPRINT USING ' FSC = #.###'; FSC 
3500 L P R ~ T  üsm - T E X P ~ " P S  OF TE COEWSTOP. = a t a a  cm: TCX-273: 
3510 LPRINT USING ' OR # t # #  Kg; TCK 
3520 LPRïNT 'TEMPZRATüRE GRADIENT AT THE SPZCIMEN SUnFACE = '; 
3530 LPRINT USING '#P.##^"^^ C/H' ; GRADT 
3540 LPRINT U S m  'THERMAL CONDUCTIVITY O F  FENE-80 = 1 8 0 . 1  W/M/Km; KS; 
3550 LPRINT USM AT ras* cg;  TSC 
3560 LPRINT USING O RADIATION HEAT FLUX, QR = rt.r#-^-^ w/nA2-: QR 
3570 LPFUNT USING ' CONDUCTION KEAT FLUX, QK = # # . # # ^ ^ ^ ^  W/Mn2'; QK 
3580 LPRINT USING ' CONVECTION HEAT FLUX, QH = # # . # J A A ^ "  W / M A 2 ' ;  QH 
3590 LPRINT " 
3600 LPRINT " 
3610 LPRINT - T ~ * T T ' T * * T T * W ~ * W T W T T T T * * * * * * * . ) * * ~ * * * f T T * * T * * * * * * T T * T * * ~ * * m T T T T T * * ' -  
3620 LpRINT 'Te*W"TWWTW' 
3630 L P U N T  ~ ~ T T ~ T ~ T ~ W ~ ~ T ~ * ~ ~ * ~ * T ~ T T ~ ~ * * ~ ~ T ~ T ~ T ~ ~ ~ * T ~ ~ T * T * * * * * ~ * ~ T ~ ~ ~ T * T T T T T ~ ~  
3640 LPRfNT O***********" 
3650 LPRINT O*** . 0 
3660 LPRINT ' ***a 
3670 LPRINT THEORICAL MEAN HEAT-TRAFJSFER COEFFICIENT,  HTH = '; 
3680 LPRïNT USING ' t#### W/Mn2/K , t , t , t i  ; HTH 
3690 L P R W  '*** SUGGESTED LOCAL HEAT-TRANSFER COEFFICIENT FACTOR, F = '; 
3700 LPRINT USING ' # . # a #  -*-*-+' ; F 
3710 L P R m  "" LOCAL HEAT-TRANSFER COEFFICIENT,  HTHTF = '; 
3720 LPRINT USING 'il#### W/MAS/K - r , , * m .  t H'I'HmF 
3730 LPRINT '*** 
3740 LPRINT ' T.*' 
3750 LPRINT '*** EXPERIMENTAL HEAT-TRANSFER COEFFICIENT,  HEXP = '; 
3760 LPRINT U S D G  ' I r l l l i  W/M62/K , , r , * m .  HEXP 
3770 LPRINT "" COMPUTED LOCAL H E A T - T W S F E R  COEFFICIENT FACTOR, FC = '; 
3780 LPRINT USING '#-Y## T * '  -,, ; FC 
3790 LPRINT '**" 
'*** SWROUTINE NWAIR: 
' EVALUATION OF THE EXACT VALUE OF NUAIR: 
OPENeI=*#l, 'NUAIR' 
SNPUTII, NT, DT, TO 
FOR I=l Tû NT: INPUT%l, PA(1): Ec'EXT I 
CLOSEIl 
T = TEX 
' GET THE INTERPOLATRI VALUE OF NTJAIR: 
GOSUB 50000 
NUAIR = PA 
RETVRN 
# 
'*** SUEROUTINE KAIR: 
EVALUATION OF THE EXACT VALUE OF KAIR: 
OPENe 1' , 1 2 ,  "KAIRe 
INPUT#S, NT, UT, TO 
FOR I=l TO NT: XNPUTtZ, PA( 1) : XEXT I 
CMSEt2 
T = TFK 
* GET THE INTERPOLATED VALUE OF KAIR: 
GOSüB 50000 
KAIR = PA 
RETURN 
0 
'*" SUBROUTINE P M R :  
' EVALUATION OF THE EXACT VALUE OF PRAIR: 
OPEN'I', 43 ,  'PRAIR" 
INPUTI3, NT, DT, TO 
FOR I=1 TO NT: INWTlt3, PA(1): NEXT I 
CLOSE# 3 
T = TFX 
' GET THE 1,WERWLATED VALUE OF PRAIR: 
GOSüB 50000 
PRAIR = PA 
RETURN 
I 
'*** INTERPOLATION SUBROUTïNE: 
' INTERPûLATE TO FIND THE EXACT VALUE OF TWE PROPERTY, ' PA', 
' FOR THE TEMPERATURE, T, CONSIDERED: 
NI = INT((T - TO)/DTl + 1 
IF T < TO THEN PA = PA(1) : PRIANT 'EXTRAPOLATION UNDER ' , TO, ' Kg :GOTO 50900 
IF T >= (NT-1) *DT+TO THSN PA = PA(NT) : GOTO 50700 
PA = PA(NI) + (PA(NI+l) - PA(N1) 1 ' (T - (NI-l)*DT - TOI /M': GOTO 50900 
IF T > [NT-l)*DT+TO THEN PRINT 'EXTRAPOLATION OVER ', (NT-l)*DT+TO,' K m  
GOTO 50900 
RETURN 
+t***+*******t**tt*+ pTzmm HCB-EXP.BAS ***t**********+***+** 
**************************************************************** 
***** EXPERIMENTAL fIEAT-TRANSm COEFFICIENT COMPUTATION ***** 
***** FOR SPEC- LOCATION NO* O, AND POSITION NO. 9 ***** ************************************************************** 
************************************************************** 
GENERAL DATA: 
€LAME TEMPERATURE = 1287 C OR 1560 K 
VELOCITY OF THE GAS = 313.0 M / S  
LOCAL SUfZFACE TEMPERATURE OF THE SPECIMEN = 1157.0 C OR 1430.0 K 
LOCAL INTERNAL TEMPERATURE OF THE SPECIMEN = 1157.0 
KEASURED AT 1.0 MM FROM THE SURFACE 
CHARA-STIC DïAMEIER OF THE SPECIHEN = 6.40 MM 
GAS FXXX TEMPERATURE = 1222 C OR 1495 R 
DATA AND INTERMEDXATE RESULTS USED TO EVAUIATE 
THE THEORICAL HEAT-TRANSFER COEFFICIENT: 
(CHURCHILL & BERNSTEIN'S EXPRESSION IS USED) 
KINEMATIC VISCOSITY OF THE GAS = 2.28E-04 MA2/S 
THERMAL CONDUCTIVITY OF THE GAS = 9.43E-02 W/M/K 
REYNOLDS NüMBER, RE = 8789 
PRANDTL NüMBER , PR = 0.7 05 
PECLET NUMBER, PE = RE*PR = 6196 
NüSSELT NIMBER,  NUD = 3 8 . 4  
DATA AND INTERMEDIATE RESULTS USED TO EVAWATE 
THE EXPERUiENTAL HEAT-TRANSFER COEFFICIENT: 
STEFAN-BOLTZMANK CONSTANT = 5.669E-08 W/Mn2/TA4 
EMISSIVITY OF THE SPECIMEN AFTER OXIDATION = 0.85 
RADIATION SHAPE FACTOR BETWEEN THE LOCATION AND THE 
TEMPERATURE OF THE SURROUNDINGS = 17 C OR 290 K 
RADIATION SHAPE FACTOR BETWEEN THE: LOCATION AND THE 
Tl3fPERATURE OF THE Y02ZLE = 747 C OR 1020 K 
RADIATION SHAPE FACTOR BETWEEN THE LOCATION AND THE 
TEMPERATURE OF THE COMBUSTOR = 1287 C OR 1560 K 
SURROUNDINGS, FSA = 0.880 
NOZZLE, FSN = 0.072 
COMBUSTOR, FSC = 0.04 8 
TEMPERATURE GRADIENT AT THE SPECIMEN SURFACE = 0.00Et00 C/M 
THERMAL CONDUCTIVITY OF RENE-BO = 26.1 W/M/K AT 1157 C 
RADIATION HEAT FLUX, QR = 1.84E+05 W/Ma2 
CONDUCTION HEAT FLUX, QK = 0.00E+00 W/Ma2 




*** THEORICAL MEAN HEAT-TRANSFER COEFFICIENT, HTH = 567 W/MA2/K *** 
*** SUGGESTED LOCAL HEAT-TRANSFER COEFFICIENT FACTOR, F = 2.500 *** 
*** LOCAL HEAT-TRANSFER COEFFICIENT, HTH*F = 1416 W / M A 2 / K  *** *** *** 
*** EXPERIMENTAL HEAT-TRANSFER COEFFICIENT, HEXP = 14 12 W/MA2/K *** 




HEAT-TRANSFER C O F F F f C I m  
AROüND CiLINDERS ACROSS <. 
HIGH VELOCITY GAS STREAM * * * 
' ** NB. : PROPERTI ES OF THE GAS ARE EVALUATED AT GAS FTLM TEM?ERATüRE "* 
8 
' ***** READ SOME INPUT VALUES LIKE THE FLAME TEMPFRATURE KEASUPm ***** 
GOSW 1 0 0 0  
SUBROUTINE FOR E A D I N G  THE DATA FROM THE USER: 
CLS 
PRINT 'ENTER THE FUCME TEMPERATURE IN D E G E E  CELCIUS'; 
PRINT " AND PRESS E3iTER : ' : INPVT TGC 
PRINT *ENTER THE SURFACE TEMPERATURE OF THE SPECIMEN IN DEGREE CELCIUS' 
PRINT 'AND PRESS ENTER:': INPUT TSC 
PRINT 'ENTER THE COFtRESWNûING MCAL HEAT-TRANSFER FACTOR'; 
PRINT AND PRESS ENTER:.: INPUT F 
PRINT "ENTER THE DiAMETER D (IN HM) OF THE LOCAL AREA OF THE OBJECT" 
PRINT 'AND PRESS ENTER:': INPUT Dr D = DC.OO1 
PRINT 'ENTER VEUXlITY IN M / S  AE(P PRESS ENTER:' 
INPUT U: PRINT 'PLEASE WAIT!' 
RETURN 
' 
'*** SUBROUTINE FOR COMPUTATION OF THE EIEAT-T-RANSFER 
' CONSTANl' DATA: 
TFC = (TGC + TSC)/2 
"EX = 'i'GC + 273 
TSK = TSC + 273 
TFK = TFC + 273 
DIM PA(50) 
WSUB f0000: V = NUAIR 
GOSUB 20000: K = KAIR 
GOSUB 30000: PR = PRAIR 
RE = U*D/V 
FE = =*PR 
' COMPUTATION OF MEAN H: 















FLAME TEMPERATCmE = # # # #  C' ; TGC; 
' OR ###Y K'; TGK 
'SPECIMEN TMPERATURE = ##Ili Co; TSC; 
' OR Y # # #  Kg; TSK 
'GA!j FILM TEMPERATURE = #### Cg: TFC; 
' OR #Q## K'; TF'K 
wVE'LûCITY OF THE GAÇ = # # #  M/So; U 
'CORRESPONDING DIAMETER = # .tg MMm; D*1000 
mKINEMATfC VISCOÇITY OF THE GAS = # # . # # " * " A  Mn2/S'; V 
'THERMAL CONDUCTNITY OF THE GAS = # # .  ##'"'^^ W/M/Km; K 
'REYNOLDS NIMBER, XE = ##### ' ;  RE 
'PRANM'L, NUMBER, ?2 = #.##ta; PR 
'PECLET NUMBER, PS = =*PR = # # # # Y g ;  PE 
INPUT#l,  NT, DT, TO 
FOR I=l TO NT: IN?üT#l, ?A(Il: NEXT 1 
CLOSE#l 
T = TFK 
GET THE INTERPOLATED VALUE OF NUAIR: 
GOSUB 50000 
NUAIR = PA 
RETURN 
# 
"** SWROUTmE W R :  
EVALUATION OF !FHE EXACT VALUE OF KAIR: 
OPEN'I' , r2, *KAIRrn 
INPUTiC2, NT, DT, TO 
FOR f = l  TO NT: INPUT#2, PA(1): NEXT 1 
CLOSEIZ 
T = TFK 
' GFI) THE INTERPOLATED VALUE OF .KAIR: 
GOSUB SOOOO 
KAIR = PA 
21000 RETZTRN 
21100 ' 
30000 '*** SUBROUTINE PRAIR: 
30100 ' EVALUATION OF THE EXACT VALDE OF PRAIR: 
30200 OPEN'T' , #3,  'PRAIR' 
30300 INPüTt3, NT, DT, TO 
30400 FOR f=l TO NT: fNeUT#3, P A ( I 1 :  NEXT 1 
30500 CLOSEt3 
30600 T = TFK 
30700 * GET THE iiWERP0LATE.D VALUE OF PRAIR: 
30800 GûSüB 50000 
30900 PRAIR = PA 
31000 RETURN 
31100 ' 
50000 '*** IPJTERWLATION SUBROUTINE: 
50100 ' INTERPOLATE 2'0 FIND THE ZXACT VALUE OF THE PWPERTY, 'PA', 
50200 ' FOR THE TEMPERATURE, T, CONSIDERED: 
50300 N I  = INT((T - TO)/IYl') + 1 
50400 IF T c TO THEN PA = PA(1l:PRINT 'EXTRAPOLATION UNDER ', TO,* K*:GOTO 50900 
50500 IF T >= (NT-l)*DT+TO THEN PA = PA(NT): GûTû 50700 
50600 PA = PA(N1) + (PA(NI+l) - ?A(NI) 1 *(T - (NI-l)*DT - TOI /DT: GOTO 50900 
50700 IF T > (NT-1ITûT+TO THEN PRINT 'EXTRAWLATION OVER ', (NT-l)*DT+TO,' L' 
50800 GûTO 50900 
50900 RETURN 
*t***+t*+t******+ PROGRAM HCB-EMP-BAS ********f******f*f+ 
******t**************+fft************************************ 
+++*+ HEAT-TRANSFER COEFFICIENT COHPUTPPTION + t * * t  
***** USING THE EXPRESSION OF CHURCHILL 6 BERNSTEIN +**** 
********************************************************* 
********************************************************* 
FLAME TEMPERATURE = 468 C OR 741 K 
SPECIMEN TEMPERATURE = 468 C OR 741 K 
GAS FILM TEMPERATZTRE = 468 C OR 741 K 
VELOCITY OF THE GAS = 118 M/S 
CORRESPONDING DIAMETER = 6.40 MM 
KTNEMATIC VZSCOSITY OF THE GAS = 7.28E-05 MA2/S 
THERMAL CONDUCTlVITY OF THE GAS = 5.46E-02 W/M/K 
REYNOLDS NUFIBER, RE = 10370 
PEZANûTL NUMBER, PR = 0 . 6 8 6  
PECLET NüMBER, PE = RE*PR = 7114 
NUSSELT NUMBER, NUD = 41.5 




*** MEAN HEAT-TRANSFER COEFFICIENT, H = 354 W/M"Z/K *** 
*** MCAL =AT-TRANSFER COEFFICIENT, H*F = 884 W/MA2/K *** *** *** 
***********************************+**************************** 
**************************************************************** 
GENERALISATION OF TEIE WALKER SUBROUTINE FOR ISOTROPIC 
MATERIALS TO THE CASE OF ORTHOTROPIC MAmRIALS 
468 
The original version of the subroutine of Walker introduced in Subsection 5.1.2 
is designed to compute the stress, the total strain and the viscoplastic strain for materials 
showing isotropie elastic properties. It was requinxi for the needs of the thermal fatigue 
program exposed in the introduction of this thesis that the subroutine of Walker can dso 
nin for materials with orthotropic elastic properties. This Appendix bnefly explains the 
modincations that have been brought to the subroutine in this matter and gives a listing 
of the modified subroutine at the end. 
L1 Change of the Definition of the Iteration Parameter RHO(1) 
In the subroutine of Waker, the ih component of the plastic s e  increment, 
DEPLASO. is given by: 
where: 
Si (DEVSIGO) is the im component of the deviatoric stress; 
i2, (BACKO) is the i" component of the back stress; 
p (MU) is one of the constants of Lam6 and 
p, (RHO(1)) is an iteration parameter 
(N.B.: the names in brackets are the names of the variables as defined by Walker 
in his subroutine). 
In the constitutive viscoplastic mode1 of Walker. the ia component of the plastic s t r a h  
rate, deiP/dt, is expressed by the following flow mle: 
where: 
0 is the plastic multiplier rate and 
dt (DSUBTIME) is the time subincrement. 
By comparing Equations 1-1 and 1-2, it can be found that p, (RHO(1)) is related to the 
plastic multiplier rate, 0, as following: 
As mentioned above, RHO(1) is an iteration panuneter that Waiker used to find the 
proper value of the plastic multiplier rate at each subincrement of t h e  during the 
execution of his subroutine. The value of RHO(1) is adjusted according to the iterative 
method of Newton-Raiphson und convergence. As it can be noted in Equation 1-3, 
RHO(1) is arbitrarily a function of p (MU), a constant which only appiies to isotropie 
materiais. In order to extend the application of the subroutine of Walker to orthotropic 
materials, a new defintion of RHO(1) has to be used where the constant MU is 
removed, as: 
The introduction of the new definition of RHO(1) in the subroutine only consisted to 
substitute the old RHO(1) with RHû(1)/(2*MU). The changes involved by this 
substitution can be noted by the absence of the constant MU in the listing of modified 
submutine at the end of this Appendix. 
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1.2 Implenientation of the Stinnes Matrix C for Orthotropic Materials 
In the onginal version of the subroutine of Waker, the elastic properties of 
isotmpic rnaterials, which are the Young's modulus and the poisson ratio, are input 
through the UMATTCONNHASTX subroutine as a function of temperature. These two 
elastic constants are required in the determination of the constants of lamé used in the 
UMAT-INTINTHASTX subroutine which solves the viscoplastic flow d e  and the 
evolutionary d e s  of the stress and the back stress, d written in the integral formulation 
of Waiker. The stiffness m e ,  C, which is employed at diKerent locations of the 
subroutine of Walker, is builded h m  the elastic properties in the UMAT-ELASTIC 
subroutine, assuming again the isotropy. 
In order to deal with orthotropic materials, the constants of Lamé have first to 
be replacecl by combinations of the components of the stiffkess matrix C in the 
evolutionary nile of the stress. The differentiai form of the evolutionary d e  of stress 
expressed in ternis of the elastic strain rates and for isotropic materials is: 
for i = 1 ro 3: 
where: 
6 is the im component of the cauchy stress rate; 
6"s the ?" compnent of the elastic s t r a h  rate. 
In the subroutine of Wdker, the elastic strain rate in Equations 1-5 and 1-6 is expressed 
in term of the total strain rate minus the plastic strain rate (éi - EiP). Ako, the plastic 
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strain rate has been substituted by the Equation 1-2 with the deviatoric stress (S) 
expressed in term of the cauchy stress (a) and the plastic multiplier rate ($) expressed 
in term of p, (set the Equation 1-3). The resulting expression of the Equafions 1-5 and 
1-6 are: 
for i = 1: 
for i = 2: 
for i = 3: 
for i = 4 to 6: 
In the case of orthotropic materials, Equations 1-5 and 1-6 have to be written in 
ternis of the compoaents of the sriffriess matrix C instead of the constants of Lard. As 
the stress ma& of 6 components is obtained by the product of the stiffness maûix 
(6x6) with the elastic strain matrix of 6 components, Equations 1-5 and 1-6 becornes: 
for i = 1 to 3 
for i = 4 to 6 
and, as for Equations 1-7 to 1-10, the following Equations, which have to be 
implemented in the UMAT-INT-HASTX subroutine, c m  be derivateci: 
for i = I 

1.3 Listing of the Modified Version of the Subroutine of Walker 
** MODELLING OF THE THERMO-MECHANI- BEHAVIOUR OF DS RENE 80 (DSRBO) 
** USING THE MODIFIED SWROUTINE OF WALKER 
t 7 
** File WAIX-BR1. INP 
* 
*HEADING 
WALKER'S SUBROUTINE USED ?O SIMüLATE 10 TMc CYCLES IN BR 






5,0.,0., - 5  
6,1.,0., . 5  












*NSFT. NSET=TOP* GENERATE 
9,12,1 
*NSET, NSZT=NALL, GENERATE 
1,12.1 


























































*MATERIAL, NAME= DSR8 0 
*USER MATERIAL,CONSTANTS=l 
T8 
8 10 -0-MECHANICAL CYCLES: 




TOP, 3, , o. os0 
*TEMPERATURE,AMPLITVDE=TCYCLIC 
NALL 






E, S, S W  




" Walker's Subroutine 
'USER SUBROUTINE 
SUBROUTïNE UMAT (STRESS, STATE, DDSDDE, SSE. STD, SCD. 
& RPL , DDSDDT , DRPLDE, DRPLDT, 
& STRAIN , DSTRAIN , TIME, DTIME , TEKP , DTEMP , 
& PREDEF , DP-, CMNAME , ND1 , NSHEAR , NTENS , NSTATV , 
& PROPS , NPROPS , COORDS, DROT ) 
IMPLICIT REAL88 (A-H, 0-2) 
PARAMETER (HAXPARAH = 1) 
PARAMETER (TINY = 1.OE-15) 









PASSED IN AS STRESS AT BEGINNING OF INCREMENT, 
PASSED OUT AS STRESS AT ZND OF INCREMENT 
PASSE3 IN AS STATE VARIABLES AT BEGINNING OF INCREMENT, 
PASSED OUT AS STATE VARZA8LES AT END OF INCREMENT 
STRESS-STRAIN J A C O B M  EVALUATED AT PTD OF INCREMENT 
ELASTIC STRAIN ENERGY AT END OF INCREMENT 
MT& PLASTIC DISSIPATfON AT END OF INCRrMENT 
TOTAL CREEP DISSIPATION AT END OF INCRZMENT 
NOT CURRENTLY USED 




















CURRENTLY SET TO ZERO 
: NOT CURReJTLY USED 
: NOT CURRENTLY USED 
: STRUN AT BEGINNING OF INCREMENT 
: STRAIN RiCREMENT 
: TIME AT BEGZNNING OF INCREMENT 
: TIHE INCREMENT 
: TEMPERATURE AT BEGINNSNG OF INCREMENT 
: TEMPERATURE IN- 
: NOT -Y ffsEû 
: NOT CURnENTLY USED 
: MATERIAL NAME GIVEN ON 'MATERIAL OPTION 
: NUMBER OF DIRECT STRESS COMPONENTS 
: NUMBER OF WGINEERING S W S  COMPONENTS (SHEAR) 
: NDI+NSHEAR, SIZE OF STRESS-STRAIN COMWNENT ARRAY 
: NUMBER OF STATE VARIABLES DEFïNED ON *DEPVAR OPTION, 
-Y THIS NUMBER IS 29 FOR nENE 80 
: -ER OF CONSTANTS SEX ON *USER MATERIAL OPTION, 
NOT CURRENTLY USED 
: NUMBER OF MATERIAL CONSTANTS FOR DIMENSIONING THE 
: VARIABLE PROPS, NûT CüRREWLY USED 
: THE ARRAY OF CDRRENT COORDINATES OF THE MATERIAL GAUSS 
POINT, NOT CüRRENTLY USED 
: RûTATfON LNCREMENT MATRIX, Nû't' CURRENTLY USED 
LOCAL VARIABLES *** 
INTEGRATE : F W G  SET AT EITHER * DIFFERENTIAL * OR ' INTEGRAL * TO 
: CHOOSE THE INTEGRATION PROCEDURE 
DSTRESS : STRESS INCREMENT 
D : STRESS-STRAIN ELASTICITY MATRIX 
G : NEGATm PLASTIC STRESS INCREMENT 
DSTATE : USER DEFINED STATE VARIABLE INCREMENTS 
CHARACTER'BO INTEGRATE 
DIMENSION DSTRESS(~~.D(~,~).G(~~,DSTATE(~~) 
SET TNTEGRATTON METHOO TO EITHER DIFFERENTIAL 
OR ASYMPTOTIC INTSGRAL TYPE 
1 NTEGRATE = * INTEGRAL ' 
INTEGRATE = 'D1FFEIZEM.I-U' 
ADD TINY INtXXBWS TO INCREMENTAL QUANTITIES "' 
THIS AVOIDS OVERFLOW IF THEY OCCUR IN THE THE *" 
DENOMINATORS OF EXPRESSIONS, ffi, THE JACOBTAN *'* 
WRITE(6,7000) TIME,DTIME,TEMP,DTEMP 
FORMAT(lX,*TIME=',E10.3.2X, 'DT=',E10.30 'TEMP=* ,2Elo-3) 
M'EKE' = DTMP + TINY 
WRITE (UNIT=88, ' 1 ' UMAT ' 
IF TIME = 0.0, INITIALJZE THE STATE VARIABLES 
C *" INITIALIZATION OF RH0 ( 1 1 == STATE ( 23 1 . SINCE MAXPARAM == 1 
C *** THEREFORE, MAXPARAMP == 23 
MAXPARAMP= 22 +WUPARAM 
DO I = 23,MMPARAMP 
STATE(1) = 4.OE-6 
DSTATE(1) = 0.0 
E N D 0 0  
C ADDED MAY 1993 




SSE = 0.0 
SPD = 0.0 
SCD = 0.0 
2000 CONTINUE 
C WRITE(6,7) (DSTRAIN(L) ,L=1,6) 
7 FORMAT(lX, ' D m = '  , 6E12-3) 
C WRITE(UNIT=88,*l'~SS(3) =',STRESS(3) 
C WRITE(UNXT=88,*)'ÇTRAIN(3) = ',STRAIN(3) 
C WRITE (UNIT=88, * ) ' DSTRAIN ( 3 1 = ' , DSTRAIN ( 3 ) 
C WRXTE (UNIT=88, 1 'TfME = ' ,TIME 
C WRITE(üNIT=88, 1 'TE2fP = ' , T W  
C WRITE([TNIT=88,*)*Dl'EMP = ',DTEMP 
C 
C *** INTEGRATE UNIFIED VISCOPWÇTIC RELATIONS *" 
C 
CALL tTKATJJNIC0RN ( D , G , STRAIN, DSTRAIN. 
& STRESS, DSTRESS , 
& STATE, DSTATE, NTENS , CMNAME ND1 , 
& NSHEAR, TIME, DTIME, 1-RATE, 
& DDSDDE , DDSDtTr , TEMP , DTEM? , 
& SSE, SPD, SCD) 
UPDATE STRESS AND STATE VARIABLES '** 
Do I = 1,NTLNS 
STREçS(X) = STRESS(1) + DSTRESS(1) 
WRITE(6,7010) I,STRESS(I) ,DSTRESS(I) 
FORMAT(~X,I~,~X,~STRESS=',E~~.~,~X,'DS=*,E~~-~) 
ENDDO 
WR1~E(6,7013) (STRESS(L) ,L=l,6) 
FORMAT(~X,'STRESS=',~E~O.~) 
WRITE(6,7016) (DSTRESS(L) ,L=l,6) 
FORMAT(lX0'DSTRESS=',6Elo.2) 
DO 1 = 1, NSTATV 
STATE ( 1 ) = STATE ( 1) + DSTATE ( 1 ) 
WRITE(6,7017) I,STATE(f 1 ,DSTATE(I) 
FORMAT(IX,'STATE,DSt,2X,12,2E~.3) 
m m  
DO 1000 I=l,NTENS 
WRITE(6,7025) 1, (DDSDDE(I,L) ,~=l,6) 
FORMAT(lX, 13.2X. *DDSDDE=*, 6E10.3) 
CONTINUE 
C WRITE(UNIT=88,*1 'FIN UMAT' 
RETURN 
END 
INPUT: STRAIN, TEMPERATURE AND TIME XNCREMENTS 
OUTPOT: RESPONSE & STATE VARIABLE INCREMENTS, LLASTXC MATERIAL MATRIX 
SWROUTINE TJMAT-DIFF-MATER (SWSfG,DSUBçIG,SUBETOT, 
& DÇWETOT, 
& STATE, DSTATE. 
& NSTRESS , NNORMAL , N S E A ? ? ,  
& ELEMTYPE,CONTROL, 
& DDSDDE3 D, DDSDUP3D, 
& SSE, SPD, SCD) 



















TOTAL S'TRAIN AT START OF INCREMENT 
TOTAL STRAIN SUBINCREMENT 
STATE VARfABLES AT START OF INCREMENT 
INCREMENTS OF STATE VARIABLES 
TûTAL NUMBER OP STRESS COMPONFNTS 
Numm OF NORMAL STRESSES 
NüMBER OF SHEAR STRESSES 
ELEMENT TYPE 
L W  CONTROL (STRESS OR STRAINl 
FULL 3D STXESS-STRAIN JACOBIAN 
FULL 30 STRESS-TEMPERATURE JACOBIAN 
ELASTIC STRAIN ENERGY AT END OF INCREMENT 
PLASTIC 3ISSIPATION AT END OF XNCRElrIOcT 
CREEP DISSIPATION AT END OF INCREMENT 
IMPLfCIT REALTB (A-H,O-Zl 
DIMENSION ÇUBSIG [ 6) , DsUBSIG ( 6 1 , S ü B m  (6 1 , DÇUBETOT ( 6 l , 
+ ÇTATE(29) ,DSTATE(29) ,DDSDDE3D(6,6) ,DDSDDT3D(61 
CHARACTER* 80 UEM'RPE 
CHARACTERg80 CONTROL 
*** 
t 7 t 
t*+ 





t u t 
ttt 












CURRENT SUBINCREMENT TIME 
CURRENT TIME SUBINCREMENT(TO a= SCALED rN UMAT-SFFRAT) 
ACTUAL TXME SUBINCREMENT 
CURRENT TEKPERATURE 
CURREXT TEMPERATURE SUBINCREMENT 
SUBINCREMENT COüNTER 
NUMBER OF SUBINCREMENTS 
INTEGER SUBINC 
INTEGER NSü3INC 
LOCAL STATE VARIABLES *" 
DEVSIG : DEVIATORIC STRESS TENSOR 
OVERSIG : 'OVER STRESS': DIFF BETWEEN DEVTSiTOR & BACK STRESS T 
SIGSCACE : S U  TOTAL STRESS 
EPLAÇ : PLASTIC STRAIN 
DEPLAS : PLASTIC STRAIN INCREMENT 
C *" DEUS1 : FIRST NORMAL COMPONENT OF ELASTIC STRAIN INCRPiENT 
C "* mlAs2 : SECOND NO- COMPONENT OF ELASTIC STRAIN INCREHSNT 
C EPSSCALE : SCALAR TOTAL PLASTIC STRAIN 
C *** EPSDOTSCAtE : SCALAR TOTAL PLASTIC STRAïN RATE 
C '** CONMüLT : NULTIPLIER FOR PLASTIC STRAZN RATE 
C *** EACKO : OTH aACK STREÇS 
C *" BACKl : 1ST BACK STRESS 
C *** DBACKl : IST RACK STRESS INCREKENT 
C "' BACKlSCALE : SCALAR 'i'ûTAL 1ST BACK STRESS 
C BACK2 : 2ND EACK STRESS 
C *** DBACK2 : 2ND EACK STRESS INCREMENT 
C "* BACK2SCALE : SCALAR TOTAL 2ND BACK STRESS 
C *** DRAG : DRAG STRESS 
C *** DDRAG : DRAG STRESS INCREMENT 
C *** DEVïATûR : MULTIPLIERS FOR DEW?AMRIC STXESS 
C "* ENGRSTRN : CONVERT FROM TENSOR TO ENGINEERING STRAIN 
C *** FORM[n;JITE : INELASTIC STRAIN FORMULATION 
C l NUMERATOR1 : NUMERATOR IN STRESS-S'TRAIN JACOBIAN 
C *** -TOR2 : NUMERATOR IN STRESS-STRAIN JACOBIAN 
C *** DENOMINATOR : DENOMINATOR IN STRESS-!STRARJ JACOBIAN 
MATERIAL CONSTANTS 
NCON : MATERIAL CONSTANTS 
DNCO : XATE OF CHANGE OF CONSTANTS W.R.T. TEM? 
MEXP : MATERIAL EXPONENTS 
DMEX : RATE OF CHANGE OF EXPONENTS W.R .T. TEMP 
EMOD : ELASTIC TENSILE YOUNG'S MODULUS 
?OISSON : POISSON RATIO 
CONSTIT : ELASTIC MATERIAL MATRIX 
DEVZZXO : MACHINE ZERO DEVUTOXIC 6 VECTOR 
REAL* 8 NCON ( 9 
DIMENSION DNCON(91 ,CC(6,6) ,DEVZETZO(6) 
DATA DEVZERO/1.E-10,-0.5E-I0,-0.5E-10,3w0.0/ 
TEMPORARY VARIABLES 
ARG : ARGUMENT OF ZXWNENTIAL IN FIRST âACK SmZESS EQUATIOK 
DYNAMICl : VALUE OF DYNAMIC iZECOVERY TERM IN BACKl EQUATION 
DYNAMXC2 : VALUE OF DYNAMIC XECOVERY T E M  IN BACK.2 EQUATION 
INTEGER OUNIT 
DATA OUNIT/6/ 
INITIALIZE LOCAL VARIABLES *** 
DRAG = 0.0 
DDRAG = 0 . 0  
INITIALIZE MATERIAL CONSTANTS OTT 
LOAD STATE VARIABLES "* 
CHECK S ~ ~ C R E M E N T  SIZE ***  
UMAT-SUBSPLIT (DSUBTIME.DTEMPC,DSUSETOT,NS~TBI,VC) 
W R 1 ~ E ( 6 . 7 0 2 5 )  NSWINC. (DSUBETûT(L) .L=1 .6 )  
ÇUBINC = O 
FORMAT(~X,'NS,DSUBT='.I~,~E~O.~) 
SAVE SüBINCREMENT TIME IN SAVE-DSUBTfE TIME ?OR UPDATING, 
TIfE VALUE OF DÇUBTIME IS CHANGED IN THE RATE ATDEPENDENT 
SUBROUTME WT-EFFRAT-MATER, AND THEREFORS NEEDS TO BE 
SAVED FOR PdE FINAL CPDATE. 
ÇAVE-DSUBTIME = DSUBTIME 
Do WILE (SUBINC .LT. NSüBINC) 
SUBINC = SUBINC + 1 
C DO SUBINC = 1 ,NçUBINC 
C 
C WRITE(6 ,17)  NSUBINC 
1 7  FûRMAT ( l x ,  ' DO LûOP NSUBINC= * , IS ) 
C "* EVALUATS EFFECTIVE TIAB INCRPfENT BASED ON TmPERATURE 
7010 FORMAT(lX, 14, 'TEMP,DSUB=* ,7E10.3) 
C *** EVALUATE MATERIAI. CONSTANTS AT END OF SUBIYcREMENT **' 
CAU UMAT-CONJIATER ( TEMPC , m, NCON , DNCON) 
CALL UMATTELASTIC ( T E ,  üTEMPC , CC 1 
C WRITE(UNIT=88,')'CCll= ',CC(l,l) 
C WRITE(UNIT=88,*)'CC21= 'rCC(2.1) 
C WRITE(UNIT=88,*)*CC31 = *,CC(3,1) 
C 
C DO 6500 f=1,6 
C WRITE(6.6501) 1, (CONSTIT(1,K) ,K=1,6) 
C6501 FORMAT(lX,I3, 'CONSTIT*, 6ElO . 3 )  
C6500 CONTiNüE 
C *** INELASTIC STRAIN RATE *** 
CALL ~MAT~BZERO(BACKO,EPLAS,KRONECXER,NCON) 
C 
C WRITE(6.3334) (SUBSIG(L) ,L=l, 6 )  
3334 FoRMAT(1X. 'SUBSIG=', 6E10.3) 
CALL FIRSTINV (3.3. SUBSIG, FINV) 
DO 1 = 1, MAXSIG 
IBR=I/4 
BR=l. O-DFLOAT (IBR) 
DEVSIG ( 1) SUBSIG ( 1 1 -BRtFINV/ 3 . 
C 
Pl=BR*FINV/ 3.0 
C WRITE(6,6502) BR,Pl.SVBSXG(I) ,DEVSIG(Il 
6502 FORMAT(lX, 'BR, Pl,SüBS,DEVSIG=',4E12-3) 
BACK(1) = BACKO(1) + BACKl(1) + BACKZ(I1 
WRITE(vrJIT=88,*)'BACK(I)= ',BACK(I) 
OVERSIG(1) = DMSIG(1) - 2.0*9ACS(I)/3.0 
DEPLAS(1) = 0.0 
WRITE(6,4998) FINV,BACKO(I),BACK1(I),BACK2(1) 
FOw-9T(IX. 'FIN,BO,B1,B2=*,4E12.3) 





SIGSCALE = DSQRT (3.0'SINV/ 2.  O 
WRfTE ( 6.5007 1 SIGSCALE 
FORMAT(lX,'SIGSCALE=*,E12.3) 
C "* CHECK INEUSTIC STRAIN MRMüLATION **' 
IF (FORMULATE .EQ. ' POWER LAW' 1 T m  
CONMULT = l-S*(SIGSW/DRAG)**(l.) 
C WRITE(6.131) SIGSCAtE,DRAG,MEXP(l) 
1 !?0RMAT(lX, 'SIGSCALE,DRAG=' ,3212.3) 
ELSE IF (FORMIXATE - EQ. 'EXRINENT'IAL' 1 THEN 
CONMULT = 1. f ( DEXP ( SIGSCALE/DRAG - 1. O 1 INCON ( 6 
ELSE IF (FORMULATE . EQ . ' HYPERBOLIC SINE' ) THEN 
CONMULT = l.S*DSINH(SIGSCAtE/DRAG)**(l.) 
ENDIF 
DEPLAS ( 1) = CONKüLT'OVERSIG ( 1) /SIGSCALETDSWTIME 
C 
C WRITE ( 6,130) 1, CONMULT, OVERSIG (1 1 , SIGSCALE, DSUBTIME, 
C + DEPLAS(1) 
C 
C *" CALCULATE SC- PLASTIC STRAIN INCEMEXT 
C *** AND SCALAR PLASTIC S'TRAIN RATF 
C 
CMJ; SECONDIMT ( 3,3, DEPLAÇ, SINV) 
EPSSCALE =DSQRT(S.O*SINV/3.0) 
EPSDOTSCALE = EPSSCALE/DSCTBTm 
C 
c *** DRAG STRESS -- IN m I s  MODEL IT 1s O ~ Y  A FUNCTION *** 
c **+ OF TMPERATURS e t w  
C 
DDRAG = 0 .O 
C 
C *** IST BACX STRESS "* 
C 
C CAU SECONDINV ( 3,3, BACK, SINV 1 
C BACXlSCALE = DSQRT(2.O*SINV/3.0) 
C 
DYNAMICl = NCON ( 3 1 EPSDOTSCALE+NCON ( 4 
DYNAMIC2 = NCON (7  *EPSDWSCALE+NCON ( 8 
DO I=l,MAXSIG 
DBACKL(1) = NCON(9)*DEPLAS(I)-DYNAMIC2*BACK2(I)*DSUBTIME 
m D O  
C ***  CALCULATE STRESS SUBINCREMENT *** 





DSUBSIG(1) = 0-0 
J=l,MAXSIG 






FORMAT (lx, 'DS[IBçIG=', 3E12.3 1 
C *'* CALCULATE ELASTIC STRAIN -GY AND PLASTIC DISSIPATION *** 
DO I=l,MAXSIG 
SSE = SSE + SUBSIG(1) 'DSUBETOT (1) 
SPD = SPD + SUBSIG(I)*DEPLAÇ(I) 
SCD = SCD + 0 .O 
END DO 
C '** WDATE STATE VARIABLES *'* 
C t*+t*******C~tt'**'****'t*t*t*t'*t'tt 
C **' END OF SUBINCREMENTATION IDOP '** 
C t * t ' * * ' t t t * ' * t t t t t w ' * " t ' t + t ' * t + " ' * t  
C *** CALCULATE 3D STRESS-STRAIN JACOBIAN *'* 
DENOMINATOR = 0.0 
DO I = i , W S f G  
NUMERATOR~(I) = 0-0 
NUMERATORZ(1) = 0-0 
DO J = 1,MAXSIG 
NUMERATORl(1) = NUMERATORl(1) 
& + CC(1, J) 'ENGRSTRN(J1 
& DEPLAS (JI 
NUMERATOR2 (1) = NUMERATORS ( 1) 
& + CC(1. JI 'ENGRSTRN(J1 
& DSUBETOT (J 
DENOMINATOR = DENOMINATOR 
& + ENGRSTRN ( 1 1 *DSüEETOT ( 1 1 
& CC(I,J) 
& * ENGRSTRN ( J 1 'DSUBETOT (J ) 
END DO 
END DO 
& - ~ T O R l ( 1 )  'NUMERATOR2 (JI 
& / DENOMINATOR 
WRITE(6.7003) I,J8CC(I,J),DDSDDE3D(I,J) 
FoRMAT(~x, 'DIF CON DS/DE0 ,2X, 214, zEl2.3) 
WRITE ( 6 ' 7  004 ) NUMERAMXl( Il , NüMERATOR2 (J) , DENOMSNATOR 
FORMAT(lX, '-TORSe, 3El2 -3 1 
CONTINUE 
LOAD STATE AT END OF INCRDfENT INTO DSTATE *** 
FORM?iT(/,* *** DIFFERENTLAL: NNORMAL = ',I5, 
& * NSHEAR = *,ISr' NOT SUPPORTED *'* ' , / )  
11 0 FORMAT ( / , ' DIrTrRENTIAL : FAILED TO CALCULATE 
& RESWNSE MCRElENT *** ', / )  
120 FORMAT(/,' *** DIFFERENTIAL: FAILED Tû UPDATE LOAD *** ' , / )  
END 
AUTHOR: K.P. WALKER 
ADDRESS: ESS, MC. 
315 MX; ROAD 
SMITHFIELD, 3.1. 02917 
TELEPHONE: (401) 231-3182 
PURPOSE: 3D ASYMPTOTIC VISCOPUSTIC YATERXAL MODEL ( INTEGRAL FORMULATION) 
INPUT: STRAIN INCREMENTS 
OUTPUT: RESPONSE & STATE VARIASLE INCREMENTS, ELASTIC MATERIAL LMATRIX 
CALLING SUBROUTINE: UMAT-UNICORN 
CALLED SUBROUTINES: üMATTCONSTANT, üMATTEFFRATJfATER, UMAT-U11, 
UMAT-U12, WAT_U13, WAT-V11, UMAT-V12, 
K.P. WALKER AND A.D. FREED, 'AÇYMPTOTIC INTEGRATION 
ALGORITHMS FOR NONHOKOGENEOUS , NONLINEA3, FI AST ORDER, 
ORD-Y DIFFERENTIAL EQUATIONS', NASA TM 103793, 1991. 
A. CINLYA AND K . P .  WALKER, 'A NEW UNIFORMLY VALID 
ASYHPTOTIC MTEGRATfON ALGORITHM FOR ELASTO-PLASTIC 
C U E P  AND UNIFIED VSSCOPLASTIC THECIRIES INCLUDING 
CONTIMJIIM DAMAGEg, NASA TM 102344, 1989. ALSO IN: 
INTERNATIONAL JOURNAL FOR NUHERICAL METHODS IN 
ENGINEERINû, VOL. 32, 385-418, 1991. 
K. P. W E R 8  'A UNIFORMLY VALID ASYMPTOTIC TAVTEGRATION 
ALGORITHM FOR UNIFIED VISCOPLASTIC CONSTITUTIVE MODELS', 
AWANCES IN INELASTIC ANALYSIS, EDS. S. W Z A W A ,  K. kTLLAM 
AND N. REBELO, AMERICAN SOCIETY OF ENGINEERS, AMD-VOL. 88 AND 
PED-VOL. 28, PP. 13-27, 1987. 
C ( 4 )  A.D. FXEED AND R.P. WALKER, 'EXPONENTVU; 'ZNTEGRATION 
C ALGORITKKS APPLIED TO VTSCOPUSTICITY', NASA TM 104461, 1991. 
C 
C 
SüBROüTfNE üMATTINTJIATER (SUBSIG,DSiJBSIG,SUBETOT,DSUBETOT, 
& !3TATE,DSTATE, 
& NSTRESS , NNORMAL , NSEAR, 
& ELEMTYPE,CONTROL, 
& DDSDDE3D, DDSDDT3 D, 
& SSE, SPD, SCD) 
USER DEFINED PAIUETERS *** 
MAXITER : MAXIMUM NUMBER OF NEWTON-RAPHSON ITERATI ONS PERMIlTED 
MAXCONST : MAXïMüM NUMBER OF MATERIAL CONSTANTS STORED IN TABLES 
MAXSTATE : MAXfMUM NIMBER OF STATE VARIABLES 
MAXSI G : MAXIMUM NUMBER OP STRESS/STRAIN COMPONENTS 
MAXPARAM : MAXSMUMNDMBEROFNEWMN-RAPHSON ITERATION PARAMETERS 
RHOTOL : MAXIMUM ERROR ALLOWED IN THE PARAMETSR C/RHO 
PERT : AMOUNT OF RH0 PARAMETER USED AS PERTURBATION 
IMPLICIT REALW8 (A-H, 0-2) 
REAL.8 KRONECKER(6) 
PARAMETER (MAXITER = 50) 
PARAMETER (MAXCONST = 9)  
PARAMfiER (MAXSTATE = 29) 
PARAMETER (MAXSIG = 6) 
PARAMETER (MAXPARAM = 1) 
PARAMETER ( MAXPARAM1 = 2 ) 
PARAMETER (RHOTOL = 0.0011 






















WRRENT HYDROSTATIC STRESS 
NEW STRESS AT END OF 1 TERATI ON 
NEW HYDROSTATIC STRESS AT END OF ITERATION 
FfXED STRESS DüRING AN ITERATION (SET TO 
PREVIOUS NEW VALUE) 
FIXED HYDROSTATIC STRESS DURING AN ITERATION 
(SET TO P R M O U S  NEW VALUE) 
TOTAL STRAIN AT START OF INCSEMENT 
TOTAL STRAIN SUBIN- 
WDROSTATIC STRAIN I N C m  
STATE VARIABLES AT START OF INCREMENT 
INCREMENTS OF STATE VARiABLES 
TOTAL NUMBER OF STRESS COMWNENTS 
MTMBER OF NORMAL STRESSES 
MTMBER OF SEEAR STRESSES 
ELEMENT TYPE 
LOAD CONTROL (STRESS OR STRAIN) 
FULL 3D STRESS-STRAfN JACOBIAN 
FULL 3D STRESS-TEMPERATURE JACOaIAN 
&LASTIC STRAM ENERGY AT END OF INCREMENT 
PLASTIC DISSIPATION AT END OF INCREMENT 
CREEP DISSIPATION AT END OF INCEMENT 
DIMENSION S[TBSIG (6 ) , SWSIGN ( 6 ) , SUBSIGF ( 6  ) , 





C "* LOCAL ÇTATE VARIABLES *** 
C 
C *'* DEVSIG : DEVIATORIC STRESS l'ENSOR 
C *** OVERSIG : ' OVER STRESS : DI- BETWEEN DEWATOR h BACX STRESS 
c w* ( BEGIhGNG OF INCREMENT) 
C 0VERSIC;N : 'OVER STRESS': DIFF B m  DEVIATOR & BACK STRESS 
c T** (NEW V A L E  PREDICTED FOR END OF ITERATION) 
C *" OVERSIGF : 'OVER STRESSD: DIFF BETWEEN DEVIATOR & BACK STRESS 
c T*T (FTXED TO PREVfOUS NEW VALUE FOR USE DURING AN LTERATIONI 
C "* SIGSCALE 
C *** SIGSCALEN 
C *** SIGÇCALEF 
C *" RATION 
C "* ETOT 
C *** EPLAS 
C *** DEPLAS 
C *** DELAS1 
C *** DELAS2 
C *** EPSSCACE 
C *" BACK 
C *** BACKN 
C *** ESACKF 
C *** 
C "* BACKO 
C *** BACKON 
C *** BACKOF 
c *** 
C "* RACK1 
C '** mcI,clN 
C ***  BACKlF c *** 
C *** BACK2 
C *** BACKZN 
C *** BACK2F 
c *** 
C *" BACKSCALE 

















ScAlAR NEW OVERSTRESS 
SCALAR FIXED OVEnSTRESS 
RATIO O?? SfGSCALEN/DRAGN 
TOTAL STRAXN AT END OF INCREMENT 
PLASTIC STRAIN 
PLASTIC STRAIN SUE- 
PfRST COMPONENT OF ELASTIC STRAIN 
SECOND COMPONENT OF ELASTIC STRAIN 
SCALAR TOTAL PLASTIC STRAIN 
TOTAL BACK STREÇS 
NEW TOTAL BACK STRESS ( END OF ITERATION) 
TOTAL BACK STRESS (FIXED AT PREVfOUS NEW VALUE DURING AN 
ITERATION) 
om RACK STRESS ( B E G ~ I N G  OF INCREMENTI 
OTH BACK STRESS (NEW VALVE AT END OF ITERATION) 
OTH BACE( STRESS (FIXED AT PREVfOUS NEW VALUE DURING AN 
ITERATf ON 
1ST BACK STRESS ( B M ; m m G  OP INCREMENT) 
1ST BACX STRESS (NEW VALUE AT END OF ITERATION) 
1ST BACK STRESS (FIXED AT PREVIOUS NEW VALUE DURING AN 
ITERATZON) 
2Nû BACK STRESS (BEGINNING OP INCRMENT) 
2ND BACK STRESS (NEW VALUE AT END OF ITERATION) 
2ND BACK STRESS (FIXED AT PREVIOUS NEW VALUE DURING AN 
ITERATION) 
SCALAR TOTAL RACK STRESS 
SCAtAR TOTAL BACK STRESS (NEW VALUE AT !ZND OF ITERATI ON) 
SCALAR TOTAL 1ST BACK STRESS 
NEW SCALAR TOTAL 1ST BACK STRESS 
SCALAR TOTAL 2ND BACK STRESS 
NEW SCALAR TOTAL 2ND BACK STRESS 
DRAG ÇTRESS 
DRAG STRESS (END OP INCREMENT) 
DRAG STRESS (FIXED AT PREVIOUS NEW VALUE DURING AN 
ITERATION) 
KRONECKER DELTA MULTIPLIERS FOR DEVIATORIC STRESS 
DEWIATORIC MACHINE ZERO (TO AVOID UNDERFLCWS) 
INELASTIC STRAIN FORMULATION 
STATE VARïABLES AT END OF INCREMENT 
SMALL ÇTATE VARIABLE INCREMENTS AT END OF INCREMENT 
STRAIN AT END OF iNCREMENT 
STRESS AT END OF XNCREMENT 
PLASTIC STRESS INCREMENT AT END OF INCREhEXT 
DATA DTSVZERO/Z.OE-10,-O~5E-10,-O.SE-10,3'0.0/ 
CHARACTER* 8 0 FORMULATE 
TYPE OF VISCOPLASTXC FORMULATION *** 
DATA FORMULATE/'POWZR LAW'/ 
DATA FORMULATE/ ' EXWNENTIAL ' / 
DATA FORMüUm/ 'HYPmLICf /
LûCAL VARIABLES *** 
T m  : TEMPERATURE AT BEGINNING OF INCrZIMENT 
DTEMP : TEMPERATURE CHANGE OVER INCREMSNT 
SUBTIME : TI= 
C *** DSUBTIME : TOTAL TIME INCREMENT (TO BE SCALED BY UMAT-EFFRAT) 
C *** SAKDSUBTIME : 'TOTAL T m  
C *" Ul(1-3) : COEFFICIENTS l 3  EQUATIONS DX /DT +U1 *X = vi c *** IJ 1 IJ IJ 
c *** WHERZ X CAN BE BACK1, BACK2, OR SUBSIG 
C *" Vl(1-3,l-6) : RIGHT HAND SIDE OP ABOVE EQUATION 
DIMENSION D1(3),V1(3,6).~11(61 
C 
C "* MATERIAL CONSTANTS *** 
C 
C *" NCON : MATERIAL CONSTANTS 
C "* DNCON : RATE OF CHANGE OF CONSTANTS W.R.T. TEMP 
C *" MEXP : MATERIAL MPONENTS 
C *** DMEXP : RATE OF CHANGE OF EXPONENTS W .R.T. TEMP 
C *** EMOD : YOUNG'S MODUtUS 
C *** POISSON : POISSON'S RATIO 
C *** GMOD : S m  MODULUS 
C "* CC : ELASTIC MATERIAL MATnIX 
REALn8 PICON(9),JACOBIAN(MAXFARAM 
+ , MAXPARAM) 
DIMENSION DNCON(9) ,CC(6.6) 
C 
C *** ITERATION PARAMETERÇ "* 
C 
C *** RH0 : ITERATION PAPAMETER RH0 = UI (1) *DSUBTIME 
C *** DRHO : PERTURBATION OF PARAMETER RH0 
C *** RHON : SUM OF RH0 + DRHO 
C *" F : VALVE OF THE ITERATION FUNCTION 
C *** JACOBIAN : JACOB- MATRIX 
C *** C : PREDICTED CHANGES TO RH0 FOR GIVEN ITERATION 
C *** CUTBAC : MOUNT PREDICTED CHANGES OF RH0 IN AN ITERATION ARE 
C CUT BACK TO ENSORE STABILITY OF METHOD 
C *** RHOTOL : TOLERANCE ON C ( 1 ) / RH0 ( 1 ) FOR CONVERGENCE 
C *** CHANGE : C(l)/RHO(l), I.E. RELATIVE CHANGE IN RHO(11 
C ***  ITER : ITERATION NüMBER WITHIN A GIVEN INCRPiENT 
DIMENSION RH0 (MAXPARAM) , DRHO (MAXPARAM) , RHON (MAXPARAMI , 
+ F(MAXPARAM,MAXPARAMl) , C ( M A X P m )  
CHARACTER* 8 ELASTIC 
C 




DO 1 = 1,MAXSIG 
DNSIG ( 1 ) = DEVZERO ( I 1 
OVERSIG ( I = DEVZERO ( 1) 
EPLAS(1) = DEVZERO(1) 
DEPLAS ( 1 ) = DEVZERO ( 1) 
BACKl( 1 ) = DEVZERO ( 1) 
BACKZ ( 1 1 = DEVZERO ( 1) 
END DO 
E N D 9 0  
C 
C "* INITIALIZE MATERIAL CONSTANTS **= 
C 
DO 1 = I,HAXCONST 
NCON(1) = 0.0 
DNCON(I1 = 0.0 
- END90 
C 
C *** LOAD STATE VARIABLES *'* 
C 
TEMPC = STATE(I1 
DTEMPC = DSTATE( 1) 
ONLY NEED TO ,CVALUATE ELASTIC PROPERTIES ONCE AT THE TEMPERATURE 
CORRESPONDING TO THS END OF THE INCRPIENT. 
PMATTCONJ4iTER ( TEMPC , DTEMPC , NCON , DNCON 1 
GET CONSTANT DRAG VALUE FROM NCON (1) *" 
CALCüLATE ZEROTH EACK STRESS *** 
DO I = 1,MAXSIG 
EPLASN(1) = SPfrAS(1) + DEPtAS(1) 
ENDW 
WRITE(~,~SO~) (DEPW(L) ,L=1,6) 
FORMAT ( lx, ' inDEPLAS= ' ,6ElO. 2 1 
W L  UMAT-BZERO ( BACKO , EPLAÇN , KRONECKER, NCON 
CALCULATE EUSTIC MATERIAL YATRIX 
CALL UHAT--TIC (TZHPC , DTEMPC, CC) 
WRITE(UNIT=88.+)'CCll = ',CC(I,l) 
WRITE(UNIT=88,*) 'CC21 = ',CC(2,1) 
WRITE(UNIT=88,*1 'CC31 = ',CC(3,1) 
CALCULATION OF DEVIATORIC STRESS AND OVERSTRCSS AT 
BEGINNMG OF NCE2E2. 




FORMAT(IX, 'D~S,SWS,KRO,SvBSIG,Pl=*, sE12-3) 
CAU SECONDINV ( 3 . 3 ,  OVERÇIG, SINV) 
SIGSCALE = DSQRT(3.OeSIMT/2.O) 
SAVE SUBINCREMENT TIME IN SAVE-DSUBTIME FOR UPDATING. THE 
VALUE OF DSUBTIME IS CEANGED IN THE RATE INDEPENDENT 
SUBROUTINE UMAT-EFFRATJATER, AND TH-REFORE NEEDS M BE 
SAVED FOR THE FINAL UPDATE, 
SAVE-DSUBTIME = DS WTIME 
CAU UMAT-EFFRAT-MATER ( DSUBETOT . DSüBTIMC. TEMPC , DSUBTIm 1 
INITIALXZE BEST GUESS FOR VALUES OF VARIABLES AT TIME 
= T + Wi'. CURRENTLY THE GUESS FOR THE END OF THE INC- 
ARE THE VALUES AT 'ME SND OF THE PREViOUS INCEMENT. 
CONVERGENCE WZLL BE BAÇED ON TKE iAST CALCULATED CHANGE 
BEING LESS THAN RHOTOL. IF NUMBER OF ITERATIONS EXCEED 
MAXITER, GET OUT OF THE ITERATION LOOP. IF WE ARE IN 
THE ELASTIC =ION GET OUT OF TiiE ITERATION LOOP. 
ITER = O 
SET fNïTIALLY HIGH CHANGE IN RHO( 1) TO G E T  INTO WHILE LOOP *'* 
-TIC = 'FALSE' 
CHANGE = 1.0 
c m c  = 1.0 
DO WHILE (CHANGE .GT , RHOTOL .AND. 
& ELASTIC -EQ. 'FALSE8 .AND. ITER .LT- .XITER) 
ITER = ITER + 1 
C 
C *** SET VALUE OF RH0 PERTURBATION *** 
C 
W 1 = 1,MAXPARAM 
IF(RHO(1) .EQ- 0.0) THEN 
DTüfO(1) = 1.E-8 
ELSE 
DRHO (1) = PEXT*RHO( 1) 
r n 1 F  
ENDDO 
C 
C **' iCEEP PREVIOUS ITERATION SOLUTIONS IN ... F ARRAYS 
C *" USE THEM AS EQUA'TION COEFFICIENTS. . . . F ARRAYS WII, 
C *" NOT CIIANGE DURING THE COURSE OF ONE ITERATION. THEY 
c *" ARE, HOWEVER, UPDATED AFTER EVERY ITERATION. 
C 
DO 1 = 1,KAXSIG 
EPLASF ( 1) = EPLASN ( 1 ) 
SUBSIGF(1) = SUBSIGN(I1 
BACKOF(1) = EtACXON(1) 
BACKIF(1) = BACKW(1) 
BACKZF(1I = EACK2N(f) 
BACKF(1) = BACKN(I1 
UmD DO 
DRAGF = DRAGN 
CALL FIRSTINV(3,3,SUBSIGF,FINV) 
SUBSIGFH=FINV 
DO 1 = 1,MAXSIG 
DEVSIG (1) = SUBSIGF ( 1) - KRONECKER (1 ) *SUBSIGFF~/~. 0 
OVERSIGF(1) = DEVSIG(1) - 2.0*BACKF(I)/3.0 
ENDDO 
C 
PltKRONECKER ( 3  *SUBSIGFH/ 3 .  
C WRITE(6.1805) DEVSIG(3l,SUBSIGF(3),SUBSfCmrP1 
1805 POWAT(lX, '%%% DwsIG,sOBSF,SUBSFH,P~=',~E~~.~) 
CALL SECONDINV(3,3,OVERSIGF. SINV) 
SIGSCALEF = DSQRT(3.O*SINV/Z.O) 
CAU SECONDINV(3,3,BACXlF,SINV) 
BACKlSCALEF = DSQRT(2.08SIW/3.0) 
C U L  SECONDINV(3,3,BACKSF,SfMt) 
BACKZSCALEF = DSQRT(2.0*SfNV/3.0) 
CALL SECONDINV(3,3,BACKF,SW) 
BACKSCALEF = DSQRT(2.0rSINV/3.0) 
TEMPDOT = VL?EMX/SAVE,DSUBTIME 
( ITER 
ITER = 1 ESTIMATE PLASTIC STXAIN RATE AS BEING 






AFTER FIRST ITERATION. CALCULATE PLASTIC STRAlN RATE 
USING MOST RECENT R H 0  (1 . 
CALCULATE U1(1,2 AND 3 )  [T + DT] AND Vr(1,2, AND 3) [T + mf 
BAÇED ON BEST -SES OR MOST RECENT ITERATION FOR 
RHO[T+DT] AND DçUBETOT(1 TO 6) [T+M!] 
TEE INTEGRATION KETHOD IS TAKEN FROM PAPER BY KEVIN WALKER AND 
ALAN PREED ENTITLED 'ASYMPTOTIC INTEGRATION ALGORITWS FOR 
NONHOMOGENEOUS, NON-LINEAR, FIRST ORDER, ORDINARY DIFFERENTIAL 
EQUATIONS', NASA TM 103793. THE NAMES OF THE VARIABLZS ARE 
PATTERNED AfTER THE METHOD OUTLIKED THERE IN CXAMPLE 4. THE 
EQUATIONS HAVE THE FORM 
WHERE 1 GOES FROU 1 TU 3 IN OUR CASE. 1 = 1 IS STRESS, 1 = 2 IS FIRST 
RACK STRESS, 1 = 3 IS SECOND BACX STRESS. AU SQUATIONS HAVE SIX COMPONENTS, 
SO THAT J GOES FROM 1 TO 6. U11 IS COEFFICIENT OF STRESS, U12 IS COEFFICIENT 
OF BACRI, U13 IS COEFFICIENT OF BACK2. THE V1'S ARE THE RIGHT SIDE OF THE 
EQWATIONS. SUBROUTLNES U11, U12, U13 ARE THE CALCULATION OF LEFT HAND SIDE 
COEFPICfEN'I'S. V11, V12 AND VI3 ARE THE CALCULATIONS OP THE RIGHT HAND SIDE. 
CALL UMATTBZERO(BACKON,EPLASP,KRONECKER,NCONI 
CAU UMAT-u11 (U11, IWO, NCON,CC, DSUBTIME) 
CAU UMATTU12(Ul,iZH0,SIGSCALEF,NCON,DçUBTIMEI 
CUL UMAT-Ul3 (U1 , RH0 , SIGSCALEF, NCON, DSUBTIMEI 
666 FQRMAT(~X, 'DSTOT=', 6~10.3) 
C WRITE(6,667) (BACKF(L) ,L=1,6) 
6 67 F'URMAT(lX, 'BACK='. 6E10.3) 
C WRITE(6,668) RHO(l),DSUETIME 
668 FORMAT(IX,nro,&ubt=~,2E1223) 
CALL UMAT-V11 (VI. DSUBETOT, RHO, SUBÇ IGF, BACKF, NCON, 
& CC, DSWTIME 
CAU UMAT~V12(V1,RHO,SUBSIGF,BACK2F,BACKOF,NCON,DSUBTIMEI 
CAU üMATTV13 (Vl , M O ,  SUBSIGF, BACKIF, SACKOF, NCON, DSUBTIMEI 
C 
C *" THE RECURSION ROUTINES ARE THE CALCULATIONS OF THE NEW STRESS, AÀVD 
C **' TWû BACK STRESSES BY THE IMPLICIT RECURSION METXOD DESCRIBED IN THE 
c *** WAWCER/FnEED PAPER. 
C 
CAU UMATTSTRESS-RECURSION (SUBSIGN, SUBSIG , U11, VI., DSUBTIME) 
C 
CAU IfMAT-BACKl-RECURSION (BA~lN,SACKI,Ul,Vl,DSWTIME) 
C 
CAU UMAT-BACK2JECURSION ( B A W N ,  aACK2, U1, VI, DSUBTIME 1 
C 
DRAGN = DRAG 
C 




DO 1 = 1,MAXSIG 
DEVSIG ( 1) = SUBSIGN ( 1 ) - KRONZCKER ( 1 ) 'SdBSIGNH/ 3 - 0 
BACXN(1) = BACKON(1) + BACKlN(1) + BACKZN(I1 
OVERSIGN(1) = DEVSIG(1) - 2.O*BAC1YN(f)/3.0 
m m  
C 
Pl =KRONECKER ( 3 ) *SWsIW./ 3 - 
C WRITE ( 6,1801) DEVSIG (3 ) , SUBSIGN ( 3 1 , SUSSIGNH, Pl 
1801 FORMAT(lX, "**DEVS, SUBSN, SUBSIGNii, Pl=', 4E12.3 1 
CALL SECONDINV (3,3, OVERSIGN, SINW 
SIGSCALEN = DSQRT(3.0"SINV/2.0) 
C U L  SECONDINV(3,3,BACKN,SXNV) 
BACXSCRLEN = DSQRT(2.O*SINV/3.0) 
RATION = SLGSCALEN/DRAGN 
C 
C WRITE(6,1850) BACXSCALEN,RATXON 
1850 FORWT(lX,'BASCA,RATI0=~,2E12-3) 
C 
C *' THE METilOD SOLVES FOR CHANGE OF =O- SINCE THERE IS OmY ONE RH0 
C *** IN THE CiJRREllT IMPL-ATION, A FUNCTION IS SET UP IN SVAL1 WHICH 
C '** 1s CLOSE TO ZERO WHCN THE VALUES FOR RH0 AND THE NEW STRESSES MATCH 
C *** UP, THE VALUE OF THE FüNCTION IS CALCULATED FIRST WITH THE CURRENT 
C "* RH0 AND NEW STRESSES. LATER A NUMERICAL DERIVATIVE IS PERFORMED USING 
C *** A PERTüRBED VALUE OF RH0 AND THE VALUES OF THE STRESSES CALCULATED WITH 
C *+* THAT PERTURBED VALUE. THE DERIVATIVE OF THE FUNCTION IN EVALl TIMES 
C *** THE NECCESSARY CHANGE IN RHO(l), 1 . E .  Cil), IS SET EQUAL TO THE 
C "* VALUE OF THE RTNCTION IN EVALI CALCULATED WITn CURRENT VALUES. 
C 
C '** EüALUATION OF FUNCTION IN OiAi.1 WITX CLXSMT CND OF IIICEZ3n3T VALES 
C *** OF RH0 AND STRESSES 
C 
CALL UMATTEVALl(F(1,2),RH0,0VERSIGN,DRAGN,NCON, 
& FORMULATE, =TION, DSUBTIME) 
C 
C *+* INCREMENT RHO(1) F'OR EVALUATION OF NUMERICAL DERIVATIVE *** 
C 






CALL UMAT-Vl1 ( V l , D ~ T . R H O N , S U B S I G F , B A C K F ,  
& NCON,CC,DçUBTIME) 
CALL UMAT-Vi2 (Vl , RHON, SUBSIGF, 3ACK2F, BACKOF, NCON, DSUBTIME) 
CALL [TMATTV13(V1,RHON,SUBSIGF,~CK1F,BACKOF,NCON,DSUBTIME) 
CALL UMAT-BACK2,lGCURSI ON (BACKZN, BACK2, U1, V I ,  DSUBTIME 
DRAGN = DRAG 
DO 1 = 1,MAXSIG 
DEVSIG(1) = SJBSIGN(1) - KRONECXE3(I)*SUBSIGNH/3.0 
BACKN(1) = BACKON(1) + BACKlN(1) + BACKSN(1) 
OVERSIGN(1) = DEVSIG(1) - 2.OTBACKN(1)/3.0 
ENDDO 
C 
PI=KRONM=XER ( 3  'SüBSIGNH/3 - 
C WRfTE(6,1802] DEVSIG(3) ,SUBSfûN(31 ,SUBSIGNH,Pl 
1802 FûRHAT(lX,'$S$ DEVSIG,SUBSIGN,SUBSIGNH,PI=',4E12.3) 
C 
C *** EVALUATION Of FüNCTION IN EVALl WITH PERTURBED VAL= OF RH0 ANI) STRESSES 
C 
CAU UMAT-EVAL1 (F(1,l) .RHON,OVERSIGN,DRAGN,NCON, 
& FORMULATE, RATION. DSUBTXMEI 
C 
C * * PUT JACOBIAN ( X . E . , EVALUATION OF W i I C A L  DERIVAT1 VE OF i?üNCTION 
C **' IN EVAL1) INTO JACOBIAN ( 1,l) . SINCE TIlERE 1 S ONLY ONE RH0 WE SOLVE c * C *  DF/DRHO * C = F 
C *** I.E., TRYING ?O SOL- FOR DRHO WHICH MAiCSS F = O IN NEXT ITERATION 
C 
JACOBIAN(1,l) = (F(l,l)-F(l,S) )/DRHO(l) 
IF (JACOBIAN(1,l) -EQ. 0 . 0 )  THPJ 
C(11 = O.S'RHO(11 
ELSE 
C(11 = -f ( 1 . 2 )  /JACOBIAN(l,l)/ (1.0 + CUTEAC) 
ENDIF 
C 
C ***  REDUCE CüTBAC BY A FACTOR OF TWO ON =Y ITERATION '* 
C 
CUTBAC = O.SfCUTBAC 
C 
C ***  GET UPDATED VALUE OF PARAMETER RH0 *" 
C 
DO 1 = 1, MAXPARAM 
RHO(X1 = RHO(1) + C(I) 
E?D !x 
C 
C ***  EVALTJATE RELèâï'TVE CHANGE IN M O  "* 
C 
CHANGE = DABS(C(1) /RHO(l) 1 
C 
C *** DETERMINE IF WE ARE IN THE ZLASï"ï'C REGION *** 
C 
C WRITE(6'7) ITER.RKO(1) , C ( 1 )  ,JACOBIAN(l, t). F ( 1 , 2 )  
7 FORMAT(1X. 'IT,RO,C,JACB~Fl2=' ,14,CEI2.3) 
IF (RHO(I) .LT. 1.OE-12 .AND. ITER .GT. 2 )  TEEN 
ELASTIC = 'TRUE' 
C 
C WRITE(6,8! 
8 FORMAT ( lx, ELASTIC * 1 
=SE 
ELASTIC = 'FALSE' 
C 
C WRITE(6,9) 
9 FORMAT (lx, ' PLASTIC' 1 
ENDIF 
C 
C *** USE NEWLY CALCULATED VALUES OF M O  TO GET END OF ITEXATION 
C *** VALUES OF SUBSIGN AND BACKm 
C 
C *** " REMPLACER MU PAR CODAGE ADEQUAT 
ûû 1 = 1,MAXSIG 
DEPLAS(1) = RHO(1)*OVERSIGF(fl 
ENDDO 
CALL iJMAT-BZERO ( BACKON, EPLASF, KRONECKER, NCON) 
CALL UMAT,ULl(U11,~O,NCON,CC,DSUBTIHE) 
CALL UMATTU12(U1,RH0,SIGSCALEF,NCON,D~IME) 
CALL b'MATTU13 ( U1, M O ,  SIGSCALEP, NCON, DSü3TIME 
CALL IJMAT-Vl l (VI, DÇUBETOT , RHO, SUBSIGF , BACfCF, 
& NCON, CC, DSUBTIME 1 
CALL CTMAT-Vi2 (V I ,  MO, ÇUBSIGP, BACKZF, BACXOF , NCON, DSifSTIME) 
CALL UMAT-Vi3 (Vl, RHO, SWSIGF, BACKIF, BACKOF, NCON, DSUBTIME) 
CALL UHATTSTREçSJECORSION (SUBSIGN, SUBSIG , O1 1, V I ,  DSUBTIME 1 
CAU uMAT-EACX1,RECüRSION ( EACKlN, W l ,  U1, VI, DSUBTIME) 
CALL üMATTBACK2,RECURSION (BACK2N,BACXÎ,Ul,VI,DSUBTIME) 
CAU FIRSTINV ( 3,3, SUBSIGN, FINV) 
SGBSIGNH=Frn 
LOAD STATE AT END OF INCREMENT INTO DSTATE T T  
DÇTATE ( 1 ) = TSlPC+DTEMPC 
DSTATE ( 2  ) = ÇUBTIME + SAvE-DSUBTIm 
DSTATE (3 ) = DRAGN 
DSTATE(T6) = DFZOAT(1TER) 
STATE(16) = 0.0 
DO 1 = 1,MAXSIG 
DSTATE(I+3) = SAcKIN(I) 
DSTATE(f+g) = LPLAS(1) + DEPLAS(I1 
DSTATE(I+16) = BACKLN(1) 
ENDDO 
DO 1 = 1,MAXPAmM 
IP22=1+22 
DSTATE(IP22) = MO(I) 
IF(DSTATE(IP22).LT.1.E-I2) DsTATE(I?~~)=~ 
ENDDO 
CALCULATE STRESS AT END OF INCRPIENT *** 
CALCULATE ELASTIC STfZAIN ENERGY AND PLASTIC DISSIPATION *'* 
DO Ir1,MAXSIG 
SSE = SSE + SUBSIG ( 1 ) 'DSUBETûT (1 
SPD = SPD + SUBSIG (1) DEPLAS (1 ) 
SCD = SCD + 0 . 0  
ENDDO 
STATE,END,DSrATE,ENo. 
NSTRESS , N N O W  . NSHEAR , 
ELEMTYPE, CONTROL , 
DDSDDE3 D, DDSDDT3 D, 
SSE, SPD, SCD 
CALCULATION OF COEFFICIENT OF STRESS IN STRESS 
RATE EQUATION 
Ull(l-6) : COEFFICIENT 
%Y0 : ITEIt9TIYN PF9!9.?!ETFY 
CC : ELASTIC ?fATERIAL MATRIX 
NCON : MATERIAL CONSTANTS 
CALCULATE U T 1  PARAMETER * * * 
SUBROUTïNë UKAT~U~~(U~,RHO,SIGSCALE,NCON,DSUBTIME) 
C 
C CALCTJLATION OF COEL?FSCIENT OF BACKl IN 1ST BACR STRESS RATE 
C EQUATION 
C 
C Ul(2) : COEFFICIENT 
C RH0 
C SIGSCALE : 
C BACKlSCALE: 









1ST BACK STRESS SCALAR 
TOTAL BACK STRESS SCALAR 
TEMPERATüRE CHANGE RATE 
MATERIAL CONSTANTS 
CHANGE ZN CONSTANTS mm TEMPERATURE 
MATERIAL EXPONENTS 
SCALED TIME LNCRPIENT 
C 
PARAMETER (MAXSIG = 6 )  
C 
C i.kXAL TEMWRZLQY VARIABLES 
C 
C THERM : THERMAL RECOVERY TEEZM IN BACKl EQUATION 
C 
C 
C *** CALCULATE U12 PARAMETER 
C 
C THERM = NcON(~)*BACKSCALE"(MSXP(~) - 1-01 






C CAtCtJLATION OF COEFFICIENT OF BACK2 M 2ND BACK STRESS 




C SIGSCALE : 
C BACK2SCALE: 






OVER STRESS SCALAR 
2ND BACK STRESS SCALAR 
TEMPERATüRE CIIANGE RATE 
x4TEZL. CONST-NTS 







IMPLICIT REALr8 (A-H, O-Z 
REAL'8 NCON(9) 
DIMENSION Ul(3) ,DNCON(9) ,RH0(5) 
PARAMETER (MAXSIG = 6 )  
CALCULATE U13 PARAXETER 
Ul(3) = ~.*RHo(~)/DsuBTIHE/~.*(NcoN(~)~SIGSCALE+NCON(~) )+ CON(~) 
RETURN 
END 
SUBROUTINE UMAT-Vi 1 (Vi , DSUBETC)T, .MO, SUBSf G, B A C K ,  
6 NCON,CC,DSUBTIME) 
CALCULATION OF RIGHT WND SIDE OF STREÇS RATE EQUATION 
P- (MAXSIG = 6) 
Vï (1, 6 )  : VAtiJE OP RIGHT SIDE FOR 6 EQUATIONS 
DSUBETOT : TOTAL S T W N  INCREMENT 
RH0 : ITERATXON PARAMETER 
SUBSIG : STRESS AT END OF INCREMENT 
SACK : TOTAL SACR STRESS ( BACICO+ BACK1+BACI(2 1 
NCON : MATERIAL CONSTANTS 
CC : ELASTIC MATERIAL MATRIX 
DSüBTiME : SCALED TfME INCREMENT 
UXAL VARIABLES 
P : COKMON GROUPING OF TERMS IN STRESS RATE EQUATION 
DEDOT : TOTAL SïRAIN =TE 
A,A1, AS, A3 : TPiPORARY GROUPING OF VARIABLES 
B. Bl , B2, B3 : TEMPORARY GROUPI NG OF VARIABLES 
Do 1 = 1,MAXSIG 
DEDûT ( 1 ) = DSUBETOT ( I ) / DSIIBTIME 
ENDDO 
DO 1 = 1.3 
P(1) = DEDOT(I)+2,0/3 .O*RHO(l) /DSUBTIME*BACI((Il 
END Dû 
. . 
& { c c ( ~ , ~ I  +~~(1,2)-2*~~(1,3) ) * s ~ I G ( ~ )  
BI = C C ~ ~ , I ~ * P ~ I I + C C ~ ~ , ~ ~ - P ~ ~ ~ + C C ~ ~ , ~ ~ * P ~ ~ ~  
Vl(1,l) = Al + B1 
A2 = RHO(~)/DSUBTIME/~.O*((CC(~,~)+CC(~,~)-~*CC(~,~) )*SUBSIG(l)+
h (CC(2,2)+CC(2,1)-2*CC(2,3) *SUBSIG(3) 
B2 = CC(2,1)*P(T)+CC(2.2)'P(2)+CC(2,3) * P ( 3 )  
Vï(1.2) = A2 + 82 
A3 = RHO(~)/DSUBTIME/~.O*((CC(~.~)+CC(~,~)-~*CC(~.~) )*SUBSIG(~)+ 
& (CC(3,3)+CC(3,1]-2'CC(3,2) )*SUBSIG(2) 
B3 = CC(3,1)+P{I)+CC(3,2)'P[2)+CC(3,3)'P(3) 
Vi(1,3) = A3 + 83 
W 1 = 4,MAXSIG 
VL(1.1) = 2*CC(I,L)*(DEDOT(I)+220/330*RHO(1) / D S U B T K ( I )  1 
END D û  
C 
C WRITE(6.7) (DEDOTIL) ,L=1,6) 
7 FORMAT(lX, 'DEDOT=', 6Ei0.2) 
C WRITE(6,8) (SUBSTG{LI, L=l, 6 )  
8 FORMAT(lX, 'SüBSIG=' ,6E10.2) 
C WRITE(6,9) DSUBTIME,iWO(ll ,LAMBDA,MU 
9 FORMAT(lX, 'DST,ro,LAM,Mü=* ,4E12.3) 
SUBROUTINE ~TTV12(Vl,~0,SUBSIG,BACK2,BACK0,NCON,DSUBTIME) 
CALCULATION OF RIGHT EIAND SIDE OF 1ST BACK STRESS RATE EQUATION 
PARAMETER (MAXSIG = 6 )  
V1(2,6) : VALUE OF RIGHT SXDE FOR 6 EQUATIONS 
M O  : ITERATION PARAMETER 
SIGSCALE : OVERSTRESS SCALER 
BACKlSCALE : 1ST BACK STRESS SCALER 
ÇUBSIG : STRESS AT END OF INCREMENT 
BACK2 : 2ND 9ACK STRESS 
BACKO : OTH EACK STRESS 
NCON : MATERIAL CONSTANTS 
MEXP : MATERIAL EXPûNENTS 








CALCULATXON OF RIGHT HAND SIDE OF SECOND BACK STRESS 
RATE EQUATION 
V1(3,6) : VALUE OF RIGHT SIDE FOR 6 ZQUATIONS 
RH0 : ITERATION PAfWMETER 
SIfBçfG : STRESS AT END OF INCRE'MENT 
BAClC1 : 1ST BACK STRESS 
NCON : MATERfAL CONSTANTS 
MEXP 
L 
C IMPLICIT RECURSION METHOD USED TO CALCULATE NEW STRESS 
C 
PARAMETER (MAXSIG = 6 )  
C 
C SUBSIGN : NEW VALUE OF SUBÇIG 
C SüESIG : OLD VALUE OF SUBSIG 
UT1 (1. -6) : COEFFICIENTS OF STXESS IN STRESS FUiTE EQUATION 
Vl11,I-6) : RIGHT SIDE OF STXESS RATE EQUATIONS 
DsUBTrn : SCALED TIME mCREMENT 
IMPLICIT REAL*8 (A-H, 0-2) 
DIMENSION SUBSIGN(~) ,sUBSIG(~) ,U11(6) ,VI(3,6) 
LOCAL rnIABLES 
TAU : DEtAY CONSTANT 
DECAY : EXP OP - (DECAY CONSTANT 1 
S1, S2 : TEMPORARY STORAGE VARAIBLES 
DO 1 = 1,MUSIG 
TAU = Ull(1) *DSUBTIME 
MUST CALCULATE 1, - EXP (-TAU] , IF TAU 1 S TOO SMALL 
1, - MP(-TAU) WILL BE ZERO BECAUSE OF SINGLE PRECISION. 
IF TAU 1s CLOSE Tû ZERO, IT IS SETTER TO CALCULATE l.-=P(-TAU) 
USING A TAYLOR EXPANSION. THIS WILL G I V E  AN ACCURATE CALCULATED 
VALUE 
IF (TAU.GT-1.E-4) THEN 
DECAY = D M P  ( -TAU 
S1 = SUBSIG(1)'DECAY 
S2 = V1(1,I)*DSUBTIME/TAU*(1.0-DECA~) 
ÇUBSIGN(1) = S1 + S2 
ELSE 
S1 = SWSIG(I)*(1.0-TAU+TAUtw2/2.0-TAD*T3/6.0 
& tTAU**4/24.0) 
Ç2 = V1(I,I)*DS~T'IME*(1.-TAU/2.O+TAU"2/6.O 
& -TAUw'3/24 - 0 )  





IMPLICIT RECORSION METHOD USED TO CALCULATE NEW VALUE OF 
1ST BACX STRESS 
EACKlN : NEW VALUE OF QACKl 
BACKl : OLD VALUE OF SACKl 
Ul(2) : COEFFICIENTS OF 3ACK1 IN BACKl RATE EQUATION 
V i  (2,l-6) : RIGHT SIDE OF SACK1 RATE EQUATIONS 
DSUBTIME : SCALED TIME ZNCRPiENT 
PARAMETER (MAXSIG = 6 1 
IMPLICIT REAL* 8 (A-H, O-Z 
DIMENSION BACKIN(~),BACK~(~) ,Ul(3) ,VI (3,6) 
LOCAL VARIABLES 
TAU : DECAY CONSTANT 
DECAY : EXP OF - ( DECAY CONSTANT) 
BI, B2 : TEMPORARY STORAGE VARA1 SLES 
TAU = U1(2)*DSUBTIME 
DO 1 = 1,MAXSIG 
KUST CALCULATE 1. - EXP(-TAU), IF EXP(-TAU) IS TOO ÇMALL 
1. - MP[-TAU) WILL BE ZERO BECAUSE OF SINGLE PRECISION 
IF -TAU IS CLOSE TO ZERO IT IS BETTSR TO CALCULATE l,-EXP(-TAU) 
USING A TAYLOR EXPANSION. THIS WILL GIVE A DECENT Cm-TED VALUE 
IF (TAU.GT.1.E-4) THEN 
DECAY = DEXP(-TAU) 
SUBROUTINE üMATTBACK2,RECURSION (RACKZN, BACK2, Ul ,VI, DSUBTIME) 
C 
C IMPLICIT RECURSION METHOD USED TO CALCüUTE NEW VALUE OF 
C 2ND BACK STRESS 
C 
C 
C BACUN : NEW VALUE OF BACK2 
C atm2 : OLD VALUE OF aACX2 
C Ul(3) : COEFFICIENTS OP âACK2 IN BACX2 RATE SQUATION 
C V l ( 3 , l - 6 )  t RIGHT SIDE OF BACK2 XATE EQUATIONS 
C DSUBTIME : SCALED TIHE INCREMENT 
C 
PARAMETER (KAXSIG = 6 )  
IMPLICIT REAL*8(A-H,O-Z) 
DïMENSION BACKZN(6) ,BACX2(6) ,Ul(3) ,Vl(3,6) 
C 
C LûCAL VARIABLES 
C 
C TAU : DECAY CONSTANT 
C DECAY : EXP OF - ( DECAY CONSTANT 1 
C Bl,B2 : TE3fWRARY STORAGE VARAIBLES 
C 
C 
DO 1 = 1,MAXSfG 
TAG = Ul(3 ) 'DSUBTIME 
C 
C MUST CALCULATE 1. - EXP(-TAU) , IF EXP(-TAU) IS TOO SMEUiL 
C 1. - EXP(-TAU) WILL BE ZERO BECAUSE OF SINGLE PRECISION 
C IF -TAU IS CLOSE TO ZERO IT IS BETTER TO CALCULATE 1.-EXP(-TAU) 
C USfNG A TAYLOR EXPANSION. THIS WILL GIVE A DECENT CALCULATED VALUE 
C 
IF (TAU.GT.1.E-4) THEN 
DECAY = DEXP ( -TAU 
B1 = EACK2(I)*DECAY 
32 = V1(3,I)/U1(3)*(1.0-DECAY) 
BACK2N (1) = 91 + 32 
ELSE 
B1 = ~CX2(I)T(1.0-TAU+TAU**2/2.0-TAU**3/6-o 
& +TAU"4/24.0) 
02 = V1(3,I)*DSUBTIME*(l.O-TAU/2.0+TAU*'2/6.0 
& -TAUe'3 /24. O 
BACKZN(1) = 31 + B2 
ENDIF 
m D 0  
C 
R E r n  
END 
C C C C C C C C C C C C C C ~ C C C C C C C C C C C C C C C C C C C C C C C C C ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~  
SUBROUTINE ~TTEVAL1(F,~O,OVERçfG,DRAG,NCON, 
& FORMULATE, RATION, DSUBTIME) 
EVALUATION OF RH0 FUNCTIONAL. AT CONVERGENCE THE FüNCTION 
F S H O W  BE ZERO 
F : VALUE OF FUNCTIONAL FOR M O  ( 1) . WILL BE ZERO 
RH0 : ITERATION PARAMETER 
OVERSIG : OVERSTRESS 
DRAG : DRAG STRESS 
NCON : MATERIAL CONSTANTS 
MEXP : MATERIAL EX20NENT.S 
m : LAME CONSTANT 
AT CONVERGENCE 
--- 
CC : MATERIAL ELASTIC MATRIX 
FORMDLATE : TYPE OP PLASTIC STRAIN =TE LAW( THIS IS EXWNENTIALI 
RATION : RATIO OF SIGSCALE/DRAG -- USED TO DETEIZMINE '4HETtiEEi TO 
EVALUATE mMCT1ONA.L OR W(FUNC11IONAL) 
DSUBTIHE : TTME INCRPZENT 
LOCAL VARIABLES '* * 
RATIO : CURRENT VALUE OF SIGSCALE/DRAG 
SIGSCALE : OVERSTREÇS SCALER 
FAC : GROUPING OF TERMS FOR CONVENIENCE 




SIGSCALE = DSQRT (3.0*SINV/2.0 ) 
& + 1,OE-10 
C 
"* CHECK I N E W T I C  STRAIN FORMULATION *'* 
IF (FORMULATE .EQ. 'PWEt LAW') THEN 
POWER = 1.0/1.0 
RDOT = (SIGSCALE/DRAG) **POWER 
F = 3.0/2 .O*RDCYTW (1.0-1 - O /  WWER) /DRAG*DSUBTIME-WO (1) 
ELSE IF (FORMULATE .EQ. 'EXPONENTIAL') THEN 
FOR LARGE ARGIiMENTS, THE FUNCTIONAL MAY GET VEXY -GE. BY TAKING 
THE N A W  LOG OF THE FJNCTION(Sk! FUNCTIONAL BUT SCALED M SMALLER 
VALUE -- TAKING LN OF BOTH SIDES OF AN EQUATIONI AU ARGUMENTS CAN BE 
HANDLED. IF RATIO IS GE 10 USE LN(FUNCTIONAL), IF LT 10 USE FUNCTIONAL. 
ALSO TO BE CONSISTENT DURING ONE ITERATION, BASE WHICX FUNCTIONU M USE 
ON FIRST CALCDLATED VALUE OF RATIO WITHIN ONE ITS32ATION LOOP, (RATION). 
RATIO = S IGSCALE/DRAG 
FOLLOWING FUNCTION DONE ACCORDING TO NCON ( 6  1 
IF (RATION .GE. 10.0) THEN 
FAC = 2.*RHO(l)/DSUBTIMEeSIGSCALEtNCON(6)/3.0 
IF (FAC .LE. 1.OE-3) THEN 
F = RATIO- (ZAC-FACefAC/2. O+FAC**3/3 
& -FAC"4/4.0) 
U S E  
F = RATIO - DMX;(FAC + >.O) 
ENDIF 
ELSE 
F = 3.0/2.0*DSUBTIME/SIGSCALET (DEXP(RATI0)-1.0) /NCOX(6)-RHO(l) 
ENDIP 
ELSE IF (FORMULATE .EQ. *HYPERSOLIC SINE') TH= 
m m  = 1.0/1.0 




SUBROUTINE UMAT-BZEBO ( RACK0 , EPLAS , KRONMXEIZ , NCON 1 
C 
C CALCüLATION OF ZEROTH BACK STRESS 
C 
PARAMETER (MAXSfG = 6) 
XMPLICfT REAL*8 (A-H,O-2) 
REAL88 NCON(9) ,KRONECnER(6) 
DIMENS ION BACKO ( 6 1 , EPLAÇ ( 6 ) , BACKONON ( 6 1 
C 
C CALCULATE ZEROTH BACK STmSS 
C 
CALL SECONDINV (3,3, EPLAS, SINV) 
w = s m  
C WRITE(6,131 W 
13 FORMAT (lx, 'W=' , E12.3) 
EPSSCALE = (2.0/3.0)*W + 1.E-10 
C 
C WRfTE(6,7) (EPLAS(L),L=1,6) 
7 FORMAT(lX, 'EPLAS=',6E10t2) 
C200 
C WRITE ( 6,8 ) EPSSCALE 
8 





C WRITE(6,1600) (NCON(L),L=l.S) 
1600 FOREiAT(lX,~NCON=*,5E10.2) 
C WRITE(6,1601) (EPLAÇCL) ,L=1,6) 
1601 MRMAT(lX,'EPLAÇ=',6E10.2) 
C WRITE(6,1602) (BACKONON(L), L=l, 6 )  
1602 FORMAT(lx,aBONON=',6E10.2) 
DO 1 = 1, MAXSfG 
SACKO ( 1 ) = BACKONON (1 1 - KRONECKER ( 1 ) 'SACKOH 
BK=KRONECKER ( 1 ) *BACXoH 
BInEACKONON (1 1 -BK 
C WRITE(6,16) BACKO(I),BI,BK,KRONECKER~II,BACKOH8BACKONON~I~ 
16 FORMAT(lX, 'BO, BI,BK,KR,BOH,BoNON=', 6E10.3) 
7000 FORMAT(lX, 'SUBR BO,BO,BONON,BOH,K~Z=',I~,~E~~-~) 
C WRITE(6,7001) (BACKONON(L), L=1,6) 
C WRITE(6,7002) (KRONECKER(L),L=1.61 
7001 FORMAT(lX,'BONON=*,6E12.3) 
7002 FORMAT(1X,'KRO=',6€12.3) 
m m  
C 
C WRITE(6,25) BACKO ( 3 )  
25 FORMAT (lx, 'BO=*,E12.3) 
C WRITE(6,26) EiACKONON(3),BACKOH 
RETURN 
END 
PURWSE: 3D LINIFIEL) VISCOPLASTIC MATERIAL MODEL 
ZNPlfi: LOADING INCREMENTS; STRAW CONTROL 
OUTPUT: RESWNSE & STATS VAXIABLE INCREMENTS 
ELASTIC KATERIAL MATRIX 
CALLING SUBROUTINE: UMAT 
CALLED SUBROUTINES: UMAT-CONSTANT, UMAT-FIRSTIW, 
UMAT-SECONDINV, UMAT-THIRDINV. 
UMAT-StASTIC , UMAT-DIFFJATER , 
UMATTLNTLNTMATER 
REVISIONS : 
L ) INCLUSION OF IINTEGRAL METHOD FOR EQUATION 
SOLüTION . 
ÇUBROUTINE ZiMAT-UNICORN (D, DSIGPLAS, D m ,  SIG, 
& DS , STATE , DSTATE, 
& NSTRESS , CMNAME , NNORMAL, NSHEAn . TIME, 
& DTIME, INTEGRATE , DDSDDE, DDSDDT, 
& TEMP , DTEMP, 
& SSE, SPD, SCD) 
USER DEFINED PARAMETERS '* 
IMPLICIT REALT8 (A-H, 0-2 1 
PARAMETER (MAXCONST = 9 ) 
PARAMETER (MAXSIG = 6 )  
P.4.9AIGTER (MAXSTATF = 29 1 
PARAMETER (MAXPARAM = 11 
SUBROUTINE PARAMETERS *** 
D : ELASTIC STRESS-STUIN MATRIX 
DSIGPLAS : PLASTIC STRESS INCRPiENT VECTOR 
ETOT : TOTAL STRAIN AT START OF INCRPiENT 
DETOT : TOTAL STRAIN INCREMENT 
SIG : STRESS TENSOR AT START OF INCREMENT 
DS : TOTAL STRESS INCREMENT 
STATE : : STATE VARIABLES AT START OF IN- 
DSTATE : INCREMENTS OF STATE VARIABLES 
NSTRESS : TOTAL NUMBER OF STRESS COMPûNENTS 
CMNAME : CURRENT MATERIAL ID 
NNORMAL : NUMBER OF NOR% STRESSES 
NSHEAR : NUMBER OF SHEAR STRFSSES 
TIME : TIME AT START OF INCREMENT 
DTfME : TIME INCREMENT 
INTEGRATE : FLAC F'ûR DIFFERENTIAL OR INTEGRAL FORM 
DDSDDE : STRESS-STRAIN JACOBIAN AT END OF INCREMENT 
DDSDDT : STRESS-TEMPERATURE JACOBIAN 
TEMP : TEMPERATURE AT BEGINNING OF INC-REMENT 
DTEMP : TEMPERATVRE INCREMENT 
SSE : ELASTIC STIZAfN ENERGY 
S PD : PLASTIC DISSIPATION 
CPD : CREEP DISSI PATfON 
CHARACTERT8 CMNAME 
CHARACTEAt 80 INTEGRATE 
DIHENSION ~ ( 6 . 6 )  ,DSIGPLAS(~) ,ETOT(~), 
+ DEZOI'(6) ,SIG(6) ,DS(~) ,STATE(~~) ,DSTATE(~~I, 
+ DDSDDE(6,6),DDSDDT(6} 
C '** LOCAL VARIABLES *** 
C "* CONTROL 
C *" -E 
C *" TEKP 
C "* IYmm 
C '*' ÇUBÇIG 
C *** DSUBÇIG 
C ** SUBETûT 
C *** DSUBEIYrr 
C ***  DEVIATOR 
C "' m G m  
C 
LûAD CONTROL 
ELEMENT TYPE STRING 
TEMPERATURE AT B Z I N N I N G  OF INCREMENT 
PRûJECTED T-ERATURE CHANGE OVER XNCREMrNT 
CURRENT STRESS 
STRESS =IN- 
SWINCREMENTAL TOTAL S'TRAIN 
SUBINCREMENTAL TOTAL Sl'RAIN SUSINCREMENT 
M[nTIPLIERS FOR DEVIATORIC STRESS 
CONVERT FROM TENSOR TO ENGINEERING STRAIN 
CHARACTER CONTROL'80 
CHARACTER ELEMTYPE*aO 
DIHENSION ÇUBSIG ( 6 1 8 DSUBSIG ( 6 1 * SUBETO'i' ( 6 , 
+ EPLAS(6) ,DSUBETOT(~) ,ENGRSTRN{6), 
+ DDSDDE3D(6,6) ,DDSDûT3D(6) 
C 
DATA ENGRS~/3*1.0,3*2.0/ 
C **' MATERIAL CONSTANTS 
C "' NCON 
C *** DNCON 
C ***  MMP 
C *' DHEXP 
C **' PiOD 
C ***  WISSON 
C **  GMOD 
C *** CC(6.6) 
MATERIAL CONSTANTS 
RATE OF CHANGE OF CONSTANTS W, R . T . TEMP 
MATERIAL, EXPONENTS 




E W T I C  VATERIAL MATRI X 
W * 8  NCON(9) 
DIMENSION DNCON ( 9 1 , CC ( 6,6 1 










STATE (24 ) 




1ST COMPONENT OF 1ST 3 A C K  STRESS 
2ND COMPONENT OF 1ST 3ACK STRESS 
3RD COMPONENT OF 1ST BACR STRESS 
1ST SHEAR COMPONENT OF IST BACK STRESS 
2ND SEEAR COMPONENT OF IST BACK STRESS 
3RD SWEAR COMPONENT OF IST BACK STRESS 
1ST COHPONENT OF PLASTIC STRAIN 
2ND COMPONENT OF PLASTIC STRAIN 
3RD COMPONENT OF PLASTIC STMIN 
1ST WEAR COMWNENT OF PLASTIC STRAIN 
2ND SHEAR COMWNENT OF PLASTIC STRAIN 
3RD SHEAR COMPONENT OF PLASTIC STRAIN 
NUMBEX OF SUBINCREMENTS FOR GIVEN ITERATf ON 
IN DIFFERENTIAL F O W  
1ST COMPONENT OF 2ND BACK STRESS 
2ND COHPONENT OF 2ND ElACK STRESS 
3RD COMPONENT OF 2ND 3ACK STRESS 
1ST SHEAR COMWNENT OF 2ND BACK STRESS 
2ND SWEAR COMPûNENT OF 2ND BACK STRESS 
3RD SHEAR COMoONENT OF 2N9 BACK STRESS 
ITERATION PARAMETER FOR INTEGRAL KETHOD 
-- XOT USED 
W L  UMATTCONJfATER (TEMP, DTEMP, NCON, DNCON) 
C WRITE(6,7016) EMOD,?OISSON 
C7016 FORMAT[lX, 'E=',E10,3*2X, 'NI=' ,E10.3) 
C 
C MUST MAKE SURE STATE(3) IS SET EQUAL ?O INITIAL DRAG STRESS 
WRITE (OüMT, * )  ' THIS ANALYSIS TS USING : MATER ' / / 
& CONSTITUTIVE MODEZ ' 









WRITE (OUNI T 
& 
ESCRIPTION: 
* )  THIS MODEL IS IN-GENERAL AS DESCRIBED 1 ' / / 
'N FWA REPORT 'RESEARCH AND DEVELOPMENT * 
) ' PROGRAM FOR NONLINEAR STRUCTURAL MODELING ' / / 
' WITH ADVANCED TIME-TEMPERATURE CONSTITUTIVE' / / 
, 
* RELATfONSHIPSm BY K.?. WALER, , 
, * ) *  NASA CR 165533, 1981, ZXCEPT THAT THE ' / /  
'MODEL IS RATE INDEPENDENT BELOW 12OOF.' 
, ) ' DATA UÇED IN FINDING HATERIAL CONSTANTS' / / 
: ISOTHERMAL CYCLIC DATA FOR THE I 
WRITE(OUNITITl8 FOLLOWING TEHPERATUREÇ: 70, 800, 1000. * / /  
'1200. 1400, 1600, 1800, 2000 DEGREES ' 
WRITE (OUNIT, * ) ' FAHRENHEIT. STRAIN RATES UÇED WERE GENE' / / 
'RALLY BETWEEN 1 .OE-6 IN/IN/S AND 0.001 
mITE (OUNIT, ) ' IN/ IN/S . OVERALL STRAXN RANGES WEm UP ' / / 
* TO 0.006 IN/IN. IN ADDITION MONOTONIC ' 
WRITE (OUNIT. ) ' DATA , CREEP DATA, AND SOME TMF DATA WA ' / / 
'S USED M AID IN FINDING TiiE CONSTANTS.' 
WRITS (OUNIT, ) ' ' 
WRITE (OUNIT, * ) ' APPLICABLE EL-S: ' 
WRITE(OUNIT,*) * ' 
WRITE (OUNIT, ) ' 1 ) PLANE STRESS ' 
WRITE (OUNIT, * ) ' 2 ) PLANE STRAIN ' 
WRITE (OUNIT, *) ' 3 ) AXISYMMFrmIC SOLID 
WRITE(OüNIT,*) ' 4 1  3-D SOLID 
WRITE (OUNIT, * ) ' 5 ) TRUSS ELEMENT ' 
WRITE (OUNIT, ' 1 ' ' 
WRITE(OUNIT.*)' NOT APPLICABLE FOR:' 
WRITE(OUNIT, * )  ' * 
WRITE (OUNIT, '1 ' BEAMS, SHEUS, OR ANY ELEMENT WITH 3OTA' / /  
' TIONAL DEGREES OF FREEDûM . ' 
WRITE (OUNIT, ' 1 ' ' 
WRITE (OUNIT, 1 ' C m  LIMITATIONS OF MODEL : ' 
WRITE(OUNTT,*)' ' 
WRITE(OUNIT,*)' 1) STRAIN RATE INDEPENDENCE OF STRESS A'// 
' T LOW TEMPERATURES IS INCLUDED BUT* 
WRITE (OüNIT. * ) ' SHOULD BE COMPARED MORE RIGOROUSLY T ' / / 
' O DATA. ' 
WRITE(OUNIT.*)' 2) MEAN STRESS CURRENTLY RELAXES TO ZER'// 
'O FOR STRAIN CONTROLLED CYCLIC LOADING.' 
WRITE[OüNIT,*)' 3) TEKPERATURE RATE TERMS SHOüLD BE ADD' / /  
' ED BACK IN MODEL WHEN MFAN STRESS' 
WRITE(OUNIT,*)' PROBLEM IS ADDRESSED AND ALL CONSTA??'// 
'TS ARE RE-.SEGRESSED. ' 
WRITE (OUNIT, * ) ' * 
C 
C O * *  m T I A L f Z E  LOCAL VARIABLES * O *  
C 
DO I=l,MAXSIG 
SüBSIG(1) = 0 -  
DSUBSIG (1) = 0 .  
ÇWEToT(1) = o. 
DSOBETOT(1) = 0. 
!Io J=l,MAXSIG 
CC(1.J) = 0. 
END DO 
END DO 
C *** INITIALfZE MATER- CONSTANTS *** 
C *** LOAD STRESS, STRAIN, & INCXEMENTS 





DO 1 = 1, NSHEAR 
SUBSIG ( 1 +3 




C *" GET PLASTIC STRAINS 
C 
DO 1 = 1,MAXSIG 
EPLAS(I) = STATE(I+9) 
ENDDO 
C 
C WRITE(6,2700) (EPLAS(L),L=l,6) 
2700 FORMAT(lX, 'CORN EPLAS=' ,6ElO. 2 )  
C ***  ESTABLISH ELEMENT TYPE **' 
C 
C *** INTEGRATE STATE ZQUATIONS *=* 
C 
C SEVERAL DIETERSNT VISCOPLASTIC MATERIALS CAN BE USED AT ONCE BY 
C INCLUDING THCM IN THE 'IFa STATEMENT BELOW. DEPZNDIKG ON THE 
C VALUE OF CMNAME, TFfERE WOULD BE A CALL TO A DXFFERENT DIFFERENTIAL 
C ROUTINE. THE ROUTINES THAT WST BE SUPPLIED WOULD BE A DIFF'MAT ' 
C AN INT'MAT ', AND A CON'MAT ' . IF RATE INDEPENDENCE IS INCLWED 
C VIA AN EFF'MAT ' TffEN THIS ROUTINE MUST ALSO BE SUPPLIED. THE 




& STATE, DSTATE 
& NSTRESS , NNORMAL , NSHEARI 
& E L m P E ,  CONTROLo 
& DDSDDE3 D, DDSDDT3 D , 
& SSE , SPD , SCD 1 
C 
C *** INTEGRAI. FORMULATION "* 
C 
WRITE(6,7777) (çUBSIG(L) .L=l,6) 
FORMAT(1X,*COIZN SüBSIG=',6E10-3) 
WRITE(6,7778) (ÇUBETûT(L) ,L=l, 6 )  
FORMAT(lX,'COR çUTOT=*,6ElO-3) 
WRITE(6.7779) (EPLAS(L) ,L=1,6) 
FORMAT(~X,*COR EPLAS=*.6ElOl3) 
CAU W T - 1  NTJATER ( SUBSIG , DSUBSIG , SUBETOT , 
DSUBETûT , 




WRITE (OUNIT, ) ' INTEGW4TIOIJ PROCEDL'RE NOT SUPPORTED ' 
C ON EXIT FROH DIFFmTER AND INTPTER, 
C DSTATE CONTAWS THE STATE AT THE END 
C OF THE UMAT LOAD INCREMENT 
C 
DO 1 =1, W S T A T E  
DSTATE(1) = DSTATE(I1 - STATE(1) 
END Do 
C 
C *** LOAD ELASTIC CONSTITUTIVE AND JACOBIAN MATRIX *** 
CAlrL UMAT-CON-MATER ( TEMP , M'EMP , NCON, DNCON) 
C WRITE(6,7777) I,J,DDSDDE(I,J) ,D(I,J) 




c *- K)AD STRESS INCREMeST AND INELASTIC STRESS INCREMENT **' 
C 
Dû I=l,NNORMAL 
DSIGPLAS(1) = SUBSIG(I1 - SZG(1) 
DS (1 = SUBSIG(I1 - SIG(I1 
DO J=l , NSTRESS 
DSfGPLAS(1) = DSIGPLAS(I1-D(I,J) .DETOTIJ) 
ENDDO 
ENDDO 
DO 1 = 1, NSHEAR 
DSIGPLAÇ (I+NNORMAL) = SUBSIG (I+3) - SIG II-N'NORMAL) 
DS ( I +NNORMAL = SUBSIG(I+3) - SIG(I+NNORMAL) 
DO J=l , NSTRESS 
DSIGPLAS ( I+NNORMAL ) = DSIGPLAS ( 1 + N N O W ?  1 
& - D(I+NNORW.J)'DETOT(J) 
END DO 
ENDDO 
& ' NSHEAX = ',I5,' NOT SUPTORTSD *** ', / )  
110 FORMAT(/,' *** UMAT: E'AI=TO CALC'JLATE 
& RESPûNSE MCREMENT '*' ' , / )  
120 FOnMAT(/,' *" M T :  F A I D  TO UPDATE LOAD *** ' , / )  
END 
PROGRAM NAME: üMATJOCATE 
PUIZPOSE: INTERPOLATION OF TABULAa VALUES 
IHPüT:  TABLE OP X-VALUES, CüXtEN? X 
OUTPUT: RANGE OF CWRRENT Y ,  INTLRPOLATION FRACTION 
CALLED ROUTINES: NONE 
SUBROUTXNE UMAT-UX=ATE ( XTABLE , NX , X , KMIN, KMAX, FRAC ) 
*** LOCATES X IN PIECEWISE LINEAR TABLE **' 
XTABLE : TABLE O F  VALUES 
t 8 t  NX : -ER OF VALUES IN XTABLE 
e t *  x : CURREm VALUE OF X 
"* KMXN : POINTEX TO M ï N  RANGE VALUE 
** *  : POINTER Tû MAX N G E  VALUE 
*** FRAC : FRACTION =TING X IN RANGE 
"* CASE 1: X BELOW M I N L X J M  VALUE IN TABLE *** 
"* CASE 2: X ABOVE: MAXIMUM VALUE IN TABLE '** 
*** CASE 3 :  X IN TABLE '** 
ELSE 
DO I=l,NX 
IF ( ( X  .GE. XTABLE(1)) .AND. (X .LT. XTABLE(I+I))) THEN 
KMM = 1 




"* CALCULATE FRACTION AND RETURN **' 
*** FRAC = 1: X = XTAElLE(KMAX1 *=* 
+ * * F R A C = O :  X = X T A B L E ( K M I N )  "* 
RETURN 
END 
PIiRWSEz REAL FUNCTIONS TO CALCULATE INVARIANTS 
OF SYMMETRIC 2ND =VI TENSORS 
INPUT: SYMMETRIC 2ND RANK TENSOR IN VECTOR FORM 
OUTPUT: SCALAR INVARIANTS 
CALLïNG ROUTINES: 
CALLED ROLTTINES: NONE 
REFEREHCES: FUNG, Y. C. 'FOUNDATIONS OF SOLID MECHANICS' 
1 
Tt* 
T t *  







NNORMAL : ENMBER OF NON-ZERO NORHAL COMPONENTS 
NSHEAR : NUMBER OF NON-ZERO SHEAR COMPONFNTS 
S SYMEKtIC 2ND RANK TENSOR IN VECTOR FORM 
1 : VECMR OF INVARIANTS 
LIMAT-FIRSTINV = 0.0 
DO J=1, NNORMAL 
rnT-FIRSTINV = UMATTFIRSTIW + S (3) 
END W 
WRITE(6,1600) üMATTFIRSTINV, (S (LI ,L=l,6) 
FORMAT(lX, 'UFIRST,S=' ,7E10.3) 
RETffRN 
END 
COMPLTE FIRST !XW?SS INVARIANT 
SUBROUTINE FIRSTINV ( N N O R X ! ,  NSEEAR, S, FIN?) 
TMPLICIT REAL'8 (A-X.0-Z) 
DIMENSION S(6) 
FINV=O - 
Do J=l, NNORMAL 




COMPUTE SECOND STRESS INVARIANT 
SUBROUTINE SECONDINV(NNORW,NSHEAR,S,SINV) 
IMPLICIT REALT8 (A-H.0-Z) 












C PtTRPOSE: CALCULATE =ER OP SWINCMMENTS FOR 
C DIFFERENTIAL FORMULATION 
C 
C m m :  
C 
C OUTPUT: #. 
L 
C CAUING ROUTINEÇ: 'iMAT-DIFF,!TER 
C 




C *" DTIME CURRENT TIME IN- 
C *" D'lm0 : CURRENT TEMPERATURE 
C "' DETOT : CURRENT STRAIN IN- 
C "* NSUBINC : -ER OF SUBINCRDENTS 
IMPLICIT RE3LmB (A-H, 0-2) 
DIMENSION Dm(') 
C *** LOCAL VARIABLES *** 
C "* MAXI3TïMiZ : MAX ALLOWABLE TIME S E P  
C *** MAXDTEMP : MAX ALLOWABLE TEMPEWiTURE STEP 
C *** : Y ! .  ALLOWABLE STRAIN S E P  
C *** MAXSUBINC : MAX ALLOWABLE S U B I N C ! S  
C "* EPSSCALE : TOTAL STKAIN SC= 
REAL* 8 MAXDTEMP , MAXDETOT 
DATA MAXDTEMP/50.0/ 
DATA HAXDETOT/l. OE-s/ 
DATA MAXDETCT/0.00000999999/ 
DATA MAX.Sü3RIC/1024/ 
C "* MAX TFMP STEP CRITERION *** 
DTEMPC = DTEMPC/NSWBINC 
Dl'IMEC = DTIMEC/NSUBINC 
Dû I = 1.6 




PROGRAM NAME: UMAT-FLAÇTIC 
PURPOSE: EVALUATE ELASTIC C0NSTITI;TTIVE MATRIX FOR MATERIAL MODEL 
INPUT: CONSTANTS AT ENDSTEP TEMPERATURE, n m  STATUS, LOAD CONTROL 
OUTPüT: ELASTIC STIFrNESS OR COMPLIANCE MATRIX 
CALLING ROUTINES : 
CALLED ROUTINES: NONE 
REFERENCES : 
* T T  
* T *  
t T *  
tt* 
** T 
T W *  
* T I  
* *T  
' T t  
'T* 
' T t  
t t T 
T m  T 
e t *  
* T T  
'*t 
e t *  
T T *  
* * T  
T T *  
**t 
* T T  
EMOD : YOUNG'S MODULUS 
POISSON : POISSON RATIO 
GMOD : SHEAR MODULUS 
NNORMAL : NUMBER OF NON-ZERO N O W  STRESSES 
NSHEAR : NIMBER OF NON-ZCRO SHEAR S m E S S E S  
EÏ,EMTYPE : 1D. PLANE STRESS. PLANE STRAM, OR 3D ELEMENT TYPE - - -. - - - -
CONTROL : LOAD CONTROL S T A ~ ~ S  
CC : 3 D  ELAsTIC STIFFNESS MATRIX 
IMPLICIT REALT8 (A-H, 0-2 ) 
DIMENSION CC ( 6 , 6  1 
CHARACTER ELEMmPEf 8 O 
CHARACTER CONTROL8 8 0 
REAL88 LAMBOA 
LOCAL VARIABLES *** 
EVALUATE STIFFNESS MATRIX "* 
LOAD MATRIX ENTRIES **' 
WLYNOMES EXPRESSING THE ELSSTIC CONSTANTS OF DSR80 
AS A FüNCTION OF TEMPERATUFG I N  KELVIN (TEHPL) 
TEMPL = TEMPC + MIEMPC 
m' = TEMPL/2000.0 
COMPLLUCE MATRIX ENTRIES 
WRITE (UNIT=88, ' 1 ' EMOD1 = ' , M D 1  
WRITE(UNIT=88,*)'EMOD2 = ',EKOD2 
WRITE(UNIT=88,']'PIOD3 = ',EMOD3 
WRITE (UNIT=88, * )  ' WIS1 = ' , POIS1 
WRITE(UNIT=88, * )  ' POIS2 = ' , POIS2 
WRXTE (üNIT=88, *)  ' POIS3 = ' , PO1 S3 
WRITE (üNïT=88, ') 'GMOD1 = ' , GMODl 
WRITE(UNIT=88,*) 'GMOD2 = ',GMOD2 
WRITE (UNIT=88, *) 'GMOD3 = ' , GMOD3 
C STIFFNES MATRIX 
DETS = 
& S13*(S12'S23-S22*S13) 
C WRITE(UNIT=88,*)'DETç= ',DETS 
CC(1,l) = (S22*S33-S23-2) /DETS 
CC(2.2) = (SllTS33-S13**2) /DETS 
CC(3,3) = (Sll'S22-S12-2) /DETS 
CC(1,2) = (S13*S23-S33'S12)/DETS 
CC(1,3) = (S12*S23-S22*S13)/DETS 
CC(2,3) = (S12*S13-S11*S23l/DETS 
CC(3.2) = CC(2,31 
CC(2,lI = CC(1'2) 
CC(3,l) = CC(1.3) 
CC(4,4) = GMODl 
CC(5,5) = GMODZ 




RENE 80 EXIBITS RATE INDEPENDENCE BELOW 1200 DEG F 
A WAY TO INTRODUCE THIS RATE INDEPENDENCE XNTO THE 
VISCOPLASTIC LAW IS TO SCALE ThTI TIME IN- FOR 
A GIVEN INCRRGNT TO A LEVEL THAT GIVES A STRAIN RATE 
EQUAL TO THE REFERENCE RATE. THIS ROUTINE TAKES IN 
THE UMAT SUPPLIED STRAfN INCREMENT DE, THE TEMPERATURE 
TEMP, AND THE REAL TIME INCREMENT DT, AND CALCUtATES AN 
c EFFECTIVE TIME INCREMENT DTEET WHICH WILL GIVE A CONSTANT 
C STRAIN RATE. 
C 
C *** DSUBETOT : TOTAL STRAIN TINSOR 
C *** DEVSUBETOT : DEVIATORIC STRAIN TENSOR 
C =** TZERO : CUTûFF TEMPERATURE FOR RATE INDEPENDENCE 
C *** FRAC : FRACTION WHICH SETS STEEPNESS OF STEP c *** mMCTION AROUND T'ZERO 
C "* REFRAT : REFERENCE STRAIN RATE DESCRIBED BELOW 
C *** SDELTEMP : S C X X D  DXFEZENCE S-mEN TEMP AND TZERO 
C *** DEVEFF : EFFEZTIVE DEVIATORIC S'TRAIN INCREMENT 
C *** MSFP : EFFECTIVE TIME INCREMENT 
C 
IMPLICIT REAL88 (A-H, 0-2 1 
REAL.8 KRONECKER(6) 
DIMENSION DSWETOT (6) , DEVSUBETOT ( 6 
DATA KRONECICER/3*1.0,3*0.0/ 
DEFINE HYPERBOLIC TANGENT FUNCTION 
TZERO IS THE TPiPERATURE BELOW WHICH S'TRAIN-RATE 
INDEPENDENCE OCCURS 
TZERO = 1200 F = 649 C = 922 K 
TZERO = 922.0 
FRAC = 0.02 
REFRAT IS EXPERIMENTALLY DETERMINED RIFERENCE RATE AT 
WHICH CONSTITUTIVE KODEL AGREES WITH EXPERIMENTAL DATA 
REFRAT = 0.0008 
FIRSTINV(3,3, DSUBETOT, F I W )  
DSUBETOTH=FINV 
DO I=1,6 
DNÇUBETOT ( 1 ) = DSUBETOT ( 1 1 - KRONECKER ( 1 ) 'DSUBEMTH/ 3 . O 
END DO 
CALCULATION OF EFFECTIVE: STRAIN RATE 
SDELTEMP = FRAC*(TEMPC-TZERO) 
HYPERBOLIC TANGENT FUNCTION IS BASICALLY A STEP mMCTION WHICH 
AUOWS A SMOOTIf TRANSITION FROM RATE INDEPENDENT REGIME TO 
RATE DEPENDENT 3EGXME. AT TEMPERATURES ABOVE TZERO Ti-E EFFECTIVE 
TIME INCREMENT EQUALS THE ACTUAL INCREMZNT. 
C PROGRAM NAME: UMAT-CONSTANT 
C 
C AüTHOR : K. P. WALKER 
C 
C ADDRESS : ENGINEERING SCIENCE SOFTWAXE , 1 NC. 
C 315 LOG ROAD 
C SMITHFfELD, R.I. 02917 
C 
C TELEPHONE: (401) 231-3182 
C 
C P W S E :  MATERIAL CONSTANTS FOR UNIFIED VISCOPLASTIC MODEL 
ÇUBROUTINE WAT,CONJf?LTER (TEMPC , DTEXPC. NCON , DNCON 1 




u t *  
t t t  
*** 





e t *  
*** 
**+ 
e t *  
* + 
w t n  
MAXTEMP : MAX NUMBER O F  TEMPEFUTURES LN TABLE (USER-DEFTNED) 
MAXCONST: MAX NUMBEFt O F  CONSTANTS I N  TABLE (USER-DEFINED) 
TEMP : TEMPERATURE FOR MATEXAL CONSTANTS EVALUATION 
NCON : MATERIAL CONSTANTS 
DNCON : CHANGE I N  CONSTANTS W.R.T. TEMPERATURE 
MEXP : MATERIAL EXPONENTS 
DMEXP : CHANGE I N  EXPONENTS W. R.  T .  TEMPERATURE 
PARAMETER {MAXTEMP = 10 1 
PARAMETER (MAXCONST = 9 1 
I M P L I C I T  REAL78 (A-H, 0-2) 
REAt'8 NCON(9)  
DIMENSION LINCON (9 ) , TTEMoJ (MAXTmP) 
LOCAL VARIABLES *" 
1 : LOOP I N D I C I E S  
ICMIN,KMAX : RANGE POINTERS 
DELTEMP : TEKPERATURE RANGE 
F?ZAc : T?PfERPOLATfON FRACTION 
TEMPERATURE TABLE (USER-DEFINEDI - K SINCE USING RAD. FOR LOADING 
DIMENSION TTEMPJl(MAXTW) 
DATA TTE?IIP,!/273., 294. ,700. ,811., 922., lO33., 1144.. 1255.. i366., 1477 ./ 
MATERLG CONSTABITS VS TEMP 
THEnE ARE 9 CONSTANTS AT EACH OF 10 TEMPERAltXES: 
[ KI, n2, n3, n6, OmegaO, Beta, n9, nTO, cl1 1 
ON WALKERes B1900+Hf P U E R  
DATA TTEMPLN/273., 294. ,700. ,811., 922.. 1033., 1144.. 1255., 1366., 1477. / 
DIMENSION % ( MAXCONST , MAXTEMP 1 
DATA TN/12.4, 2.41E6, 4794-0, 0.0, 0.0, 1,-73El1, 11.87, 0.0, 4.70E3, 
1 12.4, 2.41E6, 4794.0, 0.0, 0.0, 1.73El1, 11.87, 0.0, 4.7083, 
2 12.6, 2.41E6, 4794.0, 0.0, 0.0, 1.73E11, 11.87, 0.0, 4.70E3, 
3 12.4, 2.41E6, 4794.0, 0.0, 0.0, 1.73El1, 11.87, 0.0, 4.70E3, 
4 12.4, 8.27E5, 1714.0, 0.0, 0.0, 3.862E10, 16.64, 0.0, 4.70E3, 
5 13.8, 8.27E5, 1880.0, 0-0, 0.0, 2.55E10, 19.83, 2.44E-3,4.70E3, 
6 16.6, 2.36E6, 621.2, 8.732-4, 0.0, S.SE12, 59-33, 2.44E-3, 9.65E2, 
7 13.8, 9.65E4, 400.0, 4.29E-4, 0.0, 4.20E10, 136.0, 2.44E-3, 0.0, 
8 9.0, 2.36E4, 278.7, 4.83E-2, 0.0, 5.57E9, 136.0. 2.44B-3, 0.0, 
9 5.87,5.77E3,194.0,5.44,0.0,7739E8,136.0,2.44E-3,0-0/ 
*** EVALUATE CONSTANTS AT TEMPERATURE *** 
KMIN = O 
K M A X = O  
FRAC = 0.0 
C *" LOCATE ENDSTEP TEMPERATURE I N  TTEMP TABLE * * *  
TEXPL = TEMPC + DTEMPC 
C *" VALUES COMPüTED ON A 10 TcMP- RANGE 
CALL üMATTLOCATE (TTEMPJ, MAXTEMP , TEMPL 8 KMIN , KMAX , FRAC 
C WRITE(UNIT=88,*I'I(MIN=',~N 
C WRITE(UNIT=88,*)'W= ',KMAX 
C WRITE(VNIT=88,*)'FRAC=',FRAC 
DELTEMe = TTEMPJ(RMAX1 -TTEMPJ(KMINl 
Dû 1 = 1, MAXCONST 
NCON(1) = TPI(I,KMIN)*(1.-FRAC) + TN(I,KMAXl*FnAC 
C WRITE (üNïT=88, ) 'NCON = ' , NCON ( I l  
IF (DTEMPC .NE. O . )  THEN 






P R O G W  FOR THE DETERMINATION 
OF THE OPTIMAL FATIGUEOXIDATION 
DAMAGE MODEL PARAIMETERS 
516 
This Appendix presents the softwares developed for the determination of the 
parameters (constants and exponents) of the models of Co&, of Ostergren, of 
Antolovich et al., and of Romanoski et al. which optimises the fitting of various 
isothermal fatigue data. 
The program HTFDATA.BAS was first used to put into fües the continuous 
fkequency, the tensile strain hold tirne, the compressive saain hold time, the plastic strain 
range, the stress range, the maximum stress and the corresponding fatigue life for each 
fatigue test of a series of tests conducted at the same temperature. Each dataNe has a 
generic name of the form of "HTF-DATA-AT" where A is the initiai of the Author of 
the data set and T is the Test series number. The specific values of the variables and 
of the fatigue lives are given in Tables J. 1 to J.6, for the six data sets obtained h m  IF 
tests on CC René 80 h m  Antolovich et al. [14] (data sets A 1, A2, A3) and from Coffin 
et al. [S, 61 (data sets Cl, C3, C4). 
Then, the parameters of each of the four models which optimise the fitting of 
each data set wen d e t e d e d  by iteration and by employing one of the two following 
criteriz the minimisation of the variance of the constant A', q, C, K , or K, of the 
different models, or the minimisation of the relative error (RE) of the fatigue life 
prediction. At the beginning of the execution, the user is asked to enter the Author 
initiai, the Test series number, and the range for the exponents, when applicable. After 
execution, the values of the parameters which satisfy the best the criterion is printed as 
weIl as the associated RE. Predicted and experimental fatigue lives values (N, ,,Nf d 
are also wrîtten in a fie of generic name "MOD-C-AT" or "MOD-K-AT" or 
"MOD-RE-AT" for further statistical analysis or generation of N,, vs N,,, plots, 
where MOD represents the three first Ietters of the model's Author. For each model, 
a program based on the fmt criterion named "MOD-C.BASV or "MOD-KBAS" and a 
program named "MOD-RE.BASW which uses the second criterion, were written. Only 
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three of the 10 programs are listed for instance at the end of this Appendix with values 
of the resulting parameters given in Tables 1.7 and 1.8. 
Lisaog of the Program HTFDATABAS 
10 'PROGRAM HTFDATA-BAS 
20 ' 
3 0 'READ AND WRITE IN FILE; 
40 ' THE FREQUENCY, THE HOLD TIME IN TENSION AND IN COMPRESSION, 
50 * THE PLASTIC STRAIN RANGE, THE STRESS RANGE, THE MAXIMUM STRESS 
AND 
60 ' THE CORRESPONDING CYCLIC LIFE 
70 * 
80 CLS 
90 INPUT "ENTER THE INITIAL OF THE AUTHOR AND PRESS ENTER: ', AS 
100 INPUT "ENTER THE TEST NUMBER AND PRESS ENTER: ", T$ 
Il0 AT$ = LEFT$(A$,l) + LEFT$(T$,l) 
120 DATAFILES = "HTFDATA." + AT$ 
130 OPEN 'O", #1, DATAFILES 
140 INPUT ' ENTER THE NUMBER OF DATA TO CONSIDER AND PRESS ENTER : " , M% 
150 PRINT 'IF THE TIME AND FREQ- WNITS USED ARE IN seconds AND Hz, 
PRESS 1, " 
160 INPUT 'IF THEY ARE IN minutes AND cpm, PRESS 2 AND ENTER: ", 
TZMEUNIT% 
170 PRïNT "IF THE STRESS UNIT USED ARE IN MPa, PRESS 1," 
18 0 INPUT ' IF THEY ARE IN k s i  , PRESS 2 AM3 ENTER : " , SUNIT% 
190 PRINT #l, M%, TIMEXTJNIT%, SUNIT% 
200 CLS 
210 MINSMAX = 1E+10 
220 FOR 1% = 1 TO M% 
230 PRINT "ENTER v, thT, thC, @(range, in  % ) ,  S(range),  Smax, 
Nf, = ;  
240 PRINT ' AND PRESS ENTER' 
250 INPUT V, THT, THC, EPR, SR, SMAX, NF 
260 IF TIMEUNIT% = 2 THEN V = V/60: THT = THTe60: THC = THCt60 ELSE 
270 PRfNT #1, V, THT, THC, EPR/100, SR, SMAX, NF 
280 IF SMAX < MINSMAX THEN MINSMAX = SMAX 
290 NEXT 1% 
300 PRINT #l, MINSMAX 
310 CLOSE #l 
320 END 
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Table J.1 Data obtained from IF tests on CC René 80 at 871°C for various imposed 
strain range and continuous fhquencies (data set A l  [14]) 
519 
Table J.2 Data obtained h m  IF tests on CC René 80 at 871°C for various imposed 
sfrain range and strain hold times (data set A2 [14]) 
520 
Table J.3 Data obtained h m  IF tests on CC René 80 at 982°C for various imposed 
strain range and continuous fiquencies (&ta set A3 [14]) 
521 
Tabk J.4 Data obtained from IF tests on CC René 80 at 871°C for various imposed 
strain range and strain hold times (data set Cl [a) 
522 
Tabk J.5 Data obtairred fhm IF tests on CC R e d  80 (3 Stage Heat-Treatment) at 
87I0C for various imposed s t m h  range and continuous frequencies (&ta set C3 [5]) 
523 
Table J.6 Data obtained from IF tests on CC René 80 (4 Stage Heat-Treatment) at 
871°C for various imposed s e  range and continuous fiequencies (data set C4 [SI) 
Listing of the prognm OST-REBAS 
10 'PROGRAM OST-RE.BAS 
20 ' 
30 'READ THE HTF DATA 
40 GOSUB 1000 
50 'COMPUTE THE AVERAGE AND THE STANDARD DEVIATION OF C 
60 'FOR VARIOUS FAILURE LIFE EXPûKENTS AND VARIOUS FREQUENCY EXPONENTS 
MINSTDREN = 9.9999993+35 
NUMITE% = 20: NUMITEK% = 20 
DïM PL(NUMITE%+1,3), MINSTDFtENL(NUMITE%+1,3) 
VSTDKFOFILE$ = 'V-REN-' + AT$ + '.123" 
OPEN .on, #s, VSTDKFOFILES 
FOR PASSP% = 1 TO 3 
DP = (PMAX-PMIN)/NUMITE% 
FOR ITE% = O TO NUMITE% 
MINSTDRENL = 9.9999993+35 
BMIN = BMINO: BMAX = BMAXO 
PL = PMIN + ITE%*DP 
FOR PASSK% = 1 TO 3 
DB = (BMAX-WIN) /NUMITEK% 
MINSTDRE2w = 9.9999993+35 
FOR K% = O TO NUMITEK% 
BK = BMIN + K%*DB 
GOSUB 2000 
IF STDREN < MINSTDREN THEN B=BK: KFO=AVGKFO: P=PL: 
MXNSTDKFO = STDKFO: MINSTDREN=STDREN 
IF STDREN c MINSTDRENL THEN MINSTDRENL = STDREN 
IF STDREN < MINSTDRENK THEN BOPT = BK: 
MINSTDRENK = STDREN 
NEXT K% 
BMIN = BOPT - DB 
BMAX = BOPT + DB 
NEXT PASSH% 
PL (ITE%, PASSP%) = PL 
MINSTDRENL ( ITE% , PASSP% ) = MINSTDRENL 
NEXT ITE% 
PMIN = P - DP: PMAX = P + DP 
NEXT PASSP% 
'PUT INTO FILE 'V-REN-AT.123" THE (PL'MINSTDRENL) VALUES 
FOR R% = O TO NUMITE% 
PRINT #2, USING ' ##.####'; PL(R%,I) ; 
PRINT #2, USING ' ##.#####"""""; MINSTDRENL(R%,l); 
PRINT #2,  USING ' ##.###bm; PL(R%,S); 
PRINT #2, USING ##. #####"""" ; MINSTDRENL (R%, 2 ) ; 
PRINT #2, USING " ##.####" ;  PL(R%,3); 
PRINT #2, USING " ##. #####A""A '  ; MINSTDRENL (R%, 3 ) 
NEXT R% 
CLOSE #2 
'PRINT THE V U L E  OF C, B AND 
'THE VALUE OF k THAT MINIMIZES 
'THE RELATIVE ERROR ON THE Nf PREDICTION 
GOSUB 3000 
'COMPUTE THE RELATIVE STANDARD DEVIATION OF Ncal FROM Nexp (RSTDNC) 
'OR RELATIVE ERROR, AND SAVE Nfexp-Nfcal IN FILE "OST-E,ATm 
520 GûSUB 4000 
530 SOUND 1046-5, 20 
540 END 
550 ' 
'SUBROUTINE 1000; READ THE HTF DATA 
CLS 
INPUT 'ENTER THE INITIAL OF THE AUTHOR AND PRESS ENTER: O ;  A$ 
ïNPüT 'ENTER THE TEST NUMBER AND PRESS ENTER: ' ; T$ 
AT$ = LEFT$ (AS, 1) + LEM'$ (T$, 1) 
DATAFILES = 'HTF-DATA.' + AT$ 
OPEN 'I', #l, DATAFILES 
INPUT #18 M%, TIMEUNIT%, SUNIT% 
DIM V(M%), EPR(M%), SR(M%), SMAX(M%), NF(M%), NFCAL(M%), KFO(M%) 
IF SUNIT%=l THEN SUNIT$="MPa* ELSE IF SUNIT%=2 THEN SUNIT$='ksim 
PRINT 'SUNIT IS WRONG!' 
READ T m  DATA (FREQUENCY, . . . , PLAST . STRAIN RANGE, 
. . . , LIFE TO FAILURE) 
FOR 1% = 1 TO M% 
INPUT #18 V, THT, THC, EPR(I%), SR(I%), SMAX(I%), NF(I%) 
V(I%) = 60/(1/V + THT + THC) 
'THE EFF. FREQUENCY IS CONVERTED IN cpm 
NEXT 1% 
INPUT #1, MINSMAX 
SNPUT "ENTER THE MINIMAL VALUE OF THE FREQUENCY 
INPUT "ENTER THE MAXIMAL VALUE OF THE FREQUENCY 
INPüT 'ENTER THE MINIMAL VALUE OF THE FAILURE 
; BMINO 
INPUT 'ENTER THE MAXIMAL VALUE OF THE FAILURE 
; BMAXO 
PRINT '": PRINT 'PLEASE WAIT" 
EXPONENT: "; PMIN 
EXPONENT: '; PMAX 
LIFE EXPONENT: ' 
LIFE EXPONENT: l 
'SUBROUTINE 2000; COKPUTE THE AVERAGE VALUE OF KFO AND THE STDREN 
' AVERAGE KFO 
SIMi(rWG = C! 
FOR J% = 1 TO M% 
K F O  (J%) = SMAX(J%) *EPR(J%) *NF(J%) "BK*V(J%) A ((PL-l! *B) 
SUMKFO = KFO(J%) + SUMKFO 
NEXT J% 
AVGKFO = SUMKFO/M% 
STANDARD DEVIATION OF KFO 
SUMSTDKFO = O! 
FOR J% = 1 TO M% 
SUMSTDKFO = ABS ( XF0 (3% 1-AVGKFO 1 + SUMSTDKFO 
NEXT J% 
STDKFO = SUMSTDKFO/M% 
STANDARD DEVIATION OF RENFC, STDREN 
SüMSTDREN = O! 
FOR J% = 1 TO M% 
NFCAL(J%) = (AVGICrO/SMAX(J%) /EPR(J%) ) A (l/BK) *V(J%) (l! -PL) 
SUMSTDREN = ABS ( (NFCAL (J%) -NF (J% ) 1 /NF (J% 1 ) + SUMSTDREN 
NEXT J% 
STDREN = ~OO*SUMSTDREN/M% 
RETURN 240 
8 
'SUBROUTINE 3000; PRINT THE RESULTS 
PRINT " " 
3020 PRZNT 'RESULTS:' 
3030 PRINT " 
3040 PRINT USING "C = KFO; 
3050 PRINT USING &,-mn-"(k-1) B-.cycle,̂ B' ; SUNITS 
3060 PRIMl USING 'STD(C) = ##.###""""' ; MINSTDKFO; 
3070 PRINT USING " &-.mn,A(k-l)B-.cycle,"B'; SUNITS 
3080 PRINT USING 'B = ##.###'; B 
3100 PRINT USING 'k = ## .###" ;  P 
3120 RETURN 500 
3130 ' 
4000 'SüBROUTïNE 4000; COMPUTE NFCAL AND THE RELATIVE STANDARD DEVIATION 
(RSTD) OF Ncal FROM Nexp OR STANDARD RELATIVE 
ERROR 
4010 NCALFILES = 'OST-E,' + AT$ 
4020 OPEN ' O m ,  #3, NCALFILES 
4030 SUMRSTDNC = O! 
4040 FOR J% = 1 TO M% 
4050 NFCAL(J%) = (KFO/SMAX(J%)/EPR(J%))"(l/B)*V(J%)"(l!-P) 
4060 PRINT #3,  USING '#######' ; NF (J%) ; 
4070 PRïNT #3, USING '#######' ;  NFCAL(J%) 
4080 SUMZiSTDNC = ABS ( (NFCAL (J% ) -NF (J% ) 1 /NF (J% 1 1 + SUMRSTDNC 
4090 NEXT J% 
4100 RSTDNC = 100*SUMRSTDNC/M% 
4110 PRINT " "  
4120 PRINT USING 'Relative Error on N f C X  = #######.#-%";  RSTDNC 
4130 CLOSE # 3  
4140 RETURN 530 
Listing of the program 
10 'PROGRAM ROM-EW-BAS 
20 ' 
30 ' FtEAD THE HTF DATA 
40 GOSUB 1000 
50 'COMPUTE THE AVERAGE AND THE STANDARD DEVIATION OF KFO 
60 'FOR VARIOUS THRESHOLD STRESS AND VARIOUS FREQUENCY EXPONENTS 
70 MINSTDKFO = 9.9999993+35 
80 NUMITE% = 20: NUMITEK% = 20 
82 DïM PL (NUMITE%+l ,3 ) , MINSTDKFOL (NUMITE%+1,3 1 
85 VSTDKFOFILE$ = "V-KF-" + AT$ + "-123" 
86 OPEN "O", #2, VSTDKFOFILES 
90 FOR PASSP% = 1 TO 3 
120 DP = ( PMAX-PMIN) /NUMITE% 
13 0 FOR ITE% = O TO NUMITE% 
140 MINSTDEWOL = 9.999999Et35 
150 STHMIN = O ! : STHMAX = -9 9 9 *MINSMAX 
160 PL = PMIN + ITE%*DP 
170 FOR PASSK% = 1 TO 3 
180 DSTH = (STIMM-STHMIN) /NUMITEK% 
190 MINSTDKFOK = 9.9999993+35 
200 FOR K% = O TO NüMITEK% 
210 STHK = STHMIN + K%*DSTH 
220 GOSUB 2000 
230 IF STDKFO < MINSTDKFO THEN STHSTHK: KFO=AVGKFO: P=PL: 
MINSTDKFO=STDKFO 
240 IF STDKFO < MINSTDKFOL THEN MINSTDKFOL = STDKFO 
250 IF STDKFO < MINSTDKFOK THEN STHOPT = STHK: 
MINSTDIGOK = STDKFO 
260 NEXT K% 
270 STHMIN = STHOPT - DSTH: IF STHMIN < O! THEN STEXIN = O! 
280 STHMAX = STHOPT + DSTH: IF STHMAX >= MINSMAX 
THEN STHMAX=.999*MINSMAX 
290 NEXT PASSK% 
300 PL (ITE%, PASSP%) = PL 
310 MINSTDKFOL ( ITE% PASSP% ) = MINSTDKFOL 
320 NEXT ITE% 
340 FMIN = P - DP: PMAX = P + DP 
350 NEXT PASSP% 
355 'PUT INTO FILE 'VEXP-AT.123" THE (PL,MINSTDKFOL) VALUES 
3 60 FOR R% = O TO NUMITE% 
370 PRINT #2, USING " ##.####" ;  PL(R%,l); 
375 PRINT #2, USING " ; MINSTDKFOL(R%, 1) ; 
380 PRINT #2, USING " ##.####' ;  PL(R%,S); 
385 PRINT #2, USING ' MINSTDKFOL(R%,S); 
386 PRINT #2, USING " ## .####* ;  PL(R%,3); 
387 PRINT #2, USING ' MINSTDKFOL(R%,3) 
390 NEXT R% 
395 CLOSE #2 
400 'PRINT THE AVERAGE VALUE AND THE STANDARD DEVIATION OF KFO 
410 'PRINT THE AVERAGE VALUE AND THE STANDARD DEVIATION OF KFO 
420 *AND THE VALüE OF Sth AND l/Sn THAT MINIMIZES THE VARIANCE OF KFO 
430 GOSüB 3000 
440 'COMPUTE THE PREDICTED Nf, THE RELATIVE ERROR (ERRNC in % )  
4 5 0  'AND SAVE Nfexp-Nfcal I N  F I L E  'ROM-LATm 
4 6 0  GûSWB 4 0 0 0  
4 7 0  SOUND 1 0 4 6 . 5 ,  20 
480 END 
4 9 0  ' 
' SUBROUTINE 1 0 0  0 ; READ THE HTF DATA 
CLS 
INPUT 'ENTER THE INITIAL OF THE AUTHOR AND PRESS ENTER: * ;  A$ 
INPUT *ENTER THE TEST NUMBER AND PRESS ENTER: '; T$ 
AT$ = LEFT$(A$, l )  + L E F T $ ( T $ , l )  
DATAFILES = 'HTF-DATA.' + AT$ 
OPEN 'I', # 1 ,  DATAFILES 
INPUT # l ,  M%, TIMEUNIT%, SUNIT% 
DIM V ( M % ) ,  EPR(M%), SR(M%), SMAX(M%), NF(M%), NFCAL(M%), KFO(M%) 
I F  SUNIT%=l THEN SüNIT$='MPaa ELSE I F  SUNIT%=S THEN S U N I T $ = " k s i n  
PRINT " ÇUNIT IS  WRONG! ' 
' READ THE DATA (FREQUENCY, ..., MAX- STRESS, ..., LIFE TO FAILURE) 
FOR 1% = 1 TO M% 
INPUT #1, V, THT, THC, EPR(I%), S R ( I % ) ,  SMAX(I%),  NF(I%) 
V ( I % )  = 6 0 / ( 1 / V  + THT + THC) 
'THE EFF. FREQUENCY IS CONVERTED IN cpm 
NEXT 1% 
INPUT # 1 ,  MINSMAX 
INPUT 'ENTER THE MINIMAL VALUE OF THE FREQUENCi EXPONENT: '; PMIN 
INeUT 'ENTER THE MAXIMAL VALUE O F  THE FREQUENCY EXPONENT : ' ; PMAX 
PRINT ' ' : PRINT "PLEASE WAITm 
RETURN 5 0  
* 
'SUBROUTME 2 0 0 0 ;  COMPUTE THE AVERAGE VALUE AND THE STD OF  KFO 
* AVERAGE K F O  
SUMKFO = O !  
FOR J% = 1 TO M% 
KFO(J%) = SMAX(J%)*(SMAX(J%) -STHK)*NF(J%)n.S*V(J%)a(-PL) 
SUMKFO = KFO(J%) + SUMKFO 
NEXT J% 
AVGKFO = SLTMKFO/M% 
STANDARD DEVIATION OF 
SUMSTDKFO = O! 
FOR J% = 1 TO M% 
SUMSTDKFO = ABS(KFO(J%)-AVGKFO) + SUMSTDKFO 
NEXT J% 
STDKFO = SUMSTDKFO /M% 
RETURN 23 0 
4 
'SUBROUTINE 3 0 0 0  ; PRINT THE RESULTS 
PRINT ' 
PRINT ' RESULTS : 
P R r n  " 
PRINT USING 'KFO = ##.###""'""; KFO; 
PRINT USING & _ * 2 , . ~ y c l e - ~  ( 1 / 2 ) , - m n m n A ( l / 2 n )  " ; SUNITS 
PRINT USING "STD(KF0)  = MINSTDKFO; 
PRïNT USING " &-^2,.~ycle,~(l/2),~mn~~(l/2n)~; SUNITS 
PRINT USING ' S t h  = ####.##' ;  STH; 
P R m  USING " €in; SUNIT$ 
PRINT USING " l / S n  = ##.###" ;  P 
I F  P o O! THEN PBïNT USING 'n = ##.#+# ' ;  1 / 2 / P  
RETURN 4 4 0  
3130 ' 
40 00 ' SUBROUTINE 4000 ; COMPUTE NFCAL AND THE RELATIVE ERROR ( ERRNC) 
4010 NCALFILES = 'ROM-K-' + AT$ 
4020 OPEN " O m ,  #3, NCALFILES 
4030 SUMERRNC = O! 
4040 FOR 3% = 1 TO M% 
4050 NFCAL(J%) = (KFO*V(J%)"P/(SMAX(J%) *(SMAX(J%) -STH) ) ) ^ 2  
4060 PRINT #3, USXNG '#######";  NF(J%) ; 
4070 PRINT #3, USING "#######';  NFCAL(J%) 
4080 SUMERRNC = ABS ( (NFCAL (3% ) -NF (J% 1 ) /NF (J% ) ) + SUMERRNC 
4090 NEXT 3% 
4100 ERRNC = 100*S~RRNC/M% 
4110 PRINT " 
4120 PRINT USING 'RELATIVE =OR on NfCAL = #######.#-%*; ERRNC 
4130 CLûSE # 3  
4140 RETURN 470 
Listing of the program ROM-REBAS 
10 'PROGRAM ROM-RE-BAS 
20 ' 
30 'READ THE HTF DATA 
40 GUSUB IO00 
50 'COMPUTE THE AVERAGE AND THE STANDARD DEVIATION OF KFO 
60 'FOR VARIOUS THRESHOLD STRESS AND VARIOUS FREQUENCY EXPONENTS 
70 MINSTDREX = 9.9999993+35 
80 NUMITE% = 20: NUMITEK% = 20 
90 D m  PL(NUMITE%+1,3), MINSTDRENL(NUMITE%+1,3) 
100 VSTDKFOFILE$ = 'V-REN,' + AT$ + "-123' 
110 OPEN "O", # S r  VSTDKFOFILES 
120 FOR PASSP% = 1 TO 3 
13 O DP = (PMAX-PMIN) /NUMITE% 
140 FOR ITES = O TO NUMITE% 
150 MINSTDRENL = 9.999999E+35 
160 STHMIN = O!: STHMAX = .999*MINSMAX 
170 PL = PMIN + ITE%*DP 
180 FOR PASSK% = 1 TO 3 
190 DSTH = (STm-STHMIN) /NUMITEK% 
200 MINSTDRENK = 9.999999E+35 
2x0 FOR K% = O TO NUMITEK% 
220 STHK = STHMIN + K%*DSTH 
230 GOSUB 2000 
240 IF STDREN < MINSTDREN THEN STH=STHK: KFO=AVGKFO: P=PL: 
MINSTDKFO = STDKFO: MINSTDRENSTDREN 
250 IF STDREN < MINSTDRENL THEN MINSTDRENL = STDREN 
260 IF ÇTDREN c MINSTDRENK THEN STHOPT = STHK: 
MINSTDRENK = STDREN 
270 NEXT K% 
280 STHMIN = STHOPT - DSTH: IF STHMIN < O! THEN STHMIN = O! 
290 STHMAX = STHOPT + DSTH: IF STHMAX >= MINSMAX 
TEZN STEMAX=.999*MINSMAX 
300 NEXT PASSK% 
310 PL(ITE%, PASSP%) = PL 
320 MINSTDREXL(ITE%, PASSP%) = MINSTDRENL 
330 NEXT ITE% 
340 PMIN = P - DP: PMAX = P + DP 
350 NEXT PASSP% 
360 'PUT INTO FILE "V-RENAT.123" THE (PL,MINSTDRENL) VALUES 
370 FOR R% = O TO NUMITE% 
380 PRINT #2, USING " ## .####" ;  PL(R%,l); 
390 PRINT #2, USING " MINSTDRENL(R%,l); 
400 PRINT #2, USING " ##.####' ;  PL(R%,2); 
410 PRINT #2, USING " ##.#####"""""; MINSTDRENL(R%,S); 
420 PRINT #2, USING " ##.#### ' ;  PL(R%,3); 
430 PRINT #2, USING " ##.#####A"nA*; MINSTDRENL(R%,3) 
440 NEXf R% 
450 CLOSE #2 
460 'PRINT THE VALUE OF KFO, Sth AND 
470 'THE VALUE OF 1/2n THAT MINIMIZES 
480 'THE RELATIVE ERROR ON THE Nf PREDICTION 
490 GOSUB 3000 
500 'COMPUTE THE RELATIVE STANDARD DEVIATI3N OF Ncal FROM Nexp (RSTDNC) 
'OR RELATïVE ERROR, AND SAVE Nfexp-Nfcal IN FILE "ROEE,ATm 
WSUB 4000 
SOUND 1046.5, 20 
END 
0 
'SUBROUTïNE 1000; READ THE HTF DATA 
CLS 
INPUT "ENTER THE INITIAL OF THE AUTHOR AND PRESS ENTEX: "; A$ 
INPUT "ENTER THE TEST NUMSER AND PRESS ENTER: ' ; T$ 
AT$ = LEFT$(A$,l) + LEFT$(T$,l) 
DATAFILES = 'HTF-DATA.' + AT$ 
OPEN " 1' , #1, DATAFILES 
INPUT #1, M%, TIMEUNIT%, SUNIT% 
DIM V(M%), EPR(M%), SR(M%), SMAX(M%), NF(M%), NFCAL(M%), KFO(M%) 
IF SUNIT%=1 THEN SUNIT$='MPan ELSE IF SUNIT%=2 THEN SUNIT$="ksin 
ELSE PRINT 'SUNIT IS WRONG!" 
' READ THE DATA (FREQUENCY, . . . , MAX. STRESS, . . . , LIFE TO FAILURE) 
FOR 1% = 1 T O M %  
INPUT #1, V, THT, THC, EPR(I%), SR(I%), SMAX(I%), NF(I%) 
V(I%) = 60/(1/V + THT i- THC) 
'THE EFF. FREQUENCY IS CONVERTED IN cpm 
NEXT 1% 
INPUT #1, MINSMAX 
INPUT 'ENTER THE MINIMAL VALUE OF THE FREQUENCY 
INPUT 'ENTER THE MAXIMAL VALUE r)F THE FREQUENCY 
PRINT " " : PRIhT ' PLEASE WAIT " 
RETURN 50 
I 
EXPONENT: '; PMIN 
EXPONENT: "; PMAX 
'SUBROUTINE 2000; COMPUTE THE AVERAGE VALUE OF KFO AND THE STDREN 
' AVERAGE KFO 
SUMKFO = O! 
FOR J$ = 1 TO M% 
KF0(3%) = ÇMAX(J%)*(SMAX(3%)-ST~)*NF(J%)*.S*V(J%)A(-PL) 
SUMECF0 = KFO(J%) + SUMKFO 
NEXT J% 
AVGKFO = SUMKFO/M% 
' STANDARD DEVIATION OF KFO 
SUMSTDKFO = O !  
FOR J% = I TO M% 
SUMÇTDKFO = ABS(KFO(J%)-AVGKFO) + SUMSTDKFO 
NEXT J% 
STDKFO = SUMSTDKFO/M% 
* STANDARD DEWIATION OF RENFC, STDREN 
SUMSTDREN = 0 ! 
FOR J% = 1 TO M% 
mCAL((J%) = (AVGKFO*V(J%)^PL/ (SMAX(J%)*(SMAX(J%)-STHK)))^2 
SUMSTDREN = ABS ( (NFCAL (3%) -NF (3%) ) /NF (J%) ) + SüMSTDREN 
NEXT J% 
STDREN = 10ofSUMSTDREN/M% 
RETURN 240 
I 
S U B R O U T ~  3 00 O ; Pamr THE RESULTS 
PRINT ' " 
PRINT 'RESULTS:' 
PRINT ' l 
PRINT USING "KFO = ##.###A'"'Am; KFO; 
PRINT USING * &-A2-.cyc1e,'' (1/2),.mn_^ (1/2n) "; SUNITS 
3060 PRINT U S m G  "STD(KF0) = ##.###AAAa"; MZNSTDKFO; 
3070 PRINT U S m G  * &-A2,.cycle,A(1/2),.mmnA(l/2n)m; SUNIT$ 
3080 PRINT USING 'Sth = # # # # - # # " ;  STH; 
3090 PRïNT USING ' &'; SUNITS 
3100 PR= USING '1/2n = ##.###'; P 
3110 IF P o O! THEN PRINT USING 'n = ##.###" ;  1/2/P 
3120 RETURN 500 
3130 ' 
4000 'SUBROUTINE 4000; COMPUTE NFCAL AND THE RELATIVE STANDARD DEVIATION 
(RSTD) OF Ncal FROM Nexp OR STANDARD RELATIVE 
ERROR 
4010 NCALFILES = 'ROM-E-' + AT$ 
4020 OPEN "O*, #3 ,  NCALFILES 
4030 SUMRSTDNC = O! 
4040 FOR J% = 1 TO M% 
4050 NFCAL(J%) = (KFOfV(J%) "P/ (SMAX(J%) * (SMAX(J%)-STH) ) 1 A2 
4060 PRINT #3, USING '#######';  NF(J%) ; 
4070 PRINT # 3 ,  USING ' ####### "  ; NFC9L (J%) 
4080 SUMRSTDNC = ABS ( (NFCAL (J%) -NF (J% 1 1 /NF (J% ) + SUWISTDNC 
4090 NEXT J% 
4100 RSTDNC = 10o1SUMRSTDNC/M% 
4110 PRINT " 
4120 PRINT USING "Relative Error on NfCAL = #######.#-%" ;  RSTDNC 
4130 CLOSE #3 
4140 RETURN 530 
533 
Table J.7 Values of the parameters of the Coffin rnodels which minimise the RE on 
We prediction for the six TF data sets 
*: MARGINAL VALUES DISCARDED FOR THE DETERMINATION OF THE 
AVERAGE (AVG) AND THE STANDARD DEWATION (STD) OF THE CONSTANTS 
Al, A2, A3, Cl, C3, C4: COMPUTED H?TH THE EFFECTIVE FREQUENCY: 
va = 1 /( 1 h+hT+a 
Cl*: COMPüTED WITH THE MODIlFIElD EFFECTIVE FREQUENCY: 
var = l/(I/V+fbTftiC) for hT > 
V, = v for bT I 
534 
Table J.8 Values of the parameten of the models of Ostergren, of Antolovich et al.. 
and of Romanoski et al. which minimise the RE on iife prediction for the six TF data 
sets 
*: MARGINAL VALUES DISCARDED FOR THE DETERMINATION OF THE 
AVERAGE (AVG) AND THE STANDARD DEVIATION (STD) OF THE COEiSTANTS 
Al, A2, A3, Cl, C3, C4: COMPUTED WITH THE EFFECTIVE FREQUENCY: 
va = l/(lhr+fbT+fb3 
Cl': COMPüTED WïîH THE MODIFIED EFFE- FREQUENCY: 
vd = l / ( f / v + ~ ~ )  for hT > t, 
v, = v for t,,T I t, 
PROGRAMS FOR TEE DETERMINATION 
OF THERMAL FATIGUE L m  
FROM IF AND TMF DAMAGE MODELS 
536 
This Appendix presents the softwares developed for the determination of thermal 
fatigue iives from IF damage models of Coffin, of Ostergren, of Antolovich et al., of 
Romanoski et al. and h m  the TMF damage mode1 of Neu-Sehitogiu. 
EL1 Thermal Fatigue Prediction with IF Damage Md& 
Ln Subsection 5.3, the lives were determineci along the leading edge (LE) of the 
DEW specimens tested in the burner rig using the IF damage models enumerated above. 
In order to put hto fües values of the variables of the models correspondhg to each 
node considered along the LE, the program BRDATA.BAS was first used. The 
vanables, which are the node position, Z (in mm), the plastic stmh range, Ae, (in 
dm), the pic value of the temile stress during cwling, CF, (in MPa), the pic 
value of the compressive stress during heating, tus,, (in ma), the temperature 
correspondhg to the teasile pic Tus (in OC), the plateau value of the tensile stress during 
heating, a, (in ma), the plateau value of the compressive stress during cooling, 
a,, (in MPa) and the maximum temperature reached during thermal cycling, T, 
(in OC), were obtained from the thermal and stress-strain FE-analyses, presented in 
Subsections 5.1 and 5.2. The datafile has the generîc narne "BR-DATA.FEAV where 
FEA is a code specific to the FE analyses results employed. The specific values of the 
variables are given in Tables K. 1. 
For each model, a program was developed. Only the program of the model of 
Ostergren is listed a the end of this Appendix, as an example. The programs compute 
the fatigue-oxidation Iives associated to the unsteady and the steady temperature-stress 
portions of the thermal cycles, according to the methodology exposed in 
Subsection 5.3 -2.1. The total iives, resulting fkom damage accumulation during both US 
and SS portions of the cycles, are also obtained using a linear damage accumulation d e .  
Listing of the Program BRDATABAS 
10 'PROGRAM BRDATA-BAS 
20 ' 
30 'READ AND WRITE IN FILE THE RESULTS O F  THE FINITE ELEMENT ANALYSIS 
(FEAI ; 
40 'FOR THE DEW SPECïKEN THERMALLY CYCLED IN THE BURNER RIG; 
50 ' THE PLASTIC STRAIN RANGE, 
60 THE MAXIMUM AND MINIMUM PIC STRESSES AND CORRESPONDING MAX 
TEMPERATURE, 




10 0 INPUT " ENTER THE FEA CODE (MAX 3 CHARACTERS ) AND PRESS ENTER : ' , 
FEAS 
110 FEAS = LEFT$(FEA$,3) 
120 DATAFILES = " BR-DATA. ' + FEA$ 
130 OPEN 'O0, #1, DATAFILES 
140 INPUT 'ENTER THE NUMBER OF NODES TO CONSIDER AND PRESS ENTER: ', M% 
150 PRINT 'IF THE STRESS UNIT USED ARE IN MPa, PRESS 1," 
160 iXPUT "IF THEYARE IN ksi, PRESS 2 AND ENTER: ', SUNIT% 
170 PRINT #1, Mg, SUNIT% 
180 CLS 
190 FOR 1% = 1 TO M% 
200 PRINT "ENTER Z(in mm), DeP(in mm/mm), SmaxPIC, SminPIC, 
COR. T(in C )  , "  
210 PRINT 'SmaxHOLD, SminHOLD, Tmax, AND PRESS ENTER" 
220 INPUT 2 ,  EPR, SMAXP, SMINP, TCP, S m ,  SMINH, TCH 
230 PRINT #1, Z, EPR, SMAXP, SMINP, TCP+273, SMAXH, SMINH, '?CH+273 
240 NEXTI% 
250 CLOSE #1 
260 END 
538 * 
Table KI Values of the Variables- used in IF Damage Models for life prediction at 
Each Node dong the LE of the DEW Specimens Tested in the Burner Rig 
*: Refer to the text for the signification of the symbols used in this Table. 
Listing of the Program OST-NF.BAS 
10 'PROGRAM OST-NF.BAS 
20 ' 
30 'READ THE DATA 
40 GOSUB 1000 
50 'COMPUTE THE PREDICTED Nf, FOR BOTH FREQUENCIES 
(PIC AND HOLD STRESSES) 
60 'AND SAVE NfPIC AND NfHOLD M FILE 'OST-NF.FE#" 
70 GOSUB 2000 
80 END 
90 ' 
1000 'SUBROUTINE 1000; READ THE DATA 
1010 INPUT 'ENTER THE FEA CODE ( 3  CHARACTERS 1 AND PRESS ENTER: ' ; FEA$ 
1020 FEA$=LEFT$(FEA$,3) 
1030 DATAFILES = 'BR-DATA.'+ FEAS 
1040 OPEN 'I', #II DATAFILES 
1050 INPUT # I I  M%t SUNIT% 
1060 DIMZ(M%), EPR(M%), SMAXP(M%), SMINE'(M%), TKP(M%), NF'P(M%) 
1070 DIMSMAXH(M%), SMINH(M%), TKH(M%), NFH(M%) 
1080 IF SUNIT%=l THEN SF!=l! ELSE IF SUNIT%=S THEN SF! = 6.89476 
ELSE PRINT 'SUNIT IS WRONG!' 
1090 ' READ THE FREQUENCY, THE STRESS AND THE LIFE TO FAILURE 
1100 FOR 1% = 1 TO M% 
1110 INPUT #ln Z(I%)t EPR(I%), SMAXP(I%)t SMINP(I%)t TKP(I%), 
SMAXH(I%), SMINH(I%), TKH(I%) 
1120 SMAXP(I%) = SMAXP(I%)*SF!: SMINP(I%) = SMINP(I%)*SF! 
1130 SMAXH(I%) = SMAXH(I%) *SF!: SMINH(I%) = SMINH(I%) *SF! 
1140 NEXTf% 
1150 ' 
1160 PRINT "ENTER THE VALUE OF THE FREQUENCY (in cpm) 
1170 PRINT "CORRESPOhiING TO THE PIC STRZSSZS" 
1180 INPUT 'AND PRESS ENTER: ' ; VP 
1190 PRINT "ENTER THE VALUE OF THE FREQUENCY (in cpm) ' 
1200 PRINT 'CORRESPONDING TO THE HOLD STRESSES" 
1210 INPUT AND PRESS ENTER: " ; VH 
1220 PRINT " : PRINT " PLEASE WAIT' 
1230 RE'KRN 50 
1240 ' 
2000 'SUBROUTINE 2000; COMP'irTE NfPIC AND NfHOLD 
2010 NFFILES = 'OST-NF.' + FEAS 
2020 OPEN 'O", #2, NFFILES 
2030 B = .784: K = 1.003: CO = 2.2753-07: AR = 24412-92 
2040 PRïNT ' Z Ni PIC Nf HOLD " 
2050 PRINT ' (mm) (cycles) (cycles) " 
2060 FOR 3% = 1 TO M% 
2070 IF SMAXP(J%)*EPR(J%) <= O! THEN NFP(J%) = 9.999999E+37 
ELSE NFP (J%) = 
(CO*EXP(AR/nCP(J%) ) /sMAXP(J%) /EPR(J%) ) A (I./B) W P A ( l - K )  
2080 IF SMAXH(J%)*EPR(J%) <= O! THEN NFH(J%) = 9.9999993+37 
ELSE NFH (J%) = 
(CO*EXP(AR/l?CH(J%) ) /SMAXIi (J%) /EPR(J%) )A ( I / B )  *Win (1-KI 
2090 PRINT # 2 ,  USING '###.##'; Z ( J % ) ;  
2100 PRINT #Sc USING NFP(J%) ; 
2110 PRINT #S, USING * # # . # # # A n " A m  ; NFH(J%) 
2120 PRINT USING '###.##*;  Z ( J % ) ;  
2130 PRïNT USING ' ##. ; NFP (J%) ;
2140 PR= USïNG ' NFH(J%) 
2150 NEXT 3% 
2160 CLOSE #2 
2170 RETURN 80 
K.2 Tbermai Fatigue Prediction with the TMF Damage Mode1 
The TMF model of Neu-Sehitoglu was employed to compute the life at the 
location exposed to the most severe fatigue-oxidation conditions dong the LE of DEW 
specimens. This model acknowledges the temperature variation, the phasing between 
the thermal and the mechanicd strains during TMF cycling. the triaxiallity of the 
principal stress tensor, and the effect of oxidation and creep on pure fatigue damage 
accumulation. Life associated to pure fatigue damage is given by the Manson-Hirshberg 
and lives associated to oxidation-fatigue and creepfatigue damages interactions are 
determineci with the models of Neu-Sehitoglu. These models were presented in 
Subsection 2.2.2.6. 
The lives associated to the Werent damage processes involveci during thermal 
fatigue in the bmer  rig and presented in Subsection 5.3.2, required the detennination 
of effective parabolic rate constants, the phasing parameter for oxidation-fatigue damage 
which v q  with temperature as for the terms in the creep-fatigue damage accumulation 
rule. These parameters and ternis were obtained by numencal integration, for the 
particular case of the thermal cycle met in the burner rig at the LE nodes of interest, and 
implemented in the program NEUI-NFBAS listed below. The parameters and constants 
were detennined h m  TMF tests on MM-247 (CC) which is the closest case to that of 
DSR80 tested in the bumer rig. The values of these are shown in Table K.2. 
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Table K2 Values of the Parameters and Constants of the TMF Model of Neu-Sehitoglu 
Oxidaiion-Fatigue Damage Model 
1 
- -- -- - - 
Pure Fatigue Damage Model 
C 0.0 137 
I 
Note that the constants b, Q and CF,, have been inwduced in Subsection 2.3 and 5.3. 
These constants are used in Equations 77. 78 and 149, which completely defme the 
effective oxidation rate constant, k&, representative of an entin thermal cycle. 
1 Creep-Fatigue Damage &Mode1 







b1 (Y' depletion) 
A '  
1.5 
6.93 x lu3 s4' 
1.12 x 1 0 " O  
1.54 x 10' u m 2 / s  
175.9 kJ/mol 
8.57 x le um2/s 
7.0 x 1025 s" 
Listing of the Program NEU1-NF.BAS 
1 O ' PROGRAM NEU1 -NF. BAS 
20 ' 
30 'COMPUTE THE DAMAGE ASSOCXATED TO PURE FATIGUE; OXIDATION AND C m E P  
40 'DURING ONE CYCLE USING THE MODEL OF NEU-SEHITOCLU 
50 ' 
60 'COMPUTE THE RESULTANT LIFE Nf 
70 ' 
80 'THE MATERIAL CONSTANTS USED IN THE MODEL ARE THOSE OF MAR-M247 (CC) 
90 ' 
100 'READ THE VALUES OF THE VARIABLES AND DEFINE THE MATERIAL CONSTANTS 
110 GOSUB 1000 
120 'COMPUTE THE DAMAGE TERM ASSOCIATED TO FATIGUE; DFAT 
13 O GOSUB 2000 
140 'COMPUTE THE DAMAGE TERM ASSOCIATED TO OXIDATION; DOX 
150 GOSUB 2100 
160 'COMPUTE THE DAMAGE TERM ASSOCIATED TO CREEP; DCREEP 
170 GOSUB 2200 
180 'COMPUTE THE RESULTANT LIFE Nf 
190 NF = l/(DFAT c DOX + DCREEP) 
200 ' PRINT THE RESULTS 
210 PRINT ' " 
220 PRINT " 
230 PRINT 'RESULTS:" 
240 PRINT " 
250 PRINT USING ' NNfFAT = ##.###"^^^  cycles'; NFFAT 
260 PRINT USIXG ' NfOX = ##.  ###"^"^ cycles'; NFOX 
270 PRINT USING ' NfCREEP = ##.###"'"'^ cycles'; NFCREEP 
280 PRINT " "  
290 PRINT USING ' Nf = ##.###"^"" cycles'; NF 
300 END 
1000 'SUBROUTINE 1000; READ THE VARIABLES 
1 O 1 O INPUT ' ENTER THE TEMPERATURE ( in degree C ) AND PRESS ENTER: , TC 
1020 TK = TC + 273 
1030 INPUT 'ENTER THE STRESS SI1 (in MPa) AND PRESS ENTER: ', S1 
1040 INPUT 'ENTER THE STWSS S22 (in MPa) AND PRESS ENTER: ', S2 
1050 INPUT 'ENTER THE STRESS S33 (in MPa) AND PRESS ENTER: S3 
1060 PRINT "ENTER THE PRINCIPAL MFCHANICAL STRAIN RANGE EMR 
(in rnrn/mm) " 
1070 INPUT 'AND PRESS ENTER : " , EMR 
1080 INPUT "ENTER THE STRAIN RATE (in mm/m/s) AND PRESS ENTER: * ,  
EMDOT 
1090 'COMPUTE THE EQUNALENT STRESS SEQ AND THE HYDROSTATIC STRESS SH 
1100 SEQ = l/2^.5* ( (SI-S2) "2 + (S2-S3) "2 + (S3-S1)^2) " - 5  
1110 SH = (SI + S2 + S3)/3 
112 0 'MATERIAL CONSTANTS 
113 O 'FOR THE FATIGUE DAMAGE TERM OF THE MODEL 
1140 C = .O137 
1150 D = -.149 
1160 'FOR THE OXIDATION DAMAGE TERM OF THE MODEL 
1170 BEXP = -75 
1180 BETA = 1.5 
1190 B = -00693 
1200 DELTA0 = l.12E-10 
1210 KPOOX = 15400! 
1220 QûX = 175.9 
1230 KPOGP = 8570! 
1240 QGP = 163.3 
1245 CFKP = . 5  
1250 HCR = 461.4 
1260 PHIOX = -0357 
1270 'FOR THE CREEP DAMAGE TERM OF THE MODEL 
1280 A = 7Ec25 
1290 M = 11.6 
1300 DH = 536.4 
1310 KO = 886.1 
1320 DKDT = -0376 
1330 ALPHA1 = 1/3 
1340 ALPHA2 = 1 
1350 PHICRESP = .O206 
1360 ' 
1370 'THE GAS CONSTANT 
1380 R = 8.3140013-03 
1390 RETDRN 130 
1400 ' 
2000 'SUBROüTINE 2000; COMPUTE THE FATIGUE DAMAGE TERM; DFAT 
2010 WFAT = .5* (EMW (2*C) ) ^ ( l / D )  
2020 DFAT = l/NFFAT 
2030 RETURN 150 
2040 ' 
2100 'SUBROUTINE 2100; COMPUTE THE OXIDATION DAMAGE TERM; DOX 
2110 KPOX = KPOOX*EXP(-QOX/R/TK) 
2120 KPGP = KPOGPeEXP(-QGP/R/TK) 
2130 K2MA.X = KPOX + KPGP 
2135 KPEFF = CFKP*KPMAX 
2140 DûX = (HCRtDELTAO/(B*PHIOX*KPEFF) A(-l/BETA)* 
2*mA(2/aETA+l)imT*ii-aZPiaETA) 
2150 NFOX = 1/DOX 
2160 RETURN 170 
2170 ' 
2200 'SUBROUTINE 2200; COMPUTE THE CREEP DAMAGE TERM; DCREEP 
2210 DCREEP = PH1CREEP*AfEXP(-DH/R/TK)* 
( (AL,PH.AltSEQ + ALPHA2*SH) / (KO + DKDT*TC) ) "M 
2220 NFCREEP = l/DCREEP 
2230 RETURN 190 
APPENDIX L 
PROGRAlMS FOR DETERMINATION 
OF THE DEPLETION PROFILE 
GND THE ALLOY RECESSION INTERFACE 
LN UNCOATED AND COATED Ni-BASE ALLOYS 
546 
This Appendix presents the softwares developed for the determination of alloy 
depletion proNe and d o y  surf' recession for bare and coated Ni-base alloys subjected 
to cyclic oxidation. The programs as well as the definition of the variables and 























the position number dong the LE (0-99); 
the temperature after heating (in Celcius); 
the Temperature after Cooling (in Celcius); 
the temperature TC1 converted in Kelvin; 
the net strain of the substrate after heating (in mm/mm); 
the net strain of the substrate afkr cooling (in dm) ;  
the total nwnber of thermal cycles; 
the heating penod of the thermal cycles (in s); 
the correcthg factor of Kp; 
the coating thickness (in pm); 
nominal content of B in the substrate; 
nominal content of B in the coating; 
number of nodes in the depletion zone; 
node position in the depleted zone; 
content of B in the depleted zone at node 1; 
content of B in the depleted zone at node 1 after increment of t h e  dt; 
d o y  composition in B to get transition from intemal to extemal 
oxidation of £3; 
maximum expected tbickness of the depleted zone; 
distance between nodes in the depleted zone; 
d o y  surface recession; 

























B U :  
number of increment of time dt for the growth of the A0 oxide scale 
before its spaiiing; 
number of increment of time dt for the growth of the BO oxide scaie 
before its spalling; 
counter, 
equivalent molar volume of the alloy; 
equivalent molar voiume of the rnetal A in the depleted zone; 
equivaient molar volume of the A 0  oxide fomed from the depleted zone; 
equivalent molar volume of the MO oxide formed from the substrate; 
equivalent molar volume of the CO oxide formed on the coating; 
fkequency factor of the parabolic oxidation rate constant for the metal A; 
frequency factor of the parabolic oxidation rate constant for the alloy M; 
frequency factor of the parabolic oxidation rate constant for the 
coating C; 
activation energy for the oxidation of the metal A in the depleted zone; 
activation energy for the oxidation of the alloy M; 
activation energy for the oxidation of the coating C; 
the gas constant (8.3 14 J/mole/K); 
effective parabolic oxidation rate constant for the metal A; 
effective parabolic oxidation rate constant for the alloy M; 
effective parabolic oxidation rate constant for the coating C; 
minimal BO oxide scale thickness; 
maximal B flux in the depleted zone; 
fquency factor of the constant of diffusion of B in the depleted zone; 
activation energy for the diffusion of B in the depleted zone; 
constant of diffusion of B in the depleted zone; 
adimentiond regroupment of the variables DB, DT and DY; 




























metal-oxide interface energy for the system A-AO: 
metalacide interface energy for the system M-MO; 
metd-oxide interface energy for the system C-CO; 
elastic modulus of the oxide AO; 
elastic modulus of îhe oxide MO; 
elastic modulus of the oxide CO; 
Poisson's ratio of the oxide AO; 
Poisson's ratio of the oxide MO; 
Poisson's ratio of the oxide CO; 
linear coefficient of thermal expansion of the oxide AO; 
linear coefficient of thermal expansion of the oxide MO; 
linear coefficient of thermal expansion of the oxide CO; 
net strain range of the subsmte; 
temperature range; 
mechanical strain of the oxide A 0  after cooling; 
mechanical strain of the oxide MO after cooling; 
mechanical strain of the oxide CO after cooling; 
cnticai A 0  oxide scale thickness for spalling; 
criticai MO oxide scale thickness for spaiIing; 
critical CO oxide scale thickaess for spalling; 
output fdename; 
cycle number, 
time cumulation during one thennal cycle; 
time cumulation during BO oxide growth before spalling; 
time cumulation during alloy depletion in B; 
BO oxide scale thickness; 
flux of B at the alloy-oxide interface; 











storage of the old value of SUBTIME 
time of A 0  oxide growth before the CYCLEth thermal cycle; 
time of A 0  oxide growth after the CYC- t h e d  cycle; 
A 0  oxide scale thickness before the CYCLEth thermal cycle; 
A 0  oxide scaie thickness after the CYCLE' thermal cycle; 
A 0  oxide scaie growth thickness during the  CYCLE^ thenml cycle; 
dey surface recession thickness during the CYCLE' thennal cycle; 
cumuIative ailoy surface mession thickness. 
Listing of the p m g r ~ m  DEPLETIOBAS 
10 'PROGRAM DEPLETIO-BAS 
20 8f*f****f+*ff~f*ft*f**f*tf****f*t*f***t*t*t***tt~*t**t**t****ff*****~~ 
30 ' *  PROGRAM DEPLETIO . BAS 
40 ' *  COMPUTATION OF THE CONCENTRATION PROFILE OF THE LESS NOBLE METAL 
50 ' *  IN THE DEPLETION ZONE DURING CYCLIC OXIDATION 
60 8 f f * f + * f + f * + + + * * + * f * * * I t * t f * * f * * f * * f * * * * t * * * f * * * * * * * * t f * * * * * * * * * f * * * * ~ *  
70 'VARIABLE DEFINITION 
80 N = 10 
90 DIM NB(N) ,NBP(N) 
100 'INITIAL CONDITIONS 
110 INPUT 'ENTER the Position Number along the LE (0-99): * ,  ZN0 
120 IF ZN0 > 99 OR ZN0 c O THEN GOTO 110 
130 INPUT "ENTER the Temperature A f t e r  Heating (in Celcius): ', TC1 
140 INPUT 'ENTER the Temperature After Cooling (in Celcius): ', TC2 
150 TK = TC1 + 273 
160 PRINT 'ENTER the Net Strain of the Substrate after Heatingm 
170 INPUT " (+ for Tensile Strain; - for Compressive Strain) : ' , ENETMl 
180 PRINT 'ENTER the Net Strain of the Substrate after Cooling' 
190 INPUT ' (+  for Tensile Strain; - for Compressive Strain) : ", =TM2 
200 INPUT 'ENTER the Total Number of Thermal Cycles: * ,  NTOT 
210 INPUT 'ENTER the Heating Period of the Cycles (in s): ', PERIOD 
220 INPUT 'ENTER the Correcting Factor of Kp: ",  CFKP 
230 'NOMMAL ALLOY COMPOSITION 
240 NB0 = -22  
250 FOR 1 = O TO N 
260 NB(1) = NB0 
270 NEXT 1 
280 'SPATIAL VARIABLES 
290 YTOT = lOO! 
300 DY = YTOT/N 
3 10 'TEMPORAL VARIABLES 
320 DT = l! 
330 FBO = O 
340 3 = 0  
350 TIME = 3*DT 
360 'PHYSICAL CONSTANTS 
370 VM = 7 ,020053+12 
380 VBO = 1,45893+13 
390 KPOB = 46211.4 
400 QBO = 185621.6 
410 R = 8.314 
420 KPB = CFKP*KPOB*EXP(-QBO/R/TK) 
430 XBOMIN = (SfKPB*DT) ̂.5 
440 JBMAX = l/VBO*KPB/XBOMIN 
450 DOB = 5E+07: QB = 267770! 
460 DB = DOBXEXP(-QB/R/TK) 
470 FO = DB*DT/DYA2 
480 BIMAX = JBMAX*DYfVM/DB 
490 PRINT 'FO = ',FO 
500 IF FO > . S  THEN PRINT "WARNING: FO ZS TOO BIG!!!': GOTO 1020 
510 'COMPUTE THE CRITICAL SCALE THICKNESS 
520 GBO = 5.8000013-12 
530 EBO = 2.8E-07 
540 NUBO = -29 
550 ALPHAB0 = 9.6000013-06 
DENETM = ENETM.2 - ENETMl 
DELTAT = TC2 - TC1 
EMECHBO = DENETM - ALPHABO*DELTAT 
XCBO = ~*GBO/(EBO*(~+NUBO)*EMECHBO"~~ 
'CREATE THE OUTPUT FILE 
IF ZN0 c 10 THEN Z$="O"+RIGHT$(STR$(ZN0),1) 
ELSE Z$=RIGHT$ ( STRÇ ( ZN0 ) ,2 ) 
FILEI$ = 'NB-2" + Z$ 
OPEN 'O", #I, FILEI$ 
PRINT #l, 'cycles, MOLAR FRACTION (NB) 
PRINT #1, USING = # # # # # - # # #  c . : " ;  O; 
FOR 1 = O TO N-1 
PRINT #1, USING '##.####'; NBO; 
NEXT 1 
PRINT #1, USING ' ## .####" ;  NB0 
CLS 
PRINT 'cycles, MOLAR FRACTION (NB ) 
8 
'COMPUTE THE PROFILE NB-Y 
FOR CYCLE = 1 TO NTOT 
FOR SUBTIME = 1 TO FIX(PERIOD/DT+.S) 
FBO = FBO + 1 
TIMEBO = FBOfDT 
J = J + l  
TIME = J*DT 
XBO = (SfKPB*TIMEBO)".S 
JB = l/VBO*KPB/XBO 
BI= JB*DYfVM/DB 
NBP(O1 = 2*FO*(NB(l) - BI) + (1 - ~*FO)*NB(O) 
NBP(0) <= O! THEN PRINT 'NB' = O": W T O  1020 
FOR M = 1 TO N-l 
NBP(M) = FO*(Ng(M-1) + NB(M+l)) + (1-2*FO)*NB(M) 
NEXT M 
NBP(N) = SfFO*NB(N-1) + (1 - 2*FO)*NB(N) 
FOR 1 = 0 TO N 
NB(I) = NBP(1) 
NEXT I 
GOSUB roooo 
930 NEXT SUBTTME 
940 ' GOSUB 1000 
950 IF XBO > XCBO THEN FBO = O 
960 NEXT CYCLE 
970 ' 
980 CLOSE #1 
990 PRfNT USING 'JBox = ##.####""""" ; JB 
1000 J B M  = DB*NBP(I) /VM/DY 
1010 PRINT USING 'JBm = ##.####""""' ; JBM 





10010 PRINT #1, 
10020 FOR 1 = O 
10030 PRINT 
10040 NEXT 1 
10050 PRINT #l, 
10000; OUTPüT FILE 
USING "##### .###  c.:"; TIMWPERIOD; 
TO N-1 
#1, USING "## .####" ;  NBP(1); 
USING ' ## .####" ;  N8P(N) 
10060 'PRINT SCREEN 
10070 PRINT USING ' ##### .###  c . : ' ;  TIME/PERIOD 
10080 FOR 1 = O TO N-1 
10090 PRINT USING " ## -#### ' ;  NBP(1); 
10100 NEXT 1 
10110 PRINT USING ' ## .#### ' ;  NBP(N) 
10120 RETURN 
Listing of the program DEP-COATBAS 
10 * PROGRAM DEP-COAT . BAS 
20 '******************************************************************** 
30 ' *  PROGRAM DEP-COAT-BAS 
40 ' *  COMPUTATION OF THE CONCENTRATION PROFILE OF THE LESS NOBLE METAL 
50 ' *  ïN THE DEPLETION ZONE OF A COATING DüRING CYCLIC OXIDATION 
60 .******************************************************************** 
70 'VARIABLE DEFINITION 
80 N = 25 
90 D M  NB (N) , NBP (NI 
100 ' INITIAL CONDITIONS 
110 INPUT "ENTER the Position Number along the LE (0-99): ", ZN0 
120 IF ZN0 w 99 OR ZN0 < O THEN GOTO 110 
130 INPUT 'ENTER the Temperature after Heating (in Celcius): ', TC1 
140 INPUT 'ENTER the Temperature after Cooling (in Celcius): ", TC2 
150 TK = TC1 + 273 
160 PRïNT 'ENTER the Net Strain of the Substrate after Heating' 
170 INPUT ' (+ for Tensile Strain; - for Compressive Strain) : ' , ENETMl 
180 PRïNT "ENTER the Net Strain of the Substrate after Cooling' 
190 INPUT a (+ for Tensile Strain; - for Compressive Strain) : " , ENETMS 
200 INPUT 'ENTER the Total Number of Thermal Cycles: ', NTOT 
210 INPUT 'ENTER the Heating Period of the Cycles (in s): ", PERIOD 
220 INPUT 'ENTER the Correcting Factor of Kp: ', CFXP 
230 INPüT 'ENTER the Coating Thickness (in um) : ', YCO 
240 'NOMINAL COMPOSITION OF THE COATING AND THE SUBSTRATE 
250 NB0 = .22: NBCOAT = -6 
260 FOR 1 = O TO N/5 
270 NB (1) = NBCOAT 
280 NEXT 1 
290 FOR 1 = N/5+1 T O N  
3 O0 NB(1) = NB0 
3 10 NEXT 1 
320 'SPATIAL VARIABLES 
330 YTOT = 5*YCO 
340 DY = YTOT/N 
3 5 0 ' TEMPORAL VARIABLES 
3 60 DT = l! 
370 FBO = O 
380 J = O  
390 TIME = J*DT 
400 'PHYSICAL CONSTANTS 
410 VM = 7,02OOSE+12 
420 VBO = 1.27953+13 
430 KPOCO = 167984.8 
440 QCO = 237468.5 
450 R = 8.314 
460 KPB = CFKP*KPOCO*EXP(-QCO/R/TK) 
470 XBOMIN = (2*KPB*DT)".5 
480 -MAX = l/VBO*KPB/XBOMIN 
490 DO% = SE+07: QB = 267770! 
500 DB = DOB*EXP(-QB/R/TK) 
510 FO = DB*DT/DYA2 
520 BIMAX = JBMAXf DY*VM/DB 
530 PRINT 'FO = ' ,FO 
540 IF FO > . 5  TREN PRINT 'WARNING: FO IS TOO BIG!! ! " :  GOTO 1090 
550 'COMPUTE THE CRITICAL SCALE THICKNESS 
560 GBO = 7.7OOOOIE-12 
570 EBO=3-7E-07 
580 NUBO = - 2 4  
590 ALPHAB0 = .O000081 
600 D M T M  = ENETMS - ENETMl 
610 DELTAT = TC2 - TC1 
620 EMECHBO = DENETM - ALPHABO*DELTAT 
630 XCBO= 2*GBO/(EBO*(1+NUBO)*EMECHBOA2) 
640 'CREATE THE OUTPUT FILE 
650 IFZNOclOTHENZ$='O'+RIGHT$(STR$(ZN0),1) 
ELSE Z$=RIGHT$(STR$(ZNO),2) 
660 FILEI$ = 'NBCO-2' + Z$ 
670 OPEN 'Om, #1, FILEI$ 
680 PRINT #1, 'cycles, MOLAR FRACTION (NB) 
690 PRINT #1, USING ' #####.###  c.:"; O; 
700 FOR 1 = O TO N/5 
710 PRINT #1, USING '##.####' ;  NBCOAT; 
720 NEXT 1 
730 F O R I = N / S + l T O N - 1  
740 PRINT #1, USING "## .#### ' ;  NBO; 
750 NEXT 1 
760 PRINT #I, USING " ## .#### " ;  NB0 
770 CLS 
780 PRINT 'cycles, MOLAR FRACTION (NB) 
790 ' 
800 'COMPUTE THE PROFILE NB-Y 
810 FOR CYCLE = 1 TO NTOT 
820 FOR SUBTIME = 1 TO FIX(PERIOD/DT+-5) 
830 FBO = FBO + 1 
840 TIMEBO = FBOfDT 
850 J = J + l  
860 TIME = J*DT 
87 0 XBO = (2*KPB*TIMEBO)A.S 
880 JB = l/VBOfKPB/XBO 
890 a ï=  Ja*DY*VM/Da 
900 NBP(0) = 2*FO*(NB(1) - BI) + (1 - 2*FO)*NB(O) 
910 IF NBP(0) <= O! THEN PRINT "NB' = O": GOTO 1090 
920 FOR M = I TO N-l 
930 NBP(M) = FO* (NB(M-1) + N8(M+1) ) + (1-2*FO) *NB(M) 
940 NEXT M 
950 NBP(N) = 2*FO*NB(N-1) + (1 - 2'FO) +NB(N) 
960 FOR 1 = O TO N 
970 NB(I) = NBP(1) 
980 NEXT 1 
990 GOSUB 10000 
1000 NEXT SUBTIME 
1010 ' GOSUB 1000 
1020 IF XBO > XCBO THEN FBO = 0 
1030 NEXT CYCLE 
1040 ' 
1050 CLOSE #1 
1060 PRïNT USïNG "JBox = ; JB 
1070 J B M  = DB*NBP(l) /VM/DY 
1080 PRDIT USING "JBm = ##.####"""'"; JBM 




10000 'SUBROUTINE 10000; OUTPUT FILE 
10010 PR= #1, USING "#####.###  c.:"; TIME/PERIOD; 
10020 FOR 1 = O TO N-1 
10030 PRïNT #1, USiNG "##.####';  NBP(I1; 
10040 NEXT 1 
10050 PRINT #1, USING ' ## -#### ' ;  NBP(N) 
10060 'PRINT SCREEN 
10070 PRINT USING ' #####.### c.:"; TIME/PERIOD 
10080 FOR 1 = O TO N-1 
10090 PRïNT USING '##.####'; NBP(1) ; 
10100 NEXT I 
10110 PRINT USING "## .#### ' ;  NBP(N1 
10120 m u R N  
Listing of the program YA-REC.BAS 
1 0  'PROGRAM YA-REC-BAS 
20 '******************************************************************** 
30 ' *  PROGRAM YA-REC-BAS 
40 ' *  COMPUTATION OF THE CONCENTRATION PROFILE IN THE DEPLETION ZONE * 
50 ' *  AND OF THE ALLOY INTERFACE RECESSION DURING CYCLIC OXIDATION 
60 * * * * * f t * * * * * * * * * * X * * * * * * * * * ~ t * ~ * * * * * f * t * * * * * * * * * * * * * ~ * * * * * * * * * * * * * * * *  
70 'VARIABLE DEFINITION 
80 N = 1 0  
90 DIM NB (N) ,NBP (N) 
100 'INITIAL CONDITIONS 
110 INPUT 'ENTER the Position Number along the LE (0-99): ", ZN0 
120 I F Z N O ~ 9 9 O R Z N O < O T H E N G O T O 1 1 0  
130 INPUT 'ENTER the Temperature after Heating (in Celcius) : ", TC1 
140 INPUT 'ENTER the Temperature after Cooling (in Celcius) : , TC2 






210 m U T  
220 INPUT 
230 'NOMINAL 
240 NB0 = 
250 FOR 1 
'ENTER the Net Strain of the Substrate after Heatingw 
" (+ for Tension; - for Compression) : ', ENETMl 
'ENTER the Net Stxain of the Substrate after Coolingu 
* (+ for Tension; - for Compression) : ', ENETM2 
'ENTER the Total Number of T h e m l  Cycles : ", NTOT 
'ENTER the Heating Period of the Cycles (in s) : ', PERIOD 
"ENTER the Correcting Factor of Kp: ", CFKP 
ALLOY COMPOSITION 
-22  
= O T O N  
260 NB(1) = NB0 
270 NEXT 1 
280 NBP(0) = l! 
290 NBTR = . I 2  
300 'SPATIAL VARIABLES 
310 Y T O T = 1 0 0 !  
320 DY =YTOT/N 
330 YA = O !  
340 'TEMPORAL VARIABLES 
350 mï = 5! 
360 FA0 = O 
370 FBO = O 
380 J = O 
390 'PHYSICAL, CONSTANTS AND PARAMETERS OF KINETICS OF OXIDATION AND 
DIFFUSION 
400 VM = 7.02005Ec12 
410 VA = 8.38653+12 
420 VA0 = 1.3833+13 
430 VBO = 1,4589E+13 
440 KPOA = 7729.48 
450 QAO = 165058-9 
460 KPOB = 46211.4 
470 QBO = 185621-6  
480 R = 8 . 3 1 4  
490 KPA = CFKP*KPOA*EXP(-QAO/R/TK) 
500 KPB = CFKP*KPOB*EXP(-QBO/R/TK) 
510 XBOMIN = (2*KPB*DT)".5 
520 JBMAX= l/VBOfKPB/XBOMIN 
530 DOB = 5E+07: QB = 267770! 
540 DB = DOB*EXP(-QB/R/TK) 
FO = DB*DT/DYn2 
BIMAX = JBMAX*DY*VM/DB 
CLS 
PBINT 'FO = ',FO 
IF FO > -5 THEN PRINT 'WARNING: FO IS TOO BIG!!!": GOTO 930 
'COMPUTE THE CRITICAL SCALE THICKNESSES 
GAO = 3.6OOOOlE-12 
GBO = 5.800001E-12 
EAO = .O000002 
EBO = 2.83-07 
NüAO = .32 
NUBO = .29 
ALPHAAO = ,0000135 
ALPHABO = 9.600001E-06 
DENETM = ENETMS - ENM'MI 
DELTAT = TC2 - TC1 
EMECHAO = DENETM - ALPHAAO*DELTAT 
m C H B O  = DENETM - ALPHABO*DELTAT 
IF EMECHAO >= O! THEN EMECHAO = .O00001 ELSE E3ECHAO = -EMECHAO 
IF EMECHBO >= O! THEN EMECHBO = ,000001 ELSE EMECHBO = -EMECHBO 
XCAO = 2*GAO/ (=O* (I+NUAO) *EMECHAOA2) 
XCBO = 2*GBO/ (EBO* (I+NUBO) *EMECHBOA2 
'CREATE THE OUTPUT FILE 
800 OPEN "O' , #1, FILEI$ 
810 PRINT #1, "cycles, YA (un), NB'" 
820 PRINT #1, USING ' # # # # #  c: '; CYCLE; 
830 PRINT #1, USING "##### .#  um "; 0; 
840 PRINT #1, USING ' ## .####* ;  NB0 
850 ' 
860 'COMPUTE THE NB-Y PROFILE AND OF THE INTERFACE RECESSION !A 
870 FOR CYCLE = 1 TO NTOT 
880 IF NSP(O) > O! THEN GOSUE 1000 ELSE msüa ~ Û Û Û  
890 GOSUB 3000 
900 NEXT CYCLE 
910 CLOSE #1 




100 O ' SUBROUTINE 10 0 0 ; ALLOY DEPLETION IN B ASSOCIATED TO BO OXIDE GROWTH 
1010 FOR SUBTIME = 1 TO FIX(PERIOD/DT+.S) 
1020 FBO = FBO + I 
1030 TIMEBO = FBO*DT 
1040 J = J + 1  
1050 TIME = J*DT 
1060 XBO = (S*KPB*TIMEBO)".S 
1070 JB = l/VBO*KPB/XBO 
1080 BI= JBfDY*VM/DB 
1090 NBP(0) = S*FO*(NB(l) - BI) + (1 - 2*FO) *NB(O) 
1100 FOR M = 1 TO N-1 
1110 NBP(M) = FO*{NB(M-1) + NB(M+l) + (1-2*FO) *NB(M) 
1120 NEXT M 
113 O NBP(N) = 2*FO*NB (N-1) + (1 - S'FOI *NB (NI 
1140 IF NBP(0) <= O! THEN NBP(0) = O! 
1150 FOR 1 = O TO N 
1160 NB(1) = NBP(1) 
1170 NEXT 1 
1180 SUBT = SUBTIME 
1190 NEXT SüBTIME 
1200 IF XBO >= XCBO THEN F E 0  = O :  FA0 = O 
1210 RETURN 
1220 ' 
2000 'SUEROUTINE 2000; INTERFACE RECESSION ASSOCIATED TO A 0  OXIDE GROWTH 
2010 'INTERFACE RECESSION 
2020 FA0 = FA0 + 1 
2030 TIMEOAC = (FAO-1) *PERIOD 
2040 TIMEAO = FAO*PERIOD 
2050 XOAO = ( 2 *KPA*TIMEOAO) ̂. 5 
2060 XAO = (2fKPA*TIMEAO)A.5 
2070 DXAO = XAO - XOAO 
2080 DYA = VA/VAOfDXAO 
2090 YA = YA + DYA 
2100 I F  XAO >= XCAO THEN FA0 = O 
2110 'RECESSION OF THE DEPLETION PROFILE NB-Y 
2120 FOR 1 = O TO N-1 
2130 NB(1) = DYA/DY*(NB(I+I)-NB(1)) + NB(I) 
2140 NEXT 1 
2150 NB(N) = NB0 
2160 IF NB(0) < NBTR THEN NBP(0) = O !  ELSE NBP(0) = 1! 
2170 %3TURN 
2180 ' 
3000 'SUBROUTm 3000; OUTPUT FILE FOR YA-2-N 
3010 PRINT #1, USING " # # # # #  c: "; CYCLE; 
3020 PRINT #1, USING " # # # # # . #  um '; YA; 
3030 PRINT #1, USING ' ## .#### ' ;  NB(0) 
3040 'PRINT SCREEN 
3050 PRINT USING ' ##### c: '; CYCLE; 
3060 PRINT USING ' ##### .#  um "; YA; 
3070 XIhT üS=G ' ## .$### ' ;  &=(O) 
3080 RETURN 
Listing of the pmgram YAR-COAT3AS 
10 ' PROGRAM YAR-COAT . BAS 
20 #************+*********f********************************************* 
30 ' *  PROGRAM YAR-COAT-BAS * 
40 ' *  COMPUTATION OF THE CONCENTRATION PROFILE IN THE DEPLETION ZONE * 
50 ' *  AND OF THE COATING SURFACE RECESSION DURING CYCLIC OXIDATION 
60 #+*++**++***ff**+tft************************************************* 
70 'VARIABLE DEFINITION 
80 N = 25 
90 DIM NB (NI ,NBP (NI 
10 0 ' INITIAL CONDIT1 ONS 
110 INPUT 'ENTER the Position Number along the LE (0-99) : ", ZN0 
120 IF SN0 > 99 OR ZN0 < O THEN GOTO 110 
130 INPUT 'ENTER the Temperature after Heating (in Celcius): ', TC1 
140 INPUT "ENTER the Temperature after Cooling (in Celcius) : ', TC2 
150 TK = TC1 + 273 
160 PRINT 'ENTER the Net Strain of the Substrate after Heatingm 
170 INPUT " ( +  for Tension; - for Compression): ", ENETMI 
180 PRINT "ENTER the Net Strain of the Substrate after Cooling' 
190 INPUT ' ( +  for Tension; - for Compression): ', ENETM2 
200 INPUT "ENTER the Total Number of Thermal Cycles: ", NTOT 
210 INPUT 'ENTER the Heating Period of the Cycles (in SI :  ', PERIOD 
220 INPUT 'ENTER the Correcting Factor of Kp: ', CFKP 
230 INPUT 'ENTER the Coating Thickness (in um) : " , YCO 
24 0 'NOMINAL AfiLûY AND COATING COMPOSITION 
250 NB0 = .22: NBCOAT = -6 
260 FOR 1 = O TO N/5 
270 NB (1) = NBCOAT 
280 NEXT 1 
290 FOR 1 = N/5+1 TO N 
300 NB(1) = NB0 
310 NEXT 1 
320 NBP(0) = I! 
330 NBTR = .f2 
3 4 0 ' SPATIAL VARIABLES 
350 YTOT = S!*YCO 
360 DY = YTOT/N 
370 YA = O! 
380 'TEMPOW VARIABLES 
390 DT = 5 !  
400 FA0 = O 
410 FBO = O 
420 3 = O 
430 'PHYSICAL CONSTANTS AND PARAMETERS OF KINETICS OF OXIDATION AND 
DIFFUS ION 
440 VM = 7 .O2OOSB+l2 
450 VA = 8-38653+12 
460 VA0 = 1.3833+13 
470 VMO = 1.4589E+13 
480 VCO = 1.279SE+13 
490 KPOA = 7729.48 
500 QAO = 165058.9 
510 KPOM = 46211.4 
520 QMO = 185621.6 
530 KPOCO = 167984.8 
540 QCO = 237468.5 
R = 8 . 3 1 4  
KPA = CFKP*KPOA*EXP(-QAO/R/TK) 
KPM = CFKP*KPOM*EXP(-QMO/R/TK) 
KPCO = CFKPtKPOCO*EXP(-QCO/R/TK) 
XB0MI.N = (S*KPCO*DT)".S 
JBMAX = l/VCO*KPCO/XBOMIN 
DOB = 5E+07: QB = 267770! 
DB = DOB*EXP (-QB/R/TK) 
FO = DB*DT/DYA2 
BIMAX = JBMAX*DY*VM/DB 
CLS 
PRINT '€0 = ',FO 
IF FO > - 5  THEN PRINT 'WARNING: FO IS TOO BIG!!!": GOTO 1090 
'COMPUTE THE CRITICAL SCALE THICKNESSES 
GAO = 3.600001E-12 
GMO = 5,800001E-12 
GCO = 7-700001E-12 
EAO = .O000002 
EMO = 2-8E-07 
ECO = 3-73-07 
NUAO = -32 
NUMO = -29 
NUCO = -24 
ALPHAAO = .O000135 
ALPHAMO = 9.6000013-06 
ALPHACO = ,0000081 
DENETM = ENETM2 - m m 1  
DELTAT = TC2 - TC1 
EMEXHAO = DENETM - ALPHAAO*DELTAT 
EMECHMO = DENETM - ALPHAMOfDELTAT 
EMECHCO = DENETM - ALPHACO*DELTAT 
IF EMECHAO >= O! THEN EMECHAO = .O00001 ELSE EMECHAO = -EMECHAO 
IF EMECHMO >= O! THEN EMECHMO = .O00001 ELSE EMECHMO = -EMECHMO 
IF EMECHCO >= O! THEN EMECHCO = .O00001 ELSE EMECHCO = -EMECHCO 
XCAO = 2*GAO/ (MO* (i+hxAO} *EIWCiCiOA2) 
XCMO = ~*GMO/(EMO*(~+NUMO)*EMECHMO~~) 
XCCO = 2*GCO/ (ECO*(1+NUCO)*EMECHCOn2) 
920 'CREATE THE OUTPUT FILE 
IF ZN0 < 10 THEN Z$='On+RIGHT$(STR$(SNO),l) 
ELSE Z$=RIGHT$(STR$(ZNO),S} 
FILETS = 'YACO-2'' + ZS 
OPEN 'Om, #1, FILElS 
PRINT #1, mcycles, YA (um) , NB" 
PRINT #1, USING " # # # # #  c.: "; 0; 
PRINT #1, USING ' ##### .#  um O; 
PRINT #1, USING "## ,####" ;  NBCOAT 
I 
'COMPUTE THE NB-Y PROFILE AND OF THE INTERFACE RECSSSION YA 
FOR CYCLE = 1 TO NTOT 
IF YA <= YCO THEN VBO = VCO: KPB = KPCO: XCBO = XCCO 
ELSE VBO = VMO: RPB = KPM: XCBO = XCMO 








10000 'SUBROUTINE 10000; ALLOY DEPLETION IN B ASSOCIATED Tû BO OXIDE 
GROWTH 
10010 FOR SUBTIME = 1 TO FIX(PERIOD/DT+.S) 
FBO = FBO + 1 
TiMEBO = FBO*DT 
J = J + l  
T m  = JfDT 
XBO = (2*KPB*TIMEBO)".s 
JB = l/VBO*KPB/XBO 
BI= JB*DYfVM/DB 
NBP(0) = 2*FO*(NB(l) - BI) + (1 - 2*FO)'NB(O) 
FOR M = 1 TO N-1 
NBP(M) = FO* (NB (M-1) + NB (M+I) ) + (1-2*FO) *NB(M) 
NEXT M 
NBP(N) = 2*FOfNB(N-1) + (1 - 2*FO)*NB(N) 
NBP(0) <= O! THEN NBP(0) = O! 
FOR I = O TO N 
NB(I) = NBP(1) 
NEXT 1 
SUBT = SUBTIME 
NEXT S U B T m  
IF XBO >= XCBO THEN FBO = O: FA0 = O 
RETURN 
1 
'SUBROüTINE 20000; INTERFACE RECESSION ASSOCIATED TO A0 OXIDE 
GROWTH 
'INTERFACE RECESSION 
FA0 = FA0 + 1 
TIMEOAO = (FAO-l)*PERIOD 
TIMEAO = FAO*PERIOD 
XOAO = (2 *KPA*TLMEOAO) - 5  
XAO = (2*KPA*TIMEAO)".S 
DXAO = jw0 - XOAO 
DYA = VA/VAOfDXAO 
YA = YA + DYA 
IF XAO >= XCAO THEN FA0 = O 
'RECESSION OF THE DEPLETION PROFILE NB-Y 
FOR 1 = O TO N-1 
NB(1) = DYA/DY*(NB(I+l)-NB(1) 1 + NB(1) 
NEXT 1 
NB(N) = NB0 
IF NB(0) < NBTR THEN NBP(0) = O! ELSE NBP(0) = l! 
R E T r n  
1 
'SUBROUTINE 30000; OUTPUT FILE FOR YA-2-N 
PRINT #1, USïNG '##### c: '; CYCLE; 
PRINT #1, USING '#####.# um '; YA; 
PRINT #1, USING '##.####'; NB(0) 
'PRINT SCREEN 
PRINT USING " # # # # #  c: '; CYCLE; 
PRINT USING '#####.# um '; YA; 
PRINT USING '##.####' ;  NB(0) 
RETURN 
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