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Zusammenfassung
Die vorliegende Arbeit befasst sich mit dem Schätzen von Trendmodellen. Dabei konstruie-
ren wir simultane Konﬁdenzbänder für die Trendfunktion basierend auf nichtparametrischen
Schätzern. Unter der Annahme von unabhängigen Fehlern wurde die Konstruktion von si-
multanen Konﬁdenzbändern u. a. in Bickel und Rosenblatt (1973) und Neumann und Polzehl
(1996) behandelt. Die Beobachtungen, welche der hier untersuchten Trendfunktion zugrunde
liegen, werden jedoch als abhängig vorausgesetzt. Bei der nichtparametrischen Trendschät-
zung mit abhängigen Fehlern greifen Wu und Zhao (2007) für die Konstruktion von simulta-
nen Konﬁdenzbändern auf das strong invariance principle zurück.
Mit Hilfe von simultanen Konﬁdenzbändern wird ein visueller Eindruck von der Abweichung
des Schätzers zu der wahren Funktion geliefert. Sie können weiterhin auch der Überprüfung
von parametrischen Modellen dienen.
Für die Konstruktion der simultanen Konﬁdenzbänder werden wir in dieser Arbeit das von
Efron (1979) eingeführte Bootstrap-Verfahren nutzen. Da wir abhängige Fehler vorliegen ha-
ben, muss diese Abhängigkeit durch das Bootstrap-Verfahren berücksichtigt werden. Dazu
verwenden wir zwei Modiﬁkationen des von Shao (2010) eingeführten Dependent Wild Boot-
strap-Verfahrens, zum einen das Blockwise Dependent Wild Bootstrap und zum anderen das
Autoregressive Dependent Wild Bootstrap.
Um in die oben genannte Thematik einzuführen, werden wir zunächst die asymptotische Kor-
rektheit von punktweisen Konﬁdenzintervallen für die obige Trendfunktion nachweisen. Für
die Konstruktion der punktweisen Konﬁdenzintervalle nutzen wir das Blockwise Dependent
Wild Bootstrap-Verfahren und den Nachweis der asymptotischen Korrektheit liefern wir mit
Hilfe des Zentralen Grenzwertsatzes für Regressionsmodelle von Roussas et al. (1992).
Danach gehen wir dazu über, die asymptotische Korrektheit der simultanen Konﬁdenzbänder
nachzuweisen. Dazu nutzen wir die sogenannte Coupling-Technik. Mit dieser koppeln wir die
Partialsummenprozesse, welche aus dem stationären Fehlerprozess und aus dem Bootstrap-
Fehlerprozess bestehen, an den gleichen Wiener Prozess. Auf der Originalseite nutzen wir
dafür ein bekanntes Resultat der starken Approximation von Shao und Lu (1987). Auf der
Bootstrap-Seite leiten wir das Coupling der Partialsummenprozesse für beide oben genannte
Bootstrap-Verfahren her. Bei der Konstruktion der simultanen Konﬁdenzbänder untersuchen
wir jedoch nicht die Original- und Bootstrap-Fehlerprozesse, sondern eine gewichtete Summe
von diesen. Daher ist es ebenso notwendig eine gewichtete Summe der Zuwächse des Wiener
Prozesses zu betrachten. Mit Hilfe des obigen Couplings auf der Original- und Bootstrap-Seite
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erhalten wir die gleichmäßige Approximation der gewichteten Summe der Fehler an die gewich-
tete Summe der Bootstrap-Fehler. Zum Schluss nutzen wir eine Abwandlung des bekannten
Resultates zur asymptotischen Verteilung des Maximums eines stationären Gaußprozesses.
Dieses wurde auch von Bickel und Rosenblatt (1973) zur Konstruktion von simultanen Konﬁ-
denzbändern bei unabhängigen und identisch verteilten Daten genutzt. Da wir in dieser Arbeit
einen abhängigen Fehlerprozess betrachten, müssen wir die unbekannte Kovarianzfunktion mit
berücksichtigen. Wir weisen somit eine Erweiterung des klassischen Resultates auf abhängi-
ge Zufallsvariablen nach. Mit diesem Ergebnis und durch die gleichmäßige Approximation
der gewichteten Summen der Original- und Bootstrap-Fehler erhalten wir den Nachweis der
asymptotischen Korrektheit der simultanen Konﬁdenzbänder.
Zum Abschluss soll eine Simulationsstudie und ein Datenbeispiel die vorangegangenen asymp-
totischen Aussagen veranschaulichen. Die Studie liefert uns Überdeckungswahrscheinlichkei-
ten der simultanen Konﬁdenzbänder, welche durch das Blockwise Dependent Wild Bootstrap-
Verfahren und das Autoregressive Dependent Wild Bootstrap-Verfahren konstruiert wurden.
Zur weiteren Illustration konstruieren wir abschließend simultane Konﬁdenzbänder mit Hilfe
von Daten der globalen Erderwärmung.
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1 Einleitung
In der Zeitreihenanalyse stellt das Schätzen von Trendmodellen ein wichtiges Problem dar.
Die Anwendung dieser Modelle ist dabei weit verbreitet, z. B. bei der Untersuchung der glo-
balen Erderwärmung, u. a. in Woodward und Gray (1993). Falls diese Trendmodelle eine
parametrische Form besitzen, existieren Methoden um die Regressionsfunktion zu schätzen
und Konﬁdenzbänder zu konstruieren. Jedoch sind in vielen Fällen keine parametrischen For-
men bekannt und es müssen nichtparametrische Techniken genutzt werden. Daher werden wir
in der vorliegenden Arbeit simultane Konﬁdenzbänder für die Trendfunktion basierend auf
nichtparametrischen Schätzern und im Zusammenhang mit abhängigen Beobachtungen kon-
struieren. Unter anderem in Wu und Zhao (2007) wurde dies bereits genauer untersucht. Wir
betrachten in der nachfolgenden Arbeit das Modell
Xi = m (i/n) + ei
für i = 1, . . . , n. Hierbei werden die Daten X1, . . . , Xn beobachtet. Weiterhin ist m eine un-
bekannte, glatte Regressionsfunktion, welche auf dem Intervall [0, 1] deﬁniert ist. Zusätzlich
ist (ei)i=1,...,n ein stationärer Prozess mit E (ei) = 0 und Var (ei) <∞. Im Allgemeinen ist Xi
nicht stationär.
Simultane Konﬁdenzbänder liefern einen visuellen Eindruck von der Abweichung des Schät-
zers zu der wahren Funktion. Sie zeigen somit die Angemessenheit eines solchen Schätzers
auf. Weiterhin dienen sie auch der Überprüfung von parametrischen Modellen. Dabei sind si-
multane Konﬁdenzbänder informativer als punktweise Konﬁdenzintervalle, wenn entschieden
werden muss, ob ein Merkmal der geschätzten Kurve als Struktur der unbekannten Funktion
betrachtet werden kann, oder durch zufällige Schwankungen des Schätzers erklärbar ist.
Unter der Annahme von unabhängigen Fehlern wurde die Konstruktion von simultanen Kon-
ﬁdenzbändern bereits in verschiedenen Arbeiten behandelt. Darunter zählen z. B. Bickel und
Rosenblatt (1973) im Falle der Kerndichteschätzung, sowie Liero (1982), Eubank und Speck-
man (1993) und Neumann und Polzehl (1996) im Falle der nichtparametrischen Regression.
Die Konstruktion von simultanen Konﬁdenzbändern wird sichtlich erschwert, wenn die Fehler
als abhängig vorausgesetzt werden. Einen Schritt in diese Richtung macht Bühlmann (1998).
Dort wird die nichtparametrische Trendschätzung mit einem autoregressiven Fehlerterm un-
tersucht. Hierbei wird ein sogenanntes Sieve Bootstrap-Verfahren genutzt, um simultane Kon-
ﬁdenzregionen zu erstellen. Dafür werden simultane Konﬁdenzbänder für eine endliche Zahl
von Umgebungen, deren Größe durch die Ordnung der Bandbreite bestimmt ist, konstruiert.
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Diesem Ansatz, simultane Konﬁdenzbänder für Teilintervalle zu konstruieren, wird auch in
Wu und Zhao (2008) für die nichtparametrische Regression nachgegangen. Jedoch wurde auf
die Konstruktion von simultanen Konﬁdenzbändern mit abhängigen Fehlern für das gesamte
Intervall [0, 1] in der Literatur bisher wenig eingegangen. Für deren Konstruktion greifen Wu
und Zhao (2007) bei der nichtparametrischen Trendschätzung auf das strong invariance prin-
ciple für stationäre Prozesse zurück.
Das ursprüngliche Ziel dieser Arbeit bestand darin, mit einem Schätzer m̂ für die Regressi-
onsfunktion m ein t∗n,1−α zu bestimmen, sodass für α ∈ (0, 1) die Konvergenz
P
(
m(t) ∈ [m̂(t)− t∗n,1−α, m̂(t) + t∗n,1−α] ∀t ∈ [0, 1]) −→n→∞ 1− α
erreicht wird.
Die Güte eines Schätzers wird häuﬁg durch dessen mean square error (MSE) bestimmt. Die-
ser misst die mittlere quadratische Abweichung des Schätzers m̂ vom zu schätzenden Para-
meter m. Er setzt sich aus der Varianz von m̂ und dem quadrierten Verzerrungsterm (Bias)
zusammen. Angestrebt ist natürlich ein kleiner MSE, sodass die Schätzwerte wenig streuen
und der Schätzer im Mittel in der Nähe des zu schätzenden Wertes liegt. Der MSE eines nicht-
parametrischen MSE-optimalen Schätzers m̂ setzt sich aus einem quadrierten Bias und einer
Varianz von gleicher Größenordnung zusammen. Diese Schätzverzerrungen müssen durch das
Verfahren zur Erstellung von simultanen Konﬁdenzbändern berücksichtigt werden. Dadurch
wird sichergestellt, dass die Bänder korrekt zentriert sind und eine korrekte Überdeckung er-
reicht werden kann. In der Literatur werden zwei Möglichkeiten betrachtet, um den Bias zu
korrigieren. Bei der ersten Methode wird bei der Berechnung der Konﬁdenzbänder ein Schätzer
des unbekannten Bias abgezogen. Für diese Biaskorrektur müssen zusätzliche Glattheitsgrade
der Regressionsfunktion vorhanden sein. Für die zweite Methode wird der Schätzer unterglät-
tet, d. h. es wird bei der Berechnung des Schätzers eine so kleine Bandbreite gewählt, dass der
Bias vernachlässigbar wird. Dadurch erhöht sich jedoch die Varianz des Schätzers. Weiterhin
ist das Unterglätten schwierig in der Praxis anzuwenden, da es keine Richtlinie gibt, wie eine
asymptotisch unterglättete Bandbreite deﬁniert wird. Somit ergeben sich bei beiden Möglich-
keiten, um dieses Bias-Problem zu behandeln, technische Schwierigkeiten. Weiterhin führen
sie auch notwendigerweise dazu, dass der zugrunde liegende Schätzer nicht asymptotisch op-
timal im Sinne des MSE ist. Statt für die Regressionsfunktion m werden wir deshalb ein
simultanes Konﬁdenzband für eine geglättete Version von m erstellen, mit welcher der Bias-
Term ausgeschaltet wird. Damit betrachten wir im Folgenden die geglättete Version Kbn ∗m
von m
Kbn ∗m(t) = Kbn(m)(t) =
1
nbn
n∑
i=1
K
(
t− i/n
bn
)
m (i/n)
3mit einem Kern K und einer Bandbreite bn, welche im nachfolgenden Kapitel näher erläutert
werden. Somit soll nun ein t∗n,1−α bestimmt werden, sodass für α ∈ (0, 1) die Konvergenz
P
(
Kbn(m)(t) ∈
[
m̂(t)− t∗n,1−α, m̂(t) + t∗n,1−α
]∀t ∈ [0, 1]) −→
n→∞ 1− α
erreicht wird.
Im Fall der Kerndichteschätzung mit unabhängigen und identisch verteilten Daten nutzen
Bickel und Rosenblatt (1973) das klassische Resultat der asymptotischen Verteilung des Maxi-
mums eines stationären Gaußprozesses zum Konstruieren von simultanen Konﬁdenzbändern.
Demgegenüber nutzt Neumann (1998) zur Konstruktion von simultanen Konﬁdenzbändern
in der Dichteschätzung mit abhängigen Daten das sogenannte whitening by windowing-
Prinzip. Dieses Prinzip wurde von Hart (1996) beschrieben. Des Weiteren wurde in Neumann
und Kreiss (1998) im Falle der Supremum-Typ Statistiken und in Neumann (2002) für den
Fall der gemeinsamen Verteilung von nichtparametrischen Schätzern der bedingten Erwar-
tungswertfunktion eine geeignete Version des whitening by windowing-Prinzips hergeleitet.
Dieses Prinzip beschreibt die Tatsache, dass durch das Abfallen der Bandbreite des Kernschät-
zers gegen Null bei wachsendem Stichprobenumfang, die Abhängigkeit der Zufallsvariablen
vernachlässigbar wird. Aufgrund dieses Prinzips können Dichteschätzer unter schwacher Ab-
hängigkeit durch Dichteschätzer unter Unabhängigkeit approximiert werden. Somit können
simultane Konﬁdenzbänder für Dichteschätzer mit abhängigen Daten konstruiert werden wie
im Falle mit unabhängigen. Da im vorliegenden Fall der Trendschätzung die Abhängigkeit der
Daten asymptotisch nicht vernachlässigbar ist, kann das Prinzip des whitening by window-
ing in dieser Arbeit nicht genutzt werden. Wird nun der klassische Ansatz zur Konstruktion
von simultanen Konﬁdenzbändern von Bickel und Rosenblatt (1973) auf den hier betrachteten
Fall von abhängigen Daten angewendet, führt dies zwar zu asymptotisch korrekten simultanen
Konﬁdenzbändern, jedoch mit einer langsamen Konvergenzrate, wie Hall (1993) untersuchte.
Des Weiteren müsste wegen ihrer Unbekanntheit die Summe der Kovarianzen des stationären
Prozesses (ei)i=1,...,n geschätzt werden. Um dies zu umgehen und dennoch korrekte simul-
tane Konﬁdenzbänder zu konstruieren, greifen wir in der vorliegenden Arbeit auf das durch
Efron (1979) eingeführte Bootstrap-Verfahren zurück. Mit diesem Verfahren wurden bereits
im unabhängigen Fall Konﬁdenzintervalle von Härdle und Bowman (1988), sowie simultane
Fehlerbalken an endlich vielen Punkten von Härdle und Marron (1991) und simultane Konﬁ-
denzbänder von Neumann und Polzehl (1996) für die nichtparametrische Regression konstru-
iert. Des Weiteren untersuchte Hall (1993) das Bootstrap-Verfahren für die Konstruktion von
Konﬁdenzbändern in der Dichteschätzung. Da wir abhängige Daten betrachten, nutzen wir
eine Modiﬁkation dieses Verfahrens, das sogenannte Dependent Wild Bootstrap-Verfahren von
Shao (2010).
Die vorliegende Arbeit ist wie folgt aufgebaut. In Kapitel 2 werden wir die Grundlagen für die-
se Arbeit einführen. Dazu zählen die Vorstellung und Untersuchung des Kernschätzers, sowie
eine Erläuterung der genutzten Abhängigkeitsstruktur und die Einführung des Bootstrap-
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Verfahrens. Den Nachweis der asymptotischen Korrektheit von punktweisen Konﬁdenzinter-
vallen nehmen wir danach in Kapitel 3 vor. In Kapitel 4.1 gehen wir auf das Coupling des
Partialsummenprozesses der Originalfehler mit Hilfe der starken Approximation von Shao und
Lu (1987) ein. Weiterführend weisen wir in Kapitel 4.2 die starke Approximation für lineare
Prozesse nach. In Kapitel 4.3 und 4.4 leiten wir das Coupling der Partialsummenprozesse
auf der Bootstrap-Seite her. Zusammen mit dem Nachweis der Erweiterung des klassischen
Resultates der asymptotischen Verteilung des Maximums eines stationären Gaußprozesses auf
abhängige Daten in Kapitel 5 werden wir die asymptotische Korrektheit der simultanen Kon-
ﬁdenzbänder nachweisen. Zur Veranschaulichung der asymptotischen Aussagen werden wir
in Kapitel 6 eine Simulationsstudie durchführen, sowie ein Datenbeispiel betrachten. Im ab-
schließenden Kapitel 7 fassen wir diese Arbeit zusammen und liefern einen kurzen Ausblick.
Im Anschluss daran werden wir im Anhang noch einige technische Aussagen beweisen.
2 Vorbetrachtungen
In diesem Kapitel werden wir die Grundlagen für die nachfolgende Arbeit darstellen. Dazu
zählen die Einführung des genutzten Schätzers für die Regressionsfunktion, sowie die Vorstel-
lung der Abhängigkeitsstruktur, welche wir für den Fehlerprozess annehmen. Des Weiteren
wird das in dieser Arbeit genutzte Bootstrap-Verfahren und zwei seiner Modiﬁkationen vor-
gestellt.
Mit Hilfe dieser Grundlagen werden wir im Folgenden die Hauptresultate der vorliegenden
Arbeit liefern. Dazu zählt zunächst der Nachweis der asymptotischen Korrektheit von punkt-
weisen Konﬁdenzintervallen in Kapitel 3, welche mit Hilfe einer im Folgenden dargestellten
Variante des Bootstrap-Verfahrens konstruiert werden. Des Weiteren werden wir in Kapi-
tel 4 das Coupling der Partialsummenprozesse sowohl für den Fehlerprozess, als auch für
beide Bootstrap-Fehlerprozesse, welche sich durch die nachfolgend vorgestellten Modiﬁkatio-
nen des Bootstrap-Verfahrens ergeben, herleiten. Anschließend werden wir in Kapitel 5 eine
Erweiterung des klassischen Resultates der asymptotischen Verteilung des Maximums eines
stationären Gaußprozesses und damit die asymptotische Korrektheit der simultanen Konﬁ-
denzbänder nachweisen.
2.1 Kernschätzer der Regressionsfunktion
Um simultane Konﬁdenzbänder zu konstruieren benötigen wir einen Schätzer für die unbe-
kannte Regressionsfunktion m aus dem Trendmodell. Da eine parametrische Form für diese
Regressionsfunktion nicht bekannt ist, nutzen wir die nichtparametrische Regression um m
zu schätzen. Dafür werden wir in der vorliegenden Arbeit den Priestley-Chao-Schätzer
m̂(t) :=
n∑
i=1
wn(t, i)Xi =
1
nbn
n∑
i=1
K
(
t− i/n
bn
)
Xi (2.1)
mit einem Kern K und einer Bandbreite bn benutzen. Dieser Schätzer wurde von Priestley
und Chao (1972) eingeführt. Die Kernfunktion K stellt dabei eine Art Gewichtungsfunktion
dar und durch das Variieren der Bandbreite bn kann die Weite dieser Gewichtungsfunktion
variiert werden. Die Wahl der Kernfunktion ist bis auf wenige Einschränkungen willkürlich,
im Gegensatz dazu hat die Wahl der Bandbreite einen höheren Einﬂuss auf die Eigenschaften
des Schätzers.
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Neben dem Priestley-Chao-Schätzer ist auch die Anwendung anderer Schätzer zum Schätzen
der unbekannten Regressionsfunktion m möglich. Weitere Schätzer wären u. a. der Gasser-
Müller-Schätzer aus Gasser und Müller (1979), oder der Nadaraya-Watson-Schätzer von Na-
daraya (1964) und Watson (1964).
Für den weiteren Verlauf dieser Arbeit treﬀen wir folgende Voraussetzungen
[A1]
(i) Der Kern K kommt aus der Menge der beschränkten Funktionen mit dem Träger [−1, 1].
Weiterhin ist sowohl K als auch K ′ Lipschitz-stetig.
(ii) K ist ein Kern der Ordnung 2, d. h.
∫
K(s) ds = 1 und
∫
sK(s) ds = 0.
(iii) Die Regressionsfunktion m ist zweimal stetig diﬀerenzierbar auf [0, 1].
(iv) Für die Bandbreite bn gilt bn −→ 0 und nbn −→∞ für n→∞.
(v) Weiterhin gelte
∞∑
k=−∞
|γ(k)| <∞, wobei γ(k) := Cov(ei, ei+k).
Bemerkungen
◦ Da der Fehlerprozess (ei)i=1,...,n stationär ist, gilt
Cov(ei, ei+k) = Cov(e0, ek).
◦ Die Voraussetzungen für den Kern K werden u. a. vom Rechteck-, Dreiecks-, Quartic-,
Epanechnikov-, Triweight- und Kosinus-Kern erfüllt.
Wie bereits erwähnt wird die Güte eines Schätzers häuﬁg durch dessen mean square error
bestimmt. Dieser misst die mittlere quadratische Abweichung des Schätzers m̂ vom zu schät-
zenden Parameter m. Somit hat der MSE von m̂(t) die Form
MSE (m̂(t)) = E (m̂(t)−m(t))2
= E
(
m̂(t)− E (m̂(t)) )2 + (E (m̂(t))−m(t))2
= Var (m̂(t)) +
(
Bias (m̂(t))
)2
. (2.2)
Das Schätzverfahren mit dem kleinsten MSE ist dabei das Beste. Im Folgenden werden wir
den MSE des Priestley-Chao-Schätzers bestimmen.
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Lemma 2.1
Unter den Voraussetzungen [A1] gilt für den mittleren quadratischen Fehler des Priestley-
Chao-Schätzers von (2.1) gleichmäßig für t ∈ [bn, 1− bn]
MSE (m̂(t)) =
1
nbn
1∫
−1
K2(u) du
∞∑
k=−∞
γ(k) +
b4n
4
m′′(t) 1∫
−1
u2K(u) du
2
+O
(
b5n +
1
(nbn)2
+
bn
n
)
für bn −→ 0 und nbn −→∞ falls n→∞.
Beweis
Der mittlere quadratische Fehler von m̂(t) hat die in (2.2) angegebene Form. Um zunächst den
Bias von m̂(t) zu bestimmen, betrachten wir den Erwartungswert von m̂(t) und unterteilen
diesen in
E (m̂(t)) =
1
nbn
n∑
i=1
K
(
t− i/n
bn
)
m (i/n)
=
1
nbn
n∫
0
K
(
t− y/n
bn
)
m (y/n) dy
+
1
nbn
n∑
i=1
i∫
i−1
[
K
(
t− i/n
bn
)
m (i/n)−K
(
t− y/n
bn
)
m (y/n)
]
dy.
Mit der Substitution s := y/n gilt für den ersten Term
1
nbn
n∫
0
K
(
t− y/n
bn
)
m (y/n) dy =
1
bn
1∫
0
K
(
t− s
bn
)
m(s) ds.
Weiterhin unterteilen wir den zweiten Term und erhalten aufgrund der Lipschitz-Stetigkeit
von K und der Stetigkeit von m für n→∞
1
nbn
n∑
i=1
i∫
i−1
m (i/n)
[
K
(
t− i/n
bn
)
−K
(
t− y/n
bn
)]
dy
+
1
nbn
n∑
i=1
i∫
i−1
K
(
t− y/n
bn
)
[m (i/n)−m (y/n)] dy
= O
(
1
nbn
)
+O
(
1
n
)
= O
(
1
nbn
)
.
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Somit gilt für den Erwartungswert für n→∞
E (m̂(t)) =
1
bn
1∫
0
K
(
t− s
bn
)
m(s) ds+O
(
1
nbn
)
.
Nun wenden wir auf das Integral die Substitution u := t−sbn an und erhalten mit der Taylor-
Formel und [A1] (i) für bn → 0
E (m̂(t)) =
t
bn∫
− 1−t
bn
K(u)m(t− ubn) du+O
(
1
nbn
)
=
t
bn∫
− 1−t
bn
K(u)
[
m(t)− ubnm′(t) + 1
2
(ubn)
2m′′(t)
]
du+O
(
b3n
)
+O
(
1
nbn
)
= m(t)
1∫
−1
K(u) du− bnm′(t)
1∫
−1
uK(u) du+
1
2
b2nm
′′(t)
1∫
−1
u2K(u) du
+O
(
b3n +
1
nbn
)
.
Somit ergibt sich mit [A1] (ii), dass
E (m̂(t)) = m(t) +
b2n
2
m′′(t)
1∫
−1
u2K(u) du+O
(
b3n +
1
nbn
)
.
Dadurch gilt für den Bias von m̂(t) gleichmäßig für t ∈ [bn, 1− bn], dass
Bias (m̂(t)) =
b2n
2
m′′(t)
1∫
−1
u2K(u) du+O
(
b3n +
1
nbn
)
. (2.3)
Weiterhin untersuchen wir die Varianz des Schätzers m̂(t) und erhalten mit [A1] (v)
Var (m̂(t)) = Var
(
1
nbn
n∑
i=1
K
(
t− i/n
bn
)
ei
)
=
1
(nbn)2
n∑
i,j=1
K
(
t− i/n
bn
)
K
(
t− j/n
bn
)
Cov(ei, ej)
=
1
(nbn)2
n∑
i,j=1
K
(
t− i/n
bn
)
K
(
t− j/n
bn
)
γ(j − i). (2.4)
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Nun gilt mit k := j − i die Umformung
1
nbn
n∑
i,j=1
K
(
t− i/n
bn
)
K
(
t− j/n
bn
)
γ(j − i)
=
1
nbn
n∑
i=1
n−i∑
k=1−i
K
(
t− i/n
bn
)
K
(
t− (i+k)/n
bn
)
γ(k)
=
n−1∑
k=−(n−1)
γ(k)
1
nbn
min{n−k,n}∑
i=max{1,1−k}
K
(
t− i/n
bn
)
K
(
t− (i+k)/n
bn
)
. (2.5)
Den zweiten Faktor von (2.5) unterteilen wir und nutzen danach s := y/n für den ersten Term.
Somit folgt
1
nbn
min{n−k,n}∑
i=max{1,1−k}
K
(
t− i/n
bn
)
K
(
t− (i+k)/n
bn
)
=
1
nbn
min{n−k,n}∫
max{0,−k}
K
(
t− y/n
bn
)
K
(
t− (y+k)/n
bn
)
dy
+
1
nbn
min{n−k,n}∑
max{1,1−k}
i∫
i−1
[
K
(
t− i/n
bn
)
K
(
t− (i+k)/n
bn
)
−K
(
t− y/n
bn
)
K
(
t− (y+k)/n
bn
)]
dy
=
1
bn
min{1−k/n,1}∫
max{0,−k/n}
K
(
t− s
bn
)
K
(
t− s− k/n
bn
)
ds
+
1
nbn
min{n−k,n}∑
max{1,1−k}
i∫
i−1
[
K
(
t− i/n
bn
)
K
(
t− (i+k)/n
bn
)
−K
(
t− y/n
bn
)
K
(
t− (y+k)/n
bn
)]
dy.
Somit gilt für (2.5) für n → ∞ mit der absoluten Summierbarkeit von γ(·) und der majo-
risierten Konvergenz für den ersten Term, sowie mit der absoluten Summierbarkeit von γ(·)
und der Lipschitz-Stetigkeit von K für den zweiten Term, dass
1
nbn
n∑
i,j=1
K
(
t− i/n
bn
)
K
(
t− j/n
bn
)
γ(j − i)
=
n−1∑
k=−(n−1)
γ(k)
1
bn
min{1−k/n,1}∫
max{0,−k/n}
K
(
t− s
bn
)
K
(
t− s− k/n
bn
)
ds
+
n−1∑
k=−(n−1)
γ(k)
1
nbn
min{n−k,n}∑
max{1,1−k}
i∫
i−1
[
K
(
t− i/n
bn
)
K
(
t− (i+k)/n
bn
)
−K
(
t− y/n
bn
)
K
(
t− (y+k)/n
bn
)]
dy
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=
1
bn
1∫
0
K2
(
t− s
bn
)
ds
∞∑
k=−∞
γ(k) +O
(
1
nbn
)
.
Damit folgt wieder mit der Substitution u := t−sbn und [A1] (ii), dass
1
nbn
n∑
i,j=1
K
(
t− i/n
bn
)
K
(
t− j/n
bn
)
γ(j − i)
=
1
bn
t−1
bn∫
t
bn
K2 (u) (−bn) du
∞∑
k=−∞
γ(k) +O
(
1
nbn
)
=
1∫
−1
K2 (u) du
∞∑
k=−∞
γ(k) +O
(
1
nbn
)
für bn → 0. Somit erhalten wir für (2.4)
Var (m̂(t)) =
1
nbn
1∫
−1
K2 (u) du
∞∑
k=−∞
γ(k) +O
(
1
(nbn)2
)
. (2.6)
Dadurch gilt für den MSE des Priestley-Chao-Schätzers von (2.1) mit (2.2), (2.3) und (2.6)
MSE (m̂(t)) =
1
nbn
1∫
−1
K2(u) du
∞∑
k=−∞
γ(k) +
b4n
4
m′′(t) 1∫
−1
u2K(u) du
2
+O
(
b6n + b
5
n +
1
(nbn)2
+
bn
n
)
für bn → 0 und nbn →∞. 
Da wir in der vorliegenden Arbeit eine asymptotische Überdeckung der simultanen Konﬁdenz-
bänder betrachten, müssen wir nicht auf die sogenannten Randeﬀekte eingehen, welche bei
der Kernregression vorkommen. Diese entstehen für die Werte t ∈ [0, bn) und t ∈ (1− bn, 1]
und müssten mit entsprechenden Methoden, wie sie bspw. in Gasser und Müller (1979) und
Rice (1984) vorgeschlagen werden, behandelt werden.
Wie bereits erwähnt dient die Kernfunktion K dem Zweck Gewichte zu berechnen, welche
den Beobachtungen zugeordnet werden. Des Weiteren bestimmt die Bandbreite bn die Weite
in welcher diese Gewichte berechnet werden. Somit kontrolliert der Betrag der Bandbreite
die Glattheit des resultierenden Schätzers der Regressionsfunktion. Für den Fall der nichtpa-
rametrischen Regression mit unabhängigen und identisch verteilten Daten bietet die in der
Literatur weit verbreitete Kreuzvalidierung eine datenbasierte Methode, um eine optimale
Bandbreite zu wählen, bspw. in Härdle und Marron (1985). Jedoch scheitert diese Methode
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im Falle der nichtparametrischen Regression mit abhängigen Daten, worauf bspw. in Chu und
Marron (1991) und Hart (1991) eingegangen wird. In diesen Arbeiten werden auch Methoden
vorgestellt, um die entstehenden Fehler zu korrigieren. Chu und Marron (1991) liefert dafür ei-
ne modiﬁzierte Methode der Kreuzvalidierung, die sogenannte leave-k-out-Kreuzvalidierung.
Diese führt zu einem asymptotisch optimalen Ergebnis, falls k mit einer geeigneten Größen-
ordnung wächst. Darüber hinaus liefern Hall et al. (1995) neben der modiﬁzierten Kreuzva-
lidierung auch eine Block Bootstrap-Methode zur Bestimmung einer asymptotisch optimalen
Bandbreite im Fall der nichtparametrischen Regression mit short- und long-range abhängi-
gen Daten. Dabei liefern sie auch die benötigten leave-out-Zahlen bzw. Blockgrößen, welche
zu einem optimalen Ergebnis führen.
Da wir in der vorliegenden Arbeit ein simultanes Konﬁdenzband bestimmen wollen, welches
eine gegebene Überdeckungswahrscheinlichkeit asymptotisch erreicht, benötigen wir keine kon-
krete Bandbreite, sondern nur deren Größenordnung. Wir erhalten diese Größenordnung in-
dem wir den asymptotischen MSE aus Lemma 2.1 minimieren. Dabei ergibt sich mit den
Voraussetzungen [A1] und falls m′′(t) 6= 0 für die optimale Bandbreite b∗n, dass
b∗n =

1∫
−1
K2(u) du
∞∑
k=−∞
γ(k)(
m′′(t)
1∫
−1
u2K(u) du
)2

1/5
n−1/5 = O
(
n−1/5
)
. (2.7)
Zur Berechnung der optimalen Bandbreite kann (2.7) nicht genutzt werden, da sowohl∑∞
k=−∞ γ(k), als auch m
′′(t) unbekannt sind und wir bspw. für die konsistente Schätzung
von m′′(t) eine Bandbreite benötigen. Daher werden die oben genannten Verfahren für die
Berechnung genutzt. Mit Hilfe der Größenordnung der optimalen Bandbreite (2.7) hat der
MSE aus Lemma 2.1 die Größenordnung
MSE (m̂(t)) = O
(
n−4/5
)
.
Wie eingangs erwähnt, werden wir in dieser Arbeit ein simultanes Konﬁdenzband für eine
geglättete Version von m,
Kbn(m)(t) =
1
nbn
n∑
i=1
K
(
t− i/n
bn
)
m (i/n) ,
erstellen. Mit Hilfe des in diesem Kapitel vorgestellten Priestley-Chao-Schätzers und dieser
geglätteten Version betrachten wir somit
m̂(t)−Kbn(m)(t) =
1
nbn
n∑
i=1
K
(
t− i/n
bn
)
[m (i/n) + ei]− 1
nbn
n∑
i=1
K
(
t− i/n
bn
)
m (i/n)
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=
1
nbn
n∑
i=1
K
(
t− i/n
bn
)
ei
=: m0(t). (2.8)
Daher wollen wir für α ∈ (0, 1) ein t∗n,1−α bestimmen, sodass
P
(
sup
t∈[0,1]
|m0(t)| ≤ t∗n,1−α
)
−→
n→∞ 1− α.
Dem Fehlerprozess (ei)i=1,...,n kommt bei dieser Aufgabenstellung eine große Bedeutung zu,
weshalb wir diesen auf den nachfolgenden Seiten näher betrachten werden.
2.2 Abhängigkeitsstruktur
Um allgemeinere und realistischere Modelle zu betrachten, ist es notwendig, mit abhängigen
Zufallsvariablen zu arbeiten. Deshalb betrachten wir in der vorliegenden Arbeit schwach ab-
hängige Zufallsvariablen. Eine Vielzahl an Konzepten der schwachen Abhängigkeit ist in der
Literatur zu ﬁnden, darunter auch die Klasse der mischenden Prozesse. Heuristisch betrachtet
erfüllt eine Zeitreihe die Mischungsbedingung, falls der Grad der Abhängigkeit zwischen den
Beobachtungen mit einer wachsenden Zeitlücke zwischen den zugehörigen Zeitpunkten der
Beobachtungen abnimmt. Hierbei muss dieser Grad der Abhängigkeit auf eine gewisse Weise
angegeben werden.
In dieser Arbeit nutzen wir das bekannte Konzept der stark mischenden Prozesse, welches von
Rosenblatt (1956) eingeführt wurde.
Deﬁnition 2.1
In einem Wahrscheinlichkeitsraum (Ω,A, P ) ist der stark mischende Koeﬃzient, auch α-
Mischungskoeﬃzient, für zwei σ-Algebren U und V ⊂ A deﬁniert als
α (U ,V) := sup
U∈U ,V ∈V
|P (U ∩ V )− P (U)P (V )| .
Der α-Mischungskoeﬃzient eines zufälligen Prozesses (Xi)i∈Z ist deﬁniert als
α(r) := sup
k∈Z
α
(
σ (Xi, i ≤ k) , σ (Xi, i ≥ k + r)
)
und
α(0) := 1/4
für r ∈ N, wobei σ (Xi, i ≤ k) die σ-Algebra bezeichnet, welche durch (Xi)i≤k generiert wird.
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Ein zufälliger Prozesses (Xi)i∈Z heißt stark mischend, oder α-mischend, falls
α(r) −→ 0 für r →∞.
Bemerkung
Für zwei σ-Algebren U und V ⊂ A gilt
0 ≤ α (U ,V) ≤ 1/4.
Falls α (U ,V) = 0 ist sind U und V unabhängig; siehe Doukhan (1994).
Die α-Mischungseigenschaft ist nur eine von mehreren verschiedenen Mischungseigenschaften
welche bspw. in Doukhan (1994) dargestellt werden. Sie stellt die schwächste Mischungsbe-
dingung dar und deckt eine Vielzahl von Prozessen ab. Ein stationärer AR(p)-Prozess
Xt = a1Xt−1 + · · ·+ apXt−p + t
mit einer unabhängigen und identisch standardnormalverteilten Folge von Innovationen (t)t
ist bspw. stark mischend, falls die Nullstellen des autoregressiven Polynoms außerhalb des
Einheitskreises liegen. Dies wird u. a. in Athreya und Pantula (1986) aufgezeigt, welche auch
erläutern, dass endliche ARMA-Prozesse unter obigen Bedingungen und mit einem stark mi-
schenden Prozess als moving-average Anteil ebenso stark mischend sind. Jedoch existieren
auch Prozesse, welche nicht stark mischend, aber dennoch schwach abhängig im obigen Sinne
sind. Ein bekanntes Beispiel dafür, von Andrews (1984), ist ein stationärer AR(1)-Prozess
Xt = aXt−1 + t
mit |a| ∈ (0, 1/2] und einer unabhängigen Folge von Innovationen (t)t welche binomialverteilt
sind, mit den Parametern n = 1 und p = 1/2.
Die α-Mischungsbedingung wurde in der Literatur bereits gründlich untersucht. In Doukhan
(1994) und Bradley (2007) werden einige wichtige Aussagen wie bspw. der zentrale Grenz-
wertsatz oder Momentenungleichungen für stark mischende Prozesse dargestellt. Somit können
Instrumente, welche bei der Untersuchung von unabhängigen und identisch verteilten Zuvalls-
variablen genutzt werden, auch auf abhängige Variablen übertragen werden.
In der vorliegenden Arbeit werden wir häuﬁg einige Ungleichungen für α-mischende Prozesse
nutzen. Dazu zählt die Kovarianzungleichung für α-mischende Prozesse
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Lemma 2.2 (Bradley (2007), Korollar 10.16)
Es seien X und Y Zufallsvariablen mit ‖X‖p <∞ bzw. ‖Y ‖q <∞ und p, q ∈ (1,∞], sodass
1
p +
1
q := 1−Kα für Kα ∈ (0, 1). Dann gilt
|E(XY )− E(X)E(Y )| ≤ 4 ‖X‖p ‖Y ‖q [α (σ(X), σ(Y ))]Kα .
Darüber hinaus nutzen wir die Rosenthal-Ungleichung für α-mischende Prozesse
Lemma 2.3 (Doukhan (1994), Theorem 1.4.2)
Es sei (Xt)t∈T , mit T ⊆ N, eine endliche Familie von reellen Zufallsvariablen, welche die
folgende Mischungsbedingung erfüllt. Für ein  > 0, ein a > 2 und ein c ∈ 2N mit c ≥ a sei
∞∑
r=1
(r + 1)c−2 (α(r))

c+ <∞.
Weiterhin sei E(Xt) = 0 und E|Xt|a+ < ∞ für t ∈ T . Dann existiert eine Konstante C,
welche nur von a und den α-Mischungskoeﬃzienten α(r) abhängt, sodass
E
(∣∣∣∣∣∑
t∈T
Xt
∣∣∣∣∣
a)
≤ C
∑
t∈T
(
E
(|Xt|a+)) aa+ + C (∑
t∈T
(
E
(|Xt|2+)) 22+)
a
2
.
In der vorliegenden Arbeit möchten wir die asymptotische Korrektheit von simultanen Kon-
ﬁdenzbändern für das Trendmodell nachweisen. Dabei setzen sich die beobachteten Daten
aus einer unbekannten Regressionsfunktion m und einem Fehlerprozess (ei)i=1,...,n zusammen.
Für diesen Fehlerprozess nehmen wir im weiteren Verlauf der Arbeit folgende Voraussetzungen
an
[A2]
(i) Der Prozess (ei)i=1,...,n sei stationär und α-mischend mit E (ei) = 0 und Var(ei) <∞.
(ii) Es gilt E (|e1|s) <∞ für ein s ≥ 4.
(iii) Für den α-Mischungskoeﬃzienten gilt für obiges s, dass
∞∑
r=0
(α(r))
1
2
− 1
s <∞.
(iv) Weiterhin gelte σ2 :=
∑
i∈Z
E (e0ei) =
∑
i∈Z
Cov (e0, ei) ∈ (0,∞).
Dabei werden die Voraussetzungen [A2] (ii) und (iii) jeweils innerhalb der nachfolgenden
Kapitel verschärft.
Bemerkung
Aufgrund der Mischungsvoraussetzungen gilt
∑
i∈Z |Cov(e0, ei)| <∞. Für die Partialsumme
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Sn, mit
Sn =
n∑
i=1
ei,
folgt mit Hilfe von [A2] (i) und der majorisierten Konvergenz, dass
1
n
E
(
S2n
)
=
1
n
Var
(
n∑
i=1
ei
)
=
1
n
n∑
i,k=1
Cov(ei, ek)
=
1
n
n−1∑
i=−(n−1)
(n− |i|) Cov(e0, ei) =
n−1∑
i=−(n−1)
(
1− |i|
n
)
Cov(e0, ei)
−→
n→∞
∑
i∈Z
Cov(e0, ei) = σ
2.
2.3 Dependent Wild Bootstrap
Bradley Efron hat 1979 das Bootstrap-Verfahren eingeführt, welches eine universelle Methode
darstellt, um die Verteilung einer interessierenden Statistik zu approximieren. Dabei werden
anhand von beobachteten Daten neue Daten generiert und mit Hilfe dieser neu generierten
Daten die unbekannte Verteilung der interessierenden Statistik approximiert. In Efron (1979)
wird die Anwendbarkeit dieses Verfahrens an einer Reihe von statistischen Problemen, welche
auf unabhängigen Zufallsvariablen basieren, gezeigt. Darüber hinaus liefern Bickel und Freed-
man (1981) asymptotische Ergebnisse für Efrons Bootstrap, welches auf lineare und ähnliche
Statistiken angewendet wird. Ein modellbasiertes Bootstrap-Verfahren zur Bearbeitung von
linearen Regressionsmodellen wird in Freedman (1981) vorgestellt.
Um nun mit unabhängigen und heteroskedastischen Fehlern in Regressionsproblemen um-
gehen zu können, wurde ein modiﬁziertes Bootstrap-Verfahren von Wu (1986) eingeführt,
das sogenannte Wild Bootstrap-Verfahren (WB). Bei diesem Verfahren werden die Bootstrap-
Variablen erzeugt, indem unabhängige Hilfsvariablen an die Residuen multipliziert werden.
Seitdem wurde das Verfahren modiﬁziert und weiterentwickelt, um es auf verschiedenste sta-
tistische Probleme anwenden zu können.
Mit Hilfe des Block Bootstrap-Verfahrens (BB) wurde eine weitere Methode eingeführt, um
mit abhängigen Daten umgehen zu können. Hierbei werden mehrere Zufallsvariablen der Ori-
ginalstichprobe in sogenannten Blöcken zusammengefasst. Die Bootstrap-Stichprobe wird nun
gewonnen, indem aus der Originalstichprobe eine bestimmte Anzahl von Blöcken mit einer be-
stimmten Länge (d. h. Anzahl an Zufallsvariablen) unabhängig gezogen werden. Dabei muss
die Länge der Blöcke mit dem Stichprobenumfang wachsen, um die Abhängigkeitsstruktur
der Originalstichprobe aufzufangen. Des Weiteren muss die Anzahl der Blöcke mit der An-
zahl der Beobachtungen wachsen, um die Verteilung der interessierenden Statistik gut imi-
tieren zu können. Dabei haben sich verschiedene Versionen des Block Bootstrap entwickelt,
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bspw. das Moving BB oder Non-Overlapping BB. Die verschiedenen Modiﬁkationen des Block
Bootstrap-Verfahrens werden in Lahiri (2003) vorgestellt und verglichen.
Durch Shao (2010) wurde 2010 das sogenannte Dependent Wild Bootstrap (DWB) für Funk-
tionale des Stichprobenmittels eingeführt, um stationäre, schwach abhängige Daten und somit
stationäre Zeitreihen zu behandeln. Es erweitert somit das traditionelle Wild Bootstrap von
Wu (1986) auf Zeitreihen. Beim DWB sind die Hilfsvariablen des WB abhängige Zufallsvaria-
blen, wodurch die Abhängigkeit der Originalstichprobe aufgefangen wird. Weiterhin ist das
Verfahren einfach zu implementieren, sogar für den Fall von fehlenden Daten. Daher stellt es
eine gute Alternative zu blockbasierten Bootstrap-Methoden dar, deren Algorithmen genau
angepasst werden müssen. Die Idee des DWB wurde bereits von Bühlmann (1993, Kapitel 3.3)
unter dem Namen dependent multiplier bootstrap im Kontext von Empirischen Prozessen
eingeführt. In diesem Rahmen wurde es von Bücher und Ruppert (2013) und Bücher und
Kojadinovic (2016) aufgegriﬀen.
Seit seiner Einführung wurde das DWB schon erfolgreich im Bereich des Hypothesentestens
durch Shao (2011), Leucht und Neumann (2013), Smeekes und Urbain (2014) und Doukhan
et al. (2015) angewendet. Shao (2011) liefert als eine Variante des DWB ein Blockwise Wild
Bootstrap. Hierbei sind die Hilfsvariablen des WB innerhalb eines Blockes gleich und zwischen
verschiedenen Blöcken unabhängig und identisch verteilt. Demgegenüber führen Leucht und
Neumann (2013) eine Abwandlung des DWB im Kontext von U - und V -Statistiken für ab-
hängige Zufallsvariablen ein. Dort werden die zugrundeliegenden Zufallsvariablen nicht direkt
gebootstrappt, sondern Summanden der U - und V -Statistiken. In Smeekes und Urbain (2014)
wird neben dem DWB von Shao (2010) und dessen Variante des Blockwise WB (Shao (2011))
eine weitere Modiﬁkation des DWB, ein Autoregressive WB, angewendet. Mit Hilfe dieser
Verfahren soll mit der Heteroskedastizität im Falle von Einheitswurzeltests bei multivaria-
ten Zeitreihen umgegangen werden. Weiterhin haben im Rahmen von empirischen Prozessen
Doukhan et al. (2015) eine modellfreie Bootstrap-Methode mit Hilfe einer angepassten Version
des DWB vorgeschlagen.
Die Idee des Dependent Wild Bootstrap von Shao (2010) besteht darin, für schwach abhängige,
reellwertige Zufallsvariablen X1, . . . , Xn sogenannte Pseudo-Beobachtungen
X∗i = X¯n +
(
Xi − X¯n
)
Wi (2.9)
für i = 1, . . . , n zu konstruieren. Hierbei ist X¯n = n−1
∑n
i=1Xi das Stichprobenmittel und
(Wi)i=1,...,n = (Wi,n)i=1,...,n ein Dreiecks-Schema von schwach abhängigen Zufallsvariablen,
welche unabhängig von den BeobachtungenX1, . . . , Xn sind. Dabei gilt E(Wi) = 0, Var(Wi) =
1 und Cov(Wi,Wi+k) −→ 1 für n → ∞. Die Abhängigkeit der Hilfsvariablen (Wi)i=1,...,n er-
möglicht es, die Abhängigkeit der Originalstichprobe aufzufangen. Shao (2010) zeigt, dass für
eine glatte Funktion H und unter bestimmten Bedingungen die Verteilung von√
n
(
H
(
X¯n
)−H (E(X1))) durch die von √n (H (X¯∗n)−H (X¯n)) approximiert werden kann,
wobei X¯∗n = n−1
∑n
i=1X
∗
i .
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Im vorliegenden Fall der nichtparametrischen Trendschätzung werden wir den stationären
Fehlerprozess (ei)i=1,...,n mit Hilfe eines Bootstrap-Verfahrens approximieren, um damit si-
multane Konﬁdenzbänder für das Trendmodell konstruieren zu können. Für eine bestmögli-
che Approximation muss die Abhängigkeit des Fehlerprozesses aufgefangen werden. Dies soll
durch die Anwendung der beiden nachfolgend dargestellten Modiﬁkationen des Dependent
Wild Bootstrap-Verfahrens geschehen.
2.3.1 Blockwise DWB
Nun möchten wir das Bootstrap-Verfahren auf unseren Fall der nichtparametrischen Trend-
schätzung anwenden. Wie oben erwähnt, soll aufgrund der abhängigen Fehler (ei)i=1,...,n das
Dependent Wild Bootstrap von Shao (2010) angewendet werden. Dazu nutzen wir zunächst
eine blockweise Variante des Verfahrens, das sogenannte Blockwise Dependent Wild Bootstrap,
wie sie auch in Shao (2011) betrachtet wird.
Beim Blockwise Dependent Wild Bootstrap-Verfahren berechnen wir zuerst die Residuen
êi := Xi − m̂ (i/n)
für i = 1, . . . , n. Mit deren Hilfe bestimmen wir die sogenannten Pseudo-Fehler
e∗i := êiWi
für i = 1, . . . , n. Die Zentrierung beim DWB wie in (2.9) ist nicht nötig, da E(ei) = 0. Der
Prozess (Wi)i=1,...,n = (Wi,n)i=1,...,n sei unabhängig von den Residuen (êi)i=1,...,n. Weiterhin
gilt für i = 1, . . . , n, dass E(Wi) = 0, Var(Wi) = 1 und Cov(Wi,Wi+k) −→ 1 für n→∞.
Beim Blockwise DWB werden nun diese Hilfsvariablen W1, . . . ,Wn in Blöcke der maxima-
len Länge ln unterteilt, d. h. maximal ln Variablen von (Wi)i=1,...,n bilden einen sogenannten
Block. Nachfolgend bezeichnet [·] den ganzzahligen Anteil. Falls n/ln ganzzahlig ist und somit
n/ln = [n/ln] werden die Hilfsvariablen in [n/ln] Blöcke der Länge ln unterteilt. Falls jedoch
n/ln > [n/ln] unterteilen wir die Hilfsvariablen in [n/ln] Blöcke der Länge ln und einen Rest-
block mit n− [n/ln] ln, also weniger als ln, Variablen. Innerhalb eines solchen Blockes sind die
Hilfsvariablen gleich und werden deﬁniert als
W(l−1)ln+j := Vl
für j = 1, . . . , ln bei den vollständigen Blöcken l = 1 . . . , [n/ln] und für j = 1, . . . , n− [n/ln] ln
für den Restblock l = [n/ln] + 1. Hierbei sind (Vl)l=1...,[n/ln]+1 unabhängige und standardnor-
malverteilte Zufallsvariablen. Zum Schluss berechnen wir nun mit Hilfe der Pseudo-Fehler
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(e∗i )i=1,...,n das Bootstrap-Gegenstück zu m0 von (2.8) mit
m∗0(t) =
n∑
i=1
wn(t, i) e
∗
i .
Die Abhängigkeit der Hilfsvariablen (Wi)i=1,...,n ermöglicht es, die Abhängigkeit des Original-
prozesses (ei)i=1,...,n aufzufangen. Dabei spielt ln eine ähnliche Rolle wie die Blocklänge von
einem Block Bootstrap-Verfahren. Für n→∞ konvergiere somit die Blocklänge ln −→∞, um
die Abhängigkeitsstruktur von (ei)i=1,...,n zu erfassen. Des Weiteren muss auch die Anzahl der
Blöcke mit der Anzahl der Beobachtungen wachsen, um die Verteilung der interessierenden
Statistik imitieren zu können.
2.3.2 Autoregressive DWB
Nun soll auf das Autoregressive Dependent Wild Bootstrap als eine weitere Modiﬁkation des
DWB eingegangen werden. Diese Variante wurde in Leucht und Neumann (2013), Smeekes
und Urbain (2014) und Doukhan et al. (2015) betrachtet. Hierbei werden die Hilfsvariablen
des Dependent Wild Bootstrap-Verfahrens als autoregressiver Prozess angenommen und damit
die Abhängigkeit des Originalprozesses aufgefangen.
Beim Autoregressive Dependent Wild Bootstrap-Verfahren berechnen wir zuerst wieder die
Residuen
êi := Xi − m̂ (i/n)
und bestimmen danach die Pseudo-Fehler
e∗i := êiWi
für i = 1, . . . , n. Dabei sei (Wi)i=1,...,n = (Wi,n)i=1,...,n ein stationärer Prozess, welcher
unabhängig von (êi)i=1,...,n ist und für i = 1, . . . , n gilt E(Wi) = 0, Var(Wi) = 1 und
Cov(Wi,Wi+k) −→ 1 für n→∞. Beim Autoregressive DWB sei nun (Wi)i=1,...,n ein AR(1)-
Prozess mit
Wi := e
−1/lnWi−1 + ui
für i ∈ N und ln positiv, wobei (ui)i∈N unabhängig und identisch verteilt sind mit
ui ∼ N
(
0, 1− e−2/ln
)
.
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Weiterhin sind (ui)i∈N und W0 unabhängig mit W0 ∼ N (0, 1). Zum Schluss berechnen wir
nun wieder das Bootstrap-Gegenstück zum0 mit Hilfe der Pseudo-Fehler (e∗i )i=1,...,n, sodass
m∗0(t) =
n∑
i=1
wn(t, i) e
∗
i .
Eine Art Blocklänge der Größe ln wird über den Tuning-Parameter e−
1/ln in den Prozess
eingebracht. Um die asymptotische Gültigkeit des Bootstrap zu erhalten, muss die Konvergenz
e−1/ln −→ 1 für n→∞ gelten. Dies erreichen wir, indem ln −→∞ für n→∞ und damit die
Abhängigkeitsstruktur des Originalprozesses aufgefangen wird.
Bei der Implementierung des Autoregressive DWB starten wir mit der Hilfsvariablen W0 ∼
N (0, 1) und deﬁnieren für i = 1, . . . , n
Wi := e
−1/lnWi−1 + ui
mit den unabhängigen und identischN (0, 1− e−2/ln)-verteilten Zufallsvariablen (ui)i=1,...,n.
Für die Herleitung des Couplings der Bootstrap-Partialsumme in Kapitel 4.4 nutzen wir zur
Vereinfachung der Berechnungen die verteilungsgleiche Darstellung
W0 :=
∞∑
s=0
e−
s
ln u−s.
Hierdurch gelangen wir zu der weiteren stationären Lösung
Wi =
∞∑
s=0
e−
s
ln ui−s
für alle i = 1, . . . , n.

3 Punktweise Konﬁdenzintervalle
In der vorliegenden Arbeit haben wir das Ziel simultane Konﬁdenzbänder für die nichtpara-
metrische Trendfunktion zu erstellen. Um in dieses Themengebiet einzuführen, möchten wir in
diesem Kapitel zunächst die asymptotische Korrektheit von punktweisen Konﬁdenzinterval-
len nachweisen. Die Konﬁdenzintervalle werden auch hier für eine geglättete Version von m,
Kbn(m), erstellt. Somit werden wir für t ∈ [0, 1] ein t∗n,1−α bestimmen, sodass für α ∈ (0, 1)
die Konvergenz
P
(
Kbn(m)(t) ∈
[
m̂(t)− 1√
nbn
t∗n,1−α, m̂(t) +
1√
nbn
t∗n,1−α
])
−→
n→∞ 1− α
erreicht wird. Als Schätzer für die Regressionsfunktion m wird der in Kapitel 2.1 eingeführte
Priestley-Chao-Schätzer m̂(t) mit (2.1) genutzt. Mit diesem wurde m0(t) deﬁniert als
m0(t) = m̂(t)−Kbn(m)(t) =
1
nbn
n∑
i=1
K
(
t− i/n
bn
)
ei
mit einer Bandbreite bn und einem Kern K. Dadurch bestimmen wir für t ∈ [0, 1] ein t∗n,1−α,
sodass wir für α ∈ (0, 1) die Konvergenz
P
(√
nbn |m0(t)| ≤ t∗n,1−α
)
−→
n→∞ 1− α
erreichen. Die Voraussetzungen [A1] seien erfüllt. Somit besitzt der Kern K den beschränkten
Träger [−1, 1], wodurch bei der Berechnung von m0(t) für t ∈ [0, 1] nur O(nbn) Summan-
den berücksichtigt werden. Dadurch betrachten wir für die Summe von m0(t) nur die Indizes
i = 1, . . . , n mit i ∈ [nt− nbn, nt+ nbn].
Für die Konstruktion des punktweisen Konﬁdenzintervalles nutzen wir nun das Blockwise
Dependent Wild Bootstrap-Verfahren für den stationären Prozess (ei)i=1,...,n, welches in Ka-
pitel 2.3.1 eingeführt wurde. Hierbei werden die Hilfsvariablen W1, . . . ,Wn in [n/ln] Blöcke
der Länge ln und einen möglichen Restblock mit einer geringeren Länge von n− [n/ln] ln un-
terteilt. Mit diesen Hilfsvariablen werden nun die Bootstrap-Variablen e∗1, . . . , e∗n erzeugt, mit
deren Hilfe sich der Bootstrap-Wert m∗0(t) ergibt. Auch hier ﬂießt aufgrund des beschränkten
Trägers des Kerns K nur eine verringerte Anzahl von Summanden in die Berechnung von
m∗0(t) ein. Somit betrachten wir für die Summe von m∗0(t) ebenso nur die Indizes i = 1, . . . , n
mit i ∈ [nt− nbn, nt+ nbn]. Dadurch wird beim Blockwise DWB auch nicht die vollstän-
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dige Anzahl der Blöcke benötigt, sondern nur die Blocknummern j = 1, . . . , [n/ln] + 1 mit
j ∈
[
nt−nbn
ln
, nt+nbnln + 1
]
.
Zusätzlich zu [A1] und [A2] benötigen wir für den Nachweis der asymptotischen Korrektheit
der punktweisen Konﬁdenzintervalle noch folgende Voraussetzungen
[A3]
(i) Für den Prozess (ei)i=1,...,n gilt ‖ei‖6 <∞.
(ii) Weiterhin sei
∞∑
r=0
(r + 1)2(α(r))1/4 <∞.
(iii) Für die Blocklängen (ln)n∈N gilt ln −→∞ für n→∞ und ln = o (nbn).
Bemerkung
Mit der Voraussetzung [A3] (iii) wird die Bedingung des Blockwise DWB erfüllt, dass die
Blocklänge ln mit steigendem Stichprobenumfang wachsen muss, um die Abhängigkeit des Ori-
ginalprozesses aufzufangen. Jedoch wird dies eingeschränkt mit der Bedingung ln = o (nbn),
d. h. die Blocklänge darf nicht so stark wie die Anzahl der betrachteten Summanden wach-
sen. Somit wird sichergestellt, dass eine wachsende Anzahl an Blöcken in die Berechnung der
Bootstrap-Größe m∗0(t) eingeht, um die Verteilung der Statistik gut imitieren zu können.
Der folgende Satz liefert nun den Nachweis der asymptotischen Korrektheit des punktweisen
Konﬁdenzintervalles für die geglättete Version von m.
Satz 3.1
Sei t ∈ [0, 1] und α ∈ (0, 1). Weiterhin seien die Voraussetzungen [A1] bis [A3] erfüllt. Dann
gilt die Konvergenz
P
(
Kbn(m)(t) ∈
[
m̂(t)− 1√
nbn
t∗n,1−α, m̂(t) +
1√
nbn
t∗n,1−α
])
−→
n→∞ 1− α,
wobei t∗n,1−α das (1− α)-Quantil von
√
nbn |m∗0(t)| ist.
Beweis
Für t ∈ [0, 1] gilt
Kbn(m)(t) ∈
[
m̂(t)− 1√
nbn
t∗n,1−α, m̂(t) +
1√
nbn
t∗n,1−α
]
genau dann, wenn
√
nbnm0(t) =
√
nbn
(
m̂(t)−Kbn(m)(t)
) ∈ [−t∗n,1−α, t∗n,1−α] .
23
Somit ist für t ∈ [0, 1] und α ∈ (0, 1) ein t∗n,1−α zu bestimmen, sodass
P
(√
nbn |m0(t)| ≤ t∗n,1−α
)
−→
n→∞ 1− α.
Um diese Konvergenz nachzuweisen, möchten wir Lemma 8.3 anwenden und prüfen daher
dessen Voraussetzungen. Dazu bestimmen wir zuerst die Grenzverteilung von
√
nbnm0(t),
welche eine stetige Verteilungsfunktion besitzen muss. Danach wenden wir das Blockwise
Dependent Wild Bootstrap-Verfahren aus Kapitel 2.3.1 an, um die Verteilung von
√
nbnm0(t)
mit Hilfe von
√
nbnm
∗
0(t) zu approximieren. Somit muss
√
nbnm
∗
0(t) in Wahrscheinlichkeit
die gleiche Grenzverteilung wie die Originalgröße besitzen. Dann erhalten wir mit Hilfe des
Continuous Mapping Theorems und Lemma 8.3 die gesuchte Konvergenz, wobei t∗n,1−α das
(1− α)-Quantil von √nbn |m∗0(t)| ist.
Um die Grenzverteilung von
√
nbnm0(t) zu bestimmen, wenden wir den Zentralen Grenz-
wertsatz für Regressionsmodelle von Roussas et al. (1992, Theorem 4.3) an. Dort wird, wie
in unserem Fall, ein Regressionsmodell mit einem stark mischenden stationären Prozess be-
trachtet. Als Schätzer wird unter anderem der Priestley-Chao-Schätzer angenommen. Mit [A3]
sind die Voraussetzungen von Theorem 4.3 von Roussas et al. (1992) erfüllt und es wird die
asymptotische Normalität
m̂(t)− E (m̂(t))√
Var (m̂(t))
d−→ Z ∼ N (0, 1)
für alle t ∈ (0, 1) erreicht. Nun gilt weiterhin, dass
m̂(t)− E (m̂(t)) =
n∑
i=1
wn(t, i) ei = m0(t),
sowie
Var (m̂(t)) = Var (m0(t)) .
Dadurch erhalten wir die Grenzverteilung von
√
nbnm0(t) mit
√
nbnm0(t)√
Var
(√
nbnm0(t)
) d−→ Z ∼ N (0, 1) . (3.1)
Wie oben erwähnt, wenden wir nun das Blockwise DWB auf den stationären Prozess
(ei)i=1,...,n an und erhalten die Bootstrap-Größe m∗0(t). Da auch hier der Kern K einen
beschränkten Träger besitzt gehen nur O (nbn) Summanden in die Berechnung ein. Somit
interessieren nur die Summanden mit Indizes aus dem Intervall
It,n := {i = 1, . . . , n : i ∈ [nt− nbn, nt+ nbn]} .
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Beim Blockwise DWB werden, wie eingangs erwähnt, die Hilfsvariablen W1, . . . ,Wn in [n/ln]
Blöcke der Länge ln mit den Blocknummern j = 1, . . . , [n/ln] unterteilt. Falls n/ln > [n/ln]
existiert noch ein Restblock mit der geringeren Länge n − [n/ln] ln mit der Blocknummer
j = [n/ln] + 1. Die Hilfsvariablen (Wi)i=1,...,n innerhalb eines solchen Blockes werden als ei-
ne Zufallsvariable Vj für j = 1, . . . , [n/ln] bzw. j = 1, . . . , [n/ln] + 1 deﬁniert. Aufgrund des
beschränkten Trägers des Kerns gehen in die Berechnungen nun auch nicht alle Variablen
(Vj)j=1,...,[n/ln] ein, sondern nur diese mit den Indizes aus dem Intervall
Jt,n :=
{
j = 1, . . . , [n/ln] : j ∈
[
nt− nbn
ln
,
nt+ nbn
ln
+ 1
]}
und evtl. V[n/ln]+1 für die Hilfsvariablen des Restblockes. Somit betrachten wir für die Berech-
nung O
(
nbn
ln
)
Variablen (Vj)j=1,...,[n/ln]+1. Nach Deﬁnition sind diese Zufallsvariablen Vj für
j = 1, . . . , [n/ln] + 1 unabhängig und standardnormalverteilt. Für t ∈ [0, 1] setzt sich m∗0(t)
somit aus einem Hauptterm und einem möglichen Restterm wie folgt zusammen
m∗0(t) =
n∑
i=1
wn(t, i) e
∗
i =
∑
i∈It,n
wn(t, i) êiWi
=
∑
j∈Jt,n
Vj
jln∑
i=(j−1)ln+1
wn(t, i) êi + V[ nln ]+1
n∑
i=[ nln ]ln+1
wn(t, i) êi.
Der Restterm wird durch den beschränkten Träger des Kerns K automatisch Null, falls die
Indizes i = [n/ln] ln + 1, . . . , n nicht im Intervall It,n liegen. Aufgrund der Unabhängigkeit
und der Normalverteilung der (Vj)j=1,...,[n/ln]+1 ist m
∗
0(t) eine Summe von normalverteilten
Zufallsvariablen mit
√
nbnm
∗
0(t)√
Var*
(√
nbnm∗0(t)
) ∼ N (0, 1) . (3.2)
Hierbei bezeichnet Var* (·) die Bootstrap-Varianz bedingt auf die Originalstichprobe
X1, . . . , Xn. Ebenso bezeichnet nachfolgend E∗ (·) den Bootstrap-Erwartungswert bedingt auf
die Originalstichprobe X1, . . . , Xn.
Um nun zu zeigen, dass m0(t) und m∗0(t) die gleiche Grenzverteilung besitzen, beweisen wir
nbn |Var* (m∗0(t))−Var (m0(t))| = oP (1).
Die blockförmige Einteilung durch die Hilfsvariablen des Blockwise DWB können wir auch auf
der Originalseite vornehmen. Dadurch erhalten wir bei der Berechnung der obigen Approxima-
tion eine Unterteilung in einen Hauptterm, welcher aus den Variablen mit Indizes innerhalb
der vollständigen Blöcke mit einer Länge von ln besteht, sowie einen möglichen Restterm,
welcher durch einen eventuellen Restblock entsteht. Zusätzlich entstehen dazu noch zwei Ko-
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varianzterme. Somit gilt
nbn |Var* (m∗0(t))−Var (m0(t))|
= nbn
∣∣∣∣∣∣∣Var*
 ∑
j∈Jt,n
Vj
jln∑
i=(j−1)ln+1
wn(t, i) êi + V[ nln ]+1
n∑
i=[ nln ]ln+1
wn(t, i) êi

−Var
 ∑
j∈Jt,n
jln∑
i=(j−1)ln+1
wn(t, i) ei +
n∑
i=[ nln ]ln+1
wn(t, i) ei

∣∣∣∣∣∣∣
= nbn
∣∣∣∣∣∣∣
∑
j∈Jt,n
 jln∑
i=(j−1)ln+1
wn(t, i) êi
2 +
 n∑
i=[ nln ]ln+1
wn(t, i) êi

2
−Var
 ∑
j∈Jt,n
jln∑
i=(j−1)ln+1
wn(t, i) ei
−Var
 n∑
i=[ nln ]ln+1
wn(t, i) ei

−2 Cov
 ∑
j∈Jt,n
jln∑
i=(j−1)ln+1
wn(t, i) ei,
n∑
k=[ nln ]ln+1
wn(t, k) ek

∣∣∣∣∣∣∣
≤ nbn
∣∣∣∣∣∣
∑
j∈Jt,n
 jln∑
i=(j−1)ln+1
wn(t, i) êi
2 − E
 jln∑
i=(j−1)ln+1
wn(t, i) ei
2∣∣∣∣∣∣
+ nbn
∣∣∣∣∣∣∣
 n∑
i=[ nln ]ln+1
wn(t, i) êi

2
− E
 n∑
i=[ nln ]ln+1
wn(t, i) ei

2∣∣∣∣∣∣∣
+ 2nbn
∣∣∣∣∣∣∣∣
∑
j∈Jt,n
∑
l∈Jt,n
l>j
jln∑
i=(j−1)ln+1
lln∑
k=(l−1)ln+1
wn(t, i)wn(t, k) Cov (ei, ek)
∣∣∣∣∣∣∣∣
+ 2nbn
∣∣∣∣∣∣∣
∑
j∈Jt,n
jln∑
i=(j−1)ln+1
n∑
k=[ nln ]ln+1
wn(t, i)wn(t, k) Cov (ei, ek)
∣∣∣∣∣∣∣
=: T1 + T2 + T3 + T4. (3.3)
Zur Untersuchung dieser vier Terme möchten wir zunächst zwei Vorbetrachtungen vorneh-
men. Zum einen hat das Gewicht wn(t, i) die Form (nbn)
−1K
(
t−i/n
bn
)
. Dadurch folgt aus der
Beschränktheit des Kerns K, dass
max
1≤i≤n
max
0≤t≤1
|wn(t, i)| = O
(
1
nbn
)
. (3.4)
Zum anderen untersuchen wir die Kovarianzen zwischen den abhängigen Variablen (ei)i=1,...,n.
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Diese lassen sich mit Hilfe der Kovarianzungleichung aus Lemma 2.2 mit p = q = 8/3 und
Kα = 1/4 abschätzen. Mit der Voraussetzung [A3] (i) erhalten wir supi ‖ei‖8/3 supm ‖em‖8/3 ≤
C <∞ und somit gilt für i,m = 1, . . . , n mit i ≤ m und r := m− i, dass
|Cov(ei, em)| ≤ 4 ‖ei‖8/3 ‖em‖8/3 (α(r))1/4
≤ 4 sup
i
‖ei‖8/3 sup
m
‖em‖8/3 (α(r))1/4
≤ 4C (α(r))1/4 . (3.5)
Nun untersuchen wir den Hauptterm T1 von (3.3) und unterteilen diesen weiter, indem wir
die Abstände zwischen den Residuen und Fehlern betrachten
T1 = nbn
∣∣∣∣∣∣
∑
j∈Jt,n
 jln∑
i=(j−1)ln+1
wn(t, i) (êi − ei + ei)
2 − E
 jln∑
i=(j−1)ln+1
wn(t, i) ei
2∣∣∣∣∣∣
≤ nbn
∣∣∣∣∣∣
∑
j∈Jt,n
 jln∑
i=(j−1)ln+1
wn(t, i) (êi − ei)
2∣∣∣∣∣∣
+ 2nbn
∣∣∣∣∣∣
∑
j∈Jt,n
 jln∑
i=(j−1)ln+1
wn(t, i) (êi − ei)
 jln∑
i=(j−1)ln+1
wn(t, i) ei
∣∣∣∣∣∣
+ nbn
∣∣∣∣∣∣
∑
j∈Jt,n
 jln∑
i=(j−1)ln+1
wn(t, i) ei
2 − E
 jln∑
i=(j−1)ln+1
wn(t, i) ei
2∣∣∣∣∣∣
=: T1,1 + T1,2 + T1,3. (3.6)
Für die Summanden des ersten Terms T1,1 untersuchen wir zunächst deren Erwartungswert.
Mit der Jensenschen Ungleichung erhalten wir jln∑
i=(j−1)ln+1
wn(t, i) (êi − ei)
2 ≤ ln jln∑
i=(j−1)ln+1
w2n(t, i) (êi − ei)2 ,
wodurch für dessen Erwartungswert die Ungleichung
E
 jln∑
i=(j−1)ln+1
wn(t, i) (êi − ei)
2 ≤ ln jln∑
i=(j−1)ln+1
w2n(t, i)E (êi − ei)2
gilt. Nun folgt für den mittleren quadratischen Abstand von Residuum und Fehler mit (2.2),
dass
E (êi − ei)2 = E (m̂ (i/n)−m (i/n))2 = MSE (m̂ (i/n)) .
Mit Hilfe von Lemma 2.1 und der berechneten Größenordnung für die optimale Bandbrei-
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te (2.7) erhalten wir somit
max
1≤i≤n
E (êi − ei)2 = O
(
n−4/5
)
.
Zusammen mit (3.4) erhalten wir damit für das zweite Moment
E
 jln∑
i=(j−1)ln+1
wn(t, i) (êi − ei)
2 = O( l2n
(nbn)2
n−4/5
)
. (3.7)
Somit folgt zusammen mit der Größenordnung O (nbn/ln), welche die Anzahl der Indizes von
Jt,n wiedergibt, sowie [A3] (iii) und nbn = O
(
n4/5
)
, was sich durch die optimale Bandbrei-
te (2.7) ergibt, für T1,1, den ersten Term von (3.6), dass
T1,1 = OP
(
nbn
nbn
ln
l2n
(nbn)2
n−4/5
)
= OP
(
lnn
−4/5
)
= oP (1). (3.8)
Für den zweiten Term von (3.6)
T1,2 = 2nbn
∣∣∣∣∣∣
∑
j∈Jt,n
 jln∑
i=(j−1)ln+1
wn(t, i) (êi − ei)
 jln∑
i=(j−1)ln+1
wn(t, i) ei
∣∣∣∣∣∣
benötigen wir zusätzlich zu (3.7) noch das zweite Moment von
∑jln
i=(j−1)ln+1wn(t, i) ei. Da
der Fehlerprozess (ei)i=1,...,n einen Erwartungswert von Null besitzt, gilt dafür mit (3.4), (3.5)
und [A3] (ii), dass
Var
 jln∑
i=(j−1)ln+1
wn(t, i) ei
 = jln∑
i,l=(j−1)ln+1
wn(t, i)wn(t, l) Cov(ei, el)
≤ 2
∑
(j−1)ln+1≤i≤l≤jln
|wn(t, i)wn(t, l)| 4C (α(l − i))1/4
= C
jln∑
i=(j−1)ln+1
jln−i∑
r=0
|wn(t, i)wn(t, r + i)| (α(r))1/4
= O
(
ln
(nbn)2
)
.
Zusammen mit (3.7), [A3] (iii) und (2.7) erhalten wir somit
T1,2 = OP
(
nbn
nbn
ln
ln
nbn
n−2/5
√
ln
nbn
)
= OP
(√
lnn
−2/5
)
= oP (1). (3.9)
Die Größenordnung des dritten Terms T1,3 von (3.6) erhalten wir durch die Untersuchung der
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Varianz
Var
 ∑
j∈Jt,n
 jln∑
i=(j−1)ln+1
wn(t, i) ei
2
=
∑
j∈Jt,n
Var
 jln∑
i=(j−1)ln+1
wn(t, i) ei
2
+ 2
∑
j∈Jt,n
∑
l∈Jt,n
l>j
Cov
 jln∑
i=(j−1)ln+1
wn(t, i) ei
2 ,
 lln∑
k=(l−1)ln+1
wn(t, k) ek
2
=: T1,3,1 + T1,3,2. (3.10)
Um die Varianz von T1,3,1 zu berechnen, benötigen wir die Kenngröße der Kumulante, welche
bspw. in Cramér (1946) erläutert wird. Die gemeinsame Kumulante der zentrierten Zufallsva-
riablen ep, eq, er, es ist deﬁniert als
cum(ep, eq, er, es) = E(epeqeres)− E(epeq)E(eres)− E(eper)E(eqes)− E(epes)E(eqer).
(3.11)
Mit Hilfe dieser Kenngröße unterteilen wir die Varianz in
Var
 jln∑
i=(j−1)ln+1
wn(t, i) ei
2
= E
 jln∑
i=(j−1)ln+1
wn(t, i) ei
4 −
E
 jln∑
i=(j−1)ln+1
wn(t, i) ei
22
=
jln∑
p,q,r,s=(j−1)ln+1
wn(t, p)wn(t, q)wn(t, r)wn(t, s) [E (epeqeres)− E (epeq)E (eres)]
=
jln∑
p,q,r,s=(j−1)ln+1
wn(t, p)wn(t, q)wn(t, r)wn(t, s) cum (ep, eq, er, es)
+
jln∑
p,q,r,s=(j−1)ln+1
wn(t, p)wn(t, q)wn(t, r)wn(t, s) [E (eper)E (eqes) + E (epes)E (eqer)]
=: T1,3,1,1 + T1,3,1,2. (3.12)
Die Abschätzung der Kumulante wird in Lemma 8.1 im Anhang durchgeführt. Unter der
Voraussetzung [A3] (i) können wir Lemma 8.1 anwenden und erhalten |cum (ep, eq, er, es)| ≤
16C (α(u))
1/4 für u = max{q − p, r − q, s − r} falls p ≤ q ≤ r ≤ s. Für (j − 1)ln + 1 ≤
p ≤ jln zerlegen wir die Menge {(q, r, s) : p ≤ q ≤ r ≤ s ≤ jln,max {q − p, r − q, s− r} ≥ 0}
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in Mengen
Gu(p) = {(q, r, s) : p ≤ q ≤ r ≤ s ≤ jln,max {q − p, r − q, s− r} = u} .
Somit beinhaltet Gu(p) alle (q, r, s) bei denen die größte Lücke zwischen p, q, r und s gleich
u ist. Da wir den Abstand zwischen vier Variablen betrachten, gibt es drei Möglichkeiten
für eine größte Lücke. Die Größe der beiden kleineren Lücken können wir mit Hilfe von u,
der Größe der größten Lücke, abschätzen. Daher gilt #Gu(p) ≤ 3 (u+ 1)2. Mit Hilfe dieser
Mengen, sowie mit Lemma 8.1, (3.4) und [A3] (ii) schätzen wir den ersten Term T1,3,1,1 wie
folgt ab
T1,3,1,1 ≤ 4!
∑
(j−1)ln+1≤p≤q≤r≤s≤jln
|wn(t, p)wn(t, q)wn(t, r)wn(t, s) cum (ep, eq, er, es)|
≤ 4!
jln∑
p=(j−1)ln+1
∞∑
u=0
∑
(q,r,s)∈Gu(p)
|wn(t, p)wn(t, q)wn(t, r)wn(t, s)| 16C (α(u))1/4
≤ C ln
∞∑
u=0
3 (u+ 1)2O
(
1
(nbn)4
)
(α(u))
1/4
= O
(
ln
(nbn)4
)
. (3.13)
Des Weiteren gilt mit (3.4), (3.5) und [A3] (ii) für den zweiten Term
T1,3,1,2
=
jln∑
p,q,r,s=(j−1)ln+1
wn(t, p)wn(t, q)wn(t, r)wn(t, s) [E (eper)E (eqes) + E (epes)E (eqer)]
= 2
 jln∑
p,q=(j−1)ln+1
wn(t, p)wn(t, q)E (epeq)
2
≤ 2
2 ∑
(j−1)ln+1≤p≤q≤jln
|wn(t, p)wn(t, q)| 4C (α(q − p))1/4
2
= O
(
l2n
(nbn)4
)
. (3.14)
Somit erhalten wir mit (3.12), (3.13) und (3.14) insgesamt für die Varianz die Größenordnung
Var
 jln∑
i=(j−1)ln+1
wn (t, i) ei
2 = O( ln
(nbn)4
)
+O
(
l2n
(nbn)4
)
= O
(
l2n
(nbn)4
)
.
Durch das Aufsummieren dieser Varianzen für die Indizes j aus dem Intervall Jt,n erhalten
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wir für T1,3,1, den ersten Term von (3.10), dass
T1,3,1 = O
(
nbn
ln
l2n
(nbn)4
)
= O
(
ln
(nbn)3
)
. (3.15)
Nun untersuchen wir den Kovarianzterm T1,3,2 von (3.10), welcher die Kovarianzen zwischen
dem Produkt zweier Fehlervariablen mit jeweiligen Indizes aus zwei verschiedenen Blöcken
betrachtet. Für diesen erhalten wir mit (3.4) und (3.5) die Abschätzung
T1,3,2
= 2
∑
j∈Jt,n
∑
l∈Jt,n
l>j
Cov
 jln∑
i=(j−1)ln+1
wn(t, i) ei
2 ,
 lln∑
k=(l−1)ln+1
wn(t, k) ek
2
= 2
∑
j∈Jt,n
∑
l∈Jt,n
l>j
jln∑
i,p=(j−1)ln+1
lln∑
k,q=(l−1)ln+1
wn(t, i)wn(t, p)wn(t, k)wn(t, q) Cov (eiep, ekeq)
≤ 8
∑
j∈Jt,n
∑
l∈Jt,n
l>j
∑
(j−1)ln+1≤i≤p≤jln
∑
(l−1)ln+1≤k≤q≤lln
|wn(t, i)wn(t, p)
·wn(t, k)wn(t, q)| 4C (α(k − p))1/4
≤ C ·O
(
l2n
(nbn)4
) ∑
j∈Jt,n
2nbn
ln
+1∑
l−j=1
jln∑
p=(j−1)ln+1
lln∑
k=(l−1)ln+1
(α(k − p))1/4
= C ·O
(
l2n
(nbn)4
) ∑
j∈Jt,n
jln∑
p=(j−1)ln+1
(j+1)ln+2nbn∑
k=jln+1
(α(k − p))1/4 .
Durch den α-Mischungskoeﬃzienten interessiert uns nur noch der Abstand der Indizes von
einem Block zu den Indizes seiner nachfolgenden Blöcke. Dies geschieht für alle Blöcke mit
den Blocknummern aus dem Intervall Jt,n. Dadurch können wir T1,3,2 mit [A3] (ii) abschätzen
durch
T1,3,2 ≤ C ·O
(
l2n
(nbn)4
)
nbn
ln
∞∑
r=1
r (α(r))
1/4
= O
(
ln
(nbn)3
)
. (3.16)
Damit ergibt sich mit (3.10), (3.15) und (3.16) die Größenordnung der Varianz
Var
 ∑
j∈Jt,n
 jln∑
i=(j−1)ln+1
wn (t, i) ei
2 = O( ln
(nbn)3
)
.
Diese benötigen wir, um die Größenordnung von T1,3 von (3.6) zu bestimmen. Dafür gilt mit
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der Voraussetzung [A3] (iii), dass
T1,3 = OP
(
nbn
√
ln
(nbn)3
)
= OP
(√
ln
nbn
)
= oP (1) . (3.17)
Fassen wir nun (3.6), sowie alle drei Terme (3.8), (3.9) und (3.17) zusammen, dann ergibt sich
für den Hauptterm T1 von (3.3) die Größenordnung
T1 = oP (1) . (3.18)
Der zweite Term T2 von (3.3) ergibt sich aufgrund eines möglichen Restterms. Er besitzt
den gleichen Aufbau wie der Hauptterm T1, jedoch setzt er sich nur aus einem Block mit
einer geringeren Blocklänge von weniger als ln Summanden zusammen. Somit verlaufen seine
Berechnungen analog zu denen von T1 und wir erhalten
T2 = oP (1) . (3.19)
Im Folgenden müssen wir noch die Kovarianzterme T3 und T4 von (3.3) untersuchen. Beim
dritten Term T3 werden die Kovarianzen zwischen den Fehlervariablen mit Indizes aus zwei
verschiedenen Blöcken der Länge ln für alle Blöcke aus der Menge Jt,n betrachtet. Daher gilt
mit (3.4), (3.5), [A3] (ii) und (iii), dass
T3 = 2nbn
∣∣∣∣∣∣∣∣
∑
j∈Jt,n
∑
l∈Jt,n
l>j
jln∑
i=(j−1)ln+1
lln∑
k=(l−1)ln+1
wn(t, i)wn(t, k) Cov (ei, ek)
∣∣∣∣∣∣∣∣
≤ 2nbn
∑
j∈Jt,n
2nbn
ln
+1∑
l−j=1
jln∑
i=(j−1)ln+1
lln∑
k=(l−1)ln+1
|wn(t, i)wn(t, k)| 4C (α(k − i))1/4
= C nbnO
(
1
(nbn)2
) ∑
j∈Jt,n
jln∑
i=(j−1)ln+1
(j+1)ln+2nbn∑
k=jln+1
(α(k − i))1/4
≤ C nbnO
(
1
(nbn)2
)
nbn
ln
∞∑
r=1
r (α(r))
1/4
= O
(
1
ln
)
= o (1) . (3.20)
Beim vierten Term T4 von (3.3) werden die Kovarianzen zwischen den Fehlervariablen mit
Indizes aus dem Restblock und allen anderen Blöcken mit der Länge ln berechnet. Somit
ergibt sich ebenso mit (3.4), (3.5), [A3] (ii) und [A1] (iv), dass
T4 ≤ 2nbn
∣∣∣∣∣∣∣
∑
j∈Jt,n
jln∑
i=(j−1)ln+1
n∑
k=[ nln ]ln+1
wn(t, i)wn(t, k) 4C (α(k − i))1/4
∣∣∣∣∣∣∣
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≤ C nbnO
(
1
(nbn)2
) ∞∑
r=1
r (α(r))
1/4
= O
(
1
nbn
)
= o (1) . (3.21)
Alle vier Terme des Abstandes der Varianzen von m0(t) auf der Originalseite und m∗0(t) auf
der Bootstrap-Seite in (3.3) haben mit (3.18), (3.19), (3.20) und (3.21) eine Größenordnung
von oP (1) oder o (1), also erhalten wir∣∣∣Var*(√nbnm∗0(t))−Var(√nbnm0(t))∣∣∣ = oP (1).
Mit dieser Approximation und der Normalverteilung der Bootstrap-Größe m∗0(t) in (3.2) er-
halten wir die Konvergenz
√
nbnm
∗
0(t)√
Var
(√
nbnm0(t)
) d−→ Z ∼ N (0, 1) in Wahrscheinlichkeit. (3.22)
Mit Hilfe des Continuous Mapping Theorems, z. B. aus Billingsley (1968, Theorem 5.1) gelten
die Verteilungs-Konvergenzen (3.1) und (3.22) auch für
√
nbn |m0(t)| und
√
nbn |m∗0(t)|. Somit
konvergiert die Originalgröße
√
nbn |m0(t)| und die Bootstrap-Größe
√
nbn |m∗0(t)| gegen die
gleiche normalverteilte Zufallsvariable |Z|. Die Normalverteilung stellt eine stetige Grenzver-
teilung dar. Dadurch sind alle Voraussetzungen von Lemma 8.3 erfüllt und wir erhalten die
Konvergenz
P
(√
nbn |m0(t)| ≤ t∗n,1−α
)
−→
n→∞ 1− α,
wobei t∗n,1−α das (1− α)-Quantil von
√
nbn |m∗0(t)| ist. 
4 Coupling von Partialsummen
Um in Kapitel 3 den Nachweis der asymptotischen Korrektheit der punktweisen Konﬁdenz-
intervalle zu liefern, analysierten wir die Grenzverteilungen auf der Originalseite und der
Bootstrap-Seite. Dies wurde durch die punktweise Betrachtung für t ∈ [0, 1] ermöglicht. Bei
dem Nachweis der asymptotischen Korrektheit von simultanen Konﬁdenzbändern im nach-
folgenden Kapitel können wir wegen der Wahrscheinlichkeit einer simultanen Überdeckung
nicht auf die Analyse der Grenzverteilungen zurückgreifen. Daher nutzen wir die sogenannte
Coupling-Technik. Mit diesem Verfahren können wir die Partialsummenprozesse, welche aus
dem Fehlerprozess und aus dem Bootstrap-Fehlerprozess bestehen, aneinander koppeln, in-
dem wir beide Prozesse jeweils an den gleichen Wiener Prozess koppeln.
Für den Fehlerprozess nutzen wir in Kapitel 4.1 ein bekanntes Resultat der starken Approxi-
mation von Shao und Lu (1987). Zusätzlich werden wir in Kapitel 4.2 die starke Approximation
für lineare Prozesse nachweisen. In den nachfolgenden Kapiteln 4.3 und 4.4 werden wir das
Coupling für die Partialsummenprozesse der Bootstrap-Fehler, welche durch das Blockwise
DWB und das Autoregressive DWB erzeugt werden, herleiten.
4.1 Starke Approximation für α-mischende Prozesse
Um die asymptotische Korrektheit von simultanen Konﬁdenzbändern nachzuweisen, müssen
die jeweiligen Partialsummenprozesse der Original- und der Bootstrap-Fehler aneinander ge-
koppelt werden. Dies erfolgt mit Hilfe des Couplings beider Prozesse an den gleichen Wiener
Prozess. In diesem Abschnitt beschäftigen wir uns mit der starken Approximation des Feh-
lerprozesses.
Die starke Approximation, auch strong invariance principle genannt, wurde von Strassen
(1964) für Partialsummen mit unabhängigen und identisch verteilten Daten eingeführt. Nach-
folgend haben Breiman (1967), sowie Komlós et al. (1975) und Komlós et al. (1976) die Ap-
proximationsrate unter bestimmten Voraussetzungen verbessert. Die Erweiterung der starken
Approximation auf abhängige Daten wurde unter anderem in Philipp und Stout (1975), Berkes
und Philipp (1979), Bradley (1983) und Shao (1993) unter verschiedenen Abhängigkeitsbe-
dingungen vorgenommen. In der vorliegenden Arbeit betrachten wir einen stark mischenden
Prozess, sodass wir die starke Approximation für α-mischende Prozesse von Shao und Lu
(1987) nutzen.
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Wir betrachten im Folgenden den Partialsummenprozess (Sk)k=1,...,n des Fehlerprozesses
(ei)i=1,...,n, wobei
Sk =
k∑
i=1
ei
für k = 1, . . . , n. Für den Fehlerprozess (ei)i=1,...,n werden zusätzlich zu [A2] noch die folgenden
Voraussetzungen angenommen
[A4]
(i) Für den Prozess (ei)i=1,...,n sei sup
i
‖ei‖s <∞ für ein s > 4.
(ii) Weiterhin gilt für obiges s, dass
∞∑
r=0
(α(r))
1
4
− 1
s <∞.
Unter diesen Voraussetzungen ist die starke Approximation von Shao und Lu (1987) anwend-
bar. Es existiert somit ein Wiener Prozess W, sodass auf einem hinreichend reichhaltigen
Wahrscheinlichkeitsraum der Partialsummenprozess (Sk)k=1,...,n, mit Sk =
∑k
i=1 ei, gleichmä-
ßig durch diesen Wiener Prozess approximiert werden kann.
Satz 4.1 (Shao und Lu (1987), Theorem 4.1)
Unter den Voraussetzungen [A2] und [A4] existiert auf einem geeigneten Wahrscheinlich-
keitsraum (Ω,A, P ) eine Version des Partialsummenprozesses (Sk)k=1,...,n und ein Wiener
Prozess W, sodass für t ≥ 0
St −W
(
σ2t
)
= Of. s.
(
t
1/4 (log t)
3/2
)
,
wobei σ2 =
∑
i∈Z E (e0ei). Somit folgt
max
1≤k≤n
∣∣Sk −W (σ2k)∣∣ = Of. s. (n1/4 (log n)3/2) .
Bemerkung
Die Notation of. s. und Of. s. bezeichnet die Landau-Notation in P -fast sicher. Dabei gilt
bn = of. s. (an) ,
falls ∣∣∣∣ bnan
∣∣∣∣ f. s.−→ 0.
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Des Weiteren gilt
bn = Of. s. (an) ,
falls
lim sup
n→∞
∣∣∣∣ bnan
∣∣∣∣ <∞ fast sicher.
Mit Hilfe dieser starken Approximation haben wir nun den Partialsummenprozess
(Sk)k=1,...,n des Fehlerprozesses an einen Wiener Prozess gekoppelt. Bei der Konstruktion
der simultanen Konﬁdenzbänder untersuchen wir mit m0(t) von (2.8) jedoch nicht den Feh-
lerprozess (ei)i=1,...,n, sondern eine gewichtete Summe von diesem. Daher ist es notwendig
nicht nur den Wiener Prozess zu betrachten, sondern auch eine gewichtete Summe der Zu-
wächse des Wiener Prozesses. Somit deﬁnieren wir für den weiteren Verlauf dieser Arbeit den
Gaußprozess
µ0(t) :=
n∑
i=1
wn(t, i)
[
W
(
σ2i
)−W (σ2(i− 1))] (4.1)
für t ∈ [0, 1] mit dem gleichen Gewicht wn(t, i) = (nbn)−1K
(
t−i/n
bn
)
des Priestley-Chao-
Schätzers. Mit Hilfe von Satz 4.1 erhalten wir im Folgenden die gleichmäßige Approximation
zwischen m0(t) und dem Gaußprozess µ0(t).
Lemma 4.1
Unter den Voraussetzungen [A1], [A2] und [A4] folgt die gleichmäßige Approximation
max
0≤t≤1
|m0(t)− µ0(t)| = of. s.
(
1√
nbn
√
log n
)
.
Beweis
Für nachfolgende Berechnungen deﬁnieren wir zuerst
Ωn(t) := |wn(t, n)|+
n∑
i=2
|wn(t, i)− wn(t, i− 1)| (4.2)
für t ∈ [0, 1]. Nun wenden wir die Abelsche partielle Summation, bspw. aus Heuser (2009),
auf den Abstand von m0(t) und µ0(t) an und erhalten
|m0(t)− µ0 (t)| =
∣∣∣∣∣
n∑
i=1
wn(t, i)
(
ei −
[
W
(
σ2i
)−W (σ2(i− 1))])∣∣∣∣∣
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=
∣∣∣∣∣wn(t, n)
n∑
i=1
(
ei −
[
W
(
σ2i
)−W (σ2(i− 1))])
+
n∑
i=2
(wn(t, i− 1)− wn(t, i))
i−1∑
k=1
(
ek −
[
W
(
σ2k
)−W (σ2(k − 1))])∣∣∣∣∣ .
Da für den Wiener Prozess W(0) = 0 gilt, folgt für die Summe der Zuwächse
k∑
i=1
[
W
(
σ2i
)−W (σ2(i− 1))] = W (σ2k) .
Somit erhalten wir mit (4.2) und Satz 4.1, dass
|m0(t) −µ0 (t)|
≤ |wn(t, n)|
∣∣Sn −W (σ2n)∣∣+ n∑
i=2
|wn(t, i− 1)− wn(t, i)|
∣∣Si−1 −W (σ2(i− 1))∣∣
≤
{
|wn(t, n)|+
n∑
i=2
|wn(t, i− 1)− wn(t, i)|
}
max
1≤i≤n
∣∣Si −W (σ2i)∣∣
= Ωn(t)Of. s.
(
n
1/4 (log n)
3/2
)
.
Aufgrund der beschränkten Totalvariation des Kerns K folgt
max
0≤t≤1
Ωn(t) = max
0≤t≤1
{
|wn(t, n)|+
n∑
i=2
|wn(t, i− 1)− wn(t, i)|
}
=
1
nbn
max
0≤t≤1
{∣∣∣∣K ( t− 1bn
)∣∣∣∣+ n∑
i=2
∣∣∣∣K ( t− i/nbn
)
−K
(
t− (i−1)/n
bn
)∣∣∣∣
}
= O
(
1
nbn
)
. (4.3)
Damit gilt mit der optimalen Bandbreite (2.7) für die gleichmäßige Approximation zwischen
m0(t) und µ0(t) die Größenordnung
max
0≤t≤1
|m0(t)− µ0(t)| = max
0≤t≤1
Ωn(t)Of.s.
(
n
1/4 (log n)
3/2
)
= Of. s.
(
1
nbn
n
1/4 (log n)
3/2
)
= Of. s.
(
1√
nbn
√
log n
(log n)2
n1/4b
1/2
n
)
= of. s.
(
1√
nbn
√
log n
)
.

4.2 Starke Approximation für lineare Prozesse 37
4.2 Starke Approximation für lineare Prozesse
Im vorhergehenden Abschnitt haben wir die starke Approximation für α-mischende Prozesse
aufgezeigt. In diesem Fall haben Shao und Lu (1987) die Schranke Of. s.
(
n1/4 (log n)
3/2
)
, unter
Vorliegen von endlichen Momenten supi ‖ei‖s <∞ für ein s > 4 und Voraussetzungen an die
Mischungsbedingung, erreicht. Im Fall von unabhängigen und identisch verteilten Zufallsva-
riablen wurde in Komlós et al. (1975) und Komlós et al. (1976) unter Vorliegen einer endlichen
momenterzeugenden Funktion Of. s. (log n) als beste Rate erhalten. Falls jedoch keine endli-
che momenterzeugende Funktion vorliegt, aber endliche Momente E (|X|r) <∞ für ein r > 3
existieren, so wird immer noch die Schranke of. s.
(
n1/r
)
erreicht.
Daher möchten wir in diesem Abschnitt die starke Approximation eines linearen Prozesses
untersuchen, um eine bessere Rate, so wie im unabhängigen Fall, zu erhalten.
Nachfolgend sei nun (Yi)i=1,...,n ein kausaler linearer Prozess mit
Yi =
∞∑
j=0
βj εi−j
für i = 1, . . . , n. Für diesen Prozess werden folgende Voraussetzungen angenommen
[A5]
(i) Es sei (Yi)i=1,...,n ein kausaler linearer Prozess mit unabhängigen und identisch verteilten
Zufallsvariablen (εi)i∈Z.
(ii) Für (εi)i∈Z gelte E (εi) = 0, E
(
ε2i
)
=: σ2ε <∞ und E (|εi|r) <∞ für ein r > 3.
(iii) Weiterhin sei |βj | ≤ Cρj für ein ρ < 1 und j ∈ N0. Zusätzlich deﬁnieren wir β :=
∞∑
j=0
βj .
Bemerkungen
◦ Der kausale lineare Prozess (Yi)i=1,...,n ist unter obigen Voraussetzungen stark stationär.
◦ Unter [A5] gilt ∑i∈Z |Cov (Y0, Yi)| < ∞. Somit folgt für die Partialsumme Sn, mit
Sn =
∑n
i=1 Yi, mit Hilfe der majorisierten Konvergenz und den Voraussetzungen [A5],
dass
1
n
Var
(
Sn
)
=
n−1∑
i=−(n−1)
(
1− |i|
n
)
Cov(Y0, Yi)
−→
n→∞
∑
i∈Z
Cov(Y0, Yi) =
∑
i∈Z
∞∑
j,l=0
βjβl Cov (ε−j , εi−l) = β2σ2ε .
Der nachfolgende Satz liefert die starke Approximation eines linearen Prozesses.
38 4 Coupling von Partialsummen
Satz 4.2
Es sei (Yi)i=1,...,n ein linearer Prozess mit
Yi =
∞∑
j=0
βj εi−j
für i = 1, . . . , n, für welchen die Voraussetzungen [A5] gelten. Dann existiert auf einem ge-
eigneten Wahrscheinlichkeitsraum eine Version des Partialsummenprozesses (Sk)k=1,...,n, mit
Sk =
∑k
i=1 Yi, und ein Wiener Prozess W, sodass
max
1≤k≤n
∣∣Sk −W (kβ2σ2ε)∣∣ = of. s. (n1/r) .
Beweis
Aufgrund der Unabhängigkeit der Zufallsvariablen (εi)i∈Z können wir die Partialsumme des
linearen Prozesses für k = 1 . . . , n in einen Hauptterm und zwei Restterme mit unabhängigen
Summanden aufteilen
Sk =
k∑
i=1
Yi =
k∑
i=1
∞∑
j=0
βj εi−j
=
k∑
i=1
εi
∞∑
j=0
βj︸ ︷︷ ︸
=:Sk,0
+
∞∑
i=0
ε−i
k+i∑
j=1+i
βj︸ ︷︷ ︸
=:Rk,1
−
k∑
i=1
εi
∞∑
j=k−i+1
βj︸ ︷︷ ︸
=:Rk,2
.
Damit können wir für die starke Approximation die Unterteilung
max
1≤k≤n
∣∣Sk −W (kβ2σ2ε)∣∣ ≤ max
1≤k≤n
∣∣Sk,0 −W (kβ2σ2ε)∣∣
+ max
1≤k≤n
∣∣Rk,1∣∣+ max
1≤k≤n
∣∣Rk,2∣∣ (4.4)
vornehmen. Mit Hilfe von Komlós et al. (1976) werden wir nachfolgend die starke Approxima-
tion für den Hauptterm Sk,0 herleiten und danach die Beschränktheit der beiden Restterme
Rk,1 und Rk,2 zeigen.
Mit der Deﬁnition
S˜k,0 :=
k∑
i=1
εi,
für die Partialsumme der unabhängigen und identisch verteilten Zufallsvariablen (εi)i∈Z, und
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[A5] (iii) erhalten wir für den Hauptterm Sk,0 die Darstellung
Sk,0 =
∞∑
j=0
βj
k∑
i=1
εi = β S˜k,0. (4.5)
Unter den Voraussetzungen [A5] (i) und (ii) erhalten wir E
(
S˜k,0
)
= 0 und Var
(
S˜k,0
)
= k σ2ε .
Dadurch ergibt sich für den Hauptterm Sk,0, dass E
(
Sk,0
)
= 0 und Var
(
Sk,0
)
= k β2σ2ε . Wie
bereits erwähnt, liefert Komlós et al. (1976) eine starke Approximation für unabhängige und
identisch verteilte Zufallsvariablen. Unter [A5] (i) und (ii) können wir Theorem 2 aus Komlós
et al. (1976) auf S˜k,0 anwenden und erhalten auf einem geeigneten Wahrscheinlichkeitsraum
die starke Approximation von S˜k,0 durch einen Wiener Prozess W˜ mit
max
1≤k≤n
∣∣∣S˜k,0 − W˜ (kσ2ε)∣∣∣ = of. s. (n1/r) . (4.6)
Nun werden wir diese starke Approximation auf Sk,0 übertragen. Unter [A5] (iii) gilt mit der
geometrischen Reihe für β, dass
β =
∞∑
j=0
βj ≤ C
∞∑
j=0
ρj = C
1
1− ρ <∞.
Des Weiteren deﬁnieren wir einen Wiener Prozess W für alle t ≥ 0 mit Hilfe des Wiener
Prozesses W˜, sodass
W (t) := β W˜ (t/β2) .
Somit erhalten wir zusammen mit (4.5) und (4.6) die starke Approximation für Sk,0
max
1≤k≤n
∣∣Sk,0 −W (kβ2σ2ε)∣∣ = max
1≤k≤n
∣∣∣β S˜k,0 − β W˜ (kσ2ε)∣∣∣
= β max
1≤k≤n
∣∣∣S˜k,0 − W˜ (kσ2ε)∣∣∣ = of. s. (n1/r) . (4.7)
Im Folgenden werden wir die Restterme untersuchen. Für den ersten Restterm Rk,1 betrachten
wir die Abschätzung
∣∣Rk,1∣∣ =
∣∣∣∣∣∣
∞∑
i=0
ε−i
k+i∑
j=1+i
βj
∣∣∣∣∣∣ ≤
∞∑
i=0
|ε−i|
∞∑
j=1+i
|βj |.
Da diese Abschätzung für alle k = 1, . . . , n gilt, folgt für das Maximum von Rk,1
max
1≤k≤n
∣∣Rk,1∣∣ ≤ ∞∑
i=0
|ε−i|
∞∑
j=1+i
|βj |.
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Um nun die Größenordnung dieses Terms zu berechnen, untersuchen wir seinen Erwartungs-
wert. Wir erhalten mit den Voraussetzungen [A5] und der geometrischen Reihe, dass
E
[
max
1≤k≤n
∣∣Rk,1∣∣] ≤ E
 ∞∑
i=0
|ε−i|
∞∑
j=1+i
|βj |
 ≤ E (|ε1|) ∞∑
i=0
∞∑
j=1+i
Cρj
= C E (|ε1|)
∞∑
i=0
ρi+1
1− ρ = C E (|ε1|)
ρ
(1− ρ)2 <∞.
Dadurch folgt
max
1≤k≤n
∣∣Rk,1∣∣ = Of. s.(1). (4.8)
Mit ähnlichen Überlegungen untersuchen wir nun den zweiten Restterm Rk,2. Wir erhalten
zunächst die Abschätzung
∣∣Rk,2∣∣ =
∣∣∣∣∣∣
k∑
i=1
εi
∞∑
j=k−i+1
βj
∣∣∣∣∣∣ ≤
∞∑
i=1
|εi|
∞∑
j=i
|βj |
für alle k = 1, . . . , n und somit auch für dessen Maximum
max
1≤k≤n
∣∣Rk,2∣∣ ≤ ∞∑
i=1
|εi|
∞∑
j=i
|βj |.
Nun erhalten wir analog zu obigen Rechnungen, dass
E
[
max
1≤k≤n
∣∣Rk,2∣∣] ≤ E
 ∞∑
i=1
|εi|
∞∑
j=i
|βj |
 ≤ E (|ε1|) ∞∑
i=1
∞∑
j=i
Cρj
= C E (|ε1|) ρ
(1− ρ)2 <∞,
wodurch
max
1≤k≤n
∣∣Rk,2∣∣ = Of. s.(1). (4.9)
Zum Schluss fassen wir die drei Terme (4.7), (4.8) und (4.9) zusammen und erhalten mit (4.4)
die starke Approximation
max
1≤k≤n
∣∣Sk −W (kβ2σ2ε)∣∣ = of. s. (n1/r)+Of. s.(1) = of. s. (n1/r) .

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Somit erhalten wir für die starke Approximation eines linearen Prozesses mit Satz 4.2 die
gleiche Rate wie sie Komlós et al. (1976) im Fall von unabhängigen Zufallsvariablen beim
Vorliegen von endlichen Momenten erreicht haben.
Da sich verschiedene Prozesse unter gewissen Voraussetzungen als lineare Prozesse darstellen
lassen, wie Brockwell und Davis (1991) zeigt, lässt sich Satz 4.2 auf eine Vielzahl von Fällen
anwenden. Dazu zählen zum einen MA-Prozesse, weil diese Spezialfälle des linearen Prozesses
sind. Zum anderen können auch autoregressive Prozesse unter bestimmten Voraussetzungen
in lineare Prozesse umgeformt werden. Wir betrachten hierfür einen AR(p)-Prozess (Xt)t∈Z
mit
Xt =
p∑
k=1
αkXt−k + t,
wobei wir eine stationäre Folge (t)t∈Z gegeben haben. Für diese gilt E(t) = 0, E
(
2t
)
<∞ und
supt E (|t|) <∞. Mit Hilfe des Verschiebungsoperators B mit BXt := Xt−1 gilt α(B)Xt = t
mit α(B) = B0−α1B1−. . .−αpBp. Falls nun das autoregressive Polynom α(·) keine Nullstellen
im komplexen Einheitskreis besitzt, existiert eine Folge (βk)k∈N0 mit α(z)
∑∞
k=0 βk z
k = 1 für
alle z ∈ C, wobei |z| < c := min {|c1|, . . . , |cp|} und c1, . . . , cp sind die Nullstellen von α(·).
Dabei sind die βk reell mit |βk| ≤ C(c − )−k für alle  > 0 und k ∈ N0. Unter diesen
Bedingungen können wir Xt als kausalen linearen Prozess
Xt =
∞∑
k=0
βk t−k
darstellen.
Des Weiteren besteht ein ARMA-Prozess aus einem autoregressiven Anteil und einem moving-
average Anteil. Daher kann dieser unter oben genannten Voraussetzungen auch in einen li-
nearen Prozess umgeformt werden.
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Den Nachweis der asymptotischen Korrektheit des simultanen Konﬁdenzbandes führen wir mit
Hilfe der Coupling-Technik. Dazu wurde die Partialsumme des Fehlerprozesses in Kapitel 4.1
mit der starken Approximation an einen Wiener Prozess gekoppelt. Im vorliegenden Abschnitt
werden wir nun das Coupling des Bootstrap-Partialsummenprozesses (S∗k)k=1,...,n, mit
S∗k =
k∑
m=1
e∗m
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für k = 1, . . . , n, herleiten. Dabei ergeben sich die Pseudo-Fehler (e∗i )i=1,...,n mit Hilfe des
Blockwise Dependent Wild Bootstrap-Verfahrens aus Kapitel 2.3.1. Die Hilfsvariablen
(Wi)i=1,...,n werden hierbei in sogenannte Blöcke der maximalen Länge ln unterteilt, d. h.
ln Hilfsvariablen bilden einen Block. Somit erhalten wir [n/ln] Blöcke der Länge ln, plus einen
möglichen Restblock mit n − [n/ln] ln Variablen, falls n/ln nicht ganzzahlig ist. Innerhalb des
l-ten Blockes werden die Zufallsvariablen W(l−1)ln+1, . . . ,Wlln als eine Zufallsvariable Vl für
l = 1, . . . , [n/ln], sowie die Zufallsvariablen W[n/ln]ln+1, . . . ,Wn des Restblockes als V[n/ln]+1,
deﬁniert. Wir unterteilen die Partialsumme S∗k in einen Hauptterm, welcher die Bootstrap-
Variablen mit Indizes innerhalb der vollständigen Blöcke der Länge ln untersucht, und einen
Restterm, welcher sich durch einen möglichen Restblock ergibt. Dadurch gilt
S∗k =
k∑
m=1
e∗m =
k∑
m=1
êmWm
=
[k/ln]∑
l=1
Vl
lln∑
m=(l−1)ln+1
êm + V[k/ln]+1
k∑
m=[k/ln]ln+1
êm
für k = 1, . . . , n. Die Zufallsvariablen (Vl)l=1...,[n/ln]+1 sind unabhängig und standardnormal-
verteilt, somit ist S∗k , bedingt auf die Originalstichprobe (Xi)i=1,...,n, normalverteilt mit
S∗k ∼ N
0, [k/ln]∑
l=1
 lln∑
m=(l−1)ln+1
êm
2 +
 k∑
m=[k/ln]ln+1
êm
2 .
Des Weiteren sind die Partialsummen der Bootstrap-Variablen deren Indizes innerhalb ei-
nes Blockes liegen und die Partialsummen der Bootstrap-Variablen deren Indizes innerhalb
eines anderen Blockes liegen aufgrund der Unabhängigkeit und Normalverteilung der Zufalls-
variablen (Vl)l=1...,[n/ln]+1 unabhängig voneinander und jeweils normalverteilt. Wodurch eine
Summe über diese Partialsummen ebenso normalverteilt ist. Diese Verteilungseigenschaft be-
sitzt auch ein Wiener Prozess.
Für den Nachweis der asymptotischen Korrektheit des simultanen Konﬁdenzbandes soll der
Bootstrap-Fehlerprozess das Verhalten des unbekannten Fehlerprozesses imitieren. Hierfür
werden wir die jeweiligen Partialsummenprozesse (Sk)k=1,...,n und (S
∗
k)k=1,...,n aneinander kop-
peln. Die starke Approximation des Partialsummenprozesses der Fehlervariablen (ei)i=1,...,n
wurde in Kapitel 4.1 aufgezeigt. Weiterhin werden wir im vorliegenden Abschnitt die gleich-
mäßige Approximation der Bootstrap-Partialsumme S∗k durch einen Wiener Prozess herleiten.
Das abschließende Coupling der Partialsummenprozesse (Sk)k=1,...,n und (S
∗
k)k=1,...,n erfolgt
im nachfolgenden Kapitel 5 mit Hilfe des Couplings der beiden Partialsummenprozesse an
denselben Wiener Prozess.
Für die gleichmäßige Approximation von (S∗k)k=1,...,n durch einen Wiener Prozess benötigen
wir zusätzlich zu [A1] und [A2] noch die folgenden Voraussetzungen
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[A6]
(i) Für den Prozess (ei)i=1,...,n gilt für ein δ > 0, dass E
(|e1|28+δ) <∞.
(ii) Des Weiteren gilt für obiges δ, dass
∞∑
r=0
(r + 1)26(α(r))
δ
28+δ <∞.
(iii) Für die Blocklängen (ln)n∈N gilt ln −→ ∞ für n → ∞, sowie ln = O
(√
nbn
log(n)
)
und
1
ln
= o
(
1
log(n)
)
.
Bemerkung
Beim Blockwise DWB muss die Blocklänge ln mit steigendem Stichprobenumfang wachsen.
Somit wird sichergestellt, dass die Abhängigkeit des Originalprozesses durch eine wachsende
Blockgröße aufgefangen wird. Jedoch muss auch eine wachsende Anzahl an Blöcken in die Be-
rechnung der Bootstrap-Größe m∗0(t) eingehen, um die Verteilung der Statistik gut imitieren
zu können. Deshalb wird die Blocklänge durch O
(√
nbn/log(n)
)
beschränkt.
Beim Nachweis der asymptotischen Korrektheit der punktweisen Konﬁdenzintervalle in Kapi-
tel 3 benötigten wir für die Beschränkung der Blocklänge ln bereits die Größenordnung o (nbn).
Diese Größenordnung muss beim Nachweis der asymptotischen Korrektheit von simultanen
Konﬁdenzbändern notwendigerweise verschärft werden, da wir eine gleichmäßige Überdeckung
und nicht nur eine punktweise erhalten wollen.
Im weiteren Verlauf der Arbeit nutzen wir eine Notation, welche in Neumann und Polzehl
(1996) und Neumann und Paparoditis (2008) vorgestellt wurde.
Deﬁnition 4.1 (Neumann und Polzehl (1996), Deﬁnition 2.1)
Für jede Folge von Zufallsvariablen (Yn)n∈N und jede Folge von nichtnegativen Konstanten
(αn)n∈N und (βn)n∈N gilt
Yn = O˜ (αn, βn) ,
falls ein C <∞ existiert, sodass
P (|Yn| > Cαn) ≤ Cβn.
Bemerkung
Diese Notation ist stärker als die allgemein genutzte Notation OP . Wir nutzen sie hier, weil
wir für den Nachweis der asymptotischen Korrektheit von simultanen Konﬁdenzbändern Er-
gebnisse von der Art benötigen, dass mit einer hohen Wahrscheinlichkeit eine große Zahl von
Zufallsvariablen gleichmäßig unter einem entsprechenden Schwellenwert liegen.
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Für die Herleitung des Couplings des Bootstrap-Partialsummenprozesses benötigen wir den
Abstand zwischen den Residuen und den Fehlern. Deshalb betrachten wir zunächst das fol-
gende Lemma.
Lemma 4.2
Unter den Voraussetzungen [A1], [A2] und [A6] erhalten wir, für ein beliebig kleines δ > 0 und
ein beliebig großes γ <∞, für den Abstand zwischen Residuum und Fehler die Größenordnung
|êi − ei| = O˜
(
nδ−2/5, n−γ
)
für i = 1, . . . , n. Somit folgt für den maximalen Abstand
sup
1≤i≤n
|êi − ei| = O˜
(
nδ−2/5, n1−γ
)
.
Beweis
Für die Residuen gilt
êi = Xi − m̂ (i/n) = ei +m (i/n)− m̂ (i/n)
für i = 1, . . . , n. Somit erhalten wir für den Abstand zwischen Residuum und Fehler
|êi − ei| = |m̂ (i/n)−m (i/n)| .
In Kapitel 2.1 haben wir mit Hilfe der optimalen Bandbreite (2.7) die GrößenordnungO
(
n−4/5
)
für den mittleren quadratischen Fehler von m̂ (t) berechnet. Dadurch erhalten wir mit (2.2)
und der Jensenschen Ungleichung, dass E (|êi − ei|) = O
(
n−2/5
)
. Nun sei δ > 0 beliebig klein,
γ <∞ beliebig groß und a ∈ N. Dann gilt mit der Markov-Ungleichung die Abschätzung
P
(
|êi − ei| ≥ n−2/5 nδ
)
≤ E (|êi − ei|
a)
n−2a/5 naδ
. (4.10)
Des Weiteren erhalten wir mit der Ungleichung |b + c|p ≤ 2p−1 (|b|p + |c|p) für 1 ≤ p < ∞,
sowie Bias (m̂ (t)) = E (m̂ (t))−m (t) für t ∈ [0, 1], dass
E (|êi − ei|a)
= E (|m̂ (i/n)−m (i/n)|a)
≤ 2a−1 {E( |m̂ (i/n)− E (m̂ (i/n))|a )+ E( |E (m̂ (i/n))−m (i/n)|a )}
= 2a−1
E
∣∣∣∣∣∣
n∑
j=1
wn (i/n, j)Xj − E
 n∑
j=1
wn (i/n, j)Xj
∣∣∣∣∣∣
a+ |E (m̂ (i/n))−m (i/n)|a

= 2a−1
E
∣∣∣∣∣∣
n∑
j=1
wn (i/n, j) [m (j/n) + ej ]−
n∑
j=1
wn (i/n, j)m (j/n)
∣∣∣∣∣∣
a+ |Bias (m̂ (i/n))|a

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= 2a−1
E
∣∣∣∣∣∣
n∑
j=1
wn (i/n, j) ej
∣∣∣∣∣∣
a+ |Bias (m̂ (i/n))|a
 . (4.11)
Um nun das a-te absolute Moment des ersten Terms abzuschätzen, können wir unter den
Voraussetzungen [A2] und [A6] die Rosenthal-Ungleichung von Lemma 2.3 für 2 < a ≤ 28
anwenden und erhalten
E
∣∣∣∣∣∣
n∑
j=1
wn (i/n, j) ej
∣∣∣∣∣∣
a
≤ C
n∑
j=1
(
E
(|wn (i/n, j) ej |a+)) aa+ + C
 n∑
j=1
(
E
(
|wn (i/n, j) ej |2+
)) 2
2+
a/2
= C
n∑
j=1
|wn (i/n, j)|a
(
E
(|ej |a+)) aa+ + C
 n∑
j=1
|wn (i/n, j)|2
(
E
(|ej |2+)) 22+
a/2
≤ C
(
max
1≤j≤n
E
(|ej |a+)) aa+ n∑
j=1
|wn (i/n, j)|a
+ C
(
max
1≤j≤n
E
(|ej |2+)) a2+
 n∑
j=1
|wn (i/n, j)|2
a/2 .
Unter den Voraussetzungen [A1] gilt für die Summe der Gewichte
n∑
j=1
|wn (i/n, j)|a = 1
(nbn)
a
n∑
j=1
∣∣∣∣K ( i− jnbn
)∣∣∣∣a = O( 1(nbn)a−1
)
,
wodurch wir zusammen mit [A6] (i) die Größenordnung
E
∣∣∣∣∣∣
n∑
j=1
wn (i/n, j) ej
∣∣∣∣∣∣
a = O( 1
(nbn)
a/2
)
für den ersten Term von (4.11) erhalten. Weiterhin ergibt sich für den Bias unter [A1] und
mit (2.3), dass |Bias (m̂ (i/n))|a = O (b2an ). Somit erhalten wir mit der optimalen Bandbrei-
te (2.7) für (4.11), dass
E (|êi − ei|a) ≤ 2a−1
{
O
(
1
(nbn)
a/2
)
+O
(
b2an
)}
= O
(
n−4a/10 + n−2a/5
)
= O
(
n−2a/5
)
. (4.12)
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Dadurch gilt mit (4.10) die Größenordnung
P
(
|êi − ei| ≥ n−2/5nδ
)
= O
(
n−aδ
)
.
Wir setzen nun
a := γ/δ. (4.13)
Dadurch ergibt sich mit Deﬁnition 4.1 für den Abstand von Residuum und Fehler
|êi − ei| = O˜
(
nδ−2/5, n−γ
)
.
Weiterhin erhalten wir für den Supremums-Abstand mit der Bonferroni-Ungleichung, sowie
mit (4.10), (4.12) und (4.13), dass
P
(
sup
1≤i≤n
|êi − ei| ≥ n−2/5nδ
)
≤
n∑
i=1
P
(
|êi − ei| ≥ n−2/5nδ
)
≤
n∑
i=1
E (|êi − ei|a)
n−2a/5naδ
= O
( n
naδ
)
= O
(
n1−γ
)
.
Mit Deﬁnition 4.1 folgt somit schlussendlich
sup
1≤i≤n
|êi − ei| = O˜
(
nδ−2/5, n1−γ
)
.

Bemerkung
Für den weiteren Verlauf dieser Arbeit nutzen wir für a = γ/δ mit einem beliebig kleinen δ > 0
und einem beliebig großen γ <∞ die Werte a = 12, δ = 9/100 und γ = 27/25.
Nachfolgend bezeichnet oP ∗ (·) und OP ∗ (·) die Landau-Notation in P ∗-Wahrscheinlichkeit.
Hierbei bezeichnet P ∗ die Bootstrap-Verteilung, bedingt auf die Originalstichprobe (Xi)i=1,...,n,
d. h. P ∗ (·) = P (·|X1, . . . , Xn). Somit gilt
bn = oP ∗ (an) ,
falls für alle  > 0 die Konvergenz
P ∗
(∣∣∣∣ bnan
∣∣∣∣ > ) P−→ 0
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gilt. Weiterhin gilt
bn = OP ∗ (an) ,
falls für alle  > 0 ein δ ∈ R existiert, sodass
P ∗ (|bn| ≥ δ|an|) ≤ .
Im nachfolgenden Teil des Abschnittes werden wir das Coupling des Partialsummenprozesses
(S∗k)k=1,...,n, mit
S∗k =
k∑
m=1
e∗m,
an einen Wiener Prozess herleiten. Der Partialsummenprozess besteht hierbei aus den Pseudo-
Fehlern (e∗i )i=1,...,n, welche mit Hilfe des Blockwise Dependent Wild Bootstrap-Verfahrens aus
Kapitel 2.3.1 erzeugt werden.
Satz 4.3
Unter den Voraussetzungen [A1], [A2] und [A6] existiert auf einer geeigneten Erweiterung des
zugrunde liegendenWahrscheinlichkeitsraumes (Ω,A, P ) der Bootstrap-Partialsummenprozess
(S∗k)k=1,...,n und ein Wiener Prozess W
∗, sodass
sup
1≤j≤
[
n
Mnln
]
1≤l≤cMnln
∣∣∣(S∗(j−1)Mnln+l − S∗(j−1)Mnln)
− (W∗ (σ2 ((j − 1)Mnln + l))−W∗ (σ2(j − 1)Mnln)) ∣∣∣ = oP ∗ ( √nbn√
log(n)
)
,
wobei Mn :=
[
nbn
ln
]
und c ≤ C <∞ fest.
Beweis
Wir möchten durch ein geeignetes Coupling den Partialsummenprozess (S∗k)k=1,...,n der
Bootstrap-Fehler an einen Wiener Prozess koppeln. Zur Berechnung der Bootstrap-Fehler
nutzen wir das Blockwise DWB aus Kapitel 2.3.1. Wie zu Beginn des Abschnittes erläutert,
werden bei diesem Verfahren die Hilfsvariablen in sogenannten Blöcken der Länge ln zusam-
mengefasst, d. h. ln Hilfsvariablen bilden einen Block. Allen Hilfsvariablen innerhalb eines
solchen Blockes wird eine standardnormalverteilte Zufallsvariable zugeteilt. Zum Abschätzen
des Approximationsfehlers unterteilen wir somit heuristisch betrachtet die Summanden der
Bootstrap-Partialsumme in große Blöcke der Länge nbn und jeden solchen Block wiederum
in kleine Blöcke der Länge ln. Damit wir ganzzahlige Werte erhalten, nutzen wir jeweils den
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ganzzahligen Anteil.
Die kleinen Blöcke bestehen jeweils aus ln Variablen und die ganzzahlige Anzahl der kleinen
Blöcke innerhalb eines großen Blockes deﬁnieren wir als Mn :=
[
nbn
ln
]
. Somit bestehen die
großen Blöcke jeweils aus Mnln Variablen. Falls nun nMnln ganzzahlig ist, erhalten wir
[
n
Mnln
]
vollständige große Blöcke mit einer jeweiligen Länge von Mnln. Falls jedoch nMnln >
[
n
Mnln
]
,
betrachten wir ebenso
[
n
Mnln
]
vollständige große Blöcke der Länge Mnln, plus einen Block
mit n−
[
n
Mnln
]
Mnln und somit weniger als Mnln Variablen.
1. Fall: nMnln =
[
n
Mnln
]
Wir werden zunächst den Fall untersuchen, bei welchem nMnln ganzzahlig ist. Hierbei untertei-
len wir die Summanden der Bootstrap-Partialsumme in
[
n
Mnln
]
große Blöcke der Länge Mnln
mit den Blocknummern j = 1, . . . ,
[
n
Mnln
]
. Diese großen Blöcke unterteilen wir wiederum in
Mn kleine Blöcke der Länge ln mit den Blocknummern l = 1, . . . ,Mn. Des Weiteren können
die Indizes der Summanden der Partialsumme S∗k ein Vielfaches der Blocklängen ln bzw.Mnln
sein oder nicht. Somit betrachten wir die Indizes
k = (j − 1)Mnln + (l − 1)ln + u mit
j = 1, . . . ,
[
n
Mnln
]
, l = 1, . . . ,Mn und u = 1, . . . , ln.
Für den Fall, dass u den Wert ln annimmt, ist k ein Vielfaches von ln, ansonsten nicht.
Für alle k = 1, . . . , n untersuchen wir nun die Bootstrap-Partialsumme deren Summanden
innerhalb eines großen Blockes liegen, für alle großen Blöcke j = 1, . . . ,
[
n
Mnln
]
. Ein solcher
großer Block besteht ausMn kleinen Blöcken der Länge ln. Somit erhalten wir, je nachdem ob
k ein Vielfaches von ln ist, oder nicht, eine Unterteilung in eine Summe, deren Summanden
wir vollständig in kleine Blöcke der Länge ln aufteilen können und zusätzlich einen Restterm
mit maximal ln Summanden. Somit gilt für k = (j − 1)Mnln + (l − 1)ln + u
S∗k − S∗(j−1)Mnln
= S∗(j−1)Mnln+(l−1)ln+u − S∗(j−1)Mnln
=
(
S∗(j−1)Mnln+(l−1)ln − S∗(j−1)Mnln
)
+
(
S∗(j−1)Mnln+(l−1)ln+u − S∗(j−1)Mnln+(l−1)ln
)
=
l−1∑
h=1
(j−1)Mnln+hln∑
m=(j−1)Mnln+(h−1)ln+1
e∗m +
(j−1)Mnln+(l−1)ln+u∑
m=(j−1)Mnln+(l−1)ln+1
e∗m (4.14)
für j = 1, . . . ,
[
n
Mnln
]
, l = 1, . . . ,Mn und u = 1, . . . , ln. Der Übersichtlichkeit halber fassen
wir die Indizes der Bootstrap-Fehlervariablen, welche einen sogenannten kleinen Block bilden,
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in einer Menge zusammen. Daher betrachten wir die Mengen
Ij,l := {(j − 1)Mnln + (l − 1)ln + 1, . . . , (j − 1)Mnln + lln} (4.15)
für j = 1, . . . ,
[
n
Mnln
]
und l = 1, . . . ,Mn. Aufgrund des Blockwise DWB sind, wie bereits
erwähnt, alle Hilfsvariablen W(j−1)Mnln+(l−1)ln+1, . . . ,W(j−1)Mnln+lln innerhalb eines kleinen
Blockes als eine unabhängige und standardnormalverteilte Zufallsvariable V(j−1)Mnln+l für
j = 1, . . . ,
[
n
Mnln
]
und l = 1, . . . ,Mn deﬁniert. Somit sind die Bootstrap-Partialsummen der
Fehlervariablen, deren Indizes innerhalb eines kleinen Blockes der Länge ln liegen, unabhängig
und normalverteilt mit
∑
m∈Ij,l
e∗m =
∑
m∈Ij,l
êmV(j−1)Mnln+l ∼ N
0,
 ∑
m∈Ij,l
êm
2 .
Die Partialsumme der Bootstrap-Fehlervariablen mit Indizes aus einem solchen vollständigen
kleinen Block lässt sich daher als Zuwachs eines Wiener Prozesses darstellen. Ein Restterm
in (4.14) mit weniger als ln Summanden besteht aus abhängigen Fehlervariablen und kann
somit nicht als Zuwachs eines Wiener Prozesses dargestellt werden. An seiner Stelle betrach-
ten wir den Wiener Prozess mit einer anteiligen Stoppzeit. Damit die Stoppzeiten τ∗j,l des
Wiener Prozesses auf der Bootstrap-Seite mit den Stoppzeiten des Wiener Prozesses von der
starken Approximation der Originalfehler übereinstimmen, werden die Stoppzeiten τ∗j,l für
j = 1, . . . ,
[
n
Mnln
]
und l = 1, . . . ,Mn geeignet gewählt und eine Normierung über den jeweili-
gen Block der Länge Mnln vorgenommen.
Somit deﬁnieren wir für jeden Block der Länge Mnln für j = 1, . . . ,
[
n
Mnln
]
und l = 1, . . . ,Mn
die Bootstrap-Partialsumme der Fehlervariablen, deren Indizes innerhalb eines vollständigen
kleinen Blockes liegen, als einen normierten Zuwachs eines Wiener Prozesses W∗ so, dass
∑
m∈Ij,l
e∗m :=
√√√√Var*(S∗jMnln − S∗(j−1)Mnln)
σ2Mnln
[
W∗
(
τ∗j,l
)−W∗ (τ∗j,l−1)] (4.16)
mit
τ∗j,l − τ∗j,0
σ2Mnln
:=
Var*
(
S∗(j−1)Mnln+lln − S∗(j−1)Mnln
)
Var*
(
S∗jMnln − S∗(j−1)Mnln
) =
l∑
h=1
( ∑
m∈Ij,h
êm
)2
Var*
(
S∗jMnln − S∗(j−1)Mnln
)
und
τ∗j,0 : = (j − 1)σ2Mnln.
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Mit Hilfe dieses Couplings erhalten wir
S∗(j−1)Mnln+lln − S∗(j−1)Mnln+(l−1)ln =
√√√√Var*(S∗jMnln − S∗(j−1)Mnln)
σ2Mnln
[
W∗
(
τ∗j,l
)−W∗ (τ∗j,l−1)]
für alle j = 1, . . . ,
[
n
Mnln
]
und l = 1, . . . ,Mn, wodurch die Approximationen der Partial-
summen der jeweiligen großen Blöcke aneinander gereiht werden können. Somit genügt es,
die Approximation der Bootstrap-Partialsumme eines großen Blockes zu untersuchen. Da-
her betrachten wir nun die Partialsumme der Bootstrap-Fehlervariablen mit Indizes aus ei-
nem großen Block mit einer Länge von Mnln. Somit untersuchen wir die Approximation von
S∗k −S∗(j−1)Mnln durch den Zuwachs des Wiener Prozesses mit k = (j− 1)Mnln + (l− 1)ln +u
für j = 1, . . . ,
[
n
Mnln
]
, l = 1, . . . ,Mn und u = 1, . . . , ln. Dafür ergibt sich mit einer anteiligen
Stoppzeit für den Restterm in (4.14) die Unterteilung∣∣∣∣(S∗(j−1)Mnln+(l−1)ln+u − S∗(j−1)Mnln)− (W∗(τ∗j,l−1 + uln (τ∗j,l − τ∗j,l−1)
)
−W∗ (τ∗j,0))∣∣∣∣
≤
∣∣∣(S∗(j−1)Mnln+(l−1)ln − S∗(j−1)Mnln)− (W∗ (τ∗j,l−1)−W∗ (τ∗j,0))∣∣∣
+
∣∣∣S∗(j−1)Mnln+(l−1)ln+u − S∗(j−1)Mnln+(l−1)ln∣∣∣
+
∣∣∣∣W∗(τ∗j,l−1 + uln (τ∗j,l − τ∗j,l−1)
)
−W∗ (τ∗j,l−1)∣∣∣∣
=: Z1 + Z2 + Z3. (4.17)
Dabei liefert der erste Term Z1 die Approximation der Bootstrap-Partialsumme, deren Varia-
blenindizes vollständig in kleine Blöcke der Länge ln unterteilt werden können. Die Terme Z2
und Z3 entstehen aufgrund des Restterms von (4.14) mit maximal ln Summanden. Für den
Hauptterm Z1 erhalten wir mit Hilfe des Couplings von (4.16) zunächst
S∗(j−1)Mnln+(l−1)ln − S∗(j−1)Mnln
=
l−1∑
h=1
∑
m∈Ij,h
e∗m
=
l−1∑
h=1
√√√√Var*(S∗jMnln − S∗(j−1)Mnln)
σ2Mnln
[
W∗
(
τ∗j,h
)−W∗ (τ∗j,h−1)]
=
√√√√Var*(S∗jMnln − S∗(j−1)Mnln)
σ2Mnln
[
W∗
(
τ∗j,l−1
)−W∗ (τ∗j,0)] .
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Damit gilt für Z1 die Abschätzung
Z1 =
∣∣∣(S∗(j−1)Mnln+(l−1)ln − S∗(j−1)Mnln)− (W∗ (τ∗j,l−1)−W∗ (τ∗j,0))∣∣∣
≤
∣∣∣∣∣∣∣∣

√√√√Var*(S∗jMnln − S∗(j−1)Mnln)
σ2Mnln
− 1
[W∗ (τ∗j,l−1)−W∗ (τ∗j,0)]
∣∣∣∣∣∣∣∣ . (4.18)
Für die Zuwächse eines Wiener Prozesses gilt mit Ungleichung 1 aus Kapitel 14.1 von Shorack
und Wellner (1986, S. 536), dass
sup
h∈[0,s]
sup
t∈[0,1−h]
|W(t+ h)−W(t)| = OP
(√
s log (1/s)
)
für 0 < s < 1. Damit erhalten wir für 0 < a < n mit der Selbstähnlichkeit des Wiener
Prozesses
sup
h∈[0,a]
sup
t∈[0,n−h]
|W(t+ h)−W(t)| = sup
h∈[0,a/n]
sup
t∈[0,1−h]
|W (n (t+ h))−W (nt)|
d
= sup
h∈[0,a/n]
sup
t∈[0,1−h]
∣∣∣√n W˜ (t+ h)−√n W˜ (t)∣∣∣
=
√
n sup
h∈[0,a/n]
sup
t∈[0,1−h]
∣∣∣W˜ (t+ h)− W˜ (t)∣∣∣
=
√
nOP
(√
a/n log (n/a)
)
= OP
(√
a log (n)
)
. (4.19)
Dadurch gilt für den maximalen Zuwachs des Wiener Prozesses aus (4.18) die Größenordnung
sup
1≤j≤
[
n
Mnln
]
1≤l≤Mn
∣∣W∗ (τ∗j,l−1)−W∗ (τ∗j,0)∣∣ = OP ∗ (√nbn√log(n)) . (4.20)
Weiterhin untersuchen wir den ersten Faktor der rechten Seite von (4.18). Dafür erhalten wir
die Ungleichung∣∣∣∣∣∣∣∣
√√√√Var*(S∗jMnln − S∗(j−1)Mnln)
σ2Mnln
− 1
∣∣∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
Var*
(
S∗jMnln − S∗(j−1)Mnln
)
− σ2Mnln
σ2Mnln
∣∣∣∣∣∣ . (4.21)
52 4 Coupling von Partialsummen
Den Zähler der rechten Seite unterteilen wir in∣∣∣Var*(S∗jMnln − S∗(j−1)Mnln)− σ2Mnln∣∣∣
≤
∣∣∣Var*(S∗jMnln − S∗(j−1)Mnln)−Var (SjMnln − S(j−1)Mnln)∣∣∣
+
∣∣Var (SjMnln − S(j−1)Mnln)− σ2Mnln∣∣
=: Z1.1 + Z1.2. (4.22)
Mit Hilfe des nachfolgenden Lemmas 4.3 erhalten wir für den ersten Term die Größenordnung
Z1,1 =
∣∣∣Var*(S∗jMnln − S∗(j−1)Mnln)−Var (SjMnln − S(j−1)Mnln)∣∣∣
= O˜
(
nbnlnn
2δ−4/5 + nbnl
1/2
n n
2δ−2/5 +
√
nbnlnn
δ, n−γ
)
+O
(
nbn
ln
)
. (4.23)
Weiterhin untersuchen wir für Z1,2 den Abstand der Varianz der Partialsumme, welche aus
den Fehlervariablen mit Indizes aus einem großen Block besteht, und σ2Mnln. Hierbei nutzen
wir die Kovarianzungleichung (4.39) aus Lemma 4.3. Diese besagt
|Cov(ei, em)| ≤ 4C (α(r))
δ
28+δ
für i,m = 1, . . . , n mit i ≤ m und r = m− i. Dadurch erhalten wir mit [A2] und [A6] (ii) die
Abschätzung
Z1,2 =
∣∣Var (SjMnln − S(j−1)Mnln)− σ2Mnln∣∣
= Mnln
∣∣∣∣∣∣ 1Mnln
jMnln∑
h,m=(j−1)Mnln+1
Cov(eh, em)− σ2
∣∣∣∣∣∣
= Mnln
∣∣∣∣∣∣
Mnln−1∑
h=−(Mnln−1)
(
1− |h|
Mnln
)
Cov(e0, eh)−
∞∑
h=−∞
Cov(e0, eh)
∣∣∣∣∣∣
= Mnln
∣∣∣∣∣
∞∑
h=−∞
(
1−
(
1− |h|
Mnln
)
+
)
Cov(e0, eh)
∣∣∣∣∣
≤ 2Mnln
∞∑
h=0
h
Mnln
4C (α(h))
δ
28+δ
= C
∞∑
h=0
h (α(h))
δ
28+δ <∞
und somit
Z1,2 = O (1) . (4.24)
Dadurch ergibt sich mit (4.21), (4.22), (4.23) und (4.24) für den ersten Faktor von Z1 die
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Größenordnung∣∣∣∣∣∣∣∣
√√√√Var*(S∗jMnln − S∗(j−1)Mnln)
σ2Mnln
− 1
∣∣∣∣∣∣∣∣
=
1
σ2Mnln
[
O˜
(
nbnlnn
2δ−4/5 + nbnl
1/2
n n
2δ−2/5 +
√
nbnlnn
δ, n−γ
)
+O
(
nbn
ln
)
+O (1)
]
= O˜
(
lnn
2δ−4/5 + l1/2n n
2δ−2/5 +
√
ln
nbn
nδ, n−γ
)
+O
(
1
ln
+
1
nbn
)
= O˜
(
lnn
2δ−4/5 + l1/2n n
2δ−2/5 +
√
ln
nbn
nδ, n−γ
)
+O
(
1
ln
)
.
Damit folgt für den maximalen Abstand über alle Indizes der großen Blöcke
sup
1≤j≤
[
n
Mnln
]
∣∣∣∣∣∣∣∣
√√√√Var*(S∗jMnln − S∗(j−1)Mnln)
σ2Mnln
− 1
∣∣∣∣∣∣∣∣
= O˜
(
lnn
2δ−4/5 + l1/2n n
2δ−2/5 +
√
ln
nbn
nδ, n1−γ
)
+O
(
1
ln
)
= oP
(
lnn
2δ−4/5 + l1/2n n
2δ−2/5 +
√
ln
nbn
nδ
)
+O
(
1
ln
)
,
da γ > 1 nach der Bemerkung auf Seite 46. Zusammen mit (4.18) und (4.20) erhalten wir für
das Supremum von Z1
sup
1≤j≤
[
n
Mnln
]
1≤l≤Mn
Z1
=
[
oP
(
lnn
2δ−4/5 + l1/2n n
2δ−2/5 +
√
ln
nbn
nδ
)
+O
(
1
ln
)]
OP ∗
(√
nbn
√
log(n)
)
= oP ∗
(√
log(n)
{√
nbn lnn
2δ−4/5 +
√
nbnln n
2δ−2/5 +
√
ln n
δ
})
+OP ∗
(√
nbn
√
log(n)
ln
)
.
(4.25)
Weiterhin müssen die Größenordnungen für die Restterme Z2 und Z3 von (4.17) bestimmt
werden. Dafür betrachten wir zunächst das zweite Moment von Z2. Die Partialsumme, welche
durch Z2 dargestellt wird, besteht aus maximal ln Summanden in Abhängigkeit von u. Den
Hilfsvariablen W(j−1)Mnln+(l−1)ln+1, . . . ,W(j−1)Mnln+(l−1)ln+u der Bootstrap-Fehlervariablen
dieser Partialsumme wird eine standardnormalverteilte Variable V(j−1)Mnln+l durch das Block-
wise DWB zugeordnet. Dadurch erhalten wir mit dem Abstand zwischen Residuum und Fehler
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die Unterteilung
E∗ (Z2)2 = Var*
 (j−1)Mnln+(l−1)ln+u∑
m=(j−1)Mnln+(l−1)ln+1
e∗m
 =
 (j−1)Mnln+(l−1)ln+u∑
m=(j−1)Mnln+(l−1)ln+1
êm
2
=
 (j−1)Mnln+(l−1)ln+u∑
m=(j−1)Mnln+(l−1)ln+1
(êm − em)
2 +
 (j−1)Mnln+(l−1)ln+u∑
m=(j−1)Mnln+(l−1)ln+1
em
2
+ 2
 (j−1)Mnln+(l−1)ln+u∑
m=(j−1)Mnln+(l−1)ln+1
(êm − em)
 (j−1)Mnln+(l−1)ln+u∑
m=(j−1)Mnln+(l−1)ln+1
em

=: Z2,1 + Z2,2 + Z2,3.
Mit Lemma 4.2 ergibt sich für den ersten Term die Größenordnung
Z2,1 = O˜
(
l2n n
2δ−4/5, n−γ
)
.
Weiterhin erhalten wir für Z2,2 mit analogen Berechnungen wie für (4.41) aus Lemma 4.3,
dass
Z2,2 = O˜
(
ln n
2δ, n−γ
)
.
Zum Schluss folgt durch das Produkt der Wurzeln von Z2,1 und Z2,2 mit der Cauchy-Schwarz-
Ungleichung, dass
Z2,3 = O˜
(
l
3/2
n n
2δ−2/5, n−γ
)
.
Fassen wir nun alle drei Terme zusammen, so erhalten wir für Z2 und den maximalen Wert
von Z2 die Größenordnungen
Z2 = O˜
(
ln n
δ−2/5 +
√
ln n
δ, n−γ
)
,
sup
1≤j≤
[
n
Mnln
]
1≤l≤Mn
1≤u≤ln
Z2 = O˜
(
ln n
δ−2/5 +
√
ln n
δ, n1−γ
)
= oP
(
ln n
δ−2/5 +
√
ln n
δ
)
, (4.26)
da γ > 1. Des Weiteren gilt die Größenordnung
sup
1≤j≤
[
n
Mnln
]
1≤l≤Mn
∣∣τ∗j,l − τ∗j,l−1∣∣ = OP (ln) .
Dadurch erhalten wir mit (4.19) für das Maximum des Zuwachses des Wiener Prozesses in Z3
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von (4.17), dass
sup
1≤j≤
[
n
Mnln
]
1≤l≤Mn
1≤u≤ln
Z3 = sup
1≤j≤
[
n
Mnln
]
1≤l≤Mn
1≤u≤ln
∣∣∣∣W∗(τ∗j,l−1 + uln (τ∗j,l − τ∗j,l−1)
)
−W∗ (τ∗j,l−1)∣∣∣∣
= OP ∗
(√
ln
√
log(n)
)
. (4.27)
Nun erhalten wir mit (4.17), (4.25), (4.26) und (4.27) die Approximation der Bootstrap-
Partialsumme, welche aus den Fehlervariablen besteht, deren Indizes innerhalb eines großen
Blockes liegen. Es gilt
sup
1≤j≤
[
n
Mnln
]
1≤l≤Mn
1≤u≤ln
∣∣∣(S∗(j−1)Mnln+(l−1)ln+u − S∗(j−1)Mnln)
−
(
W∗
(
τ∗j,l−1 +
u
ln
(
τ∗j,l − τ∗j,l−1
))−W∗ (τ∗j,0))∣∣∣∣
= oP ∗
(√
log(n)
{√
nbnlnn
2δ−4/5 +
√
nbnlnn
2δ−2/5 +
√
ln n
δ
}
+ ln n
δ−2/5
+
√
ln n
δ
)
+OP ∗
(√
nbn
√
log(n)
ln
+
√
ln
√
log(n)
)
. (4.28)
Für j = 1, . . . ,
[
n
Mnln
]
sind alle Partialsummen S∗(j−1)Mnln+(l−1)ln+u−S∗(j−1)Mnln mit maximal
Mnln Summmanden aufgrund der Unabhängigkeit der Variablen (Vh)h=1,...,[n/ln] des Blockwi-
se DWB unabhängig voneinander. Des Weiteren gilt, wie bereits erwähnt, S∗(j−1)Mnln+lln −
S∗(j−1)Mnln+(l−1)ln =
√
Var*
(
S∗jMnln−S∗(j−1)Mnln
)
/σ2Mnln
[
W∗
(
τ∗j,l
)
−W∗
(
τ∗j,l−1
)]
. Daher kön-
nen wir die Approximationen dieser Partialsummen aneinanderreihen. Weiterhin besitzen sie
mit (4.28) alle den gleichen Approximationsfehler. Aufgrund des geeigneten Couplings der
Bootstrap-Partialsummen an die normierten Zuwächse des Wiener Prozesses erhalten wir für
die Approximation des Bootstrap-Partialsummenprozesses
sup
1≤j≤
[
n
Mnln
]
1≤l≤cMnln
∣∣∣(S∗(j−1)Mnln+l − S∗(j−1)Mnln)
− (W∗ (σ2 ((j − 1)Mnln + l))−W∗ (σ2(j − 1)Mnln)) ∣∣∣
= oP ∗
(√
log(n)
{√
nbnlnn
2δ−4/5 +
√
nbnlnn
2δ−2/5 +
√
ln n
δ
}
+ln n
δ−2/5 +
√
ln n
δ
)
+OP ∗
(√
nbn
√
log(n)
ln
+
√
ln
√
log(n)
)
,
für c ≤ C <∞ fest.
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2. Fall: nMnln >
[
n
Mnln
]
Wir untersuchen nun den Fall, dass nMnln nicht ganzzahlig ist. Dadurch ist noch ein Block
mit weniger als Mnln Variablen zu berücksichtigen. Somit unterteilen wir die Summanden
der Bootstrap-Partialsumme diesmal in
[
n
Mnln
]
− 1 große Blöcke der Länge Mnln mit den
Blocknummern j = 1, . . . ,
[
n
Mnln
]
− 1, plus einen Restblock mit mindestens Mnln und we-
niger als 2Mnln Summanden für j =
[
n
Mnln
]
. Somit wird der letzte vollständige Block der
Länge Mnln mit dem Block, welcher weniger als Mnln Variablen besitzt, in einem Restblock
zusammengefasst. Dieser besteht somit aus n−
([
n
Mnln
]
− 1
)
Mnln Variablen. Das Coupling
für die Bootstrap-Partialsummen, welche aus den Fehlervariablen bestehen deren Indizes in-
nerhalb eines großen Blockes der Länge Mnln liegen, wurde bereits im vorhergehenden Fall
bestimmt und es gilt die Approximation (4.28). Wir müssen somit nur noch die Approxima-
tion der Bootstrap-Partialsumme, deren Fehlerindizes innerhalb des Restblockes j =
[
n
Mnln
]
liegen, untersuchen. Dabei können die Indizes der Summanden ein Vielfaches von der klei-
nen Blocklänge ln sein oder nicht. Falls also nln −
([
n
Mnln
]
− 1
)
Mn ganzzahlig ist, kann der
Restblock in vollständige kleine Blöcke der Länge ln unterteilt werden. Diese ganzzahlige An-
zahl an kleinen Blöcken der Länge ln im Restblock deﬁnieren wir zur Übersichtlichkeit als
Nn :=
[
n
ln
−
([
n
Mnln
]
− 1
)
Mn
]
. Wir betrachten nachfolgend für j =
[
n
Mnln
]
die Indizes
k = (j − 1)Mnln + (l − 1)ln + u
mit l = 1, . . . , Nn und u = 1, . . . , ln innerhalb der vollständigen kleinen Blöcke. Falls jedoch
n
ln
−
([
n
Mnln
]
− 1
)
Mn >
[
n
ln
−
([
n
Mnln
]
− 1
)
Mn
]
und dadurch noch ein Restterm existiert,
gilt ebenso l = 1, . . . , Nn und u = 1, . . . , ln, plus für den Restterm mit l = Nn + 1 gilt
u = 1, . . . , n−
([
n
Mnln
]
− 1
)
Mnln−Nnln. Somit erhalten wir für die Bootstrap-Partialsumme
mit den Indizes aus dem Restblock eine Unterteilung in eine Summe, deren Summanden wir
vollständig in kleine Blöcke der Länge ln aufteilen können und zusätzlich einen Restterm mit
maximal ln Summanden. Es gilt
S∗k − S∗(j−1)Mnln
=
(
S∗(j−1)Mnln+(l−1)ln − S∗(j−1)Mnln
)
+
(
S∗(j−1)Mnln+(l−1)ln+u − S∗(j−1)Mnln+(l−1)ln
)
=
l−1∑
h=1
∑
m∈Ij,h
e∗m +
(j−1)Mnln+(l−1)ln+u∑
m=(j−1)Mnln+(l−1)ln+1
e∗m
für j =
[
n
Mnln
]
und u = 1, . . . , ln für l = 1, . . . , Nn, sowie u = 1, . . . , n−
([
n
Mnln
]
− 1
)
Mnln−
Nnln bei l = Nn + 1. Wie im Fall zuvor nutzen wir die Menge (4.15) für j =
[
n
Mnln
]
und
l = 1, . . . , Nn. Falls l = Nn + 1 gilt nutzen wir eine anteilige Menge
Ij,Nn+1 := {(j − 1)Mnln +Nnln + 1, . . . , n}
4.3 Coupling von Partialsummen für das Blockwise DWB 57
für j =
[
n
Mnln
]
. Wie im vorhergehenden Fall sind die Partialsummen der Bootstrap-Fehler mit
Indizes aus einem vollständigen kleinen Block aufgrund der Unabhängigkeit und Normalver-
teilung der Variablen (Vh)h=1,...,[n/ln]+1 des Blockwise DWB unabhängig und normalverteilt
und lassen sich somit als Zuwachs des Wiener Prozesses darstellen. Der Restterm besteht wie-
der aus abhängigen Zufallsvariablen und kann somit nicht als Zuwachs des Wiener Prozesses
dargestellt werden. Hierfür betrachten wir wieder einen Wiener Prozess mit einer anteiligen
Stoppzeit. Damit die Stoppzeiten τ∗j,l wieder mit den Stoppzeiten des Wiener Prozesses von
der starken Approximation der Originalfehler übereinstimmen, werden die Stoppzeiten τ∗j,l
im untersuchten Restblock für j =
[
n
Mnln
]
und l = 1, . . . , Nn + 1 geeignet gewählt und mit
der Blocklänge n−
([
n
Mnln
]
− 1
)
Mnln normiert. Für eine Bootstrap-Partialsumme aus dem
Restblock, welche einen vollständigen kleinen Block der Länge ln umfasst, deﬁnieren wir für
j =
[
n
Mnln
]
und l = 1, . . . , Nn
∑
m∈Ij,l
e∗m :=
√√√√√ Var*
(
S∗n − S∗(j−1)Mnln
)
σ2
(
n−
([
n
Mnln
]
− 1
)
Mnln
) [W∗ (τ∗j,l)−W∗ (τ∗j,l−1)] (4.29)
mit
τ∗j,l − τ∗j,0
σ2
(
n−
([
n
Mnln
]
− 1
)
Mnln
) = Var*
(
S∗(j−1)Mnln+lln − S∗(j−1)Mnln
)
Var*
(
S∗n − S∗(j−1)Mnln
)
=
l∑
h=1
( ∑
m∈Ij,h
êm
)2
Var*
(
S∗n − S∗(j−1)Mnln
)
und
τ∗j,0 : = (j − 1)σ2Mnln,
sowie
τ∗j,Nn+1 − τ∗j,0
σ2
(
n−
([
n
Mnln
]
− 1
)
Mnln
) =
Nn∑
l=1
( ∑
m∈Ij,l
êm
)2
+
( ∑
m∈Ij,Nn+1
êm
)2
Var*
(
S∗n − S∗(j−1)Mnln
) .
Wir untersuchen nun die Approximation der Bootstrap-Partialsumme, bei welcher die Indizes
der Fehlervariablen im Restblock liegen, durch den Zuwachs des Wiener Prozesses. Dabei
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erhalten wir mit einer anteiligen Stoppzeit für den Restterm folgende Unterteilung∣∣∣∣(S∗(j−1)Mnln+(l−1)ln+u − S∗(j−1)Mnln)− (W∗(τ∗j,l−1 + uln (τ∗j,l − τ∗j,l−1)
)
−W∗ (τ∗j,0))∣∣∣∣
≤
∣∣∣(S∗(j−1)Mnln+(l−1)ln − S∗(j−1)Mnln)− (W∗ (τ∗j,l−1)−W∗ (τ∗j,0))∣∣∣
+
∣∣∣S∗(j−1)Mnln+(l−1)ln+u − S∗(j−1)Mnln+(l−1)ln∣∣∣
+
∣∣∣∣W∗(τ∗j,l−1 + uln (τ∗j,l − τ∗j,l−1)
)
−W∗ (τ∗j,l−1)∣∣∣∣
=: U1 + U2 + U3, (4.30)
für j =
[
n
Mnln
]
und u = 1, . . . , ln für l = 1, . . . , Nn, sowie u = 1, . . . , n−
([
n
Mnln
]
− 1
)
Mnln−
Nnln bei l = Nn + 1. Nun nutzen wir das Coupling der Bootstrap-Partialsumme eines voll-
ständigen kleinen Blockes an den normierten Zuwachs des Wiener Prozesses von (4.29). Damit
erhalten wir zunächst
S∗(j−1)Mnln+(l−1)ln − S∗(j−1)Mnln
=
l−1∑
h=1
∑
m∈Ij,h
e∗m
=
l−1∑
h=1
√√√√√ Var*
(
S∗n − S∗(j−1)Mnln
)
σ2
(
n−
([
n
Mnln
]
− 1
)
Mnln
) [W∗ (τ∗j,h)−W∗ (τ∗j,h−1)]
=
√√√√√ Var*
(
S∗n − S∗(j−1)Mnln
)
σ2
(
n−
([
n
Mnln
]
− 1
)
Mnln
) [W∗ (τ∗j,l−1)−W∗ (τ∗j,0)] .
Dadurch gilt für U1 die Abschätzung
U1 =
∣∣∣(S∗(j−1)Mnln+(l−1)ln − S∗(j−1)Mnln)− (W∗ (τ∗j,l−1)−W∗ (τ∗j,0))∣∣∣
≤
∣∣∣∣∣∣∣

√√√√√ Var*
(
S∗n − S∗(j−1)Mnln
)
σ2
(
n−
([
n
Mnln
]
− 1
)
Mnln
) − 1
[W∗ (τ∗j,l−1)−W∗ (τ∗j,0)]
∣∣∣∣∣∣∣ . (4.31)
Die Berechnungen des ersten Faktors der rechten Seite von (4.31) verlaufen analog zu den
Berechnungen von (4.21). Daher betrachten wir zunächst den Abstand der Varianzen der
Original- und Bootstrap-Partialsumme deren Variablenindizes innerhalb des Restblockes lie-
gen. Aufgrund der Unabhängigkeit der Bootstrap-Partialsummen mit Variablenindizes inner-
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halb der kleinen Blöcke gilt die Unterteilung∣∣∣Var*(S∗n − S∗(j−1)Mnln)−Var (Sn − S(j−1)Mnln)∣∣∣
=
∣∣∣∣∣∣Var*
Nn∑
l=1
∑
m∈Ij,l
e∗m +
∑
m∈Ij,Nn+1
e∗m
−Var
Nn∑
l=1
∑
m∈Ij,l
em +
∑
m∈Ij,Nn+1
em
∣∣∣∣∣∣
≤
∣∣∣∣∣∣Var*
Nn∑
l=1
∑
m∈Ij,l
e∗m
−Var
Nn∑
l=1
∑
m∈Ij,l
em
∣∣∣∣∣∣
+
∣∣∣∣∣∣Var*
 ∑
m∈Ij,Nn+1
e∗m
−Var
 ∑
m∈Ij,Nn+1
em
∣∣∣∣∣∣
+ 2
∣∣∣∣∣∣Cov
Nn∑
l=1
∑
m∈Ij,l
em,
∑
h∈Ij,Nn+1
eh
∣∣∣∣∣∣
=: U1,1 + U1,2 + U1,3. (4.32)
Die Größenordnung des ersten Terms U1,1 erhalten wir mit dem nachfolgenden Lemma 4.3.
U1,1 betrachtet den Abstand der Varianzen der Bootstrap- und Originalpartialsumme mit
weniger als 2Mnln Summanden. Somit kann U1,1 abgeschätzt werden mit dem Abstand der
Varianzen der Bootstrap- und Originalpartialsumme von genau Mnln Summanden, was in
Lemma 4.3 untersucht wird. Dadurch folgt
U1,1 = O˜
(
nbnlnn
2δ−4/5 + nbnl
1/2
n n
2δ−2/5 +
√
nbnlnn
δ, n−γ
)
+O
(
nbn
ln
)
. (4.33)
Des Weiteren betrachten wir in U1,2 ebenso den Abstand der Varianzen der Bootstrap- und
Originalpartialsumme, jedoch nur für weniger als ln Summanden, anstatt Mnln. Somit kann
die Größenordnung von U1,2 auf analoge Weise zum Beweis von Lemma 4.3 bestimmt werden.
Wir erhalten
U1,2 = O˜
(
l2nn
2δ−4/5 + l3/2n n
2δ−2/5 + lnnδ, n−γ
)
,
was jedoch durch die Größenordnung von U1,1 dominiert wird. Zum Schluss untersuchen
wir den Kovarianzterm U1,3, bei welchem die Kovarianzen zwischen den Fehlervariablen mit
Indizes aus den vollständigen kleinen Blöcken der Länge ln und denen mit Indizes des kleine-
ren Restterms verglichen werden. Mit der Kovarianzungleichung (4.39) aus Lemma 4.3 und
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[A6] (ii) erhalten wir die Größenordnung
U1,3 ≤ 2
Nn∑
l=1
∑
m∈Ij,l
∑
h∈Ij,Nn+1
|Cov (em, eh)|
≤ 2 · 4C
Nn∑
l=1
∞∑
r=0
r (α(r))
δ
28+δ
= O
(
nbn
ln
)
.
Weiterführend gilt analog zu den Berechnungen für Z1,2 auf Seite 52, dass∣∣∣∣Var (Sn − S(j−1)Mnln)− σ2(n− ([ nMnln
]
− 1
)
Mnln
)∣∣∣∣ = O (1) .
Somit gilt zusammen mit (4.32) und (4.33) für den ersten Faktor der rechten Seite von (4.31)
die Größenordnung∣∣∣∣∣∣∣
√√√√√ Var*
(
S∗n − S∗(j−1)Mnln
)
σ2
(
n−
([
n
Mnln
]
− 1
)
Mnln
) − 1
∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣
Var*
(
S∗n − S∗(j−1)Mnln
)
− σ2
(
n−
([
n
Mnln
]
− 1
)
Mnln
)
σ2
(
n−
([
n
Mnln
]
− 1
)
Mnln
)
∣∣∣∣∣∣
= O˜
(
lnn
2δ−4/5 + l1/2n n
2δ−2/5 +
√
ln
nbn
nδ, n−γ
)
+O
(
1
ln
+
1
nbn
)
= oP
(
lnn
2δ−4/5 + l1/2n n
2δ−2/5 +
√
ln
nbn
nδ
)
+O
(
1
ln
)
.
Für den zweiten Faktor der rechten Seite von (4.31) erhalten wir mit (4.19), dass
sup
1≤l≤Nn+1
∣∣W∗ (τ∗j,l−1)−W∗ (τ∗j,0)∣∣ = OP ∗ (√nbn√log(n)) .
Dadurch gilt mit (4.31)
sup
1≤l≤Nn+1
U1
=
[
oP
(
lnn
2δ−4/5 + l1/2n n
2δ−2/5 +
√
ln
nbn
nδ
)
+O
(
1
ln
)]
OP ∗
(√
nbn
√
log(n)
)
= oP ∗
(√
log(n)
{√
nbnlnn
2δ−4/5 +
√
nbnln n
2δ−2/5 +
√
ln n
δ
})
+OP ∗
(√
nbn
√
log(n)
ln
)
.
(4.34)
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Die Berechnung der Größenordnung der Partialsumme U2 von (4.30) erfolgt analog zu der
Berechnung von Z2 auf Seite 54, da U2 eine Partialsumme mit höchstens der gleichen Anzahl
an Summanden wie in Z2 betrachtet. Dadurch folgt mit γ > 1 nach der Bemerkung auf
Seite 46, dass
sup
1≤l≤Nn+1
1≤u≤ln
U2 = O˜
(
ln n
δ−2/5 +
√
ln n
δ, n1−γ
)
= oP
(
ln n
δ−2/5 +
√
ln n
δ
)
. (4.35)
Für den Zuwachs des Wiener Prozesses in U3 von (4.30) gilt mit (4.19) und analogen Betrach-
tungen wie für Z3 auf Seite 55, dass
sup
1≤l≤Nn+1
1≤u≤ln
U3 = sup
1≤l≤Nn+1
1≤u≤ln
∣∣∣∣W∗(τ∗j,l−1 + uln (τ∗j,l − τ∗j,l−1)
)
−W∗ (τ∗j,l−1)∣∣∣∣
= OP ∗
(√
ln
√
log(n)
)
. (4.36)
Fassen wir nun alle drei Terme (4.34), (4.35) und (4.36) zusammen, dann erhalten wir für
die Approximation der Partialsumme mit Bootstrap-Fehlervariablen aus dem Restblock j =[
n
Mnln
]
durch den Zuwachs des Wiener Prozesses die Größenordnung
sup
1≤l≤Nn+1
1≤u≤ln
∣∣∣(S∗(j−1)Mnln+(l−1)ln+u − S∗(j−1)Mnln)
−
(
W∗
(
τ∗j,l−1 +
u
ln
(
τ∗j,l − τ∗j,l−1
))−W∗ (τ∗j,0))∣∣∣∣
= oP ∗
(√
log(n)
{√
nbnlnn
2δ−4/5 +
√
nbnlnn
2δ−2/5 +
√
ln n
δ
}
+ln n
δ−2/5 +
√
ln n
δ
)
+OP ∗
(√
nbn
√
log(n)
ln
+
√
ln
√
log(n)
)
. (4.37)
Dies stellt die gleiche Größenordnung wie die Approximationen aller anderen Bootstrap-
Partialsummen mit Fehlervariablen, deren Indizes innerhalb der großen Blöcke liegen, in
(4.28) dar. Alle Partialsummen für j = 1, . . . ,
[
n
Mnln
]
− 1 mit Mnln Summmanden, sowie die
Partialsumme des Restblockes j =
[
n
Mnln
]
sind aufgrund der Unabhängigkeit der Variablen
(Vh)h=1,...,[n/ln]+1 des Blockwise DWB unabhängig voneinander. Weiterhin gilt S
∗
(j−1)Mnln+lln−
S∗(j−1)Mnln+(l−1)ln =
√
Var*
(
S∗jMnln−S∗(j−1)Mnln
)
/σ2Mnln
[
W∗
(
τ∗j,l
)
−W∗
(
τ∗j,l−1
)]
, wodurch wir
die Approximationen dieser Partialsummen aneinanderreihen können. Des Weiteren besitzen
sie mit (4.28) und (4.37) für den Restblock alle den gleichen Approximationsfehler. Aufgrund
des geeigneten Couplings dieser Bootstrap-Partialsummen an die normierten Zuwächse des
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Wiener Prozesses erhalten wir für die Approximation des Bootstrap-Partialsummenprozesses
sup
1≤j≤
[
n
Mnln
]
1≤l≤cMnln
∣∣∣(S∗(j−1)Mnln+l − S∗(j−1)Mnln)
− (W∗ (σ2 ((j − 1)Mnln + l))−W∗ (σ2(j − 1)Mnln)) ∣∣∣
= oP ∗
(√
log(n)
{√
nbnlnn
2δ−4/5 +
√
nbnlnn
2δ−2/5 +
√
ln n
δ
}
+ln n
δ−2/5 +
√
ln n
δ
)
+OP ∗
(√
nbn
√
log(n)
ln
+
√
ln
√
log(n)
)
,
für c ≤ C <∞ fest. Dies stellt den gleichen Approximationsfehler wie beim ersten Fall dar.
Mit [A6] (iii), der optimalen Bandbreite (2.7) und für ein δ < 1/10, was laut der Bemerkung
auf Seite 46 gilt, können wir die Größenordnungen des Approximationsfehlers beider obigen
Fälle weiter abschätzen und erhalten
√
nbnln n
2δ−4/5√log(n) = O(√nbn √nbn
log(n)
n2δ−4/5
√
log(n)
)
= O
(√
nbn n
2δ−2/5√
log(n)
)
= o
( √
nbn√
log(n)
)
,
√
nbnln n
2δ−2/5√log(n) = O(√nbn (nbn)1/4√
log(n)
n2δ−2/5
√
log(n)
)
= O
(√
nbn n
2δ−1/5√log(n)√
log(n)
)
= o
( √
nbn√
log(n)
)
,
√
ln n
δ
√
log(n) = O
(
nδ
(nbn)
1/4√
log(n)
√
log(n)
)
= O
(√
nbn n
δ−1/5√log(n)√
log(n)
)
= o
( √
nbn√
log(n)
)
,
ln n
δ−2/5 = O
( √
nbn
log(n)
nδ−2/5
)
= O
( √
nbn n
δ−2/5√
log(n)
√
log(n)
)
= o
( √
nbn√
log(n)
)
,
√
ln n
δ = O
(
(nbn)
1/4√
log(n)
nδ
)
= O
(√
nbn n
δ−1/5√
log(n)
)
= o
( √
nbn√
log(n)
)
,
√
nbn
ln
√
log(n) = o
( √
nbn
log(n)
√
log(n)
)
= o
( √
nbn√
log(n)
)
,
√
ln
√
log(n) = O
(
(nbn)
1/4√
log(n)
√
log(n)
)
= O
(√
nbn
√
log(n)n−1/5√
log(n)
)
= o
( √
nbn√
log(n)
)
.
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Dadurch erhalten wir schlussendlich für das Coupling des Bootstrap-Partialsummenprozesses
an den Wiener Prozess die Größenordnung
sup
1≤j≤
[
n
Mnln
]
1≤l≤cMnln
∣∣∣(S∗(j−1)Mnln+l − S∗(j−1)Mnln)
− (W∗ (σ2 ((j − 1)Mnln + l))−W∗ (σ2(j − 1)Mnln)) ∣∣∣ = oP ∗ ( √nbn√
log(n)
)
,
für c ≤ C <∞ fest. 
Mit Satz 4.3 haben wir nun die Partialsumme von (e∗i )i=1,...,n an einen Wiener Prozess W
∗
gekoppelt. Für diesen Nachweis war ein Hilfsresultat nötig, auf welches wir im Folgenden
eingehen werden.
Lemma 4.3
Unter den Voraussetzungen von Satz 4.3 erhalten wir für den Abstand der Varianzen der
Bootstrap- und der Originalpartialsumme, welche aus Mnln Summanden bestehen, die Grö-
ßenordnung∣∣∣Var*(S∗jMnln − S∗(j−1)Mnln)−Var (SjMnln − S(j−1)Mnln)∣∣∣
= O˜
(
nbnlnn
2δ−4/5 + nbnl
1/2
n n
2δ−2/5 +
√
nbnlnn
δ, n−γ
)
+O
(
nbn
ln
)
für j = 1, . . . ,
[
n
Mnln
]
, wobei Mn =
[
nbn
ln
]
.
Beweis
Wir betrachten den Abstand der Varianzen der Original- und Bootstrap-Partialsummen de-
ren Variablenindizes innerhalb eines sogenannten großen Blockes der Länge Mnln liegen, für
alle Blöcke j = 1, . . . ,
[
n
Mnln
]
. Aufgrund der Hilfsvariablen des Blockwise DWB werden die
Indizes der Bootstrap-Variablen in Mn kleine Blöcke der Länge ln unterteilt. Den Hilfsva-
riablen innerhalb eines kleinen Blockes wird eine unabhängige und standardnormalverteilte
Zufallsvariable zugeordnet. Wir übernehmen diese blockweise Struktur auch für die Origi-
nalpartialsumme, obwohl die Fehlervariablen dort abhängig voneinander sind. Mit Hilfe der
Intervalle Ij,l aus (4.15) für j = 1, . . . ,
[
n
Mnln
]
und l = 1, . . . ,Mn erhalten wir aufgrund der
Unabhängigkeit und Standardnormalverteilung der Hilfsvariablen des Blockwise DWB und
mit der Zentriertheit des Fehlerprozesses (ei)i=1,...,n, sowie mit dem Abstand zwischen Resi-
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duum und Fehler die Unterteilung∣∣∣Var*(S∗jMnln − S∗(j−1)Mnln)−Var (SjMnln − S(j−1)Mnln)∣∣∣
=
∣∣∣∣∣∣Var*
Mn∑
l=1
∑
m∈Ij,l
e∗m
−Var
Mn∑
l=1
∑
m∈Ij,l
em
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Mn∑
l=1
 ∑
m∈Ij,l
êm
2 − Mn∑
l=1
E
 ∑
m∈Ij,l
em
2 − 2Mn−1∑
l=1
Mn∑
h=l+1
Cov
 ∑
m∈Ij,l
em,
∑
p∈Ij,h
ep
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
Mn∑
l=1
 ∑
m∈Ij,l
(êm − em)
2∣∣∣∣∣∣+ 2
∣∣∣∣∣∣
Mn∑
l=1
 ∑
m∈Ij,l
(êm − em)
∑
m∈Ij,l
em
∣∣∣∣∣∣
+
∣∣∣∣∣∣
Mn∑
l=1
 ∑
m∈Ij,l
em
2 − Mn∑
l=1
E
 ∑
m∈Ij,l
em
2∣∣∣∣∣∣+ 2
∣∣∣∣∣∣
Mn−1∑
l=1
Mn∑
h=l+1
Cov
 ∑
m∈Ij,l
em,
∑
p∈Ij,h
ep
∣∣∣∣∣∣
=: S1 + S2 + S3 + S4. (4.38)
Um diese vier Terme untersuchen zu können, möchten wir zunächst die Kovarianzen zwischen
den abhängigen Variablen (ei)i=1,...,n untersuchen. Diese lassen sich mit Hilfe der Kovari-
anzungleichung aus Lemma 2.2 mit p = q = 28+δ14 und Kα =
δ
28+δ abschätzen. Unter der
Voraussetzung [A6] (i) gilt supi ‖ei‖2+δ/14 supm ‖em‖2+δ/14 ≤ C < ∞ und somit erhalten wir
für i,m = 1, . . . , n mit i ≤ m und r := m− i, dass
|Cov(ei, em)| ≤ 4 ‖ei‖2+δ/14 ‖em‖2+δ/14 (α(r))
δ
28+δ
≤ 4 sup
i
‖ei‖2+δ/14 sup
m
‖em‖2+δ/14 (α(r))
δ
28+δ
≤ 4C (α(r)) δ28+δ . (4.39)
Beim ersten Term S1 betrachten wir nun den Abstand von Residuum und Fehler. Die Grö-
ßenordnung hierfür wurde in Lemma 4.2 bestimmt und wir erhalten dadurch
S1 = O˜
(
nbn
ln
l2n n
2δ−4/5, n−γ
)
= O˜
(
nbnln n
2δ−4/5, n−γ
)
. (4.40)
Für den zweiten Term S2 betrachten wir mit (4.39), [A2] (i) und [A6] (ii) zunächst das zweite
Moment
E
 ∑
m∈Ij,l
em
2 ≤ ∑
m∈Ij,l
Var(em) + 2
∑
m∈Ij,l
∑
h∈Ij,l
m<h
|Cov(em, eh)|
≤ ln Var(e1) + 8C ln
∞∑
r=1
(α(r))
δ
28+δ = O (ln) .
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Unter den Voraussetzungen [A2] und [A6] ist die Rosenthal-Ungleichung aus Lemma 2.3 für
2 < a ≤ 28 anwendbar und wir erhalten für das a-te zentrale Moment
E
∣∣∣∣∣∣
∑
m∈Ij,l
em
∣∣∣∣∣∣
a ≤ C ∑
m∈Ij,l
(
E
(|em|a+)) aa+ + C
 ∑
m∈Ij,l
(
E
(|em|2+)) 22+
a/2
≤ C
∑
m∈Ij,l
max
m∈Ij,l
E
(|em|a+)+ C
 ∑
m∈Ij,l
max
m∈Ij,l
E
(|em|2+)
a/2
= O
(
ln + l
a/2
n
)
= O
(
l
a/2
n
)
.
Damit ergibt sich mit der Markov-Ungleichung und (4.13), a = γ/δ, die Abschätzung
P
∣∣∣∣∣∣
∑
m∈Ij,l
em
∣∣∣∣∣∣ ≥ l1/2n nδ
 ≤ E
(∣∣∣∣∣ ∑m∈Ij,l em
∣∣∣∣∣
a)
l
a/2
n naδ
= O
(
l
a/2
n
l
a/2
n naδ
)
= O
(
n−γ
)
,
wodurch wir mit der Notation aus Deﬁnition 4.1∑
m∈Ij,l
em = O˜
(
l
1/2
n n
δ, n−γ
)
(4.41)
erhalten. Mit Hilfe von Lemma 4.2 und (4.41) folgern wir für den zweiten Term, dass
S2 = O˜
(
nbn
ln
ln n
δ−2/5 l1/2n n
δ, n−γ
)
= O˜
(
nbnl
1/2
n n
2δ−2/5, n−γ
)
. (4.42)
Um die Größenordnung des dritten Terms S3 von (4.38) zu erhalten, untersuchen wir zunächst
das zweite Moment von S3 und somit folgende Varianz
Var
Mn∑
l=1
 ∑
m∈Ij,l
em
2 = Mn∑
l=1
Var
 ∑
m∈Ij,l
em
2
+ 2
Mn−1∑
l=1
Mn∑
h=l+1
Cov
 ∑
m∈Ij,l
em
2 ,
 ∑
q∈Ij,h
eq
2
=: S3,1 + S3,2. (4.43)
Zur Berechnung der Varianz von S3,1 nutzen wir wieder die Kenngröße der gemeinsamen
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Kumulanten in (3.11) und erhalten folgende Unterteilung
Var
 ∑
m∈Ij,l
em
2
= E
 ∑
m∈Ij,l
em
4 −
E
 ∑
m∈Ij,l
em
22
=
∑
p,q,r,s∈Ij,l
[E(epeqeres)− E(epeq)E(eres)]
=
∑
p,q,r,s∈Ij,l
cum(ep, eq, er, es) +
∑
p,q,r,s∈Ij,l
[E(eper)E(eqes) + E(epes)E(eqer)]
=: S3,1,1 + S3,1,2. (4.44)
Die Abschätzung der Kumulante ﬁndet in Lemma 8.1 statt. Unter der Voraussetzung [A6] (i)
können wir Lemma 8.1 anwenden und erhalten | cum(ep, eq, er, es)| ≤ 16C (α(v))
δ
28+δ für
v = max{q − p, r − q, s − r} falls p ≤ q ≤ r ≤ s. Für p ∈ Ij,l zerlegen wir die Menge
{(q, r, s) : p, q, r, s ∈ Ij,l mit p ≤ q ≤ r ≤ s,max {q − p, r − q, s− r} ≥ 0} in Mengen
Gv(p) = {(q, r, s) : p, q, r, s ∈ Ij,l mit p ≤ q ≤ r ≤ s,max {q − p, r − q, s− r} = v} .
Somit beinhaltet Gv(p) alle (q, r, s) bei denen die größte Lücke zwischen p, q, r und s gleich
v ist. Da wir den Abstand zwischen vier Variablen betrachten, gibt es drei Möglichkeiten
für eine größte Lücke. Die Größe der beiden kleineren Lücken können wir mit Hilfe von v,
der Größe der größten Lücke, abschätzen. Daher gilt #Gv(p) ≤ 3 (v + 1)2. Mit Hilfe dieser
Mengen, sowie mit Lemma 8.1 und [A6] (ii) können wir die Kumulantensumme in (4.44) wie
folgt abschätzen
S3,1,1 ≤ 4!
∑
p,q,r,s∈Ij,l
p≤q≤r≤s
| cum(ep, eq, er, es)|
≤ 4!
∑
p∈Ij,l
∞∑
v=0
∑
(q,r,s)∈Gv(p)
16C (α(v))
δ
28+δ
≤ C ln
∞∑
v=0
3 (v + 1)2 (α(v))
δ
28+δ
= O(ln). (4.45)
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Weiterhin ergibt sich wieder mit (4.39) und [A6] (ii) für den zweiten Term S3,1,2, dass
S3,1,2 = 2
 ∑
p,q∈Ij,l
E(epeq)
2 ≤ 2
2 ∑
p,q∈Ij,l
p≤q
4C (α(q − p)) δ28+δ

2
≤ 2
(
C ln
∞∑
v=0
(α(v))
δ
28+δ
)2
= O
(
l2n
)
. (4.46)
Somit erhalten wir mit (4.44), (4.45) und (4.46) für die Varianz die Größenordnung
Var
 ∑
m∈Ij,l
em
2 = O (l2n) .
Durch Aufsummieren dieser Varianzen für l = 1, . . . ,Mn ergibt sich für den ersten Term
in (4.43)
S3,1 = O
(
nbn
ln
l2n
)
= O (nbnln) . (4.47)
Nun untersuchen wir den Kovarianzterm S3,2 von (4.43), welcher die Kovarianzen zwischen
dem Produkt zweier Fehlervariablen mit jeweiligen Indizes aus zwei verschiedenen Blöcken
betrachtet. Dabei interessieren uns bei der Berechnung aufgrund des α-Mischungskoeﬃzienten
nur noch die Abstände der Indizes von einem Block zu den Indizes seiner nachfolgenden Blöcke.
Dadurch erhalten wir mit (4.39) und [A6] (ii), dass
S3,2 ≤ 8
Mn−1∑
l=1
Mn∑
h=l+1
∑
m,p∈Ij,l
m≤p
∑
v,q∈Ij,h
v≤q
|Cov (emep, eveq)|
≤ 8 l2n
Mn−1∑
l=1
Mn−1∑
b=1
∑
p∈Ij,l
∑
v∈Ij,b+l
4C (α(v − p)) δ28+δ
≤ C l2n
Mn−1∑
l=1
∑
p∈Ij,l
∑
v∈(Ij,l+1∪···∪Ij,l+Mn−1)
(α(v − p)) δ28+δ
≤ C l2n
Mn−1∑
l=1
∞∑
r=0
r (α(r))
δ
28+δ
= O
(
nbn
ln
l2n
)
= O (nbnln) . (4.48)
Fassen wir nun die Werte (4.47) und (4.48) zusammen, so erhalten wir mit (4.43) die Größen-
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ordnung des zweiten Momentes von S3 mit
E
Mn∑
l=1
 ∑
m∈Ij,l
em
2 − Mn∑
l=1
E
 ∑
m∈Ij,l
em
22 = O (nbnln) .
Diese Größenordnung dient uns als Schranke für die nachfolgend gesuchte Wahrscheinlichkeit.
Für weitere Berechnungen deﬁnieren wir uns die Zufallsvariablen
Zj,l :=
 ∑
m∈Ij,l
em
2 − E
 ∑
m∈Ij,l
em
2
für j = 1, . . . ,
[
n
Mnln
]
und l = 1, . . . ,Mn. Die Zufallsvariablen Zj,l bestehen aus ln Fehler-
variablen (ei)i=1,...,n mit Indizes aus jeweils demselben kleinen Block. Somit können wir den
Mischungskoeﬃzienten von Zj,l durch den Mischungskoeﬃzienten des Fehlerprozesses abschät-
zen. Damit folgt
α (σ (Zj,l, Zj,l−1, . . . ) , σ (Zj,l+r, Zj,l+r+1, . . . )) ≤ α ((r − 1)ln + 1) ≤ α(r)
mit r ≥ 1. Unter dieser Bedingung, sowie mit Hilfe der Voraussetzungen [A6] können wir die
Rosenthal-Ungleichung aus Lemma 2.3 für 2 < a ≤ 12 auf die Zufallsvariablen Zj,l anwenden.
Dadurch erhalten wir mit dem nachfolgenden Lemma 4.4 und (4.13), dass
P
∣∣∣∣∣∣
Mn∑
l=1
 ∑
m∈Ij,l
em
2 − Mn∑
l=1
E
 ∑
m∈Ij,l
em
2∣∣∣∣∣∣ ≥
√
nbnlnn
δ

≤
E
(∣∣∣∣Mn∑
l=1
Zj,l
∣∣∣∣a)
(nbnln)
a/2 naδ
≤
C
Mn∑
l=1
(
E
(|Zj,l|a+)) aa+ + C [Mn∑
l=1
(
E
(
|Zj,l|2+
)) 2
2+
]a/2
(nbnln)
a/2 naδ
=
O
(
nbn
ln
lan +
(
nbn
ln
)a/2
lan
)
(nbnln)
a/2 naδ
=
O
(
(nbnln)
a/2
)
(nbnln)
a/2 naδ
= O
(
n−aδ
)
= O
(
n−γ
)
,
wodurch S3 die Größenordnung
S3 =
∣∣∣∣∣∣
Mn∑
l=1
 ∑
m∈Ij,l
em
2 − Mn∑
l=1
E
 ∑
m∈Ij,l
em
2∣∣∣∣∣∣ = O˜
(√
nbnln n
δ, n−γ
)
(4.49)
besitzt. Zum Schluss untersuchen wir den Kovarianzterm S4 von (4.38), welcher die Kovarianz
4.3 Coupling von Partialsummen für das Blockwise DWB 69
zwischen den Fehlervariablen mit Indizes aus zwei verschiedenen Intervallen Ij,l betrachtet.
Daher gilt mit (4.39), [A6] (ii) und analogen Berechnungen zu (4.48), dass
S4 = 2
∣∣∣∣∣∣
Mn−1∑
l=1
Mn∑
h=l+1
Cov
 ∑
m∈Ij,l
em,
∑
p∈Ij,h
ep
∣∣∣∣∣∣
≤ 2
Mn−1∑
l=1
Mn∑
h=l+1
∑
m∈Ij,l
∑
p∈Ij,h
|Cov (em, ep)|
≤ 2
Mn−1∑
l=1
Mn−1∑
b=1
∑
m∈Ij,l
∑
p∈Ij,b+l
4C (α(p−m)) δ28+δ
≤ CMn
∞∑
r=0
r (α(r))
δ
28+δ = O
(
nbn
ln
)
. (4.50)
Nun haben wir die Größenordnungen aller vier Terme und dadurch den Abstand der Varianzen
der Bootstrap- und Originalpartialsummen deren Variablenindizes innerhalb eines Blockes der
Länge Mnln liegen, bestimmt. Somit erhalten wir mit (4.38), (4.40), (4.42), (4.49) und (4.50),
dass ∣∣∣Var*(S∗jMnln − S∗(j−1)Mnln)−Var (SjMnln − S(j−1)Mnln)∣∣∣
= O˜
(
nbnlnn
2δ−4/5 + nbnl
1/2
n n
2δ−2/5 +
√
nbnlnn
δ, n−γ
)
+O
(
nbn
ln
)
.

Zum Schluss liefern wir ein weiteres Hilfsresultat, welches in Lemma 4.3 genutzt wurde.
Lemma 4.4
Unter den Voraussetzungen von Satz 4.3 erhalten wir für a ∈ 2N mit a ≤ 14, dass
E
∣∣∣∣∣∣
 ∑
m∈Ij,l
em
2 − E
 ∑
m∈Ij,l
em
2∣∣∣∣∣∣
a
= O (lan) ,
wobei Ij,l = {(j − 1)Mnln + (l − 1)ln + 1, . . . , (j − 1)Mnln + lln} für j = 1, . . . ,
[
n
Mnln
]
und
l = 1, . . . ,Mn, mit Mn =
[
nbn
ln
]
.
Beweis
Mit Hilfe der Minkowski-Ungleichung und der Jensenschen Ungleichung erhalten wir für eine
Zufallsvariable Y und ein p ∈ 2N folgende Ungleichung für das p-te zentrale Moment
E (Y − E(Y ))p ≤ Cp (EY p + (EY )p) . (4.51)
70 4 Coupling von Partialsummen
Für alle geradzahligen a ≤ 14 erhalten wir mit dieser Ungleichung die Abschätzung für das
gesuchte a-te zentrale absolute Moment
E
∣∣∣∣∣∣
 ∑
m∈Ij,l
em
2 − E
 ∑
m∈Ij,l
em
2∣∣∣∣∣∣
a
≤ Ca
E
 ∑
m∈Ij,l
em
2a +
E
 ∑
m∈Ij,l
em
2a

=: Ca (H1 +H2) .
Unter den Voraussetzungen [A6] können wir die Rosenthal-Ungleichung aus Lemma 2.3 für
2a ≤ 28 auf H1 anwenden. Somit gilt mit [A6] (i), dass
H1 ≤ C
∑
m∈Ij,l
(
E
(
|em|2a+
)) 2a
2a+
+ C
 ∑
m∈Ij,l
(
E
(
|em|2+
)) 2
2+
a
≤ C
∑
m∈Ij,l
max
m∈Ij,l
E
(
|em|2a+
)
+ C
 ∑
m∈Ij,l
max
m∈Ij,l
E
(
|em|2+
)a
= O (ln + l
a
n) = O (l
a
n) .
Des Weiteren gilt mit der Kovarianzungleichung (4.39) und [A6] (ii) die Abschätzung
H2 =
 ∑
m,p∈Ij,l
E (emep)
a ≤
2 ∑
m,p∈Ij,l
m≤p
|Cov (emep)|

a
≤
2 ∑
m∈Ij,l
4C
∞∑
r=0
(α (r))
δ
28+δ
a = O (lan) .
Damit besitzt das a-te zentrale absolute Moment die Größenordnung
E
∣∣∣∣∣∣
 ∑
m∈Ij,l
em
2 − E
 ∑
m∈Ij,l
em
2∣∣∣∣∣∣
a
= O (lan) .

4.4 Coupling von Partialsummen für das Autoregressive DWB
In diesem Kapitel werden wir wieder ein Coupling des Bootstrap-Partialsummenprozesses
(S∗k)k=1,...,n herleiten. Die Bootstrap-Variablen (e
∗
i )i=1,...,n werden nun mit Hilfe des Autore-
gressive Dependent Wild Bootstrap-Verfahrens aus Kapitel 2.3.2 erzeugt. Bei diesem Verfah-
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ren werden die Hilfsvariablen (Wi)i=1,...,n durch einen AR(1)-Prozess
Wi = e
−1/lnWi−1 + ui für i ∈ N,
mit unabhängigen und identisch verteilten Innovationen (ui)i∈N deﬁniert. Weiterhin sind
(ui)i∈N und W0 unabhängig mit W0 ∼ N (0, 1). Zur Vereinfachung der nachfolgenden Be-
rechnungen nutzen wir die verteilungsgleiche Darstellung
W0 =
∞∑
s=0
e−
s
ln u−s,
wodurch wir die Lösung des AR(1)-Prozesses
Wi =
∞∑
s=0
e−
s
ln ui−s
erhalten. Für die Bootstrap-Partialsumme ergibt sich somit
S∗k =
k∑
m=1
e∗m =
k∑
m=1
êmWm =
k∑
m=1
êm
∞∑
s=0
e−
s
ln um−s
für k = 1, . . . , n. Da diese Reihe mit Wahrscheinlichkeit 1 absolut konvergiert, können wir
die Summationsreihenfolge ändern und S∗k für k = 1, . . . , n in einen Hauptterm und zwei
Restterme mit unabhängigen Summanden unterteilen
S∗k =
k∑
m=1
êm
∞∑
s=0
e−
s
ln um−s
=
k∑
m=1
um
n∑
s=m
e−
s−m
ln ês︸ ︷︷ ︸
=:S∗k,0
−
k∑
m=1
um
n∑
s=k+1
e−
s−m
ln ês︸ ︷︷ ︸
=:R∗k,1
+
∞∑
m=0
u−m
k∑
s=1
e−
m+s
ln ês︸ ︷︷ ︸
=:R∗k,2
.
Für den Nachweis der asymptotischen Korrektheit des simultanen Konﬁdenzbandes werden
wir die Partialsummenprozesse (Sk)k=1,...,n und (S
∗
k)k=1,...,n aneinander koppeln. Dies errei-
chen wir mit Hilfe der Approximation der beiden Prozesse durch den gleichen Wiener Prozess.
Dazu wurde in Kapitel 4.1 die starke Approximation des Partialsummenprozesses der Fehler-
variablen (ei)i=1,...,n aufgezeigt. Nun erhalten wir das Coupling des Partialsummenprozesses
(S∗k)k=1,...,n an einen Wiener Prozess, indem wir die gleichmäßige Approximation des Haupt-
terms
(
S∗k,0
)
k=1,...,n
durch diesen Wiener Prozess herleiten und weiterhin die Größenordnung-
en der Restterme
(
R∗k,1
)
k=1,...,n
und
(
R∗k,2
)
k=1,...,n
bestimmen. Im nachfolgenden Kapitel 5
betrachten wir abschließend das Coupling von (Sk)k=1,...,n und (S
∗
k)k=1,...,n.
Wir untersuchen somit zunächst den Hauptterm S∗k,0 für k = 1, . . . , n. Aufgrund der Unab-
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hängigkeit und der N (0, 1− e−2/ln)-Verteilung der Zufallsvariablen (ui)i∈N erhalten wir für
dessen Varianz, bedingt auf die Originalstichprobe (Xi)i=1,...,n,
Var*
(
S∗k,0
)
= Var*
(
k∑
m=1
um
n∑
s=m
e−
s−m
ln ês
)
=
k∑
m=1
Var (u1)
(
n∑
s=m
e−
s−m
ln ês
)2
=
k∑
m=1
(
1− e−2/ln
) n∑
s,t=m
e−
s+t−2m
ln êsêt.
Zur Vereinfachung von späteren Rechnungen formen wir diese Varianz weiter um und erhal-
ten
Var*
(
S∗k,0
)
=
n∑
s,t=1
êsêt
(
1− e−2/ln
)min(s,t,k)∑
m=1
e−
s+t−2m
ln =
n∑
s,t=1
êsêt ρ1,k (s, t, ln) ,
mit Hilfe der Deﬁnition
ρi,j (s, t, ln) :=
(
1− e−2/ln
)min(s,t,j)∑
m=i
e−
s+t−2m
ln
für i, j, s, t = 1, . . . , n und ln > 0. Da die Variablen (ui)i∈N unabhängig und normalverteilt
sind, ist S∗k,0 ebenso normalverteilt mit dem Erwartungswert Null und obiger Varianz, d. h.
S∗k,0 ∼ N
0, n∑
s,t=1
êsêt ρ1,k (s, t, ln)
 .
Im Folgenden werden wir den Term ρi,j (s, t, ln) genauer untersuchen und fassen im nachfol-
genden Lemma wichtige Eigenschaften von diesem zusammen.
Lemma 4.5
Es sei
ρi,j (s, t, ln) :=
(
1− e−2/ln
)min(s,t,j)∑
m=i
e−
s+t−2m
ln
für i, j, s, t = 1, . . . , n und ln > 0. Wir erhalten für alle i ≤ j folgende Eigenschaften
(I) ρi,j (s, t, ln) ≤ 1,
(II) |1− ρi,j(s, t, ln)| ≤ 2 |s−t|ln + e
− s+t−2(i−1)
ln für j ≥ min(s, t),
(III) max
1≤i,j≤n
max
1≤s≤n
n∑
t=1
ρi,j (s, t, ln) = O (ln).
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Beweis
Um besser zu sehen, dass ρi,j (s, t, ln) hauptsächlich vom Abstand |s− t| abhängt, formen wir
den Term weiter um und erhalten
ρi,j (s, t, ln) =
(
1− e−2/ln
)min(s,t,j)∑
m=i
e−
2min(s,t)+|s−t|−2m
ln
=
(
1− e−2/ln
)
e−
|s−t|
ln e−
2min(s,t)
ln
e
2i
ln − e 2(min(s,t,j)+1)ln
1− e2/ln
=
(
1− e−2/ln
)
e−
|s−t|
ln e−
2min(s,t)
ln
e
2min(s,t,j)
ln − e 2(i−1)ln
1− e−2/ln
= e−
|s−t|
ln
(
e−(2/ln)[min(s,t)−min(s,t,j)] − e−(2/ln)[min(s,t)−(i−1)]
)
.
Beachten wir, dass ρi,j (s, t, ln) = 0 ist für i > min(s, t, j), dann können wir an obiger Glei-
chung erkennen, dass Eigenschaft (I), ρi,j (s, t, ln) ≤ 1, erfüllt ist. Des Weiteren erhalten wir
für den Fall j ≥ min(s, t) mit der Ungleichung |ez − 1| ≤ 2|z| für |z| ≤ 1 die Abschätzung
|1− ρi,j (s, t, ln)| =
∣∣∣∣1− e− |s−t|ln (1− e−(2/ln)[min(s,t)−(i−1)])∣∣∣∣
≤
∣∣∣∣1− e− |s−t|ln ∣∣∣∣+ ∣∣∣∣e− s+t−2(i−1)ln ∣∣∣∣
≤ 2 |s− t|
ln
+ e−
s+t−2(i−1)
ln .
Womit Eigenschaft (II) gezeigt ist. Für die dritte Eigenschaft nutzen wir die Abschätzung
max
1≤i,j≤n
max
1≤s≤n
n∑
t=1
ρi,j (s, t, ln)
= max
1≤i,j≤n
max
1≤s≤n
n∑
t=1
e−
|s−t|
ln
(
e−(2/ln)[min(s,t)−min(s,t,j)] − e−(2/ln)[min(s,t)−(i−1)]
)
≤ max
1≤s≤n
n∑
t=1
e−
|s−t|
ln ≤ 2
∞∑
m=0
e−
m
ln =
2
1− e−1/ln .
Weiterhin gilt mit dem Mittelwertsatz der Integralrechnung, dass
1− e−1/ln = e0 − e−1/ln = eξ 1
ln
(4.52)
für ein ξ ∈ (−1/ln, 0). Zusammen erhalten wir dadurch (III). 
Nachfolgend werden wir nun die gleichmäßige Approximation der Bootstrap-Partialsumme S∗k
für k = 1, . . . , n durch einen Wiener Prozess nachweisen. Hierfür benötigen wir zusätzlich zu
den Voraussetzungen [A1] und [A2] noch folgende Annahmen
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[A7]
(i) Für den Prozess (ei)i=1,...,n gilt für ein δ > 0, dass E
(|e1|28+δ) <∞.
(ii) Weiterhin gilt für obiges δ, dass
∞∑
r=0
(r + 1)26(α(r))
δ
28+δ <∞.
(iii) Für die AR-Parameter (ln)n∈N gilt ln −→ ∞ für n → ∞, sowie ln = O
(√
nbn
log(n)
)
und
1
ln
= o
(
1
log(n)
)
.
Bemerkung
Diese Voraussetzungen sind äquivalent zu den Annahmen [A6], welche in Kapitel 4.3 für das
Coupling der Bootstrap-Partialsumme, welche mit Hilfe des Blockwise DWB entsteht, benö-
tigt wurden.
Der AR-Parameter ln dient wieder dazu die Abhängigkeitsstruktur des Originalprozesses auf-
zufangen. Dies geschieht mit wachsendem ln bei steigendem Stichprobenumfang. Dennoch
muss auch hier der AR-Parameter durch O
(√
nbn/log(n)
)
beschränkt werden, um die Vertei-
lung der Statistik gut imitieren zu können. Somit stellt ln eine Art Blocklänge des Blockwise
DWB dar.
Um unser Ziel, die asymptotische Korrektheit von simultanen Konﬁdenzbändern nachzuwei-
sen, zu erreichen, sollen die Partialsummenprozesse (Sk)k=1,...,n und (S∗k)k=1,...,n mit Hilfe der
Coupling-Technik an den gleichen Wiener Prozess gekoppelt werden. Zur Konstruktion der
Pseudo-Fehler für die Bootstrap-Partialsumme wird in diesem Abschnitt das Autoregressive
DWB genutzt. Wie bereits gezeigt, können wir die Bootstrap-Partialsumme in einen Haupt-
term und zwei Restterme unterteilen. Somit werden wir, wie bereits erwähnt, die Approxima-
tion des Hauptterms (S∗k,0)k=1,...,n durch einen Wiener Prozess nachweisen und zusätzlich die
Restterme abschätzen.
Wie beim Abschätzen des Approximationsfehlers der Bootstrap-Partialsumme, welche durch
das Blockwise DWB entsteht, in Kapitel 4.3, unterteilen wir zunächst auch hier die Indizes
der Summanden von S∗k in Blöcke der Länge nbn. Für die Berechnungen benötigen wir wieder
den ganzzahligen Anteil und deﬁnieren uns somit mn := [nbn]. Für den Fall das nbn und nnbn
ganzzahlig sind erhalten wir somit
[
n
mn
]
Blöcke der Länge mn. Falls jedoch nmn nicht ganz-
zahlig ist erhalten wir ebenso
[
n
mn
]
Blöcke der Länge mn, plus einen Block mit n−
[
n
mn
]
mn
und somit weniger als mn Variablen.
Mit Hilfe des nachfolgenden Satzes werden wir das Coupling des Partialsummenprozesses
(S∗k,0)k=1,...,n, mit
S∗k,0 =
k∑
m=1
um
n∑
s=m
e−
s−m
ln ês,
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herleiten. Hierbei sind (ui)i∈N die unabhängigen und identisch verteilten Innovationen des
AR(1)-Prozesses vom Autoregressive DWB aus Kapitel 2.3.2.
Satz 4.4
Unter den Voraussetzungen [A1], [A2] und [A7] existiert auf einer geeigneten Erweiterung des
zugrunde liegendenWahrscheinlichkeitsraumes (Ω,A, P ) der Bootstrap-Partialsummenprozess
(S∗k,0)k=1,...,n und ein Wiener Prozess W∗, sodass
sup
1≤j≤
[
n
mn
]
1≤l≤cmn
∣∣∣(S∗(j−1)mn+l,0 − S∗(j−1)mn,0)− (W∗ (σ2 ((j − 1)mn + l))−W∗ (σ2(j − 1)mn))∣∣∣
= oP ∗
( √
nbn√
log(n)
)
,
wobei mn := [nbn] und c ≤ C <∞ fest.
Beweis
Wir möchten durch ein geeignetes Coupling die Bootstrap-Partialsumme S∗k,0 an einen Wiener
Prozess koppeln. S∗k,0 ergibt sich aufgrund des Autoregressive DWB aus Kapitel 2.3.2. Hier-
bei werden die Hilfsvariablen (Wi)i=1,...,n durch einen AR(1)-Prozess mit unabhängigen und
identisch verteilten Zufallsvariablen (ui)i∈N deﬁniert. Für die Approximation von S∗k,0 durch
einen Wiener Prozess unterteilen wir, wie bereits oben erläutert, die Indizes der Summanden
von S∗k,0 in Blöcke der Länge mn = [nbn]. Dabei erhalten wir
[
n
mn
]
Blöcke der Länge mn
falls nmn ganzzahlig ist. Gilt jedoch
n
mn
>
[
n
mn
]
dann erhalten wir ebenso
[
n
mn
]
Blöcke der
Länge mn, plus einen Block mit n−
[
n
mn
]
mn Variablen. Für die nachfolgenden Berechnungen
betrachten wir daher
[
n
mn
]
− 1 vollständige Blöcke der Länge mn mit den Blocknummern
j = 1, . . . ,
[
n
mn
]
− 1 und einen Restblock für j =
[
n
mn
]
, welcher mindestens mn und weniger
als 2mn Variablen umfasst. Somit fassen wir den letzten vollständigen Block mit dem mögli-
cherweise zusätzlichen kleineren Block zu einem Restblock zusammen.
Des Weiteren können die Indizes der Summanden der Partialsumme S∗k,0 ein Vielfaches der
Blocklänge mn sein, oder nicht. Somit betrachten wir die Indizes
k = (j − 1)mn + l
mit l = 1, . . . ,mn für die vollständigen Blöcke j = 1, . . . ,
[
n
mn
]
− 1. Im Fall des Restblockes
j =
[
n
mn
]
gilt l = 1, . . . , n −
([
n
mn
]
− 1
)
mn. Falls l den Wert mn annimmt, so ist k ein
Vielfaches der Blocklänge mn, sonst nicht.
Wir untersuchen nun das Coupling der Bootstrap-Partialsumme, deren Indizes innerhalb eines
Blockes mit der maximalen Länge von 2mn liegen, für alle Blöcke j = 1, . . . ,
[
n
mn
]
. Die Partial-
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summe S∗k,0 ergibt sich aus der Summe von gewichteten, unabhängigen und N
(
0, 1− e−2/ln)-
verteilten Zufallsvariablen (ui)i=1,...,k. Dadurch erhalten wir als Verteilung für einen Summan-
den ebenso eine Normalverteilung mit
S∗k+1,0 − S∗k,0 = uk+1
n∑
s=k+1
e−
s−(k+1)
ln ês
∼ N
0,(1− e−2/ln)( n∑
s=k+1
e−
s−(k+1)
ln ês
)2
für k = 1, . . . , n − 1. Aufgrund der Unabhängigkeit und der Normalverteilung eines jeden
solchen Summanden können wir diese als Zuwächse eines Wiener Prozesses darstellen. Damit
die Stoppzeiten τ∗j,l des Wiener Prozesses auf der Bootstrap-Seite mit den Stoppzeiten des
Wiener Prozesses von der starken Approximation der Originalfehler übereinstimmen, werden
die Stoppzeiten τ∗j,l für j = 1, . . . ,
[
n
mn
]
− 1 und l = 1, . . . ,mn geeignet gewählt und eine
Normierung über den jeweiligen Block der Länge mn vorgenommen. Im Restblock werden
die Stoppzeiten τ∗j,l für j =
[
n
mn
]
und l = 1, . . . , n −
([
n
mn
]
− 1
)
mn mit der möglicherweise
längeren Blocklänge n−
([
n
mn
]
− 1
)
mn normiert.
Somit deﬁnieren wir für die vollständigen Blöcke der Länge mn für j = 1, . . . ,
[
n
mn
]
− 1
und l = 1, . . . ,mn einen Bootstrap-Summanden als einen normierten Zuwachs eines Wiener
Prozesses W∗ so, dass
S∗(j−1)mn+l,0 − S∗(j−1)mn+l−1,0 = u(j−1)mn+l
n∑
s=(j−1)mn+l
e−
s−((j−1)mn+l)
ln ês
:=
√√√√Var*(S∗jmn,0 − S∗(j−1)mn,0)
σ2mn
[
W∗
(
τ∗j,l
)−W∗ (τ∗j,l−1)]
(4.53)
mit den Stoppzeiten
τ∗j,l − τ∗j,0
σ2mn
:=
Var*
(
S∗(j−1)mn+l,0 − S∗(j−1)mn,0
)
Var*
(
S∗jmn,0 − S∗(j−1)mn,0
)
=
l∑
h=1
(
1− e−2/ln)( n∑
s=(j−1)mn+h
e−
s−((j−1)mn+h)
ln ês
)2
Var*
(
S∗jmn,0 − S∗(j−1)mn,0
)
und
τ∗j,0 := (j − 1)σ2mn.
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Innerhalb des Restblockes j =
[
n
mn
]
deﬁnieren wir einen Bootstrap-Summanden für l =
1, . . . , n −
([
n
mn
]
− 1
)
mn ebenso als normierten Zuwachs des Wiener Prozesses, jedoch mit
einer anderen Normierung. Wir deﬁnieren
S∗(j−1)mn+l,0 − S∗(j−1)mn+l−1,0 = u(j−1)mn+l
n∑
s=(j−1)mn+l
e−
s−((j−1)mn+l)
ln ês
:=
√√√√√ Var*
(
S∗n,0 − S∗(j−1)mn,0
)
σ2
(
n−
([
n
mn
]
− 1
)
mn
) [W∗ (τ∗j,l)−W∗ (τ∗j,l−1)]
(4.54)
mit
τ∗j,l − τ∗j,0
σ2
(
n−
([
n
mn
]
− 1
)
mn
) :=
l∑
h=1
(
1− e−2/ln)( n∑
s=(j−1)mn+h
e−
s−((j−1)mn+h)
ln ês
)2
Var*
(
S∗n,0 − S∗(j−1)mn,0
)
und
τ∗j,0 := (j − 1)σ2mn.
Wir werden im Folgenden die Bootstrap-Partialsumme mit Indizes aus den vollständigen
Blöcken der Länge mn betrachten. Somit untersuchen wir die Approximation von S∗k,0 −
S∗(j−1)mn,0 durch den Zuwachs des Wiener Prozesses mit k = (j−1)mn+l für j = 1, . . . ,
[
n
mn
]
−
1 und l = 1, . . . ,mn. Es ist ausreichend die Approximation der Partialsumme mit Indizes aus
einem Block zu untersuchen, da aufgrund des Couplings
S∗(j−1)mn+l,0 − S∗(j−1)mn+l−1,0 =
√√√√Var*(S∗jmn,0 − S∗(j−1)mn,0)
σ2mn
[
W∗
(
τ∗j,l
)−W∗ (τ∗j,l−1)]
für j = 1, . . . ,
[
n
mn
]
− 1 und l = 1, . . . ,mn gilt und somit die jeweiligen Approximationen der
Bootstrap-Partialsummen aneinander gereiht werden können.
Mit Hilfe des Couplings (4.53) erhalten wir zunächst
S∗(j−1)mn+l,0 − S∗(j−1)mn,0 =
l∑
h=1
(
S∗(j−1)mn+h,0 − S∗(j−1)mn+h−1,0
)
=
l∑
h=1
√√√√Var*(S∗jmn,0 − S∗(j−1)mn,0)
σ2mn
[
W∗
(
τ∗j,h
)−W∗ (τ∗j,h−1)]
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=
√√√√Var*(S∗jmn,0 − S∗(j−1)mn,0)
σ2mn
[
W∗
(
τ∗j,l
)−W∗ (τ∗j,0)] .
Dadurch gilt für unsere gesuchte Approximation die Abschätzung∣∣∣(S∗(j−1)mn+l,0 −S∗(j−1)mn,0)− [W∗ (τ∗j,l)−W∗ (τ∗j,0)]∣∣∣
≤
∣∣∣∣∣∣∣∣

√√√√Var*(S∗jmn,0 − S∗(j−1)mn,0)
σ2mn
− 1
[W∗ (τ∗j,l)−W∗ (τ∗j,0)]
∣∣∣∣∣∣∣∣ . (4.55)
Um nachfolgend den ersten Faktor der rechten Seite von (4.55) abzuschätzen, betrachten wir
zuerst die Ungleichung∣∣∣∣∣∣∣∣
√√√√Var*(S∗jmn,0 − S∗(j−1)mn,0)
σ2mn
− 1
∣∣∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
Var*
(
S∗jmn,0 − S∗(j−1)mn,0
)
− σ2mn
σ2mn
∣∣∣∣∣∣ (4.56)
und unterteilen den Zähler der rechten Seite in
∣∣Var* (S∗jmn,0 −S∗(j−1)mn,0)− σ2mn∣∣∣
≤
∣∣∣Var*(S∗jmn,0 − S∗(j−1)mn,0)−Var (Sjmn − S(j−1)mn)∣∣∣
+
∣∣Var (Sjmn − S(j−1)mn)− σ2mn∣∣
=: V1 + V2. (4.57)
Für den ersten Term V1 berechnen wir nun den Abstand der Varianzen der Bootstrap- und
Originalpartialsummen mit Indizes innerhalb eines vollständigen Blockes der Länge mn. Auf-
grund der Unabhängigkeit und der N (0, 1− e−2/ln)-Verteilung der Zufallsvariablen (ui)i∈N,
sowie mit (ρi,j(·))i,j=1,...,n aus Lemma 4.5 gilt
V1 =
∣∣∣∣∣∣Var*
 jmn∑
h=(j−1)mn+1
uh
n∑
s=h
e−
s−h
ln ês
−Var
 jmn∑
h=(j−1)mn+1
eh
∣∣∣∣∣∣
=
∣∣∣∣∣∣
jmn∑
h=(j−1)mn+1
(
1− e−2/ln
) n∑
s,t=h
e−
s+t−2h
ln êsêt −
jmn∑
h,m=(j−1)mn+1
Cov (eh, em)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
n∑
s,t=(j−1)mn+1
êsêt
(
1− e−2/ln
) min(s,t,jmn)∑
h=(j−1)mn+1
e−
s+t−2h
ln −
jmn∑
h,m=(j−1)mn+1
E (ehem)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
n∑
h,m=(j−1)mn+1
êhêm ρ(j−1)mn+1,jmn (h,m, ln)−
jmn∑
h,m=(j−1)mn+1
E (ehem)
∣∣∣∣∣∣ .
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Durch eine unterschiedliche Anzahl der Summanden und die Diﬀerenz zwischen Residuum
und Fehler erhalten wir weiterführend eine Unterteilung in drei Terme
V1 ≤
∣∣∣∣∣∣
n∑
h,m=(j−1)mn+1
(êhêm − ehem) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
jmn∑
h,m=(j−1)mn+1
(
ehem ρ(j−1)mn+1,jmn (h,m, ln)− E (ehem)
)∣∣∣∣∣∣
+
∣∣∣∣∣∣
n∑
h,m=jmn+1
ehem ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
=: K1 +K2 +K3. (4.58)
Weiterhin unterteilen wir den ersten Term K1 mit den Abständen zwischen den Residuen und
Fehlern folgendermaßen
K1 =
∣∣∣∣∣∣
n∑
h,m=(j−1)mn+1
(êhêm − ehêm + ehêm − ehem) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
n∑
h,m=(j−1)mn+1
(êh − eh) (êm − em) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
n∑
h,m=(j−1)mn+1
(êh − eh) em ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
n∑
h,m=(j−1)mn+1
eh (êm − em) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
=: K1,1 +K1,2 +K1,3.
Mit Lemma 4.2 und Eigenschaft (III) aus Lemma 4.5 erhalten wir die Größenordnung für den
ersten Term von K1 mit
K1,1 =
∣∣∣∣∣∣
n∑
h,m=(j−1)mn+1
(êh − eh) (êm − em) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
n∑
h,m=(j−1)mn+1
ρ(j−1)mn+1,jmn (h,m, ln) O˜
(
n2δ−4/5, n−γ
)∣∣∣∣∣∣
= O˜
(
n ln n
2δ−4/5, n−γ
)
. (4.59)
Nun untersuchen wir den zweiten Term K1,2 mit Hilfe von analogen Berechnungen zu (4.41)
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auf Seite 65, sowie mit Lemma 4.2 und (III) aus Lemma 4.5. Dadurch gilt
K1,2
=
∣∣∣∣∣∣
n∑
h,m=(j−1)mn+1
(êh − eh) em ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
n∑
h=(j−1)mn+1
(êh − eh)
n∑
m=(j−1)mn+1
em ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
n∑
h=(j−1)mn+1
(êh − eh) max
(j−1)mn+1≤m≤n
ρ(j−1)mn+1,jmn (h,m, ln) O˜
(√
nnδ, n−γ
)∣∣∣∣∣∣
≤
∣∣∣∣∣∣ max(j−1)mn+1≤m≤n
n∑
h=(j−1)mn+1
ρ(j−1)mn+1,jmn (h,m, ln) O˜
(
nδ−2/5, n−γ
)
O˜
(√
nnδ, n−γ
)∣∣∣∣∣∣
= O (ln) O˜
(√
nn2δ−2/5, n−γ
)
= O˜
(√
n ln n
2δ−2/5, n−γ
)
(4.60)
und mit analogen Berechnungen erhalten wir ebenso für K1,3 die gleiche Größenordnung
K1,3 = O˜
(√
n ln n
2δ−2/5, n−γ
)
.
Fassen wir (4.59) und (4.60) zusammen dann erhalten wir für K1 von (4.58), dass
K1 = O˜
(
n ln n
2δ−4/5, n−γ
)
+ O˜
(√
n ln n
2δ−2/5, n−γ
)
. (4.61)
Auch den zweiten Term K2 von (4.58) unterteilen wir weiter und erhalten folgende Terme
K2 =
∣∣∣∣∣∣
jmn∑
h,m=(j−1)mn+1
(
ehem ρ(j−1)mn+1,jmn (h,m, ln)− E (ehem)
)∣∣∣∣∣∣
≤
∣∣∣∣∣∣
jmn∑
h,m=(j−1)mn+1
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
jmn∑
h,m=(j−1)mn+1
E (ehem)
(
1− ρ(j−1)mn+1,jmn (h,m, ln)
)∣∣∣∣∣∣
=: K2,1 +K2,2. (4.62)
Um die Größenordnung des ersten Terms K2,1 zu bestimmen, untersuchen wir sein zweites
Moment. Mit Hilfe der gemeinsamen Kumulanten von (3.11) erhalten wir folgende Untertei-
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lung
E
(
K22,1
)
=
jmn∑
h,m,p,q=(j−1)mn+1
(
E (ehemepeq)− E (ehem)E (epeq)
)
ρ(j−1)mn+1,jmn (h,m, ln)
· ρ(j−1)mn+1,jmn (p, q, ln)
≤
jmn∑
h,m,p,q=(j−1)mn+1
|cum (eh, em, ep, eq)| ρ(j−1)mn+1,jmn (h,m, ln) ρ(j−1)mn+1,jmn (p, q, ln)
+ 2
jmn∑
h,m,p,q=(j−1)mn+1
E (ehep)E (emeq) ρ(j−1)mn+1,jmn (h,m, ln) ρ(j−1)mn+1,jmn (p, q, ln)
=: K2,1,1 +K2,1,2.
Die Abschätzung der Kumulanten erfolgt in Lemma 8.1 im Anhang. Unter der Voraussetzung
[A7] (i) können wir Lemma 8.1 anwenden und erhalten |cum (eh, em, ep, eq)| ≤ 16C (α(u))
δ
28+δ
für u = max {m− h, p−m, q − p} falls h ≤ m ≤ p ≤ q. Des Weiteren zerlegen wir für
(j − 1)mn + 1 ≤ h ≤ jmn wieder die Menge {(m, p, q) : (j − 1)mn + 1 ≤ h,m, p, q ≤ jmn mit
h ≤ m ≤ p ≤ q,max {m− h, p−m, q − p} ≥ 0} in Mengen
Gu(h) = {(m, p, q) : (j − 1)mn + 1 ≤ h,m, p, q ≤ jmn mit h ≤ m ≤ p ≤ q,
max {m− h, p−m, q − p} = u} .
Somit beinhaltet Gu(h) alle (m, p, q) bei denen die größte Lücke zwischen h,m, p und q gleich
u ist. Da wir den Abstand zwischen vier Variablen betrachten, gibt es drei Möglichkeiten
für eine größte Lücke. Die Größe der beiden kleineren Lücken können wir mit Hilfe von u,
der Größe der größten Lücke, abschätzen. Daher gilt #Gu(h) ≤ 3 (u+ 1)2. Mit Hilfe dieser
Mengen und Lemma 8.1, sowie mit der Eigenschaft (I) aus Lemma 4.5 und [A7] (ii) erhalten
wir für den ersten Term K2,1,1, dass
K2,1,1 ≤ 4!
∑
(j−1)mn+1≤h≤m≤p≤q≤jmn
|cum (eh, em, ep, eq)|
≤ 4!
jmn∑
h=(j−1)mn+1
∞∑
u=0
∑
(m,p,q)∈Gu(h)
16C (α(u))
δ
28+δ
≤ Cmn
∞∑
u=0
3 (u+ 1)2 (α(u))
δ
28+δ
= O (nbn) . (4.63)
Im zweiten Term K2,1,2 betrachten wir Kovarianzen vom Fehlerprozess (ei)i=1,...,n. Da die
Voraussetzungen [A7] mit [A6] übereinstimmen, erhalten wir analog zu der Kovarianzunglei-
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chung (4.39) für i,m = 1, . . . , n mit i ≤ m und r := m− i die Abschätzung
|Cov(ei, em)| ≤ 4C (α(r))
δ
28+δ . (4.64)
Somit erhalten wir für K2,1,2 mit (4.64), sowie den Eigenschaften (I) und (III) aus Lemma 4.5
und [A7] (ii), dass
K2,1,2
≤ 2
jmn∑
h,m,p,q=(j−1)mn+1
4C (α(|h− p|)) δ28+δ 4C (α(|m− q|)) δ28+δ ρ(j−1)mn+1,jmn (h,m, ln)
· ρ(j−1)mn+1,jmn (p, q, ln)
= C
jmn∑
h=(j−1)mn+1
mn−1∑
m−h=−mn+1
mn−1∑
p−m=−mn+1
mn−1∑
q−p=−mn+1
(α(|h−m+m− p|)) δ28+δ
· (α(|m− p+ p− q|)) δ28+δ ρ(j−1)mn+1,jmn (h,m, ln) ρ(j−1)mn+1,jmn (p, q, ln)
≤ C
jmn∑
h=(j−1)mn+1
mn−1∑
u=−mn+1
mn−1∑
a=−mn+1
mn−1∑
b=−mn+1
(α(|u+ a|)) δ28+δ (α(|a+ b|)) δ28+δ
· ρ(j−1)mn+1,jmn (h, h+ u, ln)
≤ C
jmn∑
h=(j−1)mn+1
2
mn−1∑
u=0
ρ(j−1)mn+1,jmn (h, h+ u, ln) 2
∞∑
s=0
(α(s))
δ
28+δ 2
∞∑
t=0
(α(t))
δ
28+δ
= O (nbnln) . (4.65)
Dadurch gilt mit (4.63) und (4.65) für das zweite Moment von K2,1 die Größenordnung
E
(
K22,1
)
= O (nbnln) . (4.66)
Des Weiteren wird die Größenordnung des a-ten absoluten Momentes von K2,1 für 2 < a ≤ 12
im nachfolgenden Lemma 4.6 bestimmt. Nun erhalten wir mit (4.66) die Schranke für die
nachfolgende Wahrscheinlichkeit, für welche mit der Markov-Ungleichung, Lemma 4.6 und
(4.13), a = γ/δ, die Abschätzung
P
∣∣∣∣∣∣
jmn∑
h,m=(j−1)mn+1
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣ ≥
√
nbnln n
δ

≤
E
∣∣∣∣∣ jmn∑h,m=(j−1)mn+1 (ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣
a
(nbnln)
a/2 naδ
=
O
(
(nbnln)
a/2
)
(nbnln)
a/2 naδ
= O
(
n−aδ
)
= O
(
n−γ
)
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gilt. Dadurch erhalten wir als Größenordnung für K2,1 von (4.62)
K2,1 = O˜
(√
nbnln n
δ, n−γ
)
. (4.67)
Nun betrachten wir den Term K2,2 von (4.62) mit der Kovarianzungleichung (4.64), der Ei-
genschaft (II) aus Lemma 4.5, [A7] (ii) und der geometrischen Reihe, sodass
K2,2 =
∣∣∣∣∣∣
jmn∑
h,m=(j−1)mn+1
E (ehem)
(
1− ρ(j−1)mn+1,jmn (h,m, ln)
)∣∣∣∣∣∣
≤ 2
jmn∑
h=(j−1)mn+1
jmn∑
m=h
|Cov (eh, em)|
∣∣1− ρ(j−1)mn+1,jmn (h,m, ln)∣∣
≤ 2
jmn∑
h=(j−1)mn+1
mn−1∑
r=0
4C (α(r))
δ
28+δ
{
2
r
ln
+ e−
r+2h−2(j−1)mn
ln
}
= C
jmn∑
h=(j−1)mn+1
mn−1∑
r=0
(α(r))
δ
28+δ
r
ln
+ C
jmn∑
h=(j−1)mn+1
e−2
h−(j−1)mn
ln
mn−1∑
r=0
(α(r))
δ
28+δ e−
r
ln
= O
(
nbn
ln
)
+O (ln) = O
(
nbn
ln
)
. (4.68)
Somit gilt insgesamt für (4.62) mit (4.67) und (4.68) die Größenordnung
K2 = O˜
(√
nbnln n
δ, n−γ
)
+O
(
nbn
ln
)
. (4.69)
Nachfolgend untersuchen wir den letzten Term K3 von (4.58) und unterteilen ihn in folgende
Glieder
K3 =
∣∣∣∣∣∣
n∑
h,m=jmn+1
ehem ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
n∑
h,m=jmn+1
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
n∑
h,m=jmn+1
E (ehem) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
=: K3,1 +K3,2. (4.70)
Diese Terme bestehen grundsätzlich aus sehr vielen Summanden. Jedoch hilft uns, dass
ρ(j−1)mn+1,jmn (h,m, ln) für |h − m| > ln gegen Null konvergiert und somit eine Vielzahl
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der Summanden entfallen. Deshalb unterteilen wir für K3,1 die Indizes der Summanden wie
im nachfolgenden Lemma 4.6 in Intervalle der Länge Ln mit Ln = dlne, den aufgerundeten
ganzzahligen Anteil von ln. Dazu betrachten wir das kartesische Produkt
I ′j,p,q := {jmn + (p− 1)Ln + 1, . . . , jmn + pLn}
× {jmn + (q − 1)Ln + 1, . . . , jmn + qLn}
für j = 1, . . . ,
[
n
mn
]
− 1 und p, q = 1, . . . ,
[
n−jmn
Ln
]
. Falls n−jmnLn nicht ganzzahlig ist bleiben
mehrere Restintervalle mit einer geringeren Länge als Ln übrig. Für diese deﬁnieren wir die
kartesischen Produkte
I ′
j,p,
[
n−jmn
Ln
]
+1
:= {jmn + (p− 1)Ln + 1, . . . , jmn + pLn}
×
{
jmn +
[
n− jmn
Ln
]
Ln + 1, . . . , n
}
und
I ′
j,
[
n−jmn
Ln
]
+1,
[
n−jmn
Ln
]
+1
:=
{
jmn +
[
n− jmn
Ln
]
Ln + 1, . . . , n
}
×
{
jmn +
[
n− jmn
Ln
]
Ln + 1, . . . , n
}
für j = 1, . . . ,
[
n
mn
]
− 1 und p = 1, . . . ,
[
n−jmn
Ln
]
. Damit erhalten wir für das a-te absolute
Moment für 2 < a ≤ 12 von K3,1
E |K3,1|a = E
∣∣∣∣∣∣
n∑
h,m=jmn+1
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
a
= E
∣∣∣∣∣∣
[(n−jmn)/Ln]+1∑
p,q=1
∑
h,m∈I′j,p,q
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
a
= E
∣∣∣∣∣∣
[(n−jmn)/Ln]∑
p,q=1
Z ′p,q + Z
′[
n−jmn
Ln
]
+1,
[
n−jmn
Ln
]
+1
+ 2
[(n−jmn)/Ln]∑
p=1
Z ′
p,
[
n−jmn
Ln
]
+1
∣∣∣∣∣∣
a
,
wobei Z ′p,q :=
∑
h,m∈I′j,p,q
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln) für p, q = 1, . . . ,
[
n−jmn
Ln
]
+
1. Die Berechnungen verlaufen nun analog zum Beweis von Lemma 4.6 und wir erhalten
E |K3,1|a = O
(
(nln)
a/2
)
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und damit die Größenordnung für den ersten Term von (4.70) mit
K3,1 = O˜
(√
nln n
δ, n−γ
)
. (4.71)
Weiterhin gilt für K3,2 von (4.70) mit (4.64), [A7] (ii) und Eigenschaft (III) aus Lemma 4.5
die Abschätzung
K3,2 =
∣∣∣∣∣∣
n∑
h,m=jmn+1
E (ehem) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
≤ 2
∣∣∣∣∣∣
∑
jmn+1≤h≤m≤n
ρ(j−1)mn+1,jmn (h,m, ln) |Cov (eh, em)|
∣∣∣∣∣∣
≤ 2
∣∣∣∣∣∣ maxjmn+1≤m≤n
n∑
h=jmn+1
ρ(j−1)mn+1,jmn (h,m, ln)
∞∑
r=0
4C (α(r))
δ
28+δ
∣∣∣∣∣∣
= O (ln) . (4.72)
Somit erhalten wir mit (4.71) und (4.72) für die Größenordnung von (4.70)
K3 = O˜
(√
nln n
δ, n−γ
)
+O (ln) . (4.73)
Insgesamt erhalten wir also für (4.58), den Abstand der Varianzen der Bootstrap- und Origi-
nalpartialsummen deren Indizes innerhalb eines vollständigen Blockes der Länge mn liegen,
mit (4.61), (4.69) und (4.73), dass
V1 =
∣∣∣Var*(S∗jmn,0 − S∗(j−1)mn,0)−Var (Sjmn − S(j−1)mn)∣∣∣
= O˜
(
n ln n
2δ−4/5 +
√
n ln n
2δ−2/5 +
√
nbnln n
δ +
√
nln n
δ, n−γ
)
+O
(
nbn
ln
+ ln
)
. (4.74)
Des Weiteren gilt für den zweiten Term von (4.57) mit [A2], (4.64) und [A7] (ii), dass
V2 =
∣∣Var (Sjmn − S(j−1)mn)− σ2mn∣∣
= mn
∣∣∣∣∣∣ 1mn
jmn∑
h,m=(j−1)mn+1
Cov(eh, em)− σ2
∣∣∣∣∣∣
= mn
∣∣∣∣∣∣
mn−1∑
h=−(mn−1)
(
1− |h|
mn
)
Cov(e0, eh)−
∞∑
h=−∞
Cov(e0, eh)
∣∣∣∣∣∣
= mn
∣∣∣∣∣
∞∑
h=−∞
(
1−
(
1− |h|
mn
)
+
)
Cov(e0, eh)
∣∣∣∣∣
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≤ 2mn
∞∑
h=0
h
mn
4C (α(h))
δ
28+δ
= C
∞∑
h=0
h (α(h))
δ
28+δ <∞
und somit die asymptotische Beschränktheit
V2 = O (1) . (4.75)
Mit (4.56), (4.57), (4.74), (4.75) und der Division der Größenordnungen durch mn erhalten
wir insgesamt für den ersten Faktor der rechten Seite von (4.55), dass∣∣∣∣∣∣∣∣
√√√√Var*(S∗jmn,0 − S∗(j−1)mn,0)
σ2mn
− 1
∣∣∣∣∣∣∣∣
= O˜
(
ln
bn
n2δ−4/5 +
ln√
nb2n
n2δ−2/5 +
√
ln
nbn
nδ +
√
ln
nb2n
nδ, n−γ
)
+O
(
1
ln
+
ln
nbn
+
1
nbn
)
= O˜
(
ln
bn
n2δ−4/5 +
ln√
nb2n
n2δ−2/5 +
√
ln
nbn
nδ +
√
ln
nb2n
nδ, n−γ
)
+O
(
1
ln
)
.
Damit gilt für den maximalen Abstand über alle Blocknummern der vollständigen Blöcke die
Größenordnung
sup
1≤j≤
[
n
mn
]
−1
∣∣∣∣∣∣∣∣
√√√√Var*(S∗jmn,0 − S∗(j−1)mn,0)
σ2mn
− 1
∣∣∣∣∣∣∣∣
= O˜
(
ln
bn
n2δ−4/5 +
ln√
nb2n
n2δ−2/5 +
√
ln
nbn
nδ +
√
ln
nb2n
nδ, n1−γ
)
+O
(
1
ln
)
= oP
(
ln
bn
n2δ−4/5 +
ln√
nb2n
n2δ−2/5 +
√
ln
nbn
nδ +
√
ln
nb2n
nδ
)
+O
(
1
ln
)
,
da γ > 1 nach der Bemerkung auf Seite 46. Des Weiteren untersuchen wir den zweiten Faktor
auf der rechten Seite von (4.55) und somit den Zuwachs des Wiener Prozesses. Dazu wenden
wir (4.19) an und erhalten für den maximalen Zuwachs die Größenordnung
sup
1≤j≤
[
n
mn
]
−1
1≤l≤mn
∣∣W∗ (τ∗j,l)−W∗ (τ∗j,0)∣∣ = OP ∗ (√nbn√log(n)) .
Dadurch ergibt sich mit (4.55) und mit Hilfe der optimalen Bandbreite (2.7) für die Approxi-
mation der Bootstrap-Partialsumme mit Indizes innerhalb eines vollständigen Blockes durch
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den Zuwachs des Wiener Prozesses, dass
sup
1≤j≤
[
n
mn
]
−1
1≤l≤mn
∣∣∣(S∗(j−1)mn+l,0 − S∗(j−1)mn,0)− [W∗ (τ∗j,l)−W∗ (τ∗j,0)]∣∣∣
≤ sup
1≤j≤
[
n
mn
]
−1
1≤l≤mn
∣∣∣∣∣∣∣∣

√√√√Var*(S∗jmn,0 − S∗(j−1)mn,0)
σ2mn
− 1
[W∗ (τ∗j,l)−W∗ (τ∗j,0)]
∣∣∣∣∣∣∣∣
=
[
oP
(
ln
bn
n2δ−4/5 +
ln√
nb2n
n2δ−2/5 +
√
ln
nbn
nδ +
√
ln
nb2n
nδ
)
+O
(
1
ln
)]
·OP ∗
(√
nbn
√
log(n)
)
= oP ∗
(√
log(n)
{√
nbn ln n
2δ−3/5 + ln n2δ−
3/10 +
√
ln n
δ +
√
ln n
δ+1/10
})
+OP ∗
(√
nbn
ln
√
log(n)
)
. (4.76)
Aufgrund der unabhängigen Zufallsvariablen (ui)i∈N sind alle Partialsummen
S∗jmn,0−S∗(j−1)mn,0 für j = 1, . . . ,
[
n
mn
]
−1 unabhängig voneinander. Zusammen mit der Tatsa-
che, dass S∗(j−1)mn+l,0 − S∗(j−1)mn+l−1,0 =
√
Var*
(
S∗jmn,0−S∗(j−1)mn,0
)
/σ2mn
[
W∗
(
τ∗j,l
)
−W∗
(
τ∗j,l−1
)]
können wir die Approximationen dieser Partialsummen aneinanderreihen. Wei-
terhin weisen sie alle durch das geeignete Coupling einen Approximationsfehler derselben
Größenordnung auf.
Zum Schluss werden wir nun noch die Approximation der Bootstrap-Partialsumme
S∗(j−1)mn+l,0 − S∗(j−1)mn,0 des Restblockes j =
[
n
mn
]
und l = 1, . . . , n−
([
n
mn
]
− 1
)
mn durch
den Zuwachs des Wiener Prozesses untersuchen. Für das Coupling werden die Stoppzeiten
des Wiener Prozesses mit der möglicherweise größeren Blocklänge als mn normiert. Somit gilt
mit Hilfe des Couplings (4.54) für unsere gesuchte Approximation die Abschätzung∣∣∣(S∗(j−1)mn+l,0 −S∗(j−1)mn,0)− (W∗ (τ∗j,l)−W∗ (τ∗j,0))∣∣∣
≤
∣∣∣∣∣∣∣

√√√√√ Var*
(
S∗n,0 − S∗(j−1)mn,0
)
σ2
(
n−
([
n
mn
]
− 1
)
mn
) − 1
[W∗ (τ∗j,l)−W∗ (τ∗j,0)]
∣∣∣∣∣∣∣ . (4.77)
Für die Berechnung des Approximationsfehlers bestimmen wir zunächst wieder die Abstän-
de der Varianzen der Bootstrap- und Originalpartialsummen deren Indizes innerhalb des
Restblockes liegen. Dafür erhalten wir analog zur Berechnung von V1 auf Seite 79 mit der
Unabhängigkeit und der N (0, 1− e−2/ln)-Verteilung der Zufallsvariablen (ui)i∈N, sowie mit
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(ρi,j(·))i,j=1,...,n aus Lemma 4.5 die Unterteilung∣∣∣Var*(S∗n,0 − S∗(j−1)mn,0)−Var (Sn − S(j−1)mn)∣∣∣
=
∣∣∣∣∣∣Var*
 n∑
h=(j−1)mn+1
uh
n∑
s=h
e−
s−h
ln ês
−Var
 n∑
h=(j−1)mn+1
eh
∣∣∣∣∣∣
=
∣∣∣∣∣∣
n∑
s,t=(j−1)mn+1
êsêt
(
1− e−2/ln
) min(s,t,n)∑
h=(j−1)mn+1
e−
s+t−2h
ln −
n∑
h,m=(j−1)mn+1
E (ehem)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
n∑
h,m=(j−1)mn+1
(
êhêm ρ(j−1)mn+1,n (h,m, ln)− E (ehem)
)∣∣∣∣∣∣
≤
∣∣∣∣∣∣
n∑
h,m=(j−1)mn+1
(êhêm − ehem) ρ(j−1)mn+1,n (h,m, ln)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
n∑
h,m=(j−1)mn+1
(
ehem ρ(j−1)mn+1,n (h,m, ln)− E (ehem)
)∣∣∣∣∣∣
=: K4 +K5. (4.78)
Der erste Term K4 besitzt die gleiche Form wie K1 von (4.58), aber er besteht nur aus weniger
als 2mn Summanden im Gegensatz zu den maximal n Summanden von K1. Somit erhalten
wir mit analogen Berechnungen wie für K1 die Größenordnung
K4 = O˜
(
nbn ln n
2δ−4/5 +
√
nbn ln n
2δ−2/5, n−γ
)
. (4.79)
Des Weiteren erhalten wir die Größenordnung vom Term K5, welcher aus weniger als 2mn
Summanden besteht, durch die Größenordnung vom Term K2 von (4.58), welcher genau mn
Summanden betrachtet. Dadurch gilt mit (4.69)
K5 = O˜
(√
nbnln n
δ, n−γ
)
+O
(
nbn
ln
)
. (4.80)
Weiterhin gilt analog zu (4.75), dass∣∣∣∣Var (Sn − S(j−1)mn)− σ2(n− ([ nmn
]
− 1
)
mn
)∣∣∣∣ = O (1) .
Zusammen mit (4.78), (4.79), (4.80) und der Division durch nbn folgt für den ersten Faktor
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von (4.77) die Größenordnung∣∣∣∣∣∣∣
√√√√√ Var*
(
S∗n,0 − S∗(j−1)mn,0
)
σ2
(
n−
([
n
mn
]
− 1
)
mn
) − 1
∣∣∣∣∣∣∣
= O˜
(
ln n
2δ−4/5 +
ln√
nbn
n2δ−2/5 +
√
ln
nbn
nδ, n−γ
)
+O
(
1
ln
+
1
nbn
)
= oP
(
ln n
2δ−4/5 +
ln√
nbn
n2δ−2/5 +
√
ln
nbn
nδ
)
+O
(
1
ln
)
.
Für den maximalen Zuwachs des Wiener Prozesses von (4.77) gilt mit (4.19), dass
sup
1≤l≤n−
([
n
mn
]
−1
)
mn
∣∣W∗ (τ∗j,l)−W∗ (τ∗j,0)∣∣ = OP ∗ (√nbn√log(n)) .
Somit erhalten wir zusammen mit (4.77) für die Approximation der Bootstrap-Partialsumme
deren Indizes innerhalb des Restblockes j =
[
n
mn
]
liegen die Größenordnung
sup
1≤l≤n−
([
n
mn
]
−1
)
mn
∣∣∣(S∗(j−1)mn+l,0 − S∗(j−1)mn,0)− (W∗ (τ∗j,l)−W∗ (τ∗j,0))∣∣∣
=
[
oP
(
ln n
2δ−4/5 +
ln√
nbn
n2δ−2/5 +
√
ln
nbn
nδ
)
+O
(
1
ln
)]
OP ∗
(√
nbn
√
log(n)
)
= oP ∗
(√
log(n)
{√
nbn ln n
2δ−4/5 + ln n2δ−
2/5 +
√
ln n
δ
})
+OP ∗
(√
nbn
ln
√
log(n)
)
.
Diese Größenordnung ist kleiner als die des Approximationsfehlers der Partialsummen mit In-
dizes innerhalb der vollständigen Blöcke in (4.76) und kann somit durch diese abgeschätzt wer-
den. Alle Approximationen der Partialsummen S∗(j−1)mn+l,0 − S∗(j−1)mn,0 für j = 1, . . . ,
[
n
mn
]
können wir aufgrund der bereits erwähnten Unabhängigkeit der Partialsummen und
S∗(j−1)mn+l,0 − S∗(j−1)mn+l−1,0 =
√
Var*
(
S∗jmn,0−S∗(j−1)mn,0
)
/σ2mn
[
W∗
(
τ∗j,l
)
−W∗
(
τ∗j,l−1
)]
an-
einanderreihen. Weiterhin besitzen sie alle den gleichen Approximationsfehler (4.76). Dadurch
erhalten wir für das Coupling des Partialsummenprozesses
sup
1≤j≤
[
n
mn
]
1≤l≤cmn
∣∣∣(S∗(j−1)mn+l,0 − S∗(j−1)mn,0)− (W∗ (σ2 ((j − 1)mn + l))−W∗ (σ2(j − 1)mn))∣∣∣
= oP ∗
(√
log(n)
{√
nbn ln n
2δ−3/5 + ln n2δ−
3/10 +
√
ln n
δ +
√
ln n
δ+1/10
})
+OP ∗
(√
nbn
ln
√
log(n)
)
,
für c ≤ C < ∞ fest. Nun können wir mit [A7] (iii), der optimalen Bandbreite (2.7) und
dadurch nbn = O
(
n4/5
)
und für ein δ < 1/10, was laut der Bemerkung auf Seite 46 gilt, die
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Größenordnungen des obigen Approximationsfehlers weiter abschätzen und erhalten
√
nbn ln n
2δ−3/5√log(n) = O(√nbn √nbn
log(n)
n2δ−3/5
√
log(n)
)
= O
( √
nbn√
log(n)
n2δ−1/5
)
= o
( √
nbn√
log(n)
)
,
ln n
2δ−3/10√log(n) = O( √nbn
log(n)
n2δ−3/10
√
log(n)
)
= O
( √
nbn√
log(n)
n2δ−3/10
)
= o
( √
nbn√
log(n)
)
,
√
ln n
δ
√
log(n) = O
(
nδ
(nbn)
1/4√
log(n)
√
log(n)
)
= O
( √
nbn√
log(n)
nδ−1/5
√
log(n)
)
= o
( √
nbn√
log(n)
)
,
√
ln n
δ+1/10
√
log(n) = O
(
(nbn)
1/4√
log(n)
nδ+
1/10
√
log(n)
)
= O
( √
nbn√
log(n)
nδ−1/10
√
log(n)
)
= o
( √
nbn√
log(n)
)
,
√
nbn
ln
√
log(n) = o
( √
nbn
log(n)
√
log(n)
)
= o
( √
nbn√
log(n)
)
.
Somit gilt schlussendlich für das Coupling des Bootstrap-Partialsummenprozesses an den Wie-
ner Prozess, dass
sup
1≤j≤
[
n
mn
]
1≤l≤cmn
∣∣∣(S∗(j−1)mn+l,0 − S∗(j−1)mn,0)− (W∗ (σ2 ((j − 1)mn + l))−W∗ (σ2(j − 1)mn))∣∣∣
= oP ∗
( √
nbn√
log(n)
)
,
für c ≤ C <∞ fest. 
Mit Satz 4.4 haben wir nun den Hauptterm S∗k,0 an einen Wiener Prozess gekoppelt. Dafür
war ein Hilfsresultat notwendig, welches wir nachfolgend beweisen werden.
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Lemma 4.6
Unter den Voraussetzungen von Satz 4.4 erhalten wir für 2 < a ≤ 12
E
∣∣∣∣∣∣
jmn∑
h,m=(j−1)mn+1
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
a
= O
(
(nbnln)
a/2
)
,
wobei (ρi,j(·))i,j=1,...,n wie in Lemma 4.5 deﬁniert ist und j = 1, . . . ,
[
n
mn
]
mit mn = [nbn].
Beweis
Um im Folgenden das a-te absolute Moment zu untersuchen, unterteilen wir die Indizes der
Summanden in Intervalle der Länge Ln, wobei Ln := dlne der aufgerundete ganzzahlige Anteil
des AR-Parameters ln ist. Dazu deﬁnieren wir das kartesische Produkt
Ij,p,q := {(j − 1)mn + (p− 1)Ln + 1, . . . , (j − 1)mn + pLn}
× {(j − 1)mn + (q − 1)Ln + 1, . . . , (j − 1)mn + qLn}
für j = 1, . . . ,
[
n
mn
]
und p, q = 1, . . . ,
[
mn
Ln
]
. Falls mnLn >
[
mn
Ln
]
bleiben mehrere Restintervalle
mit einer geringeren Länge als Ln übrig. Für diese deﬁnieren wir die kartesischen Produkte
I
j,p,
[
mn
Ln
]
+1
:= {(j − 1)mn + (p− 1)Ln + 1, . . . , (j − 1)mn + pLn}
×
{
(j − 1)mn +
[
mn
Ln
]
Ln + 1, . . . , jmn
}
und
I
j,
[
mn
Ln
]
+1,
[
mn
Ln
]
+1
:=
{
(j − 1)mn +
[
mn
Ln
]
Ln + 1, . . . , jmn
}
×
{
(j − 1)mn +
[
mn
Ln
]
Ln + 1, . . . , jmn
}
für j = 1, . . . ,
[
n
mn
]
und p = 1, . . . ,
[
mn
Ln
]
. Mit Hilfe dieser kartesischen Produkte für die
vollständigen Intervalle und Restintervalle, sowie der Deﬁnition
Zp,q :=
∑
h,m∈Ij,p,q
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
für p, q = 1, . . . ,
[
mn
Ln
]
+ 1, erhalten wir für das a-te absolute Moment die Unterteilung in
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einen Hauptterm und zwei Restterme
E
∣∣∣∣∣∣
jmn∑
h,m=(j−1)mn+1
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
a
= E
∣∣∣∣∣∣
[mn/Ln]∑
p,q=1
∑
h,m∈Ij,p,q
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
+
∑
h,m∈I
j,[mnLn ]+1,[
mn
Ln ]+1
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
+2
[mn/Ln]∑
p=1
∑
h,m∈I
j,p,[mnLn ]+1
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣∣
a
≤ 3a−1
E
∣∣∣∣∣∣
[mn/Ln]∑
p,q=1
Zp,q
∣∣∣∣∣∣
a
+ E
∣∣∣∣Z[mn
Ln
]
+1,
[
mn
Ln
]
+1
∣∣∣∣a + 2E
∣∣∣∣∣∣
[mn/Ln]∑
p=1
Z
p,
[
mn
Ln
]
+1
∣∣∣∣∣∣
a
=: 3a−1 {Q1 +Q2 + 2Q3} . (4.81)
Den Hauptterm Q1 formen wir weiter um und erhalten
Q1 = E
∣∣∣∣∣∣
[mn/Ln]∑
p,q=1
Zp,q
∣∣∣∣∣∣
a
= E
∣∣∣∣∣∣
[mn/Ln]∑
p=1
Zp,p + 2
[mn/Ln]−1∑
p=1
[mn/Ln]−p∑
q−p=1
Zp,q
∣∣∣∣∣∣
a
= E
∣∣∣∣∣∣
[mn/Ln]∑
p=1
Zp,p + 2
[mn/Ln]−1∑
r=1
[mn/Ln]−r∑
p=1
Zp,p+r
∣∣∣∣∣∣
a
= E
∣∣∣∣∣∣Z0 + 2
[mn/Ln]−1∑
r=1
Zr
∣∣∣∣∣∣
a
, (4.82)
wobei Zr :=
[mn/Ln]−r∑
p=1
Zp,p+r für r = 0, . . . ,
[
mn
Ln
]
− 1. Des Weiteren gilt mit der Minkowski-
Ungleichung
Q
1/a
1 =
∥∥∥∥∥∥Z0 + 2
[mn/Ln]−1∑
r=1
Zr
∥∥∥∥∥∥
a
≤ ‖Z0‖a + 2
[mn/Ln]−1∑
r=1
‖Zr‖a
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= (E |Z0|a)1/a + 2
[mn/Ln]−1∑
r=1
(E |Zr|a)1/a . (4.83)
Wir unterteilen Zr für r = 0, . . . ,
[
mn
Ln
]
− 1 im Folgenden weiter, sodass
Zr =
[mn/Ln]−r∑
p=1
Zp,p+r =
r+2∑
p=1
∑
s∈
{
0,...,
[
[mn/Ln]−r−p
r+2
]}Zp+(r+2)s,p+(r+2)s+r. (4.84)
Wenn wir nun die einzelnen Summanden in Abhängigkeit von s betrachten, dann haben die
Intervalle Ij,p+(r+2)s,p+(r+2)s+r, welche in Zp+(r+2)s,p+(r+2)s+r betrachtet werden, einen Min-
destabstand von Ln voneinander. Dadurch ist für weitere Berechnungen die
α-Mischungsbedingung für die Summanden Zp,p+r, Zp+(r+2),p+(r+2)+r, . . . ,
Z
p+(r+2)
[
[mn/Ln]−r−p
r+2
]
,p+(r+2)
[
[mn/Ln]−r−p
r+2
]
+r
erfüllt und wir können die Rosenthal-Ungleichung
für α-mischende Prozesse aus Lemma 2.3 anwenden. Um nun die Größenordnung von Q1
zu bestimmen, muss das a-te absolute Moment von Zr für r = 0, . . . ,
[
mn
Ln
]
− 1 abgeschätzt
werden.
Für das a-te absolute Moment von Zr erhalten wir mit der Jensenschen Ungleichung folgende
Abschätzung
E |Zr|a = E
∣∣∣∣∣∣∣∣
r+2∑
p=1
∑
s∈
{
0,...,
[
[mn/Ln]−r−p
r+2
]}Zp+(r+2)s,p+(r+2)s+r
∣∣∣∣∣∣∣∣
a
≤ (r + 2)a−1
r+2∑
p=1
E
∣∣∣∣∣∣∣∣
∑
s∈
{
0,...,
[
[mn/Ln]−r−p
r+2
]}Zp+(r+2)s,p+(r+2)s+r
∣∣∣∣∣∣∣∣
a
.
Aufgrund der Unterteilung von Zr in (4.84) kann der α-Mischungskoeﬃzient von
Zp+(r+2)s,p+(r+2)s+r durch den α-Mischungskoeﬃzienten der Fehlervariablen wie folgt abge-
schätzt werden
α
(
σ
(
Zp+(r+2)s,p+(r+2)s+r, Zp+(r+2)(s−1),p+(r+2)(s−1)+r, . . .
)
,
σ
(
Zp+(r+2)(s+u),p+(r+2)(s+u)+r, Zp+(r+2)(s+u+1),p+(r+2)(s+u+1)+r, . . .
))
≤ α ([(r + 2)u− (r + 1)]Ln + 1)
≤ α (uLn + 1)
für u ≥ 1. Dadurch sind zusammen mit den Voraussetzungen [A7] die Voraussetzungen für die
Rosenthal-Ungleichung aus Lemma 2.3 erfüllt. Somit wenden wir Lemma 2.3 mit 2 < a ≤ 12
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auf die Zufallsvariablen Zp+(r+2)s,p+(r+2)s+r an und erhalten die Unterteilung
E |Zr|a ≤ (r + 2)a−1
r+2∑
p=1
C
∑
s∈
{
0,...,
[
[mn/Ln]−r−p
r+2
]}
(
E
∣∣Zp+(r+2)s,p+(r+2)s+r∣∣a+) aa+
+C
 ∑
s∈
{
0,...,
[
[mn/Ln]−r−p
r+2
]}
(
E
∣∣Zp+(r+2)s,p+(r+2)s+r∣∣2+) 22+

a/2
 .
(4.85)
Die Größenordnung der absoluten Momente für a˜ ∈ 2N mit 2 < a˜ ≤ 14 erhalten wir mit Hilfe
der Ungleichung (4.51), sowie mit [A7], Lemma 8.2 und (4.64). Es gilt
E
∣∣Zp+(r+2)s,p+(r+2)s+r∣∣a˜
= E
 ∑
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
a˜
≤ Ca˜ E
 ∑
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
ehem ρ(j−1)mn+1,jmn (h,m, ln)
a˜
+ Ca˜
 ∑
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
E (ehem) ρ(j−1)mn+1,jmn (h,m, ln)
a˜
≤ Ca˜
∑
h1,...,ha˜,m1,...,ma˜∈Ij,p+(r+2)s,p+(r+2)s+r
∣∣E (eh1 · . . . · eha˜ · em1 · . . . · ema˜)∣∣
· ∣∣ρ(j−1)mn+1,jmn (h1,m1, ln)∣∣ · . . . · ∣∣ρ(j−1)mn+1,jmn (ha˜,ma˜, ln)∣∣
+ Ca˜
 ∑
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
|Cov (eh, em)|
∣∣ρ(j−1)mn+1,jmn (h,m, ln)∣∣
a˜
≤ Ca˜
{
max
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
∣∣ρ(j−1)mn+1,jmn (h,m, ln)∣∣}a˜
· (2a˜)!
∑
t1,...,t2a˜∈Ij,p+(r+2)s,p+(r+2)s+r
t1≤···≤t2a˜
|E (et1 · . . . · et2a˜)|
+ Ca˜
 max
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
∣∣ρ(j−1)mn+1,jmn (h,m, ln)∣∣
·2
∑
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
h≤m
4C (α (m− h)) δ28+δ

a˜
4.4 Coupling von Partialsummen für das Autoregressive DWB 95
= O
({
max
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
∣∣ρ(j−1)mn+1,jmn (h,m, ln)∣∣}a˜ La˜n
)
. (4.86)
Somit folgt mit (4.85) und (4.86) für das a-te absolute Moment von Zr
E |Zr|a
= (r + 2)a−1
r+2∑
p=1
O(mn
Ln
{
max
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
∣∣ρ(j−1)mn+1,jmn (h,m, ln)∣∣}a Lan)
+O
(mn
Ln
{
max
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
∣∣ρ(j−1)mn+1,jmn (h,m, ln)∣∣}2 L2n
)a/2
= (r + 2)aO
({
max
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
∣∣ρ(j−1)mn+1,jmn (h,m, ln)∣∣}a (nbnLn)a/2) . (4.87)
Für die weiteren Berechnungen schätzen wir zunächst das Maximum von∣∣ρ(j−1)mn+1,jmn (h,m, ln)∣∣ ab. Wir erhalten mit Lemma 4.5 und aufgrund der Deﬁnition der
Intervalle Ij,p+(r+2)s,p+(r+2)s+r die Abschätzung
max
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
∣∣ρ(j−1)mn+1,jmn (h,m, ln)∣∣
= max
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
∣∣∣∣e− |h−m|ln (e−(2/ln)[min(h,m)−min(h,m,jmn)] − e−(2/ln)[min(h,m)−(j−1)mn])∣∣∣∣
≤ max
h,m∈Ij,p+(r+2)s,p+(r+2)s+r
∣∣∣∣e− |h−m|ln ∣∣∣∣
≤
e0, für r = 0e− (r−1)Lnln , für r ≥ 1 ≤
1, für r = 0e−(r−1), für r ≥ 1. (4.88)
Aufgrund der absoluten Summierbarkeit
[mn/Ln]−1∑
r=1
(r + 2) e−(r−1) ≤
∞∑
r=0
(r + 3) e−r <∞
folgt mit (4.82), (4.83), (4.87) und (4.88) die Größenordnung für Q
1/a
1 mitE
∣∣∣∣∣∣
[mn/Ln]∑
p,q=1
Zp,q
∣∣∣∣∣∣
a1/a ≤ O ((nbnLn)1/2)+ 2 [mn/Ln]−1∑
r=1
(r + 2) e−(r−1)O
(
(nbnLn)
1/2
)
= O
(
(nbnLn)
1/2
)
.
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Somit erhalten wir für den Hauptterm von (4.81)
Q1 = E
∣∣∣∣∣∣
[mn/Ln]∑
p,q=1
Zp,q
∣∣∣∣∣∣
a
= O
(
(nbnLn)
a/2
)
= O
(
(nbnln)
a/2
)
, (4.89)
da Ln < 2ln. Der erste Restterm Q2 von (4.81) betrachtet Summanden deren Indizes in einem
Restintervall liegen. Dieses Restintervall besitzt weniger als Ln Werte. Somit erhalten wir mit
analogen Berechnungen zu (4.86) und (4.88) für r = 0 die Größenordnung
Q2 = E
∣∣∣∣Z[mn
Ln
]
+1,
[
mn
Ln
]
+1
∣∣∣∣a = O (lan) .
Weiterhin können wir den zweiten Restterm Q3 von (4.81) mit der Minkowski-Ungleichung
wie folgt abschätzen
(Q3)
1/a =
E
∣∣∣∣∣∣
[mn/Ln]∑
p=1
Z
p,
[
mn
Ln
]
+1
∣∣∣∣∣∣
a1/a =
∥∥∥∥∥∥
[mn/Ln]∑
p=1
Z
p,
[
mn
Ln
]
+1
∥∥∥∥∥∥
a
≤
[mn/Ln]∑
p=1
∥∥∥∥Zp,[mn
Ln
]
+1
∥∥∥∥
a
=
[mn/Ln]∑
p=1
(
E
∣∣∣∣Zp,[mn
Ln
]
+1
∣∣∣∣a)1/a .
Da wir hier auch wieder Summanden mit Indizes aus den Restintervallen betrachten, in denen
maximal Ln Indizes vorhanden sind, erhalten wir die Größenordnung der a-ten absoluten
Momente durch analoge Berechnungen zu (4.86). Mit der Abschätzung für den maximalen
Wert von
∣∣ρ(j−1)mn+1,jmn (h,m, ln)∣∣ mit
max
h,m∈Ij,p,[mn/Ln]+1
∣∣ρ(j−1)mn+1,jmn (h,m, ln)∣∣ ≤ e−([mnLn ]−p)
erhalten wir somit für das a-te Moment
E
∣∣∣∣Zp,[mn
Ln
]
+1
∣∣∣∣a = O(e−a([mnLn ]−p)lan) .
Dadurch ergibt sich wieder mit der absoluten Summierbarkeit
[mn/Ln]∑
p=1
e
−
([
mn
Ln
]
−p
)
≤
∞∑
p=0
e−p <∞,
dass
(Q3)
1/a =
[mn/Ln]∑
p=1
e
−
([
mn
Ln
]
−p
)
O (ln) = O (ln) .
4.4 Coupling von Partialsummen für das Autoregressive DWB 97
Somit erhalten wir für den zweiten Restterm von (4.81) die Größenordnung
Q3 = E
∣∣∣∣∣∣
[mn/Ln]∑
p=1
Z
p,
[
mn
Ln
]
+1
∣∣∣∣∣∣
a
= O (lan) .
Die Größenordnungen der Restterme Q2 und Q3, welche sich aus möglichen Restinterval-
len ergeben, werden durch die Größenordnung des Haupttermes Q1 dominiert. Folglich gilt
mit (4.81) und (4.89), dass
E
∣∣∣∣∣∣
jmn∑
h,m=(j−1)mn+1
(ehem − E (ehem)) ρ(j−1)mn+1,jmn (h,m, ln)
∣∣∣∣∣∣
a
= O
(
(nbnln)
a/2
)

Wie zu Beginn dieses Abschnittes erläutert wird die Bootstrap-Partialsumme S∗k in den Haupt-
term S∗k,0 und die zwei Restterme R
∗
k,1 und R
∗
k,2 für k = 1, . . . , n unterteilt. In Satz 4.4 wurde
das Coupling für den Hauptterm hergeleitet. Nun werden wir nachfolgend die Größenordnun-
gen der zwei Restterme bestimmen.
Wir untersuchen zunächst im nachfolgenden Lemma den maximalen Wert des ersten Rest-
terms R∗k,1.
Lemma 4.7
Unter den Voraussetzungen [A1], [A2] und [A7] erhalten wir für das Maximum von
∣∣∣R∗k,1∣∣∣ die
Größenordnung
sup
1≤k≤n
∣∣R∗k,1∣∣ = oP ∗
( √
nbn√
log(n)
)
.
Beweis
Wir formen R∗k,1 wie folgt um
R∗k,1 =
k∑
m=1
um
n∑
s=k+1
e−
s−m
ln ês =
k∑
m=1
um e
m−k
ln
n∑
s=k+1
e−
s−k
ln ês.
Nun betrachten wir das Maximum von
∣∣∣R∗k,1∣∣∣ und erhalten aufgrund der Diﬀerenz zwischen
Residuum und Fehler und mit w := s− k folgende Unterteilung
max
1≤k≤n
∣∣R∗k,1∣∣ = max
1≤k≤n
∣∣∣∣∣
k∑
m=1
um e
m−k
ln
n∑
s=k+1
e−
s−k
ln ês
∣∣∣∣∣
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≤ max
1≤k≤n
∣∣∣∣∣
k∑
m=1
um e
m−k
ln
n−k∑
w=1
e−
w
ln (êw+k − ew+k)
∣∣∣∣∣
+ max
1≤k≤n
∣∣∣∣∣
k∑
m=1
um e
m−k
ln
n−k∑
w=1
e−
w
ln ew+k
∣∣∣∣∣
≤ max
1≤k≤n
∣∣∣∣∣
k∑
m=1
um e
m−k
ln
∣∣∣∣∣ max1≤k≤n
∣∣∣∣∣
n−k∑
w=1
e−
w
ln (êw+k − ew+k)
∣∣∣∣∣
+ max
1≤k≤n
∣∣∣∣∣
k∑
m=1
um e
m−k
ln
∣∣∣∣∣ max1≤k≤n
∣∣∣∣∣
n−k∑
w=1
e−
w
ln ew+k
∣∣∣∣∣
=: R1 +R2.
Wir untersuchen zunächst den jeweiligen ersten Faktor von R1 und R2. Die Zufallsvaria-
blen (ui)i∈N sind, bedingt auf die Originalstichprobe (Xi)i=1,...,n, unabhängig und identisch
N (0, 1− e−2/ln)-verteilt. Dadurch gilt mit der geometrischen Reihe
Var*
(
k∑
m=1
um e
m−k
ln
)
=
(
1− e−2/ln
) k∑
m=1
e
2(m−k)
ln =
(
1− e−2/ln
) k−1∑
v=0
e−
2v
ln
=
(
1− e−2/ln
) 1− e−2k/ln
1− e−2/ln = 1− e
−2k/ln =: σ2k,
wodurch
k∑
m=1
um e
m−k
ln ∼ N (0, σ2k) .
Somit gilt ebenso
max
1≤k≤n
σ2k ≤ K <∞.
Weiterhin möchten wir Lemma 5.1.3 aus Marcus und Rosen (2006) anwenden. Dieses besagt,
falls Z ∼ N (0, 1) ist dann gilt für alle c > 0, dass
P (|Z| > c) ≤ exp {−c2/2} . (4.90)
Unter obigen Bedingungen gilt für C > 1 mit der Bonferroni-Ungleichung die Abschätzung
P ∗
 max1≤k≤n
∣∣∣∣ k∑
m=1
um e
m−k
ln
∣∣∣∣
√
K
> C
√
log(n)
 ≤ P ∗
 max1≤k≤n
∣∣∣∣ k∑
m=1
um e
m−k
ln
∣∣∣∣
σk
> C
√
log(n)

≤ nP ∗
(∣∣∣∣∣ k∑m=1um em−kln
∣∣∣∣∣/σk > C√log(n))
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≤ n e−C
2 log(n)
2 = n1−C
2/2 = o (1) .
Dadurch erhalten wir für den ersten Faktor von R1 und R2 die Größenordnung
max
1≤k≤n
∣∣∣∣∣
k∑
m=1
um e
m−k
ln
∣∣∣∣∣ = OP ∗ (√log(n)) . (4.91)
Für weitere Untersuchungen berechnen wir mit Hilfe von (4.52) und [A7] (iii) die Größenord-
nung der geometrischen Reihe
n∑
w=1
e−
w
ln =
e−1/ln − e−(n+1)/ln
1− e−1/ln =
1− e−n/ln
e1/ln − 1 = O (ln) . (4.92)
Zusammen mit Lemma 4.2 erhalten wir für den zweiten Faktor von R1 die Abschätzung
max
1≤k≤n
∣∣∣∣∣
n−k∑
w=1
e−
w
ln (êw+k − ew+k)
∣∣∣∣∣ ≤
n∑
w=1
e−
w
ln max
1≤w≤n
|êw+n − ew+n|
= O (ln) oP
(
nδ−2/5
)
= oP
(
ln n
δ−2/5
)
.
Somit gilt mit (4.91) für R1, dass
R1 = OP ∗
(√
log(n)
)
oP
(
ln n
δ−2/5
)
= oP ∗
(
ln n
δ−2/5√log(n)) . (4.93)
Für den zweiten Faktor von R2 betrachten wir zunächst das a-te absolute Moment seiner Sum-
me. Unter den Voraussetzungen [A7] können wir die Rosenthal-Ungleichung aus Lemma 2.3
für 2 < a ≤ 28 anwenden und erhalten mit (4.92)
E
(∣∣∣∣∣
n−k∑
w=1
e−
w
ln ew+k
∣∣∣∣∣
a)
≤ C
n−k∑
w=1
(
E
(∣∣∣e− wln ew+k∣∣∣a+)) aa+ + C
[
n−k∑
w=1
(
E
(∣∣∣e− wln ew+k∣∣∣2+)) 22+
]a/2
≤ C
n−k∑
w=1
e−
aw
ln
(
max
1≤w≤n−k
E
(|ew+k|a+)) aa+ + C
[
n−k∑
w=1
e−
2w
ln max
1≤w≤n−k
E
(
|ew+k|2+
)]a/2
= O
(
l
a/2
n
)
.
Dann gilt mit der Bonferroni- und der Markov-Ungleichung und mit (4.13), a = γ/δ, die
Abschätzung
P
(
max
1≤k≤n
∣∣∣∣∣
n−k∑
w=1
e−
w
ln ew+k
∣∣∣∣∣ ≥√ln nδ
)
≤ nP
(∣∣∣∣∣
n−k∑
w=1
e−
w
ln ew+k
∣∣∣∣∣ ≥√ln nδ
)
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≤ n
E
(∣∣∣∣n−k∑
w=1
e−
w
ln ew+k
∣∣∣∣a
)
l
a/2
n naδ
=
nO
(
l
a/2
n
)
l
a/2
n naδ
= O
(
n1−γ
)
,
wodurch wir für den zweiten Faktor von R2 die Größenordnung
max
1≤k≤n
∣∣∣∣∣
n−k∑
w=1
e−
w
ln ew+k
∣∣∣∣∣ = O˜ (√ln nδ, n1−γ) = oP (√ln nδ) (4.94)
erhalten, da γ > 1 laut der Bemerkung auf Seite 46. Somit gilt mit (4.91) für R2, dass
R2 = OP ∗
(√
log(n)
)
oP
(√
ln n
δ
)
= oP ∗
(√
ln n
δ
√
log(n)
)
. (4.95)
Mit (4.93) und (4.95) erhalten wir nun für das Maximum von
∣∣∣R∗k,1∣∣∣ die Größenordnung
max
1≤k≤n
∣∣R∗k,1∣∣ = oP ∗ (ln nδ−2/5√log(n) +√ln nδ√log(n)) .
Mit Hilfe von [A7] (iii), der optimalen Bandbreite (2.7) und δ < 1/5, was laut der Bemer-
kung auf Seite 46 erfüllt ist, können wir die Größenordnungen des obigen Maximums weiter
abschätzen und erhalten
ln n
δ−2/5√log(n) = O( √nbn
log(n)
nδ−2/5
√
log(n)
)
= O
( √
nbn√
log(n)
nδ−2/5
)
= o
( √
nbn√
log(n)
)
,
√
ln n
δ
√
log(n) = O
(
(nbn)
1/4√
log(n)
nδ
√
log(n)
)
= O
( √
nbn√
log(n)
nδ−1/5
√
log(n)
)
= o
( √
nbn√
log(n)
)
.
Damit gilt für den maximalen Wert von
∣∣∣R∗k,1∣∣∣ die Größenordnung
sup
1≤k≤n
∣∣R∗k,1∣∣ = oP ∗
( √
nbn√
log(n)
)
.

Weiterhin untersuchen wir den maximalen Wert des zweiten Restterms R∗k,2.
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Lemma 4.8
Unter den Voraussetzungen [A1], [A2] und [A7] erhalten wir für das Maximum von
∣∣∣R∗k,2∣∣∣ die
Größenordnung
sup
1≤k≤n
∣∣R∗k,2∣∣ = oP ∗
( √
nbn√
log(n)
)
.
Beweis
Für das Maximum von
∣∣∣R∗k,2∣∣∣ erhalten wir aufgrund der Diﬀerenz zwischen Residuum und
Fehler folgende Unterteilung
max
1≤k≤n
∣∣R∗k,2∣∣ = max
1≤k≤n
∣∣∣∣∣
∞∑
m=0
u−m
k∑
s=1
e−
m+s
ln ês
∣∣∣∣∣
= max
1≤k≤n
∣∣∣∣∣
∞∑
m=0
e−
m
ln u−m
k∑
s=1
e−
s
ln ês
∣∣∣∣∣
≤ max
1≤k≤n
∣∣∣∣∣
∞∑
m=0
e−
m
ln u−m
k∑
s=1
e−
s
ln (ês − es)
∣∣∣∣∣
+ max
1≤k≤n
∣∣∣∣∣
∞∑
m=0
e−
m
ln u−m
k∑
s=1
e−
s
ln es
∣∣∣∣∣
≤ max
1≤k≤n
∣∣∣∣∣
∞∑
m=0
e−
m
ln u−m
∣∣∣∣∣ max1≤k≤n
∣∣∣∣∣
k∑
s=1
e−
s
ln (ês − es)
∣∣∣∣∣
+ max
1≤k≤n
∣∣∣∣∣
∞∑
m=0
e−
m
ln u−m
∣∣∣∣∣ max1≤k≤n
∣∣∣∣∣
k∑
s=1
e−
s
ln es
∣∣∣∣∣
=: R3 +R4.
Mit analogen Berechnungen wie für (4.91) erhalten wir für den ersten Faktor von R3 und R4
die Größenordnung
max
1≤k≤n
∣∣∣∣∣
∞∑
m=0
e−
m
ln u−m
∣∣∣∣∣ = OP ∗ (√log(n)) . (4.96)
Weiterhin gilt mit (4.92) und Lemma 4.2 für den zweiten Faktor von R3, dass
max
1≤k≤n
∣∣∣∣∣
k∑
s=1
e−
s
ln (ês − es)
∣∣∣∣∣ ≤
n∑
s=1
e−
s
ln max
1≤s≤n
|ês − es|
= O (ln) oP
(
nδ−2/5
)
= oP
(
ln n
δ−2/5
)
.
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Zusammen mit (4.96) erhalten wir für R3 die Größenordnung
R3 = OP ∗
(√
log(n)
)
oP
(
ln n
δ−2/5
)
= oP ∗
(
ln n
δ−2/5√log(n)) . (4.97)
Des Weiteren gilt mit analogen Berechnungen wie für (4.94) für den zweiten Faktor von R4
max
1≤k≤n
∣∣∣∣∣
k∑
s=1
e−
s
ln es
∣∣∣∣∣ = oP (√ln nδ) .
Dadurch gilt mit (4.96) für R4, dass
R4 = OP ∗
(√
log(n)
)
oP
(√
ln n
δ
)
= oP ∗
(√
ln n
δ
√
log(n)
)
. (4.98)
Somit erhalten wir mit (4.97), (4.98) und analogen Abschätzungen wie im Beweis von Lem-
ma 4.7 für den maximalen Wert von
∣∣∣R∗k,2∣∣∣ die Größenordnung
sup
1≤k≤n
∣∣R∗k,2∣∣ = oP ∗ (ln nδ−2/5√log(n) +√ln nδ√log(n)) = oP ∗
( √
nbn√
log(n)
)
.

Aufgrund der Aufteilung von S∗k in den Hauptterm S
∗
k,0 und die beiden Restterme R
∗
k,1
und R∗k,2, sowie mit Hilfe von Satz 4.4, Lemma 4.7 und Lemma 4.8 können wir im nach-
folgenden Satz das Coupling des Partialsummenprozesses (S∗k)k=1,...,n, mit
S∗k =
k∑
m=1
e∗m,
an einenWiener Prozess herleiten. Die Bootstrap-Partialsumme besteht dabei aus den Pseudo-
Fehlern (e∗i )i=1,...,n, welche mit Hilfe des Autoregressive Dependent Wild Bootstrap-Verfahrens
aus Kapitel 2.3.2 erzeugt werden.
Satz 4.5
Unter den Voraussetzungen [A1], [A2] und [A7] existiert auf einer geeigneten Erweiterung des
zugrunde liegendenWahrscheinlichkeitsraumes (Ω,A, P ) der Bootstrap-Partialsummenprozess
(S∗k)k=1,...,n und ein Wiener Prozess W∗, sodass
sup
1≤j≤
[
n
mn
]
1≤l≤cmn
∣∣∣(S∗(j−1)mn+l − S∗(j−1)mn)− (W∗ (σ2 ((j − 1)mn + l))−W∗ (σ2(j − 1)mn))∣∣∣
= oP ∗
( √
nbn√
log(n)
)
,
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wobei mn := [nbn] und c ≤ C <∞ fest.
Beweis
Für die gleichmäßige Approximation der Bootstrap-Partialsumme S∗k durch den Wiener Pro-
zessW∗ fassen wir Satz 4.4, Lemma 4.7 und Lemma 4.8 zusammen. Dadurch erhalten wir die
Größenordnung
sup
1≤j≤
[
n
mn
]
1≤l≤cmn
∣∣∣(S∗(j−1)mn+l − S∗(j−1)mn)− (W∗ (σ2 ((j − 1)mn + l))−W∗ (σ2(j − 1)mn))∣∣∣
≤ sup
1≤j≤
[
n
mn
]
1≤l≤cmn
∣∣∣(S∗(j−1)mn+l,0 − S∗(j−1)mn,0)
− (W∗ (σ2 ((j − 1)mn + l))−W∗ (σ2(j − 1)mn)) ∣∣∣
+ sup
1≤j≤
[
n
mn
]
1≤l≤cmn
∣∣∣R∗(j−1)mn+l,1 −R∗(j−1)mn,1∣∣∣+ sup
1≤j≤
[
n
mn
]
1≤l≤cmn
∣∣∣R∗(j−1)mn+l,2 −R∗(j−1)mn,2∣∣∣
≤ sup
1≤j≤
[
n
mn
]
1≤l≤cmn
∣∣∣(S∗(j−1)mn+l,0 − S∗(j−1)mn,0)
− (W∗ (σ2 ((j − 1)mn + l))−W∗ (σ2(j − 1)mn)) ∣∣∣
+ sup
1≤k≤n
∣∣R∗k,1∣∣+ sup
1≤k≤n
∣∣R∗k,2∣∣
= oP ∗
( √
nbn√
log(n)
)
für c ≤ C <∞ fest. 

5 Simultane Konﬁdenzbänder
Im vorliegenden Kapitel werden wir nun die asymptotische Korrektheit der simultanen Kon-
ﬁdenzbänder nachweisen. Dafür nutzen wir das Coupling der Partialsummen aus Kapitel 4,
sowie eine Erweiterung des klassischen Resultates zur asymptotischen Verteilung des Maxi-
mums eines stationären Gaußprozesses. Das klassische Resultat wurde auch von Bickel und
Rosenblatt (1973) zur Konstruktion von simultanen Konﬁdenzbändern für Kerndichteschätzer
im Fall von unabhängigen und identisch verteilten Zufallsvariablen genutzt.
Zunächst erhalten wir mit Satz 4.1 die starke Approximation der Partialsummen, welche aus
den Fehlern (ei)i=1,...,n bestehen, durch einen Wiener ProzessW. Des Weiteren liefern Satz 4.3
und Satz 4.5 das jeweilige Coupling der Bootstrap-Partialsummen, welche aus den Fehlern
(e∗i )i=1,...,n bestehen, an einen Wiener Prozess W
∗. Hierbei werden die Bootstrap-Variablen
mit Hilfe des Blockwise Dependent Wild Bootstrap-Verfahrens aus Kapitel 2.3.1 und mit dem
Autoregressive Dependent Wild Bootstrap-Verfahren aus Kapitel 2.3.2 erzeugt. Nun werden
wir im folgenden Satz, mit Hilfe dieser jeweiligen Approximationen der Partialsummen durch
einen Wiener Prozess, die Partialsummenprozesse (Sk)k=1,...,n und (S
∗
k)k=1,...,n aneinander
koppeln.
Satz 5.1
Unter den Voraussetzungen von Satz 4.1 und Satz 4.3 bzw. Satz 4.5 existieren auf einem geeig-
neten Wahrscheinlichkeitsraum
(
Ω˜, A˜, P˜
)
Versionen der Partialsummenprozesse (Sk)k=1,...,n
und (S∗k)k=1,...,n, sodass
max
1≤j≤
[
n
[nbn]
]
1≤l≤c [nbn]
∣∣∣(S(j−1)[nbn]+l − S(j−1)[nbn])− (S∗(j−1)[nbn]+l − S∗(j−1)[nbn])∣∣∣ = oP˜
( √
nbn√
log(n)
)
für c ≤ C <∞ fest.
Beweis
Mit Hilfe eines geeigneten Couplings werden wir Y1 :=
(
(W(t))t∈[0,∞) , (Sk)k∈N
)
und Y2 :=(
(W∗(t))t∈[0,∞) ,
(
τ∗j,l
)
j,l∈N
)
aneinander koppeln. Dafür existieren auf einem geeignetenWahr-
scheinlichkeitsraum
(
Ω˜, A˜, P˜
)
die Versionen
(
S˜k
)
k=1,...,n
und
(
S˜∗k
)
k=1,...,n
der Partialsum-
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menprozesse (Sk)k=1,...,n bzw. (S
∗
k)k=1,...,n. Wir deﬁnieren Y˜1 :=
((
W˜(t)
)
t∈[0,∞)
,
(
S˜k
)
k∈N
)
so, dass ((
W˜(t)
)
t∈[0,∞)
,
(
S˜k
)
k∈N
)
d
=
(
(W(t))t∈[0,∞) , (Sk)k∈N
)
.
Mit Satz 4.1 erhalten wir somit
max
1≤k≤n
∣∣∣S˜k − W˜ (σ2k)∣∣∣ = oP˜
( √
nbn√
log(n)
)
.
Des Weiteren konstruieren wir Y˜2 mit Y˜2,1 :=
(
W˜(t)
)
t∈[0,∞)
und Y˜2,2 :=
(
τ˜∗j,l
)
j,l∈N
so, dass
Y˜2,2 unabhängig von Y˜1 ist und Y˜2,2
d
=
(
τ∗j,l
)
j,l∈N
. Dadurch bleibt die Unabhängigkeit von(
τ∗j,l
)
j,l∈N
und (W∗(t))t∈[0,∞) in Y2 erhalten. Durch diese Konstruktion gilt
((
W˜(t)
)
t∈[0,∞)
,
(
S˜∗k
)
k∈N
)
d
=
(
(W∗(t))t∈[0,∞) , (S
∗
k)k∈N
)
und wir erhalten mit Satz 4.3 bzw. Satz 4.5, dass
max
1≤j≤
[
n
[nbn]
]
1≤l≤c [nbn]
∣∣∣S˜∗(j−1)[nbn]+l − S˜∗(j−1)[nbn] − [W˜ (σ2 ((j − 1)[nbn] + l))− W˜ (σ2(j − 1)[nbn])] ∣∣∣
= o
P˜
( √
nbn√
log(n)
)
für c ≤ C <∞ fest. Schlussendlich folgt
max
1≤j≤
[
n
[nbn]
]
1≤l≤c [nbn]
∣∣∣(S˜(j−1)[nbn]+l − S˜(j−1)[nbn])− (S˜∗(j−1)[nbn]+l − S˜∗(j−1)[nbn])∣∣∣
≤ max
1≤k≤n
∣∣∣S˜k − W˜ (σ2k)∣∣∣+ max
1≤j≤
[
n
[nbn]
]
1≤l≤c [nbn]
∣∣∣S˜∗(j−1)[nbn]+l − S˜∗(j−1)[nbn]
−
[
W˜
(
σ2 ((j − 1)[nbn] + l)
)− W˜ (σ2(j − 1)[nbn])] ∣∣∣
= o
P˜
( √
nbn√
log(n)
)
für c ≤ C <∞ fest. 
In Kapitel 4.1 wurde bereits erläutert, dass wir für den Nachweis der asymptotischen Kor-
rektheit der simultanen Konﬁdenzbänder nicht den Fehlerprozess (ei)i=1,...,n selber, sondern
mit m0(t) von (2.8) für 0 ≤ t ≤ 1 die gewichtete Summe von diesem untersuchen. Daher ist
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es ebenso notwendig die gewichtete Summe der Zuwächse des Wiener Prozesses µ0(t), welche
in (4.1) deﬁniert wurde, zu betrachten. In Lemma 4.1 wurde deshalb die gleichmäßige Appro-
ximation von m0(t) und µ0(t) bewiesen. Auf der Bootstrap-Seite betrachten wir mit m∗0(t)
ebenso die gewichtete Summe des Bootstrap-Fehlerprozesses (e∗i )i=1,...,n. Somit werden wir im
nachfolgenden Lemma die gleichmäßige Approximation von m∗0(t) und µ0(t) herleiten.
Lemma 5.1
Unter den Voraussetzungen von Satz 5.1 folgt die gleichmäßige Approximation
max
0≤t≤1
|m∗0(t)− µ0(t)| = oP˜
(
1√
nbn
√
log(n)
)
.
Beweis
Wir werden den Beweis analog zu dem Beweis von Lemma 4.1 führen. Daher betrachten wir
den Abstand von m∗0(t) und µ0(t)
|m∗0(t)− µ0 (t)| =
∣∣∣∣∣
n∑
i=1
wn(t, i)
(
e∗i −
[
W
(
σ2i
)−W (σ2(i− 1))])∣∣∣∣∣ .
Aufgrund des beschränkten Trägers der Kernfunktion K werden für die Summation für t ∈
[0, 1] nur O(nbn) Summanden berücksichtigt. Wir nehmen daher an, dass diese betrachteten
Indizes im j-ten Block der Länge [nbn] beginnen und innerhalb von c ≤ C < ∞ Blöcken
liegen, für j = 1, . . . ,
[
n
[nbn]
]
und c = 1, . . . , n[nbn]−(j−1). Somit erhalten wir mittels Abelscher
partieller Summation und der Deﬁnition (4.2), sowie Satz 5.1 die Abschätzung
|m∗0(t)− µ0 (t)|
=
∣∣∣∣∣∣
(j−1+c)[nbn]∑
i=(j−1)[nbn]+1
wn(t, i)
(
e∗i −
[
W
(
σ2i
)−W (σ2(i− 1))])
∣∣∣∣∣∣
=
∣∣∣∣∣∣wn (t, (j − 1 + c)[nbn])
(j−1+c)[nbn]∑
i=(j−1)[nbn]+1
(
e∗i −
[
W
(
σ2i
)−W (σ2(i− 1))])
+
(j−1+c)[nbn]∑
i=(j−1)[nbn]+2
(wn(t, i− 1)− wn(t, i))
i−1∑
k=(j−1)[nbn]+1
(
e∗k −
[
W
(
σ2k
)−W (σ2(k − 1))])
∣∣∣∣∣∣
≤ |wn (t, (j − 1 + c)[nbn])|
∣∣∣S∗(j−1+c)[nbn] − S∗(j−1)[nbn]
− [W (σ2(j − 1 + c)[nbn])−W (σ2(j − 1)[nbn])] ∣∣∣
+
(j−1+c)[nbn]∑
i=(j−1)[nbn]+2
|wn(t, i− 1)− wn(t, i)|
∣∣∣S∗i−1 − S∗(j−1)[nbn]
− [W (σ2(i− 1))−W (σ2(j − 1)[nbn])] ∣∣∣
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≤
|wn(t, (j − 1 + c)[nbn])|+
(j−1+c)[nbn]∑
i=(j−1)[nbn]+2
|wn(t, i− 1)− wn(t, i)|

max
1≤j≤
[
n
[nbn]
]
1≤l≤c [nbn]
∣∣∣(S∗(j−1)[nbn]+l − S∗(j−1)[nbn])
− [W (σ2 ((j − 1)[nbn] + l))−W (σ2(j − 1)[nbn])] ∣∣∣
≤ Ωn(t) max
1≤j≤
[
n
[nbn]
]
1≤l≤c [nbn]
∣∣∣(S∗(j−1)[nbn]+l − S∗(j−1)[nbn])
− [W (σ2 ((j − 1)[nbn] + l))−W (σ2(j − 1)[nbn])] ∣∣∣
= Ωn(t) oP˜
( √
nbn√
log(n)
)
.
Somit folgt mit (4.3) die gleichmäßige Approximation von m∗0(t) und µ0(t), sodass
max
0≤t≤1
|m∗0(t)− µ0(t)| = max
0≤t≤1
Ωn(t) oP˜
( √
nbn√
log(n)
)
= o
P˜
(
1
nbn
√
nbn√
log(n)
)
= o
P˜
(
1√
nbn
√
log(n)
)
.

Für die Approximation des zentrierten Kernschätzers durch sein Bootstrap-Gegenstück gilt
die Gleichung
|m̂(t)− E (m̂(t))−m∗0(t)| = |m0(t)−m∗0(t)| .
Somit untersuchen wir die Approximation von m0(t) durch m∗0(t). Mit Hilfe von Lemma 4.1
und Lemma 5.1 haben wir die gleichmäßige Approximation beider gewichteter Summen m0(t)
bzw. m∗0(t) durch den gleichen Gaußprozess µ0(t) für t ∈ [0, 1] erhalten. Damit können wir
im nachfolgenden Satz die Approximation des maximalen Wertes von |m0(t)| durch den von
|m∗0(t)| nachweisen.
109
Satz 5.2
Unter den Voraussetzungen von Lemma 4.1 und Lemma 5.1 erhalten wir für die Approxima-
tion der Supremumsabstände von |m0| und |m∗0| die Größenordnung∣∣∣∣∣ supt∈[0,1]|m0(t)| − supt∈[0,1]|m∗0(t)|
∣∣∣∣∣ = oP˜
(
1√
nbn
√
log(n)
)
.
Beweis
Mit Hilfe von Lemma 4.1 und Lemma 5.1 folgt die Approximation∣∣∣∣∣ supt∈[0,1]|m0(t)| − supt∈[0,1]|m∗0(t)|
∣∣∣∣∣ ≤ supt∈[0,1] |m0(t)−m∗0(t)|
≤ sup
0≤t≤1
|m0(t)− µ0(t)|+ sup
0≤t≤1
|µ0(t)−m∗0(t)|
= o
P˜
(
1√
nbn
√
log(n)
)
.

Anhand von Satz 5.2 erkennen wir, dass die Bootstrap-Größe supt∈[0,1] |m∗0(t)| das Verhalten
von supt∈[0,1] |m0(t)| imitiert.
Für den Nachweis der asymptotischen Korrektheit des simultanen Konﬁdenzbandes werden
wir, wie bereits beim Nachweis der asymptotischen Korrektheit des punktweisen Konﬁdenz-
intervalles in Kapitel 3, Lemma 8.3 nutzen. Zunächst werden wir dafür in Anlehnung an das
klassische Resultat zur asymptotischen Verteilung des Maximums eines stationären Gaußpro-
zesses die Grenzverteilung von supt∈[0,1] |m0(t)| herleiten. Danach werden wir mit Hilfe von
Satz 5.2 nachweisen, dass die Grenzverteilungen von supt∈[0,1] |m∗0(t)| und supt∈[0,1] |m0(t)|
übereinstimmen.
Um nun die Grenzverteilung von supt∈[0,1] |m0(t)| herzuleiten, führen wir zunächst folgende
Deﬁnition ein.
Deﬁnition 5.1 (Wu und Zhao (2007, Deﬁnition 1))
Sei K(β) mit 1 ≤ β ≤ 2 die Menge der beschränkten Funktionen K mit beschränktem Träger
für die gilt, dass der Grenzwert DK := limδ→0 |δ|−β
∫∞
−∞ (K(x+ δ)−K(x))2 dx existiert und
ungleich Null ist. Weiterhin sei κ2K :=
∫∞
−∞K
2(s) ds <∞. Für b−1n ≥ 3 deﬁnieren wir
BK(1/bn) :=
√
2 log (1/bn) +
1√
2 log(1/bn)
[
2− β
2β
log (log (1/bn)) + log
(
C
1/β
K hβ2
1/β
2
√
pi
)]
,
wobei CK := DK/2κ2K und hβ die Pickands-Konstante ist.
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Bemerkung
Die Pickands-Konstante hβ ist näher in Korollar A1 von Bickel und Rosenblatt (1973) und
Theorem 2.1 von Pickands (1969a) erläutert. Die Werte h1 = 1 und h2 = pi−
1/2 sind bekannt,
sie wurden in Pickands (1969b) berechnet. Wie in Wu und Zhao (2007) erläutert, gilt K ∈
K(β) mit β = 2 für Dreiecks-, Quartic-, Epanechnikov- und Parzen-Kerne und mit β = 1 für
Rechteck-Kerne.
Im nachfolgenden Satz werden wir nun die Grenzverteilung von supt∈[0,1] |m0(t)| herleiten.
Dies stellt eine Erweiterung des klassischen Resultates zur asymptotischen Verteilung des
Maximums eines stationären Gaußprozesses dar. Dieses Resultat wurde von Bickel und Ro-
senblatt (1973) zur Konstruktion von simultanen Konﬁdenzbändern genutzt. Da der Fehler-
prozess (ei)i=1,...,n in unserem Fall abhängig ist, müssen wir die unbekannte Kovarianzfunktion
σ2 =
∑
i∈Z Cov (e0, ei) berücksichtigen, wohingegen Bickel und Rosenblatt (1973) unabhän-
gige und identisch verteilte Zufallsvariablen untersuchten.
Satz 5.3
Unter der Annahme K ∈ K(β) sei ein Kern mit beschränktem Träger [−1, 1], sowie den
Voraussetzungen [A1], [A2] und [A4] gilt für alle u ∈ R die Konvergenz
P
([√
nbn
σκK
sup
t∈[bn,1−bn]
|m0(t)|
]
−BK(1/bn) ≤ u√
2 log (1/bn)
)
−→
n→∞ e
−2e−u .
Beweis
Für t ∈ [bn, 1− bn] ist zu zeigen, dass
P
(
1
σκK
max
t∈[bn,1−bn]
∣∣∣√nbnm0(t)∣∣∣−BK(1/bn) ≤ u√
2 log (1/bn)
)
−→
n→∞ e
−2e−u (5.1)
für alle u ∈ R. Um diese Konvergenz nachzuweisen, werden wir m0(t) durch einen geeigneten
stationären Gaußprozess approximieren und das bekannte Resultat der asymptotischen Ver-
teilung des Maximums eines stationären Gaußprozesses anwenden.
Für die Approximation von m0(t) durch einen stationären Gaußprozess betrachten wir zu-
nächst den Gaußprozess µ0(t) von (4.1). Mit Hilfe von d W˜(u) := σ−1dW
(
σ2u
)
erhalten wir
die Unterteilung
√
nbn µ0(t) =
1√
nbn
n∑
i=1
K
(
t− i/n
bn
)[
W
(
σ2i
)−W (σ2(i− 1))]
=
1√
nbn
n∑
i=1
i∫
i−1
K
(
t
bn
− i
nbn
)
dW
(
σ2u
)
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=
σ√
nbn
n∑
i=1
i∫
i−1
K
(
t
bn
− u
nbn
)
d W˜(u)
− σ√
nbn
n∑
i=1
i∫
i−1
[
K
(
t
bn
− u
nbn
)
−K
(
t
bn
− i
nbn
)]
d W˜(u). (5.2)
Für weitere Berechnungen deﬁnieren wir den ersten Term als
√
nbn µ0(t) :=
σ√
nbn
n∫
0
K
(
t
bn
− u
nbn
)
d W˜(u), (5.3)
sowie den zweiten Term als Restterm
σ√
nbn
Rn(t) :=
σ√
nbn
n∑
i=1
i∫
i−1
[
K
(
t
bn
− u
nbn
)
−K
(
t
bn
− i
nbn
)]
d W˜(u). (5.4)
Um an dem ersten Term (5.3) eine Variablentransformation durchführen zu können, nutzen
wir die partielle Integration für stochastische Integrale aus Øksendal (2005, Theorem 4.1.5).
Damit erhalten wir
√
nbn µ0(t) =
σ√
nbn
n∫
0
K
(
t
bn
− u
nbn
)
d W˜(u)
=
σ√
nbn
K ( t
bn
− n
nbn
)
W˜(n)−
n∫
0
W˜(z) dK
(
t
bn
− z
nbn
) .
Auf das Integral der rechten Seite wenden wir die Substitution v = znbn an und nochmals die
partielle Integration. Dadurch erhalten wir
√
nbn µ0(t) =
σ√
nbn
K ( t
bn
− n
nbn
)
W˜(n)−
1/bn∫
0
W˜(nbnv) dK
(
t
bn
− v
)
=
σ√
nbn
K ( t
bn
− 1
bn
)
W˜(n)−
K
(
t
bn
− 1
bn
)
W˜
(
nbn
bn
)
−
1/bn∫
0
K
(
t
bn
− v
)
d W˜(nbnv)


=
σ√
nbn
1/bn∫
0
K
(
t
bn
− v
)
d W˜(nbnv).
112 5 Simultane Konﬁdenzbänder
Nun nutzen wir die Deﬁnition dW(u) := (nbn)−
1/2 d W˜(nbnu). Des Weiteren gilt aufgrund des
beschränkten Trägers vom Kern K und t ∈ [bn, 1− bn], dass supp (t/bn − ·) ⊆ [0, 1/bn]. Somit
erhalten wir für (5.3)
√
nbn µ0(t) = σ
∞∫
−∞
K
(
t
bn
− v
)
dW(v). (5.5)
Um die Grenzverteilung (5.1) nachzuweisen, werden wir maxt∈[bn,1−bn]
∣∣√nbnm0(t)∣∣ durch
den stationären Gaußprozess maxt∈[bn,1−bn]
∣∣√nbn µ0(t)∣∣ approximieren. Dafür erhalten wir
mit (5.2) und (5.4) folgende Unterteilung∣∣∣∣ maxt∈[bn,1−bn]
∣∣∣√nbnm0(t)∣∣∣− max
t∈[bn,1−bn]
∣∣∣√nbn µ0(t)∣∣∣∣∣∣∣
≤
√
nbn max
t∈[bn,1−bn]
|m0(t)− µ0(t)|
=
√
nbn max
t∈[bn,1−bn]
|m0(t)− µ0(t) + µ0(t)− µ0(t)|
≤
√
nbn max
t∈[bn,1−bn]
|m0(t)− µ0(t)|+ σ√
nbn
max
t∈[bn,1−bn]
|Rn(t)| ,
wodurch die Abschätzung
1
σκK
∣∣∣∣ maxt∈[bn,1−bn]
∣∣∣√nbnm0(t)∣∣∣− max
t∈[bn,1−bn]
∣∣∣√nbn µ0(t)∣∣∣∣∣∣∣
≤
√
nbn
σκK
max
t∈[bn,1−bn]
|m0(t)− µ0(t)|+ 1√
nbn κK
max
t∈[bn,1−bn]
|Rn(t)| (5.6)
gilt. Um die Größenordnung für den ersten Term der rechten Seite von (5.6) zu erhalten, nutzen
wir Lemma 4.1. Weiterhin ist laut Deﬁnition 5.1 κK positiv und endlich, ebenso wie σ2 nach
Voraussetzung [A2] (iv). Somit erhalten wir
√
nbn
σκK
max
t∈[bn,1−bn]
|m0(t)− µ0(t)| =
√
nbn
σκK
of. s.
(
1√
nbn
√
log n
)
= of. s.
(
1√
log n
)
. (5.7)
Nun untersuchen wir im Folgenden den Restterm
Rn(t) =
n∑
i=1
i∫
i−1
[
K
(
t
bn
− u
nbn
)
−K
(
t
bn
− i
nbn
)]
d W˜(u),
um die Größenordnung des zweiten Terms der rechten Seite von (5.6) zu erhalten. Nach Theo-
rem 3.2.1 aus Øksendal (2005) gilt E (Rn(t)) = 0. Des Weiteren folgt mit der Unabhängigkeit
der Zuwächse des Wiener Prozesses und der Ito-Isometrie aus Øksendal (2005, Korollar 3.1.7),
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dass
Var (Rn(t)) =
n∑
i=1
Var
 i∫
i−1
[
K
(
t
bn
− u
nbn
)
−K
(
t
bn
− i
nbn
)]
d W˜(u)

=
n∑
i=1
E
 i∫
i−1
[
K
(
t
bn
− u
nbn
)
−K
(
t
bn
− i
nbn
)]
d W˜(u)
2
=
n∑
i=1
i∫
i−1
[
K
(
t
bn
− u
nbn
)
−K
(
t
bn
− i
nbn
)]2
du.
Aufgrund der Lipschitz-Stetigkeit von K nach Voraussetzung [A1] (i) gilt für den Abstand
der Kernfunktionen die Abschätzung∣∣∣∣K ( tbn − unbn
)
−K
(
t
bn
− i
nbn
)∣∣∣∣ ≤ L ∣∣∣∣ tbn − unbn − tbn + inbn
∣∣∣∣
= L
1
nbn
|i− u| = O
(
1
nbn
)
,
für eine reelle Konstante L ≥ 0. Weiterhin sind wegen dem beschränkten Träger von K nur
O (nbn) Summanden ungleich Null. Damit folgt für die Varianz die Größenordnung
Var (Rn(t)) = O
(
1
nbn
)
und wir erhalten damit Rn(t) = Op (1/
√
nbn) für ein festes t. Nun gilt es nach (5.6) zu zeigen,
dass
(√
nbn κK
)−1
maxt∈[bn,1−bn] |Rn(t)| = Op (1/
√
nbn). Dafür zeigen wir, dass für beliebige
η,  > 0 die Abschätzung
P
(
sup
t∈[bn,1−bn]
|Rn(t)| > η
)
≤ 
gilt. Dazu betrachten wir den mittleren quadratischen Abstand von Rn(t) an zwei verschie-
denen Stellen. Mit Hilfe der Unabhängigkeit der Zuwächse des Wiener Prozesses, der Ito-
Isometrie, der Lipschitz-Stetigkeit von K ′ und der Größenordnung der optimalen Bandbreite
in (2.7) erhalten wir
E (Rn(t)−Rn(s))2
= Var (Rn(t)−Rn(s))
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= Var
 n∑
i=1
i∫
i−1
[
K
(
t
bn
− u
nbn
)
−K
(
t
bn
− i
nbn
)
−K
(
s
bn
− u
nbn
)
+K
(
s
bn
− i
nbn
)]
d W˜(u)

=
n∑
i=1
E
 i∫
i−1
[
K
(
t
bn
− u
nbn
)
−K
(
t
bn
− i
nbn
)
−K
(
s
bn
− u
nbn
)
+K
(
s
bn
− i
nbn
)]
d W˜(u)
2
=
n∑
i=1
i∫
i−1
[
K
(
t
bn
− u
nbn
)
−K
(
t
bn
− i
nbn
)
−K
(
s
bn
− u
nbn
)
+K
(
s
bn
− i
nbn
)]2
du
=
n∑
i=1
i∫
i−1
(− 1
nbn
) u∫
i
(
K ′
(
t
bn
− v
nbn
)
−K ′
(
s
bn
− v
nbn
))
dv
2 du
=
n∑
i=1
i∫
i−1
O
( |t− s|2
n2b4n
)
du = O
( |t− s|2
nb3n
)
= O
(
n−2/5 |t− s|2
)
. (5.8)
Nun betrachten wir ein dyadisches Gitter auf [0, 1]. Für j ∈ N0 und k = 0, . . . , 2j deﬁnieren
wir die Gitterpunkte tj,k := k 2−j mit tj,k = tj+1,2k. Dann ist für k = 1, . . . , 2j mit (5.8) der
Zuwachs
∆j,k := Rn (tj,k)−Rn (tj,k−1) = Rn
(
k 2−j
)−Rn ((k − 1) 2−j)
normalverteilt mit Erwartungswert Null und Varianz n−2/5
∣∣k 2−j − (k − 1) 2−j∣∣2 = n−2/5 2−2j .
Mit einem Schwellenwert λj := n−
1/5 2−j 2ϑj mit ϑ ∈ (0, 1/2) gilt mit (4.90) für den Zu-
wachs ∆j,k die Abschätzung
P
(|∆j,k| > λj für mindestens ein k ∈ {1, . . . , 2j})
= P
( |∆j,k|
n−1/5 2−j
> 2ϑj für mindestens ein k ∈ {1, . . . , 2j})
≤ 2j exp
{
−2
2ϑj
2
}
= 2j exp
{
−22ϑj−1
}
.
Für j →∞ konvergiert die rechte Seite und somit auch die Wahrscheinlichkeit der linken Seite
gegen Null. Dadurch existiert analog zum Beweis vom Stetigkeitstheorem von Kolmogorov aus
Karatzas und Shreve (1991, Theorem 2.8) ein Prozess Rn mit stetigen Pfaden für den gilt für
115
ein J ∈ N0, dass
sup
t∈[bn,1−bn]
|Rn(t)| = sup
j∈N0
max
0≤k≤2j
∣∣Rn (k 2−j)∣∣
≤ max
0≤k≤2J
∣∣Rn (k 2−J)∣∣+ ∞∑
j=J+1
max
1≤k≤2j
∣∣Rn (k 2−j)−Rn ((k − 1) 2−j)∣∣
= max
0≤k≤2J
∣∣Rn (k 2−J)∣∣+ ∞∑
j=J+1
max
1≤k≤2j
|∆j,k| . (5.9)
Für den ersten Term der rechten Seite von (5.9) gilt für eine ﬁxierte Skale J mit der Bonferroni-
Ungleichung und (4.90), weil
(
Rn
(
k 2−J
))
k=0,...,2J
identisch normalverteilt ist mit Varianz
n−4/5, die Abschätzung
P
(
max
k=0,...,2J
∣∣Rn (k 2−J)∣∣ > η/2) ≤ 2J∑
k=0
P
(∣∣Rn (k 2−J)∣∣ > η/2)
=
(
2J + 1
)
P
(
n
2/5|Rn (0) | > n2/5 η/2
)
≤ (2J + 1) exp{−1/2(n2/5 η/2)2}
≤ /2 (5.10)
für n ≥ n0. Für den zweiten Term der rechten Seite von (5.9) betrachten wir nun die Er-
eignisse Aj :=
{
max1≤k≤2j |∆j,k| ≤ λj
}
und deren Komplemente Acj =
{
max1≤k≤2j |∆j,k|
> λj}. Die Wahrscheinlichkeit für Acj können wir wieder mit der Bonferroni-Ungleichung und
(4.90) folgendermaßen abschätzen
P
(
Acj
)
= P
(
max
1≤k≤2j
|∆j,k| > λj
)
≤
2j∑
k=1
P
(
|∆j,k| > n−1/5 2−j 2ϑj
)
=
2j∑
k=1
P
( |∆j,k|
n−1/52−j
> 2ϑj
)
≤ 2j exp
{
−1/2
(
2ϑj
)2}
.
Damit folgt
P
 ∞⋃
j=J
Acj
 ≤ ∞∑
j=J
P
(
Acj
) ≤ ∞∑
j=J
2j exp
{
−2
2ϑj
2
}
≤ /2
für J hinreichend groß. Nun sei A :=
⋂∞
j=J Aj , dann gilt
P (A) = P
 ∞⋂
j=J
Aj
 = 1− P
 ∞⋃
j=J
Acj
 .
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Falls also A eintritt, gilt max1≤k≤2j |∆j,k| ≤ λj und es folgt mit der geometrischen Reihe für
den zweiten Term der rechten Seite von (5.9) die Abschätzung
∞∑
j=J+1
max
1≤k≤2j
|∆j,k| ≤
∞∑
j=J+1
λj = n
−1/5
∞∑
j=J+1
2−j(1−ϑ)
= n−1/5
(
2−(1−ϑ)
)J+1
1− 2−(1−ϑ) = n
−1/5 1(
2(1−ϑ) − 1) 2(1−ϑ)J ≤ η/2 (5.11)
falls J hinreichend groß. Für (5.9) gilt somit bei Eintreten von A mit (5.10) und (5.11), dass
sup
t∈[bn,1−bn]
|Rn(t)| ≤ η/2 + η/2 = η,
wodurch
P
(
sup
t∈[bn,1−bn]
|Rn(t)| > η
)
≤ .
Dadurch folgt
1√
nbnκK
max
t∈[bn,1−bn]
|Rn(t)| = OP
(
1√
nbn
)
= oP
(
1√
log n
)
. (5.12)
Insgesamt erhalten wir für (5.6) mit (5.7) und (5.12) die Größenordnung
1
σκK
∣∣∣∣ maxt∈[bn,1−bn]
∣∣∣√nbnm0(t)∣∣∣− max
t∈[bn,1−bn]
∣∣∣√nbn µ0(t)∣∣∣∣∣∣∣ = oP ( 1√log n
)
.
Somit gilt für  > 0 beliebig für unsere gesuchte Wahrscheinlichkeit in (5.1), dass
P
(
1
σκK
max
t∈[bn,1−bn]
∣∣∣√nbnm0(t)∣∣∣−BK(1/bn) ≤ u√
2 log (1/bn)
)
≤ P
(√
nbn
σκK
max
t∈[bn,1−bn]
|µ0(t)| −BK(1/bn) ≤
u+ √
2 log (1/bn)
)
+ P
(√
nbn
σκK
∣∣∣∣ maxt∈[bn,1−bn] |m0(t)| − maxt∈[bn,1−bn] |µ0(t)|
∣∣∣∣ > √2 log (1/bn)
)
= P
(√
nbn
σκK
max
t∈[bn,1−bn]
|µ0(t)| −BK(1/bn) ≤
u+ √
2 log (1/bn)
)
+ o (1) ,
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sowie
P
(
1
σκK
max
t∈[bn,1−bn]
∣∣∣√nbnm0(t)∣∣∣−BK(1/bn) ≤ u√
2 log (1/bn)
)
≥ P
(√
nbn
σκK
max
t∈[bn,1−bn]
|µ0(t)| −BK(1/bn) ≤
u− √
2 log (1/bn)
)
− P
(√
nbn
σκK
∣∣∣∣ maxt∈[bn,1−bn] |m0(t)| − maxt∈[bn,1−bn] |µ0(t)|
∣∣∣∣ > √2 log (1/bn)
)
= P
(√
nbn
σκK
max
t∈[bn,1−bn]
|µ0(t)| −BK(1/bn) ≤
u− √
2 log (1/bn)
)
+ o (1) .
Dadurch können wir m0 durch µ0 ersetzen und erhalten
P
(
1
σκK
max
t∈[bn,1−bn]
∣∣∣√nbnm0(t)∣∣∣−BK(1/bn) ≤ u√
2 log (1/bn)
)
= P
(√
nbn
σκK
max
t∈[bn,1−bn]
|µ0(t)| −BK(1/bn) ≤
u√
2 log (1/bn)
)
+ o (1) .
Mit der Deﬁnition
Y (t/bn) :=
∞∫
−∞
K
(
t
bn
− v
)
dW(v)
und (5.5) erhalten wir für s := t/bn
√
nbn
σκK
max
t∈[bn,1−bn]
|µ0(t)| =
1
σκK
max
t∈[bn,1−bn]
|σ Y (t/bn)|
=
1
κK
max
t∈[bn,1−bn]
|Y (t/bn)|
=
1
κK
max
s∈[1,1/bn−1]
|Y (s)| .
Somit wollen wir nun
P
(
1
κK
max
s∈[1,1/bn−1]
|Y (s)| −BK(1/bn) ≤ u√
2 log (1/bn)
)
−→
n→∞ e
−2e−u
für alle u ∈ R zeigen. Weil Y ein stationärer Gaußprozess ist, können wir Theorem 2.1 von
Pickands (1969a) und Korollar A1 von Bickel und Rosenblatt (1973) anwenden, um obige
Konvergenz zu erreichen. Somit prüfen wir die dortigen Voraussetzungen. Es gilt E (Y (s)) = 0.
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Für die Varianz von Y (s) erhalten wir mit der Ito-Isometrie
Var (Y (s)) = E (Y (s))2 = E
 ∞∫
−∞
K(s− u) dW(u)
2 = ∞∫
−∞
K2(s− u) du = κ2K .
Des Weiteren gilt mit der cross-variation Formel (2.27) aus Karatzas und Shreve (1991, S.
142) und der Substitution v = s− u für die Kovarianz
Cov (Y (s), Y (s+ δ)) = E (Y (s)Y (s+ δ))
= E
 ∞∫
−∞
K(s− u) dW(u)
∞∫
−∞
K(s− u+ δ) dW(u)

=
∞∫
−∞
K(s− u)K(s− u+ δ) du =
∞∫
−∞
K(v)K(v + δ) dv.
Dadurch erhalten wir für den stationären Gaußprozess (κK)
−1 Y , dass er den Erwartungswert
Null besitzt, die Varianz
Var
[
Y (s)
κK
]
=
Var [Y (s)]
κ2K
= 1
und die Kovarianz
Cov
[
Y (s)
κK
,
Y (s+ δ)
κK
]
=
1
κ2K
Cov [Y (s), Y (s+ δ)] =
1
κ2K
∞∫
−∞
K(v)K(v + δ) dv.
Für diese Kovarianz gilt
∞∫
−∞
K(v)K(v + δ) dv
κ2K
= 1− 1
2
κ2K
κ2K
− 1
2
κ2K
κ2K
+
∞∫
−∞
K(v)K(v + δ) dv
κ2K
= 1− 1
2
∞∫
−∞
K2(v) dv
κ2K
− 1
2
∞∫
−∞
K2(v + δ) dv
κ2K
+
∞∫
−∞
K(v)K(v + δ) dv
κ2K
= 1− 1
2κ2K
∞∫
−∞
(
K2(v) +K2(v + δ)− 2K(v)K(v + δ)) dv
= 1− 1
2κ2K
∞∫
−∞
(K(v)−K(v + δ))2 dv.
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Mit Deﬁnition 5.1 erhalten wir für δ → 0
∞∫
−∞
K(v)K(v + δ) dv
κ2K
= 1− 1
2κ2K
|δ|β lim
δ→0
1
|δ|β
∞∫
−∞
(K(v)−K(v + δ))2 dv + o
(
|δ|β
)
= 1− |δ|βCK + o
(
|δ|β
)
.
Damit sind für den Gaußprozess (κK)
−1 Y die Voraussetzungen von Theorem 2.1 von Pickands
(1969a) und Korollar A1 von Bickel und Rosenblatt (1973) erfüllt und wir erhalten für u ∈ R
die Konvergenz
P
(
1
κK
max
s∈[1,1/bn−1]
|Y (s)| −BK(1/bn − 2) ≤ u√
2 log (1/bn − 2)
)
−→
n→∞ e
−2e−u .
Weiterhin gilt nach Deﬁnition 5.1, dass
BK(1/bn − 2)
=
√
2 log (1/bn − 2) + 1√
2 log(1/bn − 2)
[
2− β
2β
log (log (1/bn − 2)) + log
(
C
1/β
K hβ2
1/β
2
√
pi
)]
=
√
2 log (1/bn) + 2 log (1− 2bn)
+
1√
2 log(1/bn) + 2 log (1− 2bn)
[
2− β
2β
log (log (1/bn) + 2 log (1− 2bn))
+ log
(
C
1/β
K hβ2
1/β
2
√
pi
)]
=
√
2 log (1/bn) +
1√
2 log(1/bn)
[
2− β
2β
log (log (1/bn)) + log
(
C
1/β
K hβ2
1/β
2
√
pi
)]
+ o (bn)
= BK(1/bn) + o (bn) .
Auf analoge Weise gilt auch
1√
2 log (1/bn − 2)
=
1√
2 log (1/bn) + 2 log (1− 2bn)
=
1√
2 log (1/bn)
+ o (bn) .
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Mit beiden Umformungen und mit Hilfe des Theorems von Slutsky folgt mit obiger Konvergenz
P
(
1
κK
max
s∈[1,1/bn−1]
|Y (s)| −BK(1/bn − 2) ≤ u√
2 log (1/bn − 2)
)
= P
(
1
κK
max
s∈[1,1/bn−1]
|Y (s)| −BK(1/bn) + o(bn) ≤ u√
2 log (1/bn)
+ o(bn)
)
= P
(
1
κK
max
s∈[1,1/bn−1]
|Y (s)| −BK(1/bn) ≤ u√
2 log (1/bn)
)
−→
n→∞ e
−2e−u
für alle u ∈ R, wodurch der Satz bewiesen wäre. 
Nun werden wir abschließend die asymptotische Korrektheit des simultanen Konﬁdenzbandes
nachweisen. Dafür seien
Tn : = sup
t∈[bn,1−bn]
|m0(t)|
und
T ∗n : = sup
t∈[bn,1−bn]
|m∗0(t)| ,
sowie tn,1−α und t∗n,1−α die (1−α)-Quantile von Tn bzw. T ∗n , mit dem Signiﬁkanzniveau α. Für
die geglättete Funktion Kbn(m) von der Regressionsfunktion m ergibt sich nun das folgende
simultane Konﬁdenzband.
Satz 5.4
Mit Hilfe der Voraussetzungen von Satz 5.2 und Satz 5.3 erhalten wir für α ∈ (0, 1) die
Konvergenz
P
(
Kbn(m)(t) ∈
[
m̂(t)− t∗n,1−α, m̂(t) + t∗n,1−α
]∀t ∈ [0, 1]) −→
n→∞ 1− α,
wobei t∗n,1−α das (1− α)-Quantil von T ∗n = supt∈[bn,1−bn] |m∗0(t)| ist.
Beweis
Für den Nachweis der asymptotischen Korrektheit des simultanen Konﬁdenzbandes werden
wir Lemma 8.3 nutzen. Dafür prüfen wir die dortigen Voraussetzungen. Zunächst gilt nach
Satz 5.3 für alle u ∈ R die Konvergenz
P
(√
2 log (1/bn)
[√
nbn
σκK
sup
t∈[bn,1−bn]
|m0(t)|
]
−
√
2 log (1/bn)BK(1/bn) ≤ u
)
−→
n→∞ e
−2e−u ,
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mit der stetigen Grenzverteilung
F0(u) := e
−2e−u .
Die obige Wahrscheinlichkeit können wir wie folgt umschreiben
P
(√
2 log (1/bn)
[√
nbn
σκK
sup
t∈[bn,1−bn]
|m0(t)|
]
−
√
2 log (1/bn)BK(1/bn) ≤ u
)
= P
(
sup
t∈[bn,1−bn]
|m0(t)| ≤ σκK√
2 log (1/bn)
√
nbn
u+
σκK√
nbn
BK(1/bn)
)
= P
(
Tn ≤ σκK√
2 log (1/bn)
√
nbn
u+
σκK√
nbn
BK(1/bn)
)
,
wodurch mit Satz 5.3 die Konvergenz
P
(
Tn ≤ σκK√
2 log (1/bn)
√
nbn
u+
σκK√
nbn
BK(1/bn)
)
−→
n→∞ F0(u) (5.13)
für alle u ∈ R gilt. Des Weiteren erhalten wir mit Satz 5.2
|Tn − T ∗n | =
∣∣∣∣∣ supt∈[bn,1−bn] |m0(t)| − supt∈[bn,1−bn] |m∗0(t)|
∣∣∣∣∣ = oP˜
(
1√
nbn
√
log(n)
)
.
Somit gilt für  > 0 beliebig, dass
P
(
T ∗n ≤
σκK√
2 log (1/bn)
√
nbn
u+
σκK√
nbn
BK(1/bn)
)
≤ P
(
Tn ≤ σκK√
2 log (1/bn)
√
nbn
(u+ ) +
σκK√
nbn
BK(1/bn)
)
+ P
(
|Tn − T ∗n | >
σκK√
2 log (1/bn)
√
nbn

)
= P
(
Tn ≤ σκK√
2 log (1/bn)
√
nbn
(u+ ) +
σκK√
nbn
BK(1/bn)
)
+ o
P˜
(1) ,
sowie
P
(
T ∗n ≤
σκK√
2 log (1/bn)
√
nbn
u+
σκK√
nbn
BK(1/bn)
)
≥ P
(
Tn ≤ σκK√
2 log (1/bn)
√
nbn
(u− ) + σκK√
nbn
BK(1/bn)
)
− P
(
|Tn − T ∗n | >
σκK√
2 log (1/bn)
√
nbn

)
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= P
(
Tn ≤ σκK√
2 log (1/bn)
√
nbn
(u− ) + σκK√
nbn
BK(1/bn)
)
+ o
P˜
(1) .
Zusammen mit (5.13) gilt somit, dass
P
(
T ∗n ≤
σκK√
2 log (1/bn)
√
nbn
u+
σκK√
nbn
BK(1/bn)
)
−→
n→∞ F0(u) in Wahrscheinlichkeit.
Dadurch sind alle Voraussetzungen von Lemma 8.3 erfüllt und wir erhalten mit t∗n,1−α, dem
(1− α)-Quantil von T ∗n , die Konvergenz
P
(
Tn ≤ t∗n,1−α
) −→
n→∞ 1− α (5.14)
für α ∈ (0, 1). Wir formen nun diese Wahrscheinlichkeit um indem wir Tn bzw.m0(t) einsetzen.
Dadurch gilt
P
(
Tn ≤ t∗n,1−α
)
= P
(
sup
t∈[bn,1−bn]
|m0(t)| ≤ t∗n,1−α
)
= P
(
sup
t∈[bn,1−bn]
|m̂(t)−Kbn(m)(t)| ≤ t∗n,1−α
)
= P
(
Kbn(m)(t) ∈
[
m̂(t)− t∗n,1−α, m̂(t) + t∗n,1−α
]∀t ∈ [0, 1]) .
Somit erhalten wir mit (5.14) die asymptotische Korrektheit des simultanen Konﬁdenzbandes
für Kbn(m), die geglättete Version von m, mit
P
(
Kbn(m)(t) ∈
[
m̂(t)− t∗n,1−α, m̂(t) + t∗n,1−α
]∀t ∈ [0, 1]) −→
n→∞ 1− α,
wobei t∗n,1−α das (1− α)-Quantil von Tn ist. 
6 Simulation und Datenbeispiel
6.1 Simulationsstudie
In diesem Abschnitt zeigen wir anhand einer Simulationsstudie die Überdeckungswahrschein-
lichkeiten der in Kapitel 5 nachgewiesenen asymptotisch korrekten simultanen Konﬁdenzbän-
der für eine endliche Datenmenge. Dafür betrachten wir das Modell
Xi = m (i/n) + ei
für i = 1, . . . , n. Hierbei nehmen wir einen autoregressiven Fehlerprozess mit
ei = β ei−1 +
√
1− β2 i
an, wobei i unabhängige und standardnormalverteilte Zufallsvariablen sind und |β| < 1. Wir
liefern Simulationsergebnisse für die Funktion
m(t) = cos (2pit)
für 0 ≤ t ≤ 1. Die nachfolgenden Implementierungen wurden mit Hilfe des statistischen Soft-
warepaketes R1 durchgeführt. Für die Simulationen nutzen wir eine Stichprobengröße von
n = 1000 und bestimmen die Überdeckungswahrscheinlichkeiten für 95 %-ige simultane Kon-
ﬁdenzbänder. Dabei durchlaufen wir N = 800 Simulationen. Des Weiteren stellen wir das in
Kapitel 2.3.1 eingeführte Blockwise Dependent Wild Bootstrap-Verfahren dem Autoregressive
Dependent Wild Bootstrap-Verfahren aus Kapitel 2.3.2 gegenüber. Somit wird das 95 %-ige
Quantil q0,95 mit Hilfe dieser beiden Bootstrap-Verfahren mit nb = 500 Wiederholungen be-
stimmt. Das simultane Konﬁdenzband wird konstruiert durch m̂±q0,95. Liegt nunm innerhalb
dieses Konﬁdenzbandes dann überdeckt das Band die Regressionsfunktion m.
Um zu untersuchen wie die Stärke der Abhängigkeit, sowie die Bandbreite bn des Kern-
schätzers und die Bootstrap-Blocklänge bzw. der AR-Parameter ln die Überdeckungswahr-
scheinlichkeit beeinﬂusst, betrachten wir verschiedene Werte für β, sowie bn und ln. Diese
unterscheiden sich auch zwischen dem jeweils gewählten Bootstrap-Verfahren. Nachfolgend
werden die Überdeckungswahrscheinlichkeiten der simultanen Konﬁdenzbänder für die zwei
Bootstrap-Verfahren gegenüber gestellt.
1R Foundation for Statistical Computing Wien, http://www.R-project.org
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Blockwise DWB
Beim Blockwise Dependent Wild Bootstrap-Verfahren betrachten wir die Werte β = 0; 0, 1;
0, 2; 0, 3; 0, 4 und stellen die Bandbreiten bn = 0, 04; 0, 06; 0, 08; 0, 1; 0, 12; 0, 14 und Blocklän-
gen ln = 1, 3, 5, 7, 9 gegenüber.
Die Tabellen 6.1 zeigen, dass wir eine Unterüberdeckung vorliegen haben. Das liegt an der
Bestimmung des 95 %-igen Quantils mit Hilfe des Bootstrap-Verfahrens. Bei der Konstruk-
tion des Blockwise DWB sind die Bootstrap-Fehler innerhalb eines Blockes abhängig, aber
zwischen den verschiedenen Blöcken unabhängig. Im Gegensatz dazu sind die Originalfehler
abhängig voneinander. Somit entsteht ein Bias zwischen diesen zwei Tatsachen. Dennoch zeigt
sich, dass die Überdeckungswahrscheinlichkeit von 0, 95 annähernd erreicht wird. Weiterhin
ist erkennbar, dass mit einer steigenden Abhängigkeit durch β die Blocklänge ln ebenfalls
ansteigen muss, um diese Abhängigkeit auﬀangen zu können. Dennoch muss auch eine ausrei-
chende Anzahl an Blöcken vorhanden sein, um die Verteilung der Statistik gut imitieren zu
können. Auch ist eine ansteigende Überdeckungswahrscheinlichkeit über 0, 95 bspw. bei β = 0
und somit Unabhängigkeit mit wachsender Blocklänge ln erkennbar. Dies ist möglicherweise
darauf zurückzuführen, dass durch eine wachsende Blocklänge eine zusätzliche oder erhöh-
te Abhängigkeit in die Konstruktion eingebracht wird. Mit einer wachsenden Bandbreite bn
nimmt die Überdeckungswahrscheinlichkeit ab.
Autoregressive DWB
Beim Autoregressive Dependent Wild Bootstrap-Verfahren betrachten wir die Werte β =
0; 0, 05; 0, 1; 0, 2 und stellen die Bandbreiten bn = 0, 04; 0, 06; 0, 08; 0, 1; 0, 12; 0, 14 und AR-
Parameter ln = 0, 1; 0, 3; 0, 5; 0, 7; 0, 9 gegenüber.
Die Tabellen 6.2 zeigen ebenfalls eine Unterüberdeckung auf. Weiterhin ist erkennbar, dass
die Überdeckungswahrscheinlichkeiten von 0, 95 bei der Konstruktion mit dem Autoregressive
DWB-Verfahren weniger gut erreicht werden, als das beim Blockwise DWB der Fall war. Um
die Abhängigkeit des Fehlerprozesses aufzufangen, muss auch hier der AR-Parameter ln mit
der Abhängigkeit durch β steigen. Jedoch wird bei einer erhöhten Abhängigkeit von β > 0, 1
die Überdeckungswahrscheinlichkeit von 0, 95 nicht einmal annähernd erreicht. Möglicherweise
wird die Abhängigkeitsstruktur durch dieses Verfahren nicht ausreichend abgebildet. Mit einer
wachsenden Bandbreite bn nimmt die Überdeckungswahrscheinlichkeit zusätzlich ab.
6.2 Anwendung an Daten der globalen Erderwärmung
Simultane Konﬁdenzbänder liefern einen visuellen Eindruck von der Abweichung des Schätzers
zu der wahren Funktion. Um diesen visuellen Eindruck zu erhalten, werden wir die Konstrukti-
on des simultanen Konﬁdenzbandes mit Hilfe des Bootstrap-Verfahrens an Daten der globalen
Erderwärmung durchführen.
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Überdeckungswahrscheinlichkeiten, β = 0
bn
ln 0,04 0,06 0,08 0,1 0,12 0,14
1 96,625 96,25 94,625 93,375 92,00 86,5
3 96,875 97,00 96,25 95,5 92,125 89,5
5 98,125 96,75 95,375 94,875 93,5 90,375
7 97,125 97,875 96,875 95,625 93,5 90,5
9 98,375 98,375 96,875 95,625 94,75 92,25
Überdeckungswahrscheinlichkeiten, β = 0, 1
bn
ln 0,04 0,06 0,08 0,1 0,12 0,14
1 87,5 87,125 87,625 90,375 86 79,00
3 95,625 94,125 95,25 92,625 90,25 86,00
5 97,5 95,875 96,125 94,75 93,00 87,875
7 97,5 96,5 96,25 93,75 94,25 87,875
9 97,625 96,5 95,875 96,375 94,25 91,5
Überdeckungswahrscheinlichkeiten, β = 0, 2
bn
ln 0,04 0,06 0,08 0,1 0,12 0,14
1 77,00 77,125 76,625 79,5 76,125 72,375
3 92,75 92,375 91,5 90,375 87,625 84,75
5 96,5 95,375 93,75 93,75 91,75 87,875
7 96,25 95,5 94,625 93,5 91,875 90,125
9 96,625 96,75 94,625 95,375 92,5 89,625
Überdeckungswahrscheinlichkeiten, β = 0, 3
bn
ln 0,04 0,06 0,08 0,1 0,12 0,14
1 55,25 60,625 63,875 62,00 63,75 60,875
3 88,75 88,875 86,00 87,25 86,5 81,5
5 94,00 91,5 92,00 93,25 88,5 85,25
7 95,5 95,5 92,625 93,375 90,625 90,875
9 95,25 95,5 94,375 93,5 92,25 88,25
Überdeckungswahrscheinlichkeiten, β = 0, 4
bn
ln 0,04 0,06 0,08 0,1 0,12 0,14
1 34,00 40,5 43,875 44,5 46,00 47,125
3 81,625 82,125 83,75 81,75 80,00 78,25
5 90,375 89,875 88,75 88,5 86,00 82,75
7 93,375 91,25 91,75 91,75 87,625 85,125
9 95,375 92,75 93,375 91,25 90,125 86,75
Tabelle 6.1: Überdeckungswahrscheinlichkeiten des simultanen Konﬁdenzbandes konstruiert
mit dem Blockwise DWB-Verfahren für β = 0; 0, 1; 0, 2; 0, 3; 0, 4.
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Überdeckungswahrscheinlichkeiten, β = 0
bn
ln 0,04 0,06 0,08 0,1 0,12 0,14
0,1 95,375 95,375 92,875 90,5 87,00 82,625
0,3 96,00 95,00 92,25 90,25 87,75 80,125
0,5 97,00 93,5 92,25 89,75 86,75 81,5
0,7 94,625 92,25 91,375 87,375 84,875 79,125
0,9 92,875 91,125 88,75 87,5 83,25 77,25
Überdeckungswahrscheinlichkeiten, β = 0, 05
bn
ln 0,04 0,06 0,08 0,1 0,12 0,14
0,1 93,625 90,625 90,5 87,75 84,00 77,75
0,3 93,75 91,875 89,75 88,5 83,5 77,375
0,5 91,75 92,625 90,75 87,125 83,875 77,875
0,7 90,375 91,5 90,375 86,125 83,625 76,00
0,9 88,375 87,625 86,875 83,5 81,00 75,875
Überdeckungswahrscheinlichkeiten, β = 0, 1
bn
ln 0,04 0,06 0,08 0,1 0,12 0,14
0,1 88,375 86,875 84,75 84,875 81,375 73,5
0,3 90,125 87,875 86,875 83,00 79,00 74,375
0,5 89,25 86,625 87,375 85,25 81,00 73,125
0,7 87,25 88,25 86,5 84,375 80,75 73,625
0,9 85,875 83,375 84,25 83,375 80,625 75,00
Überdeckungswahrscheinlichkeiten, β = 0, 2
bn
ln 0,04 0,06 0,08 0,1 0,12 0,14
0,1 77,625 75,5 75,125 71,75 69,375 62,625
0,3 75,875 77,625 76,875 73,375 67,75 64,375
0,5 80,375 78,625 77,125 75,25 70,125 65,00
0,7 77,125 78,125 75,75 74,375 68,875 64,625
0,9 77,375 77,00 74,375 74,5 71,00 64,125
Tabelle 6.2: Überdeckungswahrscheinlichkeiten des simultanen Konﬁdenzbandes konstruiert
mit dem Autoregressive DWB-Verfahren für β = 0; 0, 05; 0, 1; 0, 2.
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Die globale Temperaturfolge wurde in der statistischen Gemeinschaft intensiv untersucht, un-
ter anderem von Bloomﬁeld und Nychka (1992), Woodward und Gray (1993) und Wu et al.
(2001). Dabei stellt sich die Frage, ob der Temperaturanstieg innerhalb der letzten zwei Jahr-
zehnte um etwa 0, 5 ◦C der Beginn einer systematischen Erderwärmung ist, oder einfach ein
Eﬀekt der natürlichen Temperaturschwankungen. Im vorliegenden Abschnitt werden wir die
Daten von Jones et al. (2016) betrachten. Dabei handelt es sich um die globalen jährlichen
Temperaturabweichungen von 1850 bis 2015, relativ zum Mittelwert von 1961 bis 1990, d. h.
jede Abweichung ist der Durchschnittswert des jeweiligen Jahres abzüglich der Durchschnitts-
temperatur der Jahre 1961 bis 1990. Der Datensatz umfasst somit n = 166 Werte. Zu Beginn
der Aufzeichnungen zeigen die Daten eine relativ stabile Temperatur und um die frühen
1940'er Jahre eine relativ schnelle und beständige Erwärmung. Danach blieb die Tempera-
tur wieder relativ stabil bis etwa zur Mitte der 1970'er Jahre, seitdem ein erneuter schneller
Temperaturanstieg stattﬁndet. Das Jahr 2015 war das bisher wärmste Jahr in der globalen
Temperaturaufzeichnung.
Die Abbildungen 6.1 und 6.2 zeigen die globalen jährlichen Temperaturabweichungen der
Jahre 1850 bis 2015, sowie die 95 %-igen und 99 %-igen simultanen Konﬁdenzbänder, welche
mit Hilfe des Blockwise DWB-Verfahrens bzw. des Autoregressive DWB-Verfahrens erstellt
wurden. Bei der Konstruktion der simultanen Konﬁdenzbänder mit Hilfe des Blockwise DWB
nehmen wir die Bandbreite bn = 0, 07 und die Blocklänge ln = 5 an. Im Gegensatz dazu
haben wir für die Konstruktion der simultanen Konﬁdenzbänder mit Hilfe des Autoregressive
DWB die Bandbreite bn = 0, 07 und den AR-Parameter ln = 0, 5 gewählt.
Der zu erkennende Temperaturanstieg wurde in Bloomﬁeld und Nychka (1992) und Wood-
ward und Gray (1993) bekräftigt. Die Tests in diesen Arbeiten deuten auf einen signiﬁkanten
deterministischen Trend hin, welcher nur aufgrund von natürlichen Schwankungen schwer er-
klärbar ist. Mit Hilfe der simultanen Konﬁdenzbänder kann nun die Angemessenheit eines
Schätzers aufgezeigt werden. Für die vorliegenden globalen Temperaturdaten wurde hierfür
ein linearer Trend von Woodward und Gray (1993), ein isotonischer Trend von Wu et al.
(2001) und ein quadratischer Trend von Rust (2003) vorgeschlagen.
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7 Fazit und Ausblick
Die vorliegende Arbeit liefert den Nachweis der asymptotischen Korrektheit von simultanen
Konﬁdenzbändern für die Trendfunktion basierend auf nichtparametrischen Schätzern und im
Zusammenhang mit abhängigen Beobachtungen. Um in diese Thematik einzuführen, haben
wir zusätzlich die asymptotische Korrektheit von punktweisen Konﬁdenzintervallen für obige
Trendfunktion untersucht.
Zum Schätzen der unbekannten Regressionsfunktion nutzten wir den von Priestley und Chao
(1972) eingeführten Priestley-Chao-Schätzer. Dennoch ist es möglich die Berechnungen ebenso
mit anderen Schätzern, bspw. mit dem durch Gasser und Müller (1979) eingeführten Gasser-
Müller-Schätzer oder den von Nadaraya (1964) und Watson (1964) eingeführten Nadaraya-
Watson-Schätzer durchzuführen.
Bei der Konstruktion der punktweisen Konﬁdenzintervalle bzw. der simultanen Konﬁdenzbän-
der muss die Abhängigkeit der Beobachtungen berücksichtigt werden. Wir nutzten hierfür das
durch Shao (2010) eingeführte Dependent Wild Bootstrap-Verfahren. Speziell haben wir zwei
Modiﬁkationen dieses Verfahrens zur Konstruktion der simultanen Konﬁdenzbänder angewen-
det, dass Blockwise Dependent Wild Bootstrap-Verfahren und das Autoregressive Dependent
Wild Bootstrap-Verfahren. Für die Konstruktion der punktweisen Konﬁdenzintervalle nutzten
wir das Blockwise Dependent Wild Bootstrap-Verfahren. Einzig Wu und Zhao (2007) haben
bisher die Konstruktion von simultanen Konﬁdenzbändern mit abhängigen Fehlern betrach-
tet. Sie griﬀen dafür aber auf das strong invariance principle für stationäre Prozesse zurück.
Beim Dependent Wild Bootstrap-Verfahren wird die Abhängigkeitsstruktur der Daten mit
Hilfe des Parameters ln erfasst. Wie wir sehen konnten spielt dieser Parameter eine ähnliche
Rolle wie die Blocklänge von einem Block Bootstrap-Verfahren. Um die Abhängigkeit des
Originalprozesses aufzufangen, muss ln daher mit steigendem Stichprobenumfang wachsen.
Dennoch muss der Parameter ln auch durch eine Potenz der Stichprobengröße beschränkt
werden, um die Verteilung der Statistik gut imitieren zu können. Im Verlauf dieser Arbeit
wurde ersichtlich, dass zum einen diese Beschränkung beim Nachweis der asymptotischen
Korrektheit von simultanen Konﬁdenzbändern verschärft wurde, im Vergleich zum Nachweis
der asymptotischen Korrektheit von punktweisen Konﬁdenzintervallen. Zum anderen ist die
Beschränkung beim Nachweis der asymptotischen Korrektheit von simultanen Konﬁdenzbän-
dern, welche mit dem Blockwise DWB und dem Autoregressive DWB konstruiert wurden,
gleich. Möglicherweise dienen auch andere Modiﬁkationen des Dependent Wild Bootstrap-
Verfahrens dazu die Abhängigkeit der Daten aufzufangen und punktweise Konﬁdenzintervalle
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bzw. simultane Konﬁdenzbänder zu konstruieren.
Für den Nachweis der asymptotischen Korrektheit von punktweisen Konﬁdenzintervallen
konnten wir aufgrund der punktweisen Überdeckung einen Zentralen Grenzwertsatz nutzen.
Im Gegensatz dazu haben wir für den Nachweis der asymptotischen Korrektheit von simul-
tanen Konﬁdenzbändern auf die Coupling-Technik zurückgegriﬀen. Mit dieser Technik ha-
ben wir die Partialsummenprozesse, welche aus dem stationären Fehlerprozess und aus dem
Bootstrap-Fehlerprozess bestehen, aneinander gekoppelt, indem wir beide an den gleichen
Wiener Prozess gekoppelt haben.
Für das Coupling der Partialsumme der Originalfehler nutzten wir ein bekanntes Resultat
der starken Approximation von α-mischenden Prozessen von Shao und Lu (1987). Die Rate
der dortigen Schranke ist aufgrund der Abhängigkeit der Beobachtungen größer als die Rate,
welche Komlós et al. (1975) und Komlós et al. (1976) im Fall von unabhängigen und identisch
verteilten Zufallsvariablen erreichen. Daher haben wir in dieser Arbeit zusätzlich die starke
Approximation eines linearen Prozesses untersucht. Wir konnten eine bessere Rate nachwei-
sen, so wie sie auch im Fall von unabhängigen Zufallsvariablen gilt. Somit sollte es möglich
sein, die Rate der starken Approximation ebenso bei anderen Abhängigkeitsstrukturen zu
verbessern.
Der Schwerpunkt dieser Arbeit bestand nun im Nachweis der gleichmäßigen Approximation
der Bootstrap-Partialsummenprozesse, welche durch die beiden oben genannten Verfahren ent-
stehen, durch einen Wiener Prozess mit Hilfe eines geeigneten Couplings. Durch das Coupling
der Original- und Bootstrap-Partialsummenprozesse an den gleichen Wiener-Prozess konnten
die jeweiligen Partialsummenprozesse aneinander gekoppelt werden. Weiterhin lieferten wir
eine Erweiterung des klassischen Resultates der asymptotischen Verteilung des Maximums ei-
nes stationären Gaußprozesses auf abhängige Zufallsvariablen. Das klassische Resultat wurde
bereits von Bickel und Rosenblatt (1973) zur Konstruktion von simultanen Konﬁdenzbändern
für Kerndichteschätzer im Fall von unabhängigen und identisch verteilten Zufallsvariablen ge-
nutzt. Mit Hilfe dieser Erweiterung des klassischen Resultates auf abhängige Zufallsvariablen
zusammen mit dem Coupling der Original- und Bootstrap-Partialsummen konnten wir die
asymptotische Korrektheit der simultanen Konﬁdenzbänder nachweisen.
Aufgrund des in dieser Arbeit genutzten Bootstrap-Verfahrens konnten wir asymptotisch
korrekte simultane Konﬁdenzbänder konstruieren, welche eine schnellere Konvergenzrate be-
sitzen im Vergleich zu der Rate, welche bei der Anwendung des klassischen Ansatzes der
Konstruktion von simultanen Konﬁdenzbändern von Bickel und Rosenblatt (1973) auf den
abhängigen Fall entstehen würde. Des Weiteren umgingen wir mit diesem Verfahren das Pro-
blem des Schätzens der unbekannten Summe der Kovarianzen des stationären Fehlerprozes-
ses (ei)i=1,...,n.
8 Anhang
Nachfolgende Hilfsresultate benötigen wir für den Nachweis der asymptotischen Korrektheit
der punktweisen Konﬁdenzintervalle in Kapitel 3, sowie für das Coupling der Partialsum-
men in Kapitel 4 und damit den Nachweis der asymptotischen Korrektheit der simultanen
Konﬁdenzbänder in Kapitel 5.
Die gemeinsame Kumulante der zentrierten Zufallsvariablen ep, eq, er, es ist deﬁniert als
cum(ep, eq, er, es) = E(epeqeres)− E(epeq)E(eres)− E(eper)E(eqes)− E(epes)E(eqer),
wie bspw. in Cramér (1946) nachzulesen ist. Diese soll im nachfolgenden Lemma geeignet
abgeschätzt werden.
Lemma 8.1
Es sei (ei)i=1,...,n ein stationärer, α-mischender Prozess mit E(ei) = 0, sowie sup1≤t≤n ‖et‖z
≤ C < ∞ für z ≥ 2 und 4/z := 1 −Kα mit Kα ∈ (0, 1). Weiterhin seien 1 ≤ t1 ≤ t2 ≤ t3 ≤
t4 ≤ n und u = max{t2 − t1, t3 − t2, t4 − t3}. Dann gilt
| cum(et1 , et2 , et3 , et4)| ≤ 16C (α(u))Kα .
Beweis
Wir betrachten im Folgenden die drei Fälle, u = t2 − t1, u = t3 − t2 und u = t4 − t3.
i) u = t2 − t1
Für die Kumulante erhalten wir die Abschätzung
| cum(et1 , et2 , et3 , et4)| ≤ |E(et1et2et3et4)|+ |E(et1et2)||E(et3et4)|
+ |E(et1et3)||E(et2et4)|+ |E(et1et4)||E(et2et3)|.
Mit der Kovarianzungleichung aus Lemma 2.2 gilt
|E(et1et2et3et4)| = |Cov(et1 , et2et3et4)|
≤ 4 ‖et1‖z ‖et2et3et4‖z˜ (α(u))Kα ,
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wobei 1z˜ :=
3
z . Daher erhalten wir mit der Hölder-Ungleichung
|E(et1et2et3et4)| ≤ 4 ‖et1‖z ‖et2‖z ‖et3‖z ‖et4‖z (α(u))Kα
≤ 4 sup
t1
‖et1‖z sup
t2
‖et2‖z sup
t3
‖et3‖z sup
t4
‖et4‖z (α(u))Kα
≤ 4C (α(u))Kα .
Weiterhin erhalten wir mit Lemma 2.2 und der Lyapunov-Ungleichung
|E(et1et2)| = |Cov(et1 , et2)| ≤ 4 ‖et1‖z ‖et2‖z (α(u))Kα ,
sowie mit der Cauchy-Schwarz-Ungleichung und der Lyapunov-Ungleichung
|E(et3et4)| ≤
√
E
(
e2t3
)√
E
(
e2t4
)
= ‖et3‖2 ‖et4‖2 ≤ ‖et3‖z ‖et4‖z.
Fassen wir beides zusammen gilt insgesamt die Abschätzung
|E(et1et2)||E(et3et4)| ≤ 4C (α(u))Kα .
Mit analogem Vorgehen für |E(et1et3)||E(et2et4)|, sowie |E(et1et4)||E(et2et3)| ergibt sich
| cum(et1 , et2 , et3 , et4)| ≤ 4 · 4C (α(u))Kα .
ii) u = t3 − t2
Wir erhalten für die Kumulante die Abschätzung
| cum(et1 , et2 , et3 , et4)| ≤ |Cov(et1et2 , et3et4)|
+ |E(et1et3)||E(et2et4)|+ |E(et1et4)||E(et2et3)|.
Mit Lemma 2.2 gilt
|Cov(et1et2 , et3et4)| ≤ 4 ‖et1et2‖z¯ ‖et3et4‖z¯ (α(u))Kα ,
wobei 1z¯ :=
2
z . Somit erhalten wir wieder mit der Hölder-Ungleichung
|Cov(et1et2 , et3et4)| ≤ 4 ‖et1‖z ‖et2‖z ‖et3‖z ‖et4‖z (α(u))Kα
≤ 4C (α(u))Kα .
Weiterhin gilt mit Lemma 2.2 und der Lyapunov-Ungleichung
|E(et1et3)| = |Cov(et1 , et3)| ≤ 4 ‖et1‖z ‖et3‖z (α(u))Kα ,
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sowie wieder mit der Cauchy-Schwarz-Ungleichung und der Lyapunov-Ungleichung
|E(et2et4)| ≤ ‖et2‖2 ‖et4‖2 ≤ ‖et2‖z ‖et4‖z,
wodurch insgesamt
|E(et1et3)||E(et2et4)| ≤ 4C (α(u))Kα .
Analoge Rechnungen gelten für |E(et1et4)||E(et2et3)| und somit erhalten wir
| cum(et1 , et2 , et3 , et4)| ≤ 4C (α(u))Kα + 2 · 4C (α(u)Kα
= 3 · 4C (α(u))Kα .
iii) u = t4 − t3
Dieser Fall ist analog zu i) und es ergibt sich die Abschätzung
| cum(et1 , et2 , et3 , et4)| ≤ 4 · 4C (α(u))Kα .
Nun fassen wir alle drei Fälle zusammen und erhalten
| cum(et1 , et2 , et3 , et4)| ≤ 16C (α(u))Kα .

Wir betrachten weiterhin den Fehlerprozess (ei)i=1,...,n und werden im folgenden Lemma die
Größenordnung für die Summe seines k-ten Momentes bestimmen.
Lemma 8.2
Es sei (ei)i=1,...,n ein stationärer, stark mischender Prozess mit E(ei) = 0, sup1≤t≤n ‖et‖z ≤
C <∞, sowie k/z := 1−Kα für k ≥ 2 undKα ∈ (0, 1). Weiterhin sei
∑∞
r=0(r+1)
k−2 (α(r))Kα <
∞. Dann erhalten wir für die Summe des positiven k-ten Momentes
∑
1≤t1≤···≤tk≤n
|E (et1 · . . . · etk)| =
O
(
nk/2
)
, falls k gerade
O
(
n(k−1)/2
)
, falls k ungerade.
Beweis
Der Beweis wird als Induktionsbeweis geführt. Somit wird angenommen die Aussage gilt für k
und gezeigt, dass sie auch für k + 1 gültig ist.
Induktionsanfang
Wir zeigen, dass die Aussage für k = 2 und k = 3 gültig ist. Mit Hilfe von Lemma 2.2 erhalten
136 8 Anhang
wir für k = 2∑
1≤t1≤t2≤n
|E (et1et2)| =
∑
1≤t1≤t2≤n
|Cov (et1 , et2)| ≤
∑
1≤t1≤t2≤n
4C (α (t2 − t1))Kα
≤
n∑
t1=1
∞∑
r=0
4C (α (r))Kα = O (n) .
Für k = 3 betrachten wir die zwei Fälle r = t2 − t1 und r = t3 − t2, je nachdem zwischen
welchen Variablen die größte Lücke ist.
i) Für r = t2 − t1 gilt mit Lemma 2.2 und der Hölder-Ungleichung
|E (et1et2et3)| = |Cov (et1 , et2et3)| ≤ 4‖et1‖z ‖et2et3‖z˜ (α (r))Kα
≤ 4‖et1‖z ‖et2‖z ‖et3‖z (α (r))Kα ≤ 4C (α (r))Kα ,
wobei 1z˜ :=
2
z .
ii) Für r = t3 − t2 erhalten wir analog
|E (et1et2et3)| = |Cov (et1et2 , et3)| ≤ 4C (α (r))Kα .
Somit gilt ∑
1≤t1≤t2≤t3≤n
|E (et1et2et3)| ≤
∑
1≤t1≤t2≤t3≤n
4C (α (r))Kα
≤ 2
n∑
t1=1
∞∑
r=0
4C(r + 1) (α (r))Kα = O (n) .
Induktionsschritt
Nun werden wir zeigen, dass die Induktionsbehauptung auch für k+ 1 gültig ist. Somit ist zu
zeigen
∑
1≤t1≤···≤tk+1≤n
∣∣E (et1 · . . . · etk+1)∣∣ =
O
(
n(k+1)/2
)
, falls k + 1 gerade
O
(
nk/2
)
, falls k + 1 ungerade.
Für 1 ≤ t1 ≤ n zerlegen wir die Menge
{
(t2, . . . , tk+1) : t1 ≤ · · · ≤ tk+1 ≤ n, max
1≤j≤k
(tj+1 − tj)
≥ 0
}
in Mengen Gr,m(t1) =
{
(t2, . . . , tk+1) : t1 ≤ · · · ≤ tk+1 ≤ n, max
1≤j<m
(tj+1 − tj) < r
= tm+1 − tm = max
m≤j≤k
(tj+1 − tj)
}
. Somit beinhaltet Gr,m(t1) alle (t2, . . . , tk+1) bei denen
die größte Lücke zwischen den tj 's gleich r ist und diese Lücke erstmals bei m erscheint. Nun
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erhalten wir für das (k + 1)-te Moment∑
1≤t1≤···≤tk+1≤n
∣∣E (et1 · . . . · etk+1)∣∣
≤
k∑
m=1
∑
1≤t1≤···≤tk+1≤n
(∣∣Cov (et1 · . . . · etm , etm+1 · . . . · etk+1)∣∣
+ |E (et1 · . . . · etm)|
∣∣E (etm+1 · . . . · etk+1)∣∣) .
Unter den Voraussetzungen erhalten wir mit Lemma 2.2 und der Hölder-Ungleichung
∣∣Cov (et1 · . . . · etm , etm+1 · . . . · etk+1)∣∣ ≤ 4C (α (tm+1 − tm))Kα
und weil #Gr,m(t1) ≤ (r + 1)(k−1) gilt
k∑
m=1
∑
1≤t1≤···≤tk+1≤n
∣∣Cov (et1 · . . . · etm , etm+1 · . . . · etk+1)∣∣
≤
n∑
t1=1
k∑
m=1
∞∑
r=0
∑
(t2,...,tk+1)∈Gr,m(t1)
4C (α (tm+1 − tm))Kα
≤ n · k
∞∑
r=0
(r + 1)(k−1) 4C (α (r))Kα
= O (n) .
Weiterhin gilt
k∑
m=1
∑
1≤t1≤···≤tk+1≤n
|E (et1 · . . . · etm)|
∣∣E (etm+1 · . . . · etk+1)∣∣
=
k−1∑
m=2
∑
1≤t1≤···≤tm≤n
|E (et1 · . . . · etm)|
∑
1≤tm+1≤···≤tk+1≤n
∣∣E (etm+1 · . . . · etk+1)∣∣ ,
weil aufgrund der zentrierten Zufallsvariablen (ei)i=1,...,n jeweils ein Faktor für m = 1 und
m = k Null ist. Auf die beiden Faktoren wenden wir die Induktionsvoraussetzung an und
erhalten
∑
1≤t1≤···≤tm≤n
|E (et1 · . . . · etm)| =
O
(
nm/2
)
, falls m gerade
O
(
n(m−1)/2
)
, falls m ungerade
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und
∑
1≤tm+1≤···≤tk+1≤n
∣∣E (etm+1 · . . . · etk+1)∣∣ =
O
(
n(k+1−m)/2
)
, falls k + 1−m gerade
O
(
n(k−m)/2
)
, falls k + 1−m ungerade.
Nun unterscheiden wir zwischen k + 1 gerade und ungerade. Dann erhalten wir die Größen-
ordnungen
◦ k + 1 gerade
k−1∑
m=2
∑
1≤t1≤···≤tm≤n
|E (et1 · . . . · etm)|
∑
1≤tm+1≤···≤tk+1≤n
∣∣E (etm+1 · . . . · etk+1)∣∣
= (k − 2) ·
O
(
nm/2
)
, falls m gerade
O
(
n(m−1)/2
)
, falls m ungerade
·
O
(
n(k+1−m)/2
)
, falls m gerade
O
(
n(k−m)/2
)
, falls m ungerade
=
O
(
n(k+1)/2
)
, falls m gerade
O
(
n(k−1)/2
)
, falls m ungerade
= O
(
n
(k+1)/2
)
.
◦ k + 1 ungerade
k−1∑
m=2
∑
1≤t1≤···≤tm≤n
|E (et1 · . . . · etm)|
∑
1≤tm+1≤···≤tk+1≤n
∣∣E (etm+1 · . . . · etk+1)∣∣
= (k − 2) ·
O
(
nm/2
)
, falls m gerade
O
(
n(m−1)/2
)
, falls m ungerade
·
O
(
n(k−m)/2
)
, falls m gerade
O
(
n(k+1−m)/2
)
, falls m ungerade
=
O
(
nk/2
)
, falls m gerade
O
(
nk/2
)
, falls m ungerade
= O
(
n
k/2
)
.
Insgesamt erhalten wir also
∑
1≤t1≤···≤tk+1≤n
∣∣E (et1 · . . . · etk+1)∣∣ =
O
(
n(k+1)/2
)
, falls k + 1 gerade
O
(
nk/2
)
, falls k + 1 ungerade,
womit das Lemma bewiesen wäre. 
Das nachfolgende Lemma benötigen wir, um die asymptotische Überdeckungswahrscheinlich-
keit für die punktweisen Konﬁdenzintervalle in Kapitel 3 und die simultanen Konﬁdenzbänder
in Kapitel 5 zu erhalten.
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Lemma 8.3
Es gelte
i) Tn
d−→ Z,
ii) T ∗n
d−→ Z in Wahrscheinlichkeit,
iii) FZ ist stetig.
Weiterhin sei für β ∈ (0, 1)
t∗n,β :=
(
F ∗T ∗n
)−1
(β) = inf
{
t : F ∗T ∗n (t) ≥ β
}
das β-Quantil von T ∗n . Dann gilt
P
(
Tn ≤ t∗n,β
) −→
n→∞ β.
Beweis
Mit den Voraussetzungen i) und iii) erhalten wir die folgende Konvergenz
δn : = sup
t
(FTn(t)− FTn(t− 0))
≤ sup
t
|FTn(t)− FZ(t)|+ sup
t
|FZ(t)− FZ(t− 0)|+ sup
t
|FZ(t− 0)− FTn(t− 0)|
≤ 2 sup
t
|FTn(t)− FZ(t)|
−→
n→∞ 0. (8.1)
Des Weiteren erhalten wir aus i) bis iii) und mit Hilfe von Lemma 2.11 aus van der Vaart
(1998), dass
sup
t
∣∣∣FTn(t)− F ∗T ∗n (t)∣∣∣ = sup
t
∣∣∣FTn(t)− FZ(t) + FZ(t)− F ∗T ∗n (t)∣∣∣
≤ sup
t
|FTn(t)− FZ(t)|+ sup
t
∣∣∣FZ(t)− F ∗T ∗n (t)∣∣∣ P−→ 0.
Somit existiert eine Nullfolge (n)n∈N mit
P
(
sup
t
∣∣∣FTn(t)− F ∗T ∗n (t)∣∣∣ ≥ n) ≤ n ∀n ∈ N. (8.2)
Weiterhin sei tn,β := inf {t : FTn(t) ≥ β} das β-Quantil von Tn. Falls nun
supt
∣∣∣FTn(t)− F ∗T ∗n (t)∣∣∣ < n, so erhalten wir mit
FTn (tn,β+n) ≥ β + n, (8.3)
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dass F ∗T ∗n (tn,β+n) ≥ β und damit
t∗n,β = inf
{
t : F ∗T ∗n (t) ≥ β
}
≤ tn,β+n .
Des Weiteren folgt mit
FTn (tn,β−n − 0) < β − n, (8.4)
dass F ∗T ∗n (tn,β−n − 0) < β und damit
t∗n,β = sup
{
t : F ∗T ∗n (t) ≤ β
}
≥ tn,β−n .
Daher impliziert supt
∣∣∣FTn(t)− F ∗T ∗n (t)∣∣∣ < n, dass
t∗n,β ∈ [tn,β−n , tn,β+n ] .
Nun gilt mit (8.2) und (8.3)
P
(
Tn ≤ t∗n,β
)
= P
(
Tn ≤ t∗n,β, t∗n,β ∈ [tn,β−n , tn,β+n ]
)
+ P
(
Tn ≤ t∗n,β, t∗n,β /∈ [tn,β−n , tn,β+n ]
)
≤ P (Tn ≤ tn,β+n) + P
(
t∗n,β /∈ [tn,β−n , tn,β+n ]
)
≤ FTn (tn,β+n)− FTn (tn,β+n − 0) + FTn (tn,β+n − 0) + n
≤ δn + β + 2 n
und mit (8.2) und (8.4)
P
(
Tn ≤ t∗n,β
)
= P
(
Tn ≤ t∗n,β, t∗n,β ∈ [tn,β−n , tn,β+n ]
)
+ P
(
Tn ≤ t∗n,β, t∗n,β /∈ [tn,β−n , tn,β+n ]
)
≥ P (Tn ≤ t∗n,β, t∗n,β /∈ [tn,β−n , tn,β+n ])
≥ P (Tn ≤ tn,β−n)− P
(
t∗n,β /∈ [tn,β−n , tn,β+n ]
)
≥ β − 2 n.
Zusammen mit (8.1) erhalten wir somit
P
(
Tn ≤ t∗n,β
) −→
n→∞ β.

Symbolverzeichnis
(Xi)i=1,...,n Originalstichprobe
(ei)i=1,...,n stationärer Prozess
(êi)i=1,...,n Residuen
m(·) Regressionsfunktion
m̂(·) Schätzer der Regressionsfunktion m
K(·) Kernfunktion
bn Bandbreite
γ(·) γ(·) = Cov (ei, ei+·)
σ2 σ2 =
∑
i∈Z Cov (e0, ei)
f ∗ g Faltung von f und g
Kbn ∗m(·) Kbn ∗ m(·) = Kbn(m)(·) = (nbn)−1
∑n
i=1K
( ·−i/n
bn
)
m (i/n), geglättete
Version von m
m0(·) m0(·) = m̂(·)−Kbn(m)(·) =
∑n
i=1wn(t, i) ei
µ0(·) Gaußprozess
α Signiﬁkanzniveau
t∗n,1−α (1− α)-Quantil
σ (·) σ-Algebra
α(·, ·) α-Mischungskoeﬃzient mit α(A,B) = sup
A∈A,B∈B
|P (AB)−P (A)P (B)| für
die σ-Algebren A und B
α(·) α-Mischungskoeﬃzient eines zufälligen Prozesses (Xi)i∈Z mit α(·) =
sup
k∈N
α (σ (Xi, i ≤ k) , σ (Xi, i ≥ k + ·))
N (µ, σ2) Normalverteilung mit Erwartungswert µ und Varianz σ2
(Wi)i=1,...,n Hilfsvariablen im DWB, (Wi)i=1,...,n = (Wi,n)i=1,...,n mit E(Wi) = 0,
Var(Wi) = 1 und Cov(Wi,Wi+k) −→ 1 für n→∞
(Vk)k=1,...,[n/ln]+1 Hilfsvariablen im Blockwise DWB, mit Vk ∼ N (0, 1) unabhängig und
identisch verteilt
(ui)i∈N Innovationen des AR(1)-Prozesses im Autoregressive DWB, mit ui ∼
N (0, 1− e−2/ln) unabhängig und identisch verteilt
(e∗i )i=1,...,n e
∗
i = êiWi, Pseudo-Fehler im DWB
m∗0(·) Bootstrap-Gegenstück zu m0(·), m∗0(t) =
∑n
i=1wn(t, i) e
∗
i
142 Symbolverzeichnis
Sn Partialsumme der Fehler (ei)i=1,...,n, Sn =
∑n
i=1 ei
S∗n Partialsumme der Fehler (e∗i )i=1,...,n, Sn =
∑n
i=1 e
∗
i
Tn, T ∗n Tn = sup
t∈[bn,1−bn]
|m0(t)| bzw. T ∗n = sup
t∈[bn,1−bn]
|m∗0(t)|
ln Blocklänge oder AR-Parameter im Blockwise DWB bzw. Autoregressive
DWB
Mn Mn =
[
nbn
ln
]
, ganzzahlige Anzahl der kleinen Blöcke der Länge ln innerhalb
eines großen Blockes der Länge nbn beim Blockwise DWB
Nn Nn =
[
n
ln
−
([
n
Mnln
]
− 1
)
Mn
]
, ganzzahlige Anzahl an kleinen Blöcken der
Länge ln im Restblock beim Blockwise DWB
mn mn = [nbn], ganzzahlige Anzahl der Indizes der Summanden innerhalb eines
großen Blockes der Länge [nbn] beim Autoregressive DWB
Ln Ln = dlne, aufgerundeter ganzzahliger Anteil des AR-Parameters ln beim
Autoregressive DWB
(Yi)i=1,...,n kausaler linearer Prozess
(εi)i∈Z Innovationen des linearen Prozesses
σ2ε σ
2
ε = E
(
ε2i
)
Sn Partialsumme des linearen Prozesses (Yi)i=1,...,n, Sn =
∑n
i=1 Yi
E(·) Erwartungswert
Var(·) Varianz
Cov(·, ·) Kovarianz
Bias(·) Verzerrung eines Schätzers, Bias(m̂) = E (m̂−m)
E∗(·) Bootstrap-Erwartungswert, bedingt auf die Originalstichprobe (Xi)i=1,...,n,
E∗(·) = E(·|X1, . . . , Xn)
Var*(·) Bootstrap-Varianz, bedingt auf die Originalstichprobe (Xi)i=1,...,n
P ∗ Bootstrap-Verteilung, bedingt auf die Originalstichprobe (Xi)i=1,...,n
W Wiener Prozess
τ∗j,l Stoppzeiten des Wiener Prozesses auf der Bootstrap-Seite
X¯n =
1
n
n∑
i=1
Xi Stichprobenmittel
C positive, endliche Konstante, welche ihren Wert ändern kann
L Lipschitz-Konstante
∀ für alle
∃ existiert
1(·) Indikatorfunktion, d. h. 1 (x ∈ A) =
1, x ∈ A0, x /∈ A
N Menge der positiven natürlichen Zahlen
N0 Menge der natürlichen Zahlen einschließlich 0
Z Menge der ganzen Zahlen
R Menge der reellen Zahlen
C Menge der komplexen Zahlen
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f ′(·), f ′′(·) erste bzw. zweite Ableitung der Funktion f
| · | Betrag
‖ · ‖p p-Norm
[·] ganzzahliger Anteil
d·e aufgerundeter ganzzahliger Anteil
(·)+ positiver Anteil
· × · kartesisches Produkt
∼ Z ∼ Q, die Zufallsvariable Z besitzt die Verteilung Q
d
= Z
d
= Y , die Zufallsvariablen Z und Y besitzen die gleiche Verteilung
d−→ Konvergenz in Verteilung
P−→ Konvergenz in Wahrscheinlichkeit
f. s.−→ fast sichere Konvergenz
sup Supremum
max Maximum
lim sup Limes Superior
supp(f) Träger der Funktion f
o (an), O (an) Landau-Notation:
bn = o (an), falls lim
n→∞
∣∣∣ bnan ∣∣∣ = 0
bn = O (an), falls lim sup
n→∞
∣∣∣ bnan ∣∣∣ <∞
oP (an), OP (an) Landau-Notation in Wahrscheinlichkeit:
bn = oP (an), falls
∣∣∣ bnan ∣∣∣ P−→ 0
bn = OP (an), falls ∀ > 0 ∃ δ ∈ R, sodass P (|bn| ≥ δ|an|) ≤ , ∀n ∈ N
of. s. (an), Of. s. (an) Landau-Notation in P -fast sicher:
bn = of. s. (an), falls
∣∣∣ bnan ∣∣∣ f. s.−→ 0
bn = Of. s. (an), falls lim sup
n→∞
∣∣∣ bnan ∣∣∣ <∞ fast sicher
oP ∗ (an), OP ∗ (an) Landau-Notation in P ∗-Wahrscheinlichkeit:
bn = oP ∗ (an), falls P ∗
(∣∣∣ bnan ∣∣∣ > ) P−→ 0, ∀ > 0
bn = OP ∗ (an), falls ∀ > 0 ∃ δ ∈ R, sodass P ∗ (|bn| ≥ δ|an|) ≤ ,
∀n ∈ N
O˜ (αn, βn) an = O˜ (αn, βn), falls ∃C < ∞, sodass P (|an| > Cαn) ≤ Cβn, ∀n ∈
N
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