We examine the dipole approximated Pauli-Fierz Hamiltonians of the nonrelativistic QED. By an exact diagonalization method, we prove that the binding energy of the two hydrogen atoms behaves as R −7 , provided that the distance between atoms R is sufficiently large. We employ the Feynman's representation of the quantized radiation fields which enables us to diagonalize Hamiltonians, rigorously. Our result supports the famous conjecture by Casimir and Polder.
Introduction
London was the first to explain attractive interactions between neutral atoms or molecules by applying quantum mechanics [9] . Nowadays, the attractive forces are called the van der Waals-London forces, and are described by the potential energy decaying as R −6 for R sufficiently large. Here, R denotes the distance between two atoms or molecules. It is recognized that these forces come from the quantum fluctuations of the charges inside the atoms. Casimir and Polder took the interactions between electrons and the quantized radiation fields into consideration and perfomed the fourth order perturbative computations [4] . They found that the finiteness of the speed of light causes the attractive potential between atoms to behave as
where α A and α B are the static polarizability of the atoms. The potential V CP is called the Casimir-Polder potential. For reviews, see, e.g., [3, 8, 11, 14] . Although this result is plausible, Casimir-Polder's arguments are hueristic, and lack mathematical rigor.
There are few rigorous results concerning the Casimir-Polder potential; In [12, 13] , Miyao and Spohn gave a path integral formula for V CP and applied it to computing the second cumulant. Under the assumption that all of higher order cumulants behave as O(R −9 ) and their coefficients are small enough to control, they rigorously refound that V CP behaves as R −7 as R → ∞. Although this assumption appears to be plausible, to prove it is extremely hard. Therefore, to give a mathematical foundation of the Casimir-Polder potential is an open problem even today.
In the present paper, we will examine the dipolde approximated Pauli-Fierz model which is widely accepted as a toy model of the nonrelativistic QED in the community [15] , and prove that the Casimir-Polder potential actually behaves as R −7 . This result supports our assumption for the model without dipole approximation, and is expected to become a starting point for study of the non-approximated model. Our proof relies on the fact that the dipole approximated Hamiltoninas can be diagonalized by applying Feynman's representation of the quantized radiation fields [5] . It has been believed that the dipole approximated model also exhibits R −7 behavior by the forth order perturbation theory. However, the arguments concering the error terms are completely missing. Indeed, this part is tacitly assumed to be trivial in literatures. In this paper, we actually perform systematic error estimates which are far from trivial.
In mathematical physics, it is known that rigorous studies of the Pauli-Fierz Hamiltonian with/without dipole approximation require an extra care due to the infamous infrared problem [2, 7, 15] . In our paper, we mostly ignore this line of reserach.
The present paper is organized as follows. In Section 2, we introduced the dipole approxiamted Pauli-Fierz Hamiltonians and state the main result. In Section 3, we switch to the Feynman representation of the quantized radiation fields. This representation enables us to diagonalize the Hamiltoninas as we will see in the following sections. Further, we introduce a canonical transformation which induces the quantized transverse electric field in the Hamiltonians in Section 4. Section 5 is devoted to the finite volume approximation, which is a standard method in the study of the quantum field theory [1, 6] . Then we diagonalize the Hamiltoninas in Sections 6 and 7. In Section 8, we give a proof of the main theorem. In Appendices A, B and C, we collect various auxiliary results which are needed in the main sections.
The nucleus has charge e > 0, and the electron has charge −e. We assume that the charge distribution ̺ satisfies the following properties:
(A.
2) The Fourier transformation̺ is real.
(A. 3)̺ is rotation invariant,̺(k) =̺ rad (|k|), of rapid decrease.
The smeared Coulomb potential V is given by
2)
The photon annihilation operator is denoted by a(k, λ). As usual, this operator satisfies the standard commutation relation:
3)
The quantized vector potential A(x) is defiend by
where ε(k, λ) = (ε 1 (k, λ), ε 2 (k, λ), ε 3 (k, λ)), λ = 1, 2 are polarization vectors. For concreteness, we choose as
The field energy H f is given by
The operator H 1e acts in the Hilbert space
, where F(h) is the bosonic Fock space over h: F(h) = ∞ n=0 h ⊗sn . Here, ⊗ s indicates the symmetric tensor product.
To examine the Casimir-Polder potential, we consider two hydrogen atoms, one located at the origin and the other at r = (0, 0, R) with R > 0. For computational convenience, we define the position of the second electron relative to r. Then the two-electron Hamiltonian reads
with the interaction potential
The dipole approximation means that we take x 1 and x 2 sufficiently small or the electrons are strongly bound around each nuclues. Then one has A(
and
Remark that H D1e and H D2e are self-adjoint and bounded from below [10] . We assume an additional condition:
(A. 4) We regard ν 0 as a parameter.
Hence, there are three parameters e, R and ν 0 in our models.
Theorem 2.1 Let E(R) = inf spec(H D2e ) and let E = inf spec(H D1e ). Let
Choose e and ν 0 such that
where α E,at = ν −2 0 . Remark 2.2 The constant α E,at is the dipole moment of a decoupled atom, i.e., 14) where
2 x 2 and ψ at is the ground state of h at .
Feynman Hamiltonians

Preliminaries
To prove our main result, let us introduce Feynman Hamiltonians of the nonrelativistic QED [5] . These Hamiltonians can be diagonalized rigorously as we will see in Sections 6 and 7. First, remark the following identification:
where
For notational convenience, we denote by ε(·, λ) the multiplication operator by the function ε j (·, λ). Because ran(ε j (·, λ)) = L 2 (R 3 ) for λ = 1, 2 and j = 1, 2, 3, we have the following identification:
Here, A ↾ X indicates the restriction of A to X. We will construct a natural identification between
. For this purpose, we recall some basic definitions.
Second quantized operators in
). As usual, we express this operator as
) is denoted by Ψ 0 . Let F be a real-valued function on R 3 . The multiplication operator by F is also written as F . The second quantization of F ⊕ F is then given by
is essentially self-adjoint. We denote its closure by the same symbol. Symbolically, we express dΓ(F ⊕ F ) as
3.3 Second quantized operators in
Let a λ (f λ ) be the annihilation operator on F(H λ ). As usual, we employ the following identifications:
⊗ 1l⊗ 1l and so on. Thus, a λ (f λ ) can be regarded as a linear operator acting in the Hilbert space 4 λ=1 F(H λ ). Let F be a real-valued function on R 3 . Suppose that F is even: F (−k) = F (k) a.e.. dΓ λ (F ) denotes the second quantization of F which acts in F(H λ ). As before, we can also regard dΓ λ (F ) as a linear operator acting in 4 λ=1 F(H λ ). The Fock vacuum in F(H λ ) is denoted by Ψ λ . We will freely use the following notations:
Definition of the Feynman Hamiltonians
We can easily construct a unitary operator
(3.12)
Let F be a real-valued even function on R 3 . Then we can check that
Next we introduce the Feynman Hamiltonians. To this end, let
Here, h.c. denotes the hermite conjugates of the preceeding terms. By (3.12) and (3.13), we have the following:
Now we define the two-electron Feynman Hamiltonian H F2e by
The following proposition plays an important role in the present paper.
As for the one-electron Feynman Hamiltonian, we obtain the following.
Proposition 3.2 Let
H F1e = 1 2 − i∇ − eA (0) 2 + 1 2 e 2 ν 2 0 x 2 + H 0 . (3.18) We have V H D1e V −1 = H F1e .
Canonical transformations
Then one easily sees that
Hence, we arrive at
where ν 2 = 2ν 2 0 and
Furtheremore, we apply the "Fourier transformation" e −iπN f /2 in the Fock space to obtain that
Since the last term in (4.6) gives a rapidly decreasing contribution as a function of R to the ground state energy, we ignore this term from now on. Finally, we define
By an argument similar to the construction of U , we can construct a unitary operator
Lattice approximated Hamiltonians
For each Λ > 0, let χ Λ be an ultraviolet cutoff function given by
in the definition ofÊ(x), i.e., the equation (4.7). We also define H 0,Λ by
The Hamiltonians with a cutoff Λ are defined by
We readily see that H Λ and K Λ respectively converge to H and K in the norm resolvent sense as Λ → ∞. Let M be the (momentum) lattice with a cutoff Λ, namely,
For later use, we label the elements of M as
Then the lattice approximated Hamiltonians are defined by
, and we regard ℓ 2 * (M ) as a closed subspace of
is a canonical pair of the photon momentum and position satisfying the standard commutation relations:
Recall the identification F(C) = L 2 (R). Using this, we can naturally embed
Hence, p(k, λ) and q(k, λ) can be regarded as the differential and multiplication operators, respectively.
The following proposition is a basis for our computation.
in the operator norm topology.
Proof. See, e.g., [1, 6] . ✷
Diagonalization I: One-electron Hamiltonian
In this section, we diagonalize the one-electron Hamiltonian K L,Λ . To this end, let
We define a linear operator
Here, we used the following notations:
where ·|· 3 stands for the inner product in C 3 . Using the above notations, the interaction term
On the other hand, the field energy can be represented by
where p = {p(k, λ) | k ∈ M, λ ∈ {1, . . . , 4}} and
Hence, K L,Λ can be rewritten as
By setting φ = (x, q) and π = (−i∇, p), one sees that
The following lemma is a basic input.
. . , 4}), we have, by the Schwartz inequality, 11) provided that 1 ≤ e 2 ν 2 . Thus we are done. ✷ Therefore, the ground state energy of K L,Λ is given by the following formula.
Applying the elementary fact
we have that
Since Q is off-diagonal, (6.14) becomes
In what follows, we will examine the convergence of the right hand side of (6.15). As we will see, this series absoultely converges and (6.15) is exact if ν 0 is large enough. We begin with the following basic lemma.
Lemma 6.3
We have the following
Proof. This immediately follows from (A.9). ✷ Lemma 6.4 Let
Then we have the following:
Proof. We set T s (r) = T(r)(s 2 + ω 0 ) −1/2 . First, consider the case where n = 1. Because
By (A.9) and (A.10), we have
Thus, we get (i) for n = 1.
(ii) immediately follows from (i). By using the formula (C.1) with a = b = e 2 ν 2 and c = |k| 2 , we see that
Similarly, by using the formula (C.1) with a = e 2 ν 2 and b = c = |k| 2 , we obtain 1 2π
Inserting these into (6.22), we obtain the assertion (iii) for n = 1. To prove the assertion for n ≥ 2, we remark that Q(s) ≤ √ 2 ν ̺ * , which immediately follows from Lemma 6.3. Thus, by using the fact Q(s) 2n ≤ Q(s) 2n−2 Q(s) 2 , we have
Applying the result for n = 1, we get the desired result for n ≥ 2. ✷ Corollary 6.5 The right hand side of (6.15) absolutely converges, provided that √ 2 ̺ * < ν, 1 ≤ √ 2eν 0 and √ 2e ̺ * < 1. In addition, the equation (6.15) is rigorous.
Diagonalization II: Two-electron Hamiltonian
Next we will diagonalize H L,Λ . Remark that this is actually possible because we employ the Feynman Hamiltonian. By an argument similar to that in Section 6, H L,Λ can be expressed as
By setting Φ = (x 1 , x 2 , q) and Π = (−i∇ 1 , −i∇ 2 , p), we have that
By an argument similar to that in the proof of Proposition 6.2, we get the following useful formula.
Moreover, it can be readily seen that, by (6.13),
To examine this formal series, let us introduce the following notation:
Since Q 1 and Q 2 are off-diagonal, we have
On the other hand, we remark that, by Corollary 6.5,
provided that √ 2 ̺ * < ν, 1 ≤ √ 2eν 0 and √ 2e ̺ * < 1. Thus, we formally arrive at the following formula:
(7.10)
Our next task is to prove the convergence of the right hand side of (7.10). For this purpose, we need some preliminaries. Let
For each I ∈ I 2j , we set |I| = i 1 + i 2 + · · · + i 2j . Furthermore, we use the following notation: (e) 2j , we set
16)
For all R > 0, we have the following:
(i) For each s ∈ R and I ∈ I (e) 2j ,
(ii) Recall that a is defined by a = ( 
we conclude (i). By Lemma 6.3, we obtain that (7.22). Therefore, we obtain (7.18). Since
we get that
and √ 2e ̺ * < 1, then the RHS of (7.10) converges absolutely for every R > 0. In addition, the equation (7.10) is rigorous. 
Analysis of Q I with |I| = 4
In this subsection, we will examine the following terms:
In Appendix B, we will prove the following lemmas. 
where g is a constant independent of e, ν 0 and R. Moreover,
Analysis of Q I with |I| ≥ 6
We will examine the following two cases, separetely. Let I = {i 1 , . . . , i 2j } ∈ I
(e) 2j . (Case 1) There exists a unique number ℓ ∈ {1, 2, . . . , 2j − 1} such that i ℓ + i ℓ+1 = 3.
(Case 2) There exist at least two numbers m, n ∈ {1, 2, . . . , 2j − 1} such that i m−1 + i m = i n−1 + i n = 3.
Case 1
In Appendix B, we will prove the following lemma.
Lemma 8.3
Assume that I satisfies the condition in (Case 1). If R is sufficiently large, then we have
where C is a positive number independent of e, I, R and ν 0 .
Case 2
The purpose here is to prove Lemma 8.5 below. To this end, we begin with the following lemma. 
where c L = max{D(̺),
Proof. By the assumption in the condition (Case 2), there exist at least two numbers m, n ∈ {1, 2, . . . , 2j − 1} such that i m + i m+1 = i n + i n+1 = 3. Hence, I can be decomposed as I = A ∪ {i m , i m+1 } ∪ B ∪ {i n , i n+1 } ∪ C. Without loss of genelarity, we may assume that {i m , i m+1 } = {i n , i n+1 } = {1, 2}. Thus,
By the Schwartz inequality, we have
14)
First, we estimate Φ 1 . By the cyclic property of the trace, we have
where A = {a 1 , a 2 , . . . , a |A| }, we have, by Lemma 8.4,
Thus, by (8.16 ) and the cyclic property of the trace,
As for Φ 2 , we have
By an argument similar to the one in the proof of (8.19), one obtains that
By using the fact Q B (s) ≤ ( √ 2 ν ̺ * ) 2|B| and (8.21), we have
Combining (8.13), (8.19 ) and (8.22), we arrive at 
Here, we used the facts that ̺ 2 L 2 /3ν 2 < 1 and lim L→∞ c L = c ∞ . Thus we are done. ✷
A Useful formulas
In this appendix, we give a list of useful formulas. Let T s (x) = T(x)(s 2 + S 0 ) −1/2 . First, we give some formulas for Q i :
The following formulas are readily checked:
B Numerical computations B.1 Proof of Lemma 8.1
We will extend the methods in [12, 13] . By the fact λ 1 ,λ 2 =1,2 ( ε(k 1 , λ 1 )|ε(k 2 , λ 2 ) 3 ) 2 = 1 + (k 1 ·k 2 ) 2 withk = k/|k|, we immediately have
Thus, we obtain that
By scalings Rk 1 ❀ k 1 and Rk 2 ❀ k 2 , we have RHS of (B.3) Clearly X 2 + Y 2 = 1. Then we havê
and hence, by taking the symmetry between r 1 and r 2 variables into consideration, we obtain RHS of (B. 
where 
First, we compute the contribution from the term I re . By using the formula
(B.14)
the contribution can be expressed as
For reader's convenience, we will explain how to compute the integral (B.15). Let ϕ(x) be the inverse Fourier transformation of̺ 2 rad (r): ϕ(x) = (2π) −1/2 R e −irx̺2 rad (r)dr. Here, we extend̺ 2 rad to a function on R by̺ 2 rad (−r) :=̺ 2 rad (r) for r > 0. Note that ϕ(x) decays rapidly by (A. 3). By the convolution theorem in the Fourier analysis, we have
Hence, by the dominated convergence theorem, we obtain
Similarly, we obtain that
Summarizing the above results, we arrive at
where we used the following formula in [12] :
with A(t) = −4 + 12t 2 (1 + t 2 ) 3 and B(t) = 4(−3 + t 2 ) (1 + t 2 ) 3 . As for the contribution from I ir , we have, by an argument similar to that of the computation concerning with I re ,
To summarize, we finally obtain that lim We readily see that
In what follows, we evaluate
Because the argument here is almost pallarel to the proof of Lemma 8.1, we provide a sketch only. As before, we have
Remark the following formula:
which follows from (C.4). Inserting this into (B.26), we formally obtain that
To justify this rough argument, we carefully have to treat the oscillatory integral as we did in the poof of Lemma 8.1. Similarly, we see that lim
B.3 Proof of Lemma 8.3
In this case, there exist two numbers m, n ∈ N with m + n ≥ 3 such that
We will study the case where
only. By using the formulas in Appendix A, one obtains that
where ε j = ε(k j , λ j ) and I m+n,2,1 m+n−1 (a 0 ; . . . ; a m+n ) = I m+n,2,1, . . . , 1 Next, we will perform X j -and ϕ j -integrations for j = m, m + 1. For this purpose, we remark that where S(X m , X m+1 ) is defined by (B.9). Because Since ϕ(x) decays rapidly, we readily see that the integral in (B.39) is uniformly bounded provided that R is sufficiently large. ✷ C Basic properties of I n a ,n b ,n c (a; b; c)
Here, we will give a list of basic properties of I na,n b ,nc (a; b; c) defined by (B.2).
The following result is easily checked: 
