A new unbiased adaptive procedure is described that requires only half as many presentations in achieving the same precision as the well-known two-interval forced-choice (2IFC) 2-step procedure. The procedure is based on a yes-no task which avoids redundant presentation time. Furthermore, certain psychophysieal studies can only be realized with yes-no tasks. Every trial contains randomly presented signals or noises and the answer is either yes or no. The outcome (hit, miss, false alarm, correct rejection) is taken into account by adjusting the signal level in a staircase manner. The adjustment matrix is set up to induce a neutral response criterion. Its convergence point can be adjusted at will. The single-interval adjustment-matrix (SIAM) procedure is compared to yon B6k•sy and 2IFC transformed up-down methods using a Monte-Carlo simulation. The SIAM procedure proves to be the fastest of the unbiased procedures. A test on four subjects verified these results. Implications for optimum track length and the number of reversals to discard are discussed.
INTRODUCTION
In psychophysics it is a very common procedure to determine the perception threshold for a signal, that is, to evaluate the level where the signal is just perceived. As detection is not a deterministic but a probabilistic process, evaluation requires a lot of redundant trials at appropriate signal levels to give a good estimate of the threshold. The appropriate signal levels are not known at the beginning of the test and so adaptive procedures arc used to adjust the signal level. In such procedures the task is made more difficult when the subject performs well (as defined by the experimenter) and easier when the subject performs badly. The signal level will thus oscillate around its target value. This paper was inspired by the desire to construct an unbiased adaptive procedure based on yes-no tasks rather than on forced-choice tasks. These two different sorts of task lead to quite different possibilities and results. A series of forced-choice trials allows for estimation of the area under the receiver operating characteristic (ROC, cf. Green and Swcts, 1974) as a measure of sensitivity. On the other hand, a series of yes-no trials will give an estimate of the hit rate and the false alarm rate for a certain response criterion. For a neutral response criterion, the reduced hit rate (hit rate minus false alarm rate) is also a valid measure of the sensitivity (for a comparison of this measure to the area under the ROC see Sec. II A). Furthermore, both series will reveal an additional information. Yes-no tasks allow for differentiation of the subjects treatment of signal and noise, whereas the additional information of forced-choice tasks is spoiled by the symmetric design of these tasks: the difference in the treatment of the first versus the second interval is less interesting. Yes-no tasks will give different and perhaps more information than forced-choice tasks, and in addition will give comparable detectability information in less time (same trial number but less presentations). Given that the response criteflon is controlled, yes-no tasks are highly recommended for the construction of efficient adaptive procedures.
Efficiency is a major criterion in choosing the adaptive procedure: one wants to get the maximum precision for the experimentation time invested. The relative importance of precision versus time, as well as the definition of precision, may vary according to particular situations. For example, one investigator may be interested in a specific target point of the psychometflc function, whereas another may be interested in its spread. Staircase techniques have proven to be flexible enough to accomodate a variety of needs. In addition, they are easy to control and provide fast and stable data analysis. Section I discusses known adaptive staircase techniques. Section II introduces the single-interval adjustmentmatrix (SIAM) procedure. Section III compares wellknown adaptive procedures to the SIAM procedure using a Monte-Carlo simulation. Section IV presents an experimental test on human subjects to compare these procedures.
I. ADAPTIVE STAIRCASE TECHNIQUES
With staircase techniques, the signal level is not changed continously but in discrete steps. The restricted set of possible signals may have advantages in certain experimental situations. The control of such an experiment is made easier by the fact that one need not transfer a continous signal level to the sound producing apparatus but only a small integer number indicating the stair of the next trial. A series of trials forms a track. The trials leading to a change of direction in the variations in signal level are called reversals. In most applications, the track is continued until a certain pre- type of data analysis is very simple and has proven to be robust, efficient, and precise. The classical staircase technique is the "1 up 1 down" rule of yon B•k(•sy: In each trial the signal is presented, and with positive responses the signal level is reduced and with negative responses it is increased. A portion of a possible track is given in Fig. 1 . This procedure should converge to the 50% performance point of the psychometric function. But the subject will anticipate the trial, and this will allow him to use lower response criteria and will lead to significantly lower signal levels. As the response criterion of the subject is not under the control of the experimenter and may generally change markedly, it is capable of introducing noticeable errors. The method of yon B6k6sy is thus a fast but not objective adaptive procedure, because it strongly depends on the subject's response criterion.
A forced-choice task will overcome this problem, due to the fact that the subject does not know in which interval the signal will be presented. Two or three intervals are commonly presented on each trial. The two-interval forced-choice (2IFC) • task will lead to a chance performance of 50%, whereas the 3IFC task will lead to 33.3%. This creates problems for the simple up-down method of yon B6k6sy, as the latter will converge to the 50% performance point. For the 2IFC task a 75% performance point would be acceptable for most applications, as the performance in a 2IFC task varies between 50% and 100%. For 3IFC tasks, the halfway performance is 66.7%.
To use forced-choice tasks in adaptive procedures, several modifications to yon B6k6sy's rule were developed. Levitt (1971) could show that a large part of them belong to one class: the "transformed up-down methods." Among these, the 2-step ( 1 up 2 down) and the 3-step ( 1 up 3 down) rule are the best known and commonly used procedures. Following these rules the signal level will be increased with each incorrect response and decreased after two or three successive correct responses, respectively. Portions of possible tracks are given in Fig. 1 . These procedures lead to 70.7% or 79.4% performance points. In combination with the forced-choice tasks this leads to unbiased procedures that converge in the neighborhood of the halfway performance points of 67% or 75%. Another approach to adjust the target point of the adaptive procedure was introduced by Taylor and Creelman (1967; Taylor et al., 1983) . The parameter estimation by sequential testing (PEST) uses variable step sizes that within one track lead to decreasing steps as the threshold is approached. The target point of this procedure can be adjusted to any desired value. Different rules to adjust the signal level are given by maximum likelihood techniques (Hall, 1968) . These rules can be combined with 2IFC tasks as well as with 3IFC tasks. The 2IFC 2-step procedure has become a standard procedure in psychophysics. It is a criterion-free procedure, easy to control, and simple and precise for data analysis. On the other hand, it is costly in experimentation time as it needs three to four times more presentations than the simple up-down method of von Bi•-ki•sy.
Many studies have focused on comparison of the efficiency of adaptive staircase rules and possible improvements. Several approaches were used to determine the relative efficiency of the various adaptive methods: computer simulations (Emerson, 1984; Findlay, 1978; Hall, 1968 Hall, , 1974 Hall, , 1981 Pentland, 1980 Kaernbach, 1990) . Sections A and B will prepare the theoretical background for the construction of an unbiased adaptive procedure based on yes-no tasks. Section C will introduce the single-interval adjustment-matrix (SIAM) procedure and will discuss its construction.
A. Measuring the sensitivity
In signal detection theory it is assumed that the subject evaluates a likelihood ratio I = P(els)/P(eln) of the probabilities for the observed event e given the hypothesis s "signal was present" or given the hypothesis n "noise alone." In a yes-no task the subject fixes a criterion/3 and decides to answer yes ifl >/3. In a 2IFC task the subject will choose the interval with the largest likelihood ratio, i.e., he will answer "first interval" if I• > 12. This implies a symmetry in the ob- The outcome of a series of trials can be described by two values for both tasks. For a yes-no task this will be the probabilities P ( yes ln ) and P (yesls) to answer "yes" when presented "noise" or "signal." For a 2IFC task this will be the probabilities P(R11 (ns)) and P(R11 (sn)) to answer "first interval" (RI) when presented "noise first, then signal" ((ns)) or when presented "signal first, then noise" ((sn)). The ROC describes all the subject's possible behaviors toward a stimulus of a certain strength. But for many applications it would be sufficient to obtain a single number that describes the sensitivity for this stimulus. For this purpose the maximum distance of the ROC from the diagonal can be evaluated. At the ROC position with the maximum distance from the diagonal the slope of the ROC is 1 (or, for discrete models, it may jump from a value greater than I to a value less than 1 ). At this point/3 or c equals 1 (Green and Swets, 1974) . Section IIB will treat the possibilities to induce the peak position of the ROC. Then the distance from the diag-
onal P(yesls) --P(yesln) or P(RI[ (sn)) --P(R11 (ns)) is
a single-number measure of the subjects sensitivity. For yesno tasks the difference P(yesls) -P(yesln) of the hit rate P(yesls) and the false alarm rate P(yesln) is commonly 
B. Controlling the bias and the criterion
The measures of sensitivity discussed above require that the response bias and the response criterion be directed toward the ROC position with slope one to maximize the distance to the diagonal. For forced-choice tasks this is done simply by instruction. The subject is told not to prefer one interval over the other. Furthermore the subject knows that the preference of one interval will lower his performance: The threshold estimates will indicate a lower sensitivity. As the subject is motivated to show a high sensitivity, this too will direct the subject to adopt a neutral attitude (e = 1 ).
For yes-no tasks the criterion/? can be influenced with a so-called payoff matrix. The four possible outcomes of a yesno trial are rewarded or punished with small monetary amounts. If a miss is punished with a relatively high amount, the subject will lower his criterion fi, i.e., he will more easily answer yes. The average payoffof the subject depends linearly on his hit rate P(yes[s) (Ps) and his false alarm rate P (yesl n) (p,): All points (pn ,Ps ) that give a certain average payoff form a straight line with a certain slope. This is illustrated by the dotted line in Fig. 2 . The ROC point whose slope is equal to this slope will receive maximum average payoff (see, e.g., the touching point of the lowest ROC curve of Fig. 2 ). To induce a neutral response criterion the slope of the lines giving equal payoff should be equal to I. For a signal quota of 50%, this is the case if the average reward for the answer yes is equal to the average reward for the answer no.
In adaptive psychophysics the payoff matrix can be substituted by an adjustment matrix. As the subject is motivated to show a high sensitivity (a low threshold estimate), each increase of the signal level is equivalent to a punishment, and each lowering is a reward. As with payoff matrices, a feedback about the resulting changes will help the subjects to maintain the optimal criterion. Imagine, e.g., an adaptive procedure in which the outcome of each trial is taken into account by adjusting the signal level (adjustment matrix), and by simultaneously paying a proportional monetary amount (payoff matrix). For example, lowering the signal level for I dB could be attended by receiving $1, and increasing it for 1 dB could be attended by being eased of $1. The overall lowering of the level at the end of this track (i.e., the starting value minus the final value) would then correspond exactly to the overall payoff. It would hence be sufficient to regard only the final value. That is, if the subject is motivated to show a maximum sensitivity (e.g., by an increasing monetary reward for decreasing threshold estimates), the effect of the adjustment matrix is equivalent to the effect of a proportional payoff matrix. Fortunately, for psychophysical research, monetary rewards are not the only possibility to motivate the subjects to show high sensitivity measures. Imagine the dotted line of Fig. 2 to represent the line of an average adjustment of zero. The signal level corresponding to the lowest ROC curve would allow the subject to keep this level constant--at least in the average. Lower signal levels lead to an increase, whereas higher levels allow the subject to achieve a lowering in the average. If the subject ever fails to maintain a neutral response criterion, this will only increase the threshold estimates, never decrease as with the von B•k•sy method.
C. Task and rules
The single-interval adjustment-matrix (SIAM) procedure is based on a yes-no task. The latter consists of a single presentation of either a signal or a noise presented randomly. The subject is asked whether there was a signal or not. As in signal detection theory four events are possible: hit, miss, false alarm, or correct rejection. Each outcome is taken into account by decreasing or increasing the signal level according to the adjustment matrix. This matrix is set up so as to lead to the desired target performance.
The experimental situation is defined by the adjustment matrix and the probability of signal presentation (signal quota). The average adjustment of the signal level over a series of trials follows then from the subject's average behavior, expressed as false alarm rate p. and hit rate Ps. For the behavior at the target performance, the average adjustment should be zero. The points (p.,ps) that will give a zero adjustment form a straight line in the probability unit square, as the adjustment is a linear function of the response probabilities p. and ps. This equilibrium line (EQL) has to be parallel to the diagonal so as to induce a neutral response criterion (see previous section):
where t is the desired target performance. The latter can take any value between 0 and 1. It describes the maximal difference between hit rate and false alarm rate, the maximum reduced-hit rate (MRHR) The restriction to a signal quota of 50% is arbitrary. Other quotas lead to other matrices for the same target performance. One could think of increasing the signal quota in order to avoid the nonmoving event "correct rejection." But soon unreasonably high adjustments for false alarms would be prescribed to achieve the same target performance. False alarms will become rare events, but when they happen they will disrupt the perceptual context of the adaptive task. This approach would ignore the contextual nature of detection tasks, while leading to mathematically correct results. It seems reasonable to keep the matrix in a range where the biggest step is not more than four times the smallest step. A signal quota of 50% leads to a procedure that is convenient to use and easy to understand with matrix entries of not more than four for target performances in the range of 0.25-0.75 (see Table I ). A deviation from this quota is only appropriate at the beginning of a track where the region of interest should be reached more quickly: A signal quota of 75% is suitable before the first reversal.
III. MONTE-CARLO SIMULATION
The adaptive procedures presented in Sec. I represent a set of commonly used staircase techniques. To compare their efficiency to that of the method proposed here, a MonteCarlo simulation was carried out. The 2IFC 2-and 3-step procedures as well as the von B•k•sy method were compared to the SIAM procedure. For forced-choice tasks, the performance of the subjects can easily be described by a single number: the probability p to select the correct interval. The chance performance 0 is one over the number of intervals presented (0.5 for 2IFC). The performance in yes-no tasks is usually described by two numbers: the hit rate p, and the false alarm rate p•. For very low intensities, both are equal to 0, as the subject has no possibility of distinguishing between signal trials and control trials. For high intensities, where the subject will perform perfectly, p• will reach 1, whereas p, will decrease to 0. Table I ). give comparable results for the 2IFC procedures and the SIAM procedure. In reality however, the average time for a 2IFC trial is certainly longer than that for a yes-no trial. In the experimental situation described below, the ratio of the 2IFC time to the yes-no time was 1.52. In addition, this experiment was an efficiency test with intentionally short presentations, whereas presentations used in ordinary research often last several seconds, yielding a ratio even closer to 2. This justifies the comparison of the number of presentations instead of the number of trials and makes the advantage of the SIAM procedure evident.
The simulation was done on an IBM PC AT (12 MHz
)
C. Optimum track length and discard
The statistical error can be reduced for all adaptive methods by carrying out more tracks. More short tracks instead of a few long tracks might lead to comparable statistical errors. However, this procedure would not be particularly efficient. The initial phase of the track, inclusive of discarded reversals, is repeated more often than necessary. Moreover, the systematic error is increased markedly by this procedure, as it will not level out with increasing track number. It seems to be reasonable to keep the track length at at least ten reversals. If the statistical error is decreased by cartying out more tracks, an appropriate lengthening of the tracks should be considered to decrease the systematic error.
Extensive tests on human subjects show that the statistical error will not decrease as rapidly as predicted by the mathematical models, and that it will not approximate zero for increasing track lengths. This is presumedly due to the fact that the single trials may not be regarded as independent. Instead, Kollmeier et al. assumed that the threshold undergoes slow variations, staying nearly constant from trial to trial but changing from track to track. Therefore, they suggested using more shorter tracks instead It was halved after each of the first two reversals, so that the resulting step size was 1 dB. The 2-or 3-step rule for the 2IFC tasks was applied after the first reversal, whereas before, each correct response led to a decrease in signal level. The signal quota for the SIAM procedure was initially set to 75% and set to 50% after the first reversal. The matrix for t = 0.5 was applied (see Table I ).
Each trial started 250 ms after the preceding response. The stimuli were presented, separated for the 2IFC tasks with a 250-ms pause. The possibility to answer was given from the beginning of the last presentation. The subject had to give the answer by pressing one of two buttons (yes/no or first/second). The response time was not limited. A feedback for mistakes was given ( additional 400 ms), but not for correct responses. The average time for a trial was 2.1 s for the single-interval tasks and 3.2 s for the two-interval tasks.
B. Results and discussion
If the slope of a straight line, fit to the midpoints of every second run, exceeded 10 dB per track, this track was discarded. This procedure follows a suggestion of Hall (1983) .
Equally, if the first reversal of a track occurred below 22-dB signal SPL (that is 14 dB below noise level), it was discarded. The latter exclusion criterion became necessary as the starting phase of the tracks turned out to be too fast: at the threshold, four additional hits by chance led to a level 16 dB beneath the threshold. It would have been a better design to reduce the stepsize to 1 dB, slightly above the expected threshold, without waiting for a reversal. A total of 21 tracks out of 228 were discarded. Table II errors of Ry, result from the errors of Cy,, C 2 and C a. The resuIts of the SIAM procedure are compatible with 0.5, indicating that the subjects successfully maintained their neutral response criterion•ptimally operating at the peak of the ROC--and produced results compatible with the 2IFC resuits. However, the results of the yon Btktsy method lie systematically at too low a signal level and differ markedly from subject to subject. Hence, this method will not adjust comparable threshold levels for different subjects, and the sensitivity it claims to measure is not well defined. Figure 7 shows the statistical error of the threshold estimate as a function of the presentation number. The latter is twice the trial number for 2IFC tasks. The five points that form a curve correspond to breakoff conditions of 8, 10, 12, 14, and 16 reversals, respectively. Breakoff conditions for lower reversal numbers were not included. To obtain reliable data on the efficiency of tracks with such few reversal, more than 16 tracks should have been obtained for each procedure and subject. The upper two panels of Fig. 7 correspond to the two experienced subjects, whereas the lower two panels give the results for the two unexperienced subjects. There is an interesting difference between these two groups. The experienced subjects reflect the theoretically predicted superiority of the 3-step rule (Kollmeier et al., 1988) , whereas for the unexperienced subjects the 2-step rule works better. For both groups the SIAM procedure is slightly better than the most efficient 2IFC method, and much better than the less efficient 2IFC method. The SIAM procedure works markedly faster without much loss of precision. It can be judged as an efficient procedure for all four subjects, whereas the efficiency of the 2IFC procedures is smaller and depends distinctly in this study on the rule.
The yon Btktsy rule is fi)r all subjects a fast method with little standard error (cf. Hesse, 1986 ). However, this method is not objective, as the guessing behavior of the subjects will strongly influence the threshold estimates (see the discussion of the threshold estimates above; compare Kollmeier, 1988) . The observed small standard error seems to be the result of a learned behavior that will vary from person to person. Variations in the starting point as well as the step size could increase the variability of the estimates markedly. In addition, it should be doubted that this behavior can be kept constant over several years. Thus the estimate should also vary in time. It does not correspond to any well-defined detectability measure. The learning process for this rule can be seen from the peculiar results obtained from the unexperienced subjects. The standard error is much higher with these results, and increasing presentation number may even increase the error. This could indicate that the behavioral response pattern was learned only up to a certain trial number (e.g., 25 trials for subject ME). Afterward, the subjects had no fixed response pattern that could have enabled them to manage the arbitrary nature inherent in the yon Btktsy method.
The dotted lines in the panel of subject CK indicate the predictions of the Monte-Carlo simulation (Fig. 4) for SIAM and 2IFC. The coincidence is quite good for SIAM and 2IFC 2-step, whereas 3-step is surprisingly better than the simulation. In comparing the yes-no task performance to the 21FC performance at the same signal level (compare Fig. 3) , the data of all tracks of one subject were pooled into signal level bins of 3 dB. The results are given in Fig. 8 
