In this paper we study the impact of combining profile and network data in a de-duplication setting. We also assess the influence of a range of prior distributions on the linkage structure, including our proposal. Our proposed prior makes it straightforward to specify prior believes and naturally enforces the microclustering property. Furthermore, we explore stochastic gradient Hamiltonian Monte Carlo methods as a faster alternative to obtain samples for the network parameters. Our methodology is evaluated using the RLdata500 data, which is a popular dataset in the record linkage literature.
Introduction
In database management, record de-duplication aims to identify multiple records that correspond to the same individual. This process can be treated as a clustering problem, in which each latent entity is associated with one or more noisy database records.
From a model-based perspective, popular choices for clustering include finite mixture models and Dirichlet/Pitman-Yor process mixture models (Müller and Rodriguez, 2013 , Casella et al., 2014 , Miller and Harrison, 2016 . Although these alternatives have proven to be successful in all sorts of applications, they are quite not realistic for de-duplication problems.
Unlike models exhibiting infinitely exchangeable clustering features, models specifically conceived for entity resolution (ER) need to generate small clusters with a minor number of records, no matter how large the database is. Specifically, we require clusters whose sizes grow sublinearly with the total number of records in order to accurately identify the latent entity underlying each observed record (Miller et al., 2015 , Betancourt et al., 2016 .
On the other hand, findings in Sosa (2017) show that network data can substantially improve merging online social networks (OSNs). Hence, it make sense that network data can be also useful in other ER tasks such as de-duplication. This might be useful, for example, in identifying covert users in a social network, which might have multiple profiles linking to the same groups of individuals. Some approaches for de-duplication have been considered during the past few years. Domingos (2004) treat the problem of de-duplication within one file through an uni-partite graph, allowing information to propagate from one candidate match to another via the attributes they have in common. Sadinle and Fienberg (2013) and Sadinle (2014) look for duplicate records partitioning the data file into groups of coreferent records. They present an approach that targets this partition of the file as the parameter of interest, thereby ensuring transitive decisions. The work of Steorts et al. (2015b) also permit de-duplication while handling multiple files simultaneously.
Our goal in this Chapter is three-fold. First, we extend our model from Chapter ?? from OSNs matching to de-duplication tasks. Second, we examine a range of priors on the linkage structure (cluster assignments), including a new class of prior distributions based on allelic partitions (Ewens, 1972) , and then assess their influence on the posterior linkage. And third, we also explore stochastic gradient Hamiltonian Monte Carlo methods (Chen et al., 2014) as a faster way to obtain samples for the network parameters.
The remainder of this Chapter is organized as follows: Section 2 introduces a model for deduplication handling both attribute and relational data; there, we discuss in detail every aspect of the model including prior specification and computation. Section 3 examines in detail the concept of microclustering. Section 4 presents a number of prior distributions on the linkage structure, including our proposal. Section 5 compares the performance of the resulting procedures using the RLdata500 data, a popular dataset in the record linkage literature. Section 6 explores the robustness of the results to the prior specification and the structural features of the network information. Section 7 presents a faster way to draw samples for the network parameters based on stochastic gradient methods. Lastly, we discuss our findings and directions for future work in Section 8.
A de-duplication model incorporating relational data
We rely on the formulation provided in Sosa (2017, Ch. 3) for J = 1. Specifically, we have a single file with I records, each containing L fields in common, for which both profile data P = [p i, ] and network data Y = [y i,i ] are available in order to uncover multiple records corresponding to the same latent identity.
Model formulation
We model both sources of information independently given the linkage structure ξ = (ξ 1 , . . . , ξ I ), which defines a partition C ξ on {1, . . . , I}. Entries in ξ are labeled consecutively from 1 to N . Accordingly, we model the relational data through a latent distance model of the form
where each u n is embedded in a K-dimensional social space. Then, the attribute data are modeled according to the status of field-specific distortion indicators w i, through
where ϑ is an M -dimensional vector of multinomial probabilities. The rest of the model, but the prior specification on ξ, is given exactly as in Sosa (2017, Ch. 3) . Section 4 is devoted to discuss several prior formulations for ξ, including our proposal.
Hyperparameter elicitation
As far as the hyper parameter elicitation is concerned, the same instances hold, except for those related to the cluster assignments. Following the same line of thought given in Sosa (2017, Ch. 3), we let the network hyperparameters take the values ω = 100, a σ = 2 + 0.5 −2 , and b σ = (a σ −1) √ I √ I−2 π K/2 Γ(K/2+1) I 2/K . Also, arguing the same reasons for the profile hyperparameters that still hold for J = 1, we set α ,m = 1, a = a = 1, and b = b = 99.
Computation
Computation for this model can still be achieved via Markov chain Monte Carlo (MCMC) algorithms. The only difference now, besides that we are only handling a single file (i.e., J = 1), is that we need to account for those parameters in the prior distribution of ξ, say φ. Hence, the full set of parameters in this case is
Full conditional distributions are available in closed form for all the profile parameters. As far as the network parameters is concerned, random walk Metropolis-Hastings steps can be used. The Appendix provides details to sample those parameters in φ. As before, the main inference goal is to make inferences about ξ by drawing samples ξ (1) , . . . , ξ (S) from the posterior distribution p(Υ | data) and then getting a point estimate of the overall linkage structure (see Section ?? for details).
Microclustering
Finite mixture models and Dirichlet/Pitman-Yor process mixture models are widely used in many clustering applications (Miller and Harrison, 2016) . These models generate cluster sizes that grow linearly with the number of records I, i.e., for all n, 1
when I → ∞. Such a property is unappealing to address de-duplication problems because we need to generate a large number clusters with a negligible number of records (mostly singletons and pairs).
In order to formulate more realistic models for de-duplication, Miller et al. (2015) introduce the concept of microclustering, in which the model is required to produce clusters whose sizes grow sublinearly with I. Formally, a model exhibits the microclustering property if M I p − → 0 as I → ∞, where M = max {|C n | : C n ∈ C ξ } is the size of the largest cluster in C ξ . No mixture model can exhibit the microclustering property, unless its parameters are allowed to vary with I (Betancourt et al., 2016) . Miller et al. (2015) show that in order to obtain nontrivial models exhibiting the microclustering property, we must sacrifice either finite exchangeability or projectivity. We follow Betancourt et al. (2016) in that regard and enforce the former since sacrificing projectivity is less restrictive in the context of ER. As a consequence, inference on ξ will not depend on the order of the data, but the implied joint distribution over a subset of records will not be the same as the joint distribution obtained by modeling the subset directly. Previous work of Wallach et al. (2010) sacrifices exchangeability instead.
Prior specification on the linkage structure
In this Section we first discuss microclustering priors studied in the literature, and then, we introduce our proposal, which is based on allelic partitions.
Kolchin partition priors
The Kolchin partition priors (KPPs) are originally introduced in Betancourt et al. (2016) as a way to enforce the microclustering property. This approach consists in placing a prior on the number of clusters, N ∼ κ, and then, given N , the cluster sizes S 1 , . . . , S N are modeled directly S 1 , . . . , S N | N iid ∼ µ. Here κ and µ are probability distributions over N = {1, 2, . . .}. In this way, given I = N n=1 S n , it is straightforward to generate a set of cluster assignments ξ = (ξ 1 , . . . , ξ I ), which in turn induces a random partition C ξ = {C 1 , . . . , C N }, by drawing a vector uniformly at random from the set of permutations of 1, . . . , 1 S1 times , 2, . . . , 2 S2 times , . . . , N, . . . , N S N times . Hence, conditioning on I (the total number of records is usually observed), it can be shown that the probability of any given partition is
where | · | denotes the cardinality of a set.
We discuss in more detail two particular choices of κ and µ that have proven to exhibit the microclustering property, and adopt them as a baseline in Section 5. We remit the reader to Miller et al. (2015) and Betancourt et al. (2016) for details about computation and prior elicitation.
Negative Binomial-Negative Binomial Prior (NBNBP) It is assumed that both κ and µ are negative binomial distributions (truncated to N) with parameters a and q and η and θ, respectively. Here, a > 0 and q ∈ (0, 1) are fixed hyperparameters, while η > 0 and θ ∈ (0, 1) are distributed as η ∼ Gam(a η , b η ) and θ ∼ Beta(a θ , b θ ) for fixed hyper-parameters a η , b η , a θ , b θ . When evaluating the performance of this prior, we follow the authors and set a and q in a way that
It is still assumed that κ is a negative binomial distribution (truncated to N) with parameters a and q, but this time µ ∼ DP(α, µ 0 ). Here, a and q are once again fixed hyperparameters, α is a fixed concentration parameter and µ 0 is a fixed base measure with ∞ m=1 µ 0 (m) = 1 and µ 0 (m) ≥ 0, for all m. The parameters a and q are set as before, while α = 1 and µ 0 is set to be a geometric distribution over N with parameter 0.5.
Allelic partition priors
Here we introduce a new class of prior distributions on the cluster assignments ξ based on allelic partitions. Let C ξ = {C 1 , . . . , C N } be the partition implicitly represented by ξ and let r = (r 1 , . . . , r I ) be the allelic partition induced by C ξ , where r i denotes the number of clusters of size i in C ξ . For clarity consider the following toy example. There are five partitions of the set
; but there are only three allelic partitions, namely, (3, 0, 0), (1, 1, 0), (0, 0, 1). This example makes evident that in general each partition C ξ corresponds uniquely to an allelic partition r, but the converse is not true, instead, allelic partitions define equivalent classes on the space of partitions. From the definition of allelic partition, it follows directly that
A popular example that can be framed in the context of allelic partitions is the so called Ewens-Pitman Prior (EPP, McCullagh and Yang, 2006) . Intrinsically related to the Dirichlet process, the probability mass function for the EPP is given by
where θ is an unknown positive parameter. A prior distribution on θ such as θ ∼ Gam(a θ , b θ ) can be considered to complete the formulation. Even though the EPP is convenient for practical reasons, it does not satisfy the microclustering property. That is why we develop a new approach that allow us to enforce the microclustering property and is also easy to implement.
Assuming that partitions corresponding to the same allelic partition occur with the same probability, we can generate a random partition by first drawing an allelic partition and then selecting uniformly among partitions for which that specific allelic partition holds. This simple reasoning allow us to write
which fully determines an exchangeable partition probability function (Crane et al., 2016, Section 3.3) . Now, it can be shown that the conditional distribution of a partition drawn uniformly among all whose cluster sizes form the allelic partition r is
This means that we just need to place a distribution on r in order to complete the prior specification. The choice of such distribution is critical in order to obtain an appealing prior distribution for ξ for de-duplication. Let M = max {i ∈ [I] : r k > 0, for all k > i} be the size of the largest cluster in C ξ . Our strategy consists in fixing M to a small value and then placing a distribution on (r 1 , . . . , r M , 0, . . . , 0) that reflects our prior believes. This approach guarantees that the microclustering property holds, because the value of M is being handled directly. Also, the number of singletons and the number of latent individuals are easy to calibrate, which is very appealing in a de-duplication setting since prior information is typically available in this scale.
To specify p(r | M ), we factorize the distribution as
and let
where Q M = I/M , Q k = (I − M i=k+1 i r i )/k for k = 2, . . . , M − 1, and Q 1 = I − M i=2 i r i . As usual, we may let θ k ∼ Beta(a k , b k ) in order to obtain more versatility in the specification. We refer to this prior formulation as allelic binomial prior (ABP). For instance, consider the case M = 2. Here, the corresponding allelic partition becomes r = (I − 2r 2 , r 2 , 0, 0, . . . , 0), which allow us to formulate a hierarchical prior for ξ only in terms of r 2 . As suggested above, we first model r 2 with a beta-binomial distribution and then, given r 2 , we allow every element of C ξ|r2 to be equally likely a priori. Thus, we have that
where Q 2 = I/2 . The prior formulation is completed by specifying the hyperparameters a k and b k , for k = 2, . . . , M . This prior can me specified in terms of the expected number of unique individuals in the sample and the fraction of those with different levels of duplication. For example, in the case M = 2, given a prior probability of expecting a singleton π (no less than 0.8 in most de-duplication settings) along with a corresponding coefficient of variation γ (e.g., γ = 0.5 for vague levels of precision), we just need to let a 2 = ρ−γ 2 (1+ρ)γ 2 and b 2 = a 2 ρ, where ρ = (1 − π)/π. A number of prior distributions for ξ can be written in terms of (4). For instance, the uniform prior (UP) that only handles singletons and pairs is a typical example.
Evaluation
We investigate the impact of including relational data in the de-duplication process as well as the performance of our ABP compared to existing priors. To this end, we consider the RLdata500 dataset from the R RecordLinkage package (Borg and Sariyar, 2016) , which has been considered by many authors to test their methodologies, including Christen and Pudjijono (2009) , Christen and Vatsalan (2013) , Steorts et al. (2014) , and Steorts et al. (2015a) . This is a syntectic dataset with I = 500 records, 50 of which are duplicates. Each record has associated with it seven fields, namely, name's first component, name's second component, last name's first component, last name's second component, year of birth, month of birth, and day of birth. We only consider the last three fields (categorical fields) for our illustrative purposes. The ground truth (true cluster assignments) is also available.
We augment this dataset by generating social ties between records following the latent distance model (1), where u n,k | σ 2 iid ∼ N(0, σ 2 ) and ξ corresponds to the true linkage structure in the dataset. We consider two scenarios (see Table 1 ), which allows us to study how structural features influence the de-duplication process. We fit our de-duplication model using just profile data as well as using both profile and network data with K = 2. We also implement each prior specification given in Section 4. In particular, we calibrate our proposal, the ABP, in such a way that 80% and 50% of clusters are a priori singleton clusters with a 0.5 coefficient of variation for M = 2 (ABP1 and ABP2, respectively); the EPP is calibrated in a similar fashion. We also calibrate the ABP around 80% of singleton clusters with a 0.5 coefficient of variation for M = 3 (ABP3). Histograms of the number of singleton clusters for some of these prior distributions are shown in Figure 1 . Notice how the UP is extremely concentrated to the left, which in fact will have an impact on the posterior linkage.
We run the Gibbs sampler described in Appendix 8 based on 100,000 samples obtained after a burn-in period of 500,000 iterations. In addition, the clustering methodology proposed by Lau and Green (2007) was used to obtain a point estimate of the posterior linkage structure.
We report the results of our experiments in table 2. When the model is fitted using only profile data, the recall of the procedure is relatively. There seems to be no difference between our prior and the KPPs in this setting. On the other hand, notice that the EPP's behavior is particularly poor; this fact suggests that satisfying the microclustering property is crucial, specially when only profile information is available and the number of fields is small. Even though the UP's recall seems higher, its precision is substantially low. In general, the population size is being overestimated; this is not the case for the UP because it has such a strong pull towards a small number of singletons as shown in Figure 1 .
As expected, including network data substantially improves the accuracy of the posterior linkage as well as the estimate of the population size; specially in cases like these, where profile data is not abundant. In general, every prior seems to favor a fair estimate of the population size, except the UP. On the other hand, looking at the F 1 score, the models based on our prior clearly outperform the rest. Interestingly, there is not much difference in performance between ABP1 and ABP2. Not surprisingly, those priors that do not satisfy the microclustering property perform worse than those that do. Notice also that the ABP produces similar results for both M = 2 and M = 3. Lastly, it seems to be the case that accuracy values tend to decrease a little when the network data is less dense. This feature is more evident for the EPP.
Sensitivity analysis
In Section 2 we fitted our de-duplication model making specific choices for several quantities. Specifically, we chose ψ iid ∼ Beta(a , b ), with a = a = 1 and b = b = 99. Here we consider the effect of varying the values of a and b on the posterior linkage and the estimate of the population size. To this end, we fit our model again using both profile and network data along with the ABP2 as a prior distribution for the linkage structure.
We explore several cases to assess the robustness of our model to the choice of a and b. First, we fix the prior mean of each distortion probability at a/(a+b) = 0.002 (instead of 0.01) and vary a and b proportionally, which decreases the variance of the prior distribution. Then, we consider the effect of varying the prior mean a/(a + b) while holding a + b fixed at either a + b = 100 or a + b = 10. Results are shown in Table 3 .
We see that these results are fairly consistent to those presented in the second panel of Table  2 , although there is a non-negligible improvement when a = 0.1 and b = 49.9; such a setting makes both recall and precision almost perfect as well as the estimate of the population size. On the other hand, precision tends to decrease when the prior variance of the distortion probabilities Table 2 : Performance assessment and summary statistics for each prior distribution using just profile data and also using both profile and network data. Only categorical fields are considered.
increases, e.g., a = 10 and b = 90, and also a = 1 and b = 9; prior specifications of this kind also lead to an underestimate of the population size. These findings suggest that our approach is quite robust to the prior specification of the distortion probabilities.
An alternative way to draw samples for the network parameters
Suppose we want to generate samples from the posterior distribution of θ given a set of independent observations x ∈ D, p(θ | D) ∝ exp{−U (θ)}, where the potential energy function U is given by on a minibatchD sampled uniformly at random from D:
where | · | denotes the cardinality of a set. Clearly, we want minibatches to be small in order to obtain a significant reduction in the computational cost of ∇U (θ). Details about the SGHMC are provided in Appendix 8. We want to compare a random-walk (RW) and a SGHMC in terms of accuracy and computational cost using the data provided in Section 5. Once again we fit our de-duplication model using both profile and network data, and the ABP2 as a prior distribution for the linkage structure. To do so, we follow the algorithm outlined in the Appendix using both a RW and a SGHMC to sample from the conditional distribution of β and each u n . The RW adaptively finds the value of the tunning parameter in order to automatically find a good proposal distribution. Regarding the SGHMC, we set the mass matrix M to the identity matrix; after some experimentation, we decided to make the scaling factor = 0.001 and the number of leapfrogs steps L = 5. Such values provide reasonable acceptance rates in this case. Lastly, minibatches are chosen by sampling uniformly at random 20% of the corresponding data points. We run both algorithms based on 100,000 samples obtained after a burn-in period of 500,000 iterations. Table 4 shows the corresponding results. We see that the SGHMC provides sensible levels of accuracy in comparison with the RW. In particular, both approaches yield to extremely good recall values. Even though we loose some precision with the SGHMC, we reduce the computation time around 43%. These results are comparable with those in Table 2 , where fitting the model using other prior distributions such as the EPP and the KPPs produces similar levels of accuracy. Table 4 : Performance assessment and summary statistics for the ABP2 using both profile and network data (Scenario 1). Time is given in seconds per 100 iterations using a standard laptop with 16GB of RAM and a 2.60GHz Intel Core i7 processor.
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Discussion
We have proposed a novel approach for de-duplication that easily reconciles both profile and network data. We have also developed a new prior specification on the cluster assignments, the ABP, which is easy to implement, naturally satisfies the microclustering property, and also makes it straightforward to incorporate prior believes about the linkage structure. Our experiments show that our formulation is quite robust to prior specification and outperforms its competitors by substantially improving the accuracy of the posterior linkage, and as a consequence, the estimate of the population size as well. We have also considered stochastic gradient Hamiltonian Monte Carlo methods in order to speed up the de-duplication process maintaining reasonable levels of accuracy. Our work opens several doors for future research. We could either add an extra hierarchy to model the size of the larger cluster M in a way that microclustering is preserved or consider a different joint distribution for the corresponding allelic partition r. Lastly, it also may be worth considering other fast approximation techniques in the flavor of variational approximations (Saul et al., 1996 , Jordan et al., 1998 , Beal, 2003 , Broderick and Steorts, 2014 . This would allow us to consider bigger datasets with even millions of records.
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Computation for ER Model
Markov chain Monte Carlo
Consider the MCMC algorithm presented in Appendix ??. No further steps are required when the UP is considered as the prior distribution for ξ. However, if the ABP2 is used, note that p(ξ | rest) ∝ (I − 2r 2 )! 2 r2 r 2 ! Q2 r2 θ r2 2 (1 − θ 2 ) Q2−r2 in step 1, and to complete the sampler, we need to add the following step to the algorithm: 9. Sample θ (s+1) 2 from p(θ 2 | rest) = Beta (θ 2 | a 2 + r 2 , b 2 + Q 2 − r 2 ).
On the other hand, if the EPP is used, note that p(ξ | rest) ∝ θ N N n=1 Γ(S n ) in step 1, and to complete the sampler, we need to introduce an auxiliary variable η such that: p(θ, η | rest) ∝ p(θ) θ N −1 (θ + I) × η θ (1 − η) I−1 . By doing so, we need to add the following step to the algorithm: 9. Sample θ (s+1) from the two-component gamma mixture:
10. Sample η (s+1) from p(η | rest) = Beta(η | θ + 1, I).
Stochastic gradient Hamiltonian Monte Carlo
The following are the steps required to draw samples from p(θ | D) using a SGHMC algorithm:
(a) DrawD uniformly at random from D.
(b) Re-sample the momentum r (s) from N(0, M).
(c) Set (θ 0 , r 0 ) = (θ (s) , r (s) ).
(d) Simulate Hamiltonian dynamics: i. r 0 ← r 0 − 2 ∇Ũ (θ 0 ).
ii. For i = 1, . . . , L do: θ i ← θ i−1 + M −1 r i−1 and r i ← r i−1 − ∇Ũ (θ i ).
iii. r L ← r L − 2 ∇Ũ (θ L ). 
