Integral representations for three distributions of internal electric fields near isolated defects in ionic crystals are given. These three distributions are the Gaussian distribution for electric fi elds asso· ciated with phonons, and two Holtsmark type distributions for electric fields associated with charged impurities when the lahn-Teller effect is small and when it is large. Numerical values for the distribu· tions and for the averages of squared·dipole matrix elements over them are tabulated in the conclusion.
Introduction
ical values for the distributions and the averages of squared-dipole matrix elements. The author and A. M. Stoneham [1] 1 examined recently the effects of internal electric fields produced by lattice vibrations and charged impurities on the lifetimes of low-lying relaxed states of isolated defects. We computed in [1] by statistical methods the distri· ~ butions of internal electric fields produced by phonons and charged impurities. These distributions are the Gaussian distribution for the phonons, a Holtsmark distribution for charged impurities when the lahn· I Teller effect is small, and a distribution related to the Holtsmark distribution when the lahn·Teller effect is large. We then averaged the square of dipole·radia· tion matrix elements over these three distributions of 1 ~ internal electric fields. We did not present in [1] the numerical methods by which we evaluated the distri· butions of fields and the averages of squared·dipole matrix elements over the distributions to avoid dis· tracting the reader from the major physical concepts. Some researchers have expressed an interest in the derivations of the expansions appearing in the appendix to [1] and in the numerical methods used to evaluate > the averaged matrix elements. The author now takes ? this opportunity to present the derivations and numer· I ical methods used in [1] . Such mathematical procedures have applications to future studies on the temperature dependence of internal electric fields near defects.
Section 2 contains integral representations for the ? distributions of internal electric fields and series expansions of the distributions which are valid for large and small values of the fields. Evaluations of the square of dipole-radiation matrix elements averaged over these distributions appear in section 3. Finally, section 4 l contains tables which give some representative numer-I Figures in brackets indicate the literature references at the end of thi s paper.
Distributions of Fields
The authors of [1] describe three classes of internal electric fields. The first class arises from the lattice vibrations. The second and third classes arise from the static fields associated with a random distribution of charged impurities in the host lattice. Some exam· pIes of such charged impurities are substitutional aliovalent ions, vacancies, and interstitials.
Lattice Vibrations
Bennett and Stoneham [1] compute the probability that the internal electric field associated with optical phonons has a value between E and E + dE. They find that the probability for a harmonic lattice is pro· portional to the Gaussian distribution
where y= (2£2)-1/2 E is dimensionless and where G(y) is normalized to unity, f 0'" G(y) dy = 1. The quantity E2 is the square of a characteristic electric field for the lattice. The Gaussian function G(y) also has the following integral representations;
The representation (3) is useful for evaluating averages of squared-dipole radiation matrix elements_ Because eq (1) is in a convenient form, it is not necessary to derive expansions which are valid for large ' Y and for small 'Y. This is not the case for the remaining two distributions, however.
Static Fields
A charged impurity can perturb lattice defects such as F centers by a number of different mechanisms.
One such mechanism is the electric field produced by the impurity. The authors of [1] also compute the distribution in the magnitude of the electric field IE I and the distribution in the projection of E onto a specific direction.
When the lahn-Teller effect is small, they find that the distribution in the magnitude of I E I = E is proportional to the Holtsmark function H (f3), 2 J"
where f3 = a-2 / 3 E is dimensionless, and where H(f3) is normalized to unity, fo" H (f3) df3 = 1. The quantity a 2 / 3 is a characteristic electric field associated with the charged impurities imbedded in a dielectric host. Representation (4) is the convenient one from which to generate an expansion valid for large f3. The representation,
also the useful one from which to evaluate averages of squared-dipole radiation matrix elements. When f3 has intermediate values near unity, the author finds that it is necessary to evaluate numerically the integrals in eqs (4) to (7)_ It is convenient for him to integrate by Gaussian quadratures with Legendre polynomials. The Legendre polynomials require a finite interval of integration. The semi-infinite interval o :<.;;; x ::; 00 is approximated by the interval 10-5 f3:<.;;; x ::; 6.34 f3 when eqs (2), (4), and (6) are evaluated numerically in the present work. Expansions valid for f3 = 1 coverage slowly and are not competitive with the above numerical integration procedures when computation time is important. Likewise, asymptotic expansions which converge rapidly when f3 is very large or very small are more efficient than the above numerical integration procedures for such extreme values of f3. The next two subsections contain summaries of the derivation for such series expansions.
2_3. Expansions for Large fJ
In this subsection, expansions for the distributions H (f3) and H' (f3) which are valid for f3> > 1 are derived. The representation (4) for H (f3) and the representation (6) for H' (f3) are convenient ones from which to begin. When a = f3 -3 / 2 , the distributions become
and
where t 1 is the convenient representation from which to generate an expansion valid for small f3 and from which to evaluate averages of the dipole-radiation matrix element.
When the lahn-Teller effect is large, the distribution in magnitude of the projection ofE onto a specific and direction is proportional to a distribution H' (f3) related to the Holtsmark distribution; namely,
where H' (f3) has the normalization, 2 i" H' (f3) df3 = l.
Both functions Hand H' are called Holtsmark functions. The function H' is intermediate between a
Lorentzian and a Gaussian distribution. Representation (6) is convenient for developing an expansion valid for large f3 and the following representation,
readily leads to an expansion valid for small f3-It is Because the quantity a approaches zero in the limit as f3 approaches infinity, Taylor series expansions about a = 0 become useful representations for the functions I (a) and J (a).
Using the following limits 
we write eqs (10) and (11) in the forms (12) . 
:
Expanding j(p;a) in a Taylor's series about a= 0 and noting the Laplace transform
. where r (s + I) is the gamma function,
and where s + 1> 0, we have 
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.,
and 
Applying the operations which are indicated in eqs (13) and (14) to the representation (22) for j(p;a) gives us sin (1T(n-l)) r( 2n +~) Hence, the expansions for small f3 are (25) .J;
(28)
The first two terms of eqs (18) and (26) for the dis· tribution H(f3) appear also in [3] . To the author's knowledge, the expansions given above for the dis· tribution H' ({3) have not been reported previously.
Averages of Squared-Dipole Matrix Elements
Averaging the square of the dipole·radiation matrix elements over the distributions G(y), H(f3), and H ' (f3) provides us with estimates of the effects which electric fields have on the lifetimes of relaxed F -center states. Discussions of these effects appear in [1] . It has been shown therein that the averages of the squares of the dipole radiation matrix elements over the distributions G, H, and H' are proportional to the following dimensionless expressions:
The ordering of the energy levels of the F center determines whether the plus or minus sign is used. The details are discussed in [1] .
The integrals appearing in eqs (29) to (31) are evalu· ated by two methods. Both methods employ numerical integration by Gaussian quadratures [2] . The first method is more straightforward than the second method; but it requires in some cases more time for computation than the second method requires. In   the first method, the distributions G (a), H (a), and I   H' (a) are com puted explicitly. Values of G (a) for the region 0 ~ a ~ 00 are given directly by eq (1). ~ Values of H (a) and H' (a) are given by the following prescription. They are obtained when 1 :::; a :::; 6 "-by applications of Gaussian quadratures to the respective representations (4) and (6). The respective ex-' pansions (18) and (20) for H (a) and H' (a) (29) to (31). Finally, the inte-.. grals are evaluated by Gaussian quadratures.
The second method does not involve explicit evaluations of the distributions. Instead, the representations i (3), (5), and (7) are inserted respectively into eqs (29) to (31), namely,
The modified Bessel functions are evaluated according to their polynomial approximations given in section 9.8 of [2] . The final step of the second method consists of the numerical integration of eqs (37) to (39) by Gaussian quadratures.
Eash of these two methods has its advantages. The decision as to which method is most suitable depends upon the values of y and f3 and upon the other types of . calculations included in the computer program.
Conclusions
We conclude this paper by presenting some numerical results. The author thanks A. M. Stoneham and L. V. Spencer for helpful discussions. He wishes to thank the personnel of the Aspen Center for Physics, where portions of the manuscript were written, for their kind hospitality.
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