Abstract. We like to build Abelian groups (or R-modules) which on the one hand are quite free, say ℵ ω+1 -free, and on the other hand, are complicated in suitable sense. We choose as our test problem having no non-trivial homomorphism to Z (known classically for ℵ 1 -free, recently for ℵn-free). We succeed to prove the existence of even ℵω 1 ·n-free ones. We also know other constructions of complicated Abelian groups and modules which are quite free but this is delayed.
Anotated Content §0 Introduction, (labels y,z), pg.3 §(0A) Abelian group and modules, 3 §(0B) Notation, 4 §1 Black Boxes, (labels a), pg.6
[We prove the existence of n-dimensional black boxes as in [Sh:883] , which are, e.g. ℵ ω·n -free and even ℵ ω1,n . It is self contained except some quotation of pcf.] §2 Building Abelian groups, (label d), pg.18
[So we prove the existence of ℵ ω1·n -free Abelian group G with no non-trivial homomorphism into Z, (labels d -).] §3 Forcing, (labels f,g), pg.29
[We prove the consistency of every ℵ ω1·ω -free Abelian group G, Hom(G, Z) = 0. Moreover G is a Whitehead group.] § 0. Introduction § 0(A). Abelian group and modules.
We like to determine the supremum of the λ for which we can prove TDC λ , so, dually, the minimal λ such that consistently we have NTDC λ which means the failure of TDC λ , the trivial dual conjecture for λ, where:
(TDC λ ) there is a λ-free Abelian group G such that Hom(G, Z) = 0.
This seems the weakest algebraic statement of this kind; it is consistent that the number is ∞, as if V = L then TDC λ holds for every λ (see, e.g. [GT12] ). On the one hand we can by Magidor-Shelah [MgSh:204] , for λ = min{λ: i.e. λ a fix point, that is λ = ℵ λ } consistently we cannot, that is, NTDC λ is consistent, as more is proved there: consistently λ-free ⇒ free. On the other hand, since long ago we know this for λ = ℵ 1 and recently by [Sh:883], we know that for λ = ℵ n there are examples using n-BB (n-dimensional black boxes) introduced there (for every n). Subsequently those were used for more complicated algebraic relatives in Göbel-Shelah [GbSh:920], Göbel-Shelah-Strüngman [GbShSm:981] and Göbel-Herden-Shelah [GbHeSh:970] . In [Sh:898] we have several close approximations to proving in ZFC the existence for ℵ ω , that is TDC ℵω using 1-black boxes.
Here we finally fully prove that TDC ℵω holds and much more; λ = ℵ ω1·ω is the first cardinal for which TDC λ cannot be proved in ZFC. The existence proof for λ ′ < λ is a major result here, relying on existence proof of quite free n-black boxes, ( §1) which use results on pcf (see [Sh:1008] ). For complementary consistency results we start with the universe forced in [MgSh:204] and then we force with a c.c.c. forcing notion making MA + 2 ℵ0 large but has to work to show the desired result.
Of course, we can get better results (µ + -free) when µ ∈ C θ is so called 1-solvable or 2 µ = 2 <Υ < 2 Υ and Υ < 2 µ . Note a point which complicates our work relative to previous ones: the amount of freeness (i.e. the κ such that we demand κ-free) and the cardinality of the structure are markedly different. In [Sh:898] this point is manifested when we construct say G of cardinality λ which is µ + -free where µ ∈ C ℵ0 or µ ∈ C ℵ1 and λ = 2 µ or min{λ : 2 λ > 2 µ }. An interesting point here is that for many non-structure problems we naturally end up with two incomparable proofs. One is when we have a µ + -free F ⊆ ∂ µ of cardinality λ, λ as above. In this case the amount of freeness is large. In the other, we use the black box from Theorem 1.19. But we may like to use more sophisticated black boxes, say start with λ ℓ , µ ℓ (ℓ ≤ k) black box x as in Theorem 1.19 and combine it with [Sh:775] . The quotients G/G δ+1 , δ are close to being λ + k -free, replace free by direct sums of small subgroups.
Recall from [Sh:309, §3]: using BB for models of cardinality κ 1 , κ 2 if κ 2 = κ κ1 2 then we can construct ones of cardinality κ 2 such that we get little interaction. This will hopefully help in (B) Let R be a ring whose additive group R + is cotorsion-free, i.e. R + is reduced and has no subgroups isomorphic to Z/pZ or to the p-adic integers. For λ = λ ℵ0 > |R| there is an abelian group G of cardinality λ whose endomorphism ring is isomorphic to R and as an R-module it is ℵ 1 -free.
We can relax the demands on R + and may require that G extends a suitable group G 0 such that R is realized by End(G) modulo a suitable ideal of "small" endomorphisms.
(C) Let R be a ring whose additive group is the completion of a direct sum of copies of the p-adic integers. If λ ℵ0 ≥ |R| then there exists a separable Abelian p-group G with so called basic subgroup of cardinality λ and R = End(G)/End s (G). As usually we get End(G) = End s (G) ⊕ R.
On previous history of those algebraic problems see [EM02] , [GT12] . Quite many works using black boxes follows, starting with Corner-Göbel [CG85] , see again [EM02] , [GT12] . On Black boxes in set theory with weak versions of choice see On further applications of those black boxes continuing the present work, mainly representation of a ring R and the endomorphism ring of a quite free Abelian group, see [Sh:1045] .
Discussion 0.1. 1) Note that usually, the known constructions were either for λ-free R-module of cardinality λ using a non-reflecting S ⊆ S λ ℵ0 with diamond or ℵ 1 -free of some cardinality λ (mainly λ = (µ ℵ0 ) + but also in some other cases) many times using a black box (see [Sh:309] ) or "the elevator" (see [GT12] ). In the former we use induction on α < λ and in each α has "one task".
Using black boxes in the nicer version have for each δ ∈ S a perfect set of pairwise isomorphic tasks.
The n-dimensional black boxes actually constructed and used were products of black boxes from [Sh:309], each black box separately is only ℵ 1 -free but the product of k gives ℵ k -freeness. Here things are more complicated. 2) Here cardinality and freeness differ. 3) Note that freeness in [Sh:898] and here are not the same; in [Sh:1006, 4.3=r10] a notation for having both is suggested. § 0(B). Notation.
Definition 0.2. 1) For a set S of ordinals with no last member let J bd S be the ideal consisting of the bounded subsets of S. 2) If J ℓ is an ideal on S ℓ for ℓ = 1, 2 then J 1 × J 2 is the ideal of S 1 × S 2 consisting of the S ⊆ S 1 × S 2 such that {s 1 ∈ δ 1 : {s 2 ∈ S 2 : (s 1 , s 2 ) ∈ S} / ∈ J 2 } belongs to J 1 .
3) If δ 1 , δ 2 are limit ordinals, J ℓ is an ideal on δ ℓ and δ 1 · δ 2 = δ 3 then J 1 * J 2 is the following ideal on δ 3 : it consisting of {{δ 1 · i + j : i < δ 2 , j < δ 1 and (i, j) ∈ A} : A ∈ J 1 × J 2 }. 4) If δ 1 , δ 2 are limit ordinals, J ℓ is an ideal on δ ℓ for ℓ = 1, 2 and δ 1 · δ 2 = δ 3 then J 1 ⊙ J 2 is the following ideal on δ 3 : it consists of {{δ 1 · i + j : i < δ 2 , j < δ 1 and (j, i) ∈ A} : A ∈ J 2 × J 1 }.
2) We say F ⊆ S X is [θ, J]-free when each η ∈ F is one to one and J is an ideal on S and for every F ′ ⊆ F of cardinality < θ there is a list η α : α < α * of F ′ such that: if α < α * then the set w α := {s ∈ S : η α (s) ∈ {η β (s) : β < α}} belongs to J.
3) Let θ-free or (θ)-free mean (θ, J)-free when S ⊆ Ord, J = J bd S . 4) We say µ is 1-solvable when µ is singular strong limit and there is a µ + -free family F ⊆ cf(µ) µ of cardinality 2 µ . 5) We say µ is (θ, 1)-solvable when above we weaken "µ + -free" to "θ-free". 6) We say F ⊆ S X is weakly ordinary when each η ∈ F is a one-to-one function. We say F ⊆ γ Ord is ordinary when each η ∈ F is an increasing function.
2)? If η = ν ∈ F ⇒ θ > sup{i : η(i) ∈ Rang(ν)} and every η ∈ F is one-to-one then we can add in Definition 0.4(2), η α (s) / ∈ {η β (t) : β < α, t ∈ S}.
Remark 0.6. 1) We may consider only η(i), ∅ = ν(j) in 0.4(1), 1.2(6), 1.6(3). Proof. Easy or see the proof of 1.11. 0.5 1 E.g. [Sh:g], this version is used. Sometimes we even demand α < α * ⇒ {s ∈ S : ηα(s) ∈ {η β (t) : β < α, t ∈ I} ∈ J. But in the main case "J is a θ-complete filter on θ", the version in 0.4(1),(2) are equivalent, see 1.11. § 1. Black Boxes
We generalized the k-dimensional black box from [Sh:883], where we deal with the special case when ℓ < k ⇒ ∂ ℓ = ℵ 0 because this seems natural for Abelian groups; the black boxes earlier to [Sh:883] where for k = 1.
But here for Abelian groups the most interesting cases are when {∂ ℓ : ℓ < k} ⊆ {ℵ 0 , ℵ 1 }. In the cases we prove existence, the k-dimensional black box is the product of black boxes, i.e. the ones for k = 1.
The main result is Theorem 1.19 telling us that there are k-dimensional black boxes which are quite free.
Convention 1.1. 1)∂ will denote a sequence ∂ ℓ : ℓ < k of regular cardinals or just limit ordinals of length k ≥ 1 and then ∂(ℓ) = ∂ ℓ but note that k = k − 1 was used in [Sh:883] . 2) Let x, y, z denote combinatorial parameters, see below.
S ℓ is a set of ordinals letS <∂> = {η ∈S [∂] : each η ℓ is increasing} and similarlȳ
We may write "< m" instead "∈ m" when "u = {0, . . . , m − 1}" and let Λ x,m = Λ x,∈{ℓ} . 6) We say Λ ⊆S [∂] is tree-like whenη,ν ∈ Λ,η ↿ (m, i) =ν ↿ (m, j) implies η m ↾i = ν m ↾j so i = j. 7) We say Λ ⊆S <∂> is normal when : ifη,ν ∈ Λ, m < k, i, j < ∂ m and η m (i) = ν m (j) then i = j (hence ν m is one-to-one; this follows from being tree-like).
We now define in 1.3 the standard x, as it is clearer than the general case (in 1.4) but will not use it as the ZFC-existence results are not standard. Definition 1.3. 1) We say x is a standard∂-c.p. (combinatorial∂-parameter) when x = (k,∂,S, Λ) = (k x ,∂ x ,S x , Λ x ) and it satisfies:
(a) k ∈ {1, 2, . . .} and let k = k x = k − 1 (this to fit the notation in [Sh:883]) (b)∂ = ∂ ℓ : ℓ < k is a sequence of regular cardinals; so
2) If ℓ < k ⇒ ∂ ℓ = ∂ we may write ∂ instead of∂ in (k,∂,S, Λ) and may say combinatorial (∂, k)-parameter. If ℓ < k ⇒ ∂ ℓ = ℵ 0 we may omit∂ and write "x 2 It is sometimes natural to replace "i < ∂ ℓ " by "i a subset of ∂ ℓ from some family P ℓ and η ′ ℓ = η ℓ ↾i when ℓ = m", say using J bd is a combinatorial k-parameter. If ℓ < k ⇒ S ℓ = S we may write S instead ofS. Also we may write k(x) for k x . 3) We say x (or Λ) is ordinary when (each S ℓ is a set of ordinals and)η ∈ Λ ⇒ each η ℓ is increasing. We say x (or Λ) is weakly ordinary whenη ∈ Λ ∧ m < ℓg(η) ⇒ η m is one-to-one. We say x is disjoint when S x,m : m < k is a sequence of pairwise disjoint sets. We say x is ordinarily full when it is ordinary and Λ x = { η ℓ : ℓ ≤ k : η ℓ ∈ ∂(ℓ) (S ℓ ) is increasing for ℓ < k}. Similarly for weakly ordinary. 4) We say y is a permutation of x when for some permutation π of {0, . . . , k−1} we have m < k ⇒ ∂ x,m = ∂ y,π(m) and m < k ⇒ S x,m = S y,π(m) and Λ y = { η π(m) : m < k : η m : m < k ∈ Λ x }. 5) We sayπ is an isomorphism from x onto y when : 2) We adopt the conventions and definitions in 1.3(2)-(5).
Convention 1.5. 1) If x is clear from the context we may write
2) If not said otherwise x is weakly ordinary. Definition 1.6. Assume x is a∂-c.p. 1) We say x has (χ, k, 1)-Black Box orχ-pre-black box when someᾱ is a (χ, k, 1)-black box for x or (x,χ)-pre-black box which means:
We may replaceχ by χ ifχ = χ : ℓ < k x or byC = C ℓ : ℓ < k when |C ℓ | = χ ℓ and demand Rang(h ℓ ) ⊆ C ℓ . We may replace x by Λ = Λ x (so sayᾱ is a (Λ,χ)-pre-black box). 2A) Omitting the "pre" in part (1) means that there is a partition Λ α : α < |Λ x | of Λ x such that each x↾Λ α hasχ-pre-black box. We may write BB instead of black box.
3) We say "x is (θ, u)-free over Λ * " when 4 it is weakly ordinary, u ⊆ {0, . . . , k x −1} and for every Λ ⊆ Λ x \Λ * of cardinality < θ there is a list η α : α < α * of Λ such that: for every α for some m ∈ u and w ∈ J m we haveν ∈ {η β :
we may omit it in (3),(3A) and also in (4). 4) Suppose we are given cardinals θ 1 ≤ θ 2 , combinatorial∂-parameter x and Λ * (usually ⊆ Λ x ) and u ⊆ {0, . . . , k x − 1}.
We say x is (θ 2 , θ 1 , u, k)-free over Λ * when :
there is a witness (Λ, g,h) which means (α)Λ = Λ γ : γ < γ( * ) is a partition of Λ to sets each of cardinality < θ 1 , so γ( * ) is an ordinal < θ 2 (β) g : γ( * ) → [u] k ; when k = 1 we usually use g ′ : γ( * ) → u where
Proof. Straight.
1.7
Definition 1.8. We say (x,Λ) witness BB (c) x↾Λν hasχ-pre-black box for everyν ∈ Λ x (d) if θ ∈ Θ then x is θ-free respectingΛ which means that in the list η α : α < α * in Definition 1.6(3), we haveη α ∈ Λν ⇒ν ∈ {η β : β < α} (e) if (θ 2 , θ 1 ) ∈ Θ then x is (θ 2 , θ 1 , k, 1)-free respectingΛ, defined similarly. Then there is a ∂ -c.p. x with Λ x = F which is θ-free and has the λ-BB (i.e. ( λ , 1, 1)-BB).
Proof. The point is that the set of functions from ∂> µ to λ has cardinality λ = |F |, see [Sh:898].
1.10
The following conditions (A),(B),(C) on x, θ 2 , θ 1 , u, k are equivalent:
an almost witness (C) for every Λ ⊆ Λ x \Λ * of cardinality < θ 2 there is a weak witness (g,h) which means: clauses (δ), (ε) of 1.6(4)(d) and
′ ifη 1 ∈ Λ and m ∈ u then for all but < θ 1 of the sequencesη 2 ∈ Λ we have
Obvious by the formulation of (B).
by clause (B) we can choose (Λ, g,h), an almost witness. As |u| = k, necessarily g is constantly u, so let g
) is a weak witness. So by the phrasing of (B) and (C) it is enough to prove clauses (ζ)
′ follws froms clause (ζ) of (B), i.e. (d)(ζ) of Definition 1.6. Now for clause (ζ) ′ , letΛ = Λ γ : γ < γ( * ) and assumeη ι ∈ Λ βι for ι = 1, 2 and β 1 = β 2 < γ( * ) and m ∈ u and it suffices to prove • of (ζ) we apply clause (ζ) of (B) withη 1 ,η 2 , β 1 , β 2 , m here standing forν,η, β, m there and get η 1,m (i) = η 2,m (i) as promised.
So assume that Λ ⊆ Λ x \Λ * has cardinality < θ 2 and let (g,h) be a weak witness for it; (actually we have no further use of |Λ| < θ 2 ), again g is constantly u. So for m ∈ u, i < ∂ m and everyη
By the choice of (g,h) and the definition of Ω 1 i,m,η we have:
hence applying clause (ζ)
′ of (C) to anyη 1 ∈ Ω i,m,η we have
By transitivity of equality
k be constantly u andh = h m : m < k and we shall show that the triple (Λ 2 , g * ,h) is as required, so we should check that it is as required in 1.6(4)(d).
Now clauses (α) − (ε) hold by our choices noting that by
Remark 1.12. Why the demand |u| = k in the claim? Our problem is: in (A) we promise that the function g gives (for a fixed one γ) for allη ∈ Λ γ the same u whereas in clause (C) this is not the case, in fact, not well defined. It is natural then to divide Λ γ to ≤ 2 k cases according to the value of g, but then it is not clear that clause (ζ) of (A) holds. To avoid this we assume |u| = k. Definition 1.13. Assume ℓg(∂ ι ) = k ι and x ι is a combinatorial∂ ι -parameter for ι = 1, 2, 3 then we say x 1 × x 2 = x 3 when :
we have:
Claim 1.14. 1) If x ι is a combinatorial∂ ι -parameter for ι = 1, 2 then there is one and only one combinatorial parameter x 3 such that x 1 × x 2 = x 3 .
2) The product in Definition 1.13 is associative.
3) If x 1 × x 2 = x 3 then x 2 × x 1 is a permutation of x 3 , see Definition 1.3(4). 4) If in Definition 1.13, x 1 , x 2 are ordinary, see 1.3(3) then so is x 3 .
Proof. Straightforward. 1.14 Claim 1.15. x 3 hasχ 3 -pre-black box [orχ 3 -black box] when :
Proof. We deal with the pre-black box case, the other has essentially the same proof. For each m < k x2 letF m = F m α : α < χ 2,m list {F : F a function from Λ x1 into χ 2,m }. By clause (e) of the assumption, recalling 1.9, such sequence exists. Letᾱ 1 be aχ 1 -black box for x 1 andᾱ 2 be aχ 2 -pre-black box for x 2 . Lastly, we defineᾱ = ᾱη :η ∈ Λ x whereᾱη = αη ,m,i : m < k x3 , i < ∂ m as follows: forη ∈ Λ x , m < k x3 and i < ∂ x3,m we let
Clearlyᾱ is of the right form, but is it aχ 3 -pre-black box? So assume h m : Λ x3,m → χ 3,m for m < k x3 and we should findη ∈ Λ x3 as in Definition 1.6. Now first we define h
, it is well defined as our assumption on h m it has domain Λ x3,m and as ν ∈ Λ x2 , clearlyρˆν ∈ Λ x3,m by the definition of x 3 . Asᾱ 1 is aχ 1 -pre-black box for
6 really enough if x 2 has aχ 2 -black box and x 1 is aχ 1 -pre-black box. 
and use the choices of αη ,m,i and ofν.
1.15
The following is similar to [Sh:883], different notation than earlier ) ; interesting, i.e. non-empty only when U ∩ u = ∅ and then equal to {η ∈ Λ x : if ℓ ∈ u then η ℓ ∈ u and if ℓ ∈ k\u then η ℓ ∈ U }.
3) For non-empty u ⊆ {0, . . . , k − 1} we say
Observation 1.17. 1) If Definition 1.16(3), the demand is equivalent to Λ *
1.17
The Freeness Theorem 1.18. We have x is (θ m , θ 
Proof. Without loss of generality x is disjoint, i.e. the set S ℓ := S x,ℓ = S x ℓ ,0 are pairwise disjoint for ℓ < k. We prove the claim by induction on m (may fix k but we vary u and the θ m 's). So let u ∈ add x (u ⊥ ) and U ⊆ ℓ<k ∂ (S ℓ ) have cardinality < θ m and we have to prove that Λ *
Clearly this suffices for the first phrase and the second follows recalling 1.7(2).
So |u| = 1 and let u = {ℓ} henceη → η ℓ is a one-to-one function from Λ *
1 = {{ℓ}} be defined by g(α) = ℓ, clearly the partition Λ α : α < α( * ) and the functions g, h ℓ witness that Λ *
clearly by 1.11 applied with {k}, 1 here standing for u, k there, we can find a function h k :
Clearly ( * ) 4 (Λ * , R * ) is a directed graph with each node having out-valency ≤ θ m . LetΛ = Λ γ : γ < γ( * ) be such that:
[Why? Just look at the definition of the R k 's.] ( * ) 6 it is enough to prove for each γ < γ( * ) that Λ γ is (∞, θ
By the assumption of ( * ) 6 for each γ < γ( * ) letΛ γ , g γ ,h γ witness that Λ γ is (∞, θ + 0 , u)-free, that is:
Now check Definition 1.6(4).] Fix γ < γ( * ). If |Λ γ | < θ m this follows from the induction hypothesis so assume |Λ γ | = θ m . Let η γ,α : α < θ m list {ν k :ν ∈ Λ γ and k ∈ u}.
For β < θ m let U γ,β = {η γ,α : α < β} and for β < θ m let k(β) be the unique k ∈ u such that η γ,β ∈ ∂ (S k ). Clearly |U γ,β | < θ m , hence by the induction hypothesis, Λ *
For β = 0, Λ x (U γ,β , u) = ∅ so this is obvious. Also for β limit there is nothing to do. Lastly, for β = β * + 1, it is enough to show that Λ *
Now check, notice that if ξ < ε β * ≤ ε < ε β andν ∈ Λ γ,ξ and η ∈ Λ γ,ε = Λ * γ,β,ε−ε β * and m = g β (ε) = g * β,γ (ε − ε β * ) then m = k(β * ) and η k(β * ) = ν k(β * ) , so no problem arise and the rest should be clear. 
there is x such that:
Proof. For each ℓ < k we can choose x ℓ such that:
[Why? By [Sh:1008, 0.4,0.5,0.6=y19,y22,y40].] Let x = x 0 × x 1 × . . . × x k−1 and we shall show it is as required. Clause (B)(a) which says "x is a combinatorial∂-parameter", holds by 1.14(1), i.e. by induction on k.
Clause (B)(b) which says "x has aχ-BB" holds by 1.15, again by induction on k.
Clause (B)(d) follows from clause (B)(c) for θ 0 = ∂, by the second phrase in the conclusion of the Freeness Theorem 1.18.
We are left with clause (B)(c), which follows by 1.18 + ⊞(b) so let θ m : m ≤ m( * ) be such that: m( * ) = 3n( * ) + 1, θ i = ∂ +ι for ι = 0, 1, 2, 3 and θ 3+3m+ι = (θ 3+3m ) +ι for ι = 1, 2, 3 when 3 + 3m + 3 < m( * ) and θ m( * ) = θ Conclusion 1.20. 1) If σ < ∂ are regular and χ ≥ ∂ and k ≥ 1 then there is an ℵ ∂·k -free, m-c.p. x for some m which has the χ-BB and Λ x < ∂·ω (χ) and
(A) for some ℓ there is a F ⊆ ∂ (µ ℓ ) of cardinality 2 µ ℓ which is µ + ℓ -free (B) omitting the freeness demands in parts (1),(2) we can choose i -free) so we may concentrate on the case we assume always (B) there holds. We shall return to this. 2) We can vary the definition of the BB, using values in χ or using models. 3) We can use just product of two combinatorial parameters but with any k x . At present this makes no real difference. 4) Actually in 1.20(2) we can get x of cardinality < ℵ ∂·ω . Discussion 1.22. Assume x is a combinatorial∂-parameter,∂ =∂ x and∂ ′ = ∂ ′ ℓ : ℓ < k x is a sequence of limit ordinals such that ℓ < k ⇒ cf(∂ ′ ℓ ) = ∂ ℓ . It follows that there is y such that:
is defined as follows: for each ℓ < k for some increasing continuous sequence ε ℓ,i : i ≤ ∂ ℓ or ordinals with ε ℓ,0 = 0, ε ℓ,∂ ℓ = ∂ ′ ℓ we have is g(η) =ν iffη = η ℓ : ℓ < k , ν = ν ℓ : ℓ < k and ε ℓ,i ≤ ε < ε ℓ,i+1 ⇒ ν ℓ (ε) = ∂ ′ ℓ = η ℓ (i) + ε (of course, we could have "economical") (e) if x hasχ = BB and χ ℓ = χ ∂ ′ ℓ ℓ for ℓ < k then y hasχ − BB. Definition 1.23. We say a k-c.p. x is (θ, σ)-well orderable (χ, k, 1)-BB when there is a witnessΛ which means:
hasχ-black box (e) if α < δ,η ∈ Λ α+1 \Λ and m < k then the following set belongs to J x,m :
• {i < ∂ x,m : for someν ∈ Λ α we haveη ↿ (m, i) =ν ↿ (m, i). Definition 2.1. Let x be a tree-like 7 combinatorial∂-parameters and let k = k x . 1) If k < k x ⇒ ∂ ℓ = ℵ 0 , then we say an Abelian group G is derived from x when (a) G is generated by X ∪ Y where: X = {xη ↿(m,n) : m < k x , n ∈ N} ∪ {z} Y = {yη ,n :η ∈ Λ x and n ∈ N} (b) moreover generated freely except the following set of equations
η ∈ Λ x and n ∈ N} where
2) We say the derivation of G in part (1) is well orderable (or "G or zη :η ∈ Λ x universally respect x") when we replace • 1 above by:
there is a list η α : α < α * of Λ x such that zη α ∈ Σ{Zxη β ↿(m,n) : β < α, m < k} ⊕ Zz for every α < α( * ); such a sequence is called a witness.
3) We add simply (derived) when zη = z for everyη. Similarly in 2.3.
Remark 2.2. 1) We can replace (n + 1)yη ,n+1 by kη ,n yη ,n+1 with kη ,n ∈ {2, 3, . . .}.
2) By combining Abelian groups, the "simply derived" is enough for cases of the TDC λ . Instead of "simply derived" we may restrict zη :η ∈ Λ x more than in 2.1(2).
Definition 2.3. 1) We say an R-module G is derived from a combinatorial∂-parameter x when :
(a) G * is an R-module freely generated by
if Zη = {zη} we may write zη instead of Zη (e) ifη ∈ Λ x then the R-submodule Gη ∩ G * of G is generated by {xη ↿(m,i) : m < k x and i < ∂ x,m } ∪ Zη ⊆ X * .
1A)
We say x is an R-construction or (R, x)-construction when it consists of x, R, G * , G, xη :η ∈ Λ x,<k , Gη, Zη :η ∈ Λ x as above and we shall write G x * = G * , G x = G, G x,η = Gη, etc., (so in 2.1(1) we have a Z-construction with Gη/(Gη ∩ G * ) being isomorphic to (Q, +)). We may say x is for x but we may write G rather than G x , etc. when x is clear from the context. 1B) For an R-construction x we say: "universally respecting x" or "x is well orderable" when we can findΛ which x obeys meaning:
1C) We add "simple" or "simply derived" when zη = z hence Zη = {z} for everȳ η ∈ Λ. We may say "G is derived from x" and x is derived from x. 2) Above we say x is a locally free derivation or locally free or G in part (1) is freely derived when in addition:
(f ) ifη ∈ Λ x , m < k and w ∈ J x,m then (Gη/Gη ,m,w ) is a free R-module where Gη ,m,w is the R-submodule of G generated by {xη ↿(m1,i1) : m 1 < k, i 1 < ∂ m1 and m 1 = m ⇒ i 1 ∈ w} ∪ Zη.
3) Above we say x is (< θ)-locally free or x is a free (< θ)-derivation when in adding each Gη is generated by < θ elements means that:
(f ) + like (f) but the quotient Gη/Gη ,n,w is θ-free (g) x is θ-free.
4)
In parts (2), (3) replacing free by θ-free is define similarly. 5) We write "explicitly locally free" when we are given alsoa:
(g) Gη = Gη ,m,w ⊕ Gη ,m,w and Gη ,m,w is θ-free.
Remark 2.4. In the Definition 2.3 we may like in Gη to have more elements from G * . This can be accomplished by replacing xν ,ν ∈ Λ x,<k by xν ,t for t ∈ T m,i when ν =η ↿ (m, i),η ∈ Λ x . However, we can just as well replace ∂ ℓ by ∂ ′ ℓ = γ · ∂ ℓ for some non-zero ordinal (and J ℓ by J ′ ℓ = {w ⊆ ∂ ′ ℓ : for some u ∈ J ℓ we have w ⊆ {γi + β : β < γ and i ∈ u}}. Claim 2.5. Assume x is a simple R-construction which is a well orderable locally (< θ)-locally-free and G = G x so it is derived from x. 1) G is a θ-free R-module. 2) If (R, +), that is R as an additive (so Abelian) group, is free then (G, +), G as an Abelian group, is θ-free. 3) In part (2) it suffices that (R, +) is a θ-free Abelian group. 4) In (1),(2),(3) we can replace "derived" by (< θ)-derived" and/or can omit "simple".
Remark 2.6. To omit in 2.5 the "simply" seems to lead to more complicated conditions.
Proof. 1) Let X ⊆ G have cardinality < θ. By the Definition 2.3 there are Λ ⊆ Λ x of cardinality < θ and Λ * ⊆ Λ x,<k of cardinality < θ such that X ⊆ {xη :η ∈ Λ * }∪ {Gη ,m,i :η ∈ Λ} G , so without loss of generality X = {xη :η ∈ Λ * } ∪ {Yη :η ∈ Λ} where Gη is generated by Yη, Yη ⊆ Gη, |Yη| < θ 1 andη ∈ Λ, m < k, i < ∂ m ⇒η ↿ (m, i) ∈ Λ * . LetΛ witness the well orderability of x (so enough for Λ!). As x is θ-free we can find the following objects:
Without loss of generality
So G α : α ≤ α( * ) + 1 is an increasing continuous sequence of sub-modules, G 0 = 0 and G α( * )+1 includes X.
Lastly, G α+1 /G α is a free R-module. Just check the way G x is generated. So clearly we are done. 2),3) Follows. 4) Similarly.
2.5
Definition 2.7. 1) An Abelian group H is (θ 2 , θ 1 ) − 1-free when : if X ⊆ G, |X| < θ 2 then we can find aḠ such that:
•Ḡ = G α : α < α( * ) is a sequence of subgroups of G,
• G α is generated by a set of < θ 1 members,
2) Similarly for R-modules.
Discussion 2.8. It is natural to consider the statement: if G is an ℵ 1 -free Abelian group, θ 1 < θ 2 < θ 3 are regular cardinals and G is (θ ℓ+1 , θ ℓ ) − 1-free for ℓ = 1, 2 then G is (θ 3 , θ 1 ) − 1-free. This is known to be false.
Claim 2.9. If x is a k-c.p., (θ 2 , θ 1 )-free and the Abelian group G x is derived from x then G is (θ 2 , θ 1 ) − 1-free.
2.9
Claim 2.10. Assume x is an (ℵ 0 , k)-c.p. with (ℵ 0 , k)-BB. 1) There is Z-construction x such that:
(e) G has cardinality |Λ x | (f ) G has a Z-adic dense subgroup of cardinality |Λ x,<k |.
2) We can add:
Remark 2.11. Recall that (χ, k)-BB means b is a function with range ⊆ χ.
Proof. 1) Let G 0 = ⊕{Zxη :η ∈ Λ x,<k } ⊕ Zz and G 1 be the Z-adic closure of G 0 so G 1 is a complete metric space under the Z-adic metric. Forη ∈ Λ x andā ∈ ω Z and n( * ), in G 1 we let yā ,η,n( * ) = n≥n( * )
(n!/n( * )!)( m xη ↿(m,n) + a n z). Let Z = {b i : i < ω} and letc = c m :
We can chooseā =ā[η] ∈ ω Z such that there is no extension
,η,n : n < ω} :η ∈ Λ x } G1 ; easily it is as required. Now G witness that G/Zz is not a Whitehead group. The cardinality and freeness demands are obvious. 2) If we assume x has (ℵ 0 , k, |Λ x |)-BB, which holds in all present applications, we have a similar proof. Anyhow this follows easily by repeated amalgamation of the G constructed in part (1) over pure subgroups isomorphic to Z, see, e.g. [Sh:1005, §3].
2.10 * * * Now claim 2.10 as stated is not so useful, as our results on §1 are for ∂ = ℵ 1 , J = J σ×κ , σ < κ regular in particular (σ, κ) = (ℵ 0 , ℵ 1 ) so for the case ∂ m = ℵ 1 . So we better use the construction from Definition 2.3 rather than 2.1. Also we prefer to have general R-modules and we formalize the relevant property of R,∂,J, θ.
Definition 2.12. 1) We say that (∂,J) does θ-fit R or (∂,J, θ) fit R (but if∂ = ∂ ′ x ,J =J x then we may write x instead of (∂, J) when :
then there is G 1 is ( * ) (α) G 1 is an R-module extending G 0 (β) G 1 has cardinality < θ (γ) there is no homomorphism from G 1 to R R (i.e. R as a left R-module) extending h.
2) We say (∂,J) freely θ-fits R or (∂,J, θ)-fit R (but if∂ =∂ x ,J =J x we may replace (∂,J) by x) when :
3) In part (1) above and also parts (3),(4) below we may write (∂, J, k) instead of (
In parts (3),(4) we may write J if m < k ⇒ J m = J and omitJ when ℓ < k ⇒ J ℓ = J bd ∂ ℓ . 4) we may above replace "J ℓ is an ideal on ∂ ℓ " by J ℓ ⊆ P(∂ ℓ ). 5) We may omit θ when θ = |R| + + max{∂ + m : m < k}. 6) We replace fit by I-fit when we:
(a) I is a set of ideals of R closed under intersection of two including I 0 (b) replace Rz by (R/I)z, I ∈ I. The default value of I is {{a : ab = 0} : b ∈ R} (c) in (B)( * ), if x ∈ G 1 \{0} then ann(x, θ 1 ) = {a ∈ R : ax = 0} ∈ I.
Claim 2.13. 1) Assume x is a k-c.p., R is a ring, x does θ-fit R, χ
There is x such that:
2) If in addition x freely θ-fit R, then we can add:
3) In (2) we can add: 
Clearly the function is well defined hence as x has (χ, k, 1)-BB, that is by the choice of b there isη ∈ Λ x such that m < k ∧ i < ∂ m ⇒ g(η ↿ (m, i)) = bη(m, i). We get easy contradiction.
What about |G|? Note that |G 1 η | < θ and θ ≤ χ + . 2) In the proof of part (1), choosing G 1 η we add the parallel of clause ( * )(δ) of (B). Now clause (e) of 2.13(2) holds by 2.5(1).
3) Let G be as constructed in part (1), and let Y = {y ∈ G : G/Ry is ℵ 1 -free or even min(∂) + -free (recall 2.5 + freeness of x). So by part (2) the set Y generated G, let G ̺ , h ρ : ̺ ∈ ω> Y be such that G ̺ is an R-module, h ̺ is an isomorphism from G onto G ̺ , without loss of generality 0 G̺ = 0 for every ̺ and
Let H 1 = ⊕{G ̺ : ̺ ∈ ω> Y } and let H 0 be the R-submodule of H 1 generated by
Lastly, H := H 1 /H 0 is as required.
2.13
Remark 2.14. An alternative to the proof of 2.13(3), assume that x has ℵ 0 -well orderable (χ, k, 1)-BBᾱ as witnessed byΛ, see Definition 1.23. We then can find a (R, x)-construction obeyingΛ, see 2.3(1B).
R is a ring (b) R has character zero (c) (R, +) is torsion free or at least ∩{nR : n ≥ 2} = {0}.
Proof. Easy.
2.15
Claim 2.16. 1) The triple (ℵ 1 , J, k) freely fit Z when :
or use the isomorphic copy J ℵ0 * ℵ1 = {A: for some n * < ω, i * < ω 1 we have A ⊆ {ω, i + n : i < i * or n < n * }} or just J = J ℵ1 * J bd ℵ0 .
2) The triple (ℵ 1 , J, k) freely fits R when :
(a), (b) as above and (d) ′ given b α,n ∈ R for α < ω, n < ω and t ∈ R\{0 R }, there are pairwise distinct ρ α ∈ ω 2 for α < ω 1 and a α,n , d α,n ∈ R such that the following set of equations is not solvable in R:
• d α,n+1 y 1 α,n+1 = y 1 α,n − y 2 ρα↾n − b α,n − a α,n t. Remark 2.17. 1) Probably we can use∂ = ∂ ℓ : ℓ < k with ∂ ℓ ∈ {ℵ 0 , ℵ 1 } but no real need so far.
2) This is essentially [Sh:98, §4] and [Sh:898, 4.10(C)=L5e.28].
Proof. 1) So let G 0 , h be as in 2.12(1)(B). Now obviously ⊞ for n ≥ 2 there is C n ⊆ {0, 1, . . . , (n + 2) − 1} such that: if b ∈ Z and t ∈ Z satisfies 0 < |t| < n! then for some a 0 , a 1 ∈ Z we have • b + (n + 1)a 0 t ∈ ∪{i + (n + 2)Z : i ∈ C n } • b + (n + 1)a 1 t / ∈ ∪{i + (n + 2)Z : i ∈ C n }.
Let Ω ⊆ ω 2 has cardinality ℵ 1 and ρ α : α < ω 1 list Ω, without repetitions. Let G be generated by {x m,α : α < ℵ 1 , m < k} ∪ {y 1 ρ,n : ρ ∈ Ω and n < ω} ∪ {y 2 ρ : ρ ∈ ω> 2} ∪ {z} freely except the equations:
Recall G 0 , h are as in 2.12(1)(B). Let n * = |h(z)| so n * > 0. We choose a α,n ∈ Z by induction on n such that: if n > |h(z)| then
is equal to some a ∈ C n modulo (n + 2).
[Why possible? Arriving to n, the sum is b α,n + n1<n (n+1)! n1! a α,n1 h(z)) + (n + 1)a α,n h(z), with the first summand being determined and |h(z)| < n, applying ⊞ with (n, h(z), b α,n + Σ{ (n+1! n1! a α,n1 h(z) : n 1 < n}) here standing for (n, t, b) there we get there a 0 , a 1 so a ρα(n) and let a α,n be the parallel here to a ρα(n) there. So for every n, a α,n is as required and can be chosen.]
Hence we just have to prove clause (B) of 2.12 so toward contradiction assume that f ∈ Hom(G, Z) extend h and n * = |f (z)| is > 0 hence (for every α, n)
So for some ρ * ∈ n * +1 2, a * ∈ Z we have |S| = ℵ 1 where S = {α < ℵ 1 : f (y 1 α,0 ) ≡ a * and ρ α ↾(n * + 1)) = ρ * }.
So choose α < β from S and let n = min{n : ρ α (n) = ρ β (n)}, clearly we have n > n * and substructing the equations ( * ) ′′ α,n+1 , ( * ) ′′ β,n+1 , in the left side we get a number divisible by (n + 2) and in the right side we get the sum of the following differences:
which is zero by the choice of S and the demand α, β ∈ S
But by the choice of a α,n we know that (b α,n + n1≤n (n+1)! n1! a α,n f (z)) is equal modulo (n + 2) to some i ∈ C n iff ρ α (n) = 1. Similarly for β, but ρ α (n) = ρ β (n) contradiction to ⊡. 2) We are given b α,n (α < ℵ 1 , n ∈ N) and t from R. We shall choose (a α,n , d α,m ) : α < ω 1 , n < ω and will let G be the R-module generated by {x m,α : α < ℵ 1 , m < k} ∪ {y 1 α,n : α < ℵ 1 and n < ω} ∪ {y 
2.16
We now can put things together Conclusion 2.18. 1) For every k ≥ 1 there is a ℵ ω1·k -free Abelian group G which is not Whitehead and even Hom(G, Z) = 0.
2) If the ring R satisfies the demands in clause (c) part (2) from 2.16 then for every k there is an ℵ ω1·k -free R-module such that Hom(G, R R) = 0 and Ext(g, R R) = 0.
Proof. 1) Given k we use 1.20 to find a c.p. x which is ℵ ω1·k -free and has χ-BB where χ = |R| + ℵ 1 and J = J bd ℵ0×ℵ1 . Now apply 2.16(1) so (ℵ 1 , J, k) fits Z and by 2.13(1),(2) we get the desired conclusion. 2) Similarly, but now we use 2.16(2) rather than 2.16(1).
2.18 § 2(B). Reduced Separable Abelian p-groups and other Classes.
The results above do not apply directly to the class K p of separable reduced Abelian p-groups, as the relevant notion of freeness is different, see on such groups in [Fuc73] , [GT12] .
Recall that in K p we naturally replace "Hom(G, K) = 0" by "every h ∈ Hom(G, H) is small". We work in a more general frame (2.20), 2.23. Definition 2.19. Let p be a prime. 1) Let K p be the class of Abelian p-group G which are reduced (i.e. have no divisible non-trivial group) and separable (i.e. ∩{p n G : n ≥ 1} = {0 G }). 2) For G, H ∈ K p we say h ∈ Hom(H, G) is small when for every n(1) for some n(2) we have x ∈ p n(2) H ⇒ p n(1) (h(x)) = 0 G . 3) We say G is K p -free when G is the direct sum of finite cyclic p-groups. 4) We say G is (θ, K p )-free when for every H ⊆ θ of cardinality < θ is K p -free.
More generally (1) Definition of the construction (2) Definition of the fitness (3) Proof of (ℵ 0 , k)-fit (4) parallel to "there is non-Whithead" (5) by amalgamation over countable K ∈ K p get non-small homomorphisms to a countable (e.g. K p -free) one.
2) We define N ) be the set of homomorphism f from M to N as R-modules, so no restriction of f (c M ); we may say f is an R-homomorphism from M to N .
We now fit the more general context from 2.20, to one presenting the problem below.
Definition 2.22. We say Ξ is an m-problem when :
(a) m is a module parameter, so in particular R = R m is a ring (b) Ξ is a set of triples of the form (G, H, h) satisfying
Definition 2.23. 1) We say that x does θ-fit (χ, m, Ξ) when :
2)-5) Parallely to Definition 2.12.
Claim 2.24. The parallel of 2.13 for K m .
Proof. 1),2) As there.
3) Recall θ = cf(θ) is > G * whenever (G * , H * , h * ) ∈ Ξ. We choose M i ∈ K m for i ≤ θ, increasing continuous with i.
Without loss of generality N j,α ∩ M j = M j,α and N j,α \M j,α : α < α j are pairwise disjoint and M i is generated by ∪{N j,α : α < α j } freely except that it extends M j and N j,α for α < α j .
2.24
How does K p fit this frame?
Definition 2.25. 1) For a prime p, m p is a module parameter where m p consists of:
(a) R is the ring Z, so an R-module is an Abelian group (b) M * is the zero R-module
2) Ξ p is the class of triples (G, H, b) such that:
(a) G ∈ K p has cardinality ≤ 2 ℵ0 is not torsion-complete (b) G = has the form ⊕{G n : n ∈ U } where U ⊆ N is infinite and We like to prove that Conclusion 2.18(1) is optimal, see 3.2.
Below, it is reasonable to assume that the ring R is Z and we assume this is the nice version. Note that we prove that a non-Whitehead group has a non-free subgroup of small cardinality, not necessarily a non-Whitehead one. This is connected to the black boxes having cardinality (much) bigger than the amount of freedom. For simplicity, presently we deal with freeness only in hereditary cases.
Theorem 3.2. If in V there is a supercompact cardinal then in some forcing extension we have for µ * = ℵ ω1·ω :
⊕ µ * (a) if G is a non-free µ * -free Abelian group then Hom(G, Z) = 0, (b) if G ⊆ H are Abelian groups and H/G is µ * -free and h ∈ Hom(G, Z) then h can be extended to a homomorphism from H to Z, (this is an equivalent definition of "H/G is Whitehead" the reader may use it here as a definition).
Definition 3.3. Let Pr λ * ,µ * ,κ * means
there are a regular λ ′ ∈ (µ + κ * , µ * ) and an increasing continuous sequence α ε : ε < λ ′ of ordinals < λ such that the set {ε < λ ′ : α ε ∈ S and u αε ⊆ {α ζ : ζ < ε}} is a stationary subset of λ ′ .
Fact 3.4. 1) The universe constructed in [MgSh:204] satisfies Pr λ * ,µ * ,κ * when λ * = cf(λ * ) ≥ µ * = ℵ ω1·ω and κ * = ℵ 2 .
1A) The V above satisfies also G.C.H., and without loss of generality ♦ * λ for every regular uncountable λ. 2) If Pr λ * ,µ * ,κ * holds in V and the c.c.c. forcing P has cardinality λ * then in V P still Pr λ * ,µ * ,κ * holds.
Proof. 1), 1A) By [MgSh:204] . 2) Easy.
3.4
Proof. Proof of 3.2 Use 3.4 letting P be a c.c.c. forcing notion of cardinality λ * such that P "MA + 2 ℵ0 = λ * ". The result follows from Theorem 3.5 below. Clause (d) there holds if V = V P 0 , V 0 as in [MgSh:204] , see 3.4(2) where P is a c.c.c. forcing notion of cardinality λ * such that P * "MA + 2 ℵ0 = λ * ".
3.2
Theorem 3.5. The statement ⊕ µ * from 3.2 holds when V satisfies:
(a) the statements Pr λ * ,µ * ,κ * from Definition 3.3
ℵ0 = λ * and V satisfies the strong hypothesis.
Proof. We rely on 3.6 -3.12 below. First clause (b) of ⊕ µ * implies clause (a), because if H is a µ * -free Abelian group, let x ∈ H\{0 H } and without loss of generality x is not divisible by any n ∈ {2, 3, . . .} hence K := Zx is a pure subgroup of H, let h be an isomorphism from K onto Z, hence by ⊕ µ * (b) there is a homomorphism
So it suffices to prove clause (b) of ⊕ µ * . Let R = Z and let K, K * be as in 3.8 below for λ * so K * is a hereditary (µ * , ℵ 2 )-freeness class (see 3.7(1),(1A),(4)) by 3.8(1). So toward contradiction assume G ∈ K is a counterexample of minimal cardinality called µ so G is µ * -free and G 1 ⊆ pr G 2 , G 2 /G 1 ∼ = G and h 1 ∈ Hom(G 1 , Z) and we should prove that there is h 2 ∈ Hom(G 2 , Z) extending h 1 . If G is K * -free (see 3.7(2)) then by 3.8(3) a homomorphism h 2 as required exists.
Hence G is not K * -free (see 3.7(2)) then let c = c K * ,G,κ , see Definition 3.9 and by 3.11 (with µ, λ * , κ * here standing for µ, λ, κ there) there is a witness s as there.
Let
<δ> cannot be µ * -free for c (as we have chosen a counter-example of minimal cardinality) hence there is
′ is not free for c 1 ; exist by properties of modules -see 3.10(f). So for some µ < µ * the set S 2 = {δ ∈ S 1 : |A δ ∪ B ′ δ | + κ * = µ} is a stationary subset of λ( , S s ). Let h be a one-to-one function from λ( , S s ) onto B s <λ> and let C := {δ < λ( , S s ) : h maps δ onto B s δ }, it is a club of λ( , S s ) hence S 3 := S 2 ∩ C is a stationary subset of λ( , S s ). Also for δ ∈ S 3 let u δ = {α < δ : h(α) ∈ B ′ δ }. By clause (c) of 3.11, i.e. the choice of s, without loss of generality one of the following occurs:
(a) δ ∈ S 3 ⇒ cf(δ) = κ 1 for some regular κ 1 < κ * (b) every δ ∈ S 3 has cofinality ≥ λ.
Case 1: κ 1 < κ * is as in clause (a) Just use Pr λ * ,µ * ,κ * for λ, S 3 , u δ : δ ∈ S 3 to prove G is not µ * -free continuous.
Case 2: Clause (b) above holds For δ ∈ S 3 clearly |u δ | = |A δ ∪ B ′ δ | + κ * = µ < µ * ≤ λ ≤ cf(δ) hence there is γ δ < δ be such that u δ ⊆ γ δ hence for some γ * < λ the set S 4 = {δ ∈ S 3 : u δ ⊆ γ * } is stationary. ≤µ , ⊆) is < λ So for some u * ∈ [γ * ] ≤µ the set S 5 = {δ < λ : u δ ⊆ u * } is a stationary subset of λ. Let S 6 ⊆ S 5 be of cardinality µ + and let A * = ∪{A δ : δ ∈ S 6 } ∪ {h(α) : α ∈ u * }. Clearly A * ⊆ G is of cardinality < µ and A * /∅ is not free for c 1 . So G has a non-free subgroup of cardinality < µ * , contradiction to the assumption "G = G 2 /G 1 is µ * -free".
Subcase 2B: cf([γ * ] ≤µ , ⊆) ≥ λ Note that if V satisfies the strong hypothesis, necessarily for some cardinal ∂ of cofinality < κ * we have λ( , S s ) = ∂ + . In any case clearly for every α ∈ [γ * , λ), letting β α = min(S 5 \α), the pair A βα /B <α> is not c 1 -free. So renaming without loss of generality α ≥ γ * ∧ cf(α) = ℵ 0 ⇒ α ∈ S and we continue as in Case 1, so this works also in Subcase 2A.
3.5 § 3(B). Freeness Classes.
Context 3.6. 1) R is a ring with no zero divisors.
2) K is the class of R-rings.
3) K * will denote a class ⊆ K.
Definition 3.7. 0) K w = {M ∈ K : M a Whitehead module that is, Ext(M, R R) = 0} equivalently, if N 1 ⊆ N 2 are R-modules, N 2 /N 1 ∼ = N and h 1 ∈ Hom(N 1 , R R) then there is h 2 ∈ Hom(N 2 , R R) extending h 1 . 1) We say K * is a λ-freeness class inside K when :
(a) K * ⊆ K <λ where for any cardinality θ we let K <θ := {M ∈ K : M < θ} (b) K * is closed under isomorphisms (c) for simplicity (∀θ < µ)(∃M ∈ K * )( M ≥ θ) and λ > |R|.
1A)
We say K * is hereditary when K * is closed under pure submodules, i.e. M ⊆ pr N ∈ K * ⇒ M ∈ K * . 2) We say M ∈ K is K * -free when there isM such thatM = M α : α ≤ α * is increasing continuous, M 0 is the zero module and α < α * ⇒ M α+1 /M α ∈ K * and M α * = M . 2A) M ∈ K is (λ, K * )-free when every M ′ ⊆ pr M of cardinality < λ is K * -free. 3) K * <θ = K * ∩ K <θ for any cardinal θ. 4) The class K * is called a (λ, κ)-freeness class when : K * is a λ-freeness class, K * is hereditary and if M ∈ K <λ \K * then there is N ⊆ pr M from K <κ \K * .
The main example is:
Claim 3.8. Assume R = Z, λ ≥ ℵ 1 and K = the class of R-modules and let K whu = K * = {M ∈ K <λ : M is a Whitehead module, equivalently satisfies condition ⊕(b) of 3.2} and K fr = {M ∈ K <ℵ1 : M free}. 0) K fr is a hereditary ℵ 1 -freeness class. 1) If λ > ℵ 2 and MA <λ then K * is a hereditary (λ, ℵ 2 )-freeness class. 2) If M ∈ K is K * -free then M is a Whitehead group. 3) If M 1 ⊆ pr M 2 and M 2 /M 1 is K * -free and h 1 ∈ Hom(M 1 , R R) then there is h 2 ∈ Hom(M 2 , R R) extending h 1 . 4) If K * = {M ∈ K <λ : for every c.c.c. forcing P 1 for some c.c.c. forcing notion P 2 satisfying P 1 ⋖ P 2 we have P2 "M is a Whitehead group"} then K * is (λ, ℵ 2 )-freeness class.
Proof. 0) Obvious. 1) The first property in 3.7(4) holds trivially by the choice of K * . As for the second property it is well known that K * is a hereditary class, see [Fuc73] . The third property in 3.7(4) follows from the full characterization of being Whitehead for Abelian group G of cardinality < λ when MA <λ holds, (not just proving "strongly ℵ 1 -free is enough"); in particular G is Whitehead if every subgroup of cardinality ≤ ℵ 1 is Whitehead; see [EM02] . (a) U = G as a set (b) F = {A/B : B, A ⊆ U and A∪B G / B G is K * -free}, we may say A/B is c-free so A/B stands for the formal quotient, so pedantically is just the pair (A, B) ; where B G is the minimal pure sub-module of G which includes B (c) χ c = χ so ≥ |R| + ℵ 0 , so (and µ c = ∞) so omitted.
2) We say c is a (λ, κ)-freeness context when : in addition χ c ≤ κ and if A/B is not c-free and |A| < λ then for some A ′ ⊆ A of cardinality < κ, A ′ /B is not c-free.
Fact 3.10. Assume K * is a λ-freeness class. 1) Being K * -free has compactness in singular cardinals > λ.
2) For any R-module G * , the following freeness context c = c K * ,G * , χ defined in 3.9 above satisfies AxI * * , II, III, IV, VI, VII (see [Sh:266] ). 3) If K * is moreover a (λ, κ)-freeness class then c is a (λ, κ)-freeness context. cardinality ≤ κ such that C η /B s ≤η is not c-free. So (follows by minimality of s) we get contradiction, so λ(η, S s ) ≥ λ as promised in ( * ) 3 .] ( * ) 4 if ηˆ δ ∈ S s then cf(δ) / ∈ [κ, λ).
[Why? As in the proof there for each η ∈ S s by the minimality, cf(δ) ∈ {λ(ν, S s ) : ν ∈ S s satisfies η ⊳ ν}, so ( * ) 4 follows by ( * ) 3 .] So we are done. 3.12
