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THE STRUCTURE AND THE LIST 3-DYNAMIC COLORING OF
OUTER-1-PLANAR GRAPHS
YAN LI AND XIN ZHANG
Abstract. An outer-1-planar graph is a graph admitting a drawing in the plane for which
all vertices belong to the outer face of the drawing and there is at most one crossing on
each edge. This paper describes the local structure of outer-1-planar graphs by proving that
each outer-1-planar graph contains one of the seventeen fixed configurations, and the list
of those configurations is minimal in the sense that for each fixed configuration there exist
outer-1-planar graphs containing this configuration that do not contain any of the other
sixteen configurations. There are two interesting applications of this structural theorem.
First of all, we conclude that every (resp.maximal) outer-1-planar graph with minimum
degree at least 2 has an edge with the sum of the degrees of its two end-vertices being at
most 9 (resp. 7), and this upper bound is sharp. On the other hand, we show that the list
3-dynamic chromatic number of every outer-1-planar graph is at most 6, and this upper
bound is best possible.
Keywords: outer-1-planar graph; local structure; dynamic coloring; list coloring.
1. Introduction
A graph is 1-planar if it can be drawn in the plane such that each edge is crossed at most
once. The family of 1-planar graphs is among the most investigated graph families within
the so-called “beyond planar graphs”, see [24, 13]. In this paper, we focus on a subclass of
1-planar graphs, say outer-1-planar graphs. An outer-1-planar graph is a graph admitting a
drawing in the plane for which all vertices belong to the outer face of the drawing and there
is at most one crossing on each edge. Such a drawing of an outer-1-planar graph is called
an outer-1-plane graph. An outer-1-planar graph is maximal if adding any edge (not multi-
edge) to it will disturb the outer-1-planarity. The concept of outer-1-planar graphs was first
introduced by Eggleton [14] who called them outerplanar graphs with edge crossing number
one, and were also investigated under the notion of pseudo-outerplanar graphs [34, 35, 40].
Note that outer-1-planar graphs are planar, see [7, 40]. Many topics on outer-1-planar graphs
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including the recognition [6, 17], the drawing [12, 16], the structure [38, 40] and the coloring
[35, 34, 36, 37, 39] are explored.
Recently in 2018, Zhang et al. [38] proved that (i) each outer-1-planar graph G with δ(G) ≥
2 has an edge uv such that d(u) + d(v) ≤ 9 and the bound 9 is sharp; (ii) every maximal
outer-1-planar graph G has an edge uv such that d(u) + d(v) ≤ 7 and the bound 7 is sharp.
The aim of this paper is to improve those two results to a more detailed form, which not
only confirms the existence of such a light edge but also shows in which configuration it is
contained (see Theorem 4 in Section 2). Furthermore, this structural theorem is applicable
to an interesting problem the so-called list 3-dynamic coloring of graphs, which has many
applications to the channel assignment problems [42]. For the continuity of this paper, we
will introduce the list 3-dynamic coloring in Section 3, where we give a sharp upper bound
for the list 3-dynamic chromatic number of outer-1-planar graphs (see Theorem 8 in Section
3).
2. Structural Theorem
If an outer-1-plane graph G is 2-connected, then we denote by v1, v2, . . . , v|G| the vertices
of G on the outer-face of G (in a clockwise order), and then let V [vi, vj] = {vi, vi+1, . . . , vj}
and V(vi, vj) = V [vi, vj]\{vi, vj} (we take modulo |G| for the subscripts). The subgraph of
G induced by V [vi, vj] is denoted by G[vi, vj].
If there is no edge between V(vi, vl) and V(vl, vi), where i < l, then we denote by Ĝ[vi, vl]
the graph derived from G[vi, vl] via adding an edge vivl if it does not originally exist in G.
Clearly, Ĝ[vi, vl] is also a 2-connnected outer-1-plane graph.
Given a vertex set V [vi, vj] with i 6= j, if j = i + 1 (mod |G|) and vivj 6∈ E(G), then we
call it a non-edge, and if vkvk+1 ∈ E(G) for all i ≤ k < j, then we say it a path. The set of
chords xy with x, y ∈ V [vi, vj] is denoted by C[vi, vj]
Lemma 1. [40, Claim 1] Let G be a 2-connected outer-1-plane graph and vi, vj ∈ V (G). If
C[vi, vj] does not contain any crossed chord and no edge appears from V(vi, vj) to V(vj, vi),
then V [vi, vj] is either a path or a non-edge.
If G contains a subgraph Gi (see Fig. 2.1) such that any hollow (resp. solid) vertex in the
picture of Gi has the degree in G at least (resp. exactly) the number of edges incident with
it there, then we say that G contains Gi.
For two vertices va, vb ∈ V (G), saying G[va, vb] properly contains Gi, we mean that G[va, vb]
contains Gi so that neither va nor vb corresponds to a solid vertex or to a marked hollow
vertex in the picture of Gi, where a marked hollow vertex means a hollow vertex with the
degree restriction, i.e, the vertex y in G3, G6, G7 and G12.
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Figure 2.1. Local structures in an outer-1-planar graph G with δ(G) ≥ 2
Lemma 2. Let v1v2...vn (n ≥ 5) be a path. If there are no chords vivj and vkvl such that
1 ≤ i < k < j < l ≤ n, then G[v1, vn] properly contains G1, G2 or G4.
Proof. We prove it by induction on n.
Case 1. n = 5.
If C[v1, vn] = ∅, then d(v2) = d(v3) = 2 and G1 is properly contained in G[v1, vn]. Other-
wise, choose a chord vivj ∈ C[v1, vn] so that C[vi, vj] = {vivj} and i < j. Now, if j − i ≥ 3,
then d(vi+1) = d(vi+2) = 2 and G[v1, vn] properly contains G1. If j− i = 2, then d(vi+1) = 2,
and either i 6= 1 or j 6= n. By symmetry, we assume the latter. If d(vj) = 3, then G[v1, vn]
properly contains G2. If d(vj) = 4, then by symmetry, we consider two subcases. First,
if j = 3, then v3v5 ∈ E(G) and d(v4) = 2, which implies the proper containment of G4.
Second, if j = 4, then i = 2 and v1v4 ∈ E(G). This concludes that d(v2) = 3 and G2 is
properly contained in G[v1, vn].
Case 2. n ≥ 6.
Suppose that we have proved the lemma for every n′ with 5 ≤ n′ < n.
We assume that there is a chord vivj ∈ C[v1, vn] so that j − i = 2, otherwise we can finish
the proof as in Case 1. Assume, without loss of generality, that j 6= n. If d(vj) = 3, then
G[v1, vn] properly contains G2. Hence we assume d(vj) ≥ 4. Therefore, there exists a chord
vjvk with 1 ≤ k < i or j < k ≤ n.
If 1 ≤ k < i, then i 6= 1, which implies d(vi) ≥ 4, because otherwise d(vi) = 3 and thus G2
is properly contained. Whereafter, there is a chord vivt with k ≤ t < i. Hence, there exists
either a chord vjvk with j < k ≤ n, or a chord vivt with 1 ≤ t < i. By symmetry, we assume
the former.
3
If k − j ≥ 4, then G[vj, vk] properly contains G1, G2 or G4 by the induction hypothesis,
and so does G[v1, vn], since any vertex in V(vj, vk) has the same degree both in G[vj, vk] and
G[v1, vn] by the assumption of the lemma that vjvk is non-crossed.
If k − j = 3, then either d(vj+1) = d(vj+2) = 2, or d(vj+1) = 2, d(vj+2) = 3 and
vjvj+2 ∈ E(G), or d(vj+1) = 3, d(vj+2) = 2 and vj+1vk ∈ E(G). In each case, we conclude
that G[vj, vk] properly contains G1 or G2 , and so does G[v1, vn].
If k− j = 2, then d(vj+1) = 2. At this moment, if d(vj) = 4, then G4 is properly contained
in G[v1, vn]. Otherwise, there is a chord vjvs such that k < s ≤ n or 1 ≤ s < i. By symmetry,
assume the former. If s−k ≥ 2, then |V [vj, vs]| ≥ 5 and by the induction hypothesis, G[vj, vs]
properly contains G1, G2 or G4, and so does G[v1, vn]. If s − k = 1, then d(vk) = 3 and G2
is properly contained in G[v1, vn]. 
Theorem 3. Let G be a 2-connected outer-1-plane graph and let v1, v2, · · · , vn (n = |G|) be
its vertices on the outer boundary of G with a clockwise sequence.
(1) If n = 4, then G[v1, v4] properly contains G1 or G2, unless v1v3 crosses v2v4 and
v1v2, v3v4 ∈ E(G);
(2) If n = 5, then G[v1, v5] properly contains one of the configurations among G1 −
G4, G6, G8, G13 such that D1 and D2 hold unless V [v1, v5] is a path and v1v4, v2v5 ∈ E(G);
(3) If n ≥ 6, then G[v1, vn] properly contains one of the configurations among G1 − G17
such that D1 and D2 hold.
Here D1 and D2 are the properties on the drawing of G. They are stated as follows.
D1: If G contains G3, then the graph derived from G by adding a new edge between u and
v in that picture is still outer-1-planar;
D2: If G contains Gi for some 6 ≤ i ≤ 17, then the picture of Gi in Fig. 2.1 corresponds
to a partial drawing (up to inversion) of G on the plane.
Proof. If no crossing appears in G, then v1v2 · · · vn is a path by the 2-connectedness of G,
and thus G[v1, vn] properly contains G1, G2 or G4 by Lemma 2 if n ≥ 5. On the other
hand, if n = 4, then G[v1, v4] properly contains G2 if v1v3 ∈ E(G) or v2v4 ∈ E(G), and G1
otherwise. Hence in the following we assume that there is a pair of crossed chords vivj and
vkvl with 1 ≤ i < k < j < l ≤ n,
Case 1. n = 4.
Suppose that v1v3 crosses v2v4. If v1v2 6∈ E(G), then v2v3 ∈ E(G) by the 2-connectedness
of G. Therefore, G[v1, v4] properly contains G1 if v3v4 6∈ E(G), and G2 otherwise. Hence
we assume v1v2 ∈ E(G). By symmetry, it is also assumed that v3v4 ∈ E(G). This is in
accordance with the excluded case listed in (1).
Case 2. n = 5.
By symmetry, we analyse three subcases as follows.
Subcase 2.1. v1v3 crosses v2v4.
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By (1), Gˆ[v1, v4] properly contains G1 or G2 (and so does G[v1, v4]), unless v1v3 crosses
v2v4 and v1v2, v3v4 ∈ E(G), in which case we have d(v4) ≤ 4. Therefore, G[v1, v5] properly
contains G3 if v2v3 6∈ E(G), and G6 otherwise. Moreover, D1 and D2 hold.
Subcase 2.2. v1v3 crosses v2v5.
By the 2-connectedness of G, v3v4, v4v5 ∈ E(G).
If v2v3 6∈ E(G), then d(v3) = d(v4) = 2 if v3v5 6∈ E(G), and d(v3) = 3, d(v4) = 2 if
v3v5 ∈ E(G). Therefore, G[v1, vn] properly contain G1 in the former case, and G2 in the
latter case.
If v2v3 ∈ E(G) and v1v2 6∈ E(G), then d(v2) = d(v4) = 2, d(v3) ≤ 4, and thus G3 is
properly contained in G[v1, vn]. We confirm that D1 holds by showing that G + v2v4 is
still outer-1-planar. Actually, adjusting the order of the vertices on the outer boundary to
v1, v3, v2, v4, v5, v1, we then obtain an outer-1-planar drawing of the graph G+ v2v4.
If v1v2, v2v3 ∈ E(G), then G[v1, vn] properly contains G8 if v3v5 6∈ E(G), and G13 if
v3v5 ∈ E(G).
Subcase 2.3. v1v4 crosses v2v5.
By the 2-connectedness of G, v2v3, v3v4 ∈ E(G).
If v4v5 6∈ E(G) (the case that v1v2 6∈ E(G) is symmetric), then d(v3) = d(v4) = 2 if
v2v4 6∈ E(G), and d(v3) = 2, d(v4) = 3 if v2v4 ∈ E(G). Therefore, G[v1, vn] properly contain
G1 in the former case, and G2 in the latter case.
If v1v2, v4v5 ∈ E(G), then we meet the excluded case mentioned in (2).
Case 3. n = 6.
If |V [vi, vl]| = 4, then by (1), Gˆ[vi, vl] properly contains G1 or G2 (and so does G[vi, vl]),
unless vivk, vjvl ∈ E(G), in which case we have d(vi), d(vl) ≤ 5. Since either i 6= 1 or l 6= 6,
G[v1, v6] properly contains G3 if vkvj 6∈ E(G), and G6 otherwise. Moreover, D1 and D2 hold
trivially.
If |V [vi, vl]| = 5, then by (2), Gˆ[vi, vl] properly contains one of the configurations among
G1 − G4, G6, G8, G13 (and so does G[vi, vl]) such that D1 and D2 hold, unless V [vi, vl] is a
path and k = i + 1, j = l − 1, in which case we have d(vi), d(vl) ≤ 4. Since either i 6= 1 or
l 6= 6, G[v1, v6] properly contains G7 if vkvj 6∈ E(G), and G12 otherwise. Moreover, D2 holds.
If |V [vi, vl]| = 6, then i = 1 and l = 6. By symmetry, we analyse five subcases as follows.
Subcase 3.1. v1v3 crosses v2v6.
By (1), Gˆ[v3, v6] properly contains G1 or G2 (and so does G[v3, v6]), unless v3v5 crosses v4v6
and v3v4, v5v6 ∈ E(G), in which case we have d(v3) ≤ 5. Hence G[v1, v6] properly contains
G3 if v4v5 6∈ E(G), and G6 otherwise. Moreover, D1 and D2 hold trivially.
Subcase 3.2. v1v4 crosses v2v6.
By the 2-connectedness of G, v2v3, v3v4, v4v5, v5v6 ∈ E(G). If v1v2 6∈ E(G), then d(v2) =
d(v3) = 2 if v2v4 6∈ E(G), and d(v2) = 3, d(v3) = 2 if v2v4 ∈ E(G). This implies that
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G[v1, v6] properly contains G1 in the former case, and G2 in the latter case. Hence we
assume v1v2 ∈ E(G). This implies that G[v1, v6] properly contains G10 if v2v4, v4v6 6∈ E(G),
G5 if |{v2v4, v4v6} ∩ E(G)| = 1, and G15 if v2v4, v4v6 ∈ E(G). Moreover, D2 holds trivially.
Subcase 3.3. v1v4 crosses v3v6.
By the 2-connectedness of G, v1v2, v2v3, v4v5, v5v6 ∈ E(G). If v3v4 6∈ E(G), then d(v2) =
d(v3) = 2 if v1v3 6∈ E(G), and d(v2) = 2, d(v3) = 3 if v1v3 ∈ E(G), which implies that
G[v1, v6] properly contains G1 in the former case, and G2 in the latter case. Hence we
assume v3v4 ∈ E(G). This implies that G[v1, v6] properly contains G9 if v1v3, v4v6 6∈ E(G),
G14 if |{v1v3, v4v6} ∩ E(G)| = 1, and G16 if v1v3, v4v6 ∈ E(G). Moreover, D1 and D2 hold
trivially.
Subcase 3.4. v1v5 crosses v2v6.
By (1), Gˆ[v2, v5] properly contains G1 or G2 (and so does G[v2, v5]), unless v2v4 crosses v3v5
and v2v3, v4v5 ∈ E(G), in which case we have d(v2) ≤ 5. Hence G[v1, v6] properly contains
G3 if v3v4 6∈ E(G), and G6 otherwise. Moreover, D1 and D2 hold trivially.
Subcase 3.5. v1v5 crosses v3v6.
By the 2-connectedness of G, v1v2, v2v3, v3v4, v4v5 ∈ E(G). If v5v6 6∈ E(G), then d(v4) =
d(v5) = 2 if v3v5 6∈ E(G), and d(v4) = 2, d(v5) = 3 if v3v5 ∈ E(G), which implies that
G[v1, v6] properly contains G1 in the former case, and G2 in the last one. Hence we assume
v5v6 ∈ E(G). This implies that G[v1, v6] properly contains G10 if v1v3, v3v5 6∈ E(G), G5 if
|{v1v3, v3v5} ∩E(G)| = 1, and G15 if v1v3, v3v5 ∈ E(G). Moreover, D1 and D2 hold trivially.
Case 4. n ≥ 7.
Suppose that we have proved the lemma for every n′ with 6 ≤ n′ < n. To begin with, we
prove a useful claim.
Claim A. If vivj crosses vkvl (1 ≤ i < k < j < l ≤ n), then G[v1, vn] properly contains
at least one of the configurations among G1 − G17 such that D1 and D2 hold, unless 4 ≤
|V [vi, vl]| ≤ 5, k = i + 1, j = l − 1, and vivk, vjvl ∈ E(G), in which case we say that vivj
co-crosses vkvl in G.
Proof. If max {|V [vi, vk]|, |V [vk, vj]|, |V [vj, vl]|} ≥ 6, then we consider, without loss of gener-
ality, the case that |V [vi, vk]| ≥ 6. Applying the induction hypothesis to Ĝ[vi, vk] (note that
there is no edge between V(vi, vk) and V(vk, vi)), we conclude that it properly contains one
of the configurations among G1−G17 such that D1 and D2 hold, and so does G[v1, vn], since
any vertex in V(vi, vk) has same degree both in Ĝ[vi, vk] and G[v1, vn]. Hence, we are only
care about the case max {|V [vi, vk]|, |V [vk, vj]|, |V [vj, vl]|} ≤ 5.
Subcase 4.1. max {|V [vi, vk]|, |V [vk, vj]|, |V [vj, vl]|} = 5.
We only consider the case |V [vi, vk]| = 5, and the cases that |V [vk, vj]| = 5 or |V [vj, vl]| = 5
can be considered similarly. By (2), Ĝ[vi, vk] properly contains one of the configurations
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among G1−G4, G6, G8, G13 such that D1 and D2 hold (and so does G[vi, vk]) unless V [vi, vk]
is a path and vivk−1, vi+1vk ∈ E(G). If d(vk) ≤ 7, then G[v1, vn] properly contains G7 if
vi+1vk−1 6∈ E(G), and G12 otherwise. It is easy to see that D2 holds now. Therefore, we
assume that d(vk) ≥ 8. This implies that j = k + 4 (note that |V [vk, vj]| ≤ 5) and that
vk is adjacent to vi, vk+1, vk+2, vk+3, vj, vl. By (2), Ĝ[vk, vj] properly contains one of the
configurations among G1 − G4, G6, G8, G13 (and so does G[vk, vj]), since |V [vk, vj]| = 5 and
Ĝ[vk, vj] cannot contain the excluded structure mentioned in (2).
Subcase 4.2. max {|V [vi, vk]|, |V [vk, vj]|, |V [vj, vl]|} = 4.
We only consider the case |V [vi, vk]| = 4, and the cases that |V [vk, vj]| = 4 or |V [vj, vl]| = 4
can be considered similarly. By (1), Ĝ[vi, vk] properly contains G1 or G2, unless vivk−1
crosses vi+1vk and vivi+1, vk−1vk ∈ E(G). Since |V [vk, vj]| ≤ 4, d(vk) ≤ 7. Therefore,
G[v1, vn] properly contains G3 if vi+1vk−1 6∈ E(G), and G6 otherwise. Moreover, D1 and D2
hold.
Subcase 4.3. |V [vi, vk]| = 3, and |V [vk, vj]|, |V [vj, vl]| ≤ 3.
By the 2-connectedness of G, V [vi, vk] is a path.
Assume first that |V [vk, vj]| = 3. Clearly, V [vk, vj] is also a path since G is 2-connected.
If exactly one from vivk and vkvj, say vivk, is an edge of G, then d(vi+1) = d(vk+1) = 2
and d(vk) = 4, which implies the proper containment of G5 in G[v1, vn].
If vivk 6∈ E(G) and vkvj 6∈ E(G), then we look at |V [vj, vl]|. If |V [vj, vl]| = 3, then V [vj, vl]
is a path by the 2-connectedness of G, and thus G[v1, vn] properly contains G5 if vjvl ∈ E(G),
and G11 otherwise. If |V [vj, vl]| = 2, then G[v1, vn] properly contains G10 if vjvl ∈ E(G), and
d(vj) = d(vj−1) = 2 if vjvl 6∈ E(G), in which case G1 is properly contained in G[v1, vn]. In
each case D2 holds.
If vivk ∈ E(G) and vkvj ∈ E(G), then we also look at |V [vj, vl]|. If |V [vj, vl]| = 3, then
V [vj, vl] is a path by the 2-connectedness of G, and thus G[v1, vn] properly contains G17
if vjvl ∈ E(G), and G5 otherwise. If |V [vj, vl]| = 2, then G[v1, vn] properly contains G15
if vjvl ∈ E(G), and d(vj) = 3, d(vj−1) = 2 if vjvl 6∈ E(G), in which case G2 is properly
contained in G[v1, vn]. In each case D2 holds.
We assume now that |V [vk, vj]| = 2.
If vkvj 6∈ E(G), then d(vi+1) = 2, d(vk) = 3 if vivk ∈ E(G), and d(vi+1) = d(vk) = 2 if
vivk 6∈ E(G). Therefore, G[v1, vn] properly contain G2 in the former case, and G1 in the
latter case.
If vkvj ∈ E(G), then we look at |V [vj, vl]|.
If |V [vj, vl]| = 3, then V [vj, vl] is a path by the 2-connectedness of G. Therefore, G[v1, vn]
properly contains G9 if |{vivk, vjvl} ∩E(G)| = 0, G14 if |{vivk, vjvl} ∩E(G)| = 1, and G16 if
|{vivk, vjvl} ∩ E(G)| = 2. In each case D2 holds.
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If |V [vj, vl]| = 2, then we consider two subcases. If vjvl 6∈ E(G), then d(vi+1) = d(vj) = 2
and d(vk) ≤ 4, which implies that G[v1, vn] properly contains G3. Adjusting the order of the
vertices on the boundary of G from v1, · · · , vk−1, vk, vj, vj+1, · · · , vn, v1 to v1, · · · vk−1, vj, vk,
vj+1, · · · , vn, v1, we obtain an outer-1-planar drawing of G + vi+1vj, and thus D1 holds. If
vjvl ∈ E(G), then G[v1, vn] properly contains G13 if vivk ∈ E(G), and G8 otherwise. In each
case D2 holds.
Subcase 4.4. |V [vj, vl]| = 3, and |V [vi, vk]|, |V [vk, vj]| ≤ 3.
This is a symmetric case of Subcase 4.3, so we omit the proof here.
Subcase 4.5. |V [vi, vk]| = |V [vj, vl]| = 2, and |V [vk, vj]| ≤ 3.
If vivk, vjvl ∈ E(G), then vivj co-crosses vkvl, as required. Hence in the following we
assume that |{vivk, vjvl} ∩ E(G)| ≤ 1. By symmetry, we assume that vivk 6∈ E(G).
If |V [vk, vj]| = 3, then by the 2-connectedness of G, V [vk, vj] is a path. If vkvj ∈ E(G),
then d(vk+1) = 2, d(vk) = 3 and thus G2 is properly contained in G[v1, vn]. If vkvj 6∈ E(G),
then d(vk) = d(vk+1) = 2 and thus G1 is properly contained in G[v1, vn].
If |V [vk, vj]| = 2, then vkvj ∈ E(G) by the 2-connectedness of G. If vjvl ∈ E(G), then
d(vk) = 2, d(vj) = 3 and thus G2 is properly contained in G[v1, vn]. If vjvl 6∈ E(G), then
d(vk) = d(vj) = 2 and thus G1 is properly contained in G[v1, vn]. 
We now come back to the proof for Case 4. By Claim A, we assume that vivj co-crosses
vkvl in G, as otherwise we have done the proof. Since n ≥ 7, either l 6= n or i 6= 1. We assume
the former by symmetry. If d(vl) ≤ 7, then G3 or G6 or G7 or G12 is properly contained in
G[v1, vn], and D1, D2 hold. Hence we assume d(vl) ≥ 8. Under this condition, there is a
chord vlvt ∈ E(G) with l < t ≤ n or 1 ≤ t < i. If 1 ≤ t < i, then i 6= 1 and thus d(vi) ≥ 8,
as otherwise G3 or G6 or G7 or G12 is properly contained in G[v1, vn], and D1, D2 hold. So,
there is a chord vsvi with t ≤ s < i (note that vlvt can be crossed at most once).
Consequently, we have to consider the following subcases to complete the proof: (1) there
is a chord vlvt ∈ E(G) with l < t ≤ n; (2) there is a chord vsvi with t ≤ s < i. We assume
the former by symmetry, and meanwhile, assume that t− l is as large as possible.
If vlvt crosses vavb with l < a < t, then by Claim A, vlvt co-crosses vavb, as otherwise we
have finished the proof. This implies that a = l + 1 and b = t + 1. Since d(vl) ≥ 8, there
is another chord vlvs with 1 ≤ s < i or b < s ≤ n. Without loss of generality, assume the
latter. By Claim A, vlvs is not crossed (note that vlvs cannot be co-crossed by another edge).
If 6 ≤ |V [vl, vs]| < n, then applying the induction hypotheses to the graph G[vl, vs] (note
that there is no edge between V(vl, vs) and V(vs, vl)), we conclude that it properly contains
one of the configurations among G1 −G17 such that D1 and D2 hold, and so does G[v1, vn].
If |V [vl, vs]| = 5, then by (2), G[vl, vs] properly contains one of the configurations among
G1−G4, G6, G8, G13 such that D1 and D2 hold, because the exclude structure mentioned in
(2) cannot appear in G[vl, vs].
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On the other hand, suppose that vlvt is not crossed. If |V [vl, vt]| ≥ 6, then applying the
induction hypotheses to the graph G[vl, vt], we conclude that it properly contains one of the
configurations among G1 −G17 such that D1 and D2 hold, and so does G[v1, vn]. Hence we
assume |V [vl, vt]| ≤ 5,
If there is a chord vlvs with 1 ≤ s < i, then vlvs is not crossed by Claim A (note that
vlvs cannot be co-crossed by another edge). If |V [vs, vl]| ≥ 6, then applying the induction
hypotheses to the graph G[vs, vl], we conclude that it properly contains one of the configu-
rations among G1 −G17 such that D1 and D2 hold, and so does G[v1, vn]. If |V [vs, vl]| = 5,
then by (2), G[vs, vl] properly contains one of the configurations among G1−G4, G6, G8, G13
such that D1 and D2 hold, because the exclude structure mentioned in (2) cannot appear in
G[vs, vl]. Therefore, we assume that there is no such a chord vlvs with 1 ≤ s < i.
Since |V [vl, vt]| ≤ 5 and t is an integer such that t − l is as large as possible, d(vl) ≤ 7.
Therefore, G3 or G6 or G7 or G12 is properly contained in G[v1, vn], and D1, D2 hold.
This ends the proof of (3). 
An end-block of a connected graph G is a 2-connected subgraph containing exactly one
cut-vertex of G if G has cut-vertices (i.e, G is not 2-connected), or G itself if G is 2-connected.
Theorem 4. Each outer-1-plane graph G with δ(G) ≥ 2 contains at least one of the config-
urations among G1 −G17 such that D1 and D2 hold.
Proof. Theorem 3(3) implies this result for the case that G is 2-connected and |G| ≥ 6. If
G is not 2-connected or |G| ≤ 5, then let K be an end-block of G. Let v1, v2, · · · , vn be the
vertices of K with a clockwise sequence in the drawing, where n = |K| and only v1 may be
a cut-vertex. Since δ(G) ≥ 2, n ≥ 3.
If n ≥ 6, then by Theorem 3(3), one of the configurations among G1 − G17 is properly
contained in K[v1, vn] such that D1 and D2 hold. Hence G contains one of the configurations
among G1 −G17 such that D1 and D2 hold.
If n = 5, then by Theorem 3(2), K[v1, vn] properly contains (and thus G contains) one
configuration among G1−G4, G6, G8, G13 such that D1 and D2 hold unless V [v1, v5] is a path
and v1v4, v2v5 ∈ E(G), in which case d(v5) ≤ 3 and thus G7 or G12 is contained in G such
that D2 holds.
If n = 4, then by Theorem 3(1), H[v1, vn] properly contains (and thus G contains) G1 or
G2 unless v1v3 crosses v2v4 and v1v2, v3v4 ∈ E(G), in which case d(v4) ≤ 3 and thus G3 or
G6 is contained in G. Clearly, D1 and D2 hold.
If n = 3, then by the 2-connectedness of H, v1v2, v2v3, v3v1 ∈ E(H) and d(v2) = d(v3) = 2.
This implies that G contains G1. 
In the following, we first use Theorem 4 to deduce the theorem that was recently proved
in [38].
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Figure 2.2. The construction of special outer-1-planar graphs
Corollary 5. (1) Each outer-1-planar graph G with δ(G) ≥ 2 has an edge uv such that
d(u) + d(v) ≤ 9;
(2) Each maximal outer-1-planar graph G has an edge uv such that d(u) + d(v) ≤ 7.
Proof. (1) Since every configuration Gi with i 6= 6 in Fig. 1 contains an edge uv with d(u) = 2
and d(v) ≤ 7, and the configuration G6 contains an edge uv with d(u) = d(v) = 3, by
Theorem 4, G contains an edge uv such that d(u) + d(v) ≤ 9.
(2) If G is a maximal outer-1-planar graph, then it is easy to see that δ(G) ≥ 2. If G
contains G3 in Fig. 2.1, then by D1, G+ uv is outer-1-planar, contradicting the maximality
of G. Hence by Theorem 4, G contains one of the configurations among G1, G2, G4 − G17,
in each of which configuration there is an edge uv with either d(u) = 2 and d(v) ≤ 5, or
d(u) = d(v) = 3. Hence G contains an edge uv such that d(u) + d(v) ≤ 7. 
The following is another immediate corollary from Theorem 4, which will be used in Section
3 to prove a strong result on the list 3-dynamic coloring of outer-1-planar graphs.
Corollary 6. Each outer-1-planar graph contains one of the following configurations:
(1) a vertex of degree at most 1;
(2) two adjacent vertices of degree 2;
(3) a triangle incident with a vertex of degree 2;
(4) the configuration Gi as in Fig. 2.1, where i ∈ {3, 6, 7, 8, 9, 10, 11}. 
To end this section, we show that the list of the configurations in Theorem 4 is minimal
in the sense that for each configuration Gi with 1 ≤ i ≤ 17, there are outer-1-planar graphs
containing Gi that does not any of the other sixteen configurations.
Trivially, a cycle contains G1 and does not contain Gi for any 2 ≤ i ≤ 17. We now look
at the left picture in Fig. 2.2. Into each of the area in shadow, we embed the configurations
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Figure 3.1. An outer-1-planar graph with 3-dynamic chromatic number 6
G∗i with 2 ≤ i ≤ 17 (here we do not care about the direction of the embedding of the
configuration, although some configuration, say G14 for example, is not symmetric in its
drawing), and denote the resulting graph by Hi. Here, G∗i with 2 ≤ i ≤ 5 is shown as in
Fig. 2.2, and G∗i with 6 ≤ i ≤ 17 corresponds to Gi in Fig. 2.1. It is easy to check that the
graph Hi with 2 ≤ i ≤ 17 is an outer-1-planar graph that contains Gi and does not contain
Gj with j 6= i.
3. List 3-Dynamic Coloring
A proper k-coloring c of a graph G is a function from its vertex set V (G) to {1, 2, . . . , k}
such that c(u) 6= c(v) if u is adjacent to v. An r-dynamic k-coloring of a graph G is a
proper k-coloring such that for any vertex v, there are at least min{r, d(v)} distinct colors
appearing on the neighbors of v. The minimum integer k so that G has a proper k-coloring
or an r-dynamic k-coloring is the chromatic number or the r-dynamic chromatic number of
G, denoted by χ(G) or χdr(G), respectively. Clearly, χdr(G) ≥ χd1(G) = χ(G), where r ≥ 1.
The notion of r-dynamic coloring was introduced by Montgomery [30], newly studied
[19, 18], and also investigated under the notion of r-hued coloring [11, 27, 31, 32, 33, 41]. As
starting cases of r-dynamic coloring, the 2-dynamic coloring (known as dynamic coloring in
literature) [4, 1, 2, 3, 8, 10, 23, 26, 29, 28] and the 3-dynamic coloring [5, 21, 25] have been
considered. The list analogue of dynamic coloring was introduced by Akbari, Ghanbari and
Jahanbekam [1], and investigated by many authors including [15, 20, 21, 22, 25, 41].
Suppose that a set L(v) of colors, called a list of v, is assigned to each vertex v ∈ V (G). An
r-dynamic L-coloring of G is an r-dynamic coloring c so that c(v) ∈ L(v) for every v ∈ V (G).
A graph G is r-dynamic k-choosable if G has an r-dynamic L-coloring whenever |L(v)| = k
for every v ∈ V (G). The minimum integer k for which G is r-dynamic k-choosable is the list
r-dynamic chromatic number of G, denoted by chdr(G). It is obvious that chdr(G) ≥ χdr(G).
In this section, we apply the structural theorem obtained in Section 2 (precisely, Corollary
6) to prove that the list 3-dynamic chromatic number of every outer-1-planar graph is at most
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6, and moreover, this upper bound 6 is sharp because of the existence of an outer-1-planar
graph with 3-dynamic chromatic number 6, see Theorem 7.
Theorem 7. There exists an outer-1-planar graph with 3-dynamic chromatic number 6.
Proof. Look at the outer-1-planar graphG in Fig. 3.1. We claim that its 3-dynamic chromatic
number is exactly 6. Since v3 has degree 3 and v2, v4, v5 are its neighbors, those four vertices
have distinct colors in any 3-dynamic coloring G. Without loss of generalization, assume
that v2, v3, v4 and v5 are colored with 1,2,3 and 4, respectively. It is clear that v6 cannot be
colored by 2 or 3 (otherwise two neighbors of v5, which has degree 3, are monochromatic),
and also cannot be colored by 1 (otherwise two neighbors of v7, which has degree 3, are
monochromatic). Therefore, we assume that v6 is colored with 5 (note that the color 4 is
forbidden on v6 since it is adjacent to v5 that has color 4). At this stage, the colors 1, 2, 3, 4
and 5 are forbidden on v7 (otherwise two adjacent vertices receive a same color, or a vertex
of degree 3 has two monochromatic neighbors). Hence we have to color v7 with 6, and then
color v1 with 3. This implies that the 3-dynamic chromatic number of G is exactly 6. 
Theorem 8. If G is an outer-1-planar graph, then chd3(G) ≤ 6.
Proof. Let G be a counterexample to the theorem with the smallest number of vertices. That
is, there exists a list assignment L of size 6 such that G has no 3-dynamic L-coloring and
any proper subgraph of G is 3-dynamic L-colorable. Clearly, G is connected.
Proposition 1. δ(G) ≥ 2.
Proof. Suppose, to the contrary, that there is an edge uv with d(u) = 1. By the minimality
of G, the graph G′ = G − u has a 3-dynamic L-coloring c. It is easy to see that d(v) ≥ 2,
because otherwise G is exactlyK2 that is 3-dynamic L-colorable, a contradiction. If d(v) ≥ 4,
then v has degree at least 3 in G′ and thus v is incident with at least 3 distinct colors in
c. In this case we color u from its list with a color different from c(v), and then obtain a
3-dynamic L-coloring of G, a contradiction. If d(v) ≤ 3, then color u from its list with a
color that is different from the colors used on v and its neighbor(s) in G′. This also construct
a 3-dynamic L-coloring of G, a contradiction. 
Proposition 2. G does not contain two adjacent vertices of degree 2.
Proof. Suppose, to the contrary, that there is an edge uv with d(u) = d(v) = 2. By the
minimality of G, the graph G′ = G − {u, v} has a 3-dynamic L-coloring c. By x and y, we
denote the other neighbor of u and v besides v and u, respectively.
Assume first that d(x) ≥ 4, then color u with c(u) ∈ L(u)\{c(x), c(y)}. If d(y) ≥ 4, then
color v with c(v) ∈ L(v)\{c(x), c(u), c(y)}. If d(y) ≤ 3, then color v from its list with a color
that is different from c(x), c(u), c(y) and the colors (at most two) used on the neighbor(s)
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of y in G′. In each case, at most five colors are forbidden and we have six available colors
for v. Hence we obtain a 3-dynamic L-coloring of G, a contradiction.
Second, assume that d(x) ≤ 3, and by symmetry, that d(y) ≤ 3. Coloring u with a color
c(u) from its list that is different from c(x), c(y) and the colors (at most two) used on the
neighbor(s) of x in G′, and then coloring v from its list with a color that is different from
c(x), c(y), c(u) and the colors (at most two) used on the neighbor(s) of y in G′, we construct
a 3-dynamic L-coloring of G, a contradiction. 
Proposition 3. G does not contain a triangle xuy in G with d(u) = 2.
Proof. Suppose, to the contrary, that G contains a triangle xuy with d(u) = 2. By the
minimality of G, G′ = G − {u} has a 3-dynamic L-coloring c. By Proposition 2, d(x) ≥ 3
and d(y) ≥ 3. Assume first that d(x) ≥ 4. If d(y) ≥ 4, then color u from its list with a color
different from c(x) and c(y). If d(y) = 3, then color u from its list with a color different from
c(x), c(y) and c(y1), where y1 is the third neighbor of y other than x and u. In each case,
we obtain a 3-dynamic L-coloring of G, a contradiction. Second, assume that d(x) = 3, and
by symmetry, that d(y) = 3. Let x1 be the neighbor of x other than u and y, and let y1 be
the neighbor of y other than u and x. We color u with c(u) ∈ L(u)\{c(x), c(y), c(x1), c(y1),
and then obtain a 3-dynamic L-coloring of G, a contradiction. Note that c(x) 6= c(y) since
xy ∈ E(G′). 
Proposition 4. G does not contain the configuration G3.
Proof. Suppose, to the contrary, that G contains a copy of G3 as in Fig. 2.1. By the mini-
mality of G, G′ = G−{u} has a 3-dynamic L-coloring c. By Proposition 2, we have d(x) ≥ 3
and d(y) ≥ 3. Assume first that d(x) ≥ 4. If d(y) ≥ 4, then color u from its list with a color
different from c(x) and c(y). If d(y) = 3, then color u from its list with a color different from
c(x), c(y), c(v) and c(y1), where y1 is the third neighbor of y other than v and u. In each case,
we obtain a 3-dynamic L-coloring of G, a contradiction. Second, assume that d(x) = 3, and
by symmetry, that d(y) = 3. Let x1 be the neighbor of x other than u and v, and let y1 be the
neighbor of y other than u and v. We color u with c(u) ∈ L(u)\{c(x), c(y), c(x1), c(y1), c(v)},
and then obtain a 3-dynamic L-coloring of G, a contradiction. Note that c(x) 6= c(y) since
x and y are the only two neighbors of v in G′. 
Proposition 5. G does not contain the configuration G6.
Proof. Suppose, to the contrary, that G contains a copy of G6 as in Fig. 2.1. By the min-
imality of G, G′ = G − {u} has a 3-dynamic L-coloring c. By Proposition 3, we have
d(x) ≥ 3 and d(y) ≥ 3. Assume first that d(x) ≥ 4. If d(y) ≥ 4, then color u from its
list with a color different from c(x), c(y) and c(v). If d(y) = 3, then color u from its list
with a color different from c(x), c(y), c(v) and c(y1), where y1 is the third neighbor of y
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other than v and u. In each case, we obtain a 3-dynamic L-coloring of G, a contradiction.
Second, assume that d(x) = 3, and by symmetry, that d(y) = 3. Let x1 be the neighbor
of x other than u and v, and let y1 be the neighbor of y other than u and v. We color u
with c(u) ∈ L(u)\{c(x), c(y), c(x1), c(y1), c(v)}, and then obtain a 3-dynamic L-coloring of
G, a contradiction. Note that c(x), c(y) and c(v) are pairwise different since v has only two
neighbors x and y in G′. 
Proposition 6. G does not contain the configuration G7.
Proof. Suppose, to the contrary, that G contains a copy of G7 as in Fig. 2.1. By the min-
imality of G, G′ = G − {u, v} has a 3-dynamic L-coloring c. By Proposition 4, we have
d(x) ≥ 3 and d(y) ≥ 3. Assume first that d(x) ≥ 4. If d(y) ≥ 4, then color v with
c(v) ∈ L(v)\{c(x), c(y), c(w)} and color u with c(u) ∈ L(u)\{c(x), c(y), c(w), c(v)}. If
d(y) = 3, then color v with c(v) ∈ L(v)\{c(x), c(y), c(w), c(y1)} and color u with c(u) ∈
L(u)\{c(x), c(y), c(w), c(v)}, where y1 is the third neighbor of y other than v and w. In
each case, we obtain a 3-dynamic L-coloring of G, a contradiction. Second, assume that
d(x) = 3, and by symmetry, that d(y) = 3. Let x1 be the neighbor of x other than
w and v, and let y1 be the neighbor of y other than w and v. We color v with c(v) ∈
L(v)\{c(x), c(y), c(x1), c(y1), c(w)} and u with c(u) ∈ L(u)\{c(x), c(y), c(w), c(v)}, and then
obtain a 3-dynamic L-coloring of G, a contradiction. Note that c(x) 6= c(y) since x and y
are the only two neighbors of w in G′. 
Proposition 7. G does not contain the configuration G8.
Proof. Suppose, to the contrary, that G contains a copy of G8 as in Fig. 2.1. By the min-
imality of G, G′ = G − {u,w} has a 3-dynamic L-coloring c. By Propositions 2 and
3, we have d(x) ≥ 3 and d(y) ≥ 3. Assume first that d(x) ≥ 4. If d(y) ≥ 4, then
color w with c(w) ∈ L(w)\{c(x), c(y), c(v)} and u with c(u) ∈ L(u)\{c(x), c(y), c(w), c(v)}.
If d(y) = 3, then color w with c(w) ∈ L(w)\{c(x), c(y), c(v), c(y1)} and u with c(u) ∈
L(u)\{c(x), c(y), c(w), c(v)}, where y1 is the third neighbor of y other than v and w. In each
case, we obtain a 3-dynamic L-coloring of G, a contradiction. Second, assume that d(x) = 3
and let x1 be the third neighbor of x other than u and v. If d(y) ≥ 4, then color w with
c(w) ∈ L(w)\{c(x), c(y), c(v)} and color u with c(u) ∈ L(u)\{c(x), c(y), c(w), c(v), c(x1)}.
If d(y) = 3, then color w with c(w) ∈ L(w)\{c(x), c(y), c(v), c(y1)} and u with c(u) ∈
L(u)\{c(x), c(y), c(w), c(v), c(x1)}, where y1 is the third neighbor of y other than v and w.
In each case, we obtain a 3-dynamic L-coloring of G, a contradiction. 
Proposition 8. G does not contain the configuration G9.
Proof. Suppose, to the contrary, that G contains a copy of G9 as in Fig. 2.1. By the
minimality of G, G′ = G − {u,w} has a 3-dynamic L-coloring c. By Proposition 2, we
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have d(x) ≥ 3 and d(y) ≥ 3. Assume first that d(x) ≥ 4. If d(y) ≥ 4, then color w
with c(w) ∈ L(w)\{c(x), c(y), c(v), c(z)} and u with c(u) ∈ L(u)\{c(x), c(y), c(w), c(v)}. If
d(y) = 3, then color w with c(w) ∈ L(w)\{c(x), c(y), c(v), c(y1), c(z)} and u with c(u) ∈
L(u)\{c(x), c(y), c(w), c(v)}, where y1 is the third neighbor of y other than z and w. In
each case, we obtain a 3-dynamic L-coloring of G, a contradiction. Second, assume that
d(x) = 3, and by symmetry, that d(y) = 3. Let x1 be the neighbor of x other than u
and v, and let y1 be the neighbor of y other than w and z. We color w with c(w) ∈
L(w)\{c(x), c(y), c(v), c(z), c(y1)} and u with c(u) ∈ L(u)\{c(x), c(y), c(w), c(v), c(x1)}, and
then obtain a 3-dynamic L-coloring of G, a contradiction. 
Proposition 9. G does not contain the configuration G10.
Proof. Suppose, to the contrary, that G contains a copy of G10 as in Fig. 2.1. By the mini-
mality of G, G′ = G−{u,w} has a 3-dynamic L-coloring c. By Propositions 2 and 4, we have
d(x) ≥ 3 and d(y) ≥ 3. If d(y) ≥ 4, then color w with c(w) ∈ L(w)\{c(x), c(y), c(z), c(v)}
and u with c(u) ∈ L(u)\{c(x), c(y), c(w), c(v), c(z)}. If d(y) = 3, then color w with c(w) ∈
L(w)\{c(x), c(y), c(z), c(v), c(y1)} and u with c(u) ∈ L(u)\{c(x), c(y), c(w), c(v), c(z)}, where
y1 is the third neighbor of y other than v and w. In each case, we obtain a 3-dynamic L-
coloring of G, a contradiction. 
Proposition 10. G does not contain the configuration G11.
Proof. Suppose, to the contrary, that G contains a copy of G11 as in Fig. 2.1. By Propo-
sition 2, we have d(x) ≥ 3 and d(y) ≥ 3. By the minimality of G, G′ = G − {u, v, a}
has a 3-dynamic L-coloring c. If d(x) ≥ 4 and d(y) ≥ 4, then color u, v and a in this or-
der with c(u) ∈ L(u)\{c(x), c(y), c(z), c(w)}, c(v) ∈ L(v)\{c(x), c(y), c(u), c(w)} and c(a) ∈
L(a)\{c(x), c(y), c(u), c(v)}, respectively. If d(x) ≥ 4 and d(y) = 3 (the case when d(x) = 3
and d(y) ≥ 4 is similar), then color u, a and v in this order with c(u) ∈ L(u)\{c(x), c(y), c(z), c(w)},
c(a) ∈ L(a)\{c(w), c(y), c(y1), c(u), c(x)} and c(v) ∈ L(v)\{c(x), c(y), c(u), c(w), c(a)}, re-
spectively, where y1 is the third neighbor of y other than w and a. In each case, we obtain
a 3-dynamic L-coloring of G, a contradiction. Hence in the following, we assume that
d(x) = d(y) = 3.
Let x1 be the third neighbor of x other than v and z, and let y1 be the third neighbor
of y other than w and a. By the minimality of G, G′ = G − {u, v, a} has a 3-dynamic
L-coloring c. Color v with c(v) ∈ L(v)\{c(x), c(x1), c(z), c(w), c(y)} and a with c(a) ∈
L(a)\{c(v), c(y), c(y1), c(w), c(x)}. If there is a color available for u that is different from
the colors used on x, z, w, v, a and y, then use it to color u and we immediately obtain a 3-
dynamic L-coloring of G, a contradiction. So, the worst case here is the colors on x, z, w, v, a
and y are rainbow, say 1, 2, 3, 4, 5 and 6, and moreover, L(u) = {1, 2, 3, 4, 5, 6}.
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At this stage, we color u with 2 (resp. 5) and then try to recolor z (resp. a). If it is possible
to color z (resp. a) with a color different from 1, 2, 3, 4, 6 (resp. 1, 3, 4, 5, 6), and from the
color on x1 (resp. y1), then we obtain a 3-dynamic L-coloring of G, a contradiction. So, the
difficult case is that L(z) = {1, 2, 3, 4, 6, c(x1)} and L(a) = {1, 3, 4, 5, 6, c(y1)}, where 3 6∈
{c(x1), c(y1)}. We now recolor z and a with 3, and recolor w, v and u in this order with c(w) ∈
L(w)\{1, 3, 6, c(y1)}, c(v) ∈ L(v)\{1, 3, 6, c(w), c(x1)} and c(u) ∈ L(u)\{1, 3, 6, c(v), c(w)},
respectively. It is easy to see that the resulting coloring of G is a 3-dynamic L-coloring, a
contradiction. 
However, since G is a connected outer-1-planar graph, Propositions 1-10 contradicts Corol-
lary 6. This ends the proof. 
References
[1] S. Akbari, M. Ghanbari, S. Jahanbekam. On the list dynamic coloring of graphs. Discrete Appl. Math.
157 (2009) 3005–3007.
[2] S. Akbari, M. Ghanbari, S. Jahanbekam. On the dynamic coloring of strongly regular graphs. Ars Comb.
113 (2014) 205–210.
[3] S. Akbari, M. Ghanbari, S. Jahanbekam. On the dynamic coloring of cartesian product graphs. Ars
Comb. 114 (2014) 161–168.
[4] M. Alishahi. On the dynamic coloring of graphs. Discrete Appl. Math. 159(2–3) (2011) 152–156.
[5] Y. Asayama, Y. Kawasaki, S.-J. Kim, et al. 3-Dynamic coloring of planar triangulations. Discrete Math.
341 (11) (2018) 2988–2994.
[6] C. Auer, C. Bachmaier, F. J. Brandenburg, et al. Recognizing outer 1-planar graphs in linear time.
Lecture Notes in Comput. Sci. 8242 (2013) 107–118.
[7] C. Auer, C. Bachmaier, F. J. Brandenburg, et al. Outer-1-planar graphs. Algorithmica 74 (2016) 1293–
1320.
[8] P. Borowiecki, E. Sidorowicz. Dynamic coloring of graphs. Fundam. Inform. 114(2) (2012) 105–128
(2012)
[9] J. A. Bondy, U. S. R. Murty. Graph Theory. Springer, GTM 244, 2008.
[10] Y. Chen, S. Fan, H.-J. Lai, et al. On dynamic coloring for planar graphs and graphs of higher genus.
Discrete Appl. Math. 160(7–8) (2012) 1064–1071.
[11] J. Cheng, H.-J. Lai, K. J. Lorenzen, et al. r-Hued coloring of sparse graphs. Discrete Appl. Math. 237
(2018), 75–81.
[12] H. R. Dehkordi, P. Eades. Every outer-1-plane graph has a right angle crossing drawing. Int. J. Comput.
Geom. Appl. 22 (2012) 543–557.
[13] W. Didimo, G. Liotta, F. Montecchiani. A Survey on Graph Drawing Beyond Planarity. ACM Comput.
Surv. 52(1) (2019) Article No. 4.
[14] R.B. Eggleton. Rectilinear drawings of graphs, Utilitas Math. 29 (1986) 149–172.
[15] L. Esperet. Dynamic list coloring of bipartite graphs. Discrete Appl. Math. 158(17) (2010) 1963–1965.
[16] E. Di Giacomo, G. Liotta, F. Montecchiani. Drawing Outer 1-planar Graphs with Few Slopes. J. Graph
Algorithms Appl. 19(2) (2015) 707-741.
[17] S.-H. Hong, P. Eades, N. Katoh, et al. A linear-time algorithm for testing outer-1-planarity. Algorithmica,
72, (2015), 1033–1054.
[18] R. J. Kang, T. Müller, D. B. West. On r-dynamic coloring of grids. Discrete Appl. Math. 186 (2015)
286–290.
[19] S. Jahanbekam, J. Kim, S. O, et al. On r-dynamic coloring of graphs. Discrete Appl. Math. 206 (2016)
65–72.
[20] S.-J. Kim, S. J. Lee, W.-J. Park. Dynamic coloring and list dynamic coloring of planar graphs. Discrete
Appl. Math. 161 (2013) 2207–2212.
16
[21] S.-J. Kim, B. Park. List 3-dynamic coloring of graphs with small maximum average degree. Discrete
Math. 341(5) (2018) 1406–1418.
[22] S.-J. Kim, W.-J. Park. List dynamic coloring of sparse graphs. COCOA 2011: Combinatorial Optimiza-
tion and Applications (2011) 156–162.
[23] Y. Kim, S. J. Lee, S. Oum. Dynamic coloring of graphs having no K5 minor. Discrete Appl. Math. 206
(2016) 81–89.
[24] S. G. Kobourov, G. Liotta, F. Montecchiani. An annotated bibliography on 1-planarity. Computer
Science Review 25 (2017) 49–67.
[25] H. Li, H.-J. Lai. 3-Dynamic coloring and list 3-dynamic coloring of K1,3-free graphs. Discrete Appl.
Math. 222 (2017) 166–171.
[26] S. Loeb, T. Mahoney, B. Reiniger, et al. Dynamic coloring parameters for graphs with given genus.
Discrete Appl. Math. 235 (2018) 129–141.
[27] H. Ma, X. Hu, J. Kong, et al. Linear list r-hued coloring of sparse graphs. Discrete Math., Alg. and
Appl. 10(4) (2018) #1850045.
[28] X. Meng, L. Miao, B. Su. The dynamic coloring numbers of pseudo-halin graphs. Ars Comb. 79 (2006)
3–9.
[29] L. Miao, H.-J. Lai, Y.-F. Guo, et al. Element deletion changes in dynamic coloring of graphs. Discrete
Math. 339(5) (2016) 1600–1604.
[30] B. Montgomery, (Ph.D. dissertation), West Virginia University, 2001.
[31] H. Song, S. Fan, Y. Chen, et al. On r-hued coloring of K4-minor free graphs. Discrete Math. 315–316
(2014) 47–52.
[32] H. Song, H.-J. Lai. Upper bounds of r-hued colorings of planar graphs. Discrete Appl. Math. 243 (2018)
262–269.
[33] H. Song, H.-J. Lai, J.-L. Wu. On r-hued coloring of planar graphs with girth at least 6. Discrete Appl.
Math. 198 (2016) 251–263.
[34] J. Tian, X. Zhang. Pseudo-outerplanar graphs and chromatic conjectures, Ars Combin. 114 (2014)
353–361.
[35] X. Zhang. List total coloring of pseudo-outerplanar graphs. Discrete Math. 313 (2013) 2297–2306.
[36] X. Zhang. The edge chromatic number of outer-1-planar graphs. Discrete Math. 339 (2016) 1393–1399.
[37] X. Zhang. Total coloring of outer-1-planar graphs with near-independent crossings. J. Comb. Optim.
34(3) (2017) 661–675
[38] X. Zhang, J. Lan, B. Li, Q. Zhu. Light paths and edges in families of outer-1-planar graphs. Inform.
Process. Lett. 136 (2018) 83–89.
[39] X. Zhang, B. Li. Linear arboricity of outer-1-planar graphs. Journal of the Operations Research Society
of China (2019). https://doi.org/10.1007/s40305-019-00243-2.
[40] X. Zhang, G. Liu, J.-L. Wu. Edge covering pseudo-outerplanar graphs with forests. Discrete Math. 312
(2012) 2788–2799.
[41] H. Zhu, S. Chen, L. Miao, et al. On list r-hued coloring of planar graphs. J. Comb. Optim. 34(3) (2017)
874–890.
[42] J. Zhu, Y. Bu. Channel assignment with r-dynamic coloring. 12th AAIM 2018 : Dallas, TX, USA, 36–48.
School of Mathematics and Statistics, Xidian University, Xi’an, 710071, China.
E-mail address: y.li@stu.xidian.edu.cn
School of Mathematics and Statistics, Xidian University, Xi’an, 710071, China.
E-mail address: xzhang@xidian.edu.cn
17
