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Summary
A financial market is a market that people and entities can trade financial instruments. The
main financial instruments are bond, equity, commodity, foreign exchange and their derivatives
[1]. Mathematical finance is the field that derives the models suggested by financial markets.
Quantum mechanics and quantum field theory provide a vast range of powerful mathemat-
ical tools for stochastic systems, which can be applied to finance and formulated as quantum
finance.
Quantum mechanics represents a random system by elements of a state space, and the
time evolution of states is determined by the Hamiltonian (functional) differential operator [2].
The space-time evolution of the system is determined by the Lagrangian and the conditional
probabilities are represented by the Feynman path integral [3], which is an infinite dimensional
functional integration over all possibilities of the random system. The continuous infinite
dimensional quantum field is suitable to describe the stochastic process of financial underlying.
With these concepts, Baaquie [4, 5] introduced mathematics of quantum field theory to
finance and named the field as quantum finance. The advantage of quantum finance is that it
has the advanced mathematical tool for infinite correlated random systems. The correlation
of financial instruments is described by the propagator, which governs the evolution of these
instruments. When the correlation is one, quantum finance models will converge to traditional
finance models. Therefore, quantum finance is a generalization of traditional mathematical
ix
xfinance. The empirical application also shows that quantum finance models give better fit for
the market data.
The quantum finance application has shown great power in the modeling of forward interest
rates and in the application in pricing interest rate derivatives. Among these models, quantum
finance Libor Market Model (LMM) are more superior and has not been studied empirically.
Moreover, other instruments, such as equity, foreign exchange rate and commodities have not
been studied by quantum finance yet.
This dissertation aims to explore the above two problems.
The analytical and empirical property of LMM for interest rates was studied. The highly
nonlinear model can also be described by the same propagator as quantum finance HJM model
and the propagator excellently fits Libor data. The volatility of Libor was shown greater, and
thus the model is expected to be better for the perturbation expansion in derivatives pricing
compared with previous forward interest rate models.
A model similar to interest rate was extended for equity by the path integral method.
The higher time derivatives model was developed and empirically studied. The correlation
between different equities were also be accommodated in equity model. Therefore, this model
reflects the unequal time dynamic correlation for different equities.
The acceleration Lagrangian model for foreign exchange rate options was developed and
empirically studied. The model started from the classical solution of acceleration Lagrangian
with certain boundary conditions. The option price was obtained by the conditional proba-
bility which is defined from the transition amplitude. The model provides a volatility formula
as a function of future time, and fits the market USD/EUR option data very well.
xi
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Chapter 1
Introduction of Interest Rates
This dissertation is organized as follows: Chapter 1 reviews the previous models of interest
rates. Chapter 2 reviews the background knowledge of option pricing. Chapter 3 introduces
the path integral model for dynamic correlation of equities and the empirical analysis of the
model. Chapter 4 describes the options volatility model with acceleration Lagrangian and its
application in foreign exchange rates options. The empirical research on Libor Market Model
is introduced in Chapter 5.
§ 1.1 Introduction of interest rates and Libor
This section introduces the time value of money and different types of interest rates.
§ 1.1.1 Future value and interest rates
The following example illustrates the concept of the future value of money. Suppose you
invest $100 as deposit in a bank today, with an annual interest rate of 20%. After one year,
the future value of this investment will be $120; after two years, the future value will be $144,
which is greater than just additional $20 interest earnings. This addition of interest rate to
1
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initial principal is called compounding.
Let PV denotes the present value of principal, r denotes the interest rate in one year, n
denotes the number of compounding periods per year, and t is the number of years; the future








When n goes to infinity, FV goes to PV ert, where r is called the continuous compounding
rate. r is a instantaneous interest rate at time t, and is also called spot interest rate.
FV = PV ert (1.2)
In finance, there is another type of interest rate, namely forward interest rate. The instan-
taneous forward interest rate f(t, x) specifies that at time t the interest rate of an instantaneous
loan that will occur in the future time x. Forward interest rates are defined both in present
time t and future time x, and future time is always greater time x > t. From the definition,
the spot rate r(t) is equivalent to the forward rate f(t, t). Different future time x generally
yields different values of interest rate. This feature of forward interest rate is called term
structure.
London Interbank Offered Rate (Libor) is the average interbank borrowing interest rate,
which has maturity time of overnight, one day, one week, one month, two months, three
months, six months and one year. The Libor is published 11:00 AM daily by British Banker’s
Association, and is the most important benchmark for short term rates.
Libor, denoted by L(t, Tn), is the simple interest rate, fixed at time t, for a loan for a tenor
of ℓ from future time T to T + ℓ; the tenor is taken to be fixed in this dissertation and equal
to ℓ=90 days. The domain of Libor is shown in Figure 1.1.









Figure 1.1: Domain of Libor rates. Libor L(t, Tn) is only defined at the round dots, which
satisfies x > t, and Tn+1 − Tn = ℓ = 3 months.
The Libor rates L(t, Tn) can be expressed by the instantaneous forward rate f(t, x)
L(t, Tn) = e
∫ Tn+1
Tn
f(t,x)dx ≈ 1 + ℓf(t, Tn) (1.3)
§ 1.1.2 Present value and bond
Discounting is the process of valuing the present value of a future cash flow. Similarly to the
future value of cash flow in Eq. 1.2, the present value of a $1 at future time T is
PV = $1 ∗ e−rT (1.4)
Coupon bond is an instrument for which the issuer owes the holder a debt, and is obligated
to pay the coupon semiannually and repay the principal at maturity date.
The zero coupon bond pays no periodic coupon, and only repays the principal at maturity
date. By definition, zero coupon bond can be used for discounting. Define B(t, T ) as the
value at present time t of a zero coupon bond with $1 principal matured at future time T ,
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the value a future cash flow FV at T simply has, at time t < T , the following value
PV = FV ×B(t, T ) (1.5)
The forward bond F (t, T1, T2) is the discount factor from future time T2 to future time T1,





( , )B t T
1 2,( , )F Tt T
Figure 1.2: Definition of Libor rates. Bond B(t, T ) is the discounting factor from future time
T to present time t, where T > t; forward bond F (t, T1, T2) is the discounting factor from
future time T2 to future time T1, where T2 > T1 > t.
By definition, bond has the following relationship with forward rate f(t, x) and Libor
L(t, Tn)














1 + lL(t, Tn)
(1.8)




1 + lL(t, Tn)
(1.9)
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§ 1.2 Review of interest rate models
The structure of interest rate is more complicated than equity and foreign exchange rate or
two reasons:
1. The volatilities of different points on yield curve are different;
2. The different points on yield curve are correlated in future time.
This section reviews the study of interest rate models, including Black-Scholes model, short
rate interest rate models, advanced term structure models, and quantum finance interest
models.
§ 1.2.1 Short rate models
Short rate models are based on the instantaneous interest rate r(t). Among these short rate
models, equilibrium models and no arbitrage models were intensively studied during 1970s to
1980s.
Equilibrium models usually assume economic variables, and derive processes for short rate.
In one-factor equilibrium model, the interest rate r(t) is driven by a white noise R(t)
dr(t)
dt
= m(r) + s(r)R(t) (1.10)
The driftm(t) and volatility s(r) are assumed in different forms to fit the market data [6, 7, 8].
Some researchers have also investigated the properties of two-factor models [9].
Equilibrium models successfully provide a model for the term structure of interest rates,
but they do not automatically fit market term structure of interest rates, which may lead to
large errors in option pricing.
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On the other hand, no-arbitrage models are designed to be consistent with today’s term
structure of interest rates. Ho and Lee (1986) proposed the first no-arbitrage model [10] by
varying the drift as a function of time. Similarly, by generating time dependent drifts, some
researchers converted equilibrium models to no-arbitrage models [11, 12, 13].
No-arbitrage models present a richer pattern of term structure movements than equilibrium
models, and are easy to implement in pricing nonstandard interest rate instruments. Never-
theless, most of these short rate models only have only one or two factors of uncertainties,
and these short rate models do not allow users to freely choose the volatility structure.
§ 1.2.2 Advanced term structure models
By making the volatility as a function of time, the volatilities observed in the market can
be accommodated to the models. With this concept, researchers investigated some advanced
term structure models. The HJM model and BGM model are the most profound advanced
term structure models, and they have become the most popular methods in pricing interest
rate options in finance industry.
In 1990 David Heath, Bob Jarrow, and Andy Morton (HJM) published a significant paper,
which is generalized from the one-factor no-arbitrage models and provides more flexibility in
specifying the volatilities [14]. The HJM model can be extended to the situation where there
are several factors of uncertainties. However, the major drawback of HJM model is that the
interest rate is expressed in terms of instantaneous forward rates, which cannot be observed
directly from the market.
This limitation led Brace, Gatarek, Musiela (BGM) [15] and Jamshidian [16] to proposed
the BGM model in 1997. BGM model is also known as Libor Market Model (LMM), since
it is expressed in terms of Libor rates, which are used in the market. As a result, in the
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BGM model, it is relatively easy to price Libor derivatives. Besides, BGM model can also be
extended to multi-factor models.
The HJM and BGM models provide complete freedom of choosing interest rate volatility
structures. However, since the stochastic factor in the model is one dimensional, the forward
rates in future time are fully correlated in the model, which is inconsistent with data from
the market.
§ 1.2.3 Quantum finance interest rate models
Quantum finance interest rate models are based on HJM model and BGM model by gen-
eralizing the white noise in both models to a two dimensional quantum field. In this way,
quantum finance increases the factors of uncertainties to infinity, and the imperfect correlation
of interest rates in future time can be integrated in the model.
Baaquie [4] started the field of quantum finance in 2001. The stiff field model is generated
from HJM model by extending the one-dimension factor to a two dimensional quantum field.
In this model, the correlation of the interest rates in future time can be described by the
propagator of the model. However, this quantum finance forward rate model has the same
drawback as the HJM model - both of them use forward rates which are not quoted in the
market. This limitation led Baaquie [5] to generalize BGM model to quantum finance Libor
Market Model (LMM) by the same approach in 2009.
Quantum finance Libor Market Model successfully provides a no-arbitrage multi-factor
model, which gives the full freedom of choosing the volatility and also describes the imperfect
correlation of Libor rates in future time. Moreover, quantum finance applies the language of
physics to finance. By the Feynman perturbation in physics, the coupon bond option and
swaption price can be approximately calculated analytically [17]. Hence, besides Monte Carlo
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simulation, quantum finance LMM can also be used to numerically calculate the value of
instruments.
As a novel and general econophysics model, quantum finance LMM needs to be studied
more deeply in both empirical and analytical aspects. The empirical studies will verify how
well the model fits the market. More instruments should also be priced both analytically and
by simulation.
§ 1.3 HJM model and quantum finance HJM Model
The HJM (Heath-Jarrow-Morton) model [14] is extensively studied in [18, 19, 20]. It is the
industry standard model for instantaneous forward rate f(t, x).
In one factor HJM model, the forward rate f(t, x) is driven by a white noise R(t), and the
time evolution is given by [21]
∂f(t, x)
∂t
= α(t, x) + σ(t, x)R(t) (1.11)
where σ(t, x) is the volatility of the forward interest rates and α(t, x) the drift term. The
white noise R(t) is an independent Gaussian random variable given by
E[R(t)] = 0; E[R(t)R(t′)] = δ(t− t′) (1.12)
From Eq. 1.11,







where f(t0, x) is the initial condition from market data, σ(t, x) is the volatility data from
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market. The drift α(t, x) is fixed by the martingale condition, and yields




Since the forward interest rates f(t, x) generally have different shape at different calendar
time t, it is natural to have a quantum finance generalization of HJM model by changing the
white noise R(t) to a two dimensional Gaussian field A(t, x), and f(t, x) yields
∂f(t, x)
∂t
= α(t, x) + σ(t, x)A(t, x) (1.15)






dtσ(t, x)A(t, x) (1.16)
The propagator of quantum field A(t, x) is given by
E[A(t, x)A(t′, x′)] = δ(t− t′)D(x, x′; t) (1.17)
and the drift is fixed by the martingale condition, given by
α(t, x) = σ(t, x)
∫ x
t∗
dx′D(x, x′; t)σ(t, x′) (1.18)
§ 1.4 BGM model and quantum finance Libor Market
Model
The HJM model provides a good approximation of Libor rates L(t, x), with Eq. 1.3, L(t, x) ≈
1 + ℓf(t, x). However, f(t, x) is not traded in the market, and therefore the HJM model
leads to large error for pricing Libor instruments. The BGM-Jamshidian model [15, 16] was
introduced to describe the Libor evolution directly. Since BGM-Jamshidian model is based
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on Libor which is trading in the market, it is also called Libor market model (LMM).






= ζk(t) + γk(t)R(t) (1.19)
where ζk is a stochastic drift and γ is the volatility from market.
The quantum finance LMM is generalized by replacing the white noise R(t) with a two
dimensional Gaussian field AL(t, x), and thus Libor L(t, T ) will also be driven by AL(t, x) in





= ζ(t, Tn) +
∫ Tn+1
Tn
dxγ(t, x)AL(t, x) (1.20)
where the propagator of quantum field AL(t, x) is given by
E[AL(t, x)AL(t′, x′)] = δ(t− t′)DL(x, x′; t) (1.21)







1 + ℓL(t, Tm)
Λmn(t) Tn > TI





1 + ℓL(t, Tm)
Λmn(t) Tn < TI
(1.22)








′; t)γ(t, x′) (1.23)
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The differential of log Libor is given by
∂ lnL(t, Tn)
∂t
= ζ(t, Tn) +
∫ Tn+1
Tn
dxγ(t, x)AL(t, x)− 1
2
Λnn(t) (1.24)
Integrating the above equation yields,
L(T0, Tn) = L(t0, Tn)e
β(t0,T0,Tn)+Wn (1.25)

















dxγ(t, x)AL(t, x) (1.27)
Chapter 2
Introduction of Options and Volatility
§ 2.1 Introduction of option
Options are widely studied in finance; option pricing provides a fertile ground for quantitative
applications.
Option is a derivative instrument that is written on an underlying asset. There are two
types of options: a call option gives the buyer the right but not obligation to buy the underlying
asset at a certain date for a certain price; a put option gives the buyer the right but not
obligation to sell the underlying asset at a certain date for a certain price. In the contract,
the pre-determined price is known as strike price and the date is known as expiration or
maturity date.
European options can only be exercised at expiration date, while American options can
be exercised at any time before the expiration date. Generally, European options are easier
to analyze. American option prices are often evaluated by simulation, and some properties of
American option are deduced from European options. One part of this dissertation is focusing
on the pricing of the European options.
Consider an option on an underlying security S, let T denote the expiration time. K
12
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denotes a strike price. The call option price of an European option is denoted by C(T, S),
which give the owner the right to buy the underlying security at time some future time T .
At maturity time t = T , the call option price is clearly given by
C(T, S(T )) =


S(T )−K, S(T ) > K,
0, S(T ) < K
= [S(T )−K]+
(2.1)
The above Eq. 2.1 is the payoff function.
§ 2.2 Black-Scholes model for option pricing
In 1973, Fisher Black, Myron Scholes, and Robert Merton made a revolutionary breakthrough
in option pricing [22], which is known as Black-Sholes model. The Black-Scholes model gives
the formula for a European option price. Myron Scholes and Robert Merton were awarded
the 1997 Nobel prize for the Black-Scholes model. This model is the broadly used in options
pricing and has a significant impact on fundamental finance theory.
The assumptions of Black-Scholes model are:
• There is no arbitrage opportunity
• It is possible to borrow or lend money at risk-free rate
• Short selling is allowed
• There is no transaction fees
• The security does not pay dividends
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• The log security follows a Gaussian distribution
Therefore, the stock price S(t) yields
dS(t)
dt
= αS(t) + σS(t)R(t) (2.2)
where α is the drift and σ is the volatility of stock. The white noise R(t) satisfies
E[R(t)] = 0; E[R(t)R(t′)] = δ(t− t′) (2.3)
Baaquie [4] gave the solution of Black-Scholes model using path integrals. Define rate of















A remarkable fact is that letting x(0) be a integration (random) variable is equivalent to
imposing the boundary condition that dx(0)/dt = 0 is obeyed by all the paths, as shown in
Fig. 2.1.
So the boundary condition is,




All possible functions x(t), 0 < t < τ , that satisfy the two boundary conditions as in
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(a) forward in calendar time t




(b) backward in remaining time T − t
Figure 2.1: Random paths of the security S = ex evolving in calendar time and remaining
time. The random paths are magnified near t = T to make the boundary condition more
transparent.











; 0 ≤ t ≤ τ (2.7)






















which leads to α = r − σ2/2.
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Performing the integration in Eq. 2.8, Black-Scholes formula can be obtained,






















σ is the volatility, where σ
√
τ is the standard deviation of x. The volatility can be estimated
from historical market data. The market quotes the price of option in implied volatility, which
is calculating from the inverse Black-Scholes formula.
The Black-Scholes model is the foundation for the existing financial market, and can give
the option price within a reasonable range. After the crash in 1987, the properties of volatility
have been extensively studied.
GARCH (1,1) (Generalized Autoregressive Conditional Heteroskedasticity) model pro-
posed an empirical weighted average formula for volatility [23]. Alternatively, stochastic
volatility models can be used to fitted the volatility, such as Heston model [24] and SABR
model [25]. Nevertheless, these studies are all trying to modify the lognormal distribution, and
no deterministic volatility formula was developed from a Gaussian model. Gaussian models
exceeds other models for its simpler integration, which makes the analytical pricing of options
possible.
It should be noted that the implied volatility changing with strike price K is similar to a
smile, which is primarily due to the kurtosis and the directional view of the market.
Because the acceleration Lagrangian model is still a Gaussian model, and the kurtosis of
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Gaussian is equal to 3; the implied volatility of acceleration Lagrangian is also a constant
with changing strike price K. Therefore, at the money implied volatility is studied in this
dissertation.
Chapter 3
Path Integral for Equities: Dynamic
Correlation and Empirical Analysis
This chapter develops a model to describe the unequal time correlation between rate of returns
of different stocks. A non-trivial fourth order derivative Lagrangian is defined to provide an
unequal time propagator, which can be fitted to the market data. A calibration algorithm
is designed to find the empirical parameters for this model and different de-noising methods
are used to capture the signals concealed in the rate of return. The detailed results of this
Gaussian model show that the different stocks can have strong correlation and the empirical
unequal time correlator can be described by the model’s propagator. This preliminary study
provides a novel model for the correlator of different instruments at different times.
§ 3.1 Introduction
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The unit of t is set to day. R(t) is dimensionless.
Let E[RI ] = dI be the deterministic drift of each stock; the rate of return can be written
as
RI(t) = dI + ϕI(t) (3.2)
where ϕI(t) are stochastic variables.
The traditional mean-variance analysis proposed by Markowitz is a single-period approach
in which there is no time-dependency [26, 27, 28].
Baaquie [29] proposed a model that the rate of return of a finite collection of equities
is driven by a stochastic (quantum) field. The time evolution of return for N securities is
governed by the correlator
CIJ(t, t
′) = E[ϕI(t)ϕJ(t
′)] = GIJ(t, t
′) I, J = 1, 2, . . . , N (3.3)
where GIJ(t, t
′) is the propagator obtained from the model, and CIJ(t, t
′) is the empirical
correlator of rate of return. The correlation between equities is assumed to be dynamical,
depending on time.
§ 3.2 A Gaussian model
The Lagrangian for equities was motivated by our study of interest rates [4]. Our empirical
analysis showed that the forward interest rate curve f(t, x) could only be explained by includ-
ing in the Lagrangian a term of order ∂
2f(t,x)
∂x2
, where x is future time. The higher order of the
future time derivative selects a set of random paths suitable for the evolution of the forward
interest rates. Since the capital market is one entity, we model the evolution of equity to have
a similar set of paths and this naturally leads to the Lagrangian discussed in this chapter.
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where D,U, λ, µ are time independent N × N matrices. λ and µ are diagonal matrices,
and U is an orthogonal matrix with UUT = 1.
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§ 3.3 The model propagator GIJ(t, t
′)
The propagator is a quantity of fundamental importance since it governs the evolution of the
stochastic variables. For the the above Gaussian model, the propagator GIJ(t, t











































The diagonal matrix ∆(t− t′), when λ and µ are diagonal, is given by
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Thus ∆II(t− t′) is given by [4]






















































)4 ; bI ≥ 0 (3.16)




sinh[bI + λI |t− t′| sinh(bI)] (3.17)
Case II:
√




















 ; 0 ≤ θI ≤ π (3.19)




sin[θI + λI |t− t′| sin(θI)] (3.20)
We make a change of variable
z = tη, η ∈ (0, 1] (3.21)
because the evolution of ϕI(t) = ϕI(z) needs to be described in market time z instead of
calendar time t. z reflects the future time anticipated by traders and investors [4]. A typical
shape of z = tη is shown in Fig. 3.1.
From Eq. 3.17 and 3.20, ∆(z − z′) yields
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1
1
















Figure 3.1: Market time z = tη.
















where b and θ are given in Eqs. 3.16 and 3.19.
§ 3.4 Calibration of parameters
From Eq. 3.22, GIJ(t, t
′) = GIJ(|z−z′|) = GIJ(|tη−t′η|), which means GIJ(t, t′) is a symmetric
function of t, t′, and only depends on the difference of z, z′ so that
GIJ(t, t
′) = GIJ(t
′, t) : for each I, J (3.23)
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In this chapter, we set one of the dates as t = 0, and use all data prior to this date. t is set
to zero on 04-Sep-2007, so for previous data t′ ≤ t = 0; temporal lag is τ = t− t′ = −t′ ≥ 0.
The propagator is given by
G(τ) = DU∆(τ)UTDT (3.24)



















where bI and θI are given in Eqs. 3.16 and 3.19.
With reference to the form of G(τ) in Eq. 3.24, to obtain ∆(τ), we must first invert D and
DT and move them to the left hand side. However, D is unknown initially. To resolve this
problem, we write ∆(τ) = f0h(τ), and G(τ) yields
G(τ) = DUf0h(τ)U
TDT (3.26)
Both f0 and h(τ) are diagonal, with h(0) = I and ∆(0) = f0.













We can obtain g from the equal time propagator since
G(0) = ggT (3.29)
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As a result, we have
g−1G(τ)g−T = Uh(τ)UT ≡ L(τ) (3.30)
and we diagonalize L(τ) to obtain h(τ) and U . From Eq. 3.27 we can then evaluate G(τ).
g that satisfies Eq. 3.29 is not unique. In general, different decompositions differ by
an orthogonal matrix V such that q = gV −1, since q also satisfies the requirement qqT =
gV −1V −T gT = G(0). Then
q−1G(τ)q−T = V g−1G(τ)g−TV T
= V Uh(τ)UTV T
= Wh(τ)W T where W = V U (3.31)
It is easy to verify that W is also a orthogonal matrix, since WW T = V U(V U)T = I. So
when g changes to q, U changes to another orthogonal matrix W , and h(τ) remains invariant.
Besides, since qW = gV −1V U = gU , from Eq. 3.27, G(τ) also does not change. Therefore,
decomposition of g from Eq. 3.29 does not affect the empirical result. We choose g such that
g = gT . Because G(0) is symmetric, g is also symmetric.
Given g, we obtain h(τ) from diagonalizing L(τ) from Eq. 3.30. Since L(τ) is a square
matrix depending on τ , there is no constant unique U that diagonalizes L(τ) for all τ . We
find a series U˜(τ) that diagonalizes each square matrix L(τ) by eigendecomposition; and then
among all these U˜(τ), we choose the one which gives the smallest Frobenius norm of the
non-diagonal pieces of U˜h(τ)U˜T . Furthermore, we ignore the non-diagonal terms in h(τ) that
are set to zero by choosing a single U , which is independent of time. Let h(τ) be equal to the
diagonal elements of UTL(τ)U . The error caused by this estimation is shown in Sec. § 3.7.4.
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From Eq. 3.25 the diagonal matrix f0 is given by
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(a) 0 < θ < pi/4
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(b) pi/4 < θ < pi/2
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(c) pi/2 < θ < 3pi/4
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(d) 3pi/4 < θ < pi
Figure 3.2: Theoretical h(τ) of four complex domains,
√
2µI > λI ; de-noised by Gaussian
kernel smoothing.





































2µI > λI , h(τ) in different domains are shown in Fig. 3.2. From Fig. 3.2(c) and
(d), when π/2 < θI < π, h(τ) does not converge for large τ .
§ 3.4.1 Choice of domain
All of the equities have similar empirical h(τ) shapes as Toyota, shown in Fig. 3.3.








time lag / day
h(z
)
Figure 3.3: h(τ) data of Toyota; γ−1 = 520; De-noised by Gaussian kernel smoothing. The
dots are market data.
From the empirical h(τ) shape and the above formulae, h(τ) is in the domains of
√
2µI
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λI , 0 < θI < π/2, namely the one shown in Fig. 3.2(a)and 3.2(b).
According to Eq. 3.34, we fit h(τ) by minimizing the mean square errors, obtaining the
values for λI , θI , η, I = 1, 2, . . . , N . The total number of parameters that require fitting is
2N + 1. Assuming that each element λI , θI , and hII(τ) depends only on a single equity I,
we first calibrate all the parameters to get η for all equities, and an approximate value for λI
and θI . Then fixing η, another calibration of λI and θI is done to obtain a better fit for each
hII(τ). Given g, U , and h(τ), the propagator GIJ(τ) can be obtained from Eq. 3.27.





§ 3.5 Data analysis
We study daily stock return data for 50 companies listed on the NYSE, which we obtained
from the Wharton Research Data Services (WRDS). We choose the companies that represent
a wide variety of sectors and those that have a long history of time series. These 50 stocks
are first sorted by their size of market capitalization, shown in Appendix § 3.12. Each stock
provides 5753 daily rate of returns from 16-03-1986 to 31-12-2008. All the results in this
chapter are based on data before 04-Sep-2007, since the financial crisis in 2008 made that
period’s data unrepresentative.
§ 3.5.1 Empirical correlator CIJ(t, t
′)
A fundamental assumption in empirical analysis is to treat the expectation values of the
various financial instruments as being equal to the time average value of these instruments,
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taken over the time series of the past stock prices. This assumption is the ergodic hypothesis
of statistical physics. Under this assumption, the empirical correlator CIJ(t, t
′) is given by
covariance of the returns, and the averaging is over the previous n days:
CIJ(t, t








ϕI(t− k)ϕJ(t′ − k) (3.37)
= GIJ(t, t
′) (3.38)
When t ≥ t′, t′ is prior than t, so CIJ(t, t′) means how equity J affects equity I from t to
t′. From the above definition in Eq. 3.37, for fixed I, J , CIJ(t, t
′) is not symmetric under
exchange t to t′.
However, the symmetry of the model correlator GIJ(t, t
′) is greater than the one shown by






′, t) for I, J fixed (3.40)
To obtain a symmetric market correlator we adopt the following two methods,
I. Average the upper and lower triangles and get Csym(t, t′), t ≥ t′, fit and obtain Gsym;
II. Break the upper triangles and lower triangles of C(t, t′) into two matrices of Cup(t, t′)
and C low(t, t′), t ≥ t′, and fit them separately to Gup and Glow, and then combine them
to obtain Gul(t, t′), t ≥ t′.
Since method II fits two parts separately, we expected GulIJ(t, t
′) fits CIJ(t, t
′) better than
GsymIJ (t, t
′). Sec. § 3.7.4 shows this result. The detailed symmetry property of empirical corre-
§ 3.5. Data analysis 30
lator CIJ(t, t
′) is discussed in Appendix § 3.10.
We expect that for the correlator CIJ(t, t
′) the stock prices a long time ago should not
have the same effect as the latest data. A common solution is to multiply the data with a
decaying exponential function exp(−γk), and which leads to a gradually truncation of data
before time interval t = 1/γ. Therefore CIJ(t, t





e−γkϕI(t− k)ϕJ(t′ − k) (3.41)
Due to the averaging, the empirical correlator is smooth, which reflects the long term
property of equities.
Fig. 3.4 shows the change of λ and θ as the time scheme changes. R2 is used to measure
goodness of fit. In general, R2 ≤ 1, and R2 = 1 means perfect fit. The definition is given in
Appendix § 3.11. R2 for stock 3M fitting is shown in Fig. 3.4(c). When γ−1 > 260, the single
equity fit R2 is over 0.99.
Since small γ−1 is good enough, and large γ−1 will introduce too much historical informa-
tion, we choose two years of data to study a specific period of correlator of equities. A typical
trading year has around 260 trading days, so we set γ−1 to 520.
§ 3.5.2 De-noising of rate of return data
It is a stylized fact that before de-noising, the returns at different time seem to have no
correlation. However, after de-noising, the empirical correlator CIJ(t, t
′) of any two stocks
has similar oscillations: when time lag is zero, the equal time correlator has a maximal value;
and when time lag become larger, the two stocks tend to decorrelate. The correlation may
directly decay to zero, or become negative. If the two stocks become negatively correlated,
the magnitude of the negative correlation is smaller than the first positive correlation. For
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(a) λ for stock 3M










(b) θ for stock 3M














(c) R2 for stock 3M
Figure 3.4: Influence of time scheme on fitting parameters. λ, θ, R2I as functions of γ
−1.
De-noised by Gaussian kernel smoothing.
long time lag, the correlation rises above zero again, and oscillates like noise along the axis.
Fig. 3.5 shows two typical de-noised CIJ(t, t
′) graphs for IBM and Fedex. For daily data, the
first two oscillating processes take about 15 days, and afterwards the correlation looks like
noise. Thus our calibration is tuned for time lag τ less than or equal to 15 days. Fig. 3.5(c)and
3.5(d) are two close-up graphs, which plot the second to 15th point in graphs Fig. 3.5(a) and
3.5(b).
We choose three methods for de-noising: moving average smoothing, Daubechies 8 (DB8)
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(a) Auto correlator, τ=0 to 50
















(b) Cross correlator, τ=0 to 50

















(c) Close-up auto correlator, τ=1 to 15
















(d) Close-up cross correlator, τ=1 to 15
Figure 3.5: Equity correlator after de-noised by three methods. Correlator results of different
de-noising methods are similar. γ−1 = 520. Results of other de-noising methods are similar.
wavelet de-noising, and Gaussian kernel smoothing [31]. For moving average, the averaging is
from 5 past data points, i.e. span=5; for DB8, the de-noising level is level 2. The Gaussian















2/2h2 l = 37
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We choose h = 1, and r(s) is the rate of return of raw data and mh(t) is the de-noised rate of
return; T is the length of single equity data. l is chosen to be 37 days according to [31], and
l does not affect the final result very much.
When the de-noising level increases all methods tend to give large oscillations after 15
days. Fig. 3.5 shows the auto correlator, and cross correlator de-noised by all methods. From
Fig. 3.5, all the results give a similar correlator. Fig. 3.6 shows 50 trading days’ raw rate of
return data and de-noised data of IBM.
























Figure 3.6: Rate of return of IBM de-noised by different methods, from 13-Apr-2007 to 04-
Sep-2007, 50 trading days. Results of other de-noising methods are similar.







where A is the root mean square amplitude. We need an SNR as large as possible, so that
the amplitude of de-noised rate of return can match the amplitude of market price.
Table 3.1 shows the SNR of IBM, Fedex and the mean SNR of all 50 stocks de-noised by
the three methods. Since Gaussian kernel smoothing uses the previous 37 days of data, all
the historical 5753 days’ data except the first 37 days are used to calculate the SNR. From
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the result given in Table. 3.1, Gaussian kernel smoothing preserves more signal. Therefore,
we choose the Gaussian kernel smoothing for de-noising.
IBM Fedex 50 stocks mean
Moving average 0.2292 0.2488 0.2215
DB8 wavelet 0.4089 0.3816 0.4559
Gaussian Kernel smoothing 1.3768 1.5144 1.3759
Table 3.1: Signal-to-noise ratio (SNR) of (a)moving average method, span=5; (b)DB8 wavelet
de-noising, level=2. (c) Gaussian kernel smoothing, h = 1
To show that the non-zero cross correlator is an intrinsic property of the stocks and not
due to the de-noising scheme, we generate ten series of white noise data, and de-noise the
data by all three methods, and then calculate the correlator. Fig. 3.7(a) shows that after
de-noising, white noise data does have an auto correlator similar with the equity data given in
Fig. 3.5(a); however the cross correlator in Fig. 3.7(b) is quite irregular, and different from the
equity correlator in Fig. 3.5(b). This test shows that the shape of the equity cross correlator
has uniform oscillations that are not due to de-noising.















(a) white noise auto correlator
















(b) White noise cross correlator
Figure 3.7: Auto correlator and cross correlator of white noise. γ−1 = 520
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§ 3.6 Single equity calibration results
Since the equity model can be used on any number of stocks, 50 equity data are first indi-
vidually fitted. Single equity has a smooth shape, and does not need to be diagonalized, so
the correlator CII(τ) can be fitted quite well. η is from 0.5995 to 1.0000 for different equities,
with an average value of 0.8544.
R2I of fitting CII(t, t








R2I varies from 0.9736 to 0.9962, with an average value of 0.9877.
µ2 is real, and can be both negative and positive, and only 1/µ2 and 1/λ4 appear in the
Lagrangian. So we define α and β to show the result figures,
α = 1/µ2 β = 1/λ4 (3.45)
The values of η, λ, θ, α,β for different equities together with R2I are shown in Fig. 3.8.
The one equity parameter fitting results of Toyota are as shown in Table 3.2; fitting
propagator GII(t, t
′) and empirical correlator CII(t, t
′) of Toyota are shown in Fig. 3.9;
η 0.7015 R2I 0.9938 D 0.0117 U 1
λ 1.4635 θ 0.2730π α -7.4439 β 4.5878
Table 3.2: Parameter results of Toyota from single equity fit; γ−1 = 520; De-noised by
Gaussian kernel smoothing.
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Figure 3.8: Results for single equity fit; γ−1 = 520; De-noised by Gaussian kernel smoothing.



















Figure 3.9: Correlator C and fitting propagator G of Toyota from single equity fit; γ−1 = 520;
De-noised by Gaussian kernel smoothing.
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§ 3.7 Calibration of a group of equities
Fifty equities are classified by the size of capitalization, as shown in Table 3.8. Three groups of
ten equities (large capitalization, medium capitalization and small capitalization) are first used
to calibrate this model, and then all 50 equities are calibrated. According to the symmetry
discussion in Appendix § 3.10, each group is broken into Csym, Cup and C low, and fitted
separately.
§ 3.7.1 Market time parameter η
The values of η vary from 0.7093 to 0.9715, with mean value of 0.8192, and are shown in
Table 3.3.
η Csym Cup C low
Large capitalization 0.9715 0.8891 0.8549
Medium capitalization 0.7322 0.7093 0.7301
Small capitalization 0.8390 0.8582 0.8330
50 all 0.8433 0.8010 0.7688
Table 3.3: η of different capitalization and combined capitalization.
§ 3.7.2 α, β and convergence and necessity of fourth order derivative
The diagonal elements αI , βI for stocks of different market capitalization are shown in
Fig. 3.10, 3.11 respectively, and this result is based on the fitting of Csym. From the def-
inition of the Lagrangian in Eq. 3.4, α is the coefficient of the second order derivative, and
β is the coefficient of the fourth order derivative. βI must be positive for the convergence of
our model. Note that for market data αI has both negative and positive values as shown in
Fig. 3.10, so that βI cannot be zero, showing the fourth order term is necessary in this model.
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(a) 10 stocks of large capitalization








(b) 10 stocks of medium capitalization










(c) 10 stocks of small capitalization








(d) all 50 stocks
Figure 3.10: αI for equities.
§ 3.7.3 U and D in Lagrangian
Matrices U and D are shown in Fig. 3.12 and 3.13, based on fitting of Csym.
§ 3.7.4 Goodness of fit of the model
Four R2 describing the goodness of fit (GOF) are discussed in this subsection. The symbols
are defined in Appendix § 3.10 and meanings are listed in Table 3.4.
As discussed in Sec. § 3.4, diagonalization of a series of matrices induces errors, which is
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(a) 10 stocks of large capitalization










(b) 10 stocks of medium capitalization












(c) 10 stocks of small capitalization











(d) all 50 stocks
Figure 3.11: βI for equities.
Error Quantity
R2diag Cdiag vs C
R2fit G
sym,Gup and Glow vs Csym,Cup and C low
R2 Gsym,Gup,Glow and Gul vs C
R2IJ C
ul
IJ vs CIJ , I,J=1,2,. . . ,50
Table 3.4: Symbols and meanings of R2.





















































(c) 10 stocks of small capitalization (d) all 50 stocks
Figure 3.12: Matrix U for equities. Note that diagonal elements dominate.
R2diag of diagonalization is listed in Table 3.5. For a group of ten equities, R
2
diag is greater
than 0.9, and for a group of 50 equities, this error is relatively larger with R2diag around 0.85-
0.9. This is because a larger number of equities have more non-diagonal elements. Another
property is that larger capitalization group has smaller errors, since larger capitalization equity
is more likely to affect the whole market, and tends to move together.
R2fit measures the goodness of fit between fitting data and fitting result. For example, R
2
fit








































(c) 10 stocks of small capitalization (d) all 50 stocks














R2diag Csymdiag vs C C
up
diag vs C C
low
diag vs C
Large capitalization 0.9777 0.9652 0.9541
Medium capitalization 0.9763 0.9508 0.9495
Small capitalization 0.9570 0.9306 0.9074
50 all 0.9119 0.8539 0.8515
Table 3.5: Diagonalization GOF R2diag of different capitalization and combined capitalization.







(CsymIJ (τ)− E[CsymIJ (τ)])2
(3.47)
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R2fit for G
up(τ) and Glow(τ) are similarly defined, and R2fit values are listed in Table 3.6. For
large and medium capitalization, the R2fit of G vs C was above 0.93, respectively. This is due
to the fact that the stocks of large and medium capitalization are strongly correlated and the
trend of the correlation is quite regular. The correlation for the stocks of small capitalization
is relatively smaller, and fitting R2fit is around 0.9. For 50 equities, R
2














R2fit Gsym vs Csym Gup vs Cup Glow vs C low
Large capitalization 0.9584 0.9395 0.9457
Medium capitalization 0.9598 0.9378 0.9340
Small capitalization 0.9463 0.9137 0.8937
50 all 0.9067 0.8479 0.8460
Table 3.6: Fitting R2fit comparison of symmetrical C
sym, Cup and C low of different capitaliza-
tion and combined capitalization.
R2 represents the goodness of fit between Gul,Gsym,Gup,Glow and original asymmetric C.











R2 values are listed in Table 3.7. Comparing the first three columns with Table 3.6, R2 is a little
smaller than R2fit which shows the asymmetry exists, especially for small capitalization and all
50 equities. This is also because larger capitalization equities are strongly correlated and they
are more symmetric. Gul is the final fitting result defined in Eq. 3.64 of Appendix § 3.10. R2
of Gul vs C is larger than other R2 in corresponding rows, and this shows separate fitting of
upper and lower triangles gives a more accurate result than using the average Gsym, especially
for small capitalization and all 50 equities. For 50 stocks, the error also comes from the
simultaneous diagonalization of sixteen 50×50 matrices: the final R2=0.8472 is only a little
§ 3.7. Calibration of a group of equities 43
smaller than R2diag, which is 0.8515 for C















Gsym vs C Gup vs C Glow vs C Gul vs C
Large capitalization 0.9379 0.9361 0.9376 0.9428
Medium capitalization 0.9289 0.9194 0.9229 0.9367
Small capitalization 0.8919 0.8795 0.8838 0.9038
50 all 0.8324 0.8226 0.8214 0.8472
Table 3.7: R2 of Gsym, Gup, Glow, Gul compared with CIJ of different capitalization and com-
bined capitalization.





















Figure 3.14: Histogram of R2IJ , I, J = 1, 2, . . . , 50; de-noised by Gaussian kernel smoothing.
Most of the R2IJ are peaked at 0.85-0.95
R2IJ is the goodness of fit between G
ul
IJ and CIJ , I, J = 1, 2, . . . , 50, which describes the











R2IJ shows which stocks give a better or worse fit. The histogram of R
2
IJ for each element is
shown in Fig. 3.14. Most of R2IJ is above 0.75.
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(a) Temple-Inland and FedEx, R2=0.9825





















(b) Microsoft and Exxon Mobil. R2=0.8692
















(c) Sprint Nextel auto correlator, R2=0.9952



















(d) Verizon and Maine & Maritimes. R2=-2.9822
Figure 3.15: Comparison of unequal time correlator from empirical correlator data CIJ and
the Gaussian model propagator GulIJ .
§ 3.7.5 Correlator fitting result GulIJ(t, t
′)
Four graphs of the fit of our Gaussian model for all 50 capitalization are given in Fig. 3.15.
These figures are based on results of GulIJ(t, t
′). Fig. 3.15(a) and (b) are two typical results
of cross correlator GIJ(t, t
′), I 6= J . Fig. 3.15(c) has the largest R2IJ value of 0.9952, which
is the auto correlator of Sprint Nextel. Fig. 3.15(d) is the worst fit with an R2IJ = −2.9822.
The bad fit is because the cross correlator shape of Verizon and Maine & Maritimes does not
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follow the regular features. This irregular shape is very rare, which is reflected in the R2IJ
histogram shown in Fig. 3.14.
§ 3.8 Conclusion
We have studied the dynamical modeling of several equities. An unequal time Gaussian model
was developed to explain the behavior of the stock market data. The non-trivial fourth order
derivative Lagrangian was defined and the unequal time propagator was derived from the
Lagrangian. Stock market data from the NYSE was used to calibrate the model.
The detailed modeling of equities’ evolution by the Gaussian model has shown that two
different stocks at different times have a strong correlation. The unequal time empirical
correlator decays like an oscillating exponential function. The correlation of the de-noised rate
of return has some interesting structure that can be modeled. The unequal time correlation
function (propagator) was calibrated from the stock market data. The results showed that
the fit of the unequal time Gaussian model with data is quite good, with R2 over 0.9 for
about 10 stocks. Based on these results, it appears that the Gaussian model can describe
the empirical behavior of unequal time correlations. The fitting showed that the fourth order
time derivative in the Lagrangian is necessary. It was also found that the fit of this model
is quite good for a single equity, and especially for large capitalization stocks. An important
feature of our Gaussian model is that it is generally applicable to many other markets, such
as foreign currency exchange rates and commodities, where the market asset is quite liquid
and the individual assets for unequal time are strongly correlated.
This model gives a new way to capture information from the unequal time correlation of
different stocks, and the complex structure of unequal time propagator can be described by
a few parameters. The current study gives a potentially useful theoretical tool for analyzing
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the market data, and the empirical application of this model needs to be studied further.
§ 3.9 Appendix: Correlator of idiosyncratic components
It is well known [26] that the rate of return RI(t) can be decomposed into three parts:
RI(t) = aI + bIW (t) + eI(t) (3.50)
where aI is the deterministic drift of the stock; W (t) is the rate of return of market; eI(t) is
the idiosyncratic component.
In this section, the idiosyncratic component is studied by the model, which shows the
correlator of between stocks excluding the market effects. The calibration process is the same
as the previous fittings of φI .
From the single index model in modern portfolio theory, W (t) can be chosen as an index,
and we choose the S&P 500 index in this chapter. aI , bI yields












(W (t)− W¯ (t))2
(3.52)
bI shows how much the stock is correlated with the market. For the 50 stocks in this study,
the values of bI are from 0.0692 to 1.2881.
Fig. 3.16 shows two examples of the decomposition of the rate of return RI(t). The market
component βIW (t) and the idiosyncratic component eI(t) both contribute significantly to the
rate of return.
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Figure 3.16: Decomposition of rate of return RI . The market component βIRm and the
idiosyncratic component eI both contribute significantly to rate of return.
The correlator BIJ(t, t
′) of idiosyncratic components is defined by
BIJ(τ) = E[eI(0)eJ(τ)]c (3.53)
From the fitting results of BIJ(τ) shown in Fig. 3.17, the correlators BIJ(τ) also oscillate
and decay to zero. Besides, the correlators of eI are not very smooth, and most of them have
large oscillations. The stocks in the same sector tend to have a positive equal time correlator,
because they usually move in the same direction. As shown in Fig. 3.17(a), Microsoft and IBM
have a positive equal time correlator, while Apple and Johnson & Johnson have a negative
equal time correlator as shown in Fig. 3.17(b).
η is in the range of 0.77 to 1, which is similar with the fitting of φI . The goodness of fit R
2
is 0.9383 for ten large capitalization stocks, which is almost the same as that of φI . However,
this is partially due to the correlator of eI having large variations, and thus R
2 of the fitting
is still good.
From the above results, the equal time correlators of idiosyncratic components can be both
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(a) Microsoft and IBM

















(b) Apple and Johnson & Johnson
Figure 3.17: Fitting results of correlator BIJ(τ) of idiosyncratic component eI .
positive and negative. The equal time correlators of φI are usually positive because the stocks
are normally positively correlated with the index. The model performs well in the fitting of
the correlator of idiosyncratic components.
§ 3.10 Appendix: Symmetry property of empirical cor-
relator
Two stocks have similar influence on each other, but the effects of one on the other are not
equivalent. This is more obvious when considering a large capitalization equity and a small
capitalization equity. For example, let ABC be a small IT company; when Google stock rise a
lot, ABC might increase; however, when ABC goes up a lot, Google is not likely to be affected.
Therefore, from an empirical view, CIJ(t, t
′) for fixed t, t′ is not symmetric with respect to I, J .
From the definition of empirical correlator CIJ(t, t
′) in Eq. 3.41, it is obvious that CIJ(t, t
′)
has a full symmetry for I, J and t, t′ - that is, when changing I to J , and simultaneously
§ 3.10. Appendix: Symmetry property of empirical correlator 49
changing t to t′, CIJ(t, t
′) remains the same, i.e.,
CIJ(t, t
′) = CJI(t
′, t) = E [ϕI(t)ϕJ(t
′)] (3.54)
On the other hand, for the Gaussian model, the propagator GIJ(t, t
′) defined in Eq. 3.8 is
symmetric under exchange of I with J and t with t′; besides, Eq. 3.23 shows GIJ(t, t
′) is
symmetric with t and t′. Therefore GIJ(t, t




′, t) full symmetry (3.55)
GIJ(t, t
′) = GIJ(t
′, t) t, t′ symmetry (3.56)
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Figure 3.18: Decomposition of asymmetric CIJ(t, t
′) to symmetric Cup and C low.
The empirical result does not support this symmetry of GIJ(t, t
′) on t, t′: CIJ(t, t
′) 6=
CIJ(t
′, t), and is not symmetric under exchange of I with J . Hence, for fixed t ≥ t′ we
decompose CIJ(t, t
′) into two symmetric parts: C
(1)
IJ (t, t
′), the upper triangle of CIJ(t, t
′)
and its transpose; and C
(2)
IJ (t, t
′), the lower triangle of CIJ(t, t
′) and its transpose; Fig. 3.18
illustrates this operation.
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′), when I < J,
CJI(t, t
′), when I > J








′), when I < J,
CIJ(t, t
′), when I > J








′, t), when I < J,
CJI(t
′, t), when I > J








′, t), when I < J,
CIJ(t
′, t), when I > J
t ≤ t′ (3.61)
According to the full symmetry property of CIJ(t, t
















′) ≡ C lowIJ (τ) = GlowIJ (τ) , t ≥ t′ (3.63)
Consequently, only CupIJ (t, t
′) and C lowIJ (t, t
′) are independent, and we can fit them separately
and obtain the propagators GupIJ(t, t
′) and GlowIJ (t, t
′). Eq. 3.64 combines the two results to
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GulIJ(t, t












′, t) +GlowII (t
′, t)
]
, when I = J,
GlowIJ (t
′, t), when I > J.
(3.64)
The other method is to define CsymIJ (t, t






′) + CIJ(t, t
′)) = GsymIJ (t, t
′) (3.65)
and then fit the whole matrix CsymIJ (t, t
′) to GsymIJ (t, t
′).
§ 3.11 Appendix: Goodness of fit
R2 is used to measure the goodness of fit.
A data set has observed values yi, and each has an associated predicted value fi. The
variability of data is measured through the sum of squares. The sum of squares due to error





(yi − fi)2 (3.66)




(yi − E[y])2 (3.67)
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R2 is defined as
R2 = 1− SSE
SST
(3.68)
R2 can take any value between 0 and 1, with a value closer to 1 indicating that a greater
proportion of variance is accounted for by the model.
§ 3.12 Appendix: List of 50 Stocks
Table 3.8 shows the name of 50 stocks.
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1 to 10 11 to 20 21 to 30
Exxon Mobil Pfizer St Paul Travelers Cos Inc
Microsoft HP Costco wholesale
Johnson & Johnson Verizon Communications Inc FedEx
Procter and Gamble Company Pepsi Archer
IBM Bridgford Food Dow Chemical
AT & T Schlumberger Motorola
Apple United Technology Corporation Kroger
General Electric Company 3M Cardinal Health
Toyota Lockheed Martin Paccar
Coca cola Caterpillar Sprint Nextel
31 to 40 41 to 50
Cummins Bob Evans Farm
Dun & Bradstreet Overseas Shipping
CNA Financial AAR Corp
Supervalu OfficeMax
Telephone and Data Systems Inc Hadera Paper
Con Way CDI Corp
Temple-Inland Standard Motor
Kennametal Computer Task Group
Frontier Oil Maine & Maritimes
Micro Semiconductor 4 Kids Entertainment Inc
Table 3.8: 50 stocks sorted by market capitalization. 1∼10,Large capitalization; 21∼30,
Medium capitalization; 41∼50, Small capitalization.
Chapter 4
Option Volatility from Acceleration
Lagrangian
This chapter develops a volatility formula for option on an asset from an acceleration La-
grangian model and the formula is calibrated with market data. The Black-Scholes model is
a simpler case that has a velocity dependent Lagrangian.
The acceleration Lagrangian is defined, and the classical solution of the system in Eu-
clidean time is solved by choosing proper boundary conditions. The conditional probability
distribution of final position given the initial position is obtained from the transition am-
plitude. The volatility is the standard deviation of the conditional probability distribution.
Using the conditional probability and the path integral method, the martingale condition is
applied, and one of the parameters in the Lagrangian is fixed. The call option price is obtained
using the conditional probability and the path integral method.
Both velocity and acceleration Lagrangian models are solved by the same procedure. The
velocity Lagrangian model is the path integral solution of famous Black-Scholes model. How-
ever, the volatility of Black-Scholes model is a constant, which is inconsistent with market
data. The acceleration Lagrangian model improves the results, and generates a maturity de-
54
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pendent formula of volatility. Changing calendar time t to market time z = tη, the volatility
formula excellently fits the currency option market data, with an accuracy above 96.5%.
This chapter is organized as follows: Section § 4.1 introduces the key concepts in pricing
options by classical solution and path integral method. Section § 4.2 derives the volatility,
martingale condition and option price for the acceleration Lagrangian. In Section § 4.3, the
infinite time limits of volatility and martingale condition are discussed. The data used for
calibration is introduced in Section § 4.4, and calibration results are shown in Section § 4.5.
Section § 4.6 is the conclusion.
The details of the solution are shown in the Appendixes. Appendix § 4.7 gives the deriva-
tion of Black-Scholes model by this method, which provides a clear guideline for the acceler-
ation model. Appendix § 4.8 shows the detailed expression of the classical action, volatility
and infinite time limit of the acceleration Lagrangian. Appendix § 4.9 derives the classical
action with another boundary conditions, and the infinite time limit gives the ground state of
acceleration Lagrangian.
§ 4.1 Introduction
Options are widely traded in exchanges and over-the-counter markets, and used for hedging,
speculator and arbitrage [32]. As reviewed in Section § 2.1, there are two types of basic options
- call and put options. The buyer of a call option has the right but not obligation to buy
the underlying asset at a certain date for a certain price; the buyer of a put option has the
right but not obligation to sell the underlying asset at a certain date for a certain price. The
maturity of the contract is the expiration date; the pre-fixed price at maturity in the contract
is called strike price.
From the review in Section § 2.2, the Black-Scholes model assumes that the stock price
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follows a log normal distribution, and is derived the European call option price as a function
of asset price, volatility and other parameters. The asset price, strike price, expiration date
and interest rate are relatively easy to observe in the market. Given that these values are
known, the option price depends on the volatility of the underlying asset. The volatility may
be estimated from historical stock price as a constant. The volatility can also be implied by
market option price obtained by inverting the Black-Scholes formula, which is known as im-
plied volatility. The implied volatility with different expiration date or a different strike price
generally yields different volatilities. In fact, option values in the market are quoted in terms
of implied volatility rather than its price, and the implied volatility is a more useful measure
of the option value than its price. Therefore, the pricing of options calls for estimations of
volatility that match the implied volatility.
Baaquie [33] introduced the velocity Lagrangian for Black-Scholes model in 1998. He ob-
tained the Black-Scholes formula from the path integral. Besides, the acceleration Lagrangian
has achieved great success in quantum finance interest rate models [34]. The quantum finance
interest rate models show that the acceleration Lagrangian provides an excellent fit for the
forward interest rate correlation in future time. In addition, the acceleration Lagrangian also
gives a quite good fit for the equity correlation in calendar time, as discussed in Chapter 3.
Expiration time of an option is in the future of calendar time, and thus it is expected that the
acceleration Lagrangian may lead to an appropriate formula for the volatility as a function
of expiration time. Moreover, the acceleration Lagrangian in Euclidean space is also a very
interesting extension to physics with many applications [35, 36, 37].
Similar to Black-Scholes model, the acceleration model assumes the following:
• The market is efficient;
• The investors are risk neutral;
• One can buy and sell the stock at any amount;
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• The transactions do not incur any fees or costs;
• The underlying asset does not pay a dividend.
The risk neutral assumption leads to the martingale condition, namely that the present value
of an European option is equal to the expected future payoff discounted by the risk-free interest
rate.
§ 4.1.1 Option pricing by conditional probability and path integral
As reviewed in Section § 2.1, the option price is the expectation value of payoff discounted to
its present value. Payoff is the value realized by the holder at end of the option life, denoted
by P(xf ). The rate of return x is similar to position, and follows a normal distribution in
option pricing. The conditional probability distribution P (xf |xi) of final position xf , given
the initial position xi is crucial for calculating the option price. Since the initial position xi
in option pricing is known, the summation of the possibility that xf will happen is one. Thus
P (xf |xi) should satisfy the following normalization condition
∫ +∞
−∞
dxfP (xf |xi) = 1. (4.1)




dxfP (xf |xi)P(xf ). (4.2)
The volatility of a stock is defined as the standard deviation of rate of return xf ; hence
the variance of conditional probability distribution P (xf |xi) is equivalent to the square of
volatility.
Additionally, option pricing models often assume that the market is efficient and risk
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neutral. As a result, the option price obeys the martingale condition, which means that the
current value of the stock is equal to its future discounted value. Let S be the initial price,
with S = exi , the martingale condition yields, for remaining time τ ,
exi = e−rτE[exf ] = e−rτ
∫ +∞
−∞
dxfP (xf |xi)exf , (4.3)
where the e−rτ is the discounting factor, and r is the interest rate.
The payoff of call option is [exf −X]+, where X is the strike price and τ is the remaining
time as introduced in Section § 2.1. Consequently, the call option price C(X, τ) is given by














§ 4.1.2 Martingale condition of currency options
The discounting from time τ to time zero of the two currencies are shown in Figure 4.1. The
domestic currency is USD and the foreign currency is EURO. rd is the domestic interest rate
of USD, and rf is the interest rate of foreign currency EURO.
1 € 






















r r xe e
Figure 4.1: Discounting of two currencies and exchange rate. rd is the domestic interest rate
of USD, and rf if the interest rate of foreign currency EURO.
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From Figure 4.1, one EURO at time τ is worth e−τrf at time zero; while ex USD at time
τ is worth e−τrdex at time zero. So the exchange rate ex at time τ is e−(rd−rf )ex at time zero.
Consequently, the martingale condition for exchange rate ex yields
exi = e−τ(rd−rf )
∫ +∞
−∞
dxfP (xf |xi)exf (4.5)
The currency options can be obtained from replacing S by Se−τrf in the equity options
formula. Therefore, in the acceleration option price, stock option is derived, and the currency
option formula can be written by this replacement.
§ 4.1.3 Put call parity for currency options
The payoff function for a put option is [K − S]+. The put option is identical to the below
portfolio
[K − S]+ = [S −K]+ +K − S (4.6)















[S −K]+ +K − S
)
(4.8)
= C + e−τrdK − e−τrd
∫ +∞
−∞
dxfP (xf |xi)exf (4.9)
(4.10)
Considering the martingale condition in Eq. 4.5, the above equation yields
P = C + e−τrdK − Se−rf τ (4.11)
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The above equation is the put call parity for currency options. From this formula, the put
option price can easily be calculated from call option price. Thus call price is discussed in the
following sections.
§ 4.1.4 Classical solution and transition amplitude
x(t) evolves randomly in calendar time from t0 to T is shown in Figure 4.2(a). At calendar
time t = t0, x(t) starts to evolve from initial position (initial rate of return) xi = x(t0). The
final position xf = x(T ) at calendar time t = T is arbitrary. Remaining time t
′ is defined
as t′ = T − t, which is backward in calendar time. The same evolution of x(t′) backward in
time is shown in Figure 4.2(b). All the following discussions are for remaining time, and for
simplicity, t is used as remaining time henceforth.









(a) Calendar time t








(b) Backward in remaining time t′ = T − t
Figure 4.2: Random paths in calendar time and remaining calendar time. xi is the initial
position and xf is the final position.
The time derivative of rate of return is defined as
v ≡ dx
dt




where t is remaining time.
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Baaquie [33] introduced the velocity Lagrangian L[x, x˙] for the Black-Scholes model, given
by
LBS = − 1
2σ2
(x˙+ j)2. (4.13)




αx¨2 + 2β(x˙+ j)2 + γx2
)
, (4.14)





The classical solution of these two systems can be found by choosing proper boundary
conditions. The Black-Scholes Lagrangian needs two boundary conditions, while the accel-
eration Lagrangian needs four boundary conditions. To get the conditional probability of
final position xf with given initial position xi, the boundary conditions must include both
positions. For the acceleration case, another two boundary conditions are required; for option
pricing, xf , vf , af , xi is appropriate, and the reason is explained later.
Define the stochastic variable x as the summation of two parts - the classical solution xc
and a stochastic piece ǫ,
x = xc + ǫ (4.16)
It will be shown later that both the Black-Scholes action and the acceleration action can
be separated to two parts, which are
S[x] = S[xc] + S[ǫ]. (4.17)
S[ǫ] only depends on ǫ and does not depends on the boundary conditions.
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We postulate that the conditional probability is proportional to the transition amplitude




where B.C. represents boundary conditions. x is the stochastic variable, and Dx means
integrating over all possible paths. For x = xc + ǫ, Dx is equivalent to Dǫ, because xc is not
stochastic.
When the boundary conditions are chosen as xf , vf , af and xi, K yields
K(xf , vf , af |xi) = N eSc(xf ,vf ,af ,xi)
∫
DǫeS[ǫ] (4.19)
It will be shown later, ǫ also follows a quadratic distribution, so the integragion over ǫ is
a constant, and K(xf , vf , af |xi) is simplified to
K(xf , vf , af |xi) = N eSc(xf ,vf ,af ,xi). (4.20)
In physics, the initial and final state vectors are normalized so that the transition ampli-
tude is normalized, but in finance, this condition is not satisfied. Therefore the conditional
probability is defined equal to the normalized transition amplitude, given by
P˜ (xf , vf , af |xi) = K(xf , vf , af |xi)∫
dxfdvfdafK(xf , vf , af |xi) . (4.21)
The probability of P (xf |xi) can be obtained from integrating vf , af from P˜ (xf , vf , af |xi),
and the martingale condition and option pricing can be derived.
If one chooses the boundary conditions of xf , vf , xi, vi, with the initial velocity vi being
fixed, and the transition amplitude yields K(xf , vf |vi, xi). This transition amplitude gives
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the price of an option depending on the initial velocity vi, which is not traded in the market.
Hence, for option pricing, xf , vf , af and xi are chosen as boundary conditions.
The Lagrangian, classical solution, conditional probability and martingale condition are
the key solution steps of option pricing for a quadratic Lagrangian. Since this approach starts
with a acceleration Lagrangian, the method is referred as the acceleration model.
Specifically, the option price derivation by classical solution has the following steps:
1. Define an appropriate quadratic Lagrangian for the model.
2. Find the classical solution.
• Find the equation of motion from the definition of Lagrangian.
• Assign proper boundary conditions, and solve the equations of motion.
3. Derive the conditional probability P (xf |xi).
• Obtain the action and transition amplitude from their definitions.
• Get the conditional probability from the transition amplitude. The volatility of
option can then be obtained from the standard deviation of the conditional prob-
ability distribution.
4. Solve the martingale condition by Eq. 4.3, which fixes an unknown constant in the
Lagrangian.
5. Derive the call option price by Eq. 4.4, and applying the martingale condition.
Both the Black-Scholes model and acceleration model are solved in these steps. The Black-
Scholes model is simpler, and provides a good overview of this classical solution method, which
is given in Appendix § 4.7.
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§ 4.2 Solution of the acceleration model
The acceleration model for option pricing is derived in this section.
§ 4.2.1 Classical solution




αx¨2 + 2β(x˙+ j)2 + γx2
)
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where x(i) represents the ith order time derivative of position x.




x c(t)− 2βx¨c(t) + γxc(t) = 0. (4.25)
The fitting results of the acceleration equity model [38] shows that the equity market data
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chooses the complex root of the equation, and hence
β2 − αγ < 0. (4.26)
Define y as the four conjugate roots of equation
αy4 − 2βy2 + γ = 0. (4.27)























y = ±r ± ıω, (4.29)
and β and γ can be expressed by r, ω and α,
β = −α(r2 − ω2) (4.30)
γ = α(r2 + ω2)2 (4.31)
Using the notation of r and ω, the general solution of equations of motion xc(t) is given
by
xc(t) = e
rt(a1 sinωt+ a2 cosωt) + e
−rt(a3 sinωt+ a4 cosωt), (4.32)
where aI , I = 1, 2, 3, 4, are constants depending on boundary conditions.
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Choose the boundary conditions xf , vf , af and xi for option pricing, specifically
t = 0 : x(0) = xf ≡ x1, x˙(0) = x˙f ≡ x2, x¨(0) = x¨f ≡ x3
t = τ : x(τ) = xi ≡ x4
(4.33)


















, ,f f fx x xɺ ɺɺ
Figure 4.3: Evolution from xf , x˙f , x¨f to xi in remaining time.
By applying the boundary conditions in Eq. 4.33, aI , I = 1, ...4 can be solved. The detailed
solution of aI is given in Appendix § 4.8.1. With these solutions, as well as Eq. 4.32, xc(t) can
be expressed by xf , x˙f , x¨f , xi, τ and t.
The stochastic position x = xc+ ǫ, where xc is the classical solution and ǫ is the stochastic
piece. ǫ satisfies the following boundary conditions
ǫ(0) = 0 = ǫ(τ)
ǫ˙(0) = 0 = ǫ˙(τ).
(4.34)
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The action S yields








2 + 2β(x˙c + ǫ˙+ j)
2 + γ(xc + ǫ)
2
)
= S[xc] + S[ǫ] +R (4.35)


















2 + γǫ2 + 2β · 2jǫ˙
)




dt (αx¨cǫ¨+ 2βx˙cǫ˙+ γxcǫ)





x − 2βx¨c + γxc). (4.37)
From Eqs. 4.25 and 4.34,
R = 0. (4.38)
Integrating the classical action Sc in Eq. 4.36 by part, and applying the equations of
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xIMIJxJ − 2βjx1 + 2βjx4 − βj2τ. (4.39)
Using xI ’s definition in Eq. 4.33, MIJ yields,
MIJ = − ∂
2Sc
∂xI∂xJ
, I, J = 1, 2, 3, 4. (4.40)
Since β is function of α, r and ω given in Eq. 4.30, MIJ can be solved as functions of α, r, ω
and τ . MIJ is symmetric with I, J . The solutions of MIJ are very complicated as shown in
Appendix § 4.8.2. The action Sc has been solved and expressed in parameters α, β, ω, r, τ and
boundary conditions xI , I=1,2,3,4.
The classical solution of another boundary conditions xf , vf and xi, vi is given in Ap-
pendix § 4.9.
§ 4.2.2 Conditional probability
As discussed in Section § 4.1, from Eq. 4.20, is given by
K(x1, ..., xI) = N eSc , (4.41)
where xI are boundary conditions and Sc is classical action. Following the notation in Eq. 4.33,
xf , x˙f , x¨f , xi are replaced by x1, x2, x3, x4.
One postulates that the unnormalized conditional probability is proportional to the tran-
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sition amplitude. Therefore, the conditional probability of having final boundary xf , x˙f , x¨f ,
when initial position is xi, yields
P (x1, x2, x3|x4) ∝ K(x1, x2, x3|x4) = N eSc(x1,x2,x3,x4). (4.42)
The probability must satisfy the normalization condition, and hence the integral of the
conditional probability P (x1, x2, x3|x4) over all x1, x2, x3 is one. Hence, the conditional prob-
ability P (x1, x2, x3|x4) is defined as
P (x1, x2, x3|x4) = K(x1, x2, x3|x4)∫ +∞
−∞
dx1dx2dx3 K(x1, x2, x3|x4)
. (4.43)
From Eq. 4.4, the conditional probability of P (x1|x4) is required to evaluate the option
price. As a result, x2, x3 are integrated out from P (x1, x2, x3|x4). The conditional probability













From the definition of P (x1|x4) in Eq. 4.44, terms not depending on x1, x2 and x3 will be
canceled by the normalization. Define Seff as the effective action equal to Sc minus the terms














4 + 2βjx4 − βj2τ. (4.46)
§ 4.2. Solution of the acceleration model 70
Since both the numerator and denominator in Eq. 4.46 are integrated over x2 and x3, and
the denominator also needs to be integrated over x1, Seff is separated to two parts: one is
related to index i, j = 2, 3 namely Si, and the other is related to index 1 namely S1:
Seff = Si + S1, (4.47)












1 − x4M41x1 − 2βjx1.
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The conditional probability P (x1|x4) simplifies to













= N eF , (4.50)


























From the above equation, the conditional probability P (x1|x4) of x1 follows a normal
distribution, and the variance is
1
A
. Since the volatility is equal to the standard deviation of














MIJ has been solved as a function of the parameters α, ω and r; the values of N and V yield




e4rτ − 2e2rτ cos(2ωτ) + 1
]
k1(e4rτ − 1) + k2e2rτ sin 2ωτ , (4.53)
where
k1 = αω(r
2 + ω2)(3r2 − ω2)
k2 = 2αr(r
2 + ω2)(r2 − 3ω2).
(4.54)
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α, β, γ are parameters defined in Lagrangian, and r, ω depending on α, β, γ was defined in
Eq. 4.28. Detailed solutions are given in Appendix § 4.8.2.
By definition ν is dimensionless. The volatility ν is very simple compared with MIJ . The
subtraction in A cancels most of the terms. The volatility ν from the acceleration model
contains all the parameters and τ , which is nontrivial and it is hoped that it fits the market
volatility as a function of expiration time very well.
§ 4.2.3 Martingale condition and call price
Given the conditional probability, the martingale condition is defined in Eq. 4.3:
exi ≡ ex4 = e−rτ
∫ +∞
−∞
dx1P (x1|x4)ex1 . (4.55)
Replacing the acceleration conditional probability P (x1|x4) in Eq. 4.50, the martingale con-
dition becomes






































j is constant in the action, and is fixed by the above martingale condition. j is well known
as the drift of the random evolution of x(t).
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ζ depends on the parameters, which yields
ζ =
2h1e
rτ (e2rτ − 1) cosωτ + 2h2erτ (1 + e2rτ ) sin(ωτ)
h1(e4rτ − 1) + 2h2e2rτ sin(2ωτ) . (4.58)






ζ may be unequal to 1, which reflects that the martingale condition is not always satisfied by
the market. Therefore, we let ζ be a variable depending on α, r and ω, and use its value to
indicate how the market deviates from martingale condition.
Given the formula of call option price in Eq. 4.4, substituting with acceleration conditional
probability P (x1|x4) in Eq. 4.50, the call price is
C(X, τ) = e−rτ
∫ +∞
−∞



























§ 4.2.4 Market time in the acceleration model
As introduced in [4], markets tend to follow market time rather than calendar time. Both
interest rates and equity finance models require the existence of market time.
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The market time z is defined as z = tη. Replacing t by market time z, the time derivative
becomes to x˙ = dx/dz and x¨ = d2x/dz2. By this notation, the Lagrangian has the same form
as defined in Eq. 4.14 .
Therefore when changing to market time, the solutions can be obtained by changing τ to
z. From Eq. 4.53, the acceleration volatility ν(z) is given by
ν(z) = ν(τ η) =
√√√√2rω[e4rτη − 2e2rτη cos(2ωτ η) + 1]
k1(e4rτ
η − 1) + k2e2rτη sin 2ωτ η , (4.61)
and ζ(z) is given by,
ζ(z) = ζ(τ η) =
2h1e
rτη(e2rτ
η − 1) cosωτ η + 2h2erτη(1 + e2rτη) sin(ωτ η)
h1(e4rτ
η − 1) + 2h2e2rτη sin(2ωτ η) . (4.62)
with k1, k2 and h1, h2 given in Eq. 4.54 and Eq. 4.59.
The acceleration model has been solved completely. ζ and ν are empirically studied in the
following section.
§ 4.3 Acceleration model volatility ν and parameter ζ
This section first studies the zero and infinite limit of τ for acceleration model volatility ν,
and followed by a discussion of martingale parameter ζ.
§ 4.3.1 Zero and infinite time limit for acceleration volatility
The formula of acceleration volatility ν is given in Eq. 4.61. This section discusses the zero
and infinite τ limit of ν2, and the infinite τ limit of MIJ .
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The market volatility data, as a function of expiration time τ , shows that generally there
is a peak at about one year. When τ is less than one year, the volatility will increase with
increasing τ ; when τ is greater than one year, the volatility will goes to zero with increasing
τ . To compare with the Black-Scholes volatility, η is set to 1. Since ν2 and σ2Mτ are of the
same variance of the normal distribution in P (xf |xi), let
ν2 = σ2Mτ, (4.63)
where σM is the Black-Scholes implied volatility, and ν is acceleration volatility.





2α (r2 − ω2) −
τ 3 (r2 + ω2)
2





From the expansion, when τ is small, the square of volatility ν is proportional to τ .
Considering the relationship of ν and σ in Eq. 4.63, the zero limit of acceleration volatility ν
is the same as the Black-Scholes model, and is consistent with market data.





α(r2 + ω2)(3r2 − ω2) , (4.65)
which is a constant. Consequently, the equivalent market volatility is
√
ν2/τ will goes to
zero when τ goes to infinity, which is the same as market data. However, the Black-Scholes
volatility does not satisfy the infinite τ limit of market data, since it is still a constant when
τ goes to infinity. The zero and infinite τ limits of ν are shown in Figure 4.4.
As shown in Eq. 4.52, the volatility is a function of MIJ . However, many of the MIJ ’s
diverge at infinite τ . Specifically, lim
τ→+∞







§ 4.3. Acceleration model volatility ν and parameter ζ 76






















(a) ν2 when τ is small

























(b) ν2 when τ goes to infinity
Figure 4.4: Zero and infinite τ limit of volatility. The red line is the limit. (a)volatility square
when τ is small is similar to Black-Scholes volatility. (b) volatility square when τ goes to
infinity is finite.




















(a) M11 and V N






















(b) Close-up of M11 and V N
−1V T at infinity.
Figure 4.5: Infinite limit of M11 and V N
−1V T . Both of them diverge, but their difference is
a constant. As a result, the infinite limit of ν2 is finite.
are proportional to exp(rτ), and all the other lim
τ→+∞
MIJ are proportional to exp(2rτ). The
detailed limits of MIJ are given in Appendix § 4.8.3. Substituting the infinite τ limits of MIJ
in the denominator of volatility ν formula in Eq. 4.53, M11−V N−1V T = 0, which shows that
the infinite terms in ν are exactly canceled.
From Eq. 4.52, acceleration volatility ν2 is composed by two parts, M11 and V N
−1V T .
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Figure 4.5 shows the infinite τ limit of the two terms, and a close-up of them near infinite τ .
It is clearly that the two terms both diverge, but their difference is a constant. As a result,
the infinite τ limit of ν2 is finite.
§ 4.3.2 ζ as a function of the parameters








Figure 4.6: ζ as a function of time τ . r = 0.2215, ω = 0.1341 and η=1.0908.
From the discussion in Section § 4.2.3, ζ is important because the martingale condition is
satisfied when ζ is equal to 1. This section shows the zero and infinite τ limit of ζ, as well as
how ζ varies with the parameters.
The formula of ζ is given in Eq. 4.62 for the market time. From the equation, besides the
expiration time τ , ζ depends on all the fitting parameters η, α, r, and ω.




ζ(τ) = 1 +
τ 2 (−r4 − 2r2ω2 − ω4)
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It is easy to see that when τ = 0, ζ=1, and when τ goes to infinity, ζ goes to zero.
The shape of ζ as a function of expiration time τ is shown in Figure 4.6, which also depicts
the zero and infinite limit of ζ.








(a) ζ as function of η







(b) ζ as function of r









(c) ζ as function of ω
Figure 4.7: ζ as functions of fitting parameters for τ=0.75 years. The red circle is the typical
parameter value.
A typical set of fitting parameters in the normal period are r = 0.2215, ω = 0.1341 and
η=1.0908; this set of parameters are used to show the typical shape of ζ in Figure 4.6.
ζ as functions of r, ω and η are shown in Figure 4.7, where τ is 0.75 years. The typical
parameter values are marked in each figure. From the Figures, the typical fitting parameters
yield ζ around 1.
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§ 4.4 Currency option data for calibration
Bloomberg provides the implied at the money (ATM) volatility for expiration time τ , namely
σdata(τ).





















1 week − 3 weeks
3 weeks − 3 years
(a) Pattern A, 2010-05-04




















1 week − 3 weeks
3 weeks − 3 years
(b) Pattern B, 2008-10-15




















(c) Irregular Shape, 2008-08-26
Figure 4.8: Two patterns and an irregular shape of ATM volatility.
ATM implied volatility data of EUR/USD option is used to calibrate the model. The
calendar dates are from 2008-03-19 to 2011-03-31, a total of 791 days. The expiration dates
of the options are 1 week, 2 weeks, 3 weeks, 1 month, 2 months, 3 months 6 months, 1 year,
18 months, 2 years and 3 years. Figure 4.8 shows three typical patterns of the ATM implied
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The ATM volatility data are generally smooth, except that the first three points may have
a different trend than the rest of the data, as seen from Figure 4.8(a). Therefore, the first
three points are excluded in the calibration, and their expiration time is one to three weeks.
The ATM volatility data mainly fall into two patterns, as shown in Figure 4.8. Among
the 791 days’ data, pattern A occupies 72.19% of the data, which contains 575 trading days.
Pattern B accounts for 204 day’s data (25.79%); the rest 16 days’ are irregular data, which only
stands for 2.02% of the whole date set. One of the irregular data on is shown in Figure 4.8(c).
(a) Dates of pattern A










Total trading days 571
(b) Dates of pattern B










Total trading days 204
(c) Dates of irregular volatilities
Start date End date Days
2008-08-08 2008-08-29 16
Total trading days 16
Table 4.1: Dates and trading days of each volatility pattern
The detailed calendar dates of each pattern are shown in Table 4.1.
Pattern A has a peak around 1 year, and pattern B decreases exponentially. Higher
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volatility leads to higher option price. From Table 4.1(b), pattern B includes the financial
crisis from Aug 13, 2008 to March 2, 2009, meaning that during the crisis period traders have
less confidence in the market, so the short term volatility and price of option are higher.
§ 4.5 Calibration results
The calibration for market ATM volatility σdata is done using formula
ν2(τ η) = σ2data(τ)τ (4.68)







Market data is used to calibrate the two patterns and irregular volatility data. The fitting
formula is given in Eqs. 4.69 and 4.61. According to the classification in Table 4.1, pattern
A, pattern B and irregular data are calibrated separately. It is shown that the model fits the
pattern A and pattern B data very well, and cannot accommodate the irregular data.
R-square and root mean square (RMS) error are chosen to measure the goodness of fit.
For each calendar date t, there is a fit of volatility σdata, so the R-square and RMS error is




[σdata(t, τn)− σfit(t, τn)]2∑
n
[σdata(t, τn)− σ¯data(t, τn)]2
(4.70)
where τn is the expiration time and σ¯data(t, τn) is the mean of σdata(t) at calendar time t.
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(a) pattern A, 2009-09-23




























(b) pattern B, 2009-02-02































(c) Irregular data, 2008-08-28
Figure 4.9: Examples of volatilities of each pattern.
Higher R2 means better fit, and the exact fit has an R2 value equal to 1.
RMS error is defined as










This section discusses the calibration results, with free α and fixed α.
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§ 4.5.1 Calibration results with free α
Figure 4.9 shows three typical fits with free α of each pattern. The acceleration volatility
formula fits pattern A and pattern B very well. The irregular data cannot be fitted.
α r ω η RMS error R-square
2009-09-23 (A) 196.5 0.4248 8.86E-6 1.126 1.3% 0.9291
2009-02-02 (B) 60.00 0.4900 7.95E-6 0.928 0.93% 0.9837
2008-08-28 (Irrg) 2000 0.1514 0.74E-6 1.008 0.38% -5.5507
pattern A mean 352.4 0.3750 0.0146 1.092 0.92% 0.9424
pattern B mean 1280 0.2322 0.0382 0.8943 1.17% 0.9683
Irregular mean 1899 0.1573 0.0075 1.014 0.40% -0.1099
Table 4.2: Example and average fitting results of each pattern
The fitting parameters of these three patterns are listed in Table 4.2. The mean value of
the parameters in each pattern are also listed below in rows four to six.
The typical values for each coefficient in the Lagrangian are about αA = 400, αB = 1300,
r = 0.3 and ω = 0.02, which shows that the acceleration term contributes to the Lagrangian.
The mean value of α in the crisis period (1280) is much larger than the normal period (352.4),
which indicates that the oscillation amplitude increases from normal to crisis period (from
Aug 13, 2008 to March 2, 2009).
Besides, the mean value of η for normal period is 1.092, and for crisis period is 0.8943.
This difference reflects that when the crisis comes, traders think time has slowed down due to
the freezing of many financial transactions, resulting in a lack of liquidity.
The fitting parameters α, r, ω and η of all calibration dates are shown in Figure 4.10. From
the figure, α is positive, which shows the model converges.
The financial crisis from Aug 13, 2008 to March 2, 2009 is marked between two dashes
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Figure 4.10: Calibration results of acceleration model parameters. The black circle lines are
of pattern A; the red upward pointing triangle dots are of pattern B; the magenta downward
pointing triangle dashes are of irregular data.




which is consistent with the mean value amplitude listed in Table. 4.2. It should be noted
that η in the normal period is much larger than that in crisis period, which suggests that η is
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a signal for liquidity.
Figure 4.11 shows the error for each calendar volatility fit. RMS error of the fit is less than
3.5%, with a mean value of each pattern greater than 1.17%. R-square of the fit, except for the
irregular data, is greater than 0.75 with mean value of pattern A, B greater than 0.94. Both
the RMS error and the R-square show the volatility formula excellently fit the market data.
The relatively worse R-square value compared with RMS error is because that sometimes the
variance of volatility data is small, and any error in the fitting will lead to a relatively lower
R-square value.













































Figure 4.11: RMS error and R-square of acceleration model calibration. The RMS error is
smaller than 3.5%, and R-square of pattern A, B are greater than 0.75.
§ 4.5.2 Calibration results with fixed α
From Figure 4.10(a), α in pattern A and pattern B both have large and small values, and are
not continuous. This suggests that α may be insensitive to volatility. Therefore, αA is fixed
at 400, αB is fixed at 1300, and other parameters are fitted by the same formula in Eqs. 4.69
and 4.61. This section shows the calibration results with fixed α.
Figure 4.12 shows three typical fixed α volatility fits of each pattern. From the Figure,
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σ fixed α fit
σ α free fit
(a) pattern A, 2009-09-23



























σ fixed α fit
σ α free fit
(b) pattern B, 2009-02-02

























σ fixed α fit
σ α free fit
(c) Irregular data, 2008-08-28
Figure 4.12: Examples of fixed αA = 400, αB = 1300, αC = 1900 volatility fitting of each
pattern. The black dash is market volatility data and the red line is acceleration volatility fit.
The detailed fitting parameters are listed in Table 4.3.
fitting volatility of fixed α is almost the same as fitting volatility with free α, which proves
the assumption that α is insensitive to volatility.
The fitting parameters of these three patterns are listed in Table 4.3; the mean value of
the parameters in each pattern are listed in rows four to six. The standard deviations of each
fitting parameters are also given in Table 4.3. The standard deviation is not small, which
indicates that when time t goes, the volatility parameters will change. The average fitting
RMS error and R-square are almost the same.
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α r ω η RMS error R-square
2009-09-23 (A) 400 0.33 0.14 1.13 1.31% 0.93
2009-02-02 (B) 1300 0.18 0.14 0.93 0.94% 0.98
2008-08-28 (Irrg) 1900 0.16 0 1.01 0.40% -6.15
pattern A mean 400 0.3±0.02 0.11±0.05 1.09±0.05 0.94±0.47% 0.94±0.06
pattern B mean 1300 0.17±0.03 0.08±0.06 0.89±0.08 1.19±0.83% 0.96±0.11
Irregular mean 1900 0.16±0 0.01±0.03 1.01±0.01 0.41±0.15 % -0.19±1.8
Table 4.3: Fitting results of fixed α. The mean and standard deviation of parameters of each
pattern are also listed in rows four to six.

















































Figure 4.13: Fixed α calibration results of acceleration model. The black circle lines are of
pattern A; the red upward pointing triangle dots are of pattern B; the magenta downward
pointing triangle dashes are of irregular data.
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The calibration results are plotted in Figure 4.13. The mean values are comparable with
the reults of free α fitting. Compared with the free α fitting, fixed α also makes ω changes
more smoothly. During the crisis period, r and η clearly decrease.
Figure 4.14 shows the error for each calendar volatility fit with fixed α. RMS error of the
fit is still less than 3.5%, and R-square of the fit of pattern A and B are almost all above 0.75.













































Figure 4.14: RMS error and R-square of fixed α calibration. RMS error is still smaller than
3.5%, and R-square is almost all greater than 0.75.
§ 4.5.3 Martingale condition and ζ
ζ = 1 means the martingale condition is perfectly satisfied. If ζ is greater than 0.95, then we
think the martingale condition is roughly satisfied. The martingale satisifactory percentage
is given in Table 4.4. It can be seen that the martingale condition are generally fulfilled up
to one year expiration time. For the two years expiration time, the crisis peirod satisfied the
martingale condition better than the normal period, with a percentage of 48.53% for pattern
B compared with 1.75% of pattern A.
Figure 4.15 shows the value of ζ = B/A at every calendar time and expiration time. The
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0 - 1 year 1.5 - 2 years 3 years
pattern A 94.74% 1.75% 0%
pattern B 96.37% 48.53% 0.28%
Table 4.4: Martingale condition satisfactory percentage for each pattern. ζ > 0.95 is consid-

























Figure 4.15: ζ at every calendar time and expiration time. ζ=1 satisfies martingale condition.
In the crisis period the martingale condition is satisfied better.
surface of ζ shows how the market deviates from martingale condition. From the figure, in the
crisis period, from Aug 13 2008 to March 2 2009, the martingale condition is satisfied better.
There is another period crisis period from the figure, from May 6, 2010 to Jun 9, 2010, which
is consistent with the short financial market crash on the May 6, 2010.
§ 4.6 Conclusion
This chapter develops a novel formula for option volatility. Firstly, the acceleration Lagrangian
for the model was defined. The classical solution was solved by equation of motion and choos-
ing boundary conditions of xf , vf , af , xi. The conditional probability was defined proportional
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to the transition amplitude, and normalized to satisfy the normalization condition of proba-
bility theory. The volatility formula is obtained from the standard deviation of the probability
distribution. The martingale condition is required both in the normal and crisis period, and
is represented by a parameter ζ. The call option price was defined by path integral and the
conditional probability. Finally, after the Gaussian integration, the call option price formula
was solved by this approach.
The acceleration Lagrangian was similar to equity Lagrangian. The approach to solve the
call price and volatility of acceleration model was the same as the path integral derivation
of the Black-Scholes model, except that the computational complexity grew significantly.
Although the action was quite complicated, the volatility’s solution was very simple. The
zero and infinite τ limit of volatility were derived, and were shown to be consistent with
market data.
791 days’ data from Bloomberg was used to calibrate the model. The volatility data was
categorized into pattern A, pattern B and irregular data. Pattern A had normal volatility,
pattern B was data in the financial crisis period, and the irregular data occupied only 10 days
of the total 791 trading days’ data.
The calibration results showed that the acceleration model volatility formula excellently
fitted the ATM market volatility data. The amplitude of parameter α and r changed in
different direction in a normal - crisis transition. Most importantly, η was smaller in the
crisis, which was another proof of the existence of market time. When η was small, market
time was contracted and seems to have stopped. This was because during the crisis, liquidity
decreased and quantity of transition greatly decreased. As a result, a long time in calendar
date was a shorter time in market time, and it seems the market time did not move. The
mean RMS error was smaller than 3.5%. η played an important role for the data fitting. For
normal period η is around 1.09, and for crisis period η is about 0.8943.
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This model is a first attempt to solve the acceleration system by classical solution to obtain
the option price. A simple but very accurate volatility formula was obtained by the dynamics
of the underlying asset. However, as a preliminary exploration, the model has many problems
that call for solutions. This model is a Gaussian model; the volatility’s independence of strike
price X is the same as Black-Scholes formula, which is inconsistent with the volatility smile of
market data. Using other distributions instead of normal distribution may solve this problem,
but the computation would be more complicated. Constructing a stochastic volatility model
based on the acceleration model may also fit the volatility smile.
§ 4.7 Appendix: Black-Scholes option price by classical
solution
In this section, the Black-Scholes option price and volatility are solved by the classical solution
of the system. The acceleration model is solved by a similar procedure, except that the
calculation is much more complicated.
The Black-Scholes model assumes that the continuous compounded rate of return per
annum x is normally distributed. The distribution mean is µ− σ2/2 and standard deviation
is σ/
√
T . The original Black-Scholes model was solved by constructing a riskless portfolio,
and the call option price C(X, τ) is

















, S = ex
(4.72)
where S is the stock price, X is the strike price, τ is the expiration time, r is the interest rate
and σ is the volatility.
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As analyzed in Section § 4.1.1, the conditional probability is obtained from the classical
solution. The martingale condition as shown in Eq. 4.3 will fix a constant, and on Eq.4.4 the
Black-Scholes option formula will be obtained.
The paths evolving from final position xf to initial position xi in remaining time t are
shown in Figure 4.16. This is a close-up of single path is the same as shown in Figure 4.2(b).



















Figure 4.16: Random paths from xf to xi in remaining time. xi is the initial position and xf
is the final position.
Baaquie [33] introduced the velocity Lagrangian L[x, x˙] for the Black-Scholes model, which
is
LBS = − 1
2σ2









= 0⇒ x¨c = 0. (4.74)
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where the subscript of c means classical solution.
The second order differential equation needs two boundary conditions. Using the boundary




t+ xf . (4.75)
The position x = xc+ǫ, where ǫ is the stochastic piece and satisfies the boundary conditions
ǫ(0) = ǫ(τ) = 0 (4.76)
The action SBS yields





dt (x˙c + ǫ˙+ j)
2
= SBS[xc] + SBS[ǫ] +RBS. (4.77)
where the classical action SBS[xc] is




dt (x˙c + j)
2 (4.78)




dt (ǫ˙2 + 2ǫ˙j). (4.79)
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The residual term RBS


















From Eqs. 4.74 and 4.76,
RBS = 0. (4.81)
The classical action Sc yields








(xi − xf + jτ)2. (4.82)
The above Eq. 4.82 shows that action can be expressed by the boundary conditions and j, τ .
From Eq. 4.20, the transition amplitude is given by
K(xf |xi) = N
∫
DxeS[x] = N eSc
∫
DǫeS[ǫ] = N eSc , (4.83)
where N is normalization constant.
It is claimed that the conditional probability P (xf |xi) of final position xf with knowing
initial position xi is proportional to the transition amplitude. Noted that the conditional
probability must satisfy the normalization condition in Eq. 4.1, hence P (xf |xi) is defined as
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From the definition, conditional probability P (xf |xi) integrated over xf is equal to one, which
satisfies the normalized condition in Eq. 4.1.
Substituting the classical action with the solution of Sc(xi, xf ; τ ; j) in Eq. 4.82, the condi-
tional probability P (xf |xi) yields,





, F = − 1
2σ2τ
(xi − xf + jτ)2
(4.85)
It is clear that the conditional probability follows a normal distribution. The variance is σ2τ .
Since volatility is defined as the standard deviation per year of rate of return, σ is the volatility
in Black-Scholes formula.





dxfP (xf |xi)exf = exi . (4.86)
Substituting the conditional probability with Eq. 4.85, j is fixed and yields




From Eqs. 4.4, 4.85, and 4.87, the call option price of equity is
C(X, τ) = e−rτ
∫ +∞
−∞








(xi − xf + jτ)2
)
[exf −X]+ . (4.88)
Replace xi − xf + jτ by x′i, and note that for the integration limits, the above integration is
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simple to solve. After imposing the martingale condition, the call price C(X, τ) yields,




























which is the Black-Scholes formula in Eq. 4.72.
Call option price C(X, τ) generally varies when X or τ change. Besides, C(X, τ) is a
monotonically increasing function of σ, which indicates that higher volatility values will result
in a higher theoretical value of the option.
The conditional probability of an currency option is the same as stock option P (xf |xi) in
Eq. 4.85, namely




(xi − xf + jτ)2
)
(4.90)
Replacing the conditional probability in the martingale condition in Eq. 4.5, the martingale
condition yields,
j = r − σ
2
2
, where r = rd − rf (4.91)
From the equity conditional probability in Eq. 4.90, the Black-Scholes call price C(X, τ)
for currency option yields

















(xi − xf + jτ)2
)
[exf −X]+ (4.93)
where j is fixed by martingale condition in Eq. 4.91. Completing the integral and imposing
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, r = rd − rf
(4.95)
§ 4.8 Appendix: Solution formula of boundary condi-
tions xf , vf , af , xi
§ 4.8.1 Solution of fourth order equation of motion
Choose the boundary conditions as Eq. 4.33
x(0) = xf , x˙(0) = vf , x¨(0) = af
x(τ) = xi
According to Eq. 4.32 the classical solution of equation of motion is
x(t) = ert(a1 sinωt+ a2 cosωt) + e
−rt(a3 sinωt+ a4 cosωt) (4.96)








ω2 − r2)+ r2ω cos(ωτ) (−e2rτ − 3)+ ω3 cos(ωτ) (1− e2rτ)]
− vf2rω cos(ωτ)
(























[−2re2rτ sin(ωτ) (ω2 − r2)+ r2ω cos(ωτ) (−3e2rτ − 1)+ ω3 cos(ωτ) (e2rτ − 1)]
− vf2rω cos(ωτ)
(
























4rω (r (e2rτ + 1) sin(τω) + ω (1− e2rτ ) cos(τω)) . (4.101)
§ 4.8.2 Solution of classical action
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){−2r3e4rτ sin(4τω)− 2re2rτ(−2e2rτ (r2 + ω2)+ ω2e4rτ + ω2)
sin(2τω)− 2r2ωe2rτ + 2r2ωe6rτ − 2r2ωe2rτ (e4rτ − 1) cos(2τω)
− 2ω3e2rτ + 2ω3e6rτ − ω3e8rτ + ω3
}
(4.104)



















6r2αω2 − r2β + 2αω4 + βω2)− ω2e4rτ (2αω2 + β)− ω2 (2αω2 + β)]
+ r2ωe2rτ
(
e2rτ − 1) (2r2α− β) cos(3τω)
+ ω
(
1− e2rτ) cos(τω)[ω2e4rτ (2r2α− β)+ ω2 (2r2α− β)
+ e2rτ
(





−ωe4rτ + 2re2rτ sin(2τω) + ω
)(





























−2e2rτ (r2 + ω2)+ 2r2e2rτ cos(2τω) + ω2e4rτ + ω2)} (4.109)
M34 = −2Λe−rτ
{(














4αr2 − 2β)+ βe4rτ)
+ r
(
1− e4rτ) (2αω2 + β)+ βr (e4rτ − 1) cos(2τω)}. (4.111)
§ 4.8. Appendix: Solution formula of boundary conditions xf , vf , af , xi 101
Λ in the above formula is
Λ =
1
8rω (ω (e2rτ − 1) cos(τω)− r (e2rτ + 1) sin(τω))2 . (4.112)
From Eq. 4.52, the acceleration model volatility is
ν2 =
1












e4rτ − 2e2rτ cos(2τω) + 1
]




4r2α2ω2 − 4αβω2 − β2)
k2 = ω
[
4rα(αω2 + β)− β2
]
.
The solutions were obtained by Mathematica.
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) [−βω sin(2τω) + 2αrω2 − βr cos(2τω) + βr] (4.113)
where Υ and Z are constants:
Υ =
αω2
8r [r sin(ωτ)− ω cos(ωτ)]2 (4.114)
Z =
1
4r [r sin(ωτ)− ω cos(ωτ)]2 . (4.115)
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§ 4.9 Appendix: Solution formula of boundary condi-
tions xf , vf , xi, vi
§ 4.9.1 Solution of equation of motion with other boundary condi-
tions
Another boundary conditions is chosen as
x(0) = xf = x1, x˙(0) = x˙f = x2
x(τ) = xi = x4, x˙(τ) = x˙i = x3,
(4.116)
which cannot be used in option pricing, but common in physics, and can be used for state
function fitting with financial data.
According to Eq. 4.32 the classical solution of equation of motion is
x(t) = ert(a1 sinωt+ a2 cosωt) + e






2rτ sin(2τω)− ωvfe2rτ + rvfe2rτ sin(2τω) + rωxfe2rτ cos(2τω)− rωxf
+ ωvf − 2r2xierτ sin(τω)− 2rvierτ sin(τω) + ωerτ
(
e2rτ − 1) cos(τω) (vi − rxi)







(−e2rτ)− rvfe2rτ + re2rτ cos(2τω) (rxf + vf )− ω2xfe2rτ




e2rτ − 1) cos(τω) + rωxierτ sin(τω) + rωxie3rτ sin(τω)] (4.119)





rτ sin(2τω)− ωvferτ + ωvfe3rτ − rvferτ sin(2τω)
+ rωxfe
3rτ − rωxferτ cos(2τω)− 2r2xie2rτ sin(τω) + 2rvie2rτ sin(τω)




r2xf (−erτ ) + rvferτ + rerτ cos(2τω) (rxf − vf )− ω2xferτ
+ ω2xfe
3rτ + rωxfe
rτ sin(2τω) + ωvie
2rτ sin(τω)− ω2xi
(
e2rτ − 1) cos(τω)
− rωxie2rτ sin(τω)− rωxi sin(τω)− ωvi sin(τω)
]
. (4.121)
In the above equations, Γ′ is
Γ′ =
1
ω2 + ω2e4rτ + 2r2e2rτ cos(2τω)− 2e2rτ (r2 + ω2) . (4.122)
§ 4.9.2 Solution of classical action with other boundary conditions






Under this boundary conditions, the solution of M satisfies the following symmetry:
M11 =M44, M22 = M33
M12 = −M34, M13 = −M24. (4.123)
Therefore, the action can be simplified to














−M12(xivi − xfvf )−M13(xivf − xfvi)−M14xixf −M23vivf .
(4.124)
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2αr2 − β)− 2r2e2rτ (2αω2 + β) cos(2τω)
























sin(τω)− ω (e2rτ − 1) cos(τω)) ]. (4.130)
Γ′ is given in Eq. 4.122, which is
Γ′ =
1
ω2 + ω2e4rτ + 2r2e2rτ cos(2τω)− 2e2rτ (r2 + ω2) . (4.131)
If we integrate over xf , vf , vi, the volatility from this boundary condition is the same as
the volatility in Eq. 4.53.
§ 4.9.3 Infinite τ limit of action components of matrix M and vac-
uum state
The infinite limits of matrix M under the boundary conditions xf , vf , xi, vi are very simple.




























The infinite limit of transition amplitude is the production of vacuum state Ω(xi, vi) and
Ω(xf , vf ), which is
lim
τ→+∞
K(xf , vf |xi, vi)








= Ω+(xf , vf )Ω(xi, vi). (4.133)
Noted that xi and vi are represented by x4 and x3, the vacuum state can be obtained as












−rα(r2 + ω2)x2 − rαv2 + (2r2α− β)xv
)
(4.134)
where N is fixed by normalizing Ω(x, v) and the parametrization of α is defined in the La-




αx¨2 + 2β(x˙+ j)2 + γx2
)
.
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ω1 and ω2 are also the roots of equation
αy4 − 2βy2 + γ = 0 (4.137)
And by definition,
ω1 = r + iω
ω2 = r − iω
(4.138)
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Therefore the two parameterizations have the following relationship







The vacuum state yields











which can be used to calibrate the distribution of market data. It should be noted that v is
defined in remaining time. For calendar time t, v = −dx
dt
.
A theoretical discussion of acceleration Hamiltonian can be found in [39]; an empirical
study of interest rates in state function with acceleration is discussed in [40].
Chapter 5
Empirical Analysis of Quantum
Finance Interest Rates Models
Empirical forward interest rates drive the debt markets. Libor and Euribor futures data is
used to calibrate and test models of interest rates based on the formulation of quantum finance.
In particular, all the model parameters, including interest rate volatilities, are obtained from
market data. The random noise driving the forward interest rates is taken to be a Euclidean
two dimension quantum field. We analyze two models, namely the bond forward interest
rates, which is a linear theory and the Libor Market Model, which is a nonlinear theory. Both
the models are analyzed using Libor and Euribor data, with various approximations to match
the linear and nonlinear models. The results are quite good, with the linear model having an
accuracy of about 99% and the nonlinear model being slightly less accurate. We extend our
analysis by directly using the Zero Coupon Yield Curve (ZCYC) data for Libor and for bonds;
but due to some technical difficulties we could not derive the models parameters directly from
the ZCYC data.
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§ 5.1 Introduction
The quantum finance generalization of the Heath-Jarrow-Morton (HJM) model [14] and BGM-
Jamshidian [15, 16] models is based on replacing white noise by a two dimensional Gaussian
quantum field A(t, x).
Forward interest rates f(t, x) are the interest rates, agreed upon at time t, for an instan-
taneous (overnight) loan at future time x. Both bond and Libor forward interest rates are
empirically studied using various approximation schemes. The bond forward interest rates
fB(t, x) are taken to be equal to empirical Libor; the volatility σ(t, x) and correlation of
changes in the forward interest rates are evaluated using market data. The Libor forward
interest rates fL(t, x) are empirically studied in the framework of the Libor Market Model
and, in particular, the relation between stochastic Libor volatility v(t, x) and deterministic
volatility γ(t, x) of log Libor is analyzed.1
The empirical behavior of the forward interest rates have been extensively studied [41],
[42] and have also been studied in the context of the Libor Market Model [43], [44]. The
market data for the ZCYC is analyzed for both the zero coupon bonds and Libor markets.
It is seen that empirical ZCYC for both markets could not be satisfactorily explained by the
models of the bond and Libor ZCYC.
Libor futures data from 17 April 2002 to 29 April 2003, consisting of 261 trading days, is
used for the empirical analysis. The Treasury Bond market is empirically studied using ZCYC
data for 523 trading days, from 29 January 2003 to 28 January 2005. The Libor ZCYC is
empirically studied using 261 days of data from 10 October 2007 to 8 August 2008.
To make the article accessible to specialists not working in this field, all the background
material to the topics discussed have been included in the Appendices.
1The term ‘Libor’ is sometimes used to represent both Libor and Euribor.
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§ 5.2 Quantum finance interest rate models
Zero coupon bonds pay its holder a pre-fixed amount of say $1 at maturity at future time T ;
it present day value at time t < T is given by




The time evolution of the bond forward interest rates are given by [4]
∂fB(t, x)
∂t
= α(t, x) + σ(t, x)AB(t, x) (5.1)
E[AB(t, x)] = 0 ; E[AB(t, x)AB(t′, x′)] = δ(t− t′)DB(x, x′; t)
In studying bonds, the volatility σ(t, x) is taken to be deterministic, with drift α(t, x) being
fixed by a martingale condition.
Libor, denoted by L(t, T ), is the simple interest rate, fixed at time t, for a loan for a tenor
of ℓ from future time T to T + ℓ; the tenor is taken to be fixed in this chapter and equal to
ℓ=90 days. Libor rates L(t, T ) and forward interest rates fL(t, x) and log Libor φ(t, x) are
related by the following equation
1 + ℓL(t, T ) = exp{
∫ T+ℓ
T




The quantum finance Libor Market Model of the Libor forward interest rates fL(t, x) and
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log Libor φ(t, x) are defined as follows [5], [45]
∂fL(t, x)
∂t
= µ(t, x) + v(t, x)AL(t, x) (5.3)
∂φ(t, x)
∂t
= ρ(t, x) + γ(t, x)AL(t, x)
E[AL(t, x)] = 0 ; E[AL(t, x)AL(t′, x′)] = δ(t− t′)DL(x, x′; t)
Libor volatility γ(t, x) is deterministic whereas v(t, x) is stochastic. Libor drifts µ(t, x) and
ρ(t, x) are both stochastic and are given in [45].
The quantum field theory of A(t′, x′) is reviewed in Appendix § 5.12.
§ 5.3 Interest rate correlation functions
The market provides data on interest rates as a time series, given at discrete moments. Hence
one needs to discretize both calendar and future time to empirically study interest rate models.
For notational convenience let f(t, x) denote both the bond forward interest rates as well as
the log Libor interest rates φ(t, x). The volatility of fB(t, x) and φ(t, x) is given by σ(t, x)
and γ(t, x), respectively; both the volatilities are deterministic and the basis of many of the
results of this section. A more specific analysis for Libor forward interest rates fL(t, x), having
stochastic volatility v(t, x), is carried out in Section § 5.8.
Empirical forward interest rates can be taken from either the bond market or from the Libor
and Euribor market. The forward interest rates fB(t, x) are assumed to be approximately
equal to Libor; that is
L(t, T ) ≃ fB(t, T ) +O(ℓ)
Market prices of zero coupon bonds yield empirical values for the bond forward interest rates
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f(t,t+θ)
x=t+θ
Figure 5.1: Forward interest rates at θ = x− t constant.
since B(t, T ) = exp{− ∫ T
t
dxfB(t, x)}. The forward interest yield curves defined by the Trea-
suries ZCYC and by Libor differ by the TED (Treasury Euro Dollar) spread. The difference
will be ignored; errors that are much larger than those due to TED are introduced by the
spline and other approximations – required for fitting the various parameters of the models
to discrete market Libor and ZCYC data.
In principle, the drift terms α(t, x), ρ(t, x) can depend on the forward interest rates and
are taken to be completely general. The drift term is fixed using the martingale condition.
For the bond forward interest rates, drift is deterministic; for the Libor Market Model the
drift depends on log Libor φ(t, x).
Discretize time into a lattice, t = nǫ, with spacing ǫ. Hence, from Eqs. 5.1 and 5.3
δf(t, x) = ǫα(t, x) + ǫσ(t, x)A(t, x) (5.4)
where δf(t, x) ≡ f(t+ ǫ, x)− f(t, x)
All financial instruments are assumed to depend only on remaining time given by θ = x−t;
define f(t, x) = f(t, t + θ), as shown in Figure 5.1; the notation f(t, θ) is sometimes used for
f(t, t+ θ) since it simply re-labels what one means by θ.
On discretizing time, the equal time expectation value of the fields at two future times
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is singular as given in Eq. 5.27. All empirical studies discretize time with time step ǫ =1
day; one can then approximate the singular value of the delta-function as follows δ(0) = 1/ǫ;
hence, from Eq. 5.27




< δf(t, θ) > = ǫ < α(θ) >
(5.6)
The drift velocity is fixed by the martingale condition and the drift in the market is not the
one given by the martingale measure; hence martingale α(t, x) cannot be determined from the
forward interest rates’ market data.
§ 5.3.1 Forward interest rates covariance
Central to the empirical analysis is the following covariance
< δf(t, θ)δf(t, θ′) >c≡< δf(t, θ)δf(t, θ′) > − < δf(t, θ) >< δf(t, θ′) >
= ǫ2σ(θ)σ(θ′) < A(t, θ)A(t, θ′) >
⇒< δf(t, θ)δf(t, θ′) >c= ǫσ(θ)σ(θ′)D(θ, θ′) (5.7)
The model’s volatility σ(t, x) = σ(θ) is given in terms of empirical volatility σE(θ) as follows
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Hence, from Eqs. 5.7 and 5.9
< δf(t, θ)δf(t, θ′) >c= σE(θ)
D(θ, θ′)√D(θ, θ)√D(θ′, θ′)σE(θ′) (5.10)
Eq. 5.10 shows that the covariance is uniquely fixed by the empirical volatility σE(θ) and the
model’s normalized propagator.
The procedure followed for evaluating the expectation value < δf(t, θ)δf(t, θ′) >c is dis-
cussed in Appendix § 5.13.
§ 5.4 Empirical normalized propagators
The covariance (connected correlation function) < δf(t, θ)δf(t, θ′) >c is independent of drift
velocity α(θ). In quantum finance models, deterministic volatility, as expressed in Eqs. 5.7
and 5.9, can be completely factorized out of the correlation functions. The empirical volatility,
as in Eqs. 5.8 and 5.9, determines the value of σ(θ) and reflects information encoded in the
interest rates. Determining volatility σ(θ) from the market greatly improves the applicability
and accuracy of the quantum finance model.
The normalized propagator is given by
C(θ, θ′) = D(θ, θ
′)√D(θ, θ)D(θ′, θ′) (5.11)
The normalized propagator, for θ 6= θ′, is used for testing quantum finance models by
comparing the models’ predictions with the observed market behavior of the forward interest
rates.
The covariance and normalized correlation between δf(t, θ) and δf(t, θ′), required for
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Figure 5.2: (a) Covariance of < δL(θ)δL(θ′) >c. (b) The normalized propagator is equal to
< δL(θ)δL(θ′) >c /σ(θ)σ(θ
′).
evaluating the volatility and propagator of the interest rates, are given by
〈δf(t, θ)δf(t, θ′)〉c : Covariance
C(θ, θ′) = 〈δf(t, θ)δf(t, θ
′)〉c√〈[δf(t, θ′)]2〉c√〈[δf(t, θ)]2〉c : Normalized covariance (5.12)
Comparing above result with Eq. 5.11 yields
〈δf(t, θ)δf(t, θ′)〉c√〈[δf(t, θ′)]2〉c√〈[δf(t, θ)]2〉c =
D(θ, θ′)√D(θ, θ)D(θ′, θ′) (5.13)
Defining the normalized propagator to be equal to the normalized covariance makes it in-
dependent of σ(θ). No assumption needs to be made regarding the form of the volatility.
This is the reason for using the normalized propagator, rather than the covariance itself, for
modeling forward interest rates. In particular, parameters such as η, µ, λ and so on, which
need calibration in quantum finance models, are fitted from market data independent of the
value of σ(θ).
































Figure 5.3: It is assumed that L(t, T ) ≃ f(t, T ). Covariance is given by C(θ, θ′) =
〈δf(t, θ)δf(t, θ′)〉c/
√〈[δf(t, θ)]2〉c√〈[δf(t, θ′)]2〉c; the correlation for Euribor forward interest
rates is based on daily data from 26 May 1999 to 17 May 2004.
Eq. 5.13 provides the link between market correlations and the predictions made by the
model. The calibration of the model’s parameters are based on this equation.
The empirical value of the correlation functions for the bond forward interest rates f(t, x)
are estimated from the market Libor and Euribor futures data for L(t, T ) using the approxi-
mation
L(t, T ) ≃ f(t, T )
Libor data from 17 April 2002 to 29 April 2003, consisting of 261 trading days, is used for
evaluating all the correlation functions. It is assumed that L(t, T ) ≃ f(t, T ). The empirical
value of the covariance and normalized propagator for Libor is shown in in Figures 5.2(a) and
5.2(b) respectively; the empirical Euribor normalized propagator is given in Figure 5.3.
The normalized propagator, for all values of its arguments, is always greater than about
0.55, showing that all the forward interest rates are highly correlated. Any two forward rates
are strongly correlated – no matter how large is their separation in maturity time.
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Figure 5.4: Empirically determined volatility function σ(θ) =
√
< δf 2(t, θ) >c and kurtosis
(θ) =< [δf(t, θ)]4 > /σ4(t, θ)− 3 for bond forward interest rates.
§ 5.4.1 Volatility for market time
The relation between empirical volatility of the forward interest rates, namely σE(θ) and the
volatility that appears in the model, namely σ(θ), is discussed in Appendix § 5.14.
From the definition of the stiff forward interest rates given in Eq. 5.34, the empirical
covariance of the forward interest rates is equal to the model covariance with remaining future
time θ replaced by z(θ). Hence, from Eq.5.10
< δf(t, θ)δf(t, θ′) >c= σ(z(θ))
D(z(θ), z(θ′))√D(z(θ), z(θ))√D(z(θ′), z(θ′))σ(z(θ′)) (5.14)
Hence, for θ = θ′




⇒ σ(z(θ)) = σE(θ)
In other words, no separate calculation is required for σ(z(θ)), but rather, volatility for market
time is simply a re-labeling of the empirical volatility σE(θ).
The empirical volatility and kurtosis for four different periods is shown in Figure 5.4 and
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shows a significant variation over time.
§ 5.5 Stiff propagator and market time
The stiff Lagrangian and action, with future time generalized to market time, is discussed in
Appendix § 5.15.
The empirical value of the normalized propagator of the forward interest rates Cz(θ, θ′)
does not change when going to market future time. Instead, the description of this normalized
propagator by the quantum finance model changes, and consequently, the left hand side of
Eq. 5.14 depends only on the remaining future time variables θ, θ′, whereas the right hand
side depends only on the market time variables z(θ), z(θ′). Writing the normalized propagator
more explicitly, Eqs.5.35 and 5.36 yield
Cz(θ+; θ−) = g+(z+) + g−(z−)√
[g+(z+ + z−) + g−(0)][g+(z+ − z−) + g−(0)]
(5.15)
z±(θ+; θ−) ≡ z(θ)± z(θ′) (5.16)
The units for λ and µ are fixed so that λz and µz are dimensionless; since z = θη, define
λz = [λ˜θ]η so that new constant λ˜ always has dimensions of (time)−1. η is a scaling exponent
and is always dimensionless. In a unit where θ is measured in years, the result of the empirical




The market Euribor propagator, given in Figure 5.3, can also be fitted with the stiff
propagator. Figure 5.5(a) shows the fit for Euribor along the diagonal orthogonal to θ = θ′
axis. The fit is almost perfect. Varying η as well all the other parameters yields the best fit,
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(a) (b)
Figure 5.5: (a) Figure showing the fitted propagator for Euribor data from 1999.5.26 to
2004.5.17. (b) Figure shows Libor market time [λ(x− t)]η compared with future time λ(x− t).
given in Table 5.1; the effect of market time is shown in Figure 5.5(b). The fit, of the model,
for Euribor is even better than for Libor, with both fits having an overall accuracy of over
99.6%.
λ˜B µ˜B bB ηB rms error for the entire fit
Libor 1.79/year 0.40/year 0.85 0.34 0.40%
Euribor 4.48/year 0.06/year 0.99 0.13 0.37%
Table 5.1: The parameters for the Lagrangian of AB(t, x), derived from Libor and Euribor
data; the best fit was obtained by varying η.
§ 5.6 Euribor and Libor propagators: market and mod-
el
For many interest rate options – such as a swap for which the floating interest rates are paid
in US$ and the fixed interest rates are paid in Euroe – one has to simultaneously model both
the Libor and Euribor forward interest rates. For an instrument that combines the US$ and
Euroe all market participants should have the same subjective view of what constitutes future
time.
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The stiff propagator with nonlinear maturity time z(θ) has an almost perfect match with
Libor data, with a root mean square error of only 0.4%. What is noteworthy is that, even
though the nonlinear maturity variable z(θ) was introduced to address the behaviour of the
propagator in the neighbourhood of the diagonal axis, it continues to give the correct behaviour
for the propagator even far from the diagonal region.
The η parameter quantifying market future time should be equal for instruments that
share a common market and, in general, for the Libor and Euribor markets. The reason for
choosing η to be the same is mathematical as well as empirical; for a Lagrangian to exist on
the same domain of future time the variable z = θη has to be common to both the forward
interest rates.
The best fit was made based on both Libor and Euribor having the same η = 0.19. Data
from the period from 26.5.1999 to 17.4.2004 yields the following parameters that fit data to
better than 99% accuracy. If one takes η = 0.34 from the Libor market, then the best fit
obtained by varying the other parameters yields the following: λ˜L = 3.15 ; bL = 0.57 with
root mean square error = 1.78%.
λ˜B µ˜B bB ηB rms error for the entire fit
Libor 2.273/year 0.07/year 1.245 0.19 0.82%
Euribor 2.831/year 0.21/year 0.816 0.19 0.69%
Table 5.2: The parameters for the Lagrangian of AB(t, x). Best fit for Libor and Euribor with
common η = 0.19.
Market future time for Libor and Euro is given by (x − t)0.19. For x − t = 2 years the
dimensionless Libor market time is [λ(x− t)]η = 1.33 , in contrast to 4.54 for η = 1, as shown
in Figure 5.5(b).
Market future time z(θ) = θη is a result of far reaching significance. It shows that future
time in the financial markets, as proposed in [46] and [47], is significantly different (slower)
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than calendar time, and influences all financial instruments. Market future time index η may
vary over time, similar to volatility, in that it slowly changes over a long period of calendar
time as well as being affected by market sentiment.
The parameters of the stiff Lagrangian, in particular, the volatility σ(t, x) and µ, λ and η
depend on the market and the interest rate instrument one is fitting. Libor and Euribor give
quite distinct values for the parameters; interest caplets yield parameters different than those
obtained from the Libor data or from swaption data [5]. For hybrid instruments that straddle
many instruments and markets, one needs to further develop the models considered so far.
§ 5.7 Empirical analysis of the Libor Market Model
The LMM (Libor Market Model) is studied empirically for calibrating the model as well as
for comparing the behavior of Libor forward interest rates fL(t, x) with the log Libor field
φ(t, x). A stiff propagator, with not necessarily the same parameters as the bond forward
interest rates, is assumed to drive both the Libor forward interest rates fL(t, x) and log Libor
field φ(t, x).




= µ(t, x) + v(t, x)AL(t, x)
ℓL(t, Tn) = exp{
∫ Tn+1
Tn
dxφ(t, x)} ≡ eφn(t)
∂φ(t, x)
∂t
= ρ(t, x) + γ(t, x)AL(t, x)
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Figure 5.6: (a) Covariance of < δ ln(ℓL)(θ)δ ln(ℓL)(θ′) >c. (b) The normalized propagator
< δ ln(ℓL)(θ)δ ln(ℓL)(θ′) >c /γ(θ)γ(θ
′).













= δ(t− t′)γ(t, x)γ(t, x′)DL(t; x, x′)
= δ(t− t′)γ(θ)γ(θ′)DL(θ, θ′)











Discretize time t→ ti = iǫ with ǫ = 1 day; define
δ ln(ℓL(ti, Tn)) = ln(ℓL(ti + ǫ, Tn))− ln(ℓL(ti, Tn)) = ln
[L(ti + ǫ, Tn)
L(ti, Tn)
]
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Including the effects of market time, Eqs. 5.10 and 5.31 yield
E
[











ℓ2γ(z(θ))DL(z(θ), z(θ′))γ(z(θ′))√DL(z(θ), z(θ))√DL(z(θ′), z(θ′))
Libor forward interest rates fL(t, x) has stochastic volatility and is defined by the following
∫ Tn+1
Tn
dxfL(t, x) = ln[1 + ℓL(t, Tn)]






1 + ℓL(t, Tn)
γ(t, x) ; Tn ≤ x < Tn+1 (5.17)
Note that in the Libor Market Model, the same Gaussian quantum field AL(t, x) drives both
log Libor φ(t, x) and Libor forward interest rate fL(t, x).
Assume for now that v(t, x) is deterministic; this assumption, in effect, makes v(t, x)
identical to the volatility σ(t, x) of the bond forward interest rates defined in Eq. 5.1. The









v(z(θ))DL(z(θ), z(θ′))v(z(θ′))√DL(z(θ), z(θ)√DL(z(θ′), z(θ′))
The best fit for the parameters of the stiff propagator is obtained from fitting the empirical
propagator DL(z(θ), z(θ′)) for < δLδL >c and < δ ln(ℓL)δ ln(ℓL) >c, with ηL having values
0.058 and 0.074 for the two cases, respectively. However, it is intuitively more appropriate to
fix future market time index ηL to be equal for both cases, since both normalized propagators
result from the same market and the same instrument. The best fit for market time, common
2Note that the context of the Libor Market Model, v(t, x) is analyzed in Section § 5.8 for it’s stochastic
behavior.
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λL µL bL ηL rms error
< δfLδfL >c 10.89 5.40 1.34 0.07 1.34%
< δφδφ >c 11.14 5.46 1.36 0.07 1.42%
Table 5.3: The best fit for the parameters, with a common ηL, are given for the Lagrangian
of AL(t, x) . The normalized propagator from < δfLδfL >c≡< δLδL >c /v(θ)v(θ′) and from
the log Libor case ℓ2 < δφδφ >c≡< δ ln(ℓL)δ ln(ℓL) >c /γ(θ)γ(θ′) are both fitted for the
parameters of the stiff propagator. The rms (root mean square) error is for the entire fit.
Parameters for both fits are equal to within the 1% rms error.
















time to maturity (year)
(a) (b)
Figure 5.7: (a) Volatility v(θ) driving Libor forward interest rates fL(t, x). (b) Volatility γ(θ)
driving log Libor interest rates φ(t, x).
to Libor and Euribor, yields ηL = 0.07 with 99% accuracy.
The same data set is used for evaluating < δ ln(ℓL)δ ln(ℓL) >c, the covariance of log Libor,
as was used in Section § 5.4 for evaluating the Libor covariance < δLδL >c.
The empirical covariance and normalized propagator for < δLδL >c are shown in Figures
5.2(a) and 5.2(b) and that for < δ ln(ℓL)δ ln(ℓL) >c are shown in Figures 5.6(a) and 5.6(b).
The result is fairly robust and convergence is stable.
The parameters obtained by fitting the stiff propagators to the two covariances are given in
Table 5.3. The covariance of the instantaneous change in Libor δL as well as the instantaneous
change in logarithm of Libor δ ln(ℓL), in the Libor Market Model, are both driven by the
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same quantum field AL(t, x). Table 5.3 shows that, to within the rms error of 1%, both the
covariances yield the same parameters for AL(t, x). This result is consistent with the quantum
finance Libor Market Model.
§ 5.8 Stochastic volatility v(t, x)
The empirical volatilities v(θ) and γ(θ) are plotted in Figures 5.7(a) and 5.7(b) respectively.
Note that v(θ) is two orders of magnitude smaller than γ(θ). The reason is because the daily
changes in Libor δL and log Libor δL/L differ by 10−2; more precisely
L ≃ 0.01 ; δL ≃ 10−4 ; δL
L
≃ 0.01






] ≃ 10−4 ≃ γ2 ⇒ γ ∼ 10−2
Although, in Section § 5.7, volatility v(θ) was assumed to be deterministic, Eq. 5.17 shows






1 + ℓL(t, Tn)
γ(t, x) (5.18)
A measure of the error in replacing stochastic volatility v(t, x) by a deterministic function
is given by the variance ℓL(θ)/(1+ ℓL(θ)), which is the stochastic quantity that makes v(t, x)
stochastic. More precisely
ℓL(t, Tn)
1 + ℓL(t, Tn)
≃ E[ ℓL(t, Tn)
1 + ℓL(t, Tn)
]± volatility ≡ χ(θ)± volatility
χ(θ) is plotted in Figure 5.8(a).
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(a) (b)
Figure 5.8: (a) The expectation value χ(θ) = E[ℓL(θ)/(1 + ℓL(θ))] (b) The volatility of
ℓL(θ)/(1 + ℓL(θ)) shows a peak around 1.5 years for remaining future time.
Figure 5.8(b) plots the volatility of ℓL(θ)/(1 + ℓL(θ)), which shows an expected peak
around 1.5 years for remaining future time: the most volatile period for Libor. From Figure
5.8 the empirical values yield the following
χ(θ) = E
[ ℓL(t, Tn)
1 + ℓL(t, Tn)




1 + ℓL(t, Tn)
]
≃ 10−3
Hence, ℓL(θ)/(1 + ℓL(θ)) has volatility comparable to χ(θ) and replacing it by χ(θ) will
lead to substantial errors.
The empirical volatilities γ(θ) and v(θ) can be taken to be approximately related by the
following
v(t, x) = v(θ) ≃ χ(θ)γ(θ)
v(θ) and χ(θ)γ(θ) are plotted in Figure 5.9. The total error in the fit of v(θ) with χ(θ)γ(θ)
is about 2.1% of the value of v(θ), with the error close to 4.5% near remaining future time
around 1.5 years.
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Figure 5.9: The dotted line is the effective volatility v(θ) and the unbroken line is χ(θ)γ(θ);
the fluctuations of stochastic v(θ) about the value of χ(θ) are indicated by error bars.
Figure 5.10: Graph shows the empirical value of the difference and ratio of the two correlators.
The difference in the normalized propagators of L and ln(ℓL) is a measure of the error (for
different maturities) made by the approximation v(θ) ≃ χ(θ)γ(θ); the difference should be
zero if the approximation has no error. Define the difference of the normalized propagators
by






The empirical value of ∆D(θ, θ′) is shown in Figure 5.10, together with the ratio of the two
correlators. The errors are substantial due to the volatility of ℓL(θ)/(1+ ℓL(θ)); in particular,
there is an error of almost 10% for the region near remaining future time of about 1.5 years,
§ 5.9. Interest rate volatility 129
for which the volatility is maximum.
In conclusion, stochastic volatility v(t, x) of the Libor forward interest rates fL(t, x) cannot
be treated as a deterministic function. Errors of about 10% are the result of the volatility of
Libor. A more productive approach seems to be to focus on log Libor quantum field φ(t, x)
and develop efficient numerical algorithms based on deterministic volatility γ(t, x).
§ 5.9 Interest rate volatility
The empirical volatility function v(θ) for Libor forward interest rates fL(t, x) and volatility
γ(θ) of log Libor φ(t, x) are fitted with analytic expressions. The best fit parameters are given
in Table 5.4, based on the formula below
c1 + c2 exp
{− c3(θ − 0.25)}+ c4(θ − 0.25) exp{− c3(θ − 0.25)} (5.19)
The linearly increasing term results from the market’s projection of the anticipated trends of










where the sum is taken over all the data points. Figure 5.11 shows that, as expected, volatility
γ(θ) is much higher, by two orders of magnitude, than volatility σ(θ).
Volatility c1 c2 c3 c4 rms error
γ(θ) 0.051 0.039 1.360 0.279 7.73%
v(θ) 0.001 0.000 1.047 0.001 4.70%
Table 5.4: The parametric fit of interest rates volatility. The rms (root mean square) error is
for the entire fit. Note the coefficient c3 determines the inverse of the exponential decay time.
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Figure 5.11: The empirical volatility of v(θ) and γ(θ) is taken to be equal to the average over
260 days of historical data. The unbroken line is market volatility and the dashed line is the
best fit. (a) The best fit for v(θ), with relative rms error of 4.70%. (b) The best fit γ(θ), with
relative rms error of 7.73%.
The empirical values of v(θ) and γ(θ), together with the best fits, are plotted in Figures
5.11(a) and (b).
The parametric fit for volatility σ(t, x) given in Eq. 5.19 leads to an error of 5.04% for
covariance σ(t, x)D(x, x′; t)σ(t, x′), where D(x, x′; t) is the value of the stiff propagagtor; the
error is almost entirely due to the errors in the fit for σ(t, x).
For volatility γ(t, x), the covariance γ(t, x)DL(x, x′; t)γ(t, x′) has an error of 11.28%. The
errors are largely due to the errors in fitting the volatilities. If one uses the empirical value
for the volatilitiy and the stiff propagator, the error in the covariance is down to about 1%.
§ 5.10 Zero coupon yield curve and covariance
All the discussion so far has concentrated on Libor and Euribor futures data. It was assumed
that both the bond and Libor forward interest rates can be calibrated using Libor data. The
results obtained so far are consistent with the quantum finance model for bond forward interest
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dx′ < δf(t, x)δf(t, x′) >c : Treasury Bond ZCYC integrated
covariance from fixed t∗ = 0.25 years and T and T





dx′ < δf(t, x)δf(t, x′) >c : Treasury Bond ZCYC integrated covariance; contains
boundary terms f(t, t). Note t = 0 and T and T ′ ranges from 0.25 years to 7.25 years.
rates and with the Libor Market Model’s quantum finance generalization.
One can evaluate correlation functions by averaging over historical ZCYC market data.
The correlation functions can be written directly in terms of the ZCYC and it is seen below
that the ZCYC provides an estimate of the integrated covariance of the underlying forward
interest rates driving the ZCYC.
A ZCYC, which is compounded c times a year, has the following relation with zero coupon
bonds and forward interest rates












dxf(t, x) = c[T − t] ln(1 + 1
c
Z(t, T ))
Consider the ZCYC for the forward interest rates integrated over a fixed interval [t∗, T ];
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dx′ < δf(t, x)δf(t, x′) >c : Libor ZCYC integrated covariance
from fixed t∗=0.25 years and for maturity time T and T





dx′ < δf(t, x)δf(t, x′) >c : Libor ZCYC integrated covariance. Note t = 0 and
maturity time T and T ′ ranges from 0.25 to 30 years.





























The effects of the spot rate r(t) = f(t, t) (boundary term) can be studied by letting the























dx′ < δf(t, x)δf(t, x′) >c (5.21)
=
〈[











All terms on the right hand side can be evaluated using the ZCYC.
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§ 5.10.1 Empirical US Treasury Bond ZCYC covariance
The bond market is studied to ascertain whether it can be explained by the stiff propagator.
The empirical result for the US Treasury Bond market is shown in Figure 5.12(a) for Eq.
5.20. The result for Eq. 5.21 is shown in Figure 5.12(b) and looks very similar to the earlier
result given in Figure 5.12(a), showing that including the boundary term due to the spot rate
r(t) = f(t, t) in the covariance does not make much of a difference.
§ 5.10.2 Empirical Libor ZCYC covariance
The Libor ZCYC is used to evaluate the integrated covariance. The data is taken from
calendar dates 10 August 2007 to 8 August 2008, totaling 261 trading days; the average is
taken over 260 trading days. Figure 5.13(a) shows the integrated covariance out to 7.5 years
and Figure 5.13(b) shows it out to 30 years
§ 5.10.3 Integrated covariance
The US Treasury Bond integrated covariance given in Figure 5.12 is quite distinct from the
one obtained from the Libor ZCYC given in Figure 5.13. The stiff propagator could not be
fitted to either of the integrated covariance since no numerically accurate way was found to
factor out the volatility σ(t, x) from the integrated covariance.
An indirect comparison of the ZCYC integrated covariance is made with Libor data in
the following manner. Based on empirical value of the volatility and stiff propagator, the
covariance is constructed and integrated; the result is shown in Figure 5.14(a) for the case
of parameters found from the covariance of δL and in Figure 5.14(b) from the covariance
of δ ln(ℓL). The result shown in Figure 5.14(a) has a surface quite different from the one
generated by the Treasury Bond ZCYC covariance given in Figure 5.12(a); there is some
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dx′ < δ(lnL(t, x))δ(lnL(t, x′)) >c: integration of log Libor covariance .
similarity with surface generated by the Libor ZCYC covariance given in Figure 5.13(a), with
an error of about 21.4%.
One does not expect the covariance of log Libor to reproduce the ZCYC covariance but
the covariance of Libor should – since empirical Libor L(t, x) is approximately equal to the
forward interest rates f(t, x). However, the surfaces in Figures 5.12 and 5.14 are significantly
different leading to the conclusion that forward interest rates from Libor are not the same as
the forward interest rates obtained from the Treasury Bonds ZCYC.
A possible explanation for the difference in the behavior of Libor and ZCYC is the TED
(Treasury Eurodollar) spread. The zero coupon Treasury Bond ZCYC is constructed from a
risk-free instrument. Libor, on the other hand, carries an element of risk and the spread of
TED is taken as an indicator of credit risk – reflecting the default possibility of corporate bor-
rowers. As the spread increases, so does the risk. Another possible reason for the discrepancy
of the two ZCYC’s is that Libor contains a fundamental scale, namely the non-zero tenor for
simple interest rate period ℓ, whereas there is no such scale in the zero coupon bond market
– since there is almost instantaneous discounting.
Hence, one may conclude that the difference between Libor and bond forward interest
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rates reflect the two major components of the debt market, namely the (Libor) interest rates
and bond markets.
§ 5.11 Summary
Quantum finance models of the forward interest rates were empirically analyzed. In partic-
ular, the quantum finance generalization of white noise to a two dimensional quasi-Gaussian
quantum field A(t, x) was empirically studied. The models were simple to calibrate and made
many empirically testable predictions. On the balance of the results, the quantum finance
model for both the bond and Libor markets give excellent results.
Quantum finance provides a framework in which the volatility of the forward interest rates,
unlike the HJM and BGM-Jamshidian models, is taken directly from the market with no need
for any parametric fit. Once volatility is fixed, the empirical (normalized) propagator can be
evaluated to calibrate and test the various quantum finance models.
The stiff propagator of quantum finance is seen to provide an excellent fit for the empirical
propagator. The index for market time η shows a large variation from ηB = 0.34 for the
bond forward interest rates to a fairly small value of ηL = 0.07 for the Libor forward interest
rates. The ZCYC for both Treasury Bonds and Libor are, presumably, also driven by a stiff
propagator and the parameters appropriate for them need to be studied.
The main result of an earlier study [47] is seen to hold, namely, that the stiff action explains
the empirical behavior of the forward interest rates to an accuracy of over 99%. The main
new results are that the parameters of the stiff action turn out to be very flexible in fitting
market data, and in pariticular allowing for a wide variation for the index η. Moreover, the
stiff action was extended to the study of Euribor and to the Libor Market Model and explains
market data very accurately.
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The results of the empirical study point to a very general and fundamental role of the
stiff action in describing the random processes that drive the debt markets. One can even
speculate that white noise should be replaced by the stiff action for describing all financial
processes.
The stiff Lagrangian is a pseudo-Gaussian (free) quantum field and one may wonder why
can it so accurately describe forward interest rates that one expects to be nontrivial and
nonlinear. A possible answer lies in the concept of market future time and, in particular the
index η. To generate market future time from a Lagrangian – instead of directly putting it
into the Lagrangian ‘by hand’ – would require nonlinear interactions. Presumably, the index
for future market time is like a critical exponent that appears in phase transitions. η is the
result of strongly correlated and, at present unknown, nonlinear interactions of the underlying
fundamental theory, which is defined for future market time x− t with no reference to η.
The Libor Market Model shows that the volatility v(t, x) of the Libor forward interest
rates fL(t, x) is a stochastic quantity derived from deterministic volatility γ(t, x) of log Libor
φ(t, x). It is remains an open question whether volatility σ(t, x), which drives the bond forward
interest rates fB(t, x), is the fundamental interest rates from which one can derive volatility
γ(t, x) of log Libor rates φ(t, x).
The bond and the interest rate markets are two sectors of the debt markets and are
both driven by underlying interest rates and their inter-relationship is an empirical question.
The introduction of tenor ℓ into the debt derivatives market creates a nonlinear relationship
between zero coupon bonds and time deposits. One of the main conclusions of the empirical
study is that the models of bond and Libor forward interest rates are distinct and different.
The difference of the two can be attributed to the TED spread and to the minimum tenor
ℓ =90 days for the three month benchmark Libor.
Parameters µ, λ and market time index η need to fixed from market data. The fieldAB(t, x)
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that drives fB(t, x) and AL(t, x) that drives φ(t, x) are determined by the same stiff action
but their parameters are different. Furthermore, volatility σ(t, x) and γ(t, x) are different by
two orders of magnitude; both volatilities have a nontrivial structure.
§ 5.12 Appendix: Quantum field theory of A(t, x)
The quantum field theory of the stochastic field A driving the interest rates is defined by a









All financial instruments of the interest rates are obtained by performing a path integral
over the (fluctuating) two dimensional quantum field A(t, z). The expectation value for an
instrument, say F [A], is denoted by 〈F [A]〉 ≡ E[F [A]] and is defined by the functional average
over all values of A(t, z), weighted by the probability measure eS/Z. Hence
〈F [A]〉 ≡ E(F [A]) ≡ 1
Z
∫
DA F [A] eS[A] ; Z =
∫
DAeS[A] (5.24)
For Gaussian quantum fields, the quantum theory of the forward interest rates is defined
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dzdz′h(t, z)G(z, z′; t)h(t, z′)
}
(5.25)
The correlator of the A(t, x) quantum field, from Eq. 5.25, are given by
E[A(t, x)] = 0 (5.26)




= δ(t− t′)G(x, x′; t) (5.27)
Henceforth, all correlation functions will be expressed as functions of only remaining future
time, namely θ = x− t, θ′ = x′ − t, as these are the coordinates appropriate for the empirical
study; in particular, G(x, x′; t) = G(θ, θ′).
Empirical Libor data is used for analyzing both the bond forward interest rates and the
Libor Market Model. The empirical study will fix the parameters of both AB(t, x) that drives
fB(t, x) and and AL(t, x) that drives φ(t, x).
§ 5.13 Appendix: Expectation values
The observed market values of the forward interest rates are assumed to be the possible
outcomes (sample values) of the random values of f(t, x) = f(t, t+θ); θ = x−t. A fundamental
assumption in the empirical analysis is to treat expectation values of the various financial
instruments as being equal to the time average value of these instruments, taken over the time
series of the forward interest rates. This assumption is the ergodic hypothesis of statistical
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physics.
The expectation value determining the correlation functions are obtained by summing
over historical data of the forward interest rates. Suppose historical data is given for L days
denoted by ti; the stochastic averages for all financial instruments are taken to be equal to
it’s average over historical data. Since the correlation functions are assumed to depend only
on remaining future time θ = x− t, one holds θ fixed and sums over the L historical values of
f(ti, ti + θ) for calendar time ti = iǫ; hence, in all empirical analysis x = t + θ, and the new
set of coordinate variables are (t, θ).
From Eqs. 5.7 and 5.31, the empirical values of the correlation function is determined as
follows

































As shown in Figure 5.1, as time t runs over historical data for f(ti, ti + θ), one moves along
the line θ =constant, at a slope of 45o in the xt−plane.
§ 5.14 Appendix: Interest rate volatility
For many calculations, it is convenient to have an explicit expression for the volatility σ(t, x)
that appears in the definition of the model. However, σ(t, x) is not uniquely specified in
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the model; one can rescale σ(t, x) → σ˜(t, x) = κ(θ)σ(t, x) and rescale A(t, x) → A˜(t, x) =
A(t, x)/κ(θ) leaving the defining equation Eq. 5.4 unchanged. The scaling factor is chosen to




σ˜(θ) = κ(θ)σ(t, x) = σE(θ)
The model’s volatility, from Eq. 5.9, is hence given by
σ˜2(θ) = σ2E(θ) =< [δf(t, θ)]
2 >c (5.31)
The rescaled field A˜(t, θ) = A(t, θ)/κ(θ) has propagator given from Eq. 5.5
1
ǫ
D˜(θ, θ′) = E[A˜(t, θ)A˜(t, θ′)] = E[A(t, θ)A(t, θ
′)]
κ(θ)κ(θ′)
Hence, from Eq. 5.30






D(θ, θ′)√D(θ, θ)√D(θ′, θ′) (5.32)
D˜(θ, θ) = 1
ǫ
(5.33)
The rescaling is consistent; in particular, note from Eqs. 5.7, 5.30 and 5.11
< δf(t, θ)δf(t, θ′) >c= ǫσ(θ)σ(θ







D(θ, θ′)√D(θ, θ)√D(θ′, θ′)σE(θ′)
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The result agrees with Eq. 5.10, as indeed it must, for consistency. The normalization chosen
in Eq. 5.30 will be used from now on and the tildes on σ˜ and D˜ are, henceforth, dropped.
Note the value of the covariance given by < δf(t, θ)δf(t, θ′) >c is independent of the choice of
the scaling factor. Choosing a form for κ(θ) fixes a particular frame; the specific choice was
made so that volatility σ(t, x), which appears in the model, is equal to the empirical volatility
σE(t, x).
All prices of traded instruments are independent of the scaling factor κ(θ) and depend
only on the covariance < δf(t, θ)δf(t, θ′) >c .
§ 5.15 Appendix: Stiff action and future market time
Figures 5.2 and 5.3 clearly show that both the Libor and Euribor normalized propagators have
extremely smooth surfaces with no discontinuities or ‘kinks’ along the diagonal that appears
in all models without the stiffness term in the Lagrangian [4]. It is to explain the highly
correlated behavior of the forward interest rates that the stiff Lagrangian has been introduced
in [47].
Future market time variable z(θ) plays precisely this role. Future market time is taken to
have the scaling form z = (x− t)ν .
The defining equation for market time z(θ) is given by [4]
∂f
∂t
(t, t+ θ) = α(t, z(θ)) + σ(t, z(θ))A(t, z(θ)) ; θ = x− t
Following Baaquie and Bouchaud [47], the Lagrangian that describes the evolution of
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The µ term in the Lagrangian L[A] in Eq. 5.34 describes the rigidity of the the field
A(t, x) and the λ term describes its stiffness of the forward rate curve.
All the pricing formulas for caplets, floors, swaptions and so on stem from the volatility
function σ(t, x) and correlation parameters µ, λ, ν contained in the Lagrangian, as well as the
initial term structure. The stiff S[A] for AB(t, x) and AL(t, x) are seen to provide an excellent
fit to the market data. Both stochastic fields AB(t, x) and AL(t, x) are determined by the
Lagrangian given in Eq. 5.23, but with different values for the parameters for the parameters,
which are denoted by µB, λB, νB and µL, λL, νL respectively.
The stiff action, with market time, yields the following normalized propagator





G(θ+; θ−) ≡ λ
2 sinh(2b)
[g+(θ+) + g−(θ−)] (5.36)
and
g+(θ+) = e
−λθ+ cosh(b) sinh{b+ λθ+ sinh(b)} (5.37)
g−(θ−) = e
−λ|θ−| cosh(b) sinh{b+ λ|θ−| sinh(b)} (5.38)





Conclusions and future perspectives
This dissertation examined three models in quantum finance - dynamic correlation model of
equity, the acceleration action model of foreign exchange rates, and Libor Market Model (LM-
M) of interest rates. The three models were developed to describe the non-trivial correlation
in future time for the underlying.
This chapter is organized as follows: the first three Sections review the aims, key results and
significance of these models. Section § 6.4 acknowledges the limitations and recommendations
for future studies.
§ 6.1 Empirical study of higher derivatives equity model
The higher derivatives model explored the dynamical modeling of several equities. An unequal
time higher derivatives model was developed to explain the behavior of the stock market
data. The non-trivial fourth order derivative Lagrangian was defined and the unequal time
propagator was derived from the Lagrangian. Stock market data from the NYSE was used to
calibrate the model.
The detailed modeling of equities’ evolution of higher derivatives model has shown that
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two different stocks at different times have a strong correlation. The unequal time empirical
correlator decayed like an oscillating exponential function. The correlation of the de-noised
rate of return had some interesting structure that can be modeled. The results showed that
the fit of the unequal time correlation with data is excellent, with R2 over 0.95 for single
equity, and about 0.9 for 10 stocks.
From the results, the coefficient of fourth order derivative was positive, because of the
convergence requirements of the model. The coefficient of second order derivative has both
positive and negative values, which showed that the fourth order time derivative in the La-
grangian was necessary as it cannot be generated from white noise.
An important feature of this higher derivatives model is that it is generally applicable to
many other markets, such as foreign currency exchange rates and commodities, where the
market asset is quite liquid and the individual assets for unequal time are strongly correlated.
This study has taken the first step towards equity study in quantum finance, and has shown
that the two dimensional Gaussian field in quantum finance provided a powerful mathematical
tool for finance instruments.
§ 6.2 Acceleration Lagrangian for option pricing
This model develops a novel formula for option volatility. This model is a first attempt to
solve the acceleration system by classical solution to obtain the option price. A simple but
very accurate volatility formula was obtained by the dynamics of the underlying asset.
The classical solution was solved by equation of motion and choosing boundary condi-
tions of xf , vf , af , xi. The conditional probability was defined proportional to the transition
amplitude, and normalized to satisfy the normalization condition of probability theory. The
volatility formula is obtained from the standard deviation of the probability distribution. The
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martingale condition is required both in the normal and crisis period, and is represented by
a parameter ζ. The call option price was defined by path integral and the conditional proba-
bility. Finally, after the Gaussian integration, the call option price formula was solved by this
approach.
The approach to solve the call price and volatility of acceleration model was the same
as the path integral derivation of the Black-Scholes model, except that the computational
complexity grew significantly. Although the action was quite complicated, the volatility’s
solution was very simple. The zero and infinite τ limit of volatility were derived, and were
shown to be consistent with market data.
791 days’ data from Bloomberg was used to calibrate the model. The volatility data was
categorized into pattern A, pattern B and irregular data. Pattern A had normal volatility,
pattern B was data in the financial crisis period, and the irregular data occupied only 10 days
of the total 791 trading days’ data.
The calibration results showed that the acceleration model volatility formula excellently
fitted the ATM market volatility data. The amplitude of parameter α and r changed in
different direction when normal period became a financial crisis period. Most importantly, η
was smaller in the crisis, which was another proof of the existence of market time. When η
was small, market time was contracted and seems to have stopped. This was because during
the crisis, liquidity decreased and quantity of transition greatly decreased. As a result, a long
time in calendar date was a shorter time in market time, and it seems the market time did
not move. The mean RMS error was smaller than 3.5%. η played an important role for the
data fitting. For normal period η is around 1.09, and for crisis period η is about 0.8943.
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§ 6.3 Empirical study of LMM model
Quantum finance LMM model of interest rates were empirically analyzed, and compared with
results from bond market. In particular, the quantum finance generalization of white noise to
a two dimensional quasi-Gaussian quantum field A(t, x) was empirically studied. The models
were simple to calibrate and made many empirically testable predictions. On the balance of
the results, the quantum finance models for both the bond and Libor markets gave excellent
results with an accuracy of around 99%.
The stiff propagator of LMM was seen to provide an excellent fit for the empirical propa-
gator. The parameter for market time η has shown a large variation from ηB = 0.34 for the
bond forward interest rates to a fairly small value of ηL = 0.07 for the Libor forward interest
rates.
The main result of an earlier study [47] on the stiff action explained the empirical behavior
of the forward interest rates to an accuracy of over 99%. The new results in this dissertation
are that the parameters of the stiff action turn out to be very flexible in fitting market data,
and in particular allowing for a wide variation for the parameter η. Moreover, the stiff action
was extended to the study of Euribor and to the Libor Market Model and explains market
data very accurately.
The high accuracy of fitting lies in the concept of market future time and in particular
the parameter η. To generate market future time from a Lagrangian would require nonlinear
interactions. η is the result of strongly correlated and, at present unknown, nonlinear inter-
actions of the underlying fundamental theory, which is defined for future market time x − t
with no reference to η.
The results of the empirical study point to a very general and fundamental role of the stiff
action in describing the random processes that drive the debt markets, and indicates that
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white noise may be replaced by the stiff action for describing all financial processes.
This study is the first to prove the success of quantum finance LMM model with market
data. And these results also provide a easier and more accurate way to price interest rates
derivatives.
§ 6.4 Recommendation and future perspectives
Being a preliminary study, both of these models need more investigation in future studies.
For the interest rates, ZCYC for both Treasury Bonds and Libor are not included in this
work, since the differentiation of ZCYC to obtain forward or Libor rates causes large error.
However, ZCYC is presumably also driven by a similar stiff propagator, and the parameters
appropriate for them also need to be studied.
Higher derivatives model was also tested for foreign exchange data, and has shown excellent
fitting for single foreign exchange data. More empirical research is needed for foreign exchange
and commodity studies in quantum finance. Besides, the non-trivial fit should provide an
application in pricing the instruments, such as the option pricing of equity, foreign exchange
and commodities. This is also a very interesting area for future research.
η in both models is crucial for the fittings. Presumably, the parameter for future market
time is like a critical exponent that appears in phase transitions. It is expected to connect
with liquidity of the market, which is another avenue of future work.
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