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This paper introduces a computational technique for finding the 
involutional inverses (of distributions in the sense of Schwartz, or of 
operators of M&u&ski) based on an addition formula for elementary 
solutions of convolution operators: E = (El * E2) * (E, + E2)(*-l’, 
where E, , Es , E satisfy the respective equations: L,E, = 6, L1E2 = 6, 
(L1 + L2) E = 6, and L, , L, are operators which are convolutions. 
1. INTRODUCTORY REMARKS 
The main obstacle to a wide application of convolution algebras to solutions 
of integro-differential equations is our inability to find the convolutional 
inverse of a given generalized function. In particular consider the Poisson 
equation in 3-dimensions: 
L,u = Au(w, , -Z’r ) XJ = p(xl , it-2 , XJ (*I 
for which the elementary solution is given by 
El=-& (r = (x12 + x22 + x32)l~) 
and the corresponding simple form of Darboux equation: 
Lu = Au + u = p(x, , x2 , x3). (**) 
The finding of the elementary solution of this equation becomes trivial 
if we know the convolutional inverses of the following generalized functions: 
1 t-1 47Tr an d 
The first one is relatively easy to find. The second one is not. Vice versa the 
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knowledge of the elementary solution of (*“) can be used to derive 
(6 - l/47iy)(*p1), where (* -- 1) denotes the convolutional inverse. 
Other examples can be easily supplied when the knowledge of a 
convolutional inverse either simplifies a problem, or provides a solution to an 
unsolved problem. The well known convolutional inverses (see [2], pages 115 
119) 
( 
A-1(*-1) 
x+ 
r(x) ) = (@,,)(*-l) = a-,\ = & ) 
will be used in this paper, where for a positive integer rz = A, 
,--n-l 
-t+ 
rc- 4 
= p'(x). 
In Examples (I), (2) given below we answer the following elementary 
questions: What is the convolutional inverse of (6 + e), of (6 + x+), where S 
denotes the Dirac delta function, ~9 denotes the unit step function. 
2. THE BASIC ADDITION FORMULA 
LEMMA 1. Let F denote either the space of generalized functions over the 
space of test functions C,,m (or over the space S in the terminology of [2]), OY 
thefield of operators of Mikusiriski ([3]), with the$eld structure (F, +, “), where 
* denotes the convolution operation. Let L, , L, be linear mappings of F into F. 
It is assumed that the ranges of operators L, , L, are nontrivial and that the 
following conditions hold : 
(1) Lj(a*b)=(Lja)*b=ac(Ljb), j=l,2. 
Then there exist elements E1 , E, , E E F, such that : 
(2) LIE, = L,E, = (L, + L2) E = 6, and E, , E, , E must satisfy the 
equation : 
(3) E = (E1 * E,) * (E1 + Ez)(*-l), 
where 6 is the multiplicative unity in F, and ( * - 1) denotes the convolutional 
inverse. 
The proof is almost trivial. 
The existence of .Kr , E, , E follows easily from the Ryll-Nardzewski 
generalization of Titchmarsh’s theorem (i.e. a * b = 0 implies that either 
a = 0, or b = 0). See [3]. From the condition (I) it follows that for every 
a E F we have 
Lja = (L,S) c a, j=l,2 
i.e. the mappings L, , L, and L = L, + L, are convolutions. 
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By this remark and Equation (2) we obtain: 
6 * (E1)(*-l) + 6 * (E#*-l) = 6 * (E)(*-l), 
and consequently we get the formula (3). 
3. APPLICATIONS OF THE FORMULA (3) TO THE DERIVATION OFCONVOLUTIONAL 
INVERSES 
We shall demonstrate the power of the formula (3) by supplying specific, 
and rather easy examples. 
EXAMPLE 1. Find the convolutional inverse of: 
f(x) = x+ + e(x) 
where 
=X 
I= 
x > 0 
x + 0 x <o 
and O(x) is the unit step function. 
Solution : 
d2El 
- = 6(x) 
dx” 
has the known particular solution: 
El = x+ 
(we ignore the solution of the homogeneous equation E,, = LY, + a2x). 
Similarly: 
dE 
---? = 6(x) 
dx 
is solved by 
E, = O(x) 
where as before O(x) is the unit step function. 
The particular solution of the equation 
(4 (& + ;) E(x) = S(x) 
is given by: 
(b) E(x) = e(x) - es2 
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;;:;:2 &yy&) F(j) 
solution E, of the homogeneous equation 
\Ve apply formula (3): 
(El + El)- _ Ei*-1’ .+ ,I$“-1’ * E, 
obtaining: 
(.Y+ + e(xp) = S”(s) * (P(x) - e;“), 
or: 
(c) (s+ + e(x))(*-1) = - e;” - s + 6’. 
We check this result, observing that: 
(x+ + 0) * (- eyS) = s, * (6 + 8) * (- eJ+) = x+ . 
Hence we have: 
(x+ + B(x)) * (- e;” ~ 6 + 6’) = - e;” + e;’ + s+ - x+ - 8 + 0 + 6 = S, 
as required. 
EXAMPLE 2. By a similar application of the formula (3) we obtain: 
(6 + e)‘*-” = (- e;” -t 6) 
(consider the equation ((dlds) + 1) E(x) = S(s).) 
EXAMPLE 3. Generation of formulae of the type: 
[Xl2 + x25 + -1. x;-,y x 6(x,) + 6(x, ( x2 ... ql) x (XJ+](*-1). 
We consider the operators: 
L, = il,, = & + $ + ... & 
-1 2 n 
and 
82 
L,=---* 
6x,2 
The corresponding elementary solutions are 
E2 = - 6(x, , xg ..+ X,J x (xn+) 
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denoting by: 
2 l/2 
r, = (Xl2 + xz2 + *.. A", ) ) (similarly ro-i) = (x1” **- + x”,-J”), 
we have 
where 
where L&, = 27r”12/r(n/2) is the surface of unit hypersphere. 
(L, + L2) E = 6(x, >..., x,) 
has the solution 
r 
E=- t 
2+lj 
2 2 . . . 4rrcs-1)/2 lx 1 + x 2 + + x2- 921 )(3--n)/2 x 6(x,). 
The formula (3) again gives us a convolutional inverse: 
E(*-1) * E(*-1) 
1 2 * E = (E, + E,)(*-l) 
= rw) f-n-s( t 
(*-l) 
--r 
47" I2 
Xl ,... x+1) x xn+ 1 . 
There is no sense in writing out this result in full since it does not appear 
to have any immediate applications. However, it is clear how similar results 
may be easily generated by this technique. It presents no problem for example 
to replace the operator A, by A,” (see [2] page 194, and use the formula 
[fn(rcn,)]*-l = (1/4nn)f-A-el(~.n)), and to replace (“;2)+ by k(s,)+ , where k 
is some constant. 
It is also easy to give additional examples of applications of formula (3) 
to integral equations of the Volterra type, and to differential equations with 
retarded argument. 
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