mented a mixed-model procedure that is capable of performing a variety of multilevel analysis. Because SPSS enjoys widespread use among social science researchers (O'Connor, 1999) , the purpose of this article was to illustrate the use of the SPSS mixed-model procedure for performing multilevel analyses of cross-sectional and longitudinal data. In doing so, we borrowed heavily from Singer (1998) . For consistency with Singer's (1998) earlier work, we demonstrated the analysis of cross-sectional data using a subset of the high school and beyond data (e.g., see Raudenbush & Bryk, 2002) and used Willett's (1988) opposites-naming task data to illustrate the analysis of longitudinal growth models.
For comparison purposes, the corresponding SAS PROC MIXED syntax (see Singer, 1998) for all analyses is presented in Appendix A. The SPSS and SAS syntax commands provided the same parameter estimates and tests of significance. The corresponding SAS output was omitted in the interest of space but is available on request.
Data File Structure
Before proceeding, a brief description of multilevel database structures is warranted. In the cross-sectional context (e.g., students nested within schools), a separate data record is needed for each case, and an identification variable is needed for both the Level 1 (e.g., students) and Level 2 (e.g., schools) units. Some multilevel software programs (e.g., HLM 5) require separate data files for Level 1 and Level 2 units, but this is not the case with SPSS. Instead, Level 1 and Level 2 variables are included in the same file such that the values of Level 2 variables are identical for all cases nested within a particular Level 2 unit. For example, children within a particular school would share the same value for a Level 2 (i.e., school-level) variable that quantifies the mean socioeconomic status (SES) for their school.
The data file structure for a longitudinal growth model analysis may seem counterintuitive to researchers accustomed to repeated-measures ANOVA analyses. Typically, longitudinal data are arranged in a multivariate format in which each case occupies one record (i.e., row) and each repeated measurement appears as a separate variable (i.e., column). In the case of a growth model, SPSS requires a "stacked" data file in which each case has multiple records, one for each measurement occasion. In a stacked file, the repeated measurements are contained within a single variable, and the data from each measurement occasion occupy a separate record. Two additional features are required in a stacked longitudinal data file. First, consistent with the crosssectional context, each individual (i.e., Level 2 unit) must be assigned a unique identification number because multiple records, or repeated measurements, are nested within individuals. Second, a variable that reflects the timing of the assessments must also be included because this variable will serve as a Level 1 predictor variable. For example, if the repeated measurements were equally and identically spaced for all individuals, the time variable for a linear growth model might take on values of 0, 1, 2, . . . , t -1, where t is the number of repeated measures. In a developmental context, the time variable might reflect chronological age at each measurement occasion. Singer and Willett (2003, pp. 17-23 ) provided a detailed discussion of longitudinal data formats, including examples of stacked data files.
The SPSS VARSTOCASES command can be used to convert longitudinal data files from a multivariate format to the stacked format required for growth model analyses. To illustrate, consider a hypothetical educational data set consisting of 10 variables: an identification variable (ID), gender (GENDER), verbal achievement scores taken at four measurement occasions (VERBAL1 through VERBAL4), and age in months at each measurement occasion (AGE1 through AGE4; see upper portion of Appendix B). The VARSTOCASES command would produce a restructured data set with only four variables (ID, GENDER, VERBAL, and AGE), the syntax for which is shown below.
The /MAKE subcommand restructures each set of repeated measurements into a single variable (VERBAL and AGE) by stacking their values into a single column, such that each measurement occasion appears on a separate record (e.g., VERBAL1 and AGE1 scores appear in the first record for the ith case, VERBAL2 and AGE2 in the second record, etc.). The /INDEX subcommand creates a new variable (named WAVE in this example) with integer values that correspond to the measurement occasion of each repeated measure (e.g., the records containing VERBAL1 scores would have WAVE values equal to 1, records with VERBAL2 scores would have WAVE values equal to 2, etc.). The /KEEP subcommand is used to specify the time-invariant variables (e.g., ID, GENDER) that are retained in the stacked file (see the lower portion of Appendix B). Consistent with the cross-sectional data structure, values of time-invariant Level 2 (i.e., person-level) variables are identical for all records nested within a particular Level 2 unit (e.g., a child's gender code would appear in multiple records).
Finally, the database conversion demonstration shown here with syntax commands can also be accomplished through the SPSS Windows point-andclick interface. Examples are not presented here due to page length concerns. However, interested readers can download a demonstration file that shows how to convert a database from a multivariate to a stacked format using the SPSS Windows restructuring wizard interface. The Internet address for this demonstration file is provided in the Conclusion section of the article.
Centering
Centering plays a vital role in multilevel analyses. An overview of different centering options and their effect on model parameters is beyond the scope of this article, but interested readers are encouraged to consult Kreft, de Leew, and Aiken (1995) for an excellent overview of this topic. However, a brief demonstration of grand mean and group mean centering is warranted at this point. With grand mean centering, scores on a covariate are deviated around the sample mean. Grand mean centering is quite straightforward and can be implemented using the COMPUTE command. To illustrate, suppose that the sample mean for a particular covariate X was computed as x = 15. The centered covariate scores, XCENT, would be computed using the following syntax.
COMPUTE XCENT = X -15.
With group mean centering, scores on a covariate are deviated around the means of each Level 2 unit (e.g., student-level covariate scores are centered on school means). Group mean centering is somewhat more complicated and can be implemented using the SPSS AGGREGATE command. To illustrate, we draw on a subset of the high school and beyond variables used in the next section of this article. For clarity, all variable names are italicized in the following example. Specifically, it was of interest to group mean center a student-level predictor, SES. The AGGREGATE command can be used to compute the SES mean for each school and write these means to a new file that is subsequently merged with the student-level data file. To do so, it is necessary to specify a "break," or grouping, variable on the /BREAK subcommand line. In this example, the grouping variable is the Level 2 identification variable named SCHOOL. Next, a new variable, MEANSES, is computed using the MEAN function. The resulting school means are written to the output file specified after the OUTFILE keyword. The AGGREGATE syntax for this example is shown below. The SPSS file containing the school means is subsequently merged with the source data file containing the student-level variables using the MATCH FILES command as follows. Finally, the group mean centered covariate, CSES, is computed using the compute command, as shown below.
Having demonstrated two common centering procedures, we now illustrate several multilevel analyses using the SPSS MIXED procedure.
Cross-Sectional Model Examples
Consistent with Singer (1998), we used a subset of the high school and beyond data (e.g., see Raudenbush & Bryk, 2002) to demonstrate crosssectional multilevel analyses. These data consisted of 7,185 students from 160 different public and private schools. Two Level 1 (i.e., student-level) variables (math achievement and socioeconomic status) and two Level 2 (i.e., school-level) variables (the mean SES for a school and a dummy code differentiating public and private schools) were used in the subsequent analyses. Again, we borrowed heavily from Singer (1998) , duplicating her analyses using the SPSS MIXED procedure. Although a number of different notational schemes are common in the multilevel literature (Ferron, 1997) , we have adopted Raudenbush and Bryk's (2002) notation throughout this article. Because the SPSS syntax is provided for a number of analyses, all variable names have been italicized for clarity. Finally, although it is unconventional to do so, the parameter estimates from the example analyses are presented in the tabular format produced by SPSS, as we believe that this is consistent with the pedagogical nature of this article.
Unconditional Means Model
An unconditional means model is identical to a one-way ANOVA with random effects and can be used to compute the proportion of variability in outcome scores (e.g., math achievement) that exists between Level 2 units (e.g., schools). The random effects ANOVA model is given below.
Level 2:
Combined:
The Level 1 model describes the ith student's math achievement score as a function of the mean achievement score for the jth school (β 0j ) plus a residual (r ij ) that reflects individual student differences around a given school mean. The Level 2 model describes mean math achievement scores for a given school (β 0j ) as a function of the grand mean (γ 00 ) plus a school-specific deviation (u 0j ). Substituting the Level 2 equation into the Level 1 equation gives the combined model in Equation 3. The three parameters estimated by the combined unconditional means model include one so-called fixed effect (i.e., the grand mean, γ 00 ) and variance estimates for the Level 1 and Level 2 residuals. The SPSS syntax for the unconditional means model is shown below.
For all analyses outlined in this article, the outcome variable (e.g., MATHACH) is listed immediately following the MIXED command and the /PRINT subcommand is used to control the printed output; SOLUTION prints fixed effect estimates and standard errors, and TESTCOV produces significance tests for the variance components. The /METHOD subcommand is used to specify one of two estimators, full or restricted maximum likelihood (FML and REML, respectively). Although REML is the default estimator, we used FML for all analyses presented in this article.
The combined model from Equation 3 is specified using the /FIXED and /RANDOM subcommands. The /FIXED subcommand lists the variables associated with desired fixed effects. Because there were no predictors in the model, listing INTERCEPT on the /FIXED line will produce the grand mean (i.e., γ 00 ). It is important to note that INTERCEPT is an optional specification that will be estimated by default unless the intercept is specifically excluded by listing | NOINT on the /FIXED subcommand. The /RANDOM subcommand is used to specify the so-called random effects (i.e., variance components). In this example, there are two such effects, the Level 1 and Level 2 variance component estimates (i.e., σ 2 and τ 00 ). The variation in the school means around the grand mean is specified by listing INTERCEPT on the /RANDOM subcommand. Unlike the /FIXED command, random intercepts are not estimated by default, so this keyword must be explicitly mentioned. It is not necessary to explicitly specify the Level 1 residual variance on the /RANDOM line because this component is estimated by default. However, it is necessary to specify the Level 2 identification variable (e.g., SCHOOL) in parentheses following | SUBJECT. Table 1 shows excerpts from the SPSS output for this analysis. As shown in Table 1 , the math achievement grand mean was γ 00 = 12.64, and variance
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EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT components suggested statistically significant variability at the betweenschool and within-school level, respectively (τ 00 = 8.55 and σ 2 = 39.15). The presence of such heterogeneity provides an impetus for adding Level 1 and Level 2 explanatory variables (i.e., covariates) to the model in subsequent analyses. As noted previously, the variance components can be used to calculate the proportion of variability that exists between Level 2 units. In this example, the intraclass correlation coefficient was computed as (8.55/[8.55 + 39 .15]) = .18, which suggests that 18% of total math achievement score variability occurred between schools.
Adding a Level 2 Covariate
Because the unconditional means model indicated significant heterogeneity in math achievement means between schools, a Level 2 covariate, mean SES (MEANSES), was added to the Level 2 model; the Level 1 model remains the same as the previous example. The Level 2 model (and thus the combined model) now contains an additional fixed effect estimate, γ 01 , which quantifies the influence of MEANSES on the school means. However, the influence of MEANSES on achievement is not allowed to randomly vary across schools and thus does not add to the number of estimated random effects. The expanded model is given below.
And the SPSS syntax for this example is as follows:
In this model, WITH was added to the MIXED command line and is followed by the variable names of any covariates (MEANSES in this case). MEANSES must also be specified on the /FIXED subcommand line as an added fixed effect to be estimated (i.e., γ 01 ). The remaining subcommands are the same as the previous analysis.
Excerpts from the SPSS output for the previous analysis are displayed Table 2 . The expected math achievement mean for a school of average SES (MEANSES has a mean of 0) was γ 00 = 12.65 and is labeled "intercept" on the 724 EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT 
Adding a Level 1 Covariate
The previous models indicated that significant variability existed in math achievement scores at level 1, so a covariate can be added to the model to account for this variation as well. To illustrate the inclusion of a Level 1 covariate, a measure of student socioeconomic status (CSES) was added to the model. Note that this variable was group mean centered (i.e., each student's SES was deviated around their school mean SES) using SPSS syntax presented previously. The multilevel model for this analysis is shown below.
Level 2: β 1j = γ 10 + u 1j
Combined: Y ij = γ 00 + γ 10 (CSES ij ) + u 0j + u1j(CSES ij ) + r ij .
The Level 1 model now expresses student i's math achievement as a function of his or her school mean (β 0j ), an influence due to CSES that is unique to school j (β 1j ) and a residual (r ij ). There are now two Level 2 equations, one for the random intercepts (β 0j ) and another for the random slopes (β 1j ) that quantify the influence of CSES within each school. Both Level 2 equations express the Level 1 regression coefficients using a grand mean and schoolspecific residual. The combined model includes two fixed effects estimates and a complex error term that results in four variance components (three elements in the Level 2 covariance matrix and the Level 1 residual variance). The SPSS syntax for this analysis is shown below.
As before, the covariate CSES is listed after WITH on the MIXED command line. The fixed and random components for CSES (i.e., the mean influence of 726 EDUCATIONAL AND PSYCHOLOGICAL MEASUREMENT CSES and the variation of the CSES coefficient across schools, respectively) were added to the /FIXED and /RANDOM subcommand lines, as shown above. The keyword COVTYPE is inserted on the /RANDOM subcommand line to specify the form of the Level 2 covariance matrix, τ. In this analysis, UN denotes an unstructured covariance matrix, meaning that the intercept variance, CSES slope variance, and the covariance between the intercept and slope values are estimated. Excerpts from the SPSS output for the previous analysis are displayed in Table 3 . The expected math achievement score for a student whose SES is at his or her school's mean was γ 00 = 12.65 and is labeled "intercept." A statistically significant and positive CSES fixed effect estimate (γ 10 = 2.19) indicates that math achievement scores increased as student SES increased. With respect to the random effects estimates, the Level 1 residual variance component was σ 2 = 36.70; including CSES as a Level 1 covariate reduced the Level 1 variance by approximately 6% (i.e., [39.15 -36 .70]/39.15 = .06). The Level 2 variance components are contained in a covariance matrix, where the diagonal elements (1, 1) and (2, 2) represent the intercept and slope variance, respectively, and the off-diagonal element (2, 1) represents the covariance between the random intercepts and slopes. These variance components quantify the variation in math achievement means across schools (τ 00 = 8.62), variation in the influence of student SES on math achievement scores across schools (τ 11 = .68), and the covariance between the intercepts and slopes (τ 01 = .05), which was not statistically significant. The relationship between the Level 2 covariance matrix, τ, and output from the SPSS MIXED procedure is shown below. 
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Adding Level 1 and Level 2 Covariates
In the final cross-sectional example, individual-(i.e., Level 1) and schoollevel (i.e., Level 2) covariates were simultaneously added to the hierarchical model. In addition to CSES and MEANSES, an additional Level 2 covariate, SECTOR (public = 0, Catholic = 1), was added to the model. The model for this analysis is shown below.
Level 2: β 0j = γ 00 + γ 01 (MEANSES j ) + γ 02 (SECTOR j ) + u 0j (12)
Level 2: β 1j = γ 10 + γ 11 (MEANSES j ) + γ 12 (SECTOR j ) + u 1j
PEUGH AND ENDERS 727 Combined: Y ij = γ 00 + γ 01 (MEANSES j ) + γ 02 (SECTOR j ) + γ 10 (CSES ij ) + γ 11 (MEANSES j * CSES ij ) + γ 12 (SECTOR j * CSES ij ) + u 0j + u 1j (CSES ij ) + r ij .
The Level 1 model is unchanged from the previous analysis. The Level 2 model now includes the covariates MEANSES and SECTOR, the effects of which were not allowed to randomly vary across schools. The combined model (obtained by substituting Level 2 equations into the Level 1 equation) contains six fixed effects estimates and four variance components. The previous model would be specified using the syntax below.
MIXED MATHACH WITH MEANSES SECTOR CSES /PRINT = SOLUTION TESTCOV /METHOD = ML /FIXED = INTERCEPT MEANSES SECTOR CSES MEANSES * CSES SECTOR * CSES /RANDOM = INTERCEPT CSES | SUBJECT(SCHOOL) COVTYPE(UN).
It is worth noting that the SPSS MIXED procedure does not differentiate between Level 1 and Level 2 covariates; both Level 1 and Level 2 covariates are listed on the MIXED command line following the keyword WITH. In this analysis, the covariate main effects were listed on the /FIXED subcommand line along with the two cross-level interaction terms from the combined model. All other subcommand specifications were identical to the previous analysis, so no further discussion of random effect specification is presented.
Excerpts from the SPSS output for the previous analysis are displayed Table 4 . As seen in the table, the intercept (i.e., the expected math achievement score for public school students with average student-and school-level SES) was γ 00 = 12.11. The influence of MEANSES on the intercepts (γ 01 = 5.34) was statistically significant, as was the effect of SECTOR (γ 02 = 1.22), which indicated that Catholic school students had higher math achievement scores than public school students did, on average. The two significant crosslevel interaction fixed effects were γ 11 = 1.04 (MEANSES j * CSES ij ) and γ 12 = -1.64 (SECTOR j * CSES ij ), the significance tests for which indicated that MEANSES and SECTOR explained a significant portion of the variation in CSES regression slopes across schools. With respect to the random effects, the nonsignificant slope residual variance (τ 22 = .07) suggested that this variance component (and the covariance component by extension) could be constrained to zero by removing CSES from the /RANDOM subcommand line. Both the Level 1 residual variance (σ 2 = 36.72) and the Level 2 intercept residual variance (τ 22 = 2.31) were statistically significant, however.
The cross-sectional multilevel analyses demonstrated here via syntax commands can also be accomplished through the SPSS Windows point-andclick interface. These examples are also not presented here due to page length concerns. However, the downloadable file mentioned earlier also contains an PEUGH AND ENDERS 729 
Longitudinal Model Examples
Consistent with Singer (1998), we demonstrate growth modeling analyses using Willett's (1988) simulated opposites-naming task data. These data consisted of four repeated measures collected on four consecutive days for 35 cases. Because the assessments were equally and identically spaced for all individuals, the TIME variable (the Level 1 covariate) took on integer values between 0 (at the initial assessment) and 3 (at the final assessment). Centering TIME in this manner allows the intercept to be interpreted as the estimated initial status (i.e., the expected value of the outcome variable when TIME = 0).
Unconditional Linear Growth Model
The multilevel formulation of the unconditional linear growth model is shown below.
Level 2: π 0i = β 00 + u 0i (16) Level 2:
Combined: Y ij = β 00 + β 10 (TIME ij ) + u 0i + u 1i (TIME ij ) + r ij .
The Level 1 model describes the growth trajectory for the repeated measures. Specifically, individual i's opposites-naming score at assessment j is a function of the intercept (i.e., initial status, π 0i ), the slope (i.e., the growth rate, π 1i ), and a time-specific residual term (r ij ) that captures the deviation between an individual's observed data points and their estimated linear trajectory. In turn, Equation 16 describes the individual intercepts as a function of the mean initial status (β 00 ) plus an individual deviation (u 0i ) from this mean. Similarly, individual growth rates are expressed as a function of the mean growth rate (β 10 ) and a residual (u 1i ). As before, the combined model is obtained by substituting the Level 2 equations into the Level 1 equation. The SPSS syntax to perform an unconditional linear growth model analysis is given below.
The syntax for this particular growth model is identical to that of the crosssectional analyses presented previously. Random intercepts are specified by listing INTERCEPT on the /FIXED and /RANDOM subcommand lines. In a similar vein, the Level 1 predictor, TIME, was added to the /FIXED and /RANDOM subcommand lines, as slopes were allowed to randomly vary across individuals. As with the previous analyses, the Level 2 identification variable, ID, is given in parentheses following the keyword SUBJECT. Finally, COVTYPE(UN) produces estimates of the Level 2 covariance matrix, τ, which consists of three components (the intercept variance, slope variance, and the covariance between intercepts and slopes). Excerpts from the SPSS output for the previous analysis are displayed Table 5 . As seen in the table, the mean opposites-naming score at the initial measurement was β 00 = 164.37, and the mean growth rate per day was β 10 = 26.96. Furthermore, all variance components were significant, and the significant negative covariance (τ 21 = -172.77) between the random slopes and intercepts indicated that participants with lower initial scores experienced higher rates of growth (i.e., individuals became more similar over time). Expressed as a Pearson correlation, the relationship between the random intercepts and slopes was r = -.45 (i.e., τ τ τ . ). Nested models tests provide an alterative method for obtaining significance tests of variance components (Singer & Willett, 2003) . A nested, or reduced, model is specified by constraining one or more parameters (in this case, variance estimates) of a full model to zero. For example, constraining the intercept variance to zero by removing INTERCEPT from the /RANDOM subcommand line will produce a nested model. In a similar vein, constraining slope variability to zero by removing TIME from the /RANDOM subcommand line will produce a second nested model. The differences in deviance (i.e., -2 log likelihood) statistics between a full and nested model is distributed as a chi-square statistic with degrees of freedom equal to the difference between the number of parameters in the two models. To illustrate, the likelihood ratio chi-square statistic for testing whether the intercept variance is greater than zero is obtained by subtracting the deviance from the full model from that of the reduced model, χ 2 = 1365.6 -1275.4 = 90.2. Because the reduced model has two fewer parameters (the intercept variance and covariance between the slopes and intercepts), the degrees of freedom value is 2, and the reduced model fits significantly worse than the full model (p < .001). The slope variance could be tested for significance in a similar fashion.
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Conditional Linear Growth Model
Because the unconditional growth model analysis indicated that individuals differed in their initial status and growth rates, a grand mean centered Level 2 (i.e., person-level) covariate was added to the model. Centering the Level 2 covariate at the grand mean facilitated the interpretation of the Level 2 intercepts, as β 00 and β 10 are now interpreted as the expected initial status and growth rates, respectively, for individuals who were at the mean of the covariate (Kreft et al., 1995) . Because no predictors were added to the Level 1 (i.e., repeated measures) portion of the model, that portion of the model remains the same. The conditional growth model is shown below.
Combined: Y ij = β 00 + β 01 (X i -X) + β 10 (TIME ij ) + β 11 (X i -X * TIME ij ) + u 0i + u 1i (TIME ij ) + r ij .
Only minor changes in the SPSS syntax are needed to incorporate Level 2 covariates, as shown below.
MIXED Y WITH TIME CCOVAR /PRINT = SOLUTION TESTCOV /METHOD = ML /FIXED = INTERCEPT TIME CCOVAR TIME*CCOVAR /RANDOM INTERCEPT TIME | SUBJECT(ID) COVTYPE(UN).
As before, the covariate CCOVAR was added to the MIXED command line following the keyword WITH, and the four fixed effects from Equation 22 are listed on the /FIXED subcommand. Both the initial status and slope residual variances are specified on the /RANDOM subcommand line (INTERCEPT and TIME, respectively), but CCOVAR was omitted from this subcommand because the influence of CCOVAR on the intercepts and slopes was not allowed to randomly vary across individuals.
Selected results from the conditional linear growth model analysis are given in Table 6 . The regression of the intercepts on CCOVAR (β 01 = -.11) was not significantly different from zero, and the residual variance in the intercepts was not dramatically lower than the unconditional variance estimated in the previous model (1159.38 vs. 1161.34, respectively) . However, the cross-level interaction term, TIME*CCOVAR (β 11 = .43), was positive and significantly different from zero, which indicated that higher values of CCOVAR were associated with accelerated growth. Note also that the addi-
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Testing Alternative Covariance Structures
Considered together, the three residuals in the combined model equation (u 0i + u 1i [TIME ij ] + r ij ) form a term known as the composite residual, or complex error term. Unlike traditional regression, which assumes homoscedastic and uncorrelated residuals, the composite residual from the linear growth model allows for heteroscedasticity and autocorrelation, a fact that is readily apparent in the combined model notation; the u 1i (TIME ij ) term allows the magnitude of the error term to vary across time, and autocorrelation exists because u 0i and u 1i are constant components in the composite residual at each measurement occasion (i.e., they lack a j subscript). As described by Singer and Willett (2003) , the traditional linear growth model imposes a specific covariance structure, such that the magnitude of the composite residual forms a U-shaped function across time. Alternative error structures may provide a better fit to the data and may increase the power of the fixed effects significance tests (Goldstein, Healy, & Rasbash, 1994; Lesaffre, Todem, Verbeke, & Kenward, 2000; Van Leeuwen, 1997) . Incorrectly adopting the default error structure does not appear to bias fixed effects estimates in many cases, however (Ferron, Dailey, & Yi, 2002; Singer, 1998; Singer & Willett, 2003; Wolfinger, 1993) .
To illustrate, consider the simplified linear growth model shown below.
Level 1:
Level 2: π 0j = β 00 (24)
Level 2: π 1j = β 10 (
Combined: Y ij = β 00 + β 10 (TIME ij ) + r ij .
In this model, a single average growth trajectory is assumed to describe all participants, and deviations between the observed data points and this mean trajectory are captured by a single residual, r ij . Alternative covariance structures can be imposed on these residuals, and the fit of these models can be compared to that of the traditional model using fit indices such as the Bayesian Information Criterion (Schwartz, 1978) and the Akaike Information Criterion (Akaike, 1973) ; in most cases, models with alternative error structures are not nested within the traditional growth model, so likelihood ratio tests cannot be used. For example, an unstructured error covariance matrix is the most general (and least parsimonious) covariance structure because all elements of the residual covariance matrix are free to vary. This model will always produce the best fit (i.e., the highest log likelihood) but does so at the expense of many estimated parameters; t(t + 1)/2 parameters are used to describe the error covariance structure in this model, where t is the number of repeated measurements.
The most recent release of SPSS (Version 13) offers 17 different error covariance structures. In the interest of space, we demonstrate the specification of a first-order autoregressive covariance matrix, but only minor changes in the syntax are required to test additional structures. Further details regarding alternative error structures can be found in Singer (1998) or Singer and Willett (2003) . The SPSS syntax for implementing a first-order autoregressive residual covariance matrix is shown below.
MIXED Y WITH TIME CCOVAR /PRINT = SOLUTION TESTCOV /METHOD = ML /FIXED = TIME CCOVAR TIME*CCOVAR /REPEATED = WAVE | SUBJECT(ID) COVTYPE(AR1).
The SPSS syntax is identical to that in the previous example, except that /RANDOM has been replaced by the /REPEATED subcommand. The /REPEATED subcommand also requires an additional variable, which we named WAVE in this example. The variable specified in the /REPEATED subcommand (e.g., WAVE) is a categorical variable that assigns an integer value to each repeated measurement (e.g., 1, 2, . . . , t, where t is the number of repeated measures). Note that the variable required by the /REPEATED subcommand is automatically generated by the VARSTOCASES command described above. As before, | SUBJECT is used to specify the Level 2 identification variable, and the residual covariance structure of interest is specified by placing the appropriate keyword in parentheses (e.g., AR1 denotes a firstorder autoregressive error structure). Because the SPSS syntax used to test other error covariance structures is identical to that shown above, no further discussion of this topic is warranted. The SPSS output for this analysis is omitted in the interest of space but is available on request.
The longitudinal multilevel analyses demonstrated here via syntax commands can also be accomplished through the SPSS Windows point-and-click interface, but these also are not presented here due to page length concerns. The downloadable file mentioned earlier also contains an example of how to conduct a multilevel longitudinal analysis to test the error covariance structure via the SPSS Windows Mixed Linear Models interface. The Internet address for this file is presented in the Conclusion section of the article.
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