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Abst rac t - - In  this paper, we consider a new form of the arithmetic mean method for solving large 
block tridiagonal linear systems. The iterative method converges for systems with coefficient matrices 
that are symmetric positive definite or positive real or irreducible L-matrices with a strong diagonal 
dominance. When the coefficient matrix is symmetric positive definite, an additive preconditioner 
for the conjugate gradient method is derived. 
Both the iterative method and the preconditioner a e very suitable for pexallel implementation  
a multivector computer. Some numerical experiments on sys t~ resulting from the discretizatlon of
an elliptic partial differential equation are carried out on the Clay Y-MP. 
1. A NEW FORM OF THE AR ITHMETIC  MEAN METHOD 
In [1], we have proposed the arithmetic mean method for solving an n x n system of linear 
algebraic equations 
Ax  = y, (1) 
where A = (ai j )  arises from a finite difference approximation to an elliptic partial differential 
equation. At each step of this iterative method, one must solve two independent triangular 
systems. This feature makes the method suited for implementation a multivector computer 
with two vector processors. When A is a block tridiagonal matrix, it is possible to derive another 
form of the arithmetic mean method, having a higher degree of parallelism within its structure. 
Let A be a q × q block tridiagonal matrix 
A = 
• B1 C1 
D2 B2 
/)3 B3 C3 
" .  ".. "°° 
".. ".. 
Dq_ 1 
°° 
Bq_l Cq_l 
Dg Bq 
(2) 
where each square block Bi is a non-singular p x p matrix and the blocks Ci and Di are square 
matrices of order p, (i = 1, . . . ,  q; D1 - Cq - 0); thus n - p x q. We assume that q is even. 
We consider the following two splittings of the matrix A (for a similar splitting, see [2]) 
A -- H1 + K1, (3a) 
A= H~+K~,  
where H1, /Q,  H2 and Ks are the following matrices 
(3b) 
24:4-8 
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HI  "- 
g l  "- 
H2 = 
K2 -- 
"B1 
D2 
"0 
0 
"BI 
C1 
B2 
0 
o c2 
D3 0 
0 
Bs C~ 
D4 B4 
0 
o c4 
D5 "'.  
Sq-i 
Dq 
Dq_t 
Cg_ 1 
Bq 
Cq-2 
0 
0 
0 
O. 
B2 
D3 
C2 
93 
D5 
C4 
93 
0 C1 
D~ 0 
0 
0 
0 cs 
4 °'° 
"'. Cg-1 
Dq 0 
B 
Thus, H1 = diag{P1,... ,Pq-1} and Hs = diag{P0,... ,Pq}, where 
°] ,= l , . . . ,q_ l ,  
Di+l Bi+l ' 
, and 
Po -B I ,  
(4a) 
(4b) 
(5a) 
(5b) 
(6a) 
(6b) 
(8c) 
(h = 0, 1,... ) where x (°) is an initial vector approximation to x* and p is a non negative param- 
eter. About the convergence of the method (7), the following theorems hold [1]. 
THEOREM 1. Let A of (2) be an n × n irreducible diagonally dominant real matrix (or strictly 
diagonally dominant real matrix), with aij <_ 0 for all i ~ j and a i i>  0, i = 1,2,...  ,n. Then, 
the iterative method (7) is convergent for all p > 0 (or p ~ O, respectively). 
(Hi + p l) x(*) = (p I -  Kt )x  (k) +y ,  
(//2 + p I) ~(s) = (p I - Ks) x (k) + y, 
X(k't'l) -- ! (~(1) Jr" ~(2)), 
2 
(Ta) 
(Tb) 
(~c) 
Pq =Bq. 
The splittings (3) allow to develop the following iterative method of the arithmetic mean for 
approximating the solution x* of the system (1): 
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PROOF. The proof is identical to that given in [1; Theorem 1]. | 
THEOttEM 2. Let A be a real block tridiagonal matrix, expressed in the forms (3a-b). Assume 
that the symmetric matrix G = A + A T is positive definite. I f  
I I~min(G1)l IAmin (G2)[ 
p* = max )~min(G) ' Arnin(G) J ' 
(8) 
where X(V) denotes an eigenvalue of the matrix V and 
Gi = Hi Hi T - Ki K~ , i = 1, 2, 
then the iterative method (7) is convergent for all p > p*. 
PROOF. Since 0 < )tmin(G ) - zTGz/zTz  and )lmin(Gi) < zTGiz /zTz ,  (i = 1,2) for any z ~ 0, 
we have, for p >_ 0, 
zT(pG+Gi )z  > (p)~min(G)+ Amin(Gi)) z Tz, (i = 1,2). 
Thus, for p > p*, the symmetric matrix pG + Gi is positive definite. 
Since G is positive definite, Hi + H/r is a symmetric positive definite matrix. From the in- 
equalities [3], 
1 ~m.,,(H, + HT). 1 Amin(H i "4- H/r) < Re ()~(Hi)) < 
Hi + p I  is a non-singular matrix for all p > 0, (i = 1, 2). 
Let Zi = (Hi + p I ) -  1 (p G + Gi) (Hi + p I ) -T ,  (i = 1, 2). Zi is a symmetric positive definite 
matrix for p > p*. 
Now, if Qi = (Hi + p I ) -a(p I - Ki), we have Qi Q'~ = I - z i .  Thus, the spectral norm of Qi 
is less than unity (i = 1,2) and 
(Qa + Q2) ___ ~ (llQall2 + IIQ2112) < 1. 
Then, the iterative method (7) is convergent. | 
THEO~tEM 3. Let A of (2) be a real n x n symmetric positive definite matrix, expressed in the 
forms (3a-b). Then the iterative method (7) is convergent for all p > O. 
PROOF. We write Si = Hi + p I  and Ri = p I  - K i ( i  = 1,2). By hypothesis, the matrix Pj of 
(6) is symmetric positive definite (j = 0, . . . ,  q). Then H~ and S~ are symmetric positive definite 
matrices for all p >_ 0, (i = 1,2). Since the matrix ½((Si -4- R./) + (Si +/~i)  T) = Hi -K i+2p I  
is symmetric positive definite for all p > 0 (Hi - Ki is similar to A), the theorem follows as a 
consequence of a standard proof of convergence for P-regular splitting [4; p. 125,5]. | 
The iterative method (7) is well suited for a parallel implementation: at each step k, one must 
solve the following q + 1 independent systems of order 2p or p: 
(Po + Plp)x~ 9) = pxl  - Ct x2 +Yl ,  (9a) 
(P, + pI~) ~)  = px, - D, X~_l + y,, (gb) 
r,i,)l P Ipx, -o,x,_, +Yi [ i=  1 , . . . ,q -  1 (9c) (P~ +ph i )  l..~0J = tpX~+l -C~+,x~+~ +y,+~ j ' 
where 
x (k) = (Xl "r, x2-r , . . . ,x~)T,  Y = (yT,y2T,... ,yqT)T, 
~(1) Z~ 1)T, Z2 , Zt , Z 2 ,.. , and 
~(2) /-(2)T (2)T ) 
J 
These systems may be solved simultaneously by q + 1 or less different processors. If the number 7r 
of available processors is less than q + 1, F(q + 1)/Trl systems are solved by each processor. 
The computation of (7c) is a critical region of code, bounded by two synchronization points. 
We observe that the properties of the matrix A are preserved in the coefficient matrices of the 
systems (9). 
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2. A PARALLEL PRECONDIT IONER 
When the block tridiagonal matrix A is symmetric positive definite, the convergence of the 
method (7) allows to derive an additive preconditioner, as suggested in [6]. Letting 
1 [(H1 -t- pI) -1 -F (H2 -t- p I ) - l ] ,  W=~ 
1 [(H1 +pI)-1(pI - K1) + (H2 + p l ) -~(p l -  K2)] ~=~ 
(10) 
(11) 
and 
M~ 1 - (a0 1 + al Q + a2 Q2 +""  + C~rn-I ~m-1) W, (12) 
we observe that the matrix Hi + p I, (i = 1, 2), and consequently the matrix W, are symmetric 
positive definite. 
The following theorem gives conditions for M~ 1 to be an additive polynomial preconditioner. 
THEOREM 4. Let A of (2) be a symmetric positive definite matrix, expressed in the forms (3a-b). 
1. Let ai >_ 0 as in (12), for i ---- 0, . . . ,  m - 1, with ak ~ O. If 
p* =.  m= . {l lC.~ll~, I lC i l l . o} ,  
) =J....,q--.L 
then tile matrix M~n I is symmetric positive definite for p > p*. 
2. Let ai = 1 as in (12), for i = 0,. . . ,  m - 1. Then the matrix M~n I is symmetric positive 
definite for a/l p > O. 
PROOF. 
1. For p > p*, the matrix p I -  Ki is symmetric positive definite (i - 1,2). Then the matrix 
(Hi + p I ) - l (p I -  Ki) is real positive (the matrix is similar to (Hi -t-p I)- l/2(p I - Ki) (Hi + 
pI)-X/2). It follows that the matrix Q is real positive (i.e., ½ (Q+Q)  is symmetric positive 
definite). Since Q is similar to I -  A1/2WA1/2, Q has real positive eigenvalues. From [7; 
Lemnm 1], M,~ 1 is a symmetric positive definite matrix. 
2. Since the iteration matrix Q of the method (7) is convergent and W is a symmetric positive 
definite matrix for p _> 0, the proof runs parallel to that given in reference [8; 
Theorem 3.4.4., p. 203]. | 
When m = 1 and a0 = 1, the preconditioner has the simple form 
M11 --W= ~1 ((HI +pl) -I + (H2 Jr" p I) -1) (13) 
In this case, the matrix-vector product Wx = z, which arises in the preconditioned conjugate 
gradient method (PCG), is obtained by solving the following q + 1 independent systems 
(Po + p xp) ~2) = x~, (14a) 
(Pq + pI , , )~2) = x~, (14b) 
(~ +PI"P) l-.C')J = L JX,+l' 
where x = (xT, x~, ,x l )T,  ~Cl) = (,~I)T z~l)T, ~?)T, z~)T . . . . .  z~ '-I)T, z~-l)T) T and 
~c~ (~c~)',, ..~)',, .~',y,', .... ~,,-~)~, ~c,-",~, ~)~)~ and. = (~C"~ + ~C~'~)/2. 
The q -I- I symmetric positive definite systems (14) may be solved simultaneously by q -I- I (or 
less) different processors. 
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3. NUMERICAL EXPERIMENTS 
The choice of the method for solving the systems (9) (or (14)) depends on the structure and 
on the properties of the coefficient matrices. 
In the following examples, we solve algebraic systems which arise from the discretization of 
elliptic boundary value problems on a multivector computer Cray Y -MP 8/432. 
We assume that in the matrix A of (2) the block Bi is a tridiagonal matrix and the blocks Ci 
and Di are diagonal matrices (i = i,..., q). We propose to solve the p x p systems (ga-b) (or 
(14a-h)) with vector operations by the odd-even cyclic reduction (CR) algorithm [9]. When p is 
less than the break-even value Ptri below which the CR performance degrades, we use the Gauss 
elimination (GE) algorithm. By a permutation matrix U, such as 
U'(xl, x2, x3, . . .  ,~p,~p-i-l,...,Z2p) T -" (Zl, Xp"l-2, "~3, ~ffp"l-4, " '",  'l~p'i'l, 'lff2, "'" ,X2p-1, Zp) T , (15) 
the 2p x 2p system (see (9c) or (14c)) 
(x,): (,,,) 
X2 Y2 ' 
( i= l , . . . ,q -  1), (16) 
where Xl, x2, Yt and Y2 are vectors of order p, is trasformed in the two cyclic form 
[ E~ 1) Fi(1) 1 (Wl )  ( '1 )  (17) F, (2) E?)J = ' 
with 
() ( ) () () rEffF"l)] - 
U x2 X1 = w2 l  , U Y2 y ' = z2Zl and U(P,+VS)UT=L_,2) - ,2 ) .  
F O) and F (2) are tridiagonal matrices, and W~ 1) and E} 2) are diagonal non-singular matrices. Let- 
ting E~ 1)-1 F (1) N~I), E~2)-1 El(2) = N~2), r~(1)-I S~2)-lz2 u2, ---: ~i Z 1 = U 1 and - the system (17) 
assumes the form 
I N (1) ] 
/.V.~2)/ j ( :12) - -  ( : : ) .  (18) 
The solution of (18) may be obtained by the following cyclically reduced system where the 
matrix I -  N (2) N (1) has the same properties of the coefficient matrix of (18) [10]: 
( I -  /~2)  /~1) )  W2 = U2-  /~2)U 1 
Wl : Ul -- N~I)w2 (19) 
We propose to solve the p x p pentadiagonal matrix I - N} 2) N (1) by the CR algorithm in 
[11]. If p is less than a critical value Ppenta below which this algorithm is not efficient on the 
available vector processor, we use the GE algorithm. When the CR algorithm is implemented on 
the Cray Y-MP as suggested in [12], 32 < Ptri _~ 64 and 32 < Ppenta _< 64 (see Table 1). 
Table 1. Times in milliseconds for factorizing and then solving tridiagonal or penta~ 
diagonal p × p linear systems by the GE and CR algorithms on the Cray Y-MP. 
Tridiagonal system 
p GE CR 
32 1.5 e-2-I-1.3 e-2 1.6 e-2@1.4 e-2 
64 2.6 e-2-[-2.2 e-2 2.0 ¢-2+1.8 e-2 
128 4.9 e-2-{-3.9 e-2 2.6 e-2-}-2.4 e-2 
Pent~]Jsgons] system 
GE CR 
2.4 e-2+1.8 e-2 3.5 e-2+1.8 e-2 
4.7 e-2+3.3 ¢-2 4.6 e-2+2.4 e-2 
9.1 e-2+6.3 e-2 6.2 e-2+3.2 o-2 
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We apply the method (7) to solve the problem 
L[u] = -u~r  - uvu + au~ + ~u u +Tu = f,  (x ,y )  E R 
u = g, (z, y) e 6R, 
where R = (0, 1) x (0, 1), a and/~ are given positive constants, 7 = 1/a2 + 1/fl ~, and the functions 
f = f(x,  y) and g = g(z, y) are chosen so that the exact solution is u(z, y) = ezl% yI~. 
The mesh spacing in both directions is equal to h = 1/(p + 1), where n = p2. If ha  < 2 and 
h/3 < 2, the resulting coefficient matrix A satisfies the conditions of Theorems 1 and 2. 
The Table 2 shows the results obtained on the Cray Y-MP by solving the problem for different 
values of a and/3 with the method (7) (p = 0). The convergence t st used was IIx (k+l) -x(k)lloo 
< ¢ IIAHoo;/¢ is the number of iterations for an error [Ix (k) - x*lloo (x (°) = 0), time is the elapsed 
time in seconds for solving the problem with four processors. 
Table 2. 
n ~ fl • k error 
time 
(4 CPUs) 
EXAMPLE 2. In order to evaluate the "effectiveness" of the additive preconditioner (13), we solve 
the system (1) by the PCG method. We assume that the exact solution is x -- (1, 1 , . . . ,  1) T, the 
initial guess x (°) is the null vector and the convergence parameter is 1. e-14. The matrix A arises 
from the discretization of the following equation, by the second order accurate finite difference 
method on the domain R = (0, 1) x (0, 1): 
- (6(x, y) u~ L - (~(x,~) u~)~ + ~(~,y) u = f(~,  y), (x,y)  e R, 
u = 0, (z,  y) e 6R, 
where $(z, y) > 0, r/(x, y) > 0 and a(z, y) > 0 for (x, y) E 6R U R. We consider as matrix A, four 
test matrices: 
- the matrix S1 is of order n -- 1024, with p -- q -- 32, 6(z, y) - r/(z, y) - 1 and a(z, y) - 0; 
the condition umber of A is K(A)  = 440.69; 
- the matrix $2 is like S1, but n = 16,384, p = q = 128 and K(A)  = 6,743.67; 
- the matrix $3 is of order n = 1024, with p = q = 32; the values of 6, r/and a in the grid 
nodes are randomly generated in the interval (0, 1); K(A)  = 913,431.85; 
- the matrices $4 and S5 are like $3, but n = 16,384, p = q = 128. 
In the case of matrices S1 and $2, the grid superimposed on R is uniform; the matrices $3, $4 
and $5 are generated by a non uniform grid and, hence, they are ill conditioned. The Table 3 
allows to evaluate the PCG method using the preconditioner (13) (with p = 0) with respect o 
the CG method, k is the number of iterations for an error Hx (k) - x*Hoo and time indicates the 
elapsed time in seconds for solving the test problems on the Cray Y-MP. The PCG method is 
implemented in parallel on four processors. 
4096 I 1 I. e-14 3439 7.7 e-6 2.72 
4096 50 50 I. e-14 181 1.6 e-9 0.14 
4096 50 I00 1. e-14 92 4,2 e-10 0.073 
4096 100 100 1. e-14 85 2.0 e-10 0.068 
4096 127 127 1. e-14 62 9.6 e- l l  0.050 
10000 1 1 1. e-12 5375 4.0 e-5 13.06 
10000 10 10 1. e-12 2187 1.2 e-5 5.31 
10000 10 10 1. e-12 466 1.3 e-6 1.13 
10000 50 50 1. e-12 359 7.9 e-7 0,87 
10000 63 63 1. e-12 278 4.8 e-7 0.68 
16384 1 1 1. e-14 11481 2.9 e-6 27.84 
16384 50 50 I. e-14 640 1.9 e-8 1.56 
16384 50 100 1. e-14 343 8.1 e-9 0.84 
16384 100 100 1. e-14 288 5.5 e-9 0.70 
16384 257 257 1. e-14 107 2.6 e-10 0.26 
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Table 3. 
CG method 
Test time 
k error 
matrix (1 CPU) 
$1 79 1.4 e-12 0.96 e-2 
$2 355 1.9 e- l l  0.61 
$3 3410 2.0 e- l l  0.41 
$4 7840 1.6 e- l l  13.42 
$5 1166 1.9 e-12 1.93 
PCG method 
time 
k error 
(4 CPUs) 
48 1.1 e-12 0.015 
175 1.9 e-ll 0.44 
113 1.2 e- l l  0.036 
466 3.8 e-12 1.16 
348 1.0 e-12 0.86 
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