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Response Scales in Voting Advice Applications:
Do Different Designs Produce Different Outcomes?
Martin Rosema and Tom Louwerse
Voting Advice Applications (VAAs) represent popular election campaign tools in many countries,
enabling voters to discover which party or candidate provides the best match with their political
preferences. This article examines the effects of design choices on these tools by focusing on the
response scale that is used to measure the policy positions of parties and voters. We analyze the
impact of scale length on the advice generated by these tools using user data from a VAA developed
for the 2014 Dutch local elections. We transform the original 101-point scale into several alternative
scale formats and determine if this leads to a different voting recommendation. We also examine
the suitability of alternative scales for creating spatial models, which are often employed by VAAs.
We show that the response scale has a potentially profound impact on the resulting advice (with
voters receiving different VAA outcomes depending on the scale length), except for voters with an
extremist response style. The findings have practical implications for the design of these tools:
outcomes should be presented as a preference list, rather than focusing on the “best match.”
KEY WORDS: Voting Advice Application, policy preferences, attitude measurement, electoral
behavior, response scale
Introduction
The rise of the Internet and the increase in the number of undecided voters
have boosted the development and usage of Voting Advice Applications (VAAs),
especially in countries with a multiparty system. In countries like Switzerland,
Germany, and the Netherlands millions of voters visit such websites before
election day—and even on the day itself—to find out which party or candidate
provides the best match with their policy preferences. The widespread use of
VAAs and their potential impact on citizens’ voting behavior give the developers
a great responsibility when it comes to the design. When developing a VAA, they
have to make numerous choices, such as selecting statements, choosing a method
to determine party or candidate positions, and deciding about the format that is
used to present the advice to users. Previous research has shown that such design
choices have a strong impact on the advice that is provided. For instance, which
statements are included will influence how often a particular political party is
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listed as the best match (Walgrave, Nuytemans, & Pepermans, 2009). Further-
more, the method that VAAs adopt to transform users’ answers into a voting
recommendation has a strong impact on the voting recommendation that it
generates (Louwerse & Rosema, 2014). This article focuses on another element
of the design of VAAs, which has received scarce attention in the academic
literature, namely the answer scale that is used to measure users’ policy
preferences and to position political parties or candidates. More specifically, we
explore if the choice for a particular scale length has an effect on the advice that
users receive and to what extent alternative response scales are suitable for
creating the spatial models that VAAs sometimes employ.
VAAs are well-known and widely used in many countries today (for reviews
about their history and usage, see Cedroni & Garzia, 2010; Garzia & Marschall,
2012), and research about the design, purpose, and effects of VAAs has matured
in recent years (see, e.g., Garzia & Marschall, 2014; Rosema, Anderson, &
Walgrave, 2014). The topics addressed in research about VAAs are diverse and
include, among others, the selection of statements (Lefevere & Walgrave, 2014;
Walgrave et al., 2009), the coding of party positions (Gemenis, 2013; Gemenis &
van Ham, 2014; Trechsel & Mair, 2011), and the spatial models used in VAAs
(Germann, Mendez, Wheatley, & Serd€ult, 2015; Louwerse & Otjes, 2012; Otjes &
Louwerse, 2014). These are all elements of the design of VAAs. This type of
research has shown that design choices can have a great impact on the advice
that the tools generate, and that the use of spatial models leads to high demands
on the data used for constructing the models that underlie the advice. Other
studies have focused on the consequences of VAA usage, such as effects on
political knowledge (Schultze, 2012), political interest (Kruikemeier, van Noort,
Vliegenthart, & de Vreese, 2014), electoral turnout (Dinas, Trechsel, & Vassil,
2014; Garzia, De Angelis, & Pianzola, 2014; Gemenis & Rosema, 2014), electoral
volatility (Ladner, Fivaz, & Pianzola, 2012), and party choice (Walgrave, Van
Aelst, & Nuytemans, 2008; Wall, Krouwel, & Vitiello, 2014). Although the results
are mixed, on the basis of these studies we can safely state that VAAs have an
impact on voters’ behavior, both in terms of electoral turnout and in terms of
party choice. Voters who are hesitating about their choice at the polls appear to
be particularly affected (Ruusuvirta & Rosema, 2009; Wall et al., 2014). Still other
topics addressed in this growing literature include profiles of VAA users (Hanel
& Schultze, 2014; Marschall & Schultze, 2015; Wall, Sudulich, Costello, & Leon,
2009), normative foundations of VAAs in theories of democracy and citizenship
(Anderson & Fossen, 2014; Fossen & Anderson, 2014), and methodological
challenges of VAA research (Pianzola, 2014).
Previous studies have created much insight into the effects of design choices,
but some issues have remained poorly understood. One of these is the relevance
of the answer scales that VAAs adopt to measure policy preferences. Sometimes
users have to choose between “in favor” and “against” or between “agree” and
“disagree” in response to a statement. The advantage of such binary choices is
that the meaning of the categories is clear and the choice is simple. Some other
VAAs present a 5-point agree–disagree scale, which suggests that preferences are
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measured with more precision. Still other VAAs use scales that distinguish
between more positions, sometimes as many as a hundred. Especially when more
than two categories are used, the question arises if users, parties or candidates,
and developers assign the same meaning to all those categories. Making
meaningful comparisons between party positions and user positions in order to
create a voting recommendation is obviously crucial. Apart from the number of
scale positions, there are also differences with respect to the labeling of the
answer categories and how the tools deal with the possibilities of a neutral
position and “don’t know” or “no opinion” option. In this article we aim to assess
whether it makes any difference what response scale format is used in these tools
by focusing on a key element, namely the number of answer categories or scale
length.
We approach this matter in two ways. The basis for our analyses are data
from the Dutch VAA called De Stem Van, which asked voters and parties to
indicate their positions with respect to a statement on a continuum where two
verbal labels were used to assign meaning to both end points. No numerical
labels were visible for the users, but the software coded the responses in terms of
a 0–100 scale. First, we analyze if using a scale with fewer positions would have
resulted in different advice. This is done by recoding user and party data via
several linear transformations into scales with fewer positions and next compar-
ing the voting advice that would then have been generated (cf., Louwerse &
Rosema, 2014). This implies that in this study we only focus on the mechanical
effect of scale length, that is, the consequences of having less precision available
for the measurement. There is a body of research that shows that the number of
positions a scale has, the availability of a mid-point, and the labels that are used
also have psychological effects, such as the tendency to opt more or less often for an
extreme response option or to choose the middle category (see, e.g., Tourangeau,
Rips, & Rasinski, 2000). So the effects of scale length can be stronger than what
we report in this study if one would also take such other elements into account.
Second, we analyze the suitability of different response scales for constructing
dimensions in a spatial model, because many VAAs present their advice in this
way (Louwerse & Rosema, 2014). Before presenting these analyses, however, we
first elaborate on the theoretical foundations of the use of different response
scales in VAAs and discuss what is known more in general about the effects of
response scale formats.
This article provides a first step in analyzing the effects of scale length.
We acknowledge that our approach, recoding users’ and parties’ answers on a
101-scale to shorter scales and observing effects on the advice provided, cannot
take into account all aspects relating to scale length. In particular, our recoding
assumes linearity, that is, that positions on the long scale can be linearly
transformed into positions on a shorter scale. This assumption might not hold if
we were, in an experimental setting, to compare users’ positions on a long and a
short scale. In other words, presented with scales of different lengths, users and
parties might change their preferred position in a nonlinear way. We highlight
this limitation of the study early on, so as to be clear on what the current study
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can and cannot do. Our findings, based on our recoding exercise, suggest small to
moderate effects of scale length on VAA advice provided. In the conclusion, we
provide suggestions for further research in this area, using experimental designs.
Answer Scales and Spatial Models in VAAs
There is clearly no agreement among the designers of VAAs about the type of
answer scale that is best used to gauge the policy preferences of citizens and
parties or candidates. We take the national elections in the Netherlands in 2012
as an example to illustrate the diversity. The oldest and most popular VAA,
StemWijzer, asked users to indicate if they “agree” or “disagree” with each
statement, while also providing a “neither” option. So this response scale
corresponds with a 3-point scale. Users also had the option to indicate that they
do not know their position on an item (“skip this question”). Furthermore, after
they have answered all the statements users got the opportunity to indicate what
statements they consider most important. The statements selected were then
given a double weight, which means that one could argue that in practice for
voters the scale operated in a similar way as a 5-point scale: Agreeing or
disagreeing with a party on an important issue resulted in a score of plus or
minus 2, while agreeing or disagreeing with a party on another issue resulted in a
score of plus or minus 1; choosing the neutral category led to a score of 0.
Another tool from the same organization, Stemmentracker, is an example of a
test that adopted a binary scale: users could only choose between “in favor” and
“against” (or skip the question). The mechanism of these calculations is
comparable with the way scale positions are used in the directional model of
issue voting (Rabinowitz & Macdonald, 1989).
Another popular VAA in the Netherlands, Kieskompas, adopted a 5-point scale
to measure the policy preferences of its users and presents five standard answer
options listed under each statement: “fully agree,” “agree,” “neutral,” “disagree,”
and “fully disagree.” Additionally, users had the option to select the answer
category “no opinion.” Kieskompas uses the logic of a spatial theory of issue voting
(Enelow & Hinich, 1984), because these scales are used to calculate a position in a
spatial model in which distances indicate dissimilarities. Kieskompas was certainly
not the only VAA to use this scale format. There have been many other VAAs in
use in national elections in the Netherlands. An inventory made at the website
www.kieswijzerkiezer.nl listed no less than 34 different VAAs for the 2012 Dutch
parliamentary elections. Among these, a 5-point scale with a neutral mid-point
was the most popular response scale format. But other formats were also used.
For instance, the tool Kieswijzer 2012 presented three or four alternative policy
options for each statement, thus making use of a categorical instead of an ordinal
answer scale format. Still other VAAs used an ordinal response scale, but
expanded the number of response options.
VAAs in other countries have often adopted comparable response scales. For
example, the German Wahl-O-Mat 2014 adopted a 3-point scale with the response
options “agree,” “neutral,” and “disagree.” The Swiss Smartvote 2011 presented
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its users with a 4-point scale (“ja,” “eher ja,” “eher nein,” “nein”) complemented
with a “no answer” option. Furthermore, users could also indicate the importance
of each statement on a 5-point scale. The scale made use of symbols: þþ, þ, ¼,
, and . In Flanders De Stemtest 2014 made use of a binary scale (“agree” vs.
“disagree” or “no opinion”). Another VAA in Flanders, called De Stem van
Vlaanderen, made use of a graphical scale instead of a numbered scale and coded
the position of the slider, which users could move along the continuum to
indicate their position on each statement, in terms of a 101-point scale.
When the scores of users and parties are transformed into a voting
recommendation, many VAAs follow the logic of so-called spatial models
(Mendez, 2012; Wagner & Ruusuvirta, 2012). Kieskompas is a clear example, with
its result screen that plots a horizontal and vertical axis and positions parties and
user in the resulting two-dimensional space. Smartvote in Switzerland, with the
so-called spider diagram, also transforms the answers into positions on a limited
number (six or seven) of dimensions. Although this approach is appealing for
political scientists in particular, because it links up with the widely applied
spatial framework used to analyze party competition and voting behavior
(Downs, 1957; Enelow & Hinich, 1984), the spatial approach as employed in
VAAs has also received criticism (Germann et al., 2015; Louwerse & Otjes, 2012;
Louwerse & Rosema, 2014; Otjes & Louwerse, 2014). Moreover, scholars who are
familiar with the literature on issue voting are aware that spatial models using
Euclidean distance, which VAAs closely link up to, are not the only way in
which attitude scales that are used to assess policy preferences can be modeled
regarding vote choice (Mendez, 2012).
An important argument against the use of spatial models based on Euclidean
distance is given by those who posit that the response scales of the underlying
items can only be meaningfully transformed into spatial dimensions if the
positions of the scale represent a set of alternative policy options, an assumption
that is usually not met in practice (Rabinowitz & Macdonald, 1989; Stokes, 1963).
In other words, if a statement about building a new road in a particular town has,
say, a response scale with seven positions along a continuum, the interpretation
of the scale is that voters who position themselves at different values want
something different. An alternative interpretation is that such a scale has only
two alternative policy positions—for example, in favor or against building the
road—while the actual position indicates the strength of the preference for either
choice option (building vs. not building the road). Building on this type of
argumentation, Rabinowitz and Macdonald (1989) formulated a directional theory
of issue voting, in which a scalar product of party position and voter position is
central instead of the distance between party and voter on the same scale. Using
data from VAAs, Mendez (2012) compared how often these alternative algorithms
led to an accurate prediction of citizens’ real voting preferences and found that
the directional model performed slightly better than the Euclidean distance
model. However, one should be aware that the purpose of VAAs is not to predict
existing vote preferences, but to provide a well-reasoned assessment of how well
each party or candidate matches with citizens’ political preferences. In that sense
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the debate about which of these “logics” is more appropriate for VAAs is still
open.
In this article we are interested in the effects of the response scale, in
particular scale length, and focus on the more traditional spatial models using
Euclidean distance, because these have been central in VAAs more often. Readers
should be aware, though, that we thus limit our focus, and in addition to the
effects that we observe there will also be effects stemming from the choice of the
type of issue voting model that underlies the calculations. Furthermore, we are
interested in what we referred to above as the mechanical effect of scale length.
Self-evidently, a scale that has only two or three positions allows for less precision
when expressing political preferences than, say, an 11-point or 100-point scale. In
addition to those effects changes in scale length and labeling can have all sorts of
other effects on the answers given by respondents, which we have referred to as
psychological effects. The tendency to use the middle category or extreme categories
are well-known examples of this (see, e.g., Moors, 2008; Tourangeau et al., 2000;
Weijters, Cabooter, & Schillewart, 2010). Any estimate of the size of scale length
effects on the advice that a VAA generates therefore has to be viewed as an
estimate of the minimum of such effects.
Response Scales and Response Styles
In the literature about VAAs the response scales have not received much
attention, but they have in other domains. When deciding about the response
scale format for a closed question, which are understandably more common than
open-ended questions (Schuman & Presser, 1981, chap. 1), several choices have to
be made, such as how many response options to provide (scale length), how to
label the response options (labeling), in which order to present the response
options (ordering), and how to visually present the response options (visual
presentation), assuming that the information is transferred visually, which
corresponds with how VAAs operate in practice. All these elements, and their
advantages and disadvantages, have been analyzed in past research in other
contexts than VAA research.
In its simplest form a scale will have two positions, for example, giving the
choice between “in favor” and “against” or between “agree” and “disagree.” The
advantages of such binary scales are that they are relatively easy to read and
interpret by respondents, because the number of alternatives is limited and the
meaning of the values is usually clear, and consequently the questions take less
time than with alternative answer formats. These facts, combined with experi-
mental findings that patterns observed with alternative longer scales tend to be
rather similar, have led some scholars to recommend this scale format, in
particular when respondents have to answer a long list of questions (Dolnicar,
2003).
An important characteristic of the 2-point scale is that it has no mid-point
that represents a neutral position, so respondents are forced to choose between
either sides. The matter of including a mid-point or not is relevant not only for
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distinguishing between a 2-point scale and a 3-point scale, but also for longer
scales. While analyzing this matter for questions about ideology in terms of a
left–right continuum, Kroh (2007) concluded that the answers about left–right
ideology become more valid when a mid-point is included, and hence an 11-point
scale is preferable to a 10-point scale. This suggests that some respondents really
consider themselves as neither left-wing nor right-wing, and when forced to
choose either side their answers are less stable and do not reveal actual
ideological positions.
However, the use of a mid-point also has disadvantages. This has to do with
the fact that the substantive meaning of a mid-point is not always clear and the
interpretation of its meaning differs among respondents; some interpret it as a
neutral position, others as reflecting having no opinion. Another disadvantage is
that when labels are used, how often the mid-point is chosen depends on the
label used: it is more often chosen when the label is “neutral” than when the label
is “no opinion” (Nadler, Weston, & Voyles, 2015). So even if a middle category
has been shown to be meaningful for some items (e.g., left–right ideology), this is
not necessarily true for all items. When designers of survey questionnaires make
their choices about scale length and labeling, they also have to consider if a “no
opinion” or “don’t know” option is offered (Giljam & Granberg, 1993; Mondak &
Davis, 2001). If it is included, it is important to present it visually as something
separate from the regular answer scale, because otherwise respondents get
confused about the mid-point of the scale: the visual mid-point is then interpreted
as the conceptual mid-point (Tourangeau, Couper, & Conrad, 2004).
In surveys, policy preferences are often assessed using scales that have more
positions than two or three, varying from four or five positions up to about a
hundred (as, e.g., with so-called feeling thermometers, which have been widely
used in national election studies to measure evaluations of parties and
candidates). Several scholars have found that at the individual level, answers on
binary scales are less reliable than answers on scales with more positions, such as
5- or 7-point scales. When the number of choice options exceeds 10, however, the
reliability of the scale appears to decrease again, and hence 100-point scales
appear to lead to more random error than 10-point scales (Preston & Colman,
2000). These findings suggest that scales that allow for much fine-tuning in
practice lead to more noise instead of more precise measurement. This is
confirmed in the study on the measurement of left–right ideology by Kroh (2007),
who concluded that an 11-point scale gives more valid results than a 101-point
scale.
Instead of listing a fixed number of positions, scales can also be presented as
a line between two extremes, with respondents being allowed to choose any point
on that line (often transformed into a 101-point scale). The widespread use of
Internet-based surveys seems to have made this scale format more popular, as it
can easily be offered on a computer screen with a slider. In practice these slider
scales operate in very similar ways as ordinal scales, as shown in a study
comparing these formats using print questionnaires (Dolnicar & Gr€un, 2007) and
in another study that compared the use of a slider with radio buttons in an online
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survey (Roster, Lucianetti, & Albaum, 2015). However, these so-called visual
analogue scales do require more time than ordinal scales and more often lead to
missing data, which led Couper, Tourangeau, Conrad, and Singer (2006) to
recommend against their use, unless respondents can make fine-tuned distinc-
tions on the items in question.
There has been much research about the effects of scale length, building on
the idea that the number of answer categories may influence the answer that
respondents provide (Gaskell, O’Muircheartaigh, & Wright, 1994). Other elements
of the question design also matter. For example, instead of listing all answer
categories at once, it is possible to make use of branched questions, for instance
by first asking respondents if they agree or disagree with a statement and next
asking about the intensity of their (dis)agreement. This has consequences for the
time needed to answer questions (branched questions take longer to answer) as
well as the answers that are provided (branched questions lead to more extreme
answers) (Gilbert, 2015). The direction of a scale (the order in which answer
categories are listed), can also have an impact on what answers are provided
(Yan & Keusch, 2015), as can all kinds of elements of the layout (Couper,
Tourangeau, Conrad, & Crawford, 2004; Tourangeau, Couper, & Conrad, 2007).
However, the most important choice regarding the response scale appears to be
the scale length and labeling.
This brief review of the academic literature on response scales underlines that
answers provided by participants in surveys are not merely reflections of true
opinions (cf. Zaller, 1992). The answers depend at least in part on the format of
the response scale that is used. The answers that respondents provide to survey
questions also depend on yet another factor. Individuals not only differ in terms
of the opinions and preferences they have, but they also differ in the way they
use answer scales in surveys. These patterns have become known as response
styles. In their review, Van Vaerenbergh and Thomas (2013) distinguished eight
different response styles, including two that are presumably most well-known:
acquiescence response style and extreme response style. The former refers to the
tendency to give positive answers and thus agree with statements, while the latter
refers to the tendency to opt for answers at the end points of a scale. The sources
of response patterns cannot only be found in features of the stimulus (Weijters
et al., 2010), but also in characteristics of the respondents, such as demographic
characteristics like age, education, and personality (Greenleaf, 1992; Leeper, 2014;
Van Vaerenbergh & Thomas, 2013). Furthermore, the strength of the effect of
response styles depends on a range of factors, including scale length (Kieruj &
Moors, 2010), mode of data collection (Ye, Fulton, & Tourangeau, 2011), and the
country in which data are collected (Van Herk, Poortinga, & Verhallen, 2004).
For research about VAAs, the question arises what the implications are of the
effects that response scales have. In this case what is of paramount interest is not
whether at the aggregate level the opinions that the electorate at large seems to
have is accurately reflected by particular scales, or to what extent these answers
are influenced by the scale length, but primarily if the response scale has an
impact on the advice received by users. On the one hand, it is theoretically
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possible that short scales lack precision and consequently lead to other
recommendations than those one might consider appropriate. On the other hand,
it is also possible that long scales include more “noise” and hence that the
recommendations are based not just on true preferences, but on this noise. In
both scenarios the scale length has an effect and hence the central question we
address in this article is to what extent the scale length of the response scale in
VAA questionnaires has an effect on the recommendation that users receive. For
VAAs it is not that important if the preference with respect to a specific policy
issue is adequately captured, but above all if the advice that is provided is
adequate. We therefore want to analyze the effect of scale length on the outcome
of these tools.
Data and Methods
To analyze the impact of the response scale on the advice that VAAs generate,
we work with data from a VAA that was introduced in the Netherlands in 2014
and targeted at the local elections: De Stem Van. These three words, which can be
translated into English as “the voice of” or “the vote of,” were complemented with
the name of the municipality in question, for example, De Stem Van Enschede. This
VAA was an initiative of a policy research and consultancy company oriented at
the public sector, Necker van Naem, in collaboration with the Dutch online media
company NU.nl and the Belgian company iVox, which already had experience with
VAAs in Belgium (De Stem Van Vlaanderen and La Voix des Belges).
To indicate their policy preferences, for each statement users had to move a
slider along a horizontal continuum (see Figure 1). No numerical values were
presented and labels were used only at both ends of the scale, while points and
thin vertical lines were presented on the continuum. Users could not skip items or
register a do not know answer. The starting position of the slider was exactly in the
middle and it had to be moved before users were able to go to the next statement
(they could move it to the left or right and then back to the starting position in the
middle). The software coded the position of the slider in terms of a scale with
values ranging from 0 to 100, and hence in practice this VAA made use of a 101-
point scale. Political parties had been invited beforehand to indicate their positions
in an identical way, so using the same screens and the same software. The match
between user and party was calculated with a formula that took into account the
width of the positions of parties and user along the continuum. The data emerging
from this tool provide a good opportunity to observe the implications of changing
the response scale, which can be done by merging sets of answer positions and
then analyzing the consequences for the advice generated.
We kindly received information from De Stem Van about the party positions
and the answers of 2,500 randomly selected users in three Dutch municipalities:
Apeldoorn, Nijmegen, and Zwolle. In these three municipalities De Stem Van was
the only VAA available, and consequently the usage figures were relatively high
and comparable with those of StemWijzer in other municipalities.1 Because VAAs
are very popular tools in the Netherlands, we can safely conclude that the users
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are not just a small segment of political sophisticates. In these municipalities the
VAA comprised 25 or 26 statements.
We acknowledge that not all participants may have answered the statements
of the VAA in a serious manner. Instead, people might “click through” to look at
the “advice” page. The best practice would be to filter out nongenuine answers
based on the time it took to complete the tool (Andreadis, 2014). Unfortunately,
the VAA did not include a timer, so we cannot filter out responses on that basis.
Users could not “click through” the VAA (by answering “don’t know” or any
other option consistently), as users had to move the slider that was used to
register their answer. The quickest way to go through the VAA would therefore
be to slide to either extreme for each question. Therefore, we filter out participants
who gave a very extreme answer (higher than 90 or lower than 10) more than 90
percent of the time. This reduces our sample from 7,500 to 7,318 (97.6 percent of
the original sample).2
In the below analysis, the user and party data from the 101-point scale are
recoded into different scales of various lengths: 11, 10, 9, 8, 7, 6, 5, 4, 3, and 2
points. The Appendix shows exactly how the scales have been recoded. Note that
for some scale lengths one category was larger than the other ones, for example,
when recoding a 101-point scale into a 4-point scale we map 25 original scale
points on each of the new scale points, but are then left with one remainder
(because 101/4¼ 25 with a remainder of 1). In our analysis any remainder has
been consistently assigned to the lowest scale point (or scale points if the
remainder exceeded 1). We have, however, replicated our analyses by assigning
remainders to the highest scale points, which yields very similar results for all of
the reported analyses.
Figure 1. Screenshot From VAA De Stem Van, Including the Response Scale Used for Each Statement.
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Our analysis consists of three steps. First, we provide descriptive results
regarding the congruence of recommendations between pairs of scales. Second,
we analyze the determinants of this degree of congruence using a multilevel
regression model. Third, we look at the impact of differing scale lengths on the
use of low-dimensional spatial representations, a technique that is used in a large
minority of VAAs.
To calculate the degree of match between parties and users, and subsequently
determine which party provides the best match, different metrics can be used.
Because the results all point in the same direction, we will report the Euclidean
distance only, but we also calculated figures for the City block distance and the
Agreement (or Exact match) method (cf., Louwerse & Rosema, 2014, pp. 293–296).
The Euclidean and City block distances are well-known metrics. Their application
is straightforward as we do not have any weights or missing values to consider.
The Agreement method, which is used by StemWijzer, basically awards 1 point
for every statement on which party and user have exactly the same position.
Arguably this metric only makes sense for scales with very few answer options,
and indeed this metric shows much lower congruence scores than the Euclidean
and City block distance.
We use two measures of congruence to assess the impact of the different
response scales (cf., Louwerse & Rosema, 2014, pp. 296–297). First, we look at the
percentage of users that received the same “best match” for two response scales.
In the event of ties, we consider any overlap between the set of top matches for
two response scales as a match. This gives an initial indication of how the most
visible part of the result can change as a result of limiting the range of the
response scale. The second measure of the similarity between two response scales
is the correlation between the scores of all parties. The rationale is that the “best
match” might easily change, because of the limited number of statements
involved in a VAA and the ideological similarities between some parties. Party
scores for two methods might be highly correlated, even if the “best match”
changes. Each calculation method provides a (dis)similarity metric between the
user and each party. We calculated the correlation between user–party dissimilar-
ity scores for any two response scales. For example, we calculate the (dis)
similarity of each user with party A on a 2-point scale and the (dis)similarity of
each user with party A on an 11-point scale, then we calculate the correlation
between both measures, and in a final step we determine the average correlation
across all parties. As we are looking at the same statements, parties, users, and
method for calculating the advice, we should expect that these correlations are
high. If we find correlations below 0.8 that would demonstrate quite a substantial
impact of the length of the response scales on the advice provided.
In the next step, we focus on the determinants of the congruence of
recommendations. We ran a multilevel linear regression model seeking to explain
the correlation of party scores for a single user in each dyad of scales, for
example, the correlation of scores for user number 47 according to the 101- and
7-point scales. For each of the 7,318 users in total, we observe 55 dyads of
response scales. Our analysis takes the dyadic nature of these data into account
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by including random effects for the participant, the dyad, and the two response
scales (Gilardi & F€uglister, 2008). Our explanatory variables are a measure of the
difference in scale length,3 the extremism of the answers provided,4 and whether
both scales are both odd or both even (or not). We also include a dummy variable
for the municipality.
The last part of our analysis concerns the use of a low-dimensional model to
present VAA results. The idea is that VAA statements tap into underlying issue
dimensions that structure the political competition between parties. The Electoral
Compass family of VAAs, for example, generally uses two dimensions: left–right
and progressive–conservative (Otjes & Louwerse, 2014). One argument in the
debate on answer scale lengths in VAAs is indeed whether they are suitable for
constructing a low-dimensional model. Most VAAs that use such a model do
indeed use slightly longer answer scales (4 or 5 points), whereas some other
VAAs that do not use these models use short scales (2 or 3 points).
We estimate a low-dimensional model based on users’ positions on each of
the statements. We should note that the items were not selected with any kind of
spatial model in mind and local politics may display less of a structure than
national politics. Initial analyses indeed showed low scalability of these models,
with Mokken scaling analysis, the preferred model of scaling, resulting in
dimensions consisting only of a few statements (cf., Germann & Mendez, 2016;
Germann et al., 2015). As constructing many scales with only two or three items
each would not make sense from the idea of providing a low-dimensional
representation of the political space to users, we opted to create a two-
dimensional model. We focus on the case of Nijmegen, which shows relatively
high congruence scores in the descriptive analysis. We perform the scaling
analysis based on the 11-point answer scales, using a factor analysis. We assign
each statement to the scale which shows the highest factor loading, provided this
is at least 0.4 (which implies a 0.4 correlation between the statement and the
factor). In this way, we obtain two dimensions with three and four items,
respectively. The Loevinger’s H for these scales is (mostly) low (0.26 and 0.28 on
the user data, 0.58 and 0.66 on the party data), which means that we should
interpret these results with some caution. Next we use this selection of items to
calculate party and issue positions on the scales, according to the 11, 5, and 3-
point answer scales. Therefore, the differences that we find are due to differences
in the number of answer categories, not differences in the composition of the
scales.
Results
To get an idea of how parties and users used the 101-point scale of De Stem
Van, we display all positions taken on issues in each VAA (see Figure 2). All scale
positions are used to a certain extent by the users, which is important for our
analysis. The extreme positions are relatively popular both with parties and
voters. The same is true for the scores of 25 and 75, which is presumably due to
the visual guides plotted at those positions that serve as a kind of anchor. The
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50 percent mark is relatively popular as well among parties, but not among
voters. Perhaps parties that wanted to position themselves in the middle took
more effort in precisely finding that position than voters did—recall that the
slider had to be moved, so the 50 percent mark could only be reached by moving
the slider away from the middle position and then back.
Congruence of Matches
If we reduce the scale length, how does this affect the advice given by the
VAA? As outlined above, we recoded parties’ and users’ answers to an 11, 10, 9,
8, 7, 6, 5, 4, 3, and 2-point scale. Our first measure concerns how many users get
the same best match with different scale lengths. Table 1 presents the mean scores
Figure 2. Distribution of Positions on 101-Point Scale for Parties and Users.
Notes: The n refers to the number of parties and users, respectively. Each party or user took a position
on 25 or 26 statements, which are combined in these figures.
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over the three municipalities of the percentage of users that do receive the same
top match, using the Euclidean distance metric.
The main finding is that as scale length decreases, the percentage of users
who receive the same advice as with the original 101-point scale reduces
significantly. About 89 percent of users receive the same party as best match
under the 101- and 11-point scales. This is a relatively good result, given that the
top match might easily shift. The results for a 10, 9, 8, and 7-point scale are also
quite similar to the 101- and 11-point scales; and the 5-point scale provides at
least 73 percent of the users with the same top advice as under longer scales. If
we go down any further, however, we see increasing differences between scales.
A 2-point scale would have provided only about half of the users with the same
best match. While this is a large difference, it is not entirely surprising, as moving
from a 101- to a 2-point scale is substantial and a lot of information is (apparently)
lost in the process.
The differences between the longer scales (101 to 7 points) are relatively
modest compared to the differences between the shorter scales (4 to 2 points). The
3- and 2-point scales, for example, only provide the same top advice in 54 percent
of the cases. This seems to suggest that the difference between shorter scales is
larger than between longer scales. The differences are indeed particularly strong
for the 2-point scale: at most 56 percent get the same result as under any of the
other scale lengths. A 3-point scale shows higher congruence with all other scales.
We do not observe large differences between odd-numbered scales, which have
an explicit middle category, and even-numbered scales, which do not. Sometimes,
an odd-numbered scale shows higher congruence with other odd-numbered scales,
for example, the 5-point scale matches slightly better with the 7-point scale than
with the 6-point scale. But these effects are small and not consistent across all scales.
All in all, we do not observe a strong “middle category effect.”
Our second measure of the degree to which different scales result in different
outcomes is the correlation between the recommendations. Each calculation
method provides a (dis)similarity metric between the user and each party. The
Table 1. Proportion of Users Receiving the Same Best Match for Different Scales
101 11 10 9 8 7 6 5 4 3 2
101 1.00 0.89 0.89 0.88 0.86 0.86 0.81 0.73 0.71 0.64 0.49
11 0.89 1.00 0.88 0.84 0.84 0.86 0.82 0.73 0.70 0.67 0.51
10 0.89 0.88 1.00 0.87 0.85 0.85 0.81 0.78 0.72 0.65 0.52
9 0.88 0.84 0.87 1.00 0.84 0.81 0.80 0.77 0.71 0.65 0.50
8 0.86 0.84 0.85 0.84 1.00 0.81 0.79 0.72 0.79 0.64 0.51
7 0.86 0.86 0.85 0.81 0.81 1.00 0.79 0.73 0.71 0.66 0.51
6 0.81 0.82 0.81 0.80 0.79 0.79 1.00 0.72 0.71 0.68 0.55
5 0.73 0.73 0.78 0.77 0.72 0.73 0.72 1.00 0.65 0.58 0.52
4 0.71 0.70 0.72 0.71 0.79 0.71 0.71 0.65 1.00 0.61 0.56
3 0.64 0.67 0.65 0.65 0.64 0.66 0.68 0.58 0.61 1.00 0.54
2 0.49 0.51 0.52 0.50 0.51 0.51 0.55 0.52 0.56 0.54 1.00
Notes: Euclidean distance metric. The columns and rows display the scale length (number
of scale positions). The table entries display mean scores over three municipalities.
14 Policy & Internet, 9999:9999
correlations of this matrix between different scales are displayed in Table 2. The
findings largely confirm the patterns that we observed when looking at the best
match. There are high correlations between the 101- and 5-point scales (r 0.95).
The correlations are even still quite high for the 4-point scales (r 0.91). We
observe lower correlations between the 2- or 3-point scales and longer scales
(0.61 r 0.89). Again, we see no evidence of a “middle category effect.”
We repeated the above analysis for the City block distance and the
Agreement method (figures not reported). The City block distance yielded
results very similar to the Euclidean distance, albeit generally slightly lower.
The Agreement method showed large degrees of incongruence, which was to be
expected as this method will only see a party and user as being in agreement
when they take exactly the same position. That is much harder on a 101-point
scale than on a 2-point scale, resulting in seemingly almost arbitrary advice
produced with the 101-point scale and other very long scales.
Taken together, our analysis suggests that moving from a 101-point to a
5-point scale results in a relatively small change in advice. The recommendations
given under those longer scales correlate strongly. Still, about 25 percent of the
users would have received different “top advice” under a 5-point scale than
under the 101-point scale. Incongruence increases when moving to a 4, 3, or
2-point scale. It is noteworthy that the correlation between the 4- and 3-point
scales (r¼ 0.82) is lower than between the 101- and 4-point scales (r¼ 0.92).
Overall, the shorter scales show relatively low degrees of congruence with all
other scales, including other short scales.
Explaining Congruence Between Response Scales
The previous analyses suggest that there are considerable differences in the
advice users get, depending on the length of the scale used. As we reduce scale
length, the correlation with the original party–user matches declines. A multilevel
linear regression model confirms these patterns (see Table 3).
Table 2. Pearson’s Correlation Between User Dissimilarities With Parties for Different Scales
101 11 10 9 8 7 6 5 4 3 2
101 1.00 0.99 0.99 0.99 0.98 0.98 0.97 0.95 0.91 0.83 0.61
11 0.99 1.00 0.99 0.99 0.98 0.98 0.98 0.96 0.92 0.86 0.64
10 0.99 0.99 1.00 0.99 0.98 0.98 0.98 0.97 0.93 0.85 0.65
9 0.99 0.99 0.99 1.00 0.98 0.97 0.98 0.97 0.93 0.86 0.64
8 0.98 0.98 0.98 0.98 1.00 0.97 0.97 0.96 0.95 0.85 0.65
7 0.98 0.98 0.98 0.97 0.97 1.00 0.97 0.95 0.92 0.87 0.66
6 0.97 0.98 0.98 0.98 0.97 0.97 1.00 0.96 0.93 0.89 0.68
5 0.95 0.96 0.97 0.97 0.96 0.95 0.96 1.00 0.92 0.83 0.65
4 0.91 0.92 0.93 0.93 0.95 0.92 0.93 0.92 1.00 0.84 0.70
3 0.83 0.86 0.85 0.86 0.85 0.87 0.89 0.83 0.84 1.00 0.68
2 0.61 0.64 0.65 0.64 0.65 0.66 0.68 0.65 0.70 0.68 1.00
Notes: The columns and rows display the scale length. The table entries display mean
correlations.
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Our analysis shows that scale length and extremism are significantly related
to the outcome variable, the correlation between two sets of party scores. We plot
the expected values for each of the variables in Figure 3. We see some differences
between municipalities, with Nijmegen generally showing higher correlations.
The substantive effect size is, however, low, amounting to only a 0.03 increase in
the correlation coefficient.
We observe larger differences for the difference in scale length. The larger the
difference between the two scales, the higher the correlation of recommendations
for two scales. The effect is about 0.40 between the largest difference (101- vs.
2-point scale) compared to scales of a very small difference. The level of
extremism in a user’s answers, which ranges from 0 to 0.5, also impacts upon the
correlation between a dyad of recommendations. The most extreme answer
pattern would include answers of 0 or 100 on the original scale only. The results
clearly suggest that more extreme answer patterns result in a higher correlation of
recommendations under different scales. This effect is quite substantial, with very
moderate answers showing a correlation below 0.8, while the most extreme users
in our sample would, on average, receive correlations of party scores of above 0.9.
We find no effect to be discerned of whether both scales have an odd or even
number of categories. Recall that odd-numbered scales have a clear middle









Difference in scale length 0.82
(0.07)
Extremism of user answers 0.30
(0.00)






Num. groups: participant_id 7,318
Num. groups: dyad 55
Num. groups: scale 2 10
Num. groups: scale 1 10
Var: participant_id (Intercept) 0.00
Var: dyad (Intercept) 0.00
Var: scale 2 (Intercept) 0.00
Var: scale 1 (Intercept) 0.00
Var: Residual 0.01
Note: p< 0.001, p< 0.01, p< 0.05.
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category, which is not present in even-numbered categories. Thus, if the presence
of a “middle category” had an impact, we would find that the correlation of
scores obtained under two dimensions that both do not have a middle category
(or both have) would be higher compared to a situation where one dimension has
a middle category (e.g., a 5-point scale) and the other has not (e.g., a 6-point
scale). Our results show, however, no significant difference. The reason might
be that the effect of the middle category is diminished by the requirement of
De Stem Van for users to move the slider away from the exact mid-point of the
scale. As the descriptive data illustrated, this resulted in only a small peak in the
distribution of answers around this middle point. As the middle category seems
hardly overused in our data, it is not too surprising that we find little difference
between odd- and even-length scales.
Answer Scale Length and Spatial Models
The previous analyses have used the Euclidean distance metric to calculate
the VAA result. This basically treats each statement as a separate dimension in a
high-dimensional space. Many VAAs, however, use a low-dimensional spatial
Figure 3. Expected Values of Correlation of Recommendations.
Notes: Effect plots of Model 1 in Table 3. All other variables are kept at their mean (for categorical
variables: modal) value.
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representation as (one of) the way(s) in which the advice is presented. How do
differences in answer scale length affect the ability to construct such low-
dimensional spaces?
Figure 4 presents three spatial representations of user and party positions in
one of our cases (Nijmegen). In fact, the party and user positions as well as
the spatial model used are the same for all three cases. The only difference is the
number of answer categories used, which varies from 11, to 5 and 3. The
dimensions have been recoded to run from 0 to 1 to aid comparison. Dimension 1
Figure 4. Three Spatial Models of Party Competition in Nijmegen.
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roughly corresponds with a right–left scale, while Dimension 2 seems to set apart
more governmental and protest parties.
Although the configuration of parties is roughly the same in the three models,
there are a number of differences. First, the number of unique positions that users
can occupy is naturally smaller when using 3-point answer scales (in the figure a
little “jitter” is added to prevent points being plotted exactly on top of each
other). When using the 3-point scale, we thus seem to throw away some data.
Second, contrary to expectation, we do not see a clustering of parties and users in
the center of the political space on the shorter scales. If anything, user positions
seem to be a little more spread out in the 3-point answer scales-model. Third,
some parties seem to be at slightly different places in the three models, for
example, the ChristenUnie which is more moderate in the 5-point model, while
the VVD is somewhat more extreme in the 3-point model.
All in all, correlations between the matches that users receive with each party
in these three models is high (0.97 r 0.89), although the percentage of users
receiving the same top advice ranges between 66 percent and 76 percent. Bearing
in mind that the only thing that differs between the three models is the length of
the answer scales, this does show that answer scale length does have an effect,
especially on the “top advice.”
If we construct separate spatial models for each answer scale length, the
correlation between matches declines (0.83 r 0.70) and only 26 percent to
39 percent of users would receive the same top match. This reflects that in
separate models, the dimensions obtained might differ. The low level of
congruence may furthermore be the result of low coefficients of scalability. It
proved difficult to summarize users’ responses in a low-dimensional model, even
when limiting ourselves to the best-matching 7 out of a total of 25 statements
being included in the dimensions. When scalability is poor, small changes in the
underlying data may have large results in terms of the scaling solution obtained
and therefore the advice provided to users. In line with previous work in this
area, we would therefore recommend to make sure that the data are suitable for
constructing a low-dimensional model (Louwerse & Rosema 2014; Otjes &
Louwerse, 2014). If this is the case, it is unlikely that the number of answer
categories will make a large difference. If, however, scalability is low, differences
in answer category length will likely result in hugely different recommendations.
Conclusions
Previous research showed that the advice that is generated by a VAA not
only depends on the answers that citizens provide in response to the statements
incorporated, but also on the method that these tools use to transform the
answers in a voting recommendation (Louwerse & Rosema, 2014). Indeed, when
the calculation method of Kieskompas was applied with the data from StemWijzer,
a majority of the voters received a different voting recommendation. This means
that the design choices in VAAs have a substantial impact on the outcome. There
are other studies that have shown that such design effects also occur as a result of
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other elements of the design, such as statement selection (Lefevere & Walgrave,
2014; Walgrave et al., 2009). In this article we have expanded this strand of
research by analyzing the relevance of the response scale format that VAAs
employ. To what extent are the results of VAAs sensitive for the number of
positions that the response scale includes?
We have analyzed this matter on the basis of data from a new VAA in the
Netherlands, De Stem Van, which mapped the policy preferences of political
parties and voters on a continuum where for each statement users had to select a
position on the screen with a slider (visual analogue scale). These positions were
coded by the VAA on a scale from 0 to 100, thus creating a 101-point scale. In our
analyses we transformed the answers from voters as well as the positions of
political parties on those same items into a different format, such as an 11-point
scale, 5-point scale, or a simple dichotomy (2-point scale). Although the effects of
limiting the number of scale positions from 101 to 11 did not have particularly
strong consequences, further reducing the number of scale positions did result in
substantive effects. For example, had De Stem Van coded the user responses in
terms of “favor,” “against,” or “neither” (effectively creating a 3-point scale), a
format that is comparable to the one used by StemWijzer, about one-third of the
users would have received a voting recommendation for a different party. Self-
evidently, this large number has to some extent to do with the relatively large
number of parties that compete in Dutch elections. Clearly, in a two-party system
the figure would be much smaller. But still, we believe that even in the Dutch
context this is quite a sizable proportion of the electorate. Furthermore, we have
shown that the advice is also strongly affected by scale length if a VAA makes
use of a low-dimensional spatial model, unless the items correlate strongly and
the scalability of the dimensions is good. For such models identifying items that
correlate strongly enough to the underlying latent dimensions, however, appears
to be a stronger challenge than identifying the optimal scale length.
Basically, these findings mean that we have found further evidence for the
claim that the design of a VAA has a substantive impact on the advice that the
tool generates when citizens express their policy preferences. We should also
note, however, that the effects that we have observed in this research are
considerably smaller than the effects regarding the calculation method and the
spatial model adopted by a VAA (Louwerse & Rosema, 2014). We should also
note that some characteristics of the VAA we used might impact on our results.
Users had to provide a substantive answer on the 101-point scale and furthermore
were not allowed to simply keep the slider in the middle position. This presents a
somewhat different environment from other VAAs. Had, for example, an explicit
no opinion button been available, users might have had missing answers on more
items, potentially increasing the impact of scale length, as fewer items would
have been included in the advice calculations.
One of the questions that arise is what the implications are for designers of
VAAs. Should they perhaps avoid scales with few answer options, because these
are unable to adequately capture the nuances of voters’ opinions and consequently
may result in “wrong” voting advice? Or should designers avoid response scales
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with many answer options, because such answers will include “noise” and
consequently the subsequent advice is to some extent misleading? After all, it is
difficult to convincingly contend that citizens are able to meaningfully distinguish
between a hundred different positions with respect to a particular policy topic. On
the basis of our analysis we cannot answer such questions. There is no a priori
reason why fewer or more answer categories would be better. To address this
topic, we also need insight, for example, in matters such as the degree to which
citizens can meaningfully distinguish between a number of intensities or positions
when it comes to the type of statements included in a VAA and the reliability of
such scales (would the same voters give the same answer when asked to give a
response twice?). Furthermore, it depends also on the degree to which the number
of response scale positions facilitates or inhibits an identical interpretation of the
substantive meaning of each position among parties and voters. And, last, voters
might be more likely to choose a no opinion/do not know option (when available),
if the scale length offers too little or too much choice. These matters might be
addressed in future research. It is of paramount importance to know if voters and
parties (or those who code party positions), interpret scale values of VAA items in
comparable ways. It has already been argued that voters may interpret the middle
category in VAAs in different ways (Baka, Figgou, & Triga, 2012) and the same
could well be true for the other scale positions. For these reasons scales with many
positions should be treated with some skepticism.
What we can conclude at this point, is that the response scale to be adopted is
one of the choices that designers of VAAs face and that the choice matters. Hence,
further research about the properties of alternative response scales would be
valuable. More specifically, experimental research in which comparable questions
are complemented with different response scales is necessary to increase our
insights in this topic. Such research is vital for understanding the “psychological
effects” of scale length, such as the tendency to use or avoid the middle category
and the tendency to choose extreme answer categories. One difficulty of such an
approach would be, however, that it will not be as straightforward to compare
the advice provided to an individual user under different lengths of scales. It
would, after all, be problematic to offer voters scales of different lengths to map
their position on the same issues. Therefore, such an analysis would almost
necessarily shift the analysis from the individual level to the aggregate level: how
often is each party recommended under different scale lengths?
One point of advice can already be made for the developers of VAAs. If the
advice is indeed rather strongly dependent on design choices, such as statement
selection, response scale format, and calculation method, it would be unwise to
pretend that any VAA can really tell which party provides the best match. As we
have argued before, listing a small set of parties instead of a single party as best
choice option would do more justice to what we know about VAA design.
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Notes
1. Source: Personal communication with Peter Joosten from Necker Van Naem, June 1, 2016.
2. The results are not greatly affected by the filter. If we include all observations, the reported values
in Tables 1 and 2 change by less than 0.02 units. We note that users might have used other
strategies to quickly “click through” the VAA, such as moving the slider only a bit on each
question, but we cannot filter out these answer patterns without making strong assumptions about
what constitutes a reasonable answer.














where x and y stand for the two scale lengths. For example, the difference measure for the 101- and
9-point scales is j 1100  19 j, for the 9- and 5-point scales (0.08) and for the 9- and 2-point scales (0.38).
Note that this measure is much larger for the difference between a 3- and 2-point scales (0.17) than
the difference for the 10- and 11-point scales (0.009). This is exactly what we want to capture as the
reduction in precision of the scales is much larger in the former case.
4. Extremism is measured as the average absolute distance of each of the user’s answers to the scale
midpoint (50). We divide this measure by 100, so it runs from 0 to 0.5, which is better comparable
to the range on which the dependent variable is measured (0–1).
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Appendix
Note: Scales have been recoded using the cut function in R.
Recoding of 101 Scale Into Shorter Response Scales
101 11 10 9 8 7 6 5 4 3 2 
1 1 1 1 1 1 1 1 1 1 1 
2 1 1 1 1 1 1 1 1 1 1 
3 1 1 1 1 1 1 1 1 1 1 
4 1 1 1 1 1 1 1 1 1 1 
5 1 1 1 1 1 1 1 1 1 1 
6 1 1 1 1 1 1 1 1 1 1 
7 1 1 1 1 1 1 1 1 1 1 
8 1 1 1 1 1 1 1 1 1 1 
9 1 1 1 1 1 1 1 1 1 1 
10 1 1 1 1 1 1 1 1 1 1 
11 2 1 1 1 1 1 1 1 1 1 
12 2 2 1 1 1 1 1 1 1 1 
13 2 2 2 1 1 1 1 1 1 1 
14 2 2 2 2 1 1 1 1 1 1 
15 2 2 2 2 1 1 1 1 1 1 
16 2 2 2 2 2 1 1 1 1 1 
17 2 2 2 2 2 1 1 1 1 1 
18 2 2 2 2 2 2 1 1 1 1 
19 2 2 2 2 2 2 1 1 1 1 
20 3 2 2 2 2 2 1 1 1 1 
21 3 2 2 2 2 2 1 1 1 1 
22 3 3 2 2 2 2 2 1 1 1 
23 3 3 2 2 2 2 2 1 1 1 
24 3 3 3 2 2 2 2 1 1 1 
25 3 3 3 2 2 2 2 1 1 1 
26 3 3 3 2 2 2 2 1 1 1 
27 3 3 3 3 2 2 2 2 1 1 
28 3 3 3 3 2 2 2 2 1 1 
29 4 3 3 3 2 2 2 2 1 1 
30 4 3 3 3 3 2 2 2 1 1 
31 4 3 3 3 3 2 2 2 1 1 
32 4 4 3 3 3 2 2 2 1 1 
33 4 4 3 3 3 2 2 2 1 1 
34 4 4 3 3 3 2 2 2 1 1 
35 4 4 4 3 3 3 2 2 2 1 
36 4 4 4 3 3 3 2 2 2 1 
37 4 4 4 3 3 3 2 2 2 1 
38 5 4 4 3 3 3 2 2 2 1 
39 5 4 4 4 3 3 2 2 2 1 
40 5 4 4 4 3 3 2 2 2 1 
41 5 4 4 4 3 3 2 2 2 1 
42 5 5 4 4 3 3 3 2 2 1 




101 11 10 9 8 7 6 5 4 3 2 
52 6 6 5 5 4 4 3 3 2 2 
53 6 6 5 5 4 4 3 3 2 2 
54 6 6 5 5 4 4 3 3 2 2 
55 6 6 5 5 4 4 3 3 2 2 
56 7 6 5 5 4 4 3 3 2 2 
57 7 6 6 5 4 4 3 3 2 2 
58 7 6 6 5 4 4 3 3 2 2 
59 7 6 6 5 5 4 3 3 2 2 
60 7 6 6 5 5 4 3 3 2 2 
61 7 6 6 5 5 4 3 3 2 2 
62 7 7 6 5 5 4 4 3 2 2 
63 7 7 6 5 5 4 4 3 2 2 
64 7 7 6 6 5 4 4 3 2 2 
65 8 7 6 6 5 4 4 3 2 2 
66 8 7 6 6 5 4 4 3 2 2 
67 8 7 6 6 5 4 4 3 2 2 
68 8 7 7 6 5 5 4 3 3 2 
69 8 7 7 6 5 5 4 3 3 2 
70 8 7 7 6 5 5 4 3 3 2 
71 8 7 7 6 5 5 4 3 3 2 
72 8 8 7 6 5 5 4 3 3 2 
73 8 8 7 6 6 5 4 3 3 2 
74 9 8 7 6 6 5 4 3 3 2 
75 9 8 7 6 6 5 4 3 3 2 
76 9 8 7 6 6 5 4 3 3 2 
77 9 8 7 7 6 5 4 4 3 2 
78 9 8 7 7 6 5 4 4 3 2 
79 9 8 8 7 6 5 4 4 3 2 
80 9 8 8 7 6 5 4 4 3 2 
81 9 8 8 7 6 5 4 4 3 2 
82 9 9 8 7 6 5 5 4 3 2 
83 10 9 8 7 6 5 5 4 3 2 
84 10 9 8 7 6 5 5 4 3 2 
85 10 9 8 7 6 6 5 4 3 2 
86 10 9 8 7 6 6 5 4 3 2 
87 10 9 8 7 7 6 5 4 3 2 
88 10 9 8 7 7 6 5 4 3 2 
89 10 9 8 8 7 6 5 4 3 2 
90 10 9 9 8 7 6 5 4 3 2 
91 10 9 9 8 7 6 5 4 3 2 
92 11 10 9 8 7 6 5 4 3 2 
93 11 10 9 8 7 6 5 4 3 2 
94 11 10 9 8 7 6 5 4 3 2 
95 11 10 9 8 7 6 5 4 3 2 
96 11 10 9 8 7 6 5 4 3 2 
97 11 10 9 8 7 6 5 4 3 2 
98 11 10 9 8 7 6 5 4 3 2 
99 11 10 9 8 7 6 5 4 3 2 
100 11 10 9 8 7 6 5 4 3 2 
101 11 10 9 8 7 6 5 4 3 2 
44 5 5 4 4 4 3 3 2 2 1 
45 5 5 4 4 4 3 3 2 2 1 
46 5 5 5 4 4 3 3 2 2 1 
47 6 5 5 4 4 3 3 2 2 1 
48 6 5 5 4 4 3 3 2 2 1 
49 6 5 5 4 4 3 3 2 2 1 
50 6 5 5 4 4 3 3 2 2 1 
51 6 5 5 4 4 3 3 2 2 1 
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