Designing ensemble learners has been recognized as one of the significant trends in the field of data knowledge especially in data science competitions. Building models that are able to outperform all individual models in terms of bias, which is the error due to the difference in the average model predictions and actual values, and variance, which is the variability of model predictions, has been the main goal of the studies in this area. An optimization model has been proposed in this paper to design ensembles that try to minimize bias and variance of predictions. Focusing on service sciences, two well-known housing datasets have been selected as case studies: Boston housing and Ames housing. The results demonstrate that our designed ensembles can be very competitive in predicting the house prices in both Boston and Ames datasets.
INTRODUCTION
The world's economies have been shifted towards service sector in the recent decades. The service related economy accounts for 65% of the world's GDP as of 2017, which has observed a rise from 61% in 2006. In addition, services sector is the leading sector in 201 countries and service related economy consist of more than 80% of total GDP for 30 countries [1] . This has led to more research in the services sector. The term "Service science, management, and engineering (SSME)" was first used by IBM to describe service science as an interdisciplinary approach to the study, design, and implementation of service systems [2] . Service science is defined as "an abstraction of service systems in the same way that computer science is an abstraction of computer-based information systems" [3] . In general, SSME focuses on system design, industry services, software and hardware implementation of service, and etc. [4] .
One of the many disciplines of service sciences focuses on information processing services. These services collect, manipulate, interpret, and transmit the data to create value for the end user. Issues such as representation, infrastructure, and self-service are the most significant problems in these services [3] .
Machine learning (ML) has been used as one of the powerful tools to deal with the data. Due to the flexibility, machine learning models have been developed in a variety of application domains, from agriculture, bioinformatics, financial trading, fraud detection and smart city management [5] . Several studies have used machine learning algorithms for housing price predictions. In addition, ML models have been implemented on housing datasets for various types of prediction. C4.5 Decision Tree, RIPPER, Naïve Bayes and AdaBoost ML algorithms have been designed to predict Virginia housing prices [6] . A hybrid of genetic algorithm and support vector machines (G-SVM) was proposed in [7] to forecast China housing prices. In another study, SVM was combined with particle swarm optimization (PSO) to forecast real estate prices [8] . Artificial Neural Networks (ANN) and hedonic regression were compared in predicting housing prices in Turkey using a household budget survey data from 2004 [9] . In an empirical study for residential estate appraisal, it was shown that Random Forests perform better than several ML techniques such as CART, KNN, multiple linear regression, ANN, and Boosted trees [10] .
Despite of the prediction accuracy achieved by individual ML models, ensemble learning has been proposed to improve prediction accuracy by aggregating predictions of multiple base learners [11] . The ensemble is typically constructed by weighting (in the case of regression) or voting (in the case of classification) the predictions of base learners. The final resulting ensemble often achieves better predictions in comparison to any of single base learners [12] . For instance, the winners of famous real-world data analysis competitions, such as Netflix Prize and KDD Cup 2013, have chosen ensemble approaches as their prediction strategies [13] . The merits of ensemble learners have generated increasing interests to incorporate this method in research and practice. The results of a comparative evaluation of three ensemble learning methods including Bagging, Boosting and Stacking for credit scoring show the advantage of ensemble learners over base learners [14] . Three financial datasets were chosen to analyze the performance of ensemble learners for classification problem of bankruptcy prediction and it was demonstrated that ensemble learners outperform the best stand-alone method which was multi-layer perceptron neural network [15] .
The objective of this paper is to optimize machine learning predictions of ensemble learners by finding the best weights for constructing ensembles for house price prediction. Two housing datasets for Boston and Ames have been chosen to demonstrate and validate the optimization model. Multiple learners including LASSO regression, Random Forests, Deep Neural Networks, Extreme Gradient Boosting (XGBoost), and Support Vector Machines with three kernels (polynomial, RBF, and sigmoid) have been chosen as base learners for prediction. The predictions made by base learners are used as inputs of proposed optimization model to find the optimal weights. The objective is to minimize the Mean Squared Error (MSE) of the predictions, which account for both bias and variance of the predictions.
The paper is organized as follows. The material and methods are introduced in the second section. Section 3 is dedicated to the results and discussions and the paper concludes in the last section on conclusions.
MATERIALS AND METHODS
Although shown in various studies that ensemble learners outperform individual base models, designing the optimal method to combine base models remains a significant problem. In many data science competitions, the winners are the ones who could identify the best way to integrate the merits of different models and achieve superior performance.
It has been shown that the optimal choice of weights aims to achieve minimal prediction error by designing the ensembles for the best bias and variance balance. Every predictive model contains error from bias and variance with the amount of each determined by the interaction between the data and model choice. Bias is defined as a model's understanding of underlying relationship between features and target outputs; whereas, variance is the sensitivity to perturbations in training data [16] . Mathematically, for a given dataset ( , ) = {( , ): ∈ ℝ × , ∈ ℝ }, we assume there exists a function : ℝ × → ℝ with noise such that = ( ) + where ~ (0,1).
Using any myriad of supervised learning techniques, we approximate ( ) with ̂( ) [17] . We define the following:
and,
Taking the mean squared error as the metric of precision, the objective to be minimized can be defined as:
The third term in the above formula, irreducible error, is the variance of the noise term in the true underlying function which cannot fundamentally be reduced by any model [16] . Naturally, a model with low bias and low variance is desired but not always producible. One common approach to reduce variance among models is to create a bootstrapped aggregated ensemble. Whereas boosting models is used to reduce bias. Each strategy possesses their strength and weaknesses, and finding the optimal balance between the two remains a challenging problem [18] , [19] .
Taking both bias and variance into account, mean squared error (MSE) has been chosen as the objective function in the mathematical model for optimizing ensemble weights.
where is the weights corresponding to base model j ( = 1, … , ), � represents the vector of predictions of base model j, and Y is the vector of actual target values. This optimization problem can be formulated as a quadratic programming problem.
. .
in which, is the number of observations, demonstrates actual target values of observation i ( = 1, … , ), and � is the prediction of observation i by base model j.
This model is a nonlinear convex program. Since the constraints are linear, the convexity can easily be proved by computing the Hessian matrix of the objective function. Therefore, since a local minimum of a convex function on a convex feasible region is guaranteed to be a global minimum, we can conclude that the optimal solution achieves global optimality [20] .
We use Python's SciPy optimization library [21] to solve this problem. This library contains numerous algorithms for constrained and unconstrained optimization. For this study, we apply a Sequential Least Squares Programming (SLSQP) algorithm, a special case of sequential quadratic programming [22] . SLSQP utilizes the Han-Powell quasi-Newton method with a BFGS update resulting in robust results to an optimal solution [23] .
Three measures have been used to evaluate the model performance. First, mean squared error (MSE) that is a measure of difference between predicted and observed values; second, mean absolute percentage error (MAPE) which expresses accuracy as percentage, and third, the coefficient of Determination (R2) that is defined as the proportion of the variance in the response variable that is explained by independent variables. The R2 ranges from 0 to 1, where values near 1 indicates a perfect fit of predicted values to the observed data.
Validating the results has been done with 10-fold cross validation to estimate the true prediction error. In addition, the hyperparameters in each of models have been tuned by conducting a grid search with 5-fold cross validation. The proposed optimization model has been applied on two well-known housing datasets. Next two sections describe the details of Boston and Ames housing datasets.
BOSTON HOUSING
This dataset was collected by the U.S. Census Service regarding housing information in the Boston metropolitan area. The dataset was originally published by Harrison, D. and Rubinfeld, D.L. in a study investigating methodological problems associated with the willingness to pay for clean air using Boston housing dataset [24] . The original dataset is small in size with 506 cases. A description of the variables is presented in Table 1 . In order to make better predictions, we have scaled the input data to be in the (0,1) range. Then, seven machine learning models including LASSO regression, Random Forests, Neural Networks, XGBoost, and SVM with three kernels (polynomial, RBF, and sigmoid) were applied on the dataset.
AMES HOUSING
Ames housing dataset was presented by De Cock in 2011 as an alternative to the Boston housing dataset. It describes the sale of individual residential property in Ames, Iowa from 2006 to 2010. The original dataset contains 2930 observations and 80 variables. This dataset is used in an ongoing Kaggle data science challenge started in 2016. In this competition, the dataset is split into a train set with size of 1460 observations and a test set of 1459 observations. In this study only the train set of this dataset is used to make predictions. Some of the important variables of this dataset are shown in Table 2 . Pre-processing tasks and data cleanings have been done on this dataset before applying models. These tasks include but not limited to the following:
• Removing outliers observed with two variables ("GrLivArea" and "LotArea") • Imputing missing values for many of the variables • Log-transformation of the target variable • Log-transformation of the numeric input variables • Removing highly correlated input variables ("GarageArea", "1stFlrSF", and "TotRmsAbvGrd") • Constructing three new features with existing variables • Converting categorical variables to numeric with One-Hot encoding Afterwards, the following ML models were applied on this dataset to prepare the inputs for proposed optimization: 
RESULTS AND DISCUSSION
The results of each of seven base machine learning algorithms on Boston and Ames housing datasets are presented in Table 3 . Each of these models are tuned with a 5-fold cross validation and the error rates shown in the table are estimates of 10-fold cross validation. Based on the results for Boston housing dataset, XGBoost and Random Forests are the best algorithms predicting the median price of the houses with the least MSE and MAPE, and highest Rsquared values. In other words, not only these two models predict with highest accuracy, they explain the variation in the target more than other chosen models. Moreover, prediction results of Ames housing dataset finds LASSO and Random Forests as the models with the least MSE and MAPE. These models could explain most of the variations in the target variable with having R-squared values of 0.92 and 0.88, respectively. The prediction vectors of each of the above models are used in the optimization model to find the optimal weight of constructing ensembles with the base learners. Table 4 shows the obtained optimal weights. As it can be seen from the weights in the table below, the optimization model assigns the weight of zero to some models which means that the ensemble excluding these base learners will perform better. Furthermore, the objective function which is the mean square error of the ensemble is less than the MSE of all base learners for both datasets, that shows strength of the optimal ensemble in predicting the targets. The ensemble with equal weights ( = 1 7 ⁄ ), which is a common practice among data scientists in order to construct ensembles out of some base learners, is considered as a benchmark. The error measures for the ensembles with optimal weights are calculated and compared with the benchmark in Table 5 . 1 LASSO optimal weight 2 Random forests optimal weight 3 Neural network optimal weight 4 XGBoost optimal weight 5 SVM (polynomial) optimal weight 6 SVM (RBF) optimal weight 7 SVM (sigmoid) optimal weight 8 Objective function value The ensembles with optimal weights outperform the benchmark ensemble as well as each of the base models for both datasets. This is demonstrated in Figure 1 . Comparing the error measures, the optimal ensemble has lower MSE, lower MAPE, and higher R 2 value.
CONCLUSION
A new optimization framework was been proposed in this study which optimizes the mean squared error of multiple base learners to find the optimal weights in designing a new ensemble from them. The designed formulation can result in ensembles that minimize bias and variance of predictions. To validate the performance of the proposed methodology, two famous housing datasets, Boston and Ames datasets, were used as case studies. Seven machine learning algorithms including LASSO, random forests, neural networks and XGBoost along with support vector machines with three kernels were considered as base learners. The created ensembles from the optimal weights found from our optimization model were compared to ensembles created from assigning equal weights to each individual learner and each of the base learners. The results showed that the designed ensemble can outperform the benchmark ensemble as well as all the individual base learners.
The proposed methodology presented a systematic way to find the optimal weights of aggregating predictive learners to create better performing ensembles. This method performed better than each predictive learner in both housing data sets considered in this study. This methodology is generalizable to other data sets in other fields, given that the individual learners are accurate and diverse enough to effectively capture the structure of the data. This diversity in models is the reason of superiority of ensembles. Specifically, having different types of learners (e.g. linear and nonlinear learners) and aggregating these diverse models in a systematic way provides a way to represent different aspects of the data. Hence, this methodology is expected to be generalizable with the ability to predict better compared to initial single base learners. For the future work, designing a methodology which incorporates finding best ensemble weights while tuning the hyperparameters of each base learner is recommended. This method can find the best hyperparameters and optimal weights of creating ensemble at the same time.
