The constructal theory is applied to the flow in a convergent channel. The 
Introduction
Internal forced convection is one of the major active topics in heat transfer due to the strong emphasis on the miniaturization of cooling and heating configurations. Recent research concentrated on the generation of optimal flow architecture as a mechanism by which the system achieves its maximal heat density objective under a finite number of constraints ͓1͔; the primary goal being the strong emphasis on thermal efficiency, the success of which relies on the optimization of flow configuration. The challenge is not only to predict thermal and fluid behaviors, but also to simulate a sufficient number of flow configurations such that the influence of geometry on the performance is clear ͓2͔.
The appearance of constructal theory and design as a principle based approach to optimization of flow structure is worth considering. No configuration is favored a priori based on intuition. All configurations compete under a specified set of global constraints ͓3͔. Many applications of this approach were published, and the main trends are reviewed in Ref. ͓1͔ . The description of the flow through a structure is not as valuable to assess as how the structure "morphs" in order to achieve its best global performance while meeting the prescribed constraints. The present work is just a small step in a series of studies in which the density of heat transfer has been optimized subject to volume constraints. Of particular interest is internal forced convection in a channel of variable cross section.
In this paper, we strive to extend the work reported in Ref. ͓2͔ by including the effect of variable freestream velocity and consider the fundamental problem of optimizing the distribution of discrete heat sources on a wall cooled with forced convection in a convergent duct. The work reports the effects of flow and geometry configurations that should be used in any design of such a system. Several works were done and several papers were published regarding heat transfer performance of walls with distributed heat sources ͓4-13͔. Some have recognized the opportunity to improve global performance by optimizing the nonuniform distribution of discrete heat sources ͓6-11͔. For example, Wang ͓8͔ theoretically studied the best placement of heat sources such that the minimum temperature requirement is satisfied with the least amount of total thermal energy input. Experimental studies were performed as well ͓10,13͔. Da Silva et al. ͓2͔ studied this problem analytically and numerically, and showed that an optimal nonuniform distribution of heat sources exists, that it relies on flow strength or Reynolds number, and that when the heat sources are sparse, the optimization has a sizeable effect on the global performance.
Theoretical Analysis
The main concept of this work is attempting to unite the arrangement of discrete heat sources on a wall cooled by forced convection by considering a variable freestream velocity or what is called the "Jeffery-Hamel flow." Figure 1 shows the schematic of the problem. The inlet freestream of temperature T ϱ and velocity U ϱ are initially uniform at the inlet of a convergent channel of length L. The channel is heated at the wall by line heat sources of fixed strength qЈ ͑W/m͒. Each line heat source extends in the direction perpendicular to the figure. The flow is incompressible and two-dimensional in the laminar boundary layer regime since the spacing between the walls of the channel was chosen such that the boundary layers merge at the channel exit.
The appropriate spacing that leads the boundary layers to be distinct in all domains can be determined using the following correlation, which was developed by Morega and Bejan ͓14͔:
where H opt is the spacing between the walls of the channel and l is the total length occupied by the heated section, i.e., the flushmounted sources plus the unheated patches between them. Therefore, when the spacing between the channel walls is greater than H opt , the problem becomes a laminar boundary layer problem. Now, the number of heat sources per unit length is defined as NЈ = number of sources/length ͑2͒
The constructal theory shows that the best system is accomplished when all its elements work as hard as the hardest working element ͓1͔. In other words, if T max is the maximum temperature occurring on the plate, and if it must not be exceeded at the hot spot, then the entire system should operate at T max . Consequently, the question now is, what should be the distribution of the heat sources, such that the wall temperature is close to the allowed constraint, or
Suppose the density of line sources is sufficiently high, so that qЈ is the distribution of heat flow
can be combined with the laminar boundary layer equation
͑6͒
The function NЈ͑x͒ represents the optimal configuration of heat sources. U x can be formulated, assuming a locally steady flow, according to the conservation equation
where the shape factor ͑H͒ is
and hence,
implies that the heat sources must be located closer together when they are nearer the start of the boundary layer. The total number of heat sources is
͑11͒
After integrating we obtain
͑12͒
Equation ͑12͒ represents the global discrete heat source distribution in a convergent flow. Term I symbolizes the total discrete heat distribution in a uniform freestream velocity "N c " ͑i.e., constant control surface area͒ ͓2͔, while term II is related to the geometry of the channel; in other words
It can be easily proven that as H → 1, N will approach N c . Therefore, N / N c will approach 1 when the cross section area becomes constant, as shown in Fig. 2 . Furthermore, N → 1.57N c as H → 0, which represents the Jeffery-Hamel flow or radial flow caused by lines of sources or sinks. In other words, the number of discrete Transactions of the ASME sources, as an objective parameter, will increase with the inclination angle, or as a variable constraint parameter, grow when other constraints are fixed. However, it is limited according to
The rate of heat transfer from all discrete heat sources to the flow at T ϱ is given by
where Q c͑max͒ Ј stands for the total heat transfer rate from an isothermal wall at T max when the channel has constant cross section area. Figure 3 demonstrates the maximum heat transfer ratio, which behaves identically as that of the number of sources in Fig.  2 .
Number of Discrete Heat Sources in Terms of
Consider the stream flow through a variable cross-sectional area. The freestream velocity for convergent flow, Eq. ͑7͒ becomes
where H 1 is the inflow vertical spacing. Let the factor F represent the ratio
Hence,
and the total number of heat sources ͑Eq. ͑13a͒͒ becomes
As → 0, F → 0 and Eq. ͑20a͒ becomes N = N c , i.e., parallel plates. Analogously
Figure 4 demonstrates total heat or number of discrete sources as a function of geometry angle for various H 1 / L. The figure shows the influence of the convergent channel angle on heat transfer and on the number of heat sources. The relationship begins almost linear. However, when the angle becomes close to its maximum value, the heat transfer and number of heat sources increase exponentially to their maximum limit, which is always equal to 
Local Spacing of Heat Source Elements
The physical implementation of the optimal distribution is restricted by a manufacturing constraint: There exists the smallest scale in the design-the D o thickness of the line heat sources. Features smaller than D o cannot be made. This constraint endows the design with structure or coarseness ͓2͔.
The spacing S͑x͒, defined as the local distance between two adjacent heat lines, varies with x in accordance with the optimal NЈ distribution function, see Eq. ͑9͒. Specifically, the plate length interval that corresponds to a single line heat source qЈ is D o + S͑x͒. This means
The strength of one source ͑qЈ͒ is spread uniformly over the finite thickness of the source ͑q o Љ=qЈ/D o ͒. Unlike the function qЉ͑x͒ of Eq. ͑5b͒, which is the result of design, the heat flux q o Љ here is a known constant. Furthermore, to acquire the rule for how the wall heating scheme should be constructed, we combine Eqs. ͑9͒ and ͑21͒ 
The spacing between any consecutive elements S varies along the direction of the flow, as shown in Fig. 5 . However, one can recognize two regions of variation, the first region, which occurs when H Ͼ 0.5, concluded that the spacing increases when moving far from the leading edge. That includes the case study of Da Silva et al. ͓2͔, who considered a uniform stream velocity. Hence, both analyses are matches. The second region in the figure, which is bounded by the domain ͑0 Ͻ H Ͻ 0.5͒, demonstrates that moving along the flow direction increases spacing to its maximum possible value and then starts to decrease. In other words, the maximum spacing exists when the freestream velocity at exit is more than double of the inlet's. The position of the maximum spacing can be found from the following equation:
while the magnitude of the maximum spacing is proportional to
in the same domain, as shown in Fig. 6 . Equation ͑23͒ is not valid in the entire domain of x since it has negative values near the leading edge. It means that the analysis that is provided by Eqs. ͑1͒-͑4͒, ͑5a͒, ͑5b͒, ͑6͒-͑12͒, ͑13a͒, ͑13b͒, and ͑14͒-͑16͒ fails to describe the region ͑0 Յ x Յ x o ͒ near the start of the boundary layer. Hence, we use a logical approach that Eq. ͑23͒ is valid from the position where ͑x = x o ͒ and at that location the spacing S͑x o ͒ =0.
Substituting in Eq. ͑23͒ and solving for x 0 , one can determine the starting length for which Eq. ͑23͒ not valid. Thus,
where the dimensionless parameter ͑⌳͒ obtained from the formula
To be considered, two restrictions must be satisfied by Eq. ͑25a͒ and ͑25b͒. These are the following. Based on the above two facts, Eq. ͑25a͒ and ͑25b͒, with the plus sign, violates the second condition, and the first condition is violated in the domain ͑H Ͼ 0.5͒ as well. In contrast, the equation with the minus sign satisfies both conditions, as shown in Fig. 7 . Thus, the continuous discrete heat source equation would be
is used as an estimation of the continuous portion of the discrete heat source from other parameters: shape factor, element thickness, and flow configuration. It is worth commenting here that Eq. ͑26͒ is also valid in the case of uniform freestream velocity. Obviously by using the limiting algorithm with some algebra, one can come up with a formula similar to that of Ref. ͓2͔ with a simple discrepancy in the constant. The discrepancy is due to the different approach used in defining the spacing. The approach of Ref. ͓2͔ was based on the following criteria. Since D o is the smallest length scale of the system, the spacing S cannot be smaller than D o . Consequently, a longitudinal scale x o must be defined where S is as small as D o in an order of magnitude scale
Accordingly, Eq. ͑26͒ becomes 
The comparison between Eqs. ͑26͒ and ͑28͒ showed that the discrepancy is only in the numerical value that appears in the term ͑D o / L͒⌳. Figure 8 shows the relation between these two equations and one can see that for the particular value of area ratio ͑H͒, the continuous discrete heat source obtained from each equation is linearly related to each other.
Design
Criteria. Using Eq. ͑26͒, the correlation of the parameters that satisfies the condition can be formulated. The equation should satisfy two limits. The first condition, which involves the fact that the term inside the square root must not be negative, leads to the following inequality:
The second condition, which is based on the fact that the continuous discrete heat source must not be greater than the length of the channel ͑0 Յ x o / L Յ 1͒, gives the following inequality: Figure 9 shows the two conditions and clearly one can conclude that the latter encompasses both conditions. Hence, the design should be based on the second inequality, which with some algebra can be written as
͑31͒
Introducing the heat transfer coefficient and using the average Nusselt number for laminar flow boundary layer, Eq. ͑31͒ becomes
Defining the left hand side of Eq. ͑32͒ as the heat ratio, the ratio of the heat source of the elements per unit thickness to the heat absorbed by the fluid, one can predict the minimum heat required for designing the process of optimal distribution by knowing the shape factor and element width. Figure 10 illustrates the variation in the minimum heat ratio as a function of the shape factor for different D 0 / L. The figure concludes that the minimum value of the heat ratio increases linearly as the convergent angle increases ͑shape factor decreases͒ but the variation becomes exponential as the angle becomes larger, particularly when the shape factor descends below 0.5. Another conclusion can be acquired from the figure that the minimum magnitude of the heat ratio required to achieve optimal performance levels up when larger sizes of discrete sources are used.
Numerical Analysis
In this section we numerically simulate the flow and heat transfer in the vicinity of the wall with discrete heat sources for the case of variable freestream velocity. The wall of length L is the bottom side of a convergent channel of varying spacing H 1 . The upper side was modeled as an adiabatic wall. The cold fluid is delivered into the channel with an inlet freestream velocity U ϱ .
The commercial software, which is based on the finite volume method, was used in the simulation. The solver discretizes the mass, momentum, and energy equations in integrated form. The general form of the transport equation is 
is used as the starting point for computational procedures in the finite volume method. By setting equal to 1, u, v, and T, and selecting appropriate values for diffusion coefficient ⌫ and source terms, the mass, momentum, and energy equations in integral form are obtained. The governing equations are transformed into algebraic equations for every cell. The discrete equation for 2D becomes a P P = a w W + a e E + a s S + a n N + b ͑34͒
where a stands for the coefficient of the property ͑diffusion and advection͒ and b is the source term coefficient.
Grid Test.
A good initial grid design relies largely on an insight into the expected properties of the flow such as boundary layer, point of separation, or abrupt variation in a property ͓15͔. The quality of the mesh plays a significant role in the accuracy and stability of the numerical computation. Obviously, the goal of any numerical simulation should be the optimization of both the discretization scheme as well as the grid generation scheme.
One of the most powerful techniques used recently to achieve this task is the multigrid scheme. The idea of a multigrid algorithm, which is considered in the present numerical technique, is to accelerate the convergence of a set of fine-grid discrete equations by computing corrections to these equations on a coarser grid, where the computation can be performed more economically. This process is applied recursively to an entire set of coarse-grid levels ͓16͔.
Because of the boundary layers in the present study, a nonuniform mesh was used in the y direction, and the smallest elements were placed close to the wall. Figure 11 shows the dimensions of a nonuniform grid. The parameters used were: first row a = 0.1␦; the aspect ratio, the ratio of the two consecutive mesh thicknesses ͑t i+1 / t i = 1.2͒, and the depth of the boundary layer meshing region ͑D͒ Ͼ ␦. Starting from the wall, the height of the first grid row should be less than the boundary layer thickness to describe the flow in that region more precisely ͓17,18͔. Based on that, an extension in the numerical domain is important to develop the boundary layer region so that at the channel entrance the boundary layer has a certain value and this value is greater than the height of the first grid lines. Hence, mesh independency was achieved when about 115 cells per unit dimension are used.
Results and Discussion.
The working fluid used in the numerical studies was air and the boundary conditions at the inlet and outlet of the computational domain are as follows: the inlet velocity and temperature are 5 m/s and 20°C, respectively; the maximum system temperature is 60°C; and the exit ambient conditions are 1.01 bars and 25°C. The thermal boundary conditions on the heated wall are the uniform heat fluxes over each source and adiabatic over the wall sections located between heat sources.
Three different cases for three shape factors are addressed, namely, 0.25, 0.5, and 1 with D 0 / L = 0.1, and the target was the temperature variation in the spacing between the consecutive elements. In each case, two software's runs have been performed: one with optimal spacing distribution of discrete heat sources and the other with fixed spacing; hence, the temperature profile of the entire wall can be predicted. It is worth noting here that according to the data used in the numerical simulation, the length of the continuous heat source required for the case ͑H = 0.25͒ is ͑x 0 / L ϳ 0.32͒. This distance is used in both simulations ͑i.e., fixed and optimal distributions͒ since our aim is just to present the virtue of using optimal spacing between consecutive elements. ͑x 0 / L͒ for other cases is listed in Table 1 .
Mass flow rate was chosen as the target criteria for investigating the convergence in addition to the residual errors of the transport and energy equations. Convergence was achieved when the difference between the inlet and outlet mass flow rates reaches a certain value; thus, a steady state condition is obtained. The number of iterations required to achieve this task depends on the initial guess, the type of the solver used ͑i.e., either implicit or explicit solver͒, and other criteria such as the complexity of the system and the abrupt changes in the flow conditions and properties.
For our examples, the initial guess was the inlet condition, whereas implicit solver was used in order to reach the convergence more rapidly. The residuals of continuity, momentum, and energy equations for the case of optimal distribution when ͑H = 0.25͒ is illustrated in Fig. 12 . Although the residual of the continuity equation, for instance, is barely high, the difference in inlet/outlet mass flow rate is low, as presented in Table 1 ; thus, convergence occurs after ϳ43 steps. Table 1 shows the number of steps needed to reach the convergence, based on the mass flow rate, for each case when the optimal spacing is used.
As mentioned earlier, our aim is to prove that the optimal dis- tribution makes the system work at high performance, i.e., at T max . Figure 13͑a͒ illustrates the temperature distribution along the spacing zones in the case when the shape factor is 0.25. The figure clearly proves that using the optimal distribution of the heating element and the spacing between them results in a better wall temperature profile, which is almost uniform and at maximum value. In contrast, using different distributions leads to nonuniform temperature profile in the spacing zones, forcing the system to work far from its optimal performance. For the other two cases ͑H = 0.5 and H =1͒, similar conclusions can be obtained, as shown in Figs. 13͑b͒ and 13͑c͒ . In summary, by applying the concept of the constructal theory, the thermal system can work more efficiently and close to the maximum possible performance.
Summary and Conclusions
The main problem of how to allocate discrete heat sources to the space on a wall of a convergent flow, cooled by forced convection is analyzed in this study. The objective is to optimize the configuration of the heat source distribution, to study the local spacing between the consecutive elements, and to provide model criteria for designing such systems.
The analysis showed that the heat sources should be distributed nonuniformly on the wall, which is in agreement with the previous works. Furthermore, the optimal spacing between heat sources relies not only on the Reynolds number but also on the channel shape factor as well. When the magnitude of the shape factor becomes less than 0.5, the heating elements move closer together near the trailing edge.
The analysis has also concluded that two distinct regions have been identified on the wall with optimally distributed heat sources. The first region is located upstream of a transition point x 0 close to the tip of the boundary layer. In this area, heat sources should be placed close to each other since the spaces between the sources in this area have a magnitude of zero. The second area is mounted downstream of x 0 and is characterized by a nonuniform distribution of heat sources. Finally, the result of the numerical analysis concluded that reducing the accumulated sources right after the leading edge improves the performance of the process by raising the wall temperature up closer to the highest possible value. 
