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Abstract This study presents atmospheric boundary layer observations made over the Ross Sea using a
long-duration Controlled Meteorological (CMET) balloon and a comparison with Antarctic Mesoscale
prediction System (AMPS) forecasts. The CMET balloon was launched on 22 November 2017 at 1230 UTC;
this flight performed 31 repeated soundings of the atmospheric boundary layer over a period of 70 hr.
During the flight the balloon made close passes of the open Terra Nova Bay and Ross Sea polynyas. We use
the AMPS forecast during the flight to understand the influence of the polynya on the air sampled by the
CMET balloon. Balloon observations of temperature, humidity, and wind velocity generally agree with
AMPS forecasts, with the largest disparities in the wind direction field during periods of light wind and
when the path of the balloon was near complex topography. To understand the thermodynamic interaction
between these polynyas and the atmospheric volume sampled by the balloon, a Lagrangian trajectory
model forced by AMPS winds was used to calculate the total and partial derivatives of potential
temperature as well as the total water mixing ratio. This allowed us to assess the thermodynamic profile of
the overlying atmospheric boundary layer. Based on analysis of the AMPS forecast, we were able to identify
a region of warming air with an area of 20,000 km2, centered over the Ross Sea Polynya which was
providing a strong heat source at the time of the balloon flight.
1. Introduction
Meteorological variability over the Ross Sea and Ross Ice Shelf (RIS) is strongly impacted by synoptic and
mesoscale dynamics driven by orographic features such as the Trans-Antarctic Mountains, surrounding ice
sheets, and the mixed surface cover (open waters and sea ice) of the Ross Sea (Costanza et al., 2016; Cassano
et al., 2016; Nigro et al., 2012). These features induce both synoptic and mesoscale modulations in the lower
atmosphere, resulting in the observed, highly variable temperature and precipitation patterns. Radiatively
cooled air over the East and West Antarctic Ice Sheets feed katabatic flows down steep glacier valleys from
East Antarctica, and more moderate slopes from West Antarctica, onto the RIS (Bromwich, 1989). These
katabatic flows frequently combine with synoptic-scale cyclones over the Southern Ross Sea, which pro-
duce pressure gradients parallel to the Trans-Antarctic Mountains, driving a strong, southerly airflow along
the barrier formed by the Trans-Antarctic Mountains (Parish & Bromwich, 1997, 1998). This climatological
airflow pattern is known as the Ross Air Stream (RAS) (Coggins et al., 2014; Costanza et al., 2016; Parish
et al., 2006).
The strong winds during RAS events are known to cause the breakup of sea ice in the polynya region and the
advection of sea ice from the Ross Sea Polynya (RSP), a large coastal polynya that forms in the Southern Ross
Sea (Bromwich et al., 1998; Dale et al., 2017). The combination of thin ice and exposed warm water relative
to the overlying atmosphere within the RSP is responsible for large ocean-to-atmosphere fluxes of heat and
moisture (Batrak & Müller, 2018). Previous work detailed in Bourassa et al. (2013) has identified that the
representation of sea ice in weather prediction models has important consequences for the atmosphere-sea
ice interaction on a wide range of spatiotemporal scales, since sea ice is a dominant constraint for atmo-
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Sea Ice cover is the most dynamic component of the Antarctic cryosphere, and any change is related to
variations in the atmosphere and oceanic patterns over a multitude of scales (Bourassa et al., 2013). The
observed increase of Antarctic sea ice extent over the satellite observation period is largely driven by changes
in the western Ross Sea and likely related to feedbacks in the ice-ocean-atmosphere system (Holland &
Kwok, 2012). Potentially also influenced by the Amundsen Sea Low which also has a known influence on
the weather patterns in the region (Coggins & McDonald, 2015). The highest sea ice production rates are
observed within coastal polynyas, which control the production of high-salinity shelf water and thermoha-
line circulation (Drucker et al., 2011). Despite this climatological significance and the possible link between
increased sea ice production and meteorological variability, the boundary layer processes linking the syn-
optic scale and mesoscale are still relatively underexplored in this area. This is largely due to the lack of
suitable measurement technologies and logistic limitations associated with this hostile region.
The Antarctic coast's complex topography and the effect of variable sea ice cover can introduce significant
departures from large-scale influences with localized impacts. For example, it is well established that promi-
nent coastal topographies, like the Antarctic Peninsula, interact with synoptic or large cyclonic weather
systems to shed smaller cyclonic eddies downstream of the topography and develop strong downslope storms
that have implications on the surface heat budget and snow mass balance (Elvidge et al., 2015). The high
frequency of occurrence of mesocyclones in the Terra Nova Bay region is of particular interest. These occur
as a result of the convergence of the offshore surface wind field with northerly warm air currents and sea
ice variability in this area (Carrasco & Bromwich, 1993). Heinemann (1990) studied a 6-year climatology of
mesocyclones in the Weddell Sea and concluded that the majority of the mesocyclones occurred over ice-free
areas and areas of converging offshore winds from valley tributaries. These studies reinforce the importance
of the feedback mechanisms of the surface on such weather systems. These are usually maximized as cold
air currents of a continental origin interact with the relatively warmer open water within polynyas, caus-
ing an uptake of moisture and heat and a resultant destabilization into mesocyclonic systems. Several other
studies (Bromwich, 1991; Carrasco & Bromwich, 1993; Turner & Thomas, 1994) have suggested that local-
ized weather systems occur during the open water seasons, driven by the main driving mechanism of heat
and moisture uptake by the atmosphere. These results exemplify the dynamic nature of the atmosphere-sea
ice-ocean interactions within the Ross Sea region.
In the context of regional climate predictions and both surface temperature and precipitation variability, it
has become more important to assess the skill of our dynamical down-scaling models in representing these
weather patterns in the Antarctic. Pezzi et al. (2016), when down-scaling climate model outputs, showed a
46% increase in mesocyclone frequency when compared to the lower-resolution ERA-Interim reanalyses.
This result was mainly attributed to the enhanced resolution and better resolved boundary layer dynamics
due to their smaller spatial scales. Pezzi et al. (2016) also attributes an increase in mesocyclone frequency
to areas of large anomalies in surface sensible heat flux such as the edge of the sea ice, during cold air
outbreaks over warmer lower-latitude sea surface temperatures, and over polynyas (Bracegirdle & Kolstad,
2010; Papritz & Pfahl, 2016; Papritz et al., 2015). Petrelli et al. (2008) demonstrated the importance of
high-resolution models for sea ice modeling. In a coupled sea ice-atmosphere model, winter sea ice forma-
tion within the Ross Sea and Terra Nova polynyas was found to double when model resolution was increased
by a factor of 5.
Flight and ground operations in Antarctica rely upon weather forecasts, such as the Antarctic Mesoscale
Prediction System (AMPS). Several studies have sought to validate this model using surface-based automatic
weather stations, including Nigro et al. (2011, 2012), Bromwich et al. (2013), and Jolly et al. (2016). These
studies have found that the greatest errors in AMPS simulations occur in regions of complex topography
and low wind speeds. The accuracy of this model is limited by its spatial grid resolution in regions such as
the Antarctic coast, where complex topography exists (Bromwich et al., 2005).
The main objective of this study is to compare observations made using Controlled Meteorological (CMET)
balloons with predictions made by the AMPS forecasts. These observations were initiated from the com-
plex coastal topographies of the western side of the Ross Sea region. Balloons then drifted with the synoptic,
regional, and local weather systems over the variable surface cover of the Ross Sea including the Terra
Nova Bay and Ross Sea polynyas. CMET balloons are designed for flights within the lower troposphere with
height-controlled flights capable of repeated vertical probing of the atmospheric boundary layer over several
days. These balloons have a payload mass similar to that of a standard weather balloon (Voss et al., 2012),
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and their unique design allows observations of inaccessible regions, such as the Ross Sea which contains
complex coastal topography as well as vast areas of open water and sea ice.
CMET balloons have previously been successfully tested in both the Arctic and Antarctic regions. Voss
et al. (2012) report a series of CMET launches from Svalbard during 2010 and 2011; the longest of these
lasted for 24 hr and completed 18 vertical profiles. Roberts et al. (2016) compare data collected from five of
these launches in Svalbard with model hindcasts made by ERA-Interim and the Arctic System Reanalysis
(ASR). They found that the higher-resolution ASR modeled the observations made by the CMET balloons
more accurately than ERA-Interim. A CMET balloon was also launched from Troll Station, Antarctica, by
Stenmark et al. (2014) in January 2012. Hole et al. (2016) also launched two CMET balloons from Aboa
Station, Antarctica, in January 2013. These had flight times of 60 and 106 hr, respectively, and the latter
observed a mesoscale anticyclone over the Weddell Sea.
Here we use data from one of four CMET flights launched in 2017 from Mario Zucchelli station, located in
Terra Nova Bay Antarctica (Figure 2) (74.695◦S, 164.096◦E). Two of these flights produced relevant data over
the Ross Sea, spanning 18 and 70 hr of flight time. The other two balloons were less successful; the first was
overpressurized during inflation and suffered a loss of control 8 hr into the flight. The flight was terminated
safely, and the balloon therefore provided data of limited use. The final balloon suffered an electrical fault
immediately after launch that prevented communications with the balloon; thus, no data were able to be
collected from this balloon.
In this study we focus our analysis on data retrieved from the CMET balloon that provided the longest period
of continuous observations. These CMET observations are compared to predictions made by AMPS, with
particular focus on a 24 hr period starting at 0800 UTC on 23 November 2017, in which the balloon flew into
a region of air that was impacted by heat and moisture fluxes from the RSP.
Another objective of this work is to quantify the thermodynamic representation of the Terra Nova Bay and
Ross Sea polynyas using AMPS and CMET observations. This is achieved by the calculation of Lagrangian
and Eulerian derivatives of total water mixing ratio (TWMR) and potential temperature predicted by AMPS.
The unique height-controlled balloon observations of the Ross Sea region's atmospheric boundary layer,
combined with moisture and heat budgeting from a numerical mesoscale model, allow new insights into
AMPS skill in resolving surface-atmospheric exchange processes. Finally, we demonstrate a successful
observational method for future regional weather and climate studies in this region.
2. Data and Methods
2.1. CMET Balloons
CMET Balloons are altitude-controlled helium balloons designed to make flights with durations up to several
days at altitudes less than 4 km (Voss et al., 2012). During flight CMET balloons measure air tempera-
ture, pressure, relative humidity (RH), and GPS location. From the GPS location, the balloon's velocity can
be derived, and thus the local wind can be inferred. Data are transmitted back in near-real time through
the usage of an onboard Iridium 9603 satellite modem. This satellite connection is also used to receive
commands, controlling the balloon's altitude and data acquisition frequency during flight.
Each balloon consists of two bladders: a high-pressure reservoir and an outer buoyancy bladder that is kept
at atmospheric pressure. By pumping helium between the two bladders, the buoyancy of the balloon can
be altered, allowing control over the balloon's altitude. This gives the CMET balloon a unique capability to
make repeated soundings through the same altitude range. A schematic of the CMET balloon is shown in
Figure 1.
The CMET balloon's 230 g payload comprises the control electronics, GPS receiver, satellite modem, pump
valve system, lithium polymer battery, photovoltaic panel, aspirated T-RH sensor, and a vacuum-insulated
pouch. With this insulation, the payload temperature is maintained within acceptable operating limits
(typically +20 K above ambient) even at altitudes of several kilometers in the polar regions. Pressure is
measured using an aviation-grade pressure sensor (Freescale MPXH6115A) with a 16-bit analog-to-digital
converter (Analog Devices AD7795). During flight, altitude is determined every 10 s by interpolating pres-
sure to the U.S. Standard Atmosphere. In postflight processing, the pressure altitude is corrected for pressure
offsets using the in-flight GPS altitude (Inventek ISM420). GPS latitude and longitude provide the position
during flight and are also further analyzed postflight to determine eastward (U) and northward (V) wind
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Figure 1. Schematic diagram of a CMET balloon.
speeds. The specified GPS position accuracy is ±10 m root-mean-square (RMS). Temperature is measured
using a thermistor (General Electric MC65F103A) in a 10 k-Ohm divider circuit coupled to the aforemen-
tioned analog-to-digital converter. The specified thermistor accuracy is ±0.1◦K over the temperature range 0
to 70◦C. We note that during the flights presented here temperatures were outside this range, so the accuracy
of this thermistor was likely worse than ±0.1◦K. A capacitance humidity sensor (G-TUCN.34 from UPSI,
covering 2% to 98% RH range over −40 to +85◦ C) generates a variable-frequency signal which is a function
of the ambient RH with respect to water. While the humidity sensors have a specified accuracy of ±2% RH,
a preflight intercomparison of the sensors indicated that the actual accuracy was substantially lower (on the
order of ±10% RH).
The CMET balloon's 230 g payload comprises the control electronics, GPS receiver, satellite modem, pump
valve system, lithium polymer battery, photovoltaic panel, aspirated T-RH sensor, and a vacuum-insulated
pouch. With this insulation, the payload temperature is maintained within acceptable operating limits
(typically +20 K above ambient) even at altitudes of several kilometers in the polar regions. Pressure is
measured using an aviation-grade pressure sensor (Freescale MPXH6115A) with a 16-bit analog-to-digital
converter (Analog Devices AD7795). During flight, altitude is determined every 10 s by interpolating pres-
sure to the U.S. Standard Atmosphere. In postflight processing, the pressure altitude is corrected for pressure
offsets using the in-flight GPS altitude (Inventek ISM420). GPS latitude and longitude provide the position
during flight and are also further analyzed postflight to determine eastward (U) and northward (V) wind
speeds. The specified GPS position accuracy is ±10 m root-mean-square (RMS). Temperature is measured
using a thermistor (General Electric MC65F103A) in a 10 k-Ohm divider circuit coupled to the aforemen-
tioned analog-to-digital converter. The specified thermistor accuracy is ±0.1◦K over the temperature range 0
to 70◦C. We note that during the flights presented here temperatures were outside this range, so the accuracy
of this thermistor was likely worse than ±0.1◦K. A capacitance humidity sensor (G-TUCN.34 from UPSI,
covering 2% to 98% RH range over −40 to +85◦ C) generates a variable-frequency signal which is a function
of the ambient RH with respect to water. While the humidity sensors have a specified accuracy of ±2% RH,
a preflight intercomparison of the sensors indicated that the actual accuracy was substantially lower (on the
order of ±10% RH).
As the altitude that the balloon flies at is changed, it often passes through a vertical wind shear. This
can be used to provide limited control over the balloon's flight path, providing added flexibility during
flights. Although the balloon is equipped with a solar panel, power management remains a major challenge
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Figure 2. (a) Map of Antarctica, showing relevant geographical features. The red box represents the spatial extent
of the AMPS Domain 3 grid. The gray region indicates the area shown in panel (b). (b) Map of Ross Sea region showing
the CMET flight path in red. The yellow dots represent the position of the balloon at 0000 UTC on the dates indicated,
while the black dots are spaced at 2 hr intervals.
throughout a flight. During periods of limited solar availability, the rate that data is sampled can be decreased
to minimize power draw. This results in the data having a variable temporal resolution.
Hysteresis was observed between ascending and descending profiles of temperature and RH measured by
the CMET balloon. This is likely due to radiative heating of the slowly ascending balloon. Effectively a
heated pocket of air enveloping the balloon is formed, which then rises alongside the balloon as it ascends.
On descending profiles, this effect would be reduced as the heated air would continue to rise buoyantly
away from the sinking balloon. Sensors were mounted on an 800 mm boom to increase the distance between
them and the balloon with the aim of minimizing this effect. Unfortunately, hysteresis was still observed.
Consequently, measurements of temperature and RH made during ascending profiles are excluded from our
analysis. Measurements of wind speed and direction, derived from the GPS location of the balloon, were not
subject to this procedure.
RH measurements were calibrated postflight to agree with the measurements made by radiosonde balloons
regularly launched from Mario Zucchelli station. Vaisala RS92-SGP radiosondes were launched twice daily,
less than 1 km from the CMET launch site. CMET balloons were launched 1–1.5 hr after a radiosonde launch
as radiosonde data were used to determine appropriate launch conditions for the CMET balloon. The first
descending pass of each CMET flight was compared to the radiosonde observations. Radiative heating on
the radiosonde balloons does not have a significant influence as the balloon rises much more rapidly than
the CMET balloon, allowing the ascending profile from the radiosonde to be used. A simple constant was
added to the CMET RH observations, so that a least squares difference between the first descending pass of
the CMET balloon and the ascent profile of the radiosonde was achieved.
The CMET balloon was launched at 1230 UTC on 22 November 2017 from Mario Zucchelli station (74.695◦S,
164.096◦E). This balloon initially traveled northeast, roughly parallel to the Antarctic coast, for a period of
14 hr. The balloon then continued eastward toward the center of the Ross Sea, passing just north of the RSP
by 2000 UTC on 23 November. After 0600 UTC on 24 November, the synoptic-scale flow changed direction,
resulting in the balloon being carried northeast out of the Ross Sea toward a large cyclone in the Southern
Ocean (Figure 2). The total flight time of the balloon was just over 70 hr, though we focus on just over the
central 30 hr of this period. For the majority of the first half of this flight, until 2000 UTC on 23 November,
the balloon performed repeated soundings between 50 and 600 m altitude (Figure 2). Unfortunately, solar
charging was limited due to overcast conditions, and after 2000 UTC on 23 November a decision was made
to stop the balloon soundings; the balloon remained at an altitude close to 500 m after this point, and the
data rate was decreased in order to conserve the balloon's battery power.
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2.2. AMPS
The AMPS is a version of the Weather Research and Forecasting (WRF) model modified for polar regions
(Powers et al., 2012). AMPS operates over several domains that cover a range of horizontal spatial extents
and grid resolutions. This study analyzes output from AMPS Domain 3, which operates on a 2.67 km hor-
izontal spatial resolution and has an output frequency of 1 hr. In this study we use AMPS WRF version 24
documented online (at https://www2.mmm.ucar.edu/rt/amps/information/amps_esg_data_info.html).
Domain 3 covers a 1, 802 × 2, 766 km area spanning the Ross Sea, the RIS, and the South Pole and is shown
as a red rectangle in Figure 2a. Each AMPS domain uses 61 vertical levels, with 60 additional half levels
between each full level. The model top is at 10 hPa, and within the top 7.5 km vertical velocity dampening is
applied. AMPS forecasts are issued at midday and midnight UTC. Forecasts output by the higher-resolution
Domains 3, 5, and 6 have a output frequency of 1 hr spanning 40 hr, resulting in considerable overlap
between consecutive forecasts. Forecasts for the lower-resolution Domains 1 and 2 instead cover 121 hr with
a 3 hr output frequency.
AMPS obtains initial and boundary conditions from NCEP 0.25◦ GFS model output which operates on a 6 hr
time resolution. Sea surface temperature data are obtained from the daily NCEP 0.5◦ model. Near-real-time
ice and snow extent (NISE) data provide input sea ice concentration (SIC) values (Brodzik & Stewart, 2016).
Data are assimilated using WRFVAR 3-D variational data assimilation, with sea ice fields being updated in
every other forecast.
The polar WRF model used in AMPS utilizes a specific set of physics options. Cloud microphysics are
modeled using the WRF single-moment five-class scheme which includes mixed phase processes and super-
cooled water. The rapid radiative transfer model for GCMs models longwave radiation, while shortwave
radiation is modeled by the Goddard shortwave scheme. The Monin-Obukhov (Janjic Eta) scheme mod-
els the surface layer, and surface physics are modeled using the Noah land surface model. The boundary
layer is modeled using the Mellor-Yamada-Janjic (Eta) scheme. The higher-resolution domains, including
Domain 3, do not include a cumulus parameterization scheme. Sea ice is implemented using a fractional
method; in order to determine surface fluxes, the surface layer scheme is called twice, once for the area
of open water and a second time for the area of sea ice within the cell. The resulting fluxes are then area
averaged based on grid cell SIC to determine the total flux within the cell.
2.3. Lagrangian Trajectories
Lagrangian trajectories were used to trace the pathway of hypothetical air parcels. These were calculated
using the AMPS forecast wind vectors (Powers et al., 2012), following the methodology detailed in Alexander
et al. (2013) and Friedrich et al. (2017). Trajectories were launched from 500 m above the local surface topog-
raphy and were free to move vertically as they propagated. These trajectories were started at this altitude
so that they started at close to the level that the CMET balloon traveled. At each trajectory time step, a
three-dimensional wind vector was interpolated within the four-dimensional (latitude, longitude, pressure,
and time) AMPS fields using cubic splines. A fourth-order Runge-Kutta method was then used to propagate
the trajectory path to the next time step. Trajectory calculations were performed in a local three-dimensional
Cartesian grid and then converted back to a latitude, longitude, and pressure coordinate system. For each
trajectory, the potential temperature and specific humidity at each time step were also calculated using a
cubic spline interpolation from the AMPS grid.
A 5 min temporal resolution was used for trajectory calculations; this is considerably shorter than the 60 min
output frequency of the AMPS output. The accuracy of trajectories is likely limited by the AMPS temporal
resolution; therefore, using higher temporal resolution for trajectory propagation will provide diminishing
returns.
From each launch site, trajectories were propagated 12 hr forward and backward from the central start time,
revealing both the origin and destination of each air parcel relative to its initial location. To avoid disconti-
nuities between consecutive forecasts, each forward/backward trajectory set was calculated entirely using
data from a single, continuous issue of the AMPS forecast. Each AMPS Domain 3 forecast spans 0–39 hr and
is calculated from one set of initial conditions. This results in the first 8 hr of the AMPS forecast not being
used, removing potential errors due to model spin-up in AMPS (Bromwich et al., 2005; Guo et al., 2003; Jolly
et al., 2016).
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Figure 3. (a) AMPS sea ice concentration (SIC) over the Ross Sea on 23 November (b), mean sea level pressure on 23 November (c–e) Mean potential
temperature, mean wind velocity, and mean relative humidity at a height of 500 m averaged over a 24 hr period starting at 0800 UTC on 23 November. (f) Mean
precipitation over the same 24 hr period. As predicted by AMPS forecast issued at 0000 UTC on 23 November.
2.4. Lagrangian Spatial Average Trajectory Derivatives
Gridded Lagrangian derivatives calculated from spatial averages taken along trajectories, referred to as
Lagrangian spatial average trajectory (SAT) derivatives from this point on, were derived from potential tem-
perature and TWMR predicted by AMPS and were calculated by launching Lagrangian trajectories both
forward and backward in time from each grid point. Lagrangian SAT derivatives describe the rate of change
that a freely moving parcel of air would experience over the entire trajectory period but also represent a
spatially averaged derivative. They therefore do not directly connect to the instantaneous Lagrangian deriva-
tives required to calculate advection but provide a measure of how the properties of a particular air parcel
change along its trajectory and therefore represent a spatial average which mimics the observations of the
CMET balloons. Trajectories were launched on a 3.7 km by 3.7 km grid covering the southwestern Ross Sea.
The mean derivative for a particular AMPS field was then approximated as the difference of that field at the
time and location of endpoints from both the forward and backward trajectories. For this work, a trajectory
length of 12 hr was used for both the forward and backward component, resulting in a mean derivative of a
24 hr period. Lagrangian derivatives were calculated using a two-dimensional grid of launch sites covering
the western Ross Sea, with constant initialization heights of 250, 500, and 1,000 m above the ground surface.
Trajectories were allowed to freely propagate in three spatial dimensions.
3. Results
Figure 3 displays atmospheric parameters and sea ice conditions associated with 23 November, to provide
context for later discussion. The AMPS SIC on 23 November (Figure 3a) indicates that the RSP was open
during this period, with 0% SIC being measured at the center of the polynya. Decreased SICs were also found
in the McMurdo and Terra Nova Bay polynyas, although the SIC within these regions do not fall below 40%.
Average mean sea level pressure predicted by the AMPS forecast issued at 0000 UTC on 23 November aver-
aged over a 24 hr period, starting at 0800 UTC on 23 November, is plotted in Figure 3b. Figures 3c–3e show
potential temperature, wind speed and direction, and RH averaged over the same 24 hr period at 500 m
above ground level. A cyclone is present over the northern edge of the RIS, driving strong, southerly winds
connected to a RIS air stream event over the RSP. A weaker anticyclonic system lies over the northwestern
Ross Sea, enhancing the offshore flow near Terra Nova Bay also driven by the cyclone over the RIS resulting
in strong, dry, westerly winds over the Southern Ross Sea.
The RH field (Figures 3e) shows two regions of very humid air over the RIS and Northern Ross Sea. These
regions are separated by a relatively dry band of air. This band of dry air originates over Terra Nova Bay, with
cool, dry air flowing down from Victoria Land and being drawn east by both the cyclone to the south and
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Figure 4. (a–e) Specific humidity forecast by AMPS on a pressure-time plane following the CMET flight path. The
individual panels represent consecutive AMPS forecasts. The overlying dots represent colocated CMET observations.
(f–j) As for a–e but instead showing potential temperature.
the anticyclone to the north. Meanwhile, the anticyclone to the north draws moist air that was previously
north of the ice edge eastward. Figure 3f shows the mean precipitation rate over a 24 hr period, starting at
0800 UTC on 23 November. This shows a small area of precipitation over the Antarctic coast, just north of
Terra Nova Bay, trapped between the cyclone and the anticyclone.
Figure 4 and Table 1 provide a comparison of specific humidity and temperature predicted by AMPS at five
different forecast initializations (from 0000 UTC on 22 November to 0000 UTC on 24 November at 12 hr
intervals) with that observed by the CMET balloon along its flight path. Similarly, Figure 5 and Table 1
compare wind strength and direction forecast by AMPS for the same five forecast initializations with CMET
observations.
A vertical surface which follows the flight path of the CMET balloon in space and time was derived, pro-
ducing a two-dimensional curtain along the flight path of the balloon. AMPS variables were interpolated
using cubic splines from the four-dimensional (latitude, longitude, pressure, and time) AMPS grid to this
Table 1
The Mean Values Over the Forecast Period for the Potential Temperature, Specific Humidity, and Wind Speed Are Shown for AMPS Output and the CMET
Observations for a Range of Forecast Start Dates and Times
Forecast time-date Potential temperature (K) Specific humidity (kg/kg) Wind speed (m/s)
(November) CMET AMPS RMSE CMET AMPS RMSE CMET AMPS RMSE
0000-22 268.87 268.95 1.23 0.0088 0.0089 0.0021 5.81 3.74 11.01
1200-22 269.25 268.26 1.57 0.0090 0.0114 0.0037 6.25 3.41 9.61
0000-23 269.56 269.43 3.40 0.0103 0.0132 0.0040 6.76 5.18 8.96
1200-23 270.12 269.73 3.18 0.0112 0.0142 0.0052 8.92 4.38 6.00
0000-24 270.48 269.90 4.05 0.0123 0.0163 0.0053 10.66 2.63 7.36
Note. The root-mean-square errors (RMSE) between the AMPS output and the CMET observations are also displayed.
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Figure 5. (a–e) Wind speed interpolated from the forecast by AMPS onto a pressure-time plane following the CMET
flight path. The individual panels represent consecutive AMPS forecasts. The overlying dots represent colocated CMET
observations. (f–j) As for a–e but instead showing wind direction.
two-dimensional (pressure and time) surface. CMET observations were then plotted over these surfaces
using the same color scheme, allowing for a qualitative comparison of AMPS and CMET observations.
Table 1 displays the mean values for AMPS model output and CMET observations for potential tempera-
ture, specific humidity, and wind speed for a range of forecast issue times and dates. Table 1 also displays
the root-mean-square error (RMSE) between colocated and synchronous AMPS model output and CMET
observations for potential temperature, specific humidity, and wind speed averaged over the forecast period.
Examination of Table 1 shows that the difference between the mean values from AMPS output and CMET
observations is a minimum for the AMPS forecast issued at 0000 UTC on 23 November for wind speed.
During this period, the bias for potential temperature was also very low, with the bias at 0000 UTC on 22
November being slightly smaller. This is not true for the specific humidity field, but as detailed in section 2.1
the absolute values of the RH measurements made by the CMET balloon are quite uncertain, so we choose
to ignore this fact. Given that this AMPS forecast displays a small bias in the potential temperature and wind
speed and also represents the period where the CMET balloon is closest to the RSP, we focus on this fore-
cast in the rest of this study. However, we note that the RMSE increases from the first to last forecast period
in both potential temperature and specific humidity. Thus, there is clearly evidence of misrepresentation
of some features of the atmospheric state in the AMPS forecast which must be borne in mind when inter-
preting future results, though we also note that this may partially reflect the fact that CMET stops vertical
profiling in the latter portion of these periods which will impact the RMSE.
Examination of the differences between the CMET observations and the corresponding AMPS model output
as a function of time also shows a significant variation across the various forecasts (see Figures 4 and 5).
However, this is largely dominated by the change between the period where the balloon was profiling and
after that period. This suggests that the biases between the CMET observations and the AMPS forecasts
and the RMSE were strongly altitude dependent. In particular, we note that the potential temperatures had
larger errors near the surface, as did the wind speeds. This may partially explain issues highlighted later on
around disparities associated with sensible and latent heat fluxes.
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Figure 6. (a) Mean latent heat flux on 23 November from AMPS forecast issued at 0000 UTC on 23 November.
(b) Mean sensible heat flux over the same time period. The black lines indicate the CMET flight path during this
period. The thick and thin green lines indicate the 15% and 50% SIC isopleths, respectively.
Inspection of the AMPS predictions in Figure 4 reveals large variations between consecutive forecasts at the
same time. For example, between 0000 UTC and 0600 UTC on 23 November, a zone of high specific humidity
was predicted above 900 hPa by the forecast issued at 1200 UTC on 22 November. This moist area was not
predicted by the forecasts issued at 0000 UTC on 22 and 23 November. Similarly, the forecast issued at 1200
UTC on 22 November predicted a low-level temperature inversion between 2000 UTC on 22 November and
1500 UTC on 23 November. This feature was not predicted by the forecasts immediately preceding and
following.
AMPS performed comparatively more poorly when predicting wind speed and direction. Wind speed over
the period from 1800 UTC on 22 November to 0000 UTC on 23 November proved particularly difficult for
AMPS to model with CMET tending to provide higher wind speeds than AMPS, especially near the surface.
From around 0800 UTC on 23 November CMET also observed higher wind speeds than the AMPS forecast,
though between 0000 UTC and 0800 UTC on 23 November the AMPS forecast is very close to the values
measured by CMET. During this time, the southerly winds observed by the CMET balloon weakened and
gave way to strengthening northerly winds. Following the wind shift at 0300 UTC on 23 November, the
CMET balloon, which was close to the Antarctic coast, observed winds from a variable direction that were
not accurately modeled by any of the AMPS forecasts. Within regions of varied topography, the quality of
AMPS forecasts is known to be limited by the grid resolution, which likely explains this issue (Bromwich
et al., 2005; Jolly et al., 2016). During the period examined in this paper, 0800 UTC on 23 November to 0800
UTC on 24 November, the differences between the AMPS output and the CMET observations were close to
the minimum observed (see Table 1).
Figure 6 shows the mean latent and sensible heat fluxes over a 24 hr period, starting at 0800 UTC on 23
November, predicted by the AMPS forecast issued at 0000 UTC on 23 November (Figures 4c and 4h). The
thick and thin green contours in Figure 6 represent 15% and 50% SIC, respectively, and indicate the position
and size of the RSP during this period. The strongest upward latent and sensible heat fluxes are predicted
within both the Ross Sea and Terra Nova Bay polynyas. This indicates that AMPS modeled heat fluxes from
the warm, open ocean into the atmosphere, and evaporation of sea water and consequent moisture fluxes.
Sea water has a freezing point of approximately−1.8◦C; therefore, open water provides a large source of heat
to the cooler air above, the air temperature at the nearby Laurie II weather station being −8◦C. These latent
and sensible heat fluxes were of moderate magnitude compared to values derived over polynya (Bourassa
et al., 2013; Fiedler, 2010). We note that the comparison of the low-level wind speeds between the CMET
observations and the AMPS output suggests that the AMPS low-level wind speeds are overestimates of the
reality, given that the temperatures are rather similar; this means that the sensible and latent heat fluxes
estimated by AMPS are likely underestimates.
Figures 7a and 7b show the Lagrangian SAT and Eulerian derivatives for the TWMR predicted by AMPS
over a 24 hr period, starting at 0800 UTC on 23 November, on a surface 500 m above the ground. These
derivatives are therefore centered upon 2000 UTC on 23 November. The 500 m level was selected as it relates
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Figure 7. (a) Lagrangian SAT derivative of the total mixing ratio over a 24 hr period starting at 0800 UTC on 23
November, calculated using trajectories launched 500 m above the surface. (b) Eulerian derivative of the total water
mixing ratio at 500 m over the same 24 hr period. (c) Lagrangian SAT derivative of potential temperature over the same
period. (d) Eulerian derivative of potential temperature at 500 m over the same 24 hr period.
to the altitude that the CMET balloon travels after it stopped vertical profiling because of low battery power.
The Lagrangian average trajectory derivative, calculated as the difference over time in the given variable
between the ends of the forward and backward trajectories, represents the average rate of change that would
be experienced by a free parcel of air. The Eulerian derivative, calculated as the difference in the given
variable over the same period of time at a fixed location, represents the rate of change that a stationary
observer would observe. We note that the trajectories used to derive the Lagrangian SAT derivative were
calculated within the AMPS Domain 3 field; however, some trajectories traveled beyond the spatial bounds
of this domain and were therefore not able to be continued. This causes some regions of the Lagrangian
SAT derivative field to be undefined (Figure 7a). These are mostly over the Trans-Antarctic Mountains,
where back trajectories follow fast-moving, directionally consistent streamlines toward the edge of the field,
allowing air parcels to cover a large distance in a short time.
TWMR is defined as the sum of the mixing ratios for water vapor, cloud water, cloud ice, rain, and snow.
These mixing ratios are all defined within AMPS. The Lagrangian SAT derivative of the TWMR (Figure 7a)
shows that air passing over the Southern Ross Sea and over the RIS became drier during its journey, while
air passing over more northern parts of the Ross Sea and the Trans-Antarctic Mountains became moister.
A thin band of air which has lost moisture is observable in Figure 7a near the anticyclone approximately
400 km to the north of the RSP. In this location, the Eulerian derivative does not show a corresponding
feature. The Eulerian derivative for the same altitude surface and time period shows an increase in local
moisture in an area surrounding the Drygalski Ice Tongue. However, air parcels passing over this region
did not moisten, as shown by the varied signal in the Lagrangian SAT derivative (Figure 7a). Therefore, this
local moistening appears to be driven by advection toward the vicinity of the Drygalski Ice Tongue. We note
that the initial level of humidity in this region was low initially allowing for increased net moisture transport
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toward this region. An area with a negative Lagrangian SAT derivative exists over the edge of the RIS which
is counter to our expectation based on the latent heat flux displayed in Figure 6.
The Eulerian derivative and Lagrangian SAT derivative of potential temperature at the same altitude and
time period are shown in Figures 7c and 7d. The Lagrangian SAT derivative (Figure 7c) shows that air passing
over the edge of the RIS and the RSP was weakly warming, while air passing over the rest of the Ross Sea
was weakly cooling. Air passing over the Trans-Antarctic Mountains was dominated by cooling. Figure 7d
shows the Eulerian derivative of potential temperature for this same altitude and time period. Warming was
observed over the Trans-Antarctic Mountains and the northwestern coast of the Ross Sea, while a cooling
trend was observed over the Ross Ice Self and the southern Ross Sea. The Lagrangian SAT derivative shows
a clear warming signal within a significantly sized air mass, approximately 200 km by 100 km, located over
the RSP which was providing a strong heat flux (Figure 6). Note that the size of the air mass impacted by the
surface fluxes was estimated from examination of the trajectories, the changing values along these pathways,
and also the resultant derivatives displayed in Figure 7.
4. Discussion
From 1800 UTC on 22 November until 1200 UTC on 23 November, AMPS predictions for wind direction
performed relatively poorly (Figures 5f–5h). AMPS predicted several discontinuities in wind direction, and
consecutive forecasts did not agree on wind direction. During this period, AMPS consistently predicted weak
wind speeds (Figures 5a–5c). The CMET balloon observed variable wind directions and wind speeds, sug-
gesting that this period lacked significant synoptic-scale forcing in terms of a pressure gradient because of
the combination of the anticyclone and cyclone, though we note that the differences between the AMPS
forecast wind speeds and the CMET observations were worse nearer the surface and better at higher alti-
tudes. Initially, the balloon traveled northward; between 0000 and 0600 UTC on 23 November the balloon
was almost stationary and then began traveling southward. During this time the observed wind direction
was variable, with a strong vertical gradient in wind direction observed. A similar pattern was also observed
in the wind speed. Wind direction is difficult to accurately predict when wind speeds are low as a small
magnitude change in the wind vector can cause a large change in direction (Jolly et al., 2016). The balloon
was also relatively close to the significant topography of Ross Island during this period, and AMPS, as well
as other similar models, are known to have difficulty modeling the effects of complex terrain (Bromwich
et al., 2005; Jolly et al., 2016).
Observations made by the CMET balloon often fell between the values predicted by the different AMPS
forecasts. Particularly in the wind direction field, regions where consecutive AMPS forecasts disagreed often
coincided with regions where AMPS had its largest anomalies from the CMET observations. This reinforces
the idea that anomalies between consecutive AMPS forecasts may be used as an indicator of the accuracy of
AMPS forecast in that region.
AMPS utilizes NISE SIC data as an input (Brodzik & Stewart, 2016). These data were provided at a 25 km
horizontal grid resolution and have a temporal resolution of 24 hr. While this spatial resolution is signifi-
cantly smaller than the spatial extent of the RSP, it is comparable to that of the McMurdo and Terra Nova Bay
polynyas. In Figure 3a the minimum SIC within these polynyas is greater than 50%. However, subpixel-sized
areas of open water were observed visually during field operations within Terra Nova Bay. These areas are
not identified by the NISE product as they are averaged out over the coarse resolution grid. This, in addition
to the low temporal resolution of the NISE data set, will limit the ability of AMPS to model the influence
these regions have on the atmosphere above (Batrak & Müller, 2018). We therefore suggest that the influ-
ence of the polynya derived from AMPS should be considered to be a low estimate particularly when the
biases in the AMPS low-level winds are considered.
Lagrangian SAT derivatives were calculated over a 24 hr period, which removed the diurnal cycle but caused
a loss of coherent structure in the resultant field. If a small, localized heat source existed over the 24 hr
period, air in regions immediately upwind and downwind of the source, regions of open water in this case,
would pass over this region and also register a heat gain. In this case, the RSP acted as a source of heat for
the atmosphere, causing an increase in potential temperature for trajectories that passed over the RSP, but
given the averaging over the 24 hr period and the spatial averaging inherent in our analysis a larger region
was likely impacted by this heat source.
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Figure 8. (a) Lagrangian SAT derivative of the total water mixing ratio over a 24 hr period starting at 0800 UTC on 23
November, calculated using trajectories launched 250 m above the surface. (b) Eulerian derivative of the total water
mixing ratio at 250 m over the same 24 hr period. (c) Lagrangian SAT derivative of potential temperature over the same
period. (d) Eulerian derivative of potential temperature at 250 m over the same 24 hr period.
While the end-to-end length of the trajectories varied due to spatially and temporally varying wind speeds
and differences in trajectory path, lengths of approximately 1,000 km were typical (relating to a wind speed
of 11.6 ms−1). It can therefore be considered that very conservatively the trajectories each sampled an area of
a circle with a radius of 500 km, that is, 785,000 km2. While the RSP provided a large heat flux of ≈100 Wm−2
over a relatively small area of 2,500 km2 when the effect is spread out over this wider region, this would be
indistinguishable from a flux of 0.3 Wm−2 over the entire field. This calculation makes a minimal estimate of
the impact of the RSP on the calculated Lagrangian SAT derivative field. In reality the area represented by the
Lagrangian SAT derivative is likely to resemble an hourglass shape diverging upwind and downwind from
the central launch point. While the heat provided by the RSP over this area would be larger than 0.3 Wm−2,
it would also be considerably less than 100 Wm−2 observed directly over the RSP. For this reason, the effect
of the strong, upward heat flux from the RSP is likely difficult to discern in the Lagrangian SAT derivative
field. This likely explains why Figure 7a shows air passing over the RSP becomes drier even though the
polynya was providing a moisture source to the surrounding air.
In order to demonstrate the impact of a small but strong heat and moisture source such as the RSP,
longer-term climatological averages likely need to be assessed. This would also remove the effect of transient
events and show the long-term impact of such a heat flux. Furthermore, the impact of the RSP is expected to
be stronger during the winter when the temperature derivative between the open water and the atmosphere
is stronger and wind speeds are generally stronger and more consistent (Parish & Cassano, 2003).
The Lagrangian SAT and Eulerian derivatives for potential temperature (Figures 7c and 7d) generally oppose
each other, particularly in areas surrounding the RSP. The Eulerian derivative indicates that air over the RSP
cooled over the period of concern, while the Lagrangian SAT derivative indicated the potential temperature
of air passing over the RSP increased. This highlights the importance of considering both the Lagrangian
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Figure 9. (a) Lagrangian SAT derivative of the total water mixing ratio over a 24 hr period starting at 0800 UTC on 23
November, calculated using trajectories launched 1,000 m above the surface. (b) Eulerian derivative of the total water
mixing ratio at 1,000 m over the same 24 hr period. (c) Lagrangian SAT derivative of potential temperature over the
same period. (d) Eulerian derivative of potential temperature at 1,000 m over the same 24 hr period.
SAT and Eulerian derivatives, as simple inspection of the Eulerian derivative would lead to the conclusion
that the RSP did not provide a significant source of heat and caused the air above to cool. But, when the
Lagrangian SAT derivative is also considered, it is found that air passing over the RSP warmed over the
same period and the RSP supplied heat to the atmosphere. This likely indicates that the cooling found in
the Eulerian derivative (Figure 7d) is caused by a cool body of air being advected over the RSP, replacing a
warmer body of air. Thus, the RSP can be inferred to provide heat to the above atmosphere over the studied
time period. We can therefore identify that the polynya in the region has a significant and near-continuous
impact on the atmosphere during this period of the year.
The RSP in this period appears to have been connected to a RIS air stream event; these events occur most
frequently in the austral winter (Coggins et al., 2014). Thus, we speculate that the RSP could be a signifi-
cant source of local heating in the winter during and after RAS events, this being particularly significant
because the temperature differential between the ocean and the overlying atmosphere will be larger in win-
ter resulting in a larger heat flux. In addition, work detailed in Coggins and McDonald (2015) suggests that
the strengthening of the Amundsen Sea Low has likely increased the frequency of RAS events over the Ross
Sea region. This suggests that there may be significant trends in the atmosphere-ocean heat fluxes over the
RSP, which may have in turn impacted sea ice production.
The latent heat provided by the RSP (Figure 6a) indicates potential for evaporation of water within this
region, thus providing an upward moisture flux from the ocean to the atmosphere. However, this effect was
not represented in Figures 7a and 7b, which show the derivatives of TWMR over the Ross Sea at 500 m. We
speculate that this suggests that the evaporated moisture is not able to reach this altitude. To examine this
hypothesis, we also created derivative fields at 250 and 1,000 m (Figures 8 and 9); these reveal similar results,
with the 250 m showing more similarities with the 500 m result than the 1,000 m. The main difference from
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the 500 m result in these cases is the larger magnitudes of change being observed at the lower, and therefore
warmer and generally more moist, altitude. This potentially highlights the limited ability for moisture to
mix vertically to 250 m and above in the AMPS model associated with this event. It also potentially suggests
an inconsistency in the representation of humidity with the parameterization of latent heat flux (Figure 6).
5. Conclusions
This work presents meteorological observations made in situ over the Ross Sea in November using a
long-duration CMET balloon. CMET observations from a single flight lasting over 70 hr are compared with
forecasts made by AMPS, an operational version of the Polar WRF model used to support Antarctic opera-
tions. During this flight, the balloon made repeated soundings through the marine boundary layer and flew
near both the Terra Nova and Ross Sea Polynyas.
AMPS predictions of atmospheric conditions generally compared favorably with CMET observations. Dis-
crepancies were found to be most frequent in the wind direction, particularly during periods of weaker
winds and time periods surrounding changes in wind direction. CMET observations generally fell within
the range of variability found between consecutive AMPS forecasts, indicating that the forecasts bound the
observations.
AMPS SIC and surface heat flux predictions indicated that the RSP was open and provided a source of
heat and moisture to the atmosphere during the period of the CMET measurements. Calculation of the
Lagrangian SAT and Eulerian derivatives allows the influence of the RSP on the air mass sampled by the
CMET balloon to be considered. This analysis indicates that the area over the RSP provided a source of heat
and that the influence of this heat source conservatively covered a region of 200 km by 100 km in this case.
Evidence of diabatic heating at these levels was observed in the potential temperature derivatives. We also
showed that this case was relatively representative of this time of year, and the good correspondence between
AMPS and the CMET balloons suggests that our derivative calculation methodology might be more widely
useful in understanding the influence of polynya on the local atmospheric environment. Given that our
Lagrangian derivatives are spatial averages along trajectories integrated over 24 hr, mimicking the CMET
observations, the lack of clear signs of the heat sources connected to the polynya may suggest that CMET
flights must be targeted to fly almost directly over the heat sources to be most effective.
Data Availability Statement
AMPS output was retrieved from the Earth System Grid (https://www.earthsystemgrid.org/project/amps.
html).
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