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Since integration by parts is an important tool when deriving energy or entropy
estimates for differential equations, one may conjecture that some form of summation
by parts (SBP) property is necessarily involved in provably stable numerical methods.
This article contributes to this topic by proposing a novel class of A stable SBP time
integration methods including the classical Lobatto IIIA collocation method, not pre-
viously formulated as an SBP scheme. Additionally, a related SBP scheme including
the classical Lobatto IIIB collocation method is developed.
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1. Introduction
Based on the fact that integration by parts plays a major role in the development of energy and
entropy estimates for initial boundary value problems, one may conjecture that the summation by
parts (SBP) property [7, 43] is a key factor in provably stable schemes. Although it is complicated to
formulate such a conjecture mathematically, there are several attempts to unify stable methods in
the framework of summation by parts schemes, starting from the origin of SBP operators in finite
difference methods [14, 38] and ranging from finite volume [19, 20] and discontinuous Galerkin
methods [8] to flux reconstruction schemes [32].
Turning to SBP methods in time [2, 16, 21], a class of linearly and nonlinearly stable SBP
schemes has been constructed and studied in this context, see also [15, 36, 37]. If the underlying
quadrature is chosen as Radau or Lobatto quadrature, these Runge–Kutta schemes are exactly the
classical Radau IA, Radau IIA, and Lobatto IIIC methods [26]. Having the conjecture “stability
results require an SBP structure” in mind, this article provides additional insights to this topic
by constructing new classes of SBP schemes, which reduce to the classical Lobatto IIIA and
Lobatto IIIB methods if that quadrature rule is used. Consequently, all A stable classical Runge–
Kutta methods based on Radau and Lobatto quadrature rules can be formulated in the framework
of SBP operators. Notably, instead of using simultaneous approximation terms (SATs) [4, 5] to
impose initial conditions weakly, these new schemes use a strong imposition of initial conditions
in combination with a projection method [18, 22, 23].
Bymimicking integration by parts at a discrete level, the stability of SBPmethods can be obtained
by mimicking the continuous analysis. All known SBP time integration methods are implicit and
the stability does not depend on the size of the time step. In contrast, the stability analysis of
explicit time integration methods can also use techniques similar to summation by parts, but the
analysis is in general more complicated and restricted to sufficiently small time steps [31, 40, 41].
Since there are strict limitations for stability of explicit methods, especially for nonlinear problems
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[25, 27], an alternative to stable fully implicit methods is to modify less expensive (explicit or not
fully implicit) time integration schemes to get the desired stability results [9, 13, 28, 29, 34, 39].
This article is structured as follows. At first, the existing class of SBP time integration methods
is introduced in Section 2, including a description of the related stability properties. Thereafter,
the novel SBP time integration methods are proposed in Section 3. Their stability properties are
studied and the relation to Runge–Kutta methods is described. In particular, the Lobatto IIIA
and Lobatto IIIB methods are shown to be recovered using this framework. Afterwards, results of
numerical experiments demonstrating the established stability properties are reported in Section 4.
Finally, the findings of this article are summed up and discussed in Section 5.
2. Known Results for SBP Schemes
Consider an ordinary differential equation (ODE)
∀t ∈ (0, T) : u′(t)  f (t , u(t)), u(0)  u0 , (1)
with solution u in a Hilbert space. Summation by parts schemes approximate the solution on a
finite grid 0 ≤ τ1 < · · · < τs ≤ T pointwise as u i  u(τi) and f i  f (τi , u i). The SBP operators can
be defined as follows, cf. [6, 7, 43].
Definition 2.1. A first derivative SBP operator of order p on [0, T] consists of
• a discrete operator D approximating the derivative Du ≈ u′ with order of accuracy p,
• a symmetric and positive definite discrete quadrature matrixM approximating the L2 scalar
product uTMv ≈ ∫ T0 u(τ)v(τ)dτ,
• and interpolationvectors tL , tR approximating theboundaryvalues as tTLu ≈ u(0), tTRu ≈ u(T)
with order of accuracy at least p, such that the SBP property
MD + (MD)T  tRtTR − tLtTL (2)
holds.
/
Remark 2.2. There are analogous definitions of SBP operators for second or higher order deriva-
tives. In this article, only first derivative SBP operators are considered. /
Remark 2.3. The quadrature matrix M is sometimes called norm matrix (since it induces a norm
via a scalar product) or mass matrix (in a finite element context). /
Because of the SBP property (2), SBP operators mimic integration by parts discretely via
uTM(Dv) + (Du)TMv︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︸  (tTRu)T(tTRv) − (tTLu)T(tTLv),︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︸
≈ ≈︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︸︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︷∫ T
0
u (∂tv) +
∫ T
0
(∂tu) v 
︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︸︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︷
u(T)v(T) − u(0)v(0) .
(3)
However, thismimetic propertydoesnot suffice for thederivations to follow. Nullspace consistency
will be used as an additional required mimetic property. This novel property was introduced in
[42] and has been a key factor in [15, 33].
Definition 2.4. A first derivative SBP operator D is nullspace consistent, if the nullspace (kernel)
of D satisfies kerD  span{1}. /
Here, 1 denotes the discrete grid function with value unity at every node.
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Remark 2.5. Every first derivative operatorD (which is at least first order accurate) maps constants
to zero, i.e. D1  0. Hence, the kernel of D always satisfies span{1} ≤ kerD. Here and in the
following, ≤ denotes the subspace relation of vector spaces. If D is not nullspace consistent, there
are more discrete grid functions besides constants which are mapped to zero (which makes it
inconsistent with ∂t). Then, kerD , span{1} and undesired behavior can occur, cf. [15, 26, 42]. /
An SBP time discretization of (1) using a simultaneous approximation term (SAT) to impose the
initial condition weakly is [2, 16, 21]
Du  f +M−1tL
(
u0 − tTLu
)
. (4)
The numerical solution u+ at t  T is given by u+  tTRu , where u solves (4).
Remark 2.6. The interval [0, T] can be partitioned into multiple subintervals/blocks such that
multiple steps of this procedure can be used sequentially [16]. /
In order to guarantee that (4) can be solved for a linear scalar problem, D + σM−1tLtTL must be
invertible, where σ is a real parameter usually chosen as σ  1. The following result has been
obtained in [15, Proposition 4].
Theorem 2.7. If D is a first derivative SBP operator, D+M−1tLtTL is invertible if and only if D is nullspace
consistent.
Remark 2.8. In [36, 37], it was explicitly shown how to prove that D +M−1tLtTL is invertible in the
pseudospectral/polynomial and finite difference case. /
As many other one-step time integration schemes, SBP-SAT schemes (4) can be characterized as
Runge–Kutta methods, given by their Butcher coefficients [3, 10]
c A
bT
, (5)
where A ∈ Rs×s and b , c ∈ Rs . For (1), a step from u0 to u+ ≈ u(∆t) is given by
ui  u0 + ∆t
s∑
j1
ai j f (c j∆t , u j), u+  u0 + ∆t
s∑
i1
bi f (ci∆t , ui). (6)
Here, ui are the stage values of the Runge-Kutta method. The following characterization of (4) as
Runge–Kutta method was given in [2].
Theorem 2.9. Consider a first derivative SBP operator D. If D +M−1tLtTL is invertible, (4) is equivalent
to an implicit Runge–Kutta method with the Butcher coefficients
A 
1
T
(D +M−1tLtTL )−1 
1
T
(MD + tLtTL )−1M,
b 
1
T
M1, c  1
T
(τ1 , . . . , τs)T .
(7)
The factor 1T is needed since the Butcher coefficients of a Runge–Kutta method are normalized
to the interval [0, 1].
Next, we recall some classical stability properties of Runge–Kutta methods for linear problems,
cf. [11, Section IV.3]. The absolute value of solutions of the scalar linear ordinary differential
equation (ODE)
u′(t)  λu(t), u(0)  u0 ∈ C, λ ∈ C, (8)
cannot increase if Re λ ≤ 0. The numerical solution after one time step of a Runge–Kutta method
with Butcher coefficients A, b , c is u+  R(λ∆t)u0, where
R(z)  1 + zbT(I−zA)−11  det(I−zA + z1b
T)
det(I−zA) (9)
is the stability function of the Runge–Kutta method. The stability property of the ODE is mimicked
discretely as |u+ | ≤ |u0 | if
R(λ∆t) ≤ 1.
3
Definition 2.10. A Runge–Kutta method with stability function
R(z) ≤ 1 for all z ∈ C with
Re(z) ≤ 0 is A stable. The method is L stable, if it is A stable and limz→∞ R(z)  0. /
Hence, A stable methods are stable for every time step ∆t > 0 and L stable methods damp out
stiff components as |λ | → ∞.
The following stability properties have been obtained in [2, 16].
Theorem 2.11. Consider a first derivative SBP operatorD. IfD+M−1tLtTL is invertible, then the SBP-SAT
scheme (4) is both A and L stable.
Corollary 2.12. The SBP-SAT scheme (4) is both A and L stable ifD is a nullspace consistent SBP operator.
Proof. This result follows immediately from Theorem 2.7 and Theorem 2.11. 
3. The New Schemes
The idea behind the novel SBP time integration scheme introduced in the following is to mimic
the reformulation of the ODE (1) as an integral equation
u(t)  u0 +
∫ t
0
f (τ, u(τ))dτ. (10)
Taking the time derivative on both sides yields u′(t)  f (t , u(t)). The initial condition u(0)  u0
is satisfied because
∫ 0
0 f (τ, u(τ))dτ  0. Hence, the solution u of (1) can be written implicitly as
the solution of the integral equation (10). Note that the integral operator
∫ t
0 ·dτ is the inverse of
the derivative operator ddt with a vanishing initial condition at t  0. Hence, a discrete inverse (an
integral operator) of the discrete derivative operator D with a vanishing initial condition will be
our target.
Definition 3.1. In the space of discrete grid functions, the scalar product induced by M is used
throughout this article. The adjoint operators with respect to this scalar product will be denoted
by ·∗, i.e. D∗  M−1DTM. The adjoint of a discrete grid function u is denoted by u ∗  uTM. /
By definition, the adjoint operator D∗ of D satisfies
〈u , D∗v〉M  uTMD∗v  uTDTMv  (Du)TMv  〈Du , v〉 (11)
for all grid functions u , v . The adjoint u ∗ is a discrete representation of the inverse Riesz map
applied to a grid function u [35, Theorem 9.18] and satisfies
u ∗v  uTMv  〈u , v〉M . (12)
The following lemma and definition were introduced in [33].
Lemma 3.2. For a nullspace consistent first derivative SBP operator D, dimkerD∗  1.
Definition 3.3. A fixed but arbitrarily chosen basis vector of kerD∗ for a nullspace consistent SBP
operator D is denoted as o . /
The name o is intended to remind the reader of (grid) oscillations, since the kernel of D∗ is
orthogonal to the image of D [35, Theorem 10.3] which contains all sufficiently resolved functions.
Several examples are given in [33]. To prove kerD∗ ⊥ imD, choose any Du ∈ imD and v ∈ kerD∗
and compute
〈Du , v〉M  〈u , D∗v〉M  〈u , 0〉M  0. (13)
Example 3.4. Consider the SBP operator of order p  1 defined by the p + 1  2 Lobatto Legendre
nodes τ1  0 and τ2  T in [0, T]. Then,
D 
1
T
(−1 1
−1 1
)
, M 
T
2
(
1 0
0 1
)
, tL 
(
1
0
)
, tR 
(
0
1
)
. (14)
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Therefore,
D∗  M−1DTM  1
T
(−1 −1
1 1
)
(15)
and kerD∗  span{o}, where o  (−1, 1)T . Here, o represents the highest resolvable grid oscillation
on [τ1 , τ2] and o is orthogonal to imD, since oTMD  0T . /
The following technique has been used in [33] to analyze properties of SBP operators in space.
Here, itwill be used to create newSBP schemes in time. Consider a nullspace consistent first deriva-
tive SBP operator D on the interval [0, T] using s grid points and the corresponding subspaces
V0 
{
u ∈ Rs
 u(t  0)  tTLu  0} , V1  {u ∈ Rs  ∃v ∈ Rs : u  Dv}. (16)
Here and in the following, u(t  0) denotes the value of the discrete function u at the initial time
t  0. For example, u(t  0)  tTLu  u (1) is the first coefficient of u if τ1  0 and tL  (1, 0, . . . , 0)T .
V0 is the vector space of all grid functionswhich vanish at the left boundary point, i.e.V0  ker tTL .
V1 is the vector space of all grid functions which can be represented as derivatives of other grid
functions, i.e. V1  imD is the image of D.
Remark 3.5. From this point in the paper, D denotes a nullspace consistent first derivative SBP
operator. /
Lemma 3.6. The mapping D : V0 → V1 is bĳective, i.e. one-to-one and onto, and hence invertible.
Proof. Given u ∈ V1, there is a v ∈ Rs such that u  Dv . Hence,
D(v − tTLv1)  Dv − tTLvD1  Dv  u (17)
and
tTL (v − tTLv1)  tTLv − tTLv  0, (18)
since tTLv is a scalar. Hence, (18) implies that v − tTLv1 ∈ V0. Moreover, (17) shows that an arbitrary
u ∈ V1 can be written as the image of a vector in V0 under D. Therefore, D : V0 → V1 is surjective
(i.e. onto).
To prove that D is injective (i.e. one-to-one), consider an arbitrary u ∈ V1 and assume there
are v ,w ∈ V0 such that Dv  u  Dw . Then, D(v − w)  0. Because of nullspace consistency,
v −w  α1 for a scalar α. Since v ,w ∈ V0  ker tTL ,
0  tTL (v −w)  αtTL1  α. (19)
Thus, v  w . 
Definition 3.7. The inverse operator of D : V0 → V1 is denoted as J : V1 → V0. /
The inverse operator J is a discrete integral operator, with zero initial data.
Example 3.8. Continuing Example 3.4, the vector spaces V0 and V1 are
V0 
{
u  α
(
0
1
)  α ∈ R
}
, V1 
{
u  β
(
1
1
)  β ∈ R
}
. (20)
This can be seen as follows. For V0  ker tTL , using t
T
L  (1, 0) implies that the first component of
u ∈ V0 is zero and that the second one can be chosen arbitrarily. ForV1  imD, note that both rows
of D are identical. Hence, every u  Dv ∈ V1 must have the same first and second component.
At the level of R2, the inverse J of D can be represented as
J  T
(
0 0
0 1
)
. (21)
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Indeed, if u 
(
0
u2
)
∈ V0, then
JDu  T
(
0 0
0 1
)
1
T
(−1 1
−1 1
) (
0
u2
)

(
0 0
0 1
) (
u2
u2
)

(
0
u2
)
 u . (22)
Similarly, if u  u1
(
1
1
)
∈ V1, then
DJu 
1
T
(−1 1
−1 1
)
T
(
0 0
0 1
) (
u1
u1
)

(−1 1
−1 1
) (
0
u1
)

(
u1
u1
)
 u . (23)
Hence, JD  idV0 and DJ  idV1 , where idVi is the identity on Vi . /
Now, we have introduced the inverse J of D : V0 → V1, which is a discrete integral operator
J : V1 → V0. However, the integral operator J is only defined for elements of the space V1  imD.
Hence, one has to make sure that a generic right hand side vector f is in the range of the derivative
operator D in order to apply the inverse J. To guarantee this, components in the direction of grid
oscillations o must be removed. For this, the discrete projection/filter operator
F  I− oo
∗
‖o ‖2M
(24)
will be used.
Lemma 3.9. The projection/filter operator F defined in (24) is an orthogonal projection onto the range of
D, i.e. onto V1  imD  (kerD∗)⊥. It is symmetric and positive semidefinite with respect to the scalar
product induced by M.
Proof. Clearly, oo ∗‖o ‖2M
is the usual orthogonal projection onto span{o} [35, Theorems 9.14 and 9.15].
Hence, F is the orthogonal projection onto the orthogonal complement span{o}⊥  (kerD∗)⊥ 
imD  V1. In particular, for a (real or complex valued) discrete grid function u ,
〈u , Fu〉M  〈u , u〉M −
| 〈u , o〉M |2
‖o ‖2M
≥ 0 (25)
because of the Cauchy–Schwarz inequality [35, Theorem 9.3]. 
Now, all ingredients to mimic the integral equation (10) have been provided. Applying at first
the discrete projection operator F and second the discrete integral operator J to a generic right
hand side f results in JF f , which is a discrete analog of the integral
∫ t
0 f dτ. Additionally, the
initial condition has to be imposed, which is done by adding the constant initial value as u0 ⊗ 1.
Putting it all together, a new class of SBP schemes mimicking the integral equation (10) discretely
is proposed as
u  u0 ⊗ 1 + JF f , u+  tTRu . (26)
Example 3.10. Continuing Examples 3.4 and 3.8, the adjoint of o is
o ∗  oTM  (−1, 1)T2
(
1 0
0 1
)

T
2 (−1, 1). (27)
Hence, the projection/filter operator (24) is
F  I− oo
∗
‖o ‖2M

(
1 0
0 1
)
− 12
(
1 −1
−1 1
)

1
2
(
1 1
1 1
)
. (28)
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Thus, F is a smoothing filter operator that removes the highest grid oscillations and maps a grid
function into the image of the derivative operator D. Hence, the inverse J, the discrete integral
operator, can be applied after F, resulting in
JF  J
(
I− oo
∗
‖o ‖2M
)
 T
(
0 0
0 1
)
1
2
(
1 1
1 1
)

T
2
(
0 0
1 1
)
. (29)
Finally, for an arbitrary u ∈ R2,
JFu 
T
2
(
0 0
1 1
) (
u1
u2
)

T
2
(
0
u1 + u2
)
∈ V0. (30)
/
3.1. Summarizing the Development
As stated earlier, the SBP time integration scheme (26) mimics the integral reformulation (10)
of the ODE (1). Instead of using J as discrete analog of the integral operator
∫ t
0 ·dτ directly, the
projection/filter operator F defined in (24)must be applied first in order to guarantee that a generic
vector f is in the image of D. Finally, the initial condition is imposed strongly.
Note that
tTLu  t
T
L (u0 ⊗ 1) + tTL J
(
I− oo
∗
‖o ‖2M
)
f  u0. (31)
The second summand vanishes because J returns a vanishing value at t  0, i.e. tTL J  0
T , since
J : V1 → V0 maps onto V0  ker tTL .
Moreover, taking the discrete derivative on both sides of (26) results in
Du  F f 
(
I− oo
∗
‖o ‖2M
)
f , (32)
since D1  0. The orthogonal projection operator on the right hand side ensures that this equation
can be solved for u for any given right hand side f . Such a projection F ontoV1  imD is necessary
in the discrete case because of the finite dimensions.
Remark 3.11. In the context of SBP operators, two essentially different interpretations of integrals
arise. Firstly, the integral
∫ T
0 ·dτ gives the L2 scalar product, approximated by the mass matrix
M which maps discrete functions to scalar values. Secondly, the integral
∫ t
0 ·dτ is the inverse of
the derivative with vanishing values at t  0. This operator is discretized as J on its domain of
definition V1  imD and maps a discrete grid function in V1  imD to a discrete grid function in
V0  ker tTL . /
3.2. Linear Stability
In this section, linear stability properties of the new scheme (26) are established.
Theorem 3.12. For nullspace consistent SBP operators, the scheme (26) is A stable.
Proof. For the scalar linear ODE (8) withRe λ ≤ 0, the energymethodwill be applied to the scheme
(26). Using · to denote the complex conjugate, the difference of the energy at the final and initial
time (see (31)) is
|u+ |2 −|u0 |2 
tTRu 2 −tTLu 2  uTtRtTRu − uTtLtTLu
 uT
(
MD + (MD)T )u , (33)
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where the SBP property (2) has been used in the last equality. Hence, inserting (32) to replace Du
by F f  λFu yields
|u+ |2 −|u0 |2  2Re
(
uTMDu
)
 2Re
(
λuTMFu
)
 2Re(λ)︸︷︷︸
≤0
uTMFu︸¨¨ ¨︷︷¨¨ ¨︸
≥0
≤ 0. (34)
The second factor is non-negative because F is positive semidefinite with respect to the scalar
product induced by M, cf. Lemma 3.9. Therefore, |u+ |2 ≤ |u0 |2, implying that the scheme is A
stable. 
In general, the novel SBP scheme (26) is not L stable, cf. Remark 3.17.
3.3. Characterization as a Runge–Kutta Method
Unsurprisingly, the new method (26) can be characterized as a Runge–Kutta method.
Theorem 3.13. For nullspace consistent SBP operators that are at least first order accurate, the method (26)
is a Runge–Kutta method with Butcher coefficients
A 
1
T
JF 
1
T
J
(
I− oo
∗
‖o ‖2M
)
, b 
1
T
M1, c  1
T
(τ1 , . . . , τs)T . (35)
Proof. First, note that one step (6) from zero to T of a Runge–Kutta method with coefficients A, b , c
can be written as
u  u0 ⊗ 1 + TA f , u+  u0 + TbT f , (36)
where the right hand side vector f is given by f i  f (ciT, u i). Comparing this expression with
u  u0 ⊗ 1 + JF f , u+  tTRu , (26)
where the right hand side is given by f i  f (τi , u i), the form of A and c is immediately clear. The
new value u+ of the new SBP method (26) is
u+  tTRu  1
TtRtTRu . (37)
Using the SBP property (2) and D1  0,
u+  1TtLtTLu + 1
TMDu + 1TDTMu  tTLu + 1
TMDu . (38)
Inserting tTLu  u0 and Du from (32) results in
u+  u0 + 1TM
(
I− oo
∗
‖o ‖2M
)
f  u0 + 1TM f −
〈1, o〉M
〈
o , f
〉
M
‖o ‖2M
. (39)
Because of 1 ∈ imD ⊥ kerD∗ 3 o , we have 〈1, o〉M  0. Hence,
u+  u0 + 1TM f . (40)
Comparing this expression with (36) yields the final assertion for b. 
Lemma 3.14. For nullspace consistent SBP operators, the first row of the Butcher coefficient matrix A in
(35) of the method (26) is zero if tL  (1, 0, . . . , 0)T .
Proof. By definition, J yields a vector with vanishing initial condition at the left endpoint, i.e.
tTL J  0
T . Because of tL  (1, 0, . . . , 0)T , we have 0T  tTL J  J[1, :], which is the first row of J, where
a notation as in Julia [1] has been used. 
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3.4. Operator Construction
To implement the SBP scheme (26), the product JF has to be computed, which is (except for a
scaling by T−1) the matrix A of the corresponding Runge–Kutta method, cf. Theorem 3.13. Since
the projection operator F maps vectors into V1  imD, the columns of F are in the image of the
nullspace consistent SBP derivative operator D. Hence, the matrix equation DX  F can be solved
for X, which is a matrix of the same size as D, e.g. via a QR factorization, yielding the least norm
solution. Then, we have to ensure that the columns of JF are in V0  ker tTL , since J maps V1 into
V0. This can be achieved by subtracting tTLX[:, j] from each column X[:, j] of X, j ∈ {1, . . . , s},
where a notation as in Julia [1] has been used. After this correction, we have X  JF.
3.5. Lobatto IIIA Schemes
General characterizations of the SBP-SAT scheme (4) on Radau and Lobatto nodes as classical
collocation Runge–Kutta methods (Radau IA and IIA or Lobatto IIIC, respectively) have been
obtained in [26]. A similar characterization will be obtained in this section.
Theorem 3.15. If the SBP operator D is given by the nodal polynomial collocation scheme on Lobatto
Legendre nodes, the SBP method (26) is the classical Lobatto IIIA method.
Proof. The Lobatto IIIA methods are given by the nodes c and weights b of the Lobatto Legendre
quadrature, just as the SBP method (26). Hence, it remains to prove that the classical condition
C(s) is satisfied [3, Section 344], where
C(η) :
s∑
j1
ai , jc
q−1
j 
1
q
cqi , i ∈ {1, . . . , s}, q ∈
{
1, . . . , η
}
. (41)
In other words, all polynomials of degree ≤ p  s − 1 must be integrated exactly by A with
vanishing initial value at t  0. By construction of A, see (35), this is satisfied for all polynomials of
degree ≤ p−1, since the grid oscillations are given by o  ϕp , whereϕp is the Legendre polynomial
of degree p, cf. [33, Example 3.6].
Finally, it suffices to checkwhetherϕp is integrated exactly byA. The left hand side of (41) yields
Aϕp 
1
T
J
(
I− oo
∗
‖o ‖2M
)
ϕp  0, (42)
since o  ϕp . On the right hand side, transforming the time domain to the standard interval
[−1, 1], the analytical integrand of ϕp is∫ x
−1
ϕp(s)ds  1p(p + 1)
∫ x
−1
∂s
[
(s2 − 1)ϕ′p(s)
]
ds  1
p(p + 1) (x
2 − 1)ϕ′p(x), (43)
since the Legendre polynomials satisfy Legendre’s differential equation
∂x
((1 − x2)∂xϕp(x)) + p(p + 1)ϕp(x)  0. (44)
Hence,
∫ x
−1 ϕp(s)ds vanishes exactly at the s  p + 1 Legendre nodes for polynomials of degree p,
which are ±1 and the roots of ϕ′p . Thus, the analytical integral of ϕp vanishes at all grid nodes. 
Example 3.16. Continuing Examples 3.4 and 3.10, the nodes c  1T (τ1 , τ2)T  (0, 1)T are the nodes
of the Lobatto Legendre quadraturewith two nodes in [0, 1]. Moreover, the correspondingweights
are given by
b 
1
T
M1  12
(
1
1
)
. (45)
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Finally, the remaining Butcher coefficients are given by
A 
1
T
JF 
1
T
J
(
I− oo
∗
‖o ‖2M
)

1
2
(
0 0
1 1
)
, (46)
which are exactly the coefficients of the Lobatto IIIA method with s  2 stages. /
Remark 3.17. Since the Lobatto IIIA methods are neither L nor B stable, the new SBP method (26)
is in general not L or B stable, too. /
Remark 3.18. Because of Lemma 3.14, the classical Gauss, Radau IA, Lobatto IIIB, and Lobatto IIIC
methods cannot be expressed in the form (26). The classical Radau I, Radau II, and Radau IIA
methods are also not included in the class (26). For example, for two nodes, these methods have
the A matrices (
0 0
1/3 1/3
)
,
(
1/3 0
1 0
)
,
(
5/12 −1/12
3/4 1/4
)
(47)
while the methods (26) on the left and right Radau nodes yield the matrices(
0 0
1/4 3/4
)
,
(
3/8 1/8
9/8 3/8
)
. (48)
This also shows that the condition A1  c, which is common in the Runge–Kutta literature, is in
general not satisfied by the schemes (26). /
We develop a related SBP time integration scheme that includes the classical Lobatto IIIB collo-
cation method in the appendix. Additionally, we mention why it seems to be difficult to describe
Gauss collocation methods in a general SBP setting, cf. Appendix A.
4. Numerical Experiments
Numerical experiments corresponding to the ones in [21] will be conducted. The novel SBP
methods (26) have been implemented in Julia v1.3 [1] andMatplotlib [12] has been used to generate
the plots. The source code for all numerical examples is available online [30].
4.1. Non-stiff Problem
The non-stiff test problem
u′(t)  −u(t), u(0)  1, (49)
with analytical solution u(t)  exp(−t) is solved in the time interval [0, 1] using the SBP method
(26) with the diagonal norm operators of [17]. The errors of the numerical solutions at the final
time are shown in Figure 1. As can be seen, they converge with an order of accuracy equal to the
interior approximation order of the diagonal norm operators. For the operator with interior order
eight, the error reaches machine precision for N  50 nodes and does not decrease further.
4.2. Stiff Problem
The stiff test problem
u′(t)  λ (u(t) − exp(−t)) − exp(−t), u(0)  1, (50)
with analytical solution u(t)  exp(−t) and parameter λ  1000 is solved in the time interval
[0, 1]. The importance of such test problems for stiff equations has been established in [24]. Using
the diagonal norm operators of [17] for the method (26) yields the convergence behavior shown
in Figure 2. As for the SBP-SAT schemes of [21], the order of convergence is reduced to the
approximation order at the boundaries.
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Figure 1: Convergence behavior of the SBP scheme (26) using the diagonal norm operators of [17] for the
non-stiff test problem (49).
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Figure 2: Convergence behavior of the SBP scheme (26) using the diagonal norm operators of [17] for the
stiff test problem (50).
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5. Summary and Discussion
A novel class of A stable summation by parts time integration methods has been proposed.
Instead of using simultaneous approximation terms to impose the initial condition weakly, the
initial condition is imposed strongly.
Compared to the SAT approach, some linear and nonlinear stability properties such as L and
B stability are lost in general. On the other hand, well-known A stable methods such as the
Lobatto IIIA schemes are included in this new SBP framework. Additionally, a related SBP time
integration method has been proposed which includes the classical Lobatto IIIB schemes.
This article provides new insights into the relations of numerical methods and contributes to the
discussion ofwhether SBP properties are necessarily involved in numerical schemes for differential
equations which are provably stable.
A. Lobatto IIIB Schemes
Another scheme similar to (26) can be constructed by considering −D as bĳective operator acting
on functions that vanish at the right endpoint. The corresponding matrix A of the Runge–Kutta
method becomes
A  A∗∗  M−1
(
A∗
)TM, A∗  (−D)−1 (I− oo ∗‖o ‖2M
)
. (51)
Using A of (51) and b , c as in (35), the scheme is defined as the Runge–Kutta method (6) with these
Butcher coefficients A, b , c.
Theorem A.1. If the SBP derivative operator D is given by the nodal polynomial collocation scheme on
Lobatto Legendre nodes, the Runge–Kutta method (6) with A as in (51) and b , c as in (35) is the classical
Lobatto IIIB method.
Proof. The Lobatto IIIB methods are given by the nodes c and weights b of the Lobatto Legendre
quadrature, just as the SBP method. Hence, it remains to prove that the classical condition D(s) is
satisfied [3, Section 344], where
D(ζ) :
s∑
i1
bic
q−1
i ai , j 
1
q
b j(1 − cqj ), j ∈ {1, . . . , s}, q ∈ {1, . . . , ζ}. (52)
In matrix vector notation, this can be written as
ATMc q−1  1
q
M(1 − c q) ⇐⇒ M−1ATM︸¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨︸
A∗
c q−1  1
q
(1 − c q), (53)
where the exponentiation c q is performed pointwise.
In other words, all polynomials of degree ≤ p must be integrated exactly by A∗ with vanishing
final value at t  1. By construction of A, this is satisfied for all polynomials of degree ≤ p − 1, and
the proof can be continued as the one of Theorem 3.15. 
Remark A.2. Remarks 3.17 and 3.18 hold analogously: Schemes based on (51) are also in general
not L or B stable and other classical schemes on Gauss, Radau, or Lobatto nodes are not included
in this class. /
Remark A.3. Up to now, it is unclear whether the classical collocation Runge–Kutta schemes on
Gauss nodes can be constructed as special members of a family of schemes that can be formulated
for (more) general SBPoperators. Theproblem seems to be that SBP schemes rely ondifferentiation,
while the conditions C(s) andD(s) describing the Runge–Kuttamethods rely on integration. Thus,
special compatibility conditions as in the proof of Theorem 3.15 are necessary. To the authors’
knowledge, no insights in this direction have been achieved for Gauss methods. /
12
Acknowledgments
Research reported in this publication was supported by the King Abdullah University of Science
and Technology (KAUST).
References
[1] J. Bezanson, A. Edelman, S. Karpinski, andV. B. Shah. “Julia: A FreshApproach toNumerical
Computing.” In: SIAM Review 59.1 (2017), pp. 65–98. doi: 10.1137/141000671. arXiv: 1411.
1607 [cs.MS].
[2] P. D. Boom and D. W. Zingg. “High-order implicit time-marching methods based on gener-
alized summation-by-parts operators.” In: SIAM Journal on Scientific Computing 37.6 (2015),
A2682–A2709. doi: 10.1137/15M1014917.
[3] J. C. Butcher. Numerical Methods for Ordinary Differential Equations. Chichester: John Wiley &
Sons Ltd, 2016.
[4] M. H. Carpenter, D. Gottlieb, and S. Abarbanel. “Time-Stable Boundary Conditions for
Finite-Difference Schemes Solving Hyperbolic Systems: Methodology and Application to
High-Order Compact Schemes.” In: Journal of Computational Physics 111.2 (1994), pp. 220–
236. doi: 10.1006/jcph.1994.1057.
[5] M. H. Carpenter, J. Nordström, and D. Gottlieb. “A Stable and Conservative Interface Treat-
ment of Arbitrary Spatial Accuracy.” In: Journal of Computational Physics 148.2 (1999), pp. 341–
365. doi: 10.1006/jcph.1998.6114.
[6] D. C.D. R. Fernández, P. D. Boom, andD.W. Zingg. “A generalized framework for nodal first
derivative summation-by-parts operators.” In: Journal of Computational Physics 266 (2014),
pp. 214–239. doi: 10.1016/j.jcp.2014.01.038.
[7] D. C.D. R. Fernández, J. E. Hicken, and D. W. Zingg. “Review of summation-by-parts opera-
tors with simultaneous approximation terms for the numerical solution of partial differential
equations.” In: Computers & Fluids 95 (2014), pp. 171–196. doi: 10.1016/j.compfluid.2014.
02.016.
[8] G. J. Gassner. “A Skew-Symmetric Discontinuous Galerkin Spectral Element Discretization
and Its Relation to SBP-SAT Finite Difference Methods.” In: SIAM Journal on Scientific Com-
puting 35.3 (2013), A1233–A1253. doi: 10.1137/120890144.
[9] J. Glaubitz, P. Öffner, H. Ranocha, and T. Sonar. “Artificial Viscosity for Correction Pro-
cedure via Reconstruction Using Summation-by-Parts Operators.” In: Theory, Numerics and
Applications of Hyperbolic Problems II. Ed. by C. Klingenberg andM.Westdickenberg. Vol. 237.
Springer Proceedings in Mathematics & Statistics. Cham: Springer International Publishing,
2018, pp. 363–375. doi: 10.1007/978-3-319-91548-7_28.
[10] E. Hairer, S. P. Nørsett, and G. Wanner. Solving Ordinary Differential Equations I: Nonstiff
Problems. Vol. 8. Springer Series in ComputationalMathematics. BerlinHeidelberg: Springer-
Verlag, 2008. doi: 10.1007/978-3-540-78862-1.
[11] E. Hairer and G. Wanner. Solving Ordinary Differential Equations II: Stiff and Differential-
Algebraic Problems. Vol. 14. Springer Series inComputationalMathematics. BerlinHeidelberg:
Springer-Verlag, 2010. doi: 10.1007/978-3-642-05221-7.
[12] J. D.Hunter. “Matplotlib:A 2Dgraphics environment.” In:Computing in Science&Engineering
9.3 (2007), pp. 90–95. doi: 10.1109/MCSE.2007.55.
[13] D. I. Ketcheson. “Relaxation Runge–Kutta Methods: Conservation and Stability for Inner-
Product Norms.” In: SIAM Journal on Numerical Analysis 57.6 (2019), pp. 2850–2870. doi:
10.1137/19M1263662. arXiv: 1905.09847 [math.NA].
13
[14] H.-O. Kreiss and G. Scherer. “Finite Element and Finite Difference Methods for Hyperbolic
Partial Differential Equations.” In:Mathematical Aspects of Finite Elements in Partial Differential
Equations. Ed. by C. de Boor. New York: Academic Press, 1974, pp. 195–212.
[15] V. Linders, J. Nordström, and S. H. Frankel. Convergence and stability properties of summation-
by-parts in time. Technical Report LiTH-MAT-R, ISSN 0348-2960; 2019:4. Linköping, Sweden:
Linköping University, Apr. 2019.
[16] T. Lundquist and J. Nordström. “The SBP-SAT technique for initial value problems.” In:
Journal of Computational Physics 270 (2014), pp. 86–104. doi: 10.1016/j.jcp.2014.03.048.
[17] K. Mattsson and J. Nordström. “Summation by parts operators for finite difference approxi-
mations of second derivatives.” In: Journal of Computational Physics 199.2 (2004), pp. 503–540.
doi: 10.1016/j.jcp.2004.03.001.
[18] K. Mattsson and P. Olsson. “An improved projection method.” In: Journal of Computational
Physics 372 (2018), pp. 349–372. doi: 10.1016/j.jcp.2018.06.030.
[19] J. NordströmandM. Björck. “Finite volume approximations and strict stability for hyperbolic
problems.” In: Applied Numerical Mathematics 38.3 (2001), pp. 237–255. doi: 10.1016/S0168-
9274(01)00027-7.
[20] J. Nordström, K. Forsberg, C. Adamsson, and P. Eliasson. “Finite volume methods, unstruc-
tured meshes and strict stability for hyperbolic problems.” In: Applied Numerical Mathematics
45.4 (2003), pp. 453–473. doi: 10.1016/S0168-9274(02)00239-8.
[21] J. Nordström and T. Lundquist. “Summation-by-parts in time.” In: Journal of Computational
Physics 251 (2013), pp. 487–499. doi: 10.1016/j.jcp.2013.05.042.
[22] P. Olsson. “Summation by parts, projections, and stability. I.” In: Mathematics of Computation
64.211 (1995), pp. 1035–1065. doi: 10.1090/S0025-5718-1995-1297474-X.
[23] P. Olsson. “Summation by parts, projections, and stability. II.” In:Mathematics of Computation
64.212 (1995), pp. 1473–1493. doi: 10.1090/S0025-5718-1995-1308459-9.
[24] A Prothero and A Robinson. “On the stability and accuracy of one-step methods for solving
stiff systems of ordinary differential equations.” In:Mathematics of Computation 28.125 (1974),
pp. 145–162. doi: 10.1090/S0025-5718-1974-0331793-2.
[25] H. Ranocha. On Strong Stability of Explicit Runge–Kutta Methods for Nonlinear Semibounded
Operators. Accepted in IMA Journal of Numerical Analysis. Dec. 2019. arXiv: 1811.11601
[math.NA].
[26] H. Ranocha. “Some Notes on Summation by Parts Time Integration Methods.” In: Results in
Applied Mathematics 1 (June 2019), p. 100004. doi: 10.1016/j.rinam.2019.100004. arXiv:
1901.08377 [math.NA].
[27] H. Ranocha and D. I. Ketcheson. Energy Stability of Explicit Runge–Kutta Methods for Non-
autonomous or Nonlinear Problems. Sept. 2019. arXiv: 1909.13215 [math.NA].
[28] H. Ranocha and D. I. Ketcheson. Relaxation Runge–Kutta Methods for Hamiltonian Problems.
Jan. 2020. arXiv: 2001.04826 [math.NA].
[29] H. Ranocha, L. Lóczi, andD. I. Ketcheson.General RelaxationMethods for Initial-Value Problems
with Application to Multistep Schemes. Mar. 2020. arXiv: 2003.03012 [math.NA].
[30] H. Ranocha and J. Nordström. SBP-projection-in-time-notebooks. A Class of A Stable Summation
by Parts Time Integration Schemes. https://github.com/ranocha/SBP-projection-in-
time-notebooks. Mar. 2020. doi: 10.5281/zenodo.3699173.
[31] H. Ranocha and P. Öffner. “L2 Stability of Explicit Runge–Kutta Schemes.” In: Journal of
Scientific Computing 75.2 (May 2018), pp. 1040–1056. doi: 10.1007/s10915-017-0595-4.
14
[32] H. Ranocha, P.Öffner, andT. Sonar. “Summation-by-parts operators for correction procedure
via reconstruction.” In: Journal of Computational Physics 311 (Apr. 2016), pp. 299–328. doi:
10.1016/j.jcp.2016.02.009. arXiv: 1511.02052 [math.NA].
[33] H. Ranocha, K. Ostaszewski, and P. Heinisch. “Discrete Vector Calculus and Helmholtz
Hodge Decomposition for Classical Finite Difference Summation by Parts Operators.” In:
Communications on Applied Mathematics and Computation (Feb. 2020). doi: 10.1007/s42967-
019-00057-2. arXiv: 1908.08732 [math.NA].
[34] H. Ranocha, M. Sayyari, L. Dalcin, M. Parsani, and D. I. Ketcheson. Relaxation Runge–Kutta
Methods: Fully-Discrete Explicit Entropy-Stable Schemes for the Compressible Euler and Navier–
Stokes Equations. Accepted in SIAM Journal on Scientific Computing. Oct. 2019. arXiv: 1905.
09129 [math.NA].
[35] S. Roman.Advanced Linear Algebra. NewYork: Springer Science & BusinessMedia, LLC, 2008.
doi: 10.1007/978-0-387-72831-5.
[36] A. A. Ruggiu and J. Nordström. Eigenvalue analysis for summation-by-parts finite difference time
discretizations. Technical Report LiTH-MAT-R, ISSN 0348-2960; 2019:9. Accepted in SIAM
Journal of Numerical Analysis. Linköping, Sweden: Linköping University, Sept. 2019.
[37] A. A. Ruggiu and J. Nordström. “On pseudo-spectral time discretizations in summation-by-
parts form.” In: Journal of Computational Physics 360 (2018), pp. 192–201. doi: 10.1016/j.jcp.
2018.01.043.
[38] B. Strand. “Summation by Parts for Finite Difference Approximations for d/dx.” In: Journal
of Computational Physics 110.1 (1994), pp. 47–67. doi: 10.1006/jcph.1994.1005.
[39] Z. Sun and C.-W. Shu. Enforcing strong stability of explicit Runge–Kutta methods with supervis-
cosity. 2019. arXiv: 1912.11596 [math.NA].
[40] Z. Sun andC.-W. Shu. “Stability of the fourth order Runge–Kuttamethod for time-dependent
partial differential equations.” In: Annals of Mathematical Sciences and Applications 2.2 (2017),
pp. 255–284. doi: 10.4310/AMSA.2017.v2.n2.a3.
[41] Z. Sun and C.-W. Shu. “Strong Stability of Explicit Runge–Kutta Time Discretizations.” In:
SIAM Journal on Numerical Analysis 57.3 (2019), pp. 1158–1182. doi: 10.1137/18M122892X.
arXiv: 1811.10680 [math.NA].
[42] M. Svärd and J. Nordström. “On the convergence rates of energy-stable finite-difference
schemes.” In: Journal of Computational Physics 397 (2019), p. 108819. doi: 10.1016/j.jcp.
2019.07.018.
[43] M. Svärd and J. Nordström. “Review of summation-by-parts schemes for initial-boundary-
value problems.” In: Journal of Computational Physics 268 (2014), pp. 17–38. doi: 10.1016/j.
jcp.2014.02.031.
15
