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1. INTRODUCTION 
In [l] R. Bellman and R. Latter obtained upper bounds for the largest 
eigenvalue of a class of integral equations with displacement kernels. These 
bounds have proved moderately satisfactory, their efficacy being dependent 
upon precise properties of the kernels and on the interval of integration 
(see [l ; 21). In this paper we shall considerably extend the results of [l] to 
include a much larger class of integral operators. For some of these we 
actually obtain a sequence of bounds which converges from above to the 
largest eigenvalue of the operator. 
In Section 2 the general theory is developed, while in Section 3 it is spe- 
cialized to cover the case of weighted displacement kernels. Some numerical 
results are given. Section 4 presents a few results showing the applicability 
of the theory to certain Sturm-Liouville problems by means of the associated 
Green’s function. The final section consists of a summary together with some 
suggestions for further research. 
2. GENERAL THEORY 
For convenience we shall assume that all functions occurring in this 
treatment are real. 
THEOREM 2.1. Let C(x, y) be measurable, symmetric, nonnegative and such 
that C(x, y) = C(- x, - y) on - a < x, y < a. Further, suppose that 
P(x) = I= C2(x,y) dy 
-a 
(2-l) 
*Work supported by NSF Grants 5965 and 5967. 
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exists as a bounded measurable fun&m for all x, - a < x < a. Finally, assume 
that for any even, nonnegative function (Cl(y), nonincreasing for 0 < y < a 
and in L, on a < y < a thefunction 
J(x) = 1” C(X,Y) #J(Y) dY 
J -0 
is defined for all x, - a < x < a, and is nonincreasing on 0 < x 5: a. 
For any bounded, nonnegative function y(x), even on - a < x < a and 
nonincreasing on 0 < x < a, dejke 
Then the largest e&envalue of the integral equation 
satisfies 
by?(x) = ,“, Y(Y) C(X? Y) T’(Y) dY (2.4) 
h ,< iv,. (2.5) 
PROOF. Since y > 0, Eq. (2.4) may be symmetrized. Further, since 
yC >, 0, the largest eigenvalue is positive and the corresponding eigenfunc- 
tion may be chosen nonnegative. Finally, this eigenfunction is even. 
We note first that 
(2:6) 
exists. For, noting that i y 1 exists, we get 
hW12 < I Y I2 j-1. C2(x, Y) 4 1”. v2b) dr- (2.7) 
Since C is in L, on the square - a < x, y < a (see (2.1)), v itself is in& on 
- a < y < a. Thus, using !) *.. 1) to denote the L, norm, we have 
MX)12 G I Y I2 A2c4 II TJ l12. (2.8) 
The existence of ) q~ ( now follows from the assumptions on A(X). 
Straightforward iteration of (2.4) gives 
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Thus 
A” 1 ‘P(X) 1 G 1 P 1 j;. **- j”, Y(%) C(x, , x2) *** y(xn) C(x, x,J dx, -*a dx, , 
(2.10) 
and so 
A” G -.“,“,p,a ja C(x, xn) QUGJ dx, > (2.11) . . -tJ, 
where 
-a. Y(x,-~) C(x,, , xn) dx, *-* dx,, , n 2 2. (2.12) 
It is easy to see that I+& is even and nonnegative. To see that it is non- 
increasing for 0 < x < a we may proceed by induction. For n = 2, 
= Y(%) j" Yh) C(xs s Xl) dx, 3 (2.13) 
-a 
which is nonincreasing for 0 < x < a by the hypotheses on J(x) and those 
on y. But 
Ywn> = Y(Xn> j”. %a-1 3 xn> hd%-1) dx,-1 (2.14) 
and the rest is obvious. 
That #,, is in L, also follows by induction. 
Finally, again by the assumptions on J(x), the supremum in (2.11) is 
achieved at x = 0. Thus 
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THEOREM 2.2. Under the hypotheses of Theorem 2.1, 
M;$ < MjM k 3 k Y j, k = 1,2 ,... . 
PROOF. Write 
COROLLARY. Mzk GM,, k = 1,2,.... 
PROOF. Obvious. 
It is perhaps appropriate to remark that it is not true that any sequence 
M, satisfying (2.16) is nonincreasing. To see this consider the sequence which 
starts M, = 1 .O, n = 1, 2 ,... , 9 with M,, = 0.1, M,, = (O.l)1o/11. Clearly 
Ml1 > Ml0 * Now choose MI, = *** = MI9 = 0.1, M,, = .Ol, 
M,, = (.01)20/21. Again M,, > M,, , y et the sequence satisfies (2.16). The 
law of formation is clear and we elaborate no further. 
We note from the corollary that any subsequence of the form Mta,, 
n = 1, 2,..., with k arbitrary, is nonincreasing. 
THEOREM 2.3. Let C and y be as before. Suppose that for - a < x < a 
there exists m > 0 such that 
,“. y(y) ~(0,~) c(x, Y> dr 2 m j-“_, y(Y) ‘@Y) dy* (2.17) 
Then for all n, n = 1, 2 ,..., 
X > Q1’nM;z;‘n, (2.18) 
409/23/z-11 
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where 
Q=a m . 
s C2(0, Y) Y(Y) 4 -a 
(2.19) 
PROOF. We employ the Rayleigh-Ritz principle and the iterated kernel. 
Write 
a qx, Xl) = **. s I a cc Xl, x2) *** q%l 9 %) C(X? 4 Yk2) --a -a 
**a y(x,J dx, .-- dx, . (2.20) 
It is clear that X, is symmetric. Moreover, (2.9) may be written as 
(2.21) 
or, in symmetrized form, 
where 
The classical Rayleigh-Ritz principle yields at once 
provided I/ 8 /I = 1. As a trial function we choose 
t(x) = AC(O, 4 m> A2 = 1 jra C2(0, 4 ~(4 dxl-‘. (2.24) 
Then 
a a-. y(xn) dx, ... dx, 1 is --a 0, 4 C(x, n) ~(4 d”] 
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2 a 
m a . . . 
s 
IS 1 
a qo, Xl) C(% 9 x2> *** w%-1 ,%A> Y@l) 
cyo, x) y(x) dx -= -@ 
--6 
= QM$; . 
This completes the proof. 
THEOREM 2.4. Under the hypotheses of Theorem 2.3, 
PROOF. Obvious. 
THEOREM 2.5. Under the hypotheses of Theorem 2.3, lirn,+m M,, = A, and 
any subsequence of the form M,,, , k fixed, n = 1,2,... is monotone nonincreasing 
to A. 
PROOF. From Theorem 2.4 we obtain 
or 
,)“l(n+l)Q-W’+l) 2 M,,+l > A, (2.27) 
The fact that lim,,,, M,, = h is immediate. The rest of the theorem is a 
result of the corollary of Theorem 2.2. 
3. APPLICATION TO WEIGHTED DISPLACEMENT KERNELS 
In this section we shall show how the results obtained in Section 2 extend 
some of the theorems of [l]. 
THEOREM 3.1. Let K(u) be in L, on 0 < u < 2a, and suppose K is non- 
negative and nonincreasing there. Let C(x, y) = K( 1 x - y I). Then .a11 the 
theorems of Section 2 hold. 
PROOF. The only hypothesis of Theorem 2.1 that is not trivially satisfied 
is that concerning 
.I(4 = j-1. WI x - Y I) KY> dr. (3.1) 
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In [l] it is shown that if K and 4 are continuously differentiable functions, 
even, non-negative and nonincreasing for nonnegative arguments then J(X) 
is nonincreasing on 0 5; x 5: a. To generalize this we let Kn and #, , 
n = 1, 2,..., have all the properties required in the present theorem of K 
and #. Further let K, and 4% be continuously differentiable and such that 
lim 
s 
2a j K,(u) - K(u) j2 du = 0 n+m o 
;E s : 1 ~&) - I,+) I2 du = 0. (3.2) 
Defme 
I&> = j”, &(I x - Y I) MY> dy, (3.3) 
so that In(x) is nonincreasing on 0 < x < a. Now, for - a < x < a, 
I In(x) - l(x) I G ja I Kdl ~-yl)~~;E(y)-K(I~-~l)(C1~~)ldy -a 
< /j”,l K(lx -Y I) --(IX-Y I) 12dyj~~l+n(~~ I”~Y]~” 
+ 1 j;, I KU x -Y I> I2 dy j”, I qlmW - +(Y> I2 dr 1”’ 
< I,:, I JU 21 I) - K(lu I) I2 du j”, I &z(y) I2 dylllz 
a 
+ jj1”,, I KU u I) I2 du j-, I 44~) - $(Y) I2 dy\“: (3.4) 
From (3.4) it follows that limn+, Jn(x) = J(X) uniformly so that J(X) is 
nonincreasing on 0 < x < a. 
We must now verify that there exists m > 0 such that 
j~~~(y)~(l~l)K(I*-~I)dy~~j~~y(~)K(lx-~l)d~. (3.5) 
Since y(y) is even and nonincreasing on 0 < y < a, the foregoing shows that 
j-y, Y(Y) KC1 x -Y I> dr G j-“, Y(Y) WI Y I) dr- (3.6) 
Similarly, since y(y) K(\ y 1) is even and nonincreasing on 0 < y < a, 
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we have 
j~~Y(y)K(,y,)K(l*-y:)dy~j(I~Y(Y)K(lyl~K(l~--Y~)dy~ (3.7) 
We pick 
s 
a 
Y(Y)WlY I)Wa -Y I)dY 
m= --lx 
s 
(1 > 0, 
-aY(YwclY I)dY 
and the proof is complete. 
Numerous numerical calculations have been made to test the efficacy 
of the method as a practical means of finding bounds on eigenvalues 
of displacement kernels. As is often the case it seems to be very satisfactory 
for some kernels, less so for others. Comparisons have been made with the 
original Bellman-Latter results, with exact values and known lower bounds, 
and with the most straightforward bound obtainable, nameIy, 
AZ< a !I a y2(y) K2( 1 x - y I) dx dy = N2. -a --a 
We present results for just two cases: 
CASE 1. y(y) = 1, K(U) = e+; 
CASE 2. y(y) = 1, K(U) = e-“=. 
CASE 1’ 
(3.8) 
a Ml N Exact h 
0.1 .1990 0.1885 .1873 0.1873 
0.4 .6600 0.6429 .6257 0.6252 
0.7 1.006 0.9718 .9345 0.9303 
1.0 1.264 1.214 1.161 1.149 
1.5 1.554 1.492 1.434 1.395 
2.0 1.730 1.669 1.630 1.550 
3.0 1.900 1.858 1.932 1.728 
5.0 1.987 1.975 2.397 1.870 
7.0 1.998 1.946 2.784 1.925 
10.0 2.000 2.000 3.279 1.960 
r The author is indebted to Richard C. Allen, Jr. for most of the computational 
results. The exact values-in Case 1 and lower bounds in Case 2 are taken from [2]. 
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CASE 2 
u Ml 
Lower bound 
N 0nX 
0.1 0.199 0.199 .199 0.199 
0.4 0.759 0.742 .726 0.726 
0.7 1.201 1.144 1.086 1.086 
1.0 1.494 1.406 1.311 1.304 
1.4 1.688 1.606 1.510 1.469 
2.0 1.764 1.730 1.733 1.593 
3.0 1.772 1.772 2.072 1.772 
Out of practical considerations, only Mr and n/r, were computed. The 
difficulty of calculation is comparable to that involved in calculating N. In 
both cases lim a+, h exists, the value being 2.0 in Case 1 and 2/G in Case 2 -- 
(see [I]). This is accurately reflected in Mi and 2/~~ but cannot be evidenced 
by N, since lima-,m N = co. 
4. STURM-LIOUVILLE PROBLEMS 
In this section we call attention to the fact that many Sturm-Liouville 
problems have Green’s functions which satisfy the conditions imposed on 
C(x, y) in Section 2. 
We consider the operator L defined by 
and ask, with y as in Section 2, that 
4 = AY;rc4 944, (4.2) 
with 
yJ’( - a) - kq( - a) = 0, v’(a) + W(4 = 0; (4.3a) 
or 
9’( - a) = q(u) = 0. (4.3b) 
We supposep(x), q(x) are even and continuous, andp(x) > 0 on - a < x < a. 
It is known (see, for example [3]) that the corresponding Green’s function is 
w&c) w,(y)/$, 
G(xp 39 = [WI(y) w&c)/&, 
- a < y < 2. G 4 
- 4 < x < y < a, (4.4) 
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where r+(x) satisfies Lw, = 0 and the boundary condition at x = a, while 
wr(x) satisfies Lw, = 0 and the condition at x = - a. The conjunct, $, is 
given by 
2%) = PC4 {Wl(X) w&9 - wzw wxx>>, (4.5) 
and is known to be a constant different from zero if and only if w1 and wr 
are independent. 
We choose to write 
WI(X) = W(a - x), (4.6) 
and assume that the system is such that W(U) > 0, 0 < u < 2~2, and 
lV’(u) > 0 for 0 < u < a. The hypotheses on p and 4 together with the form 
of the boundary conditions then yield 
Further 
wz(x) = W(a + x). (4.7) 
so that w1 and wa are indeed linearly independent. 
The problem defined by (4.2) and (4.3) h is ence equivalent to the integral 
equation 
AT(X) = /“, Y(Y) G(x, Y> V(Y) dr 
-- i& fla s w(u - 4 w(a + Y) Y(Y) P)(Y) dr 
+ 2&, + 
-~Ww(n+x)w(~-r)r(~)~01)dr, (4-g) 
where X = l/x. 
It is easily verified that G( - x, - y) = G(x, y), and G is, of course, 
symmetric and nonnegative. We study, as in Theorem 2.1, 
J(X) = s”. G(x, r> 4(r) dr 
=-& 1. I W(a - 4 W(a +Y) #(Y) 4 
+$iq,: W(a + 4 W(u - Y) $09 dY* (4.9) 
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Assume first that # is continuous. Then 
J’(x) = $q I- W’(a - xl 1’ W(a + Y) +(Y) 4 
--a 
= 2h W’(a +x) - W’(a - x)> “ W(a - y) 9(y) d.5 
W(u -x) CT --- s f(O) --o Ul(a - Y) 9(r) dye (4.10) 
Now choose 0 < x < a. Then clearly J’(x) < 0 provided $ > 0 and 
W’(a + x) < W’(u - x). (4.11) 
(Observe that the hypotheses that #(x) be even and nonincreasing on 
0 < x < a are not required.) 
If # is not continuous but only in L, then we may approximate # by a 
sequence of continuous functions I+& and proceed as in Theorem 3.1. 
Finally, we write 
s 
a 
Y(Y) W, Y) G(x, Y> dr 
F(x) = --a 
I 
a 
y(r) G(x,Y)~Y ’ 
(4.12) 
It is clear that S(x) > 0 on 0 < x < a. If condition (4.3a) holds then 
S(a) > 0 as well. Hence S=(x) > m > 0 on 0 < x < a and the hypothesis 
of Theorem 2.3 is satisfied. 
If, however, the boundary condition is (4.3b), then G(u, y) = 0 and F(a) 
is not defined by (4.12). H owever, an application of L’Hospital’s rule is valid 
and 
s 
Q 
liz F(x) = 
-a Y(Y) WA Y> G&, Y> dr 
D > 0. 
I 
(4.13) 
--Q r(r) G&Y> dr 
Thus, (2.17) holds again. 
THEOREM 4.1. Let G(x, y) given by (4.4) be the Green’s function of the 
Sturm-Liouville problem defined by (4.2) and (4.3a) or (4.3b). Write 
wz(x) = W(u + x) and suppose W(U) > 0, 0 < u < 2u, W’(U) > 0, 
0 < u < a, with W’(u + x) < W’(u - x) for 0 < x Q a. Then the theorems 
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of Section 2 all apply to G and hence provide lower estimates for the smallest 
eigenvalue x of the Sturm-Liouville problem. 
COROLLARY. If W(u) > 0 on 0 < u < 2a, w’(u) > 0 on 0 < u < a, and 
W”(u) < 0 on 0 < u < 2a, then Theorem 4.1 holds. 
PROOF OF THE COROLLARY. Clearly W”(U) < 0 implies 
W’(a + x) < W’(a -- x), O<x<a. 
EXAMPLE 1. 
L&g, 
y(- a) = y(a) = 0. 
Here 
W(u) = u 
/ 
(a+x>(a-r> 
2a ’ - a,<x<y,<a, 
G(x, y) = 
(a - 4 (a + A 2a , -a<y<x<a. 
EXAMPLE 2. 
P)(- a) = p)(a) = 0, 
W(u) = sin 24. 
In this case we must require 0 < a < 42. Then W(u) = sin u > 0 for 
0 < u < 2a, W,(U) > 0 for 0 < u < a, and W”(u) < 0 for 0 < u < 2a. 
Thus all conditions of the theorem are satisfied, and 
sin(a + x) sin(a - y) 
sin@) ’ -a<x<yba, 
WY) = 
sin(a - x) sin(a + y) 
sin(2a) ’ - a,<y<x<a. 
5. SUMMARY 
We have shown in this paper how earlier results of Bellman and Latter 
on eigenvalue bounds can be generalized to cover a fairly large class of 
integral operators. Moreover, we have demonstrated in certain instances 
that there is a computable sequence of bounds that converges from above to 
the largest eigenvalue of the operator. Special cases of displacement kernels 
and Green’s functions have been studied, though not in great detail. 
As is so often the case with such problems, the study has been confined 
to the largest eigenvalue of the integral operator. There seems to be little 
likelihood of finding estimates on individual smaller eigenvalues using the 
ideas we have employed. However, it does seem possible that upper bounds 
on certain sums of eigenvalues may be obtainable by our general methods. 
If so, these could be combined with results of Ky Fan and Hersch [4, 51 to 
provide estimates of individual eigenvalues. 
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