Genomic variant discovery is frequently performed using the GATK Best Practices variant calling pipeline, a complex workflow with multiple steps, fans/merges, and conditionals. This complexity makes management of the workflow difficult on a computer cluster, especially when running in parallel on large batches of data: hundreds or thousands of samples at a time. Here we describe a wrapper for the GATK-based variant calling workflow using the Swift/T parallel scripting language. Standard built-in features include the flexibility to split by chromosome before variant calling, optionally permitting the analysis to continue when faulty samples are detected, and allowing users to analyze multiple samples in parallel within each cluster node. The use of Swift/T conveys two key advantages: (1) Thanks to the embedded ability of Swift/T to transparently operate in multiple cluster scheduling environments (PBS Torque, SLURM, Cray aprun environment, etc.,) a single workflow is trivially portable across numerous clusters; (2) The leaf functions of Swift/T permit developers to easily swap executables in and out of the workflow, conditional on the analyst's choice, which makes the workflow easy to maintain. This modular design permits separation of the workflow into multiple stages and the request of resources optimal for each stage of the pipeline. While Swift/T's implicit data-level parallelism eliminates the need for the developer to code parallel analysis of multiple samples, it does make debugging of the workflow a bit more difficult, as is the case with any implicitly parallel code. With the above features, users have a powerful and portable way to scale up their variant calling analysis to run in many traditional computer cluster architectures.
Introduction
individual stages can be altered without breaking the workflow, as long as inputs and 96 outputs remain consistent. This way, workflows can be updated with new methodologies 97 as the scientific field and respective tools evolve. 98 Data parallelism and scalability 99 A major expectation of a good workflow management system is the ability to develop a 100 single code path that will automatically run in parallel on multiple samples and not 101 force the user to manually code data-level parallelism. This implicit parallelism is not 102 just a matter of convenience, but a significant performance boost. Bioinformatics tools 103 are commonly implemented as multithreaded executables that are not MPI-enabled. 104 Thus, in Bash workflows each task on each sample has to be run as an individual cluster 105 job. If the cluster does not support job arrays, its workload manager can get 106 overwhelmed by the high number of jobs when analyzing large datasets, leading to slow 107 queues or failures. In contrast, a proper workflow management system should run a 108 workflow as a single multi-node job, handle the placement of tasks across the nodes 109 using embedded parallel mechanisms, such as MPI, and scale well with the number of 110 samples. 111 The workflow manager should also support repetitive fans and merges in the code. 112 For example, in variant calling it is common to cut the walltime of analysis by splitting 113 the input sequencing data into chunks, performing alignment in parallel on all chunks, 114 merging the aligned files per-sample for sorting and deduplication, and finally splitting 115 again for parallel realignment and recalibration per-chromosome ( Fig. 1, left panel) . 116 This pattern of parallelization is more complex than merely running each task on each 117 input sample -yet is a common workflow requirement. 118 Finally, in bioinformatics we only need certain tools to run on multiple samples in 119 parallel. Other tasks, such as creating folders, user notification or running QC on the 120 whole stage, can and sometimes should be run sequentially. Therefore, it is beneficial to 121 support differential use of data-level parallelism in some modules but not others. 122 Real-time logging and monitoring 123 When analyzing many samples at once, especially in a production environment where 124 the data flow continuously through the cluster, it is important to have a good system 125 Table 1 . Tools commonly used in genomic variant calling workflows.
Workflow Task
Bioinformatics tools Alignment BWA MEM [32] , Novoalign [33] , Bowtie2 [34] † Soringt SAM Novosort [33] , Samtools [35] , Sambamba [36] † Marking duplicates Samblaster [37] , Novosort [33] , Picard [38] Indel Realignment ‡ GATK [39] Base Recalibration Variant Calling GATK HaplotypeCaller [40] or UnifiedGenotyper, Samtools mpileup † [35] , Platypus † [41] , Strelka2 † [42] Joint Genotyping GATK GenotypeGVCFs † Options absent from our implementation ‡ Indel realignment is not necessary past GATK version 3.6, but can be included to comply with legacy analyses, and to enable the use of non-GATK variant callers that require realignment. reproducibility of the analysis. This can be manually accomplished by developing a 131 system of runtime logs captured via stdout dumps, and handling user notification via 132 mailx, but both are quite tedious to code for complex, branched, multi-task workflows. 133 A good workflow manager should provide these capabilities implicitly.
134
Portability 135 A developer should be able to write a workflow once and then deploy it in many The Swift/T language natively supports modularity by defining a "worker" for each 143 executable ("leaf function" in Swift/T terminology), to be called at the appropriate 144 place in the workflow. For example, we implemented the choice to align reads either 145 using BWA MEM or Novoalign, as follows.
146
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5/23 @dispatch=WORKER app (file output, file outLog) bwa_mem (string bwaexe, string read1, string read2, string INDEX, string bwamemparams[], int PBSCORES, string rgheader) { bwaexe "mem" "-M" bwamemparams "-t" PBSCORES "-R" rgheader INDEX read1 read2 @stdout=output @stderr=outLog; } @dispatch=WORKER app (file output, file outLog) novoalign (string novoalignexe, string read1, string read2, string INDEX, string novoalignparams[], int PBSCORES, string rgheader) { novoalignexe "-c" PBSCORES "-d" INDEX "-f" read1 read2 "-o" "SAM" rgheader @stdout=output @stderr=outLog; } 147 148 Here each executable is wrapped using the generic "worker" syntax, and workers are 149 conditionally invoked in a compact fashion to perform the Alignment task of the Subworkflows, or "stages", are implemented as individual Swift/T app functions that 154 are chained together by the primary workflow script (Fig 1, right panel) . At each stage, 155 the user can direct the workflow to generate the output files necessary for the next 156 stage, or pass on the output generated from a previous run. At the end of each stage, 157 there is an implicit wait instruction that ensures all tasks have finished before the next 158 stage can run (also see next section).
159
Data parallelism and scalability The "data flow" programming model of Swift/T implicitly supports parallel execution 161 of tasks. Statements are evaluated in parallel unless prohibited by a data dependency or 162 resource constraints, without the developer needing to explicitly code parallelism or 163 synchronization. Swift/T will automatically wait on a process to finish if the next step 164 depends on its output. For example, after read alignment, the step to mark duplicates 165 in an aligned BAM (picard logged) depends on the previous step There are some places in the workflow where a stage must wait on another, yet a 173 direct data dependency does not exist. For example, log information begins to be 174 produced right away as the Alignment module begins execution. The output log folder 175 must first exist for this purpose, but the asynchronous parallel execution function of 176 Swift/T may start the Alignment module before it runs the statement to create the log 177 folder. This can be addressed by explicitly forcing the wait either via the "=>" symbol, 178 via wait() statement, or via a dummy variable that "fakes" a data dependency. The above example illustrates the use of a wait() statement, and also the 182 drawbacks of enforcing implicit parallelism across the entire workflow. In bioinformatics, 183 patterns of execution are usually mixed: individual commands running in parallel on 184 many samples are intermixed with serial blocks of code that perform quality control, 185 data management, user notification, or other tasks. It would be useful to have these 186 blocks fenced-off to prevent Swift/T from attempting to run them all asynchronously 187 and in parallel. Parsl, the next step in evolution of Swift language, has that 188 capability [43, 44] . 189 Nonetheless, Swift/T does take care of parallelism in a smart and transparent way 190 that makes efficient use of resources. The user should still take care to request a 191 reasonable number of nodes: too few -and many samples will be processed in series; too 192 many -and resources will be reserved unnecessarily. Beyond that there is no need to 193 worry about task placement, as Turbine will take care of it. This is extremely useful, 194 because bioinformatics programs do not always scale well to the full number of cores 195 available on the compute nodes, and therefore running multiple instances of a task 196 simultaneously on the same node may improve the overall efficiency. For example, BWA 197 MEM normally scales well up to eight threads, so running two eight-thread processes in 198 parallel on a 16-core node is more efficient than running two sixteen-thread processes in 199 series. We implemented this as user-level options that specify the number of cores per 200 node and the number of programs to run on each node simultaneously. From there the 201 workflow determines the number of threads to use for each bioinformatics program, and 202 Swift/T uses Asynchronous Dynamic Load Balancing (ADLB) [45] to distribute those 203 programs across nodes as they become available at run time. Without ADLB one would 204 have to code this explicitly for each job scheduler, which becomes very complicated on 205 clusters that do not support node sharing, i.e. only one job is allowed to run per node. 206
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In the latter case a vanilla Bash workflow [46] would need to incorporate an MPI 207 wrapper (e.g. [47] ) to take care of program placement across nodes. The MPI backend 208 of ADLB fulfills that function in Swift/T. 209 We verified correctness of the task dependency chains and parallel execution by 210 tracking start and end times of each task for multiple samples in some of our tests (see 211 next section and Fig. 2) . Another approach to tracking the workflow run time execution is to manually 222 implement Swift/T leaf functions such that the start and end timing of each function 223 are logged. A timing graph can be generated using R script based on this information, 224 showing the analysis steps across samples, chromosomes and specific applications ( Fig 2) . 225 Interactivity is added via Shiny R package [49] . This is a fairly manual approach, little 226 better than the Bash echo date statements. Nonetheless, it permits one to view the 227 patterns of pipeline execution even if it fails, and partial logs can similarly be viewed as Swift/T has native support for restarting a task after failure. The user controls the 261 maximum number of allowed retries, and a randomized exponential backoff delay is 262 applied between them, attempting to rerun the task until success or the pipeline 263 terminates, whichever is sooner. Retries do not correct for bugs in the pipeline code, 264 but only for Swift/T leaf function failures that are not related to compilation errors or 265 PLOS 9/23 Table 2 . Swift/T delivers on its promise of portability and scalability. Synthetic data were generated using the NEAT synthetic read simulator [54] . Node sharing column indicates whether the cluster permits jobs to share the same node. where the process is to be evaluated, unless the seed is specified by the turbine variable 274 "TURBINE SRAND".
System
275
Discussion
276
Complexity of problems in biology means that nearly every kind of analytics is a 277 multi-step process, a pipeline of individual analyses that feed their outputs to each 278 other (e.g. [59] [60] [61] reproducibility. 295 Recently there has been an incredible upsurge in developing scientific workflow 296 management systems, enough to have resulted in calls for standardization and quality 297 assurance [62] . In this manuscript we reviewed our experience with one such system,
298
Swift/T, touching on workflow management, performance and scalability issues; security 299 was deemed out of scope.
300
Pros and cons of Swift/T for bioinformatics workflows 301
Swift/T is a powerful and versatile language that offers many advantages for production 302 large-scale bioinformatics workflows. It allowed us to fulfill most of the requirements 303 outlined in the Requirements section, for variant calling workflow as a use case. Below is 304 our summary of pros and cons based on that experience. wrapping any C, C++ or Fortran application is also easy due to Tcl. This leaf-function 319 modularization, and the ease of integrating code written in other languages into Swift/T 320 environment, is the reason why we preferred this to its predecessor Swift/K [21] , which 321 had superior provenance and checkpointing capabilities [64] .
322
Implicit data parallelism and scalability of Swift/T is a powerful way of enabling big 323 data analyses by increasing the amount of simultaneous computation. The language 324 particularly lends itself to use cases that require asynchronous rapid-fire of small, quick 325 parallel jobs [65] . That is one of the many kinds of bioinformatics workloads, but not 326 the most typical one for primary analysis of genomic data. In this field we frequently 327 require a simple wrapper to run a single, time-consuming step on a large number of 328 samples or other units of data level parallelization: i.e. conversion of several thousand 329 BAMs back to FASTQs for reanalysis with the most recent reference genome. However, 330 the data flow task parallelism framework has a substantial learning curve, despite 331 offering familiar control flow statements and expressions in C-like syntax [66] . Coding 332 and debugging can require a more substantial effort than say, Nextflow [67] , and that 333 can be a barrier for biologists. An additional inconvenience is that Swift/T does not 334 support piping between applications, which is extensively used in bioinformatics 335 analyses, as they are still overwhelmingly file-based pipelines. analyst must understand whether a failure occurred due to data, a bioinformatics 343 application or the Swift/T code bug. The greatest difficulty stems from asynchronous 344 log records, caused by asynchronous execution of tasks. Thus an error printout rarely 345 corresponds to the execution message that immediately precedes it in the log, and 346 finding the failed tasks from the log alone is nearly impossible. We had to manually 347 implement the per-task and per-executable logs in our code, to counteract this 348 inconvenience.
349
In summary, Swift/T language lends itself to creating highly portable, modular and 350 implicitly parallel workflows. It is very powerful, especially when a workflow consists of 351 raw code pieces written in C, C++, Fortran, etc. However, it may be overkill for those 352 bioinformatics workflows that consist of pre-compiled executables glued together. The 353 lack of support for piping between applications is a major drawback for big-data The implementation of workflow management systems (WMS) for computational 361 biology, bioinformatics and genomics is strongly influenced by culture and prevailing 362 expertise in the multidisciplinary fields. One has to contend with two populations of 363 scientists: those with strong biology background, driven to solve research problems, to 364 whom programming is an unavoidable yet joyless burden; and those able to produce 365 complex and capable code that is not perhaps very user-friendly. This creates a real 366 problem with adoption of any software, including a WMS: the harder it is for a scientist 367 to use a software package compared to an ad-hoc hack, the lower its widespread 368 acceptance in the community [62] . Perhaps that's why simple glue solutions via Bash, 369 Perl, Python, Make, CMake and similar, have persisted for so long. Their shallow 370 learning curve permits quick production of short-term analytic solutions, which get used 371 over and over despite poor scaling with growing dataset size, and despite requiring a lot 372 of work to port among compute systems.
373
Scientific Workflow Systems are the next step up from scripting. Those that provide 374 a graphical user interface, such as Taverna [68] , Galaxy [69] and Kepler [70] (Table 3) , 375 have good accessibility for scientists with less programming experience but require quite 376 a bit of effort to be set up and maintained, and have limited set of features. In contrast, 377 lower level systems with a command-line interface (CLI), such as Snakemake [71] , 378 Luigi [72] , BcBio [73] , Bpipe [74] , are easier to maintain and share, provide good 379 documentation and reproducibility, fault tolerance, and task automation; however, they 380 require a lot more programming expertise.
381
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12/23 [86] Allocated dynamically † WL = workflow language; REPL = Read-Eval-Print-Loop console; CLI = Command Line Interface; GUI = graphical user interface. ‡ Recent optimizations of Galaxy for User interface scalability and Server scalability enable analysis of large datasets for many users [69] . ¶ All these workflow management systems can run on a single server, on clusters managed by PBS, Grid Engine, Slurm, and on AWS.
The cultural gap in capabilities between developers and end users can be closed via 383 implementation of visual programming (GUI-like interface with CLI-like capabilities), 384 thus allowing for customization of analytic tools and technologies with little to no 385 programming background. But, ultimately the right approach to providing scalability 386 and interoperability is probably via implementation of generic low level bioinformatics 387 specific libraries to be used universally across different sets of tools [87] . 388 In the meantime, great strides are being made by the community in trying out 389 different approaches to scientific workflow management and automation, aiming to 390 satisfy the complex requirements [17] • ability to handle both fixed and user-defined parameters.
403
The field seems to have converged on a set of relatively widely used workflow 404 languages (WL) to describe the actual flow of computation, and execution engines (EE) 405 that provide automation and portability on HPC environments. Some solutions are by 406 their nature an integrated package of WL+EE (Table 3 ). However, there has been a 407 widespread recognition of the need to standardize WLs, for the sake of reproducibility -408 particularly important for clinical applications. Thus separating out an execution engine 409 that could operate on workflows written in a variety of WLs is very attractive. A few 410 clear leaders have recently emerged: CWL [18] and WDL [19] for workflow definition 411 languages, and Toil [93, 94] , Rabix [95] and Cromwell [19] for execution engines 412 (Table 4 ). CWL enjoys very wide adoption, either being supported, or upcoming 413 support announced among Taverna [68] , Galaxy [69] , Toil [93] , Arvados [96] , Rabix [95] , 414 Cromwell [19] . To some extent such data-driven workflow languages as CWL and WDL 415 can be viewed as a more advanced step in evolution of a formal scientific workflow. 416 Indeed, when a scientist is only experimenting with the new analysis, it is useful to 417 program it in a powerful lower-level language like Swift, which allows a lot of 418 experimentation with the structure and content of the workflow. Once this has been 419 developed and validated, formalizing it in more rigid data-driven framework (CWL, 420 WDL) for reproducibility and later use by non-programmers has a lot of value. Toil uniquely has notions of object store and data encryption, which can assure compliance with strict data security requirements # Work is ongoing to incorporate support for CWL into Cromwell [97] Rabix composer (http://docs.rabix.io/rabix-composer-home) is a stand-alone GUI editor for CWL workflows. † In Toil child jobs are executed after their parents have completed (in parallel), and follow-on jobs are run after the successors and their child jobs have finished execution (also in parallel). This creates a Directed Acyclic Graph of jobs to be run [94] , similarly to dataflow. But, unlike in dataflow model, the order of execution depends on whether the parent job has finished and its relation to other jobs, as opposed to whether the data are ready [18] . ¶ All these workflow management systems can run on a single server, on clusters managed by PBS, Grid Engine, Slurm, and also on AWS § Work is ongoing to also provide support for the GA4GH TES job management system 426 Conclusion 427 Our experience implementing a genomic variant calling workflow in Swift/T suggests 428 that it is a very powerful system for workflow management in supercomputing 429 environments. The language is rich with features that give developers control over their 430 workflow structure and execution while providing familiar syntax. The execution engine 431 also has intelligent mechanisms for task placement and regulation, permitting efficient 432 use of compute resources. This unfortunately comes at the cost of a relatively steep
