Cloud computing offers utility-oriented IT services to users worldwide. Based on a pay-as-you-go model, it enables hosting of pervasive applications from consumer, scientific, and business domains. However, data centers hosting Cloud applications consume huge amounts of electrical energy, contributing to high operational costs and carbon footprints to the environment. Therefore, we need Green Cloud computing solutions that can not only minimize operational costs but also reduce the environmental impact. In this paper, we define an architectural framework and principles for energy-efficient Cloud computing. Based on this architecture, we present our vision, open research challenges, and resource provisioning and allocation algorithms for energy-efficient management of Cloud computing environments. The proposed energy-aware allocation heuristics provision data center resources to client applications in a way that improves energy efficiency of the data center, while delivering the negotiated Quality of Service (QoS). In particular, in this paper we conduct a survey of research in energy-efficient computing and propose: (a) architectural principles for energyefficient management of Clouds; (b) energy-efficient resource allocation policies and scheduling algorithms considering QoS expectations and power usage characteristics of the devices; and (c) a number of open research challenges, addressing which can bring substantial benefits to both resource providers and consumers. We have validated our approach by conducting a performance evaluation study using the CloudSim toolkit. The results demonstrate that Cloud computing model has immense potential as it offers significant cost savings and demonstrates high potential for the improvement of energy efficiency under dynamic workload scenarios.
Introduction
Cloud computing can be classified as a new paradigm for the dynamic provisioning of computing services supported by state-of-the-art data centers that usually employ Virtual Machine (VM) technologies for consolidation and environment isolation purposes [1] . Cloud computing delivers an infrastructure, platform, and software (applications) as services that are made available to consumers in a pay-as-you-go model. In industry these services are referred to as Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS) respectively. Many computing service providers including Google, Microsoft, Yahoo, and IBM are rapidly deploying data centers in various locations around the world to deliver Cloud computing services.
A recent Berkeley report [2] stated: "Cloud computing, the long-held dream of computing as a utility, has the po-tential to transform a large part of the IT industry, making software even more attractive as a service". Cloud offers significant benefit to IT companies by relieving them from the necessity in setting up basic hardware and software infrastructures, and thus enabling more focus on innovation and creating business value for their services. Moreover, developers with innovative ideas for new Internet services no longer require large capital outlays in hardware to deploy their service or human expenses to operate it [2] .
To fully realize the potential of Cloud computing, Cloud service providers have to ensure that they can be flexible in their service delivery to meet various consumer requirements, while keeping the consumers isolated from the underlying infrastructure. Until recently, high performance has been the sole concern in data center deployments, and this demand has been fulfilled without paying much attention to energy consumption. However, an average data center consumes as much energy as 25,000 households [3] . As energy costs are increasing while availability dwindles, there is a need to shift the focus from optimizing data center resource management for pure performance to optimizing them for energy efficiency, while maintaining high service level performance.
Therefore, Cloud service providers need to adopt measures to ensure that their profit margin is not dramatically reduced due to high energy costs. The rising energy cost is a highly potential threat as it increases the Total Cost of Ownership (TCO) and reduces the Return on Investment (ROI) of Cloud infrastructures. There is also increasing pressure from governments worldwide aimed at the reduction of carbon footprints, which have a significant impact on the climate change. For example, the Japanese government has established The Japan Data Center Council to address the soaring energy consumption of data centers [4] . Recently, leading computing service providers have formed a global consortium known as The Green Grid [5] to promote energy efficiency for data centers and minimization of the environmental impact. Thus, providers need to minimize energy consumption of Cloud infrastructures, while ensuring the service delivery.
Lowering the energy usage of data centers is a challenging and complex issue because computing applications and data are growing so quickly that increasingly larger servers and disks are needed to process them fast enough within the required time period. Green Cloud computing is envisioned to achieve not only the efficient processing and utilization of a computing infrastructure, but also to minimize energy consumption [6] . This is essential for ensuring that the future growth of Cloud computing is sustainable. Otherwise, Cloud computing with increasingly pervasive front-end client devices interacting with backend data centers will cause an enormous escalation of the energy usage. To address this problem and drive Green Cloud computing, data center resources need to be managed in an energy-efficient manner. In particular, Cloud resources need to be allocated not only to satisfy Quality of Service (QoS) requirements specified by users via Service Level Agreements (SLAs), but also to reduce energy usage.
The main objective of this work is to present our vision, discuss open research challenges in energy-aware resource management, and develop efficient policies and algorithms for virtualized data centers so that Cloud computing can be a more sustainable and eco-friendly mainstream technology to drive commercial, scientific, and technological advancements for future generations. Specifically, our work aims to:
• Define an architectural framework and principles for energy-efficient Cloud computing.
• Investigate energy-aware resource provisioning and allocation algorithms that provision data center resources to client applications in a way that improves the energy efficiency of a data center, without violating the negotiated SLAs.
• Develop autonomic and energy-aware mechanisms for self-managing changes in the state of resources effectively and efficiently to satisfy service obligations and achieve energy efficiency.
• Develop algorithms for energy-efficient mapping of VMs to suitable Cloud resources in addition to dynamic consolidation of VM resource partitions.
• Explore open research challenges in energy-efficient resource management for virtualized Cloud data centers to facilitate advancements of the state-of-the-art operational Cloud environments.
The rest of the paper is organized as follows. Section 2 discusses related work, followed by the Green Cloud architecture and principles for energy-efficient Cloud computing presented in Section 3. The proposed energy-aware resource allocation algorithms are discussed in Section 4. A performance analysis of the proposed energy-aware resource provisioning and allocation algorithms is presented in Section 5. In Section 6 we discuss our vision on open research challenges in energy-efficient Cloud computing. Section 7 concludes the paper with summary and future research directions.
Related Work
One of the first works, in which power management has been applied at the data center level, has been done by Pinheiro et al. [7] . In this work the authors have proposed a technique for minimization of power consumption in a heterogeneous cluster of computing nodes serving multiple web-applications. The main technique applied to minimize power consumption is concentrating the workload to the minimum of physical nodes and switching idle nodes off. This approach requires dealing with the power / performance trade-off, as performance of applications can be degraded due to the workload consolidation. Requirements to the throughput and execution time of applications are defined in SLAs to ensure reliable QoS. The proposed algorithm periodically monitors the load of resources (CPU, disk storage and network interface) and makes decisions on switching nodes on / off to minimize the overall power consumption, while providing the expected performance. The actual load balancing is not handled by the system and has to be managed by the applications. The algorithm runs on a master node, which creates a Single Point of Failure (SPF) and may become a performance bottleneck in a large system. In addition, the authors have pointed out that the reconfiguration operations are time-consuming, and the algorithm adds or removes only one node at a time, which may also be a reason for slow reaction in large-scale environments. The proposed approach can be applied to multi-application mixed-workload environments with fixed SLAs.
Chase et al. [8] have considered the problem of energyefficient management of homogeneous resources in Internet hosting centers. The main challenge is to determine the 2 resource demand of each application at its current request load level and to allocate resources in the most efficient way. To deal with this problem the authors have applied an economic framework: services "bid" for resources in terms of volume and quality. This enables negotiation of the SLAs according to the available budget and current QoS requirements, i.e. balancing the cost of resource usage (energy cost) and the benefit gained due to the usage of this resource. The system maintains an active set of servers selected to serve requests for each service. The network switches are dynamically reconfigured to change the active set of servers when necessary. Energy consumption is reduced by switching idle servers to power saving modes (e.g. sleep, hibernation). The system is targeted at the web workload, which leads to a "noise" in the load data. The authors have addressed this problem by applying the statistical "flip-flop" filter, which reduces the number of unproductive reallocations and leads to a more stable and efficient control. The proposed approach is suitable for multi-application environments with variable SLAs and has created a foundation for numerous studies on powerefficient resource allocation at the data center level. However, in contrast to [7] , the system deals only with the management of the CPU, but does not consider other system resources. The latency due to switching nodes on / off also is not taken into account. The authors have noted that the management algorithm is fast when the workload is stable, but turns out to be relatively expensive during significant changes in the workload. Moreover, likewise [7] , diverse software configurations are not handled, which can be addressed by applying the virtualization technology.
Elnozahy et al. [9] have investigated the problem of power-efficient resource management in a single webapplication environment with fixed SLAs (response time) and load balancing handled by the application. As in [8] , two power saving techniques are applied: switching power of computing nodes on / off and Dynamic Voltage and Frequency Scaling (DVFS). The main idea of the policy is to estimate the total CPU frequency required to provide the necessary response time, determine the optimal number of physical nodes and set the proportional frequency to all the nodes. However, the transition time for switching the power of a node is not considered. Only a single application is assumed to be run in the system and, like in [7] , the load balancing is supposed to be handled by an external system. The algorithm is centralized that creates an SPF and reduces the scalability. Despite the variable nature of the workload, unlike [8] , the resource usage data are not approximated, which results in potentially inefficient decisions due to fluctuations. Nathuji and Schwan [10] have studied power management techniques in the context of virtualized data centers, which has not been done before. Besides hardware scaling and VMs consolidation, the authors have introduced and applied a new power management technique called "soft resource scaling". The idea is to emulate hardware scaling by providing less resource time for a VM using the Virtual Machine Monitor's (VMM) scheduling capability. The authors found that combination of "hard" and "soft" scaling may provide higher power savings due to the limited number of hardware scaling states. The authors have proposed an architecture where the resource management is divided into local and global policies. At the local level the system leverages the guest OS's power management strategies. However, such management may appear to be inefficient, as the guest OS may be legacy or power-unaware.
Raghavendra et al. [11] have investigated the problem of power management for a data center environment by combining and coordinating five diverse power management policies. The authors explored the problem in terms of the control theory and applied a feedback control loop to coordinate controllers' actions. It is claimed that, similarly to [10] , the approach is independent of the workload type. Like most of the previous works, the system deals only with the CPU management. The authors have pointed out an interesting outcome of the experiments: the actual power savings can vary depending on the workload, but "the benefits from coordination are qualitatively similar for all classes of workloads". However, the system fails to support strict SLAs as well as variable SLAs for different applications. This results in the suitability for enterprise environments, but not for Cloud computing providers, where more comprehensive support for SLAs is essential. Kusic et al. [12] have defined the problem of power management in virtualized heterogeneous environments as a sequential optimization and addressed it using the Limited Lookahead Control (LLC). The objective is to maximize the resource provider's profit by minimizing both power consumption and SLA violation. Kalman filter is applied to estimate the number of future requests to predict the future state of the system and perform necessary reallocations. However, in contrast to heuristic-based approaches, the proposed model requires simulation-based learning for the application specific adjustments. Moreover, due to the complexity of the model the execution time of the optimization controller reaches 30 minutes even for 15 nodes, which is not suitable for large-scale real-world systems. On the contrary, our approach is heuristic-based allowing the achievement of reasonable performance even for a large scale as shown in our experimental study.
Srikantaiah et al. [13] have studied the problem of request scheduling for multi-tiered web-applications in virtualized heterogeneous systems to minimize energy consumption, while meeting performance requirements. The authors have investigated the effect of performance degradation due to high utilization of different resources when the workload is consolidated. They have found that the energy consumption per transaction results in a "U"-shaped curve, and it is possible to determine the optimal utilization point. To handle the optimization over multiple resources, the authors have proposed a heuristic for the multidimensional bin packing problem as an algorithm for the workload consolidation. However, the proposed approach is workload type and application dependent, whereas our algorithms are independent of the workload type, and thus are suitable for a generic Cloud environment. Cardosa et al. [14] have proposed an approach for the problem of power-efficient allocation of VMs in virtualized heterogeneous computing environments. They have leveraged the min, max and shares parameters of VMM, which represent minimum, maximum and proportion of the CPU allocated to VMs sharing the same resource. Similarly to [11] , the approach suits only enterprise environments as it does not support strict SLAs and requires the knowledge of application priorities to define the shares parameter. Other limitations are that the allocation of VMs is not adapted at run-time (the allocation is static) and no other resources except for the CPU are considered during the VM reallocation.
Verma et al. [15] have formulated the problem of poweraware dynamic placement of applications in virtualized heterogeneous systems as continuous optimization: at each time frame the placement of VMs is optimized to minimize power consumption and maximize performance. Like in [13] , the authors have applied a heuristic for the bin packing problem with variable bin sizes and costs. Similarly to [10] , live migration of VMs is used to achieve a new placement at each time frame. The proposed algorithms, on the contrary to our approach, do not handle strict SLAs requirements: SLAs can be violated due to variability of the workload. Gandhi et al. [16] have considered the problem of allocating an available power budget among servers in a virtualized heterogeneous server farm, while minimizing the mean response time. To investigate the effect of different factors on mean response time, a queuing theoretic model has been introduced, which allows the prediction of the mean response time as a function of the power-to-frequency relationship, arrival rate, peak power budget, etc. The model is used to determine the optimal power allocation for every configuration of the above factors.
In contrast to the discussed studies, we propose efficient heuristics for dynamic adaption of VM allocation at run-time according to the current utilization of resources applying live migration, switching idle nodes to the sleep mode, and thus minimizing energy consumption. The proposed approach can effectively handle strict SLAs, heterogeneous infrastructure and heterogeneous VMs. The algorithms do not depend on a particular type of workload and do not require any knowledge about applications running in VMs.
Another resource that has been recognized by the research community as a significant energy consumer is network infrastructure. Gupta et al. [17] have suggested putting network interfaces, links, switches and routers into sleep modes when they are idle in order to save the energy consumed by the Internet backbone and consumers. Based on the foundation laid by Gupta et al. [17] , a number of research works have been done on the energy-efficient traffic routing by ISPs and applying sleep modes and performance scaling of network devices [18, 19] . Chiaraviglio and Matta [20] have proposed cooperation between ISPs and content providers that allows the achievement of an efficient simultaneous allocation of compute resources and network paths that minimizes energy consumption under performance constraints. Koseoglu and Karasan [21] have applied a similar approach of joint allocation of computational resources and network paths to Grid environments based on the optical burst switching technology with the objective of minimizing job completion times. Tomas et al. [22] have investigated the problem of scheduling Message Passing Interface (MPI) jobs in Grids considering network data transfers satisfying the QoS requirements.
Dodonov and de Mello [23] have proposed an approach to scheduling distributed applications in Grids based on predictions of communication events. They have proposed the migration of communicating processes if the migration cost is lower than the cost of the predicted communication with the objective of minimizing the total execution time. They have shown that the approach can be effectively applied in Grids; however, it is not viable for virtualized data centers, as the VM migration cost is higher than the process migration cost. Gyarmati and Trinh [24] have investigated the energy consumption implications of data centers' network architectures. However, optimization of network architectures can be applied only at the data center design time and cannot be applied dynamically. Guo et al. [25] have proposed and implemented a virtual cluster management system that allocates the resources in a way satisfying bandwidth guarantees. The allocation is determined by a heuristic that minimizes the total bandwidth utilized. The VM allocation is adapted when some of the VMs are de-allocated. However, the VM allocation is not dynamically adapted depending on the current network load. Moreover, the approach does not explicitly minimize energy consumption by the network. Rodero-Merino et al. [26] have proposed an additional layer of infrastructure management in Clouds with the ability to automatically deploy services with multi-VM configurations. The proposed infrastructure management system applies the specified rules for scaling VM configurations in and out. However, the system does not optimize the network communication between VMs. Calheiros et al. [27] have investigated the problem of mapping VMs on physical nodes optimizing network communication between VMs; however, the problem has not been explored in the context of the optimization of energy consumption.
Recently, a number of research works have been done on the thermal-efficient resource management in data centers [28, 29] . The studies have shown that the softwaredriven thermal management and temperature-aware workload placement bring additional energy savings. However, the problem of thermal management in the context of virtualized data centers has not been investigated. Moreover, to the best of our knowledge there is no study on a comprehensive approach that combines optimization of VM placement according to the current utilization of resources with thermal and network optimizations for virtualized data centers. Therefore, the exploration of such an approach is timely and crucial considering the proliferation of Cloud computing environments.
Green Cloud Architecture

Architectural Framework
Clouds aim to drive the design of the next generation data centers by architecting them as networks of virtual services (hardware, database, user-interface, application logic) so that users can access and deploy applications from anywhere in the world on demand at competitive costs depending on their QoS requirements [30] . Figure 1 shows the high-level architecture for supporting energy-efficient service allocation in a Green Cloud computing infrastructure [6] . There are basically four main entities involved:
1. Consumers/Brokers: Cloud consumers or their brokers submit service requests from anywhere in the world to the Cloud. It is important to notice that there can be a difference between Cloud consumers and users of deployed services. For instance, a consumer can be a company deploying a web-application, which presents varying workload according to the number of "users" accessing it. 2. Green Service Allocator : Acts as the interface between the Cloud infrastructure and consumers. It requires the interaction of the following components to support the energy-efficient resource management:
(a) Green Negotiator : Negotiates with the consumers/brokers to finalize the SLAs with specified prices and penalties (for violations of the SLAs) between the Cloud provider and consumer depending on the consumer's QoS requirements and energy saving schemes. In case of webapplications, for instance, a QoS metric can be 95% of requests being served in less than 3 seconds. sources by VMs and accounts for the resource usage costs. Historical data of the resource usage can be used to improve resource allocation decisions.
3. VMs: Multiple VMs can be dynamically started and stopped on a single physical machine according to incoming requests, hence providing the flexibility of configuring various partitions of resources on the same physical machine to different requirements of service requests. Multiple VMs can concurrently run applications based on different operating system environments on a single physical machine. By dynamically migrating VMs across physical machines, workloads can be consolidated and unused resources can be switched to a low-power mode, turned off or configured to operate at low-performance levels (e.g. using DVFS) in order to save energy. 4. Physical Machines: The underlying physical computing servers provide the hardware infrastructure for creating virtualized resources to meet service demands.
Power Model
Power consumption by computing nodes in data centers is mostly determined by the CPU, memory, disk storage and network interfaces. In comparison to other system resources, the CPU consumes the main part of energy, and hence in this work we focus on managing its power consumption and efficient usage. Moreover, the CPU utilization is typically proportional to the overall system load.
Recent studies [11, 12, 15, 16] have shown that the application of DVFS on the CPU results in almost linear power-to-frequency relationship for a server. The reason lies in the limited number of states that can be set to the frequency and voltage of the CPU and the fact that DVFS is not applied to other system components apart from the CPU. Moreover, these studies have shown that on average an idle server consumes approximately 70% of the power consumed by the server running at the full CPU speed. This fact justifies the technique of switching idle servers to the sleep mode to reduce the total power consumption. Therefore, in this work we use the power model defined in (1) .
P max is the maximum power consumed when the server is fully utilized; k is the fraction of power consumed by the idle server (i.e. 70%); and u is the CPU utilization. For our experiments P max is set to 250 W, which is a usual value for modern servers. For example, according to the SPECpower benchmark, for the fourth quarter of 2010, the average power consumption at 100% utilization for servers consuming less than 1000 W was approximately 259 W 1 . The utilization of the CPU may change over time due to the workload variability. Thus, the CPU utilization is a function of time and is represented as u(t). Therefore, the total energy consumption by a physical node (E) can be 1 The SPECpower benchmark results for the fourth quarter of 2010. http://www.spec.org/power_ssj2008/results/res2010q4/ defined as an integral of the power consumption function over a period of time as shown in (2) .
Energy-Aware Allocation of Data Center Resources
Recent developments in virtualization have resulted in its proliferation across data centers. By supporting the movement of VMs between physical nodes, it enables dynamic migration of VMs according to the performance requirements. When VMs do not use all the provided resources, they can be logically resized and consolidated to the minimum number of physical nodes, while idle nodes can be switched to the sleep mode to eliminate the idle power consumption and reduce the total energy consumption by the data center.
Currently, resource allocation in a Cloud data center aims to provide high performance while meeting SLAs, without focusing on allocating VMs to minimize energy consumption. To explore both performance and energy efficiency, three crucial issues must be addressed. First, excessive power cycling of a server could reduce its reliability. Second, turning resources off in a dynamic environment is risky from the QoS perspective. Due to the variability of the workload and aggressive consolidation, some VMs may not obtain required resources under peak load, and fail to meet the desired QoS. Third, ensuring SLAs brings challenges to accurate application performance management in virtualized environments. All these issues require effective consolidation policies that can minimize energy consumption without compromising the user-specified QoS requirements
VM Placement
The problem of VM allocation can be divided in two: the first part is the admission of new requests for VM provisioning and placing the VMs on hosts, whereas the second part is the optimization of the current VM allocation. The first part can be seen as a bin packing problem with variable bin sizes and prices. To solve it we apply a modification of the Best Fit Decreasing (BFD) algorithm that is shown to use no more than 11 9 · OP T + 1 bins (where OP T is the number of bins given by the optimal solution) [31] . In our modification, the Modified Best Fit Decreasing (MBFD) algorithms, we sort all VMs in decreasing order of their current CPU utilizations, and allocate each VM to a host that provides the least increase of power consumption due to this allocation. This allows leveraging the heterogeneity of resources by choosing the most power-efficient nodes first. The pseudo-code for the algorithm is presented in Algorithm 1. The complexity of the allocation part of the algorithm is n · m, where n is the number of VMs that have to be allocated and m is the number of hosts. 6 
VM Selection
The optimization of the current VM allocation is carried out in two steps: at the first step we select VMs that need to be migrated, at the second step the chosen VMs are placed on the hosts using the MBFD algorithm. To determine when and which VMs should be migrated, we introduce three double-threshold VM selection policies. The basic idea is to set upper and lower utilization thresholds for hosts and keep the total utilization of the CPU by all the VMs allocated to the host between these thresholds. If the CPU utilization of a host falls below the lower threshold, all VMs have to be migrated from this host and the host has to be switched to the sleep mode in order to eliminate the idle power consumption. If the utilization exceeds the upper threshold, some VMs have to be migrated from the host to reduce the utilization. The aim is to preserve free resources in order to prevent SLA violations due to the consolidation in cases when the utilization by VMs increases. The difference between the old and new placements forms a set of VMs that have to be reallocated. The new placement is achieved using live migration of VMs [32] . In the following sections we discuss the proposed VM selection policies.
The Minimization of Migrations Policy
The Minimization of Migrations (MM) policy selects the minimum number of VMs needed to migrate from a host to lower the CPU utilization below the upper utilization threshold if the upper threshold is violated. Let V j be a set of VMs currently allocated to the host j. Then P(V j ) is the power set of V j . The MM policy finds a set R ∈ P(V j ) defined in (3).
where T u is the upper utilization threshold; T l is the lower utilization threshold; u j is the current CPU utilization of the host j; and u a (v) is the fraction of the CPU utilization allocated to the VM v.
The pseudo-code for the MM algorithm for the overutilization case is presented in Algorithm 2. The algorithm sorts the list of VMs in the decreasing order of the CPU utilization. Then, it repeatedly looks through the list of VMs and finds a VM that is the best to migrate from the host. The best VM is the one that satisfies two conditions. First, the VM should have the utilization higher than the difference between the host's overall utilization and the upper utilization threshold. Second, if the VM is migrated from the host, the difference between the upper threshold and the new utilization is the minimum across the values provided by all the VMs. If there is no such a VM, the algorithm selects the VM with the highest utilization, removes it from the list of VMs, and proceeds to a new iteration. The algorithm stops when the new utilization of the host is below the upper utilization threshold. The complexity of the algorithm is proportional to the product of the number of over-utilized hosts and the number of VMs allocated to these hosts. 
Algorithm 2: Minimization of Migrations (MM)
1 Input: hostList Output: migrationList 2 foreach h in hostList do
The Highest Potential Growth Policy
When the upper threshold is violated, the Highest Potential Growth (HPG) policy migrates VMs that have the lowest usage of the CPU relatively to the CPU capacity defined by the VM parameters in order to minimize the potential increase of the host's utilization and prevent an SLA violation, as formalized in (4).
where u r (v) is the fraction of the CPU capacity initially requested for the VM v and defined as the VM's parameter. We do not provide the pseudo-code for the HPG algorithm, as it is similar to the MM algorithm presented earlier.
The Random Choice Policy
The Random Choice (RC) policy relies on a random selection of a number of VMs needed to decrease the CPU utilization by a host below the upper utilization threshold. According to a uniformly distributed discrete random variable (X), whose values index subsets of V j , the policy selects a set R ∈ P(V j ), as shown in (5).
where X is a uniformly distributed discrete random variable used to select a subset of V j . The results of a simulation-based evaluation of the proposed algorithms in terms of power consumption, SLA violations and the number of VM migrations are presented in Section 5.
Performance Analysis
In this section, we discuss a performance analysis of the energy-aware allocation heuristics presented in Section 4. In our experiments, we calculate the time needed to perform a live migration of a VM as the size of its memory divided by the available network bandwidth. This is justified as to enable live migration, the images and data of VMs must be stored on a Network Attached Storage (NAS); and therefore, copying the VM's storage is not required. Live migration creates an extra CPU load; however, it has been shown that the performance overhead is low [33] . Moreover, with advancements of the virtualization technology, the efficiency of VM migration is going to be improved. For the simulations, the utilization of the CPU by a VM is generated as a uniformly distributed random variable. This is appropriate due to unknown types of applications running on VMs, and as it is not possible to build the exact model of such a mixed workload. This approach has been justified by Verma et al. [15] .
Performance Metrics
In order to compare the efficiency of the algorithms we use several metrics to evaluate their performance. The first metric is the total energy consumption by the physical resources of a data center caused by the application workloads. The second performance metric is called the SLA violation percentage, or simply the SLA violations, which is defined as the percentage of SLA violation events relatively to the total number of the processed time frames. We define that an SLA violation occurs when a given VM cannot get the amount of Million Instructions Per Second (MIPS) that are requested. This can happen in cases when VMs sharing the same host require a CPU performance that cannot be provided due to the consolidation. This metric shows the level by which the QoS requirements negotiated between the resource provider and consumers are violated due to the energy-aware resource management. It is assumed that the provider pays a penalty to the client in case of an SLA violation. The third metric is the number of VM migrations initiated by the VM manager during the adaptation of the VM placement. The last performance metric is the average SLA violation, which represents the average CPU performance that has not been allocated to an application when requested, resulting in performance degradation.
Experiment Setup
As the targeted system is a generic Cloud computing environment, i.e. IaaS, it is essential to evaluate it on a largescale virtualized data center infrastructure. However, it is extremely difficult to conduct repeatable large-scale experiments on a real infrastructure, which is required to evaluate and compare the proposed resource management algorithms. Therefore, to ensure the repeatability of experiments, simulations have been chosen as a way to evaluate the performance of the proposed heuristics. The CloudSim toolkit [34] has been chosen as a simulation platform as it is a modern simulation framework aimed at Cloud computing environments. In contrast to alternative simulation toolkits (e.g. SimGrid, GangSim), it supports modeling of on-demand virtualization-enabled resource and application management. It has been extended to enable energyaware simulations as the core framework does not provide this capability. Apart from the energy consumption modeling and accounting, the ability to simulate service applications with workloads variable over time has been incorporated.
We have simulated a data center comprising 100 heterogeneous physical nodes. Each node is modeled to have one CPU core with the performance equivalent to 1000, 2000 or 3000 MIPS, 8 GB of RAM and 1 TB of storage. Power consumption by the hosts is defined according to the model described in Section 3.2. According to this model, a host consumes from 175 W with 0% CPU utilization, up to 250 W with 100% CPU utilization. Each VM requires one CPU core with 250, 500, 750 or 1000 MIPS, 128 MB of RAM and 1 GB of storage. The users submit requests for provisioning of 290 heterogeneous VMs that fill the full capacity of the simulated data center. Each VM runs a web-application or any kind of application with variable workload, which is modeled to generate the utilization of CPU according to a uniformly distributed random variable. The application runs for 150,000 MI that is equal to 10 minutes of the execution on 250 MIPS CPU with 100% utilization. Initially, the VMs are allocated according to the requested characteristics assuming 100% CPU utilization. Each experiment has been run 10 times.
Simulation Results
For the benchmark experimental results we have used the Non Power-Aware (NPA) policy. This policy does not apply any power-aware optimizations and implies that all hosts run at 100% CPU utilization and consume maximum power all the time. The second policy applies DVFS, but does not perform any adaptation of the VM allocation at run-time. For the described simulation setup, the NPA policy leads to the total energy consumption of 9.15 KWh with 95% Confidence Interval (CI): (9.04, 9.27), whereas DVFS decreases this value to 4.40 KWh with 95% CI: (4.39, 4.41).
Another benchmark VM selection policy is a VM migration-aware policy called Single Threshold (ST). It is based on the idea of setting the upper utilization threshold for hosts and placing VMs, while keeping the total utilization of CPU below this threshold. At each time frame all VMs are reallocated using the MBFD algorithm with additional condition of keeping the upper utilization threshold not violated. To evaluate the ST policy we have conducted several experiments with different values of the utilization threshold. The simulation results are presented in Figure 2 . The results show that energy consumption can be significantly reduced relatively to the NPA and DVFS policies -by 77% and 53% respectively with 5.4% of SLA violations. The results show that with the growth of the utilization threshold energy consumption decreases, whereas the percentage of SLA violations increases. This is due to the fact that a higher utilization threshold allows more aggressive consolidation of VMs by the cost of the increased risk of SLA violations.
To evaluate the double-threshold policies it is necessary to determine the best values for the thresholds in terms of the energy consumption and QoS delivered. We have chosen the MM policy to conduct the analysis of the utilization thresholds. We have simulated the MM policy varying the absolute values of the lower and upper thresholds as well as the interval between them. First of all, it is important to determine which threshold has higher influence on the energy consumption. We have performed a regression analysis of the relationship between the energy consumption and values of the utilization thresholds. To achieve the normality of the residuals we have applied the log(log(X)) transformation. The Ryan-Joiner normality test has resulted in the P-Value > 0.1. The regression analysis has shown the adjusted R 2 is 86.6%, the coefficient for the lower threshold is -2.79, and the coefficient for the upper threshold is -1.28. The value of the adjusted R 2 shows that the obtained regression represents the relationship with a high precision. The values of the coefficients show that the lower threshold has approximately two times higher influence on the energy consumption than the upper threshold. This can be explained by the fact that an increase of the lower threshold eliminates the low utilization of the resources leading to higher energy savings; however, possibly increasing the number of VM migrations and SLA violations.
The results showing the mean energy consumption achieved using the MM policy for different values of the lower utilization threshold and the interval between the thresholds are presented in Figure 3 . The graph shows that an increase of the lower utilization threshold leads to decreased energy consumption. However, the low level of energy consumption can be achieved with different intervals between the thresholds. Therefore, to determine the best interval we have to consider another factor -the level of SLA violations. The results presented in Figure 4 (a) show that an increase of the lower utilization threshold leads to an increase of the SLA violations level for all the intervals. Therefore, it is necessary to determine the interval that will provide the optimal trade-off between energy consumption and SLA violations. Figure 4(b) shows that for the considered simulation setup the best combination of energy consumption and SLA violations is achieved with the 40% interval between the thresholds.
We have used the interval between the thresholds of 40% with different values of the lower utilization threshold to compare the MM policy with the HPG and RC policies. The graphs with fitted lines of the energy consumption, SLA violations, number of VM migration and average SLA violation achieved by the policies with the 40% interval between the thresholds are presented in Figure 5 . To compare the policies by each of these factors we have performed a two-way ANOVA test. To meet the assumptions of the model we have transformed the energy consumption using log(log(X)) transformation and the SLA violations using log(X). After the transformation the residuals are normally distributed with P-Value > 0.1. The variances of the distributions are approximately equal according to the plot of the standardized residuals against the fitted values. According to the results of the two-way ANOVA test, the data are consistent with the null hypothesis as P-Value = 0.16. Therefore, we can conclude that all the policies produce results with a not statistically significant difference.
For the comparison of SLA violations for the doublethreshold policies we get P-value = 0.005 that allow us to conclude that the data are not consistent with the null hypothesis. Using pair wise comparisons, we have found that the difference between the results obtained using the RC and MM policies is not statistically significant (P-Value > 0.9). However, the P-Value for the difference between the MM and HPG policies is 0.01, and for the difference between RC and HPG the P-Value is 0.009. The difference of means for the MM and HPG policies is -0.297 with 95% CI: (-0.526, -0.068). The difference of means for the RC and HPG policies is -0.312 with 95% CI: (-0.540, -0.083). This means that the MM and RC policies lead to significantly less SLA violations than the HPG policy.
For the analysis of the number of VM migrations the extreme point for the lower utilization threshold at 60% and the 40% interval has been removed. The reason is that the usage of these utilization thresholds leads to the same behavior of all the evaluated policies, as at 100% of the upper utilization threshold there is no space to handle peak loads. The two-way ANOVA test for the comparison of the number of VM migrations gives a statistically significant result with P-Value < 0.001. According to the pair wise comparisons, the usage of the RC policy results in the mean of 1322 fewer VM migrations than the HPG policy with 95% CI: (848, 1795). The usage of the MM policy results in the mean of 1495 fewer VM migrations than the RC policy with 95% CI: (1022, 1968) . From these results we can conclude that the MM policy leads to a significant reduction of the number of VM migrations compared to the other double-threshold policies.
A two-way ANOVA test for the comparison of the average SLA violation gives a not statistically significant result with P-Value = 0.417. This means that we accept the null hypothesis: the difference in results that can be obtained using the MM, HPG and RC policies is negligible.
In summary, all the evaluated policies cause approximately the same energy consumption and average value of SLA violation. However, the MM and RC policies lead to significantly less SLA violations than the HPG policy. Moreover, the usage of the MM policy results in a significantly reduced number of VM migrations in comparison to the other policies. Therefore, we have chosen the MM policy as the best among the double-threshold policies. We have chosen three representative threshold pairs for the MM policy and two values of the threshold for the ST policy to conduct a final comparison. The mean values of the energy consumption, SLA violations, number of migration and average SLA violation along with 95% CI for the NPA, DVFS, ST and MM policies are presented in Table 1 and in Figure 6 .
The results show that the dynamic reallocation of VMs according to the current CPU utilization can bring higher energy savings in comparison to static resource allocation policies. According to the T-test, for the simulated scenario the MM 50-90% policy leads to 0.48 KWh less energy consumption on average than ST 60% with approximately the same level of SLA violations with 95% CI: (0.47, 0.49). Moreover, the MM policy leads to more than 10 times less VM migrations than ST 60%. The T-test for the comparison of means of the energy consumption caused by the MM and DVFS policies show that the MM policy on average leads to 3.26 KWh less energy consumption than DVFS with 95% CI: (3.25, 3.27) . In comparison to the NPA policy, for the simulated scenario MM on average leads to 8.00 kWh less energy consumption than NPA with 95% CI: (7.89, 8.12) .
From the presented results we can conclude that the usage of the MM policy provides the best energy savings with the least SLA violations and number of VM migrations among the evaluated policies for the simulated scenario. Moreover, the results show the flexibility of the MM algorithm, as the thresholds can be adjusted according to the SLAs requirements. 1.1% (1.0%, 1.2%) of the SLA violations allows the achievement of the energy consumption of 1.476 kWh (1.472, 1.480). However, if the SLAs are relaxed, for example allowing 6.7% (6.5%, 6.9%) performance degradation, the energy consumption is further reduced to 1.142 kWh (1.134, 1.150) . According to our model, the service provider pays a penalty to the client in cases of SLA violations. The actual penalty amount depends on the contract terms negotiated between the provider and the client. Nevertheless, the energy savings of 66% achieved using the MM policy in comparison to the non-migration aware DVFS policy justifies the penalty caused by 1.1% SLA violations. Moreover, the performance requirements set as the SLAs for our experiments imply the 100% performance delivery. In a real-world environment, the provider can define in the contract terms the allowed mean performance degradation of 1-5%, and thus avoiding the penalty if the performance degradation does not exceed the specified value.
Transitions to the Sleep Mode
We have collected the data on the number of times the hosts have been switched to the sleep mode caused by the proposed MM algorithm during the simulations. The distribution of the number of transitions obtained from 10 simulation runs is depicted in Figure 7 .
According to the data, the experiment setup described in Section 5.2 has led to the mean of 201.5 transitions to the sleep mode with 95% CI: (188.62, 214.38). The distribution of the time duration until a host is switched to the sleep mode is shown in Figure 8 .
The data show that the mean time before a host is switched to the sleep mode is 20.1 seconds with 95% CI: (18.6, 21.6) . In other words, for our experiment setup and the workload generated, on average a host switches to the sleep mode after approximately 20 seconds of being active. This value is effective for real-world systems, as modern servers allow low-latency transitions to the sleep mode consuming low power. Meisner et al. [35] have shown that a typical blade server consuming 450 W in the fully utilized state consumes approximately 10.4 W in the sleep mode, while the transition delay is 300 ms.
Open Challenges
The virtualization technology, which Cloud computing environments heavily rely on, provides the ability to transfer VMs between physical nodes using live or offline migration. This enables the technique of dynamic consolidation of VMs to the minimum of physical nodes according to the current resource requirements. As a result, the idle nodes can be switched off or put to a power saving mode (e.g. sleep, hibernate) to reduce the total energy consumption by the data center. In this paper we have proposed algorithms that leverage this technique showing its efficiency. However, there are many open challenges that have to be addressed in order to take advantage of the full potential of energy conservation in Cloud data centers. In this section we identify and discuss key open research challenges that should be addressed at the level of managing data center's resources.
Optimization of VM Placement According to the Utilization of Multiple System Resources
The CPU consumes the major part of power in a server followed by the next largest power consumer -memory. However, modern multi-core processors are much more power-efficient than previous generations, whereas the memory technology does not show any significant improvements in energy efficiency. The increased number of cores in servers combined with the rapid adoption of virtualization technologies creates ever growing demand to memory and makes memory one of the most important components of focus in the power and energy usage optimization [36] . The same applies to network and disk stor- Turn Off Turn Off Figure 9 : The optimization over multiple resources.
age facilities in modern data centers. These facts unveil that it is essential to take into account the usage of multiple system resources in the energy-aware resource management.
We have already investigated the problem of energyaware dynamic consolidation of VMs according to the current CPU utilization. However, to allow a better VM placement optimization, the VMs should be reallocated according to the current utilization of multiple system resources, including the CPU, RAM, and network bandwidth as shown in Figure 9 . Disk storage is usually centralized (e.g. NAS) to enable live migration of VMs and, therefore, requires specific energy-efficient management techniques. The problem arises when it comes to providing strict SLAs ensuring no performance degradation, which is required for a Cloud data center. A generic Cloud computing environment (IaaS) is built to serve multiple applications for multiple users, creating mixed workloads and complicating the workload characterization. How to predict performance peaks? How to determine which VMs, when and where should be migrated to prevent the performance degradation considering multiple system resources? How to develop fast and effective algorithms for the VM placement optimization across multiple resources for largescale systems? These are the challenges that have to be addressed to provide a viable solution for modern Cloud computing environments.
Optimization of Virtual Network Topologies
In virtualized data centers VMs often communicate with each other, establishing virtual network topologies. However, due to VM migrations or a non-optimized allocation, the communicating VMs may end up hosted on logically distant physical nodes providing costly data transfers between each other. If the communicating VMs are allocated to the hosts in different racks or enclosures, the network communication may involve additional network switches and links, which consume significant amount of energy [37] . There have been recent research efforts on the optimization of the allocation of communicating applica- tions to minimize the network data transfer overhead [20] [21] [22] [23] [24] [25] . However, these works have not directly addressed the problem of energy consumption by the network infrastructure. Moreover, the proposed approaches do not optimize the placement of VMs at run-time depending on the current network load, which is effective for variable communication patterns and should be applied to virtualized data centers. To eliminate data transfer overheads and minimize energy consumption, it is necessary to monitor the communication between VMs and dynamically adapt their placement depending on the communication between them as shown in Figure 10 .
To provide effective reallocations, we propose the application of the proposed energy models of network devices [37] to the development of VM allocation adaption strategies for Cloud data centers. As migrations consume additional energy and have a negative impact on the performance, before initiating a migration, the reallocation controller has to ensure that the cost of migration does not exceed the benefit. The energy-aware optimization of the network communication between VMs in Cloud data centers is essential to investigate, as modern service applications are often deployed in multi-VM configurations. The optimal VM placement and its dynamic adaptation can substantially reduce the data transfer overheads, and thus energy consumed by the network infrastructure.
Optimization of Thermal States and Cooling System
Operation A significant part of electrical energy consumed by computing resources is transformed into heat. High temperature leads to a number of problems, such as reduced system reliability and availability, as well as decreased lifetime of devices. In order to keep the system components within their safe operating temperature and prevent failures and crashes, the emitted heat must be dissipated. The cooling problem becomes extremely important for modern blade and 1-unit rack servers, which lead to high density of computing resources and complicate the heat dissipation. For example, for a 30,000 ft 2 data center with 1000 standard computing racks, each consuming 10 kW, the Figure 11 : The temperature optimization.
initial cost of purchasing and installing the infrastructure is $2-$5 million; whereas the annual costs for cooling is around $4-$8 million [38] . Therefore, apart from hardware improvements, it is essential to optimize the cooling system operation from the software side. There has been work on modeling the thermal topology of a data center that can be applied to achieve a more efficient workload placement [39] . New challenges include how and when to reallocate VMs to minimize the power drawn by the cooling system, while preserving a safe temperature of the resources and minimizing the migration overhead and performance degradation. We propose the investigation and development of new thermal management algorithms that monitor the thermal state of physical nodes and reallocate the workload (VMs) from overheated nodes as shown in Figure 11 . In this case, the cooling systems of the overheated nodes can be slowed down allowing natural power dissipation. The temperature variations caused by different workloads can be leveraged to swap VMs at an appropriate time to control the temperature and energy consumption. In addition, hardware level power management techniques, such as DVFS, can lower the temperature when it surpasses the thermal threshold. To meet the requirements of Cloud data centers, this problem should be explored for a case when multiple diverse applications with different QoS requirements are executing in the system simultaneously.
Efficient Consolidation of VMs for Managing Hetero-
geneous Workloads Cloud infrastructure services provide users with the ability to provision virtual machines and execute any kinds of applications on them. This leads to the fact that different types of applications (e.g., enterprise, scientific, and social network applications) can be allocated to a single physical computing node. However, it is not obvious how these applications can influence each other, as they can be data, network or compute intensive, thus creating variable or static load on the resources. The problem is to determine which kinds of applications can be allocated to a single host to provide the most efficient usage of the resources.
Moreover, data center resources may deliver different levels of performance to their clients; hence, performance-aware resource selection plays an important role in Cloud computing.
Current approaches to energy-efficient consolidation of VMs in data centers do not investigate the problem of combining different workload types. These approaches usually focus on one particular workload type, or do not consider different kinds of applications assuming a uniform workload. In contrast to the previous works, we propose an intelligent consolidation of VMs with different workload types. For example, a compute intensive (scientific) application can be effectively combined with a web-application (file server), as the former mostly relies on CPU performance, whereas the latter utilizes disk storage and network bandwidth. It is necessary to investigate which kinds of applications can be effectively combined and which parameters influence the efficiency. Additionally, Cloud applications can present varying workloads. It is therefore essential to carry out a study of Cloud services and their workloads in order to identify common behaviors, patterns, and explore load forecasting approaches that can potentially lead to more efficient resource provisioning and consequently improved energy efficiency. Another research problem is to develop methods for the automatic determination of compatible applications and application of VM migration to adapt the placement when the application behavior changes.
In this context, we propose the investigation of sample applications and correlations between workloads, and attempt to build performance models that can help exploring the trade-offs between QoS and energy savings. This knowledge can be used to develop workload-aware resource allocation algorithms, which can be incorporated into energy-efficient resource management strategies in data centers to achieve more optimal allocation of resources. For resource providers, the optimal allocation of VMs will result in higher utilization of resources and, therefore, reduced operational costs. End-users will benefit from decreased prices for the resource usage. Knowledge of the efficient combination of different types of workloads will advance resource management strategies in energy-aware computing environments, where consolidation of VMs is one of the most productive energy saving techniques.
A Holistic Approach to Energy-Aware Resource Management
Although all of the optimization techniques discussed above are important, some of them are contradictory. For example, the technique discussed in Section 6.1 is aimed at the consolidation of VMs and increases the amount of physical resources in cases of workload peaks. On the other hand, the technique discussed in Section 6.3 deconsolidates VMs in cases of node overheating incorporating additional constraints. Therefore, the problem of combining different optimization techniques presents a significant research challenge creating a multi-objective optimization problem.
One of the limitations of current practices is that the optimization algorithm is slow due to complex computations or requires machine-learning that is not suitable for a large-scale data center environment that has to be able to quickly respond to changes in the workload. Usually the optimization controller is centralized that creates a single point of failure and limits the scalability. The proposed holistic approach can be highly resource intensive, as it will incorporate a multi-objective optimization. Therefore, to provide scalability and fault-tolerance, the crucial requirements to the optimization algorithm are decentralization and distributed nature. This implies that reallocation controllers are distributed over multiple physical nodes in a data center and do not have the complete view of the system at any point of time. The research challenges in this case are: How to efficiently propagate the data between controllers? How to effectively combine different optimization techniques? How to ensure that the solution is close to the global optimum? These questions have to be answered in order to develop an approach suitable for real-world Cloud data centers.
Concluding Remarks and Future Directions
This work advances the Cloud computing field in two ways. First, it plays a significant role in the reduction of data center energy consumption costs, and thus helps to develop a strong and competitive Cloud computing industry. Second, consumers are increasingly becoming conscious about the environment. A recent study shows that data centers represent a large and rapidly growing energy consumption sector of the economy and a significant source of CO2 emissions [40] . Reducing greenhouse gas emissions is a key energy policy focus of many countries around the world. We have presented and evaluated our energy-aware resource allocation algorithms utilizing the dynamic consolidation of VMs. The experiment results have shown that this approach leads to a substantial reduction of energy consumption in Cloud data centers in comparison to static resource allocation techniques. We are aiming at putting in a strong thrust on open challenges identified in this paper in order enhance the energy-efficient management of Cloud computing environments.
The research work is planned to be followed by the development of a software platform that supports the energyefficient management and allocation of Cloud data center resources. In order to reduce the cost of software engineering, we will extensively reuse existing Cloud middleware and associated technologies. We will leverage third party Cloud technologies and services offerings including (a) VM technologies, such as open-source Xen and KVM, and commercial products from VMware; (b) Amazon's Elastic Compute Cloud (EC2), Simple Storage Service (S3), and Microsoft's Azure. We will also leverage our own technologies such as Aneka, which is a .NET-based platform for building enterprise Clouds [41] . We will implement a generic resource manager and plug-in software adaptors to allow interaction with different Cloud management systems such as Aneka and Amazon EC2.
