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Abstract: An accurate and efficient event reconstruction is required to realize the full scientific75
capability of liquid argon time projection chambers (LArTPCs). The current and future neutrino76
experiments that rely on massive LArTPCs create a need for new ideas and reconstruction ap-77
proaches. Wire-Cell, proposed in recent years, is a novel tomographic event reconstruction method78
for LArTPCs. The Wire-Cell 3D imaging approach capitalizes on charge, sparsity, time, and ge-79
ometry information to reconstruct a topology-agnostic 3D image of the ionization electrons prior80
to pattern recognition. A second novel method, the many-to-many charge-light matching, then81
pairs the TPC charge activity to the detected scintillation light signal, thus enabling a powerful82
rejection of cosmic-ray muons in the MicroBooNE detector. A robust processing of the scintillation83
light signal and an appropriate clustering of the reconstructed 3D image are fundamental to this84
technique. In this paper, we describe the principles and algorithms of these techniques and their suc-85
cessful application in the MicroBooNE experiment. A quantitative evaluation of the performance86
of these techniques is presented. Using these techniques, a 95% efficient pre-selection of neutrino87
charged-current events is achieved with a 30-fold reduction of non-beam-coincident cosmic-ray88
muons, and about 80% of the selected neutrino charged-current events are reconstructed with at89
least 70% completeness and 80% purity.90
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1 Introduction109
The Liquid Argon Time Projection Chamber (LArTPC) [1–4] is a novel detector technology under110
rapid development. It is a fully active calorimeter with excellent 3D tracking capability, which can111
enable particle identification (PID) of unprecedented power in neutrino detection. This detector112
technology has been utilized in many current accelerator neutrino experiments, such as Micro-113
BooNE [5] and the Short Baseline Neutrino (SBN) program [6], and it will be used in the future114
massive LArTPC experiments, such as DUNE [7].115
Event reconstruction is one of the most challenging tasks in analyzing the data from current and116
future large-scale LArTPCs. A high-performance event reconstruction is vital to take full advantage117
of the capability of LArTPCs for physics measurements. Multiple reconstruction approaches are118
being developed in MicroBooNE, including the Pandora multi-algorithm pattern recognition [8]119
and deep learning with convolutional neural networks [9, 10]. Another novel event reconstruction120
method, Wire-Cell, has also been under rapid development for MicroBooNE. The Wire-Cell 3D121
imaging [11] capitalizes on the most fundamental LArTPC detector information – time, charge,122
and geometry – to tomographically reconstruct a topology-agnostic three-dimensional image of123
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the ionization electrons prior to any pattern recognition step. The early construction of the 3D124
image without the involvement of pattern recognition is the primary distinction between Wire-125
Cell and other reconstruction paradigms [8–10]. This is beneficial because in 3D the particle126
activities are more separated than in 2D, which reduces the difficulties in clustering and other pattern127
recognition tasks. Enabled by the high-performance ionization electron signal processing procedure128
in MicroBooNE [12–14], the Wire-Cell 3D imaging reduces the degeneracies – integrated charge129
measured along each wire other than pixelated measurement of charge – inherent in the LArTPC130
wire readouts as used by MicroBooNE and numerous other experiments.131
Detector defects such as nonfunctional channels (10% of all wire readouts in MicroBooNE)132
and the numerous cosmic-ray muons (20–30 per TPC readout window) in theMicroBooNE detector133
pose additional challenges to the overall success of the event reconstruction. We address the first134
problem by allowing for the reconstruction in regions where two out of three channels, one from135
each wire plane, are functional. For these regions, an analysis that also relies on information136
from nearby fully functional regions is performed. Our method significantly reduces the extent137
of unusable regions by a factor of ten. To deal with the high rate of cosmic rays, we developed138
a many-to-many TPC-charge and PMT-light (charge-light) matching method, to distinguish the139
candidate neutrino activity, which is in coincidence with the beam spill, from the numerous cosmic140
rays spanning the entire MicroBooNE detector and the TPC readout window. TPC activity hereafter141
refers to the energy deposition in LArTPC by ionization. It originates from either a cosmic-ray142
muon or a neutrino interaction. This method relies on the Wire-Cell 3D imaging and emphasizes143
the interplay between the scintillation light and the ionization charge signals created by charged144
particles traversing the LAr. A robust processing of the scintillation light signals from the photon145
detector system and an appropriate clustering, which groups the TPC activities that represent signals146
initiated by an individual primary particle, are fundamental to this technique.147
In this paper, we describe the principles, algorithms, and performance evaluation of the Wire-148
Cell 3D imaging and the many-to-many charge-light matching, including the light signal processing149
and the 3D clustering. These techniques provide a solid foundation to reject coincident in-beam150
cosmic-ray muons [15] with downstream reconstruction techniques (e.g. track trajectory fitting151
and pattern recognition). The outcome of these tools, e.g. the Wire-Cell 2D and 3D images of152
the neutrino activities with the surrounding cosmic-ray activities removed, can also improve the153
performance of other reconstruction paradigms [8–10]. The principle and implementation of the154
Wire-Cell 3D imaging is presented in section 3. The many-to-many charge-light matching to pair155
the TPC activities to the reconstructed PMT activities is described in section 4 as the final step to156
select the candidate neutrino activities. Evaluations of the quality of the Wire-Cell 3D imaging and157
the efficacy of the many-to-many charge-light matching are demonstrated in section 5. A summary158
of the performance and discussion is presented in section 6.159
2 The MicroBooNE detector160
TheMicroBooNE detector is the first LArTPC in the SBN program to measure neutrino interactions161
from the on-axis Booster neutrino beam (BNB) [16] at Fermi National Accelerator Laboratory in162
Batavia, IL. MicroBooNE uses a single-phase (i.e. liquid phase only) LArTPC with a rectangular163
active volume of the following dimensions: 2.6 m (width, along the drift direction), 2.3 m (height,164
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vertical), and 10.4 m (length, along the beam direction), as illustrated in figure 1. The TPC has an165
active mass of 85 metric tonnes and is immersed in a single-walled and cylindrical shaped cryostat166
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Figure 1: Illustration of single-phase LArTPCs [5]. Each wire plane provides a 2D image of the
ionization electrons with respect to a specific wire orientation.
A high voltage of −70 kV applied on the cathode plane provides a drift field of 273V/cm. The168
electrons ionized by any energy deposition from traversing charged particles drift towards the anode169
wire planes along the electric field at a nominal speed of about 1.10mm/µs. In this paper, we use170
the X-axis to represent the direction away from the readout wire plane and opposite to the ionization171
charge drift, Y-axis to represent the vertical-up direction, and Z-axis to represent the BNB beam172
direction. There are three parallel wire readout planes [17] on the anode side with different wire173
orientations. The first wire plane facing the cathode is labeled “U”, and the second and third plane174
are labeled “V” and “Y”, respectively. The 3456 wires in the Y plane are oriented vertically and175
the 2400 wires in the U (V) plane are oriented +(−)60◦ with respect to the vertical direction. The176
spacing between adjacent wires and adjacent wire planes are both 3mm. Different bias voltages,177
−110V, 0V, and 230V, are applied to the U, V, and Y wire planes, respectively, to ensure all178
ionization electrons drift through the U and V planes before being collected by the Y plane. The U179
and V planes are commonly referred to as the induction planes and the ionization electrons induce180
bipolar electrical signals as they pass through the planes; the Y plane is referred to as the collection181
plane and sees unipolar electrical pulses.182
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The TPC readout is defined with respect to the event trigger and includes three 1.6 ms frames,183
spanning -1.6 ms to +3.2 ms relative to the trigger time, with a sampling rate of 2 MHz (0.5 `s184
per time tick). Therefore, each wire plane records a 2D image (time versus wire) of the ionization185
electrons within the full 4.8 ms TPC readout.186
Behind thewire planes and external to the TPC, there is an array of thirty-two 8” photomultiplier187
tubes (PMTs) [18] to detect scintillation light for triggering, timing, and other purposes. The PMT188
readout includes four 1.6 ms frames with the beam gate window (1.6 `s beam-spill) contained189
within the second 1.6 ms frame. The sampling rate is 64 MHz (15.625 ns per sample) for each190
PMT and the signal is recorded in a dynamic-range-based, paired form for each channel – a high191
gain (x10) signal and a low gain (x1) signal. The 32 PMTs promptly (in a few nanoseconds) detect192
the scintillation light and provide the intensity and position information of the photo-electrons193
originating from either a cosmic-ray muon or a neutrino interaction. The TPC and PMT readouts194
cover the full time range of the beam neutrino activities as well as cosmic-ray activities that enter195
the beam spill frame during the relatively slow drift of ionization electrons, which has a maximum196
drift time of 2.3 ms.197
3 Wire-Cell 3D Imaging198
Analysis of the single-phase LArTPC with a wire readout scheme is a natural application of the199
tomography technique, which the Wire-Cell 3D imaging strictly follows. Ref. [11] introduces the200
basic concepts and the key mathematics of the Wire-Cell 3D imaging. In this section, we focus201
more on the realistic issues when applying the Wire-Cell 3D imaging to MicroBooNE data.202
The fundamental information provided by a LArTPC is as follows:203
(i) Time - when the ionization electrons arrive at the anode wire plane1.204
(ii) Geometry - the positions of the wires from each plane that have signals from the ionization205
electrons, i.e. hit wires.206
(iii) Charge - the number of ionization electrons measured by the hit wires from each wire plane.207
The time and charge information comes from the time distribution of the deconvolved charge,208
which is obtained via advanced signal processing techniques. In particular, the 2D deconvolution209
technique [13, 14] significantly improves the signal processing for the induction planes and makes210
the deconvolved charge consistent across the multiple wire planes. The geometry information is211
the wire position, along the wire pitch direction (perpendicular to the wire orientation). Since the212
wire planes have different wire orientations, signals on each wire are taken as a 1D projection of the213
charge depositions with the summation of the charge available in the proximity of each wire. The214
position of each individual charge deposition along the wire itself can only be provided by other215
wire planes.216
The Wire-Cell 3D imaging uses two major steps to reconstruct the 3D image of the ionization217
electrons arriving at the anode plane: 1) Reconstruct the 2D image of the ionization electrons on218
the anode plane in a given time slice, e.g. 2 `s (4 ticks in the TPC readout) considering the intrinsic219
time smearing of about 1.5 `s after signal processing [13]. The integrated charge within the time220
slice on each hit wire is used; 2) Concatenate the 2D images from the previous step in the sequence221
1The absolute starting time of each cosmic-ray muon needs to be corrected by using the light signal information with
the charge-light matching technique described in section 4.3
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of time slices to form the 3D image. From three wire readout planes, at most three 1D projection222
views are available within one time slice, in contrast with the dozens or even hundreds of 1D223
projection views available in common tomography applications, such as those for medical imaging.224
Compared to a pixelated readout with n2 pixels, the O(n) wires (3×n for three wire planes) afforded225
by a wire readout scheme reduces the heat loads and the cost of the readout system, but result in226
a considerable loss of information. To recover from the loss of information, additional constraints227
are used:228
(iv) Sparsity - the distribution of ionization electrons in space is expected to be sparse, typically229
occupying less than 10% of the local bounding volume that contains the activities, for any230
physical signals.231
(v) Proximity - the ionization electrons are read out by consecutive wires because a charged232
particle ionizes argon atoms continuously in the fully active LArTPC volume.233
(vi) Positivity - the number of the drifted ionization electrons can only be positive.234
The actual procedure we use to incorporate the above information is divided into two processes:235
tiling and solving, as described in section 3.1 and section 3.2, respectively. In the implementation236
of Wire-Cell 3D imaging in MicroBooNE, the nonfunctional wires [12] aggravate the wire readout237
ambiguity, and introduce a large number of ghost energy depositions. A dedicated de-ghosting238
algorithm, discussed in section 3.3, is developed to mitigate this effect.239
3.1 Tiling240
The 2D image of the ionization electrons in a time slice consists of cells, which are the smallest241
geometric units formed by wires from three planes. Figure 2 shows tens of cells, for example242
the black triangle, which is the overlapping area of three wires from the three wire planes. Each243
wire represents a 2D region centered around the wire location with its width equal to the wire244
pitch. All cells have equilateral triangular shapes because of the MicroBooNE wire orientations245
and positioning.246
The smallest time unit in the Wire-Cell imaging is a time slice, whose 2 `s width contains four247
sampling ticks from the TPC readout. The width of the time slice introduces negligible information248
loss because the software filtering in the signal processing has a cut-off frequency at about 0.25MHz249
to optimize the signal-to-noise ratio, which in turn smears the time resolution. Geometry is used250
to determine all possible hit cells within a time slice by finding the intersections of the hit wires.251
In figure 2, there are 8 hit U wires (2.4 cm wide), 5 hit V wires (1.5 cm wide), and 6 hit Y wires252
(1.8 cm wide), leading to 55 possible hit cells. The fact that there are fewer knowns (19 hit wires)253
than unknowns (55 cells) indicates an ambiguity is introduced by the wire readout. Meanwhile, the254
amount of integrated charge in a time slice and the identities of active wires in that time slice are255
affected by diffusion and long-range induction effects (especially for induction planes) as charge256
drifts in the TPC, as well as the action of software filters applied to the waveforms [13, 14]. To257
mitigate the impact fromwire ambiguity and charge smearing, a procedure to merge the consecutive258
hit cells is developed, called tiling. The groups of hit cells after tiling are called blobs. The blob in259
figure 2 is marked by solid blue lines. The connected hit wires are merged as wire bundles in the260
tiling procedure, and a blob is the overlapping area of three wire bundles from each wire plane as261
shown in figure 2. Note that a cell or a blob can be taken as a 3D object and its length along the262
drift direction is the width of the time slice, i.e. 2 `s or about 2.2 mm. In the following sections,263
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3D space points will be used to describe the algorithms and a “space point” is equivalent to a “cell”264
hereafter, which represents a 3D voxel of the space with a finite size. Its charge is deduced by the265








Figure 2: An example of the hit cells and blob constructed by the hit wires with the MicroBooNE
detector geometry. Each wire is represented by a solid red line and the wire (pitch) boundaries are
represented by dashed black lines. All hit cells have equilateral triangular shapes and are marked
with blue dots at their centers. An example cell is marked by the black triangle. A blob is formed
by the contiguous hit cells and marked by solid blue lines.
There are three advantages to the tiling. Firstly, it completely collects the reconstructed charge267
smeared to the adjacent wires, resulting in more consistent charge values across the wire planes.268
Secondly, it greatly reduces the number of unknowns in the later stage of solving. Thirdly, it269
significantly reduces the computational cost. The charge smearing is different for different wire270
planes. Obtaining consistent charge measurements across multiple wire planes by the tiling is271
fundamental to construct and solve the Wire-Cell 3D imaging equation as described in section 3.2.272
Figure 2 corresponds to a single track traversing the time slice in a local area. In reality, there273
could be multiple tracks from cosmic-ray muons or a neutrino interaction traversing the time slice274
(a fixed x position) at various Y-Z locations as shown in figure 3. The solid red lines represent the275
hit wires from each wire plane. The resulting blobs are marked in blue or green. One may notice276
that in figure 3, the green blobs only have two corresponding wire bundles from two wire planes.277
This is because the hit wires in the third wire plane are not able to provide reasonable signals if278
they are nonfunctional or too noisy. Note that figure 3 is the result after applying the de-ghosting279
algorithm as introduced in section 3.3, so some blobs are determined to be fake and removed.280
Generally, a 3-plane tiling approach requires the wires from all three wire planes to be func-281
tional. Given that about 10%of channels are nonfunctional inMicroBooNE for various reasons [12],282
this requirement introduces 30% inactive regions on the 2D anode plane as illustrated in the top283
panel of figure 4. To address this issue, we allow for a 2-plane tiling procedure in areas where at least284
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Figure 3: An example event with hit wires and blobs after applying the deghosting algorithm (see
section 3.3). Blobs are marked in blue or green. Blue blobs correspond to 3-plane tiling requiring
all three wire planes to be functional. Green blobs correspond to the additional blobs created in
2-plane tiling requiring at least two wire planes to be functional. Hit wires are represented by solid
red lines.
two planes have functional wires. This means that only the area having two or three nonfunctional285
wires is regarded as the nonfunctional region. This drastically reduces the nonfunctional volume286
from 30% to 3% as shown in the bottom panel of figure 4, and an increase of the number of blobs287
(green blobs) can be seen in figure 3. Outside this 3% nonfunctional region, the 2-plane tiling288
procedure assumes all the nonfunctional wires are assumed to be hit all the time.289
Active detector if three live wires are required prior to tiling
Active detector if two live wires are required to tile
MicroBooNE
Figure 4: Impact of the nonfunctional wires (gray) on the anode plane. The borders of the two
figures correspond to the boundaries of the LArTPC active volume. Top: the gray area that has at
least one wire nonfunctional is 30%. Bottom: the gray area that has at least two wires nonfunctional
is 3%.
While the missing 3-plane blobs are recovered with 2-plane tiling, a number of fake blobs, or290
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“ghosts”, are created in areas where two functional hit wires cross a third nonfunctional wire, where291
no true physical charge is responsible for the corresponding wires’ measurements. Some ghosts292
could still appear when all three wire planes are functional because of the intrinsic ambiguity of293
the wire-readout scheme, but the number of ghosts is significantly increased when 2-plane tiling is294
allowed, given the sizable number of nonfunctional wires.295
Using the time and geometry information, concatenating the 2D blobs in each time slice from296
tiling provides a 3D image of all the possible charge depositions, as shown in the example in figure 5.297
The top panel corresponds to the 3-plane tiling, yielding a 70% functional volume. The middle298
panel corresponds to the 2-plane tiling, providing a 97% functional volume. Since it is essential to299
limit the nonfunctional volume in physics measurements to increase the charge collection efficiency300
and improve the later reconstruction performance, the next task is to remove the ghosts, which301
originate from the wire readout ambiguity and worsened by nonfunctional wires in the 2-plane302
tiling procedure.303
3.2 Charge solving304
Charge is one of the most fundamental bases on which to remove the ghosts. A system of linear305
equations can be constructed by relating the measured charge of a hit wire to the unknown charges306
of the possible hit cells along this wire. In practice, after the tiling step, blobs and wire bundles are307
considered here rather than cells and wires. The equation can be expressed as follows:308
H = G, (3.1)
where H is a vector of the integrated measured charges for the hit wire bundles, G is a vector309
of the unknown charges of all blobs, and  is a matrix with its element 8 9 = 1(0) if the blob310
corresponding to G 9 is (not) on the wire bundle corresponding to H8 . We call eq. (3.1) the imaging311
equation of the first principle. In an ideal solution of eq. (3.1), the true hit blob will have charges312
equal to their truth values, and the fake blobs will have zero charge. However, even if the charges313
are measured completely and accurately, eq. (3.1) generally has no unique solution. The problem314
is the result of the fact that there are generally more unknowns than knowns in this system, and315
this under-determined linear system stems from the wire readout ambiguity. As a consequence,316
the matrix )  usually does not have full rank and it is not invertible, and the general solution of317
eq. (3.1), G = () · )−1 · ) · H, cannot be used.318
As elaborated in ref. [11], one can find an optimized solution to eq. (3.1) by making it an319
optimization problem after applying additional constraints,320
minimize | |G | |?, subject to: H = G, (3.2)
where | |G | |? = (
∑
8 |G8 |?)1/? is the ℓ?-norm of a vector G. Since the physics activities in LArTPCs321
are generally sparse, i.e. most of the elements of G are zero, the ℓ0-norm (a count of the nonzero322
elements) can be used to seek themost sparse or the simplest solution that explains themeasurements.323
The minimization of | |G | |0 can be achieved by removing the unknowns until the linear equation324
is solvable. For example in figure 3, there are 25 blobs, while only about 10 hits are true. One325
can remove 15 unknowns2 out of the 25 to solve the equation and find the “best” one satisfying326





Figure 5: Comparison of the tiling results and the charge solving result from MicroBooNE data
(event 41075, run 3493). The solid black box represents the LArTPC active volume with an X-
position (converted from the readout time) relative to the neutrino interaction time. Only time and
geometry information are used in the tiling. Sparsity, positivity, and proximity information are
incorporated in the charge solving as described in section 3.2. Top: 3-plane tiling with 70% active
volume. Middle: 2-plane tiling with 97% active volume. Bottom: 2-plane tiling result after the
charge solving. The color scale represents the resulting charge values in the charge solving.
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the optimization condition. However, in this case there are 1025 ≈ 3.3 × 10
6 combinatorial ways327
to remove the unknowns and in general this optimization is an NP-hard problem that is extremely328
expensive in computation. Mathematicians [19] have discovered that an alternative constraint,329
the ℓ1-norm, can well approximate the ℓ0-norm result with a much faster minimization. This ℓ1330
technique, also known as compressed sensing, is widely applied in many other fields for signal331
processing and computational photography. As shown in section 4.3, the compressed sensing332
technique is also used to perform the many-to-many charge-light matching.333
In practice, a chi-square function is constructed to take into account the uncertainties of the334
measured charge from signal processing [14], and the compressed sensing technique is implemented335
by adding an ℓ1-regularization term to the chi-square function:336
j2 = | |H′ − ′G | |22 + _ | |G | |1, (3.3)
where the vector H and G are pre-normalized through +−1 = &)& (Cholesky decomposition),337
H′ = & · H, ′ = & · , and _ regulates the strength of | |G | |1. The matrix + is the real symmetric338
covariance matrix of the charge measurement uncertainties. The ℓ1-regularized chi-square function339
is convex with a unique global minimum, enabling fast minimization algorithms such as coordinate340
descent [20]. An implementation of the coordinate descent method can be found in a Wire-Cell git341
repository [21]. Another constraint, positivity of the charge (number of the ionization electrons), is342
added in the coordinate descent method to help remove the ghosts.343
So far we have shown the incorporation of charge, sparsity, and positivity to seek the unique344
solution to the imaging equation of the first principle. To further improve the robustness of the ℓ1-345
regularization result, proximity information is incorporated given the fact that the LArTPC is a fully346
active detector, therefore the measured activities from charged particles are spatially continuous,347
in contrast to other sampling detectors. For those adjacent blobs over different time slices, the348
regularization strength _ is applied with an additional scaling factor of 0= to lower the chance of349
removing the corresponding element in G during the ℓ1 minimization. = represents the number of350
the adjacent blobs that are connected to the target blob, and 0 is a predefined scaling factor. The351
final chi-square function in the Wire-Cell imaging is transformed to be:352
j2 = | |H′ − ′G | |22 + _ | |l · G | |1, (3.4)
where _ is an overall regularization strength parameter, andl8 = 0=8 is the weight for G8 as described353
in the text. The two hyper-parameters _ and 0 are tuned by data events. Note that H is a vector of354
the integrated measured charge for each wire bundle in the tiling and G is a vector of the charge to355
be solved for each blob.356
The bottom panel of figure 5 shows the result after applying the charge solving procedure to357
the 2-plane tiling result in the middle panel. It is clear that the ghosts are further reduced and the358
3D voxels are now associated with different charge values, which correspond to the solution G of359
the imaging equation of the first principle. As elaborated in section 4.3, such 3D charge solving360
is critical to predict the scintillation light signals for each PMT, allowing for comparison to and361
matching with the observed light information.362
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3.3 De-ghosting363
The amount of ghosts is considerably reduced after the charge solving but the result is still unsat-364
isfactory. The sparsity combined with the proximity is already incorporated in the charge solving365
to resolve the wire readout ambiguity; however, this procedure is performed in a “local” manner366
restricted within each time slice or over adjacent time slices. Within the 3D imaging, all connected367
blobs in 3D space are grouped together as proto-clusters. A proto-cluster does not necessarily368
group all related TPC activities from a cosmic-ray muon or a neutrino interaction, since there might369
be true or artificial gaps in the 3D image. The principle of the sparsity of the LArTPC physics370
activities will be further used in a “global” manner to reconstruct the sparsest 3D images of the TPC371
activities by removing the less prominent proto-clusters that are redundant to explain the observed372
2D-projection measurements from wire planes. Following this philosophy, a dedicated algorithm,373
deghosting, is developed to remove the residual ghosts based on their two main characteristics.374
Position - the ghosts are mainly present in areas where one wire plane is nonfunctional.375
Projection - the ghost proto-clusters, mostly track-like, are generally redundant in all three 2D376
projection views of wire-versus-time.377
The area with one nonfunctional wire plane provides significantly less constraints in the tiling and378
charge solving. This introduces a large ambiguity in the wire readout and a high probability of the379
presence of ghosts. As indicated in eq. (3.4), the 3D space points are reconstructed by matching380
the charge for all the functional wire planes, and the charge that forms a ghost proto-cluster must381
come from the original measurement from a genuine track. Generally speaking, in one of the382
wire-versus-time views, the ghost tracks are in the nonfunctional region, and match or coincide383
with genuine tracks in the other two views. So an effective way to identify ghosts is to check each384
individual wire-versus-time view to test if a proto-cluster is present as redundant pieces or missing385
pieces of another more prominent proto-cluster.386
Below is an example of a MicroBooNE data event to illustrate the identification of ghosts.387
Figure 6, figure 7, and figure 8 show the 2D projections of the 3D image and the original charge388
measurements from the three wire planes: Y, U, and V, respectively. In each figure, the top left389
is the result before de-ghosting and the top right is the result after de-ghosting, and the bottom390
is the original charge measurement with the nonfunctional wires marked in gray. The red circles391
in the three figures correspond to the same 3D volume in the TPC. As can be seen, the ghosts392
in the Y plane’s (collection plane) nonfunctional region overlap with the measurements in the U393
plane (induction plane), and those ghost proto-clusters are redundant since other proto-clusters can394
explain the same measurements in the U plane. In figure 7, the images in the red circle are nearly395
the same before and after the de-ghosting, and it hints that ghost tracks are redundant in terms396
of explaining the measured charge. The ghosts in the V plane exhibit similar behavior, as shown397
in figure 8. Note that after one round of the de-ghosting, another round of the charge solving is398
needed to reclaim the charge carried by the ghosts. The practical 3D imaging procedure is therefore399
iterative, and is summarized in section 3.4. Figure 9 shows the imaging results with and without400
de-ghosting.401
The occurrence of ghosts is aggravated by the inefficiency of the noise filtering [12] and402
the signal processing [13], which may filter out some charges along the isochronous tracks as403
coherent noise, or fail to reconstruct the charges of prolonged tracks (a long signal along the drift404
– 11 –
MicroBooNE Data
MicroBooNE Data MicroBooNE Data
Figure 6: Top left: 2D projection to the Y plane’s wire-versus-time view of the reconstructed 3D
image without the de-ghosting algorithm. The black box represents the full detector length in Y
and the full cathode-to-anode drift distance in X. The red circle corresponds to the same volume in
the TPC as in figure 7 and figure 8. Top right: after the de-ghosting algorithm. Bottom: Original
charge measurement. The vertical axis bin width (time) is 4 ticks (2 microseconds), and the color
scale represents the number of ionization electrons scaled by a factor 1/500 (comparable to ADC
counts from raw waveforms). The nonfunctional wires are marked in gray.
direction) because of the bipolar cancellation of the induction plane signals3. Consequently, one405
or two of the 2D wire-versus-time views of the charge measurements may have gaps along a track406
even on the functional wire planes. This gap will lead to a separation in the 3D image since the407
charge measurements across the wire planes can no longer match. Consequently, the successfully408
reconstructed charges from the other wire planes corresponding to the gap could interplay with the409
charge measurements from other tracks and be erroneously explained by ghosts. The removal of410
such ghosts requires a bridging of the gaps to connect the separated pieces of the track. This will411
be further discussed in section 4.1 in the context of 3D clustering, which results in the final TPC412
clusters based on the proto-clusters.413
3.4 Summary414
The actual procedure of the application of Wire-Cell 3D imaging in MicroBooNE is iterative,415
containing multiple rounds of tiling, charge solving, and de-ghosting. The number of iterations416
is based on an empirical evaluation based on data events used during the algorithm development.417
More iterations do not appear to significantly improve the results of the 3D imaging. A summary418
of procedures is shown in table 1.419
SinceMicroBooNE is a near-surface detector with limited cosmic ray shielding, 20–30 cosmic-420
ray muons per event are input to theWire-Cell imaging process in the full readout window of 4.8 ms.421
3The recent advancement in TPC signal processing by leveraging the deep learning techniques[22] is expected to
reduce this signal inefficiency.
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Figure 7: Top left: 2D projection to the U plane’s wire-versus-time view of the reconstructed 3D
image without the de-ghosting algorithm. The black box represents the full array of U channels
and the full cathode-to-anode drift distance in X. The red circle corresponds to the same volume in
the TPC as in figure 6 and figure 8. Top right: after the de-ghosting algorithm. Bottom: Original
charge measurement. Y-axis bin width (time) is ticks (2 microseconds), and Z-axis value represents
the number of ionization electrons scaled by a factor 1/500 (comparable to ADC counts from raw
waveforms). The nonfunctional wires are marked in gray.
Table 1: Summary of the procedures of the Wire-Cell 3D imaging, including the 2-plane (≥2 wire




3 1st round of charge solving
4 2nd round of charge solving with reweighting for connected blobs
5 Repeat the steps 2, 3, 4
6 Repeat the steps 2, 3, 4 again
The time and memory consumption are practical issues to be addressed in the optimization and422
finalization of the algorithms. Using ∼10k MicroBooNE data events, the average time and memory423
consumption (a single-threaded program) is estimated to be about 2 minutes and less than 2 GB424
on an Intel(R) Core(TM) i7-4790K CPU @ 4.00GHz. Most of the memory is used by the tiling425
to initialize and index the blobs from each time slice. Most of the time is consumed by the charge426
solving and de-ghosting, which are critical to the quality of the 3D images.427
The goal of the Wire-Cell imaging is to reconstruct the 3D image of the ionization electrons428
independently of the event topology and prior to the application of pattern recognition techniques429
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Figure 8: Top left: 2D projection to the V plane’s wire-versus-time view of the reconstructed 3D
image without the de-ghosting algorithm. The black box represents the full array of V channels
and the full cathode-to-anode drift distance in X. The red circle corresponds to the same volume in
the TPC as in figure 6 and figure 7. Top right: after the de-ghosting algorithm. Bottom: Original
charge measurement. Y-axis bin width (time) is ticks (2 microseconds), and Z-axis value represents
the number of ionization electrons scaled by a factor 1/500 (comparable to ADC counts from raw
waveforms). The nonfunctional wires are marked in gray.
(such as those presented in Ref. [8]). The reconstructed 3D image is an input to the subsequent430
reconstruction, e.g. the charge-light matching, to distinguish the in-beam neutrino candidate from431
the cosmic-ray backgrounds. The 3D charge associated with each reconstructed space point is used432
in the prediction of PMT light signals.433
Isochronous tracks present a common problem in the LArTPC 3D imaging, as the wire readout434
ambiguity is drastically increased in the time slice containing them. In Wire-Cell 3D imaging, this435
issue is mitigated by introducing tiling. On the other hand, the blobs of the isochronous tracks436
are significantly broadened, leading to a much worse 2D spatial resolution within the time slice,437
i.e. in the nominal Y-Z projection view, or the U-Z and V-Z wire plane views. An example can438
be found in figure 11. Improvement of spatial resolution can be achieved via trajectory fitting in a439
later reconstruction stage. This is beyond the scope of this paper and will be presented in a future440
publication [15].441
Because of the existence of nonfunctional channels, a 2-plane (≥2) tiling strategy is adopted442
to significantly enhance the image reconstruction efficiency at the cost of introducing more ghosts.443
Time, geometry, charge, sparsity, positivity, and proximity information is utilized to overcome the444
wire readout ambiguity and to remove the ghosts. In addition to the de-ghosting steps performed445
during 3D imaging, another round of de-ghosting is performed in the clustering stage as discussed446





Figure 9: Comparison of the 3D imaging results from MicroBooNE data (event 41075, run 3493)
without (top) and with (bottom) the de-ghosting algorithm. Ghosts are significantly reduced after
the de-ghosting. The solid black box represents the LArTPC active volume with an X-position
(converted from the readout time) relative to the neutrino interaction time. The color scale indicates
the charge density.
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4 Matching Charge and Light449
As introduced in section 1, each triggered event in MicroBooNE contains a 4.8ms TPC readout450
and a 6.4ms PMT readout. The Wire-Cell imaging reconstructs a 3D image of the TPC activities,451
which includes both cosmic-ray muons and a neutrino interaction if present. The PMTs detect the452
scintillation light on a much shorter timescale than the drifting of the ionization electrons in the453
TPC, so it can be used to provide the interaction (start) time once it is paired with the corresponding454
charge signals. The 32 PMTs’ waveforms from a cosmic-ray muon or a neutrino interaction are455
processed to reconstruct a flash, which is a group of the PMT signals close in time (e.g. within 100456
ns). The detailed definition of a PMT flash can be found in section 4.2. Typically, the cosmic-ray457
muon rate is 5.5 kHz in the TPC active volume, so there are 20-30 cosmic-ray muons within the 4.8458
ms TPC readout window. Within the 6.4 ms PMT readout window, there are 40-50 PMT flashes459
which correspond not only to the activities inside the TPC but also those outside the TPC but within460
the LAr volume inside the cryostat.461
As described in the previous section, the proto-cluster in the 3D imaging step is solely based462
on proximity, while a physical signal initiated by a primary particle’s interactions could have463
disconnected pieces, such as from secondary neutral particles or because of imperfect signal464
processing or reconstruction. In order to accurately and robustly pair the TPC activities to the PMT465
flashes, an interaction 3D clustering is developed to group the proto-clusters further into a TPC466
cluster, which then represents signals initiated by an individual primary particle such as from a467
cosmic-ray muon or a neutrino interaction.468
Given the TPC clusters and PMT flashes, a novel algorithm,many-to-many charge-light match-469
ing, is developed to match the clusters and the flashes simultaneously based on the predicted light470
signals generated by the 3D TPC clusters and the measured light signals from PMT flashes. The471
TPC cluster(s) matched to an in-beam PMT flash is then regarded as a beam neutrino candidate. All472
the remainders are rejected as cosmic-ray muons. Compared to a previous single-to-single track-473
light-matching algorithm as described in ref. [23], many-to-many charge-light matching enhances474
the cosmic rejection power and results in a cleaned-up 3D image of the neutrino activities.475
The algorithms of the 3D clustering and the PMT light reconstruction are delineated in sec-476
tion 4.1 and section 4.2, respectively. The details of the many-to-many charge-light matching477
procedure are described in section 4.3.478
4.1 3D clustering479
Clustering as described in this section aims to group proto-clusters according to their physics origin480
into clusters. This step is an initial separation of neutrino and cosmic activities, and is necessary to481
efficiently perform the subsequent many-to-many charge-light matching.482
Proto-clustering, which solely relies on proximity, has been carried out in the 3D imaging483
step (section 3.3). However, it doesn’t meet the requirement of carrying out a high performance484
charge-light matching because of the following issues:485
Gaps: The presence of gaps compromises the effectiveness of a proto-clustering based on486
proximity. A gap mainly results from: 1) the ∼3% nonfunctional regions, as shown in figure 10;487
2) incorrect removal of parts of the isochronous tracks (close to parallel to the wire planes) by the488
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coherent noise filter, as shown in figure 11; and 3) failures of the signal processing for parts of the489
prolonged tracks (a long signal along the drift direction) as shown in figure 12,490
Coincidental overlap: For LArTPCs operating near the surface (such as MicroBooNE), the491
detector is bombarded by a large number of cosmic-ray muons. Although the cosmic-ray muons492
generally pass through the detector at different time and locations, the 3D images from different TPC493
clusters, e.g. two muons, can appear to be connected when ionization electrons of different activities494
arrive at the same location of the wire plane at the same time. This leads to an over-clustering of495
space points, causing mistakes in the charge-light matching.496
Residual ghosts: The de-ghosting algorithm described in section 3.3 is not completely suffi-497
cient because of the incomplete or improper proto-clustering as the two items explained above.498
Separated clusters from a neutrino interaction: Neutral particles from neutrino interactions499
with argon nuclei are very likely to travel some distance before depositing their energy. The500
secondary charged particles from these neutral particles are therefore separated from the neutrino501
primary vertices. For example, a c0 is a potential final state particle of a neutrino interaction with502
an argon nucleus. It generally deposits its energy through two electromagnetic (EM) showers from503
its decay W’s. The two W’s are in principle detached from the neutrino primary vertex and other504
final state particles. A dedicated algorithm is needed to group these separated particles from the505
primary interaction into a single cluster.506
MicroBooNE Data
Figure 10: Zoomed in Y-Z view of a cosmic muon with a gap because of the nonfunctional regions.
The nonfunctional regions are shown in gray.
4.1.1 Clustering in the presence of gaps507
Clustering across gaps mainly relies on two sets of information: distance and directionality. If508
two proto-clusters are close to each other along a line, the gap may be bridged and the two proto-509
clusters are grouped into a single cluster. Many existing tools and algorithms operating on a point510
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Figure 11: Gaps along an isochronous track in different zoomed-in 2D views. (Left) Y-Z view
of an isochronous track (magenta) from a MicroBooNE data event. (Right) X-V view of the same
event. V plane direction represents the wire pitch direction of the V wire plane. The black lines
in the inner figures correspond to the boundaries of the 3D LArTPC active volume. Since the 3D
boundaries are projected to the 2D visual shown, sometimes edges of the rectangular prism active
volume appear in the center of the image. Cluster membership is indicated by uniform color within
each plot. Some distant clusters could be marked in the same color because of a finite number of
visibly distinctive colors available in the event display.
cloud (a collection of many 3D points) can be directly used, as a TPC cluster is a collection of511
the reconstructed 3D space points. The distance between two clusters (point clouds) is defined as512
the minimal distance between a pair of space points, one from each respective point cloud. To513
calculate this distance rapidly, the k-d (k-dimensional) tree based algorithm as implemented in the514
“naoflann” package [24] is employed. Once the minimal distance and its direction are obtained,515
its direction is compared with the directions of the two proto-clusters. These are found using a516
voting scheme inspired by the Hough transformation [25]. The directional vector, parameterized by517
a polar angle and an azimuthal angle, is calculated for each point. The most probable value in the518
2D distribution of polar-versus-azimuthal is then taken as the primary direction of the point cloud.519
Given the minimal distance vector and the two proto-cluster directions, the two proto-clusters are520
grouped (or not) based on their distance and consistency in directions. In practice, a set of criteria521
are developed and optimized by analyzing hundreds of data events from various topologies.522
Figure 13 shows a comparison of the results before and after applying this clustering algorithm.523
Separate proto-clusters are successfully grouped into individual clusters. Each cluster is marked524
by a different color. Some distant clusters are properly separated but they are in the same color525
because of a finite number of visibly distinctive colors available in the event display. In the bottom526
panel of figure 13, one can find that there are still other clustering issues. For instance, there are527
two connected cosmic-ray muons and an incomplete neutrino cluster as indicated by the two black528
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Figure 12: Gaps along prolonged tracks in different zoomed-in 2D views. (Left) X-U view for a
prolonged cosmic muon track (magenta) from a MicroBooNE data event. (Right) X-V view for a
prolonged cosmic muon track (green) from another MicroBooNE data event. The black lines in
the inner figures correspond to the boundaries of the 3D LArTPC active volume. Since the 3D
boundaries are projected to the 2D visual shown, sometimes edges of the rectangular prism active
volume appear in the center of the image. Cluster membership is indicated by uniform color within
each plot. Some distant clusters could be marked in the same color because of a finite number of
colors available in the event display.
circles. These are dealt with using additional clustering algorithms as introduced in section 4.1.2529
and section 4.1.4. The resulting clusters are presented in figure 19.530
4.1.2 Separation of coincidental overlap clusters531
In this section, we describe the algorithm to separate a “coincidental overlap” cluster, and the steps532
are summarized in table 2.
Table 2: Steps of the separation of a “coincidental overlap” cluster.
Step Key operations
1 Identification of “coincidental overlap” cluster
2 Find two end points of a primary track
3 Form trajectory of this primary track
4 Collect space points of this primary track
5 Remove this primary track and repeat this procedure
533
The first step is to identify the “coincidental overlap” cluster. Principle component analysis534




Figure 13: Demonstration of the effectiveness of the algorithmof bridging gaps. The solid black box
represents the LArTPC active volume with an X-position (converted from the readout time) relative
to the neutrino interaction time. Top: proto-clusters solely based on proximity. Bottom: clusters
after the application of the algorithm of bridging gaps. The two circles indicate remaining clustering
issues, e.g. over-clustering of cosmic-ray muons and under-clustering of neutrino interactions.
Cluster membership is indicated by uniform color.
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single-track-like cluster, only the primary component (axis) of the PCA has a significantly larger536
eigenvalue in the data correlation matrix. This is generally not true for a “coincidental overlap”537
cluster in which two or more tracks are crossing. Once a candidate “coincidental overlap” cluster538
is identified, the sub-clusters representing different physical interactions are to be identified and539
separated one by one.540
The separation of each sub-cluster starts with identifying the two end points of a primary track541
in this cluster. A primary track is the one that best matches one of the primary PCA axes, i.e. the542
longest along this primary PCA axis. Firstly, the quickhull [26] algorithm operates on the 3D space543
points of a coincidental overlap cluster to obtain the 3D convex hull, which is the smallest convex544
shape that contains all the space points. The two end points of the current primary track must545
be contained or in close proximity with the convex hull’s vertices. Secondly, the nearby points546
around each convex hull’s vertex are grouped together to form test clusters. The largest test clusters547
are used to discover the end points of the primary track, and this requires 1) a small distance to548
the PCA primary component; 2) a consistent direction of the test cluster with the PCA primary549
component. In general, such end points can always be found for a prominent cluster. Once an550
end point is identified, a Kalman-filter-based technique is used to crawl along this primary track551
until the other end point is determined. Given the two end points, the trajectory of this primary552
track is obtained using a graph theory operation, the Dĳkstra’s shortest path [27]. The connected553
component algorithm from graph theory is then used to collect the space points associated with this554
trajectory and form a sub-cluster. After removing this sub-cluster from the current primary track,555
the remaining cluster is further examined and sub-clusters are removed until only one primary track556
is left. Each removed sub-cluster is taken as an individual cluster in the end.557
Figure 14 shows a comparison of the results before and after applying the separation algorithm.558
Two “coincidental overlap” clusters show up in this event: one case has two cosmic-ray muons559
crossing each other, the other has a cosmic-ray muon grouped to a neutrino interaction. Figure 15560
shows another example, where two cosmic-raymuons cross each other and one of themuons induces561
an EM shower. After the separation step, part of the EM shower is improperly separated. This could562
be addressed by the many-to-many charge-light matching later, which can further group the clusters563
that as a whole match the same PMT flash. Note that a cluster of a neutrino interaction with multiple564
final state particles might be incorrectly identified as a “coincidental overlap”. There is a protection565
against over-separating clusters because the neutrino final state particles are mostly forward-going566
along the beam direction while most cosmic-ray muons are pointing downward. Additionally, a567
dedicated clustering algorithm to group the separate clusters from the same neutrino interaction is568
performed later as described in section 4.1.4.569
4.1.3 Further de-ghosting570
As mentioned in section 3, a de-ghosting algorithm is applied in the 3D imaging stage to remove571
ghosts. This is done prior to clustering. This strategy is initially inefficient since a proto-cluster572
cannot appropriately represent complete TPC activities initiated by a primary particle’s interaction.573
Given the improvements during the clustering stage as described above, the de-ghosting algorithm574
is run on the resulting clusters again to remove the residual ghosts.575
We present some instructive examples of de-ghosting after clustering has been performed. As576




Figure 14: Demonstration of the effectiveness of the clustering algorithm to separate a “coincidental
overlap” cluster. The solid black box represents the LArTPC active volume with an X-position
(converted from the readout time) relative to the neutrino interaction time. The top and bottom
panels show the clusters before and after applying this algorithm. Cluster membership is indicated
by uniform color.
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Figure 15: Demonstration of the effectiveness of the clustering algorithm to separate a “coincidental
overlap” cluster. Black lines in each subfigure correspond to the boundaries of the LArTPC active
volume. The left and right panels show the clusters before and after applying this algorithm. The
all-light-green 3D cluster in the left panel is broken into its components in the right panel.
These ghosts cannot be removed during the 3D imaging since they are the only explanation of the578
charge measurements in functional wire planes. With a bridging of the gaps, the original proto-579
clusters are grouped into a larger cluster, which as a whole can explain the charge measurements580
in all three wire planes. The ghosts related to gaps in this prolonged track can thus be removed.581
Another example as shown in figure 17 has a four-track cluster, in which two tracks are ghosts. This582
cluster is present in the region where there is a nonfunctional wire plane. Since all of these four583
tracks including the ghosts are connected, the two ghost tracks survive the de-ghosting procedure in584
the 3D imaging stage. After the application of the algorithm to separate the “coincidental overlap”585
cluster, the two ghost tracks are identified and removed individually.586
Figure 18 shows an example of a complex event with a large number of residual ghosts587
after imaging. The ghosts are indicated by black arrows in the top panel of this figure. Many588
tracks including prolonged tracks and isochronous tracks go through the region (area on the left of589
figure 4) where U wires are mostly nonfunctional. Ghosts with various lengths and positions are590
reconstructed. After bridging the gaps and separating coincidental overlap clusters, the number of591
ghosts is significantly reduced by re-running the de-ghosting algorithm.592
4.1.4 Clustering for neutrino events593
In this section, we describe a dedicated clustering algorithm to group separate clusters from the594
same neutrino interaction. Generally, the neutral particles from neutrino interactions, such as a595
neutron or c0, can lead to clusters that are detached from the primary neutrino interaction vertex.596
These clusters are truly separated in 3D space and should be identified and grouped properly. In597




Figure 16: Demonstration of the effectiveness of the de-ghosting algorithm with other advanced
clustering algorithms applied. The solid black box represents the LArTPC active volume with an
X-position (converted from the readout time) relative to the neutrino interaction time. The top and
bottom panels show the clusters before and after applying the de-ghosting algorithm after bridging
gaps. Color indicates cluster membership.
The operations to obtain the primary direction, find extreme points, associate nearby points, and599
calculate the direction, are the same as those introduced in the previous sections. The main steps600
are described below:601
• Only clusters within the drift window that corresponds to the beam time are considered.602
• The direction of each sub-cluster is calculated. End points are examined to ensure that they603
do not belong to any isolated dot-like (less than 1-cm length) clusters, which are ignored604
because of their small size.605
• Each cluster is extended with virtual space points along the track direction near each end606
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Figure 17: Demonstration of effectiveness of the de-ghosting algorithm with other advanced
clustering algorithms applied. The black lines inside each subfigure correspond to the boundaries
of the LArTPC active volume. The left and right panels show the clusters before and after applying
the de-ghosting algorithm following the separation of the “coincidental overlap” cluster. Color
indicates cluster membership. The large clusters with much worse spatial resolution in Y-Z view
correspond to big blobs of isochronous tracks as discussed in section 3.4.
point.607
• The extended clusters are examined to find the “intersection” point with other clusters. This608
“intersection” is required to be formed by the extended part or the end points of the other609
clusters.610
The “intersection” is not necessarily the primary neutrino vertex, as the separated clusters from the611
secondary interaction vertex are also expected to be grouped together. An under-clustering issue612
may arise for neutrino interactions, but this is expected to be addressed by the charge-light matching613
step later when a many-to-many matching strategy is adopted. Figure 19 shows an example of a614
complex neutrino interaction. Two W’s from a c0 decay and a detached charged particle are clustered615
properly.616
4.2 PMT light signal reconstruction617
TPC clusters, which represent grouped TPC activities corresponding to either cosmic-ray muons618
or a neutrino interaction, are formed by the clustering algorithms as described in the previous619
section. Because of the asynchrony of the TPC readout system with the PMT readout system, TPC620
activities are mixed in the time sequence with an unknown interaction (start) time. Scintillation621
light is produced and detected on a much shorter time scale by the spatially distributed PMTs. An622
offline processing of the light signals from PMTs is thus important to perform the many-to-many623
charge-light matching to select the neutrino activities corresponding to the in-beam PMT signals624




Figure 18: Demonstration of the effectiveness of the de-ghosting algorithm with other advanced
clustering algorithms applied. The solid black box represents the LArTPC active volume with an
X-position (converted from the readout time) relative to the neutrino interaction time. The dot-like
clusters and superfluous clusters off the main trajectories are generally ghost tracks. The top and
bottom panels show the clusters before and after applying the de-ghosting algorithm. The example
ghosts in the top panel are indicated by the black arrows. This is a challenging case where multiple





Figure 19: Demonstration of the effectiveness of the clustering algorithm designed for neutrino
interactions. The solid black box represents the LArTPC active volume with an X-position (con-
verted from the readout time) relative to the neutrino interaction time. Top and bottom panels show
the clusters before and after applying the clustering algorithm. The neutrino interaction (the light
pink cluster) is in the black dashed circle with multiple particles emitted and two electromagnetic
showers (two W’s from a c0 decay).
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As described in section 1, 32 PMTs are used to detect the scintillation light in MicroBooNE.626
In the PMT front-end motherboard (FEM), the PMT signal is separated by a splitter into high-gain627
(x10) and low-gain (x1) amplifiers, allowing a wide dynamic range for a 64-MHz 12-bit ADC628
readout of the PMT pulses [5]. In the PMT readout system, there are two separate readout streams:629
beam discriminator and cosmic discriminator. The beam discriminator starts 4 `s before the beam630
gate. It reads out 1500 consecutive samples (∼23.4 `s) of the PMT waveforms. The cosmic631
discriminator is a self-triggered PMT readout. It reads out 40 consecutive samples (∼0.6 `s) of the632
PMT waveforms, which record the light information not only from beam-coincident activities but633
also activities out-of-time with the beam.634
The PMTwaveforms are processed offline to reconstruct the time and number of photoelectrons635
(PE) of a flash, which is a group of PMT signals close in time. For the beam discriminator, a636
deconvolution using the Fast Fourier Transformation (FFT) is performed to unfold the electronics637
responses from various RC circuits in the splitter and the shaper. A flash is then formed if the638
PMT measurements satisfy the multiplicity requirement (>2 PMTs above a threshold of 1.5 PE)639
and the total integrated PE threshold (>6 total PE) in a 100 ns window. A flash window lasts640
7.3 `s in order to exclude noise and to include the contribution from the late scintillation light. The641
scintillation light in liquid argon has a prompt and a slow component with decay times of about a642
few nanoseconds and 1.6 `s4, respectively.643
Within the flash window, the time bin with the maximal total PE from all PMTs marks the644
starting time of a flash. The PE of each PMT in a flash is integrated over the entire flash window.645
Though the average time between two adjacent flashes inMicroBooNE is∼100 `s, a procedure is set646
to end the current flash window and start a new one if the new flash has a large starting PE, calculated647
as the total PE from all PMTs in the first 100 ns. and satisfies either of the two requirements: (1)648
the new flash is at least 1.6 `s later than the preceding one; (2) a significantly different PMT hit649
pattern (number of PEs in each PMT) in the first 100 ns of the new flash compared to the pattern in650
the last 100 ns of the preceding flash using a Kolmogorov-Smirnov test [28]. Figure 20 shows an651
example of two adjacent reconstructed flashes from beam discriminator PMT waveforms.652
For the cosmic discriminator, the readout window is shorter than the slow component of the653
scintillation light. The light yield ratio of the slow to the prompt component is about 3:1 for the654
minimum ionizing particles. The integrated PE of a cosmic discriminator is scaled by a factor of655
two to take into account the slow component portion of the scintillation light not fully recorded656
by the readout window. Because of the inefficiency of the cosmic discriminator, the data from657
the cosmic discriminator is ignored when the beam discriminator data is present, and the cosmic658
discriminator performance is calibrated by the beam discriminator data.659
Figure 21 shows the reconstructed PEs and time for each PMT flash from a data event. The660
flash corresponding to the neutrino interaction is shown in the inset figure between the dashed red661
lines that indicate the beam spill window. One can see that about 50 flashes are reconstructed in662
this event and it is challenging to match the TPC clusters to these many PMT flashes. On the other663
hand, if a robust charge-light matching is developed, each TPC cluster’s starting time measured664
by the PMTs can be used to reject the overwhelming cosmic-ray muon background in the neutrino665
selection.666
4The two lifetimes correspond to the molecular excimer states excited either in a singlet state or a triplet state.
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MicroBooNE
Figure 20: Illustration of two reconstructed flashes from beam discriminator PMT waveforms. The
black curves are the deconvolved PE spectra for each PMT. The red lines represent the flash times
and the red bands represent the flash windows. For the second flash at about 4.6`s, there is a Michel
electron as indicated by the second peak (at about 5.3`s) of its PE spectra.
MicroBooNE
Figure 21: The reconstructed PEs of a flash as a function of flash time. The 6.4 ms PMT readout
window is shown relative to the trigger time. The flashes from the beam discriminator (23.6 `s
long) are shown as inset. The flash in coincidence with the BNB beam spill (between dashed red
lines) is indicated. In general, there are 40–50 reconstructed PMT flashes in each BNB event.
4.3 Many-to-many charge-light matching667
Now that the TPC charge activities have been reconstructed and grouped into physically distinct668
clusters in section 3 and the PMT light measurements have been reconstructed into distinct flashes669
in section 4.2, the next step is to match the 20–30 TPC clusters to the 40–50 PMT flashes for670
each recorded event. This will allow each matched cluster to be assigned the precise starting time671
measured by the PMTs, and enable using the short BNB time window to reject the vast majority of672
cosmic-ray muons as neutrino candidates.673
As an example shown in figure 22, there are many TPC clusters spanning the entire readout674
window with unknown electron drift start time. The X-position is assigned by a direct conversion675
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MicroBooNE Data
Figure 22: An example of all the TPC clusters from a MicroBooNE data event before charge-light
matching. Different clusters are labeled in different colors, but each cluster is labeled in the same
color in different 2D views. The borders represented by the black lines are the boundaries of the
LArTPC active volume. Top: front (Y-Z) view. Bottom left: side (Y-X) view. Bottom right:
top (X-Z) view. The X-position of the black box corresponds to the starting time of the neutrino
interaction, and the X-position shift of cosmic-ray muon clusters will be corrected after the charge-
light matching. The entire readout time window, i.e. the X-axis range, is about 2 times the TPC
width.
from wire readout time relative to the trigger time. More PMT flashes are generally recorded than676
the number of TPC clusters since PMTs sense not only the activity inside the TPC but also that677
outside the TPC where LAr is present within the cryostat. On the other hand, a TPC cluster does678
not necessarily have a corresponding PMT flash since the light collection system (e.g. the cosmic679
discriminators) has inefficiencies, especially for clusters either with low visible energy or near the680
cathode (far from the PMTs). Also, as mentioned in section 4.1, the resulting clusters after the681
application of the clustering algorithm may still have an under-clustering issue, which is intended682
to be addressed in this matching stage by allowing several TPC clusters to match to a single PMT683
flash. In summary, there are two requirements in the matching algorithm:684
(A) One TPC cluster can match to zero or at most one PMT flash.685
(B) One PMT flash can match to zero, one, or multiple TPC clusters. These multiple clusters that686
as a whole match the same PMT flash form a cluster bundle.687
The “match” is defined as a good agreement between the predicted and measured light signals,688
considering the signal intensity of each individual PMT as well as the hit pattern of all 32 PMTs.689
Assuming a TPC cluster to be associated with a PMT flash, a prediction of the PE distribution for690
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the 32 PMTs can be made. The electron drift start time of the TPC cluster is shifted from the default691
BNB beam time to the measured time of the PMT flash. This enables a correction of the X-position692
of the TPC cluster. Then, the charge associated with each space point in the TPC cluster is used to693
predict the PMT light signals based on a photon library [29]. The TPC volume (2.56 m × 2.32 m ×694
10.36 m) is divided into 75 × 75 × 400 voxels. Millions of optical photons of 128 nm wavelength695
from scintillation are generated and emitted with a 4c angular distribution in each voxel, and the696
propagation of these photons is simulated with realistic optical photon processes of absorption and697
scattering in Geant4. The PMT acceptance of optical photons emitted at different locations in the698
TPC volume is calculated and recorded in the photon library. With this photon library, the PEs from699
each of the PMTs for a given TPC cluster can be predicted by applying the PMT acceptance to the700
charge of each space point. An overall scaling factor is applied to take into account the calibrated701
scintillation light yield per unit deposited energy.702
Interestingly, such a many-to-many matching problem is very similar to the charge solving703
problem as introduced in section 3.2. There are more unknowns than knowns in this system, and the704
imaging equation of the first principle as shown in eq. (3.1) can be used to relate the predicted light705
signals from all possible TPC clusters to the measured signals from PMT flashes. Hypothetical706
pairs of TPC clusters and PMT flashes are created and tested, in order to find the most compatible707
ones and eliminate the rest. Again, the compressed sensing technique is utilized to perform this708
many-to-many matching by minimizing an ℓ1-regularized chi-square function. In practice, a set of709
matching algorithms are developed to pre-select, fit the ℓ1-regularized chi-square, and re-examine710
the hypothetical TPC-PMT pairs.711
Pre-selection: Apre-selection of the hypothetical TPC-PMTpairs is important to reduce the number712
of unknowns in the ℓ1-regularized chi-square fitting, allowing for a more robust minimization. Two713
major tests, time range compatibility and PMT hit pattern compatibility, are performed to remove714
the incompatible TPC-PMT pairs. For the time range compatibility, the TPC cluster is required to715
be fully contained within the maximum drift window corresponding to the PMT flash time5. For716
example, as shown in figure 22, X-positions (along the drift) of the space points in any TPC cluster717
have an overall shift because of the unknown electron drift start time, but the in-beam activities must718
be contained in the nominal detector volume (black box) which is relative to the beam time. For719
the PMT hit pattern compatibility, the pairs with highly incompatible predicted and measured light720
signals are ruled out. A Kolmogorov-Smirnov test (K-S test) and a chi-square test, which inspect721
the hit pattern and the absolute normalization of the 32 PMTs’ signals, respectively, are combined to722
discriminate the incompatible pairs. Specifically, to enable a many-to-one TPC-PMTmatching, the723
TPC clusters paired to the same PMT flash are jointly tested to maintain the many-to-one potential.724
The most compatible TPC-PMT pair is used as a basis and the other ones are added individually to725
check the change in compatibility. The pairs which significantly reduce the compatibility are ruled726
out.727
Chi-square fitting: Given the passing candidate TPC-PMT pairs after the pre-selection, a chi-728
square function incorporating a ℓ1-regularization term is constructed to compare the predicted and729







































For the input TPC-PMT pairs, the index 8 runs through all PMT flashes, 9 runs through all hit731
PMTs of each flash, and : runs through all the TPC clusters. "8 9 and X"8 9 represent the measured732
PE and its uncertainty of the 9-th PMT in the 8-th flash, respectively. The uncertainties from light733
yield and charge measurements are conservatively assigned. %8: 9 represents the predicted PE of734
the 9-th PMT in the 8-th flash from the :-th TPC cluster. The 08:’s, which represent the credibility735
of a correct match between the :-th TPC cluster and the 8-th PMT flash pair, are the parameters736
of interest in the fit. All 08:’s are constrained to be non-negative. A well-matched TPC-PMT pair737
will have 08: close to 1, while a bad match will have 08: close to zero. j2?1 applies the constraints738
that each TPC cluster should only be used once, i.e. matched to at most one PMT flash. The739
introduction of the 18 term is to take into account the possibility that some of the PMT flashes may740
not be associated with any TPC clusters, in which case 18 is close to 1, though the j2?2 term gives741
the constraint that 18 is preferred to be close to 0. The j2?3 term represents the application of the742
compressed sensing technique which prefers a best-fit solution where most of 08 9 terms are zero. _743
is the regularization strength. 21 and 22 are two hyper-parameters to regularize the corresponding744
penalty terms, and the values are 0.01 and 0.025, respectively, tuned by real data. After the fitting,745
the most incompatible TPC-PMT pairs with extremely small 08: values are eliminated from further746
consideration. Naturally, PMT flashes that do not match any TPC clusters are eliminated as well.747
The remaining TPC-PMT pairs go into the second round fitting to further approach the best solution,748
with the unnecessary j2
?2 and other 1 related terms removed.749
Re-examination: After the two rounds of chi-square fitting, for each TPC cluster, the most probable750
TPC-PMT pair with the largest 08: is selected for further examination. The hit pattern compatibility751
test as introduced in “Pre-selection” is performed. Since many-to-one TPC-PMT matching is752
allowed in this procedure, the biggest TPC cluster that pairs to a PMT flash is defined as the753
principle component. Then, another TPC cluster that is paired to the same PMT flash is added to754
the hit pattern compatibility test. If the test result becomesworse, this cluster is removed. Otherwise,755
it is added to the many-to-one TPC-PMT pairs, i.e. the cluster bundle. After the re-examination756
of all selected TPC-PMT pairs, the unmatched TPC clusters will be tested against the unmatched757
PMT flashes to check if any possible pairings are missed.758
Figure 23 shows an example of 7 matched pairs out of a total of 31 matched pairs from one759
MicroBooNE data event. After the many-to-many matching, the in-beam, flash-matched TPC760
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MicroBooNE Data
Figure 23: Selected 7 matched pairs out of the 31 pairs from a data event. From left to right,
they are the front (Y-Z), side (Y-X), and top (X-Z) views of the detector, respectively. The black
or red boxes correspond to the LArTPC active volume. The gray solid circles in the front view
represent PMTs in different locations. The red solid circles represent the measured PE in the PMTs.
The green solid circles represent the predicted PE based on the matched TPC cluster(s). The area
of the circle is proportional to the number of PEs. The black box has no X-position shift, and it
corresponds to the starting time of the neutrino interaction. The red box corresponds to the time of
the matched PMT flash, i.e. the starting time of the cosmic-ray muon, and the X-position shift is
corrected.
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clusters are taken to be neutrino interaction candidates, and the remainders are rejected as cosmic-761
ray background. Figure 24 and figure 25 demonstrate successfully matching muon and electron762
neutrino clusters to their respective in-beam flashes. The performance of the matching algorithm is763
evident from these event displays and quantitative evaluations are provided in section 5. On average,764
the charge-light matching consumes about 30 seconds per event with less than 1.5 GB memory on765
an Intel(R) Core(TM) i7-4790K CPU @ 4.00GHz.
MicroBooNE Data
Figure 24: A muon neutrino event is shown with its matched flash. The red boxes correspond to
the LArTPC active volume. The gray solid circles in Y-Z view represent the PMTs in different
locations. The red solid circles represent the measured PE in the PMTs. The green solid circles
represent the predicted PE based on the TPC cluster(s). The area of the red or green circle is




Figure 25: An electron neutrino event is shown with its matched flash. The red boxes correspond
to the LArTPC active volume. The gray solid circles in Y-Z view represent the PMTs in different
locations. The red solid circles represent the measured PE in the PMTs. The green solid circles
represent the predicted PE based on the TPC cluster(s). The area of the red or green circle is
proportional to the number of PEs.
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5 Evaluation of the Wire-Cell 3D imaging and the charge-light matching767
In this section, the quantitative evaluations of the Wire-Cell 3D imaging and the many-to-many768
charge-light matching are presented. The performance of these three-dimensional approaches to769
reconstruct neutrino activities is demonstrated aswell. The intrinsic problemwith 3D imaging stems770
from the wire readout ambiguity, and this is worsened by nonfunctional wires. As a consequence,771
ghost tracks appear in the final 3D image and cannot be completely removed, despite the dedicated772
algorithms described in section 3 and section 4. On the other hand, a true hit, which is a space773
point associated with true energy depositions, might be discarded in the charge solving and the774
de-ghosting steps. Two major metrics are used to evaluate the quality of the 3D imaging result as775
follows:776
Purity of the 3D image – the number of the reconstructed hits overlapping true TPC hits divided777
by the total number of the reconstructed hits.778
Completeness of the 3D image – the number of the true hits overlapping the reconstructed hits779
divided by the total number of the true hits. The true hits are required to be within the TPC active780
volume and are weighted by their true deposited (visible) energy.781
The 3D metrics are relevant to understand the performance of the subsequent Wire-Cell reconstruc-782
tion. For example, the cosmic-ray background rejection and the pattern recognition are expected to783
operate on the 3D images in order to maximize the potential capability of LArTPCs.784
Given the numerous cosmic-ray muons in the TPC, the 3D clustering and the many-to-many785
charge-light matching are applied to properly group the neutrino interaction and match it to the786
in-beam flash. The clustering and charge-light matching may fail to select the neutrino interaction787
or suffer from both the over-clustering and under-clustering issues. The correctness of the matching788
and the efficiency of selecting neutrino interactions after matching are evaluated as well. These two789
metrics are defined below and evaluated from simulation:790
Correctness of the charge-light matching – the fraction of all in-beam neutrino candidates that791
true neutrino interactions. The incorrectly-matched candidates have no neutrino interactions but792
do have cosmic-ray muon activities with extremely low completeness values as defined above.793
Efficiency of selecting neutrino interactions – the fraction of the events with neutrino interactions794
that have correct in-beam matches.795
The development and optimization of the Wire-Cell 3D reconstruction techniques described796
in previous sections are based on ∼1500 data events. The evaluations in this section are carried797
out using the MicroBooNE detector simulation. The MicroBooNE simulation has incorporated798
a realistic detector response model which is in good agreement with data. A data-driven noise799
model and long-range wire responses [12–14] are implemented in addition to the capability to800
overlay real data from cosmic rays with a simulated neutrino interaction. The MicroBooNE full801
detector simulation software LArSoft [31] and uboonecode [32] are used to simulate the BNB802
neutrino charged current (CC) and neutral current (NC) interactions in the cryostat that contains803
the rectangularly shaped TPC active volume, as described in section 1. The GENIE neutrino804
generator [33] and the Geant4 simulation toolkit [34, 35] are incorporated into the MicroBooNE805
simulation software.806
Three different Monte Carlo (MC) samples are used to perform the evaluations:807
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1. Ideal tracks – lines of charge deposition corresponding to minimum ionizing particles (MIPs)808
to demonstrate the intrinsic performance of the 3D imaging and the impact fromnonfunctional809
wires and the signal processing chain. See section 5.1.810
2. Neutrino only – full detector simulation of a neutrino interaction without cosmic-ray muons811
to demonstrate the performance of the 3D imaging on the complex topology of neutrino812
interaction final states. See section 5.2.813
3. Neutrino overlay – full detector simulation of a neutrino interaction mixed with real cosmic-814
ray data to demonstrate the final performance after the Wire-Cell 3D imaging, clustering,815
and charge-light matching. This sample is used to show the correctness and the neutrino816
efficiency after the matching step. See section 5.3.817
By comparing the purity and the completeness results between sample B and sample C, the impact818
from cosmic-raymuons and the performance of clustering and charge-light matching on the neutrino819
interaction will be shown and discussed. In the neutrino-only or neutrino-overlay samples, the a`820
or a4 energy spectra are from the BNB beam flux simulations. Only the neutrino interactions821
with their primary vertices in the TPC active volume are considered. Neutrino interactions outside822
the active volume are largely or completely invisible because the ionization electrons outside the823
active volume cannot drift and be collected by the wire planes. Evaluation of the performance on824
cosmic-ray only data is not specifically performed. The coincident in-beam cosmic-ray activities is825
expected to be selected in this case, and they will be further rejected by dedicated cosmic-ray muon826
taggers in the later reconstruction chain [15, 36], which is out of the scope of this paper.827
5.1 Imaging performance of ideal tracks828
About twenty one-meter-long ideal tracks (lines of charge depositions corresponding to MIPs) in829
each event are simulated in the MicroBooNE TPC. The angular distribution is uniform in 4c. The830
start position distribution is uniform in the TPC active volume. The number of hit cells on the anode831
plane per unit time is close to the real data, mimicking the numerous cosmic-ray muons traversing832
the MicroBooNE detector.833
Three scenarios of the simulation are constructed to study the performance of the 3D imaging834
as well as the impact from the nonfunctional wires and signal processing (SP):835
Perfect SP: The true charge deposition on each wire is only convoluted with the smearing effects836
from the diffusion during the charge drift and the software filters used in the signal processing.837
In this perfect signal processing procedure, there is no bias or failure of the charge extraction.838
Dead + perfect SP: Nonfunctional wires are added based on data observations and perfect signal839
processing is applied.840
Dead + real SP: Nonfunctional wires are added and realistic signal processing is applied. For841
a prolonged track which leaves a long signal in each individual wire readout, the realistic signal842
processing may fail to reconstruct the charge for the induction plane wires because of the bipolar843
signal cancellation. See ref. [13] for more details. This results in gaps in the 2D wire-versus-time844
views of the charge measurement as mentioned in section 3 and section 4.1.845
The results of reconstructed tracks by the 3D imaging are categorized into 4 types:846
Good – tracks are well reconstructed with at least 99% completeness.847
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Broken – tracks have gaps and are broken into separate segments.848
Absent – tracks completely fail to be reconstructed.849
Ghost – tracks have no overlap with any true track.850
Based on thousands of simulated events, the fractions of each category of reconstructed tracks are851



















































Dead + perfect SP
Dead + real SP
MicroBooNE Simulation
Figure 26: The fraction of (good, broken, absent, ghost) reconstructed tracks from the Wire-Cell
3D imaging for different scenarios. For good, broken, and ghost tracks, the fraction is weighted
by their lengths and normalized to the total length of true tracks. See text for definitions of each
category.
852
lengths and normalized to the total length of true tracks. Therefore, the sum of the fractions for853
these three categories could be less than 100% when there are gaps in the reconstructed tracks854
because the signal processing has inefficiency for events with a certain topology, e.g. for prolonged855
tracks. It could also be greater than 100% because of the occurrence of ghost tracks in some places856
where there are no true charge depositions. Note that the sum of the fractions of “good”, “broken”,857
and “ghost” tracks is very close to 100%, which indicates the ghost tracks explain the missing parts858
of the broken tracks. The result of “Dead + Perfect SP” is very similar to the result of “Perfect859
SP” and almost all the tracks are well reconstructed. This shows that the nonfunctional wire issue860
is properly addressed in the 3D imaging and a 97% active volume efficiency has been achieved.861
The impact of the nonfunctional wires on the quality of the 3D image will be further discussed in862
section 5.2 and section 5.3. The fraction of the ghost tracks in the scenario of “Dead + Perfect SP”863
is three times larger than that of “Perfect SP” because of the presence of the nonfunctional wires,864
but it is still negligible. In the scenario of “Dead + Real SP”, there is a large increase of both broken865
tracks and ghost tracks. The broken tracks come from the gaps, which as mentioned previously are866
attributed to the failure of signal processing for the prolonged tracks. In this simulation of ideal867
tracks, there are a certain number of prolonged tracks since they are generated with a 4c uniform868
angular distribution. The situation is better for the beam neutrino interactions, in which case the869
final state particles are mostly forward-going.870
With the realistic signal processing, more ghost tracks appear almost exclusively in the non-871
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functional region as shown in figure 27. In one wire plane, the realistic signal processing, which872
may fail to extract the charges, could introduce a gap in the 3D image nomatter the signal processing873
in the other two wire planes is successful or not. The measured charges originating from the TPC874
activities along this gap, if any in the other two wire planes, therefore tend to be explained by ghosts875
lying in a nonfunctional region where a 2-plane tiling is allowed.




















Figure 27: The position (Y/vertical versus Z/beam) distribution of the ghost tracks in the scenario
of “Dead + real SP”. Color scale (Z-axis value) represents the count of space points in ghost tracks.
The bands correspond to the nonfunctional regions as shown in figure 4.
876
The purity for each event is calculated by dividing the total length of the non-ghost tracks by877
the total length of all the reconstructed tracks. The distribution of purity scores is presented in878
figure 28. For “Dead + real SP”, 96.4% of the events have at least 90% purity. Figure 29 shows879
the distribution of the completeness for all simulated tracks. For the scenario of “Dead + real SP”,880
86.5% (and 93.0%) of the simulated tracks have at least 99% (and 80%) completeness. The low881
completeness values correspond to the prolonged tracks, especially those with directions close to882
normal to the wire planes. This emphasizes again that good signal processing is important to retain883
the good quality of the 3D imaging result.
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Figure 28: Distribution of the purity of the reconstructed tracks from each event for different
scenarios. The number of ghosts significantly increases with the presence of both nonfunctional
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Figure 29: Distribution of the completeness of each simulated track for different scenarios. The
distributions are normalized for each category, respectively. The results of “Perfect SP” and “Dead
+ perfect SP” are basically the same in which case the green line is covered by the blue line. The
inefficiency of the signal processing for prolonged tracks leads to very low completeness values.
5.2 Imaging performance of neutrino interactions885
Unlike the simulated ideal tracks in section 5.1, the topology of a neutrino interaction’s final state886
particles could be much more complicated than the single-track-like cosmic-ray muons. Neutrino-887
only samples without cosmic-ray muons are used in this case. In order to evaluate the performance888
of the 3D imaging, the clustering as well as the charge-light matching steps are bypassed and all the889
3D space points reconstructed in the 3D imaging are taken as neutrino activities. This is equivalent890
to performing perfect clustering and charge-light matching.891
When a neutrino interacts with an argon nucleus, there are generally multiple final state892
particles. On one hand, there is a very limited phase space for the final state particles to be in the893
prolonged or isochronous directions, in which case the 3D image may have gaps. Note that a highly894
ionizing particle (HIP) may avoid such failures in the signal processing since it has a significantly895
higher signal-to-noise ratio. On the other hand, with the complexity of the neutrino interactions,896
other failure modes may arise. Some of the particles like neutrons, W’s from pion decays, and897
primary or secondary electrons could yield low-energy (sub-MeV) depositions via nuclear recoil,898
Compton scattering, or Bremsstrahlung radiation, respectively. These low energy depositions are899
likely to be suppressed because of the thresholding in the signal processing or removed in the 3D900
imaging as they resemble the dot-like ghosts. As a result, the completeness distribution will be901
biased and smeared to lower values compared with that in figure 29. The thresholding in the signal902
processing is primarily to suppress fake signals from noise fluctuations. A lower thresholding in903
the signal processing would create more fake charges, which can interplay with true charges and904
lead to ghost tracks in the nonfunctional region.905
Figure 30 shows two 2D snapshots of the 3D event displays. The left is a a` CC interaction906
producing a muon and a single proton (1`1?) in the final state. The right is a a4 CC interaction907
producing an electron EM shower and a single proton (141?) in the final state. The red points908
represent the space points from Monte-Carlo truth and the blue ones represent the reconstructed909
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Figure 30: Left: 1`1? a` CC interaction. Right: 141? a4 CC interaction. Blue: reconstructed 3D
image. Red: truth trajectories. The voxel size and opacity are tuned for better illustration.
space points in the 3D imaging. The image of the reconstructed points are blurred because of the910
charge diffusion during the drift and the software filter smearing in the signal processing. Generally911
speaking, the reconstructed 3D image has both good completeness and purity compared to the912
truth 3D image in these two examples; even the short tracks belonging to the EM shower and913
isolated energy depositions are reconstructed. The quantitative evaluations of the purity and the914
completeness for BNB a` CC, a4 CC, and NC interactions in the TPC are shown in figure 31. The915
results are summarized in table 3.916
Table 3: Fraction of the events that correspond to the completeness
and purity values within the black or red boxes as shown in figure 31.
These numbers are the overall performance for the integrated BNB
neutrino flux which has an average neutrino energy of about 800
MeV. See text for more discussions on the energy dependence. All
neutrino interactions are simulated within the TPC active volume,
without cosmic-ray muons.
Scenario: neutrino only BNB a` CC BNB a4 CC BNB NC
Purity >90% and
Completeness > 80% 88.6% 89.2% 80.7%
Completeness > 70% 93.3% 96.7% 87.0%
The purity is high in the neutrino-only cases in which there are no cosmic-ray muons. For917
neutrino energy less than 400 MeV, the purity performance, e.g. the fraction of events with greater918
than 90% purity, is reduced by about 10% compared to that in higher energy regions. This is919
due to the inefficiency of de-ghosting for low-energy events. The lower purity for NC interactions920
mainly corresponds to the events with visible energy less than 100 MeV, in which case the 3D921
image consists of many dot-like or very short tracks. Unlike figure 29, figure 31 has no ultra-922
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Figure 31: Two-dimensional distributions of the completeness and the purity of the 3D image
for BNB a` CC, a4 CC, and NC interactions in the TPC. There are no cosmic-ray muons in this
simulation. Left: purity vs. completeness for each neutrino interaction. The color scale (Z-
axis value) represents the fraction of events. Right: true neutrino energy vs. completeness; the
distribution is normalized for each row of the true neutrino energy bin. The color scale (Z-axis
value) represents the fraction of events in each row. The integrated fraction of the events within the
solid black and dashed red boxes can be found in table 3.
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low completeness events because a final state of a single prolonged track can rarely happen for a923
neutrino interaction. For a4 CC interactions, since primary electrons lead to EM showers through924
significant Bremsstrahlung radiation, the peak completeness is biased down to ∼90% because of925
the inefficiency for isolated low energy depositions in the shower. Such a bias is not critical to the926
track versus shower identification and can be corrected in the shower energy reconstruction. NC927
interactions generally generate protons, neutrons, or pions. These particles could yield low energy928
depositions during their travel in the liquid argon as explained previously, introducing a much929
smeared completeness distribution. The 100% completeness peak for the low-energy neutrino NC930
interactions as seen in the bottom right panel of figure 31 mainly corresponds to elastic scattering931
with a single low-energy proton emitted.932
A dependence of the completeness on the true neutrino energy is indicated by the right panel of933
figure 31. A high energy neutrino is more likely to produce multiple energetic hadrons, introducing934
distant or isolated low-energy depositions via nuclear recoils, de-excitation of argon nuclei, pion935
decays, etc. These low-energy TPC activities are more likely to be suppressed in the signal936
processing or 3D imaging as discussed previously.937
5.3 Final performance in realistic cases938
In this section, the neutrino-overlay samples are used to demonstrate the final performance of the939
Wire-Cell 3D imaging, clustering, and charge-light matching. Neutrino interactions are simulated940
and mixed with real cosmic-ray data. The clustering, light signal reconstruction, and charge-light941
matching are applied on the 20–30 TPC clusters and 40–50 PMT flashes to select the in-beam942
neutrino activities. The efficiency and correctness of the charge-light matching and the quality of943
the 3D images of the selected neutrino candidate clusters are keys to the downstream reconstructions.944
Figure 32 shows an example of one of the most challenging cases. The top panel shows the945
X-Y projection of all TPC activities including cosmic-ray muons and a neutrino interaction. The946
bottom panel shows the reconstructed 3D image of the matched in-beam TPC activities and the truth947
trajectories of the neutrino interaction’s final state particles. In this example, there are two protons948
and an electron EM shower connected to the neutrino interaction vertex. A c0 is also created and949
decays into two W’s. The two W’s deposit energy through electrons from Compton scattering or pair950
production into electrons and positrons. A proper clustering of the two detached W’s is difficult951
considering the surrounding cosmic-ray muons. In this example, there is also a ghost track which952
crosses one proton track in the 2D projection, but it is actually detached from the proton track in953
the 3D space. It resides in the nonfunctional wire region and originates from part of a cosmic-ray954
muon track.955
Without any pattern recognition or topological reconstruction at this stage, the completeness956
is a more critical metric than the purity. There is little chance to fix the incompleteness issue in957
the downstream analysis chain once the charge is already lost. However, the purity can be further958
improved. For example, the ghost track in figure 32 can be removed by checking the directionality,959
or by particle identification using dE/dx information, in which case this ghost track will be regarded960
as a cosmic-ray muon background.961
Left panel of figure 33 shows the efficiency and incorrectness of the charge-light matching962
procedure. The overall efficiency to select the neutrino CC interactions in the TPC active volume963




Figure 32: Event display of a 142?1c0 a4 CC interaction. Top: side view of the full TPC readout;
each cluster is labeled in one color. The black box corresponds to the LArTPC active volume with
an X-position (converted from the readout time) relative to the neutrino interaction time. Bottom:
the charge-light matching result – the in-beam flash matched TPC activities; the blue points are
the reconstructed 3D space points and the red ones are the true space points corresponding to the
neutrino interaction. The voxel size and opacity are tuned for event display.
for BNB a` CC, a4 CC, and NC interactions, respectively. The efficiency plus incorrectness is965
100% in this figure except for the first bin with low visible energy <50 MeV in which case some966
of events fail to match in-beam TPC activities to any PMT flash. A neutrino interaction, close to967
the TPC boundary or with a significant number of neutral particles in the final states, tends to have968
a large portion of its charges escaping the active TPC volume, which then become invisible to the969
wire readout plane. However, the light signals originating from this neutrino interaction can still970
be collected if there is any charge deposition outside the TPC but still in the liquid argon volume.971
Such inconsistent TPC activities and PMT signals may result in incorrect matches or no matches.972
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Figure 33: 3D imaging and charge-light matching performance for BNB a` CC , a4 CC, and NC
interactions in the TPC. The neutrino interactions are simulated and overlaid with real data from
cosmic rays. The clustering and charge-light matching steps are applied to select the neutrino
interaction. Left: efficiency and incorrectness of charge-light matching as a function of the simply
reconstructed visible energy (a simple conversion from the reconstructed visible charge using a
constant conversion factor); binomial statistics is used to calculate the efficiency uncertainty while
Poisson statistics (large error bars in the plot) is used where the efficiency is 100%, mainly for the
low statistic bins. Right: purity vs. completeness for each selected neutrino interaction. The color
scale (Z-axis value) represents the fraction of events. The integrated fraction of the events within
the solid black and dashed red boxes can be found in table 4.
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Right panel of figure 33 presents the completeness and purity of the selected TPC activities973
for BNB a` CC, a4 CC, and NC interactions, respectively. The results of completeness and purity974
are summarized in table 4. The events with extremely low completeness and purity values as975
shown in the bottom left corner in each sub-figure of the right panel correspond to the incorrect976
charge-light matches as discussed previously. Comparing figure 31 and figure 33, the degradation
Table 4: Fraction of the events that correspond to the completeness and
purity values within the black or red boxes as shown in figure 33. These
numbers are the overall performance for the integrated BNB neutrino flux
which has an average neutrino energy of about 800 MeV. All neutrino
interactions are simulated within the TPC active volume, with cosmic-ray
data (beam-off) overlaid.
Scenario: neutrino + cosmic BNB a` CC BNB a4 CC BNB NC
Purity >80% and
Completeness > 80% 73.0% 67.7% 56.0%
Completeness > 70% 80.2% 83.4% 66.5%
977
of the completeness and the purity can be attributed to the numerous cosmic-ray muons that traverse978
the detector. Direct comparisons of the completeness and the purity are independently performed,979
and the distributions can be seen in figure 34. The scenarios of “neutrino-only” and “neutrino +980
cosmic” correspond to figure 31 and figure 33, respectively. In the scenario of “neutrino + cosmic”,981
the neutrino activities suffer not only an over-clustering issue with the cosmic-ray activities (or its982
related ghost tracks) but also an under-clustering issue since part of the detached activities from983
the neutrino primary cluster may be grouped to cosmic-ray muons. These two issues introduce a984
smearing of both the completeness and purity distributions. The typical values of the completeness985
and the purity for different scenarios and interaction types are summarized in table 5.986
Table 5: Summary of typical completeness and purity values corresponding to the distributions
as shown in figure 34. Independent comparisons of completeness and purity are performed.
The numbers are given as the fraction of the corresponding events. All neutrino interactions
are simulated within the TPC active volume.
Scenario BNB a` CC BNB a4 CC BNB NC
Completeness
>80% (>70%)
Neutrino + cosmic 84.5% (93.4%) 74.9% (92.5%) 73.1% (87.9%)
Neutrino only 92.8% (97.8%) 90.8% (98.5%) 90.2% (97.4%)
Purity >80%
Neutrino + cosmic 84.4% 89.2% 72.6%
Neutrino only 99.4% 99.8% 97.1%
About 85% of events have at least 80% completeness for BNB a` CC interactions. About 90%987
of events have at least 70% completeness for BNB a4 CC or NC interactions. The degradation of988
purity in the scenario of “neutrino + cosmic” is more severe than the degradation of completeness,989
as expected. However, as explained previously, the completeness is more critical in the 3D imaging990
and charge-light matching stage, since the purity can be further improved in the later analysis chain.991
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Figure 34: Independent comparisons of completeness and purity distributions for the two scenarios
of “neutrino-only” and “neutrino + cosmic”. The 3D clustering and charge-light matching steps
are applied in the scenario of “neutrino + cosmic” to select the neutrino interaction. Top: BNB
a` CC interactions in the TPC. Middle: BNB a4 CC interactions in the TPC. Bottom: BNB a
NC interactions in the TPC; the “∼100%” completeness peak value mainly corresponds to the NC
quasi-elastic scattering with a single low-energy (short) proton emitted and it can also be seen in the
bottom right panel of figure 31 for low-energy neutrino NC interactions. See text for more details.
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In the optimization of the clustering and charge-light matching algorithms, the completeness is thus992
considered more favorably than the purity. In reality, the final purity performance corresponding to993
the scenario of “neutrino + cosmic” is still very good and 80%-90% events have at least 80% purity994
for the CC interactions.995
In summary, the quantitative evaluations of the Wire-Cell 3D imaging, clustering, and charge-996
light matching have been presented in this section. These techniques result in a high performance997
selection of the neutrino activities in the MicroBooNE LArTPC with a clean removal of the 20–30998
cosmic-ray muons within a TPC readout. The quality (completeness and purity) of the 3D images999
of the selected in-beam neutrino activities is very good considering the complexities from the wire1000
readout ambiguity, nonfunctional wires, non-perfect signal processing, and numerous cosmic ray1001
muons.1002
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6 Summary and Discussion1003
This article describes the principle and algorithms of the Wire-Cell 3D imaging, clustering, and1004
many-to-many charge-light matching applied in the MicroBooNE LArTPC. The 3D imaging tomo-1005
graphically reconstructs the 3D image of the ionization electrons using the fundamental information1006
of charge, time, and geometry of the LArTPC detector. Other characteristics of the LArTPC physics1007
activities such as sparsity, positivity, and proximity are utilized as additional constraints to improve1008
the 3D imaging performance. Themany-to-many charge-lightmatchingwith 3D clustering and light1009
signal reconstruction is developed to pair the TPC clusters and PMT flashes to identify the neutrino1010
interaction among numerous cosmic-ray muons. Several realistic issues, e.g. the nonfunctional1011
wires, the gaps due to inefficient signal processing, detached neutrino activities, and coinciden-1012
tally connected clusters, are properly addressed. Using the MicroBooNE detector simulation, the1013
realistic performance of the reconstruction techniques is evaluated.1014
In spite of the effort, there are some limitations in the 3D imaging as shown in the event displays1015
in this paper. For example, prolonged tracks, which often develop gaps in the signal processing1016
stage, cannot be entirely fixed via the bridging of the gaps as implemented. Similar issues occur for1017
the isochronous tracks that often develop gaps because of the insufficient coherent noise filtering.1018
Subsequent pattern recognition techniques, e.g. particle-level clustering and trajectory fitting, may1019
further address this problem. Isochronous tracks present another common problem for the LArTPC1020
3D imaging, as the wire readout ambiguity is drastically increased in the time slice containing them.1021
In Wire-Cell 3D imaging, this issue is mitigated by introducing tiling, however, the blobs of the1022
isochronous track are significantly broadened, leading to a much worse spatial resolution in the Y-Z1023
plane view. This issue can be further mitigated via trajectory fitting in a later stage.1024
Generally speaking, the 3D event reconstruction techniques as presented in this paper are1025
adequately accurate and efficient, and can successfully select neutrino interaction activities. About1026
95% of the neutrino CC interactions in the TPC active volume are selected, with a 30-fold reduction1027
of non-beam-coincident cosmic-ray muons. Good completeness and purity of the resulting 3D1028
image of the selected neutrino activities have been achieved. Greater than 80% of the selected1029
neutrino CC interactions have a reconstructed 3D image of at least 70% completeness and 80%1030
purity. These techniques will benefit the downstream pattern recognition and neutrino selection,1031
and they are important steps towards realizing the full capability of single-phase LArTPCs. In1032
particular, the Wire-Cell based neutrino selection and analyses take full advantage of these tools1033
to further reject cosmic muons and select neutrinos [15] and demonstrate a very promising high1034
efficiency and high purity neutrino selection in LArTPCs. Other analyses using techniques such1035
as deep learning with convolutional neural networks [9, 10] and Pandora multi-algorithm pattern1036
recognition [8] can also benefit from the outcome of the Wire-Cell 3D reconstruction tools, as it1037
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