Distributed model predictive control algorithms have been widely used in the field of process control of large system. However, there is no effective way to deal with subsystem decomposition and subsystem coordination strategies. This paper proposes a global coordinated distributed predictive control algorithm based on system dynamic decomposition index to solve this problem. Firstly, the dynamic partial least squares algorithm is adopted to decompose the large system into individual subsystems. In the decomposition process a correlation index matrix is constructed, which is simultaneously applied to weight the interaction of subsystems in the control strategy design of each subsystem. By this way the control coordination among subsystems is based on the true interaction rather than blindness. Finally, the proposed algorithm was applied to the chemical process of Shell Heavy Oil Fractionator to verify its effectiveness and feasibility.
I. INTRODUCTION
Model predictive control is an advanced process control algorithm, with the characteristics of easy modeling, better control performance, strong robustness and simple logic structure. In view of the increasing scale and complexity of industrial processes, the distributed model predictive control(DMPC) has attracted much more attention in recent years [1] , DMPC has been widely applied in the industrial processes, multi-vehicle systems [2] - [5] , water supply systems [6] - [7] , power systems [8] and traffic systems [9] . In DMPC algorithms, local model predictive controller is established for each subsystem and the global optimal of whole system can be realized through the information interaction among subsystems or the communication among local controllers through a coordinator. DMPC solutions are usually divided into two categories: non-coordinated DMPC and coordinated DMPC.
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In the non-coordinated distributed MPC algorithm, the local controller contains an interaction model and the information is exchanged to achieve improved control performance. Within this scope, there are two kinds of network-based communication structures: a fully connected network in which all controllers exchange information, and a partially connected network in which a limited number of controllers interact. The cooperative distributed model predictive control algorithm proposed in [10] is a fully connected network structure. This control strategy takes into account the interactivity between all subsystems, but this will greatly increase the system communication load and computational complexity. According to the characteristics of process system, Rawlings and Stewart [11] proposed an information exchanging method that each subsystem only interacts with the subsystems which are located in upstream of this subsystem in the industrial process. On the basis of [11] , Liu introduced a control strategy that each subsystem considers the communications with the upstream and downstream subsystems which are adjacent to this subsystem [12] . This method is effective for cascade structure systems while the nonadjacent subsystems are ignored which will inevitably reduce the global control performance. Jalal expanded the concept of upstream and downstream subsystem in [13] . The subsystems which affect the output of this system are defined as the upstream subsystem and the subsystems which are affected by this system are defined as the downstream subsystem. Thus the information exchange among systems is approaching to the true interaction of subsystems. From the perspective of communication burden, Stewart proposed an information exchanging strategy through the lowered communication frequency among subsystems [14] . In this method, the subsystems with the same time delays will be clustered into the same group and each group selects a representative to interact with the representatives from other groups. In [15] , the N-step adjacent structure matrix based decomposition method was proposed, where the information exchange amount of each subsystem is determined by the union of all the adjacent matrices over the predictive horizon. Zheng proposed a new coupling degree-based clustering method which classifies subsystems into some middle-scale subsystems (M-subsystem) off-line according to the adjacent matrix [16] , and then each M-subsystem is controlled by a MPC, thus decrease the communication burden. There was another partially connected network introduced in [17] where the priority index is assigned to each subsystem according to the importance of each subsystem in large systems. Each subsystem only interacts with those subsystems with higher priorities for that the higher priority subsystem has a greater impact on other subsystems. This partially connected network avoids the unnecessary communication to a certain extent, but the prior knowledge of process is required. The subsystems are clustered into several sub-regions according to their position relationships in the large system in [18] . Each subsystem interacts only with subsystems in the same sub-region and ignores the association between subsystems that are far away from each other.
Above non-coordinating DMPC algorithms have no capability of coordinating the overall system. In contrast, the coordinated DMPC algorithm improves the global performance of the system by coordinating the distributed local MPCs. Generally, there is a global coordinated controller and several local controllers corresponding to all the subsystems. The global controllers coordinate the information interaction of all the subsystems. Cheng proposed a price-driven DMPC algorithm with two-layer structure where a vector that reflects the relationship between the subsystem's objective functions is constructed and passed to the global coordination controller [19] . After that, a new price coordination approach for distributed processes with shared resources is presented in [20] , where the assignment of prices is seen as a control problem with the prices as manipulated variables to be sent to the cost function of MPC controllers. This approach allows the coordination system to generate a feedback control structure but lacks the ability to update information. Later, Marcos [21] proposed a prediction-driven coordinated-distributed model predictive control scheme where the price vector is updated according to the predicted value of state variables and the transfer function information of subsystems. To deal with the large deviations of predicted values a coordination method that the coordinator directly processes and optimizes the objective function of each subsystem controller is proposed in [22] . In [23] , a DMPC algorithm based on network coordination is proposed. The sub-controllers coordinate with each other through global performance optimization metrics and consider the interaction among subsystems when predicting state changes. Reference [24] further introduced a DMPC method based on global performance indicators, establishing local optimization objective functions for each subsystem, and then simply adding them together to construct global performance indicators to solve the coordination problem.
In summary, most of the proposed DMPC algorithms can find the related subsystems for each subsystem, establish the optimization objective function, and finally give the optimal control solution. However, these methods often cannot accurately express the true interaction among the subsystems for the fact-based evidence is absent in designing the coordination strategy. In fact, a large scale system must be decomposed into subsystems before the DMPC design and some data driven system decomposition algorithms have been proposed. Those data analysis indices resulted from the decomposition process could factually reflect the correlation among subsystems. Hence, besides as the basis of system decomposition, these data analysis indices can also be utilized in the coordination strategy of DMPC algorithm. In the former work of our group, a system decomposition methodology based on AP-CCA has been studied [25] . In that algorithm static correlation between the process variables is used as the decomposition index. For chemical process, the variables dynamically vary and the data applied for the CCA analysis includes the dynamic process information, thus result in the less-precise decomposition index by static CCA. In this paper, a dynamic PLS algorithm proposed in [26] is applied in the dynamic decomposition of the large scale systems firstly and then the decomposition index is utilized in the design of coordination strategy of DMPC algorithm. The metrics obtained by the DPLS algorithm are used as the input variables selecting criteria of each subsystem to accomplish the system decomposition. Also the metrics is considered as the weight of subsystem interaction and applied in the construction of iterated global input variable values in the execution of DMPC coordination strategy. The validity of the proposed algorithm is verified by the simulation of shell heavy oil fractionator.
II. DYNAMIC SYSTEM DECOMPOSITION METHOD BASED ON DPLS A. DYNAMIC PLS PRINCIPLE
Dynamic PLS(DPLS) is a new statistical method that looks for potential associations between data. This method can maximize the potential correlation of the covariance constructs of the input and predicted outputs through dynamic models. In addition, dynamic variables are extracted under the supervision of the output data, which is a suitable method to achieve dynamic decomposition of the system. The general CCA or PLS lacks the ability to extract dynamic variables and is not suitable for actual industrial process data.
Suppose a system with multiple inputs and single outputs. The input and output are denoted as x and y, respectively. x k and y k are the input and output at time k. Define vectors
where m is the sample number, N x is the number of input variable, s is the dynamic order which reflects the dynamic characteristic of the process.
The objective of DPLS is defined as
where ⊗ denotes the Kronecker product, r and c are the dynamic projection coefficient vectors of input x to inner input score vector t and output Y s to inner output score vector u s respectively. β = β 0 β 1 . . . β s T is the dynamic relation coefficient of inner input t s and output u s . Solving the optimization problem (1) by Lagrangian multiplier method. The following DPLS algorithm is obtained [26] .
(1) Scale samples X and Y to zero-mean and unit-variance. Initialize β with 1, 0, . . . , 0 T and u s as the column of Y s (2) Iterate the following process until they convergence. 
(3) Construct the inner model and obtain β
(4) Deflate X and Y s as 5) Repeat step 2 to step 4 until enough inner variables are extracted.
By above DPLS algorithm,
can be obtained. Define
Using the jth inner model in the DPLS algorithm.
is the transfer function of the jth inner model and z −1 the backward shift operator. Denote
Then, given the input vector x k ,the estimated output is [26] 
B
. SYSTEM DECOMPOSITION BY DYNAMIC PLS
A data-driven system decomposition method has been proposed in [25] where process decomposition is realized by determining the input and output variables of the subsystem from the perspective of control. Canonical correlation analysis(CCA) algorithm is adopted to measure the static correlation between input and output variables and finally determine the input variables of a subsystem. CCA is not so accurate for the case of chemical processes because dynamics are always included in the original data which disturbance the analysis of static correlation between the inputs and outputs. Hence, DPLS is utilized in this paper to find the more realistic correlation between the inputs and outputs of a subsystem considering the dynamic characteristic of chemical processes. Firstly, the process is decomposed into several subsystems with one controlled variable for one subsystem. Then all the process variables are considered as the candidates of the inputs of each subsystem. Next, DPLS is used to measure the correlation between these candidates and the output of the subsystem and those with higher importance ranking are selected as corresponding inputs of the subsystem. By this way, the system decomposition is accomplished. DPLS algorithm in section 2.1 reflects the dynamic correlation of the input and output where r is the dynamic projection vectors of input x to inner input score vector t. It can be found that the values of r elements denote the weights when extracting corresponding components from X for t = Xr. Hence, the values of r elements produced in DPLS algorithm reflect the importance of corresponding components of X that is constructed by all the input variables. For the process of system decomposition, r can be utilized as a criterion in determining inputs of a subsystem from masses of input variables through implementing the DPLS process between the output of a subsystem and all input candidates.
For the jth subsystem, suppose the projection vector r j = r 1j r 2j . . . r N xj , the maximal objective value of (1) is
after implementing the DPLS algorithm. The ith input selecting index
Then there will be an input selecting matrix I
for all the subsystems and all the invariables where n is the number of subsystems. The subsystems of the distributed control system interact. The same process variable may be the input to multiple subsystems. It is important to determine whether the process variable plays dominating or subordinate function in a subsystem. The input variable with dominating function in the subsystem is called internal input. Correspondingly, the variables with subordinate function in the subsystem is called interactive inputs in this paper.
A crossover approach was proposed to assign input to each subsystem and determine input properties by the matrix I . Suppose there are N x process variables and n subsystems. For any variable, find the largest index in the horizontal row direction of the matrix and consider it as an internal input of the corresponding subsystem. Each process variable is assigned as an internal input of a subsystem. Next, for any subsystem, find the smallest internal input index in the vertical column direction as the threshold for interactive input selection. All process variables whose index is greater than this threshold are determined to be interactive inputs.
III. GLOBAL COORDINATED DISTRIBUTED PREDICTIVE CONTROL ALGORITHM BASED ON SYSTEM DECOMPOSITION INDEX
In Section 2, the decomposition index I ij is proposed to reflect the importance of each input variable in different subsystems. In this section, this decomposition index is utilized in the coordination of the distributed predictive controllers. The input variables obtained from each subsystem weightily summed up based on the decomposition index and thus build the global input variables set which will be used as inputs in the next iteration. The optimized control algorithm takes into account relevant information between the subsystems. Different control effects for each input variable in different subsystems are also considered. The different influences of the inputs on different subsystems determine the different control effects. The greater the influence of input variable on the subsystem, the stronger the adjustment role it plays when the subsystem is optimized.
A. ALGORITHM DESCRIPTION
Assuming that the industrial system is a linear discrete system and its state space model is expressed as follows:
The system will be decomposed into several independent subsystems, the prediction model of the ith subsystem is:
where
For the common decentralized predictive control algorithm, each sub-model is controlled independently and the interactions among subsystems are ignored. However, there always exists strong coupling among operation units in the actual chemical process and some of the input variables (or state variables) will exist in several subsystems at the same time. So the influence of these coupling associations among the subsystems cannot be ignored.
The process of model predictive control for each subsystem includes three parts: prediction model establishment, feedback correction and rolling optimization. During the rolling optimization period, each subsystem will obtain the optimal control law u i (k) of each subsystem based on the characteristics of its own subsystem and optimize its own input variables by u i (k). But some of the input variables exist in several subsystems at the same time and we call these input variables as interactive input variables. If each interactive input variable is optimized by the optimal control law u i (k) for many times which are obtained from several subsystems that contain this interactive variable simultaneously, each interactive input variable will have several different optimization results at the same time. In order to solve this problem, a global coordinated distributed predictive control algorithm based on system decomposition index is proposed. The concept of global input variables set U(k) is introduced in this paper. The influence of input variables on each subsystem will be reflected by the decomposition index between the input variables and each subsystem. Each input variable obtained from the optimization of each subsystem will be weighted based on the decomposition indices and summed up to build the global input variables set which will be used as inputs in the next iteration. This new coordination strategy takes into account the information exchanged between the different subsystems and the different control roles of each input variable in different subsystems.
The basic control structure is shown in Figure 1 .
Assuming that the linear discrete system is decomposed into n interactive subsystems {S 1 , S 2 , . . . , S n }. The correlations between the input variables and each subsystem after the system decomposition are represented by the matrix W .
where W ij is a comprehensive index which represents the correlation between the ith input variable and the jth subsystem after decomposing the whole system. I ij is the decomposition index of the large system which reflects the correlation between the ith input variable and the jth subsystem in the large system. I ij is defined in equation (9) . K is a system decomposition matrix which expressed as follows:
The relationships between input variables and subsystems are shown as
Define the global input variables set at the kth sampling time as follows:
where N x is the number of input variables in the whole system and U i (k) is the value of ith input variable after global coordination. At each iteration, the value of the corresponding input in each subsystem is taken from the global input variable set and is used as input to this iteration. For the reason that the number of input variables in each subsystem is inconsistent, we define the standardized set of input variables in ith subsystem to facilitate subsequent formula deduction.
After standardization, the dimension of the input variables set in each subsystem is consistent. For example, if the jth input variable belongs to subsystem S i , uq ij (k) is the value of this input variable optimized by subsystem S i at the kth sampling time. Otherwise, the value of uq ij (k) is equal to 0.
For those input variables which exist in several subsystems at the same time, they may have different impacts on different subsystems. In this paper, we use the comprehensive index W ij to reflect the impact of input variables on each subsystem and the value of each input variable optimized by each subsystem are weighted based on W ij . Take the input variable uq ih in the ith subsystem as an example. The input variable uq ih is the hth input variable in global input variables set. The correlations between the hth input variable and each subsystem are W h1 , W h2 , . . . , W hi , . . . , W hn . Then, the weight assigned to the hth input variable of ith subsystem is defined as follows:
W hi n j=1 W hj (16) In this way, the greater the influence of the input variable on the subsystem, the greater the weight assigned to the input variable in the subsystem and the greater the control action exerted on the subsystem.
After the rolling optimization period, the hth global input variable U h (k) will be updated. The values of input variable uq ih (k) obtained from the optimization of each subsystem will be weighted based on equation (16) and summed up to update U h (k).
The hth global input variable U h (k) is updated as follow:
where W hi is the comprehensive index which reflects correlation between the hth input variable and the ith subsystem. If subsystem S j affects the output of subsystem S i , S j will be seemed as S i 's related subsystem. This effect is caused by the input variables which belong to these two subsystems at the same time.
All subsystems' model predictive controllers are computed in parallel at each sampling instantly. During the prediction model establishment period, the prediction model of each subsystem is established at first. The model predictive controller S i obtains the input variables u i (k) from the global input variable U(k) and calculates the output y i (k) by the prediction model of the ith subsystem. The input variable u i (k) of S i is expressed as follows:
where U a t (t ∈ [1, n i ]) is the input variable which belongs to subsystem S i , t ∈ [1, n i ] and n i is the number of the input variables in subsystem S i . The input variables of its related subsystem can be obtained in the same way. The prediction model of the ith subsystem is: (16) is transformed into the following matrix form: (20) can be represented as follows:
Similarly, the prediction model of the jth subsystem iŝ
Based on the prediction model of the ith subsystem, the predictive output in the future can be obtained as follow:
Calculating the deviation E i (k) between the current predictive outputŷ i (k) and the actual output y i (k) as follow:
Then, E i (k) is added to Y m i (k + P) for feedback correction to obtain the predictive outputŶ i,P (k).
The objective function J i (k) and cost function of each subsystemJ i (k) are established through the deviation E i (k) of set point F i.P (k) and predictive outputŶ i,P (k) as well as the reference trajectories F j.P (k) and predictive outputsŶ j,P (k) of other related subsystems which obtained from the system network.
The objective function of subsystem S i is represented as follows:J
The cost function of subsystem S i is as follow:
where: P is the predictive horizon, M is the control horizon, F j,P (k) is the set value of jth subsystem, Q j is the weight matrix of output, R j is the weight matrix of input.
Owing to the different influence of related subsystems on the subsystem in optimization problem, the weighed target functions of related subsystems are utilized to establish the objective function of each subsystem. In this paper, the correlation coefficients between each related subsystem and the subsystem itself are utilized to reflect the degree of related subsystems' impact on this subsystem and the weight of each subsystem's objective function is allocated based on the correlation coefficient. Assuming that the correlation coefficient between the related subsystem S j and the subsystem S i is c ij , then the weight d ij is defined as follows:
where c ij is the correlation coefficient between all input variables in the related subsystem S j and the output in the subsystem S i . In order to highlight the effect of each subsystem's own target function on the optimization, the largest weight d ii is assigned to its own objective function and the range of d ii is [0.51]. The weight of each related subsystem d ij is defined as follows:
Then the target function can be written as follows:
When optimizing subsystem S i , the control action u j (k − 1) of the related subsystems at the previous moment is known. It represents the variable of u increment. So the equation (30) can be abbreviated as follow:
where δ i is a constant. TakingŶ i,P (k | k) andŶ j,P (k | k) into (31):
The solution of the optimization problem is:
The cost function is converted as follow:
The input and output constraints in real industrial process are as follows:
To sum up, the optimization problem of distributed predictive control based on global coordination is transformed into the quadratic programming problem to solve the optimal control law u i,M (k) of each subsystem. The real time control law of each subsystem is
The control action of each subsystem is optimized as follow.
According to the corresponding relationships between input variables and subsystems in the system decomposition matrix K , u i (k) will be standardized to uq i (k). Then, the global input variables will be updated by formula (17) and the updated global input variables will be utilized as inputs for the next iteration.
B. PROCEDURE OF THE ALGORITHM
The procedure of global coordinated distributed predictive control algorithm based on system decomposition index is proposed on the basis of distributed strategy and predictive control algorithm. Firstly, the system decomposition method based on DPLS which decomposes the large system into several subsystems is realized through the collected inputs/outputs data and the corresponding decomposition indices I ij are generated. Then, the prediction model of each subsystem is established. After that, by considering the influence of related subsystems on this subsystem which is weighted by the correlation coefficient between these subsystems, the optimal control problem is established based on the subsystem itself and the related subsystems. At kth sampling time, the input variable u i (k) of each subsystem and the input variable u j (k)(j = i) of related subsystems are obtained from the global input variable U(k) according to the equation (18) to solve the optimal control law of each subsystem. Next to this, by considering the different impact of input variable on the different subsystems, the global input variables are updated by equation (17) . The updated global input variables will be used as inputs for next iteration.
Through the analysis of above distributed predictive control process, we can find that the distributed predictive control not only reduces the computation, but also make up for the defect of interactions between subsystems ignored by decentralized control algorithm. The correlation in this global coordinated distributed predictive control algorithm based on system decomposition index takes into account the influence among the subsystems as well as the different impact of the input variables on each subsystem. Therefore, the global coordinated distributed predictive control algorithm based on system decomposition index can provide an effective coordination strategy for the large industrial systems.
The procedure of global coordinated distributed predictive control algorithm based on system decomposition index are described in detail as follows:
Step1: Collect the data of input / output variables and decompose the large system into several subsystems based on DPLS system decomposition method. Obtain the decomposition indices I ij according to (9) and establish the prediction model of each subsystem.
Step2: Establish the optimal control problem based on the subsystem itself and the related subsystems by considering the influence of related subsystems on this subsystem which is weighted by the correlation coefficient among these subsystems.
Step3: At kth sampling time, the input variable u i (k) of each subsystem and the input variable u j (k)(j = i) of related subsystems are obtained from the global input variables set U(k) according to the equation (17) to solve the optimal control problem in Step 2. Then, the optimal control law u i,M (k) of each subsystem in Step 2 can be obtained.
Step4: Solve the control law of input variables applied to each subsystem according to optimal control laws obtained in Step3. Then, by considering the different impact of input variable on different subsystems, the global input variables set are updated by equation (17) . The updated global input variables will be used as inputs for the next iteration.
Step5: Switching to the k + 1th sampling time and repeating the above process.
IV. EXPERIMENTAL SIMULATIONS A. SHELL HEAVY OIL FRACTIONATOR
The shell heavy oil fractionator [27] is introduced in this section to verify the superiority of the proposed coordinative distributed model predictive control algorithm. The flow of Shell Heavy Oil Fractionator is in Figure 4 . This process mainly includes: a reaction unit, four heat exchangers, a side stripper, a product provider and three product streams. The product streams are divided into three parts which are from top, side and bottom of the fractionator. Next to this, there are three circulating loops (or reflux) located at the top, middle and bottom of fractionator. During the fractional distillation process, the high temperature multinomial oil is sent into the fractionator to cool through the cold reflux on the side of the fractionator. Some of the cold refluxes in the Figure 2 are needed to complete the separation of the product in the fractionation process.
The paper made the assumptions in advance and ignored some factors that slightly affect the modeling results for the complexity of the process. The transfer function forms the control inputs to all the outputs are shown in Table 1 . VOLUME 7, 2019 In order to simplify the calculation, the 3 * 3 system transfer function is utilized in this paper:
This work is limited to the three manipulated variables (u 1 , u 2 and u 3 ) that have direct influence on the Top End point Composition (y 1 ), Side End Point Composition (y 2 ) and the Bottom Reflux Temperature (y 7 ) which is in accordance with the product specifications which resulted in three manipulate input -three controlled output system as shown in Equation (38). Sampling period Ts = 1s. The discrete transfer function matrix is as follows G 0 (q), as shown at the bottom of the next page:
B. DPLS-BASED PROCESS DECOMPOSITION
Firstly, the input data was set between −0.5 and 0.5 and output data was then obtained from the open-loop transfer function of system. The sampling length of data points was set to 3000 and the data of input and output variables were then preprocessed. The incremental maximum correlation coefficient method [28] is utilized to estimate the lag time between
The time sequence between input data and output data is matched according to the lag time obtained by this method [21] and the matching input and output data is used to decompose the system. In our experiment, these three output variables are divided into three subsystems. Then inputs of each subsystem are selected by DPLS algorithm in Section 2 on the offline process variables and its output data. The result is shown in Table3.
We select the inner variables and interaction variables for each subsystem according to the crossing selecting criteria introduced in Section 2. Horizontally, take u 2 for example, the indices between u 2 and three subsystems are 0.007007, 0.046641, 0.042374, respectively. u 2 is considered as the inner variable of subsystem 2 for it has the largest index 0.046641 with subsystem 2. Vertically, take subsystem 3 for example, the minimum index of inner inputs is 0.037096, so it is taken as the threshold of selecting interactive inputs of subsystem 3. The process variables with indices greater than 0.0367096 are considered as the interactive inputs of subsystem 3. The process variables with indices in red are the inner inputs and those in blue are the interactive inputs in Table 3 . The System decomposition result is shown in Table 4 .
C. DISTRIBUTED PREDICTIVE CONTROL STRATEGY BASED ON GLOBAL COORDINATION
The three subsystems obtained by the DPLS-based system decomposition algorithm are modeled by the dynamic PLS algorithm proposed in [28] . Then the three DPLS models were utilized as the prediction models of the distributed model predictive control. The set points of outputs were 0.1, 0 and 0.2 respectively and the range of inputs data was [−0.5, 0.5]. The prediction horizon P was set to 8 and the control horizon M was 3. The sampling time was 4 minutes. Here we added random noise to the models to simulate the noise in the actual system. The range of random noise was [−0.05, 0.05]. Then, the distributed model predictive control algorithm proposed in this paper was applied to control the fractionator system and the results of this algorithm based on global coordination were compared with the traditional decentralized model predictive control algorithm and the centralized model predictive control algorithm. The output curves of each algorithm are shown in Figure 3 .
It can be seen from Figure 3 and Table 5 that the control effect of distributed model predictive control in this paper is similar to that in the traditional centralized model predictive control. But the computation of the distributed control algorithm is less than that of centralized control algorithm. The decentralized control algorithm simplifies the system structure through the system decomposition, but the control effect is poor for that the interactions between subsystems are ignored. The global coordinated distributed predictive control algorithm based on system decomposition index proposed in this paper takes full account of the interactions among related subsystems. So compared with the decentralized predictive control, this distributed control algorithm has better control effect. In order to further study the global coordinated distributed predictive control algorithm based on system decomposition index, this method was compared with the traditional distributed predictive control method.
From Figure 4 , we can find that the distributed model predictive control proposed in this paper takes into account the different control action of each input variable be exerted in different subsystems which determined by the different influence of inputs in different subsystems and makes the control effect of all subsystems becomes more stable. The control is more accurate while the calculation is simplified.
D. DISTURBANCE REJECTION TEST
The simulations of these predictive control algorithms in the case of noise show that all these algorithms can overcome the conventional noise and complete the control process. However, there will exist disturbance which is far greater than the conventional noise in the actual industrial production process. In order to verify the rejection effect of the control algorithm to large disturbance, the following experiments were explored. We added a big interference at 490th sampling time into the outputs of the subsystem 2 and subsystem 3 respectively and observed the control effect of the different algorithms on the whole system. There were four kinds of algorithms simulated here: centralized predictive control algorithm, decentralized predictive control algorithm, unweighted distributed predictive control algorithm, and our proposed global coordinated distributed predictive control FIGURE 6. The outputs of three subsystems from 481th to 510th iterations when the disturbance was joined in subsystem 3 (a) output of subsystem 1 (b) output of subsystem 2 (c) output of subsystem 3. algorithm based on system decomposition index. The artificial disturbance added here was 10 times of the conventional noise at 490th sampling time.
It can be seen from Figure 5 and Figure 6 that the outputs in global coordinated distributed predictive control algorithm based on system decomposition index proposed in this paper recover to the set point firstly when meeting with a big disturbance. The control effect of this algorithm is better than those of other three control algorithms and the instable of the related subsystem caused by the disturbance in this algorithm is slighter than centralized control and traditional distributed model predictive control.
From Table 5 to Table 6 , we can find that RMSE from iteration 480 to 510 of three outputs in coordinative distributed predictive control algorithm proposed in our paper is the smallest among these four control algorithms and the output of each subsystem is more stable under this control method. MAXE reflects the maximum deviation between the control curve and the set point. It can be seen from Table 7 and Table 8 that due to the independent control of the subsystems in the decentralized control algorithm, the MAXE of the subsystem's output that hasn't been added disturbance is the smallest one of the four algorithms. But the MAXE of the interfered subsystem' output in the decentralized control algorithm is the largest one of the four algorithms, and the performance of the whole system is seriously affected by the disturbance. Among the other 3 algorithms which consider the interactions among subsystems, the global coordinated distributed predictive control algorithm based on system decomposition index achieves the lowest MAXE of subsystem outputs and the anti-disturbance ability of this algorithm is the best. Compared with decentralized control algorithm and traditional distributed control algorithm, the global coordinated distributed predictive control algorithm based on system decomposition index solves the optimal control problem through the weighted objective functions and takes the global input variable as the inputs of the next iteration. This distributed control algorithm based on global coordination considers the impact of other normal related subsystems synthetically on the optimization results of the whole system which greatly weakened the impact of a single subsystem on the large system. So the big disturbance in a single subsystem may not affect the outputs of the whole system.
V. CONCLUSION
In order to solve the distributed predictive control problem in large-scale industrial processes, a global coordinated distributed predictive control algorithm based on system dynamic decomposition index is proposed. Firstly, the dynamic system decomposition index is used to provide a decomposition basis for large systems, and then the concept of global input variables is introduced to apply to the global control law of the control object, which determines the correlation between the process variables and the output of each subsystem. Finally, the global coordinated distributed predictive control algorithm based on the system dynamic decomposition index considers the related information between related subsystems and the influence of each input variable on different subsystems. Due to the different influences of the subsystems on the optimization problem, the weighted objective function of the relevant subsystem is used to establish the local objective function of each subsystem in VOLUME 7, 2019 the optimization process. In this paper, the dynamic correlation index between each associated subsystem and subsystem is used to reflect the degree of influence of the relevant subsystem on the subsystem, and the weight of each subsystem's objective function is assigned according to the correlation coefficient. In this way, the role of the associated subsystem can be more accurately expressed in the objective function of each subsystem. Finally, the distributed control method is applied to the process of Shell heavy oil fractionation tower. The simulation results verify the effectiveness of the proposed algorithm.
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