Ronald Mahler's Probability Hypothesis Density (PHD) provides a promising framework for the passive coherent location of targets observed via multiple bistatic radar measurements. We apply a particle filter implementation of the Bayesian PHD filter to target tracking using both range and Doppler measurements from a simple non-directional receiver that exploits non-coöperative FM radio transmitters as its "illuminators of opportunity". Signal-to-noise ratios, probabilities of detection and false alarm and bistatic range and Doppler variances are incorporated into a realistic two-target scenario. Bistatic range cells are used in calculating the birth particle proposal density.
realistic passive radar configuration in [5] . However, only range measurements were considered. This paper presents an improved version of the PHD-based particle filter as applied to passive coherent location, and we incorporate Doppler measurements into the PHD-based particle filter, thus effecting a range and velocity multitarget tracker. We compare its tracking performance to that of the range-only tracker when used in a realistic scenario.
The remainder of this section provides a brief review of multitarget, multisensor tracking, followed by a review of finite-set statistics (FISST), which is used to derive the PHD-based multitarget Bayesian filter. In Section II, the concept of passive coherent location 1 is reviewed.
Section III describes the simulation configuration, while Section IV presents the PHD particle filter implementation. A review of the radar parameters used is contained in Section V, and the results of the simulation are in Section VI. A summary of conclusions is found in Section VII.
B. Review of Multitarget, Multisensor Tracking
The theory of single-sensor, single-target tracking is rather well understood. The workhorse of such systems is the ubiquitous extended Kalman filter, along with its Interacting Multiple Model (IMM) extension. The newer unscented Kalman filters [6] and fully nonlinear, nonGaussian algorithms, such as particle filters [7] - [9] , are becoming popular as well [10] .
When multiple targets are present, 2 however, the situation becomes rapidly more complex.
It is not known which reports from a given sensor are created by which targets. The complexity increases when multiple sensors are used, and things become even more problematic in the presence of false alarms and missed detections.
1) Association-Based Multitarget Tracking: Most mainstream tracking algorithms have
historically been based on the idea that there is some true report-to-track association that must be estimated. Common techniques may involve "soft" report-to-track assignments, as found in Joint Probabilistic Data Association (JPDA) [13] , or "hard" assignments, as performed in Multiple Frame Assignment (MFA) using Lagrangian relaxation techniques [12] , [14] - [19] . 1 To the best of our knowledge, the term "passive coherent location" was coined by Dick Lodwig of Lockheed Martin (then, IBM) and his colleagues.
2) Multitarget Tracking without Explicit Associations:
Some alternatives to the associationbased multitarget, multisensor tracking algorithms are slowly gaining attention [10] . In these alternative approaches, no explicit association between tracks and targets are made. Proponents of such techniques contend that estimated associations, like those of hard and soft reportto-track, are both unnecessary and potentially misleading. One novel approach that avoids explicit associations is the Symmetric Measurement Equation [20] - [23] method developed by Kamen and colleagues in the early 1990's. Another approach, which is the focus of this paper, is based on finite-set statistics (FISST).
C. Finite-Set Statistics
Mathematically speaking, a real-valued random variable is a function that maps elements of an underlying probability space into the space of real numbers. In most engineering applications, one can forget about this fundamental definition and deal directly with concepts related to the random variable, such as probability density functions, cumulative distribution functions, moments, entropy, etc. Extending the notion to random vectors, such as the state vectors in single-target tracking systems, is straightforward. Further extension to random "processes", which map elements of an underlying probability space to the space of functions defined on a continuum, is much more complex. However, the final results are readily employed by engineers.
In an extensive series of conference papers (particularly the SPIE sessions on Signal and Data Processing of Small Targets and Signal Processing, Sensor Fusion, and Target Recognition), Mahler has proposed "random sets", which map elements of an underlying probability space to sets, as the most natural framework to address data fusion in general and target tracking systems in particular. Unfortunately, the probability theory associated with random sets is nowhere near as well-known as the theory associated with the more mundane random variables and vectors. However, the presentation of the theory in the book by Goodman, Mahler, and Nguyen [24] is thorough. The authors define "set integrals" and "set derivatives" in terms of generalised Radon-Nikodým derivatives. These set generalisations of calculus allow for generalisations of probability densities and distribution functions. Once the random sets are given a solid measure-theoretic foundation, ideas from statistics, such as maximum-likelihood estimation and maximum a-posteriori estimation, and from information theory, such as entropy and Kullback-Leibler distances, can be extended to these random sets (see Sections 5.2 and 5.3 of [24] ).
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Mahler [25] , [26] attempts to distill random set theory to nuts-and-bolts principles that practicing engineers can easily apply. One of the more elegant aspects of traditional Kalman filtering is the way in which the prior and posterior distributions are characterised by a small set of sufficient statistics that are easily propagated in the Kalman recursion. When target tracking is generalised to the multitarget, multisensor scenario, however, no simple analogous implementation seems to appear.
Nevertheless, attempting to replicate the simplicity of the Kalman filter for the multitarget, multisensor case, Mahler and Zajic [27] propose propagating the first moment of a function that maps a set of targets into a continuous function space. This functional mapping is essential since the expectation of a set-valued random variable is not well-defined. They choose a function that places Dirac deltas at the target positions and call its first moment a Probability Hypothesis Density (PHD). The PHD acts much like an intensity of a Poisson point process; in fact, it is the first factorial moment density found in point process theory [2] , [28] . Like the mean and variance of the Kalman filter, the PHD is readily propagated forward through the Bayesian prediction and data update steps. It is, of course, a bit more complicated since an entire function is being propagated forward, not just a mean vector and a covariance matrix.
II. PASSIVE COHERENT LOCATION (PCL)

A. Range
Consider a bistatic radar consisting of a passive receiver and an independent transmitting antenna. If the direct path signal is measured along with the reflected path signal, then correlation processing yields the following range measurement observation:
where (x r , y r ) and (x t , y t ) are the locations of the antennas, and (x, y) is the location of the target. Thus, a target can be located along an ellipse, where the receiver and transmitter are located at the foci of the ellipse.
It is difficult to build highly directional receiver antennas that operate at the low frequencies of interest in a passive radar system that exploits FM broadcasts. Hence, rather than exploit angle-of-arrival information to resolve a target's location, multiple transmitter-receiver pairs are employed instead. The target can thus be located at the intersection of the resulting bistatic range ellipses. This is not to imply that angle information, if available in a PCL system, is of no value; we simply wish to explore the limits of what can be achieved without it. Future work will study the effect of including angle information.
A problem that arises, however, is that of ghost targets. A ghost target appears at the intersection of bistatic range ellipses where no target is present. This is due to the nature of the ellipse geometry and confuses multitarget trackers, which must process ghost targets until they disappear. Noisy measurements exacerbate the problem. The PHD-based particle filter, however, is seen to adequately handle ghost targets with no additional conceptual effort, i.e., no explicit ghost-busting 3 logic is needed.
B. Velocity
By observing the Doppler shift caused by the target in the received signal's frequency, a bistatic radar also provides the rate of change of the range measurement given in (1):
WithṘ measurements from multiple transmitter-receiver pairs, a target's velocity components (ẋ,ẏ) can be found.
III. SCENARIO CONFIGURATION
Our demonstration scenario is the same as that in [5] . Table I , and their locations can be seen in Figure 1 (a). The receiver coördinates and system specifications are listed in Table II .
All antennas are assumed to be omni-directional, and thus they have unity gain. The noise figure listed, which is meant to account for external interference sources as well as internal receiver noise, is assumed to be a valid approximation for an urban environment such as Washington D.C. [29] . 
IV. THE PHD-BASED PARTICLE FILTER
Ronald Mahler introduced the concept of a Probability Hypothesis Density (PHD), which is defined as being any function that, when integrated over any given area, specifies the expected number of targets present in that area. More specifically, the PHD is the factorial moment density found in point process theory [2] , [28] , and it provides a straightforward method of estimating the number of targets in a region under observation. We thus expect the PHD to be a useful tool for tracking multiple targets, especially in handling the many ghost targets that arise from noisy bistatic radar measurements. Using probability generating functionals and set calculus, Mahler derives Bayesian time-update and data-update equations that use the PHD, respectively, to perform motion prediction and incorporate sensor observations [2] , [3] , [27] , [30] , [31] . This allows the multitarget tracker to incorporate both range and Doppler observation information, which we expect to produce better tracking results than using range-only information.
We use the particle filter implementation of the update equations [32] , whereby the PHD is represented by a collection of particles and their corresponding weights. At time-step k, each particle in the filter is a vector of the form
T and has a weight w i,k ,
where (x i , y i ) specify the particle's location and (ẋ i ,ẏ i ) specify its velocity components. As per the defining property of the PHD,
where
A. Initialisation
The simulation begins by independently and randomly assigning the particles' x and y components to fall within the FoV. Theẋ andẏ components are independently and randomly chosen to be between a minimum of −495 km/h and a maximum of 495 km/h (i.e., −137.5 m/s to 137.5 m/s), where North and East are positive. The particle weights are initialised to zero, since we do not expect any targets to be present at time k = 0.
B. Time Update
The time-update step of the particle filter involves multiplying each particle vector by a simple constant-velocity transition matrix and adding Gaussian process noise. This propagates the particles forward in time, thus modelling the target motion, where each time step k of simulation represents one second of time.
To model the PHD of new targets that appear in the FoV, birth particles are added to the simulation during the time-update step. They indicate where new targets are likely to appear at the current time step. To economise on the number of particles needed in the simulation and to achieve better target tracking results, we propose a targeted cluster placement of birth particles to be used wherever a bistatic range ellipse intersects with the edge of the FoV. At the location of the intersection, a cluster of birth particles is centred and spread independently in both x and y according to a normal distribution with a standard deviation equal to a bistatic range cell (see Section V-E and Table III) . When no bistatic range ellipses intersect the FoV boundaries, the birth particles are randomly placed uniformly in a 9 km-wide band around the inside edge of the FoV.
In both placement methods, the velocity components of the particles are initialised independently and randomly with uniform probability over all possible velocities, as given in Section IV-A. However, if a particle is placed in the right-hand quadrant of the FoV, then its initialẋ component is restricted to negative values. If it is placed in the left-hand quadrant, then theẋ component is initialised to positive values only. A similar restriction is enforced on the initialẏ component of a particle that is placed in either the top or bottom quadrants of the FoV.
The simulation assumes that targets will not spontaneously disappear and that they will not spawn new targets. Any particles, whose x and y components place them outside of the FoV, have their location components adjusted, so that they are repositioned in a mirror-image fashion across the nearest FoV edge back into the FoV. This keeps all of the particles inside the region of interest.
We now weight the particles according to the method described in [33] for particle filter representations of the PHD. Since we simply use the prior target-motion model to propagate the particles from the previous time step, these propagated particles maintain the same weights as they had at the end of the previous time step. The birth particles, when the uniform placement method is used, are given equal weighting. When the targeted cluster placement is used, however, the birth particles are given weights
where J k+1 is the number of birth particles used and q x (x i,k+1 |z k+1 ) and q y (y i,k+1 |z k+1 ) are normal density functions with means equal, respectively, to the x and y positions of the ellipse intersection at the FoV edge and with standard deviations equal to the intersection's corresponding bistatic range cell. Q x is set to 2, if the intersection occurs along the left or right edge of the FoV, and is set to 1, otherwise. Similarly, if the intersection occurs along the top or bottom edges, then Q y is set to 2; otherwise, it is set to 1. This takes into account the doubling of particle density due to the folding-in of particles found outside the FoV.
In both birth particle placement methods, we normalise the birth particle weights, such that w birth i,k+1 equals the expected number of new targets per scan. Since we assume that only one target might enter the FoV at each time step, we set this term equal to one. However, one could choose a higher or lower value if an alternative birth model is desired. This step is not explicitly mentioned in [33] , but we found this normalisation necessary to have the particle filter accurately represent the PHD.
The results of the time-update step are the propagated and birth particles and their associated weights, indicated byw i,k+1 , which represent the predicted PHD for time-step k + 1.
C. Data Update
In the data-update step, the time-predictedw i,k+1 are converted to the final PHD particle weights, w i,k+1 , by incorporating the radar range and Doppler observations at time k + 1. Given a single sensor with the set of observations Z s = {z 1 , . . . , z m } made at time k + 1, probability of detection p D (ξ), single-target likelihood function f (z|ξ) and Poissondistributed false alarms with parameter λ and density c(z), the data-updated weights are computed by
for i = 1, . . . , N , where N is the total number of particles.
The set of observations Z s contains both range and Doppler measurements. Thus, either f R (z n |ξ i ) or fṘ(z n |ξ i ) must be used as the single-target likelihood function f (z n |ξ i ), depending on whether z n is a range or a Doppler observation, respectively. The computations of
, λ and c(z) are given in Section V.
In the bistatic radar case, each receiver and transmitter pair constitutes a "sensor". In our example, there are three sensors in the configuration, and three sets of range and Doppler observations are collected at each time step, namely {Z 1 , Z 2 , Z 3 }. Following a procedure suggested by Mahler [34] to determine the final weights for this multisensor case, (6) and (7) are first applied to Z 1 . The resulting w i,k+1 are then used as thew i,k+1 to reiterate (6) and (7) over Z 2 . The latter procedure is repeated for Z 3 to find the final multisensor particle weights. The order in which the observation sets are processed does affect the final result;
although, practically, it has little effect. This issue remains available for further investigation.
Having generated the final particle weights, w i,k+1 , the expected number of targets in the FoV is computed via (3). The locations of theÑ expected targets are found by extracting thẽ N highest peaks from the PHD represented by these weights. We currently use an expectationmaximisation algorithm for this extraction.
D. Peak Extraction
To find the target locations and their velocities, theÑ highest peaks must be extracted from the PHD. To find these peaks, we assume that the PHD in the neighbourhood of the peaks can be approximated by Gaussian distributions, so we attempt to fit a mixture of Gaussians to the PHD using an expectation-maximisation (EM) algorithm [35] , which we modify to account for the particle weights. Thus, the algorithm to find θ g = (α g , µ g , Σ g ), which are the weight, mean and covariance parameters of the g-th Gaussian distribution in the mix, is
given by the following iteration:
Expectation:
Maximisation:
is a normal density function with mean µ j and covariance matrix Σ j , G is the number of Gaussians in the mixture and G ≥Ñ , whereÑ is the number of targets estimated by integrating the PHD via (3).
The µ g are initialised by randomly choosing G particles and selecting their components to be the values for the µ g . To obtain good results from the EM algorithm [36] , short runs of the algorithm are performed, and the run that produces the highest likelihood is then used for a longer EM run. The result is the final estimate of the G-Gaussian mixture. When iterating the EM algorithm, a run is terminated upon achieving a given threshold or if a covariance matrix becomes singular. The preceding is performed multiple times for different values of G, and a minimum description length (MDL) criterion is then used to select the best fitting Gaussian mixture by maximising the penalised likelihood [37] :
) and d is the particle dimensionality (in the current
, and where
The means of theÑ highest-weighted Gaussians in the best fitting mixture are then taken to be the expected locations and velocities of the targets. A benefit of using the EM algorithm is that it produces covariance matrices that provide one with a measure of uncertainty in the location and velocity estimates.
E. Resampling
Before iterating the particle filter over the next time step, the particles are resampled via a
Monte Carlo method to obtain an initial number (i.e., the amount before birth particles were added) of equally weighted particles where
V. BISTATIC RADAR VARIABLES
A. Signal-to-Noise ratio, SNR
To compute f (z|ξ) and p D (ξ), it is first necessary to compute each sensor's signal-to-noise ratio for each particle. The SNR of a particle is calculated as follows [38] - [40] :
where R T and R R are the distances between the particle's (x, y) location and the sensor's transmitting and receiving antennas, respectively, and
, c is the speed of light, and f is the frequency of the FM signal given in Table I .
The transmitter power P T is also taken from Table I , and the transmitter gain G T is assumed to be unity. The receiver gain G R , reference temperature T 0 , coherent processing interval CP I and noise figure NF are taken from Table II . Boltzmann's constant is represented by k, and F T and F R are the signal propagation factors. For this study, it is assumed that signal propagation gains and losses are negligible; including such effects is planned for future work.
The target's bistatic radar cross section is denoted by σ rcs . All targets in the simulation are assumed to have σ rcs = 10 dBsm.
B. Probability of Detection, p D
The calculation of the bistatic radar's probability of detection is based on its SNR and the probability of false alarm, p F A . At low frequencies, a target may reasonably be assumed to be slowly fluctuating; hence, a Rician target model is employed. Thus, [41] 
where Q is the Marcum Q-function, SNR(ξ) is given by (13) , and p F A is set to a fixed value.
For a fixed p F A , a gain in SNR corresponds to an increase in p D .
In the simulation, the p F A is initially set to 10 Note that the p D (ξ) in (6) does not depend on any specific radar observation, since the
term deals with potential missed targets. Thus, a σ rcs must be chosen that one would expect a potential missed target to have were the radar to detect it. For illustration, we escape this vexing chicken-and-egg situation by choosing σ rcs = 10 dBsm, since this is the value assumed in generating the simulated data. 
where β is the transmitter bandwidth specified in Table I , and SNR(ξ i ) is given by (13) .
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2) Doppler Likelihood, fṘ(z|ξ):
The single-target Doppler likelihood function of each bistatic radar pair determines how close theṘ value of each particle, given by substituting the particle's components into (2) , is to the observedṘ measurement. Each particle's corresponding rate of bistatic range change is computed (Ṙ ξ i ), as well as the difference between it and the observedṘ.
fṘ(z i |ξ i ) is a normal density function with meanṘ ξ i and variance σ 2 r , where σ 2 r is the variance of the rate of change in bistatic range:
where λ f is the frequency of the transmitted signal, and [39] , [40] 
On the right-hand side of (19) , the first term in the max function is the accuracy with which the bistatic radar is able to measure the received signal. The second term is the resolution Doppler extent = 2 2V max λ f (27) where V max is the maximum possible target velocity. The range extent value of (26) is for the hypothetical case where the receiver is located at the centre of the FoV, the transmitter is located in a corner of the FoV, and the target is located at the opposite corner. The Doppler extent found in (27) takes into account both positive and negative velocities. Thus, both extents are chosen to be as large as theoretically possible in our scenario.
The false alarms are assumed to be uniformly distributed over the range and Doppler extents, and thus the spatial distribution parameter is determined in the following manner:
E. Bistatic Range Cells
To place the birth particles correctly in the targeted clustering method described in Section IV-B, the size of the bistatic range cell at the cluster's location must be computed. A bistatic range cell is the resolution at which a bistatic radar can pinpoint a target's location. It is approximated by [38] :
where τ is the compressed pulse width and ψ is the bistatic angle:
where L is the distance between the transmitter and the receiver. Thus,
VI. SIMULATION
The simulation contains two targets. The first enters at time k = 7 at location (80 km, 20 km) on the East edge of the FoV and travels at −395 km/h (i.e., 109.7 m/s West). The second enters at time k = 9 from location (50 km, 0 km) on the South edge and travels
North at 340 km/h (94.4 m/s). The process noise in the time-update step is assumed to have a standard deviation of 5 m/s. An example of the PHD particle filter is given in Figure 1 . The false alarm parameters result in roughly two false alarms for every three time step iterations of the PHD filter. Within a single time step, the number of false alarms typically ranges from zero to four. Since the 1 CP I 2 term in (19) dominates in the current scenario, the value of σṙ depends only on the three transmitters being used. Thus, it does not acquire a wide range of values in the simulation.
A. Typical measurements
B. Results with
We first tried the range and velocity tracker using 1,000 particles and an additional 500 birth particles. However, as seen in Figure 2 , the range and velocity tracker did not show a drastic improvement over the range-only tracker. Also, the range and velocity tracker would occasionally fail to detect the second target; whereas, the range-only tracker appeared always to detect both targets.
In an attempt to improve the range and velocity tracker, we doubled the number of particles to 3,000 (i.e., 2,000 propagated and 1,000 birth particles). The tracking results are displayed in Figure 3 . The tracking performance of the range-only filter, when used with 3,000 particles, is shown in Figure 4 . A close-up of the two are depicted in Figure 5 . One can see that, with the additional particles, the range and velocity tracker locates the targets with a tighter track than does the range-only tracker, especially when the targets are located far apart from each other. In Figure 5 , it appears that there is a slight bias in the range and velocity tracker's results in locating the first target. However, the results are still within a bistatic range cell, and the bias did not appear on subsequent simulation runs. Figure 6 displays the estimated target velocity values found by the range and velocity filter; they appear to track the actual target velocities. The 3,000 particle range and velocity tracker detected both targets. However, unlike the range-only tracker, which detected both targets immediately, the range and velocity tracker immediately detected the first target but took a few iterations (latencies of 1 to 18 time steps have been observed) to detect the second target. This should not summarily be considered a flaw in the PHD filter, since we should not expect the tracker to detect a target instantly upon its entry into the FoV. Rather, we would expect a brief data accrual time during which the tracker filters out ghost target ambiguity. This may also, however, be due to a lack of a sufficient number of particles being used.
In terms of detecting the correct number of targets at each time step, the range-only tracker, at first glance, appeared to perform slightly better. For example, it overestimated by one the number of targets in twenty time steps; whereas, the range and velocity tracker once underestimated by two, once overestimated by one, and twenty times underestimated by one.
However, the underestimation errors of the range and velocity filter occurred at the beginning of the simulation run during which time the filter was trying to detect both targets; whereas, the overestimation errors in the range-only filter occurred throughout the simulation. Thus, the range and velocity tracker demonstrated more stability in maintaining a correct estimate of the number of targets present.
It must also be pointed out, as seen in Figures 2 and 5 , that even though the PHD particle filter correctly tracked the two targets in both the 3,000 particle range and velocity tracker and the range-only tracker, it did not correctly extract the target locations at every time step. This was due to the behaviour of the peak-extraction algorithm, which occasionally produced singular covariance matrices or fit two Gaussians to the same peak, thereby locating the same target twice; whereas, a visual inspection of the PHD filter clearly showed two targets.
Increasing the number of particles did ameliorate the peak extraction, since there were more data points available to which to fit the Gaussians. The development of improved peakextraction algorithms is an important area of PHD research in general; some steps in this direction are suggested in [43] .
C. Results with
The 3,000 particle range-only and range and velocity simulations were performed once more but with p F A = 10 −2
. Since the SNR in the simulations did not change, this increase in probability of false alarm resulted in an increase in p D , as given by (15) . The typical minimum probability of detection, as given in Table III , increased to 0.9978. Within a single time step, the average number of false alarms was 67.
As seen in Figure 7 , the range-only tracker could not track the two targets. Furthermore, it was completely unable to estimate the correct number of targets present. At any given time step, it estimated there being between 5 and 31 targets present. On the contrary, the range and velocity tracker was able to track both targets, as shown in Figures 8 and 9 . It overestimated the number of targets about 10%-20% of the time (the maximum by which it overestimated was four) and underestimated about 2.5% of the time.
The range and velocity filter with p F A = 10 −2 did occasionally exhibit behaviour similar to that of the 1,500 particle range and velocity tracker described in Section VI-B. That is, it only tracked the first target, or it tracked the first target for a brief period before dropping it and tracking only the second target for the remainder of the simulation. Other times, it tracked both targets as it should.
VII. CONCLUSIONS
A. Importance of High SNR
Initially, the range-only simulation was run using a noise figure of 45 dB to explore a worstcase scenario. However, this was found to be an inappropriate model of the Washington D.C. scenario, since it produced an SNR that was too low over most of the 80 km × 80 km coverage area. With such poor SNR, the p D was only above 0.9 for the immediate area around the antenna pairs, while most of the FoV had a p D close to zero.
The prevalence of low p D caused the filter to considerably overestimate the number of targets present. Because the birth particles that were added to the filter in the time-update step were located in an area of low p D , the filter predicted many targets that did not exist. This is logical, since the filter can only assume that targets are appearing in the area of low SNR based on the birth particle model. It does not receive any radar observation information to contradict the assumption.
We conjecture that restricting birth particle placement to regions of high SNR, or simply restricting the FoV to include only regions of sufficiently high SNR, will mitigate the effect of areas of low p D on the filter.
B. The PHD Particle Filter
Incorporating Doppler measurements into the PHD-based particle filter was expected to improve the tracking ability of the filter, since the filter would possess additional information about the targets being tracked. The introduction of Doppler measurements, however, while providing additional velocity information, also enlarged the discrepancy between the proposal density used by the particle filter and the true posterior PHD. In the p F A = 10
case, to achieve at least an equivalent tracking and ghost-busting performance as that of the rangeonly filter, the number of particles had to be increased, thus increasing the runtime of the tracking system. Once this change was made, however, the tracking performance did improve, as evidenced in Figures 3, 4 and 5. Alternatively, and this remains to be implemented in future work, one could devise a cleverer proposal density that accounts for observed range ellipses when propagating particles in the time-update step, rather than simply use the prior.
When using a suboptimal filter -and a particle filter with a finite number of particles is necessarily suboptimal -exploiting more data may require more computation, or at least more sophisticated computation. Several approaches for designing a better proposal density are discussed in [44] .
In the p F A = 10 −2 case, including Doppler information allowed the filter to estimate the correct target number and track the targets, which it could not do with just the range-only measurements. However, since the simulation did not always consistently track both targets, a cleverer proposal density would still be expected to improve tracking performance also in this case. All in all, the PHD filter was effectively able to incorporate the velocity observations and facilitate improved multitarget tracking performance and better target number estimation, but it appears that, in general, this will require either additional particles or increased computation.
It merits a brief mention that the EM algorithm used is the largest consumer of simulation time in our multitarget tracker. With an alternative peak-extraction algorithm, one may be able to add the additional computation needed to achieve better performance but still retain reasonable computational efficiency.
Another nice avenue for future work would be to compare the PHD-based particle filter to other multitarget tracking methods in the passive radar context. Since the difficulty of peak extraction is a considerable hurdle to jump, the PHD is not so much a multitarget tracking technique as it is an easy multisensor fusion technique in the multitarget context. The PHD is appealing in that it would easily allow us to incorporate other types of measurements, such as angle measurements from an infrared search-and-track sensor or hyperbolic measurements from a time-difference-of-arrival electronic-support-measure (ESM) sensor, into the multitarget tracker. As was the case with velocity measurements, provided we have sufficient computing power, we would expect these additional measurements to improve the multitarget tracker's performance. PSfrag replacements (b) The particle weights of the PHD filter. The sum of the weights is 1.999. Fig. 1 . The 1,500 particle range and velocity PHD filter at time k = 58. Fig. 9 . Actual vs. estimated target velocities as given by the 3,000 particle range and velocity PHD filter when pF A = 10 −2 .
