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Introduction
Cet article fait suite a` [W1]. Rappelons les de´finitions des principaux objets. Soit F un
corps local non archime´dien de caracte´ristique nulle. Soit (V, qV ) un espace quadratique,
c’est-a`-dire que V est un espace vectoriel de dimension finie sur F et qV est une forme
quadratique non de´ge´ne´re´e sur V . Soit (W, qW ) un autre espace quadratique. On suppose
que l’on a une de´composition orthogonale V = W⊕D0⊕Z, ou` D0 est une droite et Z est
muni d’une base {vi; i = ±1, ...,±r} telle que qV (vi, vj) = δi,−j pour tous i, j. On note G
et H les groupes spe´ciaux orthogonaux de V et W . Le groupe H se plonge naturellement
dans G. Introduisons le sous-groupe parabolique de G forme´ des e´le´ments qui conservent
le drapeau
Fvr ⊂ Fvr ⊕ Fvr−1 ⊂ .... ⊂ Fvr ⊕ ...⊕ Fv1.
Notons U son radical unipotent. Fixons un e´le´ment non nul v0 ∈ D0 et un caracte`re
continu non trivial ψ de F . On de´finit un caracte`re ξ de U(F ) par l’e´galite´
ξ(u) = ψ(
∑
i=0,...,r−1
qV (uvi, v−i−1)).
Soient π, resp. ρ, une repre´sentation admissible irre´ductible de G(F ), resp. H(F ), dans
un espace complexe Eπ, resp. Eρ. On noteHomH,ξ(π, ρ) l’espace des applications line´aires
ϕ : Eπ → Eρ telles que
ϕ(π(hu)e) = ξ(u)ρ(h)ϕ(e)
pour tous u ∈ U(F ), h ∈ H(F ), e ∈ Eπ. On note m(ρ, π) la dimension de cet espace.
D’apre`s [AGRS] the´ore`me 1’ et [GGP] corollaire 20.4, ce nombre vaut 0 ou 1. Il est
inde´pendant des divers choix effectue´s.
Supposons G et H quasi-de´ploye´s sur F et affectons les notations d’un indice i : Vi,
Gi etc... Supposons pour cette introduction dim(Wi) ≥ 3. A e´quivalence pre`s, il y a un
unique espace quadratique que nous notons (Va, qVa) tel que dim(Va) = dim(Vi), que les
discriminants de qVi et qVa soient e´gaux mais leurs indices de Witt soient distincts. On
introduit de meˆme un espace quadratique (Wa, qWa). Le couple (Va,Wa) ve´rifie les meˆmes
proprie´te´s que ci-dessus. Les groupes spe´ciaux orthogonaux Ga, resp. Ha, de Va, resp.
Wa, sont des formes inte´rieures de Gi, resp. Hi. On note Temp(Gi), Temp(Ga) etc...
les ensembles de repre´sentations tempe´re´es et irre´ductibles de Gi(F ), Ga(F ) etc... On
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admet que ces ensembles sont unions disjointes de L-paquets ve´rifiant certaines proprie´te´s
encore conjecturales. Pre´cise´ment on admet les proprie´te´s (1), (2) et (3) de [W1] 13.2.
Soient Πi, resp. Σi, un L-paquet dans Temp(Gi), resp. Temp(Hi). Il peut correspondre
a` Πi un L-paquet dans Temp(Ga), que l’on note Πa. Ou bien il n’y a pas de tel L-paquet
et on pose Πa = ∅. On de´finit de meˆme Σa. La multiplicite´ m(ρ, π) est bien de´finie pour
tout (ρ, π) ∈ (Σi ×Πi) ∪ (Σa × Πa).
The´ore`me. Sous ces hypothe`ses, il existe un unique couple (ρ, π) ∈ (Σi×Πi)∪(Σa×Πa)
tel que m(ρ, π) = 1.
C’est une partie de la conjecture 6.9 de [GP]. Ce the´ore`me re´sulte aise´ment d’une
formule qui calcule m(ρ, π) comme une somme d’inte´grales de fonctions qui se de´duisent
des caracte`res de ρ et π. Plus pre´cise´ment, revenons aux notations sans indices du de´but
de cette introduction. Soient π et ρ des repre´sentations admissibles irre´ductibles de G(F )
etH(F ). On introduit une expression mgeom(ρ, π) pour la de´finition de laquelle on renvoie
a` l’introduction de [W1].
The´ore`me. Supposons π et ρ tempe´re´es et irre´ductibles. Alors on a l’e´galite´ m(ρ, π) =
mgeom(ρ, π).
Dans [W1], on avait de´montre´ cette e´galite´ sous les hypothe`ses que π e´tait cuspidale
et ρ admissible. Ici, on e´largit l’hypothe`se sur π qui n’est plus que tempe´re´e. Par contre,
on impose une hypothe`se plus forte a` ρ qui est elle-aussi tempe´re´e. Comme dans [W1], le
second the´ore`me implique le premier. Evidemment, dans [W1], l’hypothe`se de cuspidalite´
pre´sente dans le second the´ore`me se retrouvait dans le premier. C’est cette hypothe`se
que nous faisons disparaˆıtre dans le pre´sent article.
De´crivons l’ide´e principale de la preuve du second the´ore`me. Rappelons que, pour
une fonction f ∈ C∞c (G(F )), on dit que f est tre`s cuspidale si et seulement si, pour tout
sous-groupe parabolique propre P = MU de G (avec une notation familie`re) et pour
tout m ∈M(F ), on a l’e´galite´ ∫
U(F )
f(mu)du = 0.
Soient ρ ∈ Temp(H) et f une fonction tre`s cuspidale sur G(F ). On note θρ le caracte`re
de ρ. Pour tout N ∈ N, on introduit une fonction κN sur G(F ) qui est la fonction
caracte´ristique de l’image re´ciproque d’un sous-ensemble compact de H(F )U(F )\G(F )
qui est de plus en plus grand quand N tend vers l’infini. Posons
IN(θρ, f) =
∫
H(F )U(F )\G(F )
∫
H(F )
∫
U(F )
θρ(h)f(g
−1hug)ξ(u)κN(g)du dh dg.
On montre que, quand N tend vers l’infini, cette expression a une limite. En fait, et
c’est cela qui est fructueux, il y a deux fac¸ons de calculer la limite. L’une, que l’on peut
qualifier de ge´ome´trique, a e´te´ de´veloppe´e en [W1], et conduit a` une e´galite´
limN→∞IN(θρ, f) = Igeom(θρ, f),
ou` le membre de droite est une somme d’inte´grales sur certains sous-tores de H(F ).
Dans le pre´sent article, on calcule la limite d’une autre fac¸on, que l’on peut qualifier de
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spectrale. On obtient une e´galite´ (cf. the´ore`me 6.1) :
limN→∞IN (θρ, f) = Ispec(θρ, f),
ou`
Ispec(θρ, f) =
∑
L∈L(Mmin)
|WL||WG|−1(−1)aL
∑
O∈{Πell(L)};m(O,ρ)=1
[iA∨O : iA∨L,F ]−1t(π)−1
∫
iA∗L,F
JGL (πλ, f)dλ.
Tous les termes de cette formule seront de´finis dans l’article. Disons simplement ici que,
dans le cas ou` L = G, les objets O sont simplement les repre´sentations irre´ductibles
tempe´re´es et elliptiques de G(F ) et, si l’on pose plus simplement π = O, la condition
m(O, ρ) = 1 n’est autre quem(ρ, π) = 1 tandis que JGG (π, f) = θπ(f). Pour L quelconque,
JGL (πλ, f) est la valeur sur f du caracte`re ponde´re´ associe´ a` πλ.
On a donc l’e´galite´
Igeom(θρ, f) = Ispec(θρ, f)
qui, bien suˆr, rappelle fortement la formule des traces locale d’Arthur. De fait, la preuve
reprend tre`s largement celle de [A3]. Dans les deux membres de la formule apparaissent
des distributions qui ne sont pas invariantes : inte´grales orbitales ponde´re´es et caracte`res
ponde´re´s. Le proce´de´ mis au point par Arthur, applique´ en particulier dans [A5] a` la
formule des traces locale, permet de transformer la formule ci-dessus en une autre ou`
n’apparaissent que des distributions invariantes. Le terme de droite de cette formule
continue de distinguer les repre´sentations π de G(F ) telles que m(ρ, π) = 1. Le second
the´ore`me re´sulte facilement de cette formule ”invariante”.
Expliquons encore deux points. Dans la formule non invariante, la fonction f est sup-
pose´e tre`s cuspidale, ce qui est assez restrictif. Cela parce que nous ne savons pas calculer
la limite de IN (θρ, f) pour une fonction qui ne ve´rifie pas cette hypothe`se (le re´sultat
rend d’ailleurs douteuse la possibilite´ d’e´tendre nos calculs a` des fonctions ne ve´rifiant
pas cette hypothe`se). Mais, une fois la formule rendue invariante, on peut supposer f
seulement cuspidale (c’est-a`-dire les inte´grales orbitales JG(x, f) sont nulles pour tout
e´le´ment x ∈ G(F ) qui est semi-simple, fortement re´gulier et non elliptique). Cela re´sulte
du lemme suivant (lemme 2.7).
Lemme. Soit f ∈ C∞c (G(F )) une fonction cuspidale. Alors il existe une fonction tre`s
cuspidale f ′ ∈ C∞c (G(F )) telle que D(f) = D(f ′) pour toute distribution D sur G(F )
invariante par conjugaison.
Cet affaiblissement de la condition sur f est ne´cessaire pour achever la preuve (on
prend pour f un pseudo-coefficient d’une repre´sentation tempe´re´e et elliptique).
Le deuxie`me point est l’apparition de la conditionm(ρ, π) = 1 dans le terme Ispec(θρ, f).
Fixons ici une repre´sentation π ∈ Temp(G). L’espace HomH,ξ(π, ρ) dont m(ρ, π) est
la dimension est de´fini de fac¸on abstraite. Il ne peut pas intervenir directement dans
Ispec(θρ, f) qui est une inte´grale explicite. Ce qui intervient dans ce terme, c’est la forme
sesquiline´aire Lπ,ρ sur Eρ ⊗C Eπ de´finie par
Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) =
∫
H(F )U(F )
(ρ(h)ǫ′, ǫ)(e′, π(hu)e)ξ¯(u)du dh,
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pour ǫ, ǫ′ ∈ Eρ et e, e′ ∈ Eπ (les produits (., ) sont des produits hermitiens invariants
sur Eρ et Eπ). L’inte´grale ci-dessus n’est pas absolument convergente, mais on peut la
de´finir comme une limite d’inte´grales absolument convergentes, cf. 5.1. Ne´gligeons cette
question de convergence. Fixons ǫ et e′. De´finissons une application l : Eπ → Eρ par
l’e´galite´ (ǫ′, l(e)) = Lπ,ρ(ǫ′ ⊗ e′, ǫ ⊗ e) pour tous ǫ′ ∈ Eρ et e ∈ Eπ. On ve´rifie que
l ∈ HomH,ξ(π, ρ). Si Lπ,ρ n’est pas nulle, cet espace HomH,ξ(π, ρ) ne l’est pas non plus
et m(ρ, π) = 1. On a besoin de la re´ciproque, qui s’ave`re vraie.
Proposition. Soient π ∈ Temp(G) et ρ ∈ Temp(H). Alors m(ρ, π) = 1 si et seulement
si la forme sesquiline´aire Lπ,ρ est non nulle.
Cf. proposition 5.7. Signalons que cette fac¸on concre`te de construire l’espaceHomH,ξ(π, ρ)
se trouve de´ja` dans l’article [II] de Ikeda et Ichino.
La premie`re section est consacre´e aux notations et a` des rappels sur les ope´rateurs
d’entrelacement et la formule de Plancherel. La deuxie`me l’est aux proprie´te´s des fonc-
tions cuspidales ou tre`s cuspidales et aux quasi-caracte`res qu’elles permettent de de´finir.
Les sections 3 et 4 sont franchement pe´nibles. On y de´montre diverses majorations
ne´cessaires pour la suite (pour le groupe GLk dans la section 3, pour un groupe spe´cial
orthogonal dans la section 4). On s’inspire ici plus que largement des travaux d’Harish-
Chandra. Signalons a` ce propos que l’on fait constamment re´fe´rence a` l’article [W2].
Mais l’apparence est trompeuse puisque dans [W2], on s’e´tait contente´ de re´diger des
re´sultats non publie´s d’Harish-Chandra. D’autre part, dans [W2], on avait cru judicieux
de modifier la de´finition de l’homomorphisme habituel HG en y glissant un signe −. On
persiste a` penser que, sur un corps de base p-adique, c’est une meilleure de´finition. Mais,
pour utiliser les re´sultats d’Arthur, il vaut mieux reprendre ses de´finitions. C’est ce que
l’on fait, mais cela induit des changements de signe dans les re´fe´rences que l’on fera a`
[W2] : cela e´change une chambre positive avec son oppose´e. La section 5 est consacre´e
a` la de´finition et l’e´tude des formes sesquiline´aires Lπ,ρ e´voque´es ci-dessus. La preuve
de l’e´galite´ limN→∞IN(θρ, f) = Ispec(θρ, f) se trouve dans la section 6. Il s’agit pour
l’essentiel de recopier [A3]. On en de´duit dans la section 7 les deux the´ore`mes e´nonce´s
ci-dessus.
1 Notations et rappels
1.1 Notations ge´ne´rales
On utilise les notations introduites dans [W1], qui sont la plupart du temps celles
d’Arthur et d’Harish-Chandra. Soit F un corps local non archime´dien de caracte´ristique
nulle. On note oF son anneau d’entiers, pF l’ide´al maximal de oF , q le nombre d’e´le´ments
du corps re´siduel, valF et |.|F les valuation et valeur absolue usuelles et on fixe une
uniformisante ̟F . Soit G un groupe re´ductif connexe de´fini sur F . On note g l’alge`bre
de Lie de G. On note AG le plus grand tore de´ploye´ central dans G, X(G) le groupe
des caracte`res de G de´finis sur F , AG = Hom(X(G),R) et A∗G = X(G)⊗Z R le dual de
AG. On de´finit l’homomorphisme habituel HG : G(F )→ AG. On note AG,F , resp. A˜G,F ,
l’image de G(F ), resp. AG(F ), par cet homomorphisme. On note A∨G,F , resp. A˜∨G,F , le
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sous-groupe des λ ∈ A∗G tels que λ(ζ) ∈ 2πZ pour tout ζ ∈ AG,F , resp. ζ ∈ A˜G,F . On
note aG la dimension de AG.
Soit K un sous-groupe compact spe´cial de G(F ). Soit P = MU un sous-groupe
parabolique de G. Rappelons nos conventions : P est implicitement suppose´ de´fini sur
F et la notation P = MU signifie que M est une composante de Le´vi de P , de´finie
sur F , et U est le radical unipotent de P . Supposons que K soit en bonne position
relativement a` M . Pre´cise´ment, il existe un sous-tore de´ploye´ maximal A0 de M tel que
K fixe un point de l’appartement associe´ a` A0 dans l’immeuble de G. On a l’e´galite´
G(F ) = M(F )U(F )K. Pour tout g ∈ G(F ), on fixe des e´le´ments mP (g) ∈ M(F ),
uP (g) ∈ U(F ), kP (g) ∈ K tels que g = mP (g)uP (g)kP (g). On prolonge l’application
HM :M(F )→ AM en une fonction HP : G(F )→ AM par HP (g) = HM(mP (g)).
Supposons fixe´ un Le´vi minimalMmin deG. On poseW
G = NormG(F )(Mmin)/Mmin(F ).
On note ΞG la fonction d’Harish-Chandra ([W2] II.1). Elle de´pend de K. Mais elle ne
nous sert qu’a` re´soudre des questions de majorations. Or changer de groupe K remplace
ΞG par une fonction e´quivalente. Il est donc loisible d’utiliser cette fonction sans pre´ciser
le groupe K qui permet de la de´finir. On utilise aussi la fonction σ. Rappelons que,
dans [W1], on a le´ge`rement modifie´ la de´finition d’Harish-Chandra en posant σ(g) =
sup(1, log(||g||)). On a la relation σ(gg′) ≤ σ(g) + σ(g′) ≤ 2σ(g)σ(g′) pour tous g, g′ ∈
G(F ). Pour tout re´el b ≥ 0, on note 1σ<b, resp. 1σ≥b, la fonction caracte´ristique de
l’ensemble des g ∈ G(F ) tels que σ(g) < b, resp. σ(g) ≥ b.
Quand deux nombres re´els positifs ou nuls a et b de´pendent d’un certain nombre de
variables x1, ..., xn, on dit que a est essentiellement majore´ par b, ce que l’on note a << b,
s’il existe un re´el c > 0 tel que a ≤ cb pour tous x1, ..., xn. Cette notation est quelque
peu impre´cise mais nous e´vite d’introduire une kyrielle de constantes superflues.
On introduit l’espace S(G(F )) des fonctions de Schwartz-Harish-Chandra sur G(F ).
C’est l’ensemble des fonctions f : G(F ) → C qui sont biinvariantes par un sous-groupe
ouvert compact et telles que, pour tout re´el R ≥ 0, on ait une majoration
|f(g)| << ΞG(g)σ(g)−R
pour tout g ∈ G(F ). L’espace S(G(F )) contient l’espace C∞c (G(F )) des fonctions loca-
lement constantes a` support compact.
Soit π une repre´sentation admissible de G(F ). On note sans plus de commentaire Eπ
un espace complexe dans lequel elle se re´alise. Si K est un sous-groupe de G(F ), on note
EKπ le sous-espace des e´le´ments de Eπ invariants par K. Supposons π unitaire. On fixe
une forme hermitienne de´finie positive (., .) sur Eπ invariante par l’action de G(F ). On
appelle une telle forme un produit scalaire invariant. Pre´cisons notre convention sur les
formes sesquiline´aires : la forme (., .) ve´rifie la relation (λ′e′, λe) = λ¯′λ(e′, e) pour tous
λ, λ′ ∈ C, e, e′ ∈ Eπ. Nous dirons que π est tempe´re´e si elle est unitaire, de longueur
finie, et qu’il existe un entier D tel que, pour tous e, e′ ∈ Eπ, on ait une majoration
|(e′, π(g)e)| << ΞG(g)σ(g)D.
En fait, l’entier D ne sert a` rien : on peut prendre D = 0, cf. [W2] lemme VI.2.2.
Supposons G(F ) muni d’une mesure de Haar. Si π est tempe´re´e, l’action de C∞c (G(F ))
dans Eπ se prolonge en une action de S(G(F )). Pour f ∈ S(G(F )) et e, e′ ∈ Eπ, on a
l’e´galite´
(e′, π(f)e) =
∫
G(F )
f(g)(e′, π(g)e)dg.
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Cette inte´grale est absolument convergente. On note Temp(G) l’ensemble des classes
d’e´quivalence de repre´sentations tempe´re´es irre´ductibles de G(F ).
On fixe un caracte`re ψ : F → C×, continu et non trivial. On note cψ le plus petit
entier relatif c tel que ψ soit trivial sur pcF .
1.2 Mesures
Dans la suite de l’article, la situation sera la suivante. Le groupe G est fixe´, ainsi
qu’un Le´vi minimal Mmin de G et un sous-groupe compact spe´cial K de G(F ), en bonne
position relativement a` Mmin.
On munit K de la mesure de Haar de masse totale 1. On munit G(F ) d’une mesure
de Haar (pour laquelle mes(K) n’est pas force´ment e´gale a` 1). Soit P = MU ∈ F(Mmin)
(les notations F(L), P(L), L(L) sont celles d’Arthur, cf. [W1] 1.1). On munit U(F ) de
l’unique mesure de Haar telle que∫
U(F )
δP¯ (mP¯ (u))du = 1,
ou` P¯ = MU¯ est le parabolique oppose´ a` P et δP¯ est le module usuel. On munit M(F )
de l’unique mesure de Haar telle que, pour toute f ∈ C∞c (G(F )), on ait l’e´galite´∫
G(F )
f(g)dg =
∫
K
∫
U(F )
∫
M(F )
f(muk)dmdu dk.
Le point est que cette mesure sur M(F ) ne de´pend pas du sous-groupe parabolique
P ∈ P(M) utilise´ pour la de´finir ([A3] 1.2).
On munit l’espace iA∗M ⊂ A∗M ⊗R C de la mesure de Haar telle que le quotient
iA∗M/iA˜∨M,F soit de mesure 1. On pose iA∗M,F = iAM/iA∨M,F et on le munit de la mesure
telle que l’application naturelle de iA∗M dans iA∗M,F pre´serve localement les mesures.
Soit T un tore. Si T est de´ploye´, on munit T (F ) de la mesure de Haar telle que le
sous-groupe compact maximal de T (F ) soit de mesure 1. En ge´ne´ral, on munit AT (F )
de la mesure que l’on vient de de´finir et T (F ) de la mesure telle que T (F )/AT (F ) soit
de mesure 1 pour la mesure quotient.
Remarques. 1. Dans le cas ou` Mmin est un tore, les de´finitions pre´ce´dentes peuvent
entrer en conflit. On croit qu’en pratique, il n’y aura pas d’ambigu¨ite´.
2. Dans les sections 3, 4 et 5, on se pre´occupera de questions de convergence pour
lesquelles les choix de mesures sont sans importance. On ne tiendra pas compte des
normalisations ci-dessus. On supposera au contraire que les mesures sont choisies de
telle sorte que toutes les constantes qui apparaissent a` cause d’elles dans les calculs
soient e´gales a` 1.
1.3 Repre´sentations induites, ope´rateurs d’entrelacement
Soit P = MU un sous-groupe parabolique de G et τ une repre´sentation admissible
de M(F ). On de´finit la repre´sentation induite IndGP (τ). On note E
G
P,τ son espace. C’est
6
celui des fonctions e : G(F )→ Eτ qui sont invariantes a` droite par un sous-groupe ouvert
compact de G(F ) et ve´rifient
e(mug) = δP (m)
1/2τ(m)e(g)
pour tousm ∈M(F ), u ∈ U(F ) et g ∈ G(F ). Pour g ∈ G(F ), ou f ∈ C∞c (G(F )), on note
IndGP (τ, g), ou Ind
G
P (τ, f), l’action de g, ou f , dans E
G
P,τ . Pour λ ∈ A∗M⊗RC, on de´finit la
repre´sentation τλ deM(F ) par τλ(m) = exp(λ(HM(m)))τ(m) et la repre´sentation induite
IndGP (τλ). Remarquons que ces repre´sentations ne de´pendent que de l’image de λ dans
(A∗M⊗RC)/iA∨M,F . SupposonsMmin ⊂ M . Notons KGP,τ l’espace des fonctions e : K → Eτ
qui sont invariantes a` droite par un sous-groupe ouvert compact deK et ve´rifient la meˆme
relation que ci-dessus, pour m ∈ K ∩M(F ), u ∈ K ∩ U(F ) et g ∈ K. Par restriction
a` K, EGP,τλ s’identifie a` KGP,τ , ce dernier espace est donc un mode`le commun a` toutes
les repre´sentations IndGP (τλ). Supposons τ unitaire. On de´finit un produit hermitien sur
KGP,τ par
(e′, e) =
∫
K
(e′(k), e(k))dk.
C’est un produit scalaire invariant pour la repre´sentation IndGP (τλ) pour tout λ ∈ iA∗M,F .
Laissons M fixe´ mais faisons varier P parmi les e´le´ments de P(M). Pour P =
MU,P ′ =MU ′ ∈ P(M) et λ ∈ A∗M ⊗R C, on de´finit l’ope´rateur d’entrelacement
JP ′|P (τλ) : E
G
P,τλ
→ EGP ′,τλ
Quand la partie re´elle de λ est dans un certain coˆne, il est de´fini par la formule
(JP ′|P (τλ)e)(g) =
∫
(U(F )∩U ′(F ))\U ′(F )
e(ug)du.
En ge´ne´ral, il est de´fini par prolongement me´romorphe ( il est meˆme rationnel, si l’on
conside`re (A∗M ⊗R C)/iA∨M,F comme un tore alge´brique complexe). Par restriction a` K,
on peut conside´rer JP ′|P (τλ) comme un homomorphisme de KGP,τ dans KGP ′,τ . C’est ce
point de vue que l’on adopte dans la suite.
Supposons τ irre´ductible. L’ope´rateur JP |P¯ (τλ)JP¯ |P (τλ) est une homothe´tie. Notons
j(τλ) le rapport d’homothe´tie. Il ne de´pend pas de P . On peut normaliser l’ope´rateur
d’entrelacement. On introduit une fonction rP ′|P (τλ) a` valeurs complexes, qui est me´romorphe
et meˆme rationnelle, de sorte qu’en posant
RP ′|P (τλ) = rP ′|P (τλ)
−1JP ′|P (τλ),
cet ope´rateur ve´rifie les conditions du the´ore`me 2.1 de [A4]. Les principales conditions
sont
- pour P, P ′, P ′′ ∈ P(M), RP ′′|P ′(τλ)RP ′|P (τλ) = RP ′′|P (τλ) ;
- supposons τ tempe´re´e ; pour λ ∈ iA∗M,F , RP ′|P (τλ) est holomorphe et son adjoint
pour le produit scalaire est RP |P ′(τλ).
La de´finition des ope´rateurs normalise´s s’e´tend au cas ou` τ est semi-simple. En par-
ticulier, soit PM = M0U
M
0 un sous-groupe parabolique de M tel que Mmin ⊂ M0, soit
τ0 une repre´sentation tempe´re´e irre´ductible de M0(F ), supposons que τ = Ind
M
PM (τ0).
Pour P = MU ∈ P(M), introduisons le groupe P0 = PMU ∈ P(M0). L’espace KGP,τ
s’identifie a` KGP0,τ0. Pour P, P ′ ∈ P(M) et λ ∈ iA∗M,F , l’ope´rateur RP ′|P (τλ) s’identifie a`
RP ′0|P0(τ0,λ).
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1.4 Caracte`res ponde´re´s
On conserve les donne´es M et τ du paragraphe pre´ce´dent. On suppose que τ est
tempe´re´e, donc semi-simple d’apre`s la de´finition que l’on a adopte´e. Pour tous P, P ′ ∈
P(M), l’ope´rateur RP ′|P (τ) est bien de´fini et inversible. Plus ge´ne´ralement, pour tout
λ ∈ iA∗M , l’ope´rateur RP ′|P (τλ) est bien de´fini et inversible. Fixons P . Pour tout P ′ ∈
P(M), conside´rons la fonction RP ′(τ) sur iA∗M de´finie par
RP ′(τ, λ) = RP ′|P (τ)−1RP ′|P (τλ).
Elle prend ses valeurs dans l’espace d’endomorphismes deKGP,τ . La famille (RP ′(τ))P ′∈P(M)
est une (G,M)-famille a` valeurs ope´rateurs ([A1] paragraphe 7). Cela entraˆıne que la
fonction
λ 7→
∑
P ′∈P(M)
RP ′(τ, λ)θP ′(λ)−1
sur iA∗M est C∞ (la fonction θP ′ est de´finie en [A1] p.15). On note RM (τ) la valeur de
cette fonction en λ = 0. C’est un endomorphisme de KP,τ . Plus ge´ne´ralement, soient
M˜ ∈ L(M) et Q = LU ∈ F(M˜). On de´finit une (L, M˜)-famille (RQ
P˜L
(τ))P˜L∈PL(M˜ ) de
la fac¸on suivante : RQ
P˜L
(τ) est la restriction a` iA∗
M˜
de la fonction RP ′(τ), ou` P ′ est un
e´le´ment quelconque de P(M) tel que P ′ ⊂ Q et P ′ ∩ L ⊂ P˜L. Comme ci-dessus, on
associe a` cette (L, M˜)-famille un ope´rateur RQ
M˜
(τ).
Le caracte`re ponde´re´ de la repre´sentation τ est la distribution f 7→ JGM(τ, f)de´finie
par
JGM(τ, f) = trace(RM (τ)IndGP (f))
pour toute f ∈ C∞c (G(F )). Cette distribution est de´finie a` l’aide du sous-groupe para-
bolique P que nous avons fixe´, mais on montre qu’elle ne de´pend pas de ce choix. Plus
ge´ne´ralement, pour M˜ et Q comme ci-dessus, on de´finit une distribution f 7→ JQ
M˜
(τ, f).
Dans le cas ou` M = G, on pose simplement θτ (f) = J
G
G (τ, f). La distribution f 7→
θτ (f) est le caracte`re usuel de τ .
1.5 Le R-groupe
Soient M un Le´vi de G et τ une repre´sentation admissible de M(F ). Soit g ∈ G(F ).
On de´finit la repre´sentation gτ de gM(F )g−1 par (gτ)(gmg−1) = τ(m). Son espace Egτ
est e´gal a` Eτ . Sa classe d’isomorphie ne de´pend que de l’image de g dans l’ensemble
de classes G(F )/M(F ). La conjugaison par g induit un isomorphisme de A∗M ⊗R C sur
A∗gMg−1⊗RC que l’on note λ 7→ gλ. On a l’e´galite´ g(τλ) = (gτ)gλ pour tout λ ∈ A∗M⊗RC.
SupposonsMmin ⊂M et τ irre´ductible et de la se´rie discre`te. Notons NormG(F )(τ) le
sous-groupe des g ∈ NormG(F )(M) tels que gτ ≃ τ . PosonsW (τ) = NormG(F )(τ)/M(F ).
Simplifions la the´orie en supposant ve´rifie´es les conditions suivantes :
- la repre´sentation τ se prolonge en une repre´sentation τN de NormG(F )(τ) ;
- l’homomorphisme naturel de K ∩NormG(F )(τ) dans W (τ) admet une section ι qui
est un homomorphisme de groupes.
Fixons τN et ι. Pour simplifier la notation, on identifie tout e´le´ment w de W (τ) a`
son image ι(w). Remarquons que τN est ne´cessairement unitaire. Pour P ∈ P(M) et
w ∈W (τ), on de´finit un homomorphisme
AP (w) : KGw−1Pw,w−1τ → KGP,τ
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par (AP (w)e)(k) = τ
N(w)e(w−1k). Pour λ ∈ iA∗M,F , on de´finit un endomomorphisme
RP (w, τλ) de KGP,τ par
RP (w, τλ) = AP (w)Rw−1Pw|P (τλ) = RP |wPw−1((wτ)wλ)AwPw−1(w).
C’est un ope´rateur unitaire. On a la relation d’entrelacement
IndGP ((wτ)wλ, g)RP (w, τλ) = RP (w, τλ)IndP (τλ, g)
et la relation de composition
RP (w1w2, τλ) = RP (w1, τw2λ)RP (w2, λ).
Apppliquons ceci pour λ = 0. Notons W ′(τ) le sous-groupe des w ∈ W (τ) tels que
RP (w, τ) soit une homothe´tie. C’est le groupe de Weyl d’un syste`me de racines Σ
′ dont
tout e´le´ment est proportionnel a` une racine de AM dans g. Ce syste`me est conserve´ par
l’action de W (τ). Fixons un sous-ensemble Σ′+ de racines positives et notons R(τ) le
sous-groupe des e´le´ments de W (τ) qui conservent Σ′+. On a la de´composition W (τ) =
W ′(τ)⋊R(τ). L’application w 7→ RP (w, τ) se prolonge en un isomorphisme de l’alge`bre
de groupe C[R(τ)] sur l’alge`bre commutante de la repre´sentation IndGP (τ). Ces proprie´te´s
forment la the´orie du R-groupe, qui est due a` Silberger dans le cas p-adique.
Simplifions encore en supposant le groupe R(τ) abe´lien. On note R(τ)∨ le groupe
dual de R(τ). Pour tout caracte`re ζ ∈ R(τ)∨, notons KGP,τ,ζ le sous-espace des e´le´ments
e ∈ KGP,τ tels que RP (w, τ)e = ζ(w)e pour tout w ∈ R(τ). Alors KGP,τ,ζ est stable par
la repre´sentation IndGP (τ). Notons Ind
G
P (τ, ζ) la restriction de Ind
G
P (τ) a` ce sous-espace.
Alors IndGP (τ, ζ) est irre´ductible, sa classe ne de´pend pas de P et Ind
G
P (τ, ζ) est isomorphe
a` IndGP (τ, ζ
′) si et seulement si ζ = ζ ′.
Soit π une repre´sentation admissible de G(F ). On dit qu’elle est proprement induite
s’il existe un e´le´ment Q = LU ∈ F(Mmin) et une repre´sentation admissible irre´ductible
σ de L(F ) tels que Q 6= G et π ≃ IndGQ(σ). Soit π ∈ Temp(G). Nous dirons que π est
elliptique si elle n’est pas proprement induite. Revenons a` la situation pre´ce´dente. Notons
W (M) = NormG(F )(M)/M(F ) etW (M)reg le sous-ensemble des e´le´ments de W (M) qui
ope`rent sans points fixes non nuls sur AM/AG. Une repre´sentation IndGP (τ, ζ) comme ci-
dessus est elliptique si et seulement si R(τ)∩W (M)reg 6= ∅. Si cette condition est ve´rifie´e,
on a W ′(τ) = {1}. Inversement, pour toute repre´sentation elliptique π ∈ Temp(G), il
existe M , τ et ζ ve´rifiant toutes les conditions ci-dessus de sorte que π ≃ IndGP (τ, ζ). La
classe de conjugaison par WG du triplet (M, τ, ζ) est bien de´termine´e.
1.6 La formule de Plancherel-Harish-Chandra
Pour tout M ∈ L(Mmin), fixons un e´le´ment P ∈ P(M). Notons Π2(M) l’ensemble
des classes d’isomorphie de repre´sentations irre´ductibles et de la se´rie discre`te de M(F ).
Cet ensemble se de´compose en orbites pour l’action τ 7→ τλ de iA∗M,F . Notons {Π2(M)}
l’ensemble des orbites. Pour chaque orbite O, fixons un e´le´ment τ de cette orbite. Notons
iA∨O le groupe des λ ∈ iA∗M tels que les repre´sentations τ et τλ soient e´quivalentes. Pour
tout λ ∈ iA∗M , on de´finit la mesure de Plancherel
m(τλ) = j(τλ)
−1d(τ),
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ou` d(τ) est le degre´ formel de τ . Soit f ∈ S(G(F )). La formule de Plancherel-Harish-
Chandra affirme l’e´galite´
f(g) =
∑
M∈L(Mmin)
|WM ||WG|−1
∑
O∈{Π2(M)}
[iA∨O : iA∨M,F ]−1
∫
iA∗M,F
m(τλ)trace(Ind
G
P (τλ, g
−1)IndGP (τλ, f))dλ
pour tout g ∈ G(F ). Seules interviennent de fac¸on non nulle les orbites O pour lesquelles
une repre´sentation IndGP (τλ) admet des vecteurs non nuls invariants par un sous-groupe
ouvert compact de G(F ) tel que f soit biinvariante par ce sous-groupe. Ces orbites
sont en nombre fini. La formule ci-dessus est de´montre´e dans [W2] the´ore`me VIII.1.1.
Dans cette re´fe´rence, il y a quelques constantes supple´mentaires dues aux normalisations
diffe´rentes des mesures. Arthur a introduit les normalisations que nous utilisons et qui
font disparaˆıtre ces constantes.
Nous aurons aussi besoin d’une autre formule. Fixons P = MU ∈ F(Mmin) et une
repre´sentation admissible irre´ductible τ de M(F ), de la se´rie discre`te. Soient e, e′ ∈ KGP,τ
et ϕ une fonction C∞ sur iA∗M,F . De´finissons une fonction fe,e′,ϕ sur G(F ) par
f(g) =
∫
iA∗M,F
ϕ(λ)(IndGP (τλ, g)e
′, e)m(τλ)dλ.
Cette fonction appartient a` S(G(F )). Identifions tout e´le´ment deW (M) a` un repre´sentant
dans K ∩ NormG(F )(M). Notons E(τ) l’ensemble des couples (w, µ) ∈ W (M) × iA∗M,F
tels que w−1τ ≃ τµ. Pour (w, µ) ∈ E(τ), fixons un automorphisme unitaire τ(w, µ) de
KGP,τ tel que
τ(w, µ)τµ(m) = (w
−1τ)(m)τ(w, µ)
pour tout m ∈M(F ). De´finissons l’homomorphisme A(w, µ) : KGw−1Pw,τ → KGP,τ par
(A(w, µ)e)(g) = τ(w, µ)e(w−1g).
Pour λ ∈ iA∗M,F , de´finissons l’endomorphisme R(w, µ, λ) de KGP,τ par
R(w, µ, λ) = A(w, µ)Rw−1Pw|P (τλ+µ).
Il ve´rifie la relation d’entrelacement
R(w, µ, λ)IndGP (τλ+µ, g) = Ind
G
P (τwλ, g)R(w, µ, λ).
Posons simplement R(w, µ) = R(w, µ, 0). Soient e0, e
′
0 ∈ KGP,τ . Alors on a l’e´galite´∫
G(F )
fe,e′,ϕ(g)(e
′
0, Ind
G
P (τ, g)e0)dg =
∑
(w,µ)∈E(τ)
ϕ(µ)(R(w, µ)e′, e0)(e
′
0, R(w, µ)e).
C’est une autre fac¸on d’e´crire la proposition VII.2 de [W2]. Ici encore, les constantes
disparaissent graˆce aux normalisations d’Arthur.
L’ensemble E(τ) est fini, on peut donc choisir un voisinage ω de 0 dans iA∗M,F tel
que (w, µ) ∈ E(τ) et µ ∈ ω entraˆınent µ = 0. Evidemment l’application w 7→ (w, 0) est
un isomorphisme de W (τ) sur le sous-ensemble des e´le´ments de E(τ) de la forme (w, 0).
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Supposons valides les hypothe`ses du paragraphe pre´ce´dent. Pour w ∈W (τ), l’ope´rateur
R(w, 0) est e´gal au RP (w, τ) du paragraphe pre´ce´dent (du moins, on peut effectuer les
divers choix de sorte qu’il en soit ainsi). Pour w ∈ W ′(τ), c’est une homothe´tie dont le
rapport est de module 1 par un argument d’unitarite´. Seuls les e´le´ments du R-groupe
interviennent de fac¸on non triviale dans la somme ci-dessus. On obtient alors
(1) supposons le support de ϕ contenu dans ω ; alors on a l’e´galite´∫
G(F )
fe,e′,ϕ(g)(e
′
0, Ind
G
P (τ, g)e0)dg = |W ′(τ)|ϕ(0)
∑
w∈R(τ)
(RP (w, τ)e
′, e0)(e
′
0, RP (w, τ)e).
2 Fonctions tre`s cuspidales
2.1 Un lemme d’annulation
Soit π une repre´sentation admissible de G(F ). Introduisons sa contragre´diente πˇ.
Soient B une forme biline´aire sur Eπˇ × Eπ et f ∈ C∞c (G(F )). Fixons un sous-groupe
ouvert compact Kf de G(F ) tel que f soit biinvariante par Kf . Fixons une base BKf du
sous-espace E
Kf
π et introduisons la base duale {eˇ; e ∈ BKf} de EKfπˇ . Posons
traceB(π(f)) =
∑
e∈B
Kf
B(eˇ, π(f)e).
On ve´rifie que ce terme ne de´pend ni du choix de Kf , ni de celui de la base. Remar-
quons que la trace usuelle θπ(f)) s’obtient comme cas particulier en prenant pour B
l’accouplement naturel sur Eπˇ × Eπ. On note < ., . > cet accouplement.
Soient P = MU ∈ F(Mmin) et τ une repre´sentation admissible de M(F ). Soient
B une forme biline´aire sur EGP,τˇ × EGP,τ et f ∈ C∞c (G(F )). On impose les hypothe`ses
suivantes
(1) P 6= G ;
(2) f est tre`s cuspidale (cf. [W1] 5.1) ;
(3) soient e ∈ EGP,τ et e′ ∈ EGP,τˇ tels que e′(g)⊗ e(g) = 0 pour tout g ∈ G(F ) ; alors
B(e′, e) = 0.
Remarque. e′(g)⊗ e(g) est un e´le´ment de Eτˇ ⊗C Eτ .
Lemme. Sous ces hypothe`ses, on a traceB(Ind
G
P (τ, f)) = 0.
Preuve. On fixe un sous-groupe ouvert compact Kf de K tel que f soit biinva-
riante par Kf . Fixons un ensemble de repre´sentants Γ de l’ensemble de doubles classes
P (F )\G(F )/Kf . On peut choisir une base BKf de (EGP,τ )Kf telle que, pour tout e ∈ BKf ,
il existe γ ∈ Γ de sorte que le support de e soit contenu dans P (F )γKf . L’e´le´ment
correspondant eˇ de la base duale ve´rifie la meˆme proprie´te´, avec le meˆme γ. Pour tout
e ∈ BKf , on a
IndGP (τ, f)e =
∑
e′∈B
Kf
< eˇ′, IndGP (τ, f)e > e
′,
d’ou`
traceB(Ind
G
P (τ, f)) =
∑
e,e′∈B
Kf
B(eˇ, e′) < eˇ′, IndGP (τ, f)e > .
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Fixons e, e′ ∈ BKf . Il suffit de prouver que le terme indexe´ par e, e′ dans cette somme
est nul. Soient γ, γ′ ∈ Γ tels que le support de e, resp. e′, soit contenu dans P (F )γKf ,
resp. P (F )γ′Kf . Si γ 6= γ′, on a eˇ(g)⊗ e′(g) = 0 pour tout g ∈ G(F ), donc B(eˇ, e′) = 0.
Supposons γ = γ′. On a
< eˇ′, IndGP (τ, f)e >=
∫
K
∫
G(F )
f(g) < eˇ′(x), e(xg) > dg dx,
ou` l’accouplement inte´rieur est celui sur Eτˇ ×Eτ . On effectue le changement de variable
g 7→ x−1g puis on de´compose g en g = muk, avec m ∈M(F ), u ∈ U(F ), k ∈ K. D’ou`
< eˇ′, IndGP (τ, f)e >=
∫
K
∫
K
∫
M(F )
∫
U(F )
f(x−1muk)
< eˇ′(x), τ(m)e(k) > δP (m)
1/2du dmdk dx.
Fixons x, k,m et supposons < eˇ′(x), τ(m)e(k) > 6= 0. Cela entraˆıne x ∈ P (F )γKf et k ∈
P (F )γKf . Donc k ∈ P (F )xKf . Ecrivons k = m′u′xk′, avec m′ ∈M(F ), u′ ∈ U(F ), k′ ∈
Kf et conside´rons l’inte´grale inte´rieure de la formule ci-dessus. Puisque f est invariante
a` droite par Kf , le k
′ disparaˆıt. Par le changement de variable u 7→ m′uu′−1m′−1, cette
inte´grale devient
δP (m
′)1/2
∫
U(F )
f(x−1mm′ux)du.
Elle est nulle puisque f est tre`s cuspidale. Donc < eˇ′, IndGP (τ, f)e >= 0, ce qui ache`ve la
preuve. 
Ce lemme admet plusieurs variantes. Supposons Mmin ⊂ M . Au lieu des mode`les
EGP,τ et E
G
P,τˇ , on peut aussi conside´rer les mode`les KGP,τ et KGP,τˇ et une forme biline´aire B
sur KGP,τˇ ×KGP,τ . Le lemme reste valide si l’on remplace l’hypothe`se (3) par
(3’) soient e ∈ KGP,τ et e′ ∈ KGP,τˇ tels que e′(k) ⊗ e(k) = 0 pour tout k ∈ K ; alors
B(e′, e) = 0.
Dans le cas ou` τ unitaire, on peut aussi conside´rer une forme sesquiline´aire B sur
KP,τ ×KP,τ ve´rifiant la meˆme condition (3’). Le lemme reste valide.
2.2 Caracte`res ponde´re´s et fonctions tre`s cuspidales
Soient M ∈ L(Mmin), τ une repre´sentation tempe´re´e de M(F ) et f ∈ C∞c (G(F )).
Lemme. Supposons f tre`s cuspidale.
(i) Soient M˜ ∈ L(M) et Q ∈ F(M˜). Si M˜ 6= M ou si Q 6= G, on a JQ
M˜
(τ, f) = 0.
(ii) Si τ est proprement induite, on a JGM(τ, f) = 0.
Preuve. Soit Q = LU ∈ F(M) tel que Q 6= G. Fixons P ∈ P(M) tel que P ⊂ Q.
Pour P ′ ∈ P(M) tel que P ′ ⊂ Q, de´finissons une fonction cP ′ sur iA∗M par
cP ′(λ) = trace(RP ′|P (τ)
−1RP ′|P (τλ)Ind
G
P (τ, f)).
Il s’agit de la trace d’un endomorphisme de KGP,τ . Par de´finition, JQM(τ, f) est la valeur
en λ = 0 de la fonction ∑
P ′∈P(M);P ′⊂Q
cP ′(λ)θ
L
P ′∩L(λ)
−1.
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Pour de´montrer que JQM(τ, f) = 0, il suffit de prouver que cP ′(λ) = 0 pour tous P
′ et
λ. Fixons P ′ et λ. Introduisons les repre´sentations π = IndLP∩L(τ) et π
′ = IndLP ′∩L(τ),
que l’on re´alise dans les espaces KLP∩L,τ et KLP ′∩L,τ . On peut identifier KGP,τ , resp. KGP ′,τ , a`
KGQ,π, resp. KGQ,π′. On dispose de l’ope´rateur RLP ′∩L|P∩L(τλ) : KLP∩L,τ → KLP ′∩L,τ . Modulo
les identifications pre´ce´dentes, RP ′|P (τλ) s’identifie a` l’ope´rateur e 7→ RLP ′∩L|P∩L(τλ) ◦ e
de KGQ,π dans KGQ,π′. Il en est de meˆme pour l’ope´rateur RP ′|P (τ). Introduisons la forme
sesquiline´aire B sur KGQ,π′ ×KGQ,π de´finie par
B(e′, e) = (e′, RLP ′∩L|P∩L(τ)
−1RLP ′∩L|P∩L(τλ) ◦ e).
On a alors cP ′(λ) = traceB(π(f)). Les conditions du lemme pre´ce´dent sont ve´rifie´es, si
l’on remplace dans ce lemme P et τ par Q et π. Le lemme entraˆıne cP ′(λ) = 0 comme
on le voulait.
Soient M˜ etQ = LU comme en (i). On peut appliquer a` la (G,M)-famille (RGPL(τ))PL∈PL(M)
les formules de descente d’Arthur, en particulier le corollaire 7.2 de [A2]. On en de´duit
l’e´galite´
JQ
M˜
(τ, f) =
∑
L′∈LL(M)
dLM(M˜, L
′)JQ
′
M (τ, f).
Le sous-groupe parabolique Q′ appartient a` P(L′) et est contenu dans Q. Si Q 6= G,
tous ces Q′ sont aussi diffe´rents de G. Il en est de meˆme si M˜ 6= M car dans ce cas,
la condition dLM(M˜, L
′) 6= 0 implique que L′ ( L. Alors le re´sultat pre´ce´dent entraˆıne
JQ
M˜
(τ, f) = 0, ce qui prouve (i).
Supposons τ proprement induite, fixons P ′ =M ′U ′ ∈ FM(Mmin) et une repre´sentation
irre´ductible τ ′ de M ′(F ) tels que P ′ 6= M et τ = IndMP ′(τ ′). La repre´sentation τ ′ est
tempe´re´e. Il re´sulte des de´finitions que l’on a l’e´galite´
JGM(τ, f) = J
G
M(τ
′, f).
On applique le (i) en remplac¸ant M et M˜ par M ′ et M . On obtient la nullite´ du terme
de droite ci-dessus, d’ou` le (ii) de l’e´nonce´. 
Le terme JGM(τ, f) de´pend a priori des facteurs rP ′|P (τ, λ) utilise´s pour de´finir les
ope´rateurs d’entrelacement normalise´s. En fait
(1) pour f tre`s cuspidale, JGM(τ, f) ne de´pend pas des facteurs de normalisation.
En effet, conside´rons deux familles de facteurs, que l’on indexe par les nombres 1
et 2. On en de´duit deux (G,M)-familles (cP ′,1)P ′∈P(M) et (cP ′,2)P ′∈P(M) comme dans
la preuve ci-dessus et il suffit de prouver que cM,1 = cM,2. Or il existe une (G,M)-
famille (dP ′)P ′∈P(M), construite a` l’aide des rapports rP ′|P,1(τ, λ)rP ′|P,2(τ, λ)
−1, telle que
cP ′,1 = cP ′,2dP ′ pour tout P
′. On a alors la formule de descente
cM,1 =
∑
L′,L′′∈L(M)
dGM(L
′, L′′)cQ
′
M,2d
Q′′
M ,
cf. [A2] corollaire 7.4. Le terme Q′ est un e´le´ment de P(M ′) et cQ′M,2 = JQ
′
M (τ, f), ce terme
e´tant calcule´ a` l’aide de la seconde famille de facteurs. Si L′ 6= G, il est nul d’apre`s
le lemme ci-dessus. Dans la somme ci-dessus, il ne reste que la contribution du couple
(L′, L′′) = (G,M). Pour ce couple, cQ
′
M,2d
Q′′
M = cM,2, d’ou` l’e´galite´ cherche´e.
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2.3 Induction de quasi-caracte`res
Pour ce paragraphe, oublions les choix de mesures de Haar et de sous-groupe compact
spe´cial que l’on a effectue´s. Soit M un Le´vi de G. On munit G(F ) et M(F ) de mesures
de Haar. Soit DM une distribution sur M(F ) invariante par conjugaison. On sait de´finir
la distribution induite D = IndGM(D
M), qui est une distribution invariante sur G(F ).
Rappelons sa de´finition. Fixons un e´le´ment P = MU ∈ P(M) et un sous-groupe compact
spe´cial K de G(F ), en bonne position relativement a` M . Munissons K et U(F ) de
mesures de Haar, compatibles au sens habituel avec les mesures sur M(F ) et G(F ).
Pour f ∈ C∞c (G(F )), on de´finit fP ∈ C∞c (M(F )) par
fP (m) = δP (m)
1/2
∫
K
∫
U(F )
f(k−1muk)du dk.
On pose D(f) = DM(fP ). Cela ne de´pend pas des choix de P et K. Soit maintenant θ
M
une fonction de´finie presque partout sur M(F ), localement inte´grable et invariante par
conjugaison. Soit DM la distribution associe´e, c’est-a`-dire que
DM(ϕ) =
∫
M(F )
ϕ(m)θM(m)dm.
A l’aide de la formule d’inte´gration de Weyl, on ve´rifie que D est elle-aussi associe´e a`
une fonction θ sur G(F ), localement inte´grable et invariante par conjugaison. Pour tout
x ∈ G(F ), fixons un ensemble XM(x) de repre´sentants des classes de conjugaison par
M(F ) dans l’ensemble des e´le´ments de M(F ) qui sont conjugue´s a` x par un e´le´ment de
G(F ). Pour x ∈ Greg(F ), on a l’e´galite´
(1) θ(x) =
∑
x′∈XM (x)
DG(x)−1/2DM(x′)1/2θM(x′).
Cette formule montre que θ est inde´pendante des choix de mesures sur G(F ) et M(F ).
On note IndGM(θ
M) = θ.
Rappelons que l’on a de´fini en [W1] 4.1 la notion de quasi-caracte`re sur G(F ). Soit θ
une fonction de´finie presque partout sur G(F ) et invariante par conjugaison. On dit que
c’est un quasi-caracte`re si et seulement si, pour tout e´le´ment semi-simple x de G(F ), il
existe un bon voisinage ω de 0 dans gx(F ) et, pour tout O ∈ Nil(gx), il existe cθ,O(x) ∈ C
de sorte que l’on ait l’e´galite´
(2) θ(xexp(X)) =
∑
O∈Nil(gx)
cθ,O(x)jˆ(O, X)
presque partout pour x ∈ ω. Donnons quelques explications. On note Gx la composante
neutre du centralisateur ZG(x) de x dans G et, comme toujours gx son alge`bre de Lie.
On renvoie a` [W1] 3.1 pour la notion de bon voisinage. On note Nil(gx) l’ensemble
des orbites nilpotentes dans gx. La fonction X 7→ jˆ(O, X) est la fonction associe´e a` la
distribution transforme´e de Fourier de l’inte´grale orbitale JO associe´e a` O, normalise´e
comme en [W1] 1.2.
D’autre part, soit OM ∈ Nil(m). On sait de´finir ”l’orbite induite” de OM . Plus
exactement, c’est la re´union d’un certain nombre d’e´le´ments de Nil(g). Fixons P =
MU ∈ P(M). Une orbite O ∈ Nil(g) est incluse dans cette orbite induite si et seulement
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si l’intersection O ∩ (OM + u(F )) contient un ouvert non vide de OM + u(F ). On pose
[O : OM ] = 1 si O est incluse dans l’orbite induite de OM , [O : OM ] = 0 sinon.
Remarquons que si [O : OM ] = 1 et si l’une des deux orbites est re´gulie`re, l’autre l’est
aussi.
Pour un e´le´ment semi-simple x ∈ G(F ), on a fixe´ ci-dessus un ensemble XM(x).
Pour tout e´le´ment x′ de cet ensemble, on note Γx′ l’ensemble des g ∈ G(F ) tels que
gxg−1 = x′. C’est un espace principal homoge`ne pour l’action a` droite de ZG(x)(F ).
Pour tout g ∈ Γx′, la conjugaison par g envoie Nil(gx) sur Nil(gx′). On note O 7→ gO
cette application.
Lemme. Soit θM un quasi-caracte`re de M(F ) et θ = IndGM(θ
M ). Alors
(i) θ est un quasi-caracte`re de G(F ) ;
(ii) soient x un e´le´ment semi-simple de G(F ) et O ∈ Nil(gx) une orbite re´gulie`re ; on
a l’e´galite´
cθ,O(x) =
∑
x′∈XM (x)
∑
g∈Γx′/Gx(F )
∑
O′∈Nil(mx′ )
DG(x)−1/2DM(x′)1/2
[ZM(x
′)(F ) :Mx′(F )]
−1[gO : O′]cθM ,O′(x′).
Preuve. Soit x un e´le´ment semi-simple de G(F ). Conside´rons un bon voisinage ω de
0 dans gx. Pour x
′ ∈ XM(x), posons ωx′ = gωg−1, ou` g est un e´le´ment quelconque de
Γx′. C’est un bon voisinage de 0 dans gx′ . En prenant ω assez petit, on peut supposer
que ωMx′ = ωx′ ∩mx′(F ) est un bon voisinage de 0 dans mx′(F ) et que le quasi-caracte`re
θM admet un de´veloppement de la forme (2) dans x′exp(ωMx′ ). On de´finit θ
M
x′,ωM
x′
: c’est
la fonction sur mx′(F ), a` support dans ω
M
x′ et telle que θ
M
x′,ωM
x′
(Y ) = θM(x′exp(Y )) pour
tout Y ∈ ωMx′ . C’est un quasi-caracte`re sur mx′(F ). En adaptant les de´finitions ci-dessus
aux alge`bres de Lie, on de´finit la fonction localement inte´grable φx′,ωx′ = Ind
Gx′
Mx′
(θM
x′,ωM
x′
)
sur gx′(F ). On va prouver
(3) pour tout X ∈ ω ∩ gx,reg(F ), on a l’e´galite´
θ(xexp(X)) =
∑
x′∈XM (x)
∑
g∈Γx′/Gx(F )
DG(x)−1/2DM(x′)1/2
[ZM(x
′)(F ) :Mx′(F )]
−1φx′,ωx′ (gXg
−1).
Fixons X. Pour tout x′ ∈ XM(x) et tout g ∈ Γx′, fixons un ensemble XMx′(gXg−1)
de repre´sentants des classes de conjugaison par Mx′(F ) dans l’ensemble des e´le´ments de
Mx′(F ) qui sont conjugue´s a` gXg
−1 par un e´le´ment de Gx′(F ). Il est inclus dans ω
M
x′ et
on peut supposer qu’il ne de´pend que de l’image de g dans Γx′/Gx(F ). En appliquant la
formule (1) aux fonctions φx′,ωx′ , le membre de droite de la formule (3) est e´gal a`∑
x′∈XM (x)
∑
g∈Γx′/Gx(F )
DG(x)−1/2DM(x′)1/2[ZM(x
′)(F ) :Mx′(F )]
−1
∑
Y ∈XMx′ (gXg−1)
DGx′ (Y )−1/2DMx′ (Y )1/2θM(x′exp(Y )).
Soient x′, g et Y apparaissant dans cette somme. On a
DG(x)DGx′ (Y ) = DG(x′)DGx′ (Y ) = DG(x′exp(Y )),
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DM(x′)DMx′ (Y ) = DM(x′exp(Y )).
D’autre part, x′exp(Y ) est un e´le´ment de M(F ) conjugue´ a` xexp(X) par un e´le´ment de
G(F ). Il est donc conjugue´ par un e´le´ment deM(F ) a` un unique e´le´ment de XM(xexp(X)).
Notons cet e´le´ment y(x′, g, Y ). On a
DG(x′exp(Y ))−1/2DM(x′exp(Y ))1/2θM(x′exp(Y )) =
DG(xexp(X))−1/2DM(y(x′, g, Y ))1/2θM(y(x′, g, Y )).
La formule ci-dessus s’e´crit donc∑
y∈XM (xexp(X))
c(y)DG(xexp(X))−1/2DM(y)1/2θM(y),
ou`
c(y) =
∑
x′,g,Y ;y(x′,g,Y )=y
[ZM(x
′)(F ) :Mx′(F )]
−1.
En comparant avec la formule (1), on voit que, pour de´montrer (3), il suffit de prouver
que
(4) c(y) = 1 pour tout y ∈ XM(xexp(X)).
Soit y ∈ XM(xexp(X)). Fixons γ ∈ G(F ) tel que γxexp(X)γ−1 = y. Puisque
y ∈ M(F ) ∩ Greg(F ), le centralisateur Gy de y est contenu dans M . Mais γxγ−1 ap-
partient a` Gy(F ). Il appartient donc a` M(F ). Il existe donc x
′ ∈ XM(x) et m ∈
M(F ) tel que γxγ−1 = mx′m−1. Posons g = m−1γ. Alors g ∈ Γx′ et γ = mg. On
a y = mx′exp(gXg−1)m−1. Puisque y ∈ M(F ), on a aussi x′exp(gXg−1) ∈ M(F ),
donc gXg−1 ∈ mx′(F ). Alors gXg−1 est conjugue´ par un e´le´ment de Mx′(F ) a` un
e´le´ment Y ∈ XMx′ (gXg−1) et y est conjugue´ par un e´le´ment de M(F ) a` x′exp(Y ).
Pour ces choix de x′, g, Y , on a y = y(x′, g, Y ). Soit (x′1, g1, Y1) un autre triplet, supposons
y = y(x′1, g1, Y1). Quitte a` multiplier g a` gauche par un e´le´ment deGx′(F ) (ce qui revient a`
le multiplier a` droite par un e´le´ment de Gx(F )), on peut supposer Y = gXg
−1. De meˆme,
on peut supposer Y1 = g1Xg
−1
1 . Soit µ ∈ M(F ) tel que µx′exp(Y )µ−1 = x′1exp(Y1).
Alors µgxexp(X)g−1µ−1 = g1xexp(X)g
−1
1 . En posant h = g
−1
1 µg, on a hxexp(X)h
−1 =
xexp(X). Puisque xexp(X) est re´gulier, cela entraˆıne h ∈ Gxexp(X)(F ). Cet ensemble est
contenu dans Gx(F ) d’apre`s les proprie´te´s des bons voisinages. Donc h ∈ Gx(F ). On a
alors
µx′µ−1 = µgxg−1µ−1 = g1hxh
−1g−11 = x
′
1.
Par de´finition de l’ensemble XM(x), cela entraˆıne x′1 = x′. A fortiori, la constante
[ZM(x
′
1)(F ) :Mx′1(F )]
−1 qui intervient dans la de´finition de c(y) est e´gale a` [ZM(x
′)(F ) :
Mx′(F )]
−1 et ne de´pend pas du triplet. Puisque x′1 = x
′, la relation ci-dessus en-
traˆıne µ ∈ ZM(x′)(F ). En revenant a` la de´finition de µ, on a µY µ−1 = Y1. Le couple
(g1Gx(F ), Y1) appartient donc a` l’orbite de (gGx(F ), Y ) pour l’action de ZM(x
′)(F ) ainsi
de´finie : l’action de µ ∈ ZM(x′)(F ) envoie (gGx(F ), Y ) sur le couple (g1Gx(F ), Y1) tel
que g1Gx(F ) = µgGx(F ) et que Y1 soit l’unique e´le´ment de XMx′ (g1Xg−11 ) conjugue´ a`
µY µ−1 par un e´le´ment de Mx′(F ). Inversement, on ve´rifie que tout couple ainsi obtenu
convient. L’action de ZM(x
′)(F ) que l’on vient de de´finir se quotiente en une action de
ZM(x
′)(F )/Mx′(F ). Remarquons que ZM(x
′) ∩ Gx′ = Mx′ car ces deux ensembles sont
e´gaux au commutant de AM dans Gx′. Il en re´sulte que l’action de ZM(x
′)(F )/Mx′(F )
est libre : son action sur la premie`re composante l’est. Le nombre de triplet est donc e´gal
au nombre d’e´le´ments de ce groupe, ce qui entraˆıne (4) et ache`ve la preuve de (3).
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La formule (3) nous rame`ne au proble`me suivant. Soit maintenant θM un quasi-
caracte`re sur m(F ), dont on e´crit le de´veloppement a` l’origine
θM(Y ) =
∑
OM∈Nil(m)
cθM ,OM jˆ
M(OM , Y ).
Soit θ = IndGM(θ
M). On doit prouver que θ posse`de un de´veloppement a` l’origine de la
forme
(5) θ(X) =
∑
O∈Nil(g)
cθ,O jˆ
G(O, X),
et prouver que, pour O re´gulie`re, on a l’e´galite´
(6) cθ,O =
∑
OM∈Nil(m)
[O : OM ].
Comme on l’a explique´, l’induction ne de´pend pas des mesures de Haar, si on la conside`re
comme une application portant sur des fonctions localement inte´grables. On peut donc
supposer que les mesures sont normalise´es comme en [W1] 1.2. L’analogue pour les
alge`bres de Lie de l’application f 7→ fP ”commute” a` la transformation de Fourier. On
en de´duit que l’induite d’une fonction Y 7→ jˆM(OM , Y ) est la fonction associe´e a` la
transforme´e de Fourier de la distribution induite de l’inte´grale orbitale JMOM . Il est bien
connu que cette distribution induite est combinaison line´aire des inte´grales orbitales JGO
pour des e´le´ments O ∈ Nil(g) inclus dans l’orbite induite de OM . En tout cas, l’induite
d’une fonction Y 7→ jˆM(OM , Y ) est combinaison line´aire de fonctions X 7→ jG(O, X),
ce qui prouve l’existence du de´veloppement (5). Pour prouver (6), on voit qu’il suffit de
prouver que, pour OM re´gulie`re, la distribution induite de JMOM est e´gale a`∑
O∈Nil(g)
[O : OM ]JGO .
On peut supposerM etG quasi-de´ploye´s, sinon il n’y a pas d’orbites nilpotentes re´gulie`res
et la question est vide. Toute orbite nilpotente re´gulie`re O de g(F ) apparaˆıt dans l’orbite
induite d’une unique orbite nilpotente re´gulie`re OM de m(F ). En effet, fixons P ∈ P(M)
et un sous-groupe de Borel B de G tel que B ⊂ P . Soient Y, Y ′ ∈ m(F ), N,N ′ ∈ u(F ),
supposons que Y +N et Y ′+N ′ appartiennent a` O. Quitte a` effectuer des conjugaisons
par des e´le´ments de M(F ), on peut supposer Y, Y ′ ∈ b(F ) ∩ m(F ). Soit g ∈ G(F ) tel
que g(Y + N)g−1 = Y ′ + N ′. L’e´le´ment Y ′ + N ′ appartient aux deux sous-alge`bres de
Borel b et gbg−1. Mais Y ′ +N ′ est re´gulier donc n’appartient qu’a` une seule telle sous-
alge`bre. Donc gbg−1 = b et g appartient a` B(F ). En e´crivant g = mu, avec m ∈ M(F )
et u ∈ U(F ), on a alors Y ′ = mYm−1, c’est-a`-dire que Y et Y ′ sont dans la meˆme orbite.
Cette unicite´ nous permet de transformer notre proble`me en le suivant : prouver que la
distribution induite de ∑
OM re´gulie`re
JMOM
est e´gale a` ∑
O re´gulie`re
JGO .
Introduisons un sous-groupe de Borel B comme ci-dessus et un sous-tore maximal T ⊂
B ∩M . Fixons un e´le´ment X ∈ t(F ) ∩ greg(F ). En utilisant un re´sultat de Shelstad,
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on a prouve´ en [W1] lemme 11.4 que la premie`re distribution ci-dessus e´tait la limite
simple des distributions f 7→ JMM (zX, f) sur M(F ) quand z ∈ F× tend vers 0 (dans
[W1], notre groupe e´tait un groupe spe´cial orthogonal, mais la de´monstration de cette
proprie´te´ n’utilisait pas cette particularite´). De meˆme, la seconde distribution est la
limite simple des distributions f 7→ JG(zX, f) sur G(F ). Mais il re´sulte des de´finitions
que la distribution f 7→ JG(zX, f) est l’induite de la distribution f 7→ JMM (zX, f). La
conclusion s’ensuit. 
2.4 Inte´grales orbitales ponde´re´es invariantes
Soient f, f ′ ∈ C∞c (G(F )). Nous dirons que f et f ′ sont e´quivalentes si et seulement si
D(f) = D(f ′) pour toute distribution D sur G(F ) invariante par conjugaison. Comme
on le sait, cette condition est e´quivalente a` l’une ou l’autre des deux conditions suivantes
(1) JG(x, f) = JG(x, f
′) pour tout x ∈ G(F ) ;
(2) θπ(f) = θπ(f
′) pour toute repre´sentation π ∈ Temp(G).
Soient M ∈ L(Mmin), x ∈ M(F ) ∩ Greg(F ) et f ∈ C∞c (G(F )). Arthur a de´fini
l’inte´grale orbitale ponde´re´e JM(x, f). On a rappele´ la de´finition en [W1] 2.3. Il a aussi
de´fini l’inte´grale ponde´re´e invariante IM(x, f). Rappelons la de´finition. Pour Z ∈ AG,F ,
notons 1HG=Z la fonction caracte´ristique de l’ensemble des x ∈ G(F ) tels que HG(x) =
Z. Notons Hac(G(F )) l’ensemble des fonctions f : G(F ) → C qui ve´rifient les deux
conditions suivantes
(3) f est biinvariante par un sous-groupe ouvert compact de G(F ) ;
(4) pour tout Z ∈ AG,F , la fonction f1HG=Z appartient a` C∞c (G(F )).
Remarquons que plusieurs de´finitions pose´es pour les fonctions appartenant a`C∞c (G(F ))
se ge´ne´ralisent aux e´le´ments deHac(G(F )). Par exemple les inte´grales orbitales ponde´re´es
(on pose JM(x, f) = JM(x, f1HG=HG(x))) ou la notion d’e´quivalence introduite ci-dessus.
Soient L ∈ L(Mmin) et f ∈ C∞c (G(F )). Arthur montre qu’il existe une fonction
φL(f) ∈ Hac(L(F )) telle que, pour toute repre´sentation π ∈ Temp(L) et tout Z ∈ AL,F ,
on ait l’e´galite´
(5)
∫
iA∗L,F
JL(πλ, f)exp(−λ(Z))dλ = θπ(φL(f)1HL=Z).
La fonction φL(f) est bien de´finie a` e´quivalence pre`s. On de´finit IM(x, f) par re´currence
sur aM − aG par la formule
JM(x, f) =
∑
L∈L(M)
ILM(x, φL(f)1HL=HL(x)).
Bien suˆr, IM(x, f) ne de´pend que de la classe de conjugaison par M(F ) de x. La distri-
bution f 7→ IM(x, f) est invariante par conjugaison par G(F ) et ne de´pend pas du choix
du groupe K. La proprie´te´ suivante en re´sulte, par simple transport de structure. Soit
g ∈ G(F ) tel que gMg−1 ∈ L(Mmin). Alors on a l’e´galite´ IgMg−1(gxg−1, f) = IM(x, f).
Pour f ∈ C∞c (G(F )), on de´finit une fonction Iθf sur Greg(F ) de la fac¸on suivante.
Soit x ∈ Greg(F ). Notons M(x) le commutant de AGx dans G. C’est un Le´vi de G et
c’est le plus petit Le´vi contenant x. Choisissons g ∈ G(F ) tel que gM(x)g−1 ∈ L(Mmin).
On pose
Iθf (x) = (−1)aM(x)−aGDG(x)−1/2IgM(x)g−1(gxg−1, f).
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Cela ne de´pend pas du choix de g. La fonction Iθf est invariante par conjugaison et
localement constante surGreg(F ). Remarquons que Iθf = Iθf ′ si f et f
′ sont e´quivalentes,
puisque les distributions f 7→ IM(x, f) sont invariantes par conjugaison.
2.5 Fonctions cuspidales et quasi-caracte`res invariants
Soit f ∈ C∞c (G(F )). On dit que f est cuspidale si et seulement si, pour tout groupe
de Le´vi M ( G et pour tout x ∈ Greg(F ) ∩M(F ), on a JG(x, f) = 0. Cette condition
est e´quivalente a` ce que θπ(f) = 0 pour toute repre´sentation π de G(F ) qui est tempe´re´e
et proprement induite. Une fonction tre`s cuspidale est cuspidale.
Lemme. Soit f ∈ C∞c (G(F )), supposons f cuspidale. Alors Iθf est un quasi-caracte`re
de G(F ).
Preuve. Arthur de´finit un ensemble de repre´sentations virtuelles Tell(G). Tout e´le´ment
π de Tell(G) est une combinaison line´aire a` coefficients complexes de repre´sentations
elliptiques. Par line´arite´, on de´finit la contragre´diente πˇ, le caracte`re θπ et, pour λ ∈ iA∗G,
la repre´sentation virtuelle πλ qui appartient aussi a` Tell(G). On note {Tell(G)} l’ensemble
des orbites dans Tell(G) pour l’action λ 7→ πλ. Si K ′ est un sous-groupe ouvert compact
de G(F ), il n’y a qu’un nombre fini d’orbites O ∈ Tell(G) pour lesquelles il existe π ∈ O
et une fonction f ′ ∈ C∞c (G(F )), biinvariante par K ′, de sorte que θπ(f ′) 6= 0. Pour toute
orbite O, on fixe π ∈ O et on de´finit un certain coefficient c(O) > 0. Cela e´tant, en [A5]
the´ore`me 5.1, Arthur de´montre que, pour toute fonction cuspidale f ∈ C∞c (G(F )), pour
tout M ∈ L(Mmin) et pour tout e´le´ment y ∈ M(F ) ∩ Greg(F ) qui est elliptique dans
M(F ), on a l’e´galite´
DG(y)−1/2(−1)aM−aGIM(y, f) =
∑
O∈{Tell(G)}
c(O)
∫
iA∗G,F
θπλ(y)θ(πλ)ˇ(f)dλ.
Elle e´quivaut a`
DG(y)−1/2(−1)aM−aGIM(y, f) =
∑
O∈{Tell(G)}
c(O)θπ(y)θπˇ(f1HG=HG(y)).
Soit x un e´le´ment semi-simple de G(F ). Pour y dans un certain voisinage de x, on a
HG(y) = HG(x). Nos de´finitions et la formule ci-dessus entraˆınent que, pour y ∈ Greg(F )
dans ce voisinage, on a l’e´galite´
(1) Iθf (y) =
∑
O∈{Tell(G)}
c(O)θπ(y)θπˇ(f1HG=HG(x)).
Comme on l’a dit, la somme est en fait finie. Donc Iθf co¨ıncide dans ce voisinage de x avec
une combinaison line´aire finie de caracte`res de repre´sentations admissibles irre´ductibles.
D’apre`s Harish-Chandra ([HCDeBS] the´ore`me 16.2), tout tel caracte`re est un quasi-
caracte`re. La notion de quasi-caracte`re e´tant de nature locale, la conclusion s’ensuit.

On appelle Iθf le quasi-caracte`re invariant associe´ a` f .
La notion de cuspidalite´ se ge´ne´ralise aux e´le´ments de Hac(G(F )) : f ∈ Hac(G(F ))
est cuspidale si et seulement si f1HG=Z l’est pour tout Z ∈ AG,F . La de´finition de Iθf
aussi : Iθf =
∑
Z∈AG,F
Iθf1HG=Z , cette somme e´tant localement finie.
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2.6 Quasi-caracte`re et quasi-caracte`re invariant
Soit f ∈ C∞c (G(F )) une fonction tre`s cuspidale. On vient de lui associer un quasi-
caracte`re Iθf sur G(F ). Dans [W1] 5.6 et 5.9, on lui a aussi associe´ un quasi-caracte`re
θf . En fait, cette de´finition de´pend des choix de mesures. Nous modifions la de´finition
de [W1] 5.6 en utilisant nos pre´sentes mesures plutoˆt que celles de cette re´fe´rence. Il
convient de comparer θf et Iθf .
Lemme. Soit f ∈ C∞c (G(F )) une fonction tre`s cuspidale. Alors
(i) pour tout L ∈ L(Mmin), la fonction φL(f) est cuspidale ;
(ii) on a l’e´galite´
θf =
∑
L∈L(Mmin)
|WL||WG|−1(−1)aL−aGIndGL(IθLφL(f)).
Preuve. Pour prouver (i), on doit montrer que, pour tout Z ∈ AL,F et toute repre´sentation
tempe´re´e proprement induite π de L(F ), on a θπ(φL(f)1HL=Z) = 0. Cela re´sulte de
l’e´galite´ 2.4(5) et du lemme 2.2(ii) qui affirme que JGL (πλ, f) = 0 pour tout λ ∈ iA∗L.
Soit ϕ ∈ C∞c (G(F )). On peut e´crire la formule d’inte´gration de Weyl sous la forme
(1)
∫
G(F )
θf (g)ϕ(g)dg =
∑
M∈L(Mmin)
|WM ||WG|−1
∑
T∈Tell(M)
|W (M,T )|−1
∫
T (F )
θf (t)JG(t, ϕ)D
G(t)1/2dt,
avec les notations d’Arthur que l’on a rappele´es en [W1] 2.4. Pour tout L ∈ L(Mmin),
fixons QL ∈ P(L). On a de meˆme∫
G(F )
IndGL(Iθ
L
φL(f)
)(g)ϕ(g)dg =
∫
L(F )
IθLφL(f)(l)ϕQL(l)dl
=
∑
M∈LL(Mmin)
|WM ||WL|−1
∑
T∈Tell(M)
|W (M,T )|−1
∫
T (F )
IθLφL(f)(t)JL(t, ϕQL)D
L(t)1/2dt.
Le terme JL(t, ϕQL) intervenant ci-dessus est e´gal a` JG(t, ϕ). Notons θ
′
f la fonction figu-
rant dans le membre de droite du (ii) de l’e´nonce´. En sommant les e´galite´s ci-dessus, on
obtient
(2)
∫
G(F )
θ′f (g)ϕ(g)dg
=
∑
M∈L(Mmin)
|WM ||WG|−1
∑
T∈Tell(M)
|W (M,T )|−1
∫
T (F )
γM,T (t)JG(t, ϕ)dt,
ou` on a pose´
γM,T (t) =
∑
L∈L(M)
(−1)aL−aGIθLφL(f)(t)DL(t)1/2.
Soient M ∈ L(Mmin), T ∈ Tell(M) et t ∈ T (F ) ∩ Greg(F ). Pour L ∈ L(M), appliquons
la de´finition de IθLφL(f)(t) donne´e en 2.4. Puisque T est elliptique dans M , le Le´vi M(t)
est e´gal a` M (que le groupe ambiant soit G ou L). Donc
IθLφL(f)(t) = (−1)aM−aLDL(t)−1/2ILM(t, φL(f)).
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On peut aussi bien remplacer φL(f) par φL(f)1HL=HL(t). Alors
γM,T (t) = (−1)aM−aG
∑
L∈L(M)
ILM(t, φL(f)1HL=HL(t))
= (−1)aM−aGJGM(t, f).
En se reportant a` la de´finition de [W1] 5.3, on obtient γM,T (t) = D
G(t)1/2θf (t). On
conclut en comparant les e´galite´s (1) et (2). 
2.7 Fonctions cuspidales et fonctions tre`s cuspidales
Lemme. Soit f ∈ C∞c (G(F )) une fonction cuspidale. Alors il existe une fonction tre`s
cuspidale f ′ ∈ C∞c (G(F )) qui est e´quivalente a` f .
Preuve. Par un proce´de´ de partition de l’unite´ tel que celui de la preuve de [W1]
proposition 6.4, il suffit de prouver l’assertion suivante
(1) soit x ∈ G(F ) un e´le´ment semi-simple ; alors il existe un G-domaine Ω dans G(F )
et une fonction tre`s cuspidale f ′ ∈ C∞c (G(F )) tels que x ∈ Ω et JG(y, f ′) = JG(y, f)
pour tout y ∈ Ω ∩Greg(F ).
Supposons AGx 6= AG. Il existe un G-domaine Ω contenant x tel que, pour y ∈
Ω ∩ Greg(F ), on ait AGy 6= AG, autrement dit y n’est pas elliptique dans G(F ). Alors
JG(y, f) = 0 et il suffit de prendre f
′ = 0 pour ve´rifier l’assertion. Supposons maintenant
AGx = AG. Fixons un bon voisinage ω de 0 dans gx(F ). Le quasi-caracte`re Iθf se descend
en un quasi-caracte`re Iθf,x,ω sur gx(F ), cf. [W1] 4.3, qui est e´videmment a` support
compact modulo conjugaison et invariant par l’action de ZG(x)(F ). En combinant la
proposition 6.4 et le lemme 6.2 de [W1], on voit qu’il existe une fonction tre`s cuspidale
f ′ ∈ C∞c (G(F )) telle que θf ′,x,ω = Iθf,x,ω. Posons Ω = {g−1xexp(X)g;X ∈ ω, g ∈ G(F )}
et soit y ∈ Ω∩Greg(F ). Si y n’est pas elliptique dans G(F ), on a JG(y, f ′) = 0 = JG(y, f).
Supposons y elliptique, e´crivons y = g−1xexp(X)g avec g ∈ G(F ) et X ∈ ω. D’apre`s les
de´finitions, on a JG(y, f
′) = θf ′,x,ω(X) et JG(y, f) = Iθf,x,ω(X). D’ou` l’e´galite´ JG(y, f
′) =
JG(y, f). Cela prouve (1) et le lemme. 
3 Majorations pour le groupe line´aire GLk
3.1 Le groupe line´aire
Soient k ≥ 1 un entier, V un espace vectoriel sur F de dimension k et (vi)i=1,...,k une
base de V . On note simplement GLk le groupe (alge´brique) des automorphismes line´aires
de V . Pour g ∈ GLk(F ), on note (gi,j)i,j=1,...,k sa matrice dans la base fixe´e. On note
Bk le sous-groupe de Borel triangulaire supe´rieur de GLk, Uk son radical unipotent et
Ak le sous-tore diagonal. Pour a ∈ Ak(F ), on note simplement ai = ai,i son coefficient
diagonal, pour i = 1, ..., k. On note Kk le sous-groupe compact spe´cial de GLk(F ) forme´
des e´le´ments a` coefficients entiers.
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La the´orie du R-groupe est ”triviale” pour le groupe line´aire. C’est-a`-dire que les
repre´sentations tempe´re´es irre´ductibles et elliptiques de GLk(F ) sont de la se´rie discre`te.
Ces notations seront utilise´es pour divers espaces, parfois sans que l’on pre´cise leur
base. Ou bien le choix de cette base sera implicite, ou bien il n’aura pas d’importance.
Dans la suite de cette section, on fixe un entier k ≥ 1, on pose G = GLk, et on utilise
les notations ci-dessus dont on supprime l’indice k.
3.2 Une majoration
Pour tout g ∈ G(F ), on note g = aB(g)uB(g)kB(g) une de´composition de g telle
que aB(g) ∈ A(F ), uB(g) ∈ U(F ), kB(g) ∈ K. Pour un entier c ≥ 1, on note U(F )c le
sous-groupe des e´le´ments u ∈ U(F ) tels que valF (ui,i+1) ≥ −c pour tout i = 1, ..., k − 1.
Soient D ∈ R et g ∈ G(F ), posons
I(c,D, g) =
∫
U(F )c
ΞG(ug)σ(ug)Ddu.
Proposition. Cette inte´grale est convergente. Pour tout D, il existe un re´el R tel que
I(c,D, g) << cRσ(g)RδB(aB(g))
1/2
pour tous c ≥ 1 et tout g ∈ G(F ).
La preuve sera donne´e en 3.4
3.3 Un lemme auxiliaire
Supposons k ≥ 2, notons P = MUP le sous-groupe parabolique des e´le´ments de G
qui conservent la droite Fv1. Soient c ≥ 1 un entier, D un re´el et m ∈ M(F ). Posons
UP (F )c = UP (F ) ∩ U(F )c et
IP (c,D,m) =
∫
UP (F )c
ΞG(um)σ(um)Ddu.
Lemme. Cette inte´grale est convergente. Pour tout D, il existe un re´el R tel que
IP (c,D,m) << c
Rσ(m)RδP (m)
1/2ΞM(m)
pour tout c ≥ 1 et tout m ∈M(F ).
Preuve. Le re´el D est fixe´. Soit b ≥ 0 un re´el. On a introduit en 1.1 la fonction 1σ≥b.
Notons U♮ le sous-groupe des e´le´ments u ∈ U1 tels que u1,2 = 0. Posons
I♮(b,D) =
∫
U♮(F )
1σ≥b(u)δB¯(aB¯(u))
1/2σ(u)Ddu.
Montrons que
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(1) cette inte´grale est convergente et il existe ǫ > 0 tel que
I♮(b,D) << exp(−ǫb)
pour tout b ≥ 0.
Conside´rons le sous-espace V ′′ de V engendre´ par les e´le´ments v1, v3, ..., vk. Soit G
′′ =
GLk−1 son groupe d’automorphismes, qui s’identifie a` un sous-groupe de G. Le groupe
B′′ = G′′∩B est le sous-groupe de Borel standard de G′′, P ′′ = G′′∩P est un sous-groupe
parabolique de G′′ et U♮ n’est autre que le radical unipotent de P
′′. D’apre`s [W2] lemme
II.4.2, il existe un entier d ≥ 0 tel que l’inte´grale
(2)
∫
U♮(F )
δB¯′′(aB¯′′(u))
1/2σ(u)−ddu
soit convergente. Soit u ∈ U♮(F ). On peut supposer aB¯(u) = aB¯′′(u). Notons a1, ..., ak les
coefficients diagonaux de cet e´le´ment. On peut supposer a2 = 1 et
∏
i=1,...,k ai = 1. On a
δB¯(aB¯(u))
1/2 =
∏
i=1,...,k
|ai|i−(k+1)/2F ,
tandis que
δB¯′′(aB¯′′(u))
1/2 = |a1|1−k/2F
∏
i=3,...,k
|ai|i−1−k/2F .
D’ou`
δB¯(aB¯(u))
1/2 = |a1|−1/2F
( ∏
i=3,...,k
|ai|1/2F
)
δB¯′′(aB¯′′(u))
1/2 = |a1|−1F δB¯′′(aB¯′′(u))1/2.
L’e´galite´ u = aB¯′′(u)uB¯′′(u)kB¯′′(u) et un calcul matriciel entraˆınent que
valF (a1) = inf{valF (u1,j); j = 1, 3, ..., k},
d’ou` −valF (a1) >> σ(u). Il existe donc ǫ > 0 tel que |a1|−1F << exp(−2ǫσ(u)). Si
1σ≥b(u) = 1, on transforme cette relation en |a1|−1F << exp(−ǫb)exp(−ǫσ(u)). On obtient
I♮(b,D) << exp(−ǫb)
∫
U♮(F )
δB¯′′(aB¯′′(u))
1/2exp(−ǫσ(u))du.
La dernie`re inte´grale est convergente d’apre`s la convergence de (2). D’ou` (1).
Introduisons un re´el b ≥ 0, que nous pre´ciserons par la suite. On peut e´crire
(3) IP (c,D,m) = I<b(c,D,m) + I≥b(c,D,m),
ou`
I<b(c,D,m) =
∫
UP (F )c
ΞG(um)σ(um)D1σ<b(um)du,
et
I≥b(c,D,m) =
∫
UP (F )c
ΞG(um)σ(um)D1σ≥b(um)du.
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Dans la premie`re inte´grale, on a σ(um) < b et l’inte´grale est donc majore´e par
bD
′
∫
UP (F )
ΞG(um)σ(um)D−D
′
du
pour tout re´el D′ ≥ 0. D’apre`s [W2] proposition II.4.5, on peut choisir D′ tel que cette
dernie`re inte´grale soit convergente et essentiellement borne´e par δP (m)
1/2ΞM(m). Pour
un tel D′, on a donc
(4) I<b(c,D,m) << b
D′δP (m)
1/2ΞM(m).
Introduisons le sous-groupe U1,2 de UP forme´ des e´le´ments u dont la seule coordonne´e
non diagonale non nulle est u1,2 et posons U1,2(F )c = U1,2(F ) ∩ U(F )c. On a UP (F )c =
U♮(F )U1,2(F )c, d’ou`
I≥b(c,D,m) =
∫
U1,2(F )c
∫
U♮(F )
ΞG(u♮vm)σ(u♮vm)
D1σ≥b(u♮vm)du♮dv.
Fixons v ∈ U1,2(F )c et conside´rons l’inte´grale inte´rieure, que l’on note I≥b(c,D,m, v).
On a
(5) il existe α > 0 tel que
ΞG(gg′) << ΞG(g)exp(ασ(g′))
pour tous g, g′ ∈ G(F ).
En effet, par de´finition,
ΞG(g) =
∫
K
δB(aB(kg))
1/2dk.
On a aB(kgg
′) = aB(kg)aB(kB(kg)g
′) et il existe α > 0 tel que δB(aB(kB(kg)g
′))1/2 <<
exp(ασ(g′)). D’ou` le re´sultat.
Remarque. La proprie´te´ (5) est vraie pour tout groupe re´ductif connexe.
On a la majoration σ(gg′) ≤ σ(g) + σ(g′) pour tous g, g′ ∈ G(F ). On a aussi une
majoration σ(v) << c. Il existe donc c1 > 0 tel que σ(u♮) ≥ c1σ(u♮vm)−c−σ(m). Quand
1σ≥b(u♮vm) = 1, on a σ(u♮) ≥ c1b−c−σ(m). Imposons a` b la condition c1b−c−σ(m) > 0.
D’autre part, d’apre`s [W2] lemmes II.1.1 et II.3.2, il existe un re´el D′′ tel que l’on ait
une majoration
ΞG(g) << δB¯(aB¯(g))
1/2σ(g)D
′′
.
Ces relations entraˆınent la majoration
I≥b(c,D,m, v) << exp(ασ(vm))σ(vm)
D+D′′
∫
U♮(F )
δB¯(aB¯(u))
1/2σ(u)D+D
′′
1σ≥c1b−c−σ(m)(u)du
<< exp(c2c)exp(c2σ(m))I♮(c1b− c− σ(m), D +D′′)
pour un c2 > 0 convenable. Cette expression ne de´pend plus de v. Le terme I≥b(c,D,m)
est majore´ par la meˆme expression, multiplie´e par mes(U1,2(F )c). Cette mesure est ma-
jore´e par exp(c3c) pour un c3 > 0 convenable. D’ou`
I≥b(c,D,m) << exp(c4c)exp(c2σ(m))I♮(c1b− c− σ(m), D +D′′),
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ou` c4 = c2 + c3. Il existe aussi c5 > 0 tel que l’on ait la minoration
exp(−c5σ(m)) << δP (m)1/2ΞM(m).
D’ou`
I≥b(c,D,m) << δP (m)
1/2ΞM(m)exp(c4c)exp(c6σ(m))I♮(c1b− c− σ(m), D +D′′),
ou` c6 = c2 + c5. Utilisons la relation (1). On voit qu’il existe c7 > 0 tel que, pour
b = c7(c + σ(m)), le produit des trois derniers termes ci-dessus est borne´. Choisissons b
ainsi. Alors
I≥b(c,D,m) << δP (m)
1/2ΞM(m).
Cette majoration et les relations (3) et (4) entraˆınent celle de l’e´nonce´. 
3.4 Preuve de la proposition 3.2
On de´montre la proposition par re´currence sur k. Le cas k = 1 est e´vident. Supposons
k ≥ 2. Remarquons tout d’abord que l’on peut se limiter a` de´montrer la majoration de
l’e´nonce´ pour g = a ∈ A(F ). En effet, pour g quelconque, on e´crit g = vak, avec
v ∈ U(F ), a ∈ A(F ), k ∈ K. Effectuons le changement de variable u 7→ uv−1. Le
nouveau domaine d’inte´gration est U(F )cv. Mais il existe c1 > 0 tel que cet ensemble
soit inclus dans U(F )c+c1σ(g). Alors
I(c,D, g) ≤ I(c+ c1σ(g), D, a).
Si le deuxie`me terme ve´rifie une majoration comme dans l’e´nonce´, le premier terme aussi.
Supposons donc g = a ∈ A(F ). Avec les notations du paragraphe pre´ce´dent, on a
I(c,D, a) =
∫
M(F )∩U(F )c
∫
UP (F )c
ΞG(uva)σ(uva)Ddu dv
=
∫
M(F )∩U(F )c
IP (c,D, va)dv.
En appliquant le lemme 3.3, on a
I(c,D, a) << cR
∫
M(F )∩U(F )c
δP (va)
1/2ΞM(va)σ(va)Rdv.
Ecrivons M = GL1×G′, ou` G′ = GLk−1 et affectons d’un ′ les objets relatifs a` G′. Ecri-
vons aussi a = (a1, a
′), avec a1 ∈ F× et a′ ∈ A′(F ). On a δP (va)1/2 = δB(a)1/2δB′(a′)−1/2,
ΞM(va) = ΞG
′
(va′) et σ(va)R << σ(a)Rσ(va′)R. On obtient
I(c,D, a) << cRσ(a)RδB(a)
1/2δB′(a
′)−1/2I ′(c, R, a′).
En utilisant la majoration du dernier terme fournie par l’hypothe`se de re´currence, on
obtient celle cherche´e. 
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3.5 Mode`les de Whittaker et inte´grales de coefficients
On de´finit un caracte`re ξ de U(F ) par la formule
ξ(u) = ψ(
∑
i=1,...,k−1
ui,i+1).
Soit µ ∈ Temp(G). On appelle fonctionnelle de Whittaker sur Eµ une application
line´aire φ : Eµ → C telle que φ(µ(u)e) = ξ(u)φ(e) pour tous u ∈ U(F ) et e ∈ Eµ.
Comme on le sait, l’espace des fonctionnelles de Whittaker sur Eµ est une droite. Soit
c ≥ 1 un entier. De´finissons une forme sesquiline´aire Lµ,c sur Eµ (ce qui est un raccourci
pour dire qu’il s’agit d’une forme sur Eµ × Eµ) par
Lµ,c(e′, e) =
∫
U(F )c
(e′, µ(u)e)ξ¯(u)du.
Cette inte´grale est absolument convergente d’apre`s la proposition 3.2. Notons ω[1,k−1](c)
le sous-groupe des a ∈ A(F ) tels que ak = 1 et valF (1− ai) ≥ c pour tout i = 1, .., k− 1.
Lemme. Pour tous e, e′ ∈ Eµ, il existe un entier c0 ≥ 1 tel que Lµ,c(e′, e) soit
inde´pendant de c pour c ≥ c0. Plus pre´cise´ment, soit c′ ≥ 1 un entier. Il existe c0
tel que cette conclusion soit ve´rifie´e pour tous e, e′ ∈ Eω[1,k−1](c′)µ .
Preuve. Soient e, e′ ∈ Eω[1,k−1](c′)µ . Choisissons c0 tel que c0 ≥ 1 et −c0+ c′ ≤ cψ. Pour
c ≥ c0, notons U(F )c − U(F )c0 le comple´mentaire de U(F )c0 dans U(F )c. Il suffit de
prouver que ∫
U(F )c−U(F )c0
(e′, µ(u)e)ξ¯(u)du = 0.
Soit a ∈ ω[1,k−1](c′). Dans l’inte´grale pre´ce´dente, on peut remplacer e′ et e par µ(a)e′ et
µ(a)e. Par le changement de variables u 7→ aua−1, l’inte´grale devient∫
U(F )c−U(F )c0
(e′, µ(u)e)ξ¯(aua−1)du.
Elle est donc aussi e´gale a`
mes(ω[1,k−1](c
′))−1
∫
ω[1,k−1](c′)
∫
U(F )c−U(F )c0
(e′, µ(u)e)ξ¯(aua−1)du da.
Cette expression est absolument convergente et on peut permuter les inte´grales. Mais∫
ω[1,k−1](c′)
ξ¯(aua−1)da = 0
pour tout u ∈ U(F )c − U(F )c0. Cela prouve la nullite´ cherche´e et le lemme. 
On de´finit une forme sesquiline´aire Lµ sur Eµ par
Lµ(e′, e) = limc→∞Lµ,c(e′, e).
Cette forme ve´rifie les relations
Lµ(µ(u′)e′, µ(u)e) = ξ(u)ξ¯(u′)Lµ(e′, e).
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Fixons une fonctionnelle de Whittaker φ sur Eµ, non nulle. Alors il existe Cµ ∈ C tel que
Lµ(e′, e) = Cµφ(e′)φ(e)
pour tous e, e′. On montrera plus loin que Cµ 6= 0.
Pour un entier c′ ∈ N, notons ιc′ la fonction caracte´ristique du sous-ensemble des
a ∈ A(F ) tels que valF (ai) ≥ valF (ai+1)− c′ pour tout i = 1, ..., k − 1. On a
(1) il existe un re´el R et, pour tous e, e′ ∈ Eµ, il existe un entier c′ ∈ N tel que
|Lµ(µ(a′)e′, µ(a)e)| << ιc′(a′)δB(a′)1/2σ(a′)Rιc′(a)δB(a)1/2
pour tous a, a′ ∈ A(F ).
Si Cµ = 0, c’est e´vident : Lµ = 0. Sinon, fixons e0 ∈ Eµ tel que φ(e0) = 1. On a
Lµ(µ(a′)e′, µ(a)e) = Cµφ(µ(a′)e′)φ(µ(a)e) = Cµφ(µ(a′)e′)φ(e0)φ(e0)φ(µ(a)e)
= Cµ
−1Lµ(e0, µ(a′)e′)Lµ(e0, µ(a)e).
Cela nous rame`ne a` majorer |Lµ(e0, µ(a)e)|. D’apre`s le lemme ci-dessus, on peut rempla-
cer Lµ par Lµ,c pour c assez grand. La majoration voulue re´sulte de la proposition 3.2
et du fait bien connu qu’il existe c′ tel que le support de la fonction a 7→ φ(µ(a)e) soit
contenu dans celui de ιc′
3.6 Quelques e´galite´s d’inte´grales
Soit h un entier tel que 1 ≤ h ≤ k. Notons P h le sous-groupe parabolique de G forme´
des e´le´ments qui conservent le drapeau
Fv1 ⊕ ...⊕ Fvh ⊂ Fv1 ⊕ ...⊕ Fvh+1 ⊂ ... ⊂ Fv1 ⊕ ...⊕ Fvk.
Ecrivons P h = MhUh, ou` Mh est la composante de Le´vi qui contient A. On a Mh =
GLh ×GL1 × ...×GL1, avec k − h termes GL1. Identifions GLh−1 au groupe des auto-
morphismes line´aires du sous-espace de V engendre´ par v1, ..., vh−1. Pour un entier c ≥ 1,
notons ω[h,k−1](c) le sous-groupe des γ ∈ A(F ) tels que γ1 = ... = γh−1 = 1, γk = 1
et valF (1 − γi) ≥ c pour i = h, ..., k − 1. Posons Uh(F )c = U(F )c ∩ Uh(F ). Supposons
c+ cψ ≥ 1. Pour µ ∈ Temp(G) et e, e′ ∈ Eµ, posons
Ihc (e
′, e) =
∫
ω[h,k−1](c+cψ)
∫
Uh−1(F )\GLh−1(F )
Lµ(µ(γg)e′, µ(γg)e)|det(g)|h−kF dg dγ,
Jhc (e
′, e) =
∫
Uh(F )c
(e′, µ(u)e)ξ¯(u)du.
Lemme. Soient h un entier tel que 1 ≤ h ≤ k et c un entier tel que c ≥ 1 et c+ cψ ≥ 1.
Les inte´grales ci-dessus sont absolument convergentes. Il existe C > 0 tel que
Jhc (e
′, e) = CIhc (e
′, e)
pour tous e, e′ ∈ Eµ.
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Preuve. Prouvons la convergence de Ihc (e
′, e). L’inte´grale sur le groupe compact ω[h,k−1](c+
cψ) est insignifiante, on peut l’oublier. On de´compose g ∈ Uh−1(F )\GLh−1(F ) en g = ak,
avec a ∈ Ah−1(F ), k ∈ K. La mesure devient δBh−1(a)−1dadk. De nouveau, on peut ou-
blier l’inte´grale sur K et on doit majorer∫
Ah−1(F )
|Lµ(µ(a)e′, µ(a)e)||det(a)|h−kF δ−1Bh−1(a)da.
Graˆce a` 3.5(1), c’est majore´ par∫
Ah−1(F )
ιc′(a)δB(a)|det(a)|h−kF δ−1Bh−1(a)da
pour un entier c′ convenable. Pour a ∈ Ah−1(F ), on a
δB(a)|det(a)|h−kF δ−1Bh−1(a) = |det(a)|F
et il est imme´diat que l’inte´grale∫
Ah−1(F )
ιc′(a)|det(a)|Fda
est convergente.
Prouvons la convergence de Jhc (e
′, e). Il suffit de prouver que∫
Uh(F )c
ΞG(u)du
est convergente. Puisqu’on en aura besoin plus loin, prouvons la proprie´te´ plus forte
suivante. On s’autorise pour un instant a` faire varier l’entier c. Alors
(1) il existe un re´el R tel que∫
Uh(F )c
ΞG(m−1um)du << cRσ(m)RδPh(m)
pour tous c ≥ 1 et tout m ∈Mh(F )
Notons X(m) l’inte´grale ci-dessus. On peut e´crire m = vak, avec v ∈ U(F )∩Mh(F ),
a ∈ A(F ) et k ∈ K ∩Mh(F ). La conjugaison par v conserve Uh(F )c, ce qui permet de
faire disparaˆıtre v. Le terme k disparaˆıt e´galement. Puisque σ(a) << σ(m) et δPh(a) =
δPh(m), on est ramene´ au cas ou`m = a. Effectuons le changement de variable u 7→ aua−1.
Cela remplace du par δPh(a)du et le domaine d’inte´gration U
h(F )c par l’ensemble des
u ∈ Uh(F ) tels que
valF (ui,i+1) ≥ −c + valF (ai+1)− valF (ai)
pour tout i = h, ..., k − 1. Il existe c1 > 0 tel que valF (ai+1) − valF (ai) ≥ −c1σ(a).
L’ensemble ci-dessus est donc contenu dans Uh(F )c+c1σ(a) on obtient
X(a) ≤ δPh(a)
∫
Uh(F )c+c1σ(a)
ΞG(u)du.
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Pour u′ ∈Mh(F )∩U(F )∩K, on a ΞG(u) = ΞG(uu′). On peut donc remplacer ci-dessus
u par uu′, puis inte´grer en u′. D’ou`
X(a) << δPh(a)
∫
Mh(F )∩U(F )∩K
∫
Uh(F )c+c1σ(a)
ΞG(uv)du dv.
L’ensemble d’inte´gration est contenu dans U(F )c+c1σ(a). Donc
X(a) << δPh(a)
∫
U(F )c+c1σ(a)
ΞG(u)du.
Il ne reste plus qu’a` faire appel a` la proposition 3.2 pour obtenir (1).
Le groupe Ah−1(F ) agit a` gauche sur Uh−1(F )\Gh−1(F ). Introduisons le sous-groupe
ω[1,h−1](c + cψ) de Ah−1(F ). Dans la de´finition de I
h
c (e
′, e), on peut remplacer g par γ′g
pour γ′ ∈ ω[1,h−1](c + cψ). On peut ensuite inte´grer en γ′, a` condition de diviser le tout
par mes(ω[1,h−1](c + cψ)). Puisque ω[1,h−1](c + cψ)ω[h,k−1](c + cψ) = ω[1,k−1](c + cψ), on
obtient
Ihc (e
′, e) = mes(ω[1,h−1](c+ cψ))
−1
∫
ω[1,k−1](c+cψ)
∫
Uh−1(F )\GLh−1(F )
Lµ(µ(γg)e′, µ(γg)e)|det(g)|h−kF dg dγ.
Le meˆme calcul qu’en 3.5 montre que∫
ω[1,k−1](c+cψ)
Lµ(µ(γg)e′, µ(γg)e)dγ = mes(ω[1,k−1](c+ cψ))Lµ,c(µ(g)e′, µ(g)e).
D’ou`
(2) Ihc (e
′, e) = mes(ω[h,k−1](c+ cψ))
∫
Uh−1(F )\GLh−1(F )
Lµ,c(µ(g)e′, µ(g)e)|det(g)|h−kF dg.
On de´montre maintenant le lemme par re´currence sur h. Pour h = 1, l’inte´grale
ci-dessus disparaˆıt et I1c (e
′, e) = CLµ,c(e′, e), ou` C > 0. Mais Uh = U et J1c (e′, e) =
Lµ,c(e′, e) par de´finition. Supposons maintenant h ≥ 2 et le lemme vrai pour h − 1.
Notons Y˜ le sous-groupe des e´le´ments y ∈ GLh−1(F ) qui ve´rifient
- pour i = 1, ..., h− 2, yi,i = 1 ;
- pour i, j = 1, ..., h− 1, avec i 6= j et i 6= h− 1, yi,j = 0.
Par l’application y 7→ (yh−1,1, ..., yh−1,h−1), Y˜ s’identifie au comple´mentaire d’un hy-
perplan (l’hyperplan yh−1,h−1 = 0) dans un espace vectoriel Y de dimension h − 1 sur
F . On note dy la mesure de Haar sur Y et sa restriction a` Y˜ (ce n’est pas une mesure
de Haar sur cet ensemble). On ve´rifie qu’il existe C0 > 0 tel que, pour toute fonction
inte´grable ϕ sur Uh−1(F )\GLh−1(F ), on ait l’e´galite´∫
Uh−1(F )\GLh−1(F )
ϕ(g)dg = C0
∫
Y˜
∫
Uh−2(F )\GLh−2(F )
ϕ(g′y)|det(g′)|−1dg′|yh−1,h−1|−1F dy.
On de´duit de cette e´galite´ et de (2) la relation
Ihc (e
′, e) = C1
∫
Y˜
Ih−1c (µ(y)e
′, µ(y)e)|yh−1,h−1|h−k−1F dy
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pour un C1 > 0 convenable. Graˆce a` l’hypothe`se de re´currence, on en de´duit qu’il existe
C2 > 0 tel que
Ihc (e
′, e) = C2
∫
Y˜
Jh−1c (µ(y)e
′, µ(y)e)|yh−1,h−1|h−k−1F dy
= C2
∫
Y˜
∫
Uh−1(F )c
(µ(y)e′, µ(uy)e)ξ¯(u)du|yh−1,h−1|h−k−1F dy.
Pour n ∈ N, notons Yn le sous-ensemble des y ∈ Y tels que valF (yh−1,j) ≥ −n pour tout
j = 1, ..., h− 1. On a
(3) Ihc (e
′, e) = C2limn→∞Xn,
ou`
Xn =
∫
Yn∩Y˜
∫
Uh−1(F )c
(µ(y)e′, µ(uy)e)ξ¯(u)du|yh−1,h−1|h−k−1F dy.
Cette dernie`re expression est absolument convergente. En effet, remplac¸ons tous les
termes par leurs valeurs absolues. D’apre`s (1), l’inte´grale inte´rieure est majore´e par
σ(y)RδPh−1(y) = σ(y)
R|yh−1,h−1|k+1−hF . L’expression totale est donc majore´e par∫
Yn
σ(y)Rdy
qui est convergente. Posons Z = Uh−1(F ) ∩ Mh(F ). Pour y ∈ Y et z ∈ Z, posons
x(y, z) =
∑
i=1,...,h−1 yh−1,izi,h. Pour y ∈ Y , notons Z(y) le sous-ensemble des z ∈ Z
tels que valF (x(y, z)) ≥ −c et , pour z ∈ Z, notons Y (z) le sous-ensemble des y ∈ Y
ve´rifiant la meˆme condition. Dans Xn, effectuons le changement de variable u 7→ yuy−1.
Cela remplace le domaine d’inte´gration Uh−1(F )c par U
h(F )cZ(y), donc la variable u
par vz, avec v ∈ Uh(F )c et z ∈ Z(y), la mesure du par |yh−1,h−1|k+1−hF dz dv et ξ(u) par
ξ(v)ψ(x(y, z)). On obtient
Xn =
∫
Yn∩Y˜
∫
Uh(F )c
∫
Z(y)
(e′, µ(vz)e)ξ¯(v)ψ¯(x(y, z))dz dv dy.
D’apre`s l’absolue convergence de cette expression, on peut permuter les inte´grales et on
obtient
Xn =
∫
Uh(F )c
Xn(v)ξ¯(v)dv,
ou`
Xn(v) =
∫
Z
(e′, µ(vz)e)
∫
Yn∩Y (z)∩Y˜
ψ¯(x(y, z))dy dz
=
∫
Z
(e′, µ(vz)e)
∫
Yn∩Y (z)
ψ¯(x(y, z))dy dz.
Fixons z ∈ Z. L’ensemble Yn ∩ Y (z) est un oF -re´seau dans Y et l’application y 7→
ψ¯(x(y, z)) est un caracte`re de Y . Son inte´grale sur le re´seau est nulle si le caracte`re y est
non trivial et vaut la mesure du re´seau si le caracte`re y est trivial. On a
(4) le caracte`re y 7→ ψ¯(x(y, z)) est trivial sur Yn∩Y (z) si et seulement si valF (zi,h) ≥
n+ cψ pour tout i = 1, ..., h− 1.
En effet, ce caracte`re est trivial si et seulement si valF (x(y, z)) ≥ cψ pour tout
y ∈ Yn∩Y (z). Cette condition est satisfaite si z ve´rifie les conditions de (3). Inversement,
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s’il existe i tel que valF (zi,h) < n + cψ, soit y ∈ Y dont la seule coordonne´e non nulle
soit yh−1,i de valuation cψ − valF (zi,h) − 1. Ce nombre est ≥ −n, donc y ∈ Yn. On a
valF (x(y, z)) = cψ−1. On a suppose´ c+cψ ≥ 1, donc valF (x(y, z)) ≥ −c, ce qui entraˆıne
y ∈ Y (z). La condition valF (x(y, z)) ≥ cψ n’est pas ve´rifie´e pour cet y. D’ou` (4).
Notons Zn l’ensemble des z ∈ Z ve´rifiant les conditions de (4). Alors
Xn(v) =
∫
Zn
(e′, µ(vz)e)mes(Yn ∩ Y (z))dz.
L’ine´galite´ c + cψ ≥ 1 entraˆıne que, pour z ∈ Zn, on a Yn ∩ Y (z) = Yn. D’autre part, si
n est assez grand, on a µ(z)e = e pour tout z ∈ Zn. Alors
Xn(v) = mes(Yn)mes(Z
n)(e′, µ(v)e).
Le produit des mesures est une constante positive, disons C3. Pour n assez grand, on a
donc
Xn = C3
∫
Uh(F )c
(e′, µ(v)e)ξ¯(v)dv = C3J
h
c (e
′, e).
En reportant cette e´galite´ dans (3), on obtient
Ihc (e
′, e) = C2C3J
h
c (e
′, e),
ce qui ache`ve la preuve. 
3.7 Proprie´te´s des fonctionnelles de Whittaker
Soient µ ∈ Temp(G). Appliquons le lemme pre´ce´dent pour h = k. On obtient une
e´galite´ ∫
Uk−1(F )\GLk−1(F )
Lµ(µ(g)e′, µ(g)e)dg = C(e′, e)
pour tous e, e′ ∈ Eµ, ou` C est une constante positive. Il en re´sulte que Lµ est non nulle,
autrement dit que la constante Cµ du paragraphe 3.5 est non nulle. On peut alors re´crire
la relation 3.5(1) et le lemme 3.6 sous la forme suivante.
Lemme. Soient µ ∈ Temp(G) et φ une fonctionnelle de Whittaker non nulle sur Eµ.
(i) Il existe un re´el R et, pour tout e ∈ Eµ, il existe c′ ∈ N tel que
|φ(µ(a)e)| << ιc′(a)δB(a)1/2σ(a)R
pour tout a ∈ A(F ).
(ii) Pour tout h = 1, ..., k et tout entier c tel que c ≥ 1 et c+ cψ ≥ 1, il existe C > 0
tel que l’on ait l’e´galite´∫
ω[h,k−1](c+cψ)
∫
Uh−1(F )\GLh−1(F )
φ(µ(ag)e′)φ(µ(ag)e)|det(g)|h−kF dg da
= C
∫
Uh(F )c
(e′, µ(u)e)ξ¯(u)du
pour tous e, e′ ∈ Eµ.
31
4 Majorations pour un groupe spe´cial orthogonal
4.1 Les groupes spe´ciaux orthogonaux
Soit (V, qV ) un espace quadratique sur F , c’est-a`-dire que V est un espace vectoriel de
dimension finie sur F et qV est une forme biline´aire syme´trique non de´ge´ne´re´e sur V (on
dira souvent que V est un espace quadratique, la forme qV e´tant sous-entendue). On note
aussi qV la forme quadratique de´finie par qV (v) = qV (v, v)/2. On note dV la dimension de
V et G le groupe spe´cial orthogonal de V . Conside´rons un syste`me hyperbolique maximal
(v±i)i=1,...,l dans V (”syste`me hyperbolique” signifie que qV (vi, vj) = δi,−j pour tous i, j,
ou` δi,−j est le symbole de Kronecker). Notons Z le sous-espace de V engendre´ par ce
syste`me et Van l’orthogonal de Z dans V . La restriction qVan de qV a` Van est anisotrope.
On note dan,V la dimension de Van. Fixons un re´seau spe´cial Ran ⊂ Van ([W1] 7.1). On
peut choisir un re´seau RZ de Z ayant une base forme´e de vecteurs proportionnels aux vi,
de sorte que R = RZ⊕Ran soit spe´cial. On note K le stabilisateur de R dans G(F ). C’est
un sous-groupe compact spe´cial de G(F ). Conside´rons une suite d’entiers (k1, ..., ks) telle
que kj ≥ 1 pour tout j et
∑
j=1,...,s kj ≤ l. Pour tout j, notons Zj , resp. Z−j, le sous-espace
de V engendre´ par les vi, resp. v−i, pour i = k1 + ... + kj−1 + 1, ..., k1 + ... + kj . Notons
V˜ l’orthogonal dans V de la somme des Z±j et notons G˜ le groupe spe´cial orthogonal
de V˜ . Notons P le sous-groupe parabolique de G forme´ des e´le´ments qui conservent le
drapeau de sous-espaces
Z1 ⊂ Z1 ⊕ Z2 ⊂ ... ⊂ Z1 ⊕ ...⊕ Zs.
Notons M la composante de Le´vi de P forme´e des e´le´ments qui conservent chaque sous-
espace Z±j. On a
(1) M ≃ GLk1 × ...×GLks × G˜.
On sait que K est en bonne position relativement a` M . Inversement, si P = MU est
un sous-groupe parabolique de G, si K est un sous-groupe compact spe´cial de G(F ) en
bonne position relativement a` M , on peut trouver un syste`me hyperbolique, un re´seau
spe´cial et une suite d’entiers de sorte que P , M et K soient de´termine´s comme ci-dessus
(ces donne´es ne sont pas uniques). Si s = l et kj = 1 pour tout j,M est un Le´vi minimal
et inversement, si M est un Le´vi minimal, on peut supposer ces e´galite´s ve´rifie´es.
Dans la situation ci-dessus, supposons M minimal et notons-le plutoˆt Mmin. L’appli-
cation naturelle K ∩NormG(F )(Mmin)→ WG est surjective et il est utile de remarquer
qu’elle posse`de une section ι : WG → K ∩NormG(F )(Mmin) qui est un homomorphisme
de groupes. En effet, pour tout i = ±1, ...,±l, fixons un e´le´ment v′i ∈ Fvi de sorte que
(v′i)i=±1,...,±l soit une base sur oF de RZ . Parce que R est un re´seau spe´cial, on peut
supposer que qV (v
′
i, v
′
−i) = qV (v
′
i′ , v
′
−i′) pour tous i, i
′ = 1, ..., l. Si Van 6= {0}, fixons un
e´le´ment gan du groupe orthogonal de Van tel que det(gan) = −1 et g2an = 1. L’action de
tout e´le´ment de ce groupe orthogonal, en particulier l’action de gan, conserve le re´seau
Ran . Notons W
K le sous-ensemble des e´le´ments g ∈ G(F ) qui agissent par permutation
sur l’ensemble {v±i; i = 1, ..., l} et agissent sur Van, soit par l’identite´, soit comme gan.
On ve´rifie que WK est un sous-groupe de K ∩ NormG(F )(Mmin) et que l’application
naturelle de WK dans WG est un isomorphisme.
Les hypothe`ses de 1.5 sont ve´rifie´es pour le groupe G. SoientM un Le´vi que l’on e´crit
sous la forme (1) et τ une repre´sentation admissible irre´ductible et de la se´rie discre`te
de M(F ). On a
τ ≃ µ1 ⊗ ...⊗ µs ⊗ τ˜ ,
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ou` µj , resp. τ˜ , est une repre´sentation de la se´rie discre`te de GLkj (F ), resp. G˜(F ). L’espace
AM s’identifie naturellement a` Rs. Supposons R(τ)∩W (M)reg 6= ∅. Alors le groupe R(τ)
s’identifie a` un sous-groupe de {±1}s. Un e´le´ment ǫ = (ǫ1, ..., ǫs) de ce groupe agit sur
Rs par
(x1, ..., xs) 7→ (ǫ1x1, ..., ǫsxs).
Le groupe R(τ) contient l’e´le´ment t = (−1, ...,−1) de {±1}s, qui est l’unique e´le´ment de
R(τ) ∩W (M)reg. On a |det(t− 1)|AM | = 2aM .
Soit π une repre´sentation tempe´re´e irre´ductible et elliptique deG(F ). On peut trouver
M , τ comme ci-dessus, et ζ ∈ R(τ)∨ de sorte que π = IndGP (τ, ζ), ou` P est un e´le´ment de
P(M). Puisque la classe de conjugaison du couple (M, τ) est bien de´termine´e, on peut
poser r(π) = |R(τ)| et t(π) = 2aM .
4.2 Espaces quadratiques compatibles
Soient (V, qV ) et (W, qW ) deux espaces quadratiques. Notons G et H leurs groupes
spe´ciaux orthogonaux, dV et dW les dimensions de V et W . Supposons par exemple
dW ≤ dV . On dit que les deux espaces quadratiques sont compatibles si dV et dW sont de
parite´s distinctes et si W est isomorphe (comme espace quadratique) a` un sous-espace
de V dont l’orthogonal est de´ploye´, c’est-a`-dire une somme orthogonale D0 ⊕ Z, ou` D0
est une droite et Z est hyperbolique. On peut alors identifier W a` un sous-espace de V
et H a` un sous-groupe de G. D’apre`s le the´ore`me de Witt, cette identification est unique
a` conjugaison pre`s par un e´le´ment de G(F ).
Supposons que V soit la somme directe orthogonale de deux sous-espaces V ′ et Z ′,
avec Z ′ hyperbolique. Alors V et W sont compatibles si et seulement si V ′ et W le sont.
Soient V et W deux espaces quadratiques compatibles, avec dW < dV . On fixe un
isomorphisme V = W ⊕ D0 ⊕ Z avec les proprie´te´s ci-dessus, une base hyperbolique
(v±i)i=1,...,r de Z et un e´le´ment non nul v0 ∈ D0. On pose V0 =W ⊕D0 et on note G0 son
groupe spe´cial orthogonal. On note A le sous-tore maximal du groupe spe´cial orthogonal
de Z qui conserve chaque droite Fv±i. Pour a ∈ A(F ) et i = ±1, ...,±r, on note ai la
valeur propre de a sur le vecteur vi. On note P le sous-groupe parabolique de G forme´
des e´le´ments qui conservent le drapeau
Fvr ⊂ Fvr ⊕ Fvr−1 ⊂ ... ⊂ Fvr ⊕ ...⊕ Fv1
de V . On note U le radical unipotent de P et M sa composante de Le´vi qui contient A.
On a l’e´galite´ M = AG0. On de´finit un caracte`re ξ de U(F ) par
ξ(u) = ψ(
∑
i=0,...,r−1
qV (uvi, v−i−1)).
On fixe un re´seau spe´cial R0 ⊂ V0, cf. [W1] 7.1. On choisit, ainsi qu’il est loisible,
un re´seau RZ ⊂ Z posse´dant une base sur oF forme´e de vecteurs proportionnels aux v±i
et tel que le re´seau R = R0 ⊕ RZ soit spe´cial. On note K le stabilisateur de R dans
G(F ). Pour un entier N ≥ 1, on de´finit une fonction κN sur G(F ) de la fac¸on suivante.
Elle est invariante a` gauche par U(F ) et a` droite par K. Sa restriction a` M(F ) est la
fonction caracte´ristique des e´le´ments ag0, avec a ∈ A(F ) et g0 ∈ G0(F ), qui ve´rifient les
conditions |valF (ai)| ≤ N pour tout i = 1, ..., r et g−10 e0 ∈ p−NF R0.
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Remarque. Les constructions et notations ci-dessus seront utilise´es sans plus de
commentaires chaque fois que l’on se donnera des espaces quadratiques compatibles V
et W avec dW < dV .
4.3 Les re´sultats
On e´nonce ici toutes les majorations que la section est destine´e a` prouver. On fixe
pour toute cette section deux espaces quadratiques compatibles (V, qV ) et (W, qW ) tels
que dV > dW .
(1) Il existe un re´el R tel que∫
G(F )
1σ<b(g)dg << exp(Rb)
pour tout re´el b ≥ 0.
Remarque. Cette assertion vaut en fait pour tout groupe re´ductif connexe G.
Pour un entier N ≥ 1 et un re´el D, posons
I(N,D) =
∫
G(F )
ΞG(g)2κN(g)σ(g)
Ddg.
(2) Cette inte´grale est convergente ; le re´el D e´tant fixe´, il existe un re´el R tel que
I(N,D) << NR
pour tout entier N ≥ 1.
Pour u ∈ U(F ) et tout i = 1, ..., r, on note ui,i−1 la coordonne´e ui,i−1 = qV (uvi−1, v−i).
Pour tout entier c ≥ 1, on note U(F )c l’ensemble des u ∈ U(F ) tels que valF (ui,i−1) ≥ −c
pour tout i = 1, ..., r. C’est un sous-groupe de U(F ) conserve´ par conjugaison par H(F ).
Pour un re´el D et un e´le´ment m ∈M(F ), on pose
X(c,D,m) =
∫
U(F )c
ΞG(um)σ(um)Ddu.
(3) Cette expression est convergente. Pour D fixe´, il existe un re´el R tel que
X(c,D,m) << cRσ(m)RδP (m)
1/2ΞM(m)
pour tous c ≥ 1 et tout m ∈M(F ).
(4) Pour tout re´el D et tout entier c ≥ 1, l’inte´grale∫
H(F )U(F )c
ΞH(h)ΞG(hu)σ(hu)Ddu dh
est convergente.
(5) Pour tout re´el D et tout entier c ≥ 1, l’inte´grale∫
H(F )U(F )c
∫
H(F )U(F )c
ΞG(hu)ΞH(h′h)ΞG(h′u′)σ(hu)Dσ(h′u′)Ddu′ dh′ du dh
est convergente.
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Soient D et C deux re´els, c, c′ et N trois entiers. On suppose C, c, c′, N ≥ 1. Pour
m ∈M(F ), h ∈ H(F ), u, u′ ∈ U(F ), posons
φ(m, h, u, u′;D) = ΞH(h)ΞG(u′m)ΞG(u−1h−1u′m)κN (m)σ(u
′)Dσ(u)Dσ(h)Dσ(m)DδP (m)
−1.
Posons
I(c, N,D) =
∫
M(F )
∫
H(F )U(F )c
∫
U(F )
φ(m, h, u, u′;D)du′ du dh dm,
I(c, c′, N,D) =
∫
M(F )
∫
H(F )U(F )c
∫
U(F )−U(F )c′
φ(m, h, u, u′;D)du′ du dh dm,
I(c, c′, N, C,D) =
∫
M(F )
∫
H(F )U(F )c
∫
U(F )c′
1σ≥C(hu)φ(m, h, u, u
′;D)du′ du dh dm.
(6) L’inte´grale I(c, N,D) est convergente ; les termes c et D e´tant fixe´s, il existe un
re´el R tel que
I(c, N,D) << NR
pour tout N ≥ 1.
(7) L’inte´grale I(c, c′, N,D) est convergente ; les termes c et D e´tant fixe´s, pour tout
re´el R, il existe α > 0 tel que
I(c, c′, N,D) << N−R
pour tout N ≥ 2 et tout c′ ≥ αlog(N).
(8) l’inte´grale I(c, c′, N, C,D) est convergente ; les termes c et D e´tant fixe´s, pour
tout re´el R, il existe α > 0 tel que
I(c, c′, N, C,D) << N−R
pour tout N ≥ 1, tout c′ ≥ 1 et tout C ≥ α(log(N) + c′).
4.4 Preuve de la majoration 4.3(1)
Fixons un Le´vi minimal Mmin de G tel que K soit en bonne position relativement a`
Mmin. Soit Pmin =MminUmin ∈ P(Mmin). On a∫
G(F )
1σ<b(g)dg =
∫
K
∫
Umin(F )
∫
Mmin(F )
1σ<b(muk)dmdu dk.
D’apre`s [W2] lemme II.3.1, il existe c1 > 0 tel que la relation σ(muk) < b entraˆıne
σ(m) < c1b, σ(u) < c1b. Alors
(1)
∫
G(F )
1σ<b(g)dg <<
∫
Umin(F )
1σ<c1b(u)du
∫
Mmin(F )
1σ<c1b(m)dm.
Montrons que la premie`re inte´grale ve´rifie la condition requise. On peut fixer des co-
ordonne´es (uj)j∈J sur Umin de sorte que du =
∏
j∈J duj et que la condition 1σ<c1b(u)
entraˆıne valF (uj) > −c2b pour tout j, pour une constante c2 > 0 convenable. Or il existe
c3 tel que la mesure de l’ensemble {x ∈ F ; valF > −c2b} soit borne´e par exp(c3b), d’ou`
le re´sultat. On doit borner la seconde inte´grale de (1), ce qui nous rame`ne au cas ou`
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G = Mmin. Dans ce cas, G(F ) est le produit de AG(F ) et d’un sous-ensemble compact.
Cela nous rame`ne au cas ou` G = AG est un tore de´ploye´. On se rame`ne imme´diatement
au cas ou` ce tore est de dimension 1. Alors il existe une constante c4 > 0 telle que notre
inte´grale soit la mesure de l’ensemble {x ∈ F×; |valF (x)| < c4b} (pour la mesure de Haar
multiplicative). Cette mesure est essentiellement borne´e par b. 
4.5 Majoration d’une inte´grale unipotente, cas r ≥ 2
Supposons r ≥ 1. Pour tout i = 1, ..., r, on note Pi le sous-groupe parabolique des
e´le´ments de G qui conservent le drapeau
Fvr ⊂ Fvr ⊕ Fvr−1 ⊂ ... ⊂ Fvr ⊕ ...⊕ Fvi.
On note Ui le radical unipotent de Pi et Mi la composante de Le´vi qui contient M .
Notons Ur,♮ le sous-groupe des e´le´ments u ∈ Ur tels que ur,r−1 = 0. Pour un re´el D,
posons
Ir,♮(b,D) =
∫
Ur,♮(F )
1σ≥b(u)δP¯ (mP¯ (u))
1/2ΞM(mP¯ (u))σ(u)
Ddu.
Lemme. Supposons r ≥ 2. L’inte´grale ci-dessus est convergente. Pour D fixe´, il existe
ǫ > 0 tel que
Ir,♮(b,D) << exp(−ǫb)
pour tout b ≥ 0.
Preuve. Notons V♭ l’orthogonal dans V de l’espace de dimension 4 engendre´ par vr,
vr−1, v1−r et v−r. Pour x ∈ V♭ et y ∈ F , notons u(x, y) l’unique e´le´ment de U♮(F ) tel
que u(x, y)v−r = v−r + x+ yvr−1 − qV (x)vr. Alors (x, y) 7→ u(x, y) est un isomorphisme
de V♭ × F sur U♮(F ). On pose simplement u(x) = u(x, 0) et y = u(0, y). Une description
analogue vaut sur le corps de base F¯ . On note Ur,♯, resp. Y , le sous-groupe de Ur,♮ forme´
des u(x), resp. y. On a Ur,♮ = Ur,♯Y . Notons V♯ l’orthogonal dans V du plan engendre´
par vr−1 et v1−r. Notons G♯ le groupe spe´cial orthogonal de V♯ et affectons d’un indice ♯
les intersections avec G♯ des groupes que l’on a introduits. En particulier Pr,♯ = G♯ ∩Pr.
On voit que Ur,♯ n’est autre que le radical unipotent de Pr,♯. Soit x ∈ V♭, introduisons
l’e´le´ment mP¯♯(u(x)), que l’on e´crit a(x)g0(x), avec a(x) ∈ A(F ), g0(x) ∈ G0(F ). On a
a(x)r−1 = 1 puisque a(x) ∈ G♯(F ). Pour tout v ∈ V , notons valR(v) le plus grand entier
n ∈ Z tel que v ∈ pnFR. On a
(1) il existe c1, c2 ∈ Z tel que valF (a(x)r) = inf(0, c1 + valR(x), c2 + valF (qV (x))) ; il
existe ǫ1 > 0 tel que |a(x)r|−1F << exp(−ǫ1σ(u(x))).
En effet, posons k = u(x)−1mP¯♯(u(x))uP¯♯(u(x)). On a k = kP¯♯(u(x))
−1 ∈ K. Donc
valR(kv−r) = valR(v−r). Mais kv−r = a(x)
−1
r (v−r − x− qV (x)vr), d’ou`
valR(kv−r) = −valF (a(x)) + valR(v−r − x− qV (x)vr).
D’apre`s la de´finition de R, on a
valR(v−r − x− qV (x)vr) = inf(valR(v−r), valR(x), valF (qV (x) + valR(vr)).
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En utilisant toutes ces e´galite´s, on obtient
valF (a(x)r) = inf(0,−valR(v−r) + valR(x), valR(vr)− valR(v−r) + valF (qV (x))).
D’ou` la premie`re assertion de (1). La seconde s’en de´duit imme´diatement.
On a l’e´galite´ mP¯ (u(x)) = mP¯♯(u(x)). On calcule
δP¯ (mP¯ (u(x)))
1/2ΞM (mP¯ (u(x))) = Ξ
G0(g0(x))
∏
i=1,...,r
|a(x)i|1−i−dV0/2F ,
δP¯♯(mP¯♯(u(x)))
1/2ΞM♯(mP¯♯(u(x))) = Ξ
G0(g0(x))|a(x)r|2−r−dV0/2F
∏
i=1,...,r−2
|a(x)i|1−i−dV0/2F ,
d’ou`
(2) δP¯ (mP¯ (u(x)))
1/2ΞM(mP¯ (u(x))) = |a(x)r|−1F δP¯♯(mP¯♯(u(x)))1/2ΞM♯(mP¯♯(u(x))).
Soient x ∈ V♭ et y ∈ F . On a
mP¯ (u(x)y) = mP¯ (u(x))mP¯ (kP¯ (u(x)y).
Il existe donc R1 > 0 tel que
(3) δP¯ (mP¯ (u(x)y))
1/2ΞM(mP¯ (u(x)y)) << δP¯ (mP¯ (u(x)))
1/2ΞM(mP¯ (u(x))exp(R1σ(y)),
ou` σ(y) = sup(1,−valF (y)). Introduisons un re´el µ > 0 que nous fixerons plus tard et
posons
I1r,♮(b,D) =
∫
y∈F ;valF (y)≥−µb
∫
V♭
1σ≥b(u(x)y)δP¯ (mP¯ (u(x)y))
1/2
ΞM(mP¯ (u(x)y))σ(u(x)y)
Ddx dy.
Pour y tel que valF (y) ≥ −µb, on a |σ(u(x)y)− σ(u(x))| << µb. Si µ est assez petit, la
condition 1σ≥b(u(x)y) = 1 entraˆıne 1σ≥b/2(u(x)) = 1. Graˆce a` (3), on obtient
I1r,♮(b,D) <<
∫
V♭
1σ≥b/2(u(x))δP¯ (mP¯ (u(x)))
1/2ΞM(mP¯ (u(x)))σ(u(x))
Ddx
∫
y∈F ;valF (y)≥−µb
(µb)Dexp(R1σ(y))dy.
Il existe R2 tel la dernie`re inte´grale soit borne´e par exp(R2µb). Dans la premie`re inte´grale,
on utilise (1) et (2). Pour 1σ≥b/2(u(x)) = 1, on a
δP¯ (mP¯ (u(x)))
1/2ΞM(mP¯ (u(x)) <<
exp(−ǫ1b/4− ǫ1σ(u(x))/2)δP¯ (mP¯♯(u(x)))1/2ΞM♯(mP¯♯(u(x))).
Alors
I1r,♮(b,D) << exp(R2µb− ǫ1b/4)
∫
V♭
exp(−ǫ1σ(u(x))/2)δP¯ (mP¯♯(u(x)))1/2
ΞM♯(mP¯♯(u(x)))σ(u(x))
Ddx.
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D’apre`s [W2] lemme II.4.3, cette inte´grale est convergente. Choisissons µ tel que ǫ1/4−
R2µ > 0 et notons ǫ2 ce dernier terme. On obtient alors
I1r,♮(b,D) << exp(−ǫ2b).
Le re´el µ e´tant maintenant fixe´, posons
I2r,♮(b,D) =
∫
y∈F ;valF (y)<−µb
∫
V♭
1σ≥b(u(x)y)δP¯ (mP¯ (u(x)y))
1/2
ΞM(mP¯ (u(x)y))σ(u(x)y)
Ddx dy.
Il nous reste a` majorer cette expression. Soit y ∈ F tel que valF (y) < µb. Le groupe Y
est en fait le sous-groupe unipotent U2 du groupe GL2 agissant dans le plan engendre´
par vr−1 et v−r. Dans GL2, on a l’e´galite´ habituelle
(4)
(
1 y
0 1
)
=
(
y 0
0 y−1
)(
1 0
y 1
)(
y−1 1
−1 0
)
.
On en de´duit une e´galite´ y = a(y)n¯(y)k(y) ou`
a(y) est l’e´le´ment de A(F ) tel que a(y)r = a(y)r−1 = y et a(y)i = 1 pour i =
1, ..., r − 2 ;
n¯(y) est l’e´le´ment de UP¯ (F ) qui envoie vr sur vr − yv1−r, vr−1 sur vr−1 + yv−r et fixe
les autres vecteurs v±i ainsi que V0 ;
k(y) est un e´le´ment qui reste borne´.
Soit x ∈ V♭. On a u(x)a(y) = a(y)u(y−1x). Posons x′ = y−1x. Un calcul matri-
ciel montre que u(x′)n¯(y)u(x′)−1 = n¯(x′, y)n(x′, y), ou` n¯(x′, y) ∈ UP¯ (F ) et n(x′, y) est
l’e´le´ment de UP (F ) qui envoie vr−1 sur vr−1− yqV (x′)vr, v−r sur v−r+ yqV (x′)v1−r et qui
fixe les autres v±i ainsi que V0. D’ou`
u(x)y = a(y)n¯(x′, y)n(x′, y)u(x′)k(y)
= a(y)n¯(x′, y)n(x′, y)a(x′)g0(x
′)uP¯♯(u(x
′))kP¯♯(u(x
′))k(y).
Posons n′(x′, y) = a(x′)−1n(x′, y)a(x′). C’est l’e´le´ment de UP (F ) qui envoie vr−1 sur
vr−1−ya(x′)−1r qV (x′)vr, v−r sur v−r+ya(x′)−1r qV (x′)v1−r et qui fixe les autres v±i ainsi que
V0. Cet e´le´ment n
′(x′, y) appartient au sous-groupe unipotent U2 du groupe GL2 agissant
dans le plan engendre´ par v1−r et v−r. En utilisant (4), on a n
′(x′, y) = a(x′, y)n¯′(x′, y)k(x′, y)
ou` n¯′(x′, y) ∈ UP¯ (F ), k(x′, y) reste borne´ et a(x′, y) est l’e´le´ment de A(F ) tel que
- si valF (qV (x
′)) + valF (y)− valF (a(x′)r) ≥ 0, a(x′, y) = 1 ;
- si valF (qV (x
′))+valF (y)−valF (a(x′)r) < 0, a(x′, y)r = a(x′)−1r yqV (x), a(x′, y)r−1 =
a(x′)ry
−1qV (x
′)−1, et a(x′, y)i = 1 pour tout i = 1, ..., r − 2.
D’ou`
u(x)y = a(y)n¯(x′, y)a(x′)a(x′, y)n¯′(x′, y)k(x′, y)g0(x
′)uP¯♯(u(x
′))kP¯♯(u(x
′))k(y).
L’e´le´ment k(x′, y) appartient au meˆme groupe GL2 que ci-dessus. Ce groupe commute a`
G0. Il conserve le radical unipotent du sous-groupe parabolique de G forme´ des e´le´ments
qui conservent le drapeau
Fv−r ⊕ Fv1−r ⊂ Fv−r ⊕ Fv1−r ⊕ Fv2−r ⊂ ... ⊂ Fv−r ⊕ ...⊕ Fv−1.
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Ce radical unipotent est contenu dans UP¯ et contient UP¯♯. Donc k(x
′, y)uP¯♯(u(x
′))k(x′, y)−1 ∈
UP¯ (F ). Finalement
u(x)y ∈ UP¯ (F )a(y)a(x′)a(x′, y)g0(x′)Γ,
ou` Γ est un ensemble borne´. On en de´duit, graˆce a` (2)
δP¯ (mP¯ (u(x)y))
1/2ΞM(mP¯ (u(x)y)) << δP¯ (a(y)a(x
′, y))1/2δP¯ (mP¯ (u(x
′)))1/2ΞM(mP¯ (u(x
′)))
<< δP¯ (a(y)a(x
′, y))1/2|a(x′)r|−1F δP¯♯(mP¯♯(u(x′)))1/2ΞM♯(mP¯♯(u(x′))).
On calcule
δP¯ (a(y))
1/2 = |y|3−dVF ,
δP¯ (a(x
′, y))1/2 = |a(x′, y)r−1|F .
Dans l’inte´grale I2r,♮(b,D), effectuons le changement de variable x 7→ yx, autrement dit
x′ 7→ x. Cela remplace dx par |y|dV −4F dx. En majorant la fonction 1σ≥b(u(x)y) par 1, on
obtient
(5) I2r,♮(b,D) <<
∫
y∈F ;valF (y)<−µb
∫
V♭
|a(x)r|−1δP¯♯(mP¯♯(u(x)))1/2
ΞM♯(mP¯♯(u(x)))|a(x, y)r−1|Fσ(y)Dσ(u(x))D|y|−1F dx dy.
Posons R♭ = R∩V♭ et notons R∨♭ son dual, c’est-a`-dire R∨♭ = {v ∈ V♭; ∀v′ ∈ R♭, qV (v, v′) ∈
oF}. De´composons le membre de droite de (5) en deux inte´grales, I3r,♮(b,D)+I4r,♮(b,D), ou`,
dans I3r,♮(b,D), resp. I
4
r,♮(b,D), on restreint l’inte´gration aux x ∈ p−c1F R♭, resp. x 6∈ p−c1F R♭.
On doit de´montrer que chacune des deux inte´grales ve´rifie la majoration de l’e´nonce´.
Dans I3r,♮(b,D), u(x) reste dans un compact et tous les termes de´pendant de x sont
borne´s. D’ou`
I3r,♮(b,D) <<
∫
y∈F ;valF (y)<−µb
X(y)σ(y)D|y|−1F dy,
ou`
X(y) =
∫
p
−c1
F R♭
|a(x, y)r−1|Fdx.
Il existe c3 > 0 tel que |valF (a(x)r)| ≤ c3 pour tout x ∈ p−c1F R♭. On a alors
|a(x, y)r−1|F ≤
{
1, si valF (qV (x)) + valF (y) ≥ −c3,
qc3|yqV (x)|−1F , si valF (qV (x)) + valF (y) < −c3.
Pour tout entier k ∈ Z, notons m(k) la mesure de l’ensemble des x ∈ p−c1F R♭ tels que
valF (qV (x)) = k. Certainement, cette valuation est borne´e infe´rieurement, donc il existe
c4 tel que m(k) = 0 si k < c4. On obtient
X(y) <<
∑
k;c4≤k<−c3−valF (y)
m(k)|y|−1F qk +
∑
−c3−valF (y)≤k
m(k).
On ve´rifie que l’on a une majoration m(k) << q−k/2. Alors
X(y) << |y|−1/2F σ(y).
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En reportant cette majoration dans I3r,♮(b,D), on obtient
I3r,♮(b,D) <<
∫
y∈F ;valF (y)<−µb
σ(y)D+1|y|−3/2F dy.
Mais il existe ǫ3 > 0 tel que cette inte´grale soit borne´e par exp(−ǫ3b). C’est ce qu’on
voulait.
Traitons maintenant l’inte´grale I4r,♮(b,D). Choisissons un entier c4 tel que
(6)(i) pc4F R
∨
♭ ⊂ p−c1F R♭ ;
(6)(ii) valF (qV (v)) ≥ sup(0,−c1 + c4) pour tout v ∈ pc4F R∨♭ ;
(6)(iii) u(v) ∈ K pour tout v ∈ pc4F R∨♭ ;
(6)(iv) c4 + c2 − c1 > 0.
Pour y ∈ F tel que valF (y) < −µb, posons n(y) = c4 + [−valF (y)2 ]. D’apre`s (6)(i),
l’ensemble V♭ − p−c1F R♭ est stable par translation par pn(y)F R∨♭ . Dans l’inte´grale inte´rieure
de I4r,♮(b,D), on peut remplacer x par x + v, avec v ∈ pn(y)F R∨♭ , puis inte´grer sur v, tout
en divisant par mes(p
n(y)
F R
∨
♭ ). On a u(x + v) = u(x)u(v) et u(v) ∈ K d’apre`s (6)(iii).
Donc σ(u(x+ v)) = σ(u(x)), mP¯♯(u(x+ v)) = mP¯♯(u(x)) et a(x+ v) = a(x). On obtient
I4r,♮(b,D) =
∫
y∈F ;valF (y)<−µb
∫
V♭−p
−c1
F R♭
|a(x)r|−1δP¯♯(mP¯♯(u(x)))1/2ΞM♯(mP¯♯(u(x)))α(x, y)
σ(y)Dσ(u(x))D|y|−1F dx dy,
ou`
α(x, y) = mes(p
n(y)
F R
∨
♭ )
−1
∫
p
n(y)
F R
∨
♭
|a(x+ v, y)r−1|Fdv.
Fixons x, y intervenant dans l’inte´grale ci-dessus. Montrons que
(7) on a α(x, y) << |y|−1/2F σ(y).
On a valR(x) < −c1 donc, d’apre`s (1)
valF (a(x)r) = inf(valR(x) + c1, valF (qV (x)) + c2) < 0.
Pour v ∈ pn(y)F R∨♭ , on a a(x + v) = a(x) comme on vient de le dire et la valeur de
a(x+ v, y)r−1 est fonction de valF (qV (x+ v)) + valF (y)− valF (a(x)r). Notons N(v) cet
entier. On a qV (x + v) = qV (x) + qV (x, v) + qV (v) et valF (qV (x, v)) ≥ valR(x) + n(y).
Supposons d’abord valF (qV (x)) < valR(x) + n(y). Graˆce a` (6)(ii), on a
valR(x) + n(y) < −c1 + c4 + [−valF (y)
2
] ≤ −c1 + c4 + 2[−valF (y)
2
] ≤ valF (qV (v)).
Donc valF (qV (x + v)) = valF (qV (x)). Si valF (a(x)r) = valF (qV (x)) + c2, alors N(v) =
valF (y)− c2 ≤ −c2. D’apre`s la de´finition de a(x+ v, y)r−1, on a
|a(x+ v)r−1|F ≤ qN(v) << |y|−1F ,
et α(x, y) << |y|−1F . Si valF (a(x)r) = valR(x) + c1, on a
N(v) < valR(x)+n(y)+valF (y)−valF (a(x)r) = n(y)+valF (y)−c1 ≤ c4−c2+valF (y)/2,
d’ou` |a(x + v)r−1|F ≤ qN(v) << |y|−1/2F , puis α(x, y) << |y|−1/2F . Supposons maintenant
valF (qV (x)) ≥ valR(x) + n(y). Graˆce a` (6)(iv), valF (qV (x)) + c2 > valR(x) + c1, donc
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valF (a(x)r) = valR(x) + c1. Choisissons une base (xj)j=1,...,m de R♭ sur oF de sorte que
x = ̟
valR(x)
F x1. Introduisons la base duale (x
∨
j )j=1,...,m de R
∨
♭ . Introduisons des coor-
donne´es sur p
n(y)
F R
∨ en posant v = ̟
n(y)
F ((z1 −̟−valR(x)−n(y)F qV (x))x∨1 +
∑
j=2,...,m zjx
∨
j ).
Les zj parcourent oF . On peut supposer dv =
∏
j=1,...,m dzj et alors mes(p
n(y)
F R
∨
♭ ) est
inde´pendant de y. On a qV (x) + qV (x, v) = ̟
valR(x)+n(y)
F z1. On a
valF (qV (x) + qV (x, v)) + valF (y)− valF (a(x)r) = valF (z1)− n′(y),
ou` n′(y) = c1 − valF (y)− n(y) = c1 − c4 + [1−valF (y)2 ]. Remarquons que, graˆce a` (6)(ii),
on a
valF (qV (v)) + valF (y)− valF (a(x)r) ≥ 2[−valF (y)
2
] + valF (y) + 1 ≥ 0.
Si valF (z1) < n
′(y), alors N(v) = valF (z1) − n′(y) et |a(x + v)r−1|F = q−n′(y)|z1|−1F . Si
valF (z1) ≥ n′(y), alors N(v) ≥ 0 et |a(x+ v)r−1|F = 1. D’ou`
α(x, y) <<
∫
z1∈oF ;valF (z1)<n′(y)
q−n
′(y)|z1|−1F dz1 +
∫
z1∈oF ;valF (z1)≥n′(y)
dz1.
On voit que α(x, y) << (1 + |n′(y)|)q−n′(y) << σ(y)|y|−1/2. On a obtenu la majoration
(7) dans tous les cas.
Alors
I4r,♮(b,D) <<
∫
y∈F ;valF (y)<−µb
σ(y)D+1|y|−3/2F dy∫
V♭
|a(x)r|−1δP¯♯(mP¯♯(u(x)))1/2ΞM♯(mP¯♯(u(x)))σ(u(x))Ddx.
Il existe ǫ4 > 0 tel que la premie`re inte´grale soit majore´e par exp(−ǫ4b). Lorsque l’on a
traite´ l’inte´grale I1r,♮(b,D), on a montre´ que la seconde inte´grale e´tait convergente. D’ou`
la majoration cherche´e pour l’inte´grale I4r,♮(b,D), ce qui ache`ve la preuve. 
4.6 Majoration d’une inte´grale unipotente, cas r = 1
Lemme. Supposons r = 1. L’inte´grale de´finissant I1,♮(b,D) est convergente et, D e´tant
fixe´, il existe ǫ > 0 tel que
I1,♮(b,D) << exp(−ǫb)
pour tout b ≥ 0.
Preuve. Puisque r = 1, on a P1 = P . Notons V♯ le sous-espace de V orthogonal a` la
droite D0 porte´e par v0. Avec les meˆmes notations que dans le paragraphe pre´ce´dent,
on a U1,♮ = U♯. Fixons un sous-groupe compact spe´cial K♯ de G♯(F ), en bonne position
relativement a` M♯. Il n’est pas force´ment inclus dans K. Pour u ∈ U1,♮(F ), on a u =
mP¯♯(u)uP¯♯(u)kP¯♯(u) et on en de´duit que mP¯ (u)mP¯♯(u)
−1 reste dans un compact. Ecrivons
mP¯♯(u) = a(u)g0(u), avec a(u) ∈ A(F ) et g0(u) ∈ G0(F ). Comme dans le paragraphe
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pre´ce´dent, on voit qu’il existe ǫ1 > 0 tel que |a(u)1|−1F << exp(−ǫ1σ(u)) et que l’on a
l’e´galite´
δP¯ (mP¯ (u))
1/2ΞM(mP¯ (u)) << |a(u)1|−1/2F δP¯♯(mP¯♯(u))1/2ΞM♯(mP¯♯(u)).
Alors
I1,♮(b,D) << exp(−ǫ1b/4)
∫
U♯(F )
δP¯♯(mP¯♯(u))
1/2ΞM♯(mP¯♯(u))exp(−ǫ1σ(u)/4)σ(u)Ddu.
L’inte´grale est convergente d’apre`s le lemme II.4.3 de [W2]. D’ou` le re´sultat. 
4.7 Preuve de 4.3(3)
Si r = 0, U = {1} et l’assertion 4.3(3) est e´vidente. Supposons r ≥ 1. On a introduit
le sous-groupe parabolique Pr = MrUr en 4.5. Pour x ∈Mr(F ), posons
Xr(c,D, x) =
∫
Ur(F )∩U(F )c
ΞG(ux)σ(ux)Ddu.
On va montrer que
(1) cette inte´grale est convergente ; le re´el D e´tant fixe´, il existe un re´el D′ tel que
Xr(c,D, x) << c
D′σ(x)D
′
δPr(x)
1/2ΞMr(x)
pour tous c, x.
Auparavant, montrons que cette assertion entraˆıne 4.3(3). On a
X(c,D,m) =
∫
Mr(F )∩U(F )c
∫
Ur(F )∩U(F )c
ΞG(uvm)σ(uvm)Ddu dv
=
∫
Mr(F )∩U(F )c
Xr(c,D, vm)dv.
Graˆce a` (1), on a
X(c,D,m) << cD
′
∫
Ur(F )∩U(F )c
δPr(vm)
1/2ΞMr(vm)σ(vm)D
′
dv.
On a δPr(vm) = δPr(m) pour tout v. On a Mr = GL1 × G˜, ou` G˜ est le groupe spe´cial
orthogonal de l’orthogonal dans V du plan engendre´ par vr et v−r. On aMr∩U = G˜∩U .
Ecrivons m = (a, m˜), avec a ∈ GL1(F ), m˜ ∈ G˜(F ). Alors ΞMr(vm) = ΞG˜(vm˜). D’ou`
X(c,D,m) << cD
′
σ(a)D
′
δPr(m)
1/2
∫
G˜(F )∩U(F )c
ΞG˜(vm˜)σ(vm˜)D
′
dv.
Mais cette inte´grale est analogue a` celle de de´part : on a remplace´ G par G˜, D par D′ et
m par m˜. En passant de G a` G˜, on remplace r par r − 1. En raisonnant par re´currence
sur r, on peut supposer qu’il existe R′ tel que l’inte´grale soit essentiellement majore´e par
cR
′
σ(m˜)R
′
δP∩G˜(m˜)
1/2ΞM(m˜). Alors
X(c,D,m) << cD
′+R′σ(a)D
′
σ(m˜)R
′
δPr(m)
1/2δP∩G˜(m˜)
1/2ΞM(m˜).
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Mais δPr(m)δP∩G˜(m˜) = δP (m) et Ξ
M(m˜) = ΞM(m), d’ou` la majoration cherche´e.
La preuve de (1) est analogue a` celle du lemme 3.3. Introduisons un re´el b > 0 que
nous pre´ciserons par la suite. On de´compose Xr(c,D, x) en Xr,<b(c,D, x)+Xr,≥b(c,D, x),
ou`
Xr,<b(c,D, x) =
∫
Ur(F )∩U(F )c
1σ<b(ux)Ξ
G(ux)σ(ux)Ddu,
Xr,≥b(c,D, x) =
∫
Ur(F )∩U(F )c
1σ≥b(ux)Ξ
G(ux)σ(ux)Ddu.
Dans la premie`re, on a σ(ux) < b, donc
Xr,<b(c,D, x) << b
D′
∫
Ur(F )
ΞG(ux)σ(ux)D−D
′
du
pour tout re´el D′ > 0. D’apre`s [W2] proposition II.4.5, si D′ est assez grand, cette
inte´grale est convergente et essentiellement borne´e par δPr(x)
1/2ΞMr(x). Pour un tel D′,
on a donc
(2) Xr,<b(c,D, x) << b
D′δPr(x)
1/2ΞMr(x).
Introduisons le ”sous-groupe radiciel” e´vident Ur,r−1 de Ur. On a la de´composition
Ur = Ur,♮Ur,r−1, avec la notation de 4.5 et Ur(F ) ∩ U(F )c = Ur,♮(F )Ur,r−1(F )c, ou`
Ur,r−1(F )c = Ur,r−1(F ) ∩ U(F )c. D’ou`
Xr,≥b(c,D, x) =
∫
Ur,r−1(F )c
∫
Ur,♮(F )
1σ≥b(uv)Ξ
G(uvx)σ(uvx)Ddu dv.
Il existe c1 > 0 tel que σ(v) < c1c pour tout v ∈ Ur,r−1(F )c. Si b > 2c1c, la condition
σ(uv) ≥ b entraˆıne σ(u) ≥ b/2. On suppose b > 2c1c. On a encore la majoration 3.3(5),
d’ou`, comme en 3.3,
Xr,≥b(c,D, x) << exp(αc1c+ ασ(x))
∫
Ur,♮(F )
1σ≥b/2Ξ
G(u)σ(u)Ddu,
pour un α > 0 convenable. D’apre`s [W2], lemmes II.1.1 et II.3.2, il existe un re´el D′′ tel
que
ΞG(g) << δP¯ (mP¯ (g))
1/2ΞM(mP¯ (g))σ(g)
D′′
pour tout g ∈ G(F ). Alors l’inte´grale ci-dessus est borne´e par l’inte´grale Ir,♮(b/2, D+D′′)
de 4.5. En utilisant les lemmes 4.5 ou 4.6 selon la valeur de r, elle est essentiellement
borne´e par exp(−ǫb) pour un ǫ > 0 convenable. Enfin, on ve´rifie qu’il existe c2 > 0 tel
que l’on ait la majoration
exp(−c2σ(x)) << δPr(x)1/2ΞMr(x).
Alors
Xr,≥b(c,D, x) << exp(αc1c+ (α + c2)σ(x)− ǫb)δPr(x)1/2ΞMr(x).
On choisit maintenant b = 2c1c+ ǫ
−1αc1c+ ǫ
−1(α + c2)σ(x). Alors
Xr,≥b(c,D, x) << δPr(x)
1/2ΞMr(x).
Cette majoration et (2) entraˆınent (1). 
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4.8 Majoration d’inte´grales doubles sur U(F )
Soient D un re´el, c et c′ deux entiers. Supposons c′ ≥ c > 0. Remarquons que
l’ensemble U(F )− U(F )c′ est invariant par translation par U(F )c. Pour m,m′ ∈ M(F ),
posons
X(c,D,m,m′) =
∫
U(F )/U(F )c
∫
U(F )c
∫
U(F )c
ΞG(uvm)ΞG(uv′m′)σ(uvm)Dσ(uv′m′)Ddv′ dv du,
X(c, c′, D,m,m′) =
∫
(U(F )−U(F )c′ )/U(F )c
∫
U(F )c
∫
U(F )c
ΞG(uvm)
ΞG(uv′m′)σ(uvm)Dσ(uv′m′)Ddv′ dv du,
X(D,m,m′) =
∫
U(F )
ΞG(um)ΞG(um′)σ(um)Dσ(um′)Ddu.
Lemme. (i) Ces inte´grales sont convergentes.
(ii) Le re´el D e´tant fixe´, il existe un re´el R tel que
X(c,D,m,m′) << cRσ(m)RδP (m)
1/2ΞM(m)σ(m′)RδP (m
′)1/2ΞM(m′)
pour tous m,m′ ∈M(F ) et tout c ≥ 1.
(iii) Les termes c et D e´tant fixe´s, il existe un re´el R et un re´el ǫ > 0 tels que
X(c, c′, D,m,m′) << exp(−ǫc′)σ(m)RδP (m)1/2ΞM(m)σ(m′)RδP (m′)1/2ΞM(m′)
pour tous m,m′ ∈M(F ) et tout c′ ≥ c.
(iv) Le re´el D e´tant fixe´, il existe un re´el R tel que
X(D,m,m′) << σ(m)RδP (m)
1/2ΞM(m)σ(m′)RδP (m
′)1/2ΞM(m′)
pour tous m,m′ ∈M(F ).
Preuve. L’application
U(F )/U(F )c → (F/p−cF )r
u 7→ (ur,r−1 + p−cF , ..., u1,0 + p−cF )
est un isomorphisme. De´finissons une fonction valcF sur F par val
c
F (x) = 0 si x ∈ p−cF ,
valcF (x) = valF (x) + c si x 6∈ p−cF . Elle se quotiente en une fonction sur F/p−cF . Pour
u ∈ U(F )/U(F )c, posons valcF (u) =
∑
i=1,...,r val
c
F (ui,i−1). Montrons que :
(1) il existe un re´el D1 tel que l’on ait une majoration∫
U(F )c
ΞG(uvm)σ(uvm)Ddv << (c− valcF (u))D1qval
c
F (u)σ(m)D1δP (m)
1/2ΞM(m)
pour tout m ∈M(F ), tout c ≥ 1 et tout u ∈ U(F )/U(F )c.
Soit a ∈ A(F )∩K. On peut remplacer ΞG(uvm)σ(uvm)D par ΞG(auvma−1)σ(auvma−1)D.
On peut ensuite inte´grer en a. Puisque a commute a` m et normalise U(F )c, on obtient∫
U(F )c
ΞG(uvm)σ(uvm)Ddv <<
∫
A(F )∩K
∫
U(F )c
ΞG(aua−1vm)σ(aua−1vm)Ddv da.
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Conside´rons l’application
A(F ) ∩K → U(F )/U(F )c
a 7→ aua−1U(F )c.
On ve´rifie que son jacobien est borne´ par qval
c
F (u). Son image est contenue dans U(F )−valcF (u)+c/U(F )c.
D’ou`∫
U(F )c
ΞG(uvm)σ(uvm)Ddv << qval
c
F (u)
∫
U(F )−valc
F
(u)+c/U(F )c
∫
U(F )c
ΞG(uvm)σ(uvm)Ddv du
<< qval
c
F (u)
∫
U(F )−valc
F
(u)+c
ΞG(vm)σ(vm)Ddv.
Il reste a` faire appel a` 4.3(3) pour obtenir l’assertion (1).
Graˆce a` (1), on a
X(c,D,m,m′) << σ(m)D1δP (m)
1/2ΞM(m)σ(m′)D1δP (m
′)ΞM(m′)∫
U(F )/U(F )c
(c− valcF (u))2D1q2val
c
F (u)du.
Cette dernie`re inte´grale est produit d’inte´grales du type
(2)
∫
F/p−cF
(c− valcF (x))2D1q2val
c
F (x)dx.
On ve´rifie qu’il existe un re´el D2 tel que cette expression soit essentiellement borne´e par
cD2 . On en de´duit une majoration similaire pour l’inte´grale intervenant dans la formule
ci-dessus. Alors X(c,D,m,m′) ve´rifie la majoration du (ii) de l’e´nonce´.
Graˆce a` (1), on a
X(c,D,m,m′) << σ(m)D1δP (m)
1/2ΞM(m)σ(m′)D1δP (m
′)ΞM(m′)∫
(U(F )−U(F )c′ )/U(F )c
(c− valcF (u))2D1q2val
c
F (u)du.
Cette dernie`re inte´grale est combinaison line´aire de termes qui sont des produits d’inte´grales
du type (2) et d’au moins une inte´grale du type
(3)
∫
(F−p−c
′
F )/p
−c
F
(c− valcF (x))2D1q2val
c
F (x)dx.
On ve´rifie qu’il existe ǫ > 0 tel que cette expression soit essentiellement borne´e par
exp(−ǫc′). On en de´duit le (iii) de l’e´nonce´.
Soit v ∈ U(F ) ∩ K. Dans l’inte´grale X(D,m,m′), on peut remplacer ΞG(um) par
ΞG(vum), puis inte´grer sur v. Donc
X(D,m,m′) <<
∫
U(F )∩K
∫
U(F )
ΞG(vum)ΞG(um′)σ(vum)Dσ(um′)Ddu dv.
Choisissons c tel que U(F ) ∩K ⊂ U(F )c. On peut remplacer l’inte´grale sur U(F ) ∩K
par l’inte´grale sur U(F )c. Ce groupe e´tant distingue´ dans U(F ), on peut remplacer vu
par uv. On peut ensuite de´composer l’inte´grale sur U(F ) en la compose´e d’une inte´grale
sur U(F )c et d’une inte´grale sur U(F )/U(F )c. On obtient alors
X(D,m,m′) << X(c,D,m,m′),
et l’assertion (iv) re´sulte de (ii). 
45
4.9 Comparaison de ΞG et ΞH
Lemme. Supposons r = 0. Il existe ǫ > 0 tel que ΞG(h) << exp(−ǫσ(h))ΞH(h) pour
tout h ∈ H(F ).
Preuve. On a ne´cessairement dan,V = dan,W±1. Si dan,V = dan,W+1, fixons un syste`me
hyperbolique maximal (e±j)j=1,...,n de W . C’est aussi un syste`me hyperbolique maximal
de V . Si dan,V = dan,W − 1, fixons un syste`me hyperbolique maximal (e±j)j=2,...,n de
W . Notons Wan l’orthogonal dans W du sous-espace engendre´ par ces vecteurs. Fixons
un syste`me hyperbolique maximal (e±1) de Wan ⊕D0. Alors (e±j)j=1,...,n est un syste`me
hyperbolique maximal de V . On pose ι = 1 dans le premier cas, ι = 2 dans le second.
Notons Amin le sous-tore de´ploye´ maximal de G forme´ des e´le´ments qui conservent chaque
droite Fe±j pour j = 1, ..., n et qui agissent trivialement sur l’orthogonal du sous-espace
engendre´ par ces vecteurs. Pour a ∈ Amin(F ), et j = 1, ..., n, on note aj la valeur propre
de a sur le vecteur ej. Posons A
H
min = Amin∩H . C’est un sous-tore de´ploye´ maximal deH .
On sait qu’il existe un sous-ensemble compact Γ de H(F ) tel que H(F ) = ΓAHmin(F )Γ.
Il suffit donc de de´montrer le lemme pour les e´le´ments de AHmin(F ). On va de´montrer
(1) il existe un re´el D tel que
ΞG(h) << ΞH(h)σ(h)Dq−
P
j=ι,...,n |valF (hj)|/2
pour tout h ∈ AHmin(F ).
Cette relation implique la majoration de l’e´nonce´. Notons S le groupe des permu-
tations s de {±1, ...,±n} telles que s(−j) = −s(j) pour tout j ∈ {±1, ...,±n}. Si
dan,V = dan,W +1, on pose S
H = S ; si dan,V = dan,W −1, on note SH le sous-groupe des
s ∈ S qui fixent 1 et −1. Pour tout s ∈ S, notons Amin(F )−s l’ensemble des a ∈ Amin(F )
tels que
valF (asn) ≥ ... ≥ valF (as1) ≥ 0.
Le groupe AHmin(F ) est contenu dans la re´union des Amin(F )
−
s quand s de´crit S
H . On
peut fixer s et se limiter a` prouver (1) pour h ∈ AHmin(F ) ∩ Amin(F )−s . Fixons donc s.
Quitte a` re´indexer notre syste`me hyperbolique, on peut supposer s = 1. On abandonne
les indices s, en conservant les exposants −. Notons Pmin le sous-groupe parabolique de
G forme´ des e´le´ments qui conservent le drapeau
Fen ⊂ Fen ⊕ Fen−1 ⊂ ... ⊂ Fen ⊕ ...⊕ Fe1.
Posons PHmin = Pmin ∩H . D’apre`s [W2] lemme II.1.1, pour h ∈ AHmin(F ) ∩Amin(F )−, on
a
ΞH(h) >> δPHmin(h)
1/2.
Ce dernier terme est e´gal a` ∏
j=ι,...,n
|hj|j−ι+dan,W /2F
D’apre`s la meˆme re´fe´rence, il existe un re´el D tel que
ΞG(h) << σ(h)DδPGmin(h)
1/2.
Ce dernier terme s’e´crit ∏
j=1,...,n
|hj|j−1+dan,V /2F .
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Remarquons que dan,V /2 − 1 = 1/2 + dan,W/2 − ι et h1 = 1 si ι = 2. Ces relations
entraˆınent (1). 
4.10 Preuve des relations 4.3(4) et 4.3(5)
On veut prouver la convergence de
(1)
∫
H(F )U(F )c
ΞH(h)ΞG(hu)σ(hu)Ddu dh.
On utilise 4.3(3) pour majorer l’inte´grale sur U(F )c. En remarquant que δP (h) = 1
et ΞM(h) = ΞG0(h), on obtient qu’il existe un re´el D′ tel que l’inte´grale ci-dessus soit
essentiellement borne´e par ∫
H(F )
ΞH(h)ΞG0(h)σ(h)D
′
dh.
En appliquant le lemme 4.9 a` G0, il existe ǫ > 0 tel que cette expression soit essentielle-
ment borne´e par ∫
H(F )
ΞH(h)2exp(−ǫσ(h))dh.
Or cette inte´grale est convergente d’apre`s [W2] lemme II.1.5. D’ou` la relation 4.3(4).
On veut prouver la convergence de
(2)
∫
H(F )U(F )c
∫
H(F )U(F )c
ΞG(hu)ΞH(h′h)ΞG(h′u′)σ(hu)Dσ(h′u′)Ddu′ dh′ du dh.
Soit KH le sous-groupe compact spe´cial de H(F ) sous-jacent a` la de´finition de ΞH .
On peut remplacer h par kh, avec k ∈ KH , puis inte´grer sur k, tout en divisant par
mes(KH). Or ΞG(khu) << ΞG(hu) et σ(khu) << σ(hu). Le proce´de´ ci-dessus revient
donc a` remplacer le terme ΞH(h′h) par
mes(KH)−1
∫
KH
ΞH(h′kh)dk.
D’apre`s [W2] lemme II.1.3, ceci n’est autre que ΞH(h′)ΞH(h). Alors l’expression (2)
apparaˆıt comme le carre´ de l’expression (1). Elle est convergente puisque (1) l’est. Cela
prouve la relation 4.3(5).
4.11 Majoration d’une inte´grale de fonctions d’Harish-Chandra,
cas r = 0
On suppose dans ce paragraphe r = 0. Soit D un re´el. Pour h ∈ H(F ) et N ≥ 1 un
entier, posons
χ(h,N,D) =
∫
G(F )
ΞG(hx)ΞG(x)κN(x)σ(x)
Ddx.
Lemme. Cette inte´grale est convergente. Le re´el D e´tant fixe´, il existe un re´el R tel que
χ(h,N,D) << ΞG(h)NRσ(h)R
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pour tout h ∈ H(F ) et tout entier N ≥ 1.
Preuve. Si V est anisotrope, le groupe G(F ) est compact et l’assertion est e´vidente.
On suppose que V n’est pas anisotrope. Comme dans la preuve de 4.9, dont on reprend
les notations, on introduit un syste`me hyperbolique maximal (e±j)j=1,...,n de V . On note
Van l’orthogonal dans V du sous-espace engendre´ par ces vecteurs. Si dan,V = dan,W+1, v0
appartient a` Van. Si dan,V = dan,W−1, on peut choisir e1 et e−1 de sorte que v0 = e1+ν0e−1,
ou` ν0 = qV (v0). Il suffit de de´montrer le lemme pour h ∈ AHmin(F ). En effet, il existe un
sous-ensemble compact ΓH de H(F ) tel que H(F ) = ΓHAHmin(F )Γ
H . Ecrivons h = γ′aγ,
avec γ, γ′ ∈ ΓH et a ∈ AHmin(F ). On effectue le changement de variable x 7→ γ−1x.
Puisque la fonction κN est invariante a` gauche par H(F ), on obtient
χ(h,N,D) =
∫
G(F )
ΞG(γ′ax)ΞG(γ−1x)κN (x)σ(γ
−1x)Ddx.
Mais cette expression est essentiellement majore´e par χ(a,N,D), d’ou` l’assertion.
On suppose donc h ∈ AHmin(F ). Fixons un sous-groupe d’Iwahori I de G(F ) en bonne
position relativement a` Amin. Il est loisible de supposer que Ξ
G est biinvariante par I
(par contre, on ne suppose pas que I soit inclus dans le sous-groupe compact spe´cial K
que l’on a fixe´, c’est-a`-dire dans le fixateur du re´seau R). D’apre`s Bruhat-Tits, il existe
un sous-ensemble ouvert compact Γ de G(F ) tel que G(F ) = IAmin(F )Γ. On fixe Γ et on
suppose I ⊂ Γ. Le groupe I ∩Amin(F ) est le sous-groupe compact maximal de Amin(F ).
L’application
Amin(F ) → Zn
a 7→ (valF (a1), ..., valF (an))
se quotiente en un isomorphisme de Amin(F )/(I ∩ Amin(F )) sur Zn. Fixons un sous-
ensemble Λ ⊂ Amin(F ) qui s’envoie bijectivement sur Zn. Alors
χ(h,N,D) ≤
∑
a∈Λ
χ(h,N,D, a),
ou`
χ(h,N,D, a) =
∫
IaΓ
ΞG(hx)ΞG(x)κN(x)σ(x)
Ddx.
Comme en 4.9, introduisons le groupe de permutations S et, pour tout s ∈ S, le sous-
ensemble Amin(F )
−
s . Posons Λ
−
s = Λ ∩ Amin(F )−s . Alors Λ est re´union des Λ−s . Il nous
suffit de fixer s et de majorer χ(h,N,D)−s , ou`
χ(h,N,D)−s =
∑
a∈Λ−s
χ(h,N,D, a).
Fixons donc s. Quitte a` re´indexer notre syste`me hyperbolique, on peut supposer s = 1.
On abandonne les indices s dans les notations pre´ce´dentes, en conservant seulement
les exposants −. Il faut prendre garde au fait que, dans le cas ou` dan,V = dan,W − 1, la
re´indexation n’a pas de raison de conserver les vecteurs e1 et e−1. Ceux-ci se transforment
en des vecteurs que nous notons e±t, avec t ∈ {1, ..., n}. On a e0 = et + ν0e−t ou e0 =
ν0et+e−t. On introduit le sous-groupe parabolique Pmin =MminUmin de G comme en 4.9.
Soit a ∈ Λ−. On a l’e´galite´ I = (I∩Umin(F ))(I∩P¯min(F )) et a−1(I∩P¯min(F ))a ⊂ I ⊂ Γ.
48
Donc IaΓ = (I∩Umin(F ))aΓ. On ve´rifie que la mesure de cet ensemble est essentiellement
borne´e par δPmin(a)
−1. Donc
χ(h,N,D, a) << δPmin(a)
−1
∫
I∩Umin(F )
∫
Γ
ΞG(hyaγ)ΞG(yaγ)κN(yaγ)σ(yaγ)
Ddγ dy.
Il existe un entier c1 ≥ 0 tel que ΓR ⊂ p−c1F R. De la de´finition de la fonction κN re´sulte
que κN(yaγ) ≤ κN+c1(ya). Alors
χ(h,N,D, a) << δPmin(a)
−1ΞG(a)σ(a)D
∫
I∩Umin(F )
ΞG(hya)κN+c1(ya)dy.
Graˆce au lemme II.1.1 de [W2], il existe un re´el D1 tel que
δPmin(a)
−1ΞG(a)σ(a)D << δPmin(a)
−1/2σ(a)D1 .
D’autre part, pour le re´sultat que l’on veut obtenir, le changement de N en N + c1 est
insignifiant. Il nous suffit de majorer
(1)
∑
a∈Λ−
δPmin(a)
−1/2σ(a)D1Y (h,N, a),
ou`
Y (h,N, a) =
∫
I∩Umin(F )
ΞG(hya)κN(ya)dy.
De´finissons des entiers N(h) et b(h,N, a) par N(h) = sup(N,N−valF (hn)), b(h,N, a) =
sup(0, valF (an)−N(h)). Montrons que
(2) il existe ǫ′ > 0 tel que
Y (h,N ; a) << exp(−ǫ′b(h,N, a))
∫
I∩Umin(F )
ΞG(hya)dy
pour tous h ∈ AHmin(F ), N ≥ 1, a ∈ Λ−.
Si valF (an) ≤ N , il suffit de majorer κN (ya) par 1. Supposons valF (an) > N . Sup-
posons d’abord que v0 est orthogonal a` en et e−n, c’est-a`-dire que dan,V = dan,W + 1 ou
dan,V = dan,W − 1 et t 6= n. Introduisons le sous-groupe de G(F ) forme´ des e´le´ments
u(z), pour z ∈ F , de´finis ainsi : u(z) envoie v0 sur v0 + zen, e−n sur e−n − z2ν0v0 − z
2
2ν0
en,
et fixe en ainsi que l’orthogonal du sous-espace engendre´ par e−n, v0 et en. Il existe un
entier c2 tel que u(z) ∈ I ∩ Umin(F ) pour valF (z) ≥ c2. On a h−1u(z)h = u(h−1n z). Pour
z ∈ psup(c2,valF (hn)+c2)F , les deux e´le´ments u(z) et h−1u(z)h appartiennent a` I ∩ Umin(F ).
Pour un tel z, on ne modifie pas Y (h,N, a) en remplac¸ant h par u(z)h. On peut ensuite
inte´grer en z, tout en divisant par mes(p
sup(c2,valF (hn)+c2)
F ). On effectue le changement de
variable y 7→ h−1u(−z)hy et on obtient
(3) Y (h,N, a) =
∫
I∩Umin(F )
ΞG(hya)κN,h(ya)dy,
ou`
κN,h(ya) = mes(p
sup(c2,valF (hn)+c2)
F )
−1
∫
p
sup(c2,valF (hn)+c2)
F
κN(u(−h−1n z)ya)dz.
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Supposons κN(u(−h−1n z)ya) = 1. Alors a−1y−1u(h−1n z)v0 ∈ p−NR, c’est-a`-dire a−1y−1(v0+
h−1n zen) ∈ p−NR. Il existe c3 tel que valF (qV (e−n, v)) ≥ c3 pour tout v ∈ R. Donc
valF (qV (e−n, a
−1y−1(v0 + h
−1
n zen))) ≥ c3 −N.
Puisque y ∈ Umin(F ), on a y−1en = en, donc
qV (e−n, a
−1y−1(v0+h
−1
n zen)) = qV (ae−n, y
−1v0+h
−1
n zen) = a
−1
n qV (e−n, y
−1v0)+a
−1
n h
−1
n z.
En posant z(h, y) = −hnqV (e−n, y−1v0) et c(h,N, a) = valF (an) + valF (hn) + c3−N , on
a donc z ∈ z(h, y) + pc(h,N,a)F . Alors
κN,h(ya) ≤ mes(psup(c2,valF (hn)+c2)F )−1mes(psup(c2,valF (hn)+c2)F ∩ (z(h, y) + pc(h,N,a)F ))
≤ inf(1, mes(psup(c2,valF (hn)+c2)F )−1mes(pc(h,N,a)F )).
On ve´rifie qu’il existe ǫ′ > 0 tel que cette dernie`re expression soit essentiellement borne´e
par exp(−ǫ′b(h,N, a)). Alors (3) entraˆıne la majoration (2). Supposons maintenant que
v0 n’est pas orthogonal aux deux vecteurs en et e−n. C’est-a`-dire que dan,V = dan,W − 1
et t = n. On peut e´crire v0 = νnen + ν−ne−n. Introduisons le sous-groupe de Amin(F )
forme´ des e´le´ments a(z), pour z ∈ 1+ pF , de´finis ainsi : a(z)n = z et a(z)j = 1 pour tout
j = 1, ..., n− 1. Il existe un entier c4 > 0 tel que a(z) ∈ I ∩K pour tout z ∈ 1 + pc4F . Un
tel a(z) normalise I ∩Umin(F ), on peut donc effectuer dans Y (h,N, a) le changement de
variable y 7→ a(z)−1ya(z), puis inte´grer en z, a` condition de diviser par mes(1 + pc4F ).
Puisque a(z) commute a` a et h, on obtient
(4) Y (h,N, a) =
∫
I∩Umin(F )
ΞG(hya)κ∗N(ya)dy,
ou`
κ∗N(ya) = mes(1 + p
c4
F )
−1
∫
1+p
c4
F
κN(a(z)
−1ya)dz.
Supposons κN(a(z)
−1ya) = 1. Alors a−1y−1a(z)v0 ∈ p−NF R et, comme ci-dessus,
valF (qV (e−n, a
−1y−1a(z)v0)) ≥ c3 −N.
On a
qV (e−n, a
−1y−1a(z)v0) = qV (ae−n, y
−1a(z)(ν−ne−n + νnen))
= a−1n qV (e−n, y
−1(z−1ν−ne−n + zνnen)) = a
−1
n z
−1ν−nqV (e−n, y
−1e−n) + a
−1
n zνn.
Posons z(y) = ν−nν
−1
n qV (e−n, y
−1e−n) et c(N, a) = valF (an) + c3 − N − valF (νn). Alors
valF (z(y)+z
2) ≥ c(N, a). Notons Z(y,N, a) l’ensemble des z qui ve´rifient cette condition.
Alors, comme ci-dessus,
κ∗N(ya) ≤ inf(1, mes(1 + pc4F )−1mes(Z(y,N, a))).
On a mes(Z(y,N, a) << mes(pc(N,a)F ). Puisque t = n, on a hn = 1 par de´finition de
notre syste`me hyperbolique. On ve´rifie qu’il existe ǫ′′ > 0 tel que l’expression ci-dessus
soit essentiellement borne´e par exp(−ǫ′′b(h,N, a)). Alors (4) entraˆıne (2), ce qui ache`ve
la preuve de cette relation.
Montrons
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(5) il existe des re´els D2 et D3 tels que∫
I∩Umin(F )
ΞG(hya)dy << σ(h)D2ΞG(h)σ(a)D3δPmin(a)
1/2
pour tout h ∈ Amin(F ) et tout a ∈ Λ−.
On peut fixer s ∈ S et supposer h ∈ Amin(F )−s . L’e´le´ment s de´termine un sous-groupe
parabolique minimal Pmin,s = MminUmin,s forme´ des e´le´ments de G qui conservent le
drapeau
Fesn ⊂ Fesn ⊕ Fes(n−1) ⊂ ... ⊂ Fesn ⊕ ...⊕ Fs1.
On note U¯min,s le radical unipotent de P¯min,s. On a l’e´galite´ I∩Umin(F ) = (I∩Umin(F )∩
Umin,s(F ))(I ∩Umin(F )∩ U¯min,s(F )). Pour y ∈ I ∩Umin(F )∩Umin,s(F ), on a hyh−1 ∈ I.
Donc ∫
I∩Umin(F )
ΞG(hya)dy <<
∫
I∩Umin(F )∩U¯min,s(F )
ΞG(hya)dy
<< δ0(h)
∫
h(I∩Umin(F )∩U¯min,s(F ))h−1
ΞG(yha)dy,
ou` δ0(h) est la valeur absolue du de´terminant de ad(h
−1) agissant sur umin(F )∩u¯min,s(F ).
Pour v ∈ I ∩ Umin(F ) ∩ Umin,s(F ), on a ΞG(vyha) = ΞG(yha). Donc∫
I∩Umin(F )
ΞG(hya)dy << δ0(h)
∫
I∩Umin(F )∩Umin,s(F )
∫
h(I∩Umin(F )∩U¯min,s(F ))h−1
ΞG(vyha)dy dv.
Dans le domaine d’inte´gration, on a σ(vy) << σ(h). Pour tout re´el D3 > 0, on a donc∫
I∩Umin(F )
ΞG(hya)dy << δ0(h)
∫
I∩Umin(F )∩Umin,s(F )∫
h(I∩Umin(F )∩U¯min,s(F ))h−1
ΞG(vyha)σ(h)D3σ(vy)−D3dy dv
<< δ0(h)σ(h)
D3
∫
Umin(F )
ΞG(uha)σ(u)−D3du.
D’apre`s [W2], proposition II.4.5, il existe un re´el D3 ≥ 0 tel que la dernie`re inte´grale soit
convergente et essentiellement borne´e par σ(ha)D3δPmin(ha)
1/2 pour tout x ∈ Amin(F ).
Fixons un tel D3. On obtient
(6)
∫
I∩Umin(F )
ΞG(hya)dy << σ(h)2D3σ(a)D3δ0(h)δPmin(ha)
1/2.
On calcule δ0(h)δPmin(h)
1/2 = δPmin,s(h)
1/2. D’apre`s [W2], lemme II.1.1, on a
δPmin,s(h)
1/2 << ΞG(h)
puisque h ∈ Amin(F )−s . Alors (6) entraˆıne (5).
Graˆce a` (2) et (5), l’expression (1) est borne´e par
σ(h)D2ΞG(h)
∑
a∈Λ−
σ(a)D1+D3exp(−ǫ′b(h,N, a)).
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On peut identifier Λ− a` l’ensemble M des familles m = (mn, ..., m1) d’entiers telles que
mn ≥ mn−1 ≥ ... ≥ m1 ≥ 0. Pour une telle famille, posons b(h,N,m) = b(h,N, a) ou`
a ∈ Λ− correspond a` la famille m. C’est-a`-dire que b(h,N,m) = sup(0, mn −N(h)). On
ve´rifie que ∑
m∈M
exp(−ǫ′b(h,N,m))
est convergente et qu’il existe un re´el D4 tel que cette expression soit essentiellement
majore´e par N(h)D4 . De plus N(h)D4 << ND4(1 + |valF (hn)|)D4 << ND4σ(h)D4 . Alors
l’expression (1) est borne´e par
ND4σ(h)D2+D4ΞG(h).
C’est ce qu’on voulait de´montrer. 
4.12 Majoration d’une inte´grale de fonctions d’Harish-Chandra,
cas r > 0
Soient D un re´el, C > 0 un re´el et c ≥ 1, N ≥ 1 deux entiers. Posons
χ(c, C,N,D) =
∫
M(F )
∫
U(F )c
1σ≥C(u)Ξ
M(m)ΞG(um)κN(m)δP (m)
−1/2σ(u)Dσ(m)Ddu dm.
Lemme. Cette expression est convergente. Le re´el D e´tant fixe´, pour tout re´el R, il
existe α > 0 tel que
χ(c, C,N,D) << exp(−cR)N−R
pour tout c ≥ 1, N ≥ 1 et tout C tel que C ≥ α(log(N) + c).
Preuve. Pour i = 1, ..., r, on a introduit en 4.5 le sous-groupe parabolique Pi = MiUi.
Posons U ′i = Mi+1 ∩ Ui, avec la convention Mr+1 = G. Le groupe U est produit de ces
groupes U ′i . D’ou`
χ(c, C,N,D) =
∫
M(F )
∫
U ′1(F )∩U(F )c
...
∫
U ′r(F )∩U(F )c
1σ≥C(ur...u1)Ξ
M(m)ΞG(ur...u1m)
κN(m)δP (m)
−1/2σ(ur...u1)
Dσ(m)Ddur...du1 dm.
Introduisons une fonction b sur {1, ..., r}, a` valeurs re´elles strictement positives, que nous
pre´ciserons par la suite. Si nous supposons
(1) C ≥
∑
i=1,...,r
b(i),
la condition 1σ≥C(ur...u1) = 1 entraˆıne qu’il existe i tel que 1σ≥b(i)(ui) = 1. Donc
χ(c, C,N,D) est majore´e par la somme sur les sous-ensembles non vides J de {1, ..., r}
des χ(c, C,N,D; J), ou`, dans ce dernier terme, on restreint l’inte´gration aux ui ve´rifiant
les conditions
- si i ∈ J , σ(ui) ≥ b(i) ;
- si i 6∈ J , σ(ui) < b(i).
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On peut fixer J et majorer χ(c, C,N,D; J). Notons j le plus petit e´le´ment de J . On
a
(2) χ(c, C,N,D; J) <<
∫
M(F )
∫
U ′1(F )
...
∫
U ′j−1(F )
∫
U ′j(F )∩U(F )c
∫
Uj+1(F )∩U(F )c
(
∏
i=1,...,j−1
1σ<b(i)(ui))
1σ≥b(j)(uj)Ξ
M(m)ΞG(uj+1uj...u1m)κN (m)δP (m)
−1/2σ(uj+1uj...u1)
Dσ(m)Dduj+1...du1 dm.
La meˆme preuve qu’en 4.7 permet de majorer∫
Uj+1(F )∩U(F )c
ΞG(uj+1uj...u1m)σ(uj+1...u1)
Dduj+1
par
cD1σ(uj...u1)
D1σ(m)D1δPj+1(uj...u1m)
1/2ΞMj+1(uj....u1m)
pour un re´el D1 convenable. On δPj+1(uj...u1m) = δPj+1(m). Le groupe Mj+1 est de la
forme Aj+1G˜, ou` G˜ est un groupe spe´cial orthogonal et Aj+1 est le plus grand sous-tore
central et de´ploye´ de Mj+1. On a M = Aj+1M˜ , ou` M˜ = M ∩ G˜. On remarque que,
pour a ∈ Aj+1(F ) et m˜ ∈ M˜(F ), on a ΞMj+1(uj...u1am˜) = ΞG˜(uj...u1m˜), ΞM (am˜) =
ΞM∩G˜(m˜), δP (am˜)
−1/2δPj+1(uj...u1m)
1/2 = δP∩G˜(m˜)
−1/2 et κN (am˜) = κN (a)κ
G˜
N(m˜), ou`
κG˜N est l’analogue de κN pour le groupe G˜. Alors χ(c, C,N,D; J) est borne´ par le produit
de cD1 , de l’inte´grale ∫
Aj+1(F )
κN(a)σ(a)
D+D1da
et de l’inte´grale∫
M˜(F )
∫
U ′1(F )
...
∫
U ′j−1(F )
∫
U ′j(F )∩U(F )c
(
∏
i=1,...,j−1
1σ<b(i)(ui))1σ≥b(j)(uj)Ξ
M∩G˜(m˜)ΞG˜(uj...u1m˜)
κG˜N(m˜)δP∩G˜(m˜)
−1/2σ(uj...u1)
D+D1σ(m˜)D+D1duj...du1 dm˜.
L’inte´grale sur Aj+1(F ) est produit d’inte´grales∫
x∈F ;|valF (x)|≤N
(1 + |valF (x)|)D′|x|−1F dx
qui sont convergentes et borne´es par une puissance de N . La deuxie`me inte´grale est
exactement le membre de droite de (2) quand on remplace G par G˜, j par le nombre r˜
analogue de r pour G˜, et D par D+D1. Cela nous rame`ne au cas ou` j = r, ce que nous
supposons de´sormais. On doit se rappeler qu’a` la fin, il faudra multiplier la majoration
obtenue par cD1ND2 , pour un certain re´el D2.
Supposons donc j = r, c’est-a`-dire J = {r}. On effectue le changement de variable
ur 7→ ur−1...u1uru−11 ...u−1r−1. Cela ne change pas le domaine d’inte´gration, mais change
1σ≥b(r)(ur) en 1σ≥b(r)(ur−1...u1uru
−1
1 ...u
−1
r−1). De´finissons une fonction b1 sur {1, ..., r} par
b1(i) = b(i) − 2
∑
i′<i b(i
′). Supposons b1(i) > 0 pour tout i. Si σ(ui) < b(i) pour tout
i = 1, ..., r − 1 et 1σ≥b(r)(ur−1...u1uru−11 ...u−1r−1) = 1, on a 1σ≥b1(r)(ur) = 1. D’ou`
χ(c, C,N,D; {r}) <<
∫
M(F )
∫
U ′1(F )
...
∫
U ′r−1(F )
∫
U ′r(F )∩U(F )c
(
∏
i=1,...,j−1
1σ<b(i)(ui))1σ≥b1(r)(ur)
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ΞM(m)ΞG(ur−1...u1urm)κN(m)δP (m)
−1/2σ(ur−1...u1ur)
Dσ(m)Ddur...du1 dm.
On a U ′r = Ur et on peut de´composer ce groupe en Ur,r−1Ur,♮. Il existe c1 > 0 tel que,
pour v ∈ Ur,r−1(F ) et u ∈ Ur,♮(F ), les conditions vu ∈ U(F )c et 1σ≥b1(r)(vu) entraˆınent
σ(u) ≥ b1(r)− c1c. Renforc¸ons la condition b1(i) > 0 en
(3) b1(i) > c1c pour tout i,
et posons b2(i) = b1(i)− c1c. Alors
χ(c, C,N,D; {r}) <<
∫
M(F )
∫
U ′1(F )
...
∫
U ′r−1(F )
∫
Ur,r−1(F )∩U(F )c
∫
Ur,♮(F )
(
∏
i=1,...,j−1
1σ<b(i)(ui))
1σ≥b2(r)(u)Ξ
M(m)ΞG(ur−1...u1vum)κN(m)δP (m)
−1/2σ(ur−1...u1vu)
Dσ(m)Ddu dv dur−1...du1 dm.
Graˆce a` 3.3(5), il existe c2 > 0 tel que
ΞG(ur−1...u1vum) << exp(c2σ(ur−1...u1v))Ξ
G(um).
Dans le domaine d’inte´gration, on a σ(ur−1...u1v) << c +
∑
i=1,...,r−1 b(i). Il existe donc
c3 > 0 tel que
ΞG(ur−1...u1vum) << exp(c3(c+
∑
i=1,...,r−1
b(i)))ΞG(um).
Alors χ(c, C,N,D; {r}) est borne´ par le produit de exp(c3(c +
∑
i=1,...,r−1 b(i))), de
l’inte´grale∫
U ′1(F )
...
∫
U ′r−1(F )
∫
Ur,r−1(F )∩U(F )c
(
∏
i=1,...,j−1
1σ<b(i)(ui))σ(ur−1...u1v)
Ddv dur−1...du1,
et de l’inte´grale
Z(b2(r), N,D) =
∫
M(F )
∫
Ur,♮(F )
1σ≥b2(r)(u)Ξ
M(m)ΞG(um)κN(m)δP (m)
−1/2σ(u)Dσ(m)Ddu dm.
La meˆme preuve qu’en 4.4 montre que la premie`re inte´grale est borne´e par une exponen-
tielle de c+
∑
i=1,...,r−1 b(i). Il existe donc c4 > 0 tel que
(4) χ(c, C,N,D; {r}) << exp(c4(c+
∑
i=1,...,r−1
b(i)))Z(b2(r), N,D).
On doit majorer Z(b2(r), N,D). On commence par changer la variable u en u
−1. D’apre`s
[W2], lemme II.1.1 et II.3..2, il existe un re´el D3 tel que, pour tout g ∈ G(F ), on ait
ΞG(g) = ΞG(g−1) << δP¯ (mP¯ (g
−1))1/2ΞM(mP¯ (g
−1))σ(g)D3.
On applique cette relation a` g = u−1m. On amP¯ (g
−1) = m−1mP¯ (u) et δP¯ (m
−1) = δP (m),
d’ou`
Z(b2(r), N,D) <<
∫
M(F )
∫
Ur,♮(F )
1σ≥b2(r)(u)Ξ
M(m)δP¯ (mP¯ (u))
1/2ΞM(m−1mP¯ (u))κN(m)
σ(u)D+D3σ(m)D+D3du dm.
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On de´compose M en AG0. Comme plus haut, on peut majorer l’inte´grale sur A(F ) par
une puissance de N et on obtient qu’il existe D4 tel que
Z(b2(r), N,D) << N
D4
∫
G0(F )
∫
Ur,♮(F )
1σ≥b2(r)(u)Ξ
G0(x)δP¯ (a(u))
1/2ΞG0(x−1g0(u))κN(x)
σ(u)D+D3σ(x)D+D3du dx,
ou`, pour tout u ∈ Ur,♮(F ), on a e´crit mP¯ (u) = a(u)g0(u), avec a(u) ∈ A(F ) et g0(u) ∈
G0(F ). Supposons d’abord r ≥ 2. On remarque qu’alors Ur,♮(F ) est invariant par conju-
gaison par G0(F ), a fortiori par K ∩ G0(F ). Soit k ∈ K ∩ G0(F ). On peut remplacer
la variable u par kuk−1, puis inte´grer en k. Changer u en kuk−1 ne modifie qu’une
seule des fonctions que l’on inte`gre, a` savoir ΞG0(x−1g0(u)). On a g0(kuk
−1) = kg0(u)k
−1
d’ou`, puisque ΞG0 est invariante par K ∩ G0(F ), ΞG0(x−1g0(kuk−1)) = ΞG0(x−1kg0(u)).
Or, d’apre`s [W2], lemme II.1.3, l’inte´grale de ce terme sur k ∈ K ∩ G0(F ) est e´gale a`
ΞG0(x−1)ΞG0(g0(u)), ou encore a` Ξ
G0(x)ΞG0(g0(u)). On voit alors que
Z(b2(r), N,D) << N
D4χG0(1, N,D +D3)Ir,♮(b2(r), D +D3),
avec les notations introduites en 4.5 et 4.11 (l’exposant G0 indiquant que le groupe
ambiant est G0 au lieu de G). D’apre`s les lemmes de ces paragraphes, il y a un re´el D5
et un re´el ǫ > 0 tel que
(5) Z(b2(r), N,D) << N
D5exp(−ǫb2(r)).
Supposons maintenant r = 1. Dans ce cas, on introduit le sous-espace V♯ de V orthogonal
a` D0 et son groupe spe´cial orthogonal G♯. On fixe un sous-groupe compact spe´cial K♯
de G♯(F ). Le groupe U1,♮ est contenu dans le groupe G♯. Ecrivons mP¯♯(u) = a♯(u)g0,♯(u),
avec a♯(u) ∈ A(F ) et g0,♯(u) ∈ G0(F )∩G♯(F ) = H(F ). Comme dans la preuve du lemme
4.6, les e´le´ments a(u)a♯(u)
−1 et g0(u)g0,♯(u)
−1 restent dans des compacts. En utilisant les
relations ΞG0(x−1g0(u)) << Ξ
G0(x−1g0,♯(u)) = Ξ
G0(g0,♯(u)
−1x), on voit que l’on a
Z(b2(r), N,D) << N
D4
∫
Ur,♮(F )
1σ≥b2(r)(u)δP¯ (a(u))
1/2χG0(g0,♯(u)
−1, N,D+D3)σ(u)
D+D3du.
En utilisant les lemmes 4.11 puis 4.6, on obtient encore une majoration de la forme (5).
Les formules (4) et (5) fournissent une majoration de χ(c, C,N,D; {r}). Revenons au
terme plus ge´ne´ral χ(c, C,N,D; J). On doit remplacer r par j. On doit aussi multiplier
la majoration issue de (4) et (5) par cD1ND2 . Mais le terme cD1 est absorbe´ par le facteur
exp(c4c) qui figure dans (4), quitte a` augmenter c4. On obtient qu’il existe des re´els c5,
D5, ǫ, tous strictement positifs, tels que
(6) χ(c, C,N,D; J) << ND5exp(c5(c+
∑
i=1,...,j−1
b(i))− ǫb2(j)).
Soit R un re´el. Fixons, inde´pendamment de c, C et N , une fonction b∗ sur {1, ..., r},
a` valeurs re´elles strictement positives. On en de´duit comme ci-dessus une fonction b∗1.
Supposons que b∗1 ve´rifie
b∗1(i) > c1,
ǫb∗1(i)− c5
∑
i′=1,...,i−1
b∗(j) > sup(R+ c5 + ǫc1, R +D5)
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pour tout i. Une telle fonction existe, ces conditions pouvant eˆtre impose´es par re´currence
sur i. Prenons pour fonction b la fonction b(i) = (c+ log(N))b∗(i). Cette fonction ve´rifie
(3). On a
c5(c+
∑
i=1,...,j−1
b(i))− ǫb2(j) < −(R +D5)log(N)− Rc.
Alors la majoration (6) devient
χ(c, C,N,D; J) << N−Rexp(−Rc),
c’est-a`-dire celle que l’on voulait. La seule condition que l’on a impose´e a` C est la
condition (1), qui s’e´crit C ≥ α(c+ log(N)), ou` α =∑i=1,...,r b∗(i). 
4.13 Preuve de la relation 4.3(2)
On veut majorer
I(N,D) =
∫
G(F )
ΞG(g)2κN(g)σ(g)
Ddg.
Par la de´composition usuelle de la mesure dg, on a
I(N,D) =
∫
K
∫
M(F )
∫
U(F )
ΞG(umk)2κN (umk)σ(umk)
DδP (m)
−1du dmdk.
Le k disparaˆıt et l’inte´grale sur K e´galement. Puisque κN est invariante a` gauche par
U(F ), l’inte´grale en u est celle note´e X(D,m,m) en 4.8. D’apre`s le (iv) du lemme de ce
paragraphe, on obtient
I(N,D) <<
∫
M(F )
ΞM(m)2κN (m)σ(m)
D′dm,
pour un re´elD′ convenable. On de´composeM en AG0. Comme dans la preuve pre´ce´dente,
on obtient
I(N,D) <<
∫
A(F )
σ(a)D
′
κN(a)da
∫
G0(F )
σ(g0)
D′ΞG0(g0)
2κN(g0)dg0.
La premie`re inte´grale est convergente et borne´e par une puissance de N . La seconde
inte´grale n’est autre que χ(1, N,D′/2), avec la notation de 4.11 applique´e au groupe G0.
Par le lemme de ce paragraphe, elle est convergente et borne´e par une puissance de N .
D’ou` la relation 4.3(2).
4.14 Preuve de la relation 4.3(7)
La conclusion que l’on veut obtenir nous autorise a` supposer c′ ≥ c. Alors l’ensemble
U(F )−U(F )c′ est invariant par translation par U(F )c et on peut de´composer l’inte´grale
en u′ ∈ U(F ) − U(F )c′ en compose´e d’une inte´grale sur U(F )c et d’une inte´grale sur
(U(F )− U(F )c′)/U(F )c. C’est-a`-dire
I(c, c′, N,D) =
∫
M(F )
∫
H(F )U(F )c
∫
(U(F )−U(F )c′ )/U(F )c
∫
U(F )c
φ(m, h, u, u′v1;D)dv1 du
′ du dh dm.
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Posons v2 = u′
−1u−1h−1u′v1h. Le groupe H(F )U(F )c normalise U(F )c et agit triviale-
ment sur U(F )/U(F )c. Quand u de´crit U(F )c, v2 de´crit le meˆme ensemble. On remplace
la variable u par v2. Le jacobien de cette transformation est 1 et on obtient
I(c, c′, N,D) <<
∫
M(F )
∫
H(F )
ΞH(h)σ(h)D1κN(m)σ(m)
DδP (m)
−1
∫
(U(F )−U(F )c′ )/U(F )c∫
U(F )c
∫
U(F )c
ΞG(u′v1m)Ξ
G(u′v2h
−1m)σ(u′v1)
Dσ(u′v2)
D1dv1 dv2 du
′ dh dm
pour un re´elD1 convenable. La triple inte´grale inte´rieure est essentiellement X(c, c
′, D,m, h−1m),
avec la notation de 4.8. En appliquant le (iii) du lemme de ce paragraphe, et en remar-
quant que δP (h) = 1, on obtient
I(c, c′, N,D) << exp(−ǫc′)
∫
M(F )
∫
H(F )
ΞH(h)ΞM(m)ΞM(h−1m)κN(m)σ(h)
D2σ(m)D2
pour des re´els D2 et ǫ > 0 convenables. Comme dans le paragraphe pre´ce´dent, on
de´compose l’inte´grale sur M(F ) en produit d’inte´grales sur A(F ) et G0(F ). L’inte´grale
sur A(F ) est borne´e par une puissance de N . D’apre`s le lemme 4.11, l’inte´grale sur G0(F )
est borne´e par exp(−ǫ′σ(h))ΞH(h)ND3 pour des re´els D3 et ǫ′ > 0 convenables. Il reste
une inte´grale ∫
H(F )
ΞH(h)2σ(h)D2exp(−ǫ′σ(h))dh,
qui est convergente. Finalement, on a une majoration
I(c, c′, N,D) << exp(−ǫc′)ND4 ,
pour un re´el D4 convenable. Soit R un re´el. Il existe α > 0 tel que, si c
′ ≥ αlog(N),
l’expression ci-dessus est majore´e par N−R. C’est ce qu’il fallait de´montrer. 
4.15 Preuve de la relation 4.3(8)
On a
I(c, c′, N, C,D) << I(sup(c, c′), sup(c, c′), N, C,D).
Puisque c est fixe´, on peut aussi bien majorer le membre de droite, autrement dit supposer
c = c′. Introduisons un re´el b > 0 que nous pre´ciserons plus tard. On a
I(c′, c′, N, C,D) = I≥b(c
′, c′, N, C,D) + I<b(c
′, c′, N, C,D),
ou`
I≥b(c
′, c′, N, C,D) =
∫
M(F )
∫
H(F )U(F )c′
∫
U(F )c′
1σ≥b(h)1σ≥C(hu)φ(m, h, u, u
′;D)du′ du dh dm,
et
I<b(c
′, c′, N, C,D) =
∫
M(F )
∫
H(F )U(F )c′
∫
U(F )c′
1σ<b(h)1σ≥C(hu)φ(m, h, u, u
′;D)du′ du dh dm.
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Dans la premie`re inte´grale, on majore 1σ≥C(hu) par 1. On effectue le changement de
variable u 7→ h−1u′hu−1 et on obtient
I≥b(c
′, c′, N, C,D) <<
∫
M(F )
∫
H(F )
1σ≥b(h)Ξ
H(h)κN(m)σ(h)
D1σ(m)DδP (m)
−1
∫
U(F )c′
∫
U(F )c′
ΞG(u′m)ΞG(uh−1m)σ(u)Dσ(u′)D1du′ du dh dm,
pour un re´el D1 convenable. Les inte´grales sur U(F )c′ sont majore´es par 4.3(3). On en
de´duit une majoration
I≥b(c
′, c′, N, C,D) << c′D2
∫
M(F )
∫
H(F )
1σ≥b(h)Ξ
H(h)ΞM(m)ΞM(h−1m)κN(m)
σ(h)D2σ(m)D2dh dm,
pour un re´el D2 convenable. Ainsi qu’on l’a de´ja` fait plusieurs fois, on de´compose
l’inte´grale sur M(F ) en le produit d’inte´grales sur A(F ) et G0(F ). L’inte´grale sur A(F )
est borne´e par une puissance de N . L’inte´grale sur G0(F ) est l’expression χ
G0(h−1, N,D2)
de 4.11. En utilisant le lemme de ce paragraphe, on obtient
I≥b(c
′, c′, N, C,D) << c′D3ND3
∫
H(F )
1σ≥b(h)Ξ
H(h)ΞG0(h)σ(h)D3dh,
pour un re´el D3 convenable. D’apre`s le lemme 4.9, il existe ǫ > 0 tel que ceci soit borne´
par
c′D3ND3
∫
H(F )
1σ≥b(h)Ξ
H(h)2exp(−ǫσ(h))dh.
Pour σ(h) ≥ b, on a exp(−ǫσ(h)) ≤ exp(−ǫb/2)exp(−ǫσ(h)/2), d’ou`
I≥b(c
′, c′, N, C,D) << c′D3ND3exp(−ǫb/2)
∫
H(F )
ΞH(h)2exp(−ǫσ(h)/2)dh.
La dernie`re inte´grale est convergente, d’ou`
(1) I≥b(c
′, c′, N, C,D) << c′D3ND3exp(−ǫb/2).
Conside´rons maintenant l’inte´grale I<b(c
′, c′, N, C,D). On effectue encore le change-
ment de variable u 7→ h−1u′hu−1. La condition σ(hu) ≥ C devient σ(u′hu−1) ≥ C. Jointe
a` la condition σ(h) < b, elle entraˆıne σ(u) + σ(u′) ≥ C − b, a fortiori sup(σ(u), σ(u′)) ≥
(C − b)/2. Supposons C − b > 0. Alors
I<b(c
′, c′, N, C,D) << I ′<(c
′, c′, N, C,D) + I ′′<(c
′, c′, N, C,D),
ou`, pour un re´el D4 convenable,
I ′<(c
′, c′, N, C,D) =
∫
M(F )
∫
H(F )
∫
U(F )c′
∫
U(F )c′
1σ<b(h)1σ≥((C−b)/2)(u
′)ΞH(h)ΞG(u′m)
ΞG(uh−1m)κN(m)σ(u
′)D4σ(u)D4σ(h)D4σ(m)D4δP (m)
−1du′ du dh dm,
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et I ′′<(c
′, c′, N,D) est l’expression analogue ou` 1σ≥(C−b)/2(u
′) est remplace´ par 1σ≥(C−b)/2(u).
En fait, le changement de variables (h,m) 7→ (h−1, h−1m) rend les deux expressions si-
milaires. Il suffit donc de borner I ′<(c
′, c′, N, C,D). L’inte´grale en u se majore graˆce a`
4.3(3). On obtient
I ′<(c
′, c′, N, C,D) << c′D5
∫
M(F )
∫
H(F )
∫
U(F )c′
1σ<b(h)1σ≥((C−b)/2)(u
′)ΞH(h)ΞG(u′m)
ΞM(h−1m)κN(m)σ(u
′)D5σ(h)D5σ(m)D5δP (m)
−1/2du′ dh dm,
pour un re´el D5 convenable. D’apre`s 3.3(5), il existe c1 > 0 tel que Ξ
M(h−1m) <<
exp(c1σ(h))Ξ
M(m). Puisque σ(h) < b, on obtient
I ′<(c
′, c′, N, C,D) << c′D5bD5exp(c1b)
∫
H(F )
1σ<bdh
∫
M(F )
∫
U(F )c′
1σ≥((C−b)/2)(u
′)ΞG(u′m)
ΞM(m)κN (m)σ(u
′)D5σ(m)D5δP (m)
−1/2du′ dm.
L’inte´grale sur H(F ) est majore´e par 4.3(1). Le produit des quatre premiers termes ci-
dessus est borne´ par c′D5exp(c2b) pour un re´el c2 > 0 convenable. La seconde inte´grale
est majore´e par le lemme 4.12. Pre´cise´ment, fixons un re´el R′, soit α la constante que ce
lemme lui associe. Alors on obtient une majoration
(2) I ′<(c
′, c′, N, C,D) << c′D5exp(c2b)exp(−R′c′)N−R′ ,
pourvu que (C − b)/2 ≥ α(log(N) + c′). Soit R > 0 un re´el, choisissons b = 2ǫ−1(R +
D3)log(N) +Rc
′(2c2)
−1. La majoration (1) devient
I≥b(c
′, c′, N, C,D) << c′D3exp(−ǫRc′(4c2)−1)N−R << N−R.
Choisissons R′ = R + 2c2ǫ
−1(R +D3). La majoration (2) devient
I ′<b(c
′, c′, N, C,D) << c′D5exp(−Rc′/2)N−R << N−R.
Cela vaut pour (C − b)/2 ≥ α(log(N) + c′). Mais il existe α′ > 0 tel que cette condition
soit ve´rifie´e pour C ≥ α′(log(N) + c′). C’est ce qu’on voulait de´montrer. 
4.16 Preuve de la relation 4.3(6)
L’expression I(c, N,D) est e´gale a` la somme de I(c, c, N,D) et de I(c, c, N, 1, D). Il
suffit de reprendre les preuves des deux paragraphes pre´ce´dents pour montrer que ces
deux termes sont borne´s par une puissance de N . 
5 Entrelacements tempe´re´s
5.1 De´finition des entrelacements tempe´re´s
Soient (V, qV ) et (W, qW ) deux espaces quadratiques compatibles, avec dW < dV . On
utilise les notations de la section 4. Soit π, resp. ρ, une repre´sentation tempe´re´e de G(F ),
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resp. H(F ). On note HomH,ξ(π, ρ) l’espace des applications line´aires l : Eπ → Eρ telles
que l(π(hu)e) = ξ(u)ρ(h)l(e) pour tous h ∈ H(F ), u ∈ U(F ), e ∈ Eπ. Dans le cas ou`
π et ρ sont irre´ductibles, on sait que HomH,ξ(π, ρ) est de dimension au plus 1. En tout
cas, cet espace est de dimension finie. On note m(ρ, π) cette dimension. Ce nombre ne
de´pend pas des diffe´rents choix que l’on a effectue´s. Pour simplifier la re´daction, on note
aussi m(π, ρ) = m(ρ, π).On munit Eπ et Eρ de produits scalaires invariants. On de´finit
une forme sesquiline´aire Lπ,ρ,c sur Eρ ⊗C Eπ par
Lπ,ρ,c(ǫ′ ⊗ e′, ǫ⊗ e) =
∫
H(F )U(F )c
(ρ(h)ǫ′, ǫ)(e′, π(hu)e)ξ¯(u)dudh
pour tous ǫ, ǫ′ ∈ Eρ et e, e′ ∈ Eπ. Cette expression est absolument convergente. En effet,
elle est majore´e par ∫
H(F )U(F )c
ΞH(h)ΞG(hu)dudh
qui est convergente d’apre`s 4.3(4).
Pour tout entier c′ ≥ 1, notons ωA(c′) le sous-groupe des a ∈ A(F ) tels que valF (ai−
1) ≥ c′ pour tout i = 1, ..., r.
Lemme . Pour tous ǫ, ǫ′, e, e′, il existe un entier c0 tel que Lπ,ρ,c(ǫ′ ⊗ e′, ǫ ⊗ e) soit
inde´pendant de c pour c ≥ c0. Plus pre´cise´ment, soit c′ un entier ≥ 1. Alors il existe un
entier c0 tel que cette conclusion soit ve´rifie´e pour tous ǫ, ǫ
′ et tous e, e′ ∈ EωA(c′)π .
La preuve est similaire a` celle du lemme 3.5. 
On de´finit une forme sesquiline´aire Lπ,ρ sur Eρ ⊗C Eπ par
Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) = limc→∞Lπ,ρ,c(ǫ′ ⊗ e′, ǫ⊗ e).
Cette forme ve´rifie les relations
Lπ,ρ(ρ(h)ǫ′ ⊗ e′, ǫ⊗ π(hu)e) = ξ(u)Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e)
Lπ,ρ(ǫ′ ⊗ π(hu)e′, ρ(h)ǫ⊗ e) = ξ¯(u)Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e)
pour tous h ∈ H(F ), u ∈ U(F ). Elle est donc combinaison line´aire de fonctions
(ǫ′ ⊗ e′, ǫ⊗ e) 7→ (ǫ′, l(e))(l′(e′), ǫ)
ou` l, l′ ∈ HomH,ξ(π, ρ). En particulier, elle est nulle si HomH,ξ(π, ρ) = {0}.
Supposons π et ρ irre´ductibles et Lπ,ρ non nulle. L’espace HomH,ξ(π, ρ) est de dimen-
sion 1. On peut fixer un e´le´ment non nul l de cet espace et un nombre complexe c 6= 0
tels que
Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) = c(ǫ′, l(e))(l(e′), ǫ)
pour tous ǫ, ǫ′, e, e′. Il en re´sulte l’e´galite´
(1) |Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e)|2 = |Lπ,ρ(ǫ′ ⊗ e, ǫ′ ⊗ e)||Lπ,ρ(ǫ⊗ e′, ǫ⊗ e′)|.
En conse´quence
(2) il existe ǫ et e tels que
Lπ,ρ(ǫ⊗ e, ǫ⊗ e) 6= 0.
On a suppose´ dW < dV . Pour simplifier la re´daction, dans le cas dW > dV , on pose
Lπ,ρ = Lρ,π.
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5.2 Induction d’entrelacements tempe´re´s
Soient (V, qV ) et (W, qW ) deux espaces quadratiques compatibles, avec dW < dV .
Soit V = V˜ ⊕ Y une de´composition orthogonale, avec Y hyperbolique. On fixe une
base hyperbolique (y±j)j=1,...,k de Y , on note Y
+, resp. Y −, le lagrangien engendre´ par
(yj)j=1,...,k, resp. (y−j)j=1,...,k. On suppose k ≥ 1. On note Q le sous-groupe parabolique de
G forme´ des e´le´ments qui conserventY +, L son sous-groupe de Le´vi forme´ des e´le´ments qui
conservent de plus Y −, UQ le radical unipotent de Q, GLk le groupe des automorphismes
line´aires de Y + et G˜ le groupe spe´cial orthogonal de V˜ . On a L = GLk × G˜. On fixe un
sous-groupe compact spe´cial K de G(F ) en bonne position relativement a` L.
Soit π˜, resp. µ, ρ, une repre´sentation admissible irre´ductible et tempe´re´e de G˜(F ),
resp. GLk(F ), H(F ). On fixe des produits scalaires invariants sur les espaces de ces
repre´sentations. Introduisons la repre´sentation induite π = IndGQ(µ⊗ π˜), que l’on re´alise
dans l’espace Eπ = E
G
Q,µ⊗π˜. On munit Eπ du produit scalaire invariant
(e′, e) =
∫
Q(F )\G(F )
(e′(g), e(g))dg.
On de´finit les formes sesquiline´aires Lπ,ρ sur Eρ ⊗C Eπ et Lπ˜,ρ sur Eρ ⊗C Eπ˜.
Proposition. La forme Lπ,ρ est non nulle si et seulement si la forme Lπ˜,ρ est non nulle.
Preuve. Soient e, e′ ∈ Eπ et ǫ, ǫ′ ∈ Eρ, choisissons un entier c assez grand. On a
l’e´galite´
Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) = Lπ,ρ,c(ǫ′ ⊗ e′, ǫ⊗ e) =
∫
H(F )U(F )c
(ρ(h)ǫ′, ǫ)
∫
Q(F )\G(F )
(e′(g), e(ghu))dg ξ¯(u) du dh.
Montrons que
(1) cette expression est absolument convergente.
On a ∫
Q(F )\G(F )
|(e′(g), e(ghu))|dg =
∫
K
|(e′(k), e(khu))|dk
=
∫
K
|(e′(k), (µ⊗ π˜)(lQ(khu))e(kQ(khu)))|δQ(lQ(khu))1/2dk.
Parce que µ et π˜ sont tempe´re´es, il s’ensuit que∫
Q(F )\G(F )
|(e′(g), e(ghu))|dg <<
∫
K
δQ(lQ(khu))
1/2ΞL(lQ(khu))dk = Ξ
G(hu),
la dernie`re e´galite´ re´sultant de [W2] lemme II.1.6. L’expression a` e´tudier est donc borne´e
par un multiple de ∫
H(F )U(F )c
ΞH(h)ΞG(hu)dh du
qui est convergente d’apre`s 4.3(4). Cela prouve (1).
Traitons d’abord le cas ou` k ≤ r. On peut supposer yj = vk−r−j pour j = 1, ..., k.
Alors P ⊂ Q¯. On a∫
Q(F )\G(F )
(e′(g), e(ghu))dg =
∫
UQ¯(F )
(e′(v¯′), e(v¯′uh))dv¯′,
61
d’ou`, par le changement de variables u 7→ v¯′−1u,
(2) Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) =
∫
H(F )
(ρ(h)ǫ′, ǫ)
∫
(v¯′,u)∈UQ¯(F )×U(F );v¯
′−1u∈U(F )c
(e′(v¯′), e(uh))ξ¯(v¯′)−1ξ¯(u)du dv¯′ dh.
Posons Uk = U ∩ GLk et U˜ = U ∩ G˜. Remarquons que la restriction de ξ a` Uk(F )
est le caracte`re de ce groupe de´fini en 3.5 tandis que la restriction de ξ a` U˜(F ) est le
caracte`re analogue a` ξ quand on remplace G par G˜ dans les de´finitions. De´composons
u en u = nu˜v¯, avec n ∈ Uk(F ), u˜ ∈ U˜(F ) et v¯ ∈ UQ¯(F ). La condition v¯′−1u ∈ U(F )c
e´quivaut a` n ∈ Uk(F )c, u˜ ∈ U˜(F )c et v¯′−1v¯ ∈ U(F )c ∩ UQ¯(F ). Cette dernie`re condition
s’e´crit concre`tement
valF (qV (v¯vr−k, vk−r−1)− qV (v¯′vr−k, vk−r−1)) ≥ −c.
De meˆme, on a l’e´galite´
ξ¯(v¯′−1v¯) = ψ(qV (v¯vr−k, vk−r−1)− qV (v¯′vr−k, vk−r−1)).
Dans l’expression (2), effectuons le changement de variables v¯ 7→ hv¯h−1. cela ne modifie
pas les conditions ci-dessus et le jacobien de cette transformation vaut 1. On obtient
Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) =
∫
(v¯′,v¯)∈UQ¯(F )
2;v¯′−1v¯∈U(F )c
∫
H(F )U˜(F )c
∫
Uk(F )c
(ρ(h)ǫ′, ǫ)
(e′(v¯′), µ(n)π˜(hu˜)e(v¯))ξ¯(n)ξ¯(u˜)ξ¯(v¯′−1v¯)dn dh du˜ dv¯ dv¯′.
Cette expression est encore absolument convergente. Pour un entier c′ ≥ 1, introduisons
le sous-groupe ωA(c
′) ⊂ A(F ) de 5.1. Choisissons c′ tel que e et e′ soient invariants
par ωA(c
′) et que le caracte`re central de µ soit trivial sur 1 + pc
′
F . Soient a, a
′ ∈ ωA(c′).
Conside´rons l’expression
(3)
∫
(v¯′,v¯)∈UQ¯(F )
2;v¯′−1v¯∈U(F )c
∫
H(F )U˜ (F )c
∫
Uk(F )c
(ρ(h)ǫ′, ǫ)
((µ⊗ π˜)(a′)e′(v¯′), µ(n)π˜(hu˜)(µ⊗ π˜)(a)e(v¯))ξ¯(n)ξ¯(u˜)ξ¯(v¯′−1v¯)dn dh du˜ dv¯ dv¯′.
Introduisons le sous-groupe ω′A(c
′) forme´ des α ∈ ωA(c′) tels que αr−k = αr−k+1.On a
l’e´galite´ ωA(c
′) = (Zk(F ) ∩ ωA(c′))× ω′A(c′). Ecrivons a = zα, a′ = z′α′ conforme´ment a`
cette de´composition. On a µ(z) = 1 = µ(z′) et on a l’e´galite´
((µ⊗ π˜)(a′)e′(v¯′), µ(n)π˜(hu˜)(µ⊗ π˜)(a)e(v¯)) = (e′(α′v¯′), µ(n)π˜(hu˜)e(αv¯)).
On effectue les changements de variables v¯ 7→ α−1v¯α, v¯′ 7→ α′−1v¯′α′. Cela ne modifie pas
le domaine d’inte´gration ni le terme ξ¯(v¯′−1v¯). Puisque e, resp. e′, est invariant par α,
resp. α′, les termes α et α′ disparaissent. Donc (3) est inde´pendant de a et a′. On peut
inte´grer cette expression sur ωA(c
′)2. L’expression obtenue reste absolument convergente
et on obtient
Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) =
∫
(v¯′,v¯)∈UQ¯(F )
2;v¯′−1v¯∈U(F )c
ξ¯(v¯′−1v¯)
∫
H(F )U˜(F )c
(ρ(h)ǫ′, ǫ)ξ¯(u˜)
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∫
Uk(F )c
(e′c′(v¯
′), µ(n)π˜(hu˜)ec′(v¯))ξ¯(n)dn dh du˜ dv¯ dv¯
′,
ou`
e′c′(v¯
′) = mes(ωA(c
′))−1
∫
ωA(c′)
(µ⊗ π˜)(a)e′(v¯′)da,
ec′(v¯) = mes(ωA(c
′))−1
∫
ωA(c′)
(µ⊗ π˜)(a)e(v¯)da.
Introduisons une fonctionnelle de Whittaker non nulle φ sur l’espace Eµ. Notons Φ :
Eµ ⊗ Eπ˜ → Eπ˜ l’application φ⊗ id. D’apre`s le lemme 3.7(ii), si c est assez grand, on a
l’e´galite´ ∫
Uk(F )c
(e′c′(v¯
′), µ(n)π˜(hu˜)ec′(v¯))ξ¯(n)dn = C(Φe
′
c′(v¯
′), π˜(hu˜)Φec′(v¯)),
ou` C est une constante non nulle. D’apre`s le lemme 5.1 applique´ au groupe G˜, si c est
assez grand, on a l’e´galite´∫
H(F )U˜(F )c
(ρ(h)ǫ′, ǫ)ξ¯(u˜)(Φe′c′(v¯
′), π˜(hu˜)Φec′(v¯))dh du˜ = Lπ˜,ρ(ǫ′ ⊗ Φe′c′(v¯′), ǫ⊗ Φec′(v¯)).
On obtient
(4) Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) =
C
∫
(v¯′,v¯)∈UQ¯(F )
2;v¯′−1v¯∈U(F )c
Lπ˜,ρ(ǫ′ ⊗ Φe′c′(v¯′), ǫ⊗ Φec′(v¯))ξ¯(v¯′−1v¯)dv¯ dv¯′.
Cette e´galite´ entraˆıne que, si Lπ˜,ρ est nulle, Lπ,ρ l’est aussi. Inversement, supposons Lπ˜,ρ
non nulle. On peut fixer des e´le´ments ǫ, ǫ′ ∈ Eρ, e˜, e˜′ ∈ Eπ˜, η, η′ ∈ Eµ de sorte que
Lπ˜,ρ(ǫ′ ⊗ e˜′, ǫ⊗ e˜) 6= 0,
φ(η) = φ(η′) = 1.
Choisissons un sous-groupe ouvert compact Ω de UQ¯(F ) sur lequel ξ¯ soit trivial. Intro-
duisons l’unique fonction e ∈ Eπ telle que, pour v¯ ∈ UQ¯(F ), on ait l’e´galite´
e(v¯) =
{
η ⊗ e˜, si v¯ ∈ Ω,
0, sinon.
Si c′ est assez grand, on a :
Φec′(v¯) =
{
e˜, si v¯ ∈ Ω,
0, sinon.
Introduisons la fonction similaire e′ ∈ Eπ. L’e´galite´ (4) entraˆıne
Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) = Cmes(Ω)2Lπ˜,ρ(ǫ′ ⊗ e˜′, ǫ⊗ e˜).
Ce terme n’est pas nul, donc Lπ,ρ n’est pas nulle.
Traitons maintenant le cas ou` r < k. On peut supposer vi = y−k+r−i pour i = 1, ..., r
et v0 = yr−k + ν0yk−r, ou` ν0 = qV (v0). Alors UQ¯ ⊂ P et QP est un ouvert de Zariski de
G. On a l’e´galite´
(5)
∫
Q(F )\G(F )
(e′(g), e(ghu))dg =
∫
(M(F )∩Q(F ))\M(F )
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∫
(U(F )∩Q(F ))\U(F )
(e′(x′m), e(x′mhu))dx′ dm.
Posons Y +0 = Y
+ ∩ V0, Q0 = Q ∩ G0. L’espace Y +0 a pour base (yj)j=1,...,k−r et le
groupe Q0 est le sous-groupe parabolique des e´le´ments de G0 qui conservent Y
+
0 . Posons
Y +W = Y
+ ∩ W , Y −W = Y − ∩ W , notons QH le sous-groupe parabolique de H forme´
des e´le´ments qui conservent Y +W , L
H son sous-groupe de Le´vi forme´ des e´le´ments qui
conservent de plus Y −W et UQH le radical unipotent de Q
H . L’espace Y +W a pour base
(yj)j=1,...,k−r−1. Notons W0 l’orthogonal de Y
+
W ⊕ Y −W dans W , H0 son groupe spe´cial
orthogonal et GLk−r−1 le groupe des automorphismes line´aires de Y
+
W . On a l’e´galite´
LH = GLk−r−1 × H0. Posons w0 = − 12ν0 yr−k + 12yk−r et DH = Fw0. Alors W0 est
la somme directe orthogonale de V˜ et de DH . Le groupe Q0 ∩ H est le sous-groupe
des e´le´ments de H qui conservent Y +0 (disons que, pour quelques instants, on e´tend les
scalaires a` F¯ ). Un tel e´le´ment conserve Y +0 ∩ W = Y +W , donc appartient a` QH . Soit
h ∈ QH . Pour qu’il conserve Y +0 , il doit envoyer yk−r dans Y +0 . Mais il fixe v0 et on a
w0 = − 12ν0 v0 + yk−r. On a donc hw0 ∈ w0 + Y +0 . Puisque hw0 et w0 appartiennent a` W ,
cela force hw0 ∈ w0 + Y +W . La re´ciproque est similaire. Donc Q0 ∩ H est le sous-groupe
des h ∈ QH tels que hw0 ∈ w0 + Y +W . Autrement dit
Q0 ∩H = GLk−r−1G˜UQH .
On ve´rifie que la restriction du module δQ0 au groupe Q0(F ) ∩ H(F ) est e´gale au mo-
dule de ce groupe : si on e´crit un e´le´ment h ∈ Q0(F ) ∩ H(F ) sous la forme δg˜n, avec
δ ∈ GLk−r−1(F ), g˜ ∈ G˜(F ), n ∈ UQH (F ), ces modules co¨ıncident avec |det(δ)|dV˜ +k−r−1F .
L’application naturelle Q0(F )\G0(F )→ (M(F )∩Q(F ))\M(F ) est un isomorphisme. Le
groupe H(F ) agit sur l’ensemble des sous-espaces isotropes de V0 de dimension k−r. Il y
a deux orbites : l’orbite ouverte des sous-espaces dont l’intersection avecW est de dimen-
sion k−r−1 et l’orbite ferme´e des sous-espaces contenus dansW . L’espace Y +0 appartient
a` l’orbite ouverte. Il en re´sulte que l’application naturelle (Q0(F ) ∩ H(F ))\H(F ) →
Q0(F )\G0(F ) est injective et a pour image un ouvert de l’espace d’arrive´e dont le
comple´mentaire est de mesure nulle. On en de´duit aise´ment l’assertion suivante. Soit
ϕ : G0(F ) → C une fonction telle que ϕ(qg) = δQ0(q)ϕ(g) pour tous q ∈ Q0(F ),
g ∈ G0(F ). Supposons ϕ absolument inte´grable sur Q0(F )\G0(F ). Alors la restriction
de ϕ a` H(F ) est absolument inte´grable sur (Q0(F ) ∩H(F ))\H(F ) et on a l’e´galite´∫
Q0(F )\G0(F )
ϕ(g)dg =
∫
(Q0(F )∩H(F ))\H(F )
ϕ(h)dh.
Dans l’e´galite´ (5), on peut donc remplacer l’inte´gration sur (M(F ) ∩ Q(F ))\M(F ) par
une inte´gration sur (Q0(F ) ∩H(F ))\H(F ). On obtient∫
Q(F )\G(F )
(e′(g), e(ghu))dg =
∫
(Q0(F )∩H(F )\H(F )
∫
(U(F )∩Q(F ))\U(F )
(e′(x′h′), e(x′h′hu))dx′ dh′,
puis
Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) =
∫
H(F )U(F )c
∫
(Q0(F )∩H(F ))\H(F )∫
(U(F )∩Q(F ))\U(F )
(ρ(h)ǫ′, ǫ)(e′(x′h′), e(x′h′hu))ξ¯(u)dx′ dh′ du dh.
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On effectue les changements de variables u 7→ (h′h)−1uh′h, puis h 7→ h′−1h, on de´compose
ensuite l’inte´grale sur H(F ) en une inte´grale compose´e d’une inte´grale sur Q0(F )∩H(F )
et d’une inte´grale sur (Q0 ∩ H(F ))\H(F ) (la mesure sur Q0(F ) ∩ H(F ) doit eˆtre une
mesure de Haar a` gauche). On obtient
Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) =
∫
((Q0(F )∩H(F ))\H(F ))2
∫
Q0(F )∩H(F )
∫
(U(F )∩Q(F ))\U(F )∫
U(F )c
(ρ(qh)ǫ′, ρ(h′)ǫ)(e′(x′h′), e(x′uqh))ξ¯(u)du dx′ dq dh dh′,
On effectue le changement de variable u 7→ x′−1u puis on de´compose l’inte´grale en
u ∈ U(F ) en compose´e d’une inte´grale sur u ∈ U(F ) ∩ Q(F ) et d’une inte´grale sur x ∈
(U(F )∩Q(F ))\U(F ). Remarquons que U(F )∩Q(F ) = U(F )∩L(F ) = U(F )∩GLk(F ).
La condition initiale u ∈ U(F )c est remplace´e par x′−1ux ∈ U(F )c. Notons ϕc(u, x, x′) la
fonction caracte´ristique de l’ensemble des (u, x, x′) ve´rifiant cette condition. On obtient
Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) =
∫
((Q0(F )∩H(F ))\H(F ))2
∫
Q0(F )∩H(F )
∫
((U(F )∩Q(F ))\U(F ))2∫
U(F )∩GLk(F )
(ρ(qh)ǫ′, ρ(h′)ǫ)(e′(x′h′), e(uxqh))ϕc(u, x, x
′)ξ¯(x′−1ux)du dx dx′ dq dh dh′.
On effectue le changement de variable x 7→ qxq−1 : cette conjugaison pre´serve a` la
fois U(F ) et U(F ) ∩ Q(F ). Les termes ξ¯(x) et ϕc(u, x, x′) ne de´pendent de x que par
l’inte´rme´diaire des coefficients qV (xvi, v−i−1)pour i = 1, ..., r − 1. Puisque q fixe les vec-
teurs vi, la conjugaison par q ne change pas ces termes. Par contre, elle introduit un
module. Pour l’exprimer commode´ment et pour poursuivre notre calcul, on de´compose
q en δng˜, ou` δ ∈ GLk−r−1(F ), n ∈ UQH (F ) et g˜ ∈ G˜(F ). Le module est alors |det(δ)|−rF .
On obtient
Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) =
∫
((Q0(F )∩H(F ))\H(F ))2
∫
((U(F )∩Q(F ))\U(F ))2
∫
G˜(F )
∫
U
QH
(F )
∫
GLk−r−1(F )∫
U(F )∩GLk(F )
(ρ(δng˜h)ǫ′, ρ(h′)ǫ)(e′(x′h′), e(uδng˜xh))ϕc(u, x, x
′)
ξ¯(x′−1ux)|det(δ)|−rF du dδ dn dg˜ dx dx′ dh dh′.
On a l’e´galite´ U(F ) = (U(F ) ∩ Q(F )) × (U(F ) ∩ UQ¯(F ) qui permet de remplacer l’
inte´gration sur (U(F ) ∩ Q(F ))\U(F ) par une inte´gration sur U(F ) ∩ UQ¯(F ). On va
le´ge`rement modifier cet ensemble de repre´sentants. Soit x ∈ U(F ) ∩ UQ¯(F ). Pour i =
1, ..., r − 1, on a
qV (xvi, v−i−1) = qV (xy−k+r−i, yk−r+i+1) = qV (y−k+r−i, yk−r+i+1) = 0
puisque x fixe y−k+r−i. Par contre, qV (xv0, v−1) n’est en ge´ne´ral pas nul. Exprimons
matriciellement les e´le´ments de GLk dans la base (yj)j=1,...,k de Y
+. Remarquons que le
groupe U ∩GLk est le radical unipotent du sous-groupe parabolique de GLk triangulaire
supe´rieur par blocs, de blocs k− r, 1,...,1. Pour u ∈ U(F )∩GLk(F ), on calcule aise´ment
qV (uvi, v−i−1) = −uk−r+i,k−r+i+1
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pour i = 0, ..., r − 1. Pour x ∈ U(F ) ∩ UQ¯(F ), notons u(x) l’e´le´ment de U(F ) ∩GLk(F )
dont toutes les coordonne´es non diagonales sont nulles, sauf u(x)k−r,k−r+1 qui vaut
qV (xv0, v−1). Posons x∗ = u(x)x. Alors qV (x∗vi, v−i−1) = 0 pour tout i = 0, ..., r −
1 et {x∗; x ∈ U(F ) ∩ UQ¯(F )} est encore un ensemble de repre´sentants de (U(F ) ∩
Q(F ))\U(F ). Pour x, x′ ∈ U(F )∩UQ¯(F ) et u ∈ U(F )∩GLk(F ), on a ξ¯(x′−1∗ ux∗) = ξ¯(u)
et ϕc(u, x∗, x
′
∗) = 1 si et seulement si u ∈ Uk(F )c. On obtient
(6) Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) =
∫
((Q0(F )∩H(F ))\H(F ))2
∫
(U(F )∩UQ¯(F ))
2
I(x′, h′, x, h)dx dx′ dh dh′,
ou`
I(x′, h′, x, h) =
∫
G˜(F )
∫
U
QH
(F )
∫
GLk−r−1(F )
∫
U(F )∩Uk(F )c
(ρ(δng˜h)ǫ′, ρ(h′)ǫ)
(e′(x′∗h
′), e(uδng˜x∗h))ξ¯(u)|det(δ)|−rF du dδ dn dg˜.
Toutes ces expressions sont absolument convergentes d’apre`s (1) : on n’a jusqu’ici effectue´
que des changements de variables et des permutations d’inte´grales.
On va calculer I(x′, h′, x, h). Fixons un sous-groupe compact spe´cial KHde H(F )
en bonne position relativement au sous-groupe parabolique QH . L’application naturelle
de KH dans QH(F )\H(F ) est surjective. D’apre`s la description que l’on a donne´e ci-
dessus du groupe Q0 ∩ H , tout e´le´ment de(Q0(F ) ∩ H(F ))\H(F ) a un repre´sentant
qui appartient a` H0(F )K
H . On peut donc se limiter a` calculer I(x′, h′, x, h) pour des
e´le´ments x, x′ ∈ U(F ) ∩ UQ¯(F ) et h, h′ ∈ H0(F )KH . Dans l’expression de I(x′, h′, x, h),
on peut remplacer e(uδng˜x∗h) par µ(u)e(δng˜x∗h). D’apre`s les formules e´crites ci-dessus,
ξ¯(u) = ψ(−∑j=k−r,...,k−1 uj,j+1). Fixons une fonctionnelle de Whittaker φ non nulle sur
Eµ et notons comme plus haut Φ : Eµ⊗CEπ˜ → Eπ˜ l’application φ⊗id. On peut appliquer
le lemme 3.7(ii) : il existe une constante C 6= 0 telle que∫
U(F )∩Uk(F )c
(e′(x′∗h
′), µ(u)e(δng˜x∗h))ξ¯(u)du =
C
∫
Uk−r−1(F )\GLk−r−1(F )×ω[k−r](c+cψ)
(Φµ(γa)e′(x′∗h
′),Φµ(γa)e(δng˜x∗h))|det(γ)|−rF da dγ,
pourvu que c+ cψ ≥ 1. On peut remplacer µ(γa)e(δng˜x∗h) par
µ(γδa)e(ng˜x∗h)δQ(δ)
1/2 = µ(γδa)e(ng˜x∗h)|det(δ)|(dV˜ +k−1)/2F .
On obtient
I(x′, h′, x, h) = C
∫
G˜(F )
∫
U
QH
(F )
∫
GLk−r−1(F )∫
Uk−r−1(F )\GLk−r−1(F )×ω[k−r](c+cψ)
(ρ(δng˜h)ǫ′, ρ(h′)ǫ)(Φµ(γa)e′(x′∗h
′),Φµ(γδa)e(ng˜x∗h))
|det(γ)|−rF |det(δ)|−r+(dV˜ +k−1)/2F da dγ dδ dn dg˜.
Montrons que
(7) pour g˜ et n fixe´s, l’inte´grale inte´rieure surGLk−r−1(F )×(Uk−r−1(F )\GLk−r−1(F ))×
ω[k−r](c+ cψ) est absolument convergente.
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La variable a ∈ ω[k−r](c + cψ) disparaˆıt tout de suite : la fonction que l’on inte`gre
est localement constante en cette variable et le domaine d’inte´gration est compact. On
a une majoration
|(ρ(δng˜h)ǫ′, ρ(h′)ǫ)| << ΞH(δ).
On peut de´composer e′(x′∗h
′) et e(ng˜x∗h) en combinaisons line´aires de produits η⊗ e˜, ou`
η ∈ Eµ et e˜ ∈ Eπ˜. Cela nous rame`ne a` montrer que, pour η, η′ ∈ Eµ, l’inte´grale∫
GLk−r−1(F )
∫
Uk−r−1(F )\GLk−r−1(F )
ΞH(δ)|φµ(γ)η′||φµ(γδ)η|
|det(γ)|−rF |det(δ)|−r+(dV˜ +k−1)/2F dγ dδ
est convergente. On effectue le changement de variable δ 7→ γ−1δ. On remplace ensuite la
variable γ par t′k′, avec t′ ∈ Ak−r−1(F ) et k′ ∈ Kk−r−1 et δ par tuk, avec t ∈ Ak−r−1(F ),
u ∈ Uk−r−1(F ), k ∈ Kk−r−1. Cela remplace dγ dδ par δBk−r−1(t′)−1dt′ dk′ dt du dk. De
nouveau, les inte´grales en k et k′ sont inessentielles et on est ramene´ a` l’inte´grale
(8)
∫
Uk−r−1(F )
∫
Ak−r−1(F )2
ΞH(t′−1tu)|φµ(t′)η′||φµ(t)η|δBk−r−1(t′)−1
|det(t′)|(1−dV˜ −k)/2F |det(t)|−r+(dV˜ +k−1)/2F dt dt′ du.
Montrons que
(9) pour tous re´els R > 0 et ǫ avec 0 < ǫ < 1/2, on a une majoration
ΞH(g) << ΞGLk−r−1(g)σ(g)−R|det(g)|ǫ+(r+1−dV˜ −k)/2F
pour tout g ∈ GLk−r−1(F ).
On peut supposer g = a ∈ Ak−r−1(F ). Notons aj , pour j = 1, ..., k − r − 1, les
coefficients diagonaux de a. Choisissons un sous-groupe de Le´vi minimal Mmin de H
contenant Ak−r−1 et un sous-groupe parabolique minimal Pmin ∈ P(Mmin) tel que a soit
”ne´gatif ” pour Pmin, c’est-a`-dire que |α(a)| ≤ 1 pour toute racine α de AMmin dans
uPmin . D’apre`s [W2] lemme II.1.1, on a des ine´galite´s
(10) δPmin(a) << Ξ
H(a)2 << δPmin(a)σ(a)
D
ou` D est un certain entier. On e´nume`re les valeurs de α(a) pour toutes les racines
α de AMmin dans h : ce sont aja
−1
j′ pour j 6= j′, ajaj′ et (ajaj′)−1 pour j < j′, qui
interviennent avec multiplicite´ 1, et aj et a
−1
j qui interviennent avec multiplicite´ dW0 =
dV˜ + 1 (e´videmment, les j, j
′ parcourent {1, ..., k − r − 1}). Le module δPmin(a) est le
produit de celles des valeurs absolues de ces termes qui sont infe´rieures ou e´gales a` 1.
Donc
δPmin(a) = I1I2I3,
ou`
I1 =
∏
j 6=j′;valF (aj)≥valF (aj′ )
|aja−1j′ |F ;
I2 = (
∏
j<j′;valF (ajaj′ )≥0
|ajaj′|F )(
∏
j<j′;valF (ajaj′ )<0
|ajaj′|−1F );
67
I3 = (
∏
j;valF (aj )≥0
|aj|dV˜ +1)(
∏
j;valF (aj)≤0
|aj|−dV˜ −1F ).
On peut majorer le premier produit de I2 par son inverse. On obtient
I2 ≤
∏
j<j′
|ajaj′|−1F = |det(a)|r+2−kF .
On a I3 = I4I5, ou`
I4 = (
∏
j;valF (aj )≥0
|aj|2ǫF )(
∏
j;valF (aj)≤0
|aj|−2ǫF ),
I5 = (
∏
j;valF (aj )≥0
|aj|dV˜ +1−2ǫF )(
∏
j;valF (aj)≤0
|aj|−dV˜ −1+2ǫF ).
Comme ci-dessus, le premier produit de I5 est majore´ par son inverse, d’ou`
I5 ≤
∏
j
|aj |−dV˜ −1+2ǫF = |det(a)|−dV˜ −1+2ǫF .
On a I4 = q
−2ǫb ou`
b =
∑
j
|valF (aj)| >> σ(a),
donc I4 << q
−2ǫσ(a). D’ou`, en utilisant la seconde majoration de (9),
ΞH(a)2 << σ(a)Dq−2ǫσ(a)|det(a)|r+1−dV˜ −k+2ǫF I1.
Un calcul similaire vaut en remplac¸ant le groupe H par GLk−r−1. En utilisant cette fois
la premie`re majoration de (10), on obtient simplement
I1 << Ξ
GLk−r−1(a)2.
De ces deux majorations se de´duit l’assertion (9).
De (9) et de la proposition II.4.5 de [W2] se de´duit que l’inte´grale∫
Uk−r−1(F )
ΞH(t′−1tu)du
est convergente et que, pour tout ǫ tel que 0 < ǫ < 1/2,elle est borne´e par
δBk−r−1(t
′−1t)−1/2|det(t′−1t)|ǫ+(r+1−dV˜ −k)/2F .
Pour tout entier c′ ∈ N, on a introduit en 3.5 la fonction ιc′ sur Ak(F ). D’apre`s le lemme
3.7(i), il existe un entier c′ ∈ N et un re´el R ≥ 0 tels que l’on ait la majoration
|φµ(a)η| << ιc′(a)δBk(a)1/2σ(a)R
pour tout a ∈ Ak(F ). Pour t ∈ Ak−r−1(F ), on a δBk(t) = δBk−r−1(t)|det(t)|r+1F , d’ou`
(11) |φµ(t)η| << ιc′(t)δBk−r−1(t)1/2|det(t)|(r+1)/2F σ(t)R.
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La fonction g 7→ φµ(g)η′ ve´rifie une majoration analogue. L’expression (8) est donc
majore´e par le produit des inte´grales∫
Ak−r−1(F )
ιc′(t
′)|det(t′)|−ǫ+1/2F σ(t′)Rdt′
et ∫
Ak−r−1(F )
ιc′(t)|det(t)|ǫ+1/2F σ(t)Rdt.
Conside´rons par exemple la premie`re. On remplace les variables t′1, ..., t
′
k−r−1 par a1....ak−r−1,
a2...ak−r−1, ..., ak−r−1. L’inte´grale est alors essentiellement borne´e par le produit sur
j = 1, ..., k − r − 1 des inte´grales∫
aj∈F×;valF (aj)≥−c′
|aj|j(−ǫ+1/2)F (1 + |valF (aj)|)Rdaj.
Chacune d’elles est convergente, ce qui ache`ve la preuve de (7).
On utilise (7) pour permuter les deux inte´grales inte´rieures dans l’expression qui
pre´ce`de cette assertion. On effectue ensuite le changement de variables δ 7→ γ−1δ, puis on
de´compose γ en t′k′ et δ en utk, avec u ∈ Uk−r−1(F ), t, t′ ∈ Ak−r−1(F ) et k, k′ ∈ Kk−r−1.
Cela change dγ dδ en δBk−r−1(tt
′)−1du dt dt′ dk dk′. On obtient
I(x′, h′, x, h) = C
∫
G˜(F )
I(x′, h′, x, h, g˜)dg˜
ou`
I(x′, h′, x, h, g˜) =
∫
U
QH
(F )
∫
ω[k−r](c+cψ)
∫
K2k−r−1
∫
Ak−r−1(F )2
∫
Uk−r−1(F )
(ρ(utkng˜h)ǫ′, ρ(t′k′h′)ǫ)(Φµ(t′k′a)e′(x′∗h
′),Φµ(utka)e(ng˜x∗h))
|det(t′)|(1−dV˜ −k)/2F |det(t)|−r+(dV˜ +k−1)/2F δBk−r−1(tt′)−1du dt dt′ dk dk′ da dn.
Fixons une suite (Ωl)l∈N de sous-groupes ouverts compacts de UQH(F ) telle que Ωl ⊂ Ωl+1
pour tout l, ⋃
l∈N
Ωl = UQH (F )
et tout Ωl soit invariant par conjugaison par Kk−r−1. Notons Il(x
′, h′, x, h, g˜) l’expres-
sion obtenue en remplac¸ant dans I(x′, h′, x, h, g˜) la premie`re inte´grale sur UQH (F ) par
l’inte´grale sur Ωl. On a
I(x′, h′, x, h, g˜) = liml→∞Il(x
′, h′, x, h, g˜).
Fixons l ∈ N. En (7), on avait fixe´ n. Mais, les fonctions conside´re´es e´tant locale-
ment constantes en cette variable, on aurait aussi bien pu l’autoriser a` varier dans
un sous-ensemble compact de UQH (F ) et on aurait obtenu une majoration uniforme
en n de l’inte´grale conside´re´e. Donc l’expression Il(x
′, h′, x, h, g˜) est absolument conver-
gente. On peut changer l’ordre des inte´grales puis effectuer le changement de variable
n 7→ (tk)−1ntk. Cela introduit le module δQH (t)−1 = |det(t)|r+1−k−dV˜F . On obtient
Il(x
′, h′, x, h, g˜) =
∫
ω[k−r](c+cψ)
∫
K2k−r−1
∫
Ak−r−1(F )2
∫
tΩlt−1
∫
Uk−r−1(F )
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(ρ(untkg˜h)ǫ′, ρ(t′k′h′)ǫ)(Φµ(t′k′a)e′(x′∗h
′),Φµ(utka)e((tk)−1ntkg˜x∗h))
|det(tt′)|(1−dV˜ −k)/2F δBk−r−1(tt′)−1du dn dt dt′ dk dk′ da.
Soit n ∈ UQH(F ). On a nw0 ∈ w0 + Y +W . Introduisons l’e´le´ment u(n) ∈ Uk(F ) qui fixe
tous les vecteurs yj pour j = 1, ..., k, j 6= k− r, et envoie yk−r sur yk−r+nw0−w0. On a
(12) u(n)−1n ∈ UQ0(F ).
En effet, u(n)−1n fixe tout yj pour j = 1, ..., k − r − 1 et envoie V˜ dans Y +W , a
fortiori dans Y +0 . Pour qu’il appartienne a` UQ0(F ), il suffit qu’il fixe de plus yk−r. On a
yk−r = w0 +
1
2ν0
v0, donc nyk−r = nw0 +
1
2ν0
v0 = yk−r + nw0 − w0, puis u(n)−1nyk−r =
u(n)−1yk−r + nw0 − w0 = yk−r. Cela prouve (12).
Puisque e est invariante a` gauche par UQ(F ), a fortiori par UQ0(F ), on a
µ(utka)e((tk)−1ntkg˜x∗h) = δQ(tk)
−1/2µ(uau(n))e(u(n)−1ntkg˜x∗h)
= δQ(tk)
−1/2µ(uau(n))e(tkg˜x∗h) = µ(uau(n)tk)e(g˜x∗h).
Introduisons le sous-groupe parabolique PH de H , contenu dans QH , dont l’intersection
avec LH est Bk−r−1×H0. Son radical unipotent est UPH = Uk−r−1×UQH . On de´finit un
caracte`re ξ¯H de UPH(F ) par la formule
ξ¯H(ν) = ψ(qW (νw0, yr−k+1) +
∑
j=2,...,k−r−1
qW (νyj , y−j+1))
pour ν ∈ UPH (F ). Remarquons que les donne´es H , PH , w0, ξ¯H , G˜ sont d’exactes simi-
laires des donne´es G, P , v0, ξ¯, H . Plus ge´ne´ralement, pour a ∈ ω[k−r](c+ cψ), de´finissons
un caracte`re ξ¯Ha de UPH (F ) par
ξ¯Ha (ν) = ψ(a
−1
k−rqW (νw0, yr−k+1) +
∑
j=2,...,k−r−1
qW (νyj, y−j+1)).
Si ν = un, avec u ∈ Uk−r−1(F ) et n ∈ UQH (F ), on a l’e´galite´
ξ¯Ha (un) = ψ(a
−1
k−ru(n)k−r−1,k−r +
∑
j=1,...k−r−2
uj,j+1).
D’apre`s la de´finition de Φ, on en de´duit
Φµ(uau(n)tk)e(g˜x∗h) = ξ¯
H
a (un)Φµ(tka)e(g˜x∗h) = ξ¯
H
a (un)π˜(g˜)Φµ(tka)e(x∗h).
puis
(13) Il(x
′, h′, x, h, g˜) =
∫
ω[k−r](c+cψ)
∫
K2k−r−1
∫
Ak−r−1(F )2
∫
tΩlt−1
∫
Uk−r−1(F )
(ρ(untkg˜h)ǫ′, ρ(t′k′h′)ǫ)(Φµ(t′k′a)e′(x′∗h
′), π˜(g˜)Φµ(tka)e(x∗h))ξ¯
H
a (un)
|det(tt′)|(1−dV˜ −k)/2F δBk−r−1(tt′)−1du dn dt dt′ dk dk′ da.
Pour un entier c′ ≥ 1, on introduit le sous-groupe ωAk−r−1(c′) ⊂ Ak−r−1(F ). Montrons
que
(14) il existe un entier c′ ≥ 1 tel que, pour tous t, t′ ∈ Ak−r−1(F ), k, k′ ∈ Kk−r−1,
h, h′ ∈ H0(F )KH et g˜ ∈ G˜(F ), les e´le´ments ρ(tkg˜h)ǫ′ et ρ(t′k′h′)ǫ de Eρ soient invariants
par ρ(α) pour tout α ∈ ωAk−r−1(c′).
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Ecrivons h = h0κ, avec h0 ∈ H0(F ) et κ ∈ KH . Soit α ∈ Ak−r−1(F ). En utilisant le
fait que Gk−r−1 commute a` H0, a fortiori a` G˜, on a
αtkg˜h = tkg˜hγ
ou` γ = (kκ)−1αkκ. Puisque kκ reste dans un ensemble compact, il existe c′ tel que la
condition α ∈ ωAk−r−1(c′) entraˆıne que ρ(γ) fixe ǫ′, donc que ρ(α) fixe ρ(tkg˜h)ǫ′. La
preuve est la meˆme pour l’e´le´ment ρ(t′k′h′)ǫ. Cela prouve (14).
On fixe c′ comme en (14). Les deux inte´grales inte´rieures de la formule (13) se
regroupent en une inte´grale sur le sous-ensemble Uk−r−1(F ) × tΩlt−1 de UPH (F ). In-
troduisons le sous-groupe UPH (F )c′ de ce dernier groupe. Posons ∆l(t) = UPH (F )c′ ∩
(Uk−r−1(F )×tΩlt−1). La preuve du lemme 3.5 montre que l’inte´grale sur le comple´mentaire
de ∆l(t) dans Uk−r−1(F )× tΩlt−1 est nulle. On peut donc remplacer les deux inte´grales
inte´rieures de (13) par l’inte´grale sur ∆l(t). Remarquons que c
′ est inde´pendant de c, on
peut donc supposer que c est assez grand relativement a` c′. Alors, pour a ∈ ω[k−r](c+cψ),
le caracte`re ξ¯Ha co¨ıncide avec ξ¯
H sur UPH(F )c′. On obtient
Il(x
′, h′, x, h) =
∫
G˜(F )
∫
ω[k−r](c+cψ)
∫
K2k−r−1
∫
Ak−r−1(F )2
∫
∆l(t)
(ρ(utkg˜h)ǫ′, ρ(t′k′h′)ǫ)(Φµ(t′k′a)e′(x′∗h
′), π˜(g˜)Φµ(tka)e(x∗h))ξ¯
H(u)
|det(tt′)|(1−dV˜ −k)/2F δBk−r−1(tt′)−1du dt dt′ dk dk′ da dg˜.
Montrons que
(15) l’expression obtenue en remplac¸ant ci-dessus l’inte´grale sur ∆l(t) par l’inte´grale
sur UPH (F )c′ est absolument convergente.
Comme toujours, les inte´grales sur ω[k−r](c+cψ)×K2k−r−1 sont inessentielles. Oublions-
les. On peut supposer e(x∗h) = η ⊗ e˜ et e′(x′∗h′) = η′ ⊗ e˜′, avec η, η′ ∈ Eµ et e˜, e˜′ ∈ Eπ˜.
On a les majorations
|(ρ(utg˜h)ǫ′, ρ(t′h′)ǫ)| << ΞH(t′−1utg˜),
|(Φµ(t′k′a)e′(x′∗h′), π˜(g˜)Φµ(tka)e(x∗h))| << ΞG˜(g˜)|φµ(t′)η′||φµ(t)η|.
On peut encore majorer cette dernie`re expression graˆce a` (11) : il existe un entier c′′ et
un re´el R ≥ 0 tels que
|(Φµ(t′k′a)e′(x′∗h′), π˜(g˜)Φµ(tka)e(x∗h))| << ΞG˜(g˜)ιc′′(t)ιc′′(t′)
δBk−r−1(tt
′)1/2|det(tt′)|(r+1)/2F σ(t)Rσ(t′)R.
On effectue le changement de variable u 7→ t′ut′−1, qui introduit le module δPH (t′),
on est ramene´ a` l’expression∫
G˜(F )
∫
Ak−r−1(F )2
∫
t′−1U
PH
(F )c′ t
′
ΞH(ut′−1tg˜)ΞG˜(g˜)ιc′′(t)ιc′′(t
′)
δBk−r−1(tt
′)−1/2δPH (t
′)|det(tt′)|(1+(r−dV˜ −k)/2F σ(t)Rσ(t′)Rdu dt dt′ dg˜.
Pour t′ ∈ Ak−r−1(F ), dont on e´crit les coefficients diagonaux t′1, ..., t′k−r−1, posons
c′(t′) = sup{c′, c′+valF (t1)−valF (t2), ..., c′+valF (tk−r−2)−valF (tk−r−1), c′+valF (tk−r−1)}.
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Alors t′−1UPH (F )c′t
′ ⊂ UPH (F )c′(t′) et on peut remplacer dans l’expression ci-dessus
l’inte´grale sur t′−1UPH (F )c′t
′ par l’inte´grale sur UPH (F )c′(t′). D’apre`s 4.3(3), il existe un
re´el R′ ≥ 0 tel que∫
U
PH
(F )c′(t′)
ΞH(ut′−1tg˜)du << δPH (tt
′−1)1/2ΞH0(g˜)σ(g˜)R
′
σ(tt′−1)R
′
c′(t′)R
′
.
On peut aussi bien remplacer σ(tt′−1)R
′
c′(t′)R
′
par σ(t)R
′
σ(t′)R
′
. On a
δPH(tt
′) = δBk−r−1(tt
′)|det(tt′)|dV˜ +k−r−1F .
Alors notre expression est majore´e par le produit de trois inte´grales. La premie`re est∫
G˜(F )
ΞH0(g˜)ΞG˜(g˜)σ(g˜)R
′
dg˜,
qui est convergente d’apre`s 4.3(4). Les deux autres sont toutes deux e´gales a`∫
Ak−r−1(F )
ιc′′(t)|det(t)|1/2F σ(t)dt.
On a vu dans la preuve de (7) que cette inte´grale e´tait convergente. Cela prouve (15).
Graˆce a` (15), le the´ore`me de convergence domine´e nous permet de calculer la limite de
Il(x
′, h′, x, h) quand l tend vers l’infini, c’est-a`-dire I(x′, h′, x, h), comme l’inte´grale obte-
nue en remplac¸ant, dans la formule qui pre´ce`de (15), l’inte´grale sur ∆l(t) par l’inte´grale
sur la limite de cet ensemble, c’est-a`-dire sur UPH (F )c′ tout entier. On reconnaˆıt la double
inte´grale sur G˜(F )× UPH(F )c′ : elle donne
Lρ,π˜,c′(ρ(tkh)ǫ′ ⊗ Φµ(t′k′a)e′(x′∗h′), ρ(tk′h′)ǫ⊗ Φµ(tka)e(x∗h)),
ce terme e´tant calcule´ a` l’aide du caracte`re ξH . D’apre`s le choix de c′ et le lemme 5.1,
c’est aussi
Lρ,π˜(ρ(tkh)ǫ′ ⊗ Φµ(t′k′a)e′(x′∗h′), ρ(tk′h′)ǫ⊗ Φµ(tka)e(x∗h)).
D’ou`
I(x′, h′, x, h) =
∫
ω[k−r](c+cψ)
∫
K2k−r−1
∫
Ak−r−1(F )2
|det(tt′)|(1−dV˜ −k)/2F δBk−r−1(tt′)−1
Lρ,π˜(ρ(tkh)ǫ′ ⊗ Φµ(t′k′a)e′(x′∗h′), ρ(t′k′h′)ǫ⊗ Φµ(tka)e(x∗h))dt dt′ dk dk′ da.
Remarquons que les inte´grales sur Kk−r−1 et Ak−r−1(F ) se regroupent en inte´grales sur
Uk−r−1(F )\GLk−r−1(F ), d’ou`
(16) I(x′, h′, x, h) =
∫
ω[k−r](c+cψ)
∫
(Uk−r−1(F )\GLk−r−1(F ))2
|det(γγ′)|(1−dV˜ −k)/2F
Lρ,π˜(ρ(γh)ǫ′ ⊗ Φµ(γ′a)e′(x′∗h′), ρ(γ′h′)ǫ⊗ Φµ(γa)e(x∗h))dγ dγ′ da.
Cette e´galite´ et (6) entraˆınent que, si Lρ,π˜ est nulle, Lπ,ρ l’est aussi. Inversement, suppo-
sons Lρ,π˜ non nulle. Fixons e˜, e˜′ ∈ Eπ˜, ǫ, ǫ′ ∈ Eρ tels que Lρ,π˜(ǫ′⊗ e˜′, ǫ⊗ e˜) 6= 0. Fixons un
sous-groupe ouvert compact K ′ ⊂ GLk−r−1(F ) tel que ǫ et ǫ′ soient invariant par K ′ et ξ¯
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soit trivial sur Uk−r−1(F )∩K ′. L’espace des fonctions γ 7→ φµ(γ)η sur GLk−1(F ), quand
η parcourt Eµ, est le mode`le de Kirillov de µ. Ce mode`le contient toutes les fonctions
localement constantes, se transformant a` gauche par Uk−1(F ) selon le caracte`re ξ et de
support d’image compacte dans Uk−1(F )\GLk−1(F ). On peut donc choisir η tel que la
fonction γ 7→ φµ(γ)η sur GLk−r−1(F ) soit a` support dans Uk−r−1(F )K ′ et vaille 1 sur
K ′. On choisit η′ = η. Fixons une sous-varie´te´ analytique Λ de KH , contenant 1, telle
que l’application produit (Q0(F ) ∩ H(F )) × Λ → H(F ) soit un home´omorphisme au
voisinage des e´le´ments neutres (c’est-a`-dire un home´omorphisme d’un voisinage de (1, 1)
dans l’espace de de´part sur un voisinage de 1 dans l’espace d’arrive´e). Les arguments
que l’on a utilise´s ci-dessus pour de´composer les inte´grales montrent que l’application
(U(F ) ∩ UQ¯(F ))× Λ → Q(F )\G(F )
(x, h) 7→ x∗h
est aussi un home´omorphisme au voisinage des e´le´ments neutres. On peut donc choisir
un voisinage ouvert compact ωU de 1 dans U(F )∩UQ¯(F ) et un voisinage ouvert compact
ωH ⊂ Λ de sorte qu’il existe deux fonctions e, e′ ∈ Eπ ve´rifiant les proprie´te´s suivantes :
l’image dans Q(F )\G(F ) du support de e, resp. e′, est e´gale a` l’image de ωU × ωH par
l’application pre´ce´dente ; pour (x, h) ∈ ωU × ωH , e(x∗h) = η ⊗ e˜, resp. e′(x∗h) = η ⊗ e˜.
Quitte a` restreindre ωH , on peut supposer que ωH fixe ǫ et ǫ
′. Calculons Lπ,ρ(ǫ′⊗e′, ǫ⊗e).
On a
(17) I(x′, h′, x, h) = 0 si h ou h′ n’appartient pas a` (Q0(F ) ∩H(F ))ωH ; pour h, h′ ∈
ωH , I(x
′, h′, x, h) = 0 si x ou x′ n’appartient pas a` ωU .
En effet, modulo multiplication a` gauche par des e´le´ments de Q0(F )∩H(F ), on peut
supposer que h, h′ ∈ H0(F )KH . Alors I(x′, h′, x, h) est calcule´ par la formule (16). Il
re´sulte de cette formule et de la de´finition de e que, si I(x′, h′, x, h) 6= 0, il existe x′′ ∈ ωU
et h′′ ∈ ωH de sorte que xh ∈ Q(F )x′′h′′. Mais cette relation entraˆıne que les images dans
(Q0(F )∩H(F ))\H(F ) de h et h′′ sont e´gales. Donc h ∈ (Q0(F )∩H(F ))ωH. Supposons
maintenant h ∈ ωH . Si I(x′, h′, x, h) 6= 0, on a encore des x′′ et h′′ comme ci-dessus, et les
images de h et h′′ dans (Q0(F )∩H(F ))\H(F ) sont e´gales. Mais l’application naturelle de
ωH dans ce quotient est injective. Donc h = h
′′ puis x ∈ Q(F )x′′. Puisque x, x′′ ∈ U(F ),
cela entraˆıne x ∈ (U(F ) ∩ Q(F ))x′′. L’application naturelle de U(F ) ∩ UQ¯(F ) dans
(U(F )∩Q(F ))\U(F ) est injective, donc x = x′′ ∈ ωU . Les meˆmes arguments s’appliquent
a` x′ et h′.
Cette proprie´te´ nous permet de remplacer dans la formule (6) les inte´grales sur
(Q0(F ) ∩ H(F ))\H(F ) et U(F ) ∩ UQ¯(F ) par des inte´grales sur ωH et ωU , pour une
mesure convenable sur ωH . Sur ces ensembles d’inte´gration, I(x
′, h′, x, h) est constante,
e´gale a` I(1, 1, 1, 1). Donc Lπ,ρ(ǫ′⊗ e′, ǫ⊗ e) est un multiple non nul de ce terme. On peut
choisir c assez grand pour que ω[k−r](c+ cψ) fixe η et η
′. Alors la formule (16) devient
I(1, 1, 1, 1) = mes(ω[k−r](c+ cψ)
∫
(Uk−r−1(F )\GLk−r−1(F ))2
|det(γγ′)|(1−dV˜ −k)/2F
Lρ,π˜(ρ(γ)ǫ′ ⊗ e˜′, ρ(γ′)ǫ⊗ e˜)(φµ(γ)η)(φµ(γ′)η′)dγ dγ′.
D’apre`s les choix de η et η′, cette expression est un multiple non nul de Lρ,π˜(ǫ′⊗ e˜′, ǫ⊗ e˜).
Donc Lπ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) 6= 0, ce qui ache`ve la de´monstration. 
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5.3 Variable d’induction et entrelacements tempe´re´s
Soient (V, qV ) et (W, qW ) deux espaces quadratiques compatibles, avec dW < dV . Soit
Q = LUQ un sous-groupe parabolique de G. Le groupe L s’identifie a` un produit
L = GLk1 × ...×GLks × G˜,
ou` G˜ est le groupe spe´cial orthogonal d’un sous-espace V˜ de V . Le groupe AL(F ) s’iden-
tifie a` F×s. On suppose que K est en bonne position relativement a` L. Soient µ1, resp.
µ2, ..., µs, π˜ des repre´sentations admissibles irre´ductibles et tempe´re´es de GLk1(F ), resp.
GLk2(F ),...,GLks(F ), G˜(F ). Posons τ = µ1 ⊗ ... ⊗ µs ⊗ π˜. C’est une repre´sentation de
L(F ). Pour λ ∈ iA∗L,F , on de´finit la repre´sentation induite πλ = IndGQ(τλ), que l’on re´alise
dans l’espace KGQ,τ . Fixons des produits scalaires invariants sur les espaces de µ1,...,µs,
π˜. On construit la forme hermitienne
(e′, e) =
∫
K
(e′(k), e(k))dk
sur KGQ,τ . Soit ρ ∈ Temp(H). Pour λ ∈ iA∗L,F , ǫ, ǫ′ ∈ Eρ et e, e′ ∈ KGQ,τ , on de´finit
Lπλ,ρ(ǫ′ ⊗ e′, ǫ⊗ e).
Lemme. (i) L’application λ 7→ Lπλ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) est C∞ sur iA∗L,F .
(ii) Les trois conditions suivantes sont e´quivalentes :
- il existe λ tel que Lπλ,ρ ne soit pas nul ;
- pour tout λ, Lπλ,ρ n’est pas nul ;
- Lπ˜,ρ n’est pas nul.
(iii) Si ces conditions sont ve´rifie´es, on peut choisir des familles finies (ǫ′i)i=1,...,n,
(ǫi)i=1,...,n d’e´le´ments de Eρ, des familles finies (e
′
i)i=1,...,n, (ei)i=1,...,n d’e´le´ments de KGQ,τ
et une famille finie (ϕi)i=1,...,n de fonctions C
∞ sur iA∗L,F de sorte que∑
i=1,...,n
ϕi(λ)Lπλ,ρ(ǫ′i ⊗ e′i, ǫi ⊗ ei) = 1
pour tout λ.
Preuve. Pour ǫ, ǫ′, e, e′ fixe´s, la preuve du lemme 3.5 montre qu’il existe c0 tel que,
pour tout c ≥ c0 et tout λ ∈ iA∗L,F , on ait l’e´galite´
Lπλ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) = Lπλ,ρ,c(ǫ′ ⊗ e′, ǫ⊗ e).
Soit D un ope´rateur diffe´rentiel sur iA∗L,F , a` coefficients C∞. Il existe un re´el R ≥ 0 tel
que l’on ait une majoration
|D(e′, πλ(g)e)| << σ(g)RΞG(g)
pour tous g ∈ G(F ) et λ ∈ iA∗L,F . Alors DLπλ,ρ,c(ǫ′⊗ e′, ǫ⊗ e) est uniforme´ment majore´e
par l’inte´grale ∫
H(F )U(F )c
ΞH(h)ΞG(hu)σ(hu)Rdu dh
qui est convergente d’apre`s 4.3(4). Le the´ore`me usuel de de´rivation d’une inte´grale
de´pendant d’un parame`tre entraˆıne que λ 7→ Lπλ,ρ,c(ǫ′ ⊗ e′, ǫ⊗ e) est C∞. D’ou` (i).
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Introduisons le sous-groupe parabolique Q′ de G contenant Q, dont la composante
de Le´vi est L′ = GLk × G˜, ou` k = k1 + ... + ks. Soit λ ∈ iA∗L,F . Posons τL′λ =
IndL
′
L′∩Q(τλ). C’est une repre´sentation de L
′(F ) de la forme µλ⊗ π˜. La repre´sentation µλ
est une repre´sentation tempe´re´e et irre´ductible de GLk(F ). On sait en effet que, dans les
groupes line´aires, l’induite d’une repre´sentation tempe´re´e irre´ductible est irre´ductible. On
a πλ = Ind
G
Q′(τ
L′
λ ). Appliquant la proposition 5.2, on voit que la non-nullite´ de Lπλ,ρest
e´quivalente a` la non-nullite´ de Lπ˜,ρ. L’assertion (ii) s’en de´duit.
Supposons satisfaites les conditions de (ii). Pour tout λ, on choisit des e´le´ments ǫλ,ǫ
′
λ,
eλ et e
′
λ tels que
Lπλ,ρ(ǫ′λ ⊗ e′λ, ǫλ ⊗ eλ) 6= 0.
Graˆce a` (i), il existe un voisinage ωλ de λ dans iA∗L,F tel que
Lπλ′ ,ρ(ǫ′λ ⊗ e′λ, ǫλ ⊗ eλ) 6= 0
pour tout λ′ ∈ ωλ. Puisque iA∗L,F est compact, on peut choisir une famille finie (λi)i=1,...,n
de sorte que ⋃
i=1,...,n
ωλi = iA∗L,F .
On de´finit ǫi, ǫ
′
i, ei, e
′
i par ǫi = ǫλi etc... Notons ϕ
′
i la conjugue´e complexe de la fonction
λ 7→ Lπλ,ρ(ǫ′i ⊗ e′i, ǫi ⊗ ei).
et posons
ϕ(λ) =
∑
i=1,...,n
ϕ′i(λ)Lπλ,ρ(ǫ′i ⊗ e′i, ǫi ⊗ ei).
Alors ϕ est une fonction C∞ a` valeurs strictement positives. On satisfait la condition
(iii) en de´finissant ϕi = ϕ
′
i/ϕ. 
5.4 Le cas des induites re´ductibles
On conserve les donne´es de 5.3. Posons π = π0. Cette repre´sentation est semi-simple
et toute sous-repre´sentation irre´ductible y intervient avec multiplicite´ 1.
Lemme. Supposons Lπ,ρ non nulle. Alors il existe une unique sous-repre´sentation
irre´ductible π′ de π telle que Lπ′,ρ soit non nulle.
Preuve. Par construction, pour toute sous-repre´sentation irre´ductible π′ de π, la forme
Lπ′,ρ est la restriction de Lπ,ρ a` l’espace Eρ ⊗ Eπ′, ou` Eπ′ ⊂ KGQ,τ est l’espace de π′.
D’autre part, soient ǫ′, ǫ′′ ∈ Eρ et e′, e′′ ∈ KGQ,τ . Pour λ ∈ iA∗L,F en position ge´ne´rale, la
repre´sentation πλ est irre´ductible. D’apre`s 5.1(1), on a l’e´galite´
|Lπλ,ρ(ǫ′ ⊗ e′′, ǫ′′ ⊗ e′)|2 = |Lπλ,ρ(ǫ′ ⊗ e′, ǫ′ ⊗ e′)||Lπλ,ρ(ǫ′′ ⊗ e′′, ǫ′′ ⊗ e′′)|.
D’apre`s le lemme 5.3(i), tous les termes sont continus en λ. L’e´galite´ est donc vraie pour
tout λ. Pour λ = 0, elle donne
(1) |Lπ,ρ(ǫ′ ⊗ e′′, ǫ′′ ⊗ e′)|2 = |Lπ,ρ(ǫ′ ⊗ e′, ǫ′ ⊗ e′)||Lπ,ρ(ǫ′′ ⊗ e′′, ǫ′′ ⊗ e′′)|.
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Puisque Lπ,ρ n’est pas nulle, on peut choisir ǫ′, ǫ′′, e′, e′′ tels que Lπ,ρ(ǫ′⊗ e′′, ǫ′′⊗ e′) 6= 0.
Par line´arite´, on peut supposer qu’il existe des sous-repre´sentations irre´ductibles π′ et π′′
de π telles que e′ ∈ Eπ′ et e′′ ∈ Eπ′′. La relation (1) entraˆıne que Lπ,ρ(ǫ′⊗ e′, ǫ′⊗ e′) 6= 0,
donc Lπ′,ρ n’est pas nulle. D’ou` l’existence affirme´e dans l’e´nonce´. Soient maintenant
π′ et π′′ des sous-repre´sentations irre´ductibles de π telles que Lπ′,ρ et Lπ′′,ρ ne soient
pas nulles. En appliquant 5.1(2), on peut fixer ǫ′, ǫ′′ ∈ Eρ, e′ ∈ Eπ′ et e′′ ∈ Eπ′′ de
sorte que Lπ,ρ(ǫ′ ⊗ e′, ǫ′ ⊗ e′) 6= 0 et Lπ,ρ(ǫ′′ ⊗ e′′, ǫ′′ ⊗ e′′) 6= 0. D’apre`s (1), on a aussi
Lπ,ρ(ǫ′ ⊗ e′′, ǫ′′ ⊗ e′) 6= 0. Par construction de Lπ,ρ, cela entraˆıne que le coefficient g 7→
(e′′, π(g)e′) n’est pas nul. Les sous-espaces Eπ′ et Eπ′′ ne sont donc pas orthogonaux, ce
qui implique π′ = π′′. 
5.5 Le cas r = 0 : majoration des entrelacements
Soient (V, qV ) et (W, qW ) deux espaces quadratiques compatibles. On suppose dV =
dW + 1. Soit π, resp. ρ, une repre´sentation tempe´re´e de G(F ), resp. H(F ). Soient l ∈
HomH,ξ(π, ρ) et K un sous-groupe ouvert compact de G(F ).
Proposition. Pour tous ǫ ∈ Eρ, e ∈ Eπ, il existe un re´el D ≥ 0 tels que∫
K
|(ǫ, l(π(kg)e))|dk << σ(g)DΞG(g)
pour tout g ∈ G(F ).
Preuve. La proposition de´pend du groupe K. Soit K ′ un autre sous-groupe ouvert
compact de G(F ). Montrons d’abord que la proposition relative a` K est e´quivalente a`
celle relative a` K ′. On peut de´montrer que la proposition relative a` K est e´quivalente a`
celle relative a` K ∩K ′, puis que celle-ci est e´quivalente a` celle relative a` K ′. Cela nous
rame`ne au cas ou` K ′ ⊂ K. Notons IK(ǫ, e, g) l’inte´grale de l’e´nonce´ et IK′(ǫ, e, g) son
analogue pour le groupe K ′. On a les ine´galite´s
IK′(ǫ, e, g) ≤ IK(ǫ, e, g) ≤
∑
k∈K′\K
IK′(ǫ, e, kg),
dont on de´duit la proprie´te´ voulue.
On a fixe´ un e´le´ment v0 ∈ V , non nul et orthogonal a` W . On peut multiplier qV
et qW par une constante, cela ne change rien aux groupes G et H ni aux donne´es de
notre proble`me. On peut donc supposer qV (v0) = 1, ce qui simplifiera la re´daction.
La proposition est triviale si qV est anisotrope : dans ce cas, G(F ) est compact et la
fonction g 7→ (ǫ, l(π(g)e) ne prend qu’un nombre fini de valeurs. Supposons que qV n’est
pas anisotrope. Fixons un syste`me hyperbolique maximal (v±i)i=1,...,n de V . On a n ≥ 1.
Notons Van l’orthogonal du sous-espace engendre´ par ces e´le´ments et posons :
Ran = {v ∈ Van; qV (v) ∈ oF}.
Notons R la somme de Ran et du oF -module engendre´ par les v±i, i = 1, ..., n. Ce re´seau
posse`de un e´le´ment v tel que qV (v) = 1, par exemple v = v1 + v−1. Quitte a` transformer
le syste`me hyperbolique et le re´seau R par l’action d’un e´le´ment de G(F ), on peut donc
supposer v0 ∈ R. Notons K le stabilisateur de R dans G(F ). C’est un sous-groupe
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compact maximal de G(F ), pas force´ment spe´cial (il l’est si Van = {0} ou si Van posse`de
un e´le´ment v tel que qV (v) ∈ o×F ). Le groupe K contient en tout cas comme sous-groupe
d’indice fini un sous-groupe parahorique de G(F ). Soit Amin le sous-tore de´ploye´ maximal
de G forme´ des e´le´ments qui conservent chaque droite Fv±i et agissent trivialement sur
Van. Notons Mmin le commutant de Amin dans G, qui est un Le´vi minimal de G. Le
groupe K est en bonne position relativement a` Mmin. Pour obtenir la majoration de
l’e´nonce´ pour le groupe K, il suffit de majorer IK(ǫ, e, a) pour a ∈ Amin(F ). En effet,
d’apre`s Bruhat-Tits, il existe un sous-ensemble compact Γ de G(F ) tel que tout e´le´ment
g ∈ G(F ) s’e´crive g = kaγ, avec k ∈ K, a ∈ Amin(F ) et γ ∈ Γ. On a alors
IK(ǫ, e, g) = IK(ǫ, π(γ)e, a)
et la majoration de ce dernier terme implique la majoration cherche´e de IK(ǫ, e, g).
Comme dans la preuve de 4.9, introduisons le groupe de permutations S et, pour s ∈ S, le
sous-ensemble Amin(F )
−
s de Amin(F ). Le groupe Amin(F ) est re´union des sous-ensembles
Amin(F )
−
s , quand s parcourt S. On peut donc fixer s et se limiter aux a ∈ Amin(F )−s .
Quitte a` re´indexer notre syste`me hyperbolique, on peut supposer que s est l’identite´.
Notons simplement Amin(F )
− l’ensemble des a ∈ Amin(F ) tels que valF (an) ≥ ... ≥
valF (a1) ≥ 0. On peut se limiter a` majorer IK(ǫ, e, a) pour a ∈ Amin(F )−.
Fixons un entier l ≥ 0 tel que
(1) l ≥ valF (2) ;
(2) pour tout x ∈ F , la condition valF (x) ≥ l + 1 entraˆıne que 1 + x est un carre´ et
posse`de une racine
√
1 + x telle que valF (
√
1 + x− 1) = valF (x/2).
Si p 6= 2, on peut prendre l = 0. Pour i = 1, ..., n, posons v′i = ̟ilFvi et v′−i = ̟−ilF v−i.
Notons R′ le re´seau somme de Ran et du oF -module engendre´ par les v
′
±i pour i = 1, ..., l.
Notons K ′ le stabilisateur de R′ dans G(F ) (R′ = R et K ′ = K si l = 0). S’il existe
v ∈ Van tel que qV (v) = 1, on fixe un tel e´le´ment que l’on note v′0 et on pose E = {±v′0},
ι = 1. Sinon, on pose v′0 = v1+v−1, E = {̟−cF v′1+̟cFv′−1; c = 0, ..., l}, ι = 2. Remarquons
que E ⊂ R′ dans le premier cas. Fixons a ∈ Amin(F )− et posons αi = valF (ai) pour tout
i = 1, ..., n. Notons B′ le sous-ensemble des suites b = (b1, ..., bn) ∈ Zn telles que
bn ≥ bn−1 ≥ ... ≥ b1 ;
αn − bn ≥ αn−1 − bn−1 ≥ ... ≥ α1 − b1 ≥ 0.
Notons X ′ = {x ∈ V ; qV (x) = 1}. Soit x ∈ X ′. Pour i = 1, ..., n, introduisons
l’ensemble
Bi(x) = {b ∈ Z; b ≤ αi, x ∈ ̟b−αiF aR′ +̟bFR′}.
L’ensemble Bi(x) n’est pas vide : il contient tout e´le´ment suffisamment ne´gatif. Posons
bi(x) = sup(Bi(x)), puis b(x) = (b1(x), ..., bn(x)}. Montrons que
(3) b(x) appartient a` B′.
Pour i ≤ n− 1 et b ∈ Bi(x), on a b ≤ αi ≤ αi+1 et
x ∈ ̟b−αiF aR′ +̟bFR′ ⊂ ̟b−αi+1F aR′ +̟bFR′.
Donc b ∈ Bi+1(x). Ainsi Bi(x) ⊂ Bi+1(x), d’ou` bi+1(x) ≥ bi(x). Posons
Ci(x) = {c ∈ Z; c ≤ 0, x ∈ ̟cFaR′ +̟c+αiF R′}.
On a bi(x) − αi = sup(Ci(x)). On voit comme ci-dessus que Ci+1(x) ⊂ Ci(x), d’ou`
bi+1(x) − αi+1 ≤ bi(x) − αi. Enfin, α1 − b1(x) ≥ 0 par de´finition de b1(x). Cela prouve
(3).
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Le groupeK ′∩aK ′a−1 agit surX ′. Par construction, les ensembles Bi(x) ne de´pendent
que de l’orbite de x pour cette action. L’e´le´ment x ne de´pend donc lui-aussi que de cette
orbite. L’application
H(F )\G(F ) → X ′
g 7→ g−1v0
est un isomorphisme. Le quotient des mesures de Haar sur H(F ) et G(F ) est une mesure
sur l’ensemble de de´part que l’on transporte a` l’ensemble d’arrive´e. Posons X = R∩X ′.
Pour b ∈ B′, notons X(b) l’ensemble des x ∈ X tels que b(x) = b. Notons B le sous-
ensemble des b ∈ B′ qui ve´rifient de plus b1 ≥ −nl et, dans le cas ou` ι = 2, b1 ≤ 0.
Montrons que
(4) pour b ∈ B′, X(b) est vide si b 6∈ B ; on a une majoration
mes(X(b)) << q−
P
i=1,...,n bi
pour tout b = (b1, ..., bn) ∈ B.
Soit x ∈ X. On a l’inclusion R ⊂ ̟−nlF R′, donc −nl ∈ B1(x) et b1(x) ≥ −nl.
Supposons b1(x) > 0, donc aussi α1 > 0. Ecrivons x = xan +
∑
i=±1,...,±n xiv
′
i, avec
xan ∈ Van et xi ∈ F pour tout i. Puisque x ∈ R, on a xan ∈ Ran et valF (x−i) ≥ l pour
tout i = 1, ..., n. La condition
x ∈ ̟1−α1F aR′ +̟FR′
entraˆıne valF (xi) ≥ 1 pour tout i. La condition qV (x) = 1 entraˆıne alors valF (qV (xan)−
1) ≥ l + 1. Donc qV (xan) est un carre´ et l’e´le´ment v = xan/
√
qV (xan) de Van ve´rifie
qV (v) = 1. Donc ι = 1. Cela prouve la premie`re assertion de (4).
Soit b ∈ B. Comme ci-dessus, e´crivons tout e´le´ment x ∈ V sous la forme x =
xan+
∑
i=±1,...±n xiv
′
i. Notons R(b) l’ensemble des x ∈ R tels que valF (xi) ≥ bi pour tout
i = 1, ..., n. On ve´rifie que X(b) ⊂ R(b). Conside´rons l’application
V → F
v 7→ qV (v).
Soit ν ∈ F×, notons Vν la fibre de cette application au-dessus de ν. Au-dessus de F×,
l’application est une fibration localement triviale. Des mesures de Haar sur V et F se
de´duit donc une mesure sur Vν , notons-la dνv. Pour f ∈ C∞c (V ), on a l’e´galite´∫
V
f(v)dv =
∫
F
∫
Vν
f(v)dνv dν.
La mesure dν est invariante par l’action de G(F ) et c’est la seule mesure ve´rifiant cette
condition, a` une constante. Pour ν = 1, on a V1 = X
′ et on peut supposer que d1 co¨ıncide
avec la mesure que l’on a pre´ce´demment introduite sur cet ensemble. D’autre part, pour
λ ∈ F×, on ve´rifie que ∫
Vν
fλ(v)dνv = |λ|2−dim(V )F
∫
Vλ2ν
f(v)dλ2ν ,
ou`, comme d’habitude, fλ est de´finie par fλ(v) = f(λv). Supposons fλ = f pour λ ∈ o×F .
On de´duit des relations ci-dessus l’e´galite´
mes(o×,2F )
∫
Vν
f(v)dνv =
∫
v∈V ;qV (v)∈νo
×,2
F
f(v)dv.
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On applique cela a` ν = 1 et a` la fonction caracte´ristique f de l’ensemble R(b). On
obtient une majoration
mes(X(b)) << mes({x ∈ R(b); qV (x) ∈ o×,2F }) << mes(R(b)) << q−
P
i=1,...,n bi .
Cela prouve la seconde assertion de (4).
Soit x ∈ R. Montrons que
(5) dans l’orbite de x sous l’action de K ′ ∩ aK ′a−1, il existe un e´le´ment y (non
ne´cessairement dans R) de la forme y = e+
∑
i=ι,...,n yiv
′
i, ou` e ∈ E.
Pour cela, on e´crit x = xan+
∑
±1,...,±n xiv
′
i et on montre par re´currence sur j = 1, ..., n
que
(6) la conclusion de (5) est ve´rifie´e si x−i = 0 pour i = j + 1, ..., n.
Pour v′, v′′ ∈ V , on note c(v′, v′′) l’e´le´ment de g(F ) de´fini par
c(v′, v′′)(v) = qV (v, v
′)v′′ − qV (v, v′′)v′.
Notons Vj , resp. Vj−1, le sous-espace de V engendre´ par Van et les v
′
±i pour i = 1, ..., j,
resp. i = 1, ..., j − 1. Pour v ∈ Vj−1, on pose kv = exp(c(v′−j , v)). On a
kvv
′
−j = v
′
−j;
kvv
′
j = v
′
j + v − qV (v)v′−j ;
kv(z) = z − qV (z, v)v′−j , pour z ∈ Vj−1;
kvz = z, pour z orthogonal a` Vj.
En particulier, si v ∈ R′ ∩ Vj−1, on a kv ∈ K ′. Mais a−1kva = exp(c(v−j , aja−1v)) et
aja
−1(R′ ∩ Vj−1) ⊂ R′ ∩ Vj−1. Donc, si v ∈ R′ ∩ Vj−1, on a kv ∈ K ′ ∩ aK ′a−1. Soit x
ve´rifiant l’hypothe`se de (6). Ecrivons x = u+xjv
′
j+z+x−jv
′
−j, avec u =
∑
i=j+1,...,n xiv
′
i et
z = xan+
∑
i=±1,...±(j−1) xiv
′
i. L’e´le´ment u est orthogonal a` Vj et appartient a` R. L’e´le´ment
z appartient a` R ∩ Vj−1 ⊂ ̟(1−j)lF R′ ∩ Vj−1. On a aussi valF (xj) ≥ −jl, valF (x−j) ≥ jl.
Supposons d’abord valF (xj) ≥ (1−j)l+1, donc valF (xjx−j) ≥ l+1. L’e´galite´ qV (x) = 1
e´quivaut a` qV (z) = 1−xjx−j . D’apre`s le choix de l, on peut introduire une racine carre´e√
qV (z) telle que valF (1−
√
qV (z)) = valF (xjx−j/2) ≥ 1. Posons
λ =
1−√qV (z)
xj
√
qV (z)
.
Alors valF (λ) = valF (x−j/2) ≥ (j − 1)l. Donc λz ∈ R′ ∩ Vj−1 et kλz ∈ K ′ ∩ aK ′a−1. On
a
kλzx = u+ xjv
′
j + (1− λxj)z + (x−j − 2λqV (z)− λ2xjqV (z))v′−j .
On ve´rifie que le coefficient de v′−j est nul : on a choisi λ pour cela. D’autre part
valF (λxj) ≥ 1, donc (1 − λxj)z ∈ R. Supposons j ≥ 2. Alors kλzx ve´rifie les meˆmes
conditions que x, l’entier j e´tant remplace´ par j − 1. L’hypothe`se de re´currence permet
de conclure. Si j = 1, l’e´le´ment kλzx est de la forme kλzx = yan +
∑
i=1,...,n yiv
′
i. On a
qV (yan) = 1, donc ι = 1. Il existe un e´le´ment gan ∈ Gan(F ) tel que gan(yan) = ±v′0. Rap-
pelons que Gan(F ) est contenu dans K
′ ∩ aK ′a−1. En posant y = gankλzx, cet e´le´ment
ve´rifie les conditions requises. Cela conclut le cas ou` valF (xj) ≥ (1− j)l + 1. Supposons
maintenant valF (xj) ≤ (1 − j)l. Alors −z/xj ∈ R′ ∩ Vj−1. L’e´le´ment k−z/xjx est e´gal a`
u+ xjv
′
j + x
−1
j v
′
−j . Si j ≥ ι, conside´rons l’e´le´ment v′0 ∈ R∩Vj−1. On a v′0/xj ∈ R′ ∩ Vj−1,
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kv′0/xjk−z/xjx = u + xjv
′
j + v
′
0 et cet e´le´ment a la forme voulue. Si j = 1 < ι, on a
−l ≤ valF (x1) ≤ 0. En faisant agir un e´le´ment de Amin(F ) ∩ K ′ ∩ aK ′a−1, on peut
remplacer k−z/x1x par un e´le´ment u+̟
−c
F v
′
1+̟
c
Fv
′
−1, avec 0 ≤ c ≤ l, qui est de la forme
voulue. Cela prouve (6) et (5).
Soient b = (b1, ..., bn) ∈ B et x ∈ X(b). Montrons que
(7) dans l’orbite de x sous l’action de K ′∩ aK ′a−1, il existe un e´le´ment y de la forme
y = e+
∑
i=ι,...,n̟
βi
F v
′
i, avec e ∈ E, bi ≤ βi ≤ bi + l pour tout i = ι, ..., n.
D’apre`s (5), on peut remplacer x par un e´le´ment de la forme x = e +
∑
i=ι,...,n xiv
′
i
avec e ∈ E. On va prouver que, pour tout i = ι, ..., n, il existe un e´le´ment y de l’orbite
de x sous l’action de K ′ ∩ aK ′a−1 tel que y = e + ̟βiF v′i +
∑
j=ι,...,n,j 6=ixiv
′
i, avec bi ≤
βi ≤ bi + l. L’assertion (7) re´sultera de cette proprie´te´ applique´e successivement a` tout
i = ι, ..., n. Dans le cas ou` ι = 2, on introduit la coordonne´e supple´mentaire x1 en posant
e = x1v
′
1 + x
−1
1 v
′
−1. En tout cas x ∈ aR′ +
∑
i=1,...,n xiv
′
i. Pour un tel e´le´ment, on calcule
aise´ment b(x) : pour tout i = 1, ..., n, bi(x) est le plus petit des entiers
αi, valF (xj) pour j = i, ..., n, valF (xj)− αj + αi pour j = 1, ..., i− 1.
Fixons i ∈ {ι, ..., n}. Puisque x ∈ X(b), on a bi(x) = bi. En particulier, valF (xi) ≥ bi.
Si valF (xi) ≤ bi + l, il suffit de remplacer x par a′x, ou` a′ est un e´le´ment convenable de
Amin(F )∩K ′∩aK ′a−1 pour obtenir l’e´le´ment y cherche´. Supposons valF (xi) > bi+l. Si le
plus petit des entiers ci-dessus est valF (xj) pour un j tel que i+1 ≤ j ≤ n, on introduit
l’e´le´ment k = exp(c(v′−j , v
′
i)). Il appartient a` K
′. On a a−1ka = exp(aja
−1
i c(v
′
−j , v
′
i)).
Puisque j > i, valF (aja
−1
i ) ≥ 0, donc a−1ka ∈ K ′ et k ∈ K ′∩aK ′a−1. Posons y = kx. Les
coordonne´es de y sont les meˆmes que celles de x, sauf yi qui vaut xi+xj . Alors valF (yi) =
bi et on conclut en appliquant encore un e´le´ment convenable de Amin(F )∩K ′ ∩ aK ′a−1.
Si le plus petit des entiers ci-dessus est valF (xj)−αj+αi, pour un j tel que 1 ≤ j ≤ i−1,
on introduit l’e´le´ment k = exp(aia
−1
j c(v
′
−j, v
′
i)) et on pose y = kx. On ve´rifie de meˆme
que k appartient a` K ′∩ aK ′a−1 et que les coordonne´es de y sont les meˆmes que celles de
x, sauf yi qui ve´rifie valF (yi) = bi. On conclut comme pre´ce´demment. Reste le cas ou` le
plus petit des entiers ci-dessus est αi. On peut meˆme supposer que tous les autres sont
strictement plus grands. En particulier valF (xn) > αn ≥ 0. D’apre`s la de´finition de E,
cela entraˆıne ι = 1. On introduit alors l’e´le´ment k = exp(c(e, aiv
′
i)) et on pose y = kx.
On ve´rifie encore que k ∈ K ′ ∩ aK ′a−1 et que y a les meˆmes coordonne´es que x, sauf yi
qui ve´rifie valF (yi) = bi + valF (2). On conclut comme pre´ce´demment. Cela prouve (7).
Notons X ′′ l’ensemble des x ∈ X ′ de la forme x = e +∑i=1,...,n xivi si ι = 1, x =
x−11 v−1 +
∑
i=1,...,n xivi si ι = 2, ou` e ∈ E dans le premier cas et ou`, dans les deux cas
et pour tout i = 1, ..., n, xi = ̟
ci
F , avec 0 ≤ ci ≤ (n + 1)l. C’est un ensemble fini. Pour
tout x ∈ X ′′, fixons γx ∈ G(F ) tel que γ−1x v0 = x. Posons Γ = {γx; x ∈ X ′′}. Pour
b = (b1, ..., bn) ∈ B, introduisons l’e´le´ment a(b) ∈ Amin(F ) tel que a(b)i = ̟biF pour
tout i = 1, ..., n. Un e´le´ment y ve´rifiant la conclusion de l’assertion (7) est de la forme
a(b)x′′ pour un x′′ ∈ X ′′, autrement dit de la forme a(b)γ−1v0 pour un γ ∈ Γ. On a donc
(8) pour tout x ∈ X(b), il existe k′ ∈ K ′∩aK ′a−1 et γ ∈ Γ tels que k′x = a(b)γ−1v0.
Pour tout x ∈ X ′′, notons Hx le sous-groupe des e´le´ments de G qui fixent x. Intro-
duisons le sous-groupe parabolique Pmin = MminUmin ∈ P(Mmin) forme´ des e´le´ments qui
conservent le drapeau de sous-espaces
Fvn ⊂ Fvn ⊕ Fvn−1 ⊂ ... ⊂ Fvn ⊕ ...⊕ Fv1.
Introduisons aussi le sous-groupe parabolique P ′ =M ′U ′ ∈ F(Mmin) forme´ des e´le´ments
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qui conservent le drapeau des n+ 1− ι premiers sous-espaces ci-dessus. On a P ′ = Pmin
si ι = 1 ou si Van = {0}. Montrons que
(9) pour tout x ∈ X ′′, l’application
(P ′(F ) ∩Hx(F ))× P¯min(F ) → G(F )
(p′, p¯) 7→ p′p¯
est submersive a` l’origine.
Il suffit de prouver l’e´galite´
(p′(F ) ∩ hx(F )) + p¯min(F ) = g(F ).
Notons hx,⊥ l’orthogonal de hx dans g pour la forme (X, Y ) 7→ trace(XY )/2 et notons
U¯min le radical unipotent de P¯min. Il suffit encore de prouver l’e´galite´
(u′(F ) + hx,⊥(F )) ∩ u¯min(F ) = {0}.
Notons W x l’orthogonal de x dans V . Tout e´le´ment de hx,⊥(F ) est de la forme c(x, y),
pour un y ∈ W x. On doit donc prouver que, pour y ∈ W x, N ′ ∈ u′(F ), N¯ ∈ u¯min(F ),
l’e´galite´ N ′ + c(x, y) = N¯ entraˆıne N¯ = 0. Conside´rons de tels e´le´ments. Soit i =
ι, ..., n. On a c(x, y)vi = qV (vi, x)y − qV (vi, y)x = −qV (vi, y)x. On a qV (N ′vi, v−i) =
qV (N¯vi, v−i) = 0. Donc qV (c(x, y)vi, v−i) = 0, c’est-a`-dire −xiqV (vi, y) = 0. Puisque xi 6=
0, on a qV (vi, y) = 0, donc c(x, y)vi = 0. Alors N
′vi = N¯vi. Ces e´le´ments appartiennent a`
des sous-espaces de V d’intersection nulle, donc N¯vi = 0. Si ι = 1, ou si Van = {0}, cela
suffit pour conclure : un e´le´ment de u¯(F ) qui annule tous les vi, pour i = ι, ..., n, est nul.
Supposons ι = 2 et Van 6= {0}. Il faut montrer de plus que N¯ annule Van. Soit van ∈ Van.
On a c(x, y)van = qV (van, x)y − qV (van, y)x = −qV (van, y)x. On a qV (N ′van, v−1) =
qV (N¯van, v−1) = 0, donc qV (c(x, y)van, v−1) = 0, c’est-a`-dire −x1qV (van, y) = 0. Puisque
x1 6= 0, on a qV (van, y) = 0, donc c(x, y)van = 0. Alors N ′van = N¯van. Ces e´le´ments
appartiennent encore a` des sous-espaces de V d’intersection nulle, donc N¯van = 0. Cela
de´montre (9).
Apre`s ces pre´paratifs, passons a` la majoration de IK(ǫ, e, a). Pour tout k ∈ K, on a
k−1v0 ∈ X. Pour b ∈ B, posons K(b) = {k ∈ K; k−1v0 ∈ X(b)}. On a l’e´galite´
IK(ǫ, e, a) =
∑
b∈B
IK(b)(ǫ, e, a),
ou`
IK(b)(ǫ, e, a) =
∫
K(b)
|(ǫ, l(π(ka)e))|dk.
Fixons b = (b1, ..., bn) ∈ B. Soit k ∈ K(b), appliquons (8) a` x = k−1v0. Il y a k′ ∈
K ′ ∩ aK ′a−1 et γ ∈ Γ tels que k′k−1v0 = a(b)γ−1v0. Fixons de tels e´le´ments et posons
h = kk′−1a(b)γ−1. Alors hv0 = v0, c’est-a`-dire h ∈ H(F ). On a k = hγa(b)−1k′, donc
π(ka)e = π(hγa(b)−1a)e′, ou` e′ = π(a−1k′a)e. Notons x l’e´le´ment de X ′′ tel que γ = γx.
Montrons que
(10) il existe des sous-groupes ouverts compacts K1 ⊂ P ′(F )∩Hx(F ) et K2 ⊂ P¯ (F ),
inde´pendants des variables a, b et k, tels que la fonction
(k1, k2) 7→ (ǫ, l(π(hγk1k2a(b)−1a)e′))
soit constante sur K1 ×K2.
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Puisque a−1k′a ∈ K ′, le vecteur e′ appartient a` un ensemble fini inde´pendant des
variables. D’autre part, par de´finition de B′, on a a(b)−1a ∈ Amin(F )−. La conjugaison
par a(b)a−1 contracte P¯ . Il existe donc K2 comme ci-dessus tel que π(k2a(b)
−1a)e′ =
π(a(b)−1a)e′ pour tout k2 ∈ K2. Conside´rons l’application k1 7→ hγk1γ−1h−1 sur P ′(F )∩
Hx(F ). Elle prend ses valeurs dans H(F ) car γHxγ−1 = H . D’autre part, elle est
”borne´e” en un sens facile a` pre´ciser. En effet, on a hγ = kk′−1a(b) ; les racines de
a(b) dans p′ sont borne´es par de´finition de B et k et k′ appartiennent a` des compacts. Il
existe donc K1 comme dans l’e´nonce´ tel que ρ(hγk
−1
1 γ
−1h−1)ǫ = ǫ pour tout k1 ∈ K1.
D’ou` (10).
Graˆce a` (9) et (10), et a` la finitude de Γ, il existe un sous-groupe ouvert compact K ′′
de G(F ), inde´pendant des variables, tel que la fonction
k′′ 7→ (ǫ, l(π(hγk′′a(b)−1a)e′))
soit constante sur K ′′. Fixons un tel K ′′. On a alors
(ǫ, l(π(ka)e)) = (ǫ, l(π(hγa(b)−1a)e′)) = (ǫ, l(π(hγ)e′′)),
ou`
e′′ = mes(K ′′)−1
∫
K ′′
π(k′′a(b)−1a)e′ dk′′.
Fixons une base orthonorme´e (ej)j=1,...,k du sous-espace E
K′′
π . On a
e′′ =
∑
j=1,...,k
(ej , e
′′)ej ,
d’ou`
(ǫ, l(π(ka)e)) =
∑
j=1,...,k
(ǫ, l(π(hγ)ej))(ej , e
′′).
Pour tout j, on a (ej , e
′′) = (ej , π(a(b)
−1a(a−1k′a))e). Rappelons que a−1k′a ∈ K ′. D’ou`
une majoration
|(ej , e′′)| << ΞG(a(b)−1a).
On a aussi
|(ǫ, l(π(hγ)ej))| = |(ρ(h−1)ǫ, l(π(γ)ej))| << ΞH(h).
Rappelons que h = kk′−1a(b)γ−1 et que l’on a note´ x l’e´le´ment de X ′′ tel que γ = γx.
Ecrivons x = y +
∑
i=ι,...,n xivi avec y ∈ E si ι = 1, y = x−11 v−1 + x1v1 si ι = 2. On a
x = exp(c(y, (y − x)/2))y. Posons γ0 = γexp(c(y, (x − y)/2)). Alors γ−10 v0 = y. Notons
Hy le sous-groupe des e´le´ments de G qui fixent y. On a γ−10 Hγ0 = H
y et une majoration
ΞH(h) << ΞH
y
(γ−10 hγ0).
On a γ−10 hγ0 = γ
−1
0 kk
′−1a(b)exp(c(y, (x−y)/2)). Introduisons l’e´le´ment a(b)′ ∈ Amin(F )
tel que
- si ι = 1, a(b)′i = ̟
bi+nl
F pour i = 1, ..., n ;
- si ι = 2, a(b)′i = ̟
bi−b1
F pour i = 1, ..., n.
On a
γ−10 hγ0 = k1a(b)
′′u′a(b)′,
ou` k1 = γ0kk′
−1, a(b)′′ = a(b)a(b)′−1, u′ = a(b)′exp(c(y, (x−y)/2))a(b)′−1. Remarquons
que a(b)′ appartient a` Hy(F ), donc aussi k1a(b)
′′u′ ∈ Hy(F ). L’e´le´ment k1 reste dans
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un compact. D’apre`s la de´finition de B, l’e´le´ment a(b)′′ reste lui-aussi dans un compact.
Enfin c(y, (x−y)/2) appartient a` u′(F ) et la conjugaison par a(b)′ contracte cet ensemble.
Donc u′ reste dans un compact. On en de´duit une majoration
ΞH
y
(γ−10 hγ0) << Ξ
Hy(a(b)′),
puis
|(ǫ, l(π(ka)e))| << ΞHy(a(b)′)ΞG(a(b)−1a).
Les e´le´ments a(b)−1a et a(b)′ sont ”ne´gatifs” pour Pmin, resp. P
′ ∩ Hy. D’apre`s [W2]
lemme II.1.1, il existe un re´el D tel que le membre de droite ci-dessus soit essentiellement
borne´ par
δP ′∩Hy(a(b)
′)1/2δPmin(a(b)
−1a)1/2σ(a(b)′)Dσ(a(b)a)D.
Les coefficients de a(b)′ sont essentiellement les meˆmes que ceux de a(b). En calculant
explicitement l’expression ci-dessus, on obtient la majoration
|(ǫ, l(π(ka)e))| << q
P
i=1,...,n bi/2σ(a(b))DΞG(a)σ(a)D.
L’application k 7→ k−1v0 de (K ∩ H(F ))\K(b) dans X(b) est injective et pre´serve les
mesures. D’apre`s (4), on a donc
mes(K(b)) << q−
P
i=1,...,n bi ,
puis
IK(b)(ǫ, e, a) << q
−
P
i=1,...,n bi/2σ(a(b))DΞG(a)σ(a)D,
et enfin
IK(ǫ, e, a) << Ξ
G(a)σ(a)D
∑
b∈B
q−
P
i=1,...,n bi/2σ(a(b))D.
L’ensemble B de´pend de a mais est contenu dans l’ensemble des (b1, ..., bn) ∈ Zn tels que
bi ≥ −nl pour tout i. On peut remplacer B par cet ensemble, la se´rie ci-dessus y est
convergente et on obtient la majoration
IK(ǫ, e, a) << Ξ
G(a)σ(a)D
que l’on voulait de´montrer. Cela ache`ve la preuve. 
5.6 Le cas r = 0 : tout entrelacement est tempe´re´
Soient (V, qV ) et (W, qW ) deux espaces quadratiques compatibles. Soient π ∈ Temp(G)
et ρ ∈ Temp(H).
Proposition. Supposons dV = dW + 1. Alors m(π, ρ) = 1 si et seulement si Lπ,ρ n’est
pas nulle.
Preuve. Pour une raison qui va apparaˆıtre, modifions la notation en notant π′ plutoˆt
que π la repre´sentation de G(F ). Un sens de l’e´quivalence (”si”) est clair d’apre`s 5.1.
On doit prouver que, si HomH,ξ(π
′, ρ) n’est pas nul, Lπ′,ρ ne l’est pas non plus. Puisque
π′ est tempe´re´e, on peut fixer des donne´es comme en 5.3, avec de plus π˜, µ1,....,µs de la
se´rie discre`te, de sorte que π′ soit une sous-repre´sentation de la repre´sentation induite
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π = π0. On peut supposer que Eπ′ ⊂ KGQ,τ . Soient e, e′ ∈ KGQ,τ et ϕ une fonction C∞ sur
iA∗L,F . Comme en 1.6, de´finissons une fonction f = fe,e′,ϕ sur G(F ) par
f(g) =
∫
iA∗L,F
ϕ(λ)(πλ(g)e
′, e)m(τλ)dλ.
Elle appartient a` l’espace de Schwartz-Harish-Chandra S(G(F )) et agit donc dans π′.
Par de´finition de cette action, on a
(e′0, π
′(f)e0) =
∫
G(F )
(e′0, π
′(g)e0)f(g)dg
pour tous e0, e
′
0 ∈ Eπ′. Soit l ∈ HomH,ξ(π′, ρ), supposons l 6= 0. Soient e0 ∈ Eπ′ et ǫ ∈ Eρ.
Posons
I(ǫ, e0, f) =
∫
G(F )
(ǫ, l(π(g)e0))f(g)dg.
Graˆce a` la proposition 5.5, cette inte´grale est absolument convergente. On peut la calculer
de deux fac¸ons. La premie`re consiste a` fixer un sous-groupe ouvert compact Kf de
G(F ) tel que f soit biinvariante par Kf et une suite (Ωn)n≥1 de sous-ensembles ouverts
compacts de G(F ) biinvariants par Kf , telle que
Ωn ⊂ Ωn+1, et
⋃
n≥1
Ωn = G(F ).
Alors
I(ǫ, e0, f) = limn→∞
∫
Ωn
(ǫ, l(π′(g)e0))f(g)dg.
Conside´rons cette dernie`re inte´grale. Puisqu’elle est limite´e a` un compact, on a∫
Ωn
(ǫ, l(π′(g)e0))f(g)dg = (ǫ, l(en)),
ou`
en =
∫
Ωn
π′(g)f(g)dg.
Ces vecteurs restent dans le sous-espace de dimension finie E
Kf
π′ . De plus, dans ce sous-
espace, limn→∞en = π
′(f)e0. On en de´duit
limn→∞(ǫ, l(en)) = (ǫ, l(π
′(f)e0)),
puis
(1) I(ǫ, e0, f) = (ǫ, l(π
′(f)e0)).
D’autre part, on a
I(ǫ, e0, f) =
∫
H(F )\G(F )
I(ǫ, e0, f, g)dg,
ou`
I(ǫ, e0, f, g) =
∫
H(F )
(ǫ, l(π′(hg)e0))f(hg)dh
=
∫
H(F )
(ǫ, l(π′(hg)e0))
∫
iA∗L,F
ϕ(λ)(πλ(hg)e
′, e)m(τλ)dλ dh.
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Fixons g. La dernie`re inte´grale est absolument convergente. En effet, quand on remplace
tous les termes par leurs valeurs absolues, il existe un entierD tel que l’inte´grale inte´rieure
soit << ΞG(h)σ(h)D. Le premier terme est << ΞH(h) et l’assertion re´sulte de 4.3(4).
On permute les deux inte´grales, on utilise l’e´galite´ (ǫ, l(π′(hg)e0)) = (ρ(h)
−1ǫ, l(π(g)e0))
et on change h en h−1. On obtient
I(ǫ, e0, f, g) =
∫
iA∗L,F
ϕ(λ)m(τλ)
∫
H(F )
(ρ(h)ǫ, l(π′(g)e0))(πλ(g)e
′, πλ(h)e)dh dλ.
On reconnaˆıt l’inte´grale inte´rieure : c’est Lπλ,ρ(ǫ⊗ πλ(g)e′, l(π′(g)e0)⊗ e). On obtient
(2) I(ǫ, e0, f) =
∫
H(F )\G(F )
∫
iA∗L,F
ϕ(λ)m(τλ)Lπλ,ρ(ǫ⊗ πλ(g)e′, l(π′(g)e0)⊗ e)dλ dg.
Fixons un voisinage ω de 0 dans iA∗L,F tel que la relation 1.6(1) soit ve´rifie´e. Fixons
ǫ ∈ Eρ et e0 ∈ Eπ′ tels que (ǫ, l(e0)) 6= 0. Appliquons les constructions ci-dessus a`
e = e′ = e0 et a` une fonction ϕ a` support dans ω telle que ϕ(0) 6= 0. La relation
1.6(1) nous dit que π′(f)(e0) est un multiple non nul de e0. D’apre`s (1), on a donc
I(ǫ, e0, f) 6= 0. Alors (2) implique qu’il existe λ tel que Lπλ,ρ ne soit pas nul. D’apre`s
le lemme 5.3(ii), Lπ,ρ n’est pas nul. Si π est irre´ductible, on a π′ = π et c’est termine´.
Sinon, d’apre`s le lemme 5.4, il y a une sous-repre´sentation irre´ductible π′′ de π telle que
Lπ′′,ρ ne soit pas nul. D’apre`s 5.1(2) on peut fixer e1 ∈ Eπ′′ ⊂ KGQ,τ et ǫ1 ∈ Eρ de sorte
que Lπ,ρ(ǫ1⊗ e1, ǫ1⊗ e1) 6= 0. Notons c la valeur non nulle de ce terme. D’apre`s le lemme
5.3(i), quitte a` restreindre ω, on peut supposer que |Lπλ,ρ(ǫ1 ⊗ e1, ǫ1 ⊗ e1)| ≥ |c|/2 pour
λ ∈ ω. Soit ϕ′ la fonction a` support dans ω telle que, pour λ ∈ ω,
ϕ′(λ) = ϕ(λ)Lπλ,ρ(ǫ⊗ e1, ǫ1 ⊗ e0)Lπλ,ρ(ǫ1 ⊗ e1, ǫ1 ⊗ e1)−1.
C’est une fonction C∞. Posons f ′ = fe1,e0,ϕ′ . Montrons que l’on a l’e´galite´
(3) I(ǫ, e0, f) = I(ǫ1, e0, f
′).
D’apre`s (2), il suffit de prouver que, pour tous λ et g, on a l’e´galite´
ϕ(λ)Lπλ,ρ(ǫ⊗ πλ(g)e0, l(π′(g)e0)⊗ e0) = ϕ′(λ)Lπλ,ρ(ǫ1 ⊗ πλ(g)e0, l(π′(g)e0)⊗ e1).
Tous les termes e´tant C∞, on peut supposer λ en position ge´ne´rale, donc πλ irre´ductible.
On peut aussi supposer λ ∈ ω. Fixons un tel λ et un e´le´ment non nul l ∈ HomH(πλ, ρ).
D’apre`s 5.1, il existe c ∈ C× tel que
Lπλ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) = c(ǫ′, l(e))(l(e′), ǫ)
pour tous e, e′ ∈ KGQ,τ et ǫ, ǫ′ ∈ Eρ. Les deux membres de l’e´galite´ a` prouver valent
cϕ(λ)(ǫ, l(e0))(l(πλ(g)e0), l(π
′(g)e0)).
Cela prouve cette e´galite´ et (3). D’apre`s (3), I(ǫ1, e0, f
′) 6= 0. D’apre`s (1), π′(f ′)e0 6= 0.
Alors, d’apre`s 1.6(1), le produit scalaire (e0, e1) n’est pas nul. Puisque e0 ∈ Eπ′ et e1 ∈
Eπ′′ , on a donc π
′ = π′′ et Lπ′,ρ est non nul par de´finition de π′′. 
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5.7 Tout entrelacement est tempe´re´
Soient (V, qV ) et (W, qW ) deux espaces quadratiques compatibles. Soit π ∈ Temp(G)
et ρ ∈ Temp(H).
Proposition. On a m(π, ρ) = 1 si et seulement si Lπ,ρ est non nul.
Preuve. On peut supposer dV > dW . Le cas dV = dW +1 est traite´ par la proposition
pre´ce´dente. Supposons dV ≥ dW+3. Comme dans la preuve pre´ce´dente, on peut supposer
m(π, ρ) = 1 et on doit montrer que Lπ,ρ n’est pas nul. Posons k = (dV − dW + 1)/2.
Soit (Z ′, qZ′) un espace hyperbolique de dimension 2k, notons (V
′, qV ′) la somme directe
orthogonale de W et Z ′. Alors (V ′, qV ′) et (V, qV ) sont compatibles et dV ′ = dV + 1. Le
groupe spe´cial orthogonal G′ de V ′ contient un groupe de Le´vi L′ isomorphe a` GLk×H .
Soient P ′ ∈ P(L′) et γ une repre´sentation admissible irre´ductible et cuspidale deGLk(F ).
Posons ρ′ = IndG
′
P ′(γ ⊗ ρ). D’apre`s le the´ore`me 20.1 de [GGP], on peut choisir γ de
sorte que d’une part ρ′ soit irre´ductible, d’autre part l’hypothe`se m(π, ρ) = 1 entraˆıne
m(ρ′, π) = 1. On fixe un tel γ. Graˆce a` la proposition 5.6, la forme Lρ′,π n’est pas nulle.
Graˆce au lemme 5.3(ii), la forme Lπ,ρ est elle-aussi non nulle. C’est ce qu’il fallait prouver.

6 Expression spectrale de la limite d’une inte´grale
6.1 Le the´ore`me
Soient (V, qV ) et (W, qW ) deux espaces quadratiques compatibles. On suppose dV >
dW . On utilise les constructions et notations de 4.2. On fixe un Le´vi minimal Mmin de
G contenu dans M . On suppose, ainsi qu’il est loisible, que le groupe K est en bonne
position relativement a`Mmin. On fixe des mesures de Haar sur G(F ) et H(F ). Les autres
mesures que l’on utilisera sont normalise´es comme en 1.2. On fixe une repre´sentation
ρ ∈ Temp(H) et on note θρ son caracte`re. Soit f ∈ C∞c (G(F )). Pour g ∈ G(F ), on
de´finit une fonction gf ξ sur H(F ) par
gf ξ(h) =
∫
U(F )
f(g−1hug)ξ(u)du
et on pose
I(θρ, f, g) =
∫
H(F )
θρ(h)
gf ξ(h)dh.
Pour un entier N ≥ 1, on pose
IN(θρ, f) =
∫
U(F )H(F )\G(F )
I(θρ, f, g)κN(g)dg.
Pour L ∈ L(Mmin), notons Πell(L) l’ensemble des classes d’isomorphie de repre´sentations
admissibles irre´ductibles tempe´re´es et elliptiques de L(F ). Cet ensemble se de´compose
en orbites pour l’action π 7→ πλ de iA∗L. On note {Πell(L)} l’ensemble des orbites. Soient
O une telle orbite et π ∈ O. Ecrivons
L = GLk1 × ...×GLks × G˜,
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π = µ1 ⊗ ...⊗ µs ⊗ π˜.
La repre´sentation π˜ ne de´pend pas du choix de π dans O. D’autre part, G˜ est le groupe
spe´cial orthogonal d’un sous-espace V˜ de V qui est compatible a` W . On de´finit comme
en 4.1 et 5.1 les nombres t(π˜) et m(π˜, ρ). On pose t(π) = t(π˜) et m(O, ρ) = m(π, ρ) =
m(π˜, ρ). Notons aussi iA∨O le groupe des λ ∈ iA∗L tels que, pour tout π ∈ O, πλ soit
e´quivalente a` π. On pose
Ispec(θρ, f) =
∑
L∈L(Mmin)
|WL||WG|−1(−1)aL
∑
O∈{Πell(L)};m(O,ρ)=1
[iA∨O : iA∨L,F ]−1t(π)−1
∫
iA∗L,F
JGL (πλ, f)dλ,
ou`, pour toute orbite O, on a fixe´ un e´le´ment π ∈ O. La fonction λ 7→ JGL (πλ, f) est
C∞. Si l’on fixe un sous-groupe ouvert compact Kf de G(F ) tel que f soit biinvariante
par Kf , elle n’est non nulle que si π admet des invariants non nuls par Kf . Il n’y a
qu’un nombre fini d’orbites O ve´rifiant cette condition. L’expression ci-dessus est donc
absolument convergente.
The´ore`me. Soit f ∈ C∞c (G(F )). Si f est tre`s cuspidale, on a l’e´galite´
limN→∞IN (θρ, f) = Ispec(θρ, f).
Toute la section est consacre´e a` la preuve de ce the´ore`me. Pour toute cette section, on
fixe une fonction f ∈ C∞c (G(F )), que l’on suppose tre`s cuspidale. On fixe un sous-groupe
ouvert compact Kf de K, distingue´ dans K, tel que f soit biinvariante par Kf .
6.2 Utilisation de la formule de Plancherel
Exprimons f a` l’aide de la formule de Plancherel. Comme on l’a dit en 1.6, pour tout
L ∈ L(Mmin), on peut fixer un sous-ensemble fini Π2(L)f ⊂ Π2(L) de sorte que pour
tout g ∈ G(F ),
f(g) =
∑
L∈L(Mmin)
|WL||WG|−1
∑
O∈Π2(L)f
fO(g),
ou`
fO(g) = [iA∨O : iA∨L,F ]−1
∫
iA∗L,F
m(τλ)trace(Ind
G
Q(τλ, g
−1)IndGQ(τλ, f)) dλ.
On a remplace´ M et P par L et Q dans la formule de 1.6. Pour g ∈ G(F ) et h ∈ H(F ),
on a donc
gf ξ(h) =
∫
U(F )
∑
L∈L(Mmin)
|WL||WG|−1
∑
O∈Π2(L)f
fO(g
−1hug)ξ(u) du.
On fixe un produit scalaire invariant sur Eρ. Soit N ≥ 1. Le support de la fonction κN
restreinte a` M(F ) est d’image compacte dans H(F )\M(F ). On fixe un sous-ensemble
ouvert compact ΓN de M(F ) tel que ce support soit contenu dans H(F )ΓN . On fixe un
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sous-groupe ouvert compact KN de H(F ) tel que, pour tout g ∈ ΓN , KN soit contenu
dans gKfg
−1. Pour g ∈ ΓNK, la fonction gf ξ sur H(F ) est biinvariante par KN . Fixons
une base orthonorme´e BKNρ du sous-espace EKNρ des e´le´ments de Eρ invariants par KN .
Alors, pour g ∈ ΓNK, on a l’e´galite´
I(θρ, f, g) =
∑
ǫ∈B
KN
ρ
∫
H(F )
(ǫ, ρ(h)ǫ)gf ξ(h)dh,
d’ou`
I(θρ, f, g) =
∑
ǫ∈B
KN
ρ
∫
H(F )
(ǫ, ρ(h)ǫ)
∫
U(F )
∑
L∈L(Mmin)
|WL||WG|−1
∑
O∈Π2(L)f
fO(g
−1hug)ξ(u) du dh.
Pour ǫ ∈ Eρ, L ∈ L(Mmin), O ∈ Π2(L)f , et g ∈ G(F ), posons
(1) IL,O(ǫ, f, g) =
∫
H(F )×U(F )
(ǫ, ρ(h)ǫ)fO(g
−1hug)ξ(u) du dh.
On a
(2) cette expression est absolument convergente.
D’apre`s Harish-Chandra ([W2] proposition VI.3.1), la fonction fO appartient a` l’es-
pace de Schwartz-Harish-Chandra S(G(F )). D’apre`s [W2] proposition II.4.5, pour tout
entier D, on a une majoration∫
U(F )
|fO(g−1hug)|du << δP (h)−1/2ΞM(h)σ(h)−D
pour tout h ∈ H(F ). Sur H(F ), le module δP est trivial et ΞM co¨ıncide avec ΞG0 .
D’autre part, on a une majoration
|(ǫ, ρ(h)ǫ)| << ΞH(h)
pour tout h ∈ H(F ). Enfin, l’inte´grale∫
H(F )
ΞH(h)ΞG0(h)dh
est convergente d’apre`s 4.3(4). Cela prouve (2).
Pour g ∈ ΓNK, on a donc l’e´galite´
(3) I(θρ, f, g) =
∑
ǫ∈B
KN
ρ
∑
L∈L(Mmin)
|WL||WG|−1
∑
O∈Π2(L)f
IL,O(ǫ, f, g).
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6.3 Apparition des entrelacements tempe´re´s
On poursuit le calcul pre´ce´dent. Fixons L ∈ L(Mmin) et O ∈ Π2(L)f . Pour c ∈ N,
introduisons le sous-groupe U(F )c de U(F ), cf. 4.3. On a
(1) il existe c0 ∈ N tel que, pour tout c ≥ c0, tout g ∈M(F )K et tout h ∈ H(F ), on
ait l’e´galite´ ∫
U(F )
fO(g
−1hug)ξ(u) du =
∫
U(F )c
fO(g
−1hug)ξ(u) du.
La preuve est similaire a` celle du lemme 3.5. Pour c ≥ c0 notons U(F )c − U(F )c0
le comple´mentaire de U(F )c0 dans U(F )c. Il existe c0 tel que pour tout c ≥ c0 et tout
u ∈ U(F )c − U(F )c0 , l’inte´grale ∫
A(F )∩Kf
ξ(aua−1)da
soit nulle. Choisissons un tel c0, soit c ≥ c0. Parce que A commute a` M et a` H ⊂ M ,
parce que Kf est distingue´ dans K et parce que fO est, comme f , biinvariante par Kf ,
on a l’e´galite´
fO(g
−1hug) = fO(g
−1ha−1uag)
pour tous g ∈M(F )K, h ∈ H(F ), a ∈ A(F ) ∩Kf . Alors
(2)
∫
U(F )c−U(F )c0
fO(g
−1hug)ξ(u) du = (mes(A(F ) ∩Kf))−1
∫
U(F )c−U(F )c0
∫
A(F )∩Kf
fO(g
−1ha−1uag)ξ(u) da du.
Cette expression est absolument convergente. On peut effectuer le changement de variable
u 7→ aua−1 et l’expression ci-dessus devient
(mes(A(F ) ∩Kf ))−1
∫
U(F )c−U(F )c0
fO(g
−1hug)
∫
A(F )∩Kf
ξ(aua−1)da du.
L’inte´grale inte´rieure est nulle donc aussi le membre de gauche de (2). Cela suffit a`
prouver (1).
Comme en 1.6, on fixe τ ∈ O et un e´le´ment Q ∈ P(L). Pour simplifier les notations,
on pose
πλ = Ind
G
Q(τλ)
pour tout λ ∈ iA∗L,F . On re´alise toutes les repre´sentations πλ dans l’espace commun KGQ,τ .
Fixons une base orthonorme´e BKfO du sous-espace (KGQ,τ)Kf . Pour tout g ∈ G(F ), on a
l’e´galite´
fO(g) = [iA∨O : iA∨L,F ]−1
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)(e, πλ(g
−1)πλ(f)e) dλ.
Soient c0 ve´rifiant (1), c ≥ c0, g ∈M(F )K et ǫ ∈ Eρ. D’apre`s (1) et la de´finition 6.2(1),
on a l’e´galite´
IL,O(ǫ, f, g) = [iA∨O : iA∨L,F ]−1
∫
H(F )×U(F )c
(ǫ, ρ(h)ǫ)
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∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)(πλ(g)e, πλ((hu)
−1g)πλ(f)e)ξ(u) dλ du dh.
En changeant h et u en leurs inverses, on obtient
IL,O(ǫ, f, g) = [iA∨O : iA∨L,F ]−1
∫
H(F )×U(F )c
(ρ(h)ǫ, ǫ)
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)(πλ(g)e, πλ(hug)πλ(f)e)ξ¯(u) dλ du dh.
Remarquons que, pour g fixe´, on a une majoration
|(πλ(g)e, πλ(hug)πλ(f)e)| << ΞG(hu)
pour tous λ, h, u. Graˆce a` 4.3(4), on en de´duit que l’expression ci-dessus est absolument
convergente. On peut donc permuter les inte´grales :
IL,O(ǫ, f, g) = [iA∨O : iA∨L,F ]−1
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)
∫
H(F )×U(F )c
(ρ(h)ǫ, ǫ))(πλ(g)e, πλ(hug)πλ(f)e)ξ¯(u)du dh dλ.
On reconnaˆıt l’inte´grale inte´rieure : c’est Lπλ,ρ,c(ǫ ⊗ πλ(g)e, ǫ ⊗ πλ(g)πλ(f)e). D’apre`s
le lemme 5.1, quitte a` accroˆıtre c0 (en fait, la preuve de (1) montre que ce n’est pas
ne´cessaire), c’est aussi Lπλ,ρ(ǫ⊗ πλ(g)e, ǫ⊗ πλ(g)πλ(f)e). On obtient
(3) IL,O(ǫ, f, g) = [iA∨O : iA∨L,F ]−1
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)
Lπλ,ρ(ǫ⊗ πλ(g)e, ǫ⊗ πλ(g)πλ(f)e)dλ
pour tout g ∈M(F )K.
On peut e´crire L et τ comme en 5.3. C’est-a`-dire que
L = GLk1 × ...×GLks × G˜
et τ = µ1 ⊗ ...⊗ µs ⊗ π˜. Si m(π˜, ρ) = 0, on a aussi Lπ˜,ρ = 0 d’apre`s la proposition 5.7 et
Lπλ,ρ = 0 pour tout λ d’apre`s le lemme 5.3(ii). Posons m(O, ρ) = m(π˜, ρ). Alors
(4) si m(O, ρ) = 0, IL,O(ǫ, f, g) = 0 pour tout g ∈M(F )K et tout ǫ ∈ Eρ.
Supposons de´sormaism(O, ρ) = 1. On fixe des familles (ǫ′j)j=1,...,n, (ǫj)j=1,...,n, (e′j)j=1,...,n,
(ej)j=1,...,n, (ϕj)j=1,...,n ve´rifiant le lemme 5.3(iii). Soit N ≥ 1. Pour λ ∈ iA∗L,F , g ∈
M(F )K et e ∈ KGQ,τ , conside´rons la somme
Xλ(e, g) =
∑
ǫ∈B
KN
ρ
Lπλ,ρ(ǫ⊗ πλ(g)e, ǫ⊗ πλ(g)πλ(f)e).
Supposons λ en position ge´ne´rale. Alors πλ est irre´ductible. Fixons un e´le´ment non nul
lλ ∈ HomH,ξ(πλ, ρ). Comme on l’a dit en 5.1, il existe un nombre complexe non nul cλ
tel que
Lπλ,ρ(ǫ′ ⊗ e′, ǫ⊗ e) = cλ(ǫ′, lλ(e))(lλ(e′), ǫ)
90
pour tous ǫ, ǫ′ ∈ Eρ, e, e′ ∈ KGQ,τ . La proprie´te´ (iii) du lemme 5.3 s’e´crit
(5)
∑
j=1,...,n
cλϕj(λ)(ǫ
′
j, lλ(ej))(lλ(e
′
j), ǫj) = 1.
On a
Xλ(e, g) = cλ
∑
ǫ∈B
KN
ρ
(ǫ, lλ(πλ(g)πλ(f)e))(lλ(πλ(g)e), ǫ).
L’e´le´ment lλ(πλ(g)πλ(f)e) est invariant par KN pour tout g ∈ ΓNK et tout e ∈ KGQ,τ .
Supposons g ∈ ΓNK. Alors
lλ(πλ(g)πλ(f)e) =
∑
ǫ∈B
KN
ρ
(ǫ, lλ(πλ(g)πλ(f)e))ǫ,
et
Xλ(e, g) = cλ(lλ(πλ(g)e), lλ(πλ(g)πλ(f)e)).
On peut multiplier Xλ(e, g) par le membre de gauche de (5) et on obtient
(6) Xλ(e, g) =
∑
j=1,...,n
ϕj(λ)Xλ,j(e, g),
ou`, pour tout g ∈M(F )K, on a pose´
Xλ,j(e, g) = c
2
λ(lλ(πλ(g)e), lλ(πλ(g)πλ(f)e))(ǫ
′
j, lλ(ej))(lλ(e
′
j), ǫj).
Fixons j. Le produit de l’un des facteurs cλ et des deux premiers produits scalaires est
e´gal a`
Lπλ,ρ(ǫ′j ⊗ πλ(g)e, lλ(πλ(g)πλ(f)e)⊗ ej).
En choisissant un entier c0 assez grand, on peut ici remplacer Lπλ,ρ par Lπλ,ρ,c pour tout
c ≥ c0. Remarquons que c0 est inde´pendant de de λ : cela re´sulte de la preuve du lemme
3.5. Il est aussi inde´pendant de N qui n’intervient pas ici. On a donc
Xλ,j(e, g) =
∫
H(F )U(F )c
(ρ(h)ǫ′j , lλ(πλ(g)πλ(f)e))(πλ(g)e, πλ(hu)ej)cλ(lλ(e
′
j), ǫj)ξ¯(u)du dh
pourvu que c ≥ c0. Dans l’inte´grale, le produit de cλ et des produits scalaires extreˆmes
est e´gal a` Lπλ,ρ(ρ(h)ǫ′j ⊗e′j , ǫj⊗πλ(g)πλ(f)e). On peut encore remplacer Lπλ,ρ par Lπλ,ρ,c
pourvu que c ≥ c0. On obtient
(7) Xλ,j(e, g) =
∫
H(F )U(F )c
∫
H(F )U(F )c
(πλ(g)e, πλ(hu)ej)(ρ(h
′h)ǫ′j , ǫj)
(e′j , πλ(h
′u′g)πλ(f)e)ξ¯(u
′)ξ¯(u)du′ dh′ du dh.
On a
(8) pour g fixe´, cette expression est absolument convergente, uniforme´ment en λ.
En effet, elle est majore´e en valeur absolue par∫
H(F )U(F )c
∫
H(F )U(F )c
ΞG(hu)ΞH(h′h)ΞG(h′u′)du′ dh′ du dh
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qui est convergente d’apre`s 4.3(5).
On peut maintenant lever l’hypothe`se que λ est en position ge´ne´rale. Graˆce a` (8), la
formule (7) de´finit une fonction C∞ de λ et l’e´galite´ (6) se prolonge par continuite´ a` tout
λ. Pour deux entiers c, c′ ∈ N, et pour g ∈M(F )K, posons
Xλ,j,c,c′(e, g) =
∫
H(F )U(F )c
∫
H(F )U(F )c′
(ρ(h)ǫ′j , ǫj)(πλ(h
′u′g)e, πλ(hu)ei)
(e′j , πλ(h
′u′g)πλ(f)e)ξ¯(u)du
′ dh′ du dh.
Comme (7), cette expression est absolument convergente. On a
(9) il existe c0 inde´pendant de N et λ tel que, si c ≥ c0 et c′ ≥ c0, alors Xλ,j(e, g) =
Xλ,j,c,c′(e, g) pour tout g ∈M(F )K.
Pour a appartenant a` un sous-groupe ouvert compact assez petit de A(F ), le chan-
gement de variables u 7→ aua−1, u′ 7→ au′a−1 dans la de´finition ci-dessus de Xλ,i,c,c′(e, g)
revient a` y remplacer ξ¯(u) par ξ¯(aua−1). Comme dans la preuve de (1), on en de´duit que,
si c0 est assez grand, Xλ,j,c,c′(e, g) ne de´pend pas de c, pourvu que c ≥ c0. Pour c, c′ ≥ c0,
on a donc Xλ,j,c,c′(e, g) = Xλ,j,c′,c′. On peut remplacer c par c
′ dans la formule (7). Dans
cette formule, effectuons le changement de variables h 7→ h′−1h, u 7→ h−1h′u′−1h′−1hu.
Alors le membre de droite de (7) devient Xλ,j,c′,c′. Cela prouve (9).
En rassemblant l’e´galite´ (2), la de´finition de Xλ(e, g), l’e´galite´ (6) et la proprie´te´ (9),
on obtient le re´sultat suivant. Rappelons que l’on a suppose´ m(O, ρ) = 1. Il existe c0 tel
que, pour tout N , tout g ∈ ΓNK, tous c, c′ tels que c ≥ c0, c′ ≥ c0, on a l’e´galite´
(10)
∑
ǫ∈B
KN
ρ
IL,O(ǫ, f, g) = [iA∨O : iA∨L,F ]−1
∑
e∈B
Kf
O
∑
j=1,...,n
∫
iA∗L,F
m(τλ)ϕj(λ)Xλ,j,c,c′(e, g) dλ.
On note IL,O,N(θρ, f, g) le membre de droite de cette e´galite´, qui est de´fini pour tout
g ∈M(F )K.
6.4 Une premie`re approximation
D’apre`s 6.2(3), 6.3(4) et 6.3(10), on a l’e´galite´
I(θρ, f, g) =
∑
L∈L(Mmin)
|WL||WG|−1
∑
O∈Π2(L)f ,m(O,ρ)=1
IL,O,N(θρ, f, g),
pour tout g ∈ ΓNK. Comme fonctions de g, les deux membres sont de´finis sur M(F )K
et sont invariants a` gauche par H(F ). Ils sont donc e´gaux pour g ∈ H(F )ΓNK. L’in-
tersection de M(F )K avec le support de κN e´tant contenu dans cet ensemble, si l’on
multiplie les deux membres de l’e´galite´ par κN(g), l’e´galite´ obtenue devient vraie pour
tout g ∈ M(F )K. Par de´finition, IN(θρ, f) est l’inte´grale de I(θρ, f, g)κN(g) sur g ∈
H(F )U(F )\G(F ) ou, ce qui revient au meˆme, l’inte´grale de I(θρ, f,mk)κN(mk)δP (m)−1
sur m ∈ H(F )\M(F ) et k ∈ K. Donc
(1) IN(θρ, f) =
∫
H(F )\M(F )
∫
K
∑
L∈L(Mmin)
|WL||WG|−1
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∑
O∈Π2(L)f ,m(O,ρ)=1
IL,O,N(f,mk)κN (mk)δP (m)
−1dk dm.
Soient L ∈ L(Mmin) et O ∈ Π2(L)f tel que m(O, ρ) = 1. On reprend les notations du
paragraphe pre´ce´dent. On fixe c0 ve´rifiant 6.3(9) et c ≥ c0. Pour tout entier C ∈ N,
posons
IL,O,N,C(θρ, f) = [iA∨O : iA∨L,F ]−1
∑
e∈B
Kf
O
∑
j=1,...,n
∫
iA∗L,F
m(τλ)ϕj(λ)
∫
H(F )U(F )c
1σ<Clog(N)(hu)(ρ(h)ǫ
′
j, ǫj)ξ¯(u)
∫
G(F )
(πλ(g)e, πλ(hu)ej)
(e′j, πλ(g)πλ(f)e)κN(g)dg du dh dλ.
Lemme. (i) Cette expression est absolument convergente.
(ii) Il existe C tel que l’on ait la majoration
|IN(θρ, f)−
∑
L∈L(Mmin)
|WL||WG|−1
∑
O∈Π2(L)f ,m(O,ρ)=1
IL,O,N,C(θρ, f)| << N−1
pour tout entier N ≥ 2.
Preuve. Soient L et O comme avant l’e´nonce´. Notons IL,O,N,∞(θρ, f) l’expression
obtenue en supprimant la fonction 1σ<Clog(N) dans la de´finition de IL,O,N,C(θρ, f). Pour
m ∈M(F ), k ∈ K, u, u′ ∈ U(F ), h ∈ H(F ), λ ∈ iA∗L,F , posons
Φ(m, k, u, u′, h, λ) = [iA∨O : iA∨L,F ]−1
∑
e∈B
Kf
O
∑
j=1,...,n
m(τλ)ϕj(λ)(ρ(h)ǫ
′
j , ǫj)ξ¯(u)
(πλ(u
′mk)e, πλ(hu)ei)(e
′
j, πλ(u
′mk)πλ(f)e)κN (mk)δP (m)
−1.
L’expression IL,O,N,∞(θρ, f) contient une inte´grale sur G(F ). On y de´compose la variable
g ∈ G(F ) en g = u′mk, avec u′ ∈ U(F ), m ∈ M(F ), k ∈ K. On obtient formellement
l’e´galite´
IL,O,N,∞(θρ, f) =
∫
iA∗L,F
∫
M(F )
∫
K
∫
H(F )U(F )c
∫
U(F )
Φ(m, k, u, u′, h, λ)du′ du dh dk dmdλ.
Cette e´galite´ est justifie´e par
(2) cette expression est absolument convergente.
Les inte´grales sur les ensembles compacts K et iA∗L,F sont insignifiantes. On a
(3) |Φ(m, k, u, u′, h, λ)| << ΞH(h)ΞG(u−1h−1u′m)ΞG(u′m)κN(m)δP (m)−1.
L’inte´grale de cette fonction en m, u, u′, h est convergente d’apre`s 4.3(6). Cela de´montre
(2).
En appliquant la meˆme proce´dure, on obtient
IL,O,N,C(θρ, f) =
∫
iA∗L,F
∫
M(F )
∫
K
∫
H(F )U(F )c
∫
U(F )
1σ<Clog(N)(hu)
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Φ(m, k, u, u′, h, λ)du′ du dh dk dmdλ,∫
H(F )\M(F )
∫
K
IL,O,N(f,mk)κN (mk)δP (m)
−1dk dm =
∫
iA∗L,F
∫
M(F )
∫
K∫
H(F )U(F )c
∫
U(F )c′
Φ(m, k, u, u′, h, λ)du′ du dh dk dmdλ,
pourvu que c′ ≥ c0. Ces expressions sont absolument convergentes d’apre`s ce que l’on
vient de prouver. La convergence de la premie`re est l’assertion (i) de l’e´nonce´. Pour
prouver l’assertion (ii), il suffit d’apre`s (1) de montrer que l’on peut choisir C tel que
la diffe´rence entre les deux expressions ci-dessus soit essentiellement majore´e par N−1.
D’apre`s (3), cette diffe´rence est essentiellement majore´e par la somme de l’inte´grale∫
M(F )
∫
H(F )U(F )c
∫
U(F )−U(F )c′
1σ<Clog(N)(hu)Ξ
H(h)ΞG(u−1h−1u′m)
ΞG(u′m)κN (m)δP (m)
−1du′ du dh dm,
ou` U(F )− U(F )c′ est le comple´mentaire de U(F )c′ dans U(F ), et de l’inte´grale∫
M(F )
∫
H(F )U(F )c
∫
U(F )c′
(1− 1σ<Clog(N)(hu))ΞH(h)ΞG(u−1h−1u′m)
ΞG(u′m)κN (m)δP (m)
−1du′ du dh dm.
Dans la premie`re, on peut oublier le terme 1σ<Clog(N)(hu). La relation 4.3(7) nous dit
qu’il existe c1 tel que, si l’on prend c
′ = c1log(N) + c0, l’inte´grale est essentiellement
borne´e par N−1. L’entier c′ e´tant ainsi choisi, la relation 4.3(8) nous dit qu’il existe c2
tel que la seconde inte´grale soit essentiellement majore´e par N−1 pourvu que Clog(N) ≥
c2(log(N)+ c
′). On peut choisir C tel qu’il en soit ainsi pour tout N ≥ 2. Cela ache`ve la
preuve. 
On fixe de´sormais C ve´rifiant l’assertion (ii) du lemme pre´ce´dent. Dans les para-
graphes suivants et jusqu’en 6.9, on fixe L ∈ L(Mmin) et O ∈ Π2(L)f tel quem(O, ρ) = 1.
6.5 Rappels sur les termes constants faibles des coefficients des
repre´sentations tempe´re´s
Fixons un e´le´ment Pmin = MminUmin ∈ P(Mmin). On note ∆ l’ensemble de ra-
cines simples associe´. On note Mmin(F )
+ le sous-ensemble des m ∈ Mmin(F ) tels que
HMmin(m) ∈ A+Pmin .Soit Q1 = L1U1 ∈ F(Mmin) tel que Pmin ⊂ Q1. On note ∆L1 le
sous-ensemble de ∆ associe´ au sous-groupe parabolique minimal Pmin∩L1 de L1. Posons
W (L1|G|L) = {s ∈WG; sLs−1 ⊂ L1, Pmin ∩ L1 ⊂ sQs−1}.
C’est un ensemble de repre´sentants du quotient
WL1\{s ∈ WG; sLs−1 ⊂ L1}.
On identifie cet ensemble a` un ensemble de repre´sentants dans K. Pour s ∈W (L1|G|L),
notons γ(s) : KGQ,τ → KGsQs−1,τ l’ope´rateur de´fini par (γ(s)e)(k) = e(s−1k). Posons Q1,s =
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(L1 ∩ sQs−1)U1, Q˜1,s = (L1 ∩ sQs−1)U¯1, ou` U¯1 est le radical unipotent de Q¯1. Pour
λ ∈ iA∗L,F , on de´finit les ope´rateurs :
JQ1,s|sQs−1((sτ)sλ) ◦ γ(s) : KGQ,τ → KGQ1,s,sτ
et
JQ˜1,s|sQs−1((sτ)sλ ◦ γ(s) : KGQ,τ → KGQ˜1,s,sτ .
Posons K1 = K ∩ L1(F ). La restriction de K a` K1 de´finit des homomorphismes
KGQ1,s,sτ
ց
KL1L1∩sQs−1,sτ
ր
KG
Q˜1,s,sτ
Pour e′ ∈ KGQ1,s,sτ et e ∈ KGQ˜1,s,sτ , on pose
(e′, e)L1 =
∫
K1
(e′(k1), e(k1))dk1,
la mesure e´tant de masse totale 1. Pour e, e′ ∈ KGQ,τ , posons
(e′, e)Q1,λ =
∑
s∈W (L1|G|L)
(JQ1,s|sQs−1((sτ)sλ) ◦ γ(s)e′, JQ˜1,s|sQs−1((sτ)sλ) ◦ γ(s)e)L1.
Lemme. Soient e, e′ ∈ KGQ,τ . Il existe c > 0, R ≥ 0 et ǫ > 0 tels que
δQ1(m)
1/2|(e′, πλ(m)e)− (e′, πλ(m)e)Q1,λ| <<
ΞL1(m)σ(m)Rsup{exp(−ǫα(HM1(m)));α ∈ ∆−∆L1}
pour tout λ ∈ iA∗L,F et tout m ∈ Mmin(F )+ ve´rifiant les conditions α(HMmin(m)) > c
pour tout α ∈ ∆−∆L1 .
Preuve. D’apre`s un re´sultat de Casselman, on peut trouver c tel que, pour λ et m
comme dans l’e´nonce´, δQ1(m)
1/2(e′, πλ(m)e) soit e´gal au ”terme constant” de (e
′, πλ(m)e)
au sens d’Harish-Chandra (cf. [W2] corollaire I.4.4 ; l’uniformite´ en λ est explique´e
en [W2] I.5). L’expression δQ1(m)
1/2(e′, πλ(m)e)Q1,λ est le ”terme constant faible” de
(e′, πλ(m)e), cf. [W2] proposition V.1.1). On doit donc prouver que la diffe´rence entre le
terme constant et le terme constant faible ve´rifie la majoration indique´e. Cette diffe´rence
est exactement une fonction note´e m 7→ (EGQψω)+Q¯1(m) dans le lemme VI.2.3 de [W2]. Ce
lemme donne une majoration de cette fonction qui n’est pas tout-a`-fait celle dont nous
avons besoin. Il suffit de modifier sa de´monstration. Notons simplement m 7→ Eλ(m)
notre fonction. D’apre`s [W2] VI.2(2), on peut trouver des re´els c > 0 et R ≥ 0 et un
e´le´ment a ∈ AL1(F ) ∩Mmin(F )+ de sorte que l’on ait la majoration
|Eλ(anm)| << 2−nΞL1(m)σ(m)R
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pour λ et m comme dans l’e´nonce´ et n ∈ N. Cela e´tant, pour m comme dans l’e´nonce´,
prenons pour n la partie entie`re du plus petit des nombres
α(HMmin(m))− c
α(HMmin(a)) + 1
pour α ∈ ∆ − ∆L1 . Posons m′ = a−nm. Cet e´le´ment ve´rifie encore les conditions de
l’e´nonce´. En appliquant la majoration ci-dessus a` n et m′, on obtient
(1) |Eλ(m)| << 2−nΞL1(m′)σ(m′)R.
Parce que a ∈ AL1(F ), ΞL1(m′) = ΞL1(m). On a
σ(m′) << σ(m) + σ(a−n) << σ(m) + nσ(a),
d’ou`
2−n/2σ(m′)R << σ(m)R.
D’autre part il existe ǫ > 0 tel que
2−n/2 << sup{exp(−ǫα(HM1(m)));α ∈ ∆−∆L1}.
Alors (1) entraˆıne la majoration cherche´e. 
6.6 Changement de fonction de troncature
Soit Y ∈ A+Pmin . Comme en [A3] paragraphe 3, on en de´duit une famille Y =
(YP ′)P ′∈P(Mmin) de points de AMmin , qui est (G,Mmin)-orthogonale et positive. On note
ζ 7→ σGMmin(ζ,Y) la fonction caracte´ristique de son enveloppe convexe. On note g 7→
u(g, Y ) la fonction caracte´ristique de l’ensemble des g ∈ G(F ) qui s’e´crivent g = kmk′,
ou` k, k′ ∈ K, m ∈ Mmin(F ), avec σGMmin(HMmin ,Y) = 1. Fixons e′, e′′ ∈ KGQ,τ et une
fonction ϕ sur iA∗L,F , que l’on suppose C∞. Pour e ∈ KGQ,τ , g, g′ ∈ G(F ) et λ ∈ iA∗L,F ,
posons
Φ(e, g, g′, λ) = (πλ(g)e, πλ(g
′)e′)(e′′, πλ(g)πλ(f)e).
Posons
ΦN (g
′) = [iA∨O : iA∨L,F ]−1
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)ϕ(λ)
∫
G(F )
Φ(e, g, g′, λ)κN(g)dg dλ,
ΦY (g
′) = [iA∨O : iA∨L,F ]−1
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)ϕ(λ)
∫
G(F )
Φ(e, g, g′, λ)u(g, Y )dg dλ.
Ces expressions sont absolument convergentes. Pour la seconde, c’est e´vident : les inte´grales
sont a` support compact. Pour la premie`re, pour e et g′ fixe´s, on a une majoration
|Φ(e, g, g′, λ)| << ΞG(g)2
pour tous λ, g. Or l’inte´grale
(1)
∫
G(F )
κN (g)Ξ
G(g)2dg
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est convergente d’apre`s 4.3(2).
Proposition. Soit R un re´el. Il existe des re´els c1, c2 > 0 tels que l’on ait la majoration
|ΦN (g′)− ΦY (g′)| << N−R
pour tout N ≥ 2, tout g′ ∈ G(F ) tel que σ(g′) ≤ Clog(N) et tout Y ∈ A+Pmin ve´rifiant
les ine´galite´s c1log(N) ≤ α(Y ) ≤ c2N pour tout α ∈ ∆min.
Preuve. Commenc¸ons par pre´ciser le calcul de convergence que l’on a fait avant
l’e´nonce´. On a
(2) il existe R1 ≥ 0 tel que
|ΦN(g′)| << NR1
pour tout N ≥ 2 et tout g′ ∈ G(F ) tel que σ(g′) ≤ Clog(N).
En effet, pour e ∈ KGQ,τ on a plus pre´cise´ment la majoration
|Φ(e, g, g′, λ)| << ΞG(g′−1g)ΞG(g)
pour tous λ, g, g′. Graˆce a` 3.3(5), il existe R2 > 0 tel que
ΞG(g′−1g) << exp(R2σ(g
′))ΞG(g).
Pour g′ tel que σ(g′) ≤ Clog(N),on obtient
|Φ(e, g, g′, λ)| << NCR2ΞG(g)2.
D’apre`s 4.3(2), il existe R3 > 0 tel que l’inte´grale (1) soit essentiellement majore´e par
NR3 . On en de´duit (2) avec R1 = CR2 +R3.
De´finissons une fonction D sur Mmin(F )
+ par
D(m) = mes(KmK)mes(K ∩Mmin(F ))−1.
D’apre`s [W2], on a une majoration D(m) << δPmin(m). Pour toute fonction f
′ ∈
C∞c (G(F )), on a l’e´galite´∫
G(F )
f ′(g)dg =
∫
K
∫
K
∫
Mmin(F )+
D(m)f ′(k1mk2)dmdk1 dk2,
cf. [A3] (1.3). Pour tout Q1 = L1U1 ∈ F(Mmin), la famille Y permet de de´finir des
fonctions ζ 7→ σQ1Mmin(ζ,Y) et ζ 7→ τQ1(ζ − YQ1) sur AMmin (cf.[A3] ; on a repris les
de´finitions en [W1] 10.3). On ve´rifie que l’e´galite´
σQ1Mmin(ζ,Y)τQ1(ζ − YQ1) = 1
entraine
(3) β(ζ) > inf{α(Y );α ∈ ∆} ≥ 0 pour toute racine β de AMmin dans u1.
On a l’e´galite´ ∑
Q1∈F(Mmin)
σQ1Mmin(ζ,Y)τQ1(ζ − YQ1) = 1
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pour tout ζ . L’ine´galite´ pre´ce´dente entraˆıne que, pour ζ ∈ A+Pmin , seuls interviennent de
fac¸on non nulle les Q1 contenant Pmin. C’est-a`-dire que, pour ζ ∈ A+Pmin , on a l’e´galite´∑
Q1∈F(Mmin),Pmin⊂Q1
σQ1Mmin(ζ,Y)τQ1(ζ − YQ1) = 1.
Pour toute fonction f ′ ∈ C∞c (G(F )), on a donc l’e´galite´
(4)
∫
G(F )
f ′(g)dg =
∑
Q1∈F(Mmin),Pmin⊂Q1
∫
K
∫
K
∫
Mmin(F )+
f ′(k1mk2)D(m)σ
Q1
Mmin
(HMmin(m),Y)τQ1(HMmin(m)− YQ1)dmdk1 dk2.
Pour Q1 ∈ F(Mmin) tel que Pmin ⊂ Q1, posons
ΦN,Y,Q1(g
′) = [iA∨O : iA∨L,F ]−1
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)ϕ(λ)
∫
K
∫
K
∫
Mmin(F )+
Φ(e, k1mk2, g
′, λ)κN(k1mk2)
D(m)σQ1Mmin(HMmin(m),Y)τQ1(HMmin(m)− YQ1)dmdk1 dk2 dλ.
En l’appliquant (4), on a l’e´galite´
ΦN (g
′) =
∑
Q1∈F(Mmin),Pmin⊂Q1
ΦN,Y,Q1(g
′).
Conside´rons d’abord le sous-groupe parabolique Q1 = G. Dans ce cas, pour g =
k1mk2, avec k1, k2 ∈ K et m ∈ Mmin(F )+, on a σGMmin(HMmin(m),Y)τG(HMmin(m) −
YG) = 1 si et seulement si u(g, Y ) = 1. On a donc
ΦN,Y,G(g
′) = [iA∨O : iA∨L,F ]−1
∑
e∈B
Kf
O
∫
iA∗L,F
m(τλ)ϕ(λ)
∫
G(F )
Φ(e, g, g′, λ)κN(g)u(g, Y )dg dλ.
Montrons que
(5) il existe c2 > 0 tel que, si α(Y ) ≤ c2N pour tout α ∈ ∆min, on a l’e´galite´
u(g, Y )κN(g) = u(g, Y ) pour tout g ∈ G(F ).
Ecrivons g = muk, avec m ∈ M(F ), u ∈ U(F ) et k ∈ K. On a κN(g) = κN (m)
et une majoration σ(m) << σ(g). Par de´finition de la fonction κN , il existe c3 tel que
la majoration σ(m) ≤ c3N entraˆıne κN (m) = 1. On a d’autre part une majoration
σ(g) << sup{α(Y );α ∈ ∆} pour tout g ∈ G(F ) tel que u(g, Y ) = 1. La combinaison de
ces proprie´te´s entraˆıne (5).
On de´duit de (5) que, si Y ve´rifie les conditions de cette assertion, on a l’e´galite´
ΦN,Y,G(g
′) = ΦY (g
′) pour tout g′. Pour de´montrer la proposition, il suffit donc de trouver
c1 tel que, si Y ve´rifie les minorations de l’e´nonce´, on a la majoration
(6) |ΦN,Y,Q1(g′)| << N−R
pour g′ comme dans l’e´nonce´ et tout Q1 6= G.
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On fixe de´sormais Q1 = L1U1 ∈ F(Mmin) tel que Pmin ⊂ Q1 et Q1 6= G. Pour
simplifier la re´daction, on va conside´rer un re´el c1 et supposer α(Y ) ≥ c1log(N) pour tout
α ∈ ∆. On montrera que toutes les proprie´te´s dont on a besoin sont ve´rifie´es si c1 est assez
grand. Soient g′ ∈ G(F ) tel que σ(g′) ≤ Clog(N), k1, k2 ∈ K et m ∈Mmin(F )+. On pose
ζ = HMmin(m) et on suppose σ
Q1
Mmin
(ζ,Y)τQ1(ζ − YQ1) = 1. Ecrivons g′−1k1 = k′−1l′u′,
avec u′ ∈ U1(F ), l′ ∈ L1(F ), k′ ∈ K. On a
(7) si c1 est assez grand, k
−1
2 m
−1u′mk2 appartient a` Kf .
Posons u′ = exp(X ′), avec X ′ ∈ u1(F ) et fixons une norme |.| sur g(F ). On a
log(|X ′|) << σ(u′) << σ(g′) ≤ Clog(N). Il existe donc c4, c5 > 0 tels que
log(|m−1X ′m|) ≤ c4log(N)− c5inf{β(ζ); β racine de AMmin dans u1}.
Graˆce a` (3), m−1X ′m est aussi petit que l’on veut pourvu que c1 soit assez grand. On
peut en particulier imposer que m−1u′m = exp(m−1X ′m) appartienne a` Kf . Puisque Kf
est distingue´ dans K, (7) en re´sulte.
Notons Mmin(F )
L1,+ l’ensemble des m′ ∈ Mmin(F ) tels que α(HMmin(m′)) ≥ 0 pour
tout α ∈ ∆L1 . Posons K1 = K ∩ L1(F ). L’e´le´ment l′m de L1(F ) s’e´crit l′m = k3m′k4,
avec k3, k4 ∈ K1 et m′ ∈Mmin(F )L1,+. Posons ζ ′ = HMmin(m′). On a
(8) pour tout c > 0, m′ appartient a` Mmin(F )
+ et ve´rifie α(ζ ′) > clog(N) pour tout
α ∈ ∆−∆L1 , pourvu que c1 soit assez grand.
Soit α. Notons uα le sous-espace radiciel de umin associe´ a` α. Il existe c6, c7 > 0 tels
que, pour tout e´le´ment non nul X ∈ uα(F ) et tout x ∈Mmin(F ), on ait les ine´galite´s
(9) α(HMmin(x))− c6 ≤ log(
|xXx−1|
|X| ) ≤ α(HMmin(x)) + c7.
Supposons α ∈ ∆ − ∆L1 , soit X un e´le´ment non nul de uα(F ). On a m′Xm′−1 =
k−13 l
′mk−14 Xk4m
−1l′−1k3. Puisque k4 appartient a` L1(F ), k
−1
4 Xk4 appartient a` u1(F ).
En utilisant (9) pour m, on voit qu’il existe des constantes c8, c9, c10 > 0 telles que l’on
ait l’ine´galite´
log(|m′Xm′−1|) ≥ log(|X|)− c8σ(l′) + c9inf{β(ζ); β racine de AMmin dans u1} − c10.
On a σ(l′) << σ(g′) ≤ Clog(N). Graˆce a` (3), on a donc
log(|m′Xm′−1|) > log(|X|) + clog(N) + c7
pourvu que c1 soit assez grand. Alors (9) entraˆıne la minoration cherche´e de α(ζ
′). En
particulier α(ζ ′) > 0. Puisque l’on a aussi α(ζ ′) ≥ 0 pour α ∈ ∆L1 par de´finition de m′,
on a bien m′ ∈ Mmin(F )+. Cela prouve (8).
Pour tout λ et tout e ∈ BKfO , on a l’e´galite´
Φ(e, k1mk2, g
′, λ) = (πλ(l
′u′mk2)e, πλ(k
′)e′)(πλ(k
−1
1 )e
′′, πλ(mk2)πλ(f)e).
Graˆce a` (7), on peut supprimer u′ de cette expression pourvu que c1 soit assez grand.
On obtient
Φ(e, k1mk2, g
′, λ) = (πλ(m
′k4k2)e, πλ(k
−1
3 k
′)e′)(πλ(k
−1
1 )e
′′, πλ(mk2)πλ(f)e).
Posons
Φw(e, k1mk2, g
′, λ) = (πλ(m
′k4k2)e, πλ(k
−1
3 k
′)e′)Q1,λ(πλ(k
−1
1 )e
′′, πλ(mk2)πλ(f)e)Q1,λ.
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Le lemme 6.5 affirme l’existence de re´els R4 ≥ 0 et ǫ > 0 tels que la valeur absolue de la
diffe´rence
Φ(e, k1mk2, g
′, λ)− Φw(e, k1mk2, g′, λ)
soit borne´e par la somme de
δQ1(m
′)−1/2ΞL1(m′)σ(m′)R4sup{exp(−ǫα(ζ ′);α ∈ ∆−∆L1}|(πλ(k−11 )e′′, πλ(mk2)πλ(f)e)|
et de
δQ1(m
′)−1/2|(πλ(m′k4k2)e, πλ(k−13 k′)e′)Q1,λ|δQ1(m)−1/2ΞL1(m)
σ(m)R4sup{exp(−ǫα(ζ);α ∈ ∆−∆L1}.
On sait qu’il existe R5 ≥ 0 tel que δQ1(x)−1/2ΞL1(x) << ΞG(x)σ(x)R5 pour tout x ∈
Mmin(F )
+. D’autre part, ΞG(m′) = ΞG(l′m). En utilisant (8), on voit qu’il existe R6 ≥ 0
tel que, pour tout c > 0, les expressions ci-dessus soient essentiellement majore´es par
N−cΞG(l′m)ΞG(m)σ(l′)R6σ(m)R6
pourvu que c1 soit assez grand. De´finissons des termes ΦN,Y,Q1,w(e, g
′, λ) et ΦN,Y,Q1,w(g
′)
en remplac¸ant Φ(e, k1mk2, g
′, λ) par Φw(e, k1mk2, g
′, λ) dans les de´finitions de ΦN,Y,Q1(e, g
′, λ)
et ΦN,Y,Q1(g
′). Si on oublie le facteur N−c de la majoration ci-dessus, le meˆme calcul qu’en
(1) montre l’existence de R7 ≥ 0 tel que
|ΦN,Y,Q1(g′)− ΦN,Y,Q1,w(g′)| << NR7 .
En re´introduisant le facteur N−c, on voit que, pour tout c > 0, la diffe´rence ci-dessus
est essentiellement majore´e par N−c pourvu que c1 soit assez grand. Pour prouver (6), il
suffit donc de prouver la majoration
|ΦN,Y,Q1,w(g′)| << N−R.
On poursuit le calcul pre´ce´dent, avec les meˆmes notations. D’apre`s la de´finition de
6.5, on peut de´composer Φw(e, k1mk2, g
′, λ) en∑
s1,s2∈W (L1|G|L)
Φs1,s2(e, k1mk2, g
′, λ)
ou`
Φs1,s2(e, k1mk2, g
′, λ) =
(JQ˜1,s1 |s1Qs
−1
1
((s1τ)s1λ) ◦ γ(s1) ◦πλ(m′k4k2)e, JQ1,s1 |s1Qs−11 ((s1τ)s1λ) ◦ γ(s1) ◦πλ(k
−1
3 k
′)e′)L1
(JQ1,s2 |s2Qs
−1
2
((s2τ)s2λ)◦γ(s2)◦πλ(k−11 )e′′, JQ˜1,s2 |s2Qs−12 ((s2τ)s2λ)◦γ(s2)◦πλ(mk2)πλ(f)e)
L1 .
Cette de´finition n’a bien suˆr de sens que ”presque partout” en λ, les ope´rateurs d’entre-
lacement pouvant avoir des poˆles. Au moins formellement, on peut de´composer de meˆme
ΦN,Y,Q1,w(g
′) en somme de termes ΦN,Y,Q1,s1,s2(g
′). Il y a un proble`me de convergence
a` cause des poˆles des ope´rateurs d’entrelacement. L’assertion suivante va re´soudre ce
proble`me. Soient s1, s2 ∈W (L1|G|L). Montrons que
(10) pour e fixe´, la fonction m(τλ)Φs1,s2(e, k1mk2, g
′, λ) est une combinaison line´aire
de fonctions qui sont elles-meˆmes des produits f1(m
′, λ)f2(m,λ)f3(k1, k2, k3, k4, k
′)f4(λ),
ou` :
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f1(m
′, λ) = δQ1(m
′)−1/2(IndL1
L1∩s1Qs
−1
1
((s1τ)s1λ, m
′)e′1, e1)
pour des e´le´ments e1 et e
′
1 de KL1L1∩s1Qs−11 ,s1τ ;
f2(m,λ) = δQ1(m)
−1/2(e′2, Ind
L1
L1∩s2Qs
−1
2
((s2τ)s2λ, m)e2)
pour des e´le´ments e2 et e
′
2 de KL1L1∩s2Qs−12 ,s2τ ;
f3 est une fonction localement constante des variables k1, k2, k3, k4 et k
′ ;
f4 est une fonction C
∞ de λ.
Fixons un sous-groupe ouvert compact K0 de K, distingue´ dans K, inclus dans Kf
et tel que e, e′ et e′′ soient invariants par K0. Fixons des bases B, resp. B1, B˜1, B2, B˜2,
des sous-espaces des e´le´ments invariants par K0 dans KGQ,τ , resp. KGQ1,s1 ,s1τ , KGQ˜1,s1 ,s1τ ,
KGQ1,s2 ,s2τ , KGQ˜1,s2 ,s2τ . Conside´rons par exemple le terme
JQ˜1,s2 |s2Qs
−1
2
((s2τ)s2λ) ◦ γ(s2) ◦ πλ(mk2)πλ(f)e
qui intervient dans la de´finition de Φs1,s2(e, k1mk2, g
′, λ). D’apre`s les proprie´te´s d’entre-
lacement de nos ope´rateurs, il est e´gal a`
IndG
Q˜1,s2
((s2τ)s2λ, m) ◦ JQ˜1,s2 |s2Qs−12 ((s2τ)s2λ) ◦ γ(s2) ◦ πλ(k2)πλ(f)e.
On peut remplacer πλ(k2)πλ(f)e par son expression dans la base B. Les coefficients sont
combinaisons line´aires de produits d’une fonction localement constante en k2 et d’une
fonction C∞ en λ. Pour tout b ∈ B, on peut ensuite remplacer JQ˜1,s2 |s2Qs−12 ((s2τ)s2λ) ◦
γ(s2)b par son expression dans la base B˜2. Les coefficients sont des fonctions de λ de la
forme
(b˜2, JQ˜1,s2 |s2Qs
−1
2
((s2τ)s2λ) ◦ γ(s2)b)
ou` b ∈ B, b˜2 ∈ B˜2. Notons jQ˜1,s2 (λ) une telle fonction. En appliquant le meˆme calcul aux
autres termes, l’expression m(τλ)Φs1,s2(e, k1mk2, g
′, λ) apparaˆıt comme une combinaison
line´aire de fonctions qui sont produits de fonctions des deux derniers types de l’assertion
et de fonctions des types
- une fonction (IndG
Q˜1,s1
((s1τ)s1λ, m
′)b˜1, b1)
L1 ou` b˜1 ∈ B˜1, b1 ∈ B1 ;
- une fonction (b2, (Ind
G
Q˜1,s2
((s2τ)s2λ, m)b˜2)
L1 ou` b˜2 ∈ B˜2, b2 ∈ B2 ;
- une fonction m(τλ)jQ˜1,s1
(λ)jQ1,s2 (λ)jQ˜1,s2
(λ)jQ1,s1 (λ) ;
Conside´rons le premier type ci-dessus. Notons e′1, resp. e1, la restriction de b˜1, resp.
b1, a` K1. Ce sont des e´le´ments de KL1L1∩s1Qs−11 ,s1τ . En explicitant les de´finitions, on voit
que, pour tout x ∈ L1(F ), a fortiori pour x ∈Mmin(F ), on a l’e´galite´
(IndG
Q˜1,s1
((s1τ)s1λ, x)b˜1, b1)
L1 = δQ1(x)
−1/2(IndL1
L1∩s1Ls
−1
1
((s1τ)s1λ, x)e
′
1, e1).
La fonction du premier type ci-dessus est donc aussi du premier type de l’assertion (10).
De meˆme pour les fonctions du deuxie`me type. Reste celles du troisie`me type ci-dessus. Or
la de´monstration du corollaire V.2.3 de [W2] s’applique a` ces fonctions et montre qu’elles
sont des restrictions a` iA∗L,F de fonctions rationnelles sur (A∗L⊗RC)/iA∨L,F , holomorphes
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au voisinage de iA∗L,F . Ces fonctions sont donc du quatrie`me type de l’assertion (10).
Cela de´montre cette assertion.
A l’aide de (10), on voit que l’expression qui de´finit ΦN,Y,Q1,s1,s2(g
′) est absolument
convergente : puisqu’il n’y a pas de singularite´ en λ, il suffit de reprendre la preuve de´ja`
faite pour ΦN (g
′). On a alors
ΦN,Y,Q1,w(g
′) =
∑
s1,s2∈W (L1|G|L)
ΦN,Y,Q1,s1,s2(g
′).
Il suffit de prouver que, pour tous s1, s2, on a une majoration
|ΦN,Y,Q1,s1,s2(g′)| << N−R.
Fixons s1, s2. Posons s = s1s
−1
2 . Supposons d’abord ve´rifie´e l’hypothe`se
(Hyp) il n’existe pas de sous-groupe parabolique Q2 = L2U2 ∈ FMmin tel que Q1 ⊂
Q2 6= G et que s fixe tout point de AL2.
Dans ce cas, introduisons une fonction
ΨN,Y,Q1,s1,s2(g
′) =
∫
iA∗L,F
f4(λ)
∫
K
∫
K
∫
Mmin(F )+
f1(m
′, λ)f2(m,λ)f3(k1, k2, k3, k4, k
′)
D(m)κN (k1mk2)σ
Q1
Mmin
(ζ,Y)τQ1(ζ − YQ1)dmdk1 dk2 dλ
ou` f1, f2, f3 et f4 ve´rifient les conditions de l’assertion (10). Cette assertion nous dit
que ΦN,Y,Q1,s1,s2(g
′) est combinaison line´aire de fonctions de ce type. On va majorer
|ΨN,Y,Q1,s1,s2(g′)|. Pour tout x ∈ L1(F ), on choisit des e´le´ments ls1(x) ∈ s1L(F )s−11 ,
us1(x) ∈ L1(F ) ∩ s1UQ(F )s−11 et ks1(x) ∈ K1 de sorte que x = ls1(x)us1(x)ks1(x). On a
l’e´galite´
f1(m
′, λ) =
∫
K1
f ′1(m
′, x)exp(−(s1λ)(HL1∩s1Qs−11 (xm
′)))dx,
ou`
f ′1(m
′, x) = δQ1(m
′)−1/2((s1τ)(ls1(xm
′))(e′1(ks1(xm
′))), e1(x))δ
L1
L1∩s1Qs1
(ls1(xm
′))1/2.
Le produit scalaire figurant dans cette expression est celui de deux e´le´ments de Es1τ = Eτ .
On e´crit f2(m,λ) de la meˆme fac¸on et on obtient
ΨN,Y,Q1,s1,s2(g
′) =
∫
K
∫
K
∫
Mmin(F )+
∫
K1
∫
K1
f3(k1, k2, k3, k4, k
′)D(m)κN(k1mk2)
σQ1Mmin(ζ,Y)τQ1(ζ − YQ1)f ′1(m′, x)f ′2(m, y)f5(xm′, ym)dy dx dmdk1 dk2
ou`
f5(xm
′, ym) =
∫
iA∗L,F
f4(λ)exp(−(s1λ)(HL1∩s1Qs−11 (xm
′)) + (s2λ)(HL1∩s2Qs−12 (ym)))dλ.
Par le changement de variable λ 7→ s−11 λ, on a
f5(xm
′, ym) =
∫
iA∗s1Ls1,F
f4(s
−1
1 λ)exp(−λ(ζ(xm′, ym)))dλ,
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ou`
ζ(xm′, ym) = HL1∩s1Qs−11 (xm
′))− s(HL1∩s2Qs−12 (ym)).
On suppose toujours, comme il est loisible, que m ve´rifie la relation σQ1Mmin(ζ,Y)τQ1(ζ −
YQ1) = 1. Munissons AMmin d’une norme euclidienne |.| invariante par l’action de WG.
Montrons que
(11) on a la minoration
|ζ(xm′, ym)| >> log(N)
pour tous x, y ∈ K1 pourvu que c1 soit assez grand.
Posons ζ(xm′) = HPmin(xm
′), ζ(ym) = HPmin(ym). Rappelons que, par de´finition de
W (L1|G|L), on a L1 ∩ Pmin ⊂ L1 ∩ s1Qs−11 , L1 ∩ Pmin ⊂ L1 ∩ s2Qs−12 . On en de´duit que
ζ(xm′, ym) = (ζ(xm′)− sζ(ym))s1Ls−11 ,
ou`, comme toujours, ζ ′′ 7→ ζ ′′
s1Ls
−1
1
de´signe la projection orthogonale deAMmin sur As1Ls−11 .
Il suffit de minorer |(ζ(xm′) − sζ(ym))L1|. Parce que x, y ∈ K1 et k3m′k4 = l′m, avec
k3, k4 ∈ K1, on a les e´galite´s
ζ(xm′)L1 = ζ
′
L1 = ζL1 +HL1(l
′) = ζ(ym)L1 +HL1(l
′).
Puisque σ(l′) << σ(g′) ≤ Clog(N), on a la majoration |HL1(l′)| << log(N). Il nous
suffit de montrer que, pour tout c > 0, on a la minoration
|(ζ(ym)− sζ(ym))L1| > clog(N)
pourvu que c1 soit assez grand. Soit c > 0. Le meˆme calcul qu’en (8) montre que l’on a
une majoration
β(ζ(ym)) > clog(N)
pour toute racine β de AMmin dans u1, pourvu que c1 soit assez grand. A fortiori
β(ζ(ym)) > 0. Introduisons un e´le´ment P ′min ∈ P(Mmin) tel que ζ(ym) ∈ A+P ′min . La
relation pre´ce´dente entraˆıne que P ′min ⊂ Q1. Notons ∆′ la base de racines simples as-
socie´e a` P ′min, (∆
′)L1 le sous-ensemble associe´ a` L1 ∩ P ′min, {αˇ;α ∈ ∆′} l’ensemble de
coracines associe´ a` ∆′, et {̟α;α ∈ ∆′} la base de AMmin duale de ∆′. Ecrivons
ζ(ym) =
∑
α∈∆′
α(ζ(ym))̟α.
Tous les coefficients sont positifs ou nuls. On a
(ζ(ym)− sζ(ym))L1 =
∑
α∈∆′
α(ζ(ym))(̟α − s̟α)L1.
On sait que, pour tout α ∈ ∆′, ̟α−s̟α est combinaison line´aire a` coefficients positifs ou
nuls de coracines βˇ pour β ∈ ∆′. Donc (̟α− s̟α)L1 appartient au coˆne ferme´ engendre´
par les βˇL1 pour β ∈ ∆′ − (∆′)L1 . Si α ∈ ∆′ − (∆′)L1, l’e´le´ment (̟α − s̟α)L1 n’est pas
nul. En effet, s’il l’e´tait, on aurait
(s̟α)L1 = (̟α)L1 = ̟α.
Puisque s̟α est de meˆme norme que ̟α, cela entraˆınerait
s̟α = (s̟α)L1 = ̟α.
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Mais cette e´galite´ est interdite par l’hypothe`se (Hyp), d’ou` la conclusion. Des proprie´te´s
ci-dessus re´sulte une minoration
|(ζ(ym)− sζ(ym))L1| >>
∑
α∈∆′−(∆′)L1
α(ζ(ym)).
Mais on a dit ci-dessus que α(ζ(ym)) > clog(N) pour tous les α qui interviennent ici.
La minoration cherche´e en re´sulte, d’ou` (11).
La fonction f5 est la transforme´e de Fourier d’une fonction C
∞ e´value´e en ζ(xm′, ym).
Elle est donc a` de´croissance rapide en cette variable. Graˆce a` (11), pour tout entierD ≥ 0,
on a une majoration
|f5(xm′, ym)| << N−D
pourvu que c1 soit assez grand. On a aussi
|ΨN,Y,Q1,s1,s2(g′)| << N−D
∫
K
∫
K
∫
Mmin(F )+
∫
K1
∫
K1
D(m)κN(k1mk2)
σQ1Mmin(ζ,Y)τQ1(ζ − YQ1)|f ′1(m′, x)f ′2(m, y)|dy dx dmdk1 dk2.
On a
|f ′2(m, y)| << δQ1(m)−1/2δL1L1∩s2Qs−12 (ls2(ym))
1/2Ξs2Ls
−1
2 (ls2(ym)).
D’apre`s [W2] lemmes II.1.6 et II.1.1, on en de´duit l’existence d’un re´el R8 ≥ 0 tel que∫
K1
|f ′2(m, y)| << δQ1(m)−1/2ΞL1(m) << ΞG(m)σ(m)R8 .
On a une majoration analogue pour la fonction f ′1(m
′, x) et on obtient une majoration
|ΨN,Y,Q1,s1,s2(g′)| << N−D
∫
K
∫
K
∫
Mmin(F )+
D(m)κN (k1mk2)
ΞG(l′m)ΞG(m)σ(l′m)R8σ(m)R8 dmdk1 dk2.
On a de´ja` majore´ une inte´grale de ce type : il existe R9 ≥ 0 tel qu’elle soit essentiellement
majore´e par NR9 . En tenant compte du facteur N−D et en se rappelant que D est
quelconque, on obtient
|ΨN,Y,Q1,s1,s2(g′)| << N−R
pourvu que c1 soit assez grand. C’est ce que l’on voulait de´montrer.
Supposons maintenant que l’hypothe`se (Hyp) n’est pas ve´rifie´e. Dans ce cas, on va
montrer que ΦN,Y,Q1,s1,s2(g
′) = 0 pourvu que c1 soit assez grand. En se rappelant la
de´finition de ce terme, on voit qu’il suffit de prouver que, si c1 est assez grand, l’assertion
suivante est ve´rifie´e :
(12) soient λ ∈ iA∗L,F , m ∈Mmin(F )+ et k1, k2 ∈ K ; alors∑
e∈B
Kf
O
Φs1,s2(e, k1mk2, g
′, λ) = 0.
Notons X(λ) la somme ci-dessus. C’est une fonction me´romorphe en λ (plus exac-
tement, c’est la restriction a` iA∗L,F d’une fonction me´romorphe sur (A∗L ⊗R C)/iA∨L,F ).
Il suffit de montrer qu’elle est nulle pour presque tout λ. On peut donc supposer que
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tous les ope´rateurs d’entrelacement qui vont intervenir n’ont pas de poˆles en λ et sont
inversibles. Revenons a` la de´finition de Φs1,s2(e, k1mk2, g
′, λ). On a une e´galite´
Φs1,s2(e, k1mk2, g
′, λ) =
(JQ˜1,s1 |s1Qs
−1
1
((s1τ)s1λ) ◦ γ(s1) ◦ πλ(m′k4k2)e, e1)L1
(e2, JQ˜1,s2 |s2Qs
−1
2
((s2τ)s2λ) ◦ γ(s2) ◦ πλ(mk2)πλ(f)e)L1 ,
ou` e1 ∈ KGQ1,s1 ,s1τ et e2 ∈ KGQ1,s2 ,s2τ . On πλ(k2)πλ(f)e = πλ(f ′)πλ(k2)e, ou` f ′ = k2f .
Posons BKf♮ = {πλ(k2)e; e ∈ BKfO }. C’est encore une base orthonorme´e de (EGQ,τ)Kf et on
a
X(λ) =
∑
e∈B
Kf
♮
(JQ˜1,s1 |s1Qs
−1
1
((s1τ)s1λ) ◦ γ(s1) ◦ πλ(m′k4)e, e1)L1
(e2, JQ˜1,s2 |s2Qs
−1
2
((s2τ)s2λ) ◦ γ(s2) ◦ πλ(m)πλ(f ′)e)L1 .
Il existe une fonction j1(λ) qui est me´romorphe, au meˆme sens que ci-dessus, telle que
JQ˜1,s1 |s1Qs
−1
1
((s1τ)s1λ)◦γ(s1) = j1(λ)JQ˜1,s1 |sQ˜1,s2s−1((s1τ)s1λ)◦γ(s)◦JQ˜1,s2 |s2Qs−12 ((s2τ)s2λ)◦γ(s2).
L’ensemble
{JQ˜1,s2 |s2Qs−12 ((s2τ)s2λ) ◦ γ(s2)e; e ∈ B
Kf
♮ }
est une base de (KG
Q˜1,s2 ,τ
)Kf . Les proprie´te´s d’adjonction et de composition des ope´rateurs
d’entrelacement entraˆıne qu’elle est orthogonale et que tous ses e´le´ments ont la meˆme
norme. Notons j2(λ) cette norme et divisons tout e´le´ment de cette base par
√
j2(λ). On
obtient une base orthonorme´e de (KG
Q˜1,s2 ,τ
)Kf que l’on note BKf♯ . On a l’e´galite´
X(λ) = j1(λ)j2(λ)
∑
e∈B
Kf
♯
(JQ˜1,s1 |sQ˜1,s2s−1
((s1τ)s1λ) ◦ γ(s) ◦ IndGQ˜1,s2 ((s2τ)s2λ, m
′k4)e, e1)
L1
(e2, Ind
G
Q˜1,s2
((s2τ)s2λ, m)Ind
G
Q˜1,s2
((s2τ)s2λ, f
′)e)L1 .
A ce point, le sous-groupe parabolique Q = LUQ n’intervient plus (sauf via les fonctions
j1 et j2). Pour simplifier les notations, on peut supposer s2 = 1 et Q = Q˜1,s2 . Auquel cas
s1 = s et l’expression pre´cedente se simplifie en
X(λ) = j1(λ)j2(λ)
∑
e∈B
Kf
♯
(JQ˜1,s|sQs−1((sτ)sλ) ◦ γ(s) ◦ πλ(m′k4)e, e1)L1
(e2, πλ(m)πλ(f
′)e)L1 .
Puisque l’hypothe`se (Hyp) n’est pas ve´rifie´e, on peut fixer un sous-groupe parabolique
Q′ = L′U ′ ∈ F(Mmin) tel que Q1 ⊂ Q′ 6= G et s fixe tout e´le´ment de AL′ . Cela entraˆıne
s ∈ WL′. On a Q ⊂ Q¯1 ⊂ Q¯′, donc aussi Q˜1,s ⊂ Q¯′. Introduisons les espaces KL′L′∩Q,τ et
KL′
L′∩Q˜1,s,τ
. On dispose de l’ope´rateur
JL
′
L′∩Q˜1,s|L′∩sQs−1
((sτ)sλ) ◦ γ(s) : KL′L′∩Q,τ → KL
′
L′∩Q˜1,s,τ
.
105
Posons π′ = IndL
′
L′∩Q(τλ) et re´alisons cette repre´sentation dans KL′L′∩Q,τ . Pour e ∈ KGQ¯′,π′,
posons
b1(e) = δQ′(m
′k4)
−1/2
∫
K1
((JL
′
L′∩Q˜1,s|L′∩sQs−1
((sτ)sλ) ◦ γ(s) ◦ π′(m′k4)(e(1)))(x), e1(x))dx,
b2(e) = δQ′(m)
−1/2
∫
K1
(e2(x), (π
′(m)(e(1)))(x))dx.
Expliquons par exemple la signification de
(JL
′
L′∩Q˜1,s|L′∩sQs−1
((sτ)sλ) ◦ γ(s) ◦ π′(m′k4)(e(1)))(x).
On e´value e au point 1. On obtient un e´le´ment e(1) de KL′L′∩Q,τ . On applique successi-
vement a` cet e´le´ment les ope´rateurs π′(m′k4) (notons que m
′k4 ∈ L1(F ) ⊂ L′(F )) puis
JL
′
L′∩Q˜1,s|L′∩sQs−1
((sτ)sλ) ◦ γ(s). On obtient un e´le´ment de KL′L′∩Q˜1,s,sτ , que l’on e´value au
point x ∈ K1 ⊂ K ∩ L′(F ). De´finissons une forme sesquiline´aire B sur KGQ¯′,π′ par
B(e′, e) = b1(e
′)b2(e).
Identifions KGQ,τ a` KGQ¯′,π′. Modulo cette identification, on a les e´galite´s
(e2, πλ(m)e)
L1 = b2(e),
(JQ˜1,s|sQs−1((sτ)sλ) ◦ γ(s) ◦ πλ(m′k4)e, e1)L1 = b1(e),
pour tout e ∈ KG
Q¯′,π′
. Alors
X(λ) = j1(λ)j2(λ)traceB(Ind
G
Q¯′(π
′, f ′)).
Comme f , la fonction f ′ est tre`s cuspidale. Puisque b1(e) et b2(e) ne de´pendent que de
e(1), la forme B ve´rifie la condition (3) de 2.1. Le lemme de ce paragraphe entraˆıne
X(λ) = 0. Cela prouve (12) et ache`ve la preuve de la proposition. 
6.7 Utilisation des calculs spectraux d’Arthur
Les donne´es sont les meˆmes que dans le paragraphe pre´ce´dent. Pour tout ǫ > 0, on
note D(ǫ) l’ensemble des e´le´ments Y ∈ A+Pmin tels que
inf{α(Y );α ∈ ∆} > ǫsup{α(Y );α ∈ ∆}.
Pour L′ ∈ L(L) et t ∈ WL′(L)reg, notons ΛL′O (t) l’ensemble des λ ∈ iA∗L tels que t(τλ) ≃
τλ. Cet ensemble est stable par translation par iA∨L,F + iA∗L′ . L’ensemble des orbites est
fini. Soit λ un e´le´ment de cet ensemble. Arthur de´finit en [A3] p.87 un signe, qu’il note
ǫσ¯(t) et que nous notons ǫτλ(t). Sa de´finition ne nous importe pas. Il ne de´pend que
de l’orbite de λ. On dispose de l’ope´rateur RQ(t, τλ) de KGQ,τ . Soit Q′ = L′U ′ ∈ P(L′).
Posons Q(Q′) = (L′∩Q)U ′. C’est un e´le´ment de P(L). De´finissons sur iA∗L′ une fonction
ν 7→ jQ′(t, λ, ν) et, pour g′ ∈ G(F ), une fonction ν 7→ dQ′(t, λ, g′, ν) par
jQ′(t, λ, ν) =
∑
e∈B
Kf
O
(e, JQ(Q¯′)|Q(τλ)
−1JQ(Q¯′)|Q(τλ+ν)RQ(t, τλ)πλ(f)e),
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dQ′(t, λ, g
′, ν) = (JQ(Q′)|Q(τλ)
−1JQ(Q′)|Q(τλ+ν)RQ(t, τλ)e
′′, πλ(g
′)e′).
Les ope´rateurs d’entrelacement peuvent avoir des poˆles, mais, au moins pour λ dans un
ouvert dense de ΛL
′
O (t), les fonctions ci-dessus sont bien de´finies pour ν proche de 0.
Nous utiliserons une troisie`me fonction ν 7→ cQ′(ν) : c’est celle qui est note´e cQ¯′(ν) en
[A3] (12.12). Il nous est inutile de rappeler sa de´finition. Les trois familles de fonctions
(jQ′(t, λ))Q′∈P(L′), (dQ′(t, λ, g
′))Q′∈P(L′) et (cQ′)Q′∈P(L′) sont des (G,L
′)-familles. De plus
cQ′(0) = 1 pour tout Q
′. Posons (jdc)Q′(t, λ, g
′) = jQ′(t, λ)dQ′(t, λ, g
′)cQ′. La famille
((jdc)Q′(t, λ, g
′))Q′∈P(L′) est encore une (G,L
′)-famille, a` laquelle on associe un nombre
(jdc)L′(t, λ, g
′). Admettons un instant que ce nombre soit fonction C∞ de λ. Rappelons
par ailleurs que, puisque t ∈ WL′(L)reg, l’ope´rateur t− 1 sur AL/AL′ est inversible et a
donc un de´terminant det(t− 1)AL/AL′ non nul. Posons
Φ(g′) = [iA∨O; iA∨L,F ]−1
∑
L′∈L(L)
∑
t∈WL′ (L)reg
∑
λ∈ΛL
′
O
(t)/(iA∨L,F+iA
∗
L′
)
ǫτλ(t)|det(t− 1)AL/AL′ |−1
∫
iA∗
L′,F
(jdc)L′(t, λ+ µ, g
′)ϕ(λ+ µ)dµ.
Proposition. (i) Pour tout L′ ∈ L(L), la fonction λ 7→ (jdc)L′(t, λ, g′) est C∞.
(ii) Soit ǫ > 0 et R ≥ 1 un entier. On a une majoration
|ΦY (g′)− Φ(g′)| << σ(g′)RΞG(g′)|Y |−R
pour tout g′ ∈ G(F ) et tout Y ∈ D(ǫ) ∩ AMmin,F .
Preuve. Fixons ǫ et R. Oublions d’abord g′, c’est-a`-dire supposons g′ = 1. Supposons
aussi que la fonction ϕ est constante de valeur 1. Dans [A3] p.69, Arthur e´tudie une
expression qu’il note KT (f). C’est une somme sur M ∈ L(Mmin), σ ∈ {Π2(M(F ))}
d’expressions qui sont des inte´grales sur iA∗M,F ×G(F ). Dans le cas ou` le T d’Arthur est
notre Y et ou` le couple (M,σ) d’Arthur est e´gal a` notre couple (L, τ), cette expression est
presque notre terme ΦY (1). Plus pre´cise´ment, notre terme de´pend d’e´le´ments fixe´s e
′, e′′
et le terme d’Arthur est e´gal a` la somme de nos termes ΦY (1) associe´s a` un nombre fini
de couples (e′, e′′). Dans [A3], proposition 11.3, p.88, figure une expression J˜(f). C’est
une somme sur les couples (M,σ) comme ci-dessus d’expressions qui, pour le couple
(M,σ) = (L, τ), sont presqu’e´gales a` notre terme Φ(1). Plus exactement, ce terme est la
somme de termes Φ(1) associe´s aux meˆmes couples (e′, e′′) que ci-dessus. Arthur de´montre
en [A3] corollaire 10.4 que les fonctions λ 7→ (jcd)L′(t, λ, 1) sont C∞. Entre les pages 69
et 88 de [A3], il de´montre le re´sultat suivant. Il existe une fonction T 7→ JT (f) qui ve´rifie
les trois conditions
(1) il existe un entier D ≥ 1 et, pour tout ξ ∈ ( 1
D
AMmin,F )/AMmin,F , un polynoˆme
T 7→ qξ(T ), de sorte que JT (f) =
∑
ξ∈( 1
D
AMmin,F )/AMmin,F
exp(ξ(T ))qξ(T ) pour tout T ∈
AMmin,F ;
(2) J˜(f) = q0(0) ;
(3) on a une majoration |KT (f)− JT (f)| << |T |−R pour tout T ∈ D(ǫ) ∩ AMmin,F .
Cf. la preuve du lemme 11.1 de [A3]. En inspectant la preuve, on voit d’une part
que la somme sur les couples (M,σ) ne sert a` rien dans ce passage : la preuve se fait
terme par terme. D’autre part sommer sur un ensemble fini de couples ne sert a` rien non
107
plus, la meˆme preuve s’applique pour chaque couple. En revenant a` nos notations, cette
preuve montre donc qu’il existe une fonction Y 7→ ΦY sur AMmin,F , de la forme
(4) ΦY =
∑
ξ∈( 1
D
AMmin,F )/AMmin,F
exp(ξ(Y ))qξ(Y ),
telle que Φ(1) = p0(0) et telle que l’on ait une majoration
(5) |ΦY (1)− ΦY | << |Y |−R
pour tout Y ∈ D(ǫ) ∩AMmin,F . Montrons qu’en fait
(6) p0 est constant et pξ = 0 si ξ 6= 0.
Remarquons que, pour Y ∈ D(ǫ), on a des majorations
|Y | << sup{α(Y );α ∈ ∆} << |Y |.
On peut donc remplacer sup{α(Y );α ∈ ∆} par |Y | dans l’e´nonce´ de la proposition 6.6.
Fixons c1 et c2 ve´rifiant cet e´nonce´ modifie´. Soit Y ∈ D(ǫ)∩AMmin,F . Notons NY la partie
entie`re de 2c2|Y | + 1. Si |Y | est assez grand, le couple (NY , Y ) ve´rifie les conditions de
la proposition 6.6. Plus ge´ne´ralement, il en est de meˆme du couple (NY , Y
′) pour tout
Y ′ ∈ D(ǫ) ∩ AMmin tel que |Y − Y ′| ≤ |Y |/2. Pour un tel Y ′, on a donc
|ΦY ′(1)− ΦY (1)| << |ΦY ′(1)− ΦNY (1)|+ |ΦNY (1)− ΦY (1)| << N−RY << |Y |−R.
En appliquant (5), on a aussi
|ΦY ′ − ΦY | << |Y |−R.
Si Y 7→ ΦY ne ve´rifie pas (6), c’est-a`-dire n’est pas constante, on peut fixer Y0 ∈ AMmin,F
tel que la fonction Y 7→ ΦY+Y0−ΦY soit non nulle. Cette fonction est encore de la forme
(4). Pour Y assez grand, le point Y ′ = Y + Y0 ve´rifie |Y − Y ′| ≤ |Y |/2. La fonction
est donc essentiellement majore´e par |Y |−R. Mais une fonction de la forme (4) ne peut
ve´rifier cette majoration que si elle est nulle. Cela contredit le choix de Y0, d’ou` (6).
Graˆce a` (6), on a Φ(1) = ΦY et la majoration (5) est celle que l’on voulait prouver.
Si ϕ n’est plus la fonction constante de valeur 1, on inspecte la preuve d’Arthur et
on voit que l’on peut glisser la fonction ϕ tout le long de cette preuve. Le re´sultat est
celui annonce´. Bien suˆr, la constante qui se trouve implicitement dans la majoration
de l’e´nonce´ de´pend de ϕ. Cela ne nous geˆne pas pourvu que ϕ soit fixe´e mais, pour
la suite du raisonnement, pre´cisons tout-de-meˆme cette de´pendance. Pour tout entier
k ≥ 0, fixons une base Xk de l’espace des ope´rateurs diffe´rentiels sur iA∗L, a` coefficients
constants et de degre´ ≤ k. Posons
|ϕ|k = sup{|(Xϕ)(λ);λ ∈ iA∗L,F , X ∈ Xk}.
Dans la preuve d’Arthur, les approximations interviennent a` deux endroits. D’abord
dans l’utilisation du the´ore`me 8.1. Cette approximation porte uniquement sur l’inte´grale
inte´rieure sur G(F ). Quand on inte`gre ensuite sur iA∗L,F , la constante implicite est sim-
plement multiplie´e par |ϕ|0. Il y a ensuite les approximations de la page 80 qui se re´fe`rent
elles-meˆmes a` [A6], p. 1306,1307. D’apre`s cette dernie`re re´fe´rence, la constante implicite
est de la forme
sup{(Ψϕ)ˆ(Z)|Z|R;Z ∈ AL,F},
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ou` Ψ est une certaine fonction C∞ sur iA∗L,F inde´pendante de ϕ et (Ψϕ)ˆ est la transforme´e
de Fourier de Ψϕ. Comme on le sait bien, le terme ci-dessus est essentiellement borne´
par |ϕ|R. Finalement, la majoration de l’e´nonce´ se pre´cise en
(7) |ΦY (1)− Φ(1)| ≤ c|ϕ|R|Y |−R
ou` c est inde´pendant de ϕ.
Passons au cas ge´ne´ral ou` g′ est quelconque. Fixons un sous-groupe ouvert compact
K0 de K tel que e
′′ soit invariant par K0. On utilise le fait que la fonction g 7→ u(g, Y )
est invariante a` gauche par K (ce que n’e´tait pas la fonction g 7→ κN(g) des paragraphes
pre´ce´dents). Dans la de´finition de ΦY (g
′) donne´e au de´but du paragraphe 6.6, on remplace
la variable g par kg et on inte`gre sur k ∈ K0, en divisant le tout par mes(K0). On obtient
une expression analogue a` ΦY (g
′), ou` le terme πλ(g
′)e′ est remplace´ par
mes(K0)
−1
∫
K0
πλ(kg
′)e′.
Fixons une base orthonorme´e BK0O de KK0Q,τ . On peut encore remplacer le terme ci-dessus
par ∑
e0∈B
K0
O
(e0, πλ(g
′)e′)e0.
Alors ΦY (g
′) est une somme de termes analogues ou` le triplet (g′, e′, ϕ) est remplace´ par
(1, e0, ϕ
′), ou`
ϕ′(λ) = ϕ(λ)(e0, πλ(g
′)e′).
Une de´composition analogue vaut pour le terme Φ(g′). En utilisant la majoration (7), on
voit que, pour obtenir la majoration de l’e´nonce´, il nous reste a` prouver que l’on a une
majoration
|ϕ′|R << σ(g′)RΞG(g′)
pour toute fonction ϕ′ comme ci-dessus. Il suffit de prouver une majoration analogue
pour la fonction ϕ′′(λ) = (e0, πλ(g
′)e′). On a
ϕ′′(λ) =
∫
K
(e0(k), τ(lQ(kg
′))e′(kQ(kg
′))δQ(lQ(kg
′))1/2exp(λ(HQ(kg
′)))dk.
Appliquer un ope´rateur diffe´rentiel X ∈ XR revient a` glisser dans l’inte´grale un terme
P (HQ(kg
′)), ou` P est un polynoˆme de degre´ ≤ R. On a une majoration
|HQ(kg′)| << σ(kg′) = σ(g′).
D’ou` les majorations
|ϕ′′| << σ(g′)R
∫
K
|(e0(k), τ(lQ(kg′))e′(kQ(kg′))|δQ(lQ(kg′))1/2dk
<< σ(g′)R
∫
K
ΞL(lQ(kg
′))δQ(lQ(kg
′))1/2dk
<< σ(g′)RΞG(g′)
d’apre`s [W2] lemme II.1.6. C’est ce que l’on voulait de´montrer. 
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6.8 Simplification de Φ(g′)
Pour L′ ∈ L(L) et λ ∈ iA∗L, on de´finit les groupes WL′(τλ), (WL′)′(τλ) et RL′(τλ) :
ce sont les analogues de W (τλ), W
′(τλ) et R(τλ) quand on remplace G par L
′. Notons
ΛL
′
O,ell l’ensemble des λ ∈ iA∗L tels que RL′(τλ) ∩WL′(L)reg 6= ∅. Cet ensemble est stable
par translations par iA∨L,F + iA∗L′. Soit λ un e´le´ment de cet ensemble. On a de´crit le
groupe RL
′
(τλ) en 4.1. Notons R
L′(τλ)
∨ son groupe dual. La repre´sentation IndL
′
L′∩Q(τλ)
se de´compose en somme de sous-repre´sentations irre´ductibles IndL
′
L′∩Q(τλ, ζ) pour ζ ∈
RL
′
(τλ)
∨. On a conforme´ment la de´composition en somme orthogonale
KL′L′∩Q,τ = ⊕ζ∈RL′ (τλ)∨KL
′
L′∩Q,τλ,ζ
.
Fixons S ′ = L′U ′ ∈ P(L′) et, comme dans le paragraphe pre´ce´dent, notons Q(S ′) =
(L′ ∩ Q)U ′ ∈ P(L). L’ope´rateur RQ(S′)|Q(τλ) est une isome´trie de KGQ,τ sur KGQ(S′),τ .
D’autre part, ce dernier espace s’identifie a` un espace de fonctions de K dans KL′L′∩Q,τ .
La de´composition ci-dessus de cet espace induit une de´composition orthogonale
(1) KGQ(S′),τ = ⊕ζ∈RL′ (L)KGQ(S′),τλ,ζ .
Notons projλ,ζ la projection de KGQ(S′),τ sur KGQ(S′),τλ,ζ. Remarquons que ces sous-espaces
et ces projections ne de´pendent que de l’orbite de λ. Rappelons d’autre part que l’on
note aL′ la dimension de AL′.
Lemme. Pour tout g′ ∈ G(F ), on a l’e´galite´
Φ(g′) = [iA∨O : iA∨L,F ]−1
∑
L′∈L(L)
(−1)aL′
∑
λ∈ΛL
′
O,ell/(iA
∨
L,F+iA
∗
L′
)
|RL′(τλ)|2aL′−aL
∑
ζ∈RL′ (τλ)∨∫
iA∗
L′,F
(projλ,ζ ◦RQ(S′)|Q(τλ+µ)e′′, projλ,ζ ◦RQ(S′)|Q(τλ+µ) ◦ IndGQ(τλ+µ, g′)e′)
JGL′(Ind
L′
L′∩Q(τλ+µ, ζ), f)ϕ(λ+ µ)dµ.
Preuve. Fixons L′ ∈ L(L), t ∈ WL′(L)reg et λ ∈ ΛL′O (t). Conside´rons le terme
(jdc)L′(t, λ, g
′). On commence par remplacer, dans les de´finitions des (G,L′)-familles
(jQ′(t, λ))Q′∈P(L′) et (dQ′(t, λ, g
′))Q′∈P(L′), les ope´rateurs d’entrelacement par des ope´rateurs
normalise´s. Cela multiplie ces familles par des (G,L′)-familles a` valeurs scalaires. Quitte
a` multiplier la (G,L′)-famille (cQ′)Q′∈P(L′) par ces familles, on retrouve une expression
similaire a` celle de de´part (la famille qui remplace (cQ′)Q′∈P(L′) de´pend de λ). On peut
donc conside´rer que l’on a
jQ′(t, λ, ν) =
∑
e∈B
Kf
O
(e, RQ(Q¯′)|Q(τλ)
−1RQ(Q¯′)|Q(τλ+ν)R
L′
Q (t, τλ)πλ(f)e).
L’ensemble {RQ(S′)|Q(τλ)(e); e ∈ BKfO } est une base orthonorme´e de KGQ(S′),τ . Notons-la
BKfO,Q(S′). Posons
j′Q′(t, λ, ν) =
∑
e∈B
Kf
O,Q(S′)
(e, RQ(Q¯′)|Q(S′)(τλ)
−1RQ(Q¯′)|Q(S′)(τλ+ν)R
L′
Q(S′)(t, τλ)Ind
G
Q(S′)(τλ, f)e).
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On a l’e´galite´
j′Q′(t, λ, ν) =
∑
e∈B
Kf
O
(e, RQ(Q¯′)|Q(τλ)
−1RQ(Q¯′)|Q(τλ+ν)πλ(f)r(λ, ν)e),
ou`
r(λ, ν) = RQ(S′)|Q(λ+ ν)
−1RQ(S′)|Q(λ).
Le point est que cet ope´rateur ne de´pend pas de Q′ et que r(λ, 0) est l’identite´. Une
proprie´te´ familie`re des (G,L′)-familles entraˆıne que l’on a l’e´galite´
(j′)Q
′′
L′ (t, λ) = j
Q′′
L′ (t, λ)
pour tout Q′′ ∈ F(L′). D’apre`s les formules de descente, on peut donc remplacer la
famille (jQ′(t, λ))Q′∈P(L′) par (j
′
Q′(t, λ))Q′∈P(L′). De la meˆme fac¸on, on peut remplacer la
famille (dQ′(t, λ, g
′))Q′∈P(L′) par (d
′
Q′(t, λ, g
′))Q′∈P(L′), ou`
d′Q′(t, λ, g
′, ν) = (RQ(Q′)|Q(S′)(τλ)
−1RQ(Q′)|Q(S′)(τλ+ν)RQ(S′)(t, τλ)RQ(S′)|Q(τλ)e
′′,
RQ(S′)|Q(τλ)Ind
G
Q(τλ, g
′)e′).
Autrement dit, quitte a` remplacer les e´le´ments IndGQ(τλ)e
′ et e′′ parRQ(S′)|Q(τλ)Ind
G
Q(τλ)e
′
et RQ(S′)|Q(τλ)e
′′, on peut remplacer le parabolique Q par Q(S ′). Les conside´rations qui
pre´ce`dent l’e´nonce´ sont valables inde´pendamment de l’hypothe`se RL
′
(τλ)∩WL′(L)reg 6=
∅. On a la de´composition (1). On peut supposer que la base BKfO,S′ est re´union de bases des
diffe´rents sous-espaces. L’ope´rateur RQ(S′)(t, τλ) agit par ζ(t) sur le sous-espace KGQ(S′),τ,ζ
(ou` le caracte`re ζ de RL
′
(τλ) est e´tendu en un caracte`re deW
L′(τλ) trivial sur (W
L′)′(τλ)).
On en de´duit une e´galite´
j′Q′(t, λ, ν) =
∑
ζ∈RL′ (τλ)∨
ζ(t)j′Q′(λ, ζ, ν),
avec une de´finition plus ou moins e´vidente de ce dernier terme. On a alors
(j′)Q
′′
L′ (t, λ) = (−1)aL′−aL′′
∑
ζ∈RL′ (τλ)∨
ζ(t)J Q¯
′′
L′ (Ind
L′
L′∩Q(τλ, ζ), f)
pour tout Q′′ = L′′U ′′ ∈ F(L′). Le signe (−1)aL′−aL′′ ainsi que le Q¯′′ en exposant viennent
de ce que c’est le parabolique Q(Q¯′) qui intervient dans la de´finition de j′Q′(t, λ, ν), cf.
[A3] p.92. Supposons RL
′
(τλ)∩WL′(L)reg = ∅, c’est-a`-dire λ 6∈ ΛL′O,ell. Dans ce cas, toutes
les repre´sentations IndL
′
L′∩Q(τλ, ζ) sont induites et les termes ci-dessus sont nuls (lemme
2.2(ii)). Graˆce a` la formule de descente, on obtient
(2) (jdc)(t, λ, g′) = 0 si λ 6∈ ΛL′O,ell.
Supposons maintenant RL
′
(τλ) ∩WL′(L)reg 6= ∅, c’est-a`-dire λ ∈ ΛL′O,ell. Le lemme
2.2(i) et la formule de descente entraˆıne l’e´galite´
(jdc)(t, λ, g′) = (j′)GL′(t, λ)d
′
Q′(t, λ, g
′, 0)cQ′(λ, 0)
ou` Q′ est un e´le´ment quelconque de P(L′). On a cQ′(λ, 0) = 1,
d′Q′(t, λ, g
′, 0) = (RQ(S′)(t, τλ)RQ(S′)|Q(τλ)e
′′, RQ(S′)|Q(τλ)Ind
G
Q(τλ)e
′)
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et
(j′)GL′(t, λ) = (−1)aL′
∑
ζ∈RL′ (τλ)∨
ζ(t)JGL′(Ind
L′
L′∩Q(τλ, ζ), f).
Rappelons que l’hypothe`se RL
′
(τλ)∩WL′(L)reg 6= ∅ entraˆıne que (WL′)′(τλ) = {1}, donc
RL
′
(τλ) = W
L′(τλ). De plus, R
L′(τλ) ∩WL′(L)reg posse`de un unique e´le´ment. Puisque
t appartient a` cette intersection, cet unique e´le´ment est t. Soit x ∈ RL′(τλ), x 6= t.
Conside´rons la repre´sentation virtuelle∑
ζ∈RL′ (τλ)∨
ζ(x)IndL
′
L′∩Q(τλ).
D’apre`s [A5] proposition 2.1(b), c’est une somme, a` coefficients dans Z, de repre´sentations
induites. D’apre`s le lemme 2.2(ii), on a donc∑
ζ∈RL′ (τλ)∨
ζ(x)JGL′(Ind
L′
L′∩Q(τλ, ζ), f) = 0.
Il en re´sulte que ζ(t)JGL′(Ind
L′
L′∩Q(τλ, ζ), f) est inde´pendant de ζ . On en de´duit l’e´galite´
(j′)GL′(t, λ) = (−1)aL′ |RL
′
(τλ)|ζ(t)JGL′(IndL
′
L′∩Q(τλ, ζ), f)
pour tout ζ ∈ RL′(τλ)∨. D’autre part, on peut de´composer les e´le´ments RQ(S′)|Q(τλ)IndGQ(τλ)e′
et RQ(S′)|Q(τλ)e
′′ selon la de´composition (1). Il en re´sulte l’e´galite´
d′Q′(t, λ, g
′, 0) =
∑
ζ∈RL′ (τλ)∨
ζ(t)(projλ,ζ◦RQ(S′)|Q(τλ)e′′, projλ,ζ◦RQ(S′)|Q(τλ)◦IndGQ(τλ, g′)e′).
Des deux e´galite´s pre´ce´dentes re´sulte la relation
(3) si λ ∈ ΛL′O,ell,
(jdc)L′(t, λ, g
′) = (−1)aL′ |RL′(τλ)|
∑
ζ∈RL′(τλ)∨
(projλ,ζ ◦RQ(S′)|Q(τλ)e′′, projλ,ζ ◦RQ(S′)|Q(τλ) ◦ IndGQ(τλ, g′)e′)JGL′(IndL
′
L′∩Q(τλ, ζ), f).
D’autre part, le signe ǫτλ(t) vaut 1 parce que (W
L′)′(τλ) = {1}, cf. [A3] p.95. Enfin,
on a de´crit t en 4.2 et on voit que |det(t− 1)AL/AL′ |−1 = 2aL′−aL. Il suffit de reporter ces
e´galite´s et celles des relations (2) et (3) dans la de´finition de Φ(g′) pour obtenir l’e´galite´
de l’e´nonce´. 
6.9 Evaluation d’une limite
Lemme. On a l’e´galite´
limN→∞IL,O,N,C(θρ, f) = [iA∨O : iA∨L,F ]−1
∑
L′∈L(L)
(−1)aL′
∑
λ∈ΛL
′
O,ell/(iA
∨
L,F+iA
∗
L′
)
|RL′(τλ)|2aL′−aL
∑
ζ∈RL′ (τλ)∨;m(Ind
L′
L′∩Q
(τλ,ζ),ρ)=1
∫
iA∗
L′,F
JGL′(Ind
L′
L′∩Q(τλ+µ, ζ), f)dµ.
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Remarque. Le nombre m(IndL
′
L′∩Q(τλ, ζ), ρ) a e´te´ de´fini en 6.1.
Preuve. Conside´rons la de´finition de IL,O,N,C(θρ, f) donne´e avant le lemme 6.4. Il y
intervient des objets ej , ej et ϕj pour j = 1, ..., n. Dans les paragraphes pre´ce´dents, on
a introduit des fonctions ΦN (g
′), ΦY (g
′) et Φ(g′) qui de´pendaient de choix d’e´le´ments e′,
e′′ et d’une fonction ϕ. On note ΦN,j(g
′), ΦY,j(g
′), Φj(g
′) ces fonctions relatives a` e′ = ej ,
e′′ = e′j , ϕ = ϕj . On a alors
IL,O,N,C(θρ, f) =
∑
j=1,...,n
∫
H(F )U(F )c
1σ<Clog(N)(hu)(ρ(h)ǫ
′
j , ǫj)ξ¯(u)ΦN,j(hu)du dh.
Fixons un re´el ǫ tel que 0 < ǫ < 1 et conside´rons un entier R > 0 que nous pre´ciserons par
la suite. Introduisons des constantes c1, c2 qui ve´rifient les conditions de la proposition 6.6
pour chaque couple de fonctions (ΦN,j(g
′),ΦY,j(g
′)). Il y a une constante c3 > 0 telle que,
pour tout N , il existe Y ∈ AMmin,F tel que c3N < α(Y ) < c2N pour tout α ∈ ∆. Fixons
un tel c3 et, pour tout N , un e´le´ment YN ve´rifiant ces ine´galite´s. Si N est assez grand, YN
ve´rifie les hypothe`ses de la proposition 6.6 et celles de la proposition 6.7 (pour chacune
de nos fonctions ΦN,j(g
′) etc...). Ces propositions entraˆınent que l’on a une majoration
|ΦN,j(g′)− Φj(g′)| << (1 + σ(g′)RΞG(g′))N−R
pour tout j, tout N assez grand et tout g′ ∈ G(F ) tel que 1σ<Clog(N)(g′) = 1. On peut
oublier le terme ΞG(g′) qui est borne´. Posons
XN =
∑
j=1,...,n
∫
H(F )U(F )c
1σ<Clog(N)(hu)(ρ(h)ǫ
′
j, ǫj)ξ¯(u)Φj(hu)du dh.
Alors
|IL,O,N,C(θρ, f)−XN | << N−R
∫
H(F )U(F )c
1σ<Clog(N)(hu)Ξ
H(h)σ(hu)Rdu dh
<< log(N)RN−R
∫
H(F )U(F )c
1σ<Clog(N)(hu)du dh.
On peut choisir C ′ > 0 tel que la condition σ(hu) < Clog(N) entraˆıne σ(h) < C ′log(N)
et σ(u) < C ′log(N). L’expression ci-dessus est essentiellement majore´e par
log(N)RN−R
∫
H(F )
1σ<C′log(N)dh
∫
U(F )
1σ<C′log(N)du.
D’apre`s 4.3(1) et sa preuve, il existe R′ > 0 tel que chacune de ces inte´grales soit
essentiellement majore´e par NR
′
. On obtient
|IL,O,N,C(θρ, f)−XN | << log(N)RN−R+R′ .
Le re´el R′ est inde´pendant de R. On choisit R = R′+2 et on obtient que |IL,O,N,C(θρ, f)−
XN | tend vers 0 quand N tend vers l’infini. Cela nous rame`ne a` calculer limN→∞XN .
On utilise le lemme 6.8 qui calcule les fonctions Φj . On obtient une expression de XN
que l’on peut au moins formellement e´crire
XN = [iA∨O : iA∨L,F ]−1
∑
L′∈L(L)
(−1)aL′
∑
λ∈ΛL
′
O,ell/(iA
∨
L,F+iA
∗
L′
)
|RL′(τλ)|2aL′−aL
∑
ζ∈RL′ (τλ)∨
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∫
iA∗
L′,F
XN(L
′, λ, µ, ζ)JGL′(Ind
L′
L′∩Q(τλ+µ, ζ), f)dµ,
ou`
XN(L
′, λ, µ, ζ) =
∑
j=1,...,n
ϕj(λ+ µ)
∫
H(F )U(F )c
1σ<Clog(N)(ρ(h)ǫ
′
j , ǫj)
(projλ,ζ ◦RQ(S′)|Q(τλ+µ)e′j, projλ,ζ ◦RQ(S′)|Q(τλ+µ) ◦ IndGQ(τλ+µ(hu))ej)ξ¯(u)du dh.
Cette expression est essentiellement majore´e inde´pendamment de N , λ et µ par∫
H(F )U(F )c
ΞH(h)ΞG(hu)du dh
et on sait que cette inte´grale est convergente d’apre`s 4.3(4). Cela justifie le calcul formel
que l’on a fait ci-dessus et nous permet en meˆme temps de calculer la limite quand N
tend vers l’infini. On obtient
(1) limN→∞XN = [iA∨O : iA∨L,F ]−1
∑
L′∈L(L)
(−1)aL′
∑
λ∈ΛL
′
O,ell/(iA
∨
L,F+iA
∗
L′
)
|RL′(τλ)|2aL′−aL
∑
ζ∈RL′(τλ)∨
∫
iA∗
L′,F
X(L′, λ, µ, ζ)JGL′(Ind
L′
L′∩Q(τλ+µ, ζ), f)dµ,
ou`
X(L′, λ, µ, ζ) =
∑
j=1,...,n
ϕj(λ+ µ)
∫
H(F )U(F )c
(ρ(h)ǫ′j , ǫj)
(projλ,ζ ◦RQ(S′)|Q(τλ+µ)e′j, projλ,ζ ◦RQ(S′)|Q(τλ+µ) ◦ IndGQ(τλ+µ(hu))ej)ξ¯(u)du dh.
Fixons L′, λ, µ et ζ . Posons π′ = IndL
′
L′∩Q(τλ), π
′(ζ) = IndL
′
L′∩Q(τλ, ζ), e˜
′
j = RQ(S′)|Q(τλ+µ)e
′
j,
e˜j = RQ(S′)|Q(τλ+µ)ej. On re´crit
(2) X(L′, λ, µ, ζ) =
∑
j=1,...,n
ϕj(λ+ µ)
∫
H(F )U(F )c
(ρ(h)ǫ′j , ǫj)
(projλ,ζ e˜
′
j , Ind
G
S′(π
′(ζ)µ, hu)projλ,ζ e˜j)ξ¯(u)du dh.
On reconnaˆıt
X(L′, λ, µ, ζ) =
∑
j=1,...,n
ϕj(λ+ µ)LIndG
S′
(π′(ζ)µ),ρ,c(ǫ
′
j ⊗ projλ,ζ e˜′j , ǫj ⊗ projλ,ζ e˜j).
On a fixe´ c, mais on peut le supposer assez grand. Puisque L′, λ et ζ ne parcourent
que des ensembles finis, la preuve du lemme 3.5 nous permet de remplacer ci-dessus
LIndG
S′
(π′(ζ)µ),ρ,c par LIndGS′(π′(ζ)µ),ρ. D’apre`s le lemme 5.3(ii), LIndGS′(π′(ζ)µ),ρ est non nul si
et seulement si m(π′(ζ), ρ) = 1. Quand ζ parcourt RL
′
(τλ)
∨, les repre´sentations π′(ζ)
parcourent les diffe´rentes composantes irre´ductibles de π′. D’apre`s le lemme 5.4, il y a
un unique ζ tel que m(π′(ζ), ρ) = 1. Notons ζλ,ρ cet e´le´ment. On obtient
(3) si ζ 6= ζλ,ρ, X(L′, λ, µ, ζ) = 0.
Ce re´sultat entraˆıne
X(L′, λ, µ, ζλ,ρ) =
∑
ζ∈RL′ (τλ)∨
X(L′, λ, µ, ζ).
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Graˆce a` (2), cette dernie`re somme est e´gale a`
∑
j=1,...,n
ϕj(λ+ µ)
∫
H(F )U(F )c
(ρ(h)ǫ′j , ǫj)(e˜
′
j , Ind
G
S′(π
′
µ, hu)e˜j)ξ¯(u)du dh.
Puisque les ope´rateurs RQ(S′)|Q(τλ+µ) sont unitaires, on a
(e˜′j , Ind
G
S′(π
′
µ, hu)e˜j) = (e
′
j , Ind
G
Q(τλ+µ, hu)ej).
De nouveau, on reconnaˆıt
X(L′, λ, µ, ζλ,ρ) =
∑
j=1,...,n
ϕj(λ+ µ)LIndGQ(τλ+µ),ρ,c(ǫ
′
j ⊗ e′j , ǫj ⊗ ej).
On a LIndGQ(τλ+µ),ρ,c = LIndGQ(τλ+µ),ρ et on a justement choisi les donne´es ϕj, ǫ′j,ǫj , e′j et ej
pour que l’expression ci-dessus soit e´gale a` 1. Donc
(4) X(L′, λ, µ, ζλ,ρ) = 1.
Graˆce a` (3) et (4), la formule (1) devient
limN→∞XN = [iA∨O : iA∨L,F ]−1
∑
L′∈L(L)
(−1)aL′
∑
λ∈ΛL
′
O,ell/(iA
∨
L,F+iA
∗
L′
)
|RL′(τλ)|2aL′−aL
∫
iA∗
L′,F
JGL′(Ind
L′
L′∩Q(τλ+µ, ζλ,ρ), f)dµ,
ce qui est l’e´galite´ de l’e´nonce´. 
6.10 Preuve du the´ore`me 6.1
Les lemmes 6.4 et 6.9 prouvent que IN(θρ, f) a une limite quand N tend vers l’infini
et ils calculent cette limite. En intervertissant les sommations sur L et L′, on a
(1) limN→∞IN(θρ, f) =
∑
L′∈L(Mmin)
(−1)aL′ |WG|−1X(L′),
ou`
X(L′) =
∑
L∈LL′(Mmin)
|WL|
∑
O∈{Π2(L)}f ;m(O,ρ)=1
[iA∨O : iA∨L,F ]−1
∑
λ∈ΛL
′
O,ell/(iA
∨
L,F+iA
∗
L′
)
|RL′(τλ)|2aL′−aL
∑
ζ∈RL′ (τλ)∨;m(Ind
L′
L′∩Q
(τλ,ζ),ρ)=1
∫
iA∗
L′,F
JGL′(Ind
L′
L′∩Q(τλ+µ, ζ), f)dµ.
Fixons L′. Dans la formule ci-dessus, on peut remplacer la somme sur O ∈ {Π2(L)}f
tel que m(O, ρ) = 1 par une somme sur O ∈ {Π2(L)} tout entier. En effet, si O ∈
{Π2(L)} ve´rifie m(O, ρ) = 0, la somme en ζ est vide d’apre`s les propositions 5.2 et
5.7. Si O 6∈ {Π2(L)}f , les fonctions JGL′(IndL′L′∩Q(τλ+µ, ζ), f) sont nulles. Conside´rons
l’ensemble Z des quadruplets z = (L,O, λ, ζ) tels que L ∈ LL′(Mmin), O ∈ {Π2(L)},
λ ∈ ΛL′O,ell/(iA∨L,F + iA∗L′) et ζ ∈ RL′(τλ)∨. L’application
ι : z = (L,O, λ, ζ) 7→ {(IndL′L′∩Q(τλ, ζ))µ;µ ∈ iA∗L′}
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est une surjection de Z sur {Πell(L′)}. Notons Zρ le sous-ensemble des (L,O, λ, ζ) tels
que m(IndL
′
L′∩Q(τλ, ζ), ρ) = 1. Alors Zρ est l’image re´ciproque par ι du sous-ensemble des
O′ ∈ {Πell(L′)} tels que m(O′, ρ) = 1. On a donc
(2) X(L′) =
∑
O′∈{Πell(L′)};m(O′,ρ)=1
c(O′)
∫
iA∗
L′,F
JGL′(π
′
µ, f)dµ,
ou`, pour tout O′, on a fixe´ un e´le´ment π′ ∈ O′, et
c(O′) =
∑
z=(L,O,λ,ζ)∈Z;ι(z)=O′
|WL|[iA∨O : iA∨L,F ]−1|RL
′
(τλ)|2aL′−aL .
FixonsO′. NotonsZ ′ l’ensemble des quadruplets z′ = (L,O, λ, ζ) tels que L ∈ LL′(Mmin),
O ∈ {Π2(L)}, λ ∈ ΛL′O,ell/iA∨L,F et ζ ∈ RL′(τλ)∨, qui ve´rifient l’e´galite´ π′ = IndL′L′∩Q(τλ, ζ).
Les projections de ΛL
′
O,ell/iA∨L,F sur ΛL′O,ell/(iA∨L,F + iA∗L′) induisent une application de
Z ′ dans Z. Son image est pre´cise´ment l’ensemble des z ∈ Z tels que ι(z) = O′. Deux
e´le´ments de Z ′ ont meˆme image par cette application si et seulement s’ils sont de la forme
(L,O, λ, ζ), (L,O, λ + µ, ζ), avec µ ∈ iA∗L′. Pour que les deux e´le´ments appartiennent
a` Z ′, il faut et il suffit que π′µ = π′, autrement dit µ ∈ iA∨O′. La fibre de l’application
au-dessus de l’image de nos deux e´le´ments a donc le meˆme nombre d’e´le´ments qu’une
orbite par translation par iA∨O′ dans iA∗L,F . Puisque iA∨L,F ∩ iA∗L′ = iA∨L′,F , ce nombre
d’e´le´ments est constant, e´gal a` [iA∨O′/iA∨L′,F ]. On obtient
c(O′) = [iA∨O′/iA∨L′,F ]−1
∑
z′=(L,O,λ,ζ)∈Z′
|WL|[iA∨O : iA∨L,F ]−1|RL
′
(τλ)|2aL′−aL .
Fixons un e´le´ment z′ = (L,O, λ, ζ) ∈ Z ′. Conside´rons un autre e´le´ment z˜ = (L˜, O˜, λ˜, ζ˜) ∈
Z ′. Alors
(3) IndL
′
L′∩Q˜
(τ˜λ˜, ζ˜) = π
′ = IndL
′
L′∩Q(τλ, ζ).
Donc les induites IndL
′
L′∩Q˜
(τ˜λ˜) et Ind
L′
L′∩Q(τλ) ont une composante irre´ductible commune.
D’apre`s un re´sultat d’Harish-Chandra, il existe w ∈ WL′ tel que wLw−1 = L˜, wO = O˜
et w(τλ) = τ˜λ˜. D’ou` les e´galite´s
|W L˜|[iA∨
O˜
: iA∨
L˜,F
]−1 = |WL|[iA∨O : iA∨L,F ]−1,
|RL′(τλ)| = |RL′(τ˜λ˜)|, 2aL′−aL = 2aL′−aL˜.
Ces deux derniers nombres ne sont autres que r(π′) et t(π′)−1. D’ou`
c(O′) = [iA∨O′ : iA∨L′,F ]−1|WL|[iA∨O : iA∨L,F ]−1r(π′)t(π′)−1|Z ′|.
Inversement, pour w ∈WL′, de´finissons L˜, O˜ par les deux premie`res e´galite´s pre´ce´dentes
et notons Λ(w) l’ensemble des λ˜ ∈ iA∗
L˜,F
tels que la troisie`me soit ve´rifie´e. Pour λ˜ ∈ Λ(w),
les induites ci-dessus ont les meˆmes composantes irre´ductibles et il existe un unique ζ˜ tel
que (3) soit ve´rifie´. L’ensemble Z ′ apparaˆıt comme l’image d’une application d’ensemble
de de´part
{(w, λ˜);w ∈ WL′, λ˜ ∈ Λ(w)}.
Tous les ensembles Λ(w) ont meˆme nombre d’e´le´ments, qui est e´gal a` [iA∨
O˜
: iA∨
L˜,F
].
D’autre part, deux e´le´ments (w1, λ˜1) et (w2, λ˜2) ont meˆme image dans Z ′ si et seulement
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si λ˜1 = λ˜2, w1Lw
−1
1 = w2Lw
−1
2 , w1O = w2O et w1(τλ) = w2(τλ). Ces dernie`res conditions
sont e´quivalentes a` ce que l’e´le´mentw = w−12 w1 conserve L et ait pour image dansW
L′(L)
un e´le´ment de WL
′
(τλ). Puisque Ind
L′
L′∩Q(τλ) a une composante elliptique, ce dernier
groupe n’est autre que RL
′
(τλ). Autrement dit, les fibres de l’application pre´ce´dente ont
pour nombre d’e´le´ments
|WL||RL′(τλ)| = r(π′)|WL|.
Donc
|Z ′| = |WL′||WL|−1[iA∨
O˜
: iA∨
L˜,F
]r(π′)−1,
puis
c(O′) = [iA∨O′ : iA∨L′,F ]−1|WL
′|t(π′)−1.
En reportant cette valeur dans (2) puis (1), on obtient l’e´galite´ du the´ore`me. 
7 Une formule inte´grale calculant la multiplicite´ ;
application
7.1 Le the´ore`me principal
Soient (V, qV ) et (W, qW ) deux espaces quadratiques compatibles. On plonge le plus
petit dans le plus grand comme en 4.2 et on utilise les notations de ce paragraphe. Soient
π ∈ Temp(G) et ρ ∈ Temp(H). On a de´fini le nombre m(ρ, π). Supposons dV > dW . On
de´finit un autre nombre mgeom(ρ, π) comme en [W1] 13.1, c’est-a`-dire par l’e´galite´
mgeom(ρ, π) =
∑
T∈T
|W (H, T )|−1
∫
T (F )
cρˇ(t)cπ(t)D
H(t)∆(t)rdt.
Les ingre´dients de cette formule ont e´te´ de´finis en [W1] 7.3. Le terme ν(T ) de [W1] 13.1
disparaˆıt car nous utilisons ici la mesure sur T de´finie en 1.2. On a mis un ρˇ dans la
formule parce que c’est le terme qui intervient naturellement mais c’est inessentiel car
(1) on a les e´galite´s m(ρˇ, πˇ) = m(ρ, π) = m(ρˇ, π) = m(ρ, πˇ) et mgeom(ρˇ, πˇ) =
mgeom(ρ, π) = mgeom(ρˇ, π) = mgeom(ρ, πˇ).
En effet, choisissons un e´le´ment γ du groupe orthogonal deW tel que det(γ) = −1. On
de´finit la repre´sentation ργ par ργ(h) = ρ(γhγ−1). Il est bien connu que ργ est e´quivalente
a` ρˇ. En particulier, si dW est impair, on peut choisir pour γ la multiplication par −1. Cet
e´le´ment commute a` H et on obtient ρˇ = ρ. Les meˆmes proprie´te´s valent pour π. Puisque
l’un des deux nombres dV ou dW est impair, on voit qu’il suffit de prouver les deux
premie`res e´galite´s de chaque se´rie. Soit γ comme ci-dessus. On peut conside´rer γ comme
un e´le´ment du groupe orthogonal de V qui agit par l’identite´ sur l’orthogonal de W dans
V . On a aussi πˇ ≃ πγ. On ve´rifie que HomH,ξ(πγ, ργ) = HomH,ξ(π, ρ), d’ou` la premie`re
e´galite´. L’ensemble T est un ensemble de repre´sentants des classes de conjugaison par
H(F ) dans un ensemble de tores T . Ce dernier est stable par conjugaison par γ. Pour
de´montrer la seconde e´galite´, il suffit de prouver que, pour T ∈ T et pour un e´le´ment
t ∈ T (F ) en position ge´ne´rale, on a l’e´galite´ cργ (t) = cρ(γtγ−1) et une e´galite´ similaire
pour la repre´sentation π. Le terme cρ(t) est le coefficient associe´ a` une certaine orbite,
notons-la ici Ot ∈ Nil(ht) dans le de´veloppement du caracte`re θρ au voisinage de t. La
relation a` prouver est imme´diate, pourvu que l’image par la conjugaison par γ de Ot
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soit e´gale a` Oγtγ−1 . On le ve´rifie sur la de´finition de ces orbites, cf. [W1] 7.3. En fait,
l’argument implicite est que ces orbites sont re´gulie`res et que toute orbite nilpotente
re´gulie`re de l’alge`bre de Lie d’un groupe spe´cial orthogonal est conserve´e par le groupe
orthogonal tout entier.
Si maintenant dW > dV , on pose mgeom(ρ, π) = mgeom(π, ρ).
The´ore`me. Pour tout π ∈ Temp(G) et tout ρ ∈ Temp(H), on a l’e´galite´ m(ρ, π) =
mgeom(ρ, π).
La preuve sera donne´e dans les paragraphes 7.7 a` 7.9.
7.2 Multiplicite´s ge´ome´triques pour les quasi-caracte`res et in-
duction
Soient (V, qV ) et (W, qW ) deux espaces quadratiques compatibles. Soient ρ ∈ Temp(H)
et θ un quasi-caracte`re de G(F ). Supposons d’abord dV > dW . On pose
mgeom(ρ, θ) = mgeom(θ, ρ) =
∑
T∈T
|W (H, T )|−1
∫
T (F )
cρˇ(t)cθ(t)D
H(t)∆(t)rdt,
ou` cθ a e´te´ de´fini en [W1] 7.3. Supposons maintenant dV < dW . On inverse les roˆles de
V et W en posant V ′ = W , W ′ = V et en introduisant les objets relatifs au couple
(V ′,W ′), que l’on affecte d’un ′. On pose
mgeom(ρ, θ) = mgeom(θ, ρ) =
∑
T∈T ′
|W (G, T )|−1
∫
T (F )
c′θ(t)c
′
ρˇ(t)D
G(t)∆(t)r
′
dt.
Remarquons que, pour π ∈ Temp(G), on a mgeom(ρ, π) = mgeom(ρ, θπ).
Soit k ≥ 1 un entier, posons G = GLk et soit θ un quasi-caracte`re sur G(F ). Dans
g(F ), il y a une unique orbite nilpotente re´gulie`re, notons-la OGLk . On pose
mgeom(θ) = cθ,OGLk (1).
Soient (V, qV ) et (W, qW ) comme ci-dessus et L un Le´vi de G. Ecrivons
L = GLk1 × ...×GLks × G˜,
ou` G˜ est le groupe spe´cial orthogonal d’un sous-espace quadratique V˜ de V . Soient
ρ ∈ Temp(H), θ˜ un quasi-caracte`re sur G˜(F ) et, pour j = 1, ..., s, θj un quasi-caracte`re
sur GLkj (F ). Posons θ
L = θ1⊗ ...⊗ θs⊗ θ˜. Rappelons que les espaces quadratiques V˜ et
W sont compatibles. On peut donc poser
mgeom(ρ, θ
L) = mgeom(θ1)...mgeom(θs)mgeom(ρ, θ˜).
Remarque. La de´finition se ge´ne´ralise e´videmment a` tout quasi-caracte`re sur L(F )
qui est combinaison line´aire de quasi-caracte`res comme ci-dessus. En fait, elle se ge´ne´ralise
a` tout quasi-caracte`re sur L(F ), mais nous n’en aurons pas besoin.
On de´finit le quasi-caracte`re induit θ = IndGL(θ
L).
Lemme. Sous ces hypothe`ses, on a l’e´galite´ mgeom(ρ, θ) = mgeom(ρ, θ
L).
118
Preuve. Traitons le cas ou` dV > dW , le cas oppose´ e´tant similaire et en fait plus
simple. On suppose d’abord dW < dV˜ . On peut alors supposer W ⊂ V˜ . Conside´rons les
formules qui de´finissent mgeom(ρ, θ) et mgeom(ρ, θ˜). En se reportant aux de´finitions de
[W1] 7.3, on voit que les ensembles T qui y interviennent sont les meˆmes. Fixons T ∈ T .
Les fonctions cρˇ sont aussi les meˆmes, ainsi que les fonctions D
H et ∆. L’entier r qui
intervient dans la premie`re formule est change´ en r− k dans la seconde. Pour de´montrer
l’e´galite´ cherche´e, il suffit donc de prouver que, pour t ∈ T (F ) en position ge´ne´rale, on
a l’e´galite´
(1) cθ(t)∆(t)
k = cθ˜(t)
∏
j=1,...,s
mgeom(θj).
Rappelons qu’a` T est attache´ une de´composition orthogonale W = W ′ ⊕W ′′. L’espace
W ′ est de dimension paire et T est un sous-tore maximal de H ′(F ), ou` H ′ est le groupe
spe´cial orthogonal de V ′. De plus, AT = {1}, c’est-a`-dire que T ne contient aucun sous-
tore de´ploye´ non trivial. On note V ′′ l’orthogonal deW ′ dans V et G′′ son groupe spe´cial
orthogonal. Soit t ∈ T (F ) tel que toutes ses valeurs propres dans V soient distinctes (donc
aussi diffe´rentes de 1). On a alors ZG(t) = T × G′′. Par de´finition, on a cθ(t) = cθ,O(t)
pour une certaine orbite nilpotente re´gulie`re O de gt(F ). Utilisons le lemme 2.3 pour
calculer ce terme.
Montrons que l’ensemble X L(t) qui y intervient peut eˆtre suppose´ re´duit a` {t}, au-
trement dit que tout e´le´ment de L(F ) qui est conjugue´ a` t par un e´le´ment de G(F )
l’est par un e´le´ment de L(F ). Soit g ∈ G(F ) tel que gtg−1 ∈ L(F ). Alors g−1ALg est
inclus dans le commutant de t, c’est-a`-dire dans T × G′′. Sa projection dans T ne peut
eˆtre que triviale, donc g−1ALg ⊂ G′′. L’intersection des noyaux des ope´rateurs a − 1
de V , pour a ∈ AL(F ), est e´gale a` V˜ . L’inclusion pre´ce´dente entraˆıne W ′ ⊂ g−1V˜ et
gW ′ ⊂ V˜ . Mais on a aussi W ′ ⊂ W ⊂ V˜ . Les sous-espaces quadratiques W ′ et gW ′
e´tant isomorphes, le the´ore`me de Witt entraˆıne que l’on peut choisir g˜ ∈ G˜(F ) tel que
W ′ = g˜gW ′. Le groupe G˜ e´tant inclus dans L, cela montre que, quitte a` changer g par
un e´le´ment de sa classe L(F )g, on peut supposer gW ′ = W ′. Alors g induit des e´le´ments
g′ et g′′ des groupes orthogonaux de W ′ et W ′′. Si g′ ∈ H ′(F ), on peut conside´rer g′
comme un e´le´ment de G(F ), qui appartient en fait a` L(F ). Alors gtg−1 = g′tg′−1 et cet
e´le´ment est conjugue´ a` t par un e´le´ment de L(F ). Si det(g′) = −1, on remarque que
l’orthogonal de W ′ dans V˜ n’est pas nul. Fixons un e´le´ment ǫ du groupe orthogonal de
cet espace tel que det(ǫ) = −1. Soit g1 l’e´le´ment de G(F ) qui agit par g′ sur W ′, par
ǫ sur l’orthogonal ci-dessus et par l’identite´ sur l’orthogonal de V˜ dans V . On a encore
g1 ∈ L(F ) et gtg−1 = g1tg−11 , ce qui de´montre l’assertion.
Pour l’unique e´le´ment t de X L(t), l’ensemble Γt/Gt(F ) du lemme 2.3 est re´duit a` {1}
puisque Γt = ZG(t)(F ) et ZG(t) est connexe. Le groupe ZL(t) est lui-aussi connexe et le
lemme 2.3 se re´duit donc a` l’e´galite´
(2) cθ(t) = cθ,O(t) = D
G(t)−1/2DL(t)1/2cθL,OL(t),
ou` OL est l’unique e´le´ment de Nil(l) tel que [O : OL] = 1. Pour calculer les deux
premiers facteurs, on peut passer a` la cloˆture alge´brique et supposer T inclus dans un
tore maximal A0 de G. Le rapport D
G(t)DL(t)−1 est la valeur absolue du produit des
α(t) − 1 sur les racines α de A0 dans G qui ne sont pas dans L et qui sont telles que
α(t) 6= 1. Notons t1, ..., tn, t−1n , ..., t−11 les valeurs propres de t dans W ′. La description
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habituelle des racines montre que le produit ci-dessus est e´gal a`
(
∏
i=1,...,n
(ti − 1)(t−1i − 1))2k.
En comparant avec la de´finition de la fonction ∆, on obtient
(3) DG(t)−1/2DL(t)1/2 = ∆(t)−k.
Supposons dV impair ou dV = 2. Alors O est l’unique orbite nilpotente re´gulie`re. L’orbite
OL est aussi l’unique orbite nilpotente re´gulie`re. Elle se de´compose en la somme des
uniques orbites nilpotentes re´gulie`res OGLkj des glkj(F ) et de l’unique orbite re´gulie`re O˜
de g˜(F ). On a l’e´galite´
(4) cθL,OL(t) = cθ˜,O˜(t)
∏
j=1,...,s
cθj ,OGLkj
(1).
Le terme cθ˜,O˜(t) n’est autre que cθ˜(t) tandis que les termes cθj ,OGLkj
(1) ne sont autres
que mgeom(θj). Alors l’e´galite´ (2) devient l’e´galite´ (1) cherche´e. Supposons dV pair et
dV ≥ 4. Alors O est l’orbite parame´tre´e en [W1] 7.1 par ν0, ou` x 7→ ν0x2 est le noyau
anisotrope de l’orthogonal de W dans V . Quand on remplace V par V˜ , ce ν0 ne change
pas. On ve´rifie sur la de´finition des parame´trages que OL est somme des OGLkj et, ou
bien de l’orbite O˜ parame´tre´e par ν0 si dV˜ ≥ 4, ou bien de l’unique orbite re´gulie`re O˜ si
dV˜ ≤ 2. On conclut comme pre´ce´demment.
On suppose maintenant que dV˜ < dW . On peut supposer V˜ ⊂ W . La formule de
de´finition de mgeom(ρ, θ) s’e´crit encore
mgeom(ρ, θ) =
∑
T∈T
mT (ρ, θ),
ou`
mT (ρ, θ) = |W (H, T )|−1
∫
T (F )
cρˇ(t)cθ(t)D
H(t)∆(t)rdt.
Dans celle qui de´finit mgeom(ρ, θ˜), on se rappelle qu’il faut inverser les roˆles de H et G˜
puisque dV˜ < dW . D’ou`
mgeom(ρ, θ˜) =
∑
T∈T˜
mT (ρ, θ˜),
ou`
mT (ρ, θ˜) = |W (G˜, T )|−1
∫
T (F )
c˜ρˇ(t)cθ˜(t)D
G˜(t)∆(t)r˜dt.
L’ensemble T est un ensemble de repre´sentants de classes de conjugaison par H(F )
dans un ensemble de tores T . De meˆme, T˜ est ensemble de repre´sentants de classes de
conjugaison par G˜(F ) dans un ensemble de tores T˜ . Montrons que
(5) T˜ est l’ensemble des T ∈ T qui sont inclus dans G˜.
Soit T un e´le´ment de l’un ou l’autre de ces ensembles. On a une de´composition
orthogonale V˜ = V˜ ′⊕V˜ ′′ ou` dV˜ ′ est paire et T est inclus dans le groupe spe´cial orthogonal
G˜′ de V˜ ′. De plus AT = {1}. Notons W ′′, resp. V ′′, l’orthogonal de V˜ ′ dans W , resp.
V . Supposons dV pair. Alors T appartient au deuxie`me ensemble si et seulement si
dan,W ′′ = 1. Puisque dW est impair, T appartient au premier ensemble si et seulement si
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dan,W ′′ = 1. Ces conditions sont les meˆmes. Supposons dV impair. Alors T appartient au
deuxie`me ensemble si et seulement si dan,V ′′ = 1. Il appartient au premier si et seulement
si dan,V˜ ′′ = 1. Mais V
′′ est la somme orthogonale de V˜ ′′ et de l’orthogonal de V˜ dans V .
Ce dernier espace est hyperbolique. Donc dan,V ′′ = dan,V˜ ′′ et nos deux conditions sont
encore e´quivalentes.
Soit T ∈ T . Montrons que
(6) si T n’est pas conjugue´ a` un e´le´ment de T˜ par un e´le´ment deH(F ), on amT (ρ, θ) =
0.
Notons W = W ′ ⊕W ′′ la de´composition attache´e a` T et soit t ∈ T (F ) en position
ge´ne´rale. Comme dans la premie`re partie de la preuve, cθ(t) se calcule graˆce au lemme 2.3.
Pour que ce terme soit non nul, il faut qu’il existe g ∈ G(F ) tel que gtg−1 ∈ L(F ). Comme
plus haut, cette relation entraˆıne gW ′ ⊂ V˜ , donc gW ′ ⊂W . Notons W ′′1 l’orthogonal de
gW ′ dans W . Remarquons qu’il n’est pas nul puisque dV˜ < dW . Les deux sous-espaces
quadratiques gW ′ et W ′ de W sont isomorphes. Donc leurs orthogonaux W ′′1 et W
′′ le
sont aussi. Fixons un isomorphisme γ deW ′′ surW ′′1 . Notons h l’automorphisme deW qui
agit par g sur W ′ et par γ sur W ′′. C’est un e´le´ment du groupe orthogonal de W . Quitte
a` multiplier γ a` gauche par un e´le´ment du groupe orthogonal de W ′′1 de de´terminant
−1 (un tel e´le´ment existe puisque W ′′1 n’est pas nul), on peut supposer h ∈ H(F ). La
de´composition associe´e a` hTh−1 est gW ′ ⊕W ′′1 . Puisque gW ′ est inclus dans V˜ , hTh−1
appartient a` T˜ contrairement a` l’hypothe`se. Cette contradiction montre que la fonction
cθ est nulle en un point ge´ne´ral de T (F ). D’ou` la conclusion.
Introduisons dans T˜ une nouvelle relation d’e´quivalence : deux e´le´ments sont H-
e´quivalents si et seulement s’ils sont conjugue´s par un e´le´ment de H(F ). Fixons un
ensemble de repre´sentants T ♯ des classes de H-e´quivalence. On peut supposer T ♯ ⊂ T˜ .
Les relations (5) et (6) montrent que, dans la formule exprimant mgeom(ρ, θ), on peut
remplacer la somme sur T ∈ T par la somme sur T ∈ T ♯. Fixons T ∈ T ♯. Notons T˜T
l’ensemble des e´le´ments de T˜ qui sont H-e´quivalents a` T . Il suffit de prouver que l’on a
l’e´galite´
(7) mT (ρ, θ) =
∑
T˜∈T˜T
mT˜ (ρ, θ˜)
∏
j=1,...,s
mgeom(θi).
On note V˜ = V˜ ′⊕ V˜ ′′ la de´composition attache´e a` T , W ′′ l’orthogonal de V˜ ′ dansW , G˜′,
G˜′′ et H ′′ les groupes spe´ciaux orthogonaux de V˜ ′, V˜ ′′ et W ′′. Pour tout groupe spe´cial
orthogonal, par exemple G, on note G+ le groupe orthogonal correspondant. On se´pare
trois cas. Le cas (I) est celui ou` V˜ ′ = {0} ou V˜ ′′ 6= {0}. Le cas (II) est celui ou` V˜ ′ 6= {0},
V˜ ′′ = {0} et il existe un e´le´ment γ′ ∈ NormG˜+(F )(T ) de de´terminant −1. Le cas (III)
est celui ou` V˜ ′ 6= {0}, V˜ ′′ = {0} et il n’existe pas de tel e´le´ment γ′. Dans les cas (II)
et (III), on de´finit un e´le´ment γ de la fac¸on suivante. On fixe un e´le´ment γ′ de G˜+(F )
de de´terminant −1. Dans le cas (II), on suppose que γ′ appartient a` NormG˜+(F )(T ). On
fixe un e´le´ment γ′′ de de´terminant −1 de H ′′+(F ) et on note γ l’e´le´ment de H(F ) qui
agit par γ′ sur V˜ et par γ′′ sur W ′′. Montrons que
(8)(i) dans le cas (I), T˜T est re´duit a` {T} et on a |W (H, T )| = |W (G˜, T )| ;
(8)(ii) dans le cas (II), T˜T est re´duit a` {T} et on a |W (H, T )| = 2|W (G˜, T )| ;
(8)(iii) dans le cas (III), T˜T est re´duit a` deux e´le´ments et on peut supposer que
T˜T = {T, γTγ−1} ; on a |W (H, T )| = |W (G˜, T )| = |W (G˜, γTγ−1)|.
Notons W1 l’orthogonal de V˜ dans W , H1 son groupe spe´cial orthogonal et posons
Γ = (G˜+ ×H+1 ) ∩H . De´crivons l’ensemble des e´le´ments de T˜ qui sont H-e´quivalents a`
T . Ce sont les e´le´ments de cet ensemble qui sont de la forme hTh−1 pour un h ∈ H(F ).
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La meˆme preuve qu’en (6) montre que l’on peut supposer que h conserve V˜ . Autrement
dit h ∈ Γ(F ). Inversement, si h ∈ Γ(F ), hTh−1 appartient a` notre ensemble de tores.
L’application h 7→ hTh−1 se descend donc en une bijection de
Γ(F )/(Γ(F ) ∩NormH(F )(T ))
sur cet ensemble de tores. L’ensemble T˜T est un ensemble de repre´sentants des classes de
conjugaison par G˜(F ) dans l’ensemble pre´ce´dent. Il est donc en bijection avec
G˜(F )\Γ(F )/(Γ(F ) ∩NormH(F )(T )).
Si V˜ ′ = {0}, T = {1} et les assertions de (8)(i) sont e´videntes. Supposons V˜ ′ 6= {0}.
L’ensemble Γ a deux composantes connexes. Sa composante neutre est G˜ ×H1, qui est
inclus dans G˜NormH(T ) carH1 est inclus dans NormH(T ) (et meˆme dans ZH(T )). L’en-
semble ci-dessus a donc un e´le´ment si NormH(F )(T ) coupe les deux composantes de Γ,
et deux e´le´ments sinon. On a Γ(F )∩NormH(F )(T ) = (NormG˜+(F )(T )×H+1 (F ))∩H(F ).
Donc NormH(F )(T ) coupe les deux composantes de Γ si et seulement si NormG˜+(F )(T )
coupe les deux composantes de G˜+. Si V˜ ′′ 6= {0}, cette proprie´te´ est ve´rifie´e puisque
G˜′′+(F ) ⊂ NormG˜+(F )(T ). Elle l’est aussi dans le cas (II) par de´finition de l’e´le´ment γ′
tandis qu’elle ne l’est pas dans le cas (III) par de´finition de ce cas. Remarquons que,
dans ce cas (III), l’e´le´ment γ que l’on a de´fini appartient a` Γ(F ) et pas a` sa composante
neutre. On en de´duit les premie`res assertions de (8).
Soit h ∈ NormH(F )(T ). Ne´cessairement, h conserve V˜ ′. Comme dans la preuve de
(6), on montre qu’en le multipliant a` droite par un e´le´ment de H ′′(F ) (ce groupe est
inclus dans ZH(F )(T )), on peut supposer que h conserve V˜ , donc appartient a` Γ(F ) ∩
NormH(F )(T ). Le quotient W (H, T ) est donc e´gal a`
(Γ(F ) ∩NormH(F )(T ))/(Γ(F ) ∩ ZH(F )(T )).
Posons
∆ = (ΓF ∩NormH(F )(T ))/
(
(Γ(F ) ∩ ZH(F )(T ))(Γ0(F ) ∩NormH(F )(T ))
)
.
Il y a un homomorphisme surjectif de W (H, T ) sur ∆, de noyau e´gal a`
(Γ0(F ) ∩NormH(F )(T ))/(Γ0(F ) ∩ ZH(F )(T )).
MaisH1 est contenu dans ZH(T ), donc ce quotient n’est autre queNormG˜(F )(T )/ZG˜(F )(T ),
autrement ditW (G˜, T ). On obtient que |W (H, T )| est e´gal a` |W (G˜, T )||∆| . Si V˜ ′′ 6= {0},
ZH(F )(T ) coupe les deux composantes de Γ car G˜′′
+ centralise T . Donc le groupe ∆ n’a
qu’un e´le´ment. Dans le cas (II), NormH(F )(T ) coupe les deux composantes de Γ tandis
que ZH(T ) = T × H ′′ est inclus dans la composante neutre. Alors ∆ a deux e´le´ments.
Dans le cas (III), NormH(F )(T ) est inclus dans la composante neutre de Γ et ∆ n’a qu’un
e´le´ment. D’ou` les dernie`res assertions de (8).
Soit t ∈ T (F ) dont toutes les valeurs propres dans V˜ soient distinctes. Comme dans
la premie`re partie de la preuve, on a cθ(t) = cθ,O(t) pour une certaine orbite nilpotente
re´gulie`re O de gt(F ). On calcule ce terme en utilisant le lemme 2.3. Montrons que
(9) on peut choisir pour ensemble X L(t) l’ensemble {t} dans le cas (I) et l’ensemble
{t, γtγ−1} dans les cas (II) et (III).
C’est clair si T = {1}. Supposons t 6= {1}, ce qui e´quivaut a` V˜ ′ 6= {0}. Soit g ∈ G(F )
tel que gtg−1 ∈ L(F ). Comme dans la premie`re partie de la preuve, cela entraˆıne gV˜ ′ ⊂ V˜ .
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Quitte a` multiplier g a` droite par un e´le´ment de G˜(F ), on peut supposer que g conserve
V˜ ′. Notons g′ la restriction de g a` V˜ ′. Si V˜ ′′ 6= {0}, soit g′′ un e´le´ment de G˜′′+(F ) tel que
det(g′)det(g′′) = 1. Soit g1 l’e´le´ment de G(F ) qui agit par g
′ sur V˜ ′, par g′′ sur V˜ ′′ et par
l’identite´ sur l’orthogonal de V˜ dans V . Alors gtg−1 = g1tg
−1
1 et g1 appartient a` L(F ).
D’ou` le re´sultat. Supposons maintenant V˜ ′′ = {0}. Si g′ ∈ G˜′(F ), la meˆme construction
s’applique et gtg−1 est conjugue´ a` t par un e´le´ment de L(F ). Si det(g′) = −1, on construit
de meˆme un e´le´ment g1 ∈ L(F ) qui agit sur V˜ ′ par γ′g′−1. Alors g1gtg−1g−11 = γtγ−1. On
peut donc supposer que X L(t) est inclus dans {t, γtγ−1}. D’autre part, les deux e´le´ments
de cet ensemble ne sont pas conjugue´s par un e´le´ment de L(F ). Sinon, il existerait
g˜ ∈ G˜(F ) = G˜′(F ) tel que g˜tg˜−1 = γ′tγ′−1 et g˜−1γ′ serait un e´le´ment de G˜′+(F ) de
de´terminant −1 et commutant a` T . Un tel e´le´ment n’existe pas, d’ou` l’assertion et (9).
Achevons la preuve en supposant que l’on est dans le cas (II) et en laissant les
autres cas au lecteur. L’ensemble Γt/Gt(F ) du lemme 2.3 est re´duit a` {1} et l’ensemble
Γγtγ−1/Gt(F ) est re´duit a` la classe de γ. Les groupes ZL(t) et ZL(γtγ
−1) sont connexes.
De plus γO = O. Le lemme 2.3 entraˆıne
cθ(t) = cθ,O(t) = D
G(t)−1/2(DL(t)1/2cθL,OL(t) +D
L(γtγ−1)1/2cθL,OL(γtγ
−1)),
ou` OL est l’unique orbite nilpotente de lt(F ) = lγtγ−1(F ) telle que [O : OL] = 1. D’ou`
mT (ρ, θ) = |W (H, T )|−1(
∫
T (F )
cρˇ(t)cθL,OL(t)D
G(t)−1/2DL(t)1/2DH(t)∆(t)rdt
+
∫
T (F )
cρˇ(t)cθL,OL(γtγ
−1)DG(t)−1/2DL(γtγ−1)1/2DH(t)∆(t)rdt).
Dans la seconde inte´grale, on effectue le changement de variables t 7→ γ−1tγ. Il laisse
invariantes les fonctions cρˇ, D
G, DH et ∆. La seconde inte´grale est donc e´gale a` la
premie`re. Graˆce a` (8)(ii), on obtient
(10) mT (ρ, θ) = |W (G˜, T )|−1
∫
T (F )
cρˇ(t)cθL,OL(t)D
G(t)−1/2DL(t)1/2DH(t)∆(t)rdt.
Soit t comme pre´ce´demment. On a encore l’e´galite´ (4) et cθj ,OGLkj
(1) = mgeom(θj) pour
tout j. On ve´rifie que O˜ est pre´cise´ment l’orbite qui sert a` de´finir cθ˜(t). Traitons seule-
ment le cas le plus subtil ou` dV est pair et dV˜ ≥ 4. D’apre`s [W1] 7.3, O est l’orbite
parame´tre´e par ν0, ou` la forme x 7→ ν0x2 est le noyau anisotrope de l’orthogonal de
W dans V . L’orbite servant a` de´finir cθ˜(t) est parame´tre´e par −ν˜0, ou` x 7→ ν˜0x2 est le
noyau anisotrope de l’orthogonal de V˜ dans W . L’orbite O˜ est, comme O, parame´tre´e
par ν0. Or ν0 = −ν˜0 (dans F×/F×2) car l’orthogonal de V˜ dans V est hyperbolique.
D’ou` l’assertion. On obtient
cθL,OL(t) = cθ˜(t)
∏
j=1,...,s
mgeom(θj).
Un calcul analogue montre que cρˇ(t) = c˜ρˇ(t). On a encore l’e´galite´ (3). Comme dans la
preuve de cette e´galite´, on ve´rifie que
DG˜(t) = DG˜
′
(t)∆(t)dV˜ −dV˜ ′
et
DH(t) = DG˜
′
(t)∆(t)dW−dV˜ ′ .
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D’ou`
DG(t)−1/2DL(t)1/2DH(t)∆(t)r = DG˜(t)∆(t)a,
ou` a = r − k + dW − dV˜ . Par de´finition, dV − dW = 2r + 1, dW − dV˜ = 2r˜ + 1 et
dV − dV˜ = 2k. Alors a = r˜. Mais alors, le membre de droite de l’e´galite´ (10) n’est autre
que mT (ρ, θ˜)
∏
j=1,...,smgeom(θj). Graˆce a` (8)(ii), on obtient l’e´galite´ (5), ce qui ache`ve la
de´monstration. 
7.3 Fonctions cuspidales sur les groupes spe´ciaux orthogonaux
Soit (V, qV ) un espace quadratique. Rappelons qu’en 2.5, on a associe´ un quasi-
caracte`re Iθf a` toute fonction cuspidale f ∈ C∞c (G(F )).
Lemme. Soit f ∈ C∞c (G(F )) une fonction cuspidale. On a l’e´galite´
Iθf =
∑
π∈Πell(G)
t(πˇ)−1θπˇ(f)θπ.
Preuve. Soit f ∈ C∞c (G(F )) une fonction cuspidale. Reprenons la formule 2.5(1). Elle
se simplifie puisque AG = {1} et devient
Iθf =
∑
π∈Tell(G)
c(π)θπˇ(f)θπ.
De´crivons l’ensemble Tell(G) et les constantes c(π). Conside´rons l’ensemble des couples
(L, τ) tels que L ∈ L(Mmin), τ est une repre´sentation admissible irre´ductible de L(F ) de
la se´rie discre`te et R(τ) ∩W (L)reg 6= ∅. On de´finit de fac¸on e´vidente la notion de conju-
gaison de tels couples et on fixe un ensemble de repre´sentants T˜ell(G) des classes de conju-
gaison. Soit (L, τ) ∈ T˜ell(G). Comme on l’a dit en 4.1, l’ensemble R(τ) ∩W (L)reg a un
unique e´le´ment. Notons t cet e´le´ment. Pour tout ζ ∈ R(τ)∨, on de´finit la repre´sentation
elliptique π(ζ) = IndGQ(τ, ζ) de G(F ), ou` Q est un e´le´ment fixe´ de P(L). On de´finit la
repre´sentation virtuelle
(1) π =
∑
ζ∈R(τ)∨
ζ(t)π(ζ).
Alors Tell(G) est l’ensemble des ces repre´sentations virtuelles quand (L, τ) de´crit T˜ell(G).
Le nombre c(π) associe´ a` la repre´sentation π ci-dessus est |R(τ)|−1|det(t − 1)|AL|−1.
Rappelons que les repre´sentations tempe´re´es elliptiques de G(F ) sont exactement les
repre´sentations π(ζ) introduites ci-dessus quand (L, τ) de´crit T˜ell(G) et que l’on a r(π(ζ)) =
r(π(ζ )ˇ) = |R(τ)| et t(π(ζ)) = t(π(ζ )ˇ) = |det(t−1)AL |. Pour prouver l’e´galite´ de l’e´nonce´,
on peut donc fixer (L, τ) ∈ T˜ell(G) et prouver l’e´galite´
(2)
∑
ζ∈R(τ)∨
θπ(ζ )ˇ(f)θπ(ζ) = |R(τ)|−1θπˇ(f)θπ,
ou` π est de´finie par (1). Soit r ∈ R(τ), r 6= t. D’apre`s [A5] proposition 2.1(b), la
repre´sentation virtuelle ∑
ζ∈R(τ)∨
ζ(r)π(ζ )ˇ
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est une somme de repre´sentations proprement induites. Puisque f est cuspidale, le ca-
racte`re de cette repre´sentation annule f . Cela e´tant vrai pour tout r 6= t, on en de´duit que
ζ(t)θπ(ζ )ˇ(f) est inde´pendant de ζ . Ce nombre est donc e´gal a` |R(τ)|−1θπˇ(f). Le membre
de gauche de la relation (2) est donc e´gal a`
|R(τ)|−1
∑
ζ∈R(τ)∨
θπˇ(f)ζ(t)θπ(ζ)
et ceci n’est autre que le membre de droite de (2). Cela de´montre (2) et le lemme. 
7.4 Pseudo-coefficients
Soit (V, qV ) un espace quadratique. Soient L ∈ L(Mmin) et τ une repre´sentation ad-
missible irre´ductible de la se´rie discre`te de L(F ). Supposons R(τ)∩W (L)reg 6= ∅, notons
t l’unique e´le´ment de cet ensemble . Pour tout ζ ∈ R(τ)∨, on introduit la repre´sentation
elliptique π(ζ) de G(F ) comme dans la preuve pre´ce´dente.
Lemme. Il existe une fonction cuspidale f ∈ C∞c (G(F )) telle que
(i) Iθf =
∑
ζ∈R(τ)∨ ζ(t)θπ(ζ) ;
(ii) θπ(ζ )ˇ(f) = ζ(t)t(π(ζ )ˇ) pour tout ζ ∈ R(τ )ˇ ;
(iii) θσˇ(f) = 0 pour tout σ ∈ Temp(G) qui n’est pas l’une des repre´sentations π(ζ).
Preuve. On de´finit Tell(G) et la repre´sentation virtuelle π comme dans la preuve
pre´ce´dente. D’apre`s [A5], p.94, il existe une fonction cuspidale f ∈ C∞c (G(F )) telle que
θπˇ(f) = |R(τ)||det(t − 1)|AL| et θπˇ′(f) = 0 pour tout π′ ∈ Tell(G), π′ 6= π. Fixons
une telle fonction. Le the´ore`me 5.1 de [A5] affirme pre´cise´ment que l’e´galite´ du (i) de
l’e´nonce´ est ve´rifie´e ( le terme d(τ)−1 d’Arthur est e´gal a` |det(t−1)|AL |−1 et il y a encore
un |R(τ)|−1 cache´ dans la de´finition de la mesure dτ , cf. [A5] p. 96). Comme dans la
preuve pre´ce´dente, on montre que, pour ζ ∈ R(τ)∨, on a
θπ(ζ )ˇ(f) = |R(τ)|−1ζ(t)θπˇ(f).
D’ou` (ii) puisque t(π(ζ )ˇ) = |det(t − 1)|AL|. Soit σ ∈ Temp(G) qui n’est pas l’une des
repre´sentations π(ζ). Il existe alors (L′, τ ′) ∈ T˜ell(G) et ζ ′ ∈ R(τ ′) de sorte que σ = π′(ζ ′),
avec une notation e´vidente. Comme ci-dessus, et avec des notations analogues, on a
θσˇ = |R(τ ′)|−1ζ ′(t′)θπˇ′(f),
ou` π′ est un e´le´ment de Tell(G) diffe´rent de π. Donc θσˇ(f) = 0 et le (iii). 
7.5 Une conse´quence du the´ore`me
Soient (V, qV ) et (W, qW ) deux espaces quadratiques compatibles. Soient ρ ∈ Temp(H)
et f ∈ C∞c (G(F )) une fonction cuspidale. Posons
mspec(ρ, f) =
∑
π∈Πell(G);m(ρˇ,π)=1
t(π)−1θπ(f).
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Corollaire. On suppose ve´rifie´ le the´ore`me 7.1 pour nos deux espaces quadratiques.
Alors, pour toute fonction cuspidale f ∈ C∞c (G(F )) et toute repre´sentation ρ ∈ Temp(H),
on a l’e´galite´ mgeom(ρ, Iθf) = mspec(ρ, f).
Preuve. Supposons dV > dW , la preuve e´tant syme´trique dans le cas oppose´. En
changeant π en πˇ dans la de´finition de mspec(ρ, f) et en utilisant 7.1(1), on a
mspec(ρ, f) =
∑
π∈Πell(G)
m(ρ, π)t(πˇ)−1θπˇ(f).
Graˆce au the´ore`me, c’est aussi
mspec(ρ, f) =
∑
π∈Πell(G)
mgeom(ρ, π)t(πˇ)
−1θπˇ(f)
=
∑
T∈T
|W (H, T )|−1
∫
T (F )
cρˇ(t)Icf(t)D
H(t)∆(t)rdt,
ou`
Icf(t) =
∑
π∈Πell(G)
t(πˇ)−1θπˇ(f)cπ(t).
Il suffit de de´montrer que, pour tout T ∈ T et presque tout t ∈ T (F ), on a l’e´galite´
cIθf (t) = Icf (t). Ces deux fonctions se de´duisent par la de´finition de [W1] 7.3 du quasi-
caracte`re Iθf pour la premie`re, du quasi-caracte`re∑
π∈Πell(G)
t(πˇ)−1θπˇ(f)θπ
pour la seconde. Ces deux quasi-caracte`res sont e´gaux d’apre`s le lemme 7.3. 
7.6 Le cas du groupe line´aire
Soit k ≥ 1 un entier et G = GLk. Soit f ∈ C∞c (G(F )) une fonction cuspidale. Posons
mspec(f) =
∑
O∈{Πell(G)}
[iA∨O : iA∨G,F ]−1θπ(f1HG=0),
ou`, comme toujours, on a fixe´ un point-base π dans chaque orbite.
Lemme. Pour toute fonction cuspidale f ∈ C∞c (G(F )), on a l’e´galite´ mgeom(Iθf) =
mspec(f).
Preuve. On utilise encore la formule 2.5(1). Pour le groupe GLk, les R-groupes sont
triviaux et les coefficients c(O) sont e´gaux a` [iA∨O : iA∨G,F ]−1. On obtient
Iθf =
∑
O∈{Πell(G)}
[iA∨O : iA∨G,F ]−1θπˇ(f1HG=0)θπ.
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D’ou`
mgeom(Iθf) =
∑
O∈{Πell(G)}
[iA∨O : iA∗G,F ]−1θπˇ(f1HG=0)cθπ,OGLk .
D’apre`s un re´sultat de Rodier ([R] the´ore`me p.161 et remarque 2, p.162), pour toute
repre´sentation admissible irre´ductible π de G(F ), on a cθπ,OGLk = 1 si π admet un
mode`le de Whittaker, 0 sinon. Or les repre´sentations tempe´re´es elliptiques de GLk(F ),
qui ne sont autres que les repre´sentations de la se´rie discre`te, posse`dent toutes un mode`le
de Whittaker. Les termes cθπ,OGLk intervenant dans le membre de droite de l’e´galite´ ci-
dessus sont tous e´gaux a` 1. On peut changer la somme sur π en une somme sur πˇ et ce
membre de droite devient mspec(f). 
7.7 De´but de la preuve ; le cas ou` π est induite
On de´montre le the´ore`me par re´currence sur sup(dV , dW ). On suppose de´sormais fixe´s
deux espaces quadratiques compatibles (V, qV ) et (W, qW ), avec dV > dW et on suppose le
the´ore`me ve´rifie´ pour tout couple d’espaces quadratiques (V ′, qV ′), (W
′, qW ′) compatibles
et tels que sup(dV ′ , dW ′) < dV . Le cas ou` V est de dimension 2 et qV est hyperbolique
est imme´diat. On exclut ce cas.
Pour ρ ∈ Temp(H), on prolonge par line´arite´ les applications π 7→ m(ρ, π) et π 7→
mgeom(ρ, π) a` l’espace des combinaisons line´aires finies a` coefficients complexes d’e´le´ments
de Temp(G).
Lemme. Soient π une repre´sentation tempe´re´e de G(F ) et ρ ∈ Temp(H). Supposons π
proprement induite. Alors on a l’e´galite´ m(ρ, π) = mgeom(ρ, π).
Preuve. On peut trouver
-un Le´vi L = GLk × G˜ de G, ou` k ≥ 1 et G˜ est le groupe spe´cial orthogonal d’un
sous-espace V˜ de V ;
- un e´le´ment Q ∈ P(L) ;
- des repre´sentations admissibles irre´ductibles et tempe´re´es µ de GLk(F ) et π˜ de
G˜(F ),
de sorte que π = IndGQ(µ⊗ π˜). Si m(ρ, π˜) = 0, on a m(ρ, π′) = 0 pour toute composante
irre´ductible π′ de π d’apre`s les propositions 5.3 et 5.8. Donc m(ρ, π) = 0. Si m(ρ, π˜) = 1,
les meˆmes propositions 5.3 et 5.8 et le lemme 5.5 montrent qu’il existe une unique
composante irre´ductible π′ de π telle que m(ρ, π′) = 1. Donc m(ρ, π) = 1. Dans les deux
cas, m(ρ, π) = m(ρ, π˜). D’autre part, d’apre`s le lemme 7.2 et les de´finitions, on a l’e´galite´
mgeom(ρ, π) = mgeom(ρ, π˜)mgeom(θµ).
D’apre`s le meˆme re´sultat de Rodier que l’on a utilise´ en 7.6, on a mgeom(θµ) = 1 puisque
µ est tempe´re´e et irre´ductible. D’apre`s l’hypothe`se de re´currence, on a l’e´galite´m(ρ, π˜) =
mgeom(ρ, π˜). La conclusion s’ensuit. 
7.8 Comparaison de deux limites
On conserve la situation du paragraphe pre´ce´dent et on reprend les notations du
paragraphe 7.5.
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Proposition. Pour toute fonction cuspidale f ∈ C∞c (G(F )) et toute repre´sentation
ρ ∈ Temp(H), on a l’e´galite´ mgeom(ρ, Iθf ) = mspec(ρ, f).
Preuve. Les deux membres ne de´pendent de f qu’a` e´quivalence pre`s. D’apre`s le lemme
2.7, on peut supposer f tre`s cuspidale. Le the´ore`me 6.1, applique´ a` ρˇ, calcule la li-
mite quand N tend vers l’infini de IN(θρˇ, f). On a note´ cette limite Ispec(θρˇ, f). Mais le
the´ore`me 7.8 de [W1], applique´ a` θ = θρˇ, calcule la meˆme limite. On l’a note´ I(θρˇ, f).
Avec les de´finitions de 7.2, c’est simplement mgeom(ρ, θf ). On a donc
Ispec(θρˇ, f) = mgeom(ρ, θf ).
Remarque. Dans [W1], on avait utilise´ d’autres mesures. On utilise ici celles que
l’on a de´finies en 1.2. Le quasi-caracte`re θf est normalise´ comme en 2.6.
Reprenons la de´finition de 6.1. On a
Ispec(θρˇ, f) =
∑
L∈L(Mmin)
|WL||WG|−1(−1)aLIspec,L(θρˇ, f),
ou`
Ispec,L(θρˇ, f) =
∑
O∈{Πell(L)};m(O,ρˇ)=1
[iA∨O : iA∨L,F ]−1t(π)−1
∫
iA∗L,F
JGL (πλ, f)dλ.
D’apre`s la de´finition de 7.5, on a Ispec,G(θρˇ, f) = mspec(ρ, f). Soit L ∈ L(Mmin), L 6= G.
Introduisons la fonction fL = φL(f)1HL=0. Alors
Ispec,L(θρˇ, f) =
∑
O∈{Πell(L)};m(O,ρˇ)=1
[iA∨O : iA∨L,F ]−1t(π)−1θπ(fL).
Ecrivons
L = GLk1 × ...×GLks × G˜.
La fonction fL est cuspidale d’apre`s le lemme 2.6(i) et l’espace des fonctions cuspidales
sur L(F ) est le produit tensoriel des espaces des fonctions cuspidales sur chacun des
facteurs de L(F ). Sur l’espace des fonctions cuspidales sur G˜(F ), on a de´fini en 7.5 une
forme line´aire f ′ 7→ mspec(ρ, f ′). Sur l’espace des fonctions cuspidales sur un facteur
GLkj (F ), on a de´fini en 7.6 une forme line´aire f
′ 7→ mspec(f ′). Notons f ′ 7→ mspec(ρ, f ′)
le produit tensoriel des ces formes line´aires. Montrons que
(1) Ispec,L(θρˇ, f) = mspec(ρ, fL).
On a
{Πell(L)} = {Πell(GLk1)} × ...× {Πell(GLks)} ×Πell(G˜).
Pour O = O1 × ...×Os × π˜ ∈ {Πell(L)}, on a
iA∨O = iA∨O1 ⊕ ...⊕ iA∨Os,
t(π) = t(π˜) et m(O, ρˇ) = m(π˜, ρˇ).
Si fL est produit tensoriel de fonctions sur chaque facteur, l’e´galite´ (1) est donc quasiment
tautologique et le cas ge´ne´ral s’en de´duit par line´arite´.
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On de´finit mgeom(ρ, IθfL) comme en 7.2. Ce terme est e´gal a` mspec(ρ, fL) : il suffit
d’appliquer le lemme 7.6 a` chaque facteur GL et le lemme 7.5 aux espaces V˜ et W . C’est
loisible d’apre`s l’hypothe`se de re´currence. A ce point, nous avons de´montre´ l’e´galite´
(1) mspec(ρ, f) = mgeom(ρ, θf)−
∑
L∈L(Mmin);L6=G
|WL||WG|−1(−1)aLmgeom(ρ, IθfL).
Graˆce au lemme 2.6(ii), on a l’e´galite´
mgeom(ρ, θf ) =
∑
L∈L(Mmin)
|WL||WG|−1(−1)aLmgeom(ρ, IndGL(IθfL)).
Le terme indexe´ par L = G n’est autre que mgeom(ρ, Iθf). Pour L 6= G, le terme
mgeom(ρ, Ind
G
L(IθfL)) est e´gal d’apre`s le lemme 7.2 au terme mgeom(ρ, IθfL ) qui inter-
vient dans (1). A cause du signe ne´gatif pre´sent dans (1), ces termes disparaissent et (1)
devient l’e´galite´ de l’e´nonce´. 
7.9 Fin de la preuve
On veut prouver que m(ρ, π) = mgeom(ρ, π) pour tout ρ ∈ Temp(H) et tout π ∈
Temp(G). Fixons ρ. On peut aussi bien de´montrer l’e´galite´ pre´ce´dente pour π parcou-
rant un ensemble de repre´sentations virtuelles tel que tout e´le´ment de Temp(G) soit
combinaison line´aire d’e´le´ments de cet ensemble. La re´union de Tell(G) et de l’ensemble
des repre´sentations tempe´re´es qui sont des induites propres convient. Le cas d’une telle
induite est re´gle´ par le lemme 7.7. Reste le cas d’un e´le´ment π de Tell(G) pour lequel on
reprend les notations de 7.4. Soit f ve´rifiant les conditions du lemme de ce paragraphe.
D’apre`s le (i) de ce lemme, on a
mgeom(ρ, Iθf) = mgeom(ρ, π).
D’apre`s les (ii) et (iii) du lemme, on a aussi
mspec(ρ, f) =
∑
ζ∈R(τ)∨;m(ρ,π(ζ))=1
t(π(ζ )ˇ)−1θπ(ζ )ˇ(f)
=
∑
ζ∈R(τ)∨
m(ρ, π(ζ))ζ(t) = m(ρ, π).
Alors l’e´galite´ voulue re´sulte du lemme 7.8 
7.10 Conse´quence pour la conjecture locale de Gross-Prasad
Soient (Vi, qVi et (Wi, qWi) deux espaces quadratiques compatibles tels que dVi > dWi.
On note Gi et Hi leurs groupes spe´ciaux orthogonaux et on suppose ces groupes quasi-
de´ploye´s sur F . A e´quivalence pre`s, il existe au plus un espace quadratique (V ′, qV ′) tel
que dV ′ = dVi et que les discriminants de qV ′ et qVi soient e´gaux mais leurs indices de
Witt soient distincts. Si cet espace existe (ce qui est toujours le cas si dVi ≥ 3) on le note
(Va, qVa). On introduit de meˆme un e´ventuel espace quadratique (Wa, qWa). On note Ga et
129
Ha leurs groupes spe´ciaux orthogonaux. Le groupe Ga, resp. Ha, est une forme inte´rieure
de Gi, resp. Hi. Les espaces quadratiques (Va, qVa) et (Wa, qWa) sont compatibles.
Nous admettons que les ensembles de repre´sentations Temp(Gi), Temp(Ga), Temp(Hi)
et Temp(Ha) se de´composent en unions disjointes de L-paquets de sorte que les proprie´te´s
(1), (2) et (3) de [W1] 13.2 soient ve´rifie´es. Soient Πi un L-paquet dans Temp(Gi) et Σi
un L-paquet dans Temp(Hi). Si l’espace (Va, qVa) existe, il peut correspondre a` Πi un
L-paquet de Temp(Ga). On le note Πa. Dans les autres cas, c’est-a`-dire ou bien l’espace
(Va, qVa) existe et aucun L-paquet de Temp(Ga) ne correspond a` Πi, ou bien l’espace
(Va, qVa) n’existe pas, on pose Πa = ∅. On de´finit de fac¸on similaire Σa.
The´ore`me. Il existe un unique couple (ρ, π) ∈ (Σi×Πi)∪(Σa×Πa) tel que m(ρ, π) = 1.
La preuve est la meˆme que celle du the´ore`me 13.3 de [W1]. Dans cette re´fe´rence,
l’hypothe`se de cuspidalite´ des e´le´ments de Πi ∪ Πa ne servait qu’a` utiliser l’e´galite´
m(ρ, π) = mgeom(ρ, π) qui n’e´tait alors de´montre´e que pour π cuspidale. Maintenant
que l’on dispose de cette e´galite´ pour toutes les repre´sentations ρ, π tempe´re´es, cette
hypothe`se ne sert plus et on obtient le re´sultat pour tous les paquets tempe´re´s. 
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