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Abstract
To attain the targeted data rates of next generation cellular networks requires dense deployment of
small cells in addition to macro cells which provide wide coverage. Dynamic radio resource management
is crucial to the success of such heterogeneous networks due to much more pronounced traffic and
interference variations in small cells. This work proposes a framework for spectrum management
organized according to two timescales, which include 1) centralized optimization on a moderate timescale
corresponding to typical durations of user sessions (several seconds to minutes in today’s networks), and
2) distributed spectrum allocation on a fast timescale corresponding to typical latency requirements (a
few milliseconds). An optimization problem is formulated to allocate resources on the slower timescale
with consideration of (distributed) opportunistic scheduling on the faster timescale. Both fixed and
fully flexible user association schemes are considered. Iterative algorithms are developed to solve these
optimization problems efficiently for a cluster of cells with guaranteed convergence. Simulation results
demonstrate advantages of the proposed framework and algorithms.
I. INTRODUCTION
Dense deployment of small cells is a promising means to address the scarcity of spectrum
resources for next-generation wireless networks [1]. By reducing the coverage of each access
point (AP) and increasing the density of APs, spectrum is reused more aggressively so that
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more links can transmit data simultaneously at higher rates, leading to much higher area spectral
efficiency (in bits/second/m2).
In existing networks, radio resource management (RRM) is usually based either on full-spectrum
reuse or fractional frequency reuse (FFR). In FFR, a main portion of the spectrum is reused
everywhere except at cell edge, and the remaining spectrum is divided for orthogonal reuse at
cell edge to avoid inter-cell interference [2]. The success of existing RRM techniques depends
on user and interference averaging in large cells. Such techniques are not as efficient in small
cells due to more pronounced traffic and interference variabilities across cells.
To address highly dynamic traffic in small cells, we believe it is best to organize resource
allocation according to traffic, channel, and interference conditions on two different timescales.
On a moderate timescale, a central controller allocates resources across many (e.g., hundreds
of) cells periodically according to the anticipated traffic distribution and channel conditions in
the next period. On a faster timescale, each cell further schedules links within the cell onto
the cell’s allocated resources from the moderate timescale. Due to latency requirements (often
in milliseconds), the fast-timescale allocation is most likely carried out in a distributed manner
based on instantaneous local traffic and channel conditions of each AP or within each small
neighborhood of a few APs. In contrast, the moderate-timescale updates should allow collection
of traffic and channel conditions across a large region and enough computation time. In the
meantime, the moderate-timescale updates should be sufficiently frequent to track the aggregate
traffic volume of user sessions in each small area. The moderate timescale is conceived to be in
seconds or a few minutes in 5G networks.
We introduce resource allocation with both fixed and flexible user association schemes. Assuming
no fast-timescale information exchange between cells, [3] formulated a traffic-driven spectrum
allocation problem on a moderate timescale, where full-spectrum reuse and FFR are special
cases. The treatment was generalized in [4] to also incorporate optimized user association and cell
activation and implemented using a distributed approach. A scalable reformulation was developed
and efficient algorithms were proposed to obtain near-optimal allocations for a network with up
to 1000 APs in [5]. Given the moderate-timescale traffic intensities of all user devices that need
to be supported, the controller basically seeks the optimal set of transmit patterns across the
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entire network. Precisely, a pattern corresponds to a subset of APs. The notion of pattern finds
its root in the idea of independent set scheduling in networks described by a conflict graph.
Under mild assumptions, the problem of allocating resources to patterns is shown to be convex.
References [3], [5], [6] assume the moderate-timescale allocation is entirely in the frequency
domain so that it is performed separately from the fast-timescale allocation.
The goal of the current work is to study interactions between the fast- and moderate-timescale
allocations. In addition to global information collection by a central controller on the moderate
timescale, we allow instantaneous fast-timescale information exchange between nearby APs. This
enables opportunistic scheduling, where an AP may use time resources not allocated to it when
no nearby AP has data to send. The formulation here accounts for interactions between the
queues of different devices due to interference. Since there is no known expression for the delay
of such interactive queueing systems, an approximation is obtained by using the AP utilizations
as a surrogate for the amount of interactions. Assuming fixed user association, [7] formulated
a mixed-timescale spectrum allocation problem using simple M/M/1-queue approximations.
This work considers both fixed and flexible user association schemes and uses M/G/1-queue
approximations. We introduces three formulations with increasing capabilities and complexities.
The final optimization problem is essentially bi-convex, so we propose iterative algorithms to
solve it with relatively low computational complexity and provable convergence. Simulation
results demonstrate substantial delay reduction compared to the schemes in [3].
This work on dual-timescale spectrum and time allocation is unique in the literature. Most
work, such as [8]–[11], considered spectrum allocation on a single timescale. The authors of [12]
devised scheduling policies in the time domain, but considered full-spectrum reuse only. As in
[13]–[15], the spectrum allocation problem is often formulated as a discrete optimization problem
(we study a continuous one here). Joint user association and spectrum allocation is explored here
because of their coupled nature [4], [16]–[20]. In particular, by assuming that every cell uses
all the spectrum, the authors of [16] investigated a joint user association and intra-cell resource
allocation problem. In [17], joint multi-cell channel allocation and user association was studied.
However, [17] only allowed three pre-defined resource allocation strategies, namely, orthogonal
deployment, co-channel deployment, and partially shared deployment. This paper considers more
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flexible spectrum allocation and user association than all the preceding work. Although references
[4], [18], [20] also considered flexible resource allocation schemes, the treatments therein were
for a single timescale.
The rest of this paper is organized as follows. The system model is introduced in Section II.
Three increasingly more complex problem formulations are presented in Sections III, IV, and V,
respectively. Numerical results are given in Section VI. Concluding remarks are given in Section VII.
II. SYSTEM MODEL
We consider the downlink of a wireless heterogeneous network with n access points, including
possibly macro, pico, and other small cell base transceiver stations. Denote the set of all AP
indices as N = {1, . . . , n}. Two APs are said to be neighbors of each other if they can fully
exchange their traffic and channel state information with negligible latency.
We denote the set of all device indices as K = {1, . . . , k}. A packet here models a user session,
which is typically much longer than a network-layer datagram. The moderate-timescale traffic
of device j is modeled by a homogeneous Poisson point process with arrival rate λj packets per
second. The length of each packet is an independent exponentially distributed random variable
with mean L (bits).
Suppose APs operate on a (licensed) frequency band of W Hz in total. The frequency resources
are assumed to be homogeneous on the moderate timescale. A transmit pattern is simply a subset
of APs. A certain resource in time or frequency or both is said to be allocated to a pattern if
the resource is to be shared by APs in that pattern but no other APs. Spectrum allocation to
the n APs can be viewed as a division of the spectrum into 2n segments corresponding to all
possible patterns. It suffices to describe an partition of the spectrum as {yF}F⊂N , where yF is
the fraction of total bandwidth allocated to pattern F ⊂ N . We have
∑
F⊂N
yF = 1. (1)
Any efficient allocation should set the bandwidth of the empty pattern to zero, i.e., yφ = 0.
Each AP may serve a set of devices, and each device may be served by any allocated subset of
APs using any time and spectrum resources. To be specific, denote the fraction of total bandwidth
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Fig. 1: Illustration of all patterns of a 3-AP 2-device network with spectrum allocation variables.
used by AP i to serve device j over frequency pattern F as xFi→j , which is only defined for
i ∈ F . Throughout this paper, we assume APs do not support broadcast coding schemes. That
is, if an AP transmits data to multiple devices simultaneously, those transmissions must be over
nonoverlapping subsets of the spectrum. Then, for every F ⊂ N and i ∈ F ,
∑
j∈K
xFi→j ≤ yF . (2)
An example of spectrum allocation for three APs is shown in Fig. 1, where y{1,3} is the fraction
of total bandwidth allocated to pattern {1, 3}. AP 1 assigns x{1,3}1→1 ·W Hz to device 1 and x{1,3}1→2 ·W
Hz to device 2, while AP 3 assigns x{1,3}3→1 ·W Hz to device 1 and x{1,3}3→2 ·W Hz to device 2.
One unique feature in this paper is to consider allocation of time resources to patterns in a
similar fashion as spectrum allocation. The patterns {T ⊂ N} can be employed in a round
robin fashion periodically. For convenience, we refer to one period as one time unit. Let zT
be the fraction of a time unit allocated to time pattern T . Clearly, ∑T ⊂N zT = 1. Here we
assume a time unit is small relative to the moderate timescale, so that we can ignore the relative
scheduling delay of different time patterns.
In general, the time allocation can be different for different spectrum segments. To prevent
the treatment from becoming unwieldy, we assume identical time allocation for all spectrum
segments. As a result, we simply divide all resources into orthogonal rectangular frequency-time
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physical resource blocks (PRBs) in similar manner as in Long Term Evolution (LTE) standards.
Each PRB is indexed by (F , T ), where F is the pattern in frequency and T the pattern in time.
The bandwidth of the PRB is W · yF Hz and the duration is zT time units.
If resource allocation occurs only on the moderate timescale, it is apparently inconsequential
whether the allocation is in time, in frequency, or in both. However, the actual allocation can be
further adjusted on a fast timescale depending on instantaneous traffic. On a fast timescale, an
AP may or may not have data to send at a given point in time. If an AP does not transmit over
a given resource, it is said to be silent over the resource.
We consider a simple and fair scheduling rule: AP i may transmit on a PRB indexed by
(F , T ) only if the following conditions hold:
• AP i belongs to the spectrum pattern F , i.e., i ∈ F ;
• AP i has data (for some device(s));
• Either AP i also belongs to the time pattern T , i.e., i ∈ T , or all neighbors of AP i are
silent on this PRB.
The key here is that APs are allowed to opportunistically employ more resources when their
respective neighbors are silent.
An example allocation to two neighboring APs is shown in Fig. 2. The spectrum segments
{1} and {2} are used exclusively by AP 1 and AP 2, respectively. Since those segments are for
exclusive use, there is no need to divide them in the time domain. The spectrum segment {1, 2}
is shared between the two APs, which is further divided into three time patterns: {1}, {2}, and
{1, 2}. These time resources can be reallocated opportunistically depending on instantaneous
traffic conditions. Specifically, the frequency-time resource allocation at time unit t1 in Fig. 2
corresponds to the case where both APs have data, and that at time unit t2 in Fig. 2 corresponds
to the case where only AP 2 has data. In the latter case, AP 2 may take all the spectrum shared
by the two AP’s, including the time patterns originally allocated to AP 1.
Assume that AP i transmits with fixed flat transmit power spectral density (PSD) qi. If multiple
APs transmit to the same device over the same resource, then data from each AP may be decoded
with all other transmissions treated as interference or data from all APs may be jointly using
same multi-user decoding technique. Let sAi→j denote the spectral efficiency of the link from AP
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Fig. 2: Frequency-time resource blocks for two neighboring APs: the set in the shadowed area
represents the set of transmitting APs in each resource block.
i to device j under pattern A (i.e., when APs in A simultaneously transmit over the resource).
For concreteness in obtaining numerical results in Section VI, we treat interference as noise and
use Shannon’s formula to obtain the spectral efficiency of the link from AP i to device j under
pattern A:
sAi→j = log2
(
1 +
qihi→j∑
i′∈A\{i} q
i′hi′→j + nj
)
bits/s/Hz (3)
when i ∈ A, where hi→j is the power gain of the link from AP i to device j, and nj is the noise
PSD at device j. If i 6∈ A, we set sAi→j = 0. On the moderate timescale, the link gain hi→j is
treated as constant and flat over the entire spectrum, which includes the effects of path loss and
shadowing. Evidently, we have
sAi→j ≥ sBi→j, ∀A ⊂ B ⊂ N , i ∈ A, j ∈ K. (4)
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It should become clear that we distinguish resources based on their patterns because the actual
set of APs transmitting over a resource determines the quality of all links over the resource.
If AP i serves a single fixed device, we drop the device index j and use sAi to represent the
spectral efficiency of the link under pattern A. For ease of comprehension, the device index j
has been used to denote an individual device so far. We may follow [3], [4] to reduce the model
complexity by treating devices near each other with similar quality of service (QoS) requirements
collectively as a user device group. In this case, resources are allocated to groups based on the
average channel conditions and aggregate traffic conditions of the groups. Finer allocation is
then carried out on a faster timescale. All the preceding notions of an individual device can be
generalized to a user device group.
III. SLOW-TIMESCALE SPECTRUM ALLOCATION WITH FIXED USER ASSOCIATION
We begin with moderate-timescale spectrum allocation with fixed user association. For simplicity,
we assume that each AP serves a single device associated to it. In a slot when the set of APs
with data is B, the rate contributed by frequency pattern F to AP i is sF∩Bi yFW bits/second,
i.e., the product of the spectral efficiency and the pattern’s bandwidth. The total service rate of
AP i under pattern B is thus
rBi =
W
L
∑
F⊂N
sF∩Bi y
F packets/second, (5)
where we include the factor W
L
to change the units to packets/second for later convenience.
All statistics of the queueing system are determined by service rates (rBi )B⊂N ,i∈B and arrival
rates (λi)i∈N .
In a stable queueing system, AP i has data to send over a fraction of time, which is referred
to as the utilization of AP i for simplicity and devoted as ρi. It is important to note that ρi’s are
consequences of the queueing dynamics. A stable queue must satisfy 0 ≤ ρi < 1. The analysis of
general interactive queues is an open problem. In particular, there is no known explicit expression
for the average delay in models with more than two interactive queues. To make progress, we
make a simplifying assumption that the APs transmit independently despite the interactions.
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Then the probability that the set of APs with data is exactly B is
pB =
(∏
i∈B
ρi
) ∏
i∈N\B
(1− ρi)
 . (6)
It is useful to note that
∑
B⊂N :i∈B
pB = ρi. (7)
Thus, pB/ρi is a conditional probability, and is equal to the fraction of time that the pattern is
B when i ∈ B has data.
We develop an approximation for the average packet delay in the interactive queueing system.
When AP i transmits packets, its service rate is chosen from 2n−1 possible values which
correspond to different sets of APs with data. Assuming that the service rate is constant during
transmission of each packet, we use a M/G/1 queue with 2n−1 classes of packets to approximate
the average delay. Each class corresponds to a specific subset of APs having data. In a stable
queueing system, the number of packets served per second is equal to the arrival rate in steady
state. Thus, we have
∑
B⊂N :i∈B
pBrBi = λi. (8)
The average packet delay at AP i can be derived according to the delay analysis for M/G/c
queue with multiple customer classes [21].
Lemma 1. The average delay of the M/G/1 queue is
di =
ρi
λi
+
1
1− ρi ·
∑
B⊂N :i∈B
pB
rBi
, ∀i ∈ N . (9)
Lemma 1 is proved in Appendix A. It is important to note that the right hand side of (9) is
convex in (rBi )B⊂N for fixed (ρi)i∈N and (p
B)B⊂N . Hereafter we let minimizing the approximate
average delay (9) be the objective of resource allocation.
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Problem 1. (Spectrum allocation on the moderate timescale)
minimize
y,r,ρ,p,d
n∑
i=1
λidi (P1a)
subject to di =
ρi
λi
+
1
1− ρi ·
∑
B⊂N :i∈B
pB
rBi
, ∀i ∈ N (P1b)
rBi =
W
L
∑
F⊂N
s
F ⋂B
i y
F , ∀B ⊂ N , i ∈ B (P1c)
∑
F⊂N
yF = 1 (P1d)
pB =
(∏
i∈B
ρi
) ∏
i∈N\B
(1− ρi)
 , ∀B ⊂ N (P1e)
∑
B⊂N :i∈B
pBrBi = λi, ∀i ∈ N (P1f)
yF ≥ 0, ∀F ⊂ N (P1g)
0 ≤ ρi < 1, ∀i ∈ N . (P1h)
The variables in Problem 1 are y = (yF)F⊂N , r = (rBi )B⊂N ,i∈B, ρ = (ρi)i∈N ,p = (p
B)B⊂N ,
and d = (di)i∈N . The objective (P1a) divided by the total arrival rate
∑n
i=1 λi is equal to
the (approximate) average packet delay of the entire network. Also, constraints (P1b)-(P1f) are
from (9), (5), (1), (6), and (8), respectively. Constraint (P1g) assures all spectrum allocation to
be nonnegative, and constraint (P1h) constrains that utilization of each queue must be between
zero and one in a stable system.
The throughput region of an interactive queueing system is given in [22] in the context of
resource allocation through coordinated scheduling in the time domain. When adapted to the
spectrum allocation in [3], the throughput region is expressed as (using the notation in this
paper):
Λ = {(λ1, . . . , λn)|∃(yF)F⊂N satisfying
∑
F⊂N
yF = 1, such that 0 ≤ λi <
∑
F⊂N
sFi y
F , ∀i ∈ N}.
(11)
In particular, Λ is the convex hull of {(sFi )i∈N ,F ⊂ N}. Problem 1 is feasible for the entire
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throughput region in (11). Intuitively, if letting ρi ' 1 for all i ∈ N so that pB is close to 1 if
B = N and 0 otherwise, we have λi ' rNi =
∑
F⊂N s
F
i y
F .
Problem 1 may be nonconvex due to the nonlinear equality constraints (P1e) and (P1f).
However, we can use an iterative method to solve Problem 1 with low complexity. We divide
Problem 1 into two sub-problems: The first one is to update y and r by fixing ρ and p; the
second one is to update ρ and p by fixing y and r. The basic idea for an efficient algorithm is
to alternatively update the two groups of variables.
Problem 2. (For fixed ρ and p, update y and r)
minimize
y,r
n∑
i=1
ρi +
∑
B⊂N
pB
∑
i∈B
λi
rBi (1− ρi)
(P2a)
subject to rBi =
W
L
∑
F⊂N
s
F ⋂B
i y
F , ∀B ⊂ N , i ∈ B (P2b)
yF ≥ 0, ∀F ⊂ N (P2c)∑
F⊂N
yF = 1, (P2d)
∑
B⊂N :i∈B
pBrBi = λi, ∀i ∈ N . (P2e)
The variables in Problem 2 are y and r. The objective (P2a) is derived by substituting di in
(P1a) with (P1b). Problem 2 is a convex optimization problem because all constraints are linear
and the objective is a linear combination of convex functions. Thus, this problem has a unique
global minimum when feasible [23].
Given y and r, ρ and p must satisfy (P1e) and (P1g). The 2n+n unknowns can be determined
by the same number of equations. While we do not have closed form solution for ρ and p, we can
obtain ρ and p through an iterative algorithm. Here we use the method of interference function
in [24] to update ρ and p. We define
gi(ρ) =
∑
B⊂N :i∈B
 ∏
l∈B\{i}
ρl
 ∏
l∈N\B
(1− ρl)
 rBi . (13)
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Let f(ρ) denote a vector of n functions, where the ith function is defined as
fi(ρ) =
λi
gi(ρ)
. (14)
By substituting (6) into (8), we eliminate (pB)B⊂N and obtain ρi = fi(ρ), so ρ satisfies the
following fixed-point equation:
ρ = f(ρ). (15)
We obtain the following property of function f(·) which is similar to that of the interference
function in [24].
Lemma 2. Suppose (λi)i∈N and (rBi )B⊂N ,i∈B are fixed. For every i ∈ N , fi(ρ) is monotonically
increasing in every element of ρ̂. Equivalently, if 0 ≤ ρ̂ ≤ ρ < 1, then f(ρ̂) ≤ f(ρ).
Lemma 2 is proved in Appendix B. For fixed y and r, we update ρ and p by using the
following algorithm.
Algorithm 1. (For fixed y and r, update ρ and p):
1. Initialization: set ρ(0) as current AP utilizations and let  be a small positive constant;
2. Update utilization and probabilities: Repeat
ρ(m+1) = f(ρ(m)) (16)
until |ρ(m) − ρ(m−1)| < ;
3. Let
ρi = ρ
(m)
i , ∀i ∈ N (17)
and compute
(
pB
)
B∈N by (6).
Lemma 3. Algorithm 1 converges as long as the initial point satisfies ρ(0) ≥ f(ρ(0)).
Lemma 3 is proved in Appendix C. The key is to show that the iterative algorithm approaches
the fixed point of (15).
Equipped with the preceding solution for the small problems, the proposed iterative algorithm
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for solving Problem 1 is described as follows:
Algorithm 2. (Iterative algorithm for solving Problem 1):
1. Initialization: ρi = 1, ∀i ∈ N , pN = 1 and pB = 0 for all B ⊂ N but B = N ;
2. Update y and r by solving Problem 2;
3. Update ρ and p using Algorithm 1;
4. Terminate if y has converged. Otherwise, return to step 2.
Algorithm 2 mainly deals with the non-convexity nature of Problem 1. In part due to the
monotonicity of f(·), Algorithm 1 converges quite fast. Thus, Problem 1 can be solved in an
iterative way with manageable complexity as long as n is not large.
Theorem 1. As long as λ ∈ Λ, Algorithm 2 converges to a fixed point.
Theorem 1 is proved in Appendix D. The solution derived through Algorithm 2 may or may
not be a local or global minimum. The effectiveness of the proposed framework and solution is
validated through simulation in Section VI.
IV. DUAL-TIMESCALE ALLOCATION WITH FIXED USER ASSOCIATION
In this section, we extend the model in Section III to describe a dual-timescale resource
allocation problem. While the resource allocation optimization is still carried out periodically
on the same moderate timescale as before, the effect of opportunistic scheduling on the fast
timescale is incorporated. It is assumed that, given the spectrum and time resources allocated
on the moderate timescale, each cell exchanges instantaneous information about queue length
and channel state with its neighboring cells and adjusts resource allocation accordingly on a fast
timescale.
As illustrated in Fig. 2, time and frequency resources can be regarded as a collection of
2-dimensional blocks. During a given time slot, if the set of APs with data to send is B, then the
set of APs allowed to transmit under frequency pattern F is F ∩B. On PRB (F , T ), all APs in
F ∩T with data to send transmit, whereas the remaining ones in F ∩T are silent. When some
APs scheduled for PRB (F , T ) have no data to send, their selected neighbors take their places
to transmit. This replacement selection can be itself a fast-timescale optimization problem. For
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concreteness, we introduce a specific simple selection method: As described in Section II, if AP
i has data at time T and belongs to frequency pattern F (i.e., i ∈ F), and all its neighboring APs
are silent on PRB (F , T ), then AP i uses PRB (F , T ) to transmit. The set of transmitting APs
on PRB (F , T ) is determined by (F , T ,B) according to this rule. For the reader’s convenience,
definition of the sets B, F and T are collected in Table I.
Set Set description
B the set of APs with data to transmit
F the set of APs allowed to transmit under frequency pattern F (strictly enforced)
T the set of APs that may transmit under time pattern T (not strictly enforced)
TABLE I: Definitions of set of APs
In this section, we continue to assume that only one device is associated to each AP. Denote
ηF ,T ,Bi as the spectral efficiency of AP i on PRB (F , T ) when the set of APs having data is B.
In this case, suppose the actual set of transmitting APs on PRB (F , T ) as A according to the
replacement selection method, then we have
ηF ,T ,Bi = s
A
i , (18)
where the transmitting set A must be a subset of B ∩ F .
To analyze the average delay, consider the average service rate over one time unit. The rate
of AP i over PRB (F , T ) is ηF ,T ,Bi yFzTW bits/second. Hence, the average service rate of AP
i under pattern B is calculated as
rBi =
W
L
∑
F⊂N ,T ⊂N
ηF ,T ,Bi y
FzT packets/second. (19)
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Problem 3. (Spectrum and time allocation with fixed user association)
minimize
y,z,r,ρ,p,d
n∑
i=1
λidi (P3a)
subject to di =
ρi
λi
+
1
1− ρi
∑
B⊂N :i∈B
pB
rBi
, ∀i ∈ N (P3b)
rBi =
W
L
∑
F⊂N ,T ⊂N
ηF ,T ,Bi y
FzT , ∀B ⊂ N , i ∈ B (P3c)
∑
F⊂N
yF = 1, (P3d)
∑
T ⊂N
zT = 1, (P3e)
zT ≥ 0, ∀T ⊂ N (P3f)
yF ≥ 0, ∀F ⊂ N (P3g)
0 ≤ ρi < 1, ∀i ∈ N (P3h)
pB =
(∏
i∈B
ρi
) ∏
i∈N\B
(1− ρi)
 , ∀B ⊂ N (P3i)
∑
B⊂N :i∈B
pBrBi = λi, ∀i ∈ N . (P3j)
The variables in Problem 3 are y, z, r, ρ,p and d. In comparison with Problem 1, here we have
additional variables z and corresponding constraints (P3e) and (P3f). Because of time allocation,
rBi in (P3c) depends on both y and z. The optimal delay of Problem 3 is no greater than that
of Problem 1. In fact by using the trivial time allocation of zN = 1 and zT = 0 for all T ⊂ N
in Problem 3, the problem degenerates to Problem 1.
Similarly, Problem 3 is in general nonconvex due to the nonlinear equality constraints. We
can also use an iterative method to solve Problem 3 as in Section III. We divide Problem 3 into
three sub-problems: The first one is to update y and r by fixing ρ, p and z; the second one is
to update z and r by fixing ρ, p and y; the third one is to update ρ and p by fixing y, z and r.
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Problem 4. (For fixed ρ, p and z, update y, r)
minimize
y,r
n∑
i=1
ρi +
∑
B⊂N
pB
∑
i∈B
λi
rBi (1− ρi)
(P4a)
subject to rBi =
W
L
∑
F⊂N
(∑
T ⊂N
ηF ,T ,Bi z
T
)
yF , ∀B ⊂ N , i ∈ B (P4b)
yF ≥ 0, ∀F ⊂ N (P4c)∑
F⊂N
yF = 1, (P4d)
∑
B⊂N :i∈B
pBrBi = λi, ∀i ∈ N . (P4e)
Problem 4 is identical to Problem 2 with sF
⋂B
i replaced by
∑
T ⊂N η
F ,T ,B
i z
T .
Problem 5. (For fixed ρ, p and y, update z, r)
minimize
z,r
n∑
i=1
ρi +
∑
B⊂N
pB
∑
i∈B
λi
rBi (1− ρi)
(P5a)
subject to rBi =
W
L
∑
T ⊂N
(
zT
∑
F⊂N
ηF ,T ,Bi y
F
)
, ∀B ⊂ N , i ∈ B, (P5b)
zT ≥ 0, ∀T ⊂ N (P5c)∑
T ⊂N
zT = 1, (P5d)
∑
B⊂N :i∈B
pBrBi = λi, ∀i ∈ N . (P5e)
Problems 4 and 5 are convex optimization problems. Thus, each problem has a unique global
minimum when feasible. Given y, z and r, we update ρ and p using Algorithm 1. After
introducing each update in the proposed method, we illustrate an iterative algorithm to solve
Problem 5:
Algorithm 3. (Iterative algorithm for solving Problem 3):
1. Initialization: ρi = 1, ∀i ∈ N ; pB = 1 if B = N , pB = 0 otherwise;
2. Update y, r by solving Problem 4;
3. Update z, r by solving Problem 5;
4. Update ρ, p by using Algorithm 1;
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5. Terminate if y has converged. Otherwise, return to step 2.
Problem 3 can be solved in an iterative way with manageable complexity using Algorithm 3.
Theorem 2. Algorithm 3 converges to a fixed point.
The proof is similar to that for Theorem 1. For small networks, the solution derived through
Algorithm 3 may or may not be a local or global minimum.
V. JOINT USER ASSOCIATION AND DUAL-TIMESCALE ALLOCATION
In this section, we allow fully flexible user association and complete the model for dual-timescale
resource allocation. Each AP can serve multiple devices at the same time, and each device can
be served simultaneously by multiple APs. Resources are now allocated to individual links. For
simplicity, the time and frequency resources are still divided orthogonally as in Section IV, where
zT denotes the fraction of time allocated to the time pattern T , and yF denotes the fraction of
spectrum allocated to the frequency pattern F . In addition, under frequency pattern F , AP i ∈ F
divides the spectrum
(
yFW Hz
)
to serve its associated devices, with xFi→jW Hz allocated to
serve device j. Note that xFi→j is only defined for i ∈ F . If an AP serves multiple devices,
it uses non-overlapping parts of the spectrum for different devices. Thus the allocation should
satisfy (2).
Given x = (xFi→j)F⊂N ,i∈N ,j∈K, the set of APs transmitting data is determined by the set of
devices receiving data J as
B(x,J ) = {i : xFi→j > 0, for some j ∈ J and F ⊂ N with i ∈ F}. (23)
An example for two APs and two devices is as follows: Assume that xFi→j > 0 for every
F ⊂ {1, 2}, i ∈ F , and j ∈ {1, 2}. From (23) we have that B(x, {1}) = {1, 2}, which means
when device 1 receives data, both APs 1 and 2 transit to device 1. Similarly, B(x, {2}) = {1, 2},
and B(x, {1, 2}) = {1, 2}.
As in Section IV, if some APs scheduled for the frequency-time slot (F , T ) are silent on the
PRB, their selected neighbors may take their places to transmit. The actual set of transmitting
APs (denoted by A) on the frequency-time slot (F , T ) is determined by F , T and the set of
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APs having data B. We denote the spectral efficiency on frequency-time slot (F , T ) from AP i
to device j when the set of APs having data is B as
ηF ,T ,Bi→j = s
A
i→j. (24)
The service rate of device j contributed by AP i on the frequency-time slot (F , T ) is then
zT ηF ,T ,Bi→j x
F
i→jW bits/second. The total service rate of device j given the set of APs having data
B is calculated as
rBj =
W
L
∑
T ⊂N
zT
∑
F⊂N
(∑
i∈F
ηF ,T ,Bi→j x
F
i→j
)
packets/second. (25)
All traffic for device j arrives with a rate of λj at a queue. Queues are interactive among
devices. In a stable queueing system, device j receives data over a fraction of time, which
is referred to as the utilization of device j and devoted as σj . Here we also assume that the
time intervals that different devices receive are independent. We let pBj denote the conditional
probability that APs in B have data given that device j is receiving data. Given allocation x, we
then approximate the probability of the event that APs in B have data and device j is receiving
as
P (APs in B have data, device j is receiving) = pBj × σj. (26)
Because the set of receiving devices determines the set of APs with data according to (23), we
can then write
pBj × σj =
∑
J⊂K:j∈J
P (APs in B have data, receivers in J are receiving) (27)
=
∑
J⊂K:j∈J ,B(x,J )=B
P (J are receiving ) (28)
=
∑
J⊂K:j∈J ,B(x,J )=B
(∏
l∈J
σl
) ∏
l∈K\J
(1− σl)
 (29)
where (29) is due to the assumption that devices receive data independently.
Since the service rate of each device depends on the set of APs having data, the service rate
of device j is chosen from 2n possible values corresponding to different sets of APs having data.
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As in Sections III and IV, we use a M/G/1 queue with different classes of packets to approximate
the average delay of device j in interactive queues. Each class corresponds to a specific set of
interfering APs to device j. In a stable queueing system, the arrival rate of packets for device j
when device in B have data is approximated as σjpBj rBj . The total arrival rate of device j is
λj = σj
∑
B⊂N
pBj r
B
j . (30)
According to formula (11) in [21], the average delay of device j using the M/G/1-queue
approximation is
d̂j =
σj
λj
+
σj
1− σj
∑
B⊂N :rBj >0
pBj
rBj
. (31)
With the preceding approximations, the joint dual-timescale resource allocation and user
association problem is formulated as:
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Problem 6. (Joint dual-timescale allocation and user association)
minimize
x,y,z,r,σ,p,d̂
k∑
j=1
λj d̂j (P6a)
subject to d̂j =
σj
λj
+
σj
1− σj
∑
B⊂N :rBj >0
pBj
rBj
, ∀j ∈ K (P6b)
rBj =
W
L
∑
T ⊂N
zT
∑
F⊂N
(∑
i∈N
ηF ,T ,Bi→j x
F
i→j
)
, ∀j ∈ K, B ⊂ N (P6c)
∑
j∈K
xFi→j ≤ yF , ∀i ∈ N ,F ⊂ N (P6d)∑
F⊂N
yF = 1, (P6e)
∑
T ⊂N
zT = 1, (P6f)
zT ≥ 0, ∀T ⊂ N (P6g)
xFi→j ≥ 0, ∀i ∈ N , j ∈ K,F ⊂ N (P6h)
0 ≤ σj < 1, ∀j ∈ K (P6i)
σjp
B
j =
∑
J⊂K:j∈J ,B(x,J )=B
(∏
l∈J
σl
) ∏
l∈K\J
(1− σl)
 , ∀j ∈ K, B ⊂ N (P6j)
λj = σj
∑
B⊂N
pBj r
B
j , ∀j ∈ K. (P6l)
The variables in Problem 6 are x,y, z, r = (rBj )B⊂N ,j∈K,σ = (σj)j∈K, p = (p
B
j )B⊂N ,j∈K and
d̂ = (d̂j)j∈K. In comparison with Problem 3, here we have new variables x and σ as well as
new constraints (P6d) and (P6l) (Recall that (P6d) is (2) and (P6l) is (30)). Problem 6 may be
nonconvex due to the nonlinear-equality constraints. Similar to in the previous sections, we can
use iterative method to solve the problem with low complexity. We divide Problem 6 into three
sub-problems: The first one is to update x, y and r by fixing σ , p and z; the second one is to
update z and r by fixing σ , p, x and y; the third one is to update σ and p by fixing x,y, z
and r.
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Problem 7. (For fixed σ , p and z, update x, y and r)
minimize
x,y,r
∑
j∈K
σj +
∑
j∈K
∑
B⊂N :rBj >0
σjp
B
j λj
rBj (1− σj)
(P7a)
subject to rBj =
W
L
∑
T ⊂N
zT
∑
F⊂N
(∑
i∈N
ηF ,T ,Bi→j x
F
i→j
)
, ∀j ∈ K, B ⊂ N (P7b)
∑
j∈K
xFi→j ≤ yF , ∀i ∈ N ,F ⊂ N (P7c)∑
F⊂N
yF = 1, (P7d)
xFi→j ≥ 0, ∀i ∈ N , j ∈ K,F ⊂ N (P7e)
λj = σj
∑
B⊂N
pBj r
B
j , ∀j ∈ K. (P7f)
Problem 8. (For fixed σ , p, x and y, update z and r)
minimize
x,y,r
∑
j∈K
σj +
∑
j∈K
∑
B⊂N :rBj >0
σjp
B
j λj
rBj (1− σj)
(P8a)
subject to rBj =
W
L
∑
T ⊂N
zT
∑
F⊂N
(∑
i∈N
ηF ,T ,Bi→j x
F
i→j
)
, ∀j ∈ K, B ⊂ N (P8b)
∑
T ⊂N
zT = 1, (P8c)
zT ≥ 0, ∀T ⊂ N (P8d)
λj = σj
∑
B⊂N
pBj r
B
j , ∀j ∈ K. (P8e)
Problems 7 and 8 are convex optimization problems. Denote g(σ) as a vector of k functions,
where the jth function is defined as
gj(σ) =
λj∑
J⊂K:j∈J
(∏
l∈J\{j} σl
)(∏
l∈K\J (1− σl)
)
r
B(x,J )
j
. (35)
By substituting (29) into (30), we eliminate (pBj )B⊂N ,j∈K and obtain σj = gj(σ), so σ is a fixed
point of
σ = g(σ). (36)
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We also explore the properties of function g(·) as Lemma 2.
Lemma 4. Let (λj)j∈K and (rBj )B⊂N ,j∈K be fixed. If 0 ≤ σ˜ ≤ σ < 1, then g(σ) ≥ g(σ˜).
The proof of Lemma 4 is similar to Lemmas 2 and is omitted here. Given x, y, z and r, we
update σ and p through an iterative method similar to Algorithm 1:
Algorithm 4. (For fixed x,y, z and r, update σ and p):
1. Initialization: set σ(0) as the current device utilizations and let  be a small positive constant;
2. Update utilization and probabilities: Repeat
σ(m+1) = g(σ(m)) (37)
until |σ(m) − σ(m−1)| < ;
3. Let
σj = σ
(m)
j , ∀j ∈ K (38)
and compute (pBj )B⊂N ,j∈K by (29).
Then we demonstrate the convergence of Algorithm 4.
Lemma 5. Algorithm 4 converges when it starts with σ(0) satisfying σ(0) ≥ g(σ(0)).
The proof of Lemma 5 is similar to Lemma 3 and is omitted here. After introducing each
problem in the proposed method, we illustrate an iterative algorithm to solve Problem 6:
Algorithm 5. (Iterative algorithm for solving Problem 6):
1. Initialization: set σj = 1 for all j ∈ K; pBj = 1 if B = N and j ∈ K, pBj = 0 otherwise;
2. Update x, y and r by solving Problem 7;
3. Update z and r by solving Problem 8;
4. Update σ and p using Algorithm 4;
5. Terminate if x has converged. Otherwise, return to step 2.
Using Algorithm 5, Problem 6 can be solved in an iterative way with manageable complexity.
Theorem 3. Algorithm 5 converges to a fixed point.
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The proof is similar to that for Theorem 1 and is omitted here.
VI. SIMULATION RESULTS
First we show the performance of the proposed resource allocation for fixed user association
(described in Section III and IV). A system with eight APs in the region of 250 meter by
250 meter is studied, where APs are located as in Fig. 3, but each AP is associated with
one device (only the corresponding closest devices to the eight APs in Fig. 3 are included
here, the remaining ones are used in a later simulation). The proposed resource allocations
(moderate-timescale allocations, and dual-timescale resource allocation) are compared with three
other schemes: 1) full-spectrum reuse (as in LTE), 2) the conservative allocation in [3], and 3) the
refined allocation in [3]. In the experiments, interactive queues are simulated where service rates
adapt to instantaneous interference. Fig. 4 depicts average packet delay against different traffic
loads for all four different allocations. As expected, the proposed dual-timescale allocation (with
opportunistic fast-timescale scheduling) has the best performance under all traffic conditions.
The refined allocation and moderate-timescale allocation using the M/G/1-queue approximation
are the close second in both cases of very light traffic and very heavy traffic, but leads to much
higher delay in case of moderate traffic. Indeed, this case is when it is the most beneficial to
consider the impact of fast-timescale scheduling when making moderate-timescale allocations.
Next, we show the performance of the joint resource allocation and user association. We
consider a system with 8 APs and 33 devices in Fig. 3. Resource allocation by the proposed
algorithm is compared with the conservative model in [4]. Interactive queues are simulated by
using the solution to the proposed optimization problems. Simulation results are illustrated in
Fig. 5. Resource allocation on the moderate timescale, which is a special case of the formulation
in Section V with zN = 1, has marginal gain over the conservative model. With dual-timescale
allocation, the average delay is further reduced. As the average packet arrival rate increases,
the gain by dual-timescale allocation goes up first, then reduces. When the average arrival rate
per device is 5.5 packets per second, we observe about 30% gain for dual-timescale resource
allocation over moderate-timescale resource allocation. Based on observations in the experiments,
the gain by dual-timescale allocation is substantial in the interference-limited case. It is because
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Fig. 3: A system with 8 APs and 33 devices (represented by ’×’).
0 5 10 15 20 25 30 35
10−2
10−1
100
Average traffic arrival rate per AP (packets/second)
Av
er
ag
e 
pa
ck
et
 d
el
ay
 (s
ec
on
ds
)
 
 
Conservative allocation [3]
Refined allocation [3]
Dual−timescale resource allocation (Section IV)
Full spectrum reuse
Slow−timescale spectrum allocation (Section III)
Fig. 4: Delay performance of different allocation methods with fixed user association as a function
of average network traffic load.
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Fig. 5: Delay performance of joint resource allocation and user association.
that APs can take advantage of opportunistic scheduling on a fast timescale and achieve much
higher rate when their neighbors are silent.
VII. CONCLUSION
We have reported some new modeling, problem formulation, and techniques for traffic-driven
radio resource management in wireless heterogeneous networks. At the core is a global moderate-timescale
optimization with considerations of effects of dynamic scheduling on the fast timescale as well as
utilization of allocated resources. Exploiting these factors leads to substantial quality of service
improvements. The improvements are obtained at the cost of increased computational complexity.
The scheme is readily implemented in a relatively small network. Extension of the work to large
networks is left to future work.
APPENDIX A
PROOF OF LEMMA 1
We prove this lemma using the delay analysis for M/G/c queue with multiple customer classes
in [21]. According to formula (11) in [21], the approximation of average waiting time for the
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general case is
w =
(E[V 2]) b
2E[V ](c− ρ) , (39)
where λ is total arrival rate, V is the service time random variable, ρ = λE[V ], c is the number
of servers, and b is the probability that all servers are occupied in an M/M/c system with the
same expected service time. The approximation (39) becomes exact in our case of a single server
(c=1) [21].
Consider the M/G/1 queue at AP i. According to Little’s Theorem [25], the probability that
the server is occupied in the M/M/1 queue with the same expected service time E[V ] is
b = λiE[V ]. (40)
Hence, from (39) and (40), the average waiting time for the M/G/1 queue is
w =
(E[V 2])λi
2(1− ρi) . (41)
According to our formulation, AP i has 2n−1 classes of packets. The service rate of each class
takes a value from the set
(
rBi
)
i∈B⊂N . The utilization of the packets corresponding to service
rate rBi is p
B. Thus, the arrival rate of such packets λBi is equal to p
BrBi , and the total utilization
at AP i is equal to
∑
B⊂N :i∈B
pB = ρi. (42)
Given that the packet length of each class follows an exponential distribution, the expected
service time of each packet with service rate rBi is
1
rBi
, and the variance of the service time is
also 1
rBi
. The proportion of the packets with service rate rBi is
λBi
λi
, thus the expected service time
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of each packet among all classes is
E[V ] =
∑
B⊂N :i∈B
λBi
λi
· 1
rBi
(43)
=
∑
B⊂N :i∈B
pBrBi
λi
· 1
rBi
(44)
=
ρi
λi
, (45)
and the second moment of the service time is
E[V 2] =
∑
B⊂N :i∈B
λiB
λi
·
(
1
(rBi )
2 +
1
(rBi )
2
)
(46)
=
∑
B⊂N :i∈B
pBrBi
λi
· 2
(rBi )
2 (47)
=
2
λi
∑
B⊂N :i∈B
pB
rBi
. (48)
From (41) and (48), the average service time of AP i is
w =
1
1− ρi ·
∑
B⊂N :i∈B
pB
rBi
. (49)
Therefore, from (45) and (49), the average delay of AP i under our formulation is
di = E[V ] + w (50)
=
ρi
λi
+
1
1− ρi ·
∑
B⊂N :i∈B
pB
rBi
. (51)
APPENDIX B
PROOF OF LEMMA 2
If ρ ≥ ρ̂, then ρl ≥ ρ̂l for all l ∈ N . To prove this lemma, it is sufficient to show that for all
i ∈ N , fi(ρ) is non-decreasing in each element of ρ.
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According to (13), for all i, j ∈ N we have
∂gi(ρ)
∂ρj
=
∂
∂ρj
 ∑
B⊂N :i∈B
∏
l∈B\{i}
ρl
∏
l∈N\B
(1− ρl)rBi
 (52)
=
∂
∂ρj
 ∑
B⊂N :i,j∈B
 ∏
l∈B\{i}
ρl
∏
l∈N\B
(1− ρl)rBi +
∏
l∈B\{i,j}
ρl
∏
l∈(N\B)⋃{j}(1− ρl)r
B\{j}
i

(53)
=
∑
B⊂N :i,j∈B
 ∏
l∈B\{i,j}
ρl
∏
l∈N\B
(1− ρl)rBi −
∏
l∈B\{i,j}
ρl
∏
l∈N\B
(1− ρl)rB\{j}i
 (54)
=
∑
B⊂N :i,j∈B
 ∏
l∈B\{i,j}
ρl
∏
l∈N\B
(1− ρl)
(
rBi − rB\{j}i
) (55)
≤ 0, (56)
where we use the fact that rBi ≤ rB\{j}i , which is due to (4).
From (14) and (56), we have
∂fi(ρ)
∂ρj
= − λi
(gi(ρ))2
∂gi(ρ)
∂ρj
(57)
≥ 0. (58)
Hence, fi(ρ) is non-decreasing in each element of ρ.
APPENDIX C
PROOF OF LEMMA 3
From Algorithm 1, ρ(1) = f(ρ(0)). If ρ(0) ≥ f(ρ(0)), then according to Lemma 2
ρ(1) = f(ρ(0)) ≥ f(f(ρ(0))) = f(ρ(1)) = ρ(2). (59)
By induction, for any m = 0, 1, 2, · · · ,
ρ(m+1) ≤ ρ(m). (60)
Because series (ρ(m))m∈N is lower-bounded by zero and non-increasing, the series must converge
to the fixed point of ρ = f(ρ).
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APPENDIX D
PROOF OF THEOREM 1
First, we prove Problem 2 in the step 2 of Algorithm 2 is always feasible for any λ ∈ Λ. Here
an iteration is referred as a combination of steps 2 and 3. In the first iteration, we have ρ = 1
in step 2. It is easy to check that Problem 2 is feasible for ρ = 1 as long as λ ∈ Λ according
to the results in [22].
We show that if Problem 2 in the mth iteration is feasible, then it is also feasible in the
(m + 1)st iteration. Assuming that Problem 2 is feasible given ρ and p in step 2 of the mth
iteration, the solution to Problem 2 (y, r) satisfies (P2e). From (6), (P2e) and (14), y and r
in step 2 result in f(ρ) ≤ ρ. Consequently, at the beginning of step 3 of the mth iteration, we
define ρ(0) = ρ. Since f(ρ(0)) = f(ρ) ≤ ρ = ρ(0), according to Lemma 3, Algorithm 1 in the
step 3 of the mth iteration converges. The result of Algorithm 1 (ρ̂, p̂) satisfies (6) and (15). In
addition, ρ̂ is smaller that ρ(0). Next, the algorithm goes to step 2 of the (m+1)st iteration. With
(y, r) from step 2 of the mth iteration and (ρ̂, p̂) from step 3 of the mth iteration, (P2e) holds.
Thus, (y, r) satisfies all the constraints in Problem 2 for fixed (ρ̂, p̂). Therefore, Problem 2 is
feasible in step 2 of the (m+ 1)st iteration .
Furthermore, from the preceding analysis, an iteration consisting of steps 2 and 3 results in
non-increasing ρ which is lower-bounded by zero. Hence, Algorithm 2 converges to a fixed
point.
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