Many-level multilevel structural equation modeling: An efficient evaluation strategy
Introduction
As hypotheses become more elaborate, data need to be collected on more than one level. For example, a hypothesis about the effect of a teacher on her students cannot be tested without collecting data on both. These data are multilevel because there is not a 1-to-1 relationship between students and teacher. Since there are fewer teachers than students, teachers are regarded as the upper level and students as the lower level (see Figure 1 ).
The theoretical basis for maximum likelihood (ML) analysis of 2-level data is well-researched and many software implementations are available (S. H. du Toit & M. du Toit, 2008; Lee & Poon, 1998; B. O. Muthén, 1994) . However, as the number of levels increase, existing methods experience difficulty. Here we introduce Rampart (Pritikin, 2016) , an efficient evaluation strategy for many-level multilevel structural equation models. We start with a brief review of relational database theory and describe why the naïve approach to ML evaluation exhibits poor performance.
Next, the similarities and differences between conditional probability and the relational join operator are clarified. Rampart's OpenMx model specification is introduced by comparison with lme4's formula model specification language. Details of the Rampart algorithm are given. To validate the implementation, we include a 3-level simulation study. Then we analyze data from a state-wide child behavioral health measure administered by the Oklahoma Department of Human Services. Performance on a 3-level model is compared among OpenMx, Mplus, lme4, and nlme.
Finally, we exhibit a novel latent factor model with a 5-level decomposition of latent variance. We are unaware of other software, besides OpenMx, that can efficiently estimate this model.
Relational Database Theory
Although relational databases have been in wide use since at least the 1980s, it seems necessary to review the rudiments of relational theory for the statistical community as statistical models are only recently gaining the capability to model complex data. Data with complex structure are often stored in relational databases.
In preparation for storage, data are typically normalized into first normal form, eliminating redundant or repeating data. Primary keys are assigned to uniquely identify entities. Foreign keys refer to primary keys, allowing recovery of the relationships between the data tables by the join of primary and foreign keys (e.g., Maier, 1983) .
Formally, the relational join operator can be defined as follows. Let R and S be tables (or data frames) that contain rows. A row is a single unit of data, like the data for one teacher or one student. Following standard relational database theory, the join operator ( ) is defined as,
where F is a boolean valued function. Without loss of generality, here F tests whether primary and foreign keys match. We will omit F and write (k) where k is the name of the key. An example join of employee and department tables is given in Figure 2 . The result of the join of two tables can itself be joined against another table allowing an unlimited number of tables to be joined together.
Two more terms are useful to describe data structure, nested and crossed. The distinction between nested and crossed data is useful because nested data are easier to statistically evaluate than crossed data. Data are nested when each lower level unit is associated with exactly one upper level unit and there are only associations between adjacent levels. When data are not nested then they are crossed. One set of crossed associations need not be organized in relation to other crossed associations. Crossed associations may partition data in arbitrary ways. For example, suppose a school reassigns some of its students to different classrooms halfway through the year. If we study the whole year, some students will have single teachers but some will have two or more teachers. Students with more than one teacher are regarded as crossed.
A model of these data ought to account for the multilevel structure and permit multivariate covariance modeling. Two popular approaches, univariate multilevel regression and structural equations modeling (SEM) each offer one but not both of these capabilities. Multilevel regression is typically limited to a single response variable whereas a SEM is often limited to at most 3-level models. Some effort has been expended to combine the flexibility of both approaches (Goldstein & McDonald, 1988; Krull & MacKinnon, 2001; McDonald, 1993; Mehta & Neale, 2005; Muthen, 1997; Raudenbush & Sampson, 1999) . However, these early attempts have not seen wide use because model evaluation time rapidly becomes intractable as the number of levels increase.
A Closer Look at Multilevel Covariance
Suppose the focus of our analysis is students. We want to estimate a few constant regression coefficients to learn how student performance depends on socioeconomic status and some intervention. We specify our relationships in terms of latent factors because we cannot measure the constructs of interest directly. We incorporate varying (a.k.a. random; Gelman, 2005) coefficients in the model to properly account for teacher effects within a school, school effects within a district, and district effects within a state. If we proceed along these lines, the independent units of analysis are the highest level units, perhaps entire states, because within states we allow that everybody may have some effect on everybody else.
It may be helpful to sketch out more concretely the structure of our hypothetical multilevel covariance matrix. To keep things simple, assume that the data are nested (not crossed). We introduce the direct sum operator,
to conveniently construct these matrices. Suppose we build a covariance model S for a particular student. A classroom of s students will have covariance matrix
That is, each student is independent of other students, T 1,1 is square, and T 1,2 (and T 2,1 ) are rectangular. The quadrants labeled with T represent the classroom model or teacher relationships with each student. This pattern continues as we move up levels. A school of t classrooms will have covariance matrix
and a district of h schools will have covariance matrix
Suppose we have data y from many school districts. Let parameter vector θ ≡ {µ, Σ} with µ as a K dimensional mean vector (1st moment) and Σ as a K × K covariance matrix (2nd moment). With some regularity assumptions, the log Gaussian density can be written as,
The bottleneck in the evaluation of Equation 5 is To fit multilevel models quickly, it is essential to analyze the structure of this matrix and devise some way to reduce its dimension.
Model Specification
In OpenMx, the universal building block of statistical models is the MxMatrix.
An MxMatrix is an object which contains five separate R matrix layers, all of the same size: The values matrix holds the starting (or estimated) values and is of type double. The labels matrix is of type character and holds the name of each element of the matrix. Matrix elements that have the same name are constrained to be equal to one another. The free matrix is of type logical and if an element is TRUE, then that element is considered a free parameter during estimation. The lbound and ubound matrices are of type double and contain lower and upper bounds for the free parameters (Boker et al., 2011) .
In OpenMx, joins were facilitated by the addition joinKey and joinModel to the MxMatrix object and the addition of primaryKey to mxData. MxMatrix objects are always contained in an MxModel. We will call this model the MxMatrix's home model. When a join is performed, the specified joinModel is joined against the home model using the joinKey column in the home model to match against the primaryKey column in the joinModel. For mxPath, a more friendly interface for specifying MxMatrix objects, the join model is named in the from parameter (i.e., from='joinModel.column'). An example may better illustrate how this works.
A Mixed Model Translated to OpenMx
Some popular R packages that implement the mixed model (e.g., D. Bates, Mächler, Bolker, & Walker, 2015; Pinheiro, Bates, DebRoy, Sarkar, & R Core Team, 2016) follow a model specification syntax that evolved from the notation for conditional probability instead of the notation used by relational databases. Formula notation (Wilkinson & Rogers, 1973) for specifying a regression 
teacher (student.teacherID) student
are equivalent. In contrast, P (N oah|Jane) and P (Jane|N oah) are almost certainly different quantities (refer to Figure 1 ). The way the vertical bar is used in formula notation involves both ideas. The formula inside the parentheses on the left is conditional on the partitioning factor given on the right. Data must have already been joined into a single table, but the partitioning factor could also be regarded as the key on which the data were joined.
Since the formula-style specification is popular, it is hoped that the translation from it to an equivalent OpenMx model will be an easy way for readers to quickly grasp OpenMx model specification. While specification of OpenMx models is more laborious than formula notation, OpenMx makes assumptions explicit, and permits multivariate and latent variable models. We use the RAM parameterization (McArdle, 2005; McArdle & McDonald, 1984) . The RAM model consists of 4 matrices, traditionally called A (asymmetric), S (symmetric), F (filter), and M (mean). The RAM matrices are related to the model's Gaussian distribution by,
1 Sub j e ct D a ta <− unique ( s l e e p s t u d y $ S u b j e c t )
l a t e n t V a r s=c ( " s l o p e " , " i n t e r c e p t " ) , 6 mxData ( data . frame ( S u b j e c t=Su b je c t Da t a ) , 7 type=" raw " , primaryKey = " S u b j e c t " ) , 8 mxPath ( from=c ( " i n t e r c e p t " , " s l o p e " ) , a r r o w s =2, v a l u e s =1) , 9 mxPath ( from=" i n t e r c e p t " , t o=" s l o p e " , a r r o w s =2,
10
v a l u e s =.25 , l a b e l s=" cov1 " ) ) m a n i f e s t V a r s=" R e a c t i o n " , l a t e n t V a r s = " Days " , 15 mxData ( s l e e p s t u d y , type=" raw " ) ,
16
mxPath ( from=" one " , t o=" R e a c t i o n " , a r ro w s =1, f r e e=TRUE) , 17 mxPath ( from=" one " , t o=" Days " , a r r o w s =1,
18
f r e e=FALSE, l a b e l s=" data . Days " ) , mxPath ( p a s t e 0 ( bySubj . , c ( i n t e r c e p t , s l o p e ) ) ,
22
R e a c t i o n , a r r o w s =1, f r e e=FALSE, v a l u e s=c ( 1 ,NA) , 23 l a b e l s=c (NA, " data . Days " ) , j o i n K e y=" S u b j e c t " ) )
We create an mxModel to contain the per-Subject model (line 3).
Traditionally, the mixed model does not permit response observations in upper levels. Hence, upper levels in this example only contain latent variables (line 5).
The Subject model's data contains no observations, only primary keys (line 6).
Conceptually, we would like to allow a per-Subject coefficient for intercept and slope. It may be surprising that this is accomplished by estimating the variance of those varying coefficients and not the coefficients themselves (line 8). We estimate the covariance between varying intercept and slope (line 10).
We include the upper level model as a submodel of the base model (line 13).
Figure 3b pictorially describes this nesting structure for multilevel models. OpenMx treats this as equivalent to a more parallel model structure as depicted in Figure 3a .
and other possible organizations are discussed in . The constant coefficients are specified starting at line 16. The predictor Days is included in the model as a definition variable (a value provided by the analyst) to function as a zero variance regression (line 18). This warrants a brief digression.
In SEM, it is customary to assume a parametric distribution for both predictor and response variables. In contrast, regression models only assume a parametric distribution for the residuals; no distributional assumption is made about predictors. There are pros and cons to both approaches.
A major advantage of assuming a distribution for predictors is that there is accounting for measurement error (Westfall & Yarkoni, 2016) and missing data are less of a problem (e.g., Enders & Bandalos, 2001 ). However, when predictors are not missing and have no measurement error then modeling predictors adds extra parameters for little gain. For example, a script from the OpenMx test suite, UnivariateRandomInterceptWide.R, implements a single predictor univariate random intercept model. The standard regression approach estimates 4 parameters (residual variance, intercept, constant regression coefficient, and varying intercept variance), but UnivariateRandomInterceptWide.R also estimates the mean and variance of predictor X, adding 2 parameters for a total of 6. The parameters that are common among these two models have matching estimates, so why estimate an extra 2 parameters unless they are of substantive interest? For optimal performance, the analyst should think carefully about whether a predictor needs to be parametrically modeled or can be included in the model as a zero variance regression.
The connections between the per-Subject and base models are set up at line 21. An executable version of this code is available in the Appendix. While the OpenMx is not as succinct as lmer, the OpenMx model could easily be extended to incorporate multivariate data such as digit span in addition to reaction time.
Another lmer translation example using the Orthodont data set is available in the OpenMx test suite. All mixed models can be similarly translated into OpenMx models.
Each vertical bar clause is implemented with a latent mxModel to specify extra variance to account for the varying coefficients. These latent OpenMx models are joined to the corresponding constant coefficients in the base model using fixed loadings (typically 1.0).
Upper to lower level transition matrices are of type MxMatrix and can take advantage of the usual OpenMx capabilities. A transition matrix can contain free parameters, definition variables, or populated values using square bracket notation.
Or for maximum flexibility, transition matrices can be specified as the result of an mxAlgebra, an arbitrary algebraic expression.
Efficient Evaluation
We trace through the steps involved in our novel evaluation strategy for nested multilevel structure. We review how the Gaussian distribution is invariant to orthogonal rotation, show how to use the QR decomposition algorithm to create a specific axis rotation, and introduce the novel Rampart rotation to dramatically improve independence in multilevel covariance matrices. Rampart performance benefits and limitations are described. To validate the implementation, we include a simulation study.
Topological Sort
Once a relational SEM is specified, each row must be assigned to a location in a model-wide covariance matrix (Goldstein & McDonald, 1988 
Gaussian Density Rotation
An intuitive argument is given in Figure 5 . Here we work through the equations to show exactly how an orthogonal rotation Q cancels out of the Gaussian likelihood. The −2 log density of a single observation x from the K dimensional Gaussian distribution is,
Suppose we want to apply an orthogonal rotation Q to x. The rotated density is,
We know that
For the term on the right, we can expand the transpose, regroup, and use the fact that
QR Decomposition
QR decomposition is a versatile procedure that can be used to accomplish a variety of goals. QR decomposition expresses a matrix A as the product of orthogonal matrix Q and upper triangular matrix R. The matrix A must be m-by-n with m ≥ n. Here we describe how to use the QR decomposition algorithm to create an orthogonal axis rotation that we can plug into the Gaussian density (Equation 11 ). Hence, A will always be m-by-m (square) and full rank. Let x be an arbitrary column vector of A of length |α|. One Householder reflection consists of,
In Equation 17, we choose the sign to increase the magnitude of the first entry of x.
This ensures the length of u is at least α. Vector u can be regarded as the average of the direction of x and the target axis. Vector v is the reflection pivot. The obtained Q will zero out all except the first row of x such that,
The process is repeated on A until QA is upper triangular, generating a series of
To illustrate the process, let us perform a rotation to an arbitrary basis,
1.50 1.01
1.31 2.28 0.86
We place the basis vectors in the lower triangle because the QR algorithm is blind to the upper triangle. The first reflection obtains,
1.50
As expected, Q 1 zeros all but the first entry of the first column of A,
-3.03 -1.49 -0.37 0.59 -0.11
We continue with the second reflection,
Q 2 is 2-by-2, but we fill it with the identity matrix to expand it back to m-by-m. A is fully decomposed. We obtain, 
-3.03 -1.49 -0.37 -2.00 -0.70
However, this Q is the inverse of what we want. We want the rotation from the identity axis to the axis described by A. Hence, the desired rotation is Q T . With a deeper understanding of axis rotation, we have the tools we need to describe the Rampart rotation.
Rampart Rotation
Let us take a close look at the model in Figure 6 . This model is identified with only two teachers. With only 8 observations, the matrices are compact enough to investigate the full model. First we examine the model implied covariance (Equation 9). Our model has no latent variables so the F matrix is set to the identity. Parameters are assigned arbitrary values.
1.07
1.07 
We obtain a 4-by-4 covariance matrix instead of 8-by-8 since both sets of teacher-and-students have the same model. However, this efficiency gain of grouping by independence does not help much if we add more students. A classroom with a few hundred students with many observations per student requires a large covariance matrix. Observe that Σ follows the structure described in Equation 2, 0.29 corresponds to T 1,1 , 0.31 to T 1,2 and T 2,1 , 1.04 to S i , and the rest of the entries are covariances between students induced by having the same teacher.
Observe that λ, the regression from teacher to student, is a single parameter that is some function of the mean of the students. This is true regardless of the number of students. Instead of dispersing the information about the mean across all the students, suppose we could rotate the data such that the mean was already computed and readily available. In fact, we can.
Let us use a QR decomposition find an orthogonal rotation to column basis vectors,
1.00 2.00
1.00 -1.00 1.00
1.00 -1.00 -1.00
These vectors are not normalized to unit length to make it easier to understand the 
We apply this rotation to the 3 student values associated with the first teacher,
The mean of the first 3 students is −0.77. The value obtained (1.34) is − √ 3 times the mean. The wrong sign is due to rotational indeterminacy. We can take −Q 
With the data rotated, a corresponding rotation to the covariance matrix is required to leave the density function unchanged. We rotate the teacher-to-student regressions. Note that the value of these regressions are equal for all students because they reflect a single parameter λ. Hence, the regressions have zero variance and all of the links to the students, besides the first, are replaced by zero and the first link is multiplied by √ 3 to counterbalance the data rotation (see Figure 7 ).
Since S remains as in Equation 35
, and the rotated model matrices are 
Now the model implied covariance matrix with the rotated basis is block diagonal.
Thus, this rotation dramatically increases the independence in the model implied distribution. Regardless of the number of students, interdependent blocks of the covariance matrix need never be larger than 2-by-2 (and most are 1-by-1).
Moreover, this algorithm can be applied recursively in more complex models with many levels such that most of the nonzero regions in a very large multilevel covariance structure (e.g., Equation 4) become independent. Note that the rotated
A * matrix (Equation 41) is only used to compute the covariance (Equation 9).
Although A also appears in the computation of the expected means (Equation 8 To extend this univariate approach to multiple indicators per students, we rotate each indicator independently. Since the orthogonal contrasts are identical and in the same order for each indicator, not only is the variance preserved but also the covariance! Hence, there is no limit on the complexity of the student model.
The only requirement is that all student models must be identical and have the same single parent.
Sufficient Statistic Formula for the Gaussian Density
A challenge with evaluation of the Gaussian density (Equation 5) is that, taking the naïve approach, the covariance dimension is the total number of observations in the model, potentially a very large number. One common way to speed up evaluation of the Gaussian likelihood function is to use the sufficient statistic formula. Suppose we have data of N independent observations of K-variate units. Let µ and Σ be the model expected mean vector and covariance matrix, respectively. Let m and S be the mean vector and covariance matrix of the data, respectively. The sufficient statistic formula is,
The derivation of this formula is given in many textbooks and omitted here (e.g., Bollen, 1989) . The advantage of this formula is that the maximum dimension of the covariance matrix is K regardless of the number of units N . However, this formula is only applicable when the units are independent and identical (including identical missingness patterns). Fortunately, Rampart dramatically improves the prospects for application of the sufficient statistic formula. Most of the lowest level units are rotated such that the expected mean is zero and with an identical expected covariance. These units, regardless of number, can be evaluated in constant time per evaluation.
Rampart and Definition Variables
To apply Rampart, the upper to lower level transition matrix must be exactly the same for all lower level units. Constant transition matrices, possibly with free parameters, pose no difficulty. However, no attempt is made to check whether this condition holds when the transition matrix is an mxAlgebra or contains square bracket populated values. If definition variables appear in the transition matrix then an attempt is made to group them by value. Another common use for definition variables is to specify zero variance regressions. Since these regressions do not affect the covariance, units that differ only in mean structure are Rampart rotated and evaluated using the Gaussian log density (Equation 5). That is, Σ −1 is computed once for all i and then we reuse Σ −1 for the quadratic form
Latent Regression Parameter Recovery Simulation Study
To validate the accuracy of Rampart, a parameter recovery simulation study was conducted on a 3-level latent regression model (Figure 8 ). In addition, the first student indicator was set to missing with 20% probability. The simulation study focused on the correctness of Rampart, comparing Rampart with the simple application of Equation 5. Elapsed time was not compared between evaluation approaches.
Two sets of true parameters (θ 1 and θ 2 ) were randomly chosen and data generated. Random numbers of students were assigned to each class and random numbers of teachers assigned per school. Parameter θ 1 was associated with 7 schools, 38 teachers, and 293 students. Parameter θ 2 was associated with 7 schools, 37 teachers, and 296 students. This was the smallest 3-level data set that we found empirically identified for most replications.
Two hundred Monte Carlo replications were run for each condition (Algorithm × θ). For each replication, data were generated from the true parameters. The number of units, which lower level units were linked to which upper level units, and data missingness patterns were identical for all replications.
The model was optimized against these data to obtain ML estimateθ, using the true parameters θ true as starting values. For R replications, Monte Carlo bias and variance are
After every replication, the information matrix was estimated by 2-iteration
Richardson extrapolation of the central difference. The condition number of the information matrix is the maximum singular value divided by the minimum singular value and provides a rough gauge of the stability of a solution (Luenberger & Ye, 2008, p. 239 and Stata/GLLAMM almost offered the sought functionality, but not quite.
EQS (Bentler, 2006 , Chapter 11) offers many-level SEM using a two-stage estimation (Chou, Bentler, & Pentz, 2000) . However, this simpler analytical approach cannot offer the theoretically optimal properties of ML estimation. Hence, we gave no further attention to EQS.
Available only as a binary for the Microsoft Windows operating system, an R extension xxM offers many-level multilevel SEM (Mehta, 2013 Between May of 2015 and December of 2016, the PSC was administered 14,436 times on 6,076 children in OKDHS custody by 1,280 caseworkers. Workers were spread over 83 county offices and managed by 34 district offices. The goal of this example is merely to decompose the sources of variation in the PSC total score due to each of these 5 nested levels: occasions, children, workers, counties, and districts. As a precursor to the 5-level model, a 3-level variance decomposition was specified in lme4, nlme, Mplus, and OpenMx. The 3-level example was chosen primarily for demonstration purposes. Mplus cannot estimate models with more than three levels, and lme4 could not estimate any model on these data with more than three levels 1 . So, it is not intended to be the best model for these data, but rather a preliminary model that will be extended later.
The lme4 syntax for this 3-level model is
The nlme syntax is similar. Full parameter estimates are reported in the left half of Table 1 . As can be seen in Table 1 , there is broad agreement between the estimates from lme4, nlme, and OpenMx, but the upper-level variance estimates from Mplus appear to overestimate the child-level variance and underestimate the worker-level variance. The estimation time from OpenMx on this example is comparable to that of lme4 and nlme but about ten times faster than Mplus. Because the parameter estimates in the 3-level model are quite similar to those in the 5-level model, we will only interpret those from the 5-level example.
The nlme syntax for a 5-level variance decomposition of the PSC is,
This model was run in nlme and OpenMx. The parameter estimates are shown in the right half of Table 1 . Again, nlme and OpenMx obtain approximately the same parameter estimates. In this case, there is evidence of a slight performance advantage for OpenMx. The largest source of variation is across children. The within-child (and thus, across time) variation is captured by the residual variance.
There also appears to be an important amount of variability at the worker level.
The district level seems to have more variation than the county level.
The previous examples of 3-and 5-level models showed that Rampart in
OpenMx has similar performance to dedicated mixed effect software that can only estimate univariate models. However, Rampart also applies equally well to multivariate outcomes. The original version of the PSC is known to have three subscales: attention problems (e.g., has trouble paying attention), internalizing behavior problems (e.g., worries a lot), and externalizing behavior problems (e.g., teases others). Specific to this population, three additional items were added to assess any trauma symptoms (e.g., gets very upset when reminded of traumatic events). Thus, the PSC as administered in this sample has four subscales which relate to a common overall factor. Hence, a factor model was built at the lowest level, and then the variance of this factor was decomposed according to the same structure as the 5-level variance decomposition of the PSC sum score that was used previously. Table 2 shows the results of estimating the 5-level factor variance decomposition of the PSC. The scale of the latent PSC variable was set by fixing the factor loading on the Attention subscale to 1.0. The Internalizing and Trauma subscales have somewhat lower factor loadings compared to the Attention and Externalizing loadings. The factor mean is now on the scale of the Attention score instead of the PSC sum score that was reported in Table 1 . The overall pattern of variance across the levels is maintained across both examples. The largest component of variance is due to variation across children with substantial contributions from both the time (residual) and worker levels. As before, there is relatively little contribution of variance from the county and district levels, but there may be some evidence that there is more variation due to different districts than to different counties. The variation at the county and district levels may be due to differences in training practices, regional variation in the interpretation of PSC items, and differences in policies surrounding PSC administration particular to individual offices.
This 5-level factor variance decomposition is not readily possible in standard univariate mixed effects programs (e.g., nlme and lme4). Because of the number of levels, this model is not possible in Mplus. We acknowledge that 4-level models can be fit in a 3-level program when the lowest level is made with a wide data structure (L. K. Muthén & B. O. Muthén, 2010, Chapter 9 Matsunaga, 2008) . However, many researchers have cautioned that parceling adds nuisance variability (e.g., Nasser & Wisenbaker, 2003; Sterba & MacCallum, 2010) .
While large sample inference can rely on the asymptotic results of large sample theory, much prior research on small sample inference is limited to the mixed model (i.e., univariate with no latent factors). It is unclear whether prior research on small sample inference generalizes to relational SEM. There could be complications because relational SEM models do not take into account the loss of degrees of freedom from constant coefficients (Patterson & Thompson, 1971 because the maximum number of teachers per student is not fixed. Definition variables are a simple way to parameterize models using data. Some kind of more intricate parameterization mechanism might be devised to connect an arbitrary number of units together in a default way without requiring the analyst to specify explicitly how, for instance, a 5 teacher and 6 student model ought to look.
A conspicuous missing feature in Rampart is the ability to estimate varying slopes (a.k.a. random slopes), latent interactions, or quadratic terms (e.g., Kelava, Nagengast, & Brandt, 2014) . This is a glaring deficiency given the popularity of moderation models (e.g., Baron & D. A. Kenny, 1986) . Fortunately, it seems likely that some approaches may mesh well with Rampart and permit estimation of quadratic effects without interfering with Rampart rotation (e.g., Klein & Moosbrugger, 2000) .
While Rampart was developed in the context of ML point estimation, there is nothing in the algorithm specific to ML. Rampart could offer similar efficiency gains in the context of Bayesian SEM (e.g., B. Muthén & Asparouhov, 2012) . We look toward the Stan community (Carpenter et al., 2016) for fruitful developments along these lines in the future. (Gilbert & Varadhan, 2012; Richardson, 1911) . No attempt was made to correct the SEs for the structure of the data (e.g., Schaalje, McBride, & Fellingham, 2002 . Two equivalent model specifications for students nested within teachers nested within schools. Each rectangle corresponds to an mxModel. An early prototype used organization (a) to specify nested multilevel models. We finalized on (b) for mxPath specified models. Scheme (b) may seems backwards, but it offers the advantage that each submodel is also a valid model. This is because, for strictly nested data, outer models cannot depend on inner models. For example, a school cannot depend on a teacher and a teacher cannot depend on a student. This structure is only required for mxPath specified models. No particular model nesting is required for mxMatrix specified models. Figure 4 . Topological sort is accomplished by depth-first search (Tarjan, 1976) in the opposite direction of the arrows starting from each of the lowest level units (students in this example). Units are assigned a location (the number in the upper left) as soon as all the units that they depend upon are assigned a location. This algorithm is linear in time with the number of units. Figure 6 after Rampart rotation is applied to unlink all but one student from the teacher. Note that the student data (not shown) requires a corresponding rotation to preserve the value of the likelihood. mxData ( s l e e p s t u d y , type=" raw " , s o r t=FALSE) , 23 mxPath ( from=" one " , t o=" R e a c t i o n " , a r ro w s =1, f r e e=TRUE) , 24 mxPath ( from=" one " , t o=" Days " , a r r o w s =1, f r e e=FALSE, l a b e l s=" data . Days " ) , 25 mxPath ( from=" Days " , t o=" R e a c t i o n " , a r r o w s =1, f r e e=TRUE) , 26 mxPath ( from=" R e a c t i o n " , a r r o w s =2, v a l u e s =1) , 27 mxPath ( p a s t e 0 ( bySubj . , c ( i n t e r c e p t , s l o p e ) ) , 
