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POSITIVITY FOR QUANTUM CLUSTER ALGEBRAS FROM
UNPUNCTURED ORBIFOLDS
MIN HUANG
Abstract. We give the quantum Laurent expansion formula for the quantum
cluster algebras from unpunctured orbifolds with arbitrary coefficients and
quantization. As an application, positivity for such class of quantum cluster
algebras is given. For technical reasons, it will always be assumed that the
weights of the orbifold points are 2.
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1. Introduction
Cluster algebras are commutative algebras introduced by Fomin and Zelevinsky
around the year 2000. The quantum cluster algebras were later introduced in [2].
The theory of cluster algebras is related to numerous other fields including Lie
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theory, representation theory of algebras, the periodicity issue, Teichmu¨ller theory
and mathematical physics.
A cluster algebra is a subalgebra of rational function field with a distinguished set
of generators, called cluster variables. Different cluster variables are related by an
iterated procedure, called mutation. By construction, cluster variables are rational
functions. In [15], Fomin and Zelevinsky in fact proved that they are Laurent
polynomials of initial cluster variables, which is known as Laurent phenomenon. It
was proved that these Laurent polynomials have non-negative coefficients, known
as positivity, see [25, 18].
Quantum cluster algebras are quantum deformations of cluster algebras. It was
proved in [2] that the Laurent phenomenon have a quantum version in the quan-
tum setting. More precisely, the quantum cluster variables are quantum Laurent
polynomials of initial quantum cluster variables. It was conjectured that the coeffi-
cients are in N[q±1/2], known as positivity conjecture for quantum cluster algebras,
where q is the quantum parameter. Kimura and Qin proved the positivity con-
jecture for the acyclic skew-symmetric quantum cluster algebras in [24], Davison
proved this conjecture for skew-symmetric case in [9]. However, the positivity for
skew-symmetrizable quantum cluster algebras has not been considered.
The original motivation of Fomin and Zelevinsky is to provide a combinatorial
characterization to the canonical bases in quantum groups (see [27, 23]) and the
total positivity in algebraic groups. They conjectured that the cluster structure
should serve as an algebraic framework for the study of the “dual canonical bases”
in various coordinate rings and their q-deformations. Particularly, they conjectured
all cluster monomials belong to the dual canonical bases, this was proved recently in
[22, 35]. Generally it can be very hard to write the dual canonical bases explicitly.
From this point of view, it is important to give the explicit (quantum) Laurent
polynomial of a (quantum) cluster variable with respect to any (quantum) cluster.
(Quantum) cluster algebras from orbifolds is an important class of skew-symmetrizable
(quantum) cluster algebras. Almost all (quantum) cluster algebras of finite muta-
tion type are in this class, see [12]. Using the unfolding method, the positivity
for cluster algebras from orbifolds can be deduced by the positivity for the cluster
algebras from surfaces, see [12]. However, it should be emphasized that the unfold-
ing method does not give the information of the q-coefficients. Thus, we do not
know the quantum Laurent expansion formula for quantum cluster algebras from
orbifolds even that is known for quantum cluster algebras form surfaces. The aim
of this study is to solve the positivity conjecture for such class quantum cluster al-
gebras by giving the quantum Laurent polynomial of a (quantum) cluster variable
with respect to any (quantum) cluster. We would generalize the methods in [19, 20]
from the surface case to the orbifold case.
The paper is organized as follows. We first give background on cluster algebras
and cluster algebras from unpunctured orbifolds in Section 2, then the background
of the quantum version is given in Section 3. The main results, Theorems 4.6, 4.7
for cluster algebras, and Theorems 5.1, 5.2 for quantum cluster algebras are stated
in Section 4 and Section 5, respectively. In Section 6, the necessary preparations
are made for the proof of Theorems 4.6, 5.1. We finally prove Theorem 4.6 and
Theorem 5.1 in Section 7 and Section 8, respectively.
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Throughout this study, we denote by E(G) the edges set of a graph G and by
|S| the cardinality of a set S.
2. Preliminaries on cluster algebras
2.1. Commutative cluster algebras. Herein, we recall the definition of cluster
algebra in [15].
A triple (P,⊕, ·) is called a semifield if (P, ·) is an abelian multiplicative group
and (P,⊕) is a commutative semigroup such that “⊕ ” is distributive with respect
to “ · ”. The tropical semifield Trop(u1, · · · , ul) is a semifield freely generated by
u1, · · · , ul as abelian groups with ⊕ defined by
∏
j u
aj
j ⊕
∏
j u
bj
j =
∏
j u
min(aj ,bj)
j .
Let (P,⊕, ·) be a semifield. The group ring ZP will be used as ground ring. For
a given integer n, let F be the rational function field in n independent variables,
with coefficients in QP.
A seed t in F is a triple (x(t), y(t), B(t)), where
(1) x(t) = {x1(t), · · · , xn(t)} such that F is freely generated by x(t) over QP.
(2) y(t) = {y1(t), · · · , yn(t)} ⊆ P.
(3) B(t) = (bij) is an n× n skew-symmetrizable integer matrix.
Given a seed t in F , for any k ∈ [1, n], we define the mutation of t at the k-th
direction to be the new seed t′ = µk(t) = (x(t′), y(t′), B(t′)), where
(1)
xi(t
′) =
{
xi(t), if i 6= k,
yk(t)
∏
xi(t)
[bik]++
∏
xi(t)
[−bik]+
(yk(t)⊕1)xk(t) , otherwise.
(2)
yi(t
′) =
{
y−1k (t), if i = k,
yj(t)yk(t)
[bkj ]+(1⊕ yk(t))−bkj , otherwise.
(3) B(t′) = (b′ij) is determined by B(t) = (bij):
b′ij =
{ −bij , if i = k or j = k,
bij + [bik]+[bkj ]+ − [−bik]+[−bkj ]+, otherwise.
here [a]+ = max(a, 0) for any a ∈ Z.
We define a cluster algebra A (of rank n) over P as following:
(1) Choose an initial seed t0 = (x(t0), y(t0), B(t0)).
(2) All the seeds t are obtained from t0 by iterated mutations at directions k ∈ [1, n].
(3) A = ZP[xi(t)]i∈[1,n],t.
(4) x(t) is called a cluster of A for any t.
(5) xi(t) is called a cluster variable of A for any i ∈ [1, n] and t.
(6) A monomial in x(t) is called a cluster monomial of A for any t.
(7) y(t) is called a coefficient tuple of A for any t.
(8) B(t) is called an exchange matrix of A for any t.
In particular, A is called of geometric type if P is a tropical semifield.
When P = Trop(u1, · · · , ul), let m = n + l. For a seed t in F , we have yj(t) =∏
u
aij
i for some integers aij . We can write t as (x˜(t), B˜(t)), where
(1) x˜(t) = {x1(t), · · · , xn(t), xn+1(t) = u1, · · · , xm(t) = ul}.
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(2) B˜(t) = (bij) is an m× n with bij = ai−n,j for i ∈ [n+ 1,m].
In this case, the mutation of t at direction k is t′ = µk(t) = (x˜(t′), B˜(t′)), where
(1)
xi(t
′) =
{
xi(t), if i 6= k,∏
xi(t)
[bik]++
∏
xi(t)
[−bik]+
xk(t)
, otherwise.
(2) B˜(t′) = (b′ij) is determined by B˜(t) = (bij):
b′ij =
{ −bij , if i = k or j = k,
bij + [bik]+[bkj ]+ − [−bik]+[−bkj ]+, otherwise.
We also denote B˜(t′) = (b′ij) by µkB˜(t).
2.2. Cluster algebras from orbifolds. Herein, we recall some combinatorial no-
tation related to the orbifolds in [12, 13]. Let O be a connected Riemann surface
with boundary. Fix a non-empty set M of marked points in the closure of O with
at least one marked point on each boundary component. Fix a finite set U in the
interior of O such that U∩M = ∅. We call the triple (O,M,U) an orbifold. Marked
points in the interior of O are called punctures. The points in U are called orbifold
points. Each orbifold point of O comes with a weight w = 1/2 or 2. For technical
reasons, we always assume that the weights of orbifold pints are 2.
In this paper, we consider the case that (O,M,U) without punctures, and we
refer (O,M,U), or simply O if there is no confusion, as an unpunctured orbifold.
An arc γ in (O,M,U) is a curve (up to isotopy of O \ (M ∪U)) in O such that:
the endpoints are in M or one endpoint in M the another in U ; γ does not cross
itself, except its endpoints may coincide; except for the endpoints, γ is disjoint from
M∪U and from the boundary of O; and if γ cuts out a monogon then this monogon
contains at least two points of U . If the endpoints of γ are in M , then γ is called
an ordinary arc; if one endpoint of γ is in M and another is in U , then γ is called a
pending arc. A pending arc incident to an orbifold point with weight w is assigned
with the same weight w. An ordinary arc is assigned with the weight w = 1.
For two arcs γ, γ′ in (O,M,U), if γ is an ordinary arc, then the crossing number
N(γ, γ′) of γ with γ′ is the minimum of the numbers of crossings of arcs α and α′,
where α is isotopic to γ and α′ is isotopic to γ′; if γ is a pending arc which incident
an orbifold point o, denote by l(γ) the loop cutting out a monogon which contains
only o, then the crossing number N(γ, γ′) of γ with γ′ is defined to be N(l(γ), γ′).
It should be noted that N(γ, γ′) 6= N(γ′, γ) generally.
We call two arcs γ and γ′ are compatible if N(γ, γ′) = 0. A triangulation is a
maximal collection of compatible arcs. Given a triangulation T and a non-boundary
arc τ in T , there exists a unique arc τ ′ such that (T \ {τ}) ∪ {τ ′} is a new trian-
gulation. We denote (T \ {τ}) ∪ {τ ′} by µτ (T ). For an arc γ and a triangulation
T , the crossing number N(γ, T ) of γ and T is defined as
∑
τ∈T N(γ, τ). We call a
triangulation T an indexed triangulation if the order of the arcs in T is fixed. For
τ ∈ T , denote by w(τ) the weight of τ .
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Types of triangles admissible for triangulations of unpunctured orbifolds
type A type B type C
For two non-boundary arcs τ , τ ′ in an indexed triangulation T = {τ1, · · · , τn, · · · , τl}
and a triangle ∆ of T , we may assume that τ1, · · · , τn are the non-boundary arcs,
define
bT,∆ττ ′ =
 w(τ
′), if τ, τ ′ are sides of ∆ and τ ′ follows τ in the clockwise order,
−w(τ ′), if τ, τ ′ are sides of ∆ and τ follows τ ′ in the clockwise order,
0, otherwise.
and bTττ ′ =
∑
∆ b
T,∆
ττ ′ . The n × n matrix BT = (bTij) with bTij = bTτiτj , 1 ≤ i, j ≤ n
is called the signed adjacency matrix of T , see [12, 13]. BT is skew-symmetrizable.
In fact, let DT = diag(w(τ))τ∈T , we have DTBT is skew-symmetric.
For any non-boundary arc τ ∈ T , we have Bµτ (T ) = µτ (BT ).
A cluster algebra A is called coming from (O,M,U) if there exists a triangulation
T such that BT is an exchange matrix of A.
Throughout this paper, letO be an unpunctured orbifold and T = {τ1, · · · , τn, · · · , τl}
be an indexed triangulation, and let γ be an oriented arc in O. When an arc τ ∈ T
is fixed, let T ′ = µτ (T ) and τ ′ be the arc obtained from T by flip at τ . We always
assume that τ1, · · · , τn are the non-boundary arcs in T .
2.3. Snake graphs and Perfect matchings. In this subsection, fix a triangula-
tion T , we construct a snake graph GT,γ for each arc γ. For the surface case, see
[30, Section 4], [8, 19, 20].
If γ is a pending arc which incident an orbifold point o, denote by l(γ) the loop
cutting out a monogon which contains only o. Let ζ = γ if γ is an ordinary arc
and ζ = l(γ) if γ is a pending arc. Let p0 be the starting point of ζ, and let pd+1
be its endpoint. We assume that ζ crosses T at p1, · · · , pd in order. Let τij be the
arc in T containing pj . If τij is an ordinary arc, let ∆j−1 and ∆j be the two ideal
triangles in T on either side of τij . If τij is a pending arc, let ∆j−1 = ∆j be the
unique triangle with an edge τij .
We associate each pj with a tile G(pj) as follows. Define ∆
j
1 and ∆
j
2 to be two
triangles with edges labeled as in ∆j−1 and ∆j , further, the orientations of ∆
j
1 and
∆j2 both agree with those of ∆j−1 and ∆j if j is odd; the orientations of ∆
j
1 and
∆j2 both disagree with those of ∆j−1 and ∆j otherwise. We glue ∆
j
1 and ∆
j
2 at the
edge labeled τij , so that the orientations of ∆
j
1 and ∆
j
2 both either agree or disagree
with those of ∆j−1 and ∆j . We call the edge labeled τij the diagonal of G(pj).
The two arcs τij and τij+1 form two edges of the triangle ∆j . We denote the
third edge of ∆j by τ[ζj ]. After glue the tiles G(pj) and G(pj+1) at the edge labeled
τ[ζj ] for 1 ≤ j < d − 1 step by step, we obtain a graph, denote as GT,γ . Let GT,γ
be the graph obtained from GT,γ by removing the diagonal of each tile. See the
following figures for example. In particular, when γ ∈ T , let GT,γ be the graph
with one only edge labeled γ. Similarly, GT,γ can be constructed for any oriented
curve γ connecting two marked points in O.
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2.1. Definition. [30, Definition 4.6] A perfect matching of a graph G is a subset
P of the edges of G such that each vertex of G is incident to exactly one edge of P .
We denote the set of all perfect matchings of G by P(G).
We have the following observation according to the definition.
2.2. Lemma. [19, Lemma 3.3] Let Gi and Gi+1 be two consecutive tiles of GT,γ
sharing same edge a. If b (respectively c) is an edge of Gi (respectively Gi+1) which
is incident to a, then b and c can not in a perfect matching of G at the same time.
2.3. Definition. [30, Definition 4.7] Let a1 and a2 be the two edges of GT,γ which
lie in the counterclockwise direction from the diagonal of G(p1). Then the mini-
mal matching P−(GT,γ) is defined as the unique perfect matching which contains
only boundary edges and does not contain edges a1 or a2. The maximal matching
P+(GT,γ) is the other perfect matching with only boundary edges.
We have the following observation according to the definition.
2.4. Lemma. [19, Lemma 3.5] Let a be an edge of the tile G(pj). If a is in
the maximal/minimal perfect matching of GT,γ , then a lies in the counterclock-
wise/clockwise direction from the diagonal of G(pj) if j is odd and lies in the clock-
wise/counterclockwise direction from the diagonal of G(pj) if j is even.
2.5. Definition. [19, Definition 3.6] Let P be a perfect matching of GT,γ .
(1) [31] We call P can twist on a tile G(p) if G(p) has two edges belong to P ,
in such case we define the twist µpP of P on G(p) to be the perfect matching
obtained from P by replacing the edges in G(p) by the remaining two edges.
(2) In case P can do twist on G(p) with diagonal labeled by τ ∈ T , we call the pair
of the edges of G(p) lying in P a τ -mutable edges pair in P , any other edge in
P is called non-τ -mutable edge in P .
2.6. Lemma. [19, Lemma 6.3] For any pair of perfect matchings P,Q ∈ P(GT,γ),
Q can be obtained from P by a sequence of twists.
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Let G be a snake graph consisting tiles G(p1), · · · , G(pd). Suppose that we
truncate G as subgraphs G1, · · · , Gk at some non-boundary edges u1, · · · , uk−1.
Particularly, G can be obtained from Gi, i ∈ [1, k] by gluing Gi and Gi+1 at the
edges ui, i ∈ [1, k − 1], called gluing edges.
We denote the edges incident to ui by vi, wi and v
′
i, w
′
i, as shown in the figure
below, where vi, wi are edges of Gi and v
′
i, w
′
i are edges of Gi+1.
vi
wi
ui
v′i
w′i
Given P ∈ P(G), by Lemma 2.2, ui ∈ P or vi ∈ P or w′i ∈ P . For each j ∈ [1, k],
we associate P with a perfect matching ιj(P ) ∈ P(Gj) as follows:
ιj(P ) =

P ∩ E(GT,ζj ), if vj−1, w′j /∈ P ,
P ∩ E(GT,ζj ) ∪ {uj−1}, if vj−1 ∈ P and w′j /∈ P ,
P ∩ E(GT,ζj ) ∪ {uj}, if vj−1 /∈ P and w′j ∈ P ,
P ∩ E(GT,ζj ) ∪ {uj−1, uj}, if vj−1, w′j ∈ P ,
Particularly,
ι1(P ) =
{
P ∩ E(GT,γ1), if w′1 /∈ P ,
P ∩ E(GT,γ1) ∪ {u1}, if w′1 ∈ P .
ιk(P ) =
{
P ∩ E(GT,γ1), if vk−1 /∈ P ,
P ∩ E(GT,γ1) ∪ {uk−1}, if vk−1 ∈ P .
It can be seen that ιj(P ) is a perfect matching of Gj by definition for j ∈ [1, k].
2.7. Proposition. [19, Proposition 5.1] With the same notation as above, we have
a bijection
ι : P(G)→ {(Pi)i | Pi ∈ P(Gi),∀i, ui ∈ Pi ∪ Pi+1}, P → (ιi(P ))i.
3. Preliminaries on quantum cluster algebras
3.1. Quantum cluster algebras. Herein, we recall the definition of quantum
cluster algebras in [2]. We follow the convention in [35]. Fix two integers n ≤ m.
Let B˜ be an m × n integer matrix. Let Λ be an m × m skew-symmetric integer
matrix. We call (B˜,Λ) compatible if (B˜)tΛ = (D 0) for some diagonal matrix D
with positive entries, where (B˜)t is the transpose of B˜. It should be noted that
in this case, the upper n × n submatrix of B˜ is skew-symmetrizable, and B˜ is full
rank.
Let q be the quantum parameter. A quantum seed t consists a compatible pair
(B˜,Λ) and a collection of indeterminate Xi(t), i ∈ [1,m], called quantum cluster
variables. Let {ei} be the standard basis of Zm and X(t)ei = Xi(t). We define the
corresponding quantum torus T (t) to be the algebra which is freely generated by
X(t)~a,~a ∈ Zm as Z[q±1/2]-module, with multiplication on these elements defined
by
X(t)~aX(t)
~b = qΛ(t)(~a,
~b)/2X(t)~a+
~b,
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where Λ(t)(, ) is the bilinear form on Zm such that
Λ(t)(ei, ej) = Λ(t)ij .
For any k ∈ [1, n], we define the mutation of t at the k-th direction to be the
new seed t′ = µk(t) = ((Xi(t′)i∈[1,m]), B˜(t′),Λ(t′)), where
(1) Xi(t
′) = Xi(t) for i 6= t,
(2) Xk(t
′) = X(t)−ek+
∑
i[bik]+ei +X(t)−ek+
∑
i[−bik]+ei .
(3) B˜(t′) = µkB˜(t).
(4) Λ(t′) is skew-symmetric and satisfies:
Λ(t′)ij =
{
Λ(t)ij , if i, j 6= k,
Λ(t)(ei,−ek +
∑
l[blk]+el), if i 6= k = j,
It can be seen that (B˜(t′),Λ(t′)) is compatible since B˜t(t)Λ(t) = B˜t(t′)Λ(t′).
The quantum torus T (t′) for the new seed t′ is defined similarly.
A quantum cluster algebra Aq is defined as following:
(1) Choose an initial seed t0 = ((X1, · · · , Xm), B,Λ).
(2) All the seeds t are obtained from t0 by iterated mutations at directions k ∈ [1, n].
(3) Aq = Z[q±1/2]〈Xi(t)〉t,i∈[1,m].
(4) Xn+1, · · · , Xm are called frozen variables or coefficients.
(5) A quantum cluster variable in t is called a quantum cluster variable of Aq.
(6) X(t)~a for some t and ~a ∈ Nm is called a quantum cluster monomial.
3.1. Theorem. [2, Quantum Laurent Phenomenon] Let Aq be a quantum cluster
algebra and t be a seed. For any quantum cluster variable X, we have X ∈ T (t).
3.2. Conjecture. [2, Positivity Conjecture] Let Aq be a quantum cluster algebra
and t be a seed. For any quantum cluster variable X of Aq,
X ∈ N[q±1/2]〈X(t)~a | ~a ∈ Zm〉.
This conjecture was recently proved by [9] in the skew-symmetric case.
3.3. Remark. In this study, to distinguish commutative cluster algebras and quan-
tum cluster algebras, we use the notation x to denote the commutative cluster vari-
ables and X to denote the quantum cluster variables.
3.2. Quantum cluster algebras from unpunctured orbifolds. We first fix
some notation for the rest of this paper. Let (O,M,U) be an unpunctured orbifold
and T = {τ1, · · · , τn, · · · , τl} be an indexed triangulation. Let BT be the signed
adjacency matrix of T . A quantum cluster algebra Aq is called coming from O if
there is a quantum seed t such that the upper n×n-submatrix of B˜(t) is BT . By [2,
Theorem 6.1] and [12], the quantum seeds/quantum cluster variables of Aq and the
triangulations/arcs of O are one to one correspondence. Let ΣTq = (XT , B˜T ,ΛT )
be the quantum seed of Aq associate with T , where XT = {XTα | α ∈ T} ∪ {Xi |
i ∈ [n + 1,m]} and Xi, i ∈ [n + 1,m] are the coefficients. Let Xγ be the quantum
cluster variable associate with γ. Let Xγ = 1 if γ is a boundary arc. For i ∈ [1, n],
denote by bTτi the i-th column of B˜
T , let (bTτi)+ = ([b
T
ji]+)j be the positive part of
bTτi . Dually, let (b
T
τi)− = ([−bTji]+)j . Clearly, bTτ = (bTτ )+−(bTτ )−. Set eτi = ei ∈ Zm
with the i-th coordinate 1 and others 0 for i ∈ [1, n].
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We denote q−
1
2
∑
i<j Λ
T
ij (XTτ1)
a1 · · · (XTτn)anX
an+1
n+1 · · ·Xamm by (XT )~a for any ~a =
(a1, · · · , am) ∈ Zm. Therefore the quantum cluster monomials of Aq are the forms
(XT )~a for indexed triangulation T and ~a ∈ Nm.
We assume (B˜T )tΛ = (DT 0) for some DT = diag(dT (τ))τ∈T . As (B˜T )tΛT =
(B˜T
′
)tΛT
′
and the weight does not change after flip, dT (τ) = dT
′
(τ ′) and dT (α) =
dT
′
(α) for α 6= τ . Let γ be an oriented arc in O and ζ be the corresponding
ordinary arc which crosses T with points p1, · · · , pd in order. We assume that
p1, · · · , pd belong to the arcs τi1 , · · · , τid , respectively in T . For any s ∈ [1, d],
denote by m+ps(τis , γ) and m
−
ps(τis , γ) the numbers of τis in the sets {τit | t > s}
and {τit | t < s}, respectively.
Let P be a perfect matching of GT,γ with edges labeled τj1 , · · · , τjr in order.
When P can twist on G(ps), assume that τjt , τjt+1 are edges of G(ps). We denote by
n+ps(τis , P ) and n
−
ps(τis , P ) the numbers of τis in {τju | u > t+ 1} and {τju | u < t},
respectively.
Fix s ∈ [1, d], we assume that a1s , a4s , τis and a2s , a3s , τis are two triangles in
T such that a1s , a3s follow τis in the clockwise order and a2s , a4s follow τis in the
counterclockwise order.
3.4. Definition. Suppose that P can twist on G(ps). If the edges labeled a2s , a4s
of G(ps) are in P , let
Ω(ps, P ) = [n
+
ps(τis , P )−m+ps(τis , γ)− n−ps(τis , P ) +m−ps(τis , γ)]dT (τis),
otherwise, let
Ω(ps, P ) = −[n+ps(τis , P )−m+ps(τis , γ)− n−ps(τis , P ) +m−ps(τis , γ)]dT (τis).
Clearly, we have Ω(ps, µpsP ) = −Ω(ps, P ) if P can twist on G(ps).
4. Commutative Laurent expansions
In this section, the main result on commutative cluster algebras from unpunc-
tured orbifolds is stated. More precisely, the Laurent expansion formula of a cluster
variable with respect to arbitrary cluster is given.
Throughout this section, (O,M,U) is an unpunctured orbifold, T is an indexed
triangulation of O. Let A be a cluster algebra from O with semi-field P. By
[12], the seeds/cluster variables of A and the triangulations/arcs of O are one to
one correspondence. Let ΣT = (xT , yT , BT ) be the seed associated with T , where
xT = {xTα | α ∈ T}, yT = {yTα | α ∈ T} ⊂ P. Let xγ be the cluster variable
associate with γ. Set xγ = 1 if γ is a boundary arc. Fix τ ∈ T , let µτ (T ) = T ′.
4.1. Definition-Lemma. [30]
(1) If γ is an oriented arc and τi1 , · · · , τid is the sequence of arcs in T which γ
crosses, then we define the crossing monomial of γ with respect to T to be
c(γ, T ) =
∏d
j=1 x
T
τij
.
(2) Let P ∈ P(GT,γ). If the edges of P are labeled τj1 , · · · , τjr , then we define the
weight wT (P ) of P to be xTτj1 · · ·xTτjr .
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(3) Let P ∈ P(GT,γ). The set (P−(GT,γ) ∪ P ) \ (P−(GT,γ) ∩ P ) is the set of
boundary edges of a (possibly disconnected) subgraph GP of GT,γ , which is a
union of cycles. These cycles enclose a set of tiles
⋃
j∈J G(pij ), where J is a
finite index set. We define the height monomial yT (P ) of P by
yT (P ) =
∏n
k=1(y
T
τk
)mk ,
where mk is the number of tiles in
⋃
j∈J G(pij ) whose diagonal is labeled τk.
It should be noted that xα = 1 if α is a boundary arc.
4.2. Definition. [20, Definition 4.2] Let Q ∈ P(GT,γ). We define the cluster
monomial xT (Q) associated with Q to be
xT (Q) =
wT (Q) · yT (Q)
c(γ, T ) ·⊕P∈P(GT,γ) yT (P ) ,
it should be noted that the operation “⊕ ” in ⊕P∈P(GT,γ) yT (P ) is taken in P.
We have the following crucial lemma according to the definition of yT (P ).
4.3. Lemma. [20, Lemma 4.3] Let P ∈ P(GT,γ). Suppose that P can twist on a tile
G(p) with diagonal labeled a. We assume that the labels of the edges of G(p) are
u1, u2, u3, u4 with u1, u3 are clockwise to a and u2, u3 are counterclockwise to a in
T . If the edges labeled u1, u3 of G(p) are in P , then
yT (µpP )
yT (P )
= yTa .
4.4. Definition. [19, 20] Let S, S′ be two sets. A subset S of the power set of S is
called a partition of S if ∪R∈SR = S and R ∩ R′ = ∅ if R 6= R′ ∈ S. A partition
map from a set S to a set S′ is a map from a partition of S to a partition of S′. A
partition map is called a partition bijection if it is a bijection.
4.5. Remark. To give a partition bijection from S to S′ is equivalent to associate
each s ∈ S with a non-empty subset pi(s) ⊂ S′ which satisfies pi(s1) = pi(s2) if
pi(s1) ∩ pi(s2) 6= ∅ for s1, s2 ∈ S and ∪s∈Spi(s) = S′.
After the above preparations, we now state the first main result on commutative
cluster algebras from unpunctured orbifolds.
4.6. Theorem. Let (O,M,U) be an unpunctured orbifold and T be an indexed
triangulation. We assume that the weights of the orbifold points in O are 2. Let γ
be an oriented arc in O. For any τ ∈ T , there are partitions P and P′ of P(GT,γ)
and P(GT ′,γ), respectively, and a bijection pi : P→ P′ such that
(1) |S| = 1 or |pi(S)| = 1 for any S ∈ P.
(2)
∑
P∈S x
T (P ) =
∑
P ′∈pi(S) x
T ′(P ′) for any S ∈ P.
As a corollary of Theorem 4.6, the commutative Laurent expansion formula can
be given.
4.7. Theorem. Let (O,M,U) be an unpuntured orbifold and T be an indexed tri-
angulation. We assume that the weights of the orbifold points in O are 2. If γ is
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an oriented arc in O, then the Laurent expansion of xγ with respect to the cluster
xT is
xγ =
∑
P∈P(GT,γ) x
T (P ).
Proof. The proof is the same as that of [20, Theorem 4.8] by Theorem 4.6 and
induction. 
5. Positivity of the quantum cluster algebras from orbifolds
In this section, we present the main result on quantum cluster algebras. More
precisely, the quantum Laurent expansion of a quantum cluster variable with respect
to arbitrary quantum cluster of Aq is given. As an application, the positivity for
such class of quantum cluster algebras is proved.
When specialize q = 1, we obtain a commutative cluster algebra Aq |q=1. Let
P ∈ P(GT,γ). For the element xT (P ) associate with P in Definition 4.2, there
clearly exists a unique ~a(P ) ∈ Zm such that (XT )~a(P ) |q=1= xT (P ). We denote
(XT )~a(P ) by XT (P ) and the quantum cluster variable associate with γ by Xγ .
The following is the main result on quantum cluster algebras from unpunctured
orbifolds.
5.1. Theorem. Let (O,M,U) be an unpunctured orbifold and T be an indexed
triangulation. We assume that the weights of the orbifold points in O are 2. If γ
is an oriented arc in O, then
(1) there uniquely exists a valuation map v : P(GT,γ)→ Z such that
(a) (initial conditions) v(P+(GT,γ)) = v(P−(GT,γ)) = 0.
(b) (iterated relation) If P ∈ P(GT,γ)) can twist on a tile G(p), then
v(P )− v(µpP ) = Ω(p, P ).
(2) Furthermore, if τ ∈ T and pi is the partition bijection from P(GT,γ) to P(GµτT,γ)
given in Theorem 4.6, then for any S ∈ P,∑
P∈S q
v(P )/2XT (P ) =
∑
P ′∈pi(S) q
v(P ′)/2XT
′
(P ′).
As a corollary of Theorem 5.1, the quantum Laurent expansion formula is given.
5.2. Theorem. Let (O,M) be an unpuntured orbifold and T be an indexed triangu-
lation. We assume that the weights of the orbifold points are 2. If γ is an oriented
arc in O, then the quantum Laurent expansion of Xγ with respect to the quantum
cluster XT is
Xγ =
∑
P∈P(GT,γ) q
v(P )/2XT (P ).
Proof. The proof is the same as that of [20, Theorem 5.2] by Theorems 4.6, 5.1 and
induction. 
As an corollary of Theorem 5.2, the positivity can be verified.
5.3. Theorem. Let O be a orbifold without punctures. Assume the weights of the
orbifold points are 2. The positivity holds for the quantum cluster algebra Aq(O).
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Proof. Since qv(P )/2 ∈ N[q±1] for any P ∈ P(GT,γ), by Theorem 5.2, the result
follows. 
5.4. Example. Let (O,M,U), T and γ be as shown in the following figure. We
assume that the extended matrix associate with T is B˜T = ((BT )t I3)
t and ΛT =(
0 −D
D −DBT
)
, where D = diag(2, 2, 1) the 3 × 3 diagonal matrix with diagonal
entries 2, 2, 1.
1 2
3
γ
α β
The arcs are labeled 1, 2, 3, α, β. We assume that the frozen variables are x4, x5
and x6. Thus, GT,γ is the following graph and v : P(GT,γ)→ Z is shown in Figure
1.
2 1 2 1
2
2
2
1 2 1
2 21 1
3
1
3β 1
α
1 β
α
3 3 3 3 3 3
Therefore,
Xγ = x
e1−2e2+3e4+2e5+2e6 + (q2/2 + q−2/2)x−e1−2e2+2e3+3e4+e5+2e6
+ (q2/2 + q−2/2)x−e1+2e4+e5+2e6 + x−3e1−2e2+4e3+3e4+2e6
+ (q1/2 + q−1/2)x−e2+2e4+e5+e6 + (q4/2 + 1 + q−4/2)x−3e1+2e3+2e4+2e6
+ (q1/2 + q−1/2)x−2e1−e2+2e3+2e4+e6 + (q4/2 + 1 + q−4/2)x−3e1+2e2+e4+2e6
+ (q3/2 + q1/2 + q−1/2 + q−3/2)x−2e1+e2+e4+e6 + x−3e1+4e2−2e3+2e6
+ (q1/2 + q−1/2)x−2e1+3e2−2e3+e6 + x−e1+e4 + x−e1+2e2−2e3 .
6. Partition bijection ψρ between P(GT,ρ) and P(GT ′,ρ)
Let T be an indexed triangulation of O and ζ be an oriented ordinary curve in
O. We assume that τ is a non-boundary arc in T and denote by τ ′ the arc obtained
from T by flip at τ . Throughout this section, denote the labels of edges of the
tile with diagonal labeled τ by a1, a2, a3, a4 so that a1, a3 follow τ in the clockwise
order and a2, a4 follow τ in the counterclockwise order in O.
Let p0 be the starting point of ζ, and pd+1 be its endpoint. We assume that ζ
crosses T at p1, · · · , pd in order. Thus, pj , j ∈ [1, d] divide ζ into some segments.
We assume pj ∈ τij ∈ T . For j ∈ [1, d−1], τij and τij+1 form two edges of a triangle
∆j of T such that the segment connecting pj and pj+1 lies inside of ∆j . We denote
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0
1 0 -1
3 -1 0 1 -3
1 4 0 -4 -1
04 -41 -1
0 -22
2 -2
0
Figure 1 for Example 5.4
the third edge of ∆j by τ[ζj ]. We choose a point on the segment connecting pj and
pj+1 if one of the following two cases happens
(1) one of τij and τij+1 is in a same triangle with τ , the other one is not.
(2) τij , τij+1 6= τ , τij and τij+1 are in a same triangle with τ but τ[ζj ] 6= τ .
We denote the chosen points by o1, o2, · · · , ok−1 in order and let p0 = o0, pd+1 =
ok. We denote the subcurve connecting oi−1 and oi of ζ by ζi for i ∈ [1, k]. See
Figure 2 for example.
Let ρ be one of ζi, i ∈ [1, k]. In this section, we compare P(GT,ρ) with P(Gµτ (T ),ρ).
It should be noted that GT,ρ = Gµτ (T ),ρ if ρ crosses no arc which is in the same
triangle with τ . Herein, we may assume that τ ′ 6= ρ /∈ T and ρ crosses at least one
arc which is in the same triangle with τ .
We denote the first tile and the last tile of GT,ρ by G1 and Gs, respectively.
Then GT,ζ can be obtained by gluing some graph G left or below to G1 and some
graph G′ right or upper to Gs. It should be noted that G is empty if and only if ρ
and ζ have the same starting point, G′ is empty if and only if ρ and ζ have the same
endpoint. When G is not empty, we say that the left almost or lower almost edge
of G1 is the first gluing edge of GT,ρ, and when G
′ is not empty, we say that the
right almost or upper almost edge of Gs is the last gluing edge of GT,ρ. Similarly,
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τ τ
ζ ζ1
ζ2
ζ3
τ τ
ζ ζ1
ζ2
Figure 2
we can define the first/last gluing edge of GT ′,ρ. We assume that ρ crosses T at
pj , · · · , pr for some 1 ≤ j ≤ r ≤ d. It can be seen the labels of the first/last gluing
edges of GT,ρ and Gµτ (T ),ρ are the same, more precisely, the first gluing edges are
labeled τ[ζj−1] and the last gluing edges are labeled τ[ζr].
Two edges of GT,ρ labeled τ are called equivalent if they are incident to a same
diagonal of a tile of GT,ρ. Each equivalence class is called a τ -equivalence class in
GT,ρ. We divide the edges of GT,ρ labeled τ into the following types, as shown in
the following graphs (up to a relative orientation).
(I) there are two non-incident edges in its equivalence class.
(II) there are two incident edges in its equivalence class.
(III) there is one edge in its equivalence class and it is incident to a diagonal.
(IV ) there is one edge in its equivalence class and it is not incident to a diagonal.
Type (I):
τ
τ
τ
Type (II):
τ
τ
τ
Type (III)
τ
τ
τ
τ
Type (IV)
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τ
We denote by nτ (T, ρ) the number of τ -equivalence classes in GT,ρ and list
the τ -equivalence classes according to the order of the tiles. Let ST,ρ be the set
containing all sequences ν = (ν1, · · · , νnτ (T,ρ)) which satisfies νj ∈ {−1, 0, 1} if the
j-th τ -equivalence class is of type (I), νj ∈ {−1, 0} if the j-th τ -equivalent class
is of type (II) or (III), νj ∈ {0, 1} if the j-th τ -equivalence class is of type (IV).
Given a sequence ν=(ν1, · · · , νnτ (T,ρ)) ∈ ST,ρ, let Pτν (GT,ρ) containing all perfect
matching P which contains νj + 1 edges of the j-th τ -equivalence class if the j-th
τ -equivalence class is of type (I) (II) or (III), and νj edges of the j-th τ -equivalence
class if the j-th τ -equivalence class is of type (IV).
It should be noted that if νj = −1, then the j-th τ -equivalence class corresponds
to a diagonal of a tile G(p), moreover, any P ∈ Pτν (GT,ρ) can twist on G(p).
It can be easily seen that the following result is true.
6.1. Lemma. P(GT,ρ) =
⊔
ν∈ST,ρ Pτν (GT,ρ).
6.1. “Locally” unfolding. The concept of unfolding of a skew-symmetrizable ma-
trix was introduced by Zelevinsky and the authors of [12] and first appeared in [12].
It turns out that unfolding is a useful method to study skew-symmetrizable cluster
algebras, see [12, 9, 21]. We do not give the detail definition in this paper. We
use the idea of unfolding to compare P(GT,ρ) and P(GT ′,ρ). Herein, it can be seen
that it suffices to consider the case that the surfaces without orbifold points.
Let O0 be the subsurface of O formed by the triangle or two triangles containing
τ . We can lift O0 to a surface O˜0, as show in the following tables.
τ2 1
τ1 1
2
2
τ
τ 12
12
2
O0
When τ is a pending arc
O˜0
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τ
3 21
4
1
τ
τ
3
2
4
3
2
τ
1 4
τ
14
4
1
3 2
τ
1
4
τ
1
3
4 2
τ
1
4
2
3
2τ τ
3
3
1
41
4
τ1τ3τ1τ3 3 τ τ1 3
42 2 4 2 4
4 2 4 2 4 2
O˜0
O0
O˜0
O0
When τ is an ordinary arc
Obviously, the restriction of T on O0 gives a triangulation of O0, denote by T0.
It can be lift to a triangulation of O˜0, denote by T˜0, as shown in the above tables.
We use the notation γ˜ to represent an arc in T˜0 and denote the corresponding arc
in T0 by χ(γ˜). It should be noted that we do not consider the boundary arcs of O˜0.
For all above cases, any arc in O0 can be lift to at most two arcs in O˜0.
For a given curve γ ∈ O0, we assume that γ crosses the arcs γ1, · · · , γd in T0 in
order. Then γ can be lift to a curve γ˜ ∈ O˜0 which crosses the arcs γ˜1, · · · , γ˜d in T˜0
in order with χ(γ˜i) = γi for i ∈ [1, d]. It should be noted that we do not know that
whether γ˜ cross itself even if γ does not cross itself.
Let ρ be the curve defined at the beginning of this section and ρ˜ be a curve in
O˜0 lift by ρ. Let T˜ ′0 be the triangulation of O˜0 obtained from T˜0 by flip at the arcs
τ˜ with χ(τ˜) = τ . Thus, GT,ρ ∼= GT˜0,ρ˜ and GT ′,ρ ∼= GT˜ ′0,ρ˜ as graphs. Therefore, we
can compare P(GT,ρ) and P(GT ′,ρ) via the comparison of P(GT˜0,ρ˜) and P(GT˜ ′0,ρ˜).
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6.2. O0 contains no orbifold points. Herein, we consider the case that O0 con-
tains no orbifold points. Thus, τ is an ordinary arc. We recall that a1, a4, τ and
a2, a3, τ form two triangles in T such that a1, a3 are clockwise to τ and a2, a4 are
counterclockwise to τ , as shown in the figure below. As O0 contains no punctures,
T0 has no self-folded triangle, a2 6= a3 and a1 6= a4. We similarly know a1 6= a2 and
a3 6= a4 after do flip at τ .
τ
a2
a1
a4
a3
6.2.1. When a1 6= a3 and a2 6= a4. By the construction of ρ and τ ′ 6= ρ /∈ T , we
have the following possibilities (the addition operation below is taken in Z4):
(1) ρ crosses τ, ai for i = 1, 2, 3, 4.
(2) ρ crosses ai, τ, ai+1 for i = 1, 3.
(3) ρ crosses ai, τ, τ
′, ai+2 for i = 1, 2.
(4) ρ crosses τ ′, ai for i = 1, 2, 3, 4.
(5) ρ crosses ai, τ
′, ai+1 for i = 2, 4.
Because case (1) and case (4) are dual, case (2) and case (5) are dual, we shall
only consider cases (1), (2) and (3).
In case (1), ρ and ζ have the same starting point. We may assume that ρ
crosses τ, a2. Then up to a difference of relative orientation, GT,ρ and GT ′,ρ are the
following graphs, respectively,
τ
a2
a1
a4
a3 a2
a6
τ
a5 a2
a5
a1
τ ′
a6
In this case, GT,ρ (respectively GT ′,ρ) has one τ -(respectively τ
′-)equivalence
class of type (III) (respectively (IV)). Thus nτ (T, ρ) = nτ
′
(T ′, ρ). Moreover, we
have a partition bijection from P(GT,ρ) to P(GT ′,ρ), as shown in the figure below.
{ , } { }
{ } { }
,
.
Under the partition bijection, it is easy to see the right upper edge labeled a5/a6
of GT,ρ is in the left set if and only if the right upper edge labeled a5/a6 of GT ′,ρ
is in the right set. Thus, the last gluing edge of GT,ρ is in the left set if and only if
the last gluing edge of GT ′,ρ in the right set. Since ρ and ζ have the same starting
point, GT,ρ and GT ′,ρ do not have first gluing edges.
In case (2), we may assume that ρ crosses a1, τ, a2. Then up to a difference of
relative orientation, GT,ρ and GT ′,ρ are the following graphs, respectively,
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τ
a1
a2
a1
a8
a4
a7
a3
τ
a2
a6
τ
a5
a1
a2
a5
a1
τ ′
a6
a2a8
a7
In this case, GT,ρ (respectively GT ′,ρ) has one τ -(respectively τ
′-)equivalence
class of type (II) (respectively (IV)). Thus nτ (T, ρ) = nτ
′
(T ′, ρ). Moreover, we
have a partition bijection from P(GT,ρ) to P(GT ′,ρ), as shown in the following.
{ , } { }
{ } { }
{ } { }
,
,
.
As case (1), it can be seen that the first/last gluing edge of GT,ρ is in the left
set if and only if the first/last gluing edge of GT ′,ρ in the right set.
In case (3), we may assume that ρ crosses a2, τ, τ
′, a4. Then up to a difference
of relative orientation, GT,ρ and GT ′,ρ are the following graphs, respectively,
τ
a2τ
a1
a4a7
a3 a2a4
a6
τ
a5a8
a2
a1
a2
a5
τ ′a4
a3
τ ′a4
a8
τ ′
a7
a6
In this case, GT,ρ (respectively GT ′,ρ) has one τ -(respectively τ
′-)equivalence
class of type (I). Thus nτ (T, ρ) = nτ
′
(T ′, ρ). Moreover, we have a partition bijection
from P(GT,ρ) to P(GT ′,ρ), as shown in the following figure.
{ } {
,
}
{ } { }
,
,
{ } { },
{ , } { }.
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As cases (1) and (2), it can be seen that the first/last gluing edge of GT,ρ is in
the left set if and only if the first/last gluing edge of GT ′,ρ in the right set.
6.2.2. When a1 = a3 or a2 = a4. By Lemma 4.2 in [19], a1 = a3 and a2 = a4 can
not hold at the same time. We may assume a1 = a3. Thus a2 6= a4.
Consider the universal covering of O0, we have the following possibilities (we
illustrate cases (1)-(8) in the figure below, the other cases are dual):
a1 a2 a4 τ τ
′
(1) (2)
(4)(5)
(3)
(6)
(7)(8)
(1) ρ crosses a2, τ
′, τ, a4 in order.
(2) ρ crosses ai, τ in order for i = 2, 4.
(3) ρ crosses (τ,
s︷ ︸︸ ︷
a1, τ
′), · · · , (τ, a1, τ ′) in order for s ≥ 1.
(4) ρ crosses ai, (τ,
s︷ ︸︸ ︷
a1, τ
′), · · · , (τ, a1, τ ′) in order for i = 2, 4 and s ≥ 1.
(5) ρ crosses ai, (τ,
s︷ ︸︸ ︷
a1, τ
′), · · · , (τ, a1, τ ′), ai in order for i = 2, 4 and s ≥ 1.
(6) ρ crosses τ ′, a1, (τ ′,
s︷ ︸︸ ︷
τ, a1), · · · , (τ ′, τ , a1), τ ′ in order for s ≥ 0.
(7) ρ crosses ai, τ
′, a1, (τ ′,
s︷ ︸︸ ︷
τ, a1), · · · , (τ ′, τ , a1), τ ′ in order for i = 2, 4 and s ≥ 0.
(8) ρ crosses a2, τ
′, a1, (τ ′,
s︷ ︸︸ ︷
τ, a1), · · · , (τ ′, τ , a1), τ ′, a4 in order for s ≥ 0.
(9) ρ crosses ai, τ
′ in order for i = 2, 4.
(10) ρ crosses τ, a1, (τ,
s︷ ︸︸ ︷
τ ′, a1), · · · , (τ, τ ′, a1), τ in order for s ≥ 0.
(11) ρ crosses ai, τ, a1, (τ,
s︷ ︸︸ ︷
τ ′, a1), · · · , (τ, τ ′, a1), τ in order for i = 2, 4 and s ≥ 0.
(12) ρ crosses a2, τ, a1, (τ,
s︷ ︸︸ ︷
τ ′, a1), · · · , (τ, τ ′, a1), τ, a4 in order for s ≥ 0.
Since cases (2) and (9), (6) and (10), (7) and (11), (8) and (12) are dual respec-
tively, we shall only discuss cases (1)-(8). It should be noted that ρ crosses itself in
cases (3,4,5).
We omit the discussion of case (1) and case (2) because they are similar to the
case (3) and case (1), respectively, when a1 6= a3 and a2 6= a4.
For the remaining cases, we should introduce more notation. If both a and b are
edges of two different triangles in T , for any non-negative integer s, we define the
graphs Gs(a, b) and Hs(a, b) as follows. See the following two graphs.
(a) Gs(a, b) is isomorphic to GT,ς , where ς is the curve in O crossing a s times and
b s times alternately.
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(b) Hs(a, b) is isomorphic to GT,ς , where ς is the curve in O crossing a s+ 1 times
and b s times alternately.
b a b a b a
b a b a b a
b ba baa
b a b a b a b
b a b a b a b
b ba ba aa
We denote the i-th tile of Gs(a, b) by Gi. For a given sequence (λ1, · · · , λs) ∈
{0, 1}s, let G(λ1,··· ,λs)(a, b) be the set of perfect matching of Gs(a, b) containing
perfect matchings P which satisfy the following conditions: if λi = 1, then the two
edges of G2i labeled a are both in P ; if λi = 0, then the two edges of G2i labeled
a are both not in P . Let G′(λ1,··· ,λs)(a, b) be the set of perfect matching of Gs(a, b)
containing perfect matchings P which satisfy the following conditions: if λi = 1,
then the two edges of G2i−1 labeled b are both in P ; if λi = 0, then the two edges
of G2i−1 labeled b are both not in P . See the figure below for example G(1,0)(a, b)
and G′(1,0)(a, b).
G′(1,0)(a, b)
G(1,0)(a, b)
We denote the i-th tile of Hs(a, b) by Hi. For a sequence (λ1, · · · , λs) ∈ {0, 1}s,
let H(λ1,··· ,λs)(a, b) be the set of perfect matching of Hs(a, b) containing all perfect
matchings P which satisfy the following conditions: if λi = 1, then the two edges
of H2i labeled a are both in P ; if λi = 0, then the two edges of H2i labeled a are
both not in P ; for a sequence (λ1, · · · , λs+1) ∈ {0, 1}s+1. Let H′(λ1,··· ,λs+1)(a, b) be
the set of perfect matching of Hs(a, b) containing all the perfect matching P which
satisfies the following conditions: if λi = 1, then the two edges of H2i−1 labeled b
are both in P ; if λi = 0, then the two edges of H2i−1 labeled b are both not in P .
See the following figure for example H(1,0)(a, b) and H′(1,0,1)(a, b).
(λ1, λ2, λ3) = (1, 0, 1)
(λ1, λ2) = (1, 0)
The following observations are easy but important.
6.2. Lemma. (1) G(λ1,··· ,λs)(a, b) = Pa(λ1−1,λ1+λ2−1,··· ,λs−1+λs−1,λs)(Gs(a, b)).
(2) G′(λ1,··· ,λs)(a, b) = Pb(λ1,λ1+λ2−1,λ2+λ3−1,··· ,λs−1+λs−1,λs−1)(Gs(a, b)).
(3)
P(Gs(a, b)) =
⊔
(λ1,··· ,λs)∈{0,1}s G(λ1,··· ,λs)(a, b)
=
⊔
(λ1,··· ,λs)∈{0,1}s G′(λ1,··· ,λs)(a, b).
POSITIVITY FOR QUANTUM CLUSTER ALGEBRAS FROM UNPUNCTURED ORBIFOLDS21
(4) H(λ1,··· ,λs)(a, b) = Pa(λ1−1,λ1+λ2−1,··· ,λs−1+λs−1,λs−1)(Hs(a, b)).
(5) H′(λ1,··· ,λs+1)(a, b) = Pb(λ1,λ1+λ2−1,··· ,λs+λs+1−1,λs+1)(Hs(a, b)).
(6)
P(Hs(a, b)) =
⊔
(λ1,··· ,λs)∈{0,1}s H(λ1,··· ,λs)(a, b)
=
⊔
(λ1,··· ,λs+1)∈{0,1}s+1 H′(λ1,··· ,λs+1)(a, b).
Proof. (1,2,4,5) follow by definition. (3,6) follow immediately by Lemma 2.2. 
6.3. Lemma. (1) If P 6= Q ∈ G(λ1,··· ,λs)(a, b), then there exists i ∈ [1, s] such that
P and Q can twist on the tile H2i−1 and P ∩ E(H2i−1) 6= Q ∩ E(H2i−1).
(2) If P ′ 6= Q′ ∈ G′(λ1,··· ,λs)(a, b), then there exists i ∈ [1, s] such that P ′ and Q′
can twist on the tile H2i and P
′ ∩ E(H2i) 6= Q′ ∩ E(H2i).
(3) If P 6= Q ∈ H(λ1,··· ,λs)(a, b), then there exists i ∈ [1, s + 1] such that P and Q
can twist on the tile H2i−1 and P ∩ E(H2i−1) 6= Q ∩ E(H2i−1).
(4) If P ′ 6= Q′ ∈ H′(λ1,··· ,λs+1)(a, b), then there exists i ∈ [1, s] such that P ′ and Q′
can twist on the tile H2i and P
′ ∩ E(H2i) 6= Q′ ∩ E(H2i).
Proof. We shall only prove (1) because the remainder can be proved similarly. If
we assume λ0 = 0 in convention, according to the definition of G(λ1,··· ,λs)(a, b), P
and Q can twist on tiles H2i−1 for i ∈ [1, s] with λi−1 = λi = 0, the other edges in
P and Q are the same. Therefore, the result follows. 
We now turn to the comparison of the perfect matchings of GT,ρ and GT ′,ρ.
In case (3), ρ and ζ have the endpoints. Thus ρ = ζ. Up to a difference of
relative orientation, GT,ρ and GT ′,ρ are the following graphs, respectively,
a4 a4 a4 a4 a4a2 a2 a2
a1 τ a1 τ a1 τ
a1 τ a1 τ a1 τ
a1 a1τ a1ττ
a4 a4 a4 a4a2a4 a2 a2
τ ′ a1 τ ′ a1 τ ′ a1
τ ′ a1 τ ′ a1 τ ′ a1
τ ′ τ ′a1 τ ′a1a1
We clearly have nτ (T, ρ) = nτ
′
(T ′, ρ).
Since GT,ρ and GT ′,ρ are isomorphic to Gs(τ, a1) and Gs(a1, τ
′) respectively, by
Lemma 6.2, we have P(GT,ρ) ∼=
⊔
(λ1,··· ,λs)∈{0,1}s G(λ1,··· ,λs)(τ, a1), and P(GT ′,ρ) ∼=⊔
(λ1,··· ,λs)∈{0,1}s G′(λ1,··· ,λs)(a1, τ ′) as sets .
We have the following observation.
6.4. Lemma. Let P ∈ G(λ1,··· ,λs)(τ, a1) for some sequence (λ1, · · · , λs). We assume
λ0 = 0 in convention. Then for any i ∈ [1, s],
(1) the edge labeled a2 of the (2i− 1)-th tile is in P but non-τ -mutable if and only
if λi−1 = 1 and λi = 0;
(2) the edge labeled a4 of the (2i− 1)-th tile is in P but non-τ -mutable if and only
if λi−1 = 0 and λi = 1;
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(3) the edge labeled a4 of the 2s-th tile is in P but non-τ -mutable if and only if
λs = 0.
Proof. We shall only prove (1) because (2) and (3) can be proved similarly.
“Only If Part:” Since the edge labeled a2 of the (2i− 1)-th tile is in P but non-
τ -mutable, the edges labeled a1, a4 of the (2i − 1)-th tile and the edges labeled τ
of the 2i-th tile are not in P . Thus the edges labeled τ of the (2i− 2)-th tile are in
P . Therefore, λi−1 = 1 and λi = 0.
“If Part:” Since λi−1 = 1, the edges labeled τ of the (2i−2)-th tile are in P , and
hence the edges labeled a1 and a4 of the (2i− 1)-th tile are not in P . Since λi = 0,
the edges labeled τ of the 2i-th tile are not in P . Therefore, the edge labeled a2 of
the (2i− 1)-th tile is in P but non-τ -mutable. 
The following result can be similarly verified.
6.5. Lemma. Let P ∈ G′(λ1,··· ,λs)(a1, τ ′) for some sequence (λ1, · · · , λs). We assume
λs+1 = 0 in convention. Then for any i ∈ [1, s],
(1) the edge labeled a2 of the (2i− 1)-th tile is in P but non-τ ′-mutable if and only
if λi = 0 and λi+1 = 1;
(2) the edge labeled a4 of the 2i-th tile is in P but non-τ
′-mutable if and only if
λi = 1 and λi+1 = 0;
(3) the edge labeled a4 of the 1-th tile is in P but non-τ
′-mutable if and only if
λ1 = 1.
6.6. Lemma. Let P ∈ G(λ1,··· ,λs)(τ, a1) and P ′ ∈ G′(1−λ1,··· ,1−λs)(a1, τ ′). For each
arc τ 6= a ∈ T , the number of the non-τ -mutable edges labeled a in P equals to the
number of the non-τ ′-mutable edges labeled a in P ′.
Proof. By Lemma 2.2, the two numbers both are equal to 0 if a 6= a2, a4. If
a = a2, by Lemma 6.4 and Lemma 6.5, for each i ∈ [1, s], the edge labeled a2 of
the (2i− 1)-th tile of GT,ρ is non-τ -mutable in P if and only if the edge labeled a2
of the (2i− 1)-th tile of GT ′,ρ is non-τ -mutable in P ′. Thus, the two numbers are
equal in this case. Similarly, the result holds for a = a4. 
ψρ : G(λ1,··· ,λs)(τ, a1)→ G′(1−λ1,··· ,1−λs)(a1, τ ′) clearly gives a partition bijection
between P(GT,ρ) and P(GT ′,ρ). Moreover, for any P ∈ G(λ1,··· ,λs)(τ, a1) and P ′ ∈
G′(1−λ1,··· ,1−λs)(a1, τ ′), by Lemma 6.6 the number of non-τ -mutable edges labeled a
in P equals to the number of non-τ ′-mutable edges labeled a in P ′ for any τ 6= a ∈ T .
In this case, as ρ = ζ, GT,ρ and GT ′,ρ have no first or last gluing edge.
In case (4), ρ and ζ have the same endpoint. We may assume i = 4. Then
up to a difference of relative orientation, GT,ρ and GT ′,ρ are the following graphs,
respectively,
a4 a4 a4 a4 a4a2 a2 a2
a1 τ a1 τ a1 τ
a1 τ a1 τ a1 τ
a1 a1τ
a4
a1ττ
a8 τ
a7
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a4 a4 a4 a4a2a4 a2 a2
τ ′ a1 τ ′ a1 τ ′ a1
τ ′ a1 τ ′ a1 τ ′ a1
τ ′ τ ′a1 τ ′
a4
a1a1
a8 a1
a7
We clearly have nτ (T, ρ) = nτ
′
(T ′, ρ).
Since GT,ρ can be obtained by gluing a tile with a graph which is isomorphic
to Gs(τ, a1), we have P(GT,ρ) = P1 unionsq P2, where P1 contains all P which contains
the left lower edge labeled a7, P2 contains all P which contains the left lower edge
labeled a8. By Lemma 6.2, as sets, we have
P1 ∼=
⊔
(λ1,··· ,λs)∈{0,1}s G(λ1,··· ,λs)(τ, a1),
P2 ∼=
⊔
(λ2,··· ,λs)∈{0,1}s−1 G(λ2,··· ,λs)(τ, a1).
Similarly, P(GT ′,ρ) = P ′1 unionsq P ′2, where P ′1 contains all P which contains the left
lower edge labeled a7, P ′2 contains all P which contains the left lower edge labeled
a8. As sets, we have
P ′1 ∼=
⊔
(λ1,··· ,λs)∈{0,1}s G′(λ1,··· ,λs)(a1, τ ′),
P ′2 ∼=
⊔
(λ2,··· ,λs)∈{0,1}s−1 G′(λ2,··· ,λs)(a1, τ ′).
As case (3), under the above isomorphisms, ψρ : Gλ(τ, a1) → G′1−λ(a1, τ ′)
gives a partition bijection between P(GT,ρ) and P(GT ′,ρ) for λ = (λ1, · · · , λs)
or (λ2, · · · , λs). For any P ∈ Gλ(τ, a1) and P ′ ∈ G′1−λ(a1, τ ′), by Lemma 6.6 the
number of non-τ -mutable edges labeled a in P equals to the number of non-τ ′-
mutable edges labeled a in P ′ for any τ 6= a ∈ T . Moreover, the first gluing edge of
GT,ρ is in P if and only if the first gluing edge of GT ′,ρ in P
′. Since ρ and ζ have
the same endpoint, GT,ρ and GT ′,ρ do not have last gluing edge.
In case (5) we may assume i = 4. Up to a difference of relative orientation, GT,ρ
and GT ′,ρ are the following graphs, respectively,
a4 a4 a4 a4 a4
a7
a2 a2 a2
a1 τ a1 τ a1
τ
a1 τ a1 τ
a7
a1 τ
a1 a1τ
τ
a4
a1ττ
a8 a4
a1
a8
24 MIN HUANG
a4 a4 a4 a4 a4
a7
a2 a2 a2
τ ′ a1 τ ′ a1 τ ′ a1
τ ′ a1 τ ′ a1
a7
τ ′ a1
τ ′ τ ′a1
a1
a4
τ ′a1a1
a8 a4
τ ′
a8
We clearly have nτ (T, ρ) = nτ
′
(T ′, ρ).
As GT,ρ can be obtained by gluing two tiles with a graph which is isomorphic
to Gs(τ, a1), we have P(GT,ρ) = P1 unionsqP2 unionsqP3 unionsqP4, where P1 contains all P which
contains the lower left edge labeled a7 and the upper right edge labeled a8, P2
contains all P which contains the lower left edge labeled a7 and the upper right
edge labeled a7, P3 contains all P which contains the lower left edge labeled a8
and the upper right edge labeled a8, P4 contains all P which contains the lower left
edge labeled a8 and the upper right edge labeled a7. By Lemma 6.2, as sets, we
have
P1 ∼=
⊔
(λ1,··· ,λs)∈{0,1}s G(λ1,··· ,λs)(τ, a1),
P2 ∼=
⊔
(λ1,··· ,λs−1)∈{0,1}s−1 G(λ1,··· ,λs−1)(τ, a1),
P3 ∼=
⊔
(λ2,··· ,λs)∈{0,1}s−1 G(λ2,··· ,λs)(τ, a1),
P4 ∼=
⊔
(λ2,··· ,λs−1)∈{0,1}s−2 G(λ2,··· ,λs−1)(τ, a1).
Similarly, P(GT ′,ρ) = P ′1 unionsqP ′2 unionsqP ′3 unionsqP ′4, where P ′1 contains all P which contains
the lower left edge labeled a7 and the upper right edge labeled a8, P ′2 contains all
P which contains the lower left edge labeled a7 and the upper right edge labeled
a7, P ′3 contains all P which contains the lower left edge labeled a8 and the upper
right edge labeled a8, P ′4 contains all P which contains the lower left edge labeled
a8 and the upper right edge labeled a7. As sets, we have
P ′1 ∼=
⊔
(λ1,··· ,λs)∈{0,1}s G′(λ1,··· ,λs)(a1, τ ′),
P ′2 ∼=
⊔
(λ1,··· ,λs−1)∈{0,1}s−1 G′(λ1,··· ,λs−1)(a1, τ ′),
P ′3 ∼=
⊔
(λ2,··· ,λs)∈{0,1}s−1 G′(λ2,··· ,λs)(a1, τ ′),
P ′4 ∼=
⊔
(λ2,··· ,λs−1)∈{0,1}s−2 G′(λ2,··· ,λs−1)(a1, τ ′).
As cases (3,4), under the above isomorphisms, ψρ : Gλ(τ, a1)→ G′1−λ(a1, τ ′) gives
a partition bijection between P(GT,ρ) and P(GT ′,ρ) for λ = (λ1, · · · , λs), (λ1, · · · , λs−1),
(λ2, · · · , λs) or (λ2, · · · , λs−1). For any P ∈ Gλ(τ, a1) and P ′ ∈ G′1−λ(a1, τ ′), by
Lemma 6.6 the number of non-τ -mutable edges labeled a in P equals to the number
of non-τ ′-mutable edges labeled a in P ′ for any τ 6= a ∈ T . Moreover, the first/last
gluing edge of GT,ρ is in P if and only if the first/last gluing edge of GT ′,ρ in P
′.
In case (6), ρ = ζ. Up to a difference of relative orientation, GT,ρ and GT ′,ρ are
the following graphs, respectively,
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a2 a2 a2 a2 a2a4 a4 a4 a4
τ a1 τ a1 τ a1 τ
τ a1 τ a1 τ a1 τ
τ τa1 τa1 a1a1
a2 a4 a4 a4 a4a2a4 a2 a2 a2 a4
τ ′ a1a1 τ ′ a1 τ ′ a1 a1τ ′
τ ′ a1a1 τ ′ a1 τ ′ a1 a1τ ′
τ ′τ ′ τ ′a1 τ ′ τ ′a1 a1a1
We clearly have nτ (T, ρ) = nτ
′
(T ′, ρ).
Since GT,ρ is isomorphic to Hs(a1, τ) and GT ′,ρ is isomorphic to Hs+1(τ
′, a1). By
Lemma 6.2, as sets, we have P(GT,ρ) ∼=
⊔
(λ1,··· ,λs+1)∈{0,1}s+1 H′(λ1,··· ,λs+1)(a1, τ),
and P(GT ′,ρ) ∼=
⊔
(λ1,··· ,λs+1)∈{0,1}s+1 H(λ1,··· ,λs+1)(τ ′, a1).
We have the following observation.
6.7. Lemma. Let P ∈ H′(λ1,··· ,λs+1)(a1, τ) for some sequence (λ1, · · · , λs+1). We
assume λ0 = 1 in convention. Then for any i ∈ [1, s+ 1],
(1) the edge labeled a2 of the (2i− 1)-th tile is in P but non-τ -mutable if and only
if λi−1 = 1 and λi = 0;
(2) the edge labeled a4 of the (2i− 1)-th tile is in P but non-τ -mutable if and only
if λi = 0 and λi+1 = 1.
Proof. By symmetry, we shall only prove (1).
“Only If Part:” Since the edge labeled a2 of the (2i− 1)-th tile is in P but non-
τ -mutable, the edges labeled a1, a4 of the (2i − 2)-th tile and the edges labeled τ
of the (2i− 1)-th tile are not in P . Thus the edges labeled τ of the (2i− 3)-th tile
are in P . Therefore, λi−1 = 1 and λi = 0.
“If Part:” Since λi−1 = 1, the edges labeled τ of the (2i−3)-th tile are in P , and
hence the edges labeled a1 and a4 of the (2i− 2)-th tile are not in P . Since λi = 0,
the edges labeled τ of the (2i− 1)-th tile are not in P . Therefore, the edge labeled
a2 of the (2i− 1)-th tile is in P but non-τ -mutable. 
The following result can be verified similarly.
6.8. Lemma. Let P ∈ H(λ1,··· ,λs+1)(τ ′, a1) for some sequence (λ1, · · · , λs+1). We
assume λ0 = λs+2 = 0 in convention. Then for any i ∈ [1, s+ 2],
(1) the edge labeled a2 of the (2i− 1)-th tile is in P but non-τ ′-mutable if and only
if λi−1 = 0 and λi = 1;
(2) the edge labeled a4 of the (2i− 1)-th tile is in P but non-τ ′-mutable if and only
if λi = 1 and λi+1 = 0.
6.9. Lemma. Let P ∈ H′(λ1,··· ,λs+1)(a1, τ) and P ′ ∈ H(1−λ1,··· ,1−λs+1)(τ ′, a1). For
each edge τ 6= a ∈ T , the number of the non-τ -mutable edges labeled a in P equals
to the number of the non-τ ′-mutable edges labeled a in P ′.
Proof. By Lemma 2.2, if a 6= a2, a4, then the two numbers both are equal to 0. If
a = a2, by Lemma 6.7 and Lemma 6.8, for each i ∈ [1, s + 1], the edge labeled a2
of the (2i− 1)-th tile of GT,ρ is non-τ -mutable in P if and only if the edge labeled
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a2 of the (2i− 1)-th tile of GT ′,ρ is non-τ -mutable in P ′. By Lemma 6.8, the edge
labeled a2 of the (2(s + 2) − 1)-th tile of GT,ρ is not a non-τ -mutable edge in P .
Therefore, the result holds for a = a2. Similarly, the result holds for a = a4. 
ψρ : H′(λ1,··· ,λs+1)(a1, τ) → H(1−λ1,··· ,1−λs+1)(τ ′, a1) clearly gives a partition bi-
jection between P(GT,ρ) and P(GT ′,ρ). Moreover, for each P ∈ H′(λ1,··· ,λs+1)(a1, τ)
and P ′ ∈ H(1−λ1,··· ,1−λs+1)(τ ′, a1), by Lemma 6.9 the number of non-τ -mutable
edges labeled a in P equals to the number of non-τ ′-mutable edges labeled a in P ′
for any τ 6= a ∈ T .
In this case, since ρ = ζ, GT,ρ and GT ′,ρ have no first or last gluing edge.
In case (7), ρ and ζ have the same starting point. We may assume i = 4. Then
up to a difference of relative orientation, GT,ρ and GT ′,ρ are the following graphs,
respectively,
a2 a2 a2 a2 a2a4 a4 a4 a4
τ a1 τ a1 τ a1 τ
τ a1 τ a1 τ a1 τ
τ τa1
a4
τa1 a1a1
a1 a8
a7
a2 a4 a4 a4 a4a2a4 a2 a2 a2 a4
τ ′ a1a1 τ ′ a1 τ ′ a1 a1τ
′
τ ′ a1a1 τ ′ a1 τ ′ a1 a1τ ′
τ ′τ ′ τ ′a1 τ ′ τ ′
a4
a1 a1a1
τ ′ a8
a7
We clearly have nτ (T, ρ) = nτ
′
(T ′, ρ).
As GT,ρ can be obtained by gluing a tile with a graph which is isomorphic to
Hs(a1, τ), we have P(GT,ρ) = P1 unionsqP2, where P1 contains all P which contains the
upper right edge labeled a7, P2 contains all P which contains the upper right edge
labeled a8. By Lemma 6.2, as sets, we have
P1 ∼=
⊔
(λ1,··· ,λs+1)∈{0,1}s+1 H′(λ1,··· ,λs+1)(a1, τ),
P2 ∼=
⊔
(λ1,··· ,λs)∈{0,1}s H′(λ1,··· ,λs)(a1, τ).
Similarly, P(GT ′,ρ) = P ′1unionsqP ′2, where P ′1 contains all P which contains the upper
right edge labeled a7, P ′2 contains all P which contains the upper right edge labeled
a8. As sets, we have
P ′1 ∼=
⊔
(λ1,··· ,λs+1)∈{0,1}s+1 H(λ1,··· ,λs+1)(τ ′, a1),
P ′2 ∼=
⊔
(λ1,··· ,λs)∈{0,1}s H(λ1,··· ,λs)(τ ′, a1).
As case (6), under the above isomorphisms, ψρ : H′λ(a1, τ) → H1−λ(τ ′, a1) for
λ = (λ1, · · · , λs+1) or (λ1, · · · , λs) gives a partition bijection between P(GT,ρ) and
P(GT ′,ρ). For each P ∈ H′λ(a1, τ) and P ′ ∈ H1−λ(τ ′, a1), by Lemma 6.9 the
number of non-τ -mutable edges labeled a in P equals to the number of non-τ ′-
mutable edges labeled a in P ′ for each τ 6= a ∈ T . Moreover, the last gluing edge
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of GT,ρ is in P if and only if the last gluing edge of GT ′,ρ in P
′. Since ρ and ζ have
the same starting point, GT,ρ and GT ′,ρ do not have first gluing edge.
In case (8), up to a difference of relative orientation, GT,ρ and GT ′,ρ are the
following graphs, respectively,
a2 a2 a2 a2 a2a4 a4 a4 a4
τ a1 τ a1 τ a1 τ
τ a1 τ a1
a6
τ a1 τ
τ τa1
a4
a1
τa1 a1a1
a5 a2
a1 a8
a7
a2 a4 a4 a4 a4a2a4 a2 a2 a2 a4
τ ′ a1a1 τ ′ a1 τ ′ a1 a1τ
′
τ ′ a1
a1
τ ′ a1 τ ′ a1 a1τ ′
a6
τ ′
τ ′
τ ′
a2
τ ′a1 τ ′ τ ′
a4
a1 a1a1
a5
τ ′ a8
a7
We clearly have nτ (T, ρ) = nτ
′
(T ′, ρ).
Since GT,ρ can be obtained by gluing two tiles with a graph which is isomorphic
to Hs(a1, τ), we have P(GT,ρ) = P1 unionsqP2 unionsqP3 unionsqP4, where P1 contains all P which
contains the lower left edge labeled a6 and the upper right edge labeled a7, P2
contains all P which contains the lower left edge labeled a6 and the upper right
edge labeled a8, P3 contains all P which contains the lower left edge labeled a5
and the upper right edge labeled a7, P4 contains all P which contains the lower left
edge labeled a5 and the upper right edge labeled a8. By Lemma 6.2, as sets, we
have
P1 ∼=
⊔
(λ1,··· ,λs+1)∈{0,1}s+1 H′(λ1,··· ,λs+1)(a1, τ),
P2 ∼=
⊔
(λ1,··· ,λs)∈{0,1}s H′(λ1,··· ,λs)(a1, τ),
P3 ∼=
⊔
(λ2,··· ,λs+1)∈{0,1}s H′(λ1,··· ,λs+1)(a1, τ),
P4 ∼=
⊔
(λ2,··· ,λs)∈{0,1}s−1 H′(λ2,··· ,λs)(a1, τ).
Similarly, P(GT ′,ρ) = P ′1 unionsqP ′2 unionsqP ′3 unionsqP ′4, where P ′1 contains all P which contains
the lower left edge labeled a6 and the upper right edge labeled a7, P ′2 contains all
P which contains the lower left edge labeled a6 and the upper right edge labeled
a8, P ′3 contains all P which contains the lower left edge labeled a5 and the upper
right edge labeled a7, P ′4 contains all P which contains the lower left edge labeled
a5 and the upper right edge labeled a8. As sets, we have
P ′1 ∼=
⊔
(λ1,··· ,λs+1)∈{0,1}s+1 H(λ1,··· ,λs+1)(τ ′, a1),
P ′2 ∼=
⊔
(λ1,··· ,λs)∈{0,1}s H(λ1,··· ,λs)(τ ′, a1),
P ′3 ∼=
⊔
(λ2,··· ,λs+1)∈{0,1}s H(λ2,··· ,λs+1)(τ ′, a1),
P ′4 ∼=
⊔
(λ2,··· ,λs)∈{0,1}s−1 H(λ2,··· ,λs)(τ ′, a1).
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As cases (6,7), under the above isomorphisms, ψρ : H′λ(a1, τ) → H1−λ(τ ′, a1)
for λ = (λ1, · · · , λs+1), (λ1, · · · , λs), (λ2, · · · , λs+1) or (λ2, · · · , λs) gives a par-
tition bijection between P(GT,ρ) and P(GT ′,ρ). For each P ∈ H′λ(a1, τ) and
P ′ ∈ H1−λ(τ ′, a1), by Lemma 6.9 the number of non-τ -mutable edges labeled a in
P equals to the number of non-τ ′-mutable edges labeled a in P ′ for each τ 6= a ∈ T .
Moreover, the first/last gluing edge of GT,ρ is in P if and only if the first/last gluing
edge of GT ′,ρ in P
′.
6.3. Partition bijection between P(GT,ρ) and P(GT ′,ρ). Herein, we summarize
the discussion of Subsections 6.1 and 6.2. We recall that to give a partition bijection
ψρ from P(GT,ρ) to P(GT ′,ρ) is equivalent to associate each P ∈ P(GT,ρ) with
a non-empty subset ψρ(P ) ⊂ P(GT ′,ρ) such that ψρ(P1) = ψρ(P2) if ψρ(P1) ∩
ψρ(P2) 6= ∅ for any P1, P2 ∈ P(GT,ρ) and ∪P∈P(GT,ρ)ψρ(P ) = P(GT ′,ρ).
6.10. Lemma. To give a partition bijection ψρ from P(GT,ρ) to P(GT ′,ρ) and its
inverse ψ′ρ is equivalent to associate each P ∈ P(GT,ρ) with a non-empty subset
ψρ(P ) ⊂ P(GT ′,ρ) and each P ′ ∈ P(GT ′,ρ) with a non-empty subset ψ′ρ(P ′) ⊂
P(GT,ρ), which satisfy the following
(1) ψρ(P1) = ψρ(P2) if ψρ(P1) ∩ ψρ(P2) 6= ∅ for any P1, P2 ∈ P(GT,ρ).
(2) ψ′ρ(P
′
1) = ψ
′
ρ(P
′
2) if ψ
′
ρ(P
′
1) ∩ ψ′ρ(P ′2) 6= ∅ for any P ′1, P ′2 ∈ P(GT ′,ρ).
(3) P ′ ∈ ψρ(P ) if and only if P ∈ ψ′ρ(P ′).
Proof. (1) and (3) imply that ψρ is a partition bijection. (2) and (3) imply that
ψ′ρ is a partition bijection. Furthermore, (3) shows ψρ and ψ
′
ρ are inverse to each
other. 
6.11. Proposition. With the same notation as above, let T be a triangulation of
O and τ be an arc in T . We assume that τ ′ 6= ζ /∈ T is an arc in O. Let ρ be a
subcurve of ζ satisfying the assumptions at the beginning of this section. Then
(1) nτ (T, ρ) = nτ
′
(T ′, ρ).
(2) There is a partition bijection ψρ from P(GT , ρ) to P(GT ′ , ρ) and its inverse
ψ′ρ, which satisfy for any P ∈ P(GT , ρ) and P ′ ∈ ψρ(P ),
(a) P ∈ Pτν (GT,ρ) for some ν if and only if P ′ ∈ Pτ
′
−ν(GT ′,ρ);
(b) the number of non-τ -mutable edges labeled a in P equals to the number of
non-τ ′-mutable edges labeled a in P ′ for each τ 6= a ∈ T ;
(c) the first/last gluing edge of GT,ρ is in P if and only if the first/last gluing
edge of GT ′,ρ is in P
′.
Proof. We already proved the proposition in case O0 contains no orbifold points.
It can be seen that Lemmas 6.12, 6.13 hold for the unpunctured surface case.
Let O˜0 be the lift of O0 given in Subsection 6.1 and let ρ˜ be a curve in O˜0 lift by
ρ. Using the strategy at the beginning of this section, we divide ρ˜ into subcurves
ρ˜1, · · · , ρ˜s for some s. There are two possibilities: (I) O˜0 contains no orbifold point,
and (II) O˜0 contains orbifold points.
(I) O˜0 contains no orbifold point.
Given an arc τ˜ ∈ T˜0 with χ(τ˜) = τ , for each i ∈ [1, s], there is a partition
bijection ψρ˜i from P(GT˜0,ρ˜i) to P(Gµτ˜ T˜0,ρ˜i). For each P˜ ∈ P(GT˜0,ρ˜), by Proposition
2.7, we may write P˜ as (P˜i) for P˜i ∈ P(GT˜0,ρ˜i). According to Lemma 6.12 in the
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unpunctured surface case, (P˜ ′i ) is a perfect matching in P(Gµτ˜ T˜0,ρ˜) for P˜ ′i ∈ ψρ˜i(P˜i).
Thus, we can associate P˜ with a subset
ψτ˜ ,ρ˜(P˜ ) = {(P˜ ′i ) | P˜ ′i ∈ ψρ˜i(P˜i)} ⊂ P(Gµτ˜ T˜0,ρ˜).
For any P˜ = (P˜i), Q˜ = (Q˜i) ∈ P(GT˜0,ρ˜), if ψτ˜ ,ρ˜(P˜ ) ∩ ψτ˜ ,ρ˜(Q˜) 6= ∅, then ψτ˜ ,ρ˜i(P˜i) ∩
ψτ˜ ,ρ˜i(Q˜i) 6= ∅ for each i. Therefore, ψτ˜ ,ρ˜i(P˜i) = ψτ˜ ,ρ˜i(Q˜i) for each i. Consequently,
ψτ˜ ,ρ˜(P˜ ) = ψτ˜ ,ρ˜(Q˜).
Dually, we can associate P˜ ′ ∈ P(Gµτ˜ T˜0,ρ˜) with a subset
ψ′τ˜ ,ρ˜(P˜
′) = {(P˜i) | P˜i ∈ ψ′ρ˜i(P˜ ′i )} ⊂ P(GT˜0,ρ˜).
Moreover, ψ′τ˜ ,ρ˜(P˜
′) = ψ′τ˜ ,ρ˜(Q˜
′) if ψ′τ˜ ,ρ˜(P˜
′)∩ψ′τ˜ ,ρ˜(Q˜′) 6= ∅ for any P˜ ′, Q˜′ ∈ P(Gµτ˜ T˜0,ρ˜).
Since ψρ˜i and ψ
′
ρ˜i
are partition bijections inverse to each other, using Lemma
6.10, we have P˜ ∈ ψ′τ˜ ,ρ˜(P˜ ′) if and only if P˜ ′ ∈ ψτ˜ ,ρ˜(P˜ ). Therefore, by Lemma 6.10,
ψτ˜ ,ρ˜ and ψ
′
τ˜ ,ρ˜ are partition bijections inverse to each other. Moreover, for any i,
since conditions (b) and (c) hold for ψτ˜ ,ρ˜i and ψ
′
τ˜ ,ρ˜i
, we have the conditions (b)
and (c) hold for ψτ˜ ,ρ˜ and ψ
′
τ˜ ,ρ˜.
We recall that there are at most two arcs τ˜ in O˜0 such that χ(τ˜) = τ .
If such τ˜ uniquely exists, then µτ˜ T˜0 is the triangulation of O˜0 lift by µτT0.
Therefore, the partition maps ψτ˜ ,ρ˜ and ψ
′
τ˜ ,ρ˜ induce the required partition maps ψρ
and ψ′ρ. Since n
τ˜ (T˜0, ρ˜i) = n
τ˜ ′(µτ˜ T˜0, ρ˜i) for each i, we obtain n
τ (T, ρ) = nτ
′
(T ′, ρ).
If there are τ˜1 and τ˜2 such that χ(τ˜j) = τ for j = 1, 2, then µτ˜2µτ˜1 T˜0 is the
triangulation of O˜0 lift by µτT0. Thus, we have partition bijections ψτ˜1,ρ˜ and ψ′τ˜1,ρ˜
between P(GT˜0,ρ˜) and P(Gµτ˜1 T˜0,ρ˜), and partition bijections ψτ˜2,ρ˜ and ψ
′
τ˜2,ρ˜
between
P(Gµτ˜1 T˜0,ρ˜) and P(Gµτ˜2µτ˜1 T˜0,ρ˜). For each P˜ ∈ P(GT˜0,ρ˜), we associate with
ψρ˜(P˜ ) = {P˜ ′′ | P˜ ′′ ∈ ψτ˜2,ρ˜(P˜ ′) for some P˜ ′ ∈ ψτ˜1,ρ˜(P˜ )} ⊂ P(Gµτ˜2µτ˜1 T˜0,ρ˜).
Dually, for each P˜ ′′ ∈ P(Gµτ˜2µτ˜1 T˜0,ρ˜), we associate with
ψ′ρ˜(P˜
′′) = {P˜ | P˜ ∈ ψ′τ˜1,ρ˜(P˜ ′) for some P˜ ′ ∈ ψ′τ˜2,ρ˜(P˜ ′′)} ⊂ P(GT˜0,ρ˜).
We claim that ψρ˜ and ψ
′
ρ˜ are partition bijections inverse to each other.
If ψ′ρ˜(P˜
′′) ∩ ψ′ρ˜(Q˜′′) 6= ∅ for some P˜ ′′, Q˜′′ ∈ P(Gµτ˜2µτ˜1 T˜0,ρ˜), we may assume
P˜ ∈ ψ′ρ˜(P˜ ′′)∩ψ′ρ˜(Q˜′′), then P˜ ∈ ψ′τ˜1,ρ˜(P˜ ′)∩ψ′τ˜1,ρ˜(Q˜′) for some P˜ ′, Q˜′ which satisfy
P˜ ′ ∈ ψ′τ˜2,ρ˜(P˜ ′′) and Q˜′ ∈ ψ′τ˜2,ρ˜(Q˜′′). By Lemma 6.13 in the unpunctured surface
case, Q˜′ can be obtained from P˜ ′ by twists on some tiles with diagonals labeled
τ˜1, we may assume Q˜
′ =
∏
i∈I µpi P˜
′ for some I and pi. Then P˜ ′ =
∏
i∈I µpiQ˜
′.
We assume that pi corresponds to the tile G(pi) of Gµτ˜1 T˜0,ρ˜
. Then the diagonals of
G(pi), i ∈ I are labeled τ˜1.
For each R˜ ∈ ψ′ρ˜(P˜ ′′), R˜ ∈ ψ′τ˜1,ρ˜(R˜′) for some R˜′ which satisfies R˜′ ∈ ψ′τ˜2,ρ˜(P˜ ′′).
By Lemma 6.13 in the unpunctured surface case, R˜′ can be obtained from P˜ ′ by
twists on some tiles with diagonals labeled τ˜2, we may assume R˜
′ =
∏
j∈J µpj P˜
′
for some J and pj . Then P˜
′ =
∏
j∈J µpj R˜
′. We assume pj corresponds to the tile
G(pj) of Gµτ˜1 T˜0,ρ˜
. Then the diagonals of G(pj), j ∈ J are labeled τ˜2. Let O˜′ =
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i∈I µpiR˜
′. As the diagonals of G(pi), i ∈ I are labeled τ˜1, by Lemma 6.13 in the
unpunctured surface case, R˜ ∈ ψ′τ˜1,ρ˜(R˜′) = ψ′τ˜1,ρ˜(O˜′). Since τ˜1 and τ˜2 are not in the
same triangle in T˜0,
∏
i∈I µpi commutes with
∏
j∈J µpj . Thus, O˜
′ =
∏
j∈J µpj Q˜
′.
As the diagonals of G(pj), j ∈ J are labeled τ˜2 and Q˜′ ∈ ψ′τ˜2,ρ˜(Q˜′′), by Lemma
6.13 in the unpunctured surface case, O˜′ ∈ ψ′τ˜2,ρ˜(Q˜′′). Thus, R˜ ∈ ψ′ρ˜(Q˜′′) and
hence ψ′ρ˜(P˜
′′) ⊂ ψ′ρ˜(Q˜′′). It can be proved similarly the inverse inclusion holds.
Therefore, ψ′ρ˜(P˜
′′) = ψ′ρ˜(Q˜
′′). It can be proved similarly that ψρ˜(P˜ ) = ψρ˜(Q˜) if
ψρ˜(P˜ )∩ψρ˜(Q˜) 6= ∅. Moreover, since ψτ˜1,ρ˜ and ψ′τ˜1,ρ˜ are partition bijections inverse
to each other and ψτ˜2,ρ˜ and ψ
′
τ˜2,ρ˜
are partition bijections inverse to each other,
P˜ ′′ ∈ ψρ˜(P˜ ) if and only if P˜ ∈ ψ′ρ˜(P˜ ′′). Thus, the claim follows by Lemma 6.10.
Therefore, the partition maps ψρ˜ and ψ
′
ρ˜ induce the required partition maps ψρ
and ψρ. Since n
τ˜1(T˜0, ρ˜) = n
µτ˜1 τ˜1(µτ˜1 T˜0, ρ˜) and n
τ˜2(µτ˜1 T˜0, ρ˜) = n
µτ˜2 τ˜2(µτ˜2µτ˜1 T˜0, ρ˜),
we have nτ (T, ρ) = nτ
′
(T ′, ρ).
The above discussion implies that the result holds for all the surfaces with O0
admits at most one orbifold point.
(II) O˜0 contains orbifold points.
By the construction in Subsection 6.1, O˜0 contains at most one orbifold point.
In this case, it can be proved similarly by the unfolding of O˜0. 
6.12. Lemma. Let P = (Pi) ∈ P(GT,ζ). For any (P ′i ) such that P ′i ∈ ψζi(Pi), i ∈
[1, k], (P ′i ) forms a perfect matching of GT ′,ζ . Moreover, if uj /∈ Pj ∩Pj+1 for some
j ∈ [1, k − 1], then u′j /∈ P ′j ∩ P ′j+1, where uj are the gluing edges.
Proof. For any j ∈ [1, k − 1], since (Pi) ∈ P(GT,ζ), uj ∈ Pj ∪ Pj+1 by Proposition
2.7. Hence u′j ∈ P ′j ∪P ′j+1 by Proposition 6.11 (2.c). Therefore, by the dual version
of Proposition 2.7, (P ′i ) forms a perfect matching of GT ′,ζ . By Proposition 6.11
(2.c), if uj /∈ Pj ∩ Pj+1 for some j ∈ [1, k − 1], then u′j /∈ P ′j ∩ P ′j+1. 
The following observation would help us to prove Theorem 4.6.
6.13. Lemma. With the same notation as above,
(1) given P ∈ Pτν (GT,ρ) for some ν, for any P ′, Q′ ∈ ψρ(P ), Q′ can be obtained
from P ′ by twists on some tiles with diagonals labeled τ ′. Moreover, |ψρ(P )| =
2
∑
νl=1
νl . More precisely, for any νi = 1 and P
′ ∈ ψρ(P ), P ′ can twist on the
tile corresponding the i-th τ ′-equivalence class.
(2) given P ′ ∈ Pτν (GT ′,ρ) for some ν, for any P,Q ∈ ψ′ρ(P ′), Q can be obtained
from P by twists on some tiles with diagonals labeled τ . Moreover, |ψ′ρ(P ′)| =
2
∑
νl=1
νl . More precisely, for any νi = 1 and P ∈ ψ′ρ(P ′), P can twist on the
tile corresponding the i-th τ -equivalence class.
Proof. We shall only prove (1) by dually. From the proof of Proposition 6.11, it
suffices to prove the case that O0 contains no orbifold point. When O0 contains
no orbifold point, the result follows immediately by the constructions of partition
bijections in Subsection 6.2. 
The following observation are useful to prove Theorem 5.1.
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6.14. Lemma. With the same notation as above,
(1) P+(GT ′,ρ) ⊂ ψρ(P+(GT,ρ)), P−(GT ′,ρ) ⊂ ψρ(P−(GT,ρ)).
(2) P+(GT,ρ) ⊂ ψ′ρ(P+(GT ′,ρ)), P−(GT,ρ) ⊂ ψ′ρ(P−(GT ′,ρ)).
Proof. We shall only prove (1) because (2) can be proved dually. Since GT,ρ ∼=
GT˜0,ρ˜, GT ′,ρ
∼= GT˜ ′0,ρ˜ as graphs and the orientation of O˜0 is compatible with the
orientation of O0 under the map χ, it suffices to prove the result holds for the case
O0 contains no orbifold points. In such case, the result follows immediately by the
construction of the partition bijections in Subsection 6.2. 
6.15. Lemma. With the same notation as above,
(1) we assume that P ∈ P(GT,ρ) can twist on a tile G(p) with diagonal labeled
a = aq, q = 1, 2, 3, 4. If all τ -mutable edges pairs in P are labeled aq−1, aq+1,
then there exists P ′ ∈ ψρ(P ) so that the following hold
(a) P ′ can twist on G′(p), where G′(p) is the tile of GT ′,ρ determined by p.
(b) µpP
′ ∈ ψρ(µpP ).
(c) All τ ′-mutable edges pairs in P ′ are labeled aq−1, aq+1.
(d) n+p (a, P ) − m+p (a, ρ) = n+p (a, P ′) − m+p (a, ρ) and n−p (a, P ) − m−p (a, ρ) =
n−p (a, P
′)−m−p (a, ρ).
(2) we assume that P ′ ∈ P(GT ′,ρ) can twist on a tile G′(p) with diagonal labeled
a = aq, q = 1, 2, 3, 4. If all τ
′-mutable edges pairs in P ′ are labeled aq−1, aq+1,
then there exists P ∈ ψ′ρ(P ′) so that the following hold
(a) P can twist on G(p), where G(p) is the tile of GT,ρ determined by p.
(b) µpP ∈ ψ′ρ(µpP ′).
(c) All τ -mutable edges pairs in P are labeled aq−1, aq+1.
(d) n+p (a, P ) − m+p (a, ρ) = n+p (a, P ′) − m+p (a, ρ) and n−p (a, P ) − m−p (a, ρ) =
n−p (a, P
′)−m−p (a, ρ).
Proof. We shall only prove (1) because (2) can be proved dually.
We first consider the case that O is an unpunctured surface.
When a1 6= a3, a2 6= a4, by checking the partition bijection between P(GT,ρ) and
P(GT ′,ρ), it can be seen that the result holds.
When a1 = a3 or a2 = a4, we may assume a1 = a3. The cases (1,2,9) can be
verified similarly as the case a1 6= a3, a2 6= a4.
In case (6), a = a1 and P ∈ H′(λ1,··· ,λs+1)(a1, τ) for some λ ∈ {0, 1}s+1. Thus,
ψρ(P ) = H(1−λ1,··· ,1−λs+1)(τ ′, a1). We assume that G(p) is the (2i−1)-th tile. Then
µpP ∈ H′(λ1,··· ,λi−1,1−λi,λi+1,··· ,λs+1)(a1, τ). For any P ′ ∈ ψρ(P ), P ′ can twist on
G′(p), the 2i-th tile of GT ′,ρ, and µpP ′ ∈ H(1−λ1,··· ,λi,··· ,1−λs+1)(τ ′, a1) = ψρ(µpP ).
Let P ′ ∈ ψρ(P ) so that all the τ ′-mutation edges pairs are labeled a2, a4. Then
n+p (a, P )−m+p (a, ρ) = n+p (a, P ′)−m+p (a, ρ) = s+ 1− i and n−p (a, P )−m−p (a, ρ) =
n−p (a, P
′)−m−p (a, ρ) = i− 1.
In case (7), if a = a1, then the result can be proved similarly as case (6). If
a 6= a1, then a = a4 and G(p) is the last tile of GT,ρ.
If the upper right edge labeled a8 of G(p) is in P , then P ∈ H′(λ1,··· ,λs)(a1, τ) for
some λ ∈ {0, 1}s. Thus ψρ(P ) = H(1−λ1,··· ,1−λs)(τ ′, a1). We have the upper right
edge labeled a8 of G
′(p) is in P ′ for any P ′ ∈ ψρ(P ), where G′(p) is the last tile of
GT ′,ρ. Thus, P
′ can twist on the tile G′(p) for any P ′ ∈ ψρ(P ). Let P ′ ∈ ψρ(P ) such
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that all the τ ′-mutation edges pairs are labeled a1. Since µpP ∈ H′(λ1,··· ,λs,1)(a1, τ)
and µpP
′ ∈ H(1−λ1,··· ,1−λs,1)(τ ′, a1), µpP ′ ∈ ψρ(µpP ).
If the upper right edge labeled a7 of G(p) is in P , then the upper right edge
labeled a8 of G(p) is in µpP . Change the roles of P and µpP , this case can be
proved as the above case.
In both cases, by Lemma 6.7 and Lemma 6.8, the edge labeled a4 of the (2i−1)-
th tile of GT,ρ is non-τ -mutable in P if and only if the edge labeled a4 of the
(2i + 1)-th tile of GT ′,ρ is non-τ
′-mutable in P ′, we have n+p (a, P ) − m+p (a, ρ) =
n+p (a, P
′) −m+p (a, ρ) and n−p (a, P ) −m−p (a, ρ) = n−p (a, P ′) −m−p (a, ρ), note that
the edge of the first tile of GT ′,ρ labeled a4 can not be a non-τ
′-mutable edge.
Therefore, the result holds in case (7).
For case (8), the result can be proved similarly to cases (6) and (7). Therefore, the
result follows in cases (4,5,6). Dually, the result can be proved in cases (10,11,12).
The cases (3,4,5) can be proved similarly.
Dually, the result can be verified if we change the roles of τ and τ ′. Therefore,
the result follows in case O contains no orbifold point.
We now consider the case that O contains orbifold points. From the proof of
Proposition 6.11, ψρ and ψ
′
ρ are induced by two partition bijections ψ˜ρ˜ and ψ˜
′
ρ˜,
where ρ˜ is an arc in an unpunctured surface. Therefore, the result follows by the
corresponding result for ψ˜ρ˜ and ψ˜
′
ρ˜.
The proof is complete. 
7. Proof of the Theorem 4.6
In this section, the proof of Theorem 4.6 will be given. We follow the idea
in [19, 20]. More precisely, let γ be an oriented arc, ζ be the corresponding arc
and ζi, i ∈ [1, k] be the subcurves of ζ constructed at the beginning of Section 6.
Then the partition bijection between P(GT,γ) and P(GT ′,γ) is constructed by the
partition bijections between P(GT,ζi) and P(GT ′,ζi).
7.1. Proof of the Theorem 4.6 (1). By Proposition 2.7, we would write a perfect
matching P ∈ P(GT,γ) as (Pi) in the sequel. We arrange the order of τ -equivalence
classes in GT,ζi according to the orientation of ζ. By Lemma 6.1, for any perfect
matching P of GT,γ , P ∈ Pτν (GT,γ) for some sequence ν. By the truncation of ζ, ν
can be truncated as ν1, · · · , νk so that Pi ∈ Pτνi(GT,ζi) for any i ∈ [1, k]. Similarly,
we would write P ′ ∈ P(GT ′,γ) as (P ′i ) with P ′i ∈ P(GT ′,ζi).
For a sequence ν = (νl) ∈ ST,ζ , as in [19, 20], we define ν-pairs as follows. Firstly,
choose a pair (νs, νt), s < t satisfies (1) νsνt = −1; (2) νl = 0 for all s < l < t; (3)
νlνs ≥ 0 for all l < s, and we call {s, t} a ν-pair. Then delete νs, νt from (νl), we
get a sequence (ν′l) and we do the same step on (ν
′
l) as on (νl). Particularly, the
set of ν-pairs is empty if {s, t} does not exist in the first step. It is easy to see the
set of ν-pairs equals to the set of (−ν)-pairs.
Let P ∈ Pτν (GT,γ) for some ν. If νs = −1, then the s-th τ -equivalence class in
GT,γ corresponds to a diagonal of a tile, denote by G(pls), of GT,γ . We similarly
denote by G′(plt) the tile of GT ′,γ which corresponds to the t-th τ
′-equivalence
class. Let pi(P ) be the subset of P(GT ′,γ) containing all P ′ = (P ′i ) such that
POSITIVITY FOR QUANTUM CLUSTER ALGEBRAS FROM UNPUNCTURED ORBIFOLDS33
P ′i ∈ ψζi(Pi) and the edges in P ′ ∩ E(G′(plt)) have the same labels with the edges
in P ∩ E(G(pls)) for any ν-pair {s, t} with νt = 1.
Dually, change the roles of τ and τ ′, for any P ′ ∈ Pτ ′ν (GT ′,γ), let pi′(P ′) be the
subset of P(GT,γ) containing all P = (Pi) such that Pi ∈ ψ′ζi(P ′i ) and the edges in
P ∩E(G(pls)) have the same labels with the edges in P ′∩E(G′(plt)) for any ν-pair
{s, t} with νs = 1.
We have the following characterization of pi(P ) for P ∈ Pτν (GT,γ).
7.1. Proposition. With the same notation as above, we assume τ ′ 6= γ /∈ T .
For any P ∈ Pτν (GT,γ), we have |pi(P )| = 2max{0,
∑
νl}. More precisely, for each
s ∈ [1,∑ νl] not in a ν-pair with νs = 1 and P ′ ∈ P(GT ′,γ), P ′ can twist on the tile
G′ls . Moreover, any two perfect matchings in pi(P ) can obtained from each other by
such kind of twists.
Proof. It follows by the construction of pi(P ) and Lemma 6.13. 
Given ν with
∑
νl ≥ 0, let d =
∑
νl. Let s1, · · · , sd be the indices in order
such that νsi = 1 and si is not in a ν-pair for i ∈ [1, d]. Given P ∈ Pτν (GT,γ), by
Proposition 7.1, for each λ ∈ {0, 1}
∑
νl , there uniquely exists P ′(λ) ∈ pi(P ) such
that the edges of G′(plsi ) labeled a1, a3 are in P
′(λ) when λi = 1 and the edges
of G′(plsi ) labeled a2, a4 are in P
′(λ) when λi = 0 for i ∈ [1,
∑
νl]. Dually, given
P ′ ∈ Pτ ′ν (GT ′,γ), for each λ ∈ {0, 1}d, there uniquely exists P (λ) ∈ pi′(P ′) such
that the edges of G(plsi ) labeled a1, a3 are in P (λ) when λi = 1 and the edges of
G(plsi ) labeled a2, a4 are in P (λ) when λi = 0 for i ∈ [1,
∑
νl].
We are now ready to prove Theorem 4.6 (1).
Proof of Theorem 4.6 (1): For any P = (Pi), Q = (Qi) ∈ P(GT,γ) with
pi(P ) ∩ pi(Q) 6= ∅, we have ψζi(Pi) ∩ ψζi(Qi) 6= ∅ for any i and P ∩ E(G(pls)) =
Q∩E(G(pls)) for all ν-pair {s, t} with νs = −1. Since ψζi are partition bijections,
ψζi(Pi) = ψζi(Qi). Therefore, by the construction of pi, we have pi(P ) = pi(Q).
Dually, we have pi′(P ′) = pi′(Q′) if pi′(P ′)∩pi′(Q′) 6= ∅ for any P ′, Q′ ∈ P(GT ′,γ).
Given P ∈ P(GT,γ) and P ′ ∈ pi(P ), since the set of ν-pairs is the same as the set
of (−ν)-pairs and ψζi and ψ′ζi are partition bijections inverse to each other, we have
P ∈ pi′(P ′). Dually, we have P ′ ∈ pi(P ) for any P ′ ∈ P(GT ′,γ) and P ∈ P(GT,γ)
with P ∈ pi′(P ′).
By Lemma 6.10 and Proposition 7.1, the result follows. 
7.2. Proof of the Theorem 4.6 (2). Herein, we prove Theorem 4.6 (2). We
follow the strategy in [20].
7.2. Lemma. (1) Let Q ∈ Pτν (GT,γ) for
∑
νl ≥ 0 and Q′ ∈ pi(Q) corresponding to
some λ ∈ {0, 1}
∑
νl as in Proposition 7.1.
(a) If λ = (0, 0, · · · , 0), then ⊕P ′∈pi(Q) yT ′(P ′) = yT ′(Q′) · (1⊕ yT ′τ ′ )∑ νl in P.
(b) If λ = (1, 1, · · · , 1), then ⊕P ′∈pi(Q) yT ′(P ′) = yT ′(Q′) · (1⊕ yTτ )∑ νl in P.
(2) Let Q′ ∈ Pτ ′ν (GT ′,γ) for
∑
νl ≥ 0 and Q ∈ pi′(Q′) corresponding to some
λ ∈ {0, 1}
∑
νl as in Proposition 7.1.
(a) If λ = (0, 0, · · · , 0), then ⊕P∈pi′(Q′) yT (P ) = yT (Q) · (1⊕ yT ′τ ′ )∑ νl in P.
(b) If λ = (1, 1, · · · , 1), then ⊕P∈pi′(Q′) yT (P ) = yT (Q) · (1⊕ yTτ )∑ νl in P.
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Proof. The proof is the same as that of [20, Lemma 7.7]. 
7.3. Lemma. With the same notation as above, we assume τ ′ 6= γ /∈ T . Suppose
that P ∈ Pτν (GT,γ) can twist on a tile G(p) with diagonal labeled ς. We assume
S1, S2 ∈ P so that Q ∈ S1 and µpQ ∈ S2. If ς 6= a1, a2, a3, a4, τ , then in P,⊕
P∈S1 y
T (P )⊕
P ′∈pi(S1) y
T ′(P ′)
=
⊕
P∈S2 y
T (P )⊕
P ′∈pi(S2) y
T ′(P ′)
.
Proof. The proof is the same as that of [20, Lemma 7.8]. 
7.4. Lemma. With the same notation as above, we assume τ ′ 6= γ /∈ T . Suppose
that P ∈ Pτν (GT,γ) can twist on a tile G(plt) with diagonal labeled τ . We assume
S1, S2 ∈ P so that Q ∈ S1 and µpltQ ∈ S2. Then in P,⊕
P∈S1 y
T (P )⊕
P ′∈pi(S1) y
T ′(P ′)
=
⊕
P∈S2 y
T (P )⊕
P ′∈pi(S2) y
T ′(P ′)
.
Proof. The proof is the same as the proof of [20, Lemma 7.9]. 
7.5. Lemma. With the same notation as above, we assume τ ′ 6= γ /∈ T . Let Q be a
perfect matching of GT,γ that can twist on a tile G(p) with diagonal labeled a = aq
for q = 1, 2, 3, 4. We assume S1, S2 ∈ P so that Q ∈ S1 and µpQ ∈ S2. If all the
τ -mutable edges pairs in Q are labeled aq−1, aq+1, then in P,⊕
P∈S1 y
T (P )⊕
P ′∈pi(S1) y
T ′(P ′)
=
⊕
P∈S2 y
T (P )⊕
P ′∈pi(S2) y
T ′(P ′)
.
Proof. We may assume that the edge labeled τ of G(p) is in Q. We write Q as
(Qi) and assume that G(p) is a tile of GT,ζj for some j. Thus µpQ = (µpQi) with
µpQi = Qi for i 6= j. By Lemma 6.15, there exists Q′j ∈ ψζj (Qj) satisfies (a) Q′j
can twist on G′(p), (b) µpQ′j ∈ ψζj (µpQj), (c) all τ ′-mutable edges pairs in Q′j
are labeled aq−1, aq+1. For each i 6= j, since all the τ -mutable edges pairs in Q
are labeled aq−1, aq+1, by Lemma 6.13, we can choose Q′i ∈ ψζi(Qi) such that all
τ ′-mutation edges pairs in Q′i are labeled aq−1, aq+1. Since all τ -mutable edges
pairs in Q are labeled aq−1, aq+1, all τ -mutable edges pairs in µpQ are labeled
aq−1, aq+1. By the constructions of pi(Q) and pi(µpQ), we have Q′ = (Q′i) ∈ pi(Q)
and Q′′ = (µpQ′i) ∈ pi(µpQ), here µpQ′i = Q′i for i 6= j. Clearly, µpQ′ = Q′′. We
assume µpQ ∈ Pτν′(GT,γ). It is clear
∑
νl >
∑
ν′l and |bTτaq | =
∑
νl −
∑
ν′l .
(I) In case
∑
νl ≥ 0 and
∑
ν′l ≥ 0, we have S1 = {Q} and S2 = {µpQ}.
If a = a1, a3, since all mutation edges pairs in Q
′ and Q′′ are labeled a2, a4,
Q′ and Q′′ correspond to (0, 0, · · · , 0) ∈ {0, 1}
∑
νl and (0, 0, · · · , 0) ∈ {0, 1}
∑
ν′l ,
respectively. By Lemma 7.2,⊕
P ′∈pi(S1) y
T ′(P ′) = yT
′
(Q′) · (1⊕ yT ′τ ′ )
∑
νl ,
and ⊕
P ′∈pi(S2) y
T ′(P ′) = yT
′
(Q′′) · (1⊕ yT ′τ ′ )
∑
ν′l .
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By Lemma 4.3, y
T ′ (Q′)
yT ′ (Q′′)
= yT
′
aq and
yT (Q)
yT (µpQ)
= yTaq . Since y
T ′
τ ′ = (y
T
τ )
−1 and
yT
′
aq = y
T
aq · (yTτ )
∑
νl−
∑
ν′l · (1⊕ yTτ )
∑
ν′l−
∑
νl ,
yTaq = y
T ′
aq · (1⊕ yT
′
τ ′ )
∑
νl−
∑
ν′l . Thus, the result follows in this case.
If a = a2, a4, since all mutation edges pairs in Q
′ and Q′′ are labeled a1, a3,
Q′ and Q′′ correspond to (1, 1, · · · , 1) ∈ {0, 1}
∑
νl and (1, 1, · · · , 1) ∈ {0, 1}
∑
ν′l ,
respectively. By Lemma 7.2,⊕
P ′∈pi(S1) y
T ′(P ′) = yT
′
(Q′) · (1⊕ yTτ )
∑
νl ,
and ⊕
P ′∈pi(S2) y
T ′(P ′) = yT
′
(Q′′) · (1⊕ yTτ )
∑
ν′l .
By Lemma 4.3, y
T ′ (Q′′)
yT ′ (Q′)
= yT
′
aq and
yT (µpQ)
yT (Q)
= yTaq . Because of y
T ′
aq = y
T
aq · (1 ⊕
yTτ )
∑
νl−
∑
ν′l , the result follows in this case.
(II) In case
∑
νl ≥ 0 and
∑
ν′l < 0, we have S1 = {Q} and pi(S2) = {Q′′}.
If q = 1, 3, since all mutation edges pairs in Q′ and µpQ are labeled a2, a4, Q′
and µpQ correspond to (0, 0, · · · , 0) ∈ {0, 1}
∑
νl and (0, 0, · · · , 0) ∈ {0, 1}−
∑
ν′l ,
respectively. By Lemma 7.2,⊕
P ′∈pi(S1) y
T ′(P ′) = yT
′
(Q′) · (1⊕ yT ′τ ′ )
∑
νl ,
and ⊕
P∈S2 y
T (P ) = yT (µpQ) · (1⊕ yT ′τ ′ )−
∑
ν′l .
By Lemma 4.3, y
T ′ (Q′)
yT ′ (Q′′)
= yT
′
aq and
yT (Q)
yT (µpQ)
= yTaq . Since y
T ′
τ ′ = (y
T
τ )
−1 and
yT
′
aq = y
T
aq · (yTτ )
∑
νl−
∑
ν′l · (1⊕ yTτ )
∑
ν′l−
∑
νl ,
yTaq = y
T ′
aq · (1⊕ yT
′
τ ′ )
∑
νl−
∑
ν′l , and hence
yT (µpQ) · (1⊕ yT ′τ ′ )−
∑
ν′l
yT (Q)
=
yT
′
(Q′′)
yT ′(Q′) · (1⊕ yT ′τ ′ )
∑
νl
.
Thus, the result follows in this case.
If q = 2, 4, since all mutation edges pairs in Q′ and µpQ are labeled a1, a3, Q′
and µpQ correspond to (1, 1, · · · , 1) ∈ {0, 1}
∑
νl and (1, 1, · · · , 1) ∈ {0, 1}−
∑
ν′l ,
respectively. By Lemma 7.2,⊕
P ′∈pi(S1) y
T ′(P ′) = yT
′
(Q′) · (1⊕ yTτ )
∑
νl ,
and ⊕
P∈S2 y
T (P ) = yT (µpQ) · (1⊕ yTτ )−
∑
ν′l .
By Lemma 4.3, y
T ′ (Q′′)
yT ′ (Q′)
= yT
′
aq and
yT (µpQ)
yT (Q)
= yTaq . Because of y
T ′
aq = y
T
aq · (1 ⊕
yTτ )
∑
νl−
∑
ν′l , the result follows in this case.
(III) In case
∑
νl < 0 and
∑
ν′l < 0, change the roles of T and T
′, the result
follows by the similar discussion in the case
∑
νl,
∑
ν′l ≥ 0. 
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7.6. Lemma. With the same notation as above, we assume that τ ′ 6= γ /∈ T . Let Q
be a perfect matching of GT,γ that can twist on a tile G(p) with diagonal labeled aq
for q = 1, 2, 3, 4. We assume that S1, S2 ∈ P so that Q ∈ S1 and µpQ ∈ S2. Then
in P, we have ⊕
P∈S1 y
T (P )⊕
P ′∈pi(S1) y
T ′(P ′)
=
⊕
P∈S2 y
T (P )⊕
P ′∈pi(S2) y
T ′(P ′)
.
Proof. After Q twists on the tiles G which satisfy the diagonals labeled τ and the
edges labeled aq, aq+2 are in Q, we obtain a perfect matching R which satisfies the
conditions of Lemma 7.5. Then the result follows by Lemmas 7.5 and 7.4. 
In summary, we have the following proposition.
7.7. Proposition. With the same notation as above, we assume that τ ′ 6= γ /∈ T .
Let Q be a perfect matching of GT,γ that can twist on a tile G(p). We assume that
S1, S2 ∈ P so that Q ∈ S1 and µpQ ∈ S2. Then in P, we have⊕
P∈S1 y
T (P )⊕
P ′∈pi(S1) y
T ′(P ′)
=
⊕
P∈S2 y
T (P )⊕
P ′∈pi(S2) y
T ′(P ′)
.
Proof. It follows immediately by Lemma 7.3, Lemma 7.4 and Lemma 7.6. 
As a corollary of Proposition 7.7, the following theorem follows.
7.8. Theorem. With the same notation as above, we assume that τ ′ 6= γ /∈ T .
(1) For any S ∈ P, we have⊕
P∈S y
T (P )⊕
P ′∈pi(S) yT
′(P ′)
=
⊕
P∈P(GT,γ) y
T (P )⊕
P ′∈P(GT ′,γ) y
T ′(P ′)
.
(2) For any S′ ∈ P′, we have⊕
P∈pi′(S′) y
T (P )⊕
P ′∈S′ yT
′(P ′)
=
⊕
P∈P(GT,γ) y
T (P )⊕
P ′∈P(GT ′,γ) y
T ′(P ′)
.
Proof. We shall only prove (1) because (2) can be proved dually. By Lemma 2.6 and
Proposition 7.7,
⊕
P∈S1 y
T (P )⊕
P ′∈pi(S1) y
T ′ (P ′)
=
⊕
P∈S2 y
T (P )⊕
P ′∈pi(S2) y
T ′ (P ′)
for any S1, S2 ∈ P. Therefore,
the result follows. 
Proof of Theorem 4.6 (2): By Propositions 6.11 (2.b), 7.1, Lemma 4.3 and
Theorem 7.8, the proof is the same as that of Theorem 4.6 (2) in [20]. 
8. Proof of Theorem 5.1
8.1. Valuation maps on P(GT,γ). Herein, the valuation maps v+, v− : P(GT,γ)→
Z constructed in [19, 20] will be generalized to the orbifold case. We will prove
v+ = v−, which is the required v in Theorem 5.1. Throughout this section let O be
an unpunctured orbifold and T be a triangulation. Let γ be an oriented arc in O
and ζ be the corresponding ordinary arc which crosses T with points p1, · · · , pd in
order. We assume that p1, · · · , pd belong to the arcs τi1 , · · · , τid , respectively in T .
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8.1. Lemma. [20, Lemma 6.1] If P ∈ P(GT,γ) can twist on G(ps), then µpsP can
twist on G(ps), and µpsµpsP = P .
8.2. Lemma. If P ∈ P(GT,γ) can twist on G(ps) and G(pt) for some s, t so that
|s− t| > 1, then
(1) µpsP and µptP can twist on G(pt) and G(ps), respectively, and
µpsµptP = µptµpsP.
(2) Ω(ps, P ) + Ω(pt, µpsP ) = Ω(pt, P ) + Ω(ps, µptP ).
Proof. (1) This is Lemma 6.2 (1) in [19].
(2) As Ω(p,Q) = −Ω(p, µpQ) for any Q which can twist on G(p), we may as-
sume that the edges of G(ps) and G(pt) which are labeled a2s , a4s and a2t , a4t ,
respectively, in Definition 3.4 belong to P .
In case τis and τit are not in a same triangle in T or τis = τit , we have
n±ps(τis , P ) = n
±
ps(τis , µptP ), and n
±
pt(τit , P ) = n
±
pt(τit , µpsP ). Thus,
Ω(ps, P ) + Ω(pt, µpsP )
= [n+ps(τis , P )−m+ps(τis , γ)− n−ps(τis , P ) +m−ps(τis , γ)]dT (τis)
+ [n+pt(τit , µpsP )−m+pt(τit , γ)− n−pt(τit , µpsP ) +m−pt(τit , γ)]dT (τit)
= [n+ps(τis , µptP )−m+ps(τis , γ)− n−ps(τis , µptP ) +m−ps(τis , γ)]dT (τis)
+ [n+pt(τit , P )−m+pt(τit , γ)− n−pt(τit , P ) +m−pt(τit , γ)]dT (τit)
= Ω(ps, µptP ) + Ω(pt, P ).
As Ω(p,Q) = −Ω(p, µpQ) for any Q which can twist on G(p), the following
equalities are equivalence
Ω(ps, P ) + Ω(pt, µpsP ) = Ω(pt, P ) + Ω(ps, µptP ),
Ω(ps, µpsP ) + Ω(pt, P ) = Ω(pt, µpsP ) + Ω(ps, µpsµptP ),
Ω(ps, µptP ) + Ω(pt, µpsµptP ) = Ω(pt, µptP ) + Ω(ps, P ).
In case τis and τit are in a same triangle in T , we therefore shall assume that
the edges labeled τit and τis of G(ps) and G(pt), respectively are in P , because
otherwise P can twists on some tiles to make the assumption holds. Without loss
of generality, assume that s < t and τit is counterclockwise to τis in the triangle of
T . Then we have n+ps(τis , µptP ) = n
+
ps(τis , P )− |bTisit |, n−ps(τis , µptP ) = n−ps(τis , P )
and n+pt(τit , µpsP ) = n
+
pt(τit , P ), n
−
pt(τit , µpsP ) = n
−
pt(τit , P ) − |bTitis |. As BT is
skew-symmetrizable, d(τis)b
T
isit
= −d(τit)bTitis . Thus,
Ω(ps, P ) + Ω(pt, µpsP )
= [n+ps(τis , P )−m+ps(τis , γ)− n−ps(τis , P ) +m−ps(τis , γ)]dT (τis)
− [n+pt(τit , µpsP )−m+pt(τit , γ)− n−pt(τit , µpsP ) +m−pt(τit , γ)]dT (τit)
= [n+ps(τis , µptP ) + |bTisit | −m+ps(τis , γ)− n−ps(τis , µptP ) +m−ps(τis , γ)]dT (τis)
− [n+pt(τit , P )−m+pt(τit , γ)− n−pt(τit , P ) + |bTitis |+m−pt(τit , γ)]dT (τit)
= Ω(ps, µptP ) + Ω(pt, P ).
The proof is complete. 
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8.3. Lemma. [19, Lemma 6.4] Let P be a perfect matching of GT,γ . Suppose that
(pi1 , · · · , pir ) is a sequence so that µpit−1 · · ·µpi1 can twist on G(pit) for 1 ≤ t ≤ r
and µpir · · ·µpi1P = P . Then
(1) there exists 2 ≤ t ≤ r such that pit = pi1 .
(2) There exist t < t′ such that pit′ = pit and pis′ 6= pis for any s′ 6= s with
t < s, s′ < t′; in this case, |is − it| > 1 for any s satisfies t < s < t′.
8.4. Theorem. Let (O,M) be an unpunctured orbifold, γ be an oriented arc in O
and T be an indexed triangulation of O. Then
(1) there uniquely exists a maximal valuation map v+ : P(GT,γ)→ Z satisfying
(a) (initial condition) v+(P+(GT,γ)) = 0.
(b) (iterated relation) If P ∈ P(GT,γ)) can twist on G(p), then
v+(P )− v+(µpP ) = Ω(p, P ).
(2) There uniquely exists a minimal valuation map v− : P(GT,γ)→ Z satisfying
(a) (initial condition) v−(P−(GT,γ)) = 0.
(b) (iterated relation) If P ∈ P(GT,γ)) can twist on G(p), then
v−(P )− v−(µpP ) = Ω(p, P ).
Proof. By Lemma 8.2 and Lemma 8.3, the proof is similar to that of [19, Theorem
6.5] and [20, Theorem 8.4]. 
8.2. v+ = v−. Herein, we prove v+ = v− and Theorem 5.1. By definition, XT
′
τ ′ =
(XT )−eτ+(b
T
τ )++(XT )−eτ+(b
T
τ )− . We denote (XT )−eτ+(b
T
τ )± by
∏
± for convenience.
Let d be a non-negative integer. For any sequence λ = (λ1, · · · , λd) ∈ {0, 1}d,
denote by n(λ) the integer so that
Z1Z2 · · ·Zd = qn(λ)/2(XT )−deτ+(
∑
λi)(b
T
τ )−+(d−
∑
λi)(b
T
τ )+ ,
where
Zi =
{ ∏
−, if λi = 1,∏
+, if λi = 0.
Clearly, n(λ) = 0 if all λi = 1 or all λi = 0. Using the notation of n(λ), we have
(XT
′
τ ′ )
d =
∑
λ q
n(λ)/2(XT )−deτ+(
∑
λi)(b
T
τ )−+(d−
∑
λi)(b
T
τ )+ .
The following lemma generalizes [20, Lemma 8.5] from the surface to orbifold.
8.5. Lemma. With the same notation as above, for any i ∈ [1, d], if λ and λ′ satisfy
λj = λ
′
j for j 6= i and λi = 1, λ′i = 0, then
n(λ)− n(λ′) = (d− 2i+ 1)dT (τ),
where dT (τ) is the integer determined by the compatibility of (B˜T ,ΛT ).
Proof. We assume Z1Z2 · · ·Zi−1 = qd1/2(XT )~a and Zi+1 · · ·Zd = qd2/2(XT )~b for
some d1, d2 ∈ Z and ~a,~b ∈ Zm, where
Zj =
{ ∏
−, if λj = 1,∏
+, if λj = 0.
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Thus, we have ~a = −(i − 1)eτ + (
∑
j<i λj)(b
T
τ )− + (i − 1 −
∑
j<i λj)(b
T
τ )+, and
~b = −(d− i)eτ + (
∑
j>i λj)(b
T
τ )− + (d− i−
∑
j>i λj)(b
T
τ )+.
According to the definitions of n(λ) and n(λ′), we obtain
qd1/2(XT )~a ·∏− ·qd2/2(XT )~b = qn(λ)/2(XT )−deτ+(∑λi)(bTτ )−+(d−∑λi)(bTτ )+ ,
qd1/2(XT )~a ·∏+ ·qd2/2(XT )~b = qn(λ′)/2(XT )−deτ+(∑λ′i)(bTτ )−+(d−∑λ′i)(bTτ )+ .
Thus,
n(λ) = d1 + d2 + Λ
T (~a,~b) + ΛT (~a, (bTτ )−) + Λ
T ((bTτ )−,~b),
and
n(λ′) = d1 + d2 + ΛT (~a,~b) + ΛT (~a, (bTτ )+) + Λ
T ((bTτ )+,
~b).
Consequently,
n(λ)− n(λ′) = ΛT (~a−~b, (bTτ )− − (bTτ )+)
= ΛT (~a−~b,−bTτ )
= ΛT (bTτ ,~a−~b)
= [d− i− (i− 1)]dT (τ) = (d− 2i+ 1)dT (τ),
where the last second equality follows by the compatibility of (B˜T ,ΛT ). 
We denote by v′± the maximal and minimal valuation maps on P(GT ′,γ), which
exist by Theorem 8.4. For P ′ ∈ Pτ ′ν (GT ′,γ) such that d =
∑
νl ≥ 0, let P (λ) ∈
pi′(P ′) corresponding to λ ∈ {0, 1}d as in Proposition 7.1.
8.6. Lemma. [19, Lemma 6.9] With the same notation as above, we assume P ′ ∈
Pτ ′ν (GT ′,γ) so that
∑
νl ≥ 0. Then
(1) the following are equivalent.
(a) qv
′
+(P
′)/2XT
′
(P ′) =
∑
P∈pi′(P ′) q
v+(P )/2XT (P );
(b) v′+(P
′) = v+(P (0, 0, · · · , 0));
(c) v′+(P
′) = v+(P (1, 1, · · · , 1)).
(2) The following are equivalent.
(a) qv
′
−(P
′)/2XT
′
(P ′) =
∑
P∈pi′(P ′) q
v−(P )/2XT (P );
(b) v′−(P
′) = v−(P (0, 0, · · · , 0));
(c) v′−(P
′) = v−(P (1, 1, · · · , 1)).
Proof. Using Lemma 8.5, the proof is the same as that of Lemma 6.9 in [19]. 
8.7. Lemma. With the same notation as above, let P = P±(GT,γ) ∈ Pτν (GT,γ) for
some ν. If νi < 0 for some i, then νj ≤ 0 for any j.
Proof. Without loss of generality, we may assume P = P+(GT,γ). We assume
νj > 0 for some j. Then the j-th τ -equivalence class is of type (I,IV). Since νi < 0
and the edges in P are boundary edges, the i-th τ -equivalence class is of type (I,III).
We denote the endpoints of the two triangles containing τ by o1, o2, o3, o4. As
shown in the following graph. It should be noted that o1 = o3, o2 = o4 if τ is a
pending arc.
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τ
a2
a1
o1 o2
o3 o4a4
a3
In case the j-th τ -equivalence class is of type (I), then ζ crosses a2, τ, a4 conse-
quently by Lemma 2.4. If the i-th τ -equivalence class is of type (I), then ζ crosses
a1, τ, a3 consequently. If i-th τ -equivalence class is of type (III), then ζ starts from
o3 and crosses τ, a3 or starts from o2 and τ, a1 consequently. In both cases, ζ crosses
itself.
In case the j-th τ -equivalence class is of type (IV), then the j-th τ equivalence
class contains an edge of a tile G with diagonal labeled a2 or a4 by Lemma 2.4. We
may assume that the diagonal is labeled a2. Moreover, since the edge of G labeled
τ is a boundary edge, ζ starts from o4 and crosses a2. If the i-th τ -equivalence
classes is of type (I), then ζ crosses a1, τ, a3 consequently. If i-th τ -equivalence
class is of type (III), then ζ starts from o3 and crosses τ, a3 or starts from o2 and
τ, a1 consequently. In both cases, ζ crosses itself.
Therefore, the result follows. 
8.8. Lemma. With the same notation as above, if τ ′ 6= γ /∈ T , then
(1) P±(GT ′,γ) ⊂ pi(P±(GT,γ)).
(2) P±(GT,γ) ⊂ pi′(P±(GT ′,γ))
Proof. Using Lemmas 2.4, 6.14, 6.12 and 8.7, the proof is similar to that of [20,
Lemma 8.7]. 
Let S± ∈ P with P±(GT,γ) ∈ S± and S′± ∈ P′ with P±(GT ′,γ) ∈ S′±. Thus,
pi′(S′+) = S+ and pi
′(S′−) = S− by Lemma 8.8.
As applications of Lemma 8.6, we have the following statements.
8.9. Proposition. With the same notation as above, we assume τ ′ 6= γ /∈ T . Then
(1)
∑
P ′∈S′+ q
v′+(P
′)/2XT
′
(P ′) =
∑
P∈S+ q
v+(P )/2XT (P ).
(2)
∑
P ′∈S′− q
v′−(P
′)/2XT
′
(P ′) =
∑
P∈S− q
v−(P )/2XT (P ).
Proof. The proof is the same as that of [19, Proposition 6.10]. 
8.10. Proposition. With the same notation as above, we assume τ ′ 6= γ /∈ T . Let
Q be a perfect matching of GT,γ which can twist on a tile G(p) with the diagonal
not labeled a1, a2, a3, a4. Let S1, S2 ∈ P so that Q ∈ S1 and µpQ ∈ S2. Then
(1)
∑
P ′∈pi(S1) q
v′+(P
′)/2XT
′
(P ′) =
∑
P∈S1 q
v+(P )/2XT (P ) holds if and only if∑
P ′∈pi(S2) q
v′+(P
′)/2XT
′
(P ′) =
∑
P∈S2 q
v+(P )/2XT (P ) holds.
(2)
∑
P ′∈pi(S1) q
v′−(P
′)/2XT
′
(P ′) =
∑
P∈S1 q
v−(P )/2XT (P ) holds if and only if∑
P ′∈pi(S2) q
v′−(P
′)/2XT
′
(P ′) =
∑
P∈S2 q
v−(P )/2XT (P ) holds.
Proof. The proof is similar to that of [20, Lemma 8.10]. 
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8.11. Lemma. With the same notation as above, we assume τ ′ 6= γ /∈ T . Let Q
be a perfect matching of GT,γ which can twist on a tile G(p) with diagonal labeled
a = aq for q = 1, 2, 3, 4. We assume S1, S2 ∈ P so that Q ∈ S1 and µpQ ∈ S2. If
all the τ -mutable edges pairs in Q are labeled aq−1, aq+1 (addition in Z4), then
(1)
∑
P ′∈pi(S1) q
v′+(P
′)/2XT
′
(P ′) =
∑
P∈S1 q
v+(P )/2XT (P ) holds if and only if∑
P ′∈pi(S2) q
v′+(P
′)/2XT
′
(P ′) =
∑
P∈S2 q
v+(P )/2XT (P ) holds.
(2)
∑
P ′∈pi(S1) q
v′−(P
′)/2XT
′
(P ′) =
∑
P∈S1 q
v−(P )/2XT (P ) holds if and only if∑
P ′∈pi(S2) q
v′−(P
′)/2XT
′
(P ′) =
∑
P∈S2 q
v−(P )/2XT (P ) holds.
Proof. The proof is similar to that of [20, Lemma 8.11]. 
8.12. Proposition. With the same notation as above, we assume τ ′ 6= γ /∈ T . Let
Q be a perfect matching of GT,γ which can twist on a tile G(p) with diagonal labeled
aq for q = 1, 2, 3, 4. Let S1, S2 ∈ P such that Q ∈ S1 and µpQ ∈ S2. Then
(1)
∑
P ′∈pi(S1) q
v′+(P
′)/2XT
′
(P ′) =
∑
P∈S1 q
v+(P )/2XT (P ) holds if and only if∑
P ′∈pi(S2) q
v′+(P
′)/2XT
′
(P ′) =
∑
P∈S2 q
v+(P )/2XT (P ) holds.
(2)
∑
P ′∈pi(S1) q
v′−(P
′)/2XT
′
(P ′) =
∑
P∈S1 q
v−(P )/2XT (P ) holds if and only if∑
P ′∈pi(S2) q
v′−(P
′)/2XT
′
(P ′) =
∑
P∈S2 q
v−(P )/2XT (P ) holds.
Proof. The result follows by Proposition 8.10 and Lemma 8.11. 
Summaries Propositions 8.10 and 8.12, we obtain the following.
8.13. Proposition. With the same notation as above, we assume τ ′ 6= γ /∈ T . Let
Q be a perfect matching of GT,γ which can twist on a tile G(p). Let S1, S2 ∈ P so
that Q ∈ S1 and µpQ ∈ S2. Then
(1)
∑
P ′∈pi(S1) q
v′+(P
′)/2XT
′
(P ′) =
∑
P∈S1 q
v+(P )/2XT (P ) holds if and only if∑
P ′∈pi(S2) q
v′+(P
′)/2XT
′
(P ′) =
∑
P∈S2 q
v+(P )/2XT (P ) holds.
(2)
∑
P ′∈pi(S1) q
v′−(P
′)/2XT
′
(P ′) =
∑
P∈S1 q
v−(P )/2XT (P ) holds if and only if∑
P ′∈pi(S2) q
v′−(P
′)/2XT
′
(P ′) =
∑
P∈S2 q
v−(P )/2XT (P ) holds.
8.14. Theorem. With the same notation as above, for any S ∈ P,
(1)
∑
P∈S q
v+(P )/2XT (P ) =
∑
P ′∈pi(S) q
v′+(P
′)/2XT
′
(P ′).
(2)
∑
P∈S q
v−(P )/2XT (P ) =
∑
P ′∈pi(S) q
v′−(P
′)/2XT
′
(P ′).
Proof. We shall only prove (1) because (2) can be proved similarly. If γ 6= τ, τ ′,
for any P ∈ S, by Lemma 2.6, P can be obtained from P+(GT,γ) by a sequence of
twists. In this case, the equality follows from Proposition 8.9 and Proposition 8.13.
If γ = τ or τ ′, then the equality becomes to
XTτ = (X
T ′)−eτ′+(b
T ′
τ′ )++(XT
′
)−eτ′+(b
T ′
τ′ )− or XT
′
τ ′ = (X
T )−eτ+(b
T
τ )++(XT )−eτ+(b
T
τ )− ,
which clearly holds. The result follows. 
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We now give the proof of Theorem 5.1.
Proof of Theorem 5.1: By Theorem 8.14, it suffices to show v+ = v−. We
prove this by induction onN(γ, T ), the number of crossing points of γ with T . When
N(γ, T ) = 0 or 1, it is easy to see that v+ = v− = 0. We assume v+ = v− for all
N(γ, T ) < d. When N(γ, T ) = d > 1, there exists τ ∈ T such that the N(γ, T ′) < d.
We denote by v′± the maximal and minimal valuation maps on P(GT ′,γ). By
induction hypothesis, v′+ = v
′
−. By Lemma 8.8, P+(GT,γ) ∈ pi′(P+(GT ′,γ)). We
assume P+(GT,γ) ∈ Pτν (GT,γ) for some ν.
If
∑
νl ≤ 0, by the dual version of Proposition 7.1 and Lemma 2.4, P+(GT,γ) =
P (λ) with λ = (0, 0, · · · , 0) or (1, 1, · · · , 1) ∈ {0, 1}−
∑
νl , where P (λ) is the perfect
matching in pi′(P+(GT ′,γ)) which is determined by λ. By Theorem 8.14 and Lemma
8.6 (2), we have v−(P+(GT,γ)) = v′−(P+(GT ′,γ)). Since v
′
+ = v
′
−, v
′
−(P+(GT ′,γ)) =
0, and hence v−(P+(GT,γ)) = 0. Consequently, v+ = v−.
If
∑
νl ≥ 0, by Proposition 7.1 and Lemma 2.4, P+(GT ′,γ) = P ′(λ) with
λ = (0, 0, · · · , 0) or (1, 1, · · · , 1) ∈ {0, 1}
∑
νl , where P ′(λ) is the perfect match-
ing in pi(P+(GT,γ)) which is determined by λ. By Theorem 8.14 and the dual
version of Lemma 8.6 (2), we have v−(P+(GT,γ)) = v′−(P+(GT ′,γ)). Since v
′
+ = v
′
−,
v′−(P+(GT ′,γ)) = 0, and hence v−(P+(GT,γ)) = 0. Consequently, v+ = v−.
The proof of Theorem 5.1 is complete.
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