Motor evoked potentials (MEPs) are used for biomarkers or dose individualization in transcranial stimulation. We aimed to develop a statistical model that can generate long sequences of individualized MEP amplitude data with the experimentally observed properties. The MEP model includes three sources of trial-to-trial variability to mimic excitability fluctuations, variability in the neural and muscular pathways, and physiological and measurement noise. It also generates virtual human subject data from statistics of population variability. All parameters are extracted as statistical distributions from experimental data from the literature. The model exhibits previously described features, such as stimulusintensity-dependent MEP amplitude distributions, including bimodal ones. The model can generate long sequences of test data for individual subjects with specified parameters or for subjects from a virtual population. The presented MEP model is the most detailed to date and can be used for the development and implementation of dosing and biomarker estimation algorithms for transcranial stimulation. S. M. Goetz is with the
I. INTRODUCTION
Direct neural responses are important for detecting the effects of transcranial magnetic stimulation (TMS) and suprathreshold transcranial electrical stimulation (TES). Two measures presently used to characterize cortical effects and to calibrate stimulation intensity are the phosphene and motor thresholds. Direct suprathreshold stimulation of the visual cortex produces phosphenes, which the subject experiences as artifacts in his or her vision, but are difficult to reliably quantify [1] [2] [3] [4] [5] . In contrast, stimulation in the motor cortex with sufficient strength can initiate motor evoked potentials (MEP) that can be recorded as a short wave of electric activity through electromyography (EMG) at the corresponding peripheral muscle. MEPs show a wide dynamic range from microvolts to millivolts, allowing for good quantification [6] [7] [8] [9] . The immediate responses of other brain targets are presently only visible in electroencephalography at the cost of higher acquisition effort, more pronounced noise, and yet poorer interpretability [10] [11] [12] .
Due to easily accessible and quantifiable MEPs, the primary motor cortex is one of the most important targets for brain stimulation. Noninvasive stimulation of the primary motor cortex is used for the diagnosis and localization of motor lesions [13] . Furthermore, the primary motor cortex is a preferred model for studying the neurophysiology, biophysics of brain stimulation, and development of novel technology [14] [15] [16] . According to safety guidelines of repetitive TMS, the motor threshold is the reference of individual dosage also for other brain targets that are silent [17] . Individualization of stimulation relative to the motor threshold contributes to ensuring safe ranges of the stimulation parameters and maximizing effect size, repeatability, as well as translatability of the results [2, [18] [19] [20] . Importantly, the FDA requires the determination of the motor threshold before any therapeutic intervention with repetitive TMS, such as the treatment of major depression [21, 22] .
MEPs in response to any brain stimulation technique, however, show complicated dependencies on the stimulus parameters and are highly variable [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . Identical consecutive stimuli can evoke different responses, from undetectable signal to one with saturated amplitude. This variability is not the result of only additive measurement noise, e.g., from amplification, but includes neural variability processes from various sources, such as rapid excitability fluctuations of the targeted neurons due to incoming endogenous signals [33] [34] [35] [36] [37] [38] [39] . These characteristics can vary both across subjects as well as within subjects, e.g., due to endogenous brain state or exogenous interventions [40] [41] [42] . Thus, the variability of MEPs may in itself be an interesting biomarker of the underlying neural circuits, and therefore should be correctly incorporated in MEP models.
The complexity of MEP responses further requires appropriate mathematical and statistical methods to estimate accurately and efficiently parameters such as target hot spot, motor threshold, GOETZ et al., MEP MODELING, SEPTEMBER 2018 3 or neural recruitment input-output (IO) curves [43] [44] [45] [46] [47] [48] [49] [50] . In order to minimize the number of required stimulation pulses, estimation methods ideally analyze MEP responses online and adapt,ively adjust parameters based on the previous observation, e.g., at which stimulation strength to stimulate next for maximum information extraction [51] . The development and evaluation of such methods require intensive testing under realistic conditions. Such testing requires many subjects, test conditions, and repeated trials, typically well above a thousand [46, 47, 52, 53] . This is typically not practical in an experimental study, especially for early stages of development and for comparison of the fundamental properties of various estimation algorithms.
Previously, due to the lack of independent realistic models, testing and validation of brain stimulation methods against models was sometimes done with the very model that the method estimates internally. However, such testing against internal models becomes cyclic and selffulfilling such that the test only confirms its own model assumptions. If a method is well adjusted to specific data or test models but struggles in real experiments, it typically suffers from socalled model bias. Thus, experiments in subjects are vital through the course of development and reveal bias of the methods towards the simulation model. However, they cannot satisfy the vast testing needs at the beginning of and during design [54] . Furthermore, progress is hampered as many theoreticians from mathematical, physical, or engineering disciplines do not have access to experimental setups or raw data.
In this paper, we present a realistic model of MEP amplitude for brain stimulation, especially The proposed model builds upon a statistically validated structure we published previously [42] .
For a normalized input stimulation intensity, x, and output peak-to-peak MEP voltage, y, the model consists of five parameters to describe the MEP distribution. We tested each model parameter for its inter-individual distribution with initial distribution screening based on Akaike information and subsequent Shapiro-Wilk test in case of normal and lognormal distributions.
Subsequently, the parameters underwent log-likelihood estimation to derive more general statistical distributions. Based on the basic model and individual parameters, we generalized the parameters to population distributions that allow the generation of new virtual subjects based on the statistical distributions derived from a previously analyzed subject population of 12 subjects for 60 µs monophasic cTMS pulses [42] .
In addition, the model incorporates three variability parameters to describe inter-individual variability, intra-individual trial-to-trial variability, as well as physiological and measurement noise. The inter-individual multiplicative output-side or y variability and additive input-side x variability are taken from the literature [42] . We extended this model with additive y variability to represent measurement noise, such as electrode, environmental, and amplifier noise, to the physiological model and derived an accurate distribution from recordings. Importantly, the additive y variability is, in contrast to common expectations, non-Gaussian for MEPs. Even though it may have Gaussian origin in the continuous EMG recording, the peak-to-peak MEP amplitude is highly sensitive to only the largest spike within the short range of an apex of an MEP wave [55] . Therefore, it amplifies the impact of outliers and converts well-studied canonical noise distributions such as Gaussian noise into extreme value distributions with heavily skewed tail. The additive noise affects only the low-amplitude sections of the IO curve and leads to the low-side plateau.
To estimate the distribution of the additive y variability, we used sections of the original EMG recordings. These EMG recordings were acquired with a commercial amplifier (BIOAMP-4, SA Instrumentation Co., San Diego, CA; bandwidth 30 Hz to 1 kHz) and neonatal ECG electrodes with 25 mm total and approximately 10 mm active diameter (Kendall Kittycat, Medtronic Co., Minneapolis, MN). We extracted more than 2900 recording epochs between stimuli at least 6-8 s after a previous TMS pulse and before the next one. The epochs had the same duration as the windows used for MEP peak-to-peak amplitude detection (17.5 ms duration) and were subjected to identical filtering (fourth-order Butterworth low-pass filter with 1 kHz cut off). Whereas the raw sample-to-sample noise may be Gaussian (p(W > 0.99) > 0.08), the noise undergoes the same peak-to-peak amplitude extraction as MEPs, which transforms it to a general extreme-value distribution. Fig. 1A shows a diagram of the MEP model structure. The peak-to-peak MEP amplitude, V pp , in volts as a function of stimulation pulse strength, x, in normalized units, typically portion of maximum stimulator output in the range of 0 to 1 (or, equivalently, 0 to 100%), is described by
A. Model Specification
where p 1,j to p 5,j are the individual recruitment parameters for subject j.
For the population of our experimental study [42] , The intra-individual variability sources ε ymult,ij and ε xadd,ij as well as the additive noise ε yadd,ij , which may be dominated by measurement noise, vary between pulses i and subjects j along distributions with subject-dependent parameters. The former two show lognormal distributions 
lg ε xadd,ij ∼ N µ = 0.68827324, σ 2 = 2.3671 · 10 −2 , and
ε yadd,ij ∼ F GEV µ = 10 p 1,j , σ = 1.4739 · 10 −6 , k = 0.39316 .
The common logarithm is denoted by lg(x) ≡ log 10 x. The generalized extreme value distribution F GEV follows [56, 57] 
III. RESULTS
To generate a virtual subject with this model, one has to assign parameters p 1 through p 5 .
These parameters can be assigned random values according to the distributions in Eqs. 
