We develop an algorithm for computing the weight distribution of a linear [n, k] code over a finite field F q . We represent the codes by their characteristic vector with respect to a given generator matrix and a special type of a generator matrix of the k-dimensional simplex code. This characteristic vector is the input data of our algorithms. The complexity of the presented algorithms is O(kq k ).
Introduction
Many problems in coding theory require efficient computing of the weight distribution of a given linear code. Some sufficient conditions for a linear code to be good or proper for error detection are expressed in terms of the weight distribution [11] . The weight distribution of the hull of a code provides a signature and the same signature computed for any permutation-equivalent code will allow the reconstruction of the permutation [25] . The weight distributions of codes can be used to compute some characteristics of the boolean and vectorial boolean functions [10] .
Let F n q be the n-dimensional vector space over the finite field F q with q elements. Every k-dimensional subspace C of F n q is called a q-ary linear [n, k] code (or an [n, k; q]-code). The parameters n and k are called length and dimension of C, respectively, and the vectors in C are called codewords. The (Hamming) weight wt(v) of a vector v ∈ F n q is the number of its non-zero coordinates. The smallest weight of a non-zero codeword is called the minimum weight of the code. If A i is the number of codewords of weight i in C, i = 0, 1, . . . , n, then the sequence (A 0 , A 1 , . . . , A n ) is called the weight distribution of C, and the polynomial W C (y) = n i=0 A i y i is the weight enumerator of the code. Obviously, for any linear code A 0 = 1 and A i = 0 for i = 1, . . . , d − 1, where d is the minimum weight. Any k × n matrix G, whose rows form a basis of C, is called a generator matrix of the code. For more information about linear codes and their parameters we refer to [16, 18, 21] .
The computation of the minimum weight and the weight enumerator of a code is NP-hard [2, 3, 26] . Many algorithms for calculating the weight distribution have been developed. Some of the algorithms are implemented in the software systems related to Coding theory, such as MAGMA, GUAVA, Q-Extension, etc. [1, 7, 8] . The main idea in the common algorithms for finding the weight distribution of linear codes is to obtain all linear combinations of the basis vectors and to calculate their weights. The efficient algorithms generate all codewords in a sequence, where any codeword is obtained from the previous one by adding only one codeword. They usually use q-ary Gray codes (for example, such algorithms are developed in [15] ) or an additional matrix (see [9] ). The complexity of these algorithms is O(nq k ) for a fixed q. Other more theoretical methods are given in [18] . Katsman and Tsfasman in [20] proposed a geometric method based on algebraic-geometric codes. Some methods use matroids and Tutte polynomials, geometric lattices [18] , or Gröbner bases [4, 5, 22, 23] . The algorithm in [6] is based on the idea of an ideal associated to a binary code, and its main aim is to compute the set of coset leaders and the set of leader codewords, but the algorithms in that paper can be easily reformulated for the non-binary case and to compute the weight distribution. Indeed, since Gröbner bases are involved, the complexity is O(n 2 2 n−k ) in the binary case [24] . Another approach is to consider all linear codes as a generalization of cyclic codes and use some well known ideas of Cooper for cyclic codes (see [13] ).
In this paper we propose an unusual algorithm for computing the weight distribution without listing all codewords. The linear codes here are represented by their characteristic vector χ. We obtain a vector whose coordinates are all non-zero weights in the code, by multiplying a special (recursively constructed) integer matrix by χ T . The complexity for this multiplication is O(kq k ). The multiplication can be realized by a butterfly algorithm which is very fast in a parallel realization. The proposed algorithm is effective especially for codes with large length.
In the binary case, our approach is related to the Walsh-Hadamard transform [12] , and so one can compute the weight distribution by using algorithms for fast Walsh transform which are easy for implementation. Walsh transform was developed as square wave analog of Fourier transform. Walsh transform has applications in many areas like signal processing, image coding, electrocardiography, speech recognition, etc. [12] . Karpovsky [19] used the Walsh transform to compute the number of codewords with small weights when the code is represented by its parity check matrix. Joux [17] presented a generalization of the Walsh transform over a finite field with more than two elements. The Joux's algorithm has complexity O(kq k+2 ) when q varies.
The paper is organized as follows. In Section 2, we define a characteristic vector of a linear [n, k; q] code C represented by its generator matrix G. For our purpose, we use a specially chosen generator matrix of the k-dimensional q-ary simplex code. In Section 3, we introduce the concept of weighted distribution of a vector and a matrix with respect to an integer vector, and describe an algorithm for computing the weight distribution of a linear code. Section 4 gives some modifications of the considered algorithm which use less memory. In this section we explain the connection between reduced weighted distribution and Walsh spectrum. Section 5 is devoted to the complexity of the algorithms and experimental results.
In all expressions, if some number (or element) is written in bold it means that this is a matrix or vector with suitable size whose elements are equal to this element.
A characteristic vector of a linear code
In this section, we introduce a characteristic vector of a linear code with respect to its generator matrix and use it to calculate the weight distribution of the code.
Let F q = {0, α 1 = 1, α 2 , . . . , α q−1 } be a field with q elements, and F k q be the k-dimensional vector space over F q . The maximum number of pairwise linearly independent vectors of this space is θ(q, k) = q k −1 q−1 . A k × θ(q, k)-matrix whose columns are pairwise linearly independent vectors from F k q , generates a [θ(q, k), k] linear code called simplex code and denoted by S q,k . Two k ×θ(q, k)-matrices with the same property (whose columns are pairwise linearly independent vectors from F k q ) generate equivalent (sometimes the same) codes and we use both as simplex codes with the same notation S q,k .
We consider a special type of generator matrices of S q,k as follows
Note that by α i (in bold) we denote the vector (α i , α i , . . . , α i ) = α i (1, 1, . . . , 1) of a suitable length. Let C be a k-dimensional linear code over F q and G be a generator matrix of C. Without loss of generality we may suppose that G doesn't contain zero columns (otherwise we will remove the zero columns). Definition 2.1. The characteristic vector of the [n, k; q]-code C with respect to its generator matrix G is
where χ i is the number of the columns of G that are equal or proportional (with nonzero coefficients) to the i-th column of the matrix G k .
We will denote a characteristic vector by χ for short if it doesn't lead to any confusion. Note that θ(q,k) i=1 χ i is the number of nonzero columns of G which is equal to the length of C. A code C can have different characteristic vectors depending on the chosen generator matrices. If we permute the columns of the matrix G we will obtain an permutation equivalent code to C having the same characteristic vector. Moreover, from a characteristic vector one can restore the columns of the generator matrix G but eventually at different order and/or multiplied by nonzero elements of the field. This is not a problem for us because the equivalent codes have the same weight distributions.
All codewords of the code are the linear combinations of the rows of a given generator matrix G. We can easily obtain all nonzero codewords of C using the multiplication 
The matrix J in the above formula is the θ(q, k − 1) × θ(q, k − 1) matrix with all elements equal to 1. The form of the matrix G k is especially chosen. It enables the possibility to have only additions of matrices in the recurrence relation (4) .
Unfortunately, there is no comfortable recurrence relation for the matrices N (M k ). To overcome this we introduce the notion of weighted distribution in the next section.
Weighted distribution of a vector and a matrix
As in the previous section, we consider the finite field F q = {α 0 = 0, α 1 = 1, α 2 , . . . , α q−1 } where q is a prime power. If q is prime then F q = Z q = {0, 1, 2, . . . , q − 1}.
The weighted distribution of the vector b with respect to χ is the vector
where ω j is equal to the sum of the coordinates χ i of the vector χ such that 
Example 3. Let q = 3, χ = (6, 4, 2, 10) and b = (0, 1, 1, 2). Then
We give some elementary properties of the weighted distribution in the following proposition.
Then the weighted distribution b [χ] of the vector b with respect to χ has the following properties: 
(the summation is over Z). 4. Let q be a prime. If we add 1 to all coordinates of b (over F q ), the weighted distribution will be changed as circular shift right operation (we denote it by SR), or 
by a suitable permutation which we denote by SR αr .
As the properties follow directly from the definition of weighted distribution, we omit the proof, but we give some remarks on them. The third property is important because it shows the connection between the weighted distribution and the product N (M k ) · χ T . For the fifth property, if q is a prime then α r = r = 1 + 1 + · · · + 1 r and therefore (b + r)
[χ] = SR r (b [χ] ). The following examples illustrate these properties. 
The permutation here is SR = (1 2)(3 4). This permutation exchanges the elements 0 and 1, and α 2 and α 3 , so it acts on the field in the same way as adding 1 to all elements. Furthermore,
The permutation here is SR α2 = (1 3)(2 4). It is easy to check that SR α3 = (1 4)(2 3).
The following corollary presents the above properties in regard to the matrix representation. 
There exists a permutation matrix
We will say that P 1 realizes the SR operation.
There exists a permutation matrix
In both cases we will say that P αr realizes the SR αr operation.
, where I q is the identity matrix of order q.
Further, we define weighted distribution of a matrix.
and B 1 , . . . , B s be the rows of the matrix B. The weighted distribution of the matrix B with respect to the vector χ is the matrix B
[χ] ∈ Z s×q whose rows are B
s .
Note that if B
′ and B ′′ are matrices with t columns then
Example 7. Let q = 3 and χ = (1, 4, 3, 2). Then we have
We may naturally generalize Proposition 3.2 in regard to the weighted distribution of matrices. From now on, let χ be the characteristic vector of the [n, k; q] code C with respect to its generator matrix G. To calculate the weight distribution of the code we should calculate
0 , where n is the length of the code, and m
is the weighted distribution of the i-th row m i of the matrix M k with respect to χ.
Proof. According to the third property in Proposition 3.2,
The definition of the characteristic vector gives us that
According to Lemma 2.2, the coordinates of the vector N (M k ) · χ T = (w 1 , w 2 , . . . , w θ ) are the weights of all codewords from a maximal subset of the code, where the maximal subset has the following properties: (1) no two codewords in the set are proportional, and (2) any codeword outside this set is proportional to a codeword belonging to the set. Hence if N j = ♯{i : w i = j}, then the number of codewords of weight j in the code is A j = (q − 1)N j . According to Theorem 3.5,
Example 8. Let C be a ternary code with characteristic vector χ = (1, 2, 0, 4, 3, 2, 2, 1, 0, 0, 1, 1, 3), so its length is n = 20 and its dimension k = 3 . Then N (M 3 ) · χ T = (11, 14, 13, 13, 15, 17, 15, 16, 9, 16, 13, 15, 13) . Hence the weight enumerator of C is W (y) = 1 + 2(y 9 + y 11 + 4y 13 + y 14 + 3y 15 + 2y 16 + y 17 ). The weighted distribution of the matrix M 3 with respect to the characteristic vector χ is 
Let's split the characteristic vector χ of the [n, k; q] code C into q + 1 parts as follows
where χ (j) ∈ Z θ(q,k−1) , j = 0, . . . , q − 1, and χ (q) ∈ Z. Note that θ(q, k) = qθ(q, k − 1) + 1. Then the following recurrence relation holds
. . .
So we can use permutations and additions to compute M
by SR operation. Note that all coordinates of 0 [χ] are 0's except the first column whose elements are equal to the sum of all coordinates of χ.
Let k = 3 and χ = (0, 4, 3, 2, 0, 8, 5, 1, 1, 4, 3, 2, 3). Note that θ(3, 3) = 13. We split χ into 4 parts
where
By definitions 3.1 and 3.4 we obtain
Now we are ready to calculate
and χ (3) by (7): 
Example 10. Let q = 4, k = 2 and χ = (0, 3, 1, 4, 2). Note that θ(4, 2) = 5 and
Then by Definition 3.4
(1, 0, α 3 , α 2 , 1)
[χ]
(1, α 3 , α 2 , 0, α 2 )
(1, α 2 , 0, α 3 , α 3 )
(0, 1, α 2 , α 3 , 1) On the other hand, we may split the characteristic vector χ into 5 parts of length 1, and then by (6) 
Recall that in this case
Next we define another important concept for the weighted distribution of the matrix M k which we use in the algorithms.
k (l), l = 1, . . . , k, is defined recursively as follows
k . 2. For 1 ≤ l < k, the vector χ is split into q + 1 parts as in (5) and
k (1) are zero vectors except the second one which is equal to χ.
Note that the last row of the matrices M
. Furthermore, the row before the last one in M 
Using (5) we split a characteristic vector χ into parts as follows
In M 
Till the end of this section, we present an algorithm for calculating M
k (k). The pseudo code of the main procedure is given in Algorithm 1. Algorithm 2 shows how to obtain M
k (l − 1). It consists of three main transformations which we call Add0, LastRow and AllRows. Let explain them in the case l = k. We start with the array
Algorithm 1 Main Procedure
Input: integers q and k, and a vector χ of length θ(q, k) = Initialize an array a of length k, a := 0 // a help array for monitoring the inactive rows 5: θ 0 := θ 1 ; 6:
r := 0;
while r < θ do 
LastRow: In this step we calculate the last row of M
where θ 0 = θ(q, k − 1) and θ 1 = θ(q, k). Recall that θ 1 = q.θ 0 + 1. The first property shows that for j = 0 to q − 1 do 8:
end for 10:
for j = 1 to q − 1 do 12:
end for 14: end for
k−1 , j = 0, 1, . . . , q − 1, and put the sums as coordinates in the last row of the new matrix:
where (ω j,0 , . . . , ω j,q−1 ) is the first row of the matrix M k−1 , and in the i-th step TEMP consists of the i-th rows of these submatrices. Hence the transformation AllRows gives us
k .
In the algorithm, in the computation of M
k (l − 1) we keep the inactive rows unchanged and apply the transformations described above to obtain M
′ is a suitable part of χ. To explain more formally the main algorithm we introduce a matrix representation of transform steps between the partial weighted distributions.
We put all rows of M
In the following theorem, we use matrices of three types, namely:
• the q × q permutation matrices P αj which realize the permutations SR αj , respectively. For example, if q is a prime then P 1 = 0 1 I q−1 0 realizes the circular shift right operation, and P j = P j 1 . In all cases P 0 = I q ;
• the q × q matrices E j , j = 0, 1, . . . , q − 1, where the j + 1-th row of E j is the all-ones vector, and the other rows of the matrix are zero vectors;
• the matrices T k,l for k, l ∈ Z, 2 ≤ l ≤ k. We define these matrices in the following way:
2) If k > l, then
3) If k = l > 2 then
Here ⊗ means Kroneker product.
and
Proof. Let k = 2. Then θ(q, 2) = q + 1, M 2 is a (q + 1) × (q + 1) matrix, and the characteristic vector χ has length q + 1, let χ = (χ 0 , χ 1 , . . . , χ q ). To obtain M 
. These three transformations have matrix representations. The transform matrices in this case are square matrices of size q(q + 1). The three transformation matrices corresponding to Add0, LastRow and AllRows, respectively, are
The matrix T 2,2 is the product of the above matrices:
(
The proof follows immediately from the definition. We have the following properties of the reduced weighted distribution of the vector b with respect to χ.
Then the reduced weighted distribution b
[χ]r of the vector b with respect to χ has the following properties:
r consists of zeros except the j-th element which is
is obtained from b by replacing all non-zero coordinates by 1 then
4
(r) Let q be a prime. If we add 1 to all coordinates of b (over F q ), the reduced weighted distribution will be changed as follows
It turns out that
T , where R 1 is obtained from the matrix P 1 by removing first row and first column and changing all 0's in the column (10 . . . 0)
5
(r) Let q be a prime. If we add the element j ∈ F q to each coordinate of b then the new reduced weighted distribution is
For arbitrary q (which is a power of a prime) we have a similar situation like in the previous property.
The properties 1 (r) − 6 (r) follow immediately from Proposition 3.2 and Definition 4.1. For the property 4 (r) in the general case (when q is a prime power), if the permutation corresponding to the matrix
, where {j, i 1 , . . . , i q−1 } = {0, 1, . . . , q − 1}, then
T , and
Further we naturally introduce a generalization of the reduced weighted distribution of a matrix, the partial reduced weighted distribution, and its vector representation.
The next lemma generalizes the property 1 (r) . given above, the sum of the coordinates of c
T (see Theorem 3.5) . Hence the sum of coordinates of
So we have to compute the sum
But the coordinates w i are all Hamming weights of a maximal subset of codewords of the considered linear code such that any two codewords in the subset are not proportional, and any codeword outside the subset is proportional to a codeword belonging to it. So the sum of these weights is equal to
, where A i is the number of the codewords of weight i, i = 1, . . . , n (see [16] for Pless power moments). It follows that
Till the end of this section we explain the relation between the reduced weighted distribution and Walsh spectrum in the case q = 2. It gives another way to compute the weight distribution of a binary code.
Walsh transform is applied to a standard characteristic vector with respect to the natural ordering of the columns of the generator matrix of the simplex code over F 2 . More formally, the standard generator matrix of the k-dimensional binary simplex code is G 
where χ t is the number of the columns of G that are equal to t, t = 0, 1, . . . , 2 k − 1.
Note that
t=0 χ t = n and χ 0 does not affect the weight distribution of the code. Therefore without loss of generality we can take χ 0 = 0.
There is a natural relation between the characteristic vector (see Definition 2.1) and the standard characteristic vector of a code (with respect to the same generator matrix G). Let χ = (0|χ), and 
Further, we have
, and
It turns out that
These factorizations lead to siutable (buterfly type) algorithms for calculating H k · χ (st) (C, G) T .
Complexity of the algorithms and experimental results
In the beginning of this section we would like to mention that usually linear codes are presented by their generator matrix. Let G C is a generator matrix of a linear code C of dimension k and length n. To construct the characteristic vector of the code with respect to G C and the generator matrix G k of the simplex code (presented in Section 2), we use Algorithm 3. This algorithm computes the position of a column (or its proportional) of G C in the matrix G k . The characteristic vector contains information about all columns of the matrix G C . Algorithm 3 shows how to obtain the needed characteristic vector. As we have to apply it n times, the complexity of this part is O(nk). We consider codes with length n < 2 32 and number of codewords q k < 2 64 , so we need 32-bit integers for the weights of codewords and 64-bit integers for the number of codewords with a given weight. Therefore we use only basic integer types and operations with them. To calculate the weight distribution of a linear code, we use two arrays with 32-bit integers, namely H of size θ(q, k) × q and T EM P of size q × q. The total memory we need (without a memory for the generator matrix) is qθ(q, k) + q 2 + 2n + C 32-bit units, where we add 2n, because the weight distribution is a vector of length n consisting of 64-bit integers, and a constant C for the other variables in the algorithms. If we use the reduced weighted distribution, we will have one column less in the array H, so we have to subtract θ(q, k) from the above expression.
The main procedure computes the array H in k − 1 steps. In the l-th step of the procedure, there are a l active and b l inactive rows, where a l + b l = θ(q, k), a l = q k−l θ(q, l), b l = θ(q, k − l), l = 2, 3, . . . , k. The inactive rows remain unchanged. Any element in an active row is calculated in Algorithm 2 as a sum with q summands. There are a l active rows of length q and so we use a l q 2 operations for the calculations in this step. Actually, this is the number of calculations of the transformations LastRow and AllRows. The transformation Add0 uses q k−l θ(q, l − 1) ≤ θ(q, k − 1) operations, and therefore the complexity of the l-th step (the body of the for-loop) is
Hence the complexity of Algorithm 1 is
It turns out that for a fixed q the complexity of the algorithm is O(kq k ). When accounting for both k and q, in terms of arithmetic operations the running time can be written as O(kq k+1 ).
Remark. We compare our algorithm with Algorithm 9.8 (Walsh transform over a prime finite field F p ) in [17] . According to Joux, the complexity of his algorithm when p varies is O(kp k+2 ).
We implement the presented approach, based on Algorithms 1-3, in a C/C++ program. To compare the efficiency, we use C implementation of an algorithm, presented in [9] , with the same efficiency as the Gray code algorithms. As a development environment for both algorithms we use MS Visual Studio 2012. All examples are executed on (Intel Core i7-3770k 350 GHz processor) in Active solution configuration -Release, and Active solution platform -X64.
Input data are randomly generated linear codes with lengths 30, 300, 3000, 30000 and different dimensions over finite fields with 2, 3, 4, 5, 7, and 9 elements. All the results with the obtained execution times are given in seconds (Table 1) . Any column consists of two subcolumns. The first subcolumn (named 'NEW') contains the results obtained by the new algorithm (described in this paper), and the second one gives the execution time for the same code but using the algorithm from [9] , implemented in the package Q-Extension. The runtime shown in Table 1 is the full execution time to compute the weight distribution starting with a generator matrix of a code with the given parameters.
In Table 2 we present results for the same parameters as in Table 1 but obtained using Magma V2.23-9 on a Linux system with processor Intel(R) Core(TM) i5-4570 CPU @ 3.20GHz (averaged over 5 runs).
The results given in the table show the following:
• the presented approach is faster for codes with large length;
• the execution time for computing the characteristic vector is negligible.
In conclusion, we can say that this approach is very fast, easy for parallelization, but it needs a lot of memory. 
