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Abstract. We concentrate on the use of ontologies for the categorization of ob-
jects, e.g., photos, books, web pages. Lightweight ontologies are ontologies 
with a tree structure where each node is associated a natural language label. Fa-
ceted lightweight ontologies are lightweight ontologies where the labels of 
nodes are organized according to certain predefined patterns which capture dif-
ferent aspects of meaning, i.e., facets. We introduce facets based on the Analy-
tico-Synthetic approach, a well established methodology from Library Science 
which has been successfully used for decades for the classification of books. 
Faceted lightweight ontologies have a well defined structure and, as such, they 
are easier to create, to share among users, and they also provide more organized 
input to semantics based applications, such as semantic search and navigation. 
Keywords: Ontologies, Lightweight ontologies, facets, classifications, formal 
classifications. 
1 Introduction 
Ontologies are being used in different communities, for different purposes and with 
different modalities. There are various kinds of ontologies, according to the degree of 
formality, complexity of the graph structure, and expressivity of the language used to 
describe them [1]. Ontologies have two main applications. They can be used to de-
scribe objects or they can be used to categorize objects. In this paper, we concentrate 
on the second use, namely, we are interested in the problem of classifying, e.g., pho-
tos, Web pages, books. 
Lightweight ontologies are ontologies with a tree structure where each node is as-
sociated a natural language label. We sometimes speak of formal lightweight ontolo-
gies meaning ontologies which can be obtained from lightweight ontologies by trans-
lating natural language labels into Description Logics (DL) [12] formulas which 
capture their meaning ([2] provides an example of  how such translation can be done). 
In formal lightweight ontologies, node formulas stand in the subsumption relation, 
namely a formula in a node is always more general than the formula in the node be-
low [1, 31]. In the following we talk of lightweight ontologies meaning sometimes 
formal lightweight ontologies. The context always makes clear what we mean. 
Lightweight ontologies allow for automated document classification [1, 16], query 
answering [1, 21] and also for solving the semantic heterogeneity problem among 
multiple ontologies [15, 18, 19, 20].  They are definitely a very powerful tool which 
can be exploited towards the automation of reasoning in data and knowledge man-
agement. Still, the adoption of (lightweight) ontologies, so far, has not been as wide-
spread as one would have expected when the work on the Semantic Web started. 
Among the problems which have been identified are the lack of interest or the diffi-
culties on the user side in building such ontologies [4, 5], but also the fact that ontolo-
gies developed for one purpose can hardly being reused for other purposes, or by oth-
er users [5]. 
 The goal of this paper is to introduce faceted lightweight ontologies as a very 
promising solution to the problem highlighted above. Faceted lightweight ontologies 
are defined in terms of facets. Recently, facets have been adopted with great success 
for the design of interfaces to web sites. See, for instance the survey by La Barre [23] 
and in particular the work done in Flamenco1 (see for instance [24]), but see also 
[7,8,9] as an application to knowledge management which is somewhat related, in spi-
rit, to our work. We construct facets following the approach which was first devised 
by Ranganathan at the beginning of the last century [22] 2 and, in particular, the 
POPSI Methodology, originally introduced in [26].  
Taking the terminology of Library Science, facets are “aspects of meaning”. They 
formalize, for any given domain (e.g., medicine, sports, music, science), the main 
characteristics of that domain and, in particular, the entities or objects which belong to 
that domain (e.g. in medicine, the body parts), the properties of objects (e.g., in medi-
cine, the various kinds of disease) and the actions which can be taken (e.g., in medi-
cine, surgery or medication). More precisely, a facet is a hierarchy of homogeneous 
group of terms (nodes), where each term in the hierarchy denotes a primitive atomic 
concept. Thus we have hierarchies of entities, properties, actions, and so on. We call  
background knowledge [17,14], a faceted representation scheme, namely a set of fa-
cets that represent the system a-priori knowledge about the domains of interest (see 
also [13] for an early attempt of defining a faceted representation schema not based 
on Ranganathan’s theory). A faceted representation scheme allows for post-
coordination, namely, for constructing complex labels (in Library Science terminolo-
gy, also called subjects) by combining terms from facets at both indexing, classifica-
tion and searching time. Faceted lightweight ontologies are lightweight ontologies 
where node labels (formulas) contain only atomic concepts which correspond to pri-
mitive concepts taken from the background knowledge.   
 The rest of the paper is organized as follows. Section 2 introduces and formally 
defines (classification) lightweight ontologies. Section 3 introduces facets. Section 4 
introduces faceted subjects and, then, the notion of faceted lightweight ontology. Fi-
nally, Section 5 shows, via an example, how a faceted subject can be constructed ac-
cording to the POPSI subject indexing system. Section 6 concludes the paper. 
                                                          
1 http://flamenco.berkeley.edu 
2 This theory is widely recognized as a fundamental methodology that guides in the organiza-
tion of the knowledge in a given domain (see for instance [30]) in terms of basic subjects and 
relations between them. 
2 Lightweight classification ontologies 
Ontologies have been used for centuries in different communities, for different 
purposes and with different modalities. The concept originated more than two thou-
sand years ago from philosophy and more specifically from Aristotle’s theory of cate-
gories3. The original purpose was to provide a categorization of all existing things in 
the world. Ontologies have been lately adopted in several other fields, such as Library 
and Information Science (LIS), Artificial Intelligence (AI), and more recently in 
Computer Science (CS), as the main means for describing how classes of objects are 
correlated, or for categorizing what archivists generically call documents. 
Many definitions of ontologies have been provided. According to the most quoted, 
an ontology is “an explicit specification of a conceptualization” [10]. Their main pur-
pose is to favour interoperability by providing a common terminology and under-
standing of a given domain of interest, which in turn allows for the assignment of  
clear meanings to information items. There are however different kinds of ontologies, 
or, in other words, several more specific concepts, according to the degree of formali-
ty and expressivity of the language used to describe them (see [2] for a discussion). 
They range from informal representations like user classifications (e.g. the structure 
of folders in a file system) and web directories (e.g. DMOZ, Yahoo! and Google4), to 
progressively more formal representations like enumerative classification schemes 
(e.g. the Dewey Decimal Classification5 (DDC) and the Library of Congress Classifi-
cation6 (LCC)), Knowledge Organization Systems (KOS) such as thesauri (e.g. 
AGROVOC, NALT, AOD, and HBS) and faceted classification schemes (e.g., the 
Colon Classification), and, ultimately, formal ontologies which are expressed into a 
logic formal language and represented using formal specifications such as DL or 
OWL. 
For the purpose of this work, however, following the terminology provided in [1], 
the core distinction is between   
 
1. ontologies which are mainly used to describe objects, also called descriptive on-
tologies, and  
2. ontologies which are mainly used to categorize objects, also called classification 
ontologies.  
 
This distinction is reflected into the underlying semantics taken as reference, name-
ly the real world semantics and the classification semantics described below. Based 
on this distinction then we further refine the notion of classification ontology into the 
notion of classification lightweight ontology, which is actually the core notion needed 
in this paper. Let us analyze these notions in detail. 
                                                          
3 http://plato.stanford.edu/entries/aristotle-categories/ 
4 http://dmoz.org/; http://dir.yahoo.com/; http://directory.google.com/ 
5 http://www.oclc.org/dewey/ 
6 http://www.loc.gov 
2.1 Descriptive ontologies 
In descriptive ontologies, concepts represent real world entities, e.g., the extension 
of the concept animal is the set of real world animals, which can be connected via re-
lations of the proper kind. The purpose of descriptive ontologies is to specify the 
terms used in their original meaning, according to the nature and the structure of the 
domain they model [11]. Two typical relations are used to construct the trees (also 
called the taxonomies) which provide the backbone to these ontologies and they are 
is-a (Genus-species) and part-of (Whole-part) relations. In Fig. 1 (a), (b) we provide 
two examples of descriptive ontologies, based on these two relations, where each 
node represents a concept and each arrow represents a relation between them. The di-
rection of the arrows represents the direction of the relations. Mixed situations are 
also possible. 
 
Fig. 1. (a) An is-a ontology; (b) A part-of ontology. 
 
It is worth noticing that, when translating these ontologies in DL, the is-a relation 
is translated into subsumption (⊑) or, more precisely, it is assumed to imply subsump-
tion, while this is not the case for part-of. Therefore is-a constitutes the basic back-
bone of the subsumption based hierarchical structure of a domain. 
2.2 Classification ontologies 
Ontologies in classification semantics are built with the goal of indexing docu-
ments. As a consequence, the extension of each concept (label of a node) is the set of 
documents about the entities or individual objects described by the label of the con-
cept [1,2]. For example, the extension of the concept animal is “the set of documents 
about animals” of any kind. This has three main consequences. 
The first is that the semantic relation holding between nodes which are one above 
the other is always the subset relation. In other words the set of documents which can 
be classified in a node is always a subset of the documents which can be classified in 
the node above (and this motivates some techniques for minimizing the number of 
nodes where a document is classified, for instance the get-specific principle, see [16] 
for a formalization of this principle and its use in automatic classification). Fig. 2 (a),  
(b) provide the classification semantics version of the two ontologies reported in Fig. 
1 (a), (b). As it can be noticed from Fig. 2, the standard relations of descriptive on-
tologies are translated into relations among sets. Thus, is-a, but also to part-of, when 
transitive, and instance-of, are translated into subset, while the others correspond to 
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overlap (⊓). Fig. 2 (b) provides a case where the part-of relations of Fig. 1 (b) are 
translated into subset in classification semantics. One example where this is not pos-
sible is the chain of relations: handle part-of door part-of school part-of school sys-
tem.  
The second consequence is that, in the DL translation of classification ontologies, 
the subset relation is translated into subsumption between the formulas of nodes 
which are one above the other. It is important to observe that the DL translation of the 
same ontology, if taken with real world semantics or with classification semantics, 
leads to a different DL theory (compare again Fig. 1(b) and Fig. 2(b))). 
 
Fig. 2. Two ontologies in classification semantics. 
 
Notice that the labels in both ontologies in Fig. 2 are such that each of them repre-
sents a proper subset of the label of the node above. Thus, for instance, vertebrates 
represents a proper subset of animals. However, and this is the third consequence, in 
classification ontologies, the situation above can be generalized to consider labels 
which denote sets which are not in the subset relation, but, rather, in the overlap rela-
tion. As a matter of fact, this is what happens in most classification ontologies [2]. 
Consider for instance the classification ontology in Fig. 3 (a). The intuition is that 
node B should contain all documents which are about “the research on Java”. In other 
words, the meaning of a node (so-called “concept at a node” in [1,14]) can be con-
structed by taking the DL conjunction of (semantically, the intersection of the sets de-
noted by) the concepts of all the labels in the path from the root to the node itself. The 
application of this rule to the example in Fig. 3 (a) leads to the ontology in Fig. 3(b). 
As it can be noticed, the concept associated to a node is in the subsumption relation 
with any node above and this is obtained by applying the conjunction operator over 
the path. The numbers after each label are used to denote the concept which is ob-
tained by disambiguating it (each word may correspond to more than one concept, 
e.g. Java can be an island, a programming language or a kind of coffee beans). It is 
easy to notice how the situation in Fig. 3 (a) collapses into the situations in Fig. 2 (a) 
once we return to the subset relation: all the conjunctions become redundant due to 
the fact that if A ⊑ B, then A ⊓ B is equivalent to A. 
2.3 Lightweight classification ontologies 
All the theory on classification of  Library Science and, as a consequence, the the-
ory of facets, as originally devised by Ranganathan and later refined in the POPSI 
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methodology, is based on classification semantics. And it is correctly so, as these 
methodologies were invented in order to classify books and position them in shelves.  
In the following of this paper we also concentrate on classification ontologies and 
classification semantics. The motivation is quite similar to that in Library Science. It 
is a fact that, e.g., on line catalogs, file systems, web directories and library classifica-
tions are used for classifying objects and can be translated, exactly or with a certain 
degree of approximation, into classification ontologies. 
 
 
Fig. 3. (a) A classification ontology with no subset-of  relation between labels, (b) 
the corresponding formal ontology. 
  
As a matter of fact, in all applications from Library Science and also in our refer-
ence applications, the classification ontologies which are needed are quite simple and 
consists of trees, possibly multi-rooted, where most of the nodes in the father-child re-
lation do not have labels whose denotation stands in the subset relation. Each node la-
bel can therefore be translated into a logic formula (typically built as a combination of 
conjunctions and disjunctions of atomic concepts) representing the meaning of the 
node taking into account its context, namely the path from the root to the node [3]. 
This leads to the definition of classification lightweight ontology, as originally de-
fined in [25] (the word “classification” did not appear in the original definition): 
 
 A lightweight classification ontology O is a rooted tree <N,E,LF> where: 
a) N is a finite set of nodes; 
b) E is a set of edges on N; 
c) LF is a finite set of labels expressed in a Propositional DL language such that 
for any node ni ∈ N, there is one and only one label liF∈LF; 
d) li+1F ⊑ liF with ni  being the parent of ni+1. 
3 Facets   
According to the Analytico-Synthetic approach [14], facets are defined following 
two steps: 
 
1. examine the field (domain) to identify relevant terms. They can be gained by 
consulting domain experts and all sorts of information sources over the domain. 
This process starts in the so called “idea plane”, the language independent con-
research 
Java 
Artificial Intelligence 
A
B
C
overlap
(a) 
overlap
journal#1 ⊓ java#1
A 
B 
C 
⊑ 
(b) research#1
journal#1 ⊓ java#1 ⊓ artificial_intelligence#1
⊑ 
ceptual level, where primitive concepts are identified. Each identified concept, in 
turn, is expressed in the “verbal plane” in a given language, for example in Eng-
lish, trying to articulate the idea coextensively, namely identifying a term which 
exactly and unambiguously expresses the concept; 
 
2. group the identified terms (also called isolate ideas) according to their common 
properties or characteristics, and order them (in hierarchies) in a meaningful se-
quence. The set of homogeneous terms form a facet.  For example, Nose, Larynx, 
Trachea, Bronchi, Lung, Pleural sac, Mediasinum form a facet called Respira-
tory system (these entities are in the part-of relation with Respiratory system). 
Now the terms Outer nose and Nasal, which are again part-of  Nose, can form a 
facet called Nose which will be treated as sub-facet of the facet Respiratory sys-
tem.  
 
These two steps construct a faceted representation scheme and correspond to what 
in our previous work we call the definition and construction of the so called back-
ground knowledge [17, 21], namely the a-priori knowledge which must exist in order 
to make semantics effective. Notice that the grouping of terms of step 2 have real 
world semantics, namely, they are descriptive ontologies which are formed using 
part-of, is-a and instance-of . Facets have the following two key properties:    
 
1. They are organized as a set of independent domains which are completely modu-
lar and can be developed independently.   
2. For each domain, facets are grouped into specific elementary categories.  Origi-
nally, Ranganathan defined five fundamental categories: Personality, Matter, 
Energy, Space and Time (PMEST). Later on, Bhattacharyya proposed a refine-
ment which consists of four main categories, called DEPA: Discipline (D) (what 
we now call a domain), Entity (E), Property (P) and Action (A), plus another spe-
cial category, called Modifier (m). 
 
In our approach we organize facets according to the DEPA categories. Let us describe 
them in some detail: 
 
− Discipline (or domain): it includes conventional fields of study (e.g., Library 
Science, Mathematics and Physics), applications of the traditional pure discip-
lines (e.g., Engineering and Agriculture), any aggregates of such fields (e.g., 
Physical Sciences and Social sciences), or also, in more modern terms, fields like 
music, sports, computer science, and so on.   
− Entity: the elementary category Entity is manifested in perceptual correlates or in 
conceptual existence. It is distinct from their properties and actions performed by 
them or on them. Basically the concepts represent the core idea of a domain 
treated as under this elementary category. For example, “Teachers”, “Students”, 
“Courses” are the core concepts to a domain “Education”. 
− Property: it includes concepts denoting quantitative or qualitative attributes. For 
example, Quality, Quantity, Measure, Weight, Taste, etc; 
− Action: it includes concepts denoting the notion of “doing”. It includes 
“processes” and “steps” of doing. An action can manifest as “Self-action” or “Ex-
ternal action”. A self-action is an action done by some agent (explicit or implicit) 
on or in itself. For example, Imagination, Interaction, Reaction, Reasoning, 
Thinking, etc. An external action is an action done by some agent (explicit or im-
plicit) on a concept of any of the elementary categories described above. For ex-
ample, Organization, Cooperation, Classification, Cataloguing, Calculation, De-
sign, etc. 
− Modifier: it includes concepts used or intended to be used to qualify other con-
cepts. With the help of a modifier, the extension of a concept is decreased and the 
intension is increased without disturbing its conceptual wholeness. For example, 
“Mining in India”, here India modifies Mining. By implication, any concept from 
the elementary categories above or combination of two or more concepts may 
serve as the basis of deriving a modifier. There are many kinds of modifiers, in 
particular we can distinguish common modifiers (e.g., space-modifier, time-
modifier, environment-modifier, form-modifier, language modifier) and special 
modifiers (e.g., Infectious, Bacterial, Fungus, etc. modify the concept “Diseases” 
in the Medicine domain). Common modifiers are common to all disciplines used 
to modify manifestations of more than one elementary category, occurring singly 
or in combination. Special modifiers modify manifestations of one and only one 
elementary category. However, following the principle of reusability (described 
below), some modifiers can be shared by a set (but not all) domains (for instance 
chemical substances are used both in Chemistry and in Agriculture, possibly un-
der different categories). 
 
The basic rule for formulating subject headings is Discipline (base) first, followed 
by Entity (core), which is followed by Property and/or Action. Property and/or Action 
may be further followed by Property and/or Action as the case may be, followed by 
Common modifiers. The species/types and/or modifiers and/or parts and/or constitu-
ents for each of the elementary categories follow immediately the manifestation to 
which they are respectively species/types or modifiers or parts or constituents. In Fig. 
4 we provide an example of facets grouped in the DEPA categories in the Medicine 
domain.  Notice that, even if this is not the case in the example above, in each cate-
gory we can potentially have more than one facet. 
Facets possess some essential properties as listed below: 
 
− Hospitability: they are easily extensible. New terms representing new knowledge 
can be accommodated without difficulty in the hierarchical structure. Terms in 
the hierarchies are clearly defined, mutually exclusive and collectively exhaus-
tive. 
− Compactness: facet based systems need less space with respect to the other hie-
rarchical knowledge organization systems to classify the universe of knowledge. 
There is no explosion of the possible combinations as the basic elements (facets) 
are taken in isolation. 
− Flexibility: hierarchical knowledge organization systems are mostly rigid in their 
structure, whereas facet based systems are flexible in nature. 
− Reusability: a facet based ontology developed for a particular domain could be 
partially usable into another related domain. 
− Clear, but rigorous, structure: the faceted approach aims at the identification of 
the logical relations between concepts and concepts groups. Sibling concepts 
must share a common characteristic.  
− The methodology: a strong methodology for the analysis and categorization of 
concepts along with the existence of reliable rules for synthesis is provided. 
− Homogeneity: a facet represents a homogeneous group of concepts, according to 
the specified common characteristic(s). 
 
 
Fig. 4. The set of facets for the Medicine domain. 
 
4 Faceted Lightweight Ontologies   
Once the background knowledge is constructed, the next step is to see how to use 
facets in order to index or classify documents (in our case, inside lightweight ontolo-
gies). As from above, for us this corresponds to associating to each document and 
node in a classification a DL formula [1,2]. This step happens inside what Rangana-
than called the “notational plane”. Here an unambiguous notation is used to syntheti-
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cally attach meaning and provide order to the managed objects, typically books on the 
shelves. Following G. Bhattacharyya [26], the key idea is to associate to a node or 
document a subject, namely “a piece of non-discursive information that summarises 
indicatively what a book or document (any body of information) is about”. A subject, 
in our terms, is the label and corresponding concept associated to a document or a 
node in a lightweight ontology. Since in lightweight ontologies we use classification 
semantics, a document will be classified in any node whose subject is more general 
than the subject of the document [1,16].   
We define subjects in terms of facets. The key intuitions are three: 
 
1. We associate to each term in the subject a label and corresponding concept taken 
from a faceted classification scheme (in POPSI the concept is given by the pre-
ferred term and its context);   
2. For each term in a facet, the context is constructed by associating to it all the 
terms from the root to the term itself, thus disambiguating the intended concept. 
Notice that this means that, in the step from the background knowledge to the 
subject concept, we need to translate from real world semantics (used in the 
background knowledge) to classification semantics (used in lightweight ontolo-
gies). 
3. Each subject contains terms (concepts) from potentially all the DEPA categories, 
thus allowing for the complete disambiguation of the subject. However, the user 
is supposed to provide, explicitly or implicitly, at least the discipline and the 
main entity. 
  
In POPSI, in order to construct  the context, each leading heading (also called lead 
term or term-of approach) is followed by the context heading, namely the set of aux-
iliary terms which preserves the context (in terms of the discipline and the path from 
the root of the facet to the term). For instance, the context of the term Cell is: 
 
Cell (lead term)  
Medicine, Body and its organs > Cell (context heading) 
 
In the above example, “,” separates the isolate ideas (i.e. the concepts) belonging 
to the different fundamental categories as shown in section 3, while “>” identifies the 
increasing intension and decreasing extension of isolate ideas within a facet. Notice 
that, from Fig. 4 above, Medicine is the name of the domain while the second part is 
the complete path in the entity facet. Consider, furthermore, the subject “Microscopic 
diagnosis of bacterial viruses on cells in India”. Its terms are completely contextua-
lized in POPSI as follows (the sequence of concrete steps necessary to identify them 
is described in the next section): 
  
(Domain):       Medicine,  
(Entity):            Body and its organs > Cell,  
(Property):        Disease > Infection > Virus,  
(Modifier of P.)    Bacterial,  
(Action):       Symptom and diagnosis > Microscope,  
(Space modifier): Asia > India  
 
The main advantage of the faceted approach is that it makes explicit the logical re-
lations among the concepts and concept groups and removes the limitations of tradi-
tional hierarchies. It allows for viewing a complex entity from a variety of perspec-
tives or from different angles. For example, a cow can be described as an animal, as a 
pet, as a food item, as a commodity, as a God for a particular community, and so on, 
depending on the domain. Therefore, each time, by providing the context, the faceted 
approach allows for the representation of different concepts. 
 
 
Fig. 5. A faceted lightweight ontology. 
 
Based on the notion of subject, we can now define a faceted lightweight (classifi-
cation) ontology as follows:  
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A faceted lightweight (classification) ontology is a lightweight ontology where each 
term and corresponding concept occurring in its node labels must correspond to a 
term and corresponding concept in the background knowledge, modeled as a faceted 
classification scheme.  
 
Fig. 5 provides an example of how this can be done. Notice that in faceted 
lightweight ontologies there might be nodes, as in Fig. 5, whose labels contain terms 
from multiple DEPA categories, while in other cases we will have one node per 
DEPA category. The more terms and corresponding DEPA categories there will be, 
the more specific the lightweight classification ontology will be. 
5 Subject indexing 
How do we use faceted classifications schemes, in practice? As already mentioned 
in the previous section, documents will be classified under those nodes whose subject   
is more general than theirs. But, the real challenge is that in most cases the subject 
specification is only partial. To this extent, POPSI provides a methodology for pro-
viding the missing contextual information. The solution lies mainly in the appropriate 
representation of the extension and intension of the thought content (subject matter) 
of the indexed documents. Let us now discuss the steps involved in POPSI in deriving 
the subject strings starting from the titles associated to documents to index along with 
an example. Let us consider the example of a subject given in the previous section: 
 
“Microscopic diagnosis of bacterial viruses on cells in India”. 
 
The analysis is organized in eight steps, as described below: 
 
Step 1 (Analysis of the subject indicative expression): it concerns the analysis of 
the subject indicative expression pertaining to the source of information. It may be the 
title of a book, article etc. For the example above, we derive the following terms: 
 
D = Medicine (implicit in the above title) 
E = Cells (explicit) 
P = Viruses (explicit) 
m of P = Bacterial (explicit)   
A = Microscopic diagnosis (explicit) 
m = India (explicit) (Space modifier) 
 
In our approach this step is performed analogously. Notice that implicit categories 
must be provided manually by the user or computed automatically by the system. 
 
Step 2 (Formalization of the Subject Proposition): in this stage the formalization of 
the sequence of the terms appearing in the subject derived by Step 1 (Analysis) is 
done. According to the principles of sequence, the components are sequenced in the 
following way: 
 
Medicine (D), Cells (E), Viruses (P), Bacterial (m of P), Microscopic diagnosis 
(A), India (m) 
 
In our approach this step is not needed. 
 
Step 3 (Standardization of the Subject Proposition): It consists in the identification 
of the standard terms, when synonyms of the same term are available, denoting the 
atomic concepts present in the subject proposition. For our example, this step is not 
applicable. So, the subject proposition remains the same: 
 
Medicine, Cells, Viruses, Bacterial, Microscopic diagnosis, India 
 
In our approach this step is performed analogously. This information is codified in the 
background knowledge. 
 
Step 4 (Modulation of the Subject Proposition): It consists of augmenting the stan-
dardized subject proposition by interpolating and extrapolating, as the case may be, 
the successive super-ordinates of each concept by using standard terms with indica-
tion of their synonyms. In practice, it corresponds to the identification of correspond-
ing contextual terms, namely the correct disambiguation of each concept used, provid-
ing the right amount of hierarchically related concepts: 
 
Medicine, Body and its organs > Cell, Disease > Infection > Virus, Bacterial, 
Symptom and diagnosis > Microscope, Asia > India 
 
In our approach this step is performed analogously: we extract from the background 
knowledge, the concept of each natural language term occurring in the subject. 
 
Step 5 (Preparation of the Entry for Organizing the Classification): This step 
consists of preparing the main entries in the so called associative index in alphabetical 
arrangement. This is done by assigning a systematic set of numbers as given in [26] to 
indicate the categories and positions of the subject propositions. In our example: 
 
Medicine 8 Body and its organs 8.3 Cell 8.2 Disease 8.2.4 Infection 8.2.4.4 Virus 
8.2.4.4.6 Bacterial 8.2.1 Symptom and diagnosis 8.2.1.4 Microscope 4 Asia 4.4 In-
dia 
 
In our approach this step is not needed. 
 
Step 6 (Decision about the Terms-of Approach): It consists of deciding the terms-
of approach, namely the lead terms, for generating associative classifications, and of 
controlling synonyms. For controlling synonyms, each standard term is to be referred 
to from each of its synonyms. For example (this  is not part of our running example),  
 
 Chemical treatment (Medicine) 
     see 
     Chemotherapy 
 
In our approach this step is not needed. 
 
Step 7 (Preparation of the Entries for Associative Classification): It consists of 
preparing entries under each term-of-approach by cyclic permutation. For example 
(all other entries can be treated similarly): 
 
Body and its organ 
Medicine, Body and its organs > Cell, Disease > Infection > Virus, Bacterial, 
Symptom and diagnosis > Microscope, Asia > India 
 
Cell 
Medicine, Body and its organs > Cell, Disease > Infection > Virus, Bacterial, 
Symptom and diagnosis > Microscope, Asia > India 
 
In our approach this step is not needed. 
 
Step 8: Alphabetical Arrangement of Entries 
It consists of arranging all the entries including the reference entries in alphabetical 
sequence according to a set of standardized rules ignoring the signs and punctuation 
marks. 
 
Asia 
      Medicine, Body and its organs > Cell, Disease > Infection > Virus, Bacterial,    
   Symptom and diagnosis > Microscope, Asia > India 
Bacterial 
    Medicine …  India 
 … 
    … 
Virus 
   Medicine …  India 
 
In our approach this corresponds to indexing or classifying inside a faceted 
lightweight ontology using the concepts of the nodes and the documents. 
6 Conclusion 
In this paper, we have introduced the notion of faceted lightweight ontology as a 
lightweight ontology whose terms are extracted from a background knowledge orga-
nized in terms of facets. Using facets allows us to have much more control on the lan-
guage and concepts used to build ontologies and also on their organization, which in 
general will exploit the structure and terms of the four basic DEPA categories. 
This work has been done as part of the FP7 Living Knowledge FET IP European 
Project. 
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