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für den Frieden in der Welt -
und für meine Mutter
Die Positronen-Emission-Tomographie (PET) ist ein bildgebendes Verfahren, dass in vi-
vo Einblike in die physiologishen Vorgänge von Organismen ermögliht. Das Verfahren
kommt dabei sowohl im klinishen Bereih, als auh in der Grundlagenforshung zur
Anwendung. Mit der fortshreitenden Entwiklung und Verbreitung der Tomographen-
tehnik werden dabei neue Anforderungen an die Bildrekonstruktion gestellt. Speziell die
Grundlagenforshung nutzt dabei immer kleinere Detektorsysteme, um eine höhere Auf-
lösung zu erreihen. Ferner werden spezielle Datenformate verwendet, die eine Vielzahl
an zusätzlihen Informationen bei der Messung speihern.
Ziel dieser Arbeit war die Untersuhung inwieweit sih durh die Implementation neuer
Ansätze in die Bildrekonstruktionsverfahren, der gestiegene Anspruh an eine höhere
Sensitivität und räumlihe Auösung verwirklihen läÿt.
In dieser Arbeit wird ein Bildrekonstruktionsverfahren vorgestellt und implementiert,
das durh eine genaue Modellierung der Detektorgeometrie des Tomographen eine Ver-
besserung im Bezug auf die räumlihe Auösung liefert. Das Rekonstruktionsverfahren
basiert auf dem bereits existierenden Ordered-subset-Algorithmus für List-mode-Daten.
Der Vorteil des List-mode-Ansatzes besteht dabei darin, dass alle akquirierten Messdaten
in die Rekonstruktion mit einbezogen werden können.
Durh die Kombination einer List-mode-Rekonstruktion mit einer genauen Modellierung
der Detektorgeometrie konnte eine wesentlihe Steigerung der Bildqualität gegenüber der
üblihen Rekonstruktion von Projektionen erzielt werden, wie an Beispielen von Messda-
ten des hohauösenden ClearPET
TM
Neuro gezeigt wird.
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1. Einleitung
Die Positronen-Emissions-Tomographie gehört zu den bildgebenden Verfahren der Nukle-
armedizin. Mit ihr lassen sih physiologishe Vorgänge am lebenden Objekt untersuhen.
Das Verfahren wird sowohl zur Grundlagenforshung eingesetzt, um die biohemishen
Vorgänge in Organismen zu untersuhen und zu verstehen, als auh im klinishen Bereih
zur Diagnostik und Kontrolle von Therapien.
Bei der PET kommen dabei Positronen emittierende Radionuklide zum Einsatz, die an
spezishe Stowehselmoleküle gebunden werden. Diese werden in geringen Mengen in
den Körper injiziert und verteilen sih dort im Gewebe je nah ihrer spezishen Funktion.
Die beim Zerfall des Nuklides entstehen Photonen verlassen in der Regel den Körper und
werden von den Detektoren des Tomographen registriert. Um die räumlihe Verteilung
der Zerfallsorte im Objekt zu bestimmen kommen dann spezielle Rekonstruktionsverfah-
ren zum Einsatz.
Obwohl die PET grundsätzlih ein dreidimensionales Verfahren ist, wurde seit ihrem
Beginn in der Mitte der 70er Jahre die Registrierung der Positronen weitestgehend auf
parallele Shihten beshränkt, indem die einzelnen Ebenen für shräg emittierte Strah-
lung durh sogenannte Septen gegeneinander abgeshirmt wurden. Das Objekt wurde
dann shihtweise mit Fourier-basierten Methoden rekonstruiert und zusammengesetzt.
Der durh die Abshirmung verbundene Sensitivitätsverlust musste dabei in Kauf ge-
nommen werden, da die damalige Tehnik bzw. Rehenleistung noh niht ausreihte,
um eine ehte dreidimensionale Datenakquisition und -rekonstruktion durhzuführen.
Mit zunehmenden Bedarf an höherer Sensitivität und fortshreitender Entwiklung der
Computertehnik wurden Ende der 80er Jahren erste Methoden zur ehten dreidimen-
sionalen Datenaufnahme und -verarbeitung entwikelt.
Bereits Anfang der 80er Jahre kamen mit dem Maximum-Likelihood-Algorithmus von
Shepp u. Vardi (1982) die ersten statistishen Rekonstruktionsverfahren auf, die eine si-
gnikante Verbesserung der Bildqualität gegenüber der früh zum Standard avanierten
gelterten Rükprojektion mit sih brahten, indem sie den Entstehungs- und Detek-
tionsprozess der Strahlung in die Bildrekonstruktion mit einbezogen. Der statistishe
Rekonstruktionsansatz resultiert dabei in einer iterativen Lösungssuhe, mit dem auh
wieder ein erhöhter Rehenaufwand verbunden ist.
Heutzutage werden speziell für die Grundlagenforshung immer kompaktere Systeme ent-
wikelt, die für Studien an Kleintieren gedaht sind. Ziel dabei ist es, neben einer hohen
räumlihen Auösung auh eine hohe Sensitivität zu erreihen. Die räumlihe Auösung
wird in der Regel durh den Quershnitt der Detektoren und den Ringdurhmesser be-
stimmt. Dabei stehen immer kleiner werdende Detektoren jedoh im Widerspruh zu
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einer hohen Sensitivität. Man verwendet deshalb relativ lange Detektoren mit einer klei-
nen Grundähe. Um den damit einhergehenden Auösungsverlust im Randbereih des
Messfeldes zu reduzieren, werden zunehmend die Detektoren in mehreren Lagen aufge-
baut, wodurh man Informationen über die Tiefe der Wehselwirkung erhält.
Viele dieser Systeme zeihnen die registrierten Photonen direkt in der Reihenfolge ihres
zeitlihen Auftretens in dem sogenannten List-mode-Format auf. Das Datenformat hat
gegenüber dem klassishen Projektions- oder Sinogrammansatz vor allem den Vorteil,
dass die Messdaten in ihrer höhstmöglihen räumlihen und zeitlihen Auösung vorlie-
gen. Zusätzlih können zu jedem Photon weitere relevante, während der Messung akqui-
rierte Parameter gespeihert werden. Werden die List-mode-Informationen zur Rekon-
struktion eingesetzt, kann in der Regel eine Steigerung der Bildqualität erwartet werden.
Allerdings ist die Rekonstruktion direkt von List-mode-Daten meist wesentlih rehenin-
tensiver als die Rekonstruktion von Projektionen, da unter anderem wesentlih gröÿere
Datenmengen prozessiert werden müssen. Das Problem wird durh die wahsende Anzahl
der Detektoren moderner Tomographen weiter verstärkt. Die hohauösende Tomogra-
phie stellt damit niht nur neue Herausforderungen an die Rekonstruktionsverfahren,
sondern auh an moderne Computerhardware.
Ziel dieser Arbeit war die Entwiklung und Implementation eines Rekonstruktionsver-
fahren für das ClearPET
TM
Neuro, einem dedizierten, hohauösenden Kleintiertomo-
graphen. Dabei sollte der Vorteil der List-mode-Akquisition in die Rekonstruktion mit
einieÿen, mit dem Ziel, die räumlihe Auösung der Messdaten optimal zu nutzen. Als
Basisalgorithmus wird dafür der Maximum-Likelihood-Algorithmus für List-mode-Daten
und dessen Erweiterung für geordnete Untermengen verwendet. Um die räumlihe Auf-
lösung zu optimieren, wurde dabei ein genaues Modell des Messvorgangs in der System-
matrix implementiert, das den Parallaxeneekt und die Tiefenkodierung der Detektoren
berüksihtigt. Zusätzlih wurde Wert darauf gelegt, dass die Rekonstruktion parallel auf
mehreren Standard-Workstations und -PCs durhgeführt werden konnte, um akzeptable
Rehenzeiten zu ermöglihen.
In dieser Arbeit werden zunähst die allgemeinen physikalishen Grundlagen der PET
vorgestellt, die bei dem Messvorgang eine Rolle spielen (Kapitel 2). Anshlieÿend erfolgt
die Beshreibung des ClearPET
TM
Neuro Tomographen (Kapitel 3). Nah der Erläute-
rung der Theorie der vershiedenen Rekonstruktionsansätze (Kapitel 4), werden in Kapi-
tel 5 die bereits existierenden Ansätze zu Berehnung der Systemmatrix vorgestellt, bevor
an dessen Shluss das im Rahmen diese Arbeit entwikelte Verfahren zur Berehnung des
Systemmodells vorgestellt und diskutiert wird.
In Kapitel 6 wird dann das vorgestellte Modell anhand von Monte-Carlo-Simulationen
überprüft. Anshlieÿend wird das Verfahren an realen Messungen getestet und mit der
Standardrekonstruktion von Projektionen verglihen (Kapitel 7). Abshlieÿend erfolgt in
Kapitel 8 die Zusammenfassung und Diskussion der Ergebnisse.
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2. Grundlagen der
Positronen-Emissions-Tomographie
(PET)
Die Positronen-Emissions-Tomographie ist ein nihtinvasives, bildgebendes Verfahren der
Nuklearmedizin. Mit ihr lassen sih funktionelle Vorgänge in Organismen (Menshen,
Tiere und Panzen) in vivo untersuhen. Dazu wird für eine PET-Untersuhung ein
radioaktives Präparat, der sogenannte Traer, in den Stowehsel eingebraht und an-
shlieÿend dessen Verteilung im Körper bestimmt. Als Traer kommen dabei Positronen-
emittierende Radionuklide zum Einsatz. Die Bestimmung der Traerverteilung im Körper
geshieht dabei über eine tomographishe Messung.
Die Möglihkeit Änderungen im Stowehsel untersuhen zu können, ist der gröÿe Vorteil
der emissions-tomographishen Methoden wie PET und SPECT, da andere tomographi-
she Modalitäten (z. B. CT oder MRT) lediglih anatomishe Informationen wieder-
geben. Das Haupteinsatzgebiet der PET ist der klinishe Bereih, wo sie vor allem in
der Onkologie zur Lokalisation und Kontrolle von malignen Tumoren eingesetzt werden.
Das Verfahren ndet aber auh in der Neurologie und Kardiologie seine Anwendung.
Ein weiteres wihtiges Anwendungsgebiet dieses Verfahrens ndet sih in der Forshung
und Entwiklung von neuen Medikamenten. Dabei werden meist besonders hohauö-
sende Tomographen eingesetzt, die speziell auf die Anforderungen kleiner Labortiere
zugeshnitten sind.
In diesem Kapitel sollen die grundlegenden Aspekte der PET vorgestellt werden und die
physikalishen Prozesse beshrieben, die bei PET-Messungen involviert sind und zu den
Messdaten führen. Abshlieÿend werden die vershiedenen Datenformate behandelt, in
denen tomographishen Messdaten gespeihert werden.
2.1. Physikalishe Grundlagen
Die in der PET eingesetzten Radionuklide sind β+-Strahler, die sih in der Regel durh
kurze Halbwertszeiten auszeihnen. Ferner wählt man im wesentlihen solhe Nuklide, die
möglihst ausshlieÿlih einen β+-Zerfall haben, damit durh sie die Strahlungsbelastung
niht unnötig erhöht wird. Tabelle 2.1 listet vershiedene Positronen-Strahler auf. Die ge-
bräuhlihsten sind dabei
11C (Kohlensto), 13N (Stiksto) und 15O (Sauersto), die
in unveränderter Form die Basis für organishe Moleküle bilden. Mit
18F (Fluor) kön-
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2.1. Physikalishe Grundlagen
Radioisotop:
11
6 C
13
7 N
15
8 O
18
9 F
Halbwertszeit [min℄ 20,3 10,0 2,1 109,8
Wahrsheinlihste
Energie [MeV ℄
0,326 0,432 0,696 0,202
Maximale Energie
[MeV ℄
0,959 1,197 1,738 0,633
Max. Reihweite in
H2O [cm℄
0.5 0.54 0.82 0.24
Reihweite in H2O
(FWHM) [cm℄
0,111 0,142 0,149 0,102
Reihweite in H2O
(FWTM) [cm℄
0,219 0,278 0,357 0,18
Produktionsreaktionen
10B(d, n)
11B(p, n)
14N(p, α)
12C(d, n)
13C(p, n)
16O(p, α)
14N(d, n)
15C(p, n)
18O(p, n)
20Ne(d, α)
Wahrsheinlihkeit des
β+-Zerfalls [%℄
99,8 99,8 99,9 96,9
Stabiles Zerfallsprodukt
11
5 B
13
6 C
15
7 N
18
8 O
Tabelle 2.1.: Positronenemittierende Isotope für die PET und deren Eigenshaften
(Townsend u. Defrise 1993).
Traer Medizinisher Anwendungbereih
Physiologie
[15O]Wasser, [15O]Butanol, C15O2 Durhblutung
11C0, C15O, 68Ga-EDTA Blutvolumen
Metabolismus und Biosynthese
2-[18F ]Fluoro-2-Deoxy-D-Glukose
(FDG)
Glukosemetabolismus
2-[11C]Deoxy-D-Glukose
15O2 Sauerstoverbrauh
11C− und 11F−Aminosäuren Proteinsynthese
Neurorezeptoren und -transmitter
[11C]Ralopride Dopaminrezeptor
[11C]Methylspiperone
6-[18F ]Fluoro-L-DOPA
4-[18F ]Fluoro-m-Tyrosin
Tabelle 2.2.: Beispiele biolgisher Traer für die PET (Pietrzyk 1997)
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2. Grundlagen der Positronen-Emissions-Tomographie (PET)
Abbildung 2.1.: Shematisher Aufbau und Funktionsweise eines Zyklotrons aus dem Pa-
tent von Lawrene (1934). Das Zyklotron besteht prinzipiell aus zwei
D-förmigen Elektroden (1, 2), den sogenannten Dees, die zwishen den
Polen eines groÿen Magneten (3) eingebaut sind. Das äuÿere Magnetfeld
zwingt dabei geladene Teilhen durh die Lorenzkraft auf eine Kreis-
bahn. An den Dees liegt nun eine hohfrequente Wehselspannung (4,
e) an, so dass die geladene Teilhen in einem Spalt zwishen den Dees
beshleunigt werden. Durh die zunehmende kinetishe Energie bewegen
sih die Teilhen dann spiralförmig nah auÿen.
nen auÿerdem Wassersto- oder Hydroxylgruppen substituiert werden. Tabelle 2.2 listet
einige biologishe Traer mit dem entsprehenden medizinishen Anwendungsbereih auf.
Die überwiegende Zahl der Radionuklide wird künstlih in einem Zyklotron (Abbildung
2.1) synthetisiert. Hierin werden die Kerne stabiler Ausgangselemente, sogenannte Tar-
gets, mit hohenergetishen Protonen (
1
1p
+
bzw.
1
1H
+
), Deuteronen (
2
1d
+
bzw.
2
1H
+
) oder
Wasserstoonen (
1
1H
−
) beshossen, so dass ein Protonenübershuss im Kern des Tar-
gets entsteht und der Kern instabil wird. Die Wahl des Targets hängt dabei von dem
gewünshen Radionuklid und der Produktionsreaktion ab (s. Tabelle 2.1).
Eine Möglihkeit für den protonenreihen Kern nun wieder in einen stabilen Zustand
zu gelangen besteht in dem sogenannten β+-Zerfall, bei dem sih ein Proton p in ein
Neutron n, ein Positron β+ und ein Elektron-Neutrino νe umwandelt
1
1p
+ → 10n+ 01β+ + 00νe.
Das Neutron verbleibt dabei im Kern, so dass das Tohterelement Y nah dem Zerfall die
12
2.1. Physikalishe Grundlagen
Abbildung 2.2.: β+-Zerfall am Beispiel von 189 F und anshlieÿende Annihilation des Po-
sitrons (blau) mit einem Elektron (grün). Die entstanden γ-Quanten
haben jeweils eine Energie von 511keV .
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2. Grundlagen der Positronen-Emissions-Tomographie (PET)
gleihe Massenzahl A, aber eine um 1 geringere Kernladungszahl Z als das Mutterelement
X besitzt
A
ZX → AZ−1Y + 01β+ 00νe.
Die beim Kernzerfall freiwerdende Energie, die sih aus der Massendierenz zwishen
Radioisotop und den stabilen Zerfallsprodukten ergibt, verteilt sih zufällig auf das Neu-
trino und das Positron, so dass beide ein kontinuierlihes Energiespektrum besitzten, das
von beinahe Null bis zur maximalen freiwerdenen Energie reiht. Die mitgegebene kine-
tishe Energie sorgt dafür, dass beide Teilhen den Kern verlassen. Das Neutrino iegt
dabei als elektrish neutrales Teilhen ungehindert davon, während das Positron mit der
umgebenden Materie in Wehselwirkung tritt (Abbildung 2.2).
Nah dem Austritt aus dem Kern verliert das Positron sehr shnell seine kinetishe Ener-
gie. Der dominante Prozess dabei ist der unelastishe Stoÿ mit den Hüllenelektronen der
Atome, bei der das Positron seine Rihtung ändert und einen Teil seiner Energie abgibt
(Bailey et al. 2005). Abhängig von der anfänglihen Energie und der Dihte des umge-
benden Materials hat das Positron etwa eine mittlere Reihweite von 0.5 bis 2 mm bevor
es seine kinetishe Energie verloren hat.
Hat das Positron den gröÿten Teil seiner kinetishen Energie verloren und trit auf ein
Elektron, kombinieren Teilhen und Antiteilhen zunähst zu einem sehr kurzlebigen
(10−10 s) wasserstoähnlihem Teilhen, einem Positronium, bevor sih bei der soge-
nannten Annihilation die Masse beider Teilhen in Energie wandelt. Dabei entstehen als
Vernihtungsstrahlung zwei Photonen (γ-Quanten), die nah der Einsteinshen Masse-
Energie-Äquivalenz jeweils eine Energie von 511 keV besitzten und aufgrund der Im-
pulserhaltung diametral (180
◦
) auseinanderstreben (Abbildung 2.2). Möglih sind auh
Annihilationen, bei denen mehr als zwei Photonen erzeugt werden. Die Wahrsheinlih-
keit dafür ist jedoh mit 0.003% sehr gering (Phelps 2004). Da das Positronium einen
kleinen Restimpuls besitzen kann, treten Winkelabweihungen im Mittel von ira ±0,25◦
auf (Phelps 2004).
Der Annihilationsprozess bildet die physikalishe Grundlage der PET. Die beiden γ-
Quanten verlassen wegen ihrer hohen Energie mit groÿer Wahrsheinlihkeit das um-
gebende Material und können dann von einem Detektorsystem registriert werden (Ab-
bildung 2.3). Es sind also die bei der Annihilation entstanden γ-Quanten, die detektiert
werden und niht das Positron selbst. Folglih wird die maximale räumlihe Auösung bei
der Ortsbestimmung des Traers durh die Winkelabweihung und Positronenreihweite
physikalish begrenzt.
2.1.1. Wehselwirkungen zwishen Photonen und Materie
Die beim Annihilationsprozess erzeugten γ-Quanten interagieren sowohl mit der umge-
benden Materie des Objektes als auh mit dem Detektormaterial. Ganz allgemein gibt
es dabei folgende Wehselwirkungen von Wellen mit Teilhen
14
2.1. Physikalishe Grundlagen
Abbildung 2.3.: Prinzip einer PET Messung (Kehren 2001).
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Abbildung 2.4.: Relative Bedeutung der Wehselwirkungen zwishen Photonen und Ma-
terie als Funktion der der Kernladungszahl der Materie und der Energie
des Photons (Knoll 1989). Entlang der (dunklen) Linien sind die ent-
sprehenden Eekte gleih wahrsheinlih. Die senkrehte Linie bei 551
keV markiert die Energie der Gammaquanten bei der PET.
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γ
einfallendes Photon
emittiertes Photon
angeregtes Elektron
Abbildung 2.5.: Beim Photoeekt überträgt das Photon seine gesamte Energie auf das
Elektron.
• Photoelektrishe Eekt
• Compton-Eekt
• Paarbildung
• Rayleigh-Streuung
Abbildung 2.4 zeigt die relative Bedeutung der drei wihtigsten Wehselwirkungen zwi-
shen Photonen und Materie für vershiedene Elemente und Energien. Die beiden wih-
tigsten Eekte für die 511 keV -Photonen der PET sind dabei der Photelektrishe Eekt
und die Compton-Streuung. Die Paarbildung ist bei der PET niht zu beobahten, da
die Energie der Photonen hierzu niht ausreiht. Ferner können die Photonen noh durh
die Rayleigh-Streuung abgelenkt werden. Auh dieser Eekt spielt in der PET nur eine
untergeordnete Rolle, da er nur für Energien unter 50 keV dominant ist und bei 511 keV
die Streuung meist nur in Vorwärtsrihtung stattndet.
2.2. Photoeekt
Der Photoeekt beshreibt die Wehselwirkung von Photonen ausshlieÿlih mit den
Hüllenelektronen von Atomen. Bei diesem Vorgang wird das Photon komplett absorbiert,
das heiÿt, es gibt seine gesamte Energie an das Elektron ab. Die Energie des Elektrons
ist nah der Wehselwirkung also gleih der Energie des Photons vermindert um seine
Bindungsenergie. Das angeregte Elektron wird dann abhängig von seiner Bindungsenergie
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γ
γ′
θ
gestreutes Photon
einfallendes Photon
gestoßenes Elektron
Abbildung 2.6.: Compton-Streuung eines Photons als Folge eines inelastishen Stoÿes
mit einem Elektron.
und der Energie des Photons entweder in eine höhere Shale gehoben oder aber aus der
Hülle emittiert (Abbildung 2.5).
In Folge dessen wird der frei gewordene Platz von einem Elektron aus einer höheren
Shale eingenommen, da tiefere Shalen energetish günstiger sind. Die Energiedierenz
zwishen den beiden Shalen gibt das zurükfallende Elektron als Photon ab. Die Wel-
lenlänge des emittierten Photons ist dabei harakteristish für das Atom bzw. Material
in dem der Eekt stattndet.
Der Wirkungsquershnitt des Photoeektes ist dabei sehr stark abhängig von der Kern-
ladungszahl Z des Atoms
σP ∝ Z
5
E
7/2
γ
,
wobei Eγdie Energie des einfallenden Photon ist. Aus der Gleihung (und ebenso aus
Abbildung 2.4) wird ersihtlih, dass der Photoeekt für wasserähnlihe Materialien (ge-
genüber dem Compton-Eekt) vernahlässigbar gering ist. Stattdessen kommt der Pho-
toeekt im Detektor zum tragen, wo gezielt Materialien mit hoher Kernladungszahl ein-
gesetzt werden, um möglihst viele der 511 keV -Photonen nahzuweisen, das heiÿt den
Wirkungsquershnitt zu erhöhen (Tabelle 2.3).
2.2.1. Compton-Eekt
Der Compton-Eekt beshreibt den inelastishen Stoÿ zwishen einem Photon und einem
Elektron (Abbildung 2.6). Bei dem Stoÿ gibt das Photon einen Teil seiner Energie an das
Elektron ab und wird gestreut (Compton-Streuung). Die Energieabgabe ist dabei umso
höher, je gröÿer der Streuwinkel ist. Hat das Photon danah noh genug Energie übrig
kann sih der Prozess wiederholen (Mehrfahstreuung).
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Abbildung 2.7.: Wirkungsquershnitt in Abhängigkeit vom Streuwinkel θ (Knoll 1989).
Der Compton-Eekt kann dabei sowohl an freien als auh shwah gebunden Elektronen
stattnden. Ist dabei die Energie des Photons wesentlih höher als die Bindungsenergie
eines Hüllenelektrons oder die kinetishe Energie des freien Elektrons, dann kann die
Energie des Elektrons vernahlässigt werden und die Energie Eγ′ des gestreuten Photons
berehnet sih aus seiner ursprünglihen Energie Eγ und dem Streuwinkel θ zu
Eγ′ =
Eγ
1 + α(1 − cos θ)
mit α = Eγ/mβ−c
2
, wobei mβ− die Ruhemasse des Elektrons ist.
Die Verteilung des Streuwinkels bei gegebener Energie ist durh die Klein-Nishina-Formel
(Klein u. Nishina 1929) gegeben. Der dierenzielle Wirkungsquershnitt der Compton-
Streuung lautet
dσ
dΩ
=
r2β−
2
(
1
1 + α(1 − cos θ)
)2(
1 + cos2 θ +
α2(1− cos θ)2
1 + α(1− cos θ)
)
(2.1)
mit rβ−als klassishem Elektronenradius. Das heiÿt dσ/dΩ gibt die Wahrsheinlihkeit
an, dass ein Photon bei gegebener Energie an einem Elektron in den Raumwinkel dΩ =
2π sin θdθ gestreut wird. Für ein Atom mit der Kernladungszahl Z (und i.d.R. auh Z
Elektronen) gilt dann für den absoluten Wirkungsquershnit der Compton-Streuung
σC ∝ Z
Eγ
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Detektormaterial: NaJ BGO LSO LuYAP
Chemishe Formel NaJ(T l) Bi4Ge3O12 Lu2(SiO4)O : Ce Lu0,7Y0,3Al 03 : Ce
Lihtausbeute
[Photonen/MeV ℄
38.000 - 40.000 6.000 - 8.200 25.000 - 29.000 12.500
Abklingzeit [ns℄ 230 300 40 20 - 25 / 200 - 250
Dihte [g/cm3℄ 3,67 - 3,76 7,13 7,4 7,1 - 7,4
Strahlungslänge bei 511
keV [mm℄
25,6 - 29,3 10,5 - 11,2 11,4 - 12,0 ≈13
Photoeektverhältnis
σP /(σP + σc)
bei 511 keV [%℄
18 43 34 27
Wellenlänge [nm℄ 415 480 420 390
Natürlihe
Radioaktivität
Nein Nein Ja Ja
Hygroskopish Ja Nein Nein Nein
Eektive
Kernladungszahl
50,6 - 51 74,2 - 75 65,5 - 66 k.A.
Tabelle 2.3.: Beispiele gängiger Detektormaterialen für die PET. Die Werte für die einzel-
nen Eigenshaften untersheiden sih dabei zum Teil je nah Literatur. Der
Grund dafür liegt in der leiht variierenden hemishen Zusammensetzung
beim Herstellungsprozess. Die besten Werte sind jeweils farblih unterlegt.
In Abbildung 2.7 ist die Klein-Nishina-Formel graphish dargestellt. Hier wird erkennt-
lih, dass für Photonen mit der Energie von 511 keV die Streuung hauptsählih in
Vorwärtsrihtung erfolgt und der Energieverlust in Folge auh nur relativ gering ist.
Der Compton-Eekt ist die dominierende Wehselwirkung in Wasser für Photonen mit
Energien zwishen etwa 100 keV und 2 MeV .
Da biologishes Gewebe in etwa die Eigenshaften von Wasser aufweist, ist der Compton-
Eekt für PET-Untersuhungen von groÿer Relevanz. Die Streuung hat zur Folge, dass die
Photonen von ihrer eigentlihen Koinzidenzlinie abweihen und folglih in einer falshen
detektiert werden. Auÿerdem können die Photonen auh gänzlih absorbiert werden, was
Auswirkungen auf die Quantizierung hat.
Die Compton-Streuung ist auh in den Detektoren von Bedeutung. Allerdings in gerin-
gerem Ausmaÿ, da das Detektormaterial aus Elementen mit wesentlih höheren Kernla-
dungszahlen besteht (Tabelle 2.3).
2.3. Detektortehnik
In der PET werden prinzipiell zwei vershiedene Detektortehniken zum Nahweis der
hohenergetisher Photonen verwendet:
1. Proportional-Gas-Kammern (engl. multi wire proportional hamber)
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Energie
511keV
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Abbildung 2.8.: Shematishes Energiespektrum eines Szintillators. Der Photoeekt er-
zeugt eine sharfe Spitze im Energiespektrum, während die Energie der
Compton-gestreuten Ereignisse kontinuierlih ist.
2. Szintillatoren
Die ältesten Detektoren sind die Proportional-Gas-Kammern. Sie stammen aus dem dem
Bereih der Hohenergiephysik und werden in modernen PET-Systemen vergleihswei-
se selten eingesetzt, da sie eine relativ geringe Sensitivität haben und sih mit ihnen
die eingestrahlte Energie niht bestimmen läÿt. Dagegen bieten sie eine sehr gute Orts-
auösung. Ein Beispiel für den Einsatz dieser Tehnik ndet sih beim HIDAC-System
(Jeavons et al. 1999; Missimer et al. 2004).
2.3.1. Szintillatoren
Heutzutage basieren die meisten Detektoren für PET- und SPECT-Systeme auf anor-
ganishen Szintillationskristallen. Der Szintillator wird beim Durhgang der Photonen
angeregt und gibt die deponierte Energie danah in Form von niederenergetisheren Pho-
tonen im sihtbaren bis ultraviolettem Bereih wieder ab. Die Anregung des Szintillators
geshieht dabei sowohl durh den Compton-Eekt als auh den Photoeekt (Kapitel
2.1.1).
Aus praktisher Siht werden für die Detektoren Materialien bevorzugt, die eine hohe
Wahrsheinlihkeit für den Photoeekt aufweisen. Da hierbei die gesamte Energie abge-
geben wird, äuÿert sih der Photoeekt als sharfe Spitze (engl. peak) bei 511 keV im
Energiespektrum des Detektors und ermögliht eine eindeutige Identikation der Anni-
hilationsphotonen. Die Photonen, die durh den Compton-Eekt gestreut wurden, bilden
dagegen ein kontinuierlihes Spektrum, da nur ein Teil der Energie an den Detektor ab-
gegeben wurde. Bei ihnen kann dann niht untershieden werden, ob die Streuung im
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(a) Blokdetektor (b) Phoswih-Blokdetektor () Direkte Kopplung
Abbildung 2.9.: Beispiele für vershiedene Designs von PET-Detektoren. Beim Blok-
detektor a) wird die Ortsinformation durh eine Shwerpunktsbildung
der Lihtverteilung in den darunterliegenden PMTs gewonnen. Mit der
Phoswih-Bauweise b) erhält man zusätzlih Informationen über die Tie-
fe der Wehselwirkung. Alternativ lassen sih die Detektorkristalle auh
direkt auf einen ortsempndlihen PMT koppeln ).
Detektor oder im Objekt, was in der Regel zu einer falshen LOR führt, stattgefunden
hat. Abbildung 2.8 zeigt ein shematishes Energiespektrum.
Man favorisiert also in der Praxis Detektormaterialen mit hoher Dihte bzw. hoher
Kernladungszahl Z, um den Wirkungsquershnitt für den Photoeekt zu erhöhen. Ta-
belle 2.3 listet einige gängige Detektormaterialen auf: Thallium dotiertes Natriumjodid
(NaJ ), Bismuthgermanat (BGO), sowie Lutetium-Oxyorthosilikat (LSO) und Lutetium-
Yttrium-Aluminium-Perovskit (LuYAP), die beide mit Cerium dotiert sind. Bei den ak-
tuellen Szintillatoren liegt das Verhältnis von Photoeekt zu Compton-Eekt (engl. photo
fration) grob unter 50%. Neben einem hohem Wirkungsquershnitt für den Photoeekt
sind eine hohe Lihtausbeute und eine geringe Szintillationsabklingzeit weitere gewünsh-
te Eigenshaften. Aus der Tabelle 2.3 wird ersihtlih, dass es keinen perfekten Szintillator
für die PET gibt. Aktuell stellt LSO mit einer hohen Dihte und Lihtausbeute ein gutes
Material für die PET dar.
2.3.2. Nahweis des Szintillationslihtes
Das vom Szintillator erzeugte Liht wird anshlieÿend mit einer speziellen Elektronen-
röhre, dem so genannten Photomultiplier (engl. photomultiplier tube, PMT), um das
105 − 106-fahe verstärkt und so in ein messbares, elektrishes Signal umgewandelt, das
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a)
b)
c)
d)
Abbildung 2.10.: Vershiedene Möglihkeiten der Koinzidenzbildung und des Koinzi-
denzverlustes: a) wahre Koinzidenz, b) gestreute Koinziden, ) zufällige
Koinzidenz und d) verlorene Koinzidenzen.
an der Anode des PMT abgegrien werden kann. Da die PMT-Tehnik weit fortge-
shritten ist, eine hohe Verstärkung bietet und stabil arbeitet, werden PMTs zur Zeit
standardmäÿig zur Verstärkung des Szintillationslihtes in PET-Systemen verwendet. In
Abbildung2.9 sind vershiedene Detektorkongurationen dargestellt. Zum Einsatz kom-
men dabei ein oder mehrere PMTs, vor denen sih dann eine Matrix aus mehreren Szin-
tillationskristallen bendet. So kann für jeden einzelnen Kristall die abgegebene Energie
bestimmt werden.
Aktuell wird gerade an Halbleiterdetektoren auf der Basis von Avalanhe-Photodioden
(APDs) zur Auslesung des Szintillationslihtes geforsht. Die APDs haben dabei den Vor-
teil, dass sih mit ihnen sehr kompakte Detektormodule aufbauen lassen. Damit sind sie
besonders interessant für dedizierte Kleintiersanner. Ferner sind sie insensitiv gegenüber
magnetishen Feldern, so dass sie prädestiniert für kombinierte PET/MRI-Systeme sind.
Es existieren bereits erste Prototypen, die die neue Tehnik einsetzten (Ziegler et al.
2001; Pihler et al. 2004; Dokhale et al. 2004).
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2.4. Koinzidenztomographie
Wie bereits in Kapitel 2.1 beshrieben, bildet die Emission der beiden γ-Quanten, die
diametral auseinanderstreben, die physikalishe Grundlage der PET. Für den Fall, dass
beide γ-Quanten detektiert werden, weiss man auf Grund der diametralen Ausbreitung
der γ-Quanten, dass die Annihilation mit hoher Wahrsheinlihkeit auf der Verbindungs-
linie zwishen den Detektoren, der sogenannten Line of Respone (LOR), stattgefunden
hat. Da das PET-Prinzip immer auf der Detektion von zwei γ-Quanten basiert, spriht
man hier auh von Koinzidenztomographie.
Bei einer realen Messung nden nun sehr viele solher Annihilationsprozesse gleihzeitig
statt. Die Zuordnung, ob die in zwei untershiedlihen Detektoren nahgewiesenen γ-
Quanten aus dem selben Annihilationsprozess stammen, wird durh ein Koinzidenzzeit-
fenster τ vorgenommen. Werden zwei Photonen in diesem Zeitfenster detektiert, werden
sie als zusammengehörig, das heiÿt, als koinzident interpretiert. In der Praxis wird die
Länge des Koinzidenzzeitfenster vor allem durh die zeitlihen Auösung der Detektoren
bestimmt. Einen Einuÿ hat aber auh die Gröÿe des Sannersystems.
Trotz der Vorgabe eines Koinzidenzzeitfensters werden niht nur wahre Koinzidenzen
bestimmt. Eine Übersiht über die vershiedenen Möglihenkeiten der Koinzidenzbildung
gibt Abbildung 2.10. So können die γ-Quanten durh Streuung von ihrer gradlinigen
Flugbahn sowohl im Objekt als auh im Detektor abgelenkt werden. In Folge dessen
wird ihnen dann eine falshe Koinzidenzlinie zugewiesen (Abbildung 2.10b).
Eine andere Möglihkeit, die zu eine falshen Zuordnung der Koinzidenzlinie führt, stel-
len die zufälligen Koinzidenzen dar (Abbildung 2.10). Hier werden zwei Photonen aus
untershiedlihen Annihilationsprozessen innerhalb des Koinzidenzzeitfensters detektiert,
wodurh sie fälshliherweise auh als zusammengehörig engestuft werden. Eine Möglih-
keit, die Anzahl der zufälligen Koinzidenzen (engl. randoms) für ein Detektorpaar C1
und C2 abzushätzen, kann über deren Einzelzählraten NC1 und NC2 und dem Koinzi-
denzzeitfenster τ vorgenommen werden
Nrandom = 2τNC1NC2 (2.2)
Werden nun genügend Koinzidenzlinien gemessen kann die Traer-Verteilung im Objekt
mit Hilfe mathematisher Verfahren rekonstruiert werden (Kapitel 4).
2.5. Datenformate
Neben den beteiligten Detektoren registrieren moderne Tomographiesysteme heute oft ei-
ne Vielzahl weiterer Informationen zu den koinzidenten Annihilationsphotonen oder kurz
Koinzidenzen. Dabei gibt es zwei grundlegend vershiedene Methoden die Koinzidenzen
einer Messung zu speihern:
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x
y
z
φ
θ
zr
xr
yr
Projektionen: p(xr, yr, φ, θ)
Objekt: f(x, y, z)
Abbildung 2.11.: Zweidimensionale Projektion eines dreidimensionalen Objektes. Die
zweidimensionale Projektionsähe ist deniert als Satz aller paralle-
ler Linienintegrale mit dem azimuthalen Winkel φ und dem o-polarem
Winkel θ relativ zu den Objektkoordinaten (Defrise u. Kinahan 1998).
1. im matrixbasiertem Projektions- bzw. Sinogrammformat
2. im ereignisorientierten List-mode-Format
2.5.1. Projektionsformat
Der klassishe Ansatz, die gemessenen Koinzidenzen zu speihern, ist das Projektions-
bzw. Sinogrammformat. Hier werden die Koinzidenzen in einer groÿen Matrix gespei-
hert, wobei die einzelnen Matrixelemente grob den möglihen Koinzidenzlinien im San-
nersystem entsprehen. Für jede gemessene Koinzidenz, die einem bestimmten Kriterium
genügt, wie zum Beispiel, dass die Energie in einem bestimmten Bereih liegt oder die
Zeitdierenz zwishen den detektierten Photonen dem Koinzidenzzeitfenster entspriht,
wird dann das entsprehende Matrixelement um eins erhöht. Das Format reduziert den
Informationsgehalt der gemessenen Koinzidenzen also in der Regel auf die Geometrie
der LORs und auf die Anzahl der darin registrierten Ereignisse, die dem vorgegebenen
Kriterium entsprehen.
In einem ehten dreidimensionalen tomographishen System wird die Geometrie der LOR
dabei durh minimal vier Parameter beshrieben. Die Rihtung der Koinzidenz wird
durh den azimuthalen Winkel φ und o-polarem Winkel θ bestimmt und die beiden
Koordinaten xr und yr geben den Abstand zum Zentrum des Sanners an. Abbildung
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2.11 veranshauliht die vorgenommene Parametrisierung. Hierbei wird die Aktivitäts-
verteilung des Objektes f(x, y, z) auf
p(xr, yr, φ, θ) =
∫
∞
−∞
f(x, y, z) dzr
abgebildet, wobei die Rotation des Koordinatensystem durh

 xy
z

 =

 − sinφ − cosφ sin θ cosφ cos θcosφ − sinφ sin θ sinφ cos θ
0 cos θ sin θ



 xryr
zr


gegeben ist. Der Satz aller parallelen LORs für eine vorgegebene Rihtung (φ, θ) bildet
dabei eine Flähe, die übliherweise als Projektion bezeihnet. Die Parametrisierung für
den zweidimensionalen Fall erfolgt analog durh setzten von θ = 0 und wird in Kapitel
4.2 verwendet.
Die Parametrisierung der Messdaten in Projektionen ist vor allem für die analytishe
Rekonstruktion sinnvoll, die von regelmäÿig verteilten und kontinuierlihen Projektions-
daten ausgeht (vgl. Kapitel 4.2). Ein Nahteil des Projektionsformates besteht jedoh
darin, dass insbesondere die (yr, θ)-Koordinaten für dreidimensionalen Daten ,d. h. θ 6= 0,
in der Regel niht mit den realen LORs eines Sanners übereinstimmen.
Gebräuhliher ist deshalb für dreidimensionale Daten eine andere Parametrisierung in
das sogenannte Sinogrammformat. Für zweidimensionale Daten entsprehen die beiden
Parametrisierungen allerdings einander. Abbildung 2.12 zeigt ein Sinogramm für zwei
ausgedehnte Punktequellen.
Das Sinogrammformat berüksihtigt bei der Parametrisierung, dass viele Sannersy-
steme aus mehreren hintereinander angeordneten Detektorringen bestehen. Bei diesem
Format werden die Koinzidenzen durh die Ringdierenz δ und die mittlere axiale Koor-
dinate z zwishen den Ringen beshrieben (Abbildung 2.13) anstatt durh yr und θ. Der
Zusammenhang zwishen den beiden Formaten ist durh
p(xr, yr, φ, θ) = s(xr, φ, z, δ)
mit
yr = z cos θ, tan θ =
δ
2
√
R2 − x2r
gegeben, wobei R der Radius des Sanners ist (Defrise u. Kinahan 1998). Abbildung
2.14 stellt den Zusammenhang graphish dar.
Die beiden matrixbasierten Formate haben vor allem den Vorteil, dass sie sehr kompakt
sind, da die gemessenen Koinzidenzen in den Matrixelementen aufsummiert werden und
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x
y
xr
φ
xr
φ
0
Objekt f(x, y) Sinogramm s(xr, φ)
π
π
2
Abbildung 2.12.: Sinogramm von zwei ausgedehnten Punktquellen. Der Name Sino-
gramm hat seinen Ursprung daher, dass sih eine Punktquelle hierin
als sinusoidale Spur abzeihnet.
δ z
Abbildung 2.13.: Parametrisierung einer LOR durh die Ringdierenz δ und die mittle-
re axiale Koordinate z für das Sinogrammformat (Defrise u. Kinahan
1998).
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xr
φ
xr
yr
yr
xr
φ1
φ2
Projektionen: θ=konstant Sinogramm: z, δ=konstant
π
π
2
0
Abbildung 2.14.: Zusammenhang zwishen Projektionen und Sinogrammen.
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x
y
Matrixelemente
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Abbildung 2.15.: Beispiel für den Auösungsverlust durh Interpolation. Links kann der
LOR genau ein Matrixelement (Bin) zugeordnet werden. Rehts ist auf
Grund der Detektorneigung die LOR verbreitert, so dass sie sih auf
drei Bins verteilt, die zusammen allerdings wieder breiter als die wahre
LOR sind. In den Randbereihen der beiden äuÿeren Bins wird also
Aktivität suggeriert, die niht vorhanden ist.
somit das Datenvolumen reduzieren. Insbesondere bei hohen Zählraten ist das Datenfor-
mat damit sehr ezient. Zusätzlih läÿt sih die gewünshte räumlihe Auösung durh
die Wahl der Matrixgröÿe steuern.
Inezient kann das Datenformat bei Messungen mit niedriger Statistik oder hoher Auf-
lösung sein, wenn die Anzahl der gemessenen Koinzidenzen niedriger als die Anzahl der
Matrixelemente ist. Ein weiterer Nahteil ergibt sih, wenn man zusätzlihe Attribute in
der Matrix speihern möhte. Prinzipiell ist es natürlih möglih, für jedes Attribut eine
eigene Matrix zu erzeugen, allerdings wähst dann die Gröÿe der Matrix shnell sehr stark
an. Für gewöhnlih ist dieser Ansatz bereits ab vier Attributen niht mehr praktikabel
(Barrett et al. 1997).
Ein weitere Nahteil der matrixbasierten Formate ist, dass die einzelnen Matrixelemente
in der Regel niht exakt den LORs des Sannersystem entsprehen und somit in die
Matrixelemente interpoliert werden. Eine möglihst genaue Interpolation ist insbesondere
bei komplexen Sannergeometrien reht aufwendig, da eine Vielzahl von geometrishe
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2. Grundlagen der Positronen-Emissions-Tomographie (PET)
Koinzidenz-
nummer
Zeit
[min:s℄
1. Detektor-
nummer
2. Detektor-
nummer
1. Energie
[keV ℄
2. Energie
[keV ℄
Winkelposition
[10−2 Grad℄
0 00:00,10 435 5129 478 520 0
1 00:00,15 2 352 517 603 0
.
.
.
E 15:13,74 9875 278 592 522 3600
Tabelle 2.4.: Beispiel für einen List-mode-Datensatz.
Faktoren wie Bogenkorrektur, DOI, Lüken im Detektorsystem et. berüksihtigt werden
müssen. Ferner ist mit jeder Interpolation auh immer ein Auösungsverlust verbunden.
Abbildung 2.15 zeigt ein Beispiel.
2.5.2. List-mode-Format
Das List-mode-Format entspriht dem natürlihen Akquisitionsvorgang bei der PET, da
die gemessenen Koinzidenzen in der hronologishen Reihenfolge ihres Auftretens einfah
in einer Liste gespeihert werden. Als Einträge müssen mindestens die Detektornummern
für jede Koinzidenz vorhanden sein, um später die geometrishe Position der LOR be-
stimmen zu können. Vorteilhafterweise können neben der Position auh weiter Attribute,
wie zum Beipiel die Detektionszeit, die deponierte Energie in den Detektoren, aber auh
die Tiefe der Koinzidenz (engl. depth of interation, DOI) für jede Koinzidenz gespeihert
werden. Tabelle 2.4 stellt ein Beispiel für einen List-mode-Datensatz dar. Die Speihe-
rung der Liste kann dabei einfah im ASCII-Format vorgenommen werden. Verbreiteter
ist allerdings die Benutzung von Binärformaten, wodurh in der Regel der Speiherbedarf
sinkt.
Das List-mode-Format hat damit gegenüber dem Projektionsformat den Vorteil, dass die
Daten in ihrer höhstmöglihen zeitlihen und räumlihen Auösung vorliegen und der ge-
samte gemessene Informationsgehalt erhalten bleibt. Speziell die Bildrekonstruktion kann
davon protieren. So bewirkt die niht vorhandene räumlihe Kompression der Daten ei-
ne verbesserte Bildqualität in Bezug auf Auösung und Kontrast. Auh die Auswertung
von Dierenzen in der Ankunftzeit zwishen den Detektoren (engl. time-of-ight, TOF),
wodurh das statistishe Raushen im Bild vermindert wird (Snyder u. Politte 1983),
lassen sih in der Regel nur sinnvoll über List-mode-Daten beshreiben. Einen groÿen
Vorteil bietet das Format auh bei dynamishen Untersuhungen, da hier im Gegensatz
zum Projektionsformat die Dauer eines Zeitrahmens (engl. time frame) durh Auswerten
der Koinzidenzeit variiert werden kann. Ferner lassen sih auh Bewegungskorrekturen
mit dem List-mode-Format implementieren(Rahmin et al. 2003; Carson et al. 2003). Für
die hohauösende Kleintiertomographie ist das Format damit besonders interessant, da
dadurh Einuÿ auf die zeitlihe und räumlihe Auösung genommen werden kann.
Der gröÿte Nahteil des List-mode-Formats ist, dass die Liste in der Regel, abhängig
von der Aktivität und der Messdauer, mehrere 10-100 Millionen Einträge für die Ko-
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inzidenzen enthalten kann. Das Prozessieren und Auswerten dieser Liste, z. B. für die
Bildrekonstruktion, erfordert dann viel Zeit und Rehenleistung, so dass sih das Pro-
jektionsformat eventuell als praktikabler erweist. Lediglih für niedrige Statistiken, wenn
die Anzahl der gemessene Koinzidenzen geringer als die Anzahl der möglihen LORs ist,
ist das List-mode-Format kompakter.
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3. ClearPET
TM
Neuro
Das ClearPET
TM
Neuro (Abbildung 3.1) ist ein dedizierter, hohauösender Kleintier-
tomograph, der zur Zeit am Forshungszentrum Jülih GmbH (FZJ) entwikelt wird. Er
gehört zu der Familie der ClearPET
TM
-Sanner, einer neuen Generation von hohper-
formanten PET-Sannern, die in Zusammenarbeit mit der Crystal Clear Collaboration
(CCC) entwikelt werden (Auray et al. 2004; Ziemons et al. 2005).
Das Ziel bei der Entwiklung des ClearPET
TM
Neuro bestand darin, neben einer hohen
räumlihen Auösung von unter 2 mm, primär auh eine hohe Sensitivität zu gewähr-
leisten, um die injizierte Aktivitätsdosis im Untersuhungsobjekt so gering wie möglih
halten zu können. Dies wurde durh die Kombination von den Lutetium-basierten Szin-
tillationsmaterialien LSO und LuYAP, die im Detektor in zwei Lagen angeordnet sind
(Phoswih-Bauweise) erreiht. Durh die Phoswih-Bauweise erhält man zum einen einen
eektiv gröÿeren Kristall und somit eine höhere Sensitivität, zum anderen erhält man
auh Tiefeninformationen durh die Mehrlagigkeit, wodurh eine bessere Ortsbestim-
mung der LOR möglih ist. Der Tomograph ist damit insbesondere für vivo Untersu-
hungen an Ratten, sowie für Rezeptorstudien an kleinen, niht menshlihen Primaten
geeignet. Eine Besonderheit des ClearPET
TM
Neuro besteht darin, dass sih der Detek-
torring um 90
◦
in die Horizontale kippen läÿt, wodurh Primaten in aufrehter, sitzender
Position untersuht werden können. Zusätzlih kann der Önungsradius des Sanners an
die Gröÿe des Untersuhungsobjektes angepasst werden.
3.1. Tehnisher Aufbau
Ein Detektorblok des ClearPET
TM
Neuro besteht aus einer zweilagigen 8x8 LSO/Lu-
YAP Phoswih-Kristallmatrix, die direkt an einen ortsempndlihen Hamamatsu R7600-
M64 Mehrkanal-Photomultiplier gekoppelt ist. Die einzelnen LSO- und LuYAP-Kristalle
haben jeweils eine Gröÿe von 2x2x10 mm. Der Abstand eines Phoswih-Kristalls zum
nähsten beträgt 0,3 mm. Dazwishen wird Tywek-Papier als Reektormaterial verwen-
det. Der Aufbau eines Detektorbloks ist in Abbildung 3.2a dargestellt. Jeweils vier dieser
Detektorblöke sind in einer Detektorkassette zusammengefasst, die auh die Frontend-
Elektronik enthält. Der Abstand von Zentrum zu Zentrum der Detektorblöke in einer
Kassette beträgt dabei 27,6 mm und ist tehnish durh die Gröÿe der PMT-Gehäuse
bedingt (Abbildung 3.2b).
Das ClearPET
TM
Neuro besteht aus insgesamt 20 dieser Detektorkassetten, die ringför-
mig um eine zentrale Ahse angeordnet sind. Der Innenradius des Ringes kann dabei
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Abbildung 3.1.: Tehnisher Aufbau des ClearPET
TM
Neuro (ohne Vorderwandverklei-
dung).
Abbildung 3.2.: Shematisher Aufbau eines Detektorbloks (a) und Anordnung in einer
Detektorkassette (b) beim ClearPET
TM
Neuro. Die einzelnen Kristalle
sind 2x2x10 mm groÿ.
33
3. ClearPET
TM
Neuro
(a) Versatz der Detektormodule
(b) Gesamter Detektorring
Abbildung 3.3.: Shematisher Aufbau des ClearPET
TM
Neuro. Der gesamte Detektor-
ring besteht insgesamt aus 20 Detektorkassetten, wobei jede zweite Kas-
sette um 9,2 mm versetzt ist.
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strut LMF_s_eventReord
{
u8 timeStamp [ 8 ℄ ; /∗ t ime stamp on 63 b i t s f o r s i n g l e s , 23 f o r
o in idene ∗/
u8 t imeOfFl ight ; /∗ t ime o f f l i g h t on 8 b i t s ∗/
u16 ∗  r y s t a l ID s ; /∗  r y s t a l ' s ID (1 s t & 2nd and ne ighbours ) , 16
b i t s eah ∗/
u8 ∗ energy ; /∗ energy in eah  r y s t a l , 8 b i t s eah ∗/
u16 gantryAxialPos ; /∗ gantry ' s a x i a l po s i t i on , 16 b i t s ∗/
u16 gantryAngularPos ; /∗ gantry ' s angu lar pos i t i on , 16 b i t s ∗/
u16 soureAngularPos ; /∗ e x t e rna l soure ' s angu lar pos i t i on , 16
b i t s ∗/
u16 soureAxia lPos ; /∗ e x t e rna l soure ' s a x i a l po s i t i on , 16 b i t s ∗/
u8 fpgaNeighIn fo [ 2 ℄ ; /∗ s t o r e fpga ne ighbour in format ion ∗/
strut LMF_s_gateDigiReord ∗pGDR; /∗ ex t ens ion o f event reord
to aept GATE simul . i n f o s ∗/
} ;
Listing 3.1: Ereignisstruktur für das ClearPET
TM
Neuro (LMF Version 1.2) (Krieguer
et al. 2002).
zwishen 130 und 300 mm variiert werden, indem die Kassetten elektronish ein- und
ausfahren werden. Jede zweite Kassette ist axial um 9,2 mm versetzt, so dass die axiale
Ausdehnung des Sanners rund 11 cm beträgt. Der Versatz zwishen den Kassetten ist so
gewählt, dass der Totraum zwishen den Detektorblöken in einer Kassette bei Rotation
des Sanners durh die Nahbarkassette abgedekt wird. Der Sanner erlaubt dabei eine
volle Rotation um 360
◦
. In Abbildung 3.3 ist der Aufbau des Detektorrings dargestellt.
3.2. Datenakquisition und Datenformate
Jeden registrierten Szintillationspuls senden die Kassetten versehen mit der Zeitinforma-
tion, der digitalisierten Pulsform und der Ortsinformation an einen von fünf Vorverarbeitung-
PCs. Diese verwerfen das Ereignis entweder oder bereiten es auf und senden es weiter an
den Hauptrehner (Streun et al. 2003). Dort werden die Informationen dann als Einzeler-
eignisse, sogenannte Singles, im List-mode-Format (LMF) gespeihert. Für jedes Ereignis
werden dabei die Informationen über Energie, Detektionszeit, Position des Sanners und
Kristallidentikationsnummer sowie Informationen über die Nahbarkristalle gespeihert.
Danah stehen die Singles zur weiteren Verarbeitung zur Verfügung. Die Speiherung der
Singles hat dabei gegenüber der direkten Speiherung der Koinzidenzen unter anderem
den Vorteil, dass das Koinzidenzzeitfenster einfah verändert werden kann, ohne die Mes-
sung wiederholen zu müssen. Auÿerdem kann über die Singles die Anzahl der zufälligen
Koinzidenzen abgeshätzt werden (Kapitel 2.4).
Nah der Akquisition werden die Einzelereignisse per Software in koinzidente Ereignisse
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sortiert. In Listing 3.1 ist die genaue Datenstruktur für die Ereignisse dargestellt. Die
Struktur wird sowohl für die Speiherung der Singles als auh der Koinzidenzen verwen-
det. Da der Detektorring des ClearPET
TM
Neuro aus insgesamt 10.240 Einzelkristallen
besteht, beträgt die Anzahl der theoretish möglihen Koinzidenzlinien im Sannersystem
(10.240 ∗ (10.240 − 1)/2) = 52.423.680. Die Anzahl wird jedoh in der Praxis durh die
Bedingung eingeshränkt, dass eine Kassette nur mit den neun gegenüberliegen in Koin-
zidenz geshaltet ist. Die Anzahl der genutzten LORs beträgt dann noh 23.592.960.
Standardmäÿig werden die Koinzidenzen noh nah wie vor in Sinogramme einsortiert.
Unter Verwendung des halben Kristallabstandes (2, 3mm/2 = 1, 15mm) als gebräuh-
lihes Abtastkriterium (Bailey et al. 2005) ergibt sih für den minimalen Ringradius
von 130 mm ein Sinogramm mit rund 113 tangentialen Bins. Die Anzahl der axialen
Shihten entspriht hier den 48 axial angeordneten Kristallreihen. In der Praxis wird
zur Bildrekonstruktion eine maximale Ringdierenz von ±15 Shihten verwendet. Der
azimuthale Winkel ist in 80 Shritten zu je 2,25
◦
eingeteilt. Als Software zur tomographi-
shen Bildrekonstruktion wird in der Regel der Ordered-Subset Maximum-A-Posteriori
One-Step-Late-Algorithmus (OSMAPOSL) des STIR-Paketes (Sauge et al.; Labbe et al.
1999) eingesetzt.
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Ziel der tomographishen Bildrekonstruktion ist es, aus den gemessenen Projektionen
bzw. LORs wieder das ursprünglihe Objekt zu berehnen. In der Röntgentomographie
entspriht das gesuhte Objekt der Verteilung des linearen Abshwähungskoezienten,
in der PET oder SPECT ist es proportional zur Radioisotopenverteilung. Die tomogra-
phishe Messung bildet diese Verteilung auf die Projektionen bzw. LORs ab und die
räumlihe Verteilung im Objekt muss daraus berehnet werden. Allgemein gehört das
Rekonstruktionsproblem damit zu den inversen Problemen, bei denen eine gesuhte Grö-
ÿe nur indirekt gemessen werden kann und dann über die Messung berehnet werden
muss. Ziel der Inversion ist es, die Abbildungsfunktion, die der Messung zugrunde liegt,
zu bestimmen und umzukehren. Die mathematishen Methoden, die hierbei zur An-
wendung kommen, untersheiden sih für die vershiedenen bildgebenden Verfahren nur
geringfügig.
In diesem Kapitel werden die grundlegenden mathematishen Methoden der tomogra-
phishen Bildrekonstruktion dargestellt und erläutert. Nah der Klassikation der ver-
shiedenen Methoden, wird stellvertretend für die analytishen Methoden die gelterte
Rükprojektion hergeleitet und beshrieben. Bei den algebraishen Methoden wird auf
den Maximum-Likelihood-Algorithmus und dessen Erweiterung für geordnete Untermen-
gen und List-mode-Daten näher eingegangen.
4.1. Klassikation
Mathematish können die Methoden zur Bildrekonstruktion nah ihren Ansätzen in ana-
lytishe und algebraishe Methoden untershieden werden:
1. Die analytishen Methoden (Abbildung 4.1) setzten voraus, dass sih sowohl das
Objekt, als auh die Projektionen durh kontinuierlihe Funktionen beshreiben
lassen. Die Rekonstruktionsvorshriften leiten sih dann aus funktionalen Zusam-
menhängen zwishen dem Objekt und seinen gemessenen Projektionen ab.
Die analytishen Methoden gehören zu den frühsten Verfahren, die zur Bildrekon-
struktion eingesetzt wurden, und sind auh heute noh von groÿer Bedeutung. Der
Grund dafür liegt weniger in der Tatsahe, dass diese Methoden sehr shnell ar-
beiten, sondern vielmehr darin, dass die Algorithmen linear sind und daher eine
einfahere Kontrolle der räumlihen Auösung und des Raushverhaltens in der
Rekonstruktion erlauben. Beides sind Faktoren die zur Quantizierung benötigt
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Rebinning Methoden
Single Slice Rebinning (SSR)
Multi Slice Rebinning (MSR)
Fourier Rebinning (FORE)
Analytische Rekonstruktionsmethoden
Back−projection Filtering (BPF)
Convolution Filtering (CBP)
Radon Filtering
Filtered Back−projection (FBP)
2D Methoden
Project Missing Data (PROMIS) via 3DRP
Fast Volume Rekonstruction (FAVOR)
True three−dimensional Rekonstruction (TTR)
3D Methoden
Abbildung 4.1.: Untersheidung der analytishe Rekonstruktionsmethoden nah zwei-
und dreidimensionalen Methoden. Die Rebinning-Methoden stellen den
Zusammenhang zwishen zwei- und dreidimensionalen Methoden her.
Iterative Methoden
Algebraic Rekonstruction Technique (ART)
Simultaneous Iterative Rekonstruction Technique (SIRT)
Iterative Least−Square Technique (ILST)
Space−alternative generalized EM (SAGE)
Statistische Methoden
Ordered−Subset Expectation−Maximization (OS−EM)
Maximum−Likelihood Expectation−Maximization (ML−EM)
Maximum Entropy (ME)
Maximum a posteriori (MAP)
Row−action maximum−likelihood algorithm (RAMLA)
Methoden mit Vorwissen
Abbildung 4.2.: Iterative Rekonstruktionsmethoden als Stellvertreter der algebraishen
Methoden. Für die (medizinishe) tomographishe Bildrekonstruktion
sind vor allem die statistishen Methoden relevant.
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werden (Bailey et al. 2005).
Weiter können die analytishen Methoden nah ihrer Dimension untershieden wer-
den, denn während im Zweidimensionalen der Projektionsdatensatz ebenfalls zwei-
dimensional und annähernd gleihmäÿig über das Objekt verteilt ist, ist im drei-
dimensionalen Fall der Datensatz vierdimensional und enthält redundante Infor-
mationen. Hinzu kommt, dass im Dreidimensionalen die Projektionen in der Regel
niht vollständig vorliegen (vgl. Kapitel 4.2.3), so dass sih eine komplexe Ver-
teilung ergibt, die bei der Rekonstruktion berüksihtigt werden muss. Alternativ
lassen sih durh die Rebinning-Methoden dreidimensionale auf zweidimensionale
Projektionsdaten umrehnen, so dass das Objekt anshlieÿend shihtweise rekon-
struiert werden kann.
Allgemeine Nahteile ergeben sih bei der zwangsläugen Diskretisierung der Pro-
jektionen durh die Messung aufgrund der Detektorgeometrie. So führen unvoll-
ständige oder lükenhafte Projektionsdaten, insbesondere bei unkonventionellen
Sannergeometrien, zu Artefakten im rekonstruierten Bild und müssen vor der Re-
konstruktion kompensiert werden (Gundlih et al. 2005). Desweiteren wird in den
analytishen Methoden das Raushen niht modelliert, so dass die Bildqualität
stark von der Anzahl der gemessenen Zerfälle abhängt.
2. Die algebraishen Methoden (Abbildung 4.2) stellen das Objekt und seine Pro-
jektionen von vorne herein als diskret dar und jedes Bildelement (Voxel) ist mit
jedem Messwert (Bin) über ein lineares Gleihungssystem miteinander verknüpft
(vgl. Kapitel 4.3).
Der mathematishe Ansatz ist gröÿtenteils unabhängig von der Sannergeometrie,
so dass man folglih auh niht zwishen zwei- oder dreidimensionalen Methoden
untershieden muss. Der wesentlihe Vorteil des algebraishen Ansatzes liegt aber
in der Möglihkeit, ein verbessertes physikalishes Modell der Messung in dem Glei-
hungssystem zu berüksihtigen, wobei auh niht ideale Faktoren der Messungen
voneinander getrennt und modelliert werden können.
Als nahteilig für die algebraishen Methoden stellt sih die zwangsläug vorhan-
dene Inkonstizenz zwishen Modell und Messung heraus. Sie wird vor allem durh
Messungenauigkeiten und durh Überlagerung der Daten mit Raushen verursaht.
Infolge ist das Gleihungssystem shleht konditioniert, so dass keine oder keine ein-
deutige Lösung mehr existiert. Das Gleihungssystem ist dann niht mehr direkt
invertierbar und andere Lösungen (Pseudoinverse) müssen berehnet werden. Auf-
grund der Gröÿe des Gleihungssystem kommen dabei (fast) ausshlieÿlih iterative
Verfahren zum Einsatz.
Die bedeutendste Gruppe der algebraishen Methoden ist die der statistishen Me-
thoden. Ihnen liegt zusätzlih zu dem mathematish-physikalishen Modell ein sta-
tistishes Modell der Messung zugrunde. Zusätzlih ist eine statistishe Evaluie-
rung des Rekonstruktionsergebnisses möglih. Dieser Vorteil gegenüber den reinen
algebraishen Methoden ist so gravierend, dass die statistishen Methoden heute
Standard in der Forshung sind. Im Sprahgebrauh werden deshalb die Begrie
iterative Verfahren und algebraishe Methoden oft synonym verwendet.
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Die shlehte Konditionierung des Gleihungssystems maht sih auh bei den sta-
tistishen Verfahren bemerkbar. Sie führt dazu, dass das Rekonstruktionsergebnis
eine hohe Varianz aufweist und im Fall der iterativen Lösungssuhe bei höheren
Iterationen entartet. Zur Lösung des Problems wird die Rekonstruktion regulari-
siert. Dies geshieht meist durh einen frühen Abbruh der Iterationen, bevor die
Konvergenz erreiht wird. Zusätzlih können auh Strafterme zur Regularisierung
des Rekonstruktionsergebnisses eingeführt werden.
Eine elegante Methode, das Rekonstruktionsergebnis mit Hilfe von Vorinformatio-
nen zu regularisieren, bietet die Bayes-Statistik (Leahy u. Qi 2000). Dabei werden
die Eigenshaften des Objektes, die im voraus (a priori) bekannt sind oder ange-
nommen werden, modelliert. Die A-priori-Informationen passen das Rekonstruk-
tionsergebnis zum Beispiel an anatomishe Strukturen (Lipinski 1995) an oder
liefern eine speziell geglättete Lösung (Reader et al. 1998a). Kritishe Aspekte
sind die Wahl des rihtigen A-priori-Modells und dessen Einussstärke auf die Re-
konstruktion.
Der gröÿte Nahteil der iterativen Verfahren gegenüber den analytishen Verfahren
ist ihr wesentlih höherer Rehenaufwand.
4.2. Analytishe Methoden
Die analytishen Methoden gehen von einer kontinuierlihen Beshreibungen des Ob-
jekts und der Projektionen durh stetige Funktionen kontinuierliher Variablen aus. Die
Rekonstruktionsvorshriften ergeben sih dann ebenfalls über den analytishen Zusam-
menhang. Die notwendige Diskretisierung in den Objekt- und Messraum ndet erst bei
der Anwendung der Algorithmen stand.
Die gemessenen Projektionen p(xr, φ) können vereinfaht als Linienintergale über das
Objekts f(x, y) entlang der Koinzidenzlinien angesehen werden. Im Zweidimensionalen
wird das Linienintegral durh die Radontransformation beshrieben
p(xr, φ) =
∫
∞
−∞
f(x, y) dyr. (4.1)
Die Integrationslinie verläuft dabei entlang der LOR und ist durh die Rotation des
Koordinatensystems um den Winkel φ[
x
y
]
=
[
cosφ − sinφ
sinφ cosφ
] [
xr
yr
]
und den tangentialen Abstand xr zum Ursprung des Koordinatensystem bestimmt (Ab-
bildung 4.3).
Gleihung 4.1 ist die fundamentale Gleihung der analytishen Rekonstruktionsmetho-
den und trägt den Namen zu Ehren des deutshen Physikers J. Radon, der diese als
erste beshrieb und löste (Radon 1917). Die direkte Inversion der Radontransformation
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xr
xr
y
r
rp(x , )φ
(x,y)
x
y
f(x,y)
φ
Abbildung 4.3.: Zusammenhang zwishen den Objekt- (x, y) und den Projektionskoordi-
naten (xr, yr). Die Integration verläuft entlang der gestrihelten Linie,
die durh ihren Winkel φ zur x-Ahse und ihrem Abstand xr zum Ur-
sprung deniert ist.
wird aufgrund einer Singularität jedoh nur selten in der Bildrekonstruktion eingesetzt
(Barret 1984). Stattdessen verwendet man andere Zusammenhänge zur Invertierung der
Radontransformation, wie das Fouriersheibentheorem und die gelterte Rükprojektion.
4.2.1. 2D Fouriersheibentheorem
Die wihtigste Eigenshaft für die tomographishe Bildrekonstruktion ist der Zusammen-
hang der Radontransformation mit der Fouriertransformation, der im Folgenden erläu-
tert wird. Betrahtet man die eindimensionale Fouriertransformation der Projektionen
p(xr, φ) bezüglih xr
P (kxr, φ) =
∫ +∞
−∞
p(xr, φ) exp[−2πikxrxr] dxr (4.2)
erhält man durh Einsetzen der Radontransformation (Gleihung 4.1) und Koordinaten-
transformation
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Abbildung 4.4.: Veranshaulihung des Fouriersheibentheorems.
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P (kxr, φ) =
∫ +∞
−∞
p(xr, φ) exp[−2πikxrxr] dxr
=
∫ +∞
−∞
∫ +∞
−∞
f(x, y) exp[−2πikxrxr] dxr dyr
=
∫ +∞
−∞
∫ +∞
−∞
f(x, y) exp[−2πikxr(x cosφ+ y sinφ)] dxdy
= F (kxr cosφ, kxr sinφ),
wobei ein Vergleih mit der zweidimensionale Fouriertransformation des Objektes
F (kx, ky) =
∫ +∞
−∞
∫ +∞
−∞
f(x, y) exp[−2πi(kxx+ kyy)] dxdy (4.3)
das Fouriersheibentheorem (engl. projetion-slie theorem oder entral-setion theorem)
liefert (Barret 1984), (Kak u. Slaney 1988):
P (kxr, φ) = F (kx, ky)|kx=kxr cosφ,ky=kxr sinφ (4.4)
Es besagt anshaulih (von rehts nah links gelesen), dass ein Shnitt durh die 2D-
Fourier-Transformierte F (kx, ky) des Objekts entlang der Ursprungsgeraden ky = kx tan(φ)
gleih der 1D Fouriertransformierten der Projektion p(xr, φ) bezüglih des tangentialen
Abstandes xr ist. Der Sahverhalt ist graphish in Abbildung 4.4 dargestellt.
Aus dem Fouriersheibentheorem geht hervor, dass der F (kx, ky)-Raum vollständig be-
stimmt ist, wenn alle Projektionen des Objektes bekannt sind. Das Objekt f(x, y) kann
dann durh die inverse zweidimensionale Fouriertransformation
f(x, y) =
∫ +∞
−∞
∫ +∞
−∞
F (kx, ky) exp[2ikxr(kxx+ kyy)] dkx dky (4.5)
rekonstruiert werden kann (Algorithmus 1). Algorithmen, die nah dieser Methode arbei-
ten, werden auh direkte Fouriermethoden genannt. Die Tehnik zur Bildrekonstruktion
wurde als erstes von Braewell (1956) für radioastronomishe Zweke genutzt. In der
Bildrekonstruktion nden die direkten Fouriermethoden jedoh seltener Anwendung, da
die Abtastwerte im zweidimensionalen Fourierraum auf einem polaren Raster verteilt
sind. Aufgrund der inhomogen Verteilung müssen die Werte im Fourierraum interpoliert
und normalisiert werden, bevor das Objekt rekonstruiert werden kann. Literatur zu den
direkten Fouriermethoden ndet sih z. B. bei (Herman 1980; O'Sullivan 1985; Cheung
u. Lewitt 1991; Magnussen 1993; Shomberg u. Timmer 1995).
4.2.2. 2D Gelterte Rükprojektion (FBP)
In der medizinishen Tomographie ist die gelterte Rükprojektion (engl. ltered bak-
projetion) als Rekonstruktionsalgorithmus sehr weit verbreitet; so gut wie alle kommerzi-
ellen Systeme haben diesen Algorithmus standardmäÿig implementiert. Der Algorithmus
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1. Berehne die eindimensionale Fouriertransformation der Projektionen (Gleihung
4.2).
2. Fülle damit die kx-ky-Ebene, dabei sind Rasterung und Interpolation nötig (Glei-
hung 4.4).
3. Transformiere die kx-ky-Matrix zurük in den Bildraum durh die inverse zweidi-
mensionale Fouriertransformation (Gleihung 4.5).
Algorithmus 1: Zweidimensionale Fourierrekonstruktion
(a) Einfahe Rükprojektion. (b) Gelterte Rükprojektion.
Abbildung 4.5.: Rükprojektion der Aktivitätsverteilung in das Objekt. Ohne die Filte-
rung (a) bildet sih durh konstruktive Überlagerung der Projektionen
auÿerhalb der Aktivitätsquelle das so genannte ein Sternartefakt. Durh
die Filterung (b) kommt es zu negativen Beiträgen an den Aktivitätsrän-
dern, die sih mit den positiven destruktiv überlagern (Holmes 1994).
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1. Für alle Projektionen mit 0 ≤ φ < π:
a) Berehne die eindimensionale Fouriertransformation P (xr, φ) (Gleihung 4.2).
b) Multipliziere die Fourierkoezienten mit |kxr| bzw. mit dem Filter G(kxr)
(siehe Gleihung 4.9).
) Berehne die inverse eindimensional Fouriertransformation (Gleihung 4.8).
d) Rükprojiziere die gelterte Projektion in den Objektraum (Gleihung 4.7).
Algorithmus 2: Filtered-bakprojetion (FBP)
1. Für alle Projektionen mit 0 ≤ φ < π:
a) Rükprojektion aller Projektionen (Gleihung 4.7) in den Objektraum.
2. Zweidimensionale Fouriertransformation des Objektes (Gleihung 4.3).
3. Filterung durh Multiplikation alle Koezienten mit |k|.
4. Inverse zweidimensionale Fouriertransformation (Gleihung 4.5).
Algorithmus 3: Bakprojetion-ltering (BPF)
ist relativ einfah umzusetzen, da der Umweg über den zweidimensionalen Fourierraum
durh eine eindimensionale Filterung ersetzt wird.
Bei der Herleitung der gelterten Rükprojektion trägt man der polaren Verteilung der
Abtastwerte im Fourierraum Rehnung und betrahtet zur Rekonstruktion die inverse
Fouriertransformation (Gleihung 4.5) unter Verwendung der Polarkoordinaten kx =
kxr cosφ und ky = kxr sinφ:
f(x, y) =
∫ π
0
∫ +∞
−∞
F (kx, ky) exp[2ikxr(x cosφ+ y sinφ)]|kxr|dkxr dφ (4.6)
Unter Verwendung des Fouriersheibentheorems, läÿt sih der Weg über den 2D Fourier-
raum F (kx, ky) durh die 1D Fouriertransformation der Projektionen P (kxr, φ) ersetzen
und man erhält als Ergebnis die gelterte Rükprojektion
f(x, y) =
∫ π
0
p∗(x cos φ+ y sinφ, φ) dφ (4.7)
mit
p∗(xr, φ) =
∫ +∞
−∞
|kxr|P (kxr, φ) exp[2πikxrxr] dkxr (4.8)
als eine Lösung der Radontransformation. Das Integral in Gleihung 4.7 verteilt dabei die
Aktivität der Projektionen entlang ihrer Koinzidenzlinien zurük in das Volumen (Ab-
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Abbildung 4.6.: Gebräuhlihe Filter (klim = 1) für die gelterte Rükprojektion.
bildung 4.5a) und wird als Rükprojektion bezeihnet. Wendet man die Rükprojektion
direkt auf die gemessenen Projektionen p(xr, φ) an, ergibt sih die sogenannte einfahe
Rükprojektion, die lediglih vershmierte Rekonstruktionsergebnisse liefert. Für die kor-
rekte Inversion der Radontransformation müssen die gemessenen Projektionen vor der
Rükprojektion noh geltert werden (Gleihung 4.8, Abbildung 4.5b). Der rampenför-
mige Filter ist im Frequenzraum durh den Betrag der Wellenzahl |kxr| gegeben. Er
hebt die hohen Frequenzen an und dämpft die niedrigen - entsprehend dem polaren
Abtastmuster im Frequenzraum.
Die analytishe Betrahtung mittels des Fouriersheibentheorems setzt in der Regel idea-
le, das heiÿt raushfreie Projektionen voraus. In der Praxis werden die Projektionen ab
einer bestimmten Frequenz klim vom Raushen dominiert. Die Filterung mit der Rampe
|kxr| führt somit zu einer weiteren Verstärkung des Raushens. Um diese Probleme zu
vermeiden, wird der Filter um eine so genannte Fensterfunktion W (kxr), die als Tiefpass
fungiert, erweitert:
G(kxr) = |kxr| ∗W (kxr) (4.9)
Die am häugsten verwendeten Fensterfunktionen sind (Abbildung 4.6):
• Ramp: W (kxr) = 1
• Shepp-Logan: W (kxr) = sinc
(
kxr
2klim
)
• Hann: W (kxr) =
1+cos
“
π kxr
klim
”
2
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• Hamming: W (kxr) = a+ (1− a) cos
(
π kxrklim
)
mit 0.5 ≤ a ≤ 1
• Butterworth: W (kxr) = 1
1+
“
kxr
klim
”2n
Die Funktionen sind für alle Frequenzen |kxr| kleiner der Nyquistfrequenz deniert, sonst
gilt W (kxr) = 0. Die Grenzfrequenz klim bestimmt hierbei die Form der Fensterfunk-
tion und insbesondere die Dämpfung der hohen Frequenzen. Die Wahl des passenden
Filters und seiner Parameter hängt vom Signal-Raush-Verhältnis ab und beeinusst die
räumlihe Auösung des rekonstruierten Bildes. Werden die hohen Frequenzen zu stark
unterdrükt wird das Bild detaillos und unsharf, eine zu hohe Grenzfrequenz dagegen
lässt das Bild verraushen.
Allgemein gehört die gelterte Rükprojektion (Algorithmus 2) zu einer ganzen Gruppe
von Algorithmen, die auf dem Prinzip der Filterung und der Rükprojektion basieren.
Ähnlihe Algorithmen, wie die Filterung nah der Rükprojektion (engl. bakprojetion-
ltering, Algorithmus 3), untersheiden sih dabei in der Reihenfolge von Filterung und
Rükprojektion. Alternativ zur Filterung durh eine Multiplikation im Frequenzraum,
kann die Filterung auh per Konvolution direkt im Projektionsraum, wie bei der Kon-
volutionslterung (CBP) und der Radonlterung, durhgeführt werden. Ebenso ist die
Konvolution im Objektraum nah Rükprojektion möglih. Aufgrund numerisher Insta-
bilitäten wird die Filterung durh Konvolution jedoh seltener eingesetzt. Eine Zusam-
menstellung analytisher Rekonstruktionsverfahren und Filter ndet sih bei Brooks u.
Chiro (1976) und aktueller bei Bendriem et al. (1998).
4.2.3. 3D Gelterte Rükprojektion (3DRP)
Die dreidimensionalen analytishen Rekonstruktionsmethoden sind eine allgemeine Er-
weiterung der zweidimensionalen Methoden um eine Dimension.
Der grundlegende Untershied zu den zweidimensionalen Methoden ist, dass im Drei-
dimensionalen die Projektionsdaten niht vollständig vorliegen (engl. data trunation).
Während im zweidimensionalen Fall ein Ring des Sanners einen vollständigen Projek-
tionsdatensatz seiner Shiht liefert, werden im dreidimensionalen Fall die Projektions-
ebenen mit zunehmenden o-polarem Winkel θ durh die zylindrishe Form des Sanners
axial beshnitten (Abbildung 4.7). Die Fouriertransformation setzt aber voraus, dass alle
Projektionen das Objekt vollständig abdeken. Eine gängige Lösung ist, die abgeshnitten
Projektionsebenen vor der Rekonstruktion aufzufüllen.
Ein weiterer Untershied entsteht durh die Redundanz in den Projektionsdaten. Wie in
den vorherigen Abshnitten gezeigt, reihen eindimensionale Projektionen (um den azi-
muthalen Winkel φ oder allgemeiner um einen beliebigen Vektor ~v) aus, um eine Shiht
des Objektes eindeutig zu rekonstruieren (Abbildung 4.8a). Demnah ist es möglih, das
dreidimensionale Objekt shihtweise aus den direkten Projektionen (θ = 0) zu rekon-
struieren (Abbildung 4.8b). Durh die zusätzlihen shrägen Projektionen (θ 6= 0) ist das
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Abbildung 4.7.: Beshneidung der Projektionen p(xr, yr, φ, θ) mit zunehmenden o-
polarem Winkel θ aufgrund der axial begrenzten, zylindrishen Sanner-
geometrie.
1. Shihtweise Rekonstruktion des Objektes f2D(x, y, z) mittels 2D-FBP (Algorith-
mus 2) aus den direkten Projektionen (θ = 0).
2. Für alle Projektionen mit 0 ≤ φ < π und −θmax ≤ θ ≤ θmax
a) Berehne die abgeshnittenen Projektionen durh Vorwärtsprojektion:
p(xr, yr, φ, θ) =
∫
∞
−∞
f2d(x, y, z) dzr (dreidimensionales Linienintegral, verglei-
he Gleihung 4.1) und füge sie den gemessenen hinzu
b) 3D gelterten Rükprojektion für vollständige Projektionen:
i. Berehne die zweidimensionale Fouriertransformation der Projektionen
P (kxr, kyr, φ, θ)
ii. Multipliziere die Fourierkoezienten mit 2D-Colsher-Filter und
Hc(kxr, kyr, θ) und der 2D-Fensterfunktion W (kxr, kyr).
iii. berehne die inverse zweidimensionale Fouriertransformation.
iv. 3D Rükprojektion der gelterten Projektionen
Algorithmus 4: 3D reprojetion (3DRP)
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Abbildung 4.8.: Zweidimensionale Projektionen (a) und ihre Lage im Fourierraum (b).
Die direkten Projektionen (θ = 0) bilden sih im Fourierraum als um
die z-Ahse rotierte Ebenen ab, aus denen das Objekt bereits auf die
Z-Ebene bezogen shihtweise rekonstruiert werden kann. Die shrägen
Projektionen liegen windshief im Fourierraum und liefern redundante
Frequenzinformationen an den Shnittstellen.
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Rekonstruktionsproblem überbestimmt. Das hat zur Folge, dass ein eindeutiger Filter wie
der Rampenlter im Dreidimensionalen niht existiert. Für vollständige Projektionsda-
ten Ω(θmax) wird für gewöhnlih der sogenannte Colsher-Filter Hc(kxr, kyr, θ) verwendet
(Colsher 1980). Er berüksihtigt die Redundanz und gewihtet die Beiträge der ein-
zelnen Projektionen im Fourierraum entsprehend. Zur Raushkontrolle kann der Filter
wieder durh eine jetzt zweidimensionale Fensterfunktion W (kxr, kyr) erweitert werden.
Eine Übersiht vershiedener Filterklassen ndet sih bei Defrise et al. (1989).
Analog zur gelterten Rükprojektion ist der 3DRP (engl. 3D reprojetion) Algorithmus
(Kinahan u. Rogers (1989), Algorithmus 4), der auh PROMIS (engl. projet missing
data) genannt wird. Hierbei wird zunähst ein vorläuges Objekt aus den direkten Pro-
jektionen rekonstruiert und dann mit Hilfe der Radontransformation die abgeshnitte-
nen Bereihe mittels Vorwärtsprojektion nahberehnet und aufgefüllt. Auh die direkten
Fouriermethoden bei Matej u. Lewitt (2001) und Stearns et al. (1990) arbeiten auf die-
selbe Weise.
Die Nahberehnung der abgeshnittenen Projektionen ist vergleihsweise aufwendig und
nimmt etwa 40% der gesamten Rekonstruktionszeit in Anspruh. Der FAVOR (engl. fast
volume reonstrution) Algorithmus (Defrise et al. 1991a) umgeht diesen Nahteil, indem
er die gelterten Projektionen direkt aus den gemessenen berehnet. Hierbei wird die
zweidimensionale Filterung der abgeshnittenen Projektionen durh eine eindimensionale
Filterung, die keiner Vollständigkeit der Projektionen bedarf, approximiert.
4.2.4. Rebinning-Methoden
Rebinning-Methoden führen das dreidimensionale Rekonstruktionsproblem auf ein zwei-
dimensionales zurük, indem sie die shrägen Projektionen -meist Sinogramme- auf die
direkten umrehnen. Anshlieÿend läÿt sih das Objekt shihtweise mit den zweidimen-
sionalen Methoden rekonstruieren, die erheblih shneller arbeiten als die dreidimensio-
nalen. Gleihzeitig kann weiterhin vom verbesserten Signal-Raush-Verhältnis der drei-
dimensionalen Messung protiert werden.
Das eingesetzte Rebinningverfahren sollte also shnell arbeiten und dabei stabil auf Rau-
shen reagieren, um einen Vorteil gegenüber den dreidimensionalen Methoden zu bieten.
Die Rebinning-Methoden stellen lediglih eine Näherung dar. Das gilt insbesondere für
das Single- und Multi-Slie-Rebinning, die von einer stark vereinfahten Betrahtungs-
weise ausgehen; lediglih das Fourier-Rebinning geht von einem exakten (analytishen)
Ansatz aus und die Approximation wird erst bei der Implementation vorgenommen. So
kommt es bei allen Methoden zu einem Auösungsverlust in axialer Rihtung mit zuneh-
menden o-polarem Winkel θ, wodurh der nutzbare axiale Akzeptanzwinkel des Sanners
eingeshränkt wird.
Untersuhungen des Einusses der vershiedenen Rebinning-Methoden auf die Bildquali-
tät nden sih unter anderem bei Kinahan u. Karp (1994) und in den Referenzen darin.
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Abbildung 4.9.: Verteilung der Aktivität einer shrägen LOR auf die direkten Shihten
beim SSR (dunkel shattiert) und MSR (hell shattiert).
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4.2.4.1. Single-Slie-Rebinning (SSR)
Das älteste und einfahste Rebinning Verfahren ist das Single-Slie-Rebinning (SSR)
(Daube-Witherspoon u. Muehllehner 1987). Hierbei wird die Aktivität einer shrägen
LOR entsprehend der mittleren axialen Koordinate z1,2 = (z1 + z2)/2 und ihrem azi-
muthalen Winkel φ einem direkten Sinogramm zugewiesen, d. h.:
p(xr, φ, z, δ) ≈ p(xr, φ, z, δ = 0)
Abbildung 4.9 illustriert die Zuweisung der axialen Koordinate bei einem Ring-Sanner.
Deutlih wird hier, dass das SSR nur für Aktivitäten in der Nähe der Ahse des FOVs
eine gute Näherung bietet.
4.2.4.2. Multi-Slie-Rebinning (MSR)
Eine Erweiterung des SSR ist das Multi-Slie-Rebinning (MSR) nah Lewitt et al. (1994).
Diese Methode verteilt die Aktivität gleihmäÿig auf alle axialen Shihten, die von der
LOR geshnitten werden. Anshlieÿend werden die Sinogramme normiert, so dass die
Gesamtaktivität in den Sinogrammen vor und nah dem Rebinning konstant bleibt. Das
MSR verbessert leiht die räumlihe Auösung, und liefert ähnlihe Ergebnisse wie die
3DRP. Allerdings verhält sih diese Methode weniger stabil bei verraushten Daten als
das SSR (Bendriem et al. 1998).
4.2.4.3. Fourier-Rebinning (FORE)
Die fortshrittlihste Methode ist das Fourier-Rebinning (FORE) von Defrise et al. (1997).
Sie basiert auf dem Zusammenhang zwishen den direkten und shrägen Sinogrammen
im dreidimensionalen Fourierraum:
S(kxr, kφ, kz, δ) = exp
{
−2πikφ arctan
(
δkz
kxr
)}
S(kxr
√
1 +
δ2k2z
k2xr
, kφ, kz , δ = 0) (4.10)
Gleihung 4.10 wird auh als exakte Rebinning-Formel bezeihnet. Die Implementation ist
vergleihsweise aufwendig, da wieder die Vollständigkeit der Projektionen vorausgesetzt
wird (s. Kapitel 4.2.3).
Stattdessen verwendet man eine approximierte Rebinning-Formel, die durh die Taylor-
Reihen-Entwiklung von Gleihung 4.10 gewonnnen wird. In der Praxis ergeben sih
dabei untershiedlihe Approximationen für niedrige Wellenzahlen von kxr.
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Abbildung 4.10.: Einteilung des Frequenzraumes beim Fourier-Rebinning.
1. Berehne die zweidimensionale Fouriertransformation der direkten Sinogramme
S(kxr, kφ, z, δ = 0)
2. Für alle shrägen Sinogramme
a) Berehne die zweidimensionale Fouriertransformation S(kxr, kφ, z, δ)
b) Für alle Frequenzen (kxr, kφ)
i. Berehne die mittlere axiale Position der Ebene durh z′ = z −
k tan θ/(2πkxr)
ii. Addiere S(kxr, kφ, z, δ) zu S(kxr, kφ, z
′, δ = 0)
3. Normalisiere den Frequenzraum der direkten Sinogramme entsprehend der Anzahl
der Beiträge der shrägen Sinogramme
4. Berehne die inverse zweidimensionale Fouriertransformation für jede z-Shiht der
direkten Sinogramme.
Algorithmus 5: Fourier-Rebinning (FORE)
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Abbildung 4.10 zeigt die Aufteilung des Frequenzraumes in die vershieden approximier-
ten Bereihe. In der Hohfrequenzregion 1 kommt die Fourier-Rebinning-Approximation
zum Einsatz:
S(kxr, kφ, z, δ) ≈ S(kxr, kφ, z −
kφδ
kxr
, δ = 0) (4.11)
Gleihung (4.11) setzt die 2D-Fouriertransformation eines shrägen Sinogramms mit der
2D-Fouriertransformation der Shihten der direkten Sinogramme in Verbindung. Die
Fourierkoezienten der shrägen Sinogramme werden dabei abhängig von der Frequenz
der axial um −kφδkxr vershobenen direkten Shiht zugeordnet. Die Approximation hat
gegenüber dem exakten Rebinning den Vorteil, dass Fouriertransformation entlang der
z-Rihtung entfällt, wodurh die Implementierung vereinfaht wird (Algorithmus 5).
In der Region 2, ebenfalls Hohfrequenzregion, ist die Konsistenzbedingung der Radon-
transformation (|kxr| ≤ |kφ| /Rd) niht erfüllt, so dass die Werte im Fourierraum niht
deniert sind und auf Null gesetzt werden. In der Niederfrequenzregion 3 wird aufgrund
sehr kleiner Wellenzahlen niht die Fourier-Rebinning-Approximation eingesetzt. Statt-
dessen verwendet man hier das SSR, dass aus der Näherung 0. Ordnung der exakten
Rebinning-Formel hervorgeht.
Trotz der vergleihsweise aufwendigen Implementation arbeitet das Fourier-Rebinning
immer noh shneller als die 3DRP. Dabei zeihnet sih das FORE durh eine gute Ge-
nauigkeit und stabile Eigenshaften auh für gröÿere axiale Akzeptanzwinkel aus (Matej
et al. 1998).
4.3. Algebraishe Methoden
Im Gegensatz zu den analytishen Methoden werden bei den algebraishen Methoden
sowohl das Objekt als auh seine Messung von Beginn an als diskret angesehen und der
mathematishe Ansatz zur Herleitung einer Rekonstruktionsvorshrift ist für zwei- und
dreidimensionale Rekonstruktionsmethoden identish.
Das Objekt f(x, y, z) wird hierbei inM diskrete Objekt- bzw. Bildelemente fi zerlegt, die
durh den Vektor f = {fi|i = 1, ...,M} repräsentiert werden. In der Regel ndet dabei
die Zerlegung in sogenannten Voxel statt und die Werte fi stellen direkt die gesuhte
Objektverteilung dar.
Die Einteilung des Objektes in die Voxel stellt dabei lediglih eine spezielle Parametri-
sierung dar. Allgemein wird die Parametrisierung des Objektes durh sogenannte Basis-
funktionen vorgegeben, so dass das Objekt als Linearkombination von Basisfunktionen
bi(x, y, z) und Objektwerten fi modelliert werden kann
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x
y
ajii
pj
∆x
∆y
i− 1 i+1
f(x, y)
M
j
j+1
j − 1
fi
1
Abbildung 4.11.: Ein Element aijder Systemmatrix enthält den Beitrag eines Voxels i
zu einer LOR j. Eine Zeile der Systemmatrix enthält die Beiträge eines
jeden Voxels zu einer LOR j.
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f(x, y, z) ≃
M∑
i=1
fibi(x, y, z)
Bei den Voxeln legt man bei der Parametrisierung des Objektes sih niht überlappende
kubishe Volumenelemente mit der Basisfunktion
bi(x, y, z) =
{
1, falls |x− xi| < ∆x/2 ∧ |y − yi| < ∆y/2 ∧ |z − zi| < ∆z/2
0, sonst
zugrunde, wobei das (xi, yi, zi) das Zentrum des i-ten Bildelementes und (∆x,∆y,∆z)
die Gröÿe der Bildelemente darstellt.
Eine Übersiht über alternative Basisfunktionen gibt Lewitt (1992). Als interessant wird
hier vor allem die Verwendung von weihen Basisfunktionen herausgestellt. Möglih ist
auh die Einführung von zeitlih abhängigen Basisfunktion bi(x, y, z, t) zur Rekonstruk-
tion von Zeitaktivitätskurven (Nihols et al. 2002; Rahmin et al. 2005).
Die Diskretisierung des Messvektors p = {pj |j = 1, ...,N} ist dagegen durh die LORs
bzw. Projektionselemente (Bins) vorgegeben. Dabei stellt sih hier als vorteilhaft heraus,
dass die Diskretisierung entsprehend der tehnish vorgegebene Detektoranordnung des
Sannersystems vorgenommen werden kann. Die Elemente pj entsprehen dann direkt
den gemessenen Aktivitäten in den entsprehenden LORs.
Die Beziehung zwishen dem Bild- und seinem Messvektor wird durh die lineare Trans-
formation
p = Af (4.12)
modelliert. Die NxM (Zeilen x Spalten) Transformationsmatrix A, auh Systemmatrix
genannt, ist sannerspezish und muss zur Rekonstruktion bekannt sein. Ihre Elemen-
te aji geben den Beitrag des Bildelementes i zum Messwert j an (Abbildung 4.11).
Das algebraishe Projektionsmodell verknüpft letztendlih jedes Bildelement mit jedem
Messwert und erlaubt damit eine genaue Beshreibung der physikalishen Prozesse, die
dem Messvorgang zugrunde liegen. Auf die Berehnung der Systemmatrix und ihren Ein-
uss auf die Rekonstruktion wird ausführlih in Kapitel 5 eingegangen.
Gleihung 4.12 ist ein lineares Gleihungssystem mit M Unbekannten und N Gleihun-
gen. Zur Rekonstruktion des unbekannten Objektes kann das Gleihungssystem durh
Inversion von A gelöst werden:
f = A−1p
Allerdings ist eine direkte Berehnung der Inversen A−1 nur für M = N und unter
idealisierten physikalishen Bedingungen möglih. Bei heutigen Sannersystemen über-
shreitet die Anzahl der LORs gewöhnlih die Anzahl der zu rekonstruierenden Voxel, so
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Anfa¨ngliche Scha¨tzung
Gescha¨tztes
Objekt
Vorwa¨rtsprojektion
Projektionen des
gescha¨tzten Objektes
Gemessene
Projektionen
Unterschiede imUnterschiede im
Projektionsraum
Vergleich
Ru¨ckprojektion
Ortsraum
Abbildung 4.12.: Prinzip der iterativen Methoden: für ein vorgegebenes Objekt wird der
theoretishe Messwert berehnet und mit dem tatsählihen verglihen.
Aus dem Untershied werden Korrekturfaktoren bestimmt, die letzt-
endlih wieder auf das Objekt angewendet werden.
dass das Gleihungssystem in der Regel überbestimmt ist (M < N). Allerdings enthält
die Systemmatrix unter realen Bedingungen Singularitäten (Toft 1996) und kann des-
halb niht direkt invertiert werden. Ebenso sind die Messwerte mit Fehlern behaftet und
mit Raushen überlagert. Letztendlih resultiert das in einem shleht konditionierten
Gleihungssystem 4.12, dass eventuell keine oder keine eindeutige Lösung mehr besitzt.
Um dennoh immer eine eindeutige Lösung zu gewährleisten, können zusätzlihe Bedin-
gungen an die Lösung geknüpft werden. Eine solhe Bedingung ist zum Beispiel, dass die
Summe der Fehlerquadrate minimal wird (engl. least-square-minimum-norm)
min
f
|Af − p|2
Für obige Bedingung stellt die sogenannte Moore-Penrose-Pseudoinverse (Natterer 2001)
A+vonA eine direkte Lösungsmöglihkeit dar und die beste Objektverteilung ist gegeben
durh
f = A+p
= (ATA)−1ATp
Ein anderes Verfahren zur Berehnung Pseudoinversen, stellt zum Beispiel die Singulär-
wertzerlegung dar (Buzug 2003).
Für die medizinishe Tomographie sheiden die direkten Methoden zur Berehnung der
Inversen bzw. Pseudoinversen in der Praxis in der Regel wegen der Gröÿe des Gleihungs-
system aus (Golub u. van Loan 1996). Zur Rekonstruktion werden deshalb überwiegend
iterative Verfahren eingesetzt. Diese Methoden haben den entsheidenden Vorteil, dass
sih mit ihnen auh sehr groÿe Gleihungssysteme lösen lassen, da sie ohne eine direkte
Invertierung der Systemmatrix auskommen.
Alle iterativen Methoden arbeiten dabei nah dem selben Prinzip (Abbildung 4.12), in-
dem sie ausgehend von einer anfänglihen Shätzung des Objekts f (0), die in der Regel
homogen ausfällt, versuhen das Objekt sukzessiv zu verbessern. Dazu werden in jedem
57
4. Bildrekonstruktion
Iterationsshritt k die Projektionen der aktuellen Shätzung durh Vorwärtsprojektion
p(k) = Af (k) berehnet und mit den gemessenen verglihen. Aus dem Vergleih erhält
man Korrekturfaktoren für das Objekt, mit denen dann die Shätzung korrigiert wird,
um sie konsistenter mit den gemessenen Projektionsdaten p zu mahen. Somit erhält man
eine Folge von Bildvektoren f (0),f (1), f (2), ... die gegen das gesuhte Objekt f konvergiert.
Die Methoden untersheiden sih im wesentlihen in der Art und Weise des Vergleihes
und im Anwendungsbereih der Korrekturen:
1. Der Vergleih zwishen den Projektionen kann dabei additiv (z.B. durh Dierenz-
bildung), multiplikativ (z.B. durh Quotientenbildung) oder über ein Gütekriterium
(z.B. minimale Summe der Fehlerquadrate oder ML-EM) geshehen.
2. Der Anwendungsbereih der Korrekturen gibt die Region und die Reihenfolge an,
in der die Voxel bei den Iterationsshritten korrigiert werden. Man untersheidet
dabei drei prinzipielle Kategorien:
a) Methoden mit der gleihzeitigen Korrektur aller Objektvoxel berüksihtigen
den kompletten Satz an Messdaten in einer Iteration und die Korrekturfak-
toren werden auf sämtlihe Objektvoxel simultan angewandt. Zu dieser Ka-
tegorie zählen zum Beispiel die Iterative Least-Squares Tehnique (ILST,
Goitein) und die ML-EM-Methoden (siehe Kapitel 4.3.1.1).
b) Methoden mit strahlweiser Korrektur arbeiten die Messdaten sukzessiv ab.
Dabei werden für jeden Messwert immer nur die Voxel korregiert, die zu der
entsprehenden Koinzidenröhre beigetragen haben. Nah der Korrektur dieser
Voxel, wird dann mit den Voxeln des nähsten Messwertes fortgefahren. Stell-
vertretend für die Methoden steht die Algebrai Reonstrution Tehnique
(ART, Gordon et al. (1970)).
) Methoden mit pixelweiser Korrektur bestimmen die Korrekturfaktoren für alle
Objektvoxel einzeln und naheinander. Zur Berehnung des Korrekturfaktors
eines Voxels werden dabei alle Messdaten ausgewertet, die zu dem entspre-
henden Voxel einen Beitrag geleistet haben. Bevor mit der Berehnung des
Korrekturfaktors für den nähsten Voxel weiter gemaht wird, werden die vor-
herigen Korrekturen angewandt. Die bekannteste Methode, die nah diesem
Verfahren arbeit ist die Simultaneous Iterative Reonstrution Tehnique
(SIRT, Gilbert (1972)).
Eine Diskussion der algebarishen Verfahren und eine genauere Beshreibung der Wir-
kungsweise der Korrekturen ndet sih bei Brooks u. Chiro (1976) und Kak u. Slaney
(1988).
4.3.1. Statistishe Methoden
Die statistishen Methoden erweitern das algebraishe Modell, mit dem der physikalishe
Messvorgang modelliert wird, durh die Angabe statistisher Modelle.
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Mit dem grundlegenden Modell, dem sogenannten Daten- oder Raushmodell, wird eine
Wahrsheinlihkeitsverteilung w(p|f) für die Messwerte p bei gegebenen Objekt f ange-
nommen. Die Verteilung beshreibt die statistishen Shwankungen der Messdaten und
somit das Raushen. Die Integration eines Raushmodells kann dabei zu einer Verringe-
rung der Varianz und zu einer wesentlihen Verbesserung des Rekonstruktionsergebnisses
insbesondere bei shlehtem Signal-Raush-Verhältnis und niedrigen Zählraten führen.
Der Ansatz aus der Bayes-Statistik erlaubt die Einbeziehung von sogenannten A-priori-
Informationen, die die statistishen Zusammenhänge der Objektelemente w(f), die im
voraus angenommen werden können, beshreiben. Die A-priori-Informationen können
eingeführt werden, um das Rekonstruktionsergebnis explizit zu regularisieren (Leahy u.
Qi 2000) oder spezielle anatomishe Gegebenheiten vorauszusetzen.
Zusammengefasst besteht ein iterativer (statistisher) Rekonstruktionsalgorithmus dabei
stets aus den fünf folgenden Komponenten (Fessler 1994; Bendriem et al. 1998):
1. Eine endlihe Parametrisierung des Objektes; übliherweise in einen Satz diskreter
Voxel repräsentiert durh den Objekt- oder Bildvektor f .
2. Ein mathematish-physikalishes Modell des Messvorgangs, das den Zusammen-
hang zwishen dem Objekt f und dem Messvektor p beshreibt (Gleihung 4.12).
3. Ein Raushmodell, das die Wahrsheinlihkeitsverteilung der Messdaten angibt (z.
B.: Poissonmodell für den radioaktiven Zerfall).
4. Ein Gütekriterium, das angibt, wie das Objekt zu den Messdaten passt (z.B:
Maximum-Likelihood, Maximum-A-posteriori). Bei der Verwendung von Vorinfor-
mationen gibt das Gütekriterium zusätzlih an, wie gut das Objekt zu den A-priori-
Informationen passt.
5. Ein iterativer Algorithmus, der sukzessiv die Parameter des Lösungsvektors be-
stimmt und gegen die Minimums- oder Maximumslösung des Gütekriteriums kon-
vergiert (z.B: expetation-maximization, EM); zusätzlih muss ein Abbruhkriteri-
um für den Algorithmus deniert sein.
4.3.1.1. Maximum-Likelihood Expetation-Maximization (ML-EM)
Der bekannteste iterative Rekonstruktionsalgorithmus für die Emissionstomographie ist
der Maximum-Likelihood-Expetation-Maximization-Algorithmus von Shepp u. Vardi
(1982). Der Algorithmus berüksihtigt die statistishe Natur des radioaktiven Zerfalls
durh die Integration des Poissonmodells in die Rekonstruktion und bildet damit das
grundlegende Modell für die meisten statistishen Rekonstruktionsmethoden.
Der statistishe Rekonstruktionsansatz führt dabei auf das Likelihood-Konzept, bei der
aus einer gegebenen Stihprobe die unbekannten Parameter des zugrundeliegenden stati-
stishen Prozesses geshätzt werden sollen. Hier wird der Messvektor p als Stihprobe des
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zugrunde liegenden statistishen Prozesses betrahtet und der zu shätzende Parameter
dieses Prozesses ist die gesuhte Aktivitätsverteilung des Objektes f .
Die zentrale Idee der Maximum-Likelihood-Methode (ML) besteht nun darin, die erwar-
tete Aktivitätf¯ so zu variieren, dass die Likelihood-Funktion w(p|f¯ ) maximal wird
f˜ = arg max
f¯
w(p|f¯ )
Der Wert f˜ , für die w sein Maximum annimmt, stellt dann die gesuhte Maximum-
Likelihood-Lösung dar und kann als die wahrsheinlihste Verteilung verstanden werden,
die unter Annahme des Poissonmodells zu den gemessenen Projektionsdaten passt.
Unter Annahme der Poissonverteilung ist die bedingte Wahrsheinlihkeit w, eine be-
stimmte Anzahl von Zerfällen fi in einer Raum- und Zeiteinheit i (Voxel) bei einer
mittleren erwarteten Aktivitätsverteilung von f¯i zu messen, durh
w(fi|f¯i) = f¯
fi
i
fi!
e−f¯i
beshrieben. Gemäÿ dem algebraishen Projektionsmodell (Gleihung 4.12) ergeben sih
die gemessenen Projektionswerte pj lediglih aus einer Linearkombination dieser Akti-
vitäten fi. Setzt man ferner die statistishe Unabhängigkeit der Aktivitäten fi und der
gemessenen Projektionen pj voraus, kann für letztere ebenfalls die Poissonverteilung
w(pj |p¯j) =
p¯
pj
j
pj !
e−p¯j (4.13)
mit dem Erwartungswert
p¯j =
M∑
i=1
ajif¯i (4.14)
und aji ∈ A angenommen werden.
Durh Multiplikation der Einzelwahrsheinlihkeiten w(pj |p¯j) erhält man als Verbund-
wahrsheinlihkeit aller Projektionswerte pj ∈ p, die sogenannte Likelihood-Funktion für
die Emissionstomographie als Gütekriterium
w(p|p¯) =
N∏
j=1
p¯
pj
j
pj!
e−p¯j
=
N∏
j=1
(∑M
i=1 ajif¯i
)pj
pj!
e−(
PM
i=1 ajif¯i)
(4.15)
= w(p|f¯ )
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Betrahtet man Gleihung 4.15 als Funktion der gesuhten Aktivitätsverteilung f¯ , dann
gibt die Likelihood-Funktion die bedingte Wahrsheinlihkeit an, dass bei einer erwarte-
ten Aktivitätsverteilung f¯ , der Messvektor p beobahtet wird.
Leider gibt es kein geshlossenes Verfahren zur Bestimmung der Maximumslösung für die
Poisson-Likelihood, und es existieren mehrere iterative Verfahren. Shepp u. Vardi (1982)
nutzten das Verfahren der Erwartungswert-Maximierung (engl. expetation-maximization,
EM) nah Dempster et al. (1977).
Zur Berehnung der Maximum-Likelihood-Lösung wird Gleihung 4.15 zunähst durh
Logarithmieren vereinfaht. Der Logarithmus ist eine streng monoton steigende Funkti-
on und hat daher auf die Erwartungswert-Maximierung keinen Einuss. Nah Vernah-
lässigung der konstanten Terme ergibt sih die entsprehende Logarithmus-Likelihood-
Funktion
L(f¯) = log(w(p|f¯ )) =
N∑
j=1
pj log(p¯j)− p¯j
Um nun die Maximum-Likelihood-Lösung zu bestimmen betrahtet man zunähst die
ersten beiden partiellen Ableitungen der Logarithmus-Likelihood-Funktion bezüglih der
gesuhten Bildelemente f¯i. Die 1. Ableitung ist gegeben durh
∂L(f¯ )
∂f¯i1
=
N∑
j=1
(
−aji1 +
pjaji1∑M
i′=1 aji′ f¯i′
)
und bestimmt die Stelle der Extremalwerte. Für die 2. partielle Ableitung gilt
∂2L(f¯)
∂f¯i1∂f¯i2
= −
N∑
j=1
pjaji1jaji2(∑M
i′=1 aji′ f¯i′
)2
Es kann gezeigt werden, dass diese Matrix der zweiten Ableitungen stets negativ semi-
denit und L(f¯) konkav ist (Shepp u. Vardi 1985). Folglih stellen alle existierenden
Extremalwerte auh globale Maxima dar, und die notwendige und hinreihend Bedin-
gung für eine Maximum von L(f¯) bei f˜ ist ebenfalls durh die sogenannten Kuhn-Tuker-
Bedingungen
f¯i
∂L(f¯ )
∂f¯i
∣∣∣∣
f˜
=
N∑
j=1
pjajif¯i∑M
i′=1 aji′ f¯i′
−
N∑
j=1
ajif¯i = 0
und
f¯i
∂L(f¯ )
∂f¯i
∣∣∣∣
f˜
≤ 0, falls f˜i = 0,
für alle i = 1, ...,M gegeben.
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Die erste Kuhn-Tuker-Bedingung gibt nun die notwendige Bedingung für die Extrem-
stelle f˜ vor, bei der die erste Ableitung vershwindet und die Logarithmus-Likelihood-
Funktion L(f¯) maximal wird. Aus ihr können nun vershiedene iterative Lösungsver-
fahren abgeleitet werden. Die von Shepp u. Vardi (1985) verwendete Erwartungswert-
Maximierung nah dem Verfahren von Dempster et al. (1977) führt dabei zu der Iterati-
onsvorshrift
f
(k+1)
i =
f
(k)
i∑N
j=1 aji
N∑
j=1
aji
pj∑M
i′=1 aji′f
(k)
i′
(4.16)
für i = 1, ...,M .
Beginnt man diese Folge mit positiven Startwerten f
(0)
i dann konvergiert sie gegen die
gesuhte Maximum-Likelihood-Shätzung f˜ . Der ML-EM-Algorithmus besitzt dabei wei-
tere interessante Eigenshaften:
1. Positivität:
Für positive Startwerte f (0) ist in allen weiteren Iterationsshritten die Positivität
der Werte sihergestellt, das heiÿt es gilt
f
(k)
i ≥ 0, für alle fi = 1, ...,M und k = 1, 2, ...; falls f (0)i ≥ 0 für alle fi = 1, ...,M
2. Der Algorithmus ist selbstnormierend
und für alle Bildvektoren f (k)bleibt die Summe der Aktivitäten in allen Iterations-
shritten k erhalten und entspriht bis auf den Normalisierungsfaktor der Summe
der Aktivität in den Projektionen, das heiÿt es gilt für alle k > 1
M∑
i=1

f¯ (k)i
N∑
j=1
aji

 = N∑
j=1
pj falls
M∑
i=1
f¯
(0)
i =
N∑
j=1
pj
3. Monotonie:
Die Logarithmus-Likelihood-Funktion L(f) ist monoton steigend und vergröÿert
sih damit mit jedem Iterationsshritt
L(¯f (k+1)) ≥ L(¯f (k)),
wobei Gleihheit nur für L(¯f (k)) = max
f˜
L(f˜) gilt.
Vom praktishen Standpunkt der Rekonstruktion stellen dabei die Positivität und die
Selbstnormierung die wihtigsten Eigenshaften dar. Insbesondere die Beshränkung auf
positive Werte, entspriht einem physikalish realistishen Bild der Wirklihkeit. Von
eher theoretishem Interesse ist die monotone Maximierung der Likelihood-Funktion.
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Division
Vorwa¨rtsprojektion
Ru¨ckprojektion
Gemessene Projektionen pj
Verbesserte Scha¨tzung f
(k+1)
i
Aktuelle Scha¨tzung f
(k)
i
Anfa¨ngliche Scha¨tzung f
(0)
i
Multiplikation und Normalisierung
Iterationen
Unterschiede im
Projektionsraum
Projektionen der Scha¨tzung
q
(k)
j =
M∑
i=1
ajif
(k)
i
pj/q
(k)
j
Unterschiede im Objektraum
N∑
j=1
aji
pj
q
(k)
j
f
(k+1)
i =
f
(k)
i∑N
j=1 aji
N∑
j=1
aji
pj
q
(k)
j
Abbildung 4.13.: Ablauf der ML-EM Reonstrution.
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1. Berehnung des konstanten Normalisierungsfaktors (Gleihung 4.19).
2. Anfangsbild shätzen f (0), so dass f
(0)
i ≥ 0 für alle i erfüllt ist.
3. Für alle Messwerte pj:
a) Berehne die theoretishen Messwerte q
(k)
j der aktuellen Shätzung durh Vor-
wärtsprojektion (Gleihung 4.17).
b) Teile die gemessenen Projektionswerte pj durh die geshätzten q
(k)
j , um den
Korrekturfaktor im Projektionsraum zu erhalten.
) Rükprojektion des Korrekturfaktors (Gleihung 4.18) in das Korrekturbild.
4. Elementweise Multiplikation des Korrekturbildes mit der aktuellen Shätzung und
dem Normalisierungsfaktor
5. Wiederhole Shritt 3. - 4. bis das Abbruhkriterium erfüllt ist.
Algorithmus 6: Maximum-Likelihood Expetation-Maximization (ML-EM)
Die Funktionsweise des ML-EM-Algorithmus ist in Abbildung 4.13 und Algorithmus 6
erläutert. Als anfänglihe Shätzung der Startverteilung wird normalerweise eine homo-
gene Aktivität angenommen. Als brauhbarer Wert hat sih die mittlere Projektions-
summe
∑N
j=1 pj/N herausgestellt. Ausgehend von dieser Shätzung berehnet der ML-
EM-Algorithmus zunähst die theoretishen Erwartungswerte für die Messwerte durh
Vorwärtsprojektion
q
(k)
j =
M∑
j=1
ajifi (4.17)
Anshlieÿend werden die Werte der Vorwärtsprojektion q
(k)
j mit dem tatsählih gemes-
senen Werten pj verglihen. Die Untershiede im Projektionsraum werden dabei durh
den Quotient pj/q
(k)
j beshrieben. Durh die Rükprojektion des Quotienten
N∑
j=1
aji
pj
q
(k)
j
(4.18)
erhält man dann die Untershiede im Bildraum, die die Korrekturfaktoren für die aktuelle
Shätzung darstellen. Durh elementweise Multiplikation der Korrekturfaktoren mit der
aktuellen Shätzung, wird letztere mit den Messwerten konsistenter gemaht. Bevor man
nun mit der nähsten Iteration fortfahren kann, muss das Objekt noh normiert werden
1∑N
j=1 aji
(4.19)
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Der Normalisierungsfaktor ist für alle Iterationen konstant und entspriht den reziproken
Werten der einmaligen Rükprojektion aller möglihen Koinzidenzlinien des Sannersy-
stems. Mit ihm wird das inhomogene Abtastmuster der Objekt- bzw. Bildelemente durh
die Koinzidenzlinien beshrieben und kompensiert. Dabei werden Bildelemente, die von
vielen Koinzidenzlinien abgedekt werden, abgewertet und Bildelemente, die selten ge-
troen werden, aufgewertet.
Man beahte, dass der ML-EM-Algorithmus ein langsamer Rekonstruktionsalgorithmus
ist. Für eine Iteration wird die komplette Vorwärts- und Rükprojektion aller Koinzi-
denzlinien benötigt. Damit ist die Rekonstruktionszeit für eine Iteration in etwa doppelt
so lang wie bei der gelterten Rükprojektion. Die Anzahl der notwendigen Iterationen
hängt dabei stark von der Güte der Systemmatrix und dem rekonstruierten Objekt ab.
Sie beträgt im Shnitt zwishen 10 und 100 Iterationen. Dabei ist die Konvergenz in den
ersten Iterationen sehr stark und nimmt dann aber shnell ab. Mit jeder Iteration nehmen
dabei die hohfrequenten Anteile des Objektes zu und die Auösung im rekonstruierten
Objekt wird shärfer. Abbildung 4.14 zeigt das anhand der Rekonstruktion eines Shepp-
Logan-Phantoms. Man erkennt hier, dass sih in den frühen Iterationen zunähst shnell
die grobe Struktur des Objektes herauskristallisiert. Mit steigender Iterationszahl werden
die zunähst noh weihen Kanten dann allmählih geshärft. Etwa ab der 45. Iteration
erkennt man dann den Einuÿ der Entartung auf das Objekt. Dies ist der Punkt an
dem die Iteration abgebrohen werden sollte, denn in den homogenen Bereihen maht
sih dabei zunehmend das Raushen bemerkbar. Zusätzlih beginnen sih Artefakte an
sharfen Kanten, sogenannte Übershwinger, zu bilden.
4.3.1.2. Ordered-Subset Expetation-Maximization (OS-EM)
Der OS-EM-Algorithmus von Hudson u. Larkin (1994) stellt eine Erweiterung des ML-
EM-Algorithmus dar, um dessen langsames Konvergenzverhalten zu beshleunigen. Die
grundlegende Idee besteht dabei darin, für die Berehnung der Korrekturwerte nur noh
Teile des gesamten Projektions- bzw. Messdatensatzes heranzuziehen. In jedem Iterati-
onsshritt wird dann eine andere Teilmenge verwendet.
Hierzu wird die Gesamtmenge S = {pj |pj ∈ p} der Projektionen bzw. der Messwerte in
S disjunkte, geordnete Teilmengen (engl. ordered subsets) S1, S2, ..., Ss unterteilt. Für
gewöhnlih ergibt sih die Ordnung dabei aus geometrishen Gesihtspunkten wie zum
Beispiel der Projektionsrihtung. Möglih sind aber auh hronologishe Einteilungen,
die vor allem für List-mode Daten sinnvoll sind (s. Kapitel 4.3.1.3).
Der OS-EM-Algorithmus rekonstruiert die einzelnen Subsets dann sukzessiv unter Ver-
wendung der ML-EM-Iterationsformel (Gleihung 4.16) und man erhält eine Korrektur
der Shätzung bereits nah jedem Subset. Die Rekonstruktion eines einzelnen Subset Sl
ergibt sih demnah zu
f
(k,l+1)
i =
f
(k,l)
i∑N
j=1 aji
∑
j∈Sl
aji
pj∑M
i′=1 aji′f
(k,l)
i′
(4.20)
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(a) Phantom
(b) Rekonstruktion
Abbildung 4.14.: ML-EM Rekonstruktion (b) eines mathematishen Shepp-Logan-
Phantoms (a). Mit zunehemender Iteration nehmen die hohfrequenten
Anteile im Bild zu, so dass die Objektkonturen immer besser hervor-
treten. Bei höheren Iterationen (hier a. bei 45) beginnt das Objekt
langsam zu entarten und das Raushen nimmt zu.
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1. Berehnung des konstanten Normalisierungsfaktors (Gleihung 4.19).
2. Anfangsbild shätzen f (0), so dass f
(0)
i ≥ 0 für alle i erfüllt ist.
3. Aufteilung alle Messwerte pj in S geordnete Untermengen Sl, l = 1, ..., S.
4. Für alle Messwerte pj ∈ Sl:
a) Berehne die theoretishen Messwerte q
(k)
j der aktuellen Shätzung durh Vor-
wärtsprojektion (Gleihung 4.17).
b) Teile die gemessenen Projektionswerte pj durh die geshätzten q
(k)
j , um den
Korrekturfaktor im Projektionsraum zu erhalten.
) Rükprojektion des Korrekturfaktors (Gleihung 4.18) in Korrekturbild.
5. Elementweise Multiplikation des Korrekturbildes mit der aktuellen Shätzung und
dem Normalisierungsfaktor
6. Wiederhole Shritt 4. - 5. für alle S Untermengen Sl.
7. Wiederhole Shritt 4. - 6. bis das Abbruhkriterium erfüllt ist.
Algorithmus 7: Ordered-Subset Expetation-Maximization (OS-EM)
für i = 1, ...,M und wird auh als innere Iteration (l) bezeihnet. Eine OS-EM-Iteration
oder auh äuÿere Iteration (k) ist komplett, wenn alle S Subsets einmal verwendet wur-
den. Algorithmus 7 gibt eine Übersiht über den Ablauf der OS-EM-Rekonstruktion.
Bei der vorgestellten Betrahtungsweise des OS-EM-Algorithmus stellt der ML-EM-
Algorithmus lediglih den Spezialfall für ein Subset, das heiÿt S = 1, dar. Durh die
Aufteilung der Messdaten in Subsets erreiht der OS-EM-Algorithmus dabei eine Be-
shleunigung des Konvergenzverhaltens um einen Faktor, der der Anzahl der Subsets S
entspriht. In anderen Worten bedeutet das, dass bei einer Anzahl von S Subsets eine
(äuÿere) OS-EM-Iteration in etwa S ML-EM-Iterationen bei vergleihbarer Bildquali-
tät entspriht. Der Rehenaufwand einer OS-EM-Iteration ist dabei (durh die häugere
Vektormultiplikation) nur unwesentlih höher als bei einer ML-EM-Iteration.
Der Einteilung der Subsets sind allerdings Grenzen gesetzt, da jedes Subset in etwa
die tatsählihe Aktivitätsverteilung des gesamten Messdatensatzes widerspiegeln sollte.
Zum einen darf die Anzahl der Messwerte pj in einem Subset niht zu klein sein, damit
eine ausreihende Statistik für die Rekonstruktion gewährleistet ist. Folglih kann die An-
zahl der Subsets niht beliebig groÿ gewählt werden. Zum anderen sollten die Messwerte
in den einzelnen Subsets aus möglihst untershiedlihen Projektionsrihtungen stam-
men und über den gesamten Projektionsbereih verteilt sein, um rihtungsabhängige
Artefakte bei der Rekonstruktion zu vermeiden. Abbildung 4.15 demonstriert die Auftei-
lung der Projektionsdaten am Beispiel von drei Subsets für den zweidimensionalen Fall.
Zusätzlih ist die triviale Aufteilung der Subsets dargestellt, bei der jedes Subset nur auf-
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x x
y y
∆φ ∆φ
S1
S1
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Abbildung 4.15.: Aufteilung der Projektionen in drei Subsets beim OS-EM-Algorithmus
nah dem Projektionswinkel φ. Rehts ist die triviale Aufteilung des
Subsets dargestellt, links die optimierte. Die optimierte Aufteilung re-
duziert dabei rihtungsabhängige Artefakte in der Rekonstruktion.
einander folgende Projektionen enthält und die zu rihtungsabhängigen Artefakten bei
der Rekonstruktion führt. Ein ausführlihe Diskussion mit Rekonstruktionsbeispielen zur
Aufteilung der Subsets und Bildung der Rihtungsartefakte ndet sih bei Kehren (2001).
Hier wird auh ein Permutationsverfahren beshrieben, mit der die Verwendungsreihen-
folge der Subsets bei der Rekonstruktion optimiert wird, und so die Rihtungsartefakte
weiter reduziert werden. Die so genannte Herman-Meyer-Permutation (Herman u. Mey-
er 1993) sorgt dafür, dass die Projektionsdaten aufeinander folgender Subsets möglihst
untershiedlihe Informationen aus untershiedlihen Projektionsrihtungen aufweisen.
Ein Nahteil des Ordered-Subset-Ansatzes ist, dass die Konvergenz niht mehr garan-
tiert ist. Vielmehr neigt der OS-EM-Algorithmus bei hohen Iterationen dazu, zwishen
vershiedenen Lösungen zyklish zu springen. In der Praxis wird dieser Sahverhalt aber
häug ignoriert. Hsiao et al. (2002) leiten mit dem C-OS-EM-Algorithmus eine konver-
gente Variante des OS-EM ab, bei der die Likelihood nahweislih monoton steigt. Der
Nahteil der konvergenten OS-EM-Varianten ist meist ein leiht erhöhter Rehenaufwand.
Es gibt eine Vielzahl von Algorithmen, die versuhen die Erwartungswert-Maximierung
der Maximum-Likelihood durh eine geshikte Wahl von Subsets zu beshleunigen.
Die bekanntesten sind row-ation maximum likelihood algorithm (RAMLA) von Brow-
ne u. Pierro (1996), der als eine Kombination von ART und OS-EM angesehen werden
kann, und der spae-alternating generalized EM Algorithmus (SARGE) von Fessler u.
Hero (1994), der die Objektvoxel sequentiell korrigiert. Eine Übersiht über die vershie-
den Ansätze und die Besonderheiten der Algorithmen geben Leahy u. Byrne (2000) und
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aktueller Qi u. Leahy (2006).
4.3.1.3. List-mode Expetation-Maximization (LM-EM)
Die in den vorangegangenen Abshnitten vorgestellten Algorithmen lassen sih direkt auf
List-mode-Daten anwenden. Der groÿe Vorteil einer List-mode-Rekonstruktion besteht
darin, dass die räumlihe und zeitlihe Auösung der Messdaten erhalten bleibt. Weiter
sinnvoll ist der Einsatz einer List-mode-Rekonstruktion, wenn mehrere Attribute mit den
einzelnen Messwerten assoziiert sind und diese in die Rekonstruktion mit einieÿen sollen
(Barrett et al. 1997).
Die theoretishen Grundlagen der Maximum-Likelihood-Methoden für List-mode-Daten
wurden als erstes von Barrett et al. (1997) diskutiert. Reader et al. (1998b) leitete dage-
gen mit dem so genannten fast aurate iterative reonstrution-Algorithmus (FAIR)
einen praktishen Rekonstruktionsalgorithmus für List-mode-Daten direkt aus dem ML-
EM-Algorithmus ab. Der allgemeine LM-EM-Ansatz ersetzt dabei die Summe über die
Projektionselemente durh eine Summation über die Ereignisse e mit e = 1, ..., E, wobei
die Messwerte pj nun implizit eins sind, da nur einzelne Ereignisse gemessen werden. Die
LM-EM-Iterationsformel ist demnah gegeben durh
f
(k+1)
i =
f
(k)
i∑N
j=1 aji
E∑
e=1
ajei
1∑M
i′=1 ajei′f
(k)
i′
, (4.21)
wobei je die LOR des e-ten List-mode-Ereignisses bezeihnet. Der Normalisierungsfaktor
1/
∑N
j=1 aji wird wieder aus der einmaligen Rükprojektion aller N möglihen LORs des
Sannersystems gebildet. Analog zu dem ML-EM- bzw. OS-EM-Algorithmus kann das
Konzept der Subsets auh auf die List-mode-Rekonstruktion übertragen werden (Reader
et al. 2001, 2002)
f
(k,l+1)
i =
f
(k,l)
i∑N
j=1 aji
∑
e∈Sl
ajei
1∑M
i′=1 ajei′f
(k,l)
i′
(4.22)
Wie beim normalen OS-EM-Algorithmus ist auh hier die Konvergenz niht gesihert
und Gleihung 4.22 neigt dazu, zwishen vershiedenen Lösungen zu springen. Eine kon-
vergente Version für List-mode-Daten leiteten Khurd u. Gindi (2003) basierend auf dem
C-OS-EM-Ansatz von Hsiao et al. (2002) ab, mit dem allerdings auh wieder ein leiht
erhöhter Rehenaufwand verbunden ist.
Im Untershied zur Rekonstruktion von Projektionen ist die Einteilung in geordnete
Untermengen bei List-mode-Daten sehr einfah. Die Anforderung, dass jedes Subsets
möglihst untershiedlihe Informationen aus allen untershiedlihen Projektionsrihtun-
gen aufweisen sollte, ist bei List-mode-Daten implizit durh die Einteilung des gesamten
Messdatensatzes in regelmäÿige Zeitintervalle erfüllt. Das liegt in der Tatsahe begründet,
69
4. Bildrekonstruktion
dass die gemessenen LORs keine Ordnung besitzen, das heiÿt in ihrer natürlihen Rei-
henfolge vorliegen, und somit jedes kürzere Zeitintervall die gleihe Messung allerdings
mit geringerer Statistik widerspiegelt.
Ein Nahteil der List-mode-Rekonstruktion gegenüber der ML-EM-Rekonstruktion ist,
dass die Anzahl der Ereignisse E, die von der verhandenen Aktivität und der Messdauer
bestimmt werden, oft die Anzahl N der Projektionselemente übersteigt. In Folge des-
sen erfordert eine Iteration bei der List-mode-Rekonstruktion meist auh deutlih mehr
Rehenaufwand als eine Iteration bei der Rekonstruktion von Projektionen. Dafür ist
die Anzahl der notwendigen Iterationen bei der List-mode-Daten wesentlih geringer als
bei Projektionsdaten, da die Rekonstruktion von der verbesserten räumlihen Auösung
protiert. Abhängig von der Güte der Systemmatrix reihen oft ein paar, im Optimalfall
eine Iteration aus.
Ein weiterer Nahteil entsteht durh die hohe Präzision der List-mode-Daten. Dadurh,
dass einzelne Ereignisse niht mehr in den Projektionsbins zusammengefasst werden, kann
die Gröÿe der Systemmatrix erheblih anwahsen, insbesondere wenn das Sannersystem
rotiert, wähst die Zahl der möglihen LORs im Sannersystem enorm an.
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Bei den algebraishen Rekonstruktionsverfahren werden die physikalishen Prozesse, die
dem Messvorgang zu Grunde liegen, in der Systemmatrix modelliert. Wie bereits in
Kapitel 4.3 erwähnt, gibt die Systemmatrix dabei die Wahrsheinlihkeiten an, dass die
Emissionen aus den Voxeln in den LORs detektiert werden. Die Abbildungseigenshaften
des Sannersystems werden also in dieser Matrix beshrieben und eine genaue Berehnung
ist damit essentiell für eine gute Bildqualität.
Idealerweise sollten alle in Kapitel 2 diskutierten physikalishen Eekte, wie die Reih-
weite der Positronen, die Abshwähung im Objekt und in den Detektoren, die Nah-
weiswahrsheinlihkeit der Detektoren, et. in die Rekonstruktion mit einbezogen werden.
Dabei muss vor allem auh die Geometrie des Sannersystems berüksihtigt werden, da
sie einen signikanten Einuss auf die Nahweiswahrsheinlihkeit der Aktivität einer
LOR hat.
Praktish ist die Einbeziehung aller Eekte bei der Berehnung der Systemmatrix jedoh
sehr komplex und oft nur shwer oder gar niht zu erreihen, so dass bei der Genau-
igkeit Kompromisse eingegangen werden müssen. Dies liegt zum einen daran, dass alle
physikalishen Parameter niht immer direkt zugänglih sind. Zum anderen werden Ver-
einfahungen vorgenommen, um die Berehnungszeit zu senken. Letzteres ist vor allem
dann von Nöten, wenn die Systemmatrix auf Grund ihrer Gröÿe niht mehr im Arbeits-
speiher des Rehners gehalten werden kann und ihre Koezienten bei Bedarf immer
wieder neu (engl. on-the-y) berehnet werden müssen.
Der gängige Ansatz zur Berehnung der Systemmatrix besteht daher darin, die System-
matrix zu faktorisieren und die relevanten Eekte weitestgehend getrennt voneinander
zu bestimmen. Grundsätzlih gibt es dabei drei vershiedene Methoden die einzelnen
Eekte zu bestimmen:
1. Messung
2. Monte-Carlo-Simulation
3. Analytishe Berehnung
In der Praxis wird die Systemmatrix dabei meist aus einer Kombination der drei Metho-
den bestimmt.
In diesem Kapitel werden zunähst die grundsätzlihen Ansätze zur Faktorisierung dis-
kutiert und die Bestimmungsmöglihkeiten der einzelnen Faktoren der Systemmatrix
vorgestellt.
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Anshlieÿend werden die gängigen Methoden zur Berehnung der Systemmatrix beshrie-
ben, wie sie bei derzeitigen Rekonstruktionen zum Einsatz kommen. Der Shwerpunkt
liegt dabei hauptsählih auf der Berehnung der geometrishen Beiträge durh das San-
nersystem.
Im Anshluss wird das im Rahmen dieser Arbeit entwikelte Verfahren zur Berehnung
der Systemmatrix vorgestellt, das die bereits existierenden Verfahren erweitert. Abshlie-
ÿend wird das neue Verfahren diskutiert.
5.1. Faktorisierung der Systemmatrix
Ziel der Faktorisierung der Systemmatrix ist es, die im Kapitel 2 diskutierten physi-
kalishen Eekte zu gruppieren und dann diese Gruppen voneinander unabhängig zu
bestimmen. Der Ansatz bietet den Vorteil, dass dadurh zum einen die Berehnung der
Systemmatrix vereinfaht wird, da die untershiedlihen Faktoren auh auf untershiedli-
he Art und Weise bestimmt werden können, zum anderen kann der Einuss der einzelnen
Faktoren auf die Rekonstruktion gezielter untersuht werden.
Die Literatur zeigt, dass die Faktorisierung niht bei allen Autoren einheitlih gehandhabt
wird und je nah Bedarf und konkretem Anwendungsfall die physikalishen Eekte in
untershiedlihen Gruppen zusammengestellt werden. Viele Autoren folgen dabei den
Faktorisierungsansätzen von Mumuoglu et al. (1994, 1996a, b)
A = Adet_sens ·Adet_blur ·Aatten ·Ageom ·Apositron (5.1)
Die einzelnen Faktoren bedeuten:
Ageom ist ein NxM -Matrix. Ihre Koezienten aji geben die Detektionswahrsheinlihkeit
an einer Emission aus dem Voxel i im Detektorpaar j an, die sih aus der geometrishen
Anordnung der Detektoren und Voxel ergibt. Die Bestimmung des geometrishen Ma-
trixfaktors stellt das minimal notwendige Modell für eine Systemmatrix dar.
Meist werden die geometrishen Faktoren analytish berehnet. Oft wird dabei angenom-
men, dass der Beitrag eines Voxels zu einem Detektorpaar bzw. einer LOR proportional
zu dem Shnittbereih (Volumen, Flähe oder Shnittlänge) der beiden ist (vgl. Abbil-
dung 4.11) und lediglih dieser Shnittbereih wird berehnet. Genaugenommen ist das
exakte geometrishe Gewiht eines Voxels jedoh abhängig von dem Abstand zu den bei-
den beteiligten Detektoren.
Auf die Berehnung der geometrishen bzw. statistishen Gewihtung wird ausführlih
in den folgenden Abshnitten eingegangen.
Adet_sens ist eine NxN -Diagonalmatrix, die die Detektorezienz beshreibt. Diese Ma-
trix erweitert das geometrishe Modell Ageom indem sie die variierende Nahweiswahr-
sheinlihkeit der einzelnen LORs, die niht durh die Geometrie der beiden Detektoren
abgedekt wird, beshreibt. Diese Variationen ergeben sih unter anderem durh intrinsi-
she Untershiede der Nahweiswahrsheinlihkeiten in den einzelnen Detektorkristallen.
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Ferner hat die Position der Detektorkristalle im Detektorblok und Anordnung im San-
nersystem einen starken Einuss auf die Sensitivität, da einzelne Kristallkombinationen
untershiedlih durh ihre Nahbarn abgeshirmt werden können. Letztendlih ieÿen in
die Detektorsensitivität auh Variationen der Datenausleseelektronik, sowie die Totzeit
des Detektorsystems mit ein.
Die Bestimmung der Detektorezienz ist für reale Sannersysteme, bei denen immer
mehr oder weniger baulihe Variationen auftreten, ebenfalls essentiell, um eine akzepta-
ble Bildqualität zu erreihen.
Da vor allem die baulihen Variationen und das Verhalten der Ausleseelektronik nur
shwer mathematish beshreibbar sind, wird die Detektorezienz in der Regel durh
Messungen mit einer homogene Quelle (Zylinder-, Linien oder planare Quelle) bestimmt
(Homann et al. 1989; Defrise et al. 1991b; López 2001; Bai et al. 2002; Bailey et al.
2005).
Aatten ist ebenfalls eine NxN -Diagonalmatrix, die die Shwähungsfaktoren, hervorge-
rufen durh die Abshwähung im Objekt, für die einzelnen LORs beshreibt. Die Ma-
trix wird in der Regel durh Transmissionsaufnahmen bestimmt. Alternativ können die
Shwähungsfaktoren auh durh Vorwärtsprojektion des rekonstruierten Bildes gewon-
nen werden. Die Berüksihtigung der Objektshwähung in den statistishen Rekon-
struktionsverfahren kann dabei zu einer wesentlihen Verbesserung der Bildqualität bei-
tragen (Mumuoglu et al. 1996a).
Adet_blur ist eine NxN -Matrix, die die Ortsunsiherheit eines Messwertes beshreibt. Die
Ortsunsiherheit entsteht primär durh Streuung im Detektorblok. Daraus resultiert eine
falshe Positionierung der Photonen, so dass diese folglih einer falshen LOR zugewiesen
werden. Werden die Messdaten in Sinogrammen registriert, führt dies zu einer Unshärfe
in den Sinogrammdaten. Häug wird auh die Winkelabweihung der Photonen in die
Berehnung der Matrix Adet_blur mit einbezogen. Physikalish ist diese Zuordnung niht
ganz korrekt, da die Breite der Unshärfe von der Position zwishen den beiden beteilig-
ten Detektoren abhängt. Die Eekte sind also ortsabhängig und sollten bei einer exakten
Modellierung mit in die geometrishe Matrix Ageom einieÿen. Allerdings wird der Fehler
durh eine ortsunabhängige Modellierung im allgemeinen als nebensählih eingestuft.
Eine exakte Berehnung von Adet_blur ist praktish niht durhführbar, deshalb werden
Monte-Carlo-Simulationen zur Bestimmung von Adet_blur eingesetzt. Die Unshärfe kann
dann durh eine Dekonvolution rükgängig gemaht werden. Auf List-mode-Daten, die
per se keine Informationen über ihre benahbarten LORs besitzen, kann der Modellie-
rungsansatz für Adet_blur allerdings niht direkt übertragen werden.
Apositron ist eine MxM -Matrix, in der die Positronenreihweite modelliert werden kann.
Die Positronenreihweite ist abhängig von dem verwendeten Isotop (vgl. Kapitel 2.1) und
kann zum Beispiel durh Monte-Carlo-Simulationen bestimmt werden (Levin u. Homan
1999). Die Matrix Apositron wirkt dabei als Unshärfelter, der auf die Aktivitätsvertei-
lung des Objektes angewendet wird (Terstegge et al. 1996; Terstegge 1997).
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(a) Binäre Gewihtung (b) Shnittlängengewihtung () Flähengewihtung
Abbildung 5.1.: Räumlih-invariante, geometrishe Gewihte (Kehren 2001).
5.2. Berehnung der geometrishen Gewihtsmatrix Ageom
Wie im vorangegangenen Abshnitt erwähnt stellt die Berehnung der geometrishen Ge-
wihtsmatrix Ageom das grundlegende Modell für die Systemmatrix dar. In der Literatur
werden untershiedlihe Verfahren zur Berehnung von Ageom beshrieben, die sih zum
Teil erheblih in ihrer Genauigkeit und ihrem Rehenaufwand untersheiden. Prinzipiell
können die Verfahren dabei in zwei grundlegende Gruppen getrennt werden:
1. räumlih-invariante Gewihtungsshemata
2. räumlih-variante Gewihtungsshemata
5.2.1. Räumlih-invariante Gewihtung
Die räumlih-invarianten Gewihtungsshemata setzen voraus, dass die Wahrsheinlih-
keit, dass eine Emission aus einem Voxel ein Detektorpaar erreiht, niht von der Po-
sition des Voxels zwishen den beiden Detektoren einer LOR abhängt. Die Berehnung
der Wahrsheinlihkeit erfolgt hierbei nur aus dem Shnitt der LOR mit dem Voxel. Der
Ansatz hat den Vorteil, dass sih die Shnitte analytish und dadurh relativ einfah und
shnell berehnen lassen. Auh hier gibt es untershiedlihe Ansätze, die sih in ihrer
Genauigkeit und ihrem Berehnungsaufwand untersheiden.
Das einfahste und älteste Verfahren ist die binäre Gewihtung (Abbildung 5.1a). Hier-
bei wird allen Bildelementen, die von der Verbindungslinie der Detektorzentren getroen
werden, das gleihe Gewiht, nämlih eins, zugeordnet. Diese Methode wurde unter an-
derem von Gordon et al. (1970) für die ART Rekonstruktion eingesetzt und wird heute
eher selten angewendet.
Ein verbessertes Verfahren stellt dagegen die Shnittlängengewihtung dar, bei der der
Beitrag eines Voxels zu einer LOR aus der Shnittlänge der LOR mit dem Voxel bestimmt
74
5.2. Berehnung der geometrishen Gewihtsmatrix Ageom
wird (Abbildung 5.1b). Ein ezientes Verfahren zur Berehnung der Shnittlänge bietet
der Siddon-Algorithmus (Siddon 1985).
Sowohl das Verfahren der Shnittlängengewihtung als auh das der binären Gewihtung
berüksihtigen niht die Ausdehnung der Koinzidenzröhre bzw. die Detektorbreite und
können zu kammartigen Rekonstruktionsartefakten führen, insbesondere dann wenn die
Voxelgröÿe kleiner ist als die Breite der Koinzidenzröhre (Kehren 2001). Allerdings wird
das Verfahren der Shnittlängenberehnung auh heute noh zur Rekonstruktion genutzt,
denn es stellt einen guten Kompromiss zwishen Genauigkeit und Shnelligkeit dar. Es
wird vor allem dann eingesetzt, wenn groÿe Datenmengen verarbeitet werden müssen, wie
zum Beispiel bei der CT- oder List-mode-Rekonstruktion. Zum Beispiel shlagen Reader
et al. (2001, 2002) und Rahmin et al. (2004) den Siddon-Algorithmus zur Berehnung der
geometrishen Gewihte der Systemmatrix für die List-mode-Rekonstruktion vor. Neben
der Berehnung des geometrishen Beitrags für die Systemmatrix kann das Verfahren
der Shnittlängengewihtung zusätzlih dazu benutzt werden, den Strahlweg durh die
Bildmatrix für die Vor- und Rükprojektion, gegebenenfalls on-the-y, zu bestimmen.
Aufgrund der Verarbeitung groÿer Datenmengen ist eine omputertehnish eziente
Implementierung notwendig, die zum Beispiel von Jaobs et al. (1998) oder Zhao u.
Reader (2002, 2003) vorgestellt wird. Der Siddon-Algorithmus bildet die Grundlage des
in dieser Arbeit enwikelten Gewihtungsshemas mittels Strahlverfolgung (engl. ray-
traing) und wird näher in Kapitel 5.3 erläutert.
Die Flähengewihtung im Zweidimensionalen bzw. die Volumengewihtung im Dreidi-
mensionalen, erweitert die Koinzidenzlinie zur sogenannten Koinzidenzröhre (engl. tube
of response, TOR ), die die Ausdehnung der Detektoren berüksihtigt. Analog zu den
beiden anderen Verfahren wird hier dann die Shnittähe bzw. das Shnittvolumen der
Koinzidenzröhre mit dem Voxel bestimmt. Es ist das Verfahren mit der gröÿten Genau-
igkeit und liefert die besten Rekonstruktionsergebnisse der räumlih-invarianten Gewih-
tungsshemata. Es ist allerdings auh das Verfahren mit dem gröÿten Rehenaufwand
im Vergleih zu den anderen beiden Shemata. Eine sehr eektive und analytish exakte
Berehnung wurde zum Beispiel von Sheins et al. (2004) vorgestellt.
In den Arbeiten von Ziemons (1992), Shmidlin et al. (1994) und Kehren (2001) werden
die in diesem Abshnitt beshriebenen Gewihtungsshemata genauer untersuht. Hier
nden sih auh mathematishe Berehnungsmöglihkeiten, und es werden die Auswir-
kungen auf die Bildqualität und Artefaktbildung untersuht.
5.2.2. Räumlih-variante Gewihtung
Die räumlih-varianten Gewihtungsshemata berüksihtigen, dass die Wahrsheinlih-
keit, dass eine Emission aus einem Voxel ein Detektorpaar erreiht, von der Position
des Voxels entlang der LOR abhängig ist. In der deutshen Literatur wird diese Ge-
wihtung oft auh als statistishe Gewihtung bezeihnet. In Abbildung 5.2a wird der
Sahverhalt an einem zweidimensionalen Beispiel dargestellt. Der Winkelbereih, unter
dem die beiden diametral auseinander iegenden Photonen die beiden Detektoren einer
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φ2
φ1
(a) Ausshlieÿlihe Berüksihtung der Detektorvorderseiten
φ2
φ1
(b) Berüksihtigung der Detektororientierung und Ausdehnung
Abbildung 5.2.: Statistishe Gewihtungsshemata und ihre Abhängigkeit vom Emission-
ort.
LOR erreihen können, hängt von der Position der Emission ab. Die Wahrsheinlihkeit,
dass beide Photonen die Vorderseite der Detektoren erreihen, ist dann näherungsweise
proportional zu dem Winkel, der von dem Emissionspunkt und den beiden Ekpunkten
des entfernteren Detektors aufgespannt wird
aji ∝ |φ|
2π
Für dieses Gewihtungsshema ergibt sih damit eine Wahrsheinlihkeitsverteilung in-
nerhalb einer LOR, die im Zentrum zwishen den Detektoren eine Dreieksform besitzt
und sih zu den Detektoren hin in eine immer aher werdende Trapezform wandelt. In
Abbildung 5.3 ist die Wahrsheinlihkeitsverteilung für vershiedene Positionen in einem
Ringsanner dargestellt (a).
Dieses statistishe Gewihtungsshema wird vor allem dann eingesetzt, wenn es auf eine
hohe räumlihe Auösung ankommt. Anwendung fand das Verfahren zum Beispiel beim
Jüliher TierPET (Terstegge et al. 1996; Terstegge 1997). Der Nahteil bei diesem
Verfahren ist der hohe Rehenaufwand, so dass es in der Praxis seltener angewendet
wird. Zum Einsatz kommt es zum Beispiel beim MiroPET (Qi et al. 1998) für die
Bildrekonstruktion von Projektionen. Andere in der Literatur beshriebene Studien sind
eher von prinzipieller Natur und untersuhen die grundlegenden Eigenshaften auf die
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x
y
a) b)
Abbildung 5.3.: Shematishe Darstellung der koinzidenten Antwortfunktion als Funk-
tion der Position in einem Ringsanner. Links (a) werden lediglih die
Detektorvorderseiten bei der Berehnung berüksihtigt, während rehts
(b) sowohl die Detektororientierung als auh die Ausdehnung mit einbe-
zogen sind.
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Rekonstruktion (Allison et al. 2006). Auh in der List-mode-Rekonstruktion wird das
statistishe Gewihtungsverfahren bereits verwendet (Reader et al. 1998b).
Das oben beshriebene statistishe Gewihtungsverfahren ist nur für parallel orientierte
Detektorähen genau, da es lediglih die Vorderähen der Detektoren berüksihtigt,
aber noh niht die Ausdehnung und Orientierung der Detektoren. Dadurh kommt es
besonders am Rand des FOV eines Tomographen immer noh zu einem räumlihen Auf-
lösungsverlust, da hier in der Regel die Detektoren gegeneinander verkippt sind und
dadurh der Quershnitt der Koinzidenzröhre zunimmt, während die eektive Länge der
Kristalle abnimmt. Durh die Verkippung der Kristalle ändert sih auh die Form der
Wahrsheinlihkeitsverteilung, wie shematish in Abbildung 5.3 (b) zu erkennen ist. Die-
ser Eekt, der auh als Parallaxeneekt bezeihnet wird, ist signikant und sollte bei der
Rekonstruktion modelliert werden, wodurh eine weitere Verbesserung der Ortsauösung
am Rand des FOV erzielt werden kann (Leomte et al. 1984; Shmitt et al. 1988; Karuta
u. Leomte 1992).
Zur Berehnung der statistishen Gewihte unter Einbeziehung des Parallaxeneektes
muss berüksihtigt werden, dass die Nahweiswahrsheinlihkeit der Photonen im De-
tektor von deren Emissonswinkel aus dem Voxel, sowie von der Länge der Wegstreke
abhängt, die sie im Detektor durhlaufen (Abbildung 5.2b). Solhe Modelle sind in der
Regel rehnerish durhaus einfah zu beshreiben, allerdings lassen sie sih niht in eine
analytish geshlossene Form bringen.
In der Literatur werden Ansätze zur Implementation dieser Verfahren beshrieben, doh
es handelt sih hierbei niht um ehte dreidimensionale Implementationen. Die meisten
Verfahren, wie zum Beispiel das von Shmitt et al. (1988), sind Näherungsverfahren, die in
der Regel nur gültig sind, wenn die Entfernung vom Zentrum des FOV klein im Verhältnis
zum Ringradius ist. Strul et al. (2003) testen ein Verfahren für Ringtomographen mit
mehreren Layern, dass auh für Kleintiertomographen mit kleineren Ringradien geeignet
ist. Allerdings werden auh hier die Berehnungen auf die sogenannte In-plane-Ebene
vereinfaht.
5.3. Ray-traing der Systemmatrix
Das in dieser Arbeit entwikelte statistishe Gewihtungsverfahren berüksiht die wah-
re, dreidimensionale Geometrie und Orientierung der Detektoren bei der Berehnung der
Nahweiswahrsheinlihkeiten der Photonen im Detektor. Der Ansatz des Verfahrens ist
dabei prinzipiell unabhängig von der Geometrie der Detektorblöke und der des San-
nersystems.
Zur Bestimmung der Koezienten aji einer LOR wird der Weg der Photonen mittels
Strahlverfolgung (engl. ray-traing) durh die Detektoren und das FOV berehnet. Da-
bei kommt als grundlegendes Verfahren der Siddon-Algorithmus (Siddon 1985) zur An-
wendung. Dem hier vorgestellten Ray-traing-Ansatz liegt dabei das lineare Absorpti-
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x
Layer 0
Layer 1
Voxel i mit Mittelpunkt O
Absorptionsla¨nge lC1
Schwa¨chungsla¨nge l0
Schwa¨chungsla¨nge l1
Flugrichtung des Photons d
y
Detektionskristall C1
φ
Abbildung 5.4.: Ray-traing der Flugbahn eines Photons. Die Nahweiswahrsheinlih-
keit eines Photons in einem spezishen Kristall berehnet sih aus den
Absorptions- und Shwähungslängen im Detektorblok.
onsmodell zugrunde, wobei Streueekte, Winkelunsiherheit und Positronenreihweite
vernahlässigt werden.
Unter diesen Vorraussetzungen und unter Berüksihtigung der Shwähung des Pho-
tonenusses durh die Kristalle ist die Wahrsheinlihkeit pC(O,d), dass ein einzelnes
Photon, emittiert aus dem Voxel i mit dem Mittelpunkt O in Rihtung d, im Kristall C
detektiert wird, gegeben durh
pC(O,d) =
(
1− e−µCLC(O,d)
)
e−
P
l µlLl(O,d)
(5.2)
µC bzw. µl ist der lineare Absorptionskoezient des Detektionskristalls bzw. der vorher
durhdrungenen Layer l und LC(O,d) bzw. Ll(O,d) ist die Shnittlänge der Photonen-
ugbahn mit dem Kristall bzw. dem Layer l. Abbildung 5.4 veranshauliht den Sahver-
halt. Die Skizze entspriht dem vereinfahten Modell der ClearPET
TM
-Detektorblokgeometrie,
wie sie für das List-mode-Rekonstruktionsprogramm implementiert wurde. Hierin sind
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die einzelnen Kristalle in einem Layer (mit dem selben Absorptionskoezienten) zusam-
mengefasst, um die Shnittlängenberehnung zu beshleunigen.
Für zwei Kristalle C1 und C2 in Koinzidenz muss Gleihung 5.2 für beide Kristalle be-
rehnet werden und es folgt damit für die Nahweiswahrsheinlihkeit pC1,2 eines Photo-
nenpaares
pC1,2(O,d) =
(
1− e−µC1LC1 (O,d)
)(
1− e−µC2LC2 (O,d)
)
e−
P
l µlLl(O,d)
(5.3)
Die Gesamtdetektionswahrsheinlihkeit aji aller emittierten Photonen aus einem Voxel
i mit dem Zentrum Oi = (x, y, z) im Detektorpaar j, das durh die Kristalle C1und C2
deniert wird, nahgewiesen zu werden, erhält man durh Intergation über den gesamten
Raumwinkel
aji =
1
4π
∫ 2π
0
∫ π
0
pC1,2(Oi,d) sin θ dθ dφ (5.4)
mit
d =

 cosφ cos θsinφ cos θ
sinφ


Dieses Intergal ist sehr aufwendig zu berehen und in der Regel wird es auf den zwei-
dimensionalen Fall reduziert und nur die sogenannten In-plane-Eekte, das heiÿt nur
das Integral über φ, werden berehnet (Strul et al. 2003). Zur Berehnung der gesam-
ten Systemmatrix muss Gleihung 5.4 nun für alle Voxelpositionen i = 1, ...,M und alle
Detektorpaarkombinationen bzw. LORs j = 1, ...,N berehnet werden. Prinzipiell bieten
sih dazu zwei Vorgehensweisen an:
1. Voxelbasierte Berehnung:
Hier betrahtet man den Emissionsort Oi eines Voxels i zunähst als fest und be-
rehnet dann die Koezienten aji für alle Detektorpaare bzw. LORs j, bevor man
die Berehnung mit dem nähsten Voxel wiederholt. Die Berehnung ist ezient,
wenn die Koezienten gespeihert werden können. Diese Vorgehensweise eignet
sih für die Rekonstruktion von Projektionen.
2. LOR-basierte Berehnung:
Bei dieser Vorgehensweise werden nur die Koezienten aji für alle Voxel i, die zu
einer festen LOR j einen Beitrag leisten berehnet. Danah wird mit der nähsten
LOR fortgefahren. Das Verfahren entspriht der Natur der List-mode-Daten und
der Einsatz ist vor allem sinnvoll, wenn die Systemmatrix niht gespeihert werden
kann und zur Rekonstruktion on-the-y berehnet werden muss. Abhängig von der
Genauigkeit bei der Berehnung der Koezienten ist die LOR-basierte Berehnung
in der Regel weniger ezient als der voxelbasierte Ansatz, da Gleihung 5.4 für
einen Voxel wiederholt angewendet werden muss.
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x
y
Detektionskristall C1
Detektionskristall C2
(a) Strahlerzeugung im Kristall
O¨ffnungswinkel
x
y
Detektionskristall C1
Detektionskristall C2
dx
TOR
dl
(b) Strahlerzeugung auf TOR-Endkappen
Abbildung 5.5.: Zwei der untersuhten Möglihkeiten zur Strahlerzeugung für den Ray-
traing-Algorithmus. Die Strahlen werden durh die Verbindungslinie der
zufällig bestimmten Punkte (rot) generiert.
Bei der hier vorgestellten List-mode-Rekonstruktion für das ClearPET
TM
Neuro kommt
das LOR-basierte Verfahren zum Einsatz. Um das Verfahren ezient zu gestalten, müssen
zum einen die zu einer LOR beitragenden Voxel eingeshränkt und zum anderen auh
der Winkelbereih für die Strahlerzeugung sinnvoll begrenzt werden.
Bei dem gewählten Ray-traing-Ansatz werden die zu einer LOR beitragenden Voxel
durh eine abgewandelte Version des Siddon-Algorithmus berehnet. Für jeden Strahl
werden hierbei lediglih die Voxel bestimmt, die von diesem Strahl getroen werden.
Anstatt den getroenen Voxeln die Shnittlänge als Gewiht zuzuweisen, wird die zuvor
nah Gleihung 5.3 berehnete Nahweiswahrsheinlihkeit des Strahls auf alle getroenen
Voxel addiert. Die Berehnung der Gewihte hängt dann im Weiteren nur noh von der
rihtigen Verteilung über den Winkelbereih (φ, θ) der erzeugten Strahlen ab.
Eine einfahe und shnelle Methode zur Begrenzung des Emissionswinkels der Strahlen ist
in Abbildung 5.5a dargestellt. Hier werden zufällige Punkte in den beiden Kristallen einer
LOR erzeugt, durh die dann die Strahlen gelegt werden. Der Ansatz hat den Vorteil,
dass nur Strahlen erzeugt werden, die durh beide Kristalle laufen und somit auf jeden
Fall einen Beitrag zu den Koezienten aji einer LOR leisten. Allerdings ist dieser Ansatz
reht ungenau, da die so erzeugten Strahlen, abhängig von der Form und Orientierung
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(a) Perspektivishe LOR (b) Parallelprojektion entlang der LOR
Abbildung 5.6.: Koordinatensysten und Ausdehnung des berehneten Begrenzungsqua-
ders für zwei beliebig orientierte Kristalle. Der Zylinder bildet das FOV
für die Rekonstruktion ab und ist hier etwas kleiner als das Messfeld des
Sannersystems.
der Kristalle, eine Häufung im Zentrum der LOR aufweisen, so dass der Winkelbereih
niht gleihmäÿig abgetastet wird.
Hier wurde ein aufwändigeres aber genaueres Verfahren angewendet, bei dem die Strahlen
annähernd gleihmäÿig über den Winkelbereih erzeugt werden (Abbildung 5.5b). Um
dies zu erreihen, wird zunähst eine quaderförmige Begrenzungsbox (engl. bounding
box) für die Koinzidenzröhre bestimmt und anshlieÿend zufällige Strahlen durh die
den kristallzugewandten Flähen des Quaders gelegt.
Die Begrenzungsbox wird hierbei durh ihr Zentrum OBB , das Koordinatensystem (eˆx, eˆy, eˆl)
und die Ausdehnung ±(dx, dy, dl) entlang der Koordinatenaxen deniert. Das Zentrum
ergibt sih aus dem Mittelpunkt der LOR
OBB = (PC1 + PC2)/2,
wobei PC1 und PC2 die Zentrumskoordinaten der beiden Kristalle sind. Die Einheitsvek-
toren des Koordinatensystems des Begrenzungsquaders lassen sih aus dem normierten
Rihtungsvektor dLOR = PC1 + PC2/|PC1 + PC2 | der LOR bestimmen
eˆx = ez × dLOR
eˆy = dLOR × (ez × dLOR)
eˆl = dLOR
Bei der Berehnung des Einheitsvektors eˆx wird die Tatsahe ausgenutzt, dass bei al-
len Kristallen immer eine Ahse parallel zur z-Ahse des Sannersystems orientiert ist.
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Der Quershnitt des Begrenzungsquaders, das heiÿt die Ausdehnung (dx, dy), kann an-
shlieÿend aus der Projektion der Ekpunkte (engl. verties) vC1,wund vC2,w der beiden
Kristalle auf die Abshnitte der Koordinatenahsen eˆx und eˆy bestimmt werden
dx = max{eˆx ∗ vC1,w, eˆx ∗ vC2,w}
und
dy = max{eˆy ∗ vC1,w, eˆy ∗ vC2,w}
für w = 1, ..., 8. Die Länge dl des Begrenzungsquaders ergibt sih in etwa aus der Länge
der Verbindungslinie der Kristallzentren. Die tatsählihe Länge muss dabei etwas kürzer
sein, damit die später generierten Strahlen die beiden Kristalle auh voll überdeken (vgl.
Abbildung 5.5b). Die minimal nötige Verkürzung ist auf Grund der komplizierten, realen
Form der Koinzidenzröhre im Dreidimensionalen relativ shwer zu berehnen und wurde
deshalb lediglih abgeshätzt, indem dl auf beiden Seiten jeweils um die halbe Länge der
Kristalle verkürzt wurde. Abbildung 5.6 stellt die Ergebnisse zur Berehnung der Begren-
zungsbox einer shrägen LOR für den dreidimensionalen Fall an einem Beispiel aus der
Geometrie des ClearPET
TM
Neuro dar. In der Parallelprojektion entlang der Rihtung
der LOR (Abbildung 5.6b) ist hierbei sehr gut zu erkennen, dass sih der berehnete
Quershnitt des Begrenzungsquaders optimal an die Ausdehnung und Orientierung der
Kristalle anpasst.
Mit dem oben beshriebenen Verfahren läÿt sih eine gute Approximation der statisti-
shen Gewihte für eine LOR nah Gleihung 5.4 erreihen, die die Detektororientierung,
-ausdehnung und Anordnung im Detektorblok berüksihtigt. In Kapitel 6 wird das
hier vorgestellte Berehnungsverfahren anhand von Monte-Carlo-Simulationen bestätigt.
Allerdings werden bei dem Ray-traing-Verfahren niht die absoluten Werte der Koe-
zienten aji, sondern nur relative Werte bestimmt, das heiÿt die berehneten Koezien-
ten sind lediglih proportional zu den absoluten Werten und der Proportionalitätsfaktor
hängt von der Anzahl der erzeugten Strahlen ab. Ferner ändert sih der Faktor mit der
Ausdehnung (dx, dy, dl) der Begrenzungsbox, da sih mit verändernder Gröÿe logisher-
weise auh die Strahlendihte in der Box ändert. Um den Proportionalitätsfaktor für
alle LORs konstant zu halten, muss die Anzahl der erzeugten Strahlen mit (dx, dy, dl)
variiert werden. Der Zusammenhang wurde experimentell bestimmt. Dazu wurde für ei-
ne vorgegebene, direkte LOR und eine feste Anzahl von Strahlen die Länge dl und der
Quershnitt (dx, dy) des Begrenzungsquaders variiert.
In Abbildung 5.7a ist die Anzahl der zu der LOR beitragenden Strahlen, das heiÿt die
Anzahl der Strahlen, die beide Kristalle treen, über dem relativen Quershnitt (x =
Breite des Kristalls / Breite der Begrenzungsbox) der Begrenzungsbox aufgetragen. Man
erkennt, dass die Anzahl der beitragenden Strahlen mit 1/x2 abnimmt. Skaliert man die
Anzahl der erzeugten Strahlen folglih mit x2 bleibt die Anzahl der Strahlen, die beide
Kristalle treen nahezu konstant (Abbildung 5.7b). Der gleihe Zusammenhang gilt für
die y-Dimension.
Für die Länge des Begrenzungsquaders gilt der umgekehrte Zusammenhang. Die Strah-
lendihte oder die Anzahl der beitragenden Strahlen nehmen mit einer Verkürzung der
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Abbildung 5.7.: Variationen der Strahlendihte in Abhängigkeit der relativen x-
Ausdehnung der Begrenzungsbox im Verhältnis zur x-Ausdehnung der
Kristallgrundähe a) ohne und b) mit Anpassung der Anzahl an gene-
rierten Strahlen.
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Abbildung 5.8.: Anzahl der beitragenden Strahlen bei Verkürzung der relativen Länge l
der Begrenzungsbox und Skalierung der erzeugten Strahlen mit 1/l2.
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Länge quadratish ab. Abbildung 5.8 stellt die Anzahl der einen Beitrag leistenden Strah-
len über der relativen Länge l der Box nah Korrektur der erzeugten Strahlen um den
Faktor 1/l2 dar. Die Anzahl zeigt eine zunehmende statistishe Shwankung mit abneh-
mender Länge der Box. Der Mittelwert liegt aber bei dem Wert für l = 1. Die Shankun-
gen können durh eine Erhöhung der erzeugten Strahlen gesenkt werden.
Zusammengefasst ergibt sih damit für den Einsatz des Raytraing-Algorithmus in der
Rekonstruktion eine notwendige Skalierung der Grundanzahl der zu erzeugenden Strahlen
mit dem Faktor
(
dx · dy
dl
)2
,
um keinen Bias zwishen vershiedenen LORs zu erzeugen. Für das ClearPET
TM
Neuro
mit einem Ringdurhmesser von 138 mm ergeben sih folgende Minimal- und Maximal-
werte für die Ausdehnung der Bouding-box:
Minimum Maximum
dx [mm℄ 1 4, 81
dy [mm℄ 1 4, 96
2 · dl [mm℄ ≈ 92 ≈ 170
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6. Simulation (Validierung des
Ray-traing-Algorithmus)
Neben Experiment und Theorie, ist das dritte Standbein der Naturwissenshaften mit
voranshreitender Entwiklung der Computertehnologie die Simulation geworden. Sie
ermögliht die Berehnung komplexer physikalisher Systeme. Gegenüber dem aufwen-
digeren und teureren Experiment hat sie den Vorteil, dass sih Änderungen an einer
Messung einfaher umsetzten lassen. Zudem läuft die Untersuhung unter kontrollierten
Bedingungen ab.
Zur Beshreibung des radioaktiven Zerfalls und des Verhaltens von Strahlung bzw. Ele-
mentarteilhen in Materie sind Monte-Carlo-Methoden ein geeignetes und wihtiges Werk-
zeug (Zaidi 1999). Für die PET können damit zum Beispiel Untersuhungen zur Streu-
ung (Ziegler u. Kuebler 1993) oder Studien zum Systemdesign von Sannersystemen
(Heinrihs 2003; López 2001), sowie Simulationen der Systemmatrix (Böning 2002)
durhgeführt werden.
Ziel dieses Kapitels ist es, die Berehnungen des Ray-traing-Algorithmus durh eine
Simulation zu validieren. Zu diesem Zwek werden die Antwortfunktionen einer beispiel-
haften Detektormodulkombination simuliert, an der senkrehter und shräger Einfall auf
die Kristalle untersuht wird.
Im ersten Abshnitt wird das verwendete Programmpaket vorgestellt. Danah folgt der
Aufbau der Simulation und die Datenauswertung. Abshlieÿend werden die simulierten
und berehneten Antwortfunktionen verglihen und die Ergebnisse diskutiert.
6.1. GATE (GEANT4 Appliation for Tomographi
Emission)
GATE (Jan et al. 2004; Struhl et al. 2003) ist ein weit verbreitetes und gut evaluiertes
Simulationswerkzeug, das auf die Berehnung der Phänomene von PET- und SPECT-
Systemen zugeshnitten ist.
Dem Anwender stellt GATE eine C++-Bibliothek und eine exible Sript-Sprahe bereit,
mit der sih die Sanner aufbauen und darstellen lassen. Der Aufbau der Simulation
umfasst dabei in erster Linie die Denition der Sanner- und Phantomgeometrie, sowie
die Wahl der Materialien.
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Zusätzlih lassen sih die zugrunde liegenden physikalishen Modelle wählen bzw. ein-
oder ausshalten, wodurh die gezielte Untersuhung von einzelnen Phänomenen, wie
z.B. der Streuung oder der Positronenreihweite möglih ist.
Letztendlih wird auh die Detektor- und Ausleseelektronik simuliert, wodurh u. a. De-
tektortotzeiten und Koinzidenzverhalten beshrieben werden können. Dabei ermögliht
GATE die Simulation von zeitabhängigen Phänomenen wie der Detektorbewegung und
des radioaktiven Zerfalls der Quelle und erlaubt somit die Simulation ganzer Messungen
unter realistishen Akquisitionsbedingungen.
Für eine spätere Analyse wird der zeitlihe Verlauf der bei den Zerfallsprozessen ent-
standenen Teilhen bzw. Wellen und deren Wehselwirkung mit der umgebenen Materie,
sowie viele weitere Parameter aufgezeihnet. Neben einem nativen Textformat besitzt
GATE auh eine Anbindung an andere Dateiformate, die bei der Analyse hilfreih sind.
Darunter bendet sih auh das List-mode Format LMF.
Zusammengefasst gliedert sih der Aufbau einer GATE Simulation immer in die folgenden
Shritte (Jan et al. 2005):
1. Denition der Sannergeometrie und Wahl des Materials
2. Denition der Phantomgeometrie und Wahl des Materials
3. Spezikation des physikalishe Modells
4. Initialisierung der Simulation
5. Spezikation des Detektormodells und der Ausleseelektronik
6. Denition der Quelle(n)
7. Wahl der Ausgabeformate
8. Starten der Akquisition
Viele Routinen von GATE basieren auf dem Monte Carlo Programmpaket GEANT4
(Allison et al. 2006; Agostinelli et al. 2003). Das Paket wird am CERN, Genf (Shweiz),
entwikelt und ist allgemeiner als Werkzeug für die Detektorentwiklung und Simulation
im Mittel- (ab 10 eV ) und Hohenergiephysikbereih konzipiert.
Die Hauptaufgabe von GEANT besteht in der Berehnung des Transports der Wellen
bzw. Teilhen durh die Detektoren. GEANT erstellt dazu die Tabellen mit den Wir-
kungsquershnitten und Absorptionskoezienten der verwendeten Materialien, aus de-
nen die Wehselwirkungswahrsheinlihkeiten für die folgende Monte Carlo Simulation
bestimmt werden.
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Phantom: H2O
Kristallblock: LSO0
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Abbildung 6.1.: Shematisher Aufbau der Simulation (a) und Geometrie in GATE (b).
Gelb sind die Detektoren und grün die Pfade der Gammapaare.
6.2. Aufbau der Simulation
Ziel der Simulation mit GATE ist es, die Berehnungen der Systemmatrix durh den Ray-
traing-Algorithmus zu überprüfen. Hierbei sollte insbesondere die korrekte Verteilung
der Antwortfunktion innerhalb der direkten Koinzidenzröhre, sowie die Abshwähung
durh benahbartes Material bei shrägem Einfall auf die Detektoren untersuht werden.
Zu diesem Zwek wurde eine einfahe Detektorgeometrie mit 2 Blöken simuliert. Die De-
tektoren haben einen Abstand von 140 mm und bestehen jeweils aus fünf, 10x10x20 mm
groÿen LSO-Kristallen, die in einer Reihe angeordnet sind. Die Geometrie entspriht dem
Ausshnitt einer Shiht von zwei gegenüberliegenden Modulen des ClearPET
TM
Neuro,
bei der beide Kristallagen zusammengefasst und die Detektorkristalle in tangentialer und
axialer Rihtung 10-fah vergröÿert sind. Durh die Vergröÿerung wird der Quershnitt
der Kristalle, respektive der TOR breiter und in Folge die Systemmatrix stärker besetzt.
Das gesamte FOV ist mit einem zylindrishes Phantom aus Wasser gefüllt, das im Falle
einer Positronenquelle als Annihilationsmedium dient. Als Quelle wurde darin ein ho-
mogener Quader mit einer Aktivität von 400 kBq simuliert. Der Quader shränkt den
Untersuhungsbereih auf etwas mehr als den Raum zwishen den Detektoren ein und
entspriht dem Bereih aus dem signikante Beiträge zu den LORs erwartet werden.
Abbildung 6.1 zeigt den Aufbau der Simulation im Überblik.
Das physikalishe Modell von GATE wurde möglihst nahe an die Gegebenheiten des
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Simulationsparameter Gammaquelle Positronenreihweite
Quelle Quader F 18-Zylinder
Aktivität 400 kBq 400 kBq
Teilhenerzeugung der Quelle 2 Gammas 1 Positron
Winkelbereih der Gammas eingeshränkt voll
Simulierte Zeit 71 * 20 s 126 * 100 s
Summe der Koinzidenzen 8.004.288 708.288
Zufällige Koinzidenzen 86.735 3.545
Koinzidenzen in direkter LOR (2:2) 320.234 29.253
Koinzidenzen in shräger LOR (0:0) 306.116 26.753
Simulationsdauer (Dual-Core PC) a. 3 Wohen a. 2 Monate
Tabelle 6.1.: Statistik der beiden Simulationen.
Ray-traing-Algorithmus angepasst. Zur Simulation des linearen Absorptionsmodells oh-
ne Streuung werden bis auf den Photoelektrishen Eekt alle Wellen-Teilhen-Interaktionen,
insbesondere die Compton- und Rayleigh-Streuung, sowie die Gammakonversion deakti-
viert.
Des weiteren wird auh die Positronenreihweite vom Ray-traing-Algorithmus niht be-
rüksihtigt und in der simulierten Quelle ebenfalls deaktiviert. Dazu werden statt des
Positrons direkt zwei Gammaquanten erzeugt, die ohne Winkelunsiherheit auseinander
streben. Zusätzlih wird der Winkelbereih bei der Gammaerzeugung auf den maxima-
len Winkel zwishen den Detektormodulen beshränkt, wodurh weniger Gammaquanten
erzeugt werden, die niht detektiert werden können. Damit steigt die Zählrate in allen
Kristallen erheblih an.
Um den Einuss der Positronenreihweite, auf die (tangentiale) Verbreiterung der Ant-
wortfunktion näher zu untersuhen, wurde eine weitere Simulation mit einem homogenen
18FZylinder gleiher (Anfangs-)Aktivität als Positronenquelle durhgeführt.
In beiden Fällen wurden die Informationen zu den koinzidenten Ereignissen mit einem
Zeitfenster von 12 ns akquiriert.
Als Ausgabe genügt die Liste der Koinzidenzen im Textformat (gateCoinidenes.dat),
die u.a den Anihilationsort bzw. den Entstehungsort der beiden Gammaquanten und die
registrierenden Kristalle beinhaltet. Beides wird für die späteren Analyse der Antwort-
funktion benötigt. Zusätzlihe Ausgabeformate können deaktiviert werden, da sie zum
Teil erheblihen Speiherbedarf mit sih bringen.
Eine vollständige Liste der gesetzten Parameter der Simulationen können dem GATE-
Maro im Anhang A entnommen werden. Tabelle 6.1 fasst die wihtigsten Untershiede
der Simulationen mit und ohne Positronenreihweite nohmal zusammen.
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6.3. Methodik der Auswertung
Die Simulationen sollte so lange laufen, bis eine hinreihende Anzahl von Koinzidenzen in
den zu untersuhenden LORs akquiriert wurde (Tabelle 6.1). Zur Vermeidung tehnisher
Probleme bei sehr langen Simulationen (Datenvolumen, Programmstabilität) wurde in
der Praxis jedoh eine kürzere Zeit gewählt und die Simulation dafür mehrfah wiederholt.
Hierbei muss darauf geahtet werden, dass jede Wiederholung mit einem neuen Satz an
Zufallszahlen initialisiert wird, um niht immer wieder das vorangegangene Ergebnis zu
reproduzieren. GATE berehnet dabei den neuen Satz an Zufallszahlen automatish auf
Basis der alten, sofern diese noh von der letzten Simulation vorliegen.
Nah der Simulation werden zuerst die zufälligen Koinzidenzen aus der Liste entfernt.
Die Sortierung fällt in der Simulation leiht, da für jedes Gammaquant auh die Iden-
tizierungsnummer des erzeugenden Ereignisses aufgezeihnet ist. Insgesamt sind rund
1% alle registrierten Ereignisse zufällige Koinzidenzen. Die geringe Zahl sollte keinen
signikanten Einuss auf die Ergebnisse zeigen.
Die wahren Koinzidenzen werden dann weiter nah den vershiedenen Kristallkombi-
nationen sortiert. Zur näheren Untersuhung der Antwortfunktion wurden die direkte,
zentrale LOR mit der Koinzidenz zwishen den Kristallen der Nummer 2 und die ganz
shräge LOR mit der Koinzidenz zwishen den Kristallen der Nummer 0 herangezogen
(vgl. Abbildung 6.1a). Da keine Streuung simuliert wurde und so auh kein Überspre-
hen von Ereignissen in die Nahbardetektoren auftreten kann, sind die Resultate der
einzelnen LORs voneinander unabhängig. Somit läÿt sih die Statistik nahträglih ver-
bessern, indem die Anihilationsorte einander symmetrisher LORs transformiert und ihre
Koinzidenzen summiert werden. Bei der gegebenen Geometrie sind das die fünf direkten
LORs, die durh eine Translation entlang der Y-Ahse, und jeweils zwei shräge LORs,
die durh eine Spiegelung an der X-Ahse ineinander überführt werden können. Auf die
Ausnutzung weiterer Symmetrien innerhalb einer LOR (Punktsymmetrie zum Zentrum
der LOR und axiale Symmetrie) wurde verzihtet, um das Simulationsergebnis besser im
Bezug auf seine Statistik beurteilen zu können.
Die Ausnutzung aller Symmetrien wird bei gröÿeren Simulationen, wie z. B. bei der
Simulationen der gesamten Systemmatrix zu Rekonstruktionszweken, jedoh niht nur
wegen der Rehenzeitersparnis obligat, sondern führt auh zu einer stabileren Matrix.
Zum Shluss wird aus den erhaltenen Koinzidenzlisten der LORs der Ort der Annihilati-
on ausgelesen und das Ereignis in eine Volumenmatrix mit 128
3
Voxeln und 1 mm
3
Voxelgröÿe neu einsortiert, um die simulierte Antwortfunktion zu erhalten.
6.4. Ergebnisse
Abbildung 6.2 zeigt das Ergebnis der Simulation für die direkte LOR und die shräge LOR
in zentralen Shnitten und in volumetrisher Ansiht. Die maximale Zählrate in einem
Voxel beträgt hierbei nah Ausnutzung der oben genannten Symmetrien und Summation
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(a) Direkte LOR (C2<->C2).
(b) Shräge LOR (C0<->C0).
Abbildung 6.2.: Zentrale Shnitte (links) und Maximum Intensity Projetion (rehts) der
simulierten LORs.
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449 Anihilationen für die direkte LOR bzw. 162 für die shräge LOR. Aufgrund der
etwas geringen Zählrate und der Tatsahe das die LOR nur 10 Voxel breit ist, sehen die
Resultate noh etwas grobkörnig aus, lassen die Verteilung aber dennoh gut erkennen.
Der Vergleih mit den Ergebnissen des Ray-traing-Algorithmus geshieht dann anhand
von Shnitten und Summenprolen durh die Volumen. Für die gemeinsame Darstellung
wird das Maximum der Zählrate in den Volumen (auf eins) normiert.
6.4.1. Direkte LOR
In den Abbildungen 6.3 und 6.4 werden die Simulationsergebnisse der direkten LOR mit
den Ergebnissen des Ray-traing-Algorithmus verglihen. Der Vergleih erfolgt anhand
von Prolen der Shiht z = 63, die einer axialen Position bei -0,5 mm entspriht. (Das
zentrale Prol bei der axialen Koordinate von 0 mm existiert aufgrund der geraden
Anzahl von Voxeln im Bildvolumen hier niht.) Die Graphen stellen die Zählrate n, der
in den einzelnen Voxeln emittierten und von der LOR registrierten Gammapaare, über
der tangentialen Koordinate y und für vershiedene radiale Abstände d vom Zentrum der
LOR dar. Für die Simulationsergebnisse wird zusätzlih auh die erwartete Streuung σ
(Standardabweihung) der Zählrate berehnet. Bei einer Poissonverteilung gilt dabei für
eine mittlere gemessene Zählrate n eine Standardabweihung von σ =
√
n.
Bei der Betrahtung der Graphen fällt auf, dass die simulierten Prole stärker als erwar-
tet von der zur erwartenden Trapezform mit der Symmetrie zur Ahse Y = 0 mm (grüne
Linie) abweihen. Der Grund dafür ist in der geringen Statistik und den damit einherge-
henden Shwankungen bei der Zählrate zu sehen, die oft augensheinlih gröÿer als das
Poissonintervall ausfallen. Besonders deutlih kann das am Plateau der Trapeze beobah-
tet werden. Die einzelnen Plateaus sollten idealerweise eben sein; stattdessen dieriert
die absolute Höhe um bis zu 11% der absoluten Zählrate. Trotz der lokal auftretenden
Ausreiÿer wird die allgemeine Form der Prole gut wiedergegeben.
Vergleiht man die Ergebnisse des Ray-traing-Algorithmus mit der Simulation, so zeih-
net sih eine reht gute Übereinstimmung der Prole ab. Insbesondere die Breite der
Plateaus stimmt sehr genau überein. Bei Betrahtung der Plateauhöhe fällt auf, dass der
Ray-traing-Algorithmus ansheinend dazu neigt, die Sensitivität in den Voxeln leiht zu
übershätzen. Der Eekt ist dabei abhängig von der radialen Position des Prols. Wäh-
rend bei gröÿeren radialen Positionen (d≈50%) die Höhen der Plateaus nahezu gleih auf-
liegen, ist im Zentrum die mittlere Zählrate des Ray-traing-Algorithmus durhshnittlih
13% höher als die der Simulation. Infolge dessen zeigen auh die Flanken einen steileren
Verlauf.
Um die geringe Statistik zu kompensieren und die Ergebnisse besser vergleihen zu kön-
nen, wurden alle Y -Prole einer LOR gestapelt. Dadurh wird nun die Gesamtzählrate
in den entsprehenden Ebenen senkreht zum Prol verglihen und niht mehr in je-
dem Voxel einzeln. Das Ergebnis ist in Abbildung 6.5 (b) dargestellt und zeigt eine sehr
gute Übereinstimmung zwishen Simulation und Ray-traing-Algorithmus. Die Abwei-
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Abbildung 6.3.: Vergleih zwishen simulierten (durhgängig) und berehneten (gestri-
helt) Prolen für die direkte LOR.
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Abbildung 6.4.: Vergleih zwishen simulierten (durhgängig) und berehneten (gestri-
helt) Prolen für die direkte LOR. (Fortsetzung von Abbildung 6.3).
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Abbildung 6.5.: Summenprole der direkten LOR für die vershiedenen Raumrihtungen.
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Abbildung 6.6.: Simulation der direkten LOR unter Einbeziehung der Positronenreih-
weite (gestapelte Y -Prole).
hungen in der Zählrate sind dabei stets unter 3% des Maximums. Gleihes trit auf die
gestapelten Z-Prole zu (), die aus Symmetriegründen die selbe Verteilung zeigen.
Bei der Stapelung derX-Prole (a) ergibt sih eine konstante Zählrate, da in jeder Shiht
senkreht zur LOR die gleihe Anzahl von Photonen erzeugt und detektiert wird, lediglih
die Verteilung innerhalb dieser Shiht ist untershiedlih, wie die Y-Prole und Z-Prole
zeigen. Der Ray-traing-Algorithmus gibt das auh sehr gut wieder. Bei der Simulation
treten allerdings wieder kleinere Abweihungen aufgrund der geringeren Statistik hervor.
Die Zählrate in einer Shiht variiert hier zwishen 95-100% der maximalen Zählrate.
Die Einbeziehung der Positronenreihweite in die Simulation einer LOR ist in Abbildung
6.6 dargestellt. Aufgrund des höheren Simulationsaufwandes konnte hier auh nur eine
sehr geringe Statistik simuliert werden, so dass das Ergebnis nur in der Stapelung der
Y -Prole gezeigt wird. Der Eekt der Positronenreihweite begrenzt sih auf die Basis
des Prols, wo sih, wie erwartet, eine Verbreiterung von etwa 1-2 mm ergibt.
6.4.2. Shräge LOR
Abbildung 6.7 und 6.8 stellen die Y-Prole der shrägen LOR dar. Die Darstellung erfolgt
ebenso wie bei der direkten LOR.
Durh die Neigung der Kristalle verbreitert sih die LOR tangential auf a. 14,6 mm.
Durh den seitlihen Einfall der Gammaquanten auf die Kristalle und den Parallaxenef-
fekt ist die Trapezform nun stark gerundet. Die untershiedlihen Weglängen der Gam-
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Abbildung 6.7.: Vergleih zwishen simulierten (durhgängig) und berehneten (gestri-
helt) Prolen für die shräge LOR.
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Abbildung 6.8.: Vergleih zwishen simulierten (durhgängig) und berehneten (gestri-
helt) Prolen für die shräge LOR. (Fortsetzung von Abbildung 6.7).
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Abbildung 6.9.: Summenprole der shrägen LOR für die vershiedenen Raumrihtun-
gen.
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maquanten im Kristall und die Abshwähung durh Nahbarkristalle wirken sih zusätz-
lih in einer leiht asymmetrishen Verteilung aus. Die Position des Maximums auf der
Y-Ahse vershiebt sih mit zunehmender radialer Koordinate vom Zentrum der LOR
jeweils leiht in Rihtung der Nahbarkristalle und sollte punktsymmetrish durh den
Ursprung verlaufen. Die Flanken verziehen sih dem entsprehend. Auf der Seite zu der
die Vershiebung stattndet, werden die Flanken steiler und auf der anderen Seite aher.
Der Vergleih der Simulation mit dem Ray-traing-Algorithmus zeigt ein ähnlihes Bild
wie beim Vergleih der direkten LORs. Die allgemeine Form der Graphen stimmt reht
gut überein, aber auh hier wird die Zählrate wieder leiht übershätzt und liegt im
Zentrum der LOR rund 14% höher als in der Simulation. Auÿerdem fällt auf, dass mit
zunehmendem radialen Abstand vom Zentrum die Prole des Ray-traing-Algorithmus
weniger stark verzerrt werden und insgesamt symmetrisher bleiben. Infolge dessen ist
die Zählrate systematish im Randbereih auf der freien Seite leiht erhöht und auf der
abgeshwähten Seite etwas erniedrigt.
Betrahtet man dagegen wieder die gestapelten Prole (Abbildung 6.9), dann zeigt wie-
der eine sehr gute Übereinstimmung der Zählraten in den jeweiligen Ebenen. Auh die
Untershiede in den Zählraten entsprehen dem, was für die direkten LOR ermittelt und
diskutiert wurde.
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7. Rekonstruktionsbeispiele
In diesem Kapitel werden Rekonstruktionsbeispiele von realen List-mode-Messdaten-
sätzen gezeigt. Die Datensätze wurden dabei sämtlih mit dem ClearPET
TM
Neuro
aufgenommen. Zur Rekonstruktion wurde der in Kapitel 5.3 vorgestellte Ray-traing-
Algorithmus zur Berehnung der Systemmatrix in den Rahmen eines List-mode-Rekon-
struktionsprogrammes nah Gleihung 4.22 implementiert. Das Rekonstruktionsprogramm
enthält den OS-EM-Algorithmus, wobei hier die Subsets dynamish durh Auslesen des
Rotationszustandes der Gantry aus den List-mode-Daten bestimmt werden. Aufgrund der
36
◦
-Symmetrie des ClearPET
TM
Neuro kommen als Subsetintervall nur Vielfahe dieses
Winkels in Frage, um die statistishe Gleihverteilung der Subsets zu gewährleisten. Zu-
sätzlih muss beahtet werden, dass die Anzahl der Ereignisse in einem Subset niht zu
klein wird. Soweit niht anders angegeben wird für die List-mode-Rekonstruktion ein
Objektvolumen von 1283 Voxeln mit einer isotropen Voxelgröÿe von 1 mm3 verwendet.
Die Rekonstruktion wurde parallel auf sehs Standard-Desktop-PC mit Taktfrequenzen
zwishen 1,6 und 2,4 GHz durhgeführt, die über ein lokales Netzwerk (LAN) verbunden
sind. Eine Übersiht über die gemessenen Datensätze und die Rekonstruktionsparameter
gibt Tabelle 7.1.
Einige der gemessenen Datensätze wurden zum Vergleih auh mit der Standardrekon-
struktion von Sinogrammen rekonstruiert. Dazu wurde die Software for Tomographi
Image Rekonstruktion STIR mit dem Ordered-Subset Maximum-A-Posteriori One-
Step-Late-Algorithmus (OSMAPOSL) verwendet (Sauge et al.; Labbe et al. 1999),
mit dem nah bisheriger Erfahrung die besten Rekonstruktionsergebnisse für die Re-
konstruktion von Sinogrammendaten erziehlt werden konnten. Die Rekonstruktion der
Sinogramme geshieht hierbei in eine 119x119x95 groÿe Matrix mit einer Voxelgröÿe von
1,15x1,15x1,15 mm3. Die Sinogrammparameter entsprehen den in Kapitel 3.2 beshrie-
ben Standardwerten. Die Rekonstruktionen wurden mit 20 Iterationen und 6 Subsets
durhgeführt.
7.1. Homogener Zylinder
Zunähst wurde ein homogener Zylinder gemessen mit einem Durhmesser von a. 80
mm. Die axiale Länge erstrekt sih über das gesamte FOV. Das Ergebnis der Rekon-
struktion ist in Abbildung 7.1 dargestellt. Es zeigen sih starke Artefakte, die vor allem
auf die fehlende Normalisierung für die Detektorezienz zurükzuführen sind, die bei
der Rekonstruktion niht berüksihtigt wurde. Die Normalisierung der Rekonstruktion
geshah nur durh die einfahe Rükprojektion aller im Sannersystem möglihen LORs
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7.2. Derenzo-Phantome
Abbildung 7.1.: Homogener Zylinder.
nah Gleihung 4.19. Allerdings weist gerade das ClearPET
TM
Neuro mit seiner unkon-
ventionellen Sannergeometrie ein sehr komplexes Verhalten der Detektorezienz auf.
Zwar wird mit dem Ray-traing-Algorithmus die Abshirmung der einzelnen Kristalle,
das heiÿt die Shwähung durh ihre umgebenden Kristalle berüksihtigt, allerdings wer-
den Streueekte im Detektorblok und Übersprehen niht modelliert. Die Streueekte
in einem Detektorblok haben allerdings einen signikanten Einuss auf die Zählrate in
den Kristallen, wie eine Monte-Carlo-Simulation eines LSO-Layers zeigt (Abbildung 7.2).
Durh Compton-Streuung werden hier die Photonen in die Nahbarkristalle gestreut, so
dass die Zählrate der Kristalle stark abhängig von der Anzahl der Nahbarn ist. Ebenfalls
niht in die Normalisierung mit einbezogen ist das Antwortverhalten der Detektorelektro-
nik. Für den praktishen Einsatz des Verfahrens muss also noh eine Implementation der
Detektornormalisierung im Rekonstruktionsprogramm vorgenommen werden. Die feh-
lende Normalisierung der Detektorezienz verhindert quantitative Aussagen über die
Rekonstruktionsergebnisse, so dass im Folgenden nur qualitative Vergleihe angestellt
werden können.
Problematish für die Normalisierung ist auÿerdem, dass in der Literatur nur unzurei-
hende Informationen über den Wert für die Strahlungslänge bzw. den Absorptionsko-
ezienten von LuYAP vorhanden sind. Der Einuss eines ungenauen Wertes auf die
Artefaktbildung kann durhaus von Bedeutung sein. Des weiteren shwanken auh leiht
die Angaben für die Strahlungslänge für LSO (vgl. Tabelle 2.3).
7.2. Derenzo-Phantome
Zur Beurteilung des Auösungsvermögens des Rekonstruktionsverfahrens wurden zwei
Derenzo-Phantome gemessen und mit der Rekonstruktion aus Sinogrammen verglihen.
Abbildung 7.3 zeigt das Rekonstruktionsergebnis für das Phantom mit den gröÿeren
Röhrendurhmessern. Der Durhmesser der Röhren variiert von 2 mm bis 3 mm in
Shritten von 0,2mm. Es ist deutlih zu erkennen, dass bei der List-mode-Rekonstruktion
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Abbildung 7.2.: Variation der Zählrate mit und ohne Streuung im Detektorblok.
(a) List-mode (b) STIR
Abbildung 7.3.: Vergleih zwishen der List-mode- und STIR-Rekonstruktion anhand ei-
nes Derenzo-Phantoms. Die Rohrendurhmesser reihen von 2 mm bis 3
mm in 0,2-mm-Shritten.
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(a) List-mode (b) STIR
Abbildung 7.4.: Vergleih zwishen der List-mode- und STIR-Rekonstruktion anhand des
Mini-Derenzo-Phantoms. Die Rohrendurhmesser reihen von 1 mm bis
2 mm in 0,2-mm-Shritten.
die 2 mm-Röhren shärfer voneinander getrennt sind. Desweiteren sheinen die einzelnen
Röhren etwas homogener zu sein.
Gleihes gilt für das Mini-Derenzo-Phantom (Abbildung 7.4). Hier reiht der Durhmesser
der Röhrhen von 1 bis 2 mm, ebenfalls in Shritten von 0,2 mm. Bei der List-mode-
Rekonstruktion lassen sih die Röhrhen noh bis zu einer Auösung von etwa 1,6 mm
untersheiden, während sie bei der Rekonstruktion von Sinogrammen bereits ab 1,8 mm
stark ineinander laufen. Bei der List-mode-Rekonstruktion zeihnet sih im inneren Ring
ein Sensitivitätsverlust ab, der aber lediglih durh die ungenügende Normalisierung her-
vorgerufen wird, die an dieser Stelle ebenfalls ein starkes Ringartefakt aufweist.
7.3. Knohenmessung einer Ratte
Als Anwendungsbeispiel für das ClearPET
TM
Neuro wurde die Skelettstruktur einer Rat-
te gemessen. In Abbildung 7.5 sind die Ergebnisse dargestellt. Vergleiht man das Ergeb-
niss der List-mode-Rekonstruktion (a) mit der Standardrekonstruktion von Sinogrammen
mit ±15 Segmenten (b), erkennt man das auh hier wieder die List-mode-Rekonstruktion
eine bessere Trennung der Strukturen liefert. Zu beobahten ist dies insbesondere bei der
Auösung der Wirbelkörper, sowie am Nasenbein. Die List-mode-Rekonstruktion pro-
tiert hierbei, wie bei den anderen Messungen auh, zum einen von der besseren räumlihen
Auösung der Daten, zum anderen aber auh von einer höhere Statistik, da alle Ereignisse
zur Rekonstruktion genutzt werden können. Interessant ist daher auh der Vergleih mit
der Rekonstruktion von Sinogrammen, bei der die maximale Segmentdierenz von (hier)
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(a) List-mode
(b) STIR (Standardparameter)
() STIR mit voller Segmentzahl
Abbildung 7.5.: Knohenmessung einer Ratte.
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±47 Segmenten genutzt wird, um ebenfalls alle Ereignisse in die Rekonstruktion mit ein-
zubeziehen. Das Ergebnis ist in Abbildung 7.5 dargestellt. Durh die Einbeziehung aller
Segmente ist keinesfalls eine Verbesserung im Rekonstruktionsergebnis zu erziehlen, wie
bei einer Erhöhung der Statistik erwartet werden könnte. Vielmehr vershlehtert sih
die Auösung wieder. Der Einsatz einer List-mode-Rekonstruktion ist demnah dann
besonders sinnvoll, wenn eine hohe Sensitivität erforderlih ist.
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8. Diskussion und Ausblik
Das vorgestellte Ray-traing-Verfahren ermögliht eine sehr genaue Berehnung und Mo-
dellierung der geometrishen Gewihte für die Systemmatrix, dabei werden neben der
genauen Detektororientierung und Detektorausdehnung auh Abshwähungseekte im
Detektorblok berüksihtigt. Der vorgestellte Ray-traing-Ansatz ist dabei leiht auf
andere Geometrien übertragbar, da prinzipiell nur die Geometrie der Detektorkristalle
mathematish beshrieben werden muss und eventuell zusätzlihe Routinen zur Shnitt-
längenbestimmung für neue geometrishe Formen implementiert werden müssen. Somit
ist auh eine Erweiterung des Verfahrens zur Berüksihtigung der Abshwähung im
Objekt denkbar. Damit bildet die vorgestellte Implementation ein Rahmenprogramm
für die iterative List-mode-Rekonstruktion, dass noh viele Möglihkeiten für zukünftige
Erweiterungen lässt.
Die wihtigste noh ausstehende Korrektur, damit das Verfahren artefaktfreie Rekon-
struktionsergebnisse liefert, ist die Berüksihtigung und Implementation der Detektoref-
zienz. Da das vorgestellte Verfahren bereits die Abshwähung im Detektorblok berük-
sihtigt, können die in Kapitel 5.1 zitierten Verfahren niht direkt angewendet werden,
da diese in der Regel die Shwähung niht von den übrigen Eekten der Detekorezienz
separieren. Hier besteht also noh Entwiklungsbedarf.
Der Shwerpunkt bei der Entwiklung des Rekonstruktionsverfahren lag in der genauen
Modellierung des Parallaxeneektes der Detektorkristalle. Durh eine Simulation konnte
gezeigt werden, dass der Eekt reht genau beshrieben wurde. Durh die Kombination
des vorgestellten Verfahrens mit der List-mode-Rekonstruktionsmethode wird gezeigt,
dass eine wesentlihe Verbesserung gegenüber der Rekonstruktion von Projektionen in
Bezug auf die räumlihe Auösung erzielt werden kann. Die langen Rehenzeiten des
Verfahrens können dabei durh die parallele Implementierung relativiert werden. Aller-
dings besteht auh hier noh Entwiklungsbedarf bei der Optimierung der Algorithmik
des Verfahrens, um die Rehnungszeiten weiter zu senken und einen praktishen Einsatz
zu ermöglihen.
Der Ansatz der List-mode-Rekonstruktion ist ferner besonders interessant für die hoh-
auösende Tomographie, da er die Einbeziehung aller Ereignisse in die Rekonstruktion
ermögliht und dadurh die Sensitivität erhöht wird. Damit eignet er sih besonders
für Messungen mit niedriger Statistik. In Verbindung mit einem exakten Systemmodell
lassen sih somit Ergebnisse erzielen, die qualitativ weit denen der Rekonstruktion auf
Sinogrammbasis überlegen sind.
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Parameterdatei (.ma) für die Simulation mit GATE.
#W O R L D
/gate /world/geometry/setXLength 20 . m
/gate /world/geometry/setYLength 20 . m
/gate /world/geometry/ setZLength 20 . m
5 / gate /world/ daughters / i n s e r t 3 axes
# 1 . S C A N N E R
/gate /world/ daughters /name y l indr ia lPET
/gate /world/ daughters / i n s e r t  y l i nd e r
10 / gate / y l indr ia lPET/geometry/setRmax 100 . mm
/gate / y l indr ia lPET/geometry/setRmin 70 . mm
/gate / y l indr ia lPET/geometry/ setHe ight 10 . mm
/gate / y l indr ia lPET/ s e tMat e r i a l Vauum
15 # R S E C T O R
/gate / y l indr ia lPET/daughters /name r s e  t o r
/ gate / y l indr ia lPET/daughters / i n s e r t box
/ gate / r s e  t o r /geometry/setXLength 20 . mm
/gate / r s e  t o r /geometry/setYLength 50 . mm
20 / gate / r s e  t o r /geometry/ setZLength 10 . mm
/gate / r s e  t o r /plaement/ s e tTran s l a t i on 80 . 0 . 0 . mm
/gate / r s e  t o r / s e tMat e r i a l Vauum
# M O D U L E
25 / gate / r s e  t o r / daughters /name module
/ gate / r s e  t o r / daughters / i n s e r t box
/ gate /module/geometry/setXLength 20 . mm
/gate /module/geometry/setYLength 50 . mm
/gate /module/geometry/ setZLength 10 . mm
30 / gate /module/ s e tMat e r i a l Vauum
# S U B M O D U L E
/gate /module/ daughters /name submodule
/ gate /module/ daughters / i n s e r t box
35 / gate /submodule/geometry/setXLength 20 . mm
/gate /submodule/geometry/setYLength 50 . mm
/gate /submodule/geometry/ setZLength 10 . mm
/gate /submodule/ s e tMat e r i a l Vauum
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40 # CRYSTAL
/gate /submodule/ daughters /name  r y s t a l
/ gate /submodule/ daughters / i n s e r t box
/ gate /  r y s t a l /geometry/setXLength 20 . mm
/gate /  r y s t a l /geometry/setYLength 10 . mm
45 / gate /  r y s t a l /geometry/ setZLength 10 . mm
/gate /  r y s t a l / s e tMat e r i a l Vauum
# R E P E A T C R Y S T A L
/gate /  r y s t a l / r ep ea t e r s / i n s e r t ubiArray
50 / gate /  r y s t a l / ubiArray/setRepeatNumberX 1
/ gate /  r y s t a l / ubiArray/setRepeatNumberY 5
/ gate /  r y s t a l / ubiArray/setRepeatNumberZ 1
/ gate /  r y s t a l / ubiArray/ setRepeatVetor 0 . 10 . 0 . mm
55 # L A Y E R 0
/gate /  r y s t a l / daughters /name LSO
/gate /  r y s t a l / daughters / i n s e r t box
/ gate /LSO/geometry/setXLength 20 . mm
/gate /LSO/geometry/setYLength 10 . mm
60 / gate /LSO/geometry/ setZLength 10 . mm
/gate /LSO/ s e tMat e r i a l LSO
# R E P E A T R S E C T O R
/gate / r s e  t o r / r ep ea t e r s / i n s e r t r ing
65 / gate / r s e  t o r / r ing /setRepeatNumber 2
/ gate / r s e  t o r / r ing / setAngularSpan 180 deg
# A T T A C H
/gate / systems/ y l indr ia lPET/ r s e  t o r / attah r s e  t o r
70 / gate / systems/ y l indr ia lPET/module/ attah module
/ gate / systems/ y l indr ia lPET/submodule/ attah submodule
/ gate / systems/ y l indr ia lPET/  r y s t a l / attah  r y s t a l
/ gate / systems/ y l indr ia lPET/ laye r0 / attah LSO
/gate /LSO/attahCrystalSD
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# 2 . P H A N T O M
/gate /world/ daughters /name phantom
/gate /world/ daughters / i n s e r t  y l i nd e r
/ gate /phantom/geometry/ setHe ight 30 . mm
80 / gate /phantom/geometry/setRmax 70 mm
/gate /phantom/ s e tMat e r i a l Water
# 3 . P H Y S I C S
/gate / phys i  s /gamma/ s e l e  t P h o t o e l e  t r i  standard
85 / gate / phys i  s /gamma/seletCompton i n a  t i v e
/ gate / phys i  s /gamma/ s e l e  tRay l e i gh i n a  t i v e
/ gate / phys i  s /gamma/seletGammaConversion i n a  t i v e
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# 5 . C O I N C I D E N C E S O R T E R
90 / gate / d i g i t i z e r / S i ng l e s / i n s e r t adder
/ gate / d i g i t i z e r / S i ng l e s / i n s e r t readout
/ gate / d i g i t i z e r / S i ng l e s / readout/ setDepth 3
/ gate / d i g i t i z e r /Coin idenes /setWindow 12 . ns
/ gate / d i g i t i z e r /Coin idenes /minSe to rD i f f e r ene 1
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# 4 . I N I T I A L I Z E
/run/ i n i t i a l i z e
/geometry/ t e s t / r e u r s i v e_t e s t
100 # 6 . S O U R C E
/gate / soure /addSoure twogamma
/gate / soure /twogamma/ s e tA t i v i t y 400000 . beque re l
/ gate / soure /twogamma/gps/ p a r t i  l e baktobak
/ gate / soure /twogamma/gps/ energytype Mono
105 / gate / soure /twogamma/gps/monoenergy 511 . keV
/gate / soure /twogamma/gps/ type Volume
/ gate / soure /twogamma/gps/ shape Para
/ gate / soure /twogamma/gps/ h a l f z 10 . mm
/gate / soure /twogamma/gps/ ha l f y 30 . mm
110 / gate / soure /twogamma/gps/ ha l f x 65 . mm
/gate / soure /twogamma/gps/angtype i s o
/ gate / soure /twogamma/gps/ ent r e 0 . 0 . 0 . m
/gate / soure /twogamma/gps/mintheta 86 .5 deg
/ gate / soure /twogamma/gps/maxtheta 95 .5 deg
115 / gate / soure /twogamma/gps/minphi −20.0 deg
/ gate / soure /twogamma/gps/maxphi 20 .0 deg
/ gate /geometry/enableAutoUpdate
120 # 7 . O U T P U T
/gate /output/ a s  i i / s e tOutF i l eCo in idenesF lag 1
/ gate /output/ root /setSaveRndmFlag 1
/ gate /output/ lmf1/ d i s ab l e
125 # R A N D O M N U M B E R S
/random/ setSav ingFlag 1
# 8 . S T A R T
/gate / app l i  a t i on / se tT imeS l i  e 1 . s
130 / gate / app l i  a t i on / setTimeStart 0 . s
/ gate / app l i  a t i on /setTimeStop 20 . s
/ gate / app l i  a t i on /startDAQ
ex i t
F 18-Zylinder als alternative Quelle zur Simulation mit Positronenreihweite (ersetzt Zeile
100-116)
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100 # S O U R C E
/gate / soure /addSoure F18
/ gate / soure /F18/ s e tA t i v i t y 400000 . beque re l
/ gate / soure /F18/gps/ p a r t i  l e e+
/gate / soure /F18/gps/ energytype Fluor18
105 / gate / soure /F18/gps/ energy 511 . keV
/gate / soure /F18/gps/angtype i s o
/ gate / soure /F18/gps/ ent r e 0 . 0 . 0 . m
/gate / soure /F18/gps/ type Volume
/ gate / soure /F18/gps/ shape Cyl inder
110 / gate / soure /F18/gps/ h a l f z 10 . mm
/gate / soure /F18/gps/ rad iu s 65 . mm
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Beispiel für eine LMF-ASCII-Header (.h) des ClearPET
TM
Neuro. Im ASCII-Header
wird vor allem die Sannergeometrie deniert (ab Zeile 32). Zusätzlih werden hier aber
auh weitere Parameter zur Messung gespeihert.
san f i l e name : derenzokl_020206−a l l_o in
san type : emiss ion
san date : Feb/02/06
san s t a r t time : 17 :37 : 53
5 dete to r r o t a t i on mode : s tep&shoot
bed san mode : none
sub j e  t i d e n t i f i  a t i o n : none
t r a  e r i d e n t i f i  a t i o n : none
i s o t op e i d e n t i f i  a t i o n : none
10 i n j e  t e d dose : 0 .682 mCi
dose i n j e  t i o n time : 17 :20 : 00
i n j e  t e d volume : 0 ml
sub j e  t weight : 0 g
sub j e  t gender : unk
15 s ub j e  t o r i e n t a t i o n : unk
sub j e  t temperature : 0 C
time s l i  e f o r the ount ra t e reord : 1 .000 s
de t e  to r r o t a t i on : 360 degree
number o f r o t a t i on s : 4
20 number o f angular p o s i t i o n s : 360
de t e to r r o t a t i on speed : 200 degree/ s
number o f bed p o s i t i o n s : 0
bed a x i a l speed : 0 mm/s
san durat ion : 0 h 24 min 00 se
25 energy thre sho ld : 0 keV
ax i a l FOV Trimming : 0
r a d i a l FOV Trimming : 0
sanner i d e n t i f i  a t i o n : ClearPET Neuro
30 geomet r i a l des ign type : 1
r ing diameter : 135 .7 mm
r s e  t o r a x i a l p i t h : 0 m
35 r s e  t o r azimuthal p i t h : 18 degree
z s h i f t r s e  t o r 1 mod 2 : 9 . 2 mm
r s e  t o r t ang en t i a l s i z e : 1 .81 m
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r s e  t o r a x i a l s i z e : 10 .09 m
40 module a x i a l s i z e : 10 .09 m
module t ang en t i a l s i z e : 1 .81 m
module a x i a l p i t h : 0 .00 m
module t ang en t i a l p i t h : 0 .00 m
45 submodule a x i a l s i z e : 1 .81 m
submodule t ang en t i a l s i z e : 1 .81 m
submodule a x i a l p i t h : 2 .76 m
submodule t ang en t i a l p i t h : 0 .00 m
50  r y s t a l a x i a l s i z e : 0 .20 m
 r y s t a l t ang en t i a l s i z e : 0 .20 m
 r y s t a l r a d i a l s i z e : 2 .00 m
 r y s t a l a x i a l p i t h : 0 .23 m
 r y s t a l t ang en t i a l p i t h : 0 .23 m
55
l aye r0 r a d i a l s i z e : 1 .00 m
laye r1 r a d i a l s i z e : 1 .00 m
laye r0 mate r i a l : LSO
laye r1 mate r i a l : LuYAP
60 in l aye r0 i n t e r a  t i o n length : 5 mm
in laye r1 i n t e r a  t i o n length : 5 mm
angular gantry po s i t i on : 0
a x i a l gantry po s i t i on : 0
65 azimuthal s tep : 0 . 1 degree
a x i a l s tep : 0 fm
 lok time step : 1 ps
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