Abstract-We consider the problem of estimating vectorvalued variables from noisy "relative" measurements. The measurement model can be expressed in terms of a graph, whose nodes correspond to the variables being estimated and the edges to noisy measurements of the difference between the two variables. We take the value of one particular variable as a reference and consider the optimal estimator for the differences between the remaining variables and the reference. This type of measurement model appears in several sensor network problems, such as sensor localization and time synchronization.
I. INTRODUCTION
We consider an estimation problem that is relevant to a large number of sensor networks applications, such as localization and time synchronization. Consider the estimation of n vector-valued variables XI, X2,--Xn E Rk based on several noisy "relative measurements" (j. The measurement indices (i, j) take values in some set E of pairs of values from V :_ {1, 2,. . ., n}. The term "relative" comes from the measurement model considered:
(UV xu -xv + Euv, V(u, v) E E, where the s are uncorrelated zero-mean noise vectors with known covariance matrices Pu, = E[cE,,T . Just with relative measurements, determining the x ,'s is only possible up to an additive constant. To avoid this ambiguity, we assume that a particular variable (say xl) is used as the reference and therefore xi = 0.
The measurement equations (1) can be expressed in terms a directed graph G = (V, E) with IVI = n vertices (nodes) and IEI -m edges, with an edge (u, v) if the measurement (u0 is available. The vector xu is called the u-th node variable. Our objective is to construct the optimal estimate jx* of xu for every node u e V \ { 1}. The Optimal estimate refers to the estimate produced by the classical Unbiased Minimum Variance Estimator (UMVE), which achieves the minimum variance among all linear unbiased estimators.
When applied to the location estimation problem, a node variable xu could be the position of node u in 2-d or 3-d space w.r.t. the reference node, and when applied to time synchronization, it could be time shift of u's local clock w.r.t. the clock of node 1. For a through discussion on how these problems can be modeled with (1), see [1] , [2] and references therein.
To compute the optimal-estimate directly, one seems to need all the measurements and the topology of the graph (see beginning of section III). Thus, if one node in the network has to compute it, all this information has to be transmitted to that node. For networks with a large number of measurements, doing so will be prohibitively expensive in terms of energy consumption, bandwidth and communication time. Moreover, such a centralized computation will be less robust to dynamic changes in topology resulting from link and node failures over time.
In this paper we propose an iterative algorithm to compute the estimate of the node variables in a distributed manner. By distributed we mean that at every step, each node computes its own estimate and the data required for the computation performed at a node is obtained through communication with its one-hop neighbors. We show that the estimate produced by the algorithm asymptotically approaches the optimal estimate even in the presence of faulty communication links, as long as some mild conditions on the duration of faults are satisfied. We first propose an algorithm that implements the Jacobi iterative method to compute the optimal estimate, assuming that all communication is perfect (no failure), for which we can establish performance bounds. This algorithm was then improved to handle dynamic changes in the communication topology brought about by temporary link failures. It also employs an initialization scheme to achieve greater accuracy. Accuracy of an estimate is measured by the norm of the difference between it and the optimal one.
A similar algorithm was alluded to in [1] where the problem of time synchronization from measurements of time differences was considered; but the algorithm was not investigated. The algorithm proposed in this paper is more general, since it works for vector valued variables such as positions and not just scalar valued ones such as clock times. Moreover, our algorithm is proven to work even in the presence of faulty communication. Our work was inspired by [3] where the Jacobi and other iterative algorithms were applied to computing the optimal estimate in a different problem, one where absolute measurements of random node variables (such as temperature) were available, but the node variables were correlated.
In a previous paper [2] , the authors considered how 0-7803-9588-3/05/$20.00 ©2005 IEEE the variance of the optimal estimator (for the problem considered in this paper) grows with the distance of a node from the reference, and how that growth depends on the structure of the graph. A classification of graphs were obtained that determined the bounds on the variance achieved by the optimal estimate. In this paper, we propose an algorithm that asymptotically obtains the optimal estimate (when the number of iterations approaches infinity), while simultaneously being simple, directed graph is said to be weakly connected if there is a undirected path from any node to any other node. In this paper we consider only weakly connected graphs. Under this assumption, the estimation error covariance always exists and is of finite norm [2] , and therefore the optimal estimate X* is unique for a given set of measurements Z. We call the matrix L: the Weighted Generalized Grounded Laplacian.
As a simple example, consider the weakly connected measurement graph G shown in figure 1 . The basis incidence matrix for this graph is Ab =[ o 01 11 ]. Writing the measurement equations (1) for the four edges explicitly shows how we get (2) from (1): In order to compute the optimal estimate X* by solving the equations (3) directly, one needs all the measurements and their covariances (Z, 9), and topology of the graph (Ab). Our goal is to compute the estimate in a distributed manner, employing only local communication. We use the Jacobi iterative method to achieve this. A discussion of the Jacobi method can be found in standard textbooks [5] , hence we refrain from describing it here. Instead we make the presentation of the algorithm self-contained. At first we assume that there are no communication failures, and design an algorithm for that scenario. In section IV, we modify the algorithm to make it robust to temporary communication failures.
A node u' is said to be a neighbor of another node v' in a graph (V', E') if there is an edge (u', v') c E' or (v', u') E E'. The set of neighbors of u in the measurement graph G are denoted by .Au. We assume that after deployment of the network, the nodes detect their neighbors and exchange their relative measurements well as the associated covariances. Proof: When assumption 1 holds, the algorithm is simply a Jacobi iteration on a non-singular M matrix [6] , and the Jacobi method is correct if the spectral radius of the Jacobi iterative operator is < 1. It follows from standard results (see Theorem 7.5.2 in [6] ) that is true in our case. For the lower bound on performance, see [7] . a Remark 1: The reason for considering graphs with low Fiedler value is that for most large ad-hoc networks, which This is a well-studied problem and the conditions under which it converges are known [8] , [9] . Suppose a node p is at the i-th iteration, and the last successful communication between p and one of its neighbors v took place at the jth iteration, with j < i, meaning that the previous i -j communications between the nodes had failed. Theorem 2. Consider a weakly connected measurement graph G which satisfies Assumption 1. Then the DCG OPTIMAL ESTIMATOR algorithm is correct if there is a positive integer t < oc such that the number of consecutive communication failures between every pair of neighboring nodes in G is less than T.
D
Proof: This follows from theorem 4.1 in [9] which states that asynchronous iterations for a system of linear equations converge to the correct solution when the spectral radius of the iteration operator is < 1, and the proof of theorem 1 where it was shown that when Assumption 1 is satisfied, the spectral radius of the Jacobi iterative operator is < 1 for the system of linear equations considered in this paper. U V. IMPROVING PERFORMANCE It may be possible to improve the convergence rate by using other iterative techniques such as Gauss -Siedel, SOR or the conjugate gradient [5] methods, or even by preconditioning, but any such improvement will come at the cost of increased communication.
For the problem at hand, however, one feasible strategy of improving performance without improving the convergence rate is to reduce the initial error by choosing a "better" initial condition. The question is how to provide a node with a "better" initial condition without requiring much more communication or computation. We add the following modification to the DCG OPTIMAL ESTIMATOR algorithm to help a node detect which of its neighbors have "good" estimates so that it may update its estimate based only on those neighbors. After a while, all neighbors will be recognized to have good estimates. Therefore this modification makes only the initial phase of the algorithm's execution different from the previously described algorithm.
After deployment of the network, every node other than the reference initializes a flag have-estimate to 0, meaning it has no estimate of its variable. The reference node initializes its flag to 1 Cmparison different initialization schemes. "Flagged" refers to the initialization scheme described in section V. It took 9 iterations for all the nodes to have their have-estimate flags to 1, hence errors are shown only after i = 9 for that case. optimal estimate is shown to make it independent of the unit of length used.
To simulate the algorithm with faulty communication, the following model of link failure was adopted. Every link fails independently of other links, and during every iteration it fails with a probability pf that is constant for all links. Thus, the time instants that a particular link fails forms a sequence of Poisson points. Figure 4 shows three different error histories for three different failure-probabilities: pf 0.05, 0.1 and 0.2. In all the cases, the initialization scheme described in section V was used. The error trends show the algorithm converging to the optimal estimate even with link failures. As that maybe required to achieve a desired accuracy when the measurement graph has a low algebraic connectivity (theorem 1). We improved the convergence of the algorithm by employing a particular initialization scheme. Other ways to reduce the number of iterations or messages needed to achieve a given accuracy will be explored in future research. Another important issue is that of security, when one or more node estimates may be manipulated by a hostile party. Making the algorithm robust to security threats and extending it to be able to compute the variance of the estimate are some of the avenues for future research. (
