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Visual information determines majority of our spatial behavior. The eye projects a 2-D 
image of the world on the retina. We demonstrate that when a monocular-like imaging 
system operates entirely with optically dense fluids, an increase in field-of-view (FOV) is 
observed compared to an experimental condition, where the ocular medium is optically 
neutral. Resulting spatial shifts in the retinal image towards the fovea complement the 
photoreceptor distribution pattern, incidentally revealing a new role for ocular fluids in 
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Introduction 
"Optimal visual performance depends on the maintenance of a high-quality optical image 
on the retina" – Neil Charman [1] 
“...we need to ask at the outset how good a replica of the outside world the retinal image 
really is.”- Gerald Westheimer [2] 
 
The above-mentioned quotes summarize our present knowledge, according to which, 
pictorial representations of the world which are permitted by refraction of light at the air-
eye boundary, are sole and crucial substrates for vision perception. The initiation of the 
sensory-response process, i.e. the optics of image formation and retinal image space, has 
been well-studied [2-4]. Various aberrations pertaining to the optical processes in the 
human eye have been described in considerable detail [2, 3, 5, 6]. While the lens and 
cornea have attracted much attention in this regard [7], the major known optical effect 
associated with the ocular fluids is with respect to the absorption of incoming light [8, 9]. 
In this brief letter, using a simple bench-top model eye, we report an observation which, 
we propose, is a previously undocumented role of ocular fluids pertaining to the retinal 
image space. 
It is well-known that human eyes have evolved in way where foveal vision’s accuracy 
surpasses that in the periphery [10]. This is explained by the dominance of cones in the 
fovea, and by the ocular imaging process where the maximum amount light hits the 
3 
 
optical centre [2, 11]. Recently, it has also been suggested that architectural aspects of 
retinal physiology may be evolutionary tricks to conserve space and energy [12]. Our 
proposition supports this idea and indicates another advantageous reason for the 
development of foveal preference. 
 
Hypothesis 
The major principles of geometric optics guiding the eye and a camera are similar [6]. 
However two major differences are: 1. a roughly convex shaped cornea is the first and 
primary refracting element in the eye, whereas it is a biconvex lens in the camera (Figure 
1a, c), and 2. the retinal image formation process is entirely maintained at a reduced 
speed of light due to the continuous layers of optically dense ocular elements that 
populate the space between the first refracting boundary (cornea) and the photographic 
film (retina), which in the case of cameras, is occupied by air [13, 14] (Figure 1c). 
The presence of ocular fluids in the image space of the eye, and water in the object space 
for a camera, should be expected to have opposing effects. This is because of the 
difference in shapes of the cornea and lens; while both have their convex surfaces facing 
the object, a biconvex lens has the additional convex surface facing away from the former 
(Figure 1a, c). Known is that cameras immersed in water, suffer a decrease in field-of-
view (FOV) due to the presence of a medium exceeding the optical density of air, in the 
object’s surrounding space (R.I.’s of air and water are ~ 1.00 and 1.33 respectively) [15, 
16] (Figure 1a, b). Conversely, when an optically dense medium dominates the image 
space in the eye, an opposing effect should be expected, i.e. an increase in FOV (Figure 






Figure 1: Working hypothesis. (a), (b) A camera (assumed R.I. of the biconvex lens ~1.4) 
underwater experiences a decrease in its field-of-view (FOV) due to water in the object 
space, as shown by the direction of arrow and change in angle β. (c), (d) In contrast, an 
eye’s FOV increases due to the presence of ocular fluids in the image space, as shown by 
the arrow direction and angle α. (1c adapted from [13]). Figures not drawn to scale, 










An increase in retinal FOV with concomitant alterations in spatial coordinates of 
the image 
We have demonstrated the increase in FOV using a bench-top human eye model (15 cm x 
17 cm x 10 cm high) in which, water is modeled for the aqueous and vitreous fluids and 
thus enables a direct comparison between images obtained on the retina with or without 
water in the image space [17] (Figure. 2a). Similar, water-filled model eyes have been 
used for applications such as characterizing intraocular lens implants [18]. 
As is evident in Figure 2 b-d, the under-water focused image of the LED light source was 
“translocated” in a direction towards the optical centre (see arrow in Figure 2c), and an 
increase in FOV was noted as the retinal image had moved from partially off-scale to 
fully on-scale (see also Table 1a). This shift was confirmed as not being due to the 
increasing power of the lens (data not shown), but due to the presence of water. We 
further characterized the magnitude of spatial shift’s dependence on the horizontal retinal 
image location (i.e. eccentricity, while maintaining the same vertical object distance from 
the cornea, i.e. ~50 cm). Our observations revealed that, 1. the spatial differences in the 
image with or without water, were more pronounced at the periphery of the retina, 
decreasing progressively towards the optical centre (Table 1 a-d) and, 2. the images 
converged towards the centre from both left and right (relative to the reader looking at a 






Figure 2: Alteration in the 2-D spatial coordinates of images on the retina is due to an 
increased FOV in the presence of an optically dense medium. (a) The human eye model 
used in this study employs water (R.I. ~1.33) to model for the aqueous and vitreous fluids 
(Figure adapted from [17]). Image of an LED light source placed at ~50 cm from the 
cornea of the eye model, obtained on the retina using (b) a +2.5d power lens (+ 400 mm 
focal length in air) in air, (c) after the addition of water to the aqueous/vitreous chamber 
till the cornea and lens were completely submerged, and (d) with a +8.3d power (+120 
mm focal length in air) lens added to increase focus in the presence of water. The retinal 
















a. 0.5 (off-scale) (Fig. 2b) 1.5 (on-scale) (Fig. 2d) 
b. 1.5 2.0 
c. 2.5 2.75 
d. 3.5 3.5 
e. 4.5 4.25 
f. 5.5 5.0 
g. 6.5 6.0 
h. ~7.5 (off-scale) 5.75 (on-scale) 
 
Table 1: Locations of the right-hand (of the reader) edge of the image of the LED light 
source on the retinal scale, with conditions as per Figure 2b (retinal location-air) and 
Figure 2d (retinal location-water). The light source was displaced along a horizontal arc 
relative to the vertical axis of the eye model in order to get the desired “air” retinal 
location (i.e. object distance was maintained at ~50 cm in all cases, changing only the 
eccentricity of the image). 
 
 
These data were strong indications that spatial shifts in the retinal image were due to 
refraction pattern alterations in the presence of water (see Figure 1c, d). Interestingly, the 
earliest technique to simulate a wide-angle view was documented in 1905, where the 
body of a pinhole camera was filled with water [19]. Our observations suggest that the 
human eye behaves like a water-filled camera obscura in this regard, having its FOV 
substantially increased, strengthening the historical comparisons between the two [6]. 
Notably, we could also obtain similar results using exclusive corneal focusing conditions, 
regardless of the use of a modeled-pupil (the only difference observed with the use of a  
pupil was the decrease in intensity of the image), indicating that the alterations were 
independent of additional lenses or geometric area of the lens used to focus. 
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We acknowledge that this model eye might not be as accurate to provide absolute 
quantitative information. However it suffices the requirements of this experiment, and the 
relative patterns observed here could be expected to be reproduced in the physiological 
monocular eye. Interestingly, the eye uses small changes in refractive indices to bring 
displaced images into focus continuously through accommodation [4], and many optical 
aberration corrections also employ moving images on the retina through refractive 
changes.  Thus, it would not be surprising that in its pristine state the eye would already 
use the presence of optical fluids to move retinal images towards the fovea. 
 
Proposal 
We have shown that for the same object, an image formed by the eye with its ocular 
fluids, is spatially different from that compared to one without. The only retinal location 
which would not experience this difference is the optical centre of the imaging system. 
The human eye is not a centered system, with the foveal line of sight being tilted from the 
horizontal optical axis [2]. Consequently, all focused images are expected to be subjected 
to a certain degree of the spatial shift discussed here, with more drastic effects at the 
periphery. 
It was recently suggested that retinotopic input has profound influences during 
development of the visual system [20]. Thus, our observations may reveal another reason 
why human eyes might have evolved to employ foveal vision to a much larger extent. 
Likely, is that the increased FOV is a space-saving strategy supporting the recent 
suggestion [12]. Studies on virtual environments have suggested that increasing FOV 
leads to an elevation in the sense of presence (“sensation of reality”) [21, 22] and better 
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performance in hand-eye coordination tasks [23, 24]. A large FOV is likely to offer an 
evolutionary advantage; such a mechanism is maintained from fishes to all higher 
mammals. Ocular fluids also serve vital functions of circulating metabolic needs and 
maintaining intro-ocular pressure [25]. Thus being highly advantageous, it makes for 
good logic that the eyes have evolved to utilize the increased FOV in an effective manner. 
 
Possible effects on vision perception 
“…if one scrambles (or alters) the spatial arrangement of the (visual) image  at a fine 
scale any realistic chance of reconstructing the original is lost.” [26] 
 
Although almost all known optical phenomena of the eye can be explained by geometric, 
first order Gaussian, and wave optics, a detailed reproduction of what the eye actually 
sees has been hindered, due to unavailable technology that can capture a high-resolution 
image of the functionally live retina [2, 5, 27]. So the question, whether normal retinal 
images are faithful snapshots of the real world in 2-D, remains to be incontrovertibly 
answered. In this regard, our observations may raise questions regarding the veridicality 
of egocentric object locations. 
The physical space-time dimensions are well-known to be dependent on the speed of 
light [28]. In the eye, both the phase and group velocities of light are hindered [29]. 
Based on what is known about relativistic space distortions, the spatial shifts in this letter 
do not fall in the same category. Nevertheless, they do result due to the presence of 
optically dense media in the image space, which in turn is responsible for maintaining a 
reduced light speed throughout the imaging process [14, 29]. 
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In recent years, accurate maps of the visual field have been identified in cortical regions, 
which have been used to explain the high-resolution spatial property of vision [26]. These 
represented space maps in 12 visual cortical areas were shown to be retinotopic not 
spatiotopic [30]. Although internal optic [7] and neural mechanisms [31] exist to account 
for many optical errors of vision, at present it is unclear if such an ocular or perceptual 
process exists, that compensates for the retinal image shifts discussed here. Additionally, 
the neural processes would not have a calibrative reference-frame as vision itself is 
known to be the best resolved spatial sense [32, 33]. However prior to the above 
investigation, whether the said spatial shifts remain after binocular integration, needs to 
be studied. 
If the spatial alterations in retinal images described in this letter, would bear impressions 
in the related perceived visual space, the consequences could be far-reaching. Retinal and 
extra-retinal factors affecting ego- and exo-centric object locations have been thoroughly 
studied [34-36], and this would provide an added retinal factor. 
A recent study concluded that errors in visually directed rapid pointing tasks increase, on 
increasing the distance of images from the foveal centre [37]. We have shown that the 
non-veridicality of retinal images might increase towards the retinal periphery (Table 1). 




A detailed pixel-wise retinal image still eludes vision science. Our demonstration and 
resulting proposal, warrants detailed analysis of the retinal image and investigation of 
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whether retinal space, and (or) perceived visual space, is an altered version of veridical 
space. In addition to having important implications for visual psychology and philosophy, 
our proposal may also assist in developing a novel demarcation for visual proximal and 
distal stimuli (by Gestalt terminology) [38], i.e. objects and their retinal representations 
are maintained at different speeds of light. 
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