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PROOF OF KOMLO´S’S CONJECTURE ON HAMILTONIAN SUBSETS
JAEHOON KIM, HONG LIU, MARYAM SHARIFZADEH AND KATHERINE STADEN
Abstract. Komlo´s conjectured in 1981 that among all graphs with minimum degree at least d,
the complete graph Kd+1 minimises the number of Hamiltonian subsets, where a subset of vertices
is Hamiltonian if it contains a spanning cycle. We prove this conjecture when d is sufficiently large.
In fact we prove a stronger result: for large d, any graph G with average degree at least d contains
almost twice as many Hamiltonian subsets as Kd+1, unless G is isomorphic to Kd+1 or a certain
other graph which we specify.
1. Introduction
A cycle in a graph G is Hamiltonian if it spans the whole vertex set of G. The Hamiltonian cycle
problem, i.e. deciding whether a given graph contains a Hamiltonian cycle, is one of Karp’s original
NP-complete problems [12]. It has been studied in various directions by numerous researchers
over the last 60 years. As a computationally hard problem, the extremal problem of finding best-
possible sufficient conditions that guarantee the existence of a Hamiltonian cycle is of great interest.
The classical theorem of Dirac [9], giving a minimum degree condition, was one of the first such
results. There have been some exciting recent developments in this area, for example in finding
optimal packings of Hamiltonian cycles [14, 16, 23], decompositions of graphs into edge-disjoint
Hamiltonian cycles [7, 22], and finding Hamiltonian cycles in hypergraphs (see the survey paper [24]
for more references).
The enumerative problem of counting the number of cycles in a given class of graphs is one of the
oldest problems in graph theory. In 1897, Ahrens [1] proved that, for any graph G on n vertices, if
we denote by ν(G) the number of cycles in G, then
e(G) − n+ 1 ≤ ν(G) ≤ 2e(G)−n+1 − 1.
Volkmann [36] proved that, when G has minimum degree δ, then ν(G) ≥ δ(δ +1). Various authors
have investigated the problem of maximising or minimising the number of cycles in other particular
classes of graphs, e.g. [3, 5].
Another direction of research is to count the number of Hamiltonian cycles in a graph G. Suppose
that δ(G) ≥ |G|/2 (and hence G contains at least one Hamiltonian cycle, by Dirac’s theorem). Then
there is a formula due to Cuckler and Kahn [8] which asymptotically determines the logarithm of
the number of Hamiltonian cycles.
In this paper we consider a question which is both extremal and enumerative, namely minimising
in a graph G the number c(G) of distinguishable cycles, where two subgraphs G1, G2 of G are
distinguishable if V (G1) 6= V (G2). An equivalent formulation, and the one which we shall mainly
use, is that c(G) is the number of Hamiltonian subsets of G. Here, A ⊆ V (G) is Hamiltonian if
G[A] contains a Hamiltonian cycle, i.e. G contains a cycle whose vertex set is A. Thus, in contrast
to the Hamiltonian cycle problem where one is interested in the collection of cycles which span a
given set V (G), we investigate the collection of sets which are spanned by a cycle.
As Dirac’s theorem relates the existence of a Hamiltonian cycle to minimum degree, a very natural
question is to ask how c(G) relates to minimum degree; that is, minimising c(G) given δ(G) ≥ d for
some integer d. Here, the number of vertices n of G is not fixed. Now, every subset of size at least
three is a candidate for a Hamiltonian subset, and there are almost 2n of these. Thus, as n increases,
the number of candidates increases, and one expects that c(G) will also increase. Therefore it is
natural to conjecture that, given the stipulation δ(G) ≥ d, to minimise c(G) one should minimise
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Figure 1. (i) the graph Kd+1 ∗Kd; (ii) a graph G with d(G) ≈ d + 12 and c(G) =
(2− o(1))2d+1; (iii) four graphs G with d(G) = d and c(G) = (2 − o(1))2d+1.
n. Clearly the unique graph G of minimum order with δ(G) ≥ d is the complete graph Kd+1. This
is the substance of a 1981 conjecture of Komlo´s (see [33, 34, 35]):
Conjecture 1.1 (see [33]). For all integers d > 0 and all graphs G with δ(G) ≥ d, we have
c(G) ≥ c(Kd+1).
Since every subset of size at least three is Hamiltonian in a complete graph, we have
c(Kd+1) = 2
d+1 −
(
d+ 1
2
)
− d− 2. (1.1)
In this paper, we prove Komlo´s’s conjecture for all sufficiently large d. In fact, we prove a
stronger result which replaces minimum degree with average degree (where the average degree d(G)
of a graph G satisfies d(G)|G| = 2e(G)), and shows that the extremal graph is stable in a rather
precise sense. The current best bound on c(G) is due to Tuza [33].
Theorem 1.2 ([33]). For all d ≥ 3 and every graph G with d(G) ≥ d, we have that c(G) ≥ 2d/2.
1.1. New results. The purpose of this paper is to prove Komlo´s’s conjecture for all large d. As
mentioned above, we prove a stronger result. To state it, we need a definition. Given any positive
integer d, let Kd+1 ∗Kd denote the graph obtained by taking vertex-disjoint copies of Kd+1 and Kd,
and identifying them at a single vertex (see Figure 1(i)). Note that Kd+1 ∗Kd has average degree
exactly d. Moreover,
c(Kd+1 ∗Kd) = c(Kd+1) + c(Kd) = 3
2
· 2d+1 − d2 − 2d− 3.
Our main result is the following.
Theorem 1.3. For all 0 < α ≤ 1 there exists d0 > 0 such that for all integers d ≥ d0, the following
holds. Let G be a graph with average degree at least d which is not isomorphic to Kd+1 or Kd+1 ∗Kd.
Then c(G) ≥ (2− α)2d+1.
This theorem is best possible in the sense that the constant 2 cannot be improved. Indeed, there
are many graphs showing that 2 is best possible. Figure 1(iii) shows four graphs G with average
degree at least d such that c(G) = (2 − o(1))2d+1; and any (d + 2)-vertex graph G with average
degree at least d also satisfies c(G) = (2 − o(1))2d+1. Also the statement is not necessarily true
when d is not an integer. The graph G in Figure 1(ii) has average degree slightly less than d+ 12 but
again satisfies c(G) = (2− o(1))2d+1 < (2− o(1))2d(G)+1 ; and Kd+2 − e has average degree slightly
less than d+ 1 but again satisfies c(G) = (2− o(1))2d+1 < (2− o(1))2d(Kd+2−e)+1.
A further remark is that Theorem 1.3 is not true for d = 2. Indeed, every graph with average
degree at least two contains a cycle, while c(Cn) = 1 for all n. So there are infinitely many graphs
which minimise c(G). (Note that this does not contradict Conjecture 1.1.) Although we are not
aware of a similar occurence for any d ≥ 3, it would be interesting to determine the minimum d0
one can take in the statement of Theorem 1.3.
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Our techniques also imply for large d the following conjecture of Tuza [35], a bipartite analogue
of Conjecture 1.1. Since the proof is very similar to the proof of Theorem 1.3, we sketch the details
in Section 7.
Theorem 1.4. There exists d0 > 0 such that, for all integers d > d0 and all bipartite graphs G with
minimum degree at least d, we have c(G) ≥ c(Kd,d).
The graphs G in Conjecture 1.1 could have any number n ≥ d+ 1 of vertices, and consequently
G could have any given density. This makes the problem difficult to attack as many available
tools depend on the density of the graph. The notions of pseudorandomness and expansion have
both played a major role in recent advances in the Hamiltonian cycle problem. In particular, the
Regularity-Blow-up method of Komlo´s, Sa´rko¨zy and Szemere´di [17], which involves partitioning G
into pseudorandom subgraphs, has been the key tool in the solution of many important dense graph
problems. For problems involving sparser graphs, the concept of ‘sparse expansion’, introduced by
Komlo´s and Szemere´di [20, 21] has proved very effective (see also [4, 27, 28] for some recent results
in which such expanders play a role). A novel aspect of our proof is to combine both approaches;
depending, roughly speaking, on whether our graph G is dense or sparse.
The main ingredient in the sparse case is the following general theorem about expander graphs,
which we state here as it may be of independent interest. Roughly speaking, it states that an
expander graph G which is almost d-regular and not too sparse contains a set Z of order 200d such
that for every half-sized subset U of Z, there is a cycle in G whose intersection with Z contains
almost every vertex in U and no vertices in Z \ U .
Theorem 1.5. For given 0 < ε1 ≤ 1 and L ≥ 1, there exist d0 and K0 such that the following
holds for any d ≥ d0,K ≥ K0 and n ∈ N with log100 n ≤ d ≤ n/K. If H is an n-vertex (ε1, d/30)-
expander with d/10 ≤ δ(H) ≤ ∆(H) ≤ Ld, then V (H) contains a set Z of size 200d such that, for
every subset U ⊆ Z of size 100d, there exists a cycle CU with V (CU ) ∩ Z ∈
( U
≥98d
)
.
We defer the definition of an expander graph to Section 5 and the other notation in the statement
to Section 3.
1.2. Related research. Considering a different local condition to that of minimum degree, Tuza [33]
proved that, if every edge of a graph G lies in t copies of K3, then c(G) ≥ c(Kt+2). In [33, 34, 35], he
also considered the problem of, for a given graph F and class G of graphs, minimising the number
of distinguishable subdivisions of F in a graph G ∈ G. Note that this is a generalisation since a
cycle is a subdivision of K3. The case when G is the set of graphs G in which every edge lies in t
copies of F is addressed in [26]. Considering a global condition, Knor [15] provided estimates on
the number of Hamiltonian subsets in k-connected graphs G for various values of k, in terms of the
number of vertices of G.
Given our resolution of Komlo´s’s conjecture for large d and the fact that the graphs which
minimise c(G) are small, it makes sense to ask: what is the minimum value of c(G) over all n-vertex
graphs G with minimum (or average) degree d? A related question of Perkins [30] is minimising the
normalised parameter c(G)/|G|, which penalises small graphs.
Question 1.6. What is f(d) := lim inf
n→∞
{
c(G)
n
: δ(G) ≥ d and |G| = n
}
?
For d = 2 we have that c(G) ≥ 1 with equality if and only if G = Cn is a cycle. Thus f(2) = 0.
For general integers d, a simple lower bound for f(d) can be obtained as follows. Given any graph G
with δ(G) ≥ d on n vertices, let F ⊆ G be a forest such that each component spans a component of
G. Then, for any e ∈ E(G)\E(F ), the graph F ∪{e} contains precisely one cycle, which necessarily
contains e. So c(G)/|G| ≥ (e(G) − e(F ))/|G| ≥ d/2 − 1. For an upper bound, when (d + 1)|n, the
union G of nd+1 vertex-disjoint (d+ 1)-cliques has c(G) =
n
d+1 · c(Kd+1). Thus
d
2
− 1 ≤ f(d) ≤ c(Kd+1)
d+ 1
.
The upper bound is not tight. This can be seen by taking the vertex-disjoint union of (d + 1)-
cliques and a cycle C of appropriate length, and adding an edge between each clique and C to
ensure δ(G) = d.
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What about the problem of maximising the number of (distinguishable) cycles? For a fixed
number of vertices n, clearly Kn contains the most. If instead we fix maximum degree ∆, then ν(G)
and c(G) both increase as the number of vertices in G increases. To avoid such trivialities, Tuza
asked a more restrictive question: what is the maximum number ν ind(G) of induced cycles in an
n-vertex graph G? Note that any two induced cycles in a graph are distinguishable. This conjecture
was verified in a strong sense by Morrison and Scott [29], who showed that there is a unique graph
attaining the maximum for every sufficiently large n (which depends on the value of n mod 3).
Another way of avoiding such trivialities is to ask for the maximum number of cycles in an n-
vertex graph G in a restrictive class of graphs. Recently, Arman, Gunderson and Tsaturian [2]
showed that ν(K⌊n/2⌋,⌈n/2⌉) is maximum among all n-vertex triangle-free graphs, for n ≥ 141.
1.3. Organisation of the paper. The remainder of the paper is organised as follows. In Section 2,
we sketch the proof of Theorem 1.3. Our notation and some tools needed for the proof are listed
in Section 3. Sections 4 and 5 form the bulk of proof and deal with the ‘dense’ and ‘sparse’
cases respectively (see Section 2 for explanations of these terms). In Section 6, we combine our
auxiliary results to complete the proof of Theorem 1.3. Finally, in Section 7, we sketch how to
prove Theorem 1.4.
2. Sketch of the proof of Theorem 1.3
Suppose that G is a counterexample to Theorem 1.3 whose order n is minimal for a fixed large
number d. So d(G) ≥ d and G /∈ {Kd+1,Kd ∗ Kd+1}. One can show that the minimality of G
implies that it has minimum degree at least d/2, and any subgraph has average degree at most d.
From now on we distinguish two cases according to whether n/d is bounded (the dense case) or
unbounded (the sparse case). Each case uses different techniques and methods and are essentially
separate.
2.1. The dense case: n/d is bounded (Section 4). If n < 1.19d then a simple probabilistic
argument proves Theorem 1.3 (see Lemma 4.1). Indeed, a Chernoff bound implies that almost every
subset of G is Hamiltonian, via the classical degree sequence theorem of Po´sa [31]. Note that 1.19
is somewhat arbitrary here.
Thus we may assume that 1.19d ≤ n ≤ Kd for some (large) constant K which does not depend
on d. Since we are assuming that d is large, G is a large dense graph, and we can employ the
celebrated Regularity-Blow-up method pioneered by Komlo´s, Sa´rko¨zy and Szemere´di [17].
The regularity lemma of Szemere´di [32] implies that G has a partition into equally-sized clusters
V1, . . . , Vr of vertices such that almost all ordered pairs of clusters induce a pseudorandom subgraph
of G; and an exceptional set V0 of size o(n). The ‘reduced graph’ R of G has vertices 1, . . . , r, where
ij with 1 ≤ i < j ≤ r is an edge if G[Vi, Vj ] is pseudorandom and dense. The idea here is to show
that R contains some special structure Q with the property that
(†) there are at least (2− o(1))2d+1 choices of {V ′i : i ∈ V (Q)} where V ′i ⊆ Vi for all i, such that⋃
i∈V (Q) V
′
i is a Hamiltonian subset.
Clearly this will prove Theorem 1.3 in this case. Let m := |V1| = . . . = |Vr| and let
d′ := (1− o(1))dr
n
= (1− o(1)) d
m
. (2.1)
There are three possible structures Q we can guarantee in R:
(1) two vertex-disjoint cycles whose orders sum to at least 1.8d′;
(2) a path of length (1 + 1100)d
′;
(3) a large ‘sun’ with large ‘corona’ (the definitions of which we defer to Section 4.2).
The reason we can find such a structure Q is as follows. It is well-known that the reduced graph
R inherits many of the properties of G. In particular, the average degree and minimum degree of
R are closely related to those of G. Thus R has average degree at least d′ and minimum degree at
least d′/2. Moreover, r ≥ 1.18d′ by (2.1). This is enough to find Q in R satisfying either (1), (2) or
(3) (see Lemma 4.3). Note that this is not always possible if n is not bounded away from d, since
then r may not be bounded away from d′. This is the reason we consider the ‘very dense’ case that
n < 1.19d separately.
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To see how to guarantee (†), for the purposes of simplicity let us assume that Q satisfies (1),
and further that Q has a subgraph C which is a cycle of length c ≥ 1.2d′ (the remaining cases
are similar but more involved, see Lemma 4.2). Write C := 1 . . . c. To show (†), we will use a
variant of the Blow-up lemma [13, 17]. First, we do some pre-processing. Standard tools allow us
to remove o(|Vi|) vertices from each Vi with i ∈ [c] to obtain new equally-sized clusters U1, . . . , Uc,
such that G[Ui, Ui+1] is still dense and pseudorandom (where addition is modulo c), and also has
large minimum degree. We say that G′ :=
⋃
i∈[c]G[Ui, Ui+1] is ‘super-regular with respect to C’.
Roughly speaking, a special case of the Blow-up lemma states that, for the purposes of embedding a
(spanning) bounded degree subgraph, any graph H which is super-regular with respect to C behaves
as if each H[Ui, Ui+1] were complete.
For each i ∈ [c], let V ′i ⊆ Ui with |V ′i | = m/2 be arbitrary. Then one can show that, with high
probability, the graph H :=
⋃
i∈[c]G[V
′
i , V
′
i+1] is super-regular with respect to C. The Blow-up
lemma tells us that, if the complete blow-up of the cycle Cc with parts of size m/2 contains a
spanning cycle, then so does H. But this is clearly seen to be true (find the cycle by winding round
parts). Thus almost every such V ′1 , . . . , V
′
c is such that
⋃
i∈[c] V
′
i is a Hamiltonian subset. Moreover,
the number of such choices is
(1− o(1)) ·
∏
i∈[c]
( |Ui|
m/2
)
≥ (1− o(1))
(
(1− o(1))m
m/2
)1.2d′
≥ 21.1md′ (2.1)> (2− o(1))2d+1.
So (†) holds, as required.
2.2. The sparse case: n/d is unbounded (Section 5). For the sparse case, we will work with
expander graphs. This notion of expansion was first introduced by Komlo´s and Szemere´di [20].
Roughly speaking, a graph is an expander if every set that is not too large or small has large
external neighbourhood (see Definition 5.1). The main property (Lemma 5.3) of expander graphs
which we require is that
(⋆) if H is an expander graph, then between every pair of large sets, there is a short path; and
this path can be chosen to avoid an arbitrary small set.
Our aim in Section 5 is to prove the following (see Lemma 5.4).
(‡) Given large K > 0, when d is sufficiently large and H is an almost d-regular expander graph
on at least Kd vertices, then c(H) ≥ 250d.
Here, almost d-regular means that there are constants 0 < ℓ1 < ℓ2 such that ℓ1d ≤ dH(x) ≤ ℓ2d for
all x ∈ V (H). Komlo´s and Szemere´di [20] proved that every graph G contains an expander which
has almost the same average degree as G (see Lemma 5.2). Then, roughly speaking, (‡) is used in
our proof to ensure that any expander subgraph of G has at most Kd vertices, so we are in the
dense case.
The proof of (‡) has the following general structure. We will locate a special set Z ⊆ V (H) of
size 200d with the following property (see Theorem 1.5 and Lemma 5.11). For every subset U ⊆ Z
of size |Z|/2, we can find a cycle CU whose intersection with Z is almost the whole of U . This then
implies that a large fraction of the
( |Z|
|Z|/2
)
cycles CU are distinguishable.
To construct such a set Z, we will use different strategies depending on the edge density of H.
In Section 5.3, we deal with the case when H is relatively dense. In this case, a key structure in
our construction is a ‘web’ (See Definition 5.6 and Figure 3), which guarantees many vertex-disjoint
paths within a relatively small neighbourhood of a ‘core’ vertex. This structure is inspired by some
recent work on clique subdivisions (see [27] and [28]). We will iteratively construct many webs that
are almost pairwise disjoint (in fact, they have disjoint ‘interiors’ (Lemma 5.7)), and let Z be the
set of core vertices of these webs. Then for each |Z|/2-set U in Z, to construct CU , we will connect
the webs corresponding to U via paths through their ‘exteriors’ in a cyclic manner. We hope to find
vertex-disjoint (short) paths between the (large) exteriors of webs, avoiding previously-built paths,
which together with the paths inside the webs leading to their core vertices form the desired cycle
CU . Property (⋆) is vital in obtaining these paths.
However, such ‘short’ paths can still block all webs, making it impossible to integrate their core
vertices into the cycle CU . To overcome this, we will choose our paths in a more careful way, such
6 JAEHOON KIM, HONG LIU, MARYAM SHARIFZADEH AND KATHERINE STADEN
that we avoid using too many vertices inside any particular web. Then the fact that the webs chosen
are almost disjoint enables us to incorporate most of the vertices in U into CU .
In Section 5.4, we deal with the case when H is very sparse. Here, an obvious difficulty in using
the previous approach is that a single ‘short’ path could use the vertices in all webs due to the fact
that the graph has very few edges. Instead, we will choose a set of vertices which are pairwise far
apart in H to serve as Z. Such a set of vertices exists since H has small maximum degree compared
to its order. To find the cycle CU (see Lemma 5.11), we grow the neighbourhood around the vertices
in U to a reasonably large size so that we can connect them via a path which avoids used vertices.
2.3. Finishing the proof (Section 6). There are several difficulties with the above approach.
Statement (‡) implies that any almost d-regular expander subgraph H of G must be dense. To find
such an expander we must first remove large degree vertices from G and then apply Lemma 5.2
to find H. But then the average degree d(H) of H could be less than d, in which case we may
have c(H) < c(Kd+1) (for example if H = Kd). In the case when G is 2-connected, we circumvent
this problem by finding two vertex-disjoint almost d-regular expander subgraphs H1,H2 of G and,
for every fixed xi, yi ∈ V (Hi), finding many xi, yi-paths Pi in Hi. The pairs (P1, P2) give rise to
distinguishable cycles. (The general case is somewhat more technical and involves considering the
so-called ‘block-structure’ of G and finding cycles and paths inside maximal 2-connected subgraphs
of G.)
3. Notation and preliminaries
3.1. Notation. For an integer N , let [N ] := {1, . . . , N}. Given a set X and k ∈ N, let (Xk ) be the
collection of k-element subsets of X and let
(X
≤k
)
be the collection of subsets of X with at most k
elements. Define
(X
≥k
)
analogously.
Given a graph G, we write V (G) and E(G) for its vertex and edge set respectively, and let
e(G) := |E(G)|. Sometimes, we identify G with V (G) by writing x ∈ G instead of x ∈ V (G) and
|G| instead of |V (G)|. For any X ⊆ V (G), let G −X be the graph obtained from G by removing
the vertices of X and any edges incident to them. If x ∈ V (G) we abbreviate G − {x} to G − x.
Given graphs G1, G2, we write G1 ∪G2 to denote a graph with V (G1 ∪G2) = V (G1) ∪ V (G2) and
E(G1∪G2) = E(G1)∪E(G2). Define the neighbourhood NG(X) and external neighbourhood ΓG(X)
of X by setting
NG(X) := {u ∈ V (G) : uv ∈ E(G) for some v ∈ X} and ΓG(X) := NG(X) \X.
Given X ⊆ V (G) and x ∈ V (G), write dG(x,X) := |NG(x)∩X|. The degree of x ∈ V (G) is dG(x) :=
dG(x, V (G)). Let δ(G) be the minimum degree of G and let δi(G) := di where d1 ≤ d2 ≤ · · · ≤ dn is
the degree sequence of the graph G. Write ∆(G) for the maximum degree and d(G) := 2e(G)/|G|
for the average degree of G.
We say that W = (x1, . . . , xm) is a walk in a graph G if xixi+1 ∈ E(G) for all i ∈ [m − 1]; and
a circuit if additionally xmx1 ∈ E(G). For a given walk W = (x1, . . . , xm) and vertex x, we let
deg(x,W ) = |{i ∈ [m] : x = xi}|. We say that a walk P = (x1, . . . , xm) is a path if xi 6= xj for all
i 6= j ∈ [m] and we define Int(P ) := {x2, . . . , xm−1} to be the interior of P . We say that a path
P = (x1, . . . , xm) is a u, v-path if {u, v} = {x1, xm}. The length of a path is the number of vertices
it contains. We say a graph G admits a vertex partition (R,V1, . . . , Vr) if {Vi : i ∈ [r]} forms a
partition of V (G) into independent sets; R is a graph on vertex set [r]; and G[Vi, Vj ] is an empty
graph for all ij /∈ E(R).
Unless otherwise specified, we write log(·) for the natural logarithm loge(·). For a, b, c ∈ R we
write a = b± c if b− c ≤ a ≤ b+ c. In order to simplify the presentation, we omit floors and ceilings
and treat large numbers as integers whenever this does not affect the argument. The constants in
the hierarchies used to state our results have to be chosen from right to left. More precisely, if we
claim that a result holds whenever 0 < a ≪ b ≤ 1, then this means that there is a non-decreasing
function f : (0, 1] → (0, 1] such that the result holds for all 0 < a, b ≤ 1 with a ≤ f(b). Hierarchies
with more constants are defined in a similar way.
Additional notation will be defined as and when it is required.
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3.2. Tools. In this section we state some tools that we will use to prove our main result. For n ∈ N
and 0 ≤ p ≤ 1 we write Bin(n, p) to denote the binomial distribution with parameters n and p. The
hypergeometric random variable X with parameters (n,m, k) is defined as follows. We let N be a
set of size n, fix S ⊆ N of size |S| = m, pick uniformly at random a set T ⊆ N of size |T | = k,
then define X = |T ∩S|. Note that EX = km/n. We will use the following standard Chernoff-type
bound (see e.g. Theorem 2.10 in [11]).
Proposition 3.1. Suppose X has binomial or hypergeometric distribution and 0 < a < 3E[X]/2.
Then P(|X − E[X]| ≥ a) ≤ 2e− a
2
3E[X] .
The next result is well-known and guarantees that every graph has a subgraph with large average
and minimum degrees.
Proposition 3.2. Every graph G with average degree d contains a subgraph H with d(H) ≥ d and
δ(H) ≥ d/2.
We will also use the classical theorem of Erdo˝s and Gallai from 1959 which gives a best-possible
condition on the minimum length of a cycle in a graph with a given number of vertices and edges
(we state a slightly weaker version here).
Theorem 3.3 ([10]). For all d ≥ 2, every graph G with d(G) ≥ d contains a cycle of length at least
d.
We will need the following theorem of Po´sa, which gives a sufficient condition on the degree
sequence of a graph for the presence of a Hamiltonian cycle. (Note that there are several strength-
enings of this result, but the version below suffices for our purposes.)
Theorem 3.4 ([31]). Let G be a graph on n ≥ 3 vertices with degree sequence d1 ≤ d2 ≤ · · · ≤ dn.
If di ≥ i+1 for all i < (n− 1)/2 and if additionally d⌈n/2⌉ ≥ ⌈n/2⌉ when n is odd, then G contains
a Hamiltonian cycle.
We will need the following easy bounds on certain binomial coefficients.
Proposition 3.5. Suppose that 0 < 1/n≪ 1 where n ∈ N. Then(
n
⌊n/4− 1⌋
)
≥ 24n/5 and
(
n
2⌊n/4 − 1⌋
)
≥ 2n−log2 n.
Proof. Stirling’s formula implies that, for all m ≥ 1 and k ≥ 2, we have
√
m
(
km
m
)
≥ k
k(m−1)+1
(k − 1)(k−1)(m−1) .
So, setting m := ⌊n/4− 1⌋, since 1/n≪ 1, we have(
n
⌊n/4 − 1⌋
)
≥
(
4m
m
)
≥ 4
4m−3
√
m · 33m−3 = 2
(8−3 log2 3)m−6+3 log2 3−(log2m)/2 ≥ 23.24m ≥ 24n/5.
Now set m′ := 2⌊n/4 − 1⌋. Then(
n
2⌊n/4 − 1⌋
)
≥
(
2m′
m′
)
≥ 22m′−1−(log2m′)/2 ≥ 2n−log2 n,
as required. 
4. The dense case
Our main aim in this section is, very roughly speaking, to prove Theorem 1.3 in the case when
G is an n-vertex graph with average degree at least d and large minimum degree which is dense
in the sense that d is linear in n. The two main results of this section are the following lemmas.
Given distinct vertices x, y ∈ V (G), denote by pxy(G) the number of vertex subsets U containing
{x, y} such that G[U ] contains a spanning x, y-path, which is precisely the number of distinguishable
x, y-paths.
Lemma 4.1. Suppose 0 < 1/d ≪ α ≤ 1 and that n ∈ N satisfies d + 1 ≤ n ≤ 1.2d. If G is an
n-vertex graph with d(G) ≥ d and δ(G) ≥ d/2, then
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(i) c(G) ≥ (1− α/2) · 2n;
(ii) if x, y ∈ V (G) are distinct, then pxy(G) ≥ (1− α/2) · 2n−2.
Lemma 4.2. Suppose 0 < 1/d ≪ 1/K ≤ 1 and that n ∈ N satisfies 1.19d ≤ n ≤ Kd. Let G be a
2-connected n-vertex graph with d(G) ≥ d and δ2(G) ≥ d/2. If x, y are two distinct vertices of G,
then
c(G) > 2(1+
1
200
)d and pxy(G) > 2
0.89d.
Lemma 4.1 addresses the case when G is almost complete, i.e. the number of vertices is at most
1.2d. Its proof uses Theorem 3.4 and a probabilistic argument and appears in Section 4.1.
Lemma 4.2 addresses the case when our graph G on n vertices has average degree linear in n
but also bounded away from n. In this case, we apply the Regularity lemma and use Lemma 4.3 to
find in the reduced graph either (i) two vertex-disjoint cycles C1, C2; (ii) a sun S (see Section 4.2
for the definition); or (iii) a path P ; the clusters of which, in the original graph G, span at least
(1+1/100)d vertices. Then, using a probabilistic argument, we show that at least 2(1+1/200)d subsets
of the vertices lying in clusters of C1 ∪C2, S or P span a cycle. We use similar arguments to show
that pxy(G) is large for any distinct x, y ∈ V (G). The proof requires some more sophisticated tools
and auxiliary results (Sections 4.2 to 4.3), so we defer its proof to Section 4.4.
4.1. The proof of Lemma 4.1. We do not need any additional tools to prove our first main
lemma, and so we proceed immediately with the proof.
Proof of Lemma 4.1. Note that
∑
v∈V (G) dG(v) ≥ dn and dG(v) ≥ d/2 for all v ∈ V (G). Let
U := {v ∈ V (G) : dG(v) ≥ 2d/3}.
Then we get
dn ≤
∑
v∈V (G)
dG(v) ≤ n|U |+ 2d(n − |U |)/3,
and so, using the fact that n ≤ 1.2d,
|U | ≥ dn/3
(n− 2d/3) ≥
5n
8
.
To prove (i), choose a set V ′ ⊆ V (G) uniformly at random by including each v ∈ V ′ with
probability 1/2, independently of all other choices. Then for every v ∈ V (G) we have
E[|V ′|] = n/2; E[|V ′ ∩ U |] = |U |/2; and E[dG(v, V ′)] = dG(v)/2.
Consider the following properties:
(A1) n′ := |V ′| = n/2± d2/3;
(A2) |U ∩ V ′| ≥ 5n16 − d2/3;
(A3) for all v ∈ V (G) we have dG(v, V ′) ≥ dG(v)/2 − d2/3.
Then Proposition 3.1 implies that the probability that, when 1/d ≪ α, all of (A1)–(A3) hold is at
least
1−

2e− 2d4/33n + 2e− 16d4/315n + ∑
v∈V (G)
2e
− 2d4/3
3dG(v)

 ≥ 1− e−d1/4 ≥ 1− α
2
,
where the penultimate inequality follows from dG(v) < n ≤ 1.2d for all v.
Now, for a given set V ′ of size n′ which satisfies (A1)–(A3), let d1 ≤ · · · ≤ dn′ be the degree
sequence of the induced graph G[V ′]. We claim that this degree sequence satisfies the conditions of
Theorem 3.4, and hence G[V ′] is Hamiltonian. To see this, it is sufficient to find an integer k with
2 ≤ k < n′/2 such that d1 ≥ k and dk > n′/2. We claim that k := 19n′/48 suffices.
Indeed, (A1), (A3) and the fact that δ(G) ≥ d/2, n ≤ 1.2d and 1/d≪ 1 imply that
d1 ≥ d
4
− d2/3 ≥ 5n
24
− d2/3 ≥ 5n
′
12
− 2d2/3 > k.
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Figure 2. A (36, 9)-sun with labelled corona.
Also, (A1) and (A2) imply that |U ∩ V ′| ≥ 5n′/8 − 2d2/3, and (A3) together with the definition of
U implies that, for all v ∈ U ∩ V ′, we have
dG(v, V
′) ≥ d
3
− d2/3 ≥ 5n
′
9
− 2d2/3 > n
′
2
.
Thus at least
|U ∩ V ′| ≥ 5n
′
8
− 2d2/3 > 29n
′
48
+ 1 = n′ − k + 1
vertices in V ′ have degree at least n′/2, and so dk > n′/2, as required.
We have shown that, for at least (1 − α/2) · 2n distinct subsets V ′ ⊆ V (G), we have that G[V ′]
is Hamiltonian. Thus c(G) ≥ (1− α/2) · 2n, proving (i).
For part (ii), the argument is very similar. Choose a set V ′ ⊆ V (G) uniformly at random among
all sets V ′ containing both x and y (i.e. include each of x, y with probability one and every other
vertex v with probability 1/2, independently of all other choices). A near identical argument shows
that (A1)–(A3) hold with probability at least 1−α/2. Now obtain G′ from G[V ′] by adding a new
vertex z and the edges xz, yz. We now have that
d1 = dG′(z) = 2; d2 ≥ k; and dk > n′/2.
Theorem 3.4 implies that G′ contains a Hamiltonian cycle C. Since dG′(z) = 2, C contains the
edges xz, yz. Thus C without these edges is a path with endpoints x, y which spans V ′. There are
2n−2 subsets of V (G) containing both x and y; so for at least (1−α/2) · 2n−2 choices of V ′, we have
such a path. Thus pxy(G) ≥ (1− α/2) · 2n−2, proving (ii). 
4.2. Suns, paths and cycles. Let a, b ∈ N and consider a sequence I = (i1, . . . , ib) with 1 ≤ i1 <
i2 < · · · < ib ≤ a such that ij − ij−1 ≥ 2 and i1 + a − ib ≥ 2. Define a graph S as follows. Let
V (S) := {x1, . . . , xa} ∪ {yi : i ∈ I}, xa+1 := x1 and x0 := xa. Let
E(S) := {xixi+1 : i ∈ [a]} ∪ {xi−1yi, yixi+1 : i ∈ I}.
We call such a graph S an (a,b)-sun. Note that by definition b ≤ a/2. The set of vertices remaining
after deleting {xi : i ∈ I} from S induce a cycle in S; and similarly after deleting {yi : i ∈ I}. We
call Cor(S) := {xi, yi : i ∈ I} the corona of S. See Figure 2 for an illustration of a sun.
In the next lemma, we show that any graph G with average degree at least d and minimum degree
at least d/2, and whose vertex set has size at least slightly larger than d, contains either (i) two
vertex-disjoint cycles, the sum of whose lengths is large; (ii) a long path; or (iii) a large sun with
large corona. Later we will use Lemma 4.3 to find these structures in a reduced graph obtained
after applying the Regularity lemma.
Lemma 4.3. Let n ≥ 1.18d and let G be an n-vertex graph with d(G) ≥ d and δ(G) ≥ d/2. Then
G contains at least one of the following:
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(i) two vertex-disjoint cycles C1, C2 with |C1|+ |C2| ≥ 1.8d;
(ii) a path P with |P | ≥ (1 + 1/100)d;
(iii) an (a, b) sun with a ≥ d and b ≥ d/20.
Proof. First, we show that either there are two disjoint cycles in G satisfying (i), or there is a large
dense component H in G. In the latter case, we will show that H contains the configuration in (ii)
or (iii).
By averaging, we can find in G at least one component H with d(H) ≥ d(G) ≥ d. Let n1 =
|V (H)|, d1 = d(H), and d2 = d(G \ H). Observe that we may assume d2 < d, since otherwise
Theorem 3.3 guarantees two vertex-disjoint cycles, one in H and one in G \H, with total length at
least d1 + d2 ≥ 2d, implying (i). We claim that we may additionally assume
d ≤ d(G) ≤ d1 ≤ 1.01d and n
n1
<
22
21
. (4.1)
Indeed, if d1 ≥ 1.01d, then by Theorem 3.3 there is a cycle of length at least 1.01d, implying (ii).
To see why we may assume the second inequality in (4.1), note that as d− d2 > 0, we have
n1d1 + (n− n1)d2 ≥ nd ⇔ n1(d1 − d2) ≥ n(d− d2) ⇔ n
n1
≤ d1 − d2
d− d2 . (4.2)
Now, if n/n1 ≥ 22/21 then by (4.2), we have
d1 − d2
d− d2 ≥
22
21
⇒ d1 + d2 ≥ 22d− 20d1
(4.1)
≥ 22d − 20.2d = 1.8d.
By Theorem 3.3, we can find in H a cycle C1 of length at least d1 and in G \H a cycle C2 of length
at least d2. The above inequality implies |C1|+ |C2| ≥ d1 + d2 ≥ 1.8d, yielding (i).
From now on, we will work in the connected n1-vertex graph H which has average degree d1.
Then (4.1) together with n ≥ 1.18d implies that
δ(H) ≥ d
2
≥ d1/1.01
2
> 0.495d1 and n1 >
21
22
n ≥ 21
22
· 1.18 · d1
1.01
≥ 1.115d1. (4.3)
Let C = x1 . . . xa be a longest cycle in H and set xa+1 := x1. Theorem 3.3 implies that a ≥ d1.
Again, a ≤ 1.01d1, since otherwise (ii) holds by the fact that d1 ≥ d. Now let U := V (H) \ V (C).
Then, using (4.3),
|U | = n1 − a ≥ 1.115d1 − 1.01d1 ≥ 0.105d1. (4.4)
Suppose that d(H[U ]) ≥ d1/100. By Theorem 3.3, H[U ] contains a cycle C ′ with |C ′| ≥ d1/100.
Since H is connected, there is a path between the vertex-disjoint cycles C and C ′. This path
together with C and C ′ forms a path of length at least |C|+ |C ′| ≥ 1.01d1, and so (ii) holds.
Thus we may assume that d(H[U ]) < d1/100. If there are at most d1/20 vertices u ∈ U such that
dH(u,U) ≤ d1/40, then, by (4.4)
d(H[U ])|U | =
∑
u∈U
dH(u,U) ≥
(
|U | − d1
20
)
d1
40
>
d1
100
· |U |,
a contradiction. Thus, writing b := d1/20, we can find distinct vertices z1, . . . , zb in U such that
dH(zj , U) ≤ d1/40 for all j ∈ [b]. Since δ(H) > 0.495d1, for every j ∈ [b],
dH(zj , C) ≥ δ(H) − dH(zj , U) > 0.495d1 − d1
40
= 0.47d1. (4.5)
We will now iteratively construct a sequence of distinct indices i1, . . . , ib in [a] such that the following
hold for all j ∈ [b]:
(S1)j xij−1, xij+1 ∈ NH(zj);
(S2)j |ij − iℓ| 6≡ 0, 1 mod a for all ℓ ∈ [j − 1].
Suppose that, for some j ≤ b, we have chosen distinct i1, . . . , ij−1 in [a] such that (S1)j′ and (S2)j′
hold for all j′ ∈ [j − 1]. We will show that we can choose an appropriate ij . To this end, we use
(4.5) to choose 1 ≤ k1 < . . . < k0.47d1 ≤ a so that xki is a neighbour of zj for all i ∈ [0.47d1]. For
each t ∈ N, let pt be the number of indices ℓ ∈ [0.47d1] such that kℓ+1 − kℓ = t if ℓ < 0.47d1; or
k1 − k0.47d1 = t − a. Notice first that p1 = 0, otherwise zj has a pair of consecutive neighbours in
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C, contradicting to the maximality of C. By definition, p2 is at most the number of indices i ∈ [a]
for which xi−1, xi+1 ∈ NH(zj), i.e. which satisfy (S1)j . Then, since
∑
t pt = 0.47d1,
1.01d1 ≥ a =
∑
t∈N
t · pt ≥ 2p2 + 3
∑
t≥3
pt ≥ 2p2 + 3(0.47d1 − p2) = 1.41d1 − p2,
and so p2 ≥ 0.4d1. Thus there are at least 0.4d1 indices i in [a] which satisfy (S1)j . Now, the
number of indices i ∈ [a] which do not satisfy (S2)j is at most 3(j − 1) (the indices i1, . . . , ij−1
already obtained, as well as their neighbours on C). But
3(j − 1) < 3b = 3d1
20
< 0.4d1 ≤ p2.
Therefore, we can choose ij ∈ [a] such that (S1)j′ and (S2)j′ hold for all j′ ∈ [j] and obtain
i1, . . . , ib as required. We have found an (a, b)-sun with vertex set C ∪ {z1, . . . , zb} and corona
{xij : j ∈ [b]} ∪ {z1, . . . , zb}. So (iii) holds, completing the proof. 
The next proposition shows that, for any cycle, sun or path H, there is a walk W in H such that
the set of values deg(x,W ) for x ∈ V (H) is well-controlled. Its proof is straightforward, we defer it
to the appendix.
Proposition 4.4. Let n, a, b ∈ N where b ≤ a/2. Let H be a graph and let u, v ∈ V (H).1 Suppose
that H is either (i) a cycle C on a vertices; (ii) a path Q on a vertices; or (iii) an (a, b)-sun S.
Then in each case, there exists a walk W in H from u to v such that
(i) N2 = V (C).
(ii) N1 is the set of two endpoints of Q and N2 is the set of internal vertices of Q.
(iii) N1 = Cor(S) and N2 := V (S) \Cor(S);
where
Nk := {x ∈ V (H) : deg(x,W ) ∈ {kn, kn + 1, kn + 2}}.
4.3. The Regularity and Blow-up lemmas. In our proof, we apply Szemere´di’s Regularity
lemma [32]. For a comprehensive survey of this lemma and its many applications, see [18, 19].
To state the lemma we need some more definitions. We write dG(A,B) for the density
e(G[A,B])
|A||B|
of a bipartite graph G with vertex classes A and B. Given ε > 0, we say that G is ε-regular if
every X ⊆ A and Y ⊆ B with |X| ≥ ε|A| and |Y | ≥ ε|B| satisfy |d(A,B) − d(X,Y )| ≤ ε. Given
ε, γ ∈ (0, 1) we say that G is (ε, γ)-regular if G is ε-regular and dG(A,B) ≥ γ. We say that G is
(ε, γ)-super-regular if both of the following hold:
• G is (ε, γ)-regular;
• dG(a) ≥ γ|B| and dG(b) ≥ γ|A| for all a ∈ A, b ∈ B.
Let R be a graph on vertex set [r]. We say that a graph H is (ε, γ)-(super-)regular with respect
to vertex partition (R,V1, . . . , Vr) if {Vi : i ∈ V (R)} is a partition of V (H); and H[Vi, Vj ] is (ε, γ)-
(super-)regular for all ij ∈ E(R).
We will use the following degree form of the Regularity lemma, which can be easily derived from
the usual version (see [19]).
Lemma 4.5. (Degree form of the Regularity lemma) Suppose 0 < 1/n≪ 1/M ≪ ε, 1/M ′ < 1 with
n ∈ N and γ ∈ R. Then there is a partition of the vertex set of G into V0, V1, . . . , Vr and a spanning
subgraph G′ of G such that the following holds:
(i) M ′ ≤ r ≤M ;
(ii) |V0| ≤ εn;
(iii) |V1| = . . . = |Vr|;
(iv) dG′(x) > dG(x)− (γ + ε)n for all x ∈ V (G);
(v) for all i ∈ [r] the graph G′[Vi] is empty;
(vi) for all 1 ≤ i < j ≤ r, G′[Vi, Vj ] is ε-regular and has density either 0 or at least γ.
We call V1, . . . , Vr clusters and refer to G
′ as the pure graph. The last condition of the lemma
says that all pairs of clusters are ε-regular (but possibly with different densities). The reduced graph
1When not specified, u and v need not be distinct.
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R of G with parameters ε, γ and M ′ is the graph whose vertex set is [r] and in which ij is an edge
precisely when G′[Vi, Vj ] is ε-regular and has density at least γ.
The following is a well-known tool which is similar to Proposition 8 in [25], which states that a
regular partition of a graph can be made into a super-regular partition by a slight modification.
Lemma 4.6 ([25]). Suppose 0 < 1/m ≪ ε ≪ γ, 1/∆R ≤ 1 and 1/m ≪ 1/r with r,m ∈ N. Let R
be a graph with V (R) = [r] and ∆(R) ≤ ∆R. Let G be a (ε, γ)-regular graph with respect to vertex
partition (R,V1, . . . , Vr) such that |Vi| = (1 ± ε)m for all 1 ≤ i ≤ r. Then there exists G′ ⊆ G
which is (4
√
ε, γ/2)-super-regular with respect to vertex partition (R,V ′1 , . . . , V
′
r ) such that V
′
i ⊆ Vi
and |V ′i | = (1−
√
ε)m.
The following ‘slicing’ lemma states that every induced subgraph of a regular pair which is not
too small is still regular (with a weaker regularity parameter).
Lemma 4.7. Let ε, γ ∈ R be such that γ > 2ε > 0. Let (A,B) be an (ε, γ)-regular pair. Suppose
that A′ ⊆ A and B′ ⊆ B are such that |A′| ≥ √ε|A| and |B′| ≥ √ε|B|. Then (A′, B′) is an
(
√
ε, γ/2)-regular pair.
For technical reasons, we will use a modification of the celebrated Blow-up lemma of Komlo´s,
Sa´rko¨zy and Szemere´di (see Remark 8 in [17]). Indeed, this result does not allow the situation in
which 1/r is much smaller than ε, as we require. Although Csaba proved a version which does allow
this situation (see Lemma 5 in [6]), his result is not formulated to allow a non-equitable partition.
Thus we use the following lemma from [13] (a simplified version of Theorem 6 in [13]).
The Blow-up lemma states that, for the purpose of embedding a (spanning) bounded degree
graph H, a graph G which is super-regular with respect to some graph J behaves like a complete
‘blow-up’ of J . Moreover, if there are a small number of special vertices in H which each have a
large ‘target set’ in G, then there is an embedding of H that maps every special vertex into its
associated target set.
Theorem 4.8. Suppose 0 < 1/n ≪ ε, α ≪ γ, 1/∆, 1/∆R, c ≤ 1 and 1/n ≪ 1/r where r, n ∈ N.
Suppose further that
(i) n ≤ ni ≤ n+ 2, for all i ∈ [r];
(ii) R is a graph on vertex set [r] with ∆(R) ≤ ∆R;
(iii) G is (ε, γ)-super-regular with respect to vertex partition (R,V1, . . . , Vr) such that |Vi| = ni
for all i ∈ [r];
(iv) H is a graph which admits a vertex partition (R,X1, . . . ,Xr) such that ∆(H) ≤ ∆ and
|Xi| = ni.
Moreover, suppose that in each class Xi there is a set of αni special vertices y ∈ V (H), each of
them equipped with a set Sy ⊆ Vi with |Sy| ≥ cni. Then there is an embedding of H into G such
that every special vertex y is mapped to a vertex in Sy.
We will use Theorem 4.8 to prove the following lemma which is essentially the special case when
H is a path, except that we now prescribe the endpoints of the embedding of H in G (rather than
prescribing a set of allowed endpoints) and some sets Vi are twice the size of others. Again, the
proof is deferred to the appendix.
Lemma 4.9. Suppose 0 < 1/n≪ ε≪ γ, 1/∆R ≤ 1 and 1/n≪ 1/r where r, n ∈ N. Suppose further
that
(i) ni ∈ {n, n+ 1, n + 2, 2n, 2n + 1, 2n + 2} for all i ∈ [r];
(ii) R is a graph on vertex set [r] with ∆(R) ≤ ∆R;
(iii) G is a graph and x, y ∈ V (G) are two distinct vertices. Suppose further that G is (ε, γ)-
super-regular with respect to vertex partition (R,V1, . . . , Vr), where x ∈ Vj and y ∈ Vk; and
|Vi| = ni for all i ∈ [r].
(iv) W = (w1, . . . , wm) is a walk in R from j to k such that deg(i,W ) = ni for all i ∈ [r].
Then G contains a spanning path P with endpoints x, y.
4.4. The proof of Lemma 4.2. Let K ≥ 1.19 be given. Choose integers M,M ′, d0 and constants
ε, γ such that
0 < 1/d0 ≪ 1/M ≪ 1/M ′ ≪ ε≪ γ ≪ 1/K.
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Now fix d ≥ d0. Let G be a 2-connected graph on n vertices such that 1.19d ≤ n ≤ Kd, d(G) ≥ d
and δ2(G) ≥ d/2.
Apply the Regularity lemma (Lemma 4.5) to G with parameters ε, γ,M ′ to obtain clusters
V1, . . . , Vr of equal size, an exceptional set V0 of size at most εn, and a pure graph G
′ which is
(ε, γ)-regular with respect to a vertex partition (R,V1, . . . , Vr). The vertex set of R is [r], where
M ′ ≤ r ≤M . Let m := |V1| = . . . = |Vr| and ξ := d/n. Then
1/K ≤ ξ ≤ 100/119 and (1− ε)n ≤ rm ≤ n. (4.6)
First we show that R essentially inherits the minimum and average degree of G.
Claim 4.10. Let d′ := (1−√γ)ξr. Then
r ≥ 1.18d′; δ(R) ≥ d′/2; and d(R) ≥ d′.
Proof: The first inequality is immediate from the definition of d′, that γ ≪ 1/K and that ξ ≤
100/119. For a contradiction to the second, suppose there is some i ∈ [r] with dR(i) < d′/2.
Count the number of edges ei in G
′ incident to Vi as follows. Since δ2(G) ≥ ξn/2, we have, using
Lemma 4.5(iv) and (v), that
ei =
∑
v∈Vi
dG′(v) ≥ (ξ/2− ε− γ)n(m− 1) ≥ (ξ/2− 2γ)nm. (4.7)
By assumption, less than d′/2 clusters Vj are such that (Vi, Vj) is an (ε, γ)-regular pair in G′, and
G′[Vi, Vj ] is empty for all other Vj. So
ei < d
′m2/2 ≤ (1−√γ)ξnm/2,
since rm ≤ n. Together with (4.7), this gives a contradiction because and 2γ < ξ√γ/2. This proves
that δ(R) ≥ d′/2.
For the final inequality, since rm ≤ n ≤ Kd and ε≪ γ ≪ 1/K,
d(R) =
2e(R)
r
≥ 2e(G
′)
rm2
≥ (d− (γ + ε)n)n
rm2
≥ d− 2γ ·Kd
m
(4.6)
≥ (1− 2γK)dr
n
≥ (1−√γ)dr
n
= d′,
as required. 
Claim 4.10 together with Lemma 4.3 implies that R contains one of the following:
(1) vertex-disjoint cycles H,J , where |J | ≤ |H| ≤ 101d′/100 and |H|+ |J | ≥ 1.8d′;
(2) a path H with |H| = (1 + 1/100)d′;
(3) an (a, b) sun H with d′ ≤ a < 101d′/100 and d′/20 ≤ b ≤ a/2.
(If the upper bounds in (1) and (3) do not hold, then we have an instance of (2).) Observe that,
in all cases, ∆(H) ≤ 4 and |H| ≤ 2d′. Throughout the rest of this proof, denote
m′ := (1−√ε)m and m0 := ⌊m′/4− 1⌋. (4.8)
Lemma 4.6 with H and G′ playing the roles of R and G respectively implies that, for each i ∈ V (H),
Vi contains a subset V
′
i of sizem
′ such that for every edge ij of H, the graph G′[V ′i , V
′
j ] is (4
√
ε, γ/2)-
super-regular. Let V ′ :=
⋃
i∈V (H) V
′
i . Let x
′, y′ ∈ V ′ be distinct vertices and i1, i2 ∈ V (H) be such
that x′ ∈ V ′i1 and y′ ∈ V ′i2 . Apply Proposition 4.4 with m0, i1 and i2 playing the roles of n, u and v
respectively to obtain a partition N1 ∪N2 of V (H) such that there is a walk W = (x1, . . . , xℓ) in H
such that x1 = i1 and xℓ = i2, where for each k ∈ [2],
Nk := {i ∈ [r] : deg(i,W ) ∈ {km0, km0 + 1, km0 + 2}} . (4.9)
Let ni := deg(i,W ) for all i ∈ V (H). Note that ni ∈ {m0,m0 + 1,m0 + 2, 2m0, 2m0 + 1, 2m0 + 2}.
So a crude but useful estimate is that, for all i ∈ V (H),
ni ≥ m′/5. (4.10)
Claim 4.11. If 4|N1|/5 + |N2| ≥ γd′, then
px′y′(G
′[V ′]) ≥ 2(1−2
√
γ)(4|N1|/5+|N2|)d/d′ .
Proof: Suppose that X ⊆ V (G) is such that
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(i) X =
⋃
i∈V (H)Xi where Xi ⊆ V ′i and |Xi| = ni;
(ii) x′ ∈ Xi1 and y′ ∈ Xi2 ;
(iii) G′[Xi,Xj ] is (ε1/3, γ/3)-super-regular for all ij ∈ E(H).
Then Lemma 4.9 applied with the following graphs and parameters implies that G′[X] contains a
spanning path with endpoints x′ and y′:
object/parameter H G′[X] Xi W ε1/3 γ/3 x′ y′ i1 i2 m0
playing the role of R G Vi W ε γ x y j k n.
Thus px′y′(G
′[V ′]) is at least the number of subsets X of V (G) satisfying (i)–(iii). We claim that
at least half of the sets X satisfying the first two properties also satisfy the third. Indeed, for each
i ∈ V (H), independently choose Xi ⊆ V ′i uniformly at random among all subsets Xi of V ′i such that
x ∈ Xi1 and y ∈ Xi2 and |Xi| = ni. (So X :=
⋃
i∈V (H)Xi satisfies (i) and (ii).) Now fix z ∈ V ′i and
j ∈ NH(i). Then, since G′[V ′i , V ′j ] is (4
√
ε, γ/2)-super-regular,
nj = |Xj | ≥ E[dG′(z,Xj)] ≥ dG′(z, V ′j ) ·
nj − 2
m′
≥ γm
′
2
· nj
m′
− 2 ≥ 5γnj
12
.
So Lemma 3.1 implies that
P
[
dG′(z,Xj) <
γnj
3
]
≤ 2e−
(γnj /12)
2
3nj ≤ 2e−γ3nj
(4.10)
≤ e−
√
m′ .
So the probability that dG′(z,Xj) ≥ γnj/3 for every z ∈ V ′i with i ∈ V (H) and every j ∈ NH(i) is
at least
1− |H| ·m′ ·∆(H) · e−
√
m′ ≥ 1− 2n2 · 4 · e−(n/r)1/3 ≥ 1
2
since 1/n≪ 1/r. We have shown that at least half of the X ⊆ V (G) satisfying both (i) and (ii) are
such that dG′(x,Xj) ≥ γnj/3 for all i ∈ V (H), x ∈ Xi and j ∈ NH(i). Call such a set X good.
Lemma 4.7 together with (4.8), (4.10) and that G′[Vi, Vj ] is (ε, γ)-regular implies that for all
good X we have that G′[Xi,Xj ] is (
√
ε, γ/2)-regular for all ij ∈ E(H), and hence (ε1/3, γ/3)-
regular. Therefore, since X is good, each such G′[Xi,Xj ] is (ε1/3, γ/3)-super-regular. Thus every
good X automatically satisfies (iii) and the number of X satisfying (i)–(iii) is at least the number
of good X.
When i1 = i2 =: i
∗, this shows that
px′y′(G
′[V ′]) ≥ 1
2
·
(
m′ − 2
ni∗ − 2
) ∏
i∈V (H)\{i∗}
(
m′
ni
)
=
1
2
· ni∗(ni∗ − 1)
m′(m′ − 1)
∏
i∈V (H)
(
m′
ni
)
(4.10)
>
1
100
∏
i∈V (H)
(
m′
ni
)
.
The same bound holds when i1 6= i2. Now, by (4.8) and (4.9), ni ≤ m′/2 for all i ∈ N1 ∪ N2. So(m′
ni
) ≥ ( m′2m0) for all i ∈ N2 and (m′ni) ≥ (m′m0) for all i ∈ N1. By Proposition 3.5, we have
px′y′(G[V
′]) ≥ 1
100
∏
i∈N1
(
m′
⌊m′/4− 1⌋
) ∏
j∈N2
(
m′
2⌊m′/4− 1⌋
)
≥ 1
100
· 2(4|N1|/5+|N2|)m′−|N2| log2 m′ ≥ 1
100
· 2(1−γ)(4|N1 |/5+|N2|)m′ , (4.11)
where, for the final inequality, we used the fact that 1/m′ ≪ γ. Suppose that 4|N1|/5 + |N2| ≥ γd′.
Then using the fact that nr = (1−
√
γ) dd′ , we have
(1− γ)
(
4|N1|
5
+ |N2|
)
m′
(4.6),(4.8)
≥ (1− γ)
(
4|N1|
5
+ |N2|
)
(1−√ε)(1− ε)n
r
≥ (1− 2γ)
(
4|N1|
5
+ |N2|
)
(1−√γ) d
d′
≥ (1− 2√γ)
(
4|N1|
5
+ |N2|
)
d
d′
+ 10.
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We get the last inequality by the facts 1/d ≪ γ and 4|N1|/5 + |N2| ≥ γd′. Together with (4.11),
this proves Claim 4.11. 
Now let x, y be arbitrary distinct vertices of V (G). Since G is 2-connected, there exist two vertex-
disjoint paths from {x, y} to V ′. Let Px, Py be two such minimal paths, where Px is from x to some
x′′ ∈ V ′; and Py is from y to some y′′ ∈ V ′. As the choices of x′, y′ ∈ V ′ were arbitrary, by letting
x′′ = x′ and y′′ = y′, we see that every distinguishable x′, y′-path in G[V ′] together with Px and Py
forms a distinguishable x, y-path in G, namely we have
pxy(G) ≥ px′y′(G′[V ′]). (4.12)
We now return to cases (1)–(3) to prove the assertion concerning pxy(G).
Case (1): H is a cycle with 0.9d′ ≤ |H| ≤ 101d′/100.
Note that the lower bound on |H| is implied by the existence of J in this case and that |H| ≥ |J |,
|H|+ |J | ≥ 1.8d′. Now Proposition 4.4 implies that |N2| = |H| ≥ 0.9d′, so 4|N1|/5 + |N2| ≥ 0.9d′.
Thus (4.12) and Claim 4.11 with the fact that γ < 10−5 imply that
pxy(G) ≥ px′y′(G′[V ′]) ≥ 2(1−2
√
γ)|H|·d/d′ ≥ 20.89d, (4.13)
as required.
Case (2): H is a path on a ≥ 101d′/100 vertices.
Now |N2| = |H| − 2, so 4|N1|/5 + |N2| ≥ 101d′/100 − 2. Thus, Claim 4.11 implies that
pxy(G) ≥ 2(1+
1
150
)d.
Case (3): H is an (a, b)-sun with a ≥ d′ and b ≥ d′/20.
Now |N1| = |Cor(H)| = 2b and |N2| = a− b. So
4|N1|
5
+ |N2| = 3b
5
+ a ≥
(
1 +
3
100
)
d′.
Similarly by Claim 4.11, we have that pxy(G) ≥ 2(1+ 1150 )d.
This completes the proof that pxy(G) ≥ 20.89d. Proving the assertion about c(G) is now easy in
Cases (2) and (3). Here, for arbitrary distinct vertices x, y, we have that pxy(G) ≥ 2(1+1/150)d . Now
choose x, y such that xy ∈ E(G). At most one x, y-path uses this edge and so we have that
c(G) ≥ pxy(G)− 1 ≥ 2(1+1/200)d.
Therefore we may assume that we are in Case (1). Using exactly the same arguments as above for
J instead of H, we can obtain a set U ′ ⊆ V (G) (the analogue of V ′), which is a subset of ⋃i∈V (J) Vi,
such that for arbitrary distinct vertices u′, v′ ∈ U ′, we have pu′v′(G′[U ′]) ≥ 2(1−2
√
γ)|J |·d/d′ (in
analogy with the middle inequality in (4.13)).
Observe that, because H,J are vertex-disjoint subgraphs of R, the sets U ′, V ′ are disjoint. Since
G is 2-connected, there exist two vertex-disjoint paths between U ′ and V ′. Choose minimal such
paths P1 with endpoints x
′, u′ and P2 with endpoints y′, v′, where x′, y′ ∈ V ′ and u′, v′ ∈ U ′.
Then distinguishable x′, y′-paths in V ′ and u′, v′-paths in U ′ together with P1, P2 yield distinct
Hamiltonian subsets in G. Recall that |H|+ |J | ≥ 1.8d′. We then have
c(G) ≥ px′y′(G′[V ′]) · pu′v′(G′[U ′]) ≥ 2(1−2
√
γ)(|H|+|J |)·d/d′ ≥ 21.7d,
as required. This completes the proof of Lemma 4.2. 
5. The sparse case
In this section, we will prove the second main ingredient, which states that a large almost-regular
expander graph contains many Hamiltonian subsets, see Lemma 5.4. To state it formally, we need
the following notion of graph expansion, which was introduced by Komlo´s and Szemere´di [20].
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5.1. Graph expansion. For ε1 > 0 and t > 0, define
ε(x) = ε(x, ε1, t) :=
{
0 if x < t/5
ε1
log2(15x/t)
if x ≥ t/5, (5.1)
where, when it is clear from context we will not write the dependency on ε1 and t of ε(x). Note
that, for x ≥ t/2, ε(x) is decreasing, while ε(x) · x is increasing.
Definition 5.1 ((ε1, t)-expander). A graph G is an (ε1, t)-expander if all subsets X ⊆ V (G) of size
t/2 ≤ |X| ≤ |G|/2 satisfy
|ΓG(X)| ≥ ε(|X|) · |X|.
We will use the following lemma, essentially proved by Komlo´s and Szemere´di [20, 21], which
states that every graph G contains an (ε1, t)-expander subgraph H whose average degree is almost
as large as that of G.
Lemma 5.2 ([20, 21]). Let C > 12, ε1 ≤ 1/(10C), c′ < 1/2, d > 0 and ε(x) = ε(x, ε1, c′d) as
in (5.1). Then every graph G with d(G) = d has a subgraph H such that
(i) H is an (ε1, c
′d)-expander;
(ii) d(H) ≥ (1− ε0)d, where ε0 := Cε1log 3 < 1;
(iii) δ(H) ≥ d(H)/2;
(iv) H is νd-connected, where ν := ε1
6 log2(5/c′)
.
Proof. Parts (i)–(iii) were shown in [21]. We only need to show H has high connectivity. Suppose
H has a vertex cut S of size less than νd, where ν = ε1/(6 log
2(5/c′)). Let X be the smallest
component in H − S. Then x := |X| < |H|/2. On the other hand, for any vertex v ∈ X, we have
ΓH({v}) ⊆ X ∪ S. Since δ(H) ≥ (1− ε0)d/2, we have that
|X| ≥ δ(H)− |S| > (1− ε0)d
2
− νd ≥ d
3
≥ c
′d
2
.
The expansion property (i) of H implies that |ΓH(X)| ≥ ε(x)x. Thus, since ΓH(X) ⊆ S and ε(x)x
is increasing for x ≥ c′d/2, we have
|S| ≥ |ΓH(X)| ≥ ε(x)x ≥ ε
(
d
3
)
d
3
= 2νd > 2|S|,
a contradiction. 
We remark that the expander subgraph H found in Lemma 5.2 could be much smaller than G,
e.g. when G is a disjoint union of small cliques. The following property of expanders (Corollary 2.3
in [21]) is the only one which we require in our proof. It states that any two sets, provided that
they are sufficiently large, are connected by a relatively short path, even after deleting an arbitrary
small set of vertices.
Lemma 5.3 ([21]). Let ε1, t > 0 and let H be an n-vertex (ε1, t)-expander and X,X
′,W ⊆ V (H).
If |X|, |X ′| ≥ x ≥ t/2 and |W | ≤ ε(x)x/4, then there is a path in H −W from X to X ′ of length at
most
2
ε1
log3
(
15n
t
)
.
Throughout the rest of this section, we will set
t := c′d :=
d
30
and write ε(x) := ε
(
x, ε1,
d
30
)
.
(So ε(x) = ε1(log
2(450x/d))−1 if x ≥ d/150 and ε(x) = 0 otherwise.)
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5.2. Hamiltonian subsets in expanders. The aim of this section and the next is to prove the
following lemma, which states that expanders in which every vertex degree is not too far from d
contain many Hamiltonian subsets.
Lemma 5.4. Suppose that 0 < 1/d, 1/K ≪ ε1, 1/L ≤ 1 and n ∈ N is such that n ≥ Kd. Let H be
an n-vertex (ε1, d/30)-expander with d/10 ≤ δ(H) ≤ ∆(H) ≤ Ld. Then c(H) ≥ 250d.
We split the proof of Lemma 5.4 into two cases depending on the edge-density of the expander
graph; that is, how large d is compared to n. In the case when d is fairly large compared to n, we
prove Lemma 5.4 in Section 5.3. The proof for the remaining case may be found in Section 5.4.
For the remainder of this section, our aim is to prove Lemma 5.7, the main ingredient for the first
case. Roughly speaking, it states that almost regular expanders contain a large collection of ‘webs’
with certain properties. A web (see Definition 5.6) is a special tree which we will use in Section 5.3
to construct many Hamiltonian subsets in the case when d is not too small compared to n. A web
contains many special subtrees which we call units, which themselves contain many large stars. By
a k-star, we mean a star with k leaves.
Definition 5.5 ((h1, h2, h3)-unit). Given integers h1, h2, h3 > 0, we define F = Fu =
⋃
i∈[h1] Pi ∪⋃
i∈[h1] S(xi) to be an (h1, h2, h3)-unit if it satisfies the following.
• F contains distinct vertices u (the core vertex of F ) and x1, . . . , xh1 .
• {Pi : i ∈ [h1]} is a collection of pairwise internally vertex-disjoint paths, each of length at
most h3, such that Pi is a u, xi-path.
• {S(xi) : i ∈ [h1]} is a collection of vertex-disjoint h2-stars such that S(xi) has centre xi and
∪i∈[h1](S(xi)− {xi}) is vertex-disjoint from ∪i∈[h1]Pi.
Define the exterior Ext(F ) := ∪i∈[h1](V (S(xi))− {xi}) and interior Int(F ) := V (F ) \ Ext(F ). For
every vertex w ∈ Ext(F ), let P (F,w) be the unique u,w-path in F .
A web is then defined via units as follows.
Definition 5.6 ((h0, h1, h2, h3)-web). Given integers h0, h1, h2, h3 > 0, we define W =
⋃
i∈[h0]Qi ∪⋃
i∈[h0] Fui to be an (h0, h1, h2, h3)-web if it satisfies the following.
• W contains distinct vertices v (the core vertex of W ) and u1, . . . , uh0 .
• {Qi : i ∈ [h0]} is a collection of pairwise internally vertex-disjoint paths such that Qi is a
v, ui-path of length at most h3.
• {Fui : i ∈ [h0]} is a collection of vertex-disjoint (h1, h2, h3)-units such that Fui has core
vertex ui and ∪i∈[h0](Fui − {ui}) is vertex-disjoint from ∪i∈[h0]Qi.
Define the exterior Ext(W ) := ∪i∈[h0]Ext(Fui), interior Int(W ) := V (W ) \ Ext(W ) and centre
Cen(W ) := ∪i∈[h0]V (Qi). For every vertex w ∈ Ext(W ), let P (W,w) be the unique v,w-path in W .
These structures are illustrated in Figure 3. Note that a web W with core vertex v is a tree with
root v, and Cen(W ) ⊂ Int(W ).
Throughout Sections 5.2 and 5.3, we will define a parameter m as follows and assume that:
m :=
2
ε1
log3
(
450n
d
)
; 0 <
1
d
,
1
K
≪ ε1, 1
L
≤ 1; and log100 n ≤ d ≤ n
K
.
These assumptions imply the following useful inequalities (whose derivations we omit). If d/30 ≤
x ≤ n, then
ε(x) ≥ ε(n) > 1
m
; and also n ≥ Ldm100 and d ≥ m30. (5.2)
The following lemma guarantees a large collection of webs with disjoint interiors and is a key
ingredient in Section 5.3.
Lemma 5.7. Suppose that 0 < 1/d, 1/K ≪ ε1, 1/L ≤ 1 and n, d ∈ N with log100 n ≤ d ≤ n/K.
Let H be an n-vertex (ε1, d/30)-expander with d/10 ≤ δ(H) ≤ ∆(H) ≤ Ld. Then H contains 200d
webs W1, . . . ,W200d such that the following hold.
(i) Wi is an (m
3,m3, d/100, 4m)-web for all i ∈ [200d];
(ii) Int(W1), . . . , Int(W200d) are pairwise disjoint sets of vertices.
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v
u1
u2
uh0
h0
≤ h3
a single (h1, h2, h3)-unit F (uh0)
h1
≤ h3
h2
x1
x2
xh1
Figure 3. An (h0, h1, h2, h3)-web W .
One cannot hope that the webs themselves are disjoint. Indeed, the sum of the size of the exteriors
of the desired collection of webs is at least 200d ·m3 ·m3 · d/100 = 2d2m6, which is much larger
than n when d >
√
n.
We will prove Lemma 5.7 in the following two subsections. First we use many disjoint stars to
construct a large collection of disjoint units (Lemma 5.8). We then use these units to build the
desired webs.
5.2.1. From stars to units.
Lemma 5.8. Suppose that 0 < 1/d, 1/K ≪ ε1, 1/L ≤ 1 and n, d ∈ N with log100 n ≤ d ≤ n/K.
Let h1 ∈ [m10] and h2 ∈ [d/100]. Suppose that H is an n-vertex (ε1, d/30)-expander with d/10 ≤
δ(H) ≤ ∆(H) ≤ Ld. Let X ⊆ V (H) have size at most dm10. Then H −X contains a collection of
dm15/(h1h2) pairwise vertex-disjoint (h1, h2,m+ 2)-units.
We briefly sketch the proof of Lemma 5.8. Suppose we have already found some vertex-disjoint
units and wish to find another, F , to add to the collection. Remove those vertices in X ′ used in the
units that we have already found. Our graph H −X ′ contains a collection S of many large disjoint
stars since it is still almost regular. We partition the set of centres of stars in S into two groups U
and V . Then take a maximal collection P of short paths in H − X ′ which go between U and V ,
whose interiors are disjoint and do not intersect U or V . Note that these paths could intersect the
leaves of stars in S. We argue that this collection of paths can be extended unless there is some
v ∈ V which is the endpoint of every path in some large subset P ′ ⊆ P. Let U ′ ⊆ U be the non-v
endpoints of paths in P ′. Let v be the core vertex of F and the vertices I in paths of P ′ form the
interior of F . If a leaf of a U ′-centred star lies in I, remove it. Few such leaves are removed since
the paths in P ′ are short and the stars of S are large. The remaining leaves form the exterior of F .
Figure 4 illustrates the proof of Lemma 5.8.
Proof of Lemma 5.8. Note that dm15/(h1h2) vertex-disjoint (h1, h2,m + 2)-units together contain
at most (h1h2 + (m + 2)h1)dm
15/(h1h2) ≤ 1.1dm16 vertices. Thus it suffices to show that we can
find an (h1, h2,m+ 2)-unit in H −X ′ for an arbitrary X ′ ⊆ V (H) of size at most 2dm16 (then one
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v1
vi
vm20
u1
uj
uk
uℓ
um40
U
V
X ′
Pvi,uj
Figure 4. The proof of Lemma 5.8: a unit with core vertex vi ∈ V which avoids X ′.
can take X ′ to be the union of X and at most 1.1dm16 vertices in the units we have already built).
Fix such a set X ′. We first find many vertex-disjoint stars in H −X ′.
Claim 5.9. H −X ′ contains a collection of m50 pairwise vertex-disjoint d/50-stars.
Proof: Consider a maximal collection S of vertex-disjoint d/50-stars in H −X ′ and let X ′′ be the
set of vertices spanned by the stars of S. If S contains less than m50 stars, then |X ′′| ≤ dm50.
Then the fact that d/10 ≤ δ(H) ≤ ∆(H) ≤ Ld implies that
d(H −X ′ −X ′′) ≥ n · δ(H) − |X
′ ∪X ′′| · 2∆(H)
n
≥ d
10
− 2dm
50 · 2Ld
n
(5.2)
≥ d
50
.
Thus H −X ′ −X ′′ contains a d/50-star, contradicting to the maximality of S. 
By Claim 5.9, we can find m20 + m40 pairwise vertex-disjoint d/50-stars S(v1), . . . , S(vm20) and
S(u1), . . . , S(um40) in H −X ′ such that S(x) has centre x for all x ∈ {vi, uj : i ∈ [m20], j ∈ [m40]}.
Set V := {v1, . . . , vm20} and U := {u1, . . . , um40}. Let P be a maximal subset of U × V such that a
collection Q := {Pvi,uj : (vi, uj) ∈ P} of paths with the following properties exists.
(C1) Pvi,uj is a vi, uj-path in H of length at most m+ 2 which contains an edge of S(uj);
(C2) for each (vi, uj) ∈ P, Int(Pvi,uj) is disjoint from X ′ ∪ U ∪ V ;
(C3) all paths in Q are pairwise internally vertex-disjoint.
Let ΓP(vi) := {uj : (vi, uj) ∈ P}. We claim that there is a vi ∈ V such that
|ΓP(vi)| ≥ m10. (5.3)
Suppose to the contrary that |ΓP(vi)| < m10 for all i ∈ [m20]. Let
P ′ :=
⋃
(vi,uj)∈P
Int(Pvi,uj); J := {j ∈ [m40] : V (S(uj)) ∩ P ′ = ∅};
A :=
⋃
i∈[m20]
(V (S(vi))− {vi}); B :=
⋃
j∈J
(V (S(uj))− {uj}) and W := X ′ ∪ U ∪ V ∪ P ′.
We will construct a path between A and B which avoids W by using Lemma 5.3 to contradict the
maximality of P. In order to do this, we estimate the sizes of A,B and W . We have
|P ′| ≤
∑
(vi,uj)∈P
|Int(Pvi,uj)|
(C1)
≤
∑
(vi,uj)∈P
m ≤ m
∑
i∈[m20]
|ΓP(vi)| ≤ m ·m10 ·m20 = m31. (5.4)
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This implies that
|J | ≥ m40 − |P ′| ≥ m40 −m31 ≥ m
40
2
. (5.5)
Since the S(vi) are vertex-disjoint d/50-stars, we have
|A| =
∣∣∣∣∣∣
⋃
i∈[m20]
(V (S(vi))− {vi})
∣∣∣∣∣∣ ≥ m20 ·
d
50
≥ dm19, (5.6)
Also (5.5) implies that
|B| =
∣∣∣∣∣∣
⋃
j∈J
(V (S(uj))− {uj})
∣∣∣∣∣∣ ≥
m40
2
· d
50
≥ dm19. (5.7)
Recall that, by (5.2), d ≥ m30. Thus
|W | = |X ′|+ |U |+ |V |+ |P ′|
(5.4)
≤ 2dm16 +m40 +m20 +m31
(5.2)
≤ dm17 < 1
4
ε(dm19)dm19.
This together with (5.6) and (5.7) allows us to apply Lemma 5.3 with A,B,W and dm19 playing
the roles of X,X ′,W and x respectively. Then we can find a minimal path Q of length at most
2
ε1
log3(450n/d) = m in H −W from A to B. Then there exists i′ ∈ [m20] and j′ ∈ [m40] such that
each endpoint of Q belongs to S(vi′) and S(uj′). Then H[Q∪{vi′ , uj′}] contains a path Pvi′ ,uj′ from
vi′ to uj′ . Note that Pvi′ ,uj′ has length at most m+ 2.
Note that (vi′ , uj′) /∈ P because uj′ ∈ J and Q satisfies (C1). Let P ′ := P ∪ {(vi′ , uj′)} and
Q′ := Q∪{Pvi′ ,uj′}. We claim that (P ′,Q′) satisfies (C1)–(C3). Indeed, (P ′,Q′) satisfies (C1) since
every path in Q as well as Pvi′ ,uj′ has length at most m+2 and contains an edge of S(uj′). Also (C2)
holds because Int(Pvi′ ,uj′ ) ⊆ Q is disjoint from W = X ′ ∪ U ∪ V ∪ P ′ and Q satisfies (C2). Finally
(C3) is satisfied since Int(Pvi,uj) ⊆ Q is disjoint from P ′ =
⋃
(vi,uj)∈P Int(Pvi,uj) and Q satisfies
(C3). This contradicts the maximality of P, and thus there exists a vertex vi ∈ V satisfying (5.3).
Now we use vi to construct an (h1, h2,m+2)-unit as desired (see Figure 4). Let U
′ ⊆ NP(vi) be a
subset of U such that |U ′| = h1 ≤ m10. Let uj ∈ NP (vi) be arbitrary. Then by (C2) uj /∈ Int(Pvi,uj′ )
for any uj′ ∈ U ′, and also∣∣∣∣∣∣V (S(uj)) \

 ⋃
uj′∈U ′
Int(Pvi,uj′ )


∣∣∣∣∣∣ ≥
d
50
−m10 ·m ≥ d
100
≥ h2.
Thus V (S(uj)) \ (
⋃
uj′∈U ′ Int(Pvi,uj′ )) contains an h2-star S
′(uj) and
⋃
uj∈U ′(Pvi,uj ∪ S′(uj)) forms
an (h1, h2,m+ 2)-unit disjoint from X
′. This finishes the proof. 
5.2.2. From units to webs. We can now use Lemma 5.8 to prove Lemma 5.7 (and the proof itself is
similar).
Proof of Lemma 5.7. We iteratively construct (m3,m3, d/100, 4m)-webs W1, . . . ,W200d such that
Int(Wi) ∩ Int(Wj) = ∅ for all ij ∈
([200d]
2
)
. Suppose that we have constructed W1, . . . ,Wt for some
t < 200d. Let X :=
⋃
i∈[t] Int(Wi). Then
|X| ≤ 200d ·m3 ·m3 · 8m ≤ dm8. (5.8)
Now we construct an (m3,m3, d/100, 4m)-webWt+1 inH−X. Apply Lemma 5.8 withH,X,m5, d/100
playing the roles of H,X, h1, h2. Since dm
15(m5 · d/100)−1 ≥ m10 +m5, this implies that H −X
contains vertex-disjoint (m5, d/100,m+2)-units Fv1 , . . . , Fvm5 and Fu1 , . . . , Fum10 such that Fw has
core vertex w for all w ∈ {vi, uj : i ∈ [m5], j ∈ [m10]}.
Set V := {v1, . . . , vm5} and U := {u1, . . . , um10}. Let P ⊆ V × U be a maximal subset such that
a collection Q := {Pvi,uj : (vi, uj) ∈ P} of paths with the following properties exists. Recall the
definition of P (F,w) given in Definition 5.5.
(D1) Pvi,uj is a vi, uj-path of length at most 4m such that Pvi,uj = P (Fvi , vij)∪P ∗ij ∪P (Fuj , uij),
where vij ∈ Ext(Fvi), uij ∈ Ext(Fuj ) and P ∗ij is a vij, uij-path;
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vi
Fvi
v1
Fv1
vm5
Fv
m5
u1
Fu1
uj
Fuj
uk
Fuk
um10
Fu
m10
Pvi,u1
Pvi,uj
Wt+1
Q
X
U
V
Wt
Figure 5. The proof of Lemma 5.7: a web Wt+1 with core vertex vi whose interior
avoids X (the union of the interiors of W1, . . . ,Wt+1). Observe that Wt+1 can and
typically does intersect with the exteriors
⋃
i∈[t] Ext(Wi) of previously-built webs,
but it does not intersect with the interiors
⋃
i∈[t] Int(Wi) of previously-built webs.
(D2) for each (vi, uj) ∈ P, P ∗ij is of length at most m and disjoint from X ∪U ∪
⋃
k∈[m5] Int(Fvk),
and Pvi,uj is disjoint from X;
(D3) all paths in Q are pairwise internally vertex-disjoint.
Let NP(vi) := {uj : (vi, uj) ∈ P}. We claim that there is a vi ∈ V such that
|NP(vi)| ≥ m3. (5.9)
Suppose to the contrary that |NP(vi)| < m3 for all i ∈ [m5]. Let
P ′ :=
⋃
(vi,uj)∈P
Int(Pvi,uj ); J := {j ∈ [m10] : V (Fuj ) ∩ P ′ = ∅};
A :=
⋃
i∈[m5]
{w ∈ Ext(Fvi) : V (P (Fvi , w)) ∩ V (P ′) = ∅}; B :=
⋃
j∈J
Ext(Fuj ) and
C := P ′ ∪X ∪ U ∪
⋃
k∈[m5]
Int(Fvk).
We will construct a path between A and B which avoids C by using Lemma 5.3 to contradict the
maximality of P. In order to do this, we estimate the sizes of A,B and C.
Since each Pvi,uj ∈ Q has length at most 4m and no vi ∈ V satisfies (5.9), we have
|P ′| ≤
∑
i∈[m5]
∑
uj∈NP (vi)
|Int(Pvi,uj)| < m5 ·m3 · 4m = 4m9. (5.10)
Thus we have
|J | ≥ m10 − |P ′| ≥ m10 − 4m9 ≥ m
10
2
. (5.11)
For any i ∈ [m5], recall that Int(Fvi) consists of m5 pairwise internally vertex-disjoint paths. By
(D1), (D2) and the fact that |NP(vi)| < m3, the set P ′ contains at most m3 of these paths. Thus
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there are at least m5 −m3 ≥ m5/2 unused paths, implying that
|A| ≥
∑
i∈[m5]
m5
2
· d
100
− |P ′|
(5.10)
≥ dm
10
200
− 4m9 ≥ 10dm9.
Also
|B| =
∣∣∣∣∣∣
⋃
j∈J
Ext(Fuj )
∣∣∣∣∣∣ = |J | ·m5 ·
d
100
(5.11)
≥ dm
15
200
≥ 10dm9.
Then, by (5.2), (5.8) and (5.10),
|C| = |P ′|+ |X|+ |U |+
∣∣∣∣∣∣
⋃
k∈[m5]
Int(Fvk )
∣∣∣∣∣∣ ≤ 4m9 + dm8 +m10 +
∑
k∈[m5]
m5(m+ 2)
≤ 2dm8 ≤ 1
4
ε(10dm9) · 10dm9.
Thus, we can apply Lemma 5.3 with A,B,C, 10dm9 playing the roles of X,X ′,W, x respectively to
find a minimal path Q of length at mostm inH−C from v ∈ A to u ∈ B. Let i′ ∈ [m5] and j′ ∈ [m10]
be the indices such that v ∈ Ext(Fvi′ ) and u ∈ Ext(Fuj′ ). Then Pvi′ ,uj′ := Q∪P (Fvi′ , v)∪P (Fuj′ , u)
is a vi′ , uj′-path of length at most
m+ |P (Fvi′ , v)| + |P (Fuj′ , u)| ≤ m+ 2(m+ 3) ≤ 4m.
Note that by the definitions of J and B and the fact that Q satisfies (D1), we have (vi′ , uj′) /∈ P.
Let
P ′ := P ∪ {(vi′ , uj′)} and Q′ := Q∪ {Pvi′ ,uj′}.
We claim that (P ′,Q′) satisfies (D1)–(D3). It is easy to see that (D1) holds; while (D2) and (D3)
follow from (D1), Q ∩ C = ∅ and the fact that all units, in particular Fvi′ and Fuj′ , are in H −X.
This contradicts the maximality of P. Thus there exists a vertex vi ∈ V satisfying (5.9).
We can now construct the desired web (see Figure 5). Let U ′ ⊆ NP(vi) be a subset of U such
that |U ′| = m3. Let P ′′ := ⋃uj∈U ′ Int(Pvi,uj). Then |P ′′| ≤ |U ′| · 4m = 4m4. Recall that P ′′
does not contain any vertex in U by (D2) and that Fuj is an (m
5, d/100,m + 2)-unit for each
uj ∈ U ′. Thus Fuj − P ′′ contains an (m3, d/100,m + 2)-unit F ′uj because m5 − 4m4 ≥ m3. Then⋃
uj∈U ′
(
Pvi,uj ∪ F ′uj
)
is an (m3,m3, d/100, 4m)-web with core vertex vi in H−X. This finishes the
proof. 
5.3. Proof of Lemma 5.4 when d ≥ log100 n. Using Lemma 5.7, we are now able to prove
Lemma 5.4 assuming in addition that d ≥ log100 n. This is achieved via Theorem 1.5, the gen-
eral theorem about cycles in expander graphs stated in the introduction. We should note that
the assumption d ≥ log100 n is only used implicitly in the proof by applications of (5.2). Before
presenting the proof, we give a brief sketch. The desired cycle is found via an iterative procedure.
By Lemma 5.7 we can find a collection of webs W1, . . . ,W200d whose interiors are disjoint and let Z
be the set of core vertices of these webs and U ∈ ( Z100d). The aim is to find u1, . . . , uk, k ≥ 98d, in
U such that, for each i ∈ [k], there is a short ui, ui+1-path Pi which avoids Z and the centres of any
web not centred at ui or ui+1, and Int(P1), . . . , Int(Pi) are pairwise disjoint. If we can find such a
path Pi for all i ∈ [k] (where uk+1 := u1), then the concatenation of these paths is the desired cycle
CU . To achieve this, at the i
th step, we ensure that most webs, including the current web centred
at ui, have few of their interior vertices in the paths P1, . . . , Pi−1 which we have already created.
Then the exteriors of our webs are still large enough to exclude previously-built paths to find the
next path Pi between ui and some ui+1 as required.
Proof of Theorem 1.5. For given ε1, L we choose d0,K0 so that
0 <
1
d0
,
1
K0
≪ ε1, 1
L
≤ 1.
As in the rest of the section, we let m := 2ε1 log
3(450nd ), thus (5.2) holds. Since d ≥ d0,K ≥ K0,
Lemma 5.7 implies that we can find in H a collection W1, . . . ,W200d of (m
3,m3, d100 , 4m)-webs whose
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uip−1
uip
Wip
uip+1
Wip+1
Cen(Wip+1)
ui99d
ui99d−1
Pp
P
P99d−1
CU
Z \ U
Figure 6. The proof of Theorem 1.5: constructing a cycle CU . Here p ∈ [99d] is the
smallest index such that Wip is a good web (so the web Wip−1 enclosed in a dashed
box is bad, i.e. its interior is over-used by the paths Pj). Paths Pj can intersect the
interior of a web but not its centre.
interiors Int(W1), . . . , Int(W200d) are pairwise disjoint. Let Z := {u1, . . . , u200d} where ui is the core
vertex of Wi for all i ∈ [200d]. Fix an arbitrary 100d-set U in Z. Without loss of generality, assume
that U = {u1, . . . , u100d}. First, we show that there exists an index set I = {i1, . . . , i99d} ⊆ [100d]
and a collection Q = {Pℓ : ℓ ∈ [99d − 1]} of paths satisfying the following. For each ℓ ∈ [99d − 1],
(B1) Pℓ is a uiℓ , uiℓ+1-path of length at most 18m;
(B2) Int(Pℓ) is disjoint from
⋃
k∈[200d]\{iℓ,iℓ+1}Cen(Wk) ∪ Z;
(B3) Int(Pℓ) and Int(Pk) are disjoint for all k ∈ [99d − 1] \ {ℓ};
(B4) |Int(Wiℓ+1) ∩
⋃
k∈[ℓ] V (Pk)| < 2m2.
To find such an (I,Q), we will build a path between pairs in U avoiding vertices used in previously-
built paths and the centres of all other webs. During the process, we will skip a web if its interior
is ‘over-used’.
Assume we have built P1, . . . , Ps and determined i1, . . . , is+1 with s < 99d − 1 satisfying (B1)–
(B4). Since index set {1} with the empty collection of paths satisfies (B1)–(B4), such a collection
{P1, . . . , Ps} exists. Let P ′ :=
⋃
k∈[s] Int(Pk). For i ∈ [200d], we say a web Wi is bad if |Int(Wi) ∩
P ′| ≥ 2m2, and good otherwise. Note that (B4) implies that Wis+1 is good. By (B1),
|P ′| ≤ 18m · s ≤ 1800dm. (5.12)
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Claim 5.10. Let Wj1 and Wj2 be two good webs. Then there exists a path P of length at most 18m
in H from uj1 to uj2 such that Int(P ) is disjoint from P
′ ∪ Z ∪⋃k∈[200d]\{j1,j2}Cen(Wk).
Proof: For k ∈ [2], let Ak := {w ∈ Ext(Wjk) : V (P (Wjk , w)) ∩ P ′ = ∅}. Since both Wj1 ,Wj2 are
good webs, P ′ intersects at most 2m2 of the paths of Wjk in their interiors. Thus,
|Ak| ≥ (m3 − 2m2) ·m3 · d
100
− |P ′|
(5.12)
≥ dm
6
200
− 1800dm ≥ dm
6
300
.
Note that |Cen(Wk)| ≤ 4m(m3 + 1) for all k ∈ [200d]. Let
C := P ′ ∪
⋃
k∈[200d]\{j1,j2}
Cen(Wk) ∪ Z.
Thus (5.2) and (5.12) imply that
|C| ≤ |P ′|+
∑
k∈[200d]\{j1,j2}
|Cen(Wk)|+ |Z| ≤ 1800dm + 200d · 4m(m3 + 1) + 200d
≤ 1000dm4 ≤ 1
4
· ε
(
dm6
300
)
· dm
6
300
.
Thus by applying Lemma 5.3 with A1, A2, C, dm
6/300 playing the roles of X,X ′,W, x respectively,
there exists a path Q of length at most m in H between w1 ∈ A1 and w2 ∈ A2 avoiding C. Then
Q ∪ P (Wj1 , w1) ∪ P (Wj2 , w2) contains a uj1 , uj2-path P and
|P | ≤ |Q|+ |P (Wj1 , w1)|+ |P (Wj2 , w2)| ≤ m+ 2(4m+ 4m+ 1) ≤ 18m.
By the choice of A1, A2 and the fact that the Cen(Wk) sets are all pairwise disjoint, Int(P ) is disjoint
from P ′ ∪ Z ∪⋃k∈[200d]\{j1,j2}Cen(Wk). 
Since the interiors of W1, . . . ,W200d are pairwise disjoint, (5.12) implies that the number of webs
whose interiors contain at least m2 vertices of P ′ is at most
1800dm
m2
<
d
2
. (5.13)
Since s < 99d− 1, we can choose is+2 ∈ U \ {i1, . . . , is+1} such that
|Int(Wis+2) ∩ P ′| ≤ m2. (5.14)
Recall that Wis+1 is good. Thus by Claim 5.10, there is a uis+1 , uis+2-path Ps+1 of length at most
18m. Then it is easy to see that {i1, . . . , is+2} together with P1, . . . , Ps+1 satisfy (B1)–(B3) since
Int(Ps+1) is disjoint from P
′ ∪⋃k∈[200d]\{iℓ,iℓ+1} Cen(Wk) ∪ Z. Moreover,∣∣∣∣∣∣Int(Wis+2) ∩
⋃
k∈[s+1]
V (Pk)
∣∣∣∣∣∣ =
∣∣Int(Wis+2) ∩ P ′∣∣+ |Int(Wis+2) ∩ Ps+1| (5.14)≤ m2 + 18m < 2m2,
so (B4) also holds. Therefore, we can repeat this process until s = 99d − 1, upon which we obtain
the desired (I,Q) satisfying (B1)–(B4).
Observe that, as before, (5.13) implies that less than d/2 indices k ∈ [100d] \ I are such that Wk
is bad. Let p ∈ [99d] be the minimum index such that Wip is a good web (see Figure 6). Note that
Wi99d is good by (B4). Then p ≤ d/2 and so |{ip, ip+1, . . . , i99d}| > 98d. By (B1), (B2) and (B3), the
concatenation of Pp, Pp+1, . . . , P99d−1 is a uip , ui99d-path avoiding Z \U . By Claim 5.10, there exists
a uip , ui99d-path P of length at most 18m such that Int(P ) is disjoint from
⋃
k∈[99d−1] Int(Pk) ∪Z ∪⋃
k∈[200d]\{ip,i99d}Cen(Wk). Thus, the concatenation of Pp, Pp+1, . . . , P99d−1, P form a cycle CU , as
in Figure 6. Finally, by (B1), (B2) and Claim 5.10,
V (CU ) ∩ Z = {uip , uip+1 , . . . , ui99d} ∈
(
U
≥ 98d
)
,
completing the proof of the theorem. 
The proof of Lemma 5.4 in the case when d ≥ log100 n now follows easily since there are not
many distinct U,U ′ such that CU ∩ Z and CU ′ ∩ Z are equal. That is, the cycles CU are ‘almost
distinguishable’ by their intersection with Z.
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Proof of Theorem 1.5 ⇒ Lemma 5.4 when d ≥ log100 n. Apply Theorem 1.5 to obtain a set Z ⊆
V (H) of size 200d such that, for every subset U ⊆ Z of size 100d, there exists a cycle CU with
V (CU ) ∩ Z ∈
( U
≥98d
)
.
Fix an arbitrary cycle C in H such that V (C) ∩ Z has size 98d ≤ |V (C) ∩ Z| ≤ 100d. There are
at most
( |Z|−|V (C)∩Z|
100d−|V (C)∩Z|
)
ways to choose a 100d-set U ⊆ Z containing V (C) ∩ Z. In other words, for
a fixed cycle C in H,
|{U ⊆ Z : V (CU ) = V (C)}| ≤
( |Z| − |V (C) ∩ Z|
100d− |V (C) ∩ Z|
)
≤
(
102d
2d
)
.
Therefore the number of Hamiltonian subsets in H is
c(H) ≥
( |Z|
100d
)
(102d
2d
) ≥ 250d,
as desired. 
5.4. Proof of Lemma 5.4 when d ≤ log100 n. In this section, we finish the proof of Lemma 5.4
by proving it under the additional assumption that d ≤ log100 n. The proof will follow easily from
the next result.
Lemma 5.11. Let 0 < 1/d≪ ε1, 1/L ≤ 1. Suppose that H is an n-vertex (ε1, d/30)-expander with
d ≤ log100 n and d/10 ≤ δ(H) ≤ ∆(H) ≤ Ld. Then H contains a set Z of size 200d such that for
every subset U ⊆ Z of size 100d, there exists a cycle CU with V (CU ) ∩ Z = U .
First let us see how this implies Lemma 5.4. Let Z be the set guaranteed in Lemma 5.11. Then
for distinct 100d-sets U,U ′ ⊆ Z, their corresponding cycles CU and CU ′ can be distinguished in Z,
implying that c(H) ≥ (200d100d) > 250d as desired.
The idea of the proof of Lemma 5.11 is as follows. Since H has small maximum degree, we can
choose Z to be a set of 200d vertices which are very far apart in H. Let U := {u1, . . . , u100d} ⊆ Z.
We will obtain the desired cycle CU via an iterative procedure. For each i ∈ [100d] we will obtain
a path Pi between ui and ui+1 (where u100d+1 := u1) which avoids the rest of Z and the interiors
of previously-built paths. The concatenation of these paths is the desired cycle CU . To enable the
iteration to be completed, we ensure that there is a large set of vertices within a short distance of
ui, and similarly for ui+1, which have not been used in previously-built paths. Lemma 5.3 implies
that there is a short path Pi between these two large sets which avoids existing paths. We then
extend Pi into a ui, ui+1-path, as required.
To prove Lemma 5.11, we need the following result from [27] (Lemma 5.5 when taking s = 5 and
q = 1). To state it we need some notation. Given an integer r ≥ 0, graph G and X ⊆ V (G), define
BrG(X) to be the ball of radius r around X; that is, the set of vertices at distance at most r from
X in G. For r ≥ 1, define ΓrG(X) by setting
ΓrG(X) := B
r
G(X) \Br−1G (X).
So ΓrG(X) is the r
th sphere around X, i.e. the set of vertices at distance exactly r from X. If
v ∈ V (G), we write ΓrG(v) as shorthand for ΓrG({v}) and similarly abbreviate BrG({v}).
Lemma 5.12 ([27]). Let 0 < 1/d ≪ ε1 ≤ 1 and n ∈ N be such that d ≤ log100 n, and set
r := (log log n)5. Let H be an n-vertex (ε1, d/30)-expander with δ(H) ≥ d/10. Let v ∈ V (H)
and u ∈ BrH(v), and let P be a shortest u, v-path in BrH(v). Then |BrH′(v)| ≥ d log7 n, where
H ′ := H − (V (P ) \ {v}).
Proof of Lemma 5.11. Since 1/d≪ 1 and d ≤ log100 n, we have 1/n≪ 1. Let
r := (log log n)5 and k := (log n)7/8.
Note that
∆(H) ≤ Ld ≤ d2 ≤ log200 n. (5.15)
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Qi+1i
Qi+1i+1
vi
ui
vi+1
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Q
Figure 7. The proof of Lemma 5.11: the construction of Pi = Q
i
i ∪Q ∪Qi+1i . The
red line is a segment of CU , the concatenation of P1, . . . , P100d.
We first show that there exists a set of 200d vertices Z whose pairwise distances are all greater than
2k. In other words, for all distinct z, z′ ∈ Z, we have that BkH(z) ∩BkH(z′) = ∅. Indeed, given such
a set Z with |Z| < 200d, by (5.15) and the fact that 1/n≪ 1,
|B2k(Z)| ≤ |Z| ·
∑
0≤i≤2k
∆(H)i < 2|Z| ·∆(H)2k < 400d · (log200 n)2k < n.
So we can add another vertex in V (G) \B2k(Z) that is at distance greater than 2k from Z. Thus
such a set Z with |Z| = 200d exists.
By applying Lemma 5.12 with the empty path from v to v playing the role of P , for every z ∈ Z
we have that
|BrH(z)| ≥ d log7 n. (5.16)
Fix an arbitrary 100d-set U ⊆ Z, say U = {v1, . . . , v100d}, and let v100d+1 := v1 and v0 := v100d.
Let I ⊆ [100d] be a maximal subset such that there exists a collection Q = {Pj : j ∈ I} satisfying
the following properties.
(E1) For each j ∈ I, Pj is a vj, vj+1-path with length at most 2 log4 n;
(E2) the paths in Q are pairwise internally vertex-disjoint;
(E3) for every j ∈ I, the path Pj is disjoint from
⋃
p∈[100d]\{j,j+1}B
r
H(vp) ∪ (Z \ U);
(E4) every j ∈ I such that j + 1 /∈ I satisfies |BrH−(V (Pj)\{vj+1})(vj+1)| ≥ d log7 n;
(E5) every j ∈ I such that j − 1 /∈ I satisfies |BrH−(V (Pj)\{vj})(vj)| ≥ d log7 n.
Note that such a maximal subset exists as by (5.16), we have that (I,Q) = ({1}, ∅) satisfies
(E1)–(E5). We show next that I = [100d]. Indeed, suppose that there exists i ∈ [100d] \ I. Let
P ′ :=
⋃
j∈I
Int(Pj), W
′ :=
⋃
p∈[100d]\{i,i+1}
BrH(vp), and W := P
′ ∪W ′ ∪ (Z \ U).
We would like to estimate the sizes of P ′,W ′ and W . Firstly,
|P ′|
(E1)
≤ |I| · 2 log4 n < 100d · 2 log4 n ≤ d log5 n. (5.17)
By (5.15) and since 1/n≪ 1,
|W ′| ≤ 100d ·
∑
0≤ℓ≤r
(log200 n)ℓ ≤ 100 log100 n · 2 log200r n ≤ log300r n = e300(log logn)6 ≤ elog
1
5 n.
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This implies that
|W | ≤ |P ′|+ |W ′|+ |Z \ U | ≤ d log5 n+ elog
1
5 n + 100d <
1
4
ε(elog
1
4 n)elog
1
4 n. (5.18)
Note that (E3) implies that
BrH−P ′(vi) =
{
BrH(vi) if i− 1 /∈ I
BrH−(V (Pi−1)\{vi})(vi) if i− 1 ∈ I
and (5.19)
BrH−P ′(vi+1) =
{
BrH(vi+1) if i+ 1 /∈ I
BrH−(V (Pi+1)\{vi+1})(vi+1) if i+ 1 ∈ I.
Now we prove the following claim.
Claim 5.13. For p ∈ {i, i + 1}, we have that
(i) |BrH−P ′(vp)| ≥ d log7 n;
(ii) |BkH−P ′(vp)| ≥ elog
1/4 n.
Proof: Assertion (i) is a simple consequence of (5.16), (E4) and (E5). Indeed, (E4) and (E5) imply
that, if i − 1 ∈ I, then |BrH−P ′(vi)| ≥ d log7 n; and if i + 1 ∈ I, then |BrH−P ′(vi+1)| ≥ d log7 n. If
i − 1 /∈ I, then |BrH−P ′(vi)| = |BrH(vi)| ≥ d log7 n by (5.16) and (5.19), and similarly if i + 1 /∈ I,
then |BrH−P ′(vp)| ≥ d log7 n. This proves (i).
For (ii), let X be a set with d log7 n ≤ |X| ≤ elog1/4 n. Then, since ε(x) is decreasing,
ε(|X|) ≥ ε(elog1/4 n) = ε1
log2 450e
log1/4 n
d
>
ε1
log1/2 n
. (5.20)
Since H is an (ε1, d/30)-expander and |X| ≥ d log7 n, if X ∩ P ′ = ∅, then
|ΓH−P ′(X)| ≥ |ΓH(X)| − |P ′| ≥ ε(|X|)|X| − |P ′|
(5.17),(5.20)
≥ ε1
2 log1/2 n
|X|. (5.21)
Note that for ℓ ≥ r, (i) implies that |BℓH−P ′(vp)| ≥ |BrH−P ′(vp)| ≥ d log7 n. Thus, if |BℓH−P ′(vp)| <
elog
1/4 n, then, as BℓH−P ′(vp) ∩ P ′ = ∅, applying (5.21) with X = BℓH−P ′(vp) we have
|Bℓ+1H−P ′(vp)| = |BℓH−P ′(vp)|+ |ΓH−P ′(BℓH−P ′(vp))|
(5.21)
≥
(
1 +
ε1
2 log1/2 n
)
|BℓH−P ′(vp)|.
Thus, if |BℓH−P ′(vp)| < elog
1/4 n for all ℓ < k, then
log |BkH−P ′(vp)| ≥ log
(
1 +
ε1
2 log1/2 n
)k−r
+ log |BrH−P ′(vp)| ≥
ε1(k − r)
4 log1/2 n
> log1/4 n,
completing the proof of (ii). 
Observe that, for p ∈ {i, i + 1}, as all the balls BkH(z) with z ∈ Z are pairwise disjoint, the
definitions of W ′ and W imply that
|BkH−W (vp)| = |BkH−P ′(vp)| ≥ elog
1/4 n. (5.22)
Together with (5.18), this allows us to apply Lemma 5.3 with BkH−W (vi), B
k
H−W (vi+1),W and
elog
1/4 n playing the roles of X,X ′,W and x respectively to show the existence of a path of length
log4 n between BkH−W (vi) and B
k
H−W (vi+1) in H − W . Let Q be a shortest such path, up :=
BkH−W (vp) ∩Q and Qpi be a shortest path from vp to up in H −W for p ∈ {i, i+ 1} (see Figure 7).
Now define
Pi := Q
i
i ∪Q ∪Qi+1i , I ′ := I ∪ {i} and Q′ := Q∪ {Pi}.
Note that |Pi| ≤ |Q| + 2k ≤ 2 log4 n, thus Q′ satisfies (E1). Since Pi ∩W = ∅, Q′ satisfies (E2)
and (E3). For (E4), set P ′′ = P ′ ∪ (Pi \ {vi+1}). If i + 1 /∈ I ′, then i + 1 /∈ I, so (5.19) and (5.22)
imply that BrH−W (vi+1) = B
r
H−P ′(vi+1) = B
r
H(vi+1). This, together with the fact that Q
i
i ∪ Q is
disjoint from BrH−W (vi+1), implies that
BrH−P ′′(vi+1) = B
r
H−(V (Pi)\{vi+1})(vi+1) = B
r
H−(V (Qi+1i )\{vi+1})
(vi+1).
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Since Qi+1i is a shortest path between vi+1 and ui+1 in H −W , it is also shortest in H by the
definition of W . Thus Lemma 5.12 with vi+1, Q
i+1
i playing the roles of v and P implies that (E4)
for j = i. For j ∈ I ′ \ {i}, (E4) holds since Q satisfies (E4) and Q′ satisfies (E3). Similarly, (E5) is
also satisfied. This contradicts the maximality of I. Thus I = [100d].
We claim that the concatenation of P1, . . . , P100d forms the desired cycle CU . That CU is a cycle
follows from (E1) and (E2). Furthermore, CU contains no vertices in Z \U by (E3), and U ⊆ V (CU )
by (E1). Thus V (CU )∩Z = U , as required. This completes the proof of the lemma, and hence the
proof of Lemma 5.4. 
6. The proof of Theorem 1.3
We will need the following definitions.
Definition 6.1 (cut vertex, block, block graph, leaf block). A cut vertex x of a graph G is such
that G−x has more components than G. A block of G is a maximal subgraph H ⊆ G such that no
vertex of H is a cut vertex of H. The blocks of G form a partition of E(G), and any two blocks have
at most one vertex in common. Note that a block is an induced subgraph. The block graph BL(G)
is the graph whose vertex set is the set of blocks of G, where two blocks are joined by an edge in
BL(G) whenever they share a vertex in G. A leaf block of G is a block which contains exactly one
cut vertex of G (so it has degree one in BL(G)). Since BL(G) is always a forest, there are at least
two leaf blocks of G unless G is 2-connected. Note also that every cut vertex has degree at least
two in every block containing it, when that block is not a single edge.
Now we start the main proof.
Proof of Theorem 1.3. Let 0 < α ≤ 1. We choose ε1,K,L so that
0 <
1
d0
≪ 1
K
≪ 1
L
≪ ε1, α ≤ 1 where ε1 ≤ 1
130
. (6.1)
Now, let d ≥ d0 be an integer. Assume that G is a counterexample to Theorem 1.3 such that
n := |G| is minimal. Then d(G) ≥ d; G /∈ {Kd+1,Kd+1 ∗Kd} and c(G) < (2 − α)2d+1. Since Kd+1
is the only graph with average degree at least d on d+ 1 vertices, we have n ≥ d+ 2.
Claim 6.2. For any V ′ ( V (G), we have d(G[V ′]) ≤ d. Also we have δ(G) ≥ d/2.
Proof: Suppose that there is some V ′ ( V (G) for which d(G[V ′]) > d. Then G[V ′] /∈ {Kd+1,Kd+1 ∗
Kd} since both Kd+1 and Kd+1 ∗ Kd have average degree exactly d. Thus the minimality of G
implies that G[V ′] is not a counterexample to Theorem 1.3. Then c(G) ≥ c(G[V ′]) ≥ (2 − α)2d+1,
a contradiction.
Assume now that there exists a vertex x ∈ V (G) such that dG(x) < d/2. Then
d(G− x) = 2e(G) − 2dG(x)
n− 1 >
dn− d
n− 1 = d,
a contradiction to the first part of the claim. 
Next, we show that G contains a large 2-connected subgraph which essentially inherits the average
degree of G. To see this, we need the following claim.
Claim 6.3. If G is not 2-connected, then for any leaf block F ⊆ G, the following hold.
(i) δ2(F ) ≥ d/2; |F | ≥ d and d(F ) ≥ d− 1;
(ii) If in addition d+ 1 ≤ |F | ≤ 1.19d, then c(F ) ≥ (1− α/2)2d+1.
Proof: Fix a leaf block F ( G and let x be the corresponding cut vertex, i.e. the only vertex in F
which has neighbours outside of F . Note that δ2(F ) ≥ δ(G) ≥ d/2 by Claim 6.2.
Let G′ := G− (V (F ) \ {x}). Let n′ := |G′|. Then we have
n = |F |+ n′ − 1, and e(G) = e(F ) + e(G′).
By Claim 6.2, we have d(F ) ≤ d and d(G′) ≤ d. Thus,
e(F ) = e(G) − e(G′) ≥ dn/2− dn′/2 = d(|F | − 1)/2.
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Since every vertex of F has at most |F | − 1 neighbours in F , this implies that
|F | − 1 ≥ d(F ) ≥ d(|F | − 1)|F | = d−
d
|F | .
Rearranging this, we see that
|F | ≥ d, and d(F ) ≥ d− 1, (6.2)
proving (i).
To prove (ii), suppose now that d+ 1 ≤ |F | ≤ 1.19d. Since x is a cut vertex, we have
δ(F ) ≥ min{δ(G), dF (x)} and δ(F − x) ≥ δ(G) − 1 ≥ (d− 2)/2 (6.3)
by Claim 6.2. If dF (x) ≥ (d − 1)/2, then (6.3) implies that δ(F ) ≥ (d− 1)/2. Since 1/(d − 1)≪ α
and |F | ≤ 1.19d ≤ 1.2(d− 1), we can apply Lemma 4.1 to F with d− 1 playing the role of d to see
that c(F ) ≥ (1− α/2)2|F | ≥ (1− α/2)2d+1 as desired.
So we may assume that dF (x) < (d − 1)/2. We claim that |F | ≥ d+ 2. Indeed, if this is not so,
then
(d− 1)|F |
(6.2)
≤ 2e(F ) ≤ 2
(|F | − 1
2
)
+ 2dF (x) < (|F | − 1)(|F | − 2) + (d− 1) ≤ (d− 1)|F |,
a contradiction. Thus, |F − x| ≥ d+ 1. Note that
d(F − x) = 2e(F ) − 2dF (x)|F | − 1
(6.2)
>
(d− 1)|F | − (d− 1)
|F | − 1 = d− 1.
Then by (6.3) and the fact that 1/(d− 2)≪ α and |F | − 1 ≤ 1.19d − 1 ≤ 1.2(d − 2), we can apply
Lemma 4.1 to F − x with d− 2 playing the role of d to get c(F ) ≥ c(F − x) ≥ (1− α/2)2d+1. 
The next claim guarantees a large 2-connected subgraph G1 of G, which still has average degree at
least roughly d.
Claim 6.4. There exists G1 ⊆ G such that
(i) G1 is 2-connected;
(ii) d− 1 ≤ d(G1) ≤ 4d;
(iii) δ2(G1) ≥ d/2;
(iv) |G1| ≥ K2d.
Proof: Suppose first that G is 2-connected. Then we set G1 := G. Then d(G1) ≤ 4d, since
otherwise Theorem 1.2 implies c(G) ≥ 22d, a contradiction. By Claim 6.2, δ(G1) ≥ d/2. We are
left to show that |G1| = n ≥ K2d. Recall that n ≥ d + 2. If n ≤ 1.2d, then by Lemma 4.1,
c(G) ≥ (1 − α/2)2n ≥ (2 − α)2d+1, a contradiction. Thus we can assume that 1.2d ≤ n < K2d.
Applying Lemma 4.2 with G, d and K2 playing the roles of G, d and K respectively, we have that
c(G) ≥ 2(1+1/200)d ≥ (2− α)2d+1, a contradiction.
We may therefore assume that G is not 2-connected. Then G contains at least two leaf blocks
G1, G2, where |G1| ≥ |G2|. Then by Claims 6.2 and 6.3(i), for i ∈ [2] we have that
δ2(Gi) ≥ d/2; |Gi| ≥ d and d− 1 ≤ d(Gi) ≤ d. (6.4)
We may assume that
d ≤ |G2| ≤ |G1| < K2d,
otherwise G1 is the desired subgraph, as above. We distinguish the following three cases.
Case 1: |G1| ≥ 1.19d.
Then applying Lemma 4.2 to G1 with d − 1 and K2 playing the roles of d and K respectively, we
get c(G1) ≥ 2(1+1/200)(d−1) ≥ (2− α)2d+1, a contradiction.
Case 2: d+ 1 ≤ |G2| ≤ |G1| ≤ 1.19d.
Then Claim 6.3(ii) implies that for i ∈ [2], c(Gi) ≥ (1 − α/2)2d+1. Thus c(G) ≥ c(G1) + c(G2) ≥
(2− α)2d+1, a contradiction.
Case 3: |G2| = d.
30 JAEHOON KIM, HONG LIU, MARYAM SHARIFZADEH AND KATHERINE STADEN
Note that since d(G2) ≥ d− 1 from (6.4), G2 is isomorphic to Kd. Let x2 be the cut vertex of G in
G2. Consider the graph G
∗ := G− (V (G2) \ {x2}). Then
d(G∗) =
2e(G∗)
|G∗| =
2e(G) − 2e(G2)
n− d+ 1 ≥
dn− d(d− 1)
n− d+ 1 = d.
Since c(G∗) ≤ c(G) < (2−α)2d+1, the minimality of G implies that G∗ is isomorphic to either Kd+1
or Kd+1 ∗Kd. If G∗ ∼= Kd+1, then G = Kd+1 ∗Kd, a contradiction. If G∗ ∼= Kd+1 ∗Kd, then
c(G) = c(G2) + c(G
∗) = 2c(Kd) + c(Kd+1) ≥ (2− α)2d+1,
a contradiction. 
Let G1 ⊆ G be the subgraph guaranteed by Claim 6.4. The following claim states that, if H is any
subgraph of G1 with large average degree, then the average degree remains large after removing any
small subset of vertices U . The claim will then be used to find expander subgraphs of G1 which are
almost regular.
Claim 6.5. Suppose that U is a subset of V (G1) such that |U | ≤ 10|G1|/L. Then d(G1 − U) ≥
0.9(d − 1).
Proof: We may assume that |U | = 10|G1|/L. (Indeed, if not, we can take 10|G1|/L− |U | vertices in
V (G1) \ U of largest degree and add them to U to obtain U ′ such that d(G1 − U) ≥ d(G1 − U ′).)
Let B := V (G1)\U and suppose to the contrary that d(G1[B]) < 0.9(d−1). Claim 6.2 implies that
d(G1[U ]) ≤ d. Let H := G1[B,U ]. Then, since |U | = 10|G1|/L and 1/L≪ 1,
2e(H) = 2(e(G1)− e(G1[U ])− e(G1[B]))
≥ (d− 1)|G1| − d|U | − 0.9(d − 1)(|G1| − |U |)
≥ (d− 1)|G1|
10
− 10d|G1|
L
≥ d|G1|
20
. (6.5)
Thus d(H) ≥ d/20. Let t := |G1|/|U | = L/10.
If H contains a subgraph H ′ with d(H ′) ≥ 3d, then Theorem 1.2 implies that
c(G) ≥ c(H ′) ≥ 23d/2,
a contradiction. Thus we may thus assume that every subgraph of H has average degree at most
3d. Let
B′ :=
{
v ∈ B : dH(v) ≥ d
100
}
.
Then by the definition of B′, we have
e(G1[U,B
′]) = e(H)− e(G1[U,B \B′])
(6.5)
≥ d|G1|
40
− d(|G1| − |B
′|)
100
≥ d|G1|
100
=
dt|U |
100
.
Since every subgraph of H has average degree at most 3d, we have
dt|U |
50(|U | + |B′|) ≤
2e(G1[U,B
′])
|U |+ |B′| ≤ d(H[U,B
′]) ≤ 3d.
Thus by the fact that t = L/10 and 1/L≪ 1,
|B′| ≥ (t− 150)|U |
150
≥ t|U |
200
. (6.6)
Let B′′ ⊆ B′ be a subset of B′ with
|B′′| = t1/2|U | = |G1|
t1/2
≥ K
2d
(L/10)1/2
> Kd,
where we used Claim 6.4(iv) and that 1/K ≪ 1/L. Now, for each such B′′, we define a cycle CB′′ .
Let H ′ := H[B′′, U ]. Then again, since dH(v) ≥ d/100 for all v ∈ B′′,
d(H ′) =
2e(H ′)
|H ′| ≥
d|B′′|/100
|B′′|+ |U | ≥
d|B′′|/100
2|B′′| ≥
d
200
.
Thus by Theorem 3.3, H ′ contains a cycle of length at least d/200. Let CB′′ be any such cycle, then
we have (V (CB′′) \ U) ⊆ B′′ and |V (CB′′) ∩B′| ≥ d/400.
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For a cycle C in H, V (C) = V (CB′′) holds for at most( |B′| − |V (C) ∩B′|
|B′′| − |V (C) ∩B′|
)
≤
( |B′| − d/400
t1/2|U | − d/400
)
distinct subsets B′′ ⊆ B′ of size t1/2|U |. Thus, we get
c(G) ≥ c(H) ≥
∑
|B′′|=t1/2|U |
( |B′| − d/400
t1/2|U | − d/400
)−1
=
( |B′|
t1/2|U |
)( |B′| − d/400
t1/2|U | − d/400
)−1
=
|B′|(|B′| − 1) . . . (|B′| − d/400 + 1)
t1/2|U |(t1/2|U | − 1) . . . (t1/2|U | − d/400 + 1)
(6.6)
≥
(
t1/2
400
) d
400
≥
(
L1/2
4000
) d
400
≥ 22d,
a contradiction. Note that we get the final inequality since 1/L ≪ 1. Thus d(G1[B]) ≥ 0.9(d − 1),
as required. 
Define
U := {v ∈ G1 : dG1(v) ≥ Ld}.
Then
|U | ≤ 5|G1|/L, (6.7)
otherwise
d(G1) ≥ Ld|U ||G1| ≥ 5d,
contradicting Claim 6.4(ii). Clearly, ∆(G1 − U) ≤ Ld, and by Claim 6.5,
d1 := d(G1 − U) ≥ 0.9(d − 1) ≥ 0.89d. (6.8)
Observe that ε1 ≤ 1130 and
0.89
(
1− 13ε1
log 3
)
(6.1)
> 0.8 and
ε1d1
6 log2(5/( 130 ))
(6.8)
≥ 0.89ε1d0
6 log2(150)
(6.1)
≥ 2.
Thus we can apply Lemma 5.2 to G1 − U with 13, ε1, 1/30 and d1 playing the roles of C, ε1, c′ and
d respectively to find a 2-connected (ε1, d1/30)-expander H1 ⊆ G1 − U such that
d(H1) ≥ 0.8d; δ(H1) ≥ 0.4d; and ∆(H1) ≤ Ld.
Since 1/d, 1/K ≪ ε1, 1/L ≤ 1 from (6.1), if |H1| ≥ Kd, we can apply Lemma 5.4 with d, ε1 and L
playing the roles of d, ε1 and L respectively to see that
c(G) ≥ c(H1) ≥ 250d, (6.9)
a contradiction. Thus we have |H1| ≤ Kd and consequently (6.1) and Claim 6.4(iv) imply that
|U ∪ V (H1)|
(6.7)
≤ 5|G1|
L
+Kd ≤ ( 5
L
+
1
K
)|G1| ≤ 10|G1|
L
.
Thus Claim 6.5 applied with U ∪ V (H1) playing the role of U implies that d2 := d(G1 −U −H1) ≥
0.9(d − 1) ≥ 0.89d. Apply Lemma 5.2 to G1 − U −H1 with 13, ε1, 1/30 and d2 playing the roles of
C, ε1, c
′ and d respectively to see, as before, that G1 − U −H1 contains a 2-connected (ε1, d2/30)-
expander H2 such that
d(H2) ≥ 0.8d; δ(H2) ≥ 0.4d; and ∆(H2) ≤ Ld.
In a similar way as we obtained (6.9), we may assume |H2| ≤ Kd.
We have shown that G1 contains two vertex-disjoint expanders H1,H2. Recall that G1 is 2-
connected by Claim 6.4(i). Thus we can choose two minimal vertex-disjoint paths P1 and P2 from
V (H1) to V (H2) in G1. Assume that P1 is from x1 ∈ V (H1) to x2 ∈ V (H2) and P2 is from
y1 ∈ V (H1) to y2 ∈ V (H2).
Then for any path P in H1 from x1 to y1 and any path P
′ in H2 from x2 to y2, we obtain a cycle
C(P,P ′) with edge-set E(P ) ∪ E(P ′) ∪ E(P1) ∪ E(P2). That is,
V (P ) ∪ V (P ′) ∪ V (P1) ∪ V (P2)
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forms a Hamiltonian subset. Thus c(G) ≥ px1y1(H1) · px2y2(H2). Applying Lemmas 4.1 and 4.2 to
Hi, for i ∈ [2], and with 0.8d playing the role of d, we get
c(G) ≥ px1y1(H1) · px2y2(H2) ≥ 20.89·0.8d · 20.89·0.8d ≥ 21.4d,
a contradiction. Thus the counterexample does not exist for any d ≥ d0 and we have shown that,
in this range, d(G) ≥ (2− α)2d+1 as long as d(G) ≥ d and G /∈ {Kd+1,Kd+1 ∗Kd}. This completes
the proof of Theorem 1.3. 
7. Concluding remarks
In this paper, we proved Conjecture 1.1 for all large d. The most obvious remaining open question
is to extend this to all d. As we rely on the regularity lemma, we cannot hope to apply our techniques
here.
Our proof of Komlo´s’s conjecture can also be adapted to prove Theorem 1.4, the bipartite version
of Conjecture 1.1 asked by Tuza [35]. We only sketch the proof here since it is very similar to the
proof of Theorem 1.3. Indeed, proceed exactly as in the proof of Theorem 1.3 in Section 6, with
Lemmas 4.1 and 4.2 replaced by Lemma 4.1′ and 4.2′ stated below. (In fact much of this, though
true, is redundant here since we are now assuming that δ(G) ≥ d.)
Let a ≤ b be positive integers. Every cycle in Ka,b contains exactly i vertices from each class for
some 2 ≤ i ≤ a. Thus
c(Ka,b) =
a∑
i=2
(
a
i
)(
b
i
)
=
a∑
i=0
(
a
a− i
)(
b
i
)
−
(
a
a
)
· 1−
(
a
a− 1
)(
b
1
)
=
(
a+ b
a
)
− (ab+ 1)
and in particular
c(Kd,d) =
(
2d
d
)
− (d2 + 1) ∼ 2
2d
√
πd
.
We can use Lemma 5.4 in its present form since it guarantees 250d Hamiltonian subsets, which is
still sufficient for Theorem 1.4.
Lemma 4.1′. Let α > 0. Then there exists d0 > 0 such that the following holds for all d ≥ d0.
Let n ∈ N be such that 2d ≤ n ≤ 2.2d. Let G be an n-vertex bipartite graph with δ(G) ≥ d. Then
(i) c(G) ≥ (1− α)(nd) ≥ (1− α)c(Kd,n−d);
(ii) if x, y ∈ V (G) are distinct, then pxy(G) ≥ (1− α)
(
n−2
d−1
)
.
Observe that c(Kd,n−d) is at least almost twice as large as c(Kd,d) when n > 2d, and px′y′(Kd,n−d) ≥(n−2
d−1
)
for any distinct vertices x′, y′ ∈ V (Kd,n−d).
Lemma 4.2′. For all K > 0, there exists d0 = d0(K) such that the following holds for all d ≥ d0.
Let G be a 2-connected bipartite graph on n vertices where 2.19d ≤ n ≤ Kd and δ2(G) ≥ d. Let x, y
be two distinct vertices of G. Then
c(G) > 2(2+
1
200
)d and pxy(G) > 2
1.89d. (7.1)
The proof of Lemma 4.1′ is very similar to its original counterpart. Any graph satisfying the
hypotheses is an almost balanced almost complete bipartite graph and thus a similar probabilistic
argument shows that almost every balanced subset is Hamiltonian. (A version of Dirac’s theorem
states that any balanced bipartite graph with parts of order k and minimum degree at least (k+1)/2
is Hamiltonian.) To prove Lemma 4.2′, one must simply replace Lemma 4.3 with the following
statement.
Lemma 4.3′. Let n ≥ 2.18d and let G be an n-vertex bipartite graph with δ(G) ≥ d. Then G
contains at least one of the following:
(i) two vertex-disjoint cycles C1, C2 with |C1|+ |C2| ≥ 3.8d;
(ii) a path P with |P | ≥ (2 + 1/100)d;
(iii) an (a, b)-sun with a ≥ 2d and b ≥ d/20.
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Again, the proof is very similar.
In a graph G, say that U ⊆ V (G) is a weak Hamiltonian subset of G if G[U ] contains a spanning
cycle; or U = {x, y} and xy ∈ E(G); or |U | ∈ {0, 1}. Observe that every subset of the vertices of a
complete graph is weak Hamiltonian. Theorem 1.3 immediately implies that there exists d0 > 0 such
that for all integers d ≥ d0, every graph G with average degree at least d contains at least as many
weak Hamiltonian subsets as Kd+1 (that is, 2
d+1). This proves another conjecture of Tuza [35],
stated in the quest for ‘nicer formulas’ than (1.1).
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Appendix A.
Here we give the details of the omitted proofs of Proposition 4.4 and Lemma 4.9.
Proof of Proposition 4.4. It is convenient to prove a general claim from which (i)–(iii) will follow.
Let G be a graph with V (G) = {z1, . . . , zℓ}. Given k ∈ N, let (z1, . . . , zℓ)k denote the sequence
(z1, . . . , zℓ, z1, . . . , zℓ, . . . , z1, . . . , zℓ)
of length kℓ. Consider the following claim.
Claim A.1. Let N ∈ N and let R := (y1, . . . , yℓ) be a circuit in G with V (G) = {y1, . . . , yℓ}. Let
x, x′ ∈ V (G) be two not necessarily distinct vertices. Then there is a walk W in G from x to x′ and
N · deg(y,R) ≤ deg(y,W ) ≤ (N + 1) · deg(y,R) for all y ∈ V (G).
Proof: Assume, without loss of generality, that x appears no later than x′ in R. Then we can choose
1 ≤ s ≤ t ≤ ℓ such that ys = x and yt = x′. Define the concatenation
W :=
{
(yt, . . . , yℓ)(y1, . . . , yℓ)
N (y1, . . . , ys) if s < t
(yt, . . . , yℓ)(y1, . . . , yℓ)
N−1(y1, . . . , ys) if s = t,
where (y1, . . . , ys) and (yt, . . . , yℓ) are subwalks of R. It is clear by the definition of R that W is a
walk in G. Then clearly we have
N · deg(y,R) ≤ deg(y,W ) ≤ (N + 1) · deg(y,R),
as required. 
To prove (i), write C = x1 . . . xa and define a circuit
R := (x1, . . . , xa).
Then deg(x,R) = 1 for all x ∈ V (C) and we are done by applying Claim A.1 with 2n playing the
role of N .
To prove (ii), write P = x1 . . . xa and let
R := (x1, . . . , xa, xa−1, . . . , x2)
be a circuit of length 2a − 1. Clearly deg(x,R) = 1 for x ∈ {x1, xa} and deg(x,R) = 2 for
x ∈ V (P ) \ {x1, xa}. We are done by applying Claim A.1 with n playing the role of N .
For (iii), write V (S) := {x1, . . . , xa} ∪ {yi1 , . . . , yib} where Cor(S) = {xik , yik : k ∈ [b]}. Define R
to be the circuit in S obtained by concatenating the two cycles, one with xij ’s and the other with
yij ’s for j ∈ [b]: that is,
R := (xi1 , xi1+1, . . . , xa, x1, . . . , xi1−1, yi1 , xi1+1, . . . , xib−1, yib , xib+1, . . . , xa, x1, . . . , xi1−1).
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It is easy to see that, for x ∈ Cor(S) we have deg(x,R) = 1 and for x ∈ V (S) \ Cor(S) we have
deg(x,R) = 2. We are immediately done by applying Claim A.1 with n playing the role of N . 
We now turn to the proof of Lemma 4.9. Given a graph R with V (R) = [r] and an integer ℓ ≤ r,
we say that a graph R′ is the (ℓ, 2)-blow-up of R if V (R′) = [r + ℓ] and
E(R′) = E(R) ∪
⋃
i∈[ℓ]
({{i+ r, x} : x ∈ NR(i)} ∪ {{i+ r, j + r} : j ∈ NR(i) ∩ [ℓ]}) .
That is, R′ is obtained from R by duplicating vertices [ℓ] ⊆ V (R).
Lemma A.2. Suppose 0 < 1/n≪ ε≪ γ, 1/∆R ≤ 1 and 1/n≪ 1/r and 0 ≤ ℓ ≤ r with r, n, ℓ ∈ N.
Let R be a graph with V (R) = [r] and ∆(R) ≤ ∆R. Let G be an (ε, γ)-super-regular graph with
respect to a vertex partition (R,V1, . . . , Vr) such that
2n ≤ |Vi| ≤ 2n+ 2 for i ∈ [ℓ] and n ≤ |Vi| ≤ n+ 2 for ℓ+ 1 ≤ i ≤ r.
Let R′ be the (ℓ, 2)-blow-up of R. For i ∈ [r] \ [ℓ], let V ′i := Vi. Then for all i ∈ [ℓ], there exists
a partition Vi = V
′
i ∪ V ′r+i such that n ≤ |V ′i |, |V ′r+i| ≤ n + 2 and G is (4ε, γ/2)-super-regular with
respect to vertex partition (R′, V ′1 , . . . , V
′
r+ℓ).
The proof of this lemma is a standard application of slicing lemma and Chernoff bounds. We
provide only a sketch here: For each i ∈ [ℓ], we take a random partition V ′i ∪ V ′r+i of Vi such that
|V ′i | = n. Then slicing lemma ensures that G[V ′i , V ′j ] is (4ε, γ/2)-regular for each ij ∈ E(R′). For a
vertex v ∈ Vi and j ∈ NR′(i), Chernoff bounds give us that
P[|dG(v) ∩ V ′j | ≥ γn/2] ≥ 1− e−εn
2
.
Thus, union bounds over all vertices v and all i, j ∈ [r+ ℓ] show that the conclusion holds with high
probability.
Proof of Lemma 4.9. Let
N1 := {i ∈ [r] : n ≤ ni ≤ n+ 2} and N2 := {i ∈ [r] : 2n ≤ ni ≤ 2n+ 2}.
So [r] = N1 ∪ N2 is a partition. Without loss of generality, we may assume that N2 = {1, . . . , ℓ}
for some 0 ≤ ℓ ≤ r. Let R′ be the (ℓ, 2)-blow-up of R. Apply Lemma A.2 to find a new par-
tition V ′1 , . . . , V
′
r+ℓ of G such that G is (4ε, γ/2)-super-regular with respect to vertex partition
(R′, V ′1 , . . . , V
′
r+ℓ) such that |V ′i | ∈ {n, n + 1, n + 2} for each i ∈ [r + ℓ]. Let W ′ := (w′1, . . . , w′m)
be a walk in R′ obtained as follows. For all t ∈ [m], let w′t := wt if wt ∈ N1, and for each w′t such
that wt ∈ N2, we choose w′t ∈ {wt, wt + r} so that deg(i,W ′) = |V ′i | and deg(i+ r,W ′) = |V ′i+r| for
all i ∈ [ℓ]. This is possible by (iv) and fact that ni = |V ′i | + |V ′i+r|. Thus deg(i,W ′) = |V ′i | for all
i ∈ [r + ℓ].
Let Q = (q1, . . . , qm) be a path of lengthm. For each i ∈ [r+ℓ], letXi := {qj : w′j = i}. SinceW ′ is
a walk in R′ with deg(i,W ′) = |V ′i | = |Xi|, Q admits a vertex partition (R′,X1, . . . ,Xr+ℓ). Let G′ :=
G − {x, y}. Then G′ is (5ε, γ/3)-super-regular with respect to vertex partition (R′, V ′′1 , . . . , V ′′r+ℓ),
where V ′′i := V
′
i \ {x, y} for all i ∈ [r + ℓ]. Let Sq2 := NG′(x, V ′′w′2) and Sqm−1 := NG′(y, V
′′
w′m−1
).
Now w′1w
′
2 ∈ E(R′) by definition. Since G′[V ′′w′1 , V
′′
w′2
] is (5ε, γ/3)-super-regular, we have that |Sq2 | ≥
γ|V ′′w′2 |/3. Similarly |Sqm−1 | ≥ γ|V
′′
w′m−1
|/3.
Let Q∗ denote the truncated path (q2, . . . , qm−1). Theorem 4.8 implies that there is an embedding
of Q∗ into G′ such that q2 is mapped to a vertex in Sq2 and qm−1 is mapped to a vertex in Sqm−1
and V (Q∗) = V (G′). By the choice of Sq2 and Sqm−1 , this embedding can be extended to x and y
to obtain a path P which spans V (G) and has endpoints x and y. 
