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INTRODUCTION 
Singular, nonlinear boundary value problems appear in a variety of 
applications and often only positive solutions are important. In the usual 
linear case one fails to have continuity in one of the coefficients at the 
endpoints of an interval where the boundary conditions are applied. 
However, our focus is on nonlinear problems where the nonlinear function 
is not defined at zero, even though zero may be prescribed at a boundary 
condition at an endpoint. (We also do not require continuity in the 
independent variable at the endpoints of the interval.) 
Specifically, we shall establish an existence theorem for 
y”+f(x, y)=O 
cry(O) - BY’(O) = 0 
YY(1)+6Y’(l)=o, 
where f: (0, 1) x (0, co) + (0, co) is continuous and decreasing in y for each 
fixed x and integrable on [0, 1 ] for each fixed y. The singularity referred 
to above is imposed by the condition 
,l\y+ BXY Y, = cc 
uniformly on compact subsets of (0, 1). Further integral conditions will be 
imposed in the next section. The model equation is 
y”+a(x)y-p=o (1.1) 
with boundary conditions of the form 
or 
y’(0) = y( 1) = 0. 
This equation arises in a study of pseudoplastic fluids and has been studied 
by Nachman and Callegari [9] in this connection when a(x) is constant; 
see also Callegari and Nachman [3]. The best results on the general 
problem seem to be those of Taliaferro [ 111. Nachman and Callegari point 
to applications in glacial advance and transport of coal slurries down con- 
veyor belts. See [9] for references. They also observe that several equations 
of applied interest, for example, F”‘+ F(F")*-" =O, can be transformed 
into an equation of the above type. Equation (1.1) was also studied by 
Luning and Perry [S], for 0 <p < 1, as an eigenvalue problem with a 
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variable coefficient. Our principal result, Theorem 2.2, provides a signili- 
cant generalization of the functions considered in [ 111 and hence of [9]. 
A new and interesting a priori bound on solutions is also established as is 
a uniqueness result for some special cases. 
The techniques used also apply to the search for radially symmetric 
solutions of 
du+f(u)=O on Q 
uIr=Q 
where Sz is an open disk, in R”, and r is its boundary, via the boundary 
value problem 
n-l 
y”+ x -y’+a(x)y-P=O, XE(O, 11, 
y’(0) = 0 
y(l)=O. 
Geometric properties of solutions are exploited extensively in the 
arguments and a fixed point theorem for decreasing mappings in a cone is 
developed (Theorem 1.1 below) and used in our proofs. The fixed point 
theorem is of interest in its own right because the mapping is decreasing 
and such theorems seem quite rare. Fixed point theorems in cones have 
proved quite useful in the study of differential equations and Cl, 6, 71 are 
excellent surveys of results. However, that the mapping involved is 
monotone increasing is a common assumption in these references. 
Although the theorem is simple, we believe that it will find uses in many 
singular problems. Finally we note that our approach to such problems has 
much in common with our previous paper [S] for nonsingular problems. 
The setting of the fixed point problem is that X is a Banach space, K is 
a cone in X (i.e., K is a closed nonempty subset of X which is closed under 
addition and multiplication by nonnegative reals and if x # 0 belongs to K 
then -x does not belong to K), < is the order in X induced by K (i.e., 
x < y if and only if y-x is an element of K), D is a subset of K, and 
T: D + K is a mapping. The fixed point problem is to show that there exists 
x0 ED such that TxO =x0. 
In what follows we will use the following notation: if x, y E X, x < y, we 
will denote by (x, y) the closed order interval between x and y, i.e., 
We will also assume throughout that the cone K is normal in X (see [6] 
for the formal definition). This implies that order intervals are norm 
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bounded. The cones of nonnegative functions are normal in the space of 
continuous functions with supremum norm and in the spaces L,. 
THEOREM 1.1. Let X be a Banach space, K a normal cone in X, D a 
subset of K such that tf x, y are elements of D, x < y, then (x, y ) is con- 
tained in D, and let T: D -+ K be a continuous decreasing mapping which is 
compact on any closed order interval contained in D. Suppose that there 
exists x,, E D such that T’x, is defined (where T2x, = T( TX,)) and further- 
more TxO, T2x0 are (order) comparable to x,,. Then T has a fixed point in 
D provided that either: 
(I) Tx,<x, and T2x,<x0 or TxO>x, and T2x,,>x,,, or 
(II) The complete sequence of iterates { T”x~},“=~ is defined and there 
exists y, E D such that Ty, E D and y, < T”xO for all n. 
Proof (I) In this case we have that T maps the order interval 
(TX,, x0) or (x,, TX,) into itself. Since T is compact on this interval and 
since closed order intervals are norm bounded, convex, and closed in the 
norm topology, the existence of the fixed point follows from Schauder’s 
fixed point theorem [lo]. 
(II) The only interesting cases are: 
(a) Tx,<x, and T2x,>xx, or 
(b) TX, 2 x0 and T’x,, < x0. 
We discuss (a); the proof for case (b) is entirely similar. The facts that 
the sequence of iterates at x0 is defined and that T is monotone decreasing 
imply that 
and 
T’(x,) = T( T=(x,)) < TX,, 
T4(xO) = T( T3(xO)) 2 T( TX,) = T*(x,). 
It follows by induction that the sequence of odd iterates { T2”+‘xO}~= 1 is 
monotone decreasing and the sequence of even iterates, { T2nxg}~~o, is 
monotone increasing. Furthermore, by hypothesis, if n EN u (O}, then 
y, d T=“+ %q,) s x,,, 
and, since ( yo, x0) is contained in D, T must be a compact mapping on 
this order interval. This implies that the sequence of even iterates of T at 
x0 must have a convergent subsequence, but since it is monotone increasing 
and the cone is normal, one can conclude that the sequence of even iterates 
of T at x0 must converge to an element of D (since T*“(x,) < T( yo), y E N). 
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Let W=limn,, T2”(x0) and notice that Tw = lim, _ o. T2”+‘xo, so that 
T( Tw) = w. We conclude from this that T maps the closed order interval 
(T(w), w ) into itself and again the existence of a fixed point is assured by 
Schauder’s fixed point theorem [lo]. 
Remark 1. Part I of Theorem 2.1 was essentially known (and used); 
see [12]. Furthermore, it is only necessary to require that T be compact 
on the order interval with endpoints x,, and Txo. 
Remark 2. If the hypothesis of Part I of this theorem holds then it is 
easy to see that the sequence of odd iterates approaches, in the order sense, 
the sequence of even iterates and that both of these sequences are con- 
vergent; this provides further information concerning the location of the 
fixed point which might be of some use for other purposes. 
Remark 3. The requirement that T be compact on any closed order 
interval contained in D is stronger than necessary and can be weakened 
considerably. For instance, it sufftces to require that there exists a measure 
of noncompactness y such that if Z is any closed interval contained in D 
then there exists 0 <k < 1 for which the mapping T is a k-set contraction 
with respect to y on Z (see 121). 
2. AN EXISTENCE THEOREM 
We consider the boundary value problem 
Y” +m Y) = 0 
w40) -W(O) = 0 
“u(l)+4Y’(l)=O 
where 
0) f: (0, 1)x (0, a)-+(O, 00) 
(2.1) 
is continuous, decreasing in y for each x, and integrable in x for each y; 
(ii) Ylim+ f(x, y) = cc uniformly on compact subsets of (0, 1) 
and 
lim f(x, y) = 0 uniformly on compact subsets of (0, 1). 
Y-+a, 
Let g, : [0, 1 ] + [O, co) be defined by 
g,(x)= xy ( if O<x<t 1 -x, if i<x<l. 
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and, for 8 > 0, g,(x) is defined by g, = 8,, , We will assume further that 
(iii) O<J:t.(x, g,(x))dx<oo for all 0 > 0. 
The coefficients TV, p, y, 6, will be assumed to be nonnegative and to satisfy 
(iv) p=yfl+cly+a6>0. 
With this assumption the boundary value problem 
y”=O 
aY(o) - BY’(O) = 0 
YY(l)+6Y’(l)=o 
has a Green’s function G: [0, l] x [0, l] + [0, co), namely 
O<t<x 
G(x, t) = 
x<ttl. 
It is clear that G(x, t) >O if (x, t)~ (0, 1) x (0, 1). By a solution of (2.1) 
(and of all of the boundary value problems we are considering) we intend 
a solution which is positive on (0, 1) and of class C’([O, l])n C*(O, 1). 
We seek to transform (2.1) into an integral equation via the use of 
Green’s function and then find fixed points of the operator which arises in 
this way. Observe that if X is the Banach space of real-valued continuous 
functions defined on [0, 1 ] with supremum norm and K is the cone of non- 
negative functions in X, then the singularity of f(x, y) at y = 0 makes it 
impossible to define the operator on all of K. The domain of the operator 
to be considered will be taken to be the set 
D= {#14(x)2go(x), some 8>0, XE [O, 11). 
Define T: D + K by 
T#(x) = 1’ W, t)wf(f, #(t)) &. 
0 
Observe that if 4 ED and c is any positive real number, then c# E D. 
Furthermore routine computations show that if 4 E D then indeed Tq5 is an 
element of K which is of class C’ [0, 1 ] n C*(O, 1) and that 
(W)“(x) = -.0x, 4(x))> x E (0, 1). 
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This implies that T: D + D, so that if we pick any point in D the complete 
sequence of iterates at that point is defined. Furthermore if 4 is any solu- 
tion of (2.1) of class C’[O, I] n C*(O, 1) which is positive on (0, 1) then 4 
must belong to D since its graph must be concave down; with this we 
conclude that 4 ED is a solution of (2.1) if and only if 
The first result is an a priori bound for the set of solutions of (2.1). 
THEOREM 2.1. Let f be such that (it(iv) hold. Then there exists an R > 0 
such that 11+411 d R for any nonnegative solution q5 of (2.1). 
ProojI Suppose that the theorem is not true. Then one can find a 
sequence of solutions { 4, >F= I such that ~Jx) >O for XE (0, l), 
ll4Al < IbA+ 1 IL ad 
These solutions have their graph concave down and possess exactly one 
point of maximum in the interval [O, 11. For each n, let x, be the unique 
point of maximum of 4, in [0, 11. The fact that the graph of 4, is concave 
down implies that [S] 
dn(x) 2 t4ncG)~ x E L-i, $1. 
Let A4 = max{ G(x, t): (x, t) E [0, l] x [0, l] }. Our assumptions, coupled 
with the inequality just obtained, imply that there exists n, such that if 
n > n,, then 
The fact that IId,+ ,[I > I/~,/[ says that if nan,, then 
4,(t) 2 f~n(xJ 2 $9mn,) 
M3) 2 %4(x,, 2 hL&). 
Since the graph of each solution is concave down, if we let 8 = d,,,,(xno)/4, 
then the line segments joining (0,O) with (& 0) and (i, 0) with (1,0) must 
lie under the graph of d,, for n 3 no, that is, 
4,(x) a go(x), x~[O,~]u[$ll, n>n,. 
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Thus, for n 2 no one has that 
d i“” G(x, t)f(t, g,(t))dt+~3’4M$dt+j1 G(x, t)f(t, g,(t))dt 
0 l/4 314 
s 1 < WC 1) At, go(t)) dt + 1. 0 
This is impossible since the right-hand side is a fixed real number. 
THEOREM 2.2. Iffsatisfies hypothesis (i)-(iv), then problem (2.1) has at 
least one positive solution. 
ProoJ For each n, let !Pn = r(n), where n here denotes the constant 
function of that value on [0, 11. From the assumptions onf, it follows that 
Y n+l~Yn, ul,b) > 0, for XE(O, 1) 
and lim,,, Y,,(x)=0 uniformly on [0, 11. Define f,: (0, 1)x [0, co)+ 
(0, =J) by 
f&, 1) =f(x, max(t, y,(x))) 
and observe that fn is continuous and, by the monotonicity assumptions on 
f, one has that for (x, t) E (0, 1) x (0, 00) 
f”(XY 1) ~f(X? 1) 
and 
fnk 1) Gf(x, Y’,(x)). 
Now define T,, : K + K by 
TAX) = j; G( x, 1) f,z(t, 4(t)) & #gK XE CO, 11 
and observe that T,, sends any bounded subset of K into a set with compact 
closure, so T, is a compact mapping on K. Furthermore it is clear that each 
T,, is a decreasing mapping and that T,(O) 20, T:(O) 20 so that, by 
Theorem 1.1, T, must have a fixed point q5n in K. The fact that USE K 
implies that T,,cj < TY,, which implies that 4, < TY,, for all n. 
Now observe that there exists R > 0 such that 
M,II CR for all n. 
70 GATICA, OLIKER, AND WALTMAN 
If this were not true we would find, by going to a subsequence if 
necessary, that there exists a sequence of functions {~n}~z 1 from [0, l] 
into [O, co] such that ~,Jx) > 0 if x E (0, l), the graph of 4, is concave 
down, each 4, has exactly one point of maximum x, E [0, 11, 
and lim,,, 11#,11= co. 
The concavity of the graph of 4, allows us to conclude that 
h(x) 2 kL(xnh x E ca, il. 
Let M=max{G(x, t): (x, t)~ [0, l] x [0, l]}. From what was discussed 
above it follows that there exists n, such that, if n > no, f(x, d”(x)) < 2/M, 
XE IIf, 51. 
Let 8 = 8,Jx,J/4. The same argument as in the proof of Theorem 2.1 
shows that 
d”(X) 3 g&)3 XE [O, $1 u c:, 11, nan,. 
Thus, for n 2 no, one has that 
h(x) = TnMx) G W,(x) 
= I I0 ‘3x, t) At, 4,(t)) df 
which contradicts the fact that lim,,, ~~~,,~~ = co. Thus there must exist 
R > 0 such that I/~,/[ < R for all n. 
The next observation is that there exists k > 0 such that 
Again the argument is by contradiction. If this were not true, then, by 
going to a subsequence if necessary, we may assume that lim, _ m dn(x) = 0 
uniformly on [0, 11. Let m=inf{G(x, t): (x, t)~ [f, i] x [a, a]> >O. Since 
lim y _ O+ f(x, y) = cc uniformly on compact subsets of (0, l), there exists 
6 > 0 such that x E [d, f], 0 < y < 6 implies that f(x, y) > 2/m. 
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By assumption, there exists n, such that n > n, implies that 
0 < d,,(x) < a/2, x E (0,l). Furthermore, since Y, = Tn, one has that 
y&J = j’ G(x, t) At, n) dt 
0 
and hence there exists n, > no such that if n 2 n, then 
1 3 YJx)<$ - - XE 4’4 . [ 1 
The conclusion is that if n > n, and x E [a, $1, then 
h,(x) = j; G(x, t) fn(t, d,(t)) dt 
i 
314 
2 G(x, t) fn(c A(t)) dt 1,4 
s 
314 >m f(t, d/2) dta 1. 
l/4 
which contradicts the fact that lim, _ m #n = 0 uniformly on [0, 11. 
Therefore 
By the concavity of the graph of 4, one has that 
concluding that if 8 <k/2, it must be the case that g, ~4, for all n. This 
implies that the sequence { 4, >z= i is contained in the order interval 
(ge, R), where R is the constant function of that value on [0, 11, and it 
is easy to see that T is a compact mapping on this interval. It follows that, 
by going to a subsequence if necessary, we may assume that lim, _ oD TqS, 
exists, and we denote it by 4*. 
The last step is to show that lim, _ o. (Tf&,) = 0, since, if this is true, 
then we have that #* E (g,, R) and that 
TqS* = T( lim Tq5,) = T( lim 4,)= lim TqS,,=$*. 
n-m “-CC n-m 
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To see that lim,, m (T&-4,)=0, fix 8>0 such that g,<q5, for all n. 
Let E > 0 be given and choose 6 such that 0 c 6 < 1 and such that 
2M 
Then there exists n, such that if n 2 n,, then F”(t) <go(t), t E [S, 1 - S]. 
Now notice that 
P”(X) - i,(x) 
= WI(x) - rnh2b) 
= j^  G(x, tJ.0~ b,(t)) dt - j; G(x, t) fn(t, h(t)) dt 
+jl'-, G(x> t)f(c 4,(t)) dt- j,'-, W, t)L(t, Q,(t)) dt 
(since, if t E C4 1 - 4, f,(c 4,(t)) =f(c h(t))). 
Thus it follows that 
<2M f(t, go(t)) dl+ s,‘-, f(c go(t)) dl] < ES 
Since x E [0, 1) was arbitrary, we see that for n > no, 11 Td, - q5,,II < E, and 
this completes the proof of the theorem. 
Observation. If the function f(x, y) is homogeneous in y (of any 
degree), then, since g@(x) = 8gl(x), we have that iffsatislies hypothesis (i), 
(ii), and (iv), boundary value problem (2.1) has a positive solution if and 
only if 
0 < s ’ j-(x, gl(x)) dx < ~0. 0 
This is a direct generalization of Theorem 1 of [ 111 for the case of solu- 
tions in C’[O, l] n C2((0, 1)). 
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3. UNIQUENESS 
We have seen so far that under fairly weak assumptions problem (2.1) 
always has a positive solution and that there exists an a priori bound on 
the set of all positive solutions to the problem. The next result shows that 
under very reasonable assumptions, problem (2.1) has at most one positive 
solution. 
THEOREM 3.1. Let f: (0, 1) x (0, co) -+ (0, co) be continuous, such that 
f(x, y) is a strictly decreasing function of y for each fixed x and such that 
if x,, E (0, l), y, > 0, and y, E R then the initial value problem 
y"+f(x, y)=O 
Y(Xo) = Yo 
Y'(Xo) = Y 1 
has at most one solution in a neighborhood of x0. Then the boundary value 
problem (2.1) has at most one positive solution. 
Proof: The monotonicity of the operator precludes two ordered solu- 
tions. 
Suppose that there are two different solutions of problem (2.1), say 
+4i, &: [0, l] + [0, co). By the uniqueness assumptions on f it must be the 
case that #I and C& do not have an accumulation point in (0, 1) of the set 
of points where they coincide. If there is an accumulation point at the 
boundary the solutions cross at a countable set in (0, 1). This case is 
eliminated if we show it cannot be the case that there exist xi, xt E (0, l), 
x1 < x2, such that h(xt) = 42(x1h 42b2) = 42(x2), and that h(x) Z #2(x) 
for XE (x,, x2). If this were the case, then assuming without loss of 
generality that di(x) -C b2(x) for x E (xi, x2) we have that 
Kl(x1) < &(x1), 
and, for x E (x,, x2), 
4(x2) > 44Xx2) 
f??(x) = -f(x, 41(x)) < -f(x, 42(x)) = 4;‘(x) 
concluding that &(x2) -4,(x2) > &(x1)-&,(x,), which is clearly con- 
tradictory. 
The next observation is that there cannot exist a unique x1 E (0,l) such 
that ~(x,)=~~(x~) and 41(x)+42( x 1 f or x E (0, x1). If this were the case, 
again assuming, without loss of generality, that 4,(x) < &(x) for x E (0, x,), 
then #;(xi) > &(x1). Define P [0, xi] + R by T(x) = #i(x) 4;(x) - 
d;(x) 42(x) and observe that, because of the boundary conditions, r(O) = 0, 
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and the observation above, T(x,) = Ql(x,)[&(xI) - &(x1)] < 0. Further- 
more for x E (0, x1) one has 
and this is clearly contradictory since it implies that r is an increasing 
function. 
This completes the proof of uniqueness since if there were two different 
positive solutions of (2.1) then the arguments show that they cannot have 
a first crossing in the interval (0, l), that they cannot have two crossings 
in (0, l), and that one solution cannot be less than the other over (0, 1); 
it is easy to see that, because of uniqueness of solutions to initial value 
problems given on (0, l), one of these cases must occur. 
4. RADIALLY SYMMETRIC SOLUTIONS OF 
A NONLINEAR DIRICHLET PROBLEM 
We next consider a class of nonlinear, second order, singular boundary 
value problems whose importance is derived, in part, from the fact that 
they arise when searching for positive, radially symmetric solutions to the 
nonlinear partial differential equation 
du+f(r, u)=O on 52 
UII-=O, 
where D is the open unit disk in R" (centered at the origin), f is its bound- 
ary, and r is the radial distance from the origin (see [4]). Radially sym- 
metric solutions to this problem are solutions of the problem 
n-1 
Y”+ x - Y’ + f(x, Y) = 0, x E (0, 1 I, 
y’(0) = 0 
y(l)=O. 
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In what follows we will consider the problem: 
n-l 
Y”+ x - y’ + a(x) y-p = 0, XE (0, 11, 
y’(0) = 0 
y(l)=O. 
THEOREM 4.1. Let p E (0, l), n > 2, and a: [O, 1) -3 [O, CO), a continuous 
function such that 
0-c ’ (1 -x)-Pa(x)dx< 00. 
I 0 
Then the above boundary value problem has at least one positive solution, in 
C’[O, 11 n C2(0, I)]. 
ProoJ There is a difference between the cases n = 2 and n > 2, due to 
the difference in Green’s function to be constructed for these cases. 
However, in either case the Banach space X to be considered will be the 
space of real-valued continuous functions defined on [0, l] with supremum 
norm, the cone K will be the cone of nonnegative functions, and the 
domain of the operator to be considered will be 
D = (4 E K: there exists 8 > 0 so that 4(x) 2 e( 1 -x), x E [O, I]}. 
Ifn=2wewilldetineG:(O,l]x(O,l]+[O,co)by 
G(x, t) = 
- t ln( t), O<x<t 
-t In(x), t<x<l. 
O<x<t 
G(x, t) = 
o<t<x<1 
and in either case we define T: D + K by 
T&x) = 1; G( x, t) a(t)(tNt))P dt, 
with Tq5(0) defined as an improper integral. We observe that the hypothesis 
on the coefficient function u(t) implies (in both cases) that this operator is 
well defined and continuous. 
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For the remainder of the proof we will consider only the case n = 2, since 
the other case is treated in a completely similar way. 
Let 4 ED. The hypothesis on the function a(x) insures that if x E [0, l] 
then JL t In(t) a(t)(+(t))-P dt converges (absolutely) and it is clear that Td 
is indeed a continuous function. It is also clear that Tq5 is differentiable on 
(0, I] with 
(Td)‘(x)= -$u(t)(#(r))-“dt. 
To obtain the differentiability of Tq4 at 0 observe that if x E (0, 11, then 
i CT&x) - TW)l 
tu(t)(qS(t))-p dt- 1’ t In(t) a(l)(#(t))-P dl 
x 
+ j: t In(t) a(t)(qS(t))-” dt 1 
1 
=- x t~(t)(&t))-~ dr + 1: t In(t) u(t)(&t))-” dt . 
X 1 
The fact that a is continuous at 0 implies that Tq4 is differentiable at 0 and 
in fact 
(Tqb)’ (0) = 0. 
Thus T4 is continuously differentiable on [0, l] and satisfies the boundary 
conditions. Furthermore, if 4 ED, then Tt+4 is twice differentiable on (0, 1) 
and 
(@I” (xl = f j-; Nt)(4(t))P’ dt - 4x)(4(x))-“. 
From this it follows that if Tq5 = 4, 4 ED, then q4 is a positive solution of 
the boundary value problem. 
For this particular problem it turns out that T maps D into itself. To see 
this it s&ices to observe that by the above computations T4 must be 
decreasing and 
(VI Cl)<% 
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which implies that there must exist &, > 0 for which 
or that Tq5 E D. Thus T maps D into itself. 
If (q5,,, ul,) is any closed order interval contained in D and if 
4 E (&,, Yv,), then for x E (0, 1 ] it follows that 
and that 
I(@) (ON =O. 
Define F: [0, 1]+ [O, 00 ) by 
F(O)=0 
F(x)=~j~tu(r)(c$,(r))-pdt. 
Then F is a continuous function on [O, l], and has a maximum value M. 
Hence 
Since order intervals are bounded in norm, the Arzela-Ascoli theorem 
implies that T is compact in the order interval (&,, YO). 
Finally, for p > 0 let p be the constant function of that value defined on 
[0, 11. One has 
Tp(x)=j’G(x, r)a(l)p-Pdr=pP’ jlG(x, t)a(t)dt. 
0 0 
Define !R [0, l] + [0, co) by 
Y(x) = j; G(x, t) a(t) dt 
and observe that !P is continuously differentiable on [0, 11, 
Y’(x)= -; j;ro(t)dt 
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and that Y’( 1) c 0. Again, there exists 0,, > 0 for which Y(x) > f&( 1 - x), 
XE [0, 11. It follows that 
T2P(X) = T(W)(x) 
qdp2)t?&p 'G(x,t)a(t)(l-r)-Pdt. s 0 
Since 0 <p* < 1, it is clear that one can find p large enough so as to have 
Tp < p and T*p <p. Therefore T must have a fixed point in D and the 
proof of Theorem 3.2 is complete. 
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