We address a variant of the Traveling Salesman Problem known as the Close-Enough Traveling Salesman Problem (CETSP), where the traveler visits a node if it enters a compact neighborhood set of that node. We formulate a mixed-integer programming model based on a discretization scheme for the problem. Both lower and upper bounds on the optimal CETSP tour length can be derived from the solution of this model, and the quality of the bounds obtained depends on the fidelity of the discretization scheme. Our approach first develops valid inequalities that enhance the bound and solvability of this formulation. We then provide two alternative formulations, one which yields an improved lower bound on the optimal CETSP tour length, and one which greatly improves the solvability of the original formulation by recasting it as a two-stage problem amenable to decomposition. Computational results demonstrate the effectiveness of the proposed methods.
Introduction
Given a collection of nodes and the set of distances between each pair of nodes, the Traveling Salesman Problem (TSP) seeks to find a shortest tour that visits each node exactly once. The broad applicability of the TSP, or slight variations thereof, have resulted in an impressive slate of research on TSP-related problems. Several TSP extensions can be found in the literature, such as the Covering Salesman Problem (Current and Schilling, 1989) , Prize Collecting TSP (Balas, 1989 (Balas, , 2004 , and the Covering Tour Problem (CTP) (Gendreau et al., 1997) . For a comprehensive survey on the history, algorithms, and applications of the TSP, the reader is referred to Applegate et al. (2006) .
The Close-Enough Traveling Salesman Problem (CETSP) is a generalization of the TSP in which the salesman does not need to visit the exact location of each customer. Instead, a compact region of the plane containing each node is specified as its neighborhood set, and the goal is to find a shortest tour that starts from a specified depot location and intersects all of these neighborhood sets. Intuitively speaking, in the CETSP, each of the salesman's clients is willing to travel to any point inside its particular neighborhood to meet with the salesman. A typical application of the CETSP arises when an airborne vehicle is trying to find a stationary target on a two-dimensional field by scanning a collection of candidate locations. Suppose that detection occurs when the aircraft is no more than r units away from the target. Then the neighborhood set of a target is a disc of radius r at the target's location. The problem of finding the shortest trajectory for the aircraft is equivalent to finding a tour of minimum length that intersects each neighborhood set.
Another application for the CETSP arises in wireless sensor network operations. In these networks, sensor nodes periodically relay data that they have accumulated to a mobile datacollecting device called a sink. Energy minimization is an important component of wireless sensor networks. Ciullo et al. (2010) show that by letting the sink come closer to sensors with higher data generation rates, one can significantly reduce the consumed energy for the transmission of data. Therefore, it is reasonable to assign a sensing radius r i to each sensor node i based on its data generation rate, and require that the sink must visit a point within the r i -neighborhood of node i to collect its data. Again, the problem of finding a shortest trajectory of the sink to retrieve data from all sensors is an instance of the CETSP (see also Yuan et al. 2007 ). Gulczynski et al. (2006) propose several heuristics for a common special case of the CETSP where the neighborhood sets of all nodes are discs of the same radius. The problem arises in situations where radio frequency identification (RFID) tags are used that can remotely provide a mobile data collector with the required data. As an example, many utility companies are now using RFID-based automated meter readers that can read the usage of each customer remotely (Shuttleworth et al., 2008) . Mennell (2009) proposes a heuristic algorithm based on Steiner zones, which are nonempty intersections of the neighborhood sets. Their approach consists of three phases: (a) identifying a collection of Steiner zones that cover every neighborhood set; (b) representing each Steiner zone with one of its points; and (c) finding a TSP tour over these representative points. Arkin and Hassin (1994) propose polynomial-time approximation algorithms for several special cases of the problem. In particular, they provide algorithms that yield error bounds for the CETSP in which the neighborhood sets either take the form of parallel unit segments, translates of polygonal regions, or discs. Other approximation algorithms include the work of Mata and Mitchell (1995) and Dumitrescu and Mitchell (2003) .
The heuristic algorithm of Mennell (2009) and the polynomial-time approximation algorithms in Arkin and Hassin (1994) , Dumitrescu and Mitchell (2003) , and Mata and Mitchell (1995) are able to efficiently find a good feasible CETSP tour. One difficulty in evaluating the quality of such feasible solutions is the lack of exact algorithms for the CETSP in the literature. Hence, developing tight lower bounds for the CETSP is of crucial importance.
Such lower bounds would enable one to (conservatively) evaluate the quality of a feasible tour obtained by a non-exact algorithm. While there exist several methods of efficiently obtaining such lower bounds for the TSP, developing lower bounds for the CETSP is considered to be a difficult task. Our contribution is targeted toward finding arbitrarily tight lower and upper bounds on the optimal CETSP tour length via mixed-integer programming models.
Some of the most successful exact algorithms for solving the symmetric TSP combine the use of cutting planes and efficient heuristics in a branch-and-cut scheme. Examples of such branch-and-cut algorithms are the work of Padberg and Rinaldi (1991) and the well known Concorde TSP solver. The approach that we propose in this paper requires solving integer programming problems to obtain a series of upper and lower bounds that converge to an optimal CETSP tour.
The rest of this paper is organized as follows. Section 2 establishes foundational concepts related to optimal CETSP tours and the discretization scheme used in this paper. Section 3 provides a mathematical programming formulation that yields a lower bound on the optimal CETSP tour length. Based on the anticipated difficulties of solving this model, we propose an alternative model and associated two-stage optimization algorithm in Section 4. We present computational results that demonstrate the efficiency of our approach in Section 5, and conclude the paper in Section 6.
Preliminaries
We begin by stating the formal definition of the CETSP and describing the notation used in this paper in Section 2.1, and then present our core discretization scheme in Section 2.2.
Definitions and Notation
Let M be a set of points in a two-dimensional plane along with a depot point p 0 . For each point m ∈ M , let S m be a compact set that contains m. The CETSP seeks to find a shortest tour (with respect to Euclidean distance) that starts from p 0 , intersects every set S 1 , . . . , S |M | (in any order), and terminates at p 0 . Figure 1 illustrates a CETSP tour that intersects four compact sets. Note that the CETSP is clearly NP-hard as it reduces to the TSP when each set S m consists of a single point. Without loss of generality, we assume that p 0 / ∈ S m , ∀m ∈ M , or else we can simply ignore all m ∈ M for which p 0 ∈ S m .
We will refer to the elements of M as the target locations and their associated compact sets as the neighborhood sets. These neighborhood sets are often discs, e.g., for the air monitoring and meter reading applications mentioned previously. However, the approach that we present in this paper for solving the CETSP in general does not depend on the shape of the neighborhood sets.
The following proposition is useful in the development of our algorithm. Proposition 1. All optimal solutions to the CETSP consist of a finite set of connected
, where k ≤ |M |. Moreover, for each point
. . , k, there exists at least one m ∈ M such that p i is on the boundary of S m .
Proof. Let T be any feasible CETSP tour. We can select a finite number of points p 1 , . . . , p k on T such that k ≤ |M | and ∪ k j=1 p j ∩S m = ∅, ∀m ∈ M . Note that the line segment between any pair of these points is the unique minimizer of distance between them. Therefore, the class of solutions composed of line segments connecting these points dominates all other classes of solutions, and so an optimal CETSP tour must consist of some k ≤ |M | line segments.
Hence, we now consider an optimal tour consisting of line segments (p 0 p 1 ), (p 1 p 2 ), . . .,
. . , k, define V i as the set of target neighborhoods visited by p i , but not by p 1 , . . . , p i−1 , i.e.,
We assume that each V i is nonempty; otherwise, if V i = ∅ then we can skip the corresponding point p i in the tour (moving from p i−1 to p i+1 , where p k+1 = p 0 ), which results in a tour whose length is no more than the original (k + 1)-link tour. Let
Each R i is a closed set since all the sets S m are so. We claim that there exists an optimal tour in which p i is on the boundary of R i . By contradiction, suppose that p i belongs to the interior of R i and the two line segments (p i−1 p i ) and (p i p i+1 ) intersect the boundary of R i at points p i and p i , respectively (Figure 2 ). An alternative tour that traverses from p i directly to p i and bypasses p i is no longer than T , but still intersects R i . Therefore, there must exist an optimal solution in which each point p i , i = 1, . . . , k, lies on the boundary of at least one set S m for some m ∈ M . This completes the proof. Proposition 1 implies that any optimal solution to the CETSP can be characterized by a discrete set of points in the plane, where each point belongs to the boundary of at least one neighborhood set. In the rest of the paper, we will call these the turn points of the corresponding tour. Proposition 2 further characterizes those sections of the boundary sets that may contain a turn point of an optimal tour. (The proof of this proposition is contained in Section A-1 of the Online Supplement.)
Proposition 2. Suppose that every neighborhood set S m is a disc centered at m ∈ M .
Let T be an optimal CETSP tour that is characterized by a set of turn points {p 0 , . . . , p k }.
Then, p i ∈ conv(M ∪ {p 0 }), for i = 1, . . . , k, where conv(M ∪ {p 0 }) denotes the convex hull of the corresponding points.
CETSP Partitioning Schemes
Since an optimal CETSP tour can be represented by a finite number of turn points, a natural way of obtaining a feasible tour is to approximate the solution space by a discrete set of points. However, such an approach results only in an upper bound on the optimal CETSP tour length. Our approach for obtaining lower bounds on the optimal CETSP tour length in this paper is based on partitioning the continuous solution space into smaller sets and identifying those partitions that possibly contain a turn point of an optimal CETSP tour.
Definition 1. A set C = {C 0 , . . . , C n } is called a CETSP-partitioning of the two dimensional plane if:
2. C i is a nonempty compact set, for all 1 ≤ i ≤ n.
3. conv(C i ∩ C j ) has an empty interior, for all 1 ≤ i, j ≤ n.
where B m is the boundary of S m .
When every neighborhood set S m is a disc that is centered at its corresponding target location, B m in the above definition can be restricted to include those points on the boundary of S m that lie inside conv(M ∪ {p 0 }).
We refer to the elements of a CETSP-partitioning C as cells. For any two cells C i and C j , l ij is defined as the shortest line segment length that connects the boundaries of C i and C j . See Section A-2 of the Online Supplement for details on computing l ij -values.
In this paper, we consider two ways of partitioning the plane: grid-based and arc-based.
In a grid-based partitioning, each grid cell C i is a rectangle that intersects at least one neighborhood set (see Figure 3) . The grid cells are chosen so that they collectively contain all the neighborhood sets and the depot. Moreover, we will restrict ourselves to grid-based partitionings in which there exists no neighborhood set that is entirely contained in one of the rectangles. We define a set P of grid points as the collection of p 0 and any other point that is a vertex of at least one grid cell. Throughout the paper, we will represent grid cell As opposed to the grid-based scheme, arc-based partitioning is primarily intended for circular neighborhood sets. Figure 4 illustrates an example of an arc-based partitioning for a CETSP instance. Here, a cell is defined as an arc (specified by its two endpoints) on the boundary of a set S m that lies on or inside the convex hull of the target locations and the depot. Note that by Proposition 2, every turn point of an optimal CETSP tour belongs to at least one arc in this partitioning. We will specify an arc with (a i , b i , r i , α 1i , α 2i ) where (a i , b i ) and r i are respectively the center and radius of the corresponding disc, and α 1i and α 2i respectively denote the start and finish angles of the corresponding arc. The central angle of an arc is defined as α i = α 2i − α 1i . Throughout the paper, we will assume that α i < π for all CETSP-partitioning arcs. Similar to the grid-based case, set P is defined as the set of endpoints of all arcs unioned with p 0 . 
Lower Bounding Model
We first formulate a mixed-integer program (MIP) for obtaining lower bounds to the optimal CETSP tour length in Section 3.1, along with a closed-form expression for an accompanying upper bound. We then describe two cutting-plane strategies to aid in the solution of this model in Section 3.2, and comment on the complexity of their separation routines.
MIP Formulation and Bounds
Let C = {C 0 , . . . , C n } be a CETSP-partitioning of the plane with a pairwise distance matrix
. . , n} : 2 ≤ |S| ≤ |C| − 2 and v ∈ S (3e)
0 ≤ y i ≤ 1, ∀i = 1, . . . , n; y 0 = 1.
An optimal solution to (3) is in fact a shortest TSP tour with respect to distance matrix L, over a subset of C that visits at least one element in N (m) for each m ∈ M . Decision variable x ij indicates whether the corresponding tour moves from C i to C j , while auxiliary binary variable y i indicates whether C i is visited on the tour. The objective function (3a)
minimizes the total distance traveled in the tour. Constraints (3b) ensure that for each node i, the number of incoming tour arcs equals the number of outgoing tour arcs. Constraints (3c) define y-variables in terms of x-variables. (In fact, the formulation can be given without the y-variables; they are included only for convenience in presentation.) Constraints (3d) ensure that for each m ∈ M , at least one element of C is visited that covers m. Constraints (3e) are subtour elimination constraints (see Gendreau et al., 1998) . Finally, (3f) and (3g) state logical restrictions and bounds on the variables.
Problem (3) is a special case of the CTP (Gendreau et al., 1997) . The CTP is defined on a graph G = (V ∪ W, E) where V is the set of vertices that can be visited and W is the set of targets that must be covered by vertices in V . For every w ∈ W , there exists a nonempty subset V w ⊆ V of vertices that cover w. There is also a subset V ⊆ V containing the vertices that must be visited by any feasible tour. The goal in the CTP is to find a shortest tour on a subset of V that visits all vertices of V as well as at least one vertex of V w , for every w ∈ W . Therefore, problem (3) is a special case of the CTP on a complete directed graph
The following proposition establishes a relationship between the optimal objective function value of problem (3) and the optimal CETSP tour length.
Proposition 3. Suppose that the optimal CETSP tour length is l * , and consider an optimal solution (x * , y * ) to (3) with objective function value z LB1 . Define I = {i : y i ∈ N (m)}| be the number of neighborhood sets intersected by C i . Then
where
for an arc-based CETSP-partitioning, and
for a grid-based CETSP-partitioning.
Proof. Suppose that an optimal CETSP tour T is characterized by an ordered set of turn points (p 0 , . . . , p k ). Let C t = C it ∈ C be an element of the CETSP-partitioning that contains p t , for t = 1, . . . , k and define C k+1 = C 0 = C 0 and i k+1 = i 0 = 0. Because cells might contain multiple turn points, some elements of C = {C 1 , . . . , C k } may be identical. Suppose that
= 1, and
it,is = 1, for t = 1, . . . , k and s > t, if and only if x R iu,it = 1 for some u < t and s is the first index strictly greater than t such that C s / ∈ {C 1 , . . . , C t }.
it,is = 1. Because l it,is is defined as the minimum distance between C it and C is and p t ∈ C it and p s ∈ C is , we have
where |p i p i+1 | is the length of line segment between p i and p i+1 , with p k+1 = p 0 . Aggregating
To prove the validity of the upper bound in (4), we form a feasible CETSP tourT whose length is bounded by z LB1 + i∈I h i . Recall that an optimal solution (x * , y * ) to (3) consists of a collection of (possibly disconnected) links between turn cells in I (see Figure   5 for example). Suppose x * ji = x * ik = 1. That is, the corresponding optimal solution to (3) contains an incoming link (with length l ji ) from C j to a point p 
Since α i < π, the objective function is concave and so the unique optimal solution to the above problem is 
Remark 1. Note that the upper bounds in (4) are obtained by performing a worst-case analysis. In practice, one can design a postprocessing subroutine that uses the solution of (3) as well as the problem's geometry to build a feasible CETSP tour, which would typically yield a smaller upper bound than the one given in Proposition 3. A heuristic algorithm (such as those in Jozefowiez et al. 2007 and Mennell 2009 ) can also be used for this purpose.
Alternatively, one can obtain an upper bound on the optimal CETSP tour length by solving (3) over a set P of grid points, where p 0 ∈ P and P ∩ S m = ∅, ∀m ∈ M , with respect to the Euclidean distance between the corresponding points.
Proposition 3 implies that the set of links in an optimal solution to (3) can be used to form a feasible CETSP tour whose length can become arbitrarily close to the optimal CETSP tour length. To that end, one can refine the underlying partitioning in such a way that the grid cell sizes belonging to I are small enough to yield an acceptably small optimality gap.
One possible strategy is to solve (3) and obtain I, subdivide all cells in I into smaller cells, and solve the revised instance of (3) in a repeated fashion.
Cutting-Plane Generation
Subtour Elimination Constraints. Because there are an exponential number of subtour elimination constraints (3e), we initially relax these constraints and add those that are violated (with respect to a pre-determined violation threshold) at each node of the branchand-bound tree. Here, we discuss the corresponding separation procedures.
To find a subtour elimination constraint (3e) that is violated by a solution (x, y), we use a well known separation procedure (see Fischetti et al., 1997; Valle et al., 2009) as follows.
Define a complete directed graph with the node set {0, . . . , n} in which the capacity of an arc (i, j) equals x ij . For each v ∈ {1, . . . , n} with y v > 0, we find the maximum flow from 0 to v, which will generate a minimum cut (S, S) where 0 ∈ S and v ∈ S. If the capacity of this cut is less than y v , that is, if i∈S j∈S x ij < y v , then S and v define a violated inequality (3e). When this procedure does not find a violated subtour inequality, (x, y) satisfies all the subtour elimination constraints (3e).
Model Tightening Inequalities. Recall that the objective function coefficients in (3) are pairwise minimum distances of the corresponding cells. In general, the triangle inequality does not hold for these cost coefficients, which may result in a weak lower bound. To illustrate this point, note that there exists an optimal CETSP tour in which no two turn points cover an identical set of targets (or otherwise, bypassing either of them results in a CETSP tour that is no longer than the original one). However, it is possible that two cells on the tour cover the same set of targets in a unique optimal solution to (3). Consider the CETSP instance in Figure 5 , where C 1 is the arc from point 1 to 2, and C 2 is the arc from point 2 to 3. Here, x 12 = 1 at optimality. This optimal solution contains both C 1 and C 2 , which cover the same target, and allows the tour to go from 1 to 3 at a distance of zero (noting that l 12 = 0 because point 2 belongs to C 1 and C 2 ). The following proposition, which is a generalization of similar inequalities for the CTP (Gendreau et al., 1997) , can be added to (3) to strengthen the obtained bound.
Proposition 4. Consider two nonempty subsets C 1 and C 2 of C such that
, then the following inequality is valid:
in the sense that solving model (3) augmented with (12) still yields a valid lower bound on the optimal CETSP tour length.
Proof. To cover all the target locations in V (C 2 ), a shortest CETSP tour needs at most |V (C 2 )| turn points. Moreover, an optimal CETSP tour will not contain a turn point in every cell of C 1 ∪ C 2 because in that case, a shorter feasible tour can be constructed by excluding any of the turn points in C 1 . As a result, (x R , y R ) in the proof of Proposition 4 satisfies (12), which completes the proof.
Remark 2. In Proposition 4, (12) can be strengthened in the following form when |C 1 | ≥ 2,
The reduction in the first term is due to the fact that if an optimal CETSP tour contains a turn point in every cell in C 1 (or C 2 ), then no cells in C 2 (or C 1 ) are visited by this optimal tour or otherwise, omitting those turn points in C 2 (or C 1 ) results in a shorter tour. Since |C 1 | and |C 2 | are both at least two, (x R , y R ) in the proof of Proposition 4 satisfies (13) and so the inequality obtains a valid bound in this case. Else, there exists at least one cell in both C 1 and C 2 that does not contain any turn point of an optimal CETSP tour, and (13) holds in this case as well.
Given a (possibly fractional) vector y, a CETSP-partitioning C, a set M of targets, and the covering set V i = V ({C i }) for each C i ∈ C, the separation problem of (12) seeks to find
Let this decision problem be denoted by SP1. Similarly, let SP2 be the decision problem associated with separating (13). The proof for the following complexity result is provided in Section A-3 of the Online Supplement.
Theorem 1. Problems SP1 and SP2 are strongly NP-complete.
Given the worst-case complexity of separation routines for these inequalities, we add these inequalities to the formulations only when
Alternative Model Formulations and Algorithms
In this section, we present an alternative model in Section 4.1, which captures a tighter bound on minimum distances traveled in a tour, at the expense of creating additional binary decision variables. We explore subtour elimination constraints for this model in Section 4.2.
We then formulate a third lower-bounding model in Section 4.3, and demonstrate that this model is solvable by a Benders decomposition strategy.
Expanded Formulation
Another way of reducing the conservativeness of formulation (3) is to redefine the decision variables so that they capture some of the travel distances inside the cells, and hence, contribute to a tighter lower bound. To that end, we need to add sequence-related binary variables to the problem. Let s ijk = x ij x jk be a binary variable that equals one if and only if the solution to the lower bound problem consecutively visits C i , C j , and C k . Moreover, let e ijk (≥ l ij + l jk ) denote the length of a shortest path that goes from a point in C i to some point in C j , and then from the same point in C j to a point in C k . (Section A-2 of the Online Supplement discusses details pertaining to the calculation of these e ijk -values.) Figure 6 illustrates the definition of e ijk for an arc-based partitioning scheme. Consider the following integer programming problem. s ijk , ∀i = 0, . . . , n, j = 0, . . . , n (14b)
. . , n} : 3 ≤ |S| ≤ |C| − 3 and v ∈ S (14e)
0 ≤ y i ≤ 1, ∀i = 1, . . . , n; y 0 = 1. (14g) Figure 6 : Illustration of the objective function coefficients e ijk in (14) Proposition 5. Let l * be the optimal CETSP tour length and suppose z LB1 and z LB2 are the optimal objective function values of problems (3) and (14), respectively. Then,
Proof. Suppose again that an optimal CETSP tour T visits (in order) the set of turn points (p 0 , . . . , p k ). Similar to the proof of Proposition 3, let C t = C it ∈ C be an element of the CETSP-partitioning that contains p t , for t = 1, . . . , k and define C k+1 = C 0 = C 0 and i k+1 = i 0 = 0. Consider (x R , y R ) as defined in the proof of Proposition 3 and let 
where p k+1 = p 0 . Aggregating all of the above inequalities yields 2z
Therefore, z LB2 ≤ z R LB2 ≤ l * . Now let (ŝ,ŷ) be any feasible solution to (14). Corresponding to (ŝ,ŷ), we define a unique feasible solution (x,ŷ) to (3), wherex ij = n k=1ŝ ijk , for all 0 ≤ i, j ≤ n. Using l ij +l jk ≤ e ijk , it is straightforward to show thatẑ LB1 ≤ẑ LB2 , whereẑ LB1 andẑ LB2 denote the objective function value of (x,ŷ) and (ŝ,ŷ), respectively. Therefore, z LB1 ≤ z LB2 , which concludes the proof.
Subtour Elimination
To separate (14e), we can use the same procedure specified for the separation of (3e), with the modification of setting the capacity of arc (i, j) as n k=0 s ijk . For the expanded model, though, we also consider an alternative form of subtour elimination constraints as follows.
Proposition 6. Consider the following set of subtour elimination constraints for (14). i∈S j∈S k∈S
Let (14) with (14e) substituted by (17)}.
Moreover, let Y 1 be the LP relaxation polytope of (14) and define Y 2 as the LP relaxation polytope of (14) with (17) 
Note that
∈S s ijk and j∈S y j = n i=0 j∈S n k=0 s ijk . Therefore, we have
The above can be restated as
Note that the first term of (20b) represents the number of times a (possibly fractional) tour enters set S, and the second term represents the number of times a tour exits set S. By (14b), these values must be equal, and so (20b) reduces to 2
we have that (20) implies (14e).
We now prove that Y 1 = Y 2 . We showed above that if a solution satisfies (17), it also satisfies (14e). Therefore, Y 2 ⊆ Y 1 . Now consider an integer solution (s, y) in Y 1 , which represents a tour over a subset of C that intersects p 0 . We show that (s, y) satisfies (17) as well. Suppose S ⊂ C is chosen such that 0 / ∈ S and v ∈ S. Consider the following cases.
• i∈S j∈S k∈S s ijk ≥ 1: Note that j∈S y j = i∈S j∈S k∈S
Moreover, we have i / ∈S j∈S k∈S
Therefore, i∈S j∈S k∈S
and (17) holds.
• i∈S j∈S k∈S s ijk = 0 and y v = 0: (17) clearly holds in this case.
• i∈S j∈S k∈S s ijk = 0 and y v = 1: In this case, if j∈S\{v} y j ≥ 1 then (17) Note that since Y 1 = Y 2 , the same separation procedure that generates (14e) can also be used to generate (17).
We conclude this section by presenting stronger subtour elimination constraints for (14).
Suppose S ⊂ {1, . . . , n} and let S = {0, . . . , n} \ S. Define M (S) = M \ {m ∈ M :
S ∩ N (m) = ∅}, i.e., M (S) is the set of targets not covered by a cell in S. Let C(S) be a smallest cardinality subset of S that covers all targets in M (S). Then
is valid for (14). If | C(S)| ≥ 1, then (27) implies the validity of the following stronger subtour elimination constraint for (14):
Note that (28) is a modified version of similar connectivity inequalities for the CTP (Gendreau et al., 1997). When | C(S)| ≥ 2, (28) can be further strengthened as follows.
i / ∈S j∈S k∈S
Therefore, when an inequality (17) is generated in our separation routine, we first check to see if can be strengthened into the form (28) or (29) before adding the cut to the model.
Alternative Formulation
Formulations (3) and (14) contain O(n 2 ) and O(n 3 ) binary variables, respectively, which possibly makes them intractable for CETSP-partitionings having a large number of cells.
We develop an alternative MIP formulation whose number of binary variables does not depend on n.
Note that any feasible solution to (3) can be characterized by two sets of decisions: (a) the order in which the neighborhood sets S m are visited, and (b) for each S m , which cell represents target m on the tour. Given any particular order of visiting the neighborhood sets, the problem of optimally identifying a representative cell for each target can be solved by solving a shortest path problem as follows. For a CETSP-partitioning C = {C 0 , . . . , C n } define set Q as
where ψ and τ respectively serve as source and destination nodes in the graph. An ordered pair (i, m) belongs to Q for each cell C i ∈ C and every m ∈ M such that C i ∩ S m = ∅.
For convenience, we also describe the elements of Q by Greek letters, with componentsî(•) andm(•), whereî(ψ) =î(τ ) = 0 andm(ψ) =m(τ ) = p 0 . The distance between any two elements δ and σ in Q is defined as d δσ = lˆi (δ),î(σ) . Let u lm be a binary variable that indicates whether target l is visited immediately before (or simultaneously with) target m. We seek a shortest tour that starts from the depot, visits a cell in every neighborhood set (in the order determined by the u-variables), and returns to the depot. This is equivalent to finding a shortest path (with respect to arc costs d) from ψ to τ in a graph
where A(u) = {(δ, σ) : δ, σ ∈ Q, and um (δ),m(σ) = 1}. To model this shortest path, we introduce nonnegative flow variables f δσ along with the necessary flow-balance constraints.
The corresponding formulation is stated below, where M = M ∪ {p 0 }.
In the above formulation, constraints (31b), (31c), and (31h) impose a TSP tour over set M , while (31d)-(31g) model the corresponding CETSP tour as a shortest path from ψ to τ in G(u). Note that when |C 1 | = |C 2 | = 1, an equivalent form of (12) can be applied to formulation (31) by adding f δσ = f σδ = 0 to the model, whereî(δ) ∈ C 1 andî(σ) ∈ C 2 .
Proposition 7. Suppose that the optimal CETSP tour length is l * , and consider an optimal solution (u * , f * ) to (31) with objective function value z LB3 . Define the set of turn cells as
Proof. Consider an optimal CETSP tour characterized by an ordered set of turn points (p 0 , . . . , p k ) with a corresponding solution (x R , y R ) as constructed in the proof of Proposition
Suppose that this solution corresponds to a tour
h=1 M h and ∃j ∈ {1, . . . , k} such that p j ∈ S m ∩ C i }.
Note that M i = ∅ for all i = 1, . . . , r or otherwise, a shorter CETSP tour can be obtained by excluding all turn points in C i from T . Now suppose
. . , r, and consider the following feasible solution to (31).
• f ψ,(1,m 1 1 ) = 1,
• u lm = 1 for l, m ∈ M , if and only if l = m and there exist δ and σ in Q such that m(δ) = l,m(σ) = m, and f δσ = 1.
The objective function value of this solution equals that of (x R , y R ). Therefore, z LB3 ≤ z R ≤ l * . Validity of the upper bound follows from a similar discussion to that of Proposition 3, noting that in this case every visit to C i requires a visit to at most one middle point.
Proposition 7 implies that the optimal objective function value of (31) can be used as a lower bound on the optimal CETSP tour length. Note that regardless of the size n of the underlying CETSP-partitioning, problem (31) contains O(|M | 2 ) binary variables.
We next describe a Benders decomposition algorithm for solving (31). To that end, suppose d lm equals the minimum distance between two neighborhood sets S l and S m , for l, m ∈ M . Formulation (31) can be equivalently stated as
We reformulate (35) as:
s.t. Constraints (31b), (31c), and (31h),
In the Benders decomposition framework, we let (36) serve as a master problem in which θ(u)
is replaced by a value function variable θ. Then, given a fixed value of u, (37) serves as the subproblem. Solving (37) either proves the optimality of u, or yields a Benders (optimality) inequality. Given u, define π as a |Q|-vector that contains the dual values associated with this shortest path problem, i.e., π δ denotes the dual value associated with constraint (31e) for δ ∈ Q \ {ψ, τ }, π τ is the dual value associated with constraint (31f), and π ψ ≡ 0. Such dual values indicate the length of a shortest path from ψ to any other node in G(u). For any δ ∈ Q and σ ∈ Q, define −γ δσ as the dual value associated with constraint (31d). Hence, 
Note that η lm is nonnegative and can take positive values only for (l, m) ∈ U 0 = {(l, m) : l ∈ M , m ∈ M , and u lm = 0}. Hence, the corresponding Benders inequality can be written as
where η lm = min{η lm , π τ }. These reduced coefficients are valid due to the nonnegativity of η lm , ∀(l, m) ∈ U 0 , and the fact that θ ≥ 0. This concept can be used to further tighten (39).
Noting that (39) is valid at u = u, regardless of the coefficients of the u-variables in U 0 , we need to ensure that (39) is valid for u = u. Note that u contains at least two variables in U 0 that equal one. Let ρ = min (l,m)∈U 0 {η lm }. Suppose U 01 denotes a subset of U 0 whose elements satisfy η lm ≥ π(τ ) − ρ, and define
, then (39) can be strengthened as
otherwise, the following inequality is valid for (36).
Computational Experiments
To examine the efficiency of the proposed formulations and algorithms, we generate random CETSP instances on which we obtain upper and lower bounds for the optimal CETSP tour length. All algorithms are implemented in C++ programming language and compiled using Microsoft Visual Studio 2008. Integer programming instances are solved using CPLEX version 12.2 via ILOG Concert Technology 2.9 on a PC with an Intel Core2 Quad processor Q9500 and 4 GB of memory, running Windows 7.
All CETSP instances are generated according to the following procedure. The |M | target locations and the depot are chosen randomly on a rectangle of length 16 and width 10.
The neighborhood set for all targets are discs of identical radius r (which we vary in our computational tests). For each disc, we specify the intersection of its boundary and the convex hull of the target locations and the depot, and divide this intersection into N smaller arcs, which are initial elements of the partitioning set C. Therefore, the initial CETSPpartitioning contains |M |N + 1 cells.
We first provide a comparison between the performance of different methods of obtaining a lower bound on the optimal CETSP tour length. For brevity, we will refer to formulations (3), (14) (with subtour elimination constraints (17)), and (35) as LB1, LB2, and LB3, respectively. The subtour elimination constraints for all three models are initially relaxed.
At each node of the branch-and-bound tree, we use the separation procedure explained in Section 3 to find violated subtour inequalities. If the violation magnitude is greater than or equal to 0.5 for a subtour elimination constraint, we add that inequality to the linear programming relaxation of the corresponding node.
The results of running all three models over a set of ten small test instances are reported in Tables 1 and 2 . These instances contain six target locations with the neighborhood set of each location defined as a disc of radius r = 0.25, and each arc is partitioned into N = 4 smaller ones. A 1500-second limit is imposed on the running time of all methods. The
Lower Bound columns report the lower bound that is obtained via each method, while the Upper Bound columns report the upper bound provided by (4) (for LB1 and LB2) and (32) (for LB3). We also report the average absolute gap (difference) between the lower and upper bounds of all methods in the Avg. Gap row. We observe that while LB2 always provides the best lower bound, it generally requires a significantly longer time to solve than the other two methods. Note that LB1 consumes roughly 25 times the CPU time required to solve LB3, although neither formulation generally provides a lower bound that dominates the other. The fast running time of LP3 is evidently due at least in part to the low number of subtour cuts that are required to solve the problem. Table 3 compares the running time of formulations LB1 and LB3 for ten 8-and 10-node instances for which LB2 is too large to be practically useful. Overall, these results demonstrate that LB3 is significantly easier to solve than LB1, and once again, there appears to be direct correlation between the number of subtour cuts generated (many fewer for LB3 than for LB1). The lower bounds obtained by these algorithms are not displayed in the table, because all lower bounds were the same except for two instances for r = 0.25 and two for r = 0.5. For both values of r, we found that z LB1 > z LB3 in one instance and z LB3 > z LB1
in the other, with very slight differences in all four cases. Table 4 demonstrates the efficiency of the Benders decomposition algorithm for LB3 in solving 80 random instances. For each value of |M |, we solve two instances associated with setting r = 0.25 and r = 0.5. The number of arcs per neighborhood set is set to be N = 4
for each instance. We present the running time (in CPU seconds) required by the Benders decomposition algorithm, and for solving formulation (35) directly using CPLEX. We report the number of added subtour elimination constraints for both methods. For the Benders decomposition algorithm, we also report the number of Benders inequalities needed to solve the master problem to optimality. (Note that the average CPU times factor in 1500 seconds for the case in which a problem instance is not solved within the time limit.) The results demonstrate that using Benders decomposition dramatically improves the model's solvability.
Using (4) and (5), we can also obtain upper bounds on the optimal CETSP tour length for all instances. The average difference between the upper and lower bounds for different instance sizes are specified below, where the first, second, and third components denote |M |, The lower bound that we report for this instance is given by the lower bound on z LB3 after 1500 seconds (which equals 29.6651). The upper bound for this instance employs Proposition 7, with z LB3 given by the objective corresponding to the best feasible solution found for LB3 after 1500 seconds (z LB3 = 30.5547). Figure 7 illustrates the convergence of lower and upper bounds for an instance of size |M | = 12 and r = 0.25. In each iteration, we obtain lower and upper bounds on the optimal CETSP tour length using the Benders decomposition algorithm that was proposed in Section 4.3. 
Conclusions and Future Research
In this paper, we presented several methods of obtaining lower and upper bounds on the optimal objective function value of an important geometric variant of the TSP, called the CETSP. The ability to obtain tight lower bounds on the optimal CETSP tour length is vital in evaluating the quality of any heuristic solution to the problem. We proved several properties of an optimal CETSP tour, and used them to establish a way of partitioning the continuous solution space. This partitioning scheme is then used in formulating three different integer programming problems that yield lower and upper bounds on the optimal CETSP tour length. In particular, we formulated a lower bounding problem that is a special instance of the CTP, and described an alternative formulation that yields a tighter lower bound. We also described a way of reformulating the underlying integer program that makes it amenable to Benders decomposition. The subproblem in the decomposition scheme finds a shortest path in a special directed graph with an expanded node set. We observed that this reformulation yields a lower bound that is not dominated by that of the original formulation, while greatly enhancing the running time via Benders decomposition. An iterative refining of the underlying partitioning scheme ensures that the lower bounds obtained from the three methods converge to the optimal CETSP tour length.
The framework presented in this paper can be extended to many other problems with continuous solution space. Candidates include the lawn mowing problem (Arkin et al., 2000) and the the polygon exploration problem (Hoffmann et al., 2002) . In some applications, a turning cost may be present based on the angle that is formed at each turn point of the tour (see, e.g., Arkin et al. 2006) . Formulation (14) may, in particular, be extended to address practical instances of geometric tour problems with turn costs. Another interesting line of future research would perform a comprehensive polyhedral study on the proposed integer programming problems formulated in this paper. Suppose that [λ min , λ max ] is the smallest interval such that the set of all points q + λ(q − q ) for λ ∈ [λ min , λ max ] intersects neighborhood set for each m ∈ M . Define λ min = min{0, λ min } and λ max = max{1, λ max }. The unique shortest tour segment τ that is completely contained in H, starts at q , intersects the neighborhood set of each m ∈ M , and ends at q is described as follows. Segment τ starts at the point on the line segment where λ = 0, moves to the point where λ = λ min , then to the point where λ = λ max , and returns to the point where λ = 1 (Figure 9 ). Now, suppose that we create a new tourT , which is the same as T except where τ replaces the segment from q to q in T . Because the segment in T joining q and q is contained in H and is not identical to τ , its distance is longer than that of τ . Thus,
tourT is still feasible but is shorter than T , which contradicts the optimality of T . This completes the proof.
A-2. Calculation of Distance Values
We describe how to calculate the cost coefficients l ij and e ijk for the cells of a given CETSPpartitioning. Two cells C i and C j are said to be regularly placed with respect to each other if both of the following conditions hold:
1. a i + w 1i ≤ a j or a i ≥ a j + w 1j , and
If C i and C j are not regularly placed with respect to each other and a j − w 1i < a i <
On the other hand, when C i and C j are regularly placed with respect to each other, it can be easily shown that there exists a vertex v of and C j and (v 3 v 4 ) be the shortest line segment connecting cells C j and C k , which are also regularly placed with respect to each other. Hence, l ij = |v 1 v 2 | and l jk = |v 3 v 4 |. To evaluate e ijk , we consider the following three cases.
• Case 1 : v 2 and v 3 are the same vertex of C j . In this case, e ijk = l ij + l jk .
• Case 2 : v 2 and v 3 are on the same edge of C j . Let v i = (ω 1i , ω 2i ) for i = 1, . . . , 4.
Since v 2 and v 3 are on the same side of cell C j , either ω 12 = ω 13 or ω 22 = ω 23 . Without loss of generality, suppose ω 22 = ω 23 = ω. The minimum distance from any point in C i to any point in C j and then to any point in C k is obtained by going from v 1 to some point (µ, ω) on the line segment between v 2 and v 3 and from there to v 4 . Therefore, the corresponding optimization problem is as follows. Since the objective function is strictly convex, the optimal value of µ is either ω 12 , ω 13 , or where µ is the unconstrained minimizer of (42), such that µ − ω 11 ω 14 − µ = ω − ω 21 ω − ω 24 , assuming ω = ω 24 .
• Case 3 : v 2 and v 3 are diagonally opposite each other in C j . In this case, if the line segment (v 1 , v 4 ) passes through C j , then e ijk = |v 1 v 4 |. Otherwise, e = |v 1 v | + |v v 4 |, where v is one of two vertices of C j other than v 2 and v 3 (whichever is a minimizer of distance), because this path dominates all other paths that do not pass through a vertex of C j . Therefore, calculating e ijk -coefficients can be done in O(1) time.
Unlike the grid-based CETSP-partitioning, computing objective function coefficients for an arc-based CETSP-partitioning does not appear to be easy. This is because the corresponding distance minimization problem in general is not convex. One way to deal with this difficulty is to numerically calculate all the minimum distances between any two arcs prior to solving the mathematical programming problems. We can also use an easily-computable valid lower bound on the minimum distance. To obtain this lower bound, one can calculate the minimum distance between two minimal triangles (outer-approximations) that contain the two arcs. This is equivalent to solving a convex optimization problem. The corresponding triangles can be obtained using the tangent lines at the two endpoints, plus the arc's chord. Moreover, we can divide each of the two arcs into several smaller portions to obtain a collection of smaller triangles, as illustrated in Figure 10 . The minimum distance between any pair of triangles representing different arcs provides a valid lower bound on the minimum distance between the two arcs. This lower bound can become arbitrarily tight by increasing the number of triangles.
A-3. NP-completeness Proofs for SP1 and SP2
First, we prove that SP1 is strongly NP-complete by a reduction from the exact cover by 3-sets problem (X3C), defined as follows (Garey and Johnson, 1979) .
Definition 2. Problem X3C: Let G = {g 1 , . . . , g 3q } and consider a collection F = {F 1 , . . ., . We assert that there exists an exact cover by 3-sets of G if and only if there exist subsets C 1 and C 2 of C that solve the above instance of SP1.
=⇒ Suppose there exists a subset F ⊆ F such that |F | = q and every element of G occurs in exactly one member of F . Let C 1 = {C p+1 } and C 2 = {C i ∈ C : F i ∈ F }. Then, 
⇐= Suppose that there exist disjoint subsets C 1 and C 2 that solve SP1. Then we have that i∈C 1 ∪C 2 y i > |C 1 | + |C 2 | − 1, i.e. i∈C 1 ∪C 2 1− q+1 < 1. Note that C 1 cannot contain any of C 1 , . . . , C p or otherwise V (C 1 ) V (C 2 ). Therefore, C 1 = {C p+1 } and C 2 must cover all elements in {m 1 , . . . , m 3q }, which requires |C 2 | to be at least q. Hence we have that (|C 2 | + 1) , we conclude that |C 2 | ≤ q.
Consequently, |C 2 | = q and elements of C 2 correspond to an exact cover by 3-sets of G. This completes the proof that SP1 is NP-complete.
Next, SP2 clearly belongs to NP. To show that SP2 is NP-complete, we establish a reduction from X3C to SP2 as follows. Define M = {m 1 , . . . , m 3q+p+1 } and C = {C 0 , . . . , C p+3 }.
For each C i , i = 1, . . . , p, define V i = {m j : g j ∈ F i } ∪ {m 3q+i } and let
V p+2 = {m 3q+1 , . . . , m 3q+p+1 },
Also, let y i = q+1+ q+3
for i = 1, . . . , p + 3, where 0 < < 2 q+4
. There exists an exact cover by 3-sets of G if and only if there exist two non-empty disjoint subsets C 1 and C 2 of C that solve the above instance of SP2, where C 1 = {C p+1 , C p+3 } and C 2 consists of C p+2 and the elements of C corresponding to an element F i in an X3C solution for G. The remaining details follow from the proof for SP1.
