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Abstract--Recent work on robust error ate estimation i  classification a alysis i summarized. First. 
the perspective for the error ate estimation problem isestablished, and the parameters that are referred 
to as error ates are described. Next, the bases for comparison ferror ate estimators are reviewed and 
a mean-square error criterion recommended. Then several pproaches to robust error ate estimation are 
introduced. Finally, recommendations f r applications based on available evaluations of robust estimators 
are made. and important unresolved issues are identified. 
I. THE PROBLEM 
Depending on the perspective of the investigator, a classification or discrimination problem 
may focus on the assignment of individuals (subjects) into two or more populations (groups) 
or, alternately, on the estimation of the probability of a particular subject falling into a specified 
group. In either case, it is assumed that a classification rule based on a subject's particular 
values for a set of explanatory variables (feature vector) will be constructed. It is further assumed 
that the parameters of the classification rule will be estimated from a training sample of subjects 
for which both the feature vector and true group membership are known. The evaluation of the 
success of a particular effort at classification may focus on either the estimation of the error 
rates (probabilities of misclassification) of a classification rule, conditional on the correct pop- 
ulation assignment, or on the goodness of fit of the estimated posterior (inverse) probabilities 
to the achieved outcomes, conditional on the observed feature vector. 
Whether an investigation of the error rates or the posterior probabilities is more germaine 
to the evaluation of a classification rule is not a present concern. Focus on the error rates is a 
natural consequence of the classical development of discriminant analysis[13,391, while focus 
on the posterior probabilities is a similarly natural consequence of the more recent development 
of the logistic regression approach to discrimination[7]. While both the error rates and the 
posterior probabilities may be important o a classification problem, the focus of this report is 
on the estimation of the error rates. 
2. THE QUANTITIES BEING ESTIMATED 
The error rate parameters that are being estimated by different authors are not necessarily 
the same. In fact, there are three error rates that have been frequently considered (e.g. [23,37]). 
They are as follows: 
(i) the optimum error rate, which describes the performance of a classification rule based 
on known parameters; 
(ii) the conditional error rate, which describes the performance of a classification rule 
based on parameters estimated by the training sample at hand; 
(iii) the expected error rate, which describes the expected performance of a classification 
rule based on parameters estimated by a randomly chosen training sample. 
For applied problems the optimal error rate is only an interesting construct, unless a very 
large training sample is specified, in which case the three error rates are approximately equal. 
However, for very large training samples, the problem of robust error rate estimation has a very 
simple solution, as will be discussed in Sec. 5. This report will subsequently assume that only 
small-to-moderate training samples are available. 
The expected error rate is potentially of interest o an investigator planning a study. For 
example, it might be employed to determine whether a contemplated study has sufficient 
sensitivity and specificity to be worth performing. I am not aware of any applications of this 
nature that employ the expected error rate, however, perhaps because of the unavailability of 
parameter estimates until a training sample is chosen. 
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The error rate parameter Of greatest interest in applied problems is the conditional error 
rate, which describes the performance of the classification rule resulting from the training sample 
at hand. For this reason it is sometimes called the act,al error rate[23]. In this report it will 
subsequently be assumed to be the error rate parameter of interest. 
There are other quantities that ~ire occasionally referred to as error rates that are not 
parameters but, rather, estimates of error rate parameters. One such quantity will be described 
in Sec. 4, but the term "error rate" will generally be avoided in the description of such quantities 
in this report. 
3. THE CRITERION MEASURES FOR COMPARISONS 
Various criteria have been used to evaluate classification error rate estimators. Historically, 
the bias and variance of an estimator, separately, were the criteria employed[9,23,28]. Sub- 
sequently, mean-squared rror (MSE) criteria, which combine the bias and variance, have been 
employed. Earlier reports employing an MSE criteria used asymptotic expansions[30,351. More 
recently, Monte Carlo and numerical integration techniques have been employed to evaluate 
the finite sample performance of error rate estimators in terms of MSE[12,37,38]. The criterion 
measure mployed in these recent reports and adopted here is MSE relative to the conditional 
error rate. 
MSE(&) = E(6. - a)-', (1) 
where 6 denotes the error rate estimator under evaluation, and et denotes the conditional error 
rate. (It should be noted that a is a random variable that takes on a fixed value only for a 
specific training sample, and that the expectation is taken in respect o all possible training 
samples.) 
MSE criteria other than that specified in (I) have been used occasionally. These include 
an MSE that is conditional on the data values obtained in the training sample. This criterion 
cannot be generally recommended because an investigator will usually be interested in classi- 
fication for a more general population than the specific training sample available. MSE criteria 
(and, for that matter, bias and variance) relative to error rate parameters, other than the con- 
ditional error rate. have also been variously employed. These cannot be recommended generally 
since, as detailed in the preceding section, the conditional error rate is that which an investigator 
with a finite training sample is usually interested in estimating. Finally, asymptotic MSE results 
are of little practical value, except when confirmed by finite sample considerations, for there 
is little differentiation among the robust estimators in the presence of large training samples 
(see Sec. 5). 
4. THE POSSIBLE ESTIMATORS 
A variety of error rate estimators that employ the assumption of underlying normality, with 
common covariance for the several populations, have been studied. These include attempts at 
characterizing the distribution of the linear discriminant function when parameters are estimated, 
as summarized by Anderson[3l. These also include the classical plug-in estimator[13], where 
estimated values of the parameters are substituted into the known distribution of the linear 
discriminant function assuming the parameters are known. Additionally, there are several var- 
iations on the plug-in estimator that attempt o reduce its optimistic bias (e.g. [28]). These 
estimators, besides explicitly assuming normality in their construction, have been shown to 
peform poorly in the few reported studies comparing error rate estimators with nonnormal parent 
distributions [ 17,37]. Thus they will not be considered further in this report on robust estimators. 
Estimators that have shown prrmise of being robust o the assumption of parent normality 
include the resubstitution estimator[36], the leave-one-out estimator[27], the smoothed esti- 
mator[17] and the bootstrap estimator[12]. The resubstitution estimator, which is also known 
as the apparent error rate, uses the proportion of training sample observations that are mis- 
classified by the rule estimated from the training sample. Such a procedure is optimistically 
biased[23]. 
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The serious bias of the resubstitution estimator with small training samples motivated the 
formulation of the leave-one-out estimator. This estimator is a variation on resubstitution and 
a member of the class of hold-out sample or resampling estimators[ 111- Since it holds out only 
one observation at a time and, in turn, holds out all observations, it would appear to be the 
most advantageous hold-out estimator. Cochran[6] notes that it is a "jackknife" statistic, in 
the terminology of Tukey, as applied to the concept originally suggested by Quenouiile[33,341. 
In fact, the leave-one-out estimator has been implemented in computer program BMDP7M[8] 
where it is termed the jackknife estimator. This implementation f the leave-one-out estimator 
testifies to its computational feasibility, and suggests that holding out more than one observation 
at a time, or not holding out all possible subsamples, for economic reasons is not justifiable in 
the modern computing environment. Efron[ 12] refers to the leave-one-out estimator as the cross- 
validation estimator and differentiates it from what he considers the jackknife estimator. Ame- 
liorating this confusing state of nomenclature is Efron's finding[12] that cross-validation (leave- 
one-out) performs very similarly to the (true)jackknife. 
The bootstrap estimator is a recently introduced alternate resampling method for bias 
reduction[ 10]. Efron's consideration of the basic bootstrap and variations on the basic bootstrap 
for classification error rate estimation[12] is motivated by a desire to reduce the bias of the 
resubstitution estimator without the attendant variance inflation of the leave-one-out estimator. 
While bootstrap estimators may exhibit some favorable properties, they are computationally 
intensive and have not been implemented for classification error rate estimation i  any generally 
available statistical computer program package. 
Glick[17] considers two classes of estimators, which he terms smoothed, for univariate 
parent distributions. This nomenclature r fers to estimators that involve summation over the 
observations in the training sample, but instead of summing terms that are either zero or one, 
as do the resubstitution and leave-one-out estimators, the terms summed can take on any value 
between zero and one. The two types of smoothing functions proposed are the linear, or uniform, 
and the normal. Snapinn and Knoke[381 generalize these two classes of smoothed estimators 
to the situation of multivariate parent distributions. Additionally, a variation on the posterior 
probability estimator[321 could be considered another smoothed error rate estimator. This es- 
timator would sum the estimated posterior probabilities over all the individuals known to come 
from each specific group. Notice that an estimator so-defined isnot computable from unclassified 
observations, as is the estimator described in [32]. Smoothed estimates of classification error 
rates, while much less computationally intensive than the bootstrap, have also not been imple- 
mented in any standard statistical programs. 
The estimators that show the greatest promise of being robust are generalized counting 
estimators that involve summation over the observations in the training sample, and all are 
derived from the resubstitution estimator. The leave-one-out and bootstrap estimators are re- 
sampling variations on the basic zero-one counting scheme, in an attempt o reduce the bias 
inherent in resubstitution. The smoothed estimators, conversely, vary the counting scheme of 
resubstitution to include a continuum of values between zero and one in the terms that are 
summed and are motivated by a desire to reduce variance. However, they also appear to 
achieve some bias reduction[38]. It is thus apparent hat an MSE criterion is necessary to 
effectively evaluate these potentially robust error rate estimators. 
5. THE RECOMMENDATIONS BASED ON PRESENT KNOWLEDGE 
Much of the reported work on robust error rate estimation restricts attention to the two- 
group problem. This does not necessarily cause a problem in practice, since results on the 
selection of a method of error rate estimation in the two-group roblem usually generalize to 
the multiple-group situation. However, this is not to suggest hat in an actual classification 
problem where robustness i an important consideration, that the attention should be focused 
on the error rate achieved by a single group or even the error rate simply averaged over the 
several groups. Rather, the applied investigator should be concerned with the performance of 
the chosen classifier on each of the individual groups represented in the training sample. This 
is to protect against he possibly unequal consequences (prior probabilities and cost of mis- 
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classification) of the different ypes of misclassifications and also against he possibility of a 
different distribution of the feature vector in different groups. If the parent distributions are 
nonnormal, or different among the several populations, the achieved misclassification rates 
among the groups can be different from those desired[25]. Thus an investigation of the estimated 
misclassification rate for each individual group is recommended whenever robust procedures 
are desired. 
Early comparisons of the leave-one-out and resubstitution estimators appear to clearly favor 
the leave-one-out approach[28]. However, these comparisons are in terms of the bias of an 
estimator relative to the optimum error rate for normal parent distributions. Indeed, Glick[ 17] 
notes that the increased variance of leave-one-out relative to resubstitution may outweigh the 
reduced bias of the former. Snapinn and Knoke[37] compare the MSE relative to the conditional 
error rate for the leave-one-out and resubstitution estimators for a variety of parent distributions. 
They conclude that the choice between these two methods hould depend on the dimension (r) 
of the observation vector; if r -< 3, resubstitution generally has the smaller MSE, and, if r > 3, 
leave-one-out is generally preferable. Furthermore, if the parent distribution does not differ 
greatly from normality or generally has smaller tails than the normal, and r -< 3, then a par- 
ametric estimator, such as the DS [a variation on the plug-in estimator with reduced bias (see 
[23])], may be preferable to resubstitution. Conversely, for r > 3, the leave-one-out estimator 
is preferable to any parametric estimator, even if the parent distribution isnormal or near normal. 
The bootstrap estimator is compared by Efron[12] to the resubstitution and leave-one-out 
estimators for four situations with a fixed separation between two groups with normally dis- 
tributed parents: common training sample sizes (n) of 14 and 20, and r = 2 and 5. He also 
reports acomparison made by Gong[ 19] with two normally distributed parents, r = 4, n = 20, 
and a classification rule based on stepwise logistic regression. The criterion is MSE relative to 
the conditional error rate. In these situations, the bootstrap estimator is found to have generally 
lower MSE than the resubstitution r leave-one-out estimators. However, several variations on 
the basic bootstrap are also considered, and one variation, the 0.632  estimator, is generally 
found superior to the basic bootstrap due to reduced variance. These reults on bootstrap estimators 
of classification error rates are certainly interesting and beg for further comparisons with other 
robust estimators, especially with nonnormal parent distributions. 
A smoothed classification error rate estimator is compared by Snapinn and Knoke[38] to 
resubstitution, leave-one-out and an "ideal bootstrap" in a variety of situations. The criterion 
is MSE relative to the conditional error rate. The particular smoothed estimator is termed the 
NS estimator. It entails using the normal cumulative distribution function as a smoothing function 
with the degree of smoothing depending on the size of the training sample, the dimension of 
the feature vector and the estimated Mahalanobis distance between the populations. Specificiaily, 
the estimated error rate for group 1, for example, is 
&, : -- q~[{k - W(Xi )} /bDI ,  (2) 
i=1 nl 
where 
W(Xl) = {X l -  (X~ + X.,)/2}'S-~(X~ - X2), 
k = log , (q , . c , . /q~q) ,  
cj is the cost of misclassification for an observation from group j, 
qj is the prior probability for group j, 
0 2 = (~,  - ~ . , ) , s -~(~,  - ~ . . ) ,  
X,, X2, S are the estimates of the means and common covariance matrix of the parent distribution, 
b = {(r + 2)(nl - I) + (n,. - l )} /{n , (n l  + n ,  - r - 3)} t-'. 
r is the dimension of Xi, 
nj is the sample size for group j. 
The ideal bootstrap in the comparison is simply the resubstitution estimator with all bias 
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removed and no variance added. It is merely a hypothetical construct invented for the purpose 
of comparison; it cannot be used for error rate estimation in a real problem, but represents he 
peformance of the bootstrap in the limit. Efron[12] studied this same concept but referred to it 
as the "ideal constant," in reference to its bias reduction. 
In [38], the NS estimator exhibits lower MSE than its three competitors (including the 
ideal bootstrap construct) for all univariat¢ (r = 1) normal and nonnormai parent distributions 
considered. In the instance of a multivariate parent distribution (r = 5), the NS estimator also 
dominates its competitors when the Mahalanobis distance between the populations i relatively 
large. However, for closely spaced multivariate parent distributions, the leave-one-out and/or 
ideal bootstrap estimators exhibit lower MSE than the NS estimator. In this case, the choice 
between the leave-one-out and an actual bootstrap is not obvious, but results in [12] suggest 
that an actual bootstrap is likely to have lower MSE. Since the true distance between multivariate 
parent distributions i  not known in applications, it is suggested in [38] to employ the NS 
estimator when the ratio of the training sample size to the dimension of the feature vector (n/r) 
is relatively large: at least 5.0. For smaller values of this ratio, a bootstrap estimator should be 
chosen with the 0.632 version of the bootstrap the method of choice, if the computations are 
feasible. If a computational gorithm for the leave-one-out estimator is considerably more 
accessible than one for the bootstrap, it may be used instead without oo much loss of efficiency. 
All of the present recommendations are predicated on small-to-moderate training sample 
sizes, perhaps in the range of 10-50. For large training sample sizes, the consistency of the 
parameter estimates used in the resubstitution estimator assures decreasing bias. In fact, 
McLachlan[31] shows that the asymptotic bias is of the order l/n. Thus, for large samples, 
there is no need to look further than the resubstitution estimator when seeking a robust method. 
The NS estimator explicitly indicates this fact: b goes to 0 as n goes to infinity, and the NS 
estimator goes to the resubstitution estimator as b goes to 0. 
6. THE UNRESOLVED ISSUES 
This report in considering the issue of robust error rate estimators implicitly assumes that 
parent normality may be suspect. When parent normality is suspect an investigator may wish 
to use a classification rule other than the linear discriminant function (l.d.f.), W(X). The l.d.f. 
itself has been shown to be fairly robust to parent distributions that are a mixture of normal 
and binomial (which necessarily have heterogeneous covariance) with respect to the optimal 
error rate[25] but not with respect to the estimation of the coefficients of the posterior probability 
function[20]. Perhaps the most commonly employed alternative to the l.d.f, when parent nor- 
reality is suspect is the logistic regression approach, or logistic discrimination. Other alternative 
classification rules can be based on the assumption of a multinomial parent distribution[18], 
the location model[26] and distribution-free density function estimates[22]. 
Much of the work on robust error rate estimation, however, assumes that classification 
will be based on the l.d.f. One exception is the work of Gong[ 19] reported by Efron[ 12], which 
suggests that the relationships among the resubstitution, leave-one-out, bootstrap, and other 
resampling estimators is approximately the same when classification is based on logistic regres- 
sion as when it is based on the l'.d.f. Gong's simulations as reported by Efron, however, consider 
only one normal parent distribution, which is not ideal when the robustness of classifiers and 
error rate estimators is an issue. Another exception is [14] which reports on the leave-one-out 
estimator when employing the quadratic discriminant function (q.d.f.). A problem is that the 
q.d,f, is not robust[29]. Hence, the selection of a robust error rate estimator, rather than a 
parametric one, is something of a moot issue when employing the q.d.f. Fukunaga and Kes- 
sell[14] also describe the computations necessary to apply leave-one-out to kernal density 
function estimates of the classification rule. These computations are simple, as are those for 
leave-one-out applied to classification rules based on the multinomial distribution ([21], p. 189). 
It is clearly possible to use any of the previously discussed error rate estimators with 
classification rules other than the l.d.f. However, such performance has rarely been evaluated. 
It is an obvious next step to study the performance of robust error rate estimators with robust 
classification rules. 
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The leave-one-out, orcross-validation, estimator has been studied extensively since its use 
in this application was suggested by Brailovskiy and Lunts[4] and developed by Lachen- 
bruch[27]. Other resampling estimators have only been studied much more recently[12]. These 
more recent resampling estimators, including the basic bootstrap and variations on the bootstrap, 
have shown considerable promise of improved performance r lative to cross-validation. Recall 
that he 0.632 estimator was found to perform better than the basic bootstrap. The 0.632 estimator 
can be described as 0.632 times the modified bootstrap estimator advocated by Chattergee and 
Chattergee[5] plus 0.368 times the resubstitution estimator. It is apparent that a family of 
compromise stimators, of which the 0.632 estimator is one member, exists. The coefficient 
0.632 has a large sample justification ([12], which calls the justification "'weak"), but this 
value of the coefficient does not appear to have been compared in terms of achieved performance 
to other values of the coefficient, including the value of 1.0 which would return the Chattergee 
and Chattergee estimator. Such comparisons would be quite useful. Furthermore, no empirical 
comparisons of the performance of variations on the bootstrap appear to have been performed 
for nonnormal parent distributions. Snapinn and Knoke[38] did find that the ideal bootstrap 
exhibited good performance for some nonnormal parent distributions. However, the question 
of which version of the bootstrap, if any, to employ when robustness i a consideration, as it 
should be whenever employing a bootstrap, remains an open and important issue. 
The other modification of the basic counting scheme, smoothing, also has not completed 
its development. The NS estimator has been shown to have reasonably good omnibus perform- 
ance and robustness, but it should not be considered the ultimate smoothed estimator. In 
particular, the derivation of the degree of smoothing for the NS estimator employed an ap- 
proximation for its mean value made under the assumption of parent normality. Thus it may 
be merely fortuitous that the NS estimator appeared rather obust. Furthermore, the performance 
of a smoothed estimator is very sensitive to the degree of smoothing incorporated. The optimal 
degree of smoothing depends on the training sample sizes, the dimension of the feature vector, 
the separation between the populations and the parent distributions. The degree of smoothing 
for the NS estimator depends on the first three characteristics but not the last. A smoothed 
estimator that incorporates information about the parent distributions might exhibit improved 
robustness relative to the NS estimator. It is also possible that a smoothed estimator that uses 
the information about sample size, dimension, and separation i a different functional manner 
than the NS estimator might show improved performance. 
Another type of smoothed estimator that may merit further study is the posterior probability 
estimator, as defined in Section 4. When the estimates of the posterior probabilities incorporate 
distributional ssumptions, one might suspect hat this approach to error rate estimation would 
not be robust. This has not been specifically studied, however. Also, it is possible to obtain 
distribution-free stimators of the posterior probabilities[ 15,16], which is an especially reason- 
able approach if a distribution-free classification rule is employed. Furthermore, logistic dis- 
crimination is applicable under more general distributional ssumptions[l,2,25] than are the 
I.d.f. and q.d.f., and the posterior probability estimates are an immediate consequence of logistic 
discrimination (e.g. BMDPLR, [8]). Posterior probabilty estimators based on logistic and other 
methods of discrimination do not appear to have been evaluated in regard to their robustness 
to the assumption of parent normality. 
If error rate estimators based on posterior probabilities, as defined in Section 4, prove not 
to be robust, modifications may be possible to improve their robustness. For example, a com- 
promise estimator between the resubstitution and posterior probability estimators could be 
formulated in a similar fashion to the 0.632 estimator. Hora and Wilcox[24] have taken another 
approach to modifying the posterior .probability estimator; they compute the posterior proba- 
bilities "leaving out" the observations in turn. They find this approach to have a lower MSE 
in their simulations, which assumes parent normality, than the basic posterior probability es- 
timator. 
Yet another approach to robust error rate estimator construction is to combine smoothed 
estimators with resampling methods. Smoothed versions of the leave-one-out estimator are 
considered in [38] and found inferior in terms of MSE to the NS method, which is a smoothed 
version of the resubstitution estimator. This result would appear to be contrary to the result of 
[24], which suggests that applying the leave-one-out concept to a posterior probability estimator 
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improves its MSE. However, parent distributions other than the normal are not considered in 
[24]. Additionally, other resampling methods, such as the bootstrap, as an adjunct to smoothed 
estimators, do not appear to have been studied. 
Future improvements in the construction of robust error rate estimators are likely to lie in 
procedures which combine the characteristics of resampling with those of smoothing. In par- 
ticular, investigations are needed concerning the performance of robust methods with nonnormal 
parent distributions and with classification rules more robust than the l.d.f. Especially useful 
would be the formulation of an approach to robust error rate estimation, perhaps incorporating 
both smoothing and resampling, that is based on some more general theory than has been used 
in approaches to this problem heretofore. 
Additionally, comparisons of the performance of error rate estimators in multiple (>2) 
group situations would be worthwhile. Most of the estimators discussed in this report have 
obvious generalizations to the case of multiple groups. However. the NS estimator would require 
a derivation of the appropriate smoothing constant hat has not been reported. It seems reasonable 
that the relative performance of the estimators discussed in this report for the two-group situation 
would remain the same when multiple groups are encountered, although it would be useful to 
have some empirical verification of this impression. 
Finally, the relative performance of the various estimators when there are differences in 
the parent distributions, such as normal for one group and log-normal for two additional groups, 
appear to never have been studied. Such a comparison might be especially valuable to inves- 
tigators in the biomedical sciences, where a "normal" group might tend to have a normal risk 
factor distribution, and two high-risk groups (e.g. for myocardial infarction and stroke) might 
tend to have different, skewed distributions. 
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