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El problema de la detección de objetos en imágenes lleva años presente dentro de la visión                
por computador. La detección consiste en encontrar y clasificar una cantidad variable de             
objetos en una imagen. En las últimas décadas se han investigado distintos enfoques para              
encontrar soluciones óptimas a este problema, entre las que destacan las técnicas de ​deep              
learning que nos ofrecen grandes avances en la actualidad. El ​deep learning permite enseñar              
a los ordenadores el aspecto que poseen diferentes objetos para identificar posteriormente            
objetos similares. Aunque estas técnicas son muy exitosas son difíciles de usar.  
YOLO es una de las técnicas de deep learning más utilizadas en la detección de objetos en                 
imágenes. YOLO permite la construcción de modelos precisos que se pueden emplear en             
aplicaciones en tiempo real. Sin embargo, como la mayoría de las técnicas de ​deep learning​ ,               
YOLO tiene una curva de aprendizaje abrupta y la creación de modelos utilizando este              
enfoque puede ser un desafío para los usuarios no expertos. 
El objetivo de este trabajo ha consistido en desarrollar un asistente que guíe la creación de                
modelos de detección basados en YOLO para usuarios expertos y no expertos en el tema.               
Para desarrollar dicho asistente se han usado los cuadernos de Jupyter, que nos permiten              
interactuar con código Python intercalado con texto explicativo de manera sencilla. De este             
modo, cualquier usuario puede construir de manera rápida y sencilla sus propios modelos de              
detección. 
Para construir dicha herramienta ha sido necesario aprender y aplicar diversos conceptos            





















The problem of object detection has been present for years in the computer vision field.               
Detecting objects in an image consists in locating and classifying a variable amount of              
objects in an image. In the last decades, different approaches have been studied to find               
optimal solutions for this problem; and, among them, we can highlight deep learning             
techniques, that, nowadays, offer great advances. Deep learning techniques allow us to            
teach computers the aspect of different objects in order to identify similar objects in the               
future. Even if deep learning techniques are successful, they are difficult to use.  
 
YOLO is one of the most employed deep learning approaches in object detection. YOLO              
allows us to build accurate models that can be employed in real-time applications. However,              
as most deep learning techniques, YOLO has a steep learning curve, and creating models              
using this approach might be a challenge for non-expert users.  
 
The goal of this work has consisted in developing an assistant that guides both expert and                
non-expert users in the creation of detection models using YOLO. In order to develop such               
an assistant, we have employed Jupyter notebooks that introduce explanations in a simple             
way, and allow users to interact with Python code. In this way, users can build, in a simple                  
and fast way, their own detection models.  
 
In order to build the assistant, it has been necessary to learn and apply several concepts                
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1. ​   ​Introducción 
En esta sección se van a detallar los antecedentes de la empresa y el grupo de investigación                 
donde se realiza el trabajo, además se explican cuales son los problemas que han motivado               
la realización de este proyecto, y el objetivo que se intenta lograr. 
1.1. Antecedentes 
Este proyecto se enmarca dentro del trabajo realizado por la empresa Pixelabs y el grupo de                
Informática de la Universidad de la Rioja. Pixelabs surge de la iniciativa privada de tres               
entusiastas de la innovación y de las nuevas tecnologías. Desde principios de 2015 incuban              
la idea de aplicar técnicas de reconocimiento facial y de patrones al campo de la publicidad,                
en concreto, al reconocimiento de identidad corporativa (logotipo, marca, imagen          
corporativa) en entornos audiovisuales. 
A día de hoy, los anunciantes y marcas no tienen una herramienta de medición precisa que                
les permita conocer y evaluar el impacto de sus campañas en medios audiovisuales. Solo se               
mide la duración de un promocional y la audiencia potencial, pero en ningún caso, se               
cuantifica la presencia de los logotipos u otros elementos diferenciales de referencia de una              
marca durante la retransmisión de un evento. La idea de Pixelabs es aparentemente sencilla              
y consiste en capturar en tiempo real la emisión de un evento audiovisual y ser capaces,                
mediante la tecnología apropiada, de reconocer (y cuantificar) los logotipos de           
determinadas marcas que aparezcan durante la emisión del evento. 
Esta idea permitió desarrollar un proyecto de reconocimiento de logos, gracias al cual han              
ido surgiendo otros nuevos proyectos de detección de objetos en vídeos. 
Por su parte, el grupo de Informática del Departamento de Matemáticas y Computación de              
la Universidad de La Rioja (a partir de ahora ginfor) trabaja desde 2011 en proyectos de                
análisis de imágenes biomédicas. En concreto se han abordado problemas relacionados con            
el análisis de imágenes de neuronas en enfermedades neurodegenerativas ​[1]​, de geles de             
ADN ​[2]​ o de susceptibilidad de bacterias ​[3]​. 
1.2. Justificación del proyecto  
“Detectar logos en vídeos”, “detectar qué obreros llevan casco y cuáles no en una              
construcción”, “detectar señales de tráfico”, “detectar las sinapsis de una neurona”,           
“detectar los estomas de una imagen de una planta”, “detectar…”; todos estos son             
proyectos de la empresa Pixelabs o del grupo ginfor y todos empiezan con la palabra clave                
“detectar”; distinto tema, distintos lugares, pero al final, todos los proyectos siguen el             
mismo proceso: 
1. Generar el banco de imágenes o vídeos. 
2. Indicar dónde se encuentra el banco de imágenes o vídeos. 
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3. Integrar una herramienta que nos permita anotar cada imagen o frame del vídeo y              
guardar las imágenes anotadas en un formato predeterminado. 
4. Lanzar el entrenamiento de una red neuronal para generar un modelo de detección             
adecuado al problema. 
5. Usar una aplicación que dadas nuevas imágenes o vídeos y el modelo entrenado, nos              
permita obtener las predicciones. 
6. Generar distintas estadísticas a partir de las predicciones obtenidas como resultado           
del paso anterior. 
 
Pero este proceso cuenta con varios problemas: 
● Consta de muchos pasos, donde cada uno de ellos depende del anterior, lo cual exige               
seguir un orden, de manera que mientras no termine el primero, no puede empezar              
el segundo y así sucesivamente. 
● Cada paso lo realiza una persona especializada y preparada para él únicamente, no             
siendo factible que esa persona tenga conocimientos específicos del resto de pasos.            
Puesto que cada uno de ellos tiene muchas y diferentes configuraciones. 
● Dificultad a la hora de realizar prototipos rápidos, debido a que la creación de un               
modelo demanda excesivo tiempo. 
● El proceso no se puede realizar en cualquier tipo de ordenador porque se requiere              
de unas características técnicas mínimas. 
 
El objetivo de este proyecto, consiste en realizar un aplicativo que englobe todas las tareas               
de estos proyectos y que una única persona sea capaz de llevar a cabo todo el desarrollo, sin                  
que sea necesario que esté especializada en todas las fases. En concreto, lo que se pretende                
conseguir es realizar un asistente que nos vaya indicando los pasos necesarios para realizar              
la detección automática de algún objeto en vídeos o imágenes, sin tener que cambiar              
continuamente de aplicación, permitiendo de esta manera que los nuevos proyectos que            
puedan surgir se puedan abordar de manera más rápida y sencilla. 
Cuando pensamos en un asistente nos viene a la cabeza una herramienta que oculta mucha               
información y que el usuario utiliza sin necesidad de aprender los conceptos subyacentes.             
Nuestro asistente no solo servirá para crear modelos de detección en imágenes y vídeo sino               
también permitirá aprender que está sucediendo por debajo. Para ello se utilizarán los             
notebooks de Jupyter ​[4]​, que son ​​documentos para publicar código, resultados y            
explicaciones en una forma legible y ejecutable. ​El conjunto de notebooks se puede             
descargar desde la página de github ​https://github.com/ancasag/YOLONotebooks y en el          
anexo se puede ver una lista de estos notebooks. 
Este trabajo va a estar estructurado en cinco bloques, donde iremos viendo los conceptos              
previos necesarios para su entendimiento, el funcionamiento de las técnicas que se van a              
usar, los pasos necesarios para su uso, se realizarán casos de estudio poniendo en práctica               
las técnicas estudiadas y se terminará con las conclusiones obtenidas. 
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2. ​   ​Conceptos previos 
En esta sección vamos a ver los conceptos previos necesarios para el entendimiento y              
desarrollo del proyecto. 
2.1. Problemas de visión por computador 
La visión es uno de los sentidos más importantes de los seres humanos. Tanto es así que se                  
calcula que más del 70% de las tareas del cerebro son empleadas en el análisis de la                 
información visual ​[5]​. Casi todas las disciplinas científicas hacen uso de la visión para llevar               
a cabo sus estudios, es una actividad inconsciente y aún hoy, es muy complicado saber cómo                
se produce con exactitud. Ahora que tecnologías como el ​deep learning están en auge, ha               
llegado también una nueva revolución, la visión por computador, aunque todavía queda            
mucho camino por recorrer.  
La visión por computador es una disciplina de la inteligencia artificial, y aunque la              
inteligencia artificial surgió en los años 50 del siglo pasado, grandes empresas apuntan que              
apenas estamos viviendo la primera edad de la Inteligencia Artificial ​[6]​, ya que las máquinas               
comienzan a realizar procesos de aprendizaje del habla y el reconocimiento de imágenes al              
mismo nivel que las personas. 
En la visión por computador podemos distinguir 4 grandes problemas a resolver: la             
clasificación, la localización, la detección y la segmentación. Como ya hemos comentado, en             
este trabajo estamos interesados en el problema de la detección, pero es necesario             
contextualizar también los otros problemas. 
● Clasificación​ . Probablemente es el problema más conocido en la visión por           
computador y consiste en clasificar una imagen en una de las muchas categorías             
posibles. En los últimos años, los modelos de clasificación han superado el            
rendimiento humano y el problema de la clasificación se considera prácticamente           
resuelto, como en ​GoogleNet ​[7] o ​ResNet​ [8]​ . Un ejemplo del problema de la              
clasificación puede verse en la figura 1. 
 
Figura 1. Clasificación de un objeto. 
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● Localización​ . La localización encuentra la ubicación de un solo objeto dentro de la             
imagen. La localización puede usarse para resolver muchos problemas útiles de la            
vida real, por ejemplo, el recorte inteligente ​[9] (saber cómo recortar imágenes en             
función de dónde se encuentra el objeto), o incluso la extracción regular de objetos              
para su posterior procesamiento utilizando diferentes técnicas ​[10] ​. Se puede          
combinar con la clasificación para localizar no solo el objeto, sino también para             
categorizarlo en una de las muchas categorías posibles. Podemos ver un ejemplo en             
la figura 2. 
 
Figura 2. Localización de un objeto. 
 
● Detección​ . Al iterar sobre el problema de localización más clasificación, terminamos           
con la necesidad de detectar y clasificar múltiples objetos al mismo tiempo. La             
detección de objetos es el problema de encontrar y clasificar una cantidad variable             
de objetos en una imagen. La diferencia importante es la parte "variable". A             
diferencia de problemas como la clasificación, la salida de la detección de objetos es              
de longitud variable, ya que la cantidad de objetos detectados puede cambiar de una              
imagen a otra, ver figura 3. 
 
 
Figura 3. Detección de varios objetos en una imagen. 
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● Segmentación​ . Yendo un paso más allá de la detección de objetos, no solo queremos              
encontrar objetos dentro de una imagen, sino también encontrar una máscara de            
píxel por píxel de cada uno de los objetos detectados. Nos referimos a este problema               
como instancia o segmentación de objetos, un ejemplo puede verse en la figura 4. 
 
 
Figura 4. Segmentación de una imagen. 
 
Dentro de la visión por computador, la detección de objetos es uno de los temas más                
candentes. El problema parece sencillo: dada una imagen queremos ser capaces de            
encontrar en ella varios objetos, como una silla, un libro o un ordenador. Para una persona                
esta tarea es algo obvio pero para una máquina no lo es en absoluto. Para entender el                 
problema hay que pensar en cómo queda codificada una imagen digital. En general, para              
una máquina las imágenes son enormes cajas tridimensionales (matrices) llenas de           
números. De manera habitual, cada píxel o punto de la imagen queda representado con tres               
valores, que codifican su color como una combinación de rojo, verde y azul. Así pues,               
cuando una máquina busca un objeto dentro de una imagen lo que realmente hace es               
buscar patrones que se correspondan con el objeto en particular dentro de las matrices. Un               
ejemplo de las matrices y como cada píxel queda representado con tres valores se puede ver                
en la figura 5. 
 
 
Figura 5. Representación de una imagen. 
 
Después de esta breve introducción a las distintas tareas de la visión por computador,              
vamos a ver cómo abordaremos en este TFM el problema de la detección. En concreto,               
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vamos a ver la detección de objetos como un problema de aprendizaje automático, en el               
cual utilizaremos técnicas de ​deep learning​  que explicamos a continuación. 
2.2. ​ ​Aprendizaje automático 
El aprendizaje automático ​[11,12] (en inglés ​machine learning​ ) es el diseño y estudio de las               
herramientas informáticas que utilizan la experiencia pasada para tomar decisiones futuras,           
es decir, es el estudio de programas que pueden aprender de los datos. El objetivo               
fundamental del aprendizaje automático es generalizar, o inducir una regla desconocida a            
partir de ejemplos donde esa regla es aplicada. El aprendizaje automático combina            
conceptos y técnicas de diferentes áreas del conocimiento, como las ​matemáticas ​, la            
estadística y las ciencias de la computación; por tal motivo, hay muchas maneras de estudiar               
la disciplina. 
El aprendizaje automático tiene una amplia gama de aplicaciones, incluyendo motores de            
búsqueda, diagnósticos médicos, detección de fraude en el uso de tarjetas de crédito,             
análisis del mercado de valores, clasificación de secuencias de ADN, reconocimiento del            
habla y del lenguaje escrito, juegos y robótica ​[13] ​. Pero para poder abordar cada uno de                
estos temas, es crucial, en primer lugar distinguir los distintos tipos de problemas de              
aprendizaje automático con los que nos podemos encontrar: aprendizaje supervisado,          
aprendizaje no supervisado, aprendizaje semi-supervisado, aprendizaje por refuerzo,        
transducción y aprendizaje multitarea ​[14,15] ​. 
 
Para este proyecto en concreto solo se hablará del aprendizaje supervisado, para más             
información del resto de tipos de aprendizaje automático consultar los anexos. ​En los             
problemas de ​aprendizaje supervisado ​, se enseña o entrena al ​algoritmo a partir de datos              
que ya vienen etiquetados con la respuesta correcta. Cuanto más grande sea el conjunto de               
datos, más aprenderá el algoritmo sobre el tema. Una vez concluido el entrenamiento, se le               
brindan nuevos datos al algoritmo, pero sin las etiquetas de las respuestas correctas, y el               
algoritmo de aprendizaje utiliza la experiencia pasada que adquirió durante la etapa de             
entrenamiento para predecir un resultado. Existen diversos algoritmos de aprendizaje          
supervisado, por ejemplo K vecinos más cercanos (KNN) ​[16] ​, ​random forest ​[17] ​, máquinas             
de vectores de soporte (SVM) ​[18] ​ o redes neuronales artificiales (MLP) ​[19] ​. 
De acuerdo con el ​No Free Lunch Theorem ​[20] no existe el mejor modelo de aprendizaje                
supervisado para resolver todos los problemas, y por lo tanto es necesario probar distintos              
algoritmos para resolver cada problema concreto.  
Uno de los algoritmos que más relevancia ha adquirido en los últimos años son las redes                
neuronales artificiales. Las redes neuronales artificiales (surgidas en los 50) son una clase de              
algoritmos de aprendizaje automático que aprenden de datos y se especializan en            
reconocimiento de patrones, inspirados por la estructura y función del cerebro. El primer             
modelo de red neuronal fue propuesto en 1943 por McCulloch y Pitts, este modelo era un                
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modelo binario ​[21] ​. A finales de 1950, Frank Rosenblatt y otros investigadores desarrollaron             
una clase de redes neuronales llamadas perceptrones ​[22] ​, que sirvieron para resolver            
problemas de reconocimiento de patrones. En los últimos años las redes neuronales están             
teniendo un gran éxito debido a: 
● La gran cantidad de datos. 
● El aumento de la capacidad de procesamiento usando GPUs. 
● La mejora de algoritmos de entrenamiento. 
De las redes neuronales ha surgido una nueva disciplina conocida como ​deep learning​ . 
2.3. ​ ​Deep learning 
El ​deep learning​ (o aprendizaje profundo) es sin duda el área de investigación más popular               
actualmente dentro del campo de la inteligencia artificial ​[23] ​. La mayoría de las nuevas              
investigaciones que se realizan trabajan con modelos basados en técnicas de ​deep learning​ ;             
ya que las mismas han logrado resultados sorprendentes en campos como el procesamiento             
del lenguaje natural ​[24] y la visión por computador ​[25] ​. El ​deep learning​ es un subcampo                
del aprendizaje automático​ (ver figura 6) y a veces los términos se confunden por lo que                
explicamos a continuación la diferencia entre ellos. 
 
Figura 6. Diagrama de Venn que muestra la relación entre deep learning, aprendizaje automático e inteligencia 
artificial. 
Centrémonos en el caso de aprendizaje supervisado tradicional para la visión por            
computador. En este área, es una persona la que tiene que seleccionar unos descriptores o               
diseñar un programa que extraiga descriptores (por ejemplo tenemos LBP ​[26] o Haar ​[27]              
que sirven para determinar las características relevantes de una imagen). En concreto, el             
objetivo es crear unos descriptores lo suficientemente discriminativos como para describir el            
contenido de una imagen. Pero tenemos que tener en cuenta que puede haber problemas              
como la gran variabilidad, la iluminación, las oclusiones, los cambios de ángulos o los              
fenómenos atmosféricos, ​que nos pueden producir variaciones en la manera de percibir la             
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imagen ​. Esta es la tarea más difícil que nos podemos encontrar en el aprendizaje              
supervisado tradicional ya que en caso de no obtener unos buenos descriptores lo más              
seguro es que el algoritmo de aprendizaje sea incapaz de funcionar correctamente. 
El ​deep learning intenta resolver este tipo de problemas, ya que se encarga de aprender de                
manera automática la representación de los datos en términos de otras representaciones            
más sencillas gracias a una jerarquía de creciente complejidad y abstracción, ver figura 7.  
 
Figura 7. Representación deep learning. 
 
Este aprendizaje de la representación se realiza en el proceso de entrenamiento donde las              
capas más bajas codifican una representación básica del problema y las capas más altas              
utilizan las capas bajas para construir abstracciones. Por ejemplo, en la figura 7, la primera               
capa se centra en patrones básicos, dichos patrones se utilizan para construir abstracciones             
como orejas, ojos, en capas cada vez más profundas que a su vez se utilizan para la                 
construcción de las caras completas. Por lo tanto, en el aprendizaje automático tradicional             
se seleccionan de manera manual los descriptores de las imágenes, mientras que en el ​deep               
learning​  dichos descriptores son aprendidos a medida que se entrenan los algoritmos. 
Una vez comentada la diferencia entre aprendizaje automático tradicional y ​deep learning​ , a             
continuación explicamos los bloques básicos del ​deep learning para la visión por            
computador, que son, principalmente, distintas arquitecturas de redes neuronales. Aunque          
existen muchos tipos de arquitecturas ​[28] ​, las que a nosotros nos interesan son las ​feed               
forward​  y las convolucionales.  
2.3.1 Redes neuronales tradicionales  
En la base del ​deep learning se encuentran las redes neuronales clásicas también conocidas              
como ​feed forward​ (o ​multilayer perceptron​ ) ​[29] ​. Para explicar el funcionamiento de una             
red neuronal clásica nos basaremos en la figura 8. 




Figura 8 . Red neuronal feed forward. 
En las redes neuronales ​feed forward​ , las neuronas se organizan en capas, donde cada una               
se conecta con todas las neuronas de la capa siguiente. Cada conexión tiene asociado un               
peso, por lo que, la principal operación que se realiza es una multiplicación entre el valor de                 
la neurona y su conexión saliente. Las neuronas de las capas siguientes reciben los              
resultados anteriores sumados en uno y aplican una función no lineal para producir un              
nuevo resultado que se pasa a las neuronas de la siguiente capa. Existen numerosas              
funciones que podemos usar, pero cabe destacar la función sigmoide, que fue la base de la                
mayoría de las redes neuronales durante muchas décadas, aunque en estos últimos años ha              
perdido popularidad ​. ​En su lugar, la mayoría de las redes neuronales actuales usan otro tipo               
de función de activación llamada ​rectified linear unit o ReLU, que se define como              
R(z)=max(0,z) ​[30] ​. Las funciones sigmoide y ReLU están representadas en la figura 9.  
 
Figura 9 . Función sigmoide (izquierda) y función ReLU (derecha). 
El entrenamiento de la red consiste en modificar la parte adaptable de la misma, que son los                 
valores de los pesos, hasta conseguir el comportamiento deseado. Esto se lleva a cabo              
utilizando el algoritmo de ​back propagation que a partir de un conjunto de datos de               
entrenamiento calcula el error producido por la red e intenta minimizarlo modificando poco             
a poco los pesos. El proceso detallado puede consultarse en ​[31] ​. 
2.3.2 Redes neuronales convolucionales 
Las redes neuronales más utilizadas actualmente en visión por computador son las            
convolucionales. El objetivo de estas redes es aprender la jerarquía de representación de             
imágenes. Los fundamentos de las redes neuronales convolucionales se basan en el            
Neocognitron ​[32] ​, introducido por Kunihiko Fukushima en 1980. ​ Este modelo fue mejorado             
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por Yann LeCun en 1998​ al introducir un método de aprendizaje basado en ​back              
propagation​ para poder entrenar el sistema correctamente ​[33] ​. Estas redes, se construyen            
apilando una serie de capas, que van transformando la imagen de entrada través de una               
serie de filtros que aplican un operador de convolución ​[34] ​, y cuyos valores podemos              
inicializar aleatoriamente. Estos valores serán los que se actualicen durante el proceso de             
aprendizaje. 
El operador de ​convolución tiene el efecto de filtrar la imagen de entrada con un núcleo                
previamente entrenado. Esto transforma las imágenes de tal manera que ciertas           
características (determinadas por la forma del núcleo) se vuelven más dominantes en la             
imagen de salida al tener estas un valor numérico más alto asignados a los píxeles que las                 
representan. Estos núcleos tienen habilidades de procesamiento de imágenes específicas,          
como por ejemplo la detección de bordes que se puede realizar con núcleos que resaltan el                
gradiente en una dirección en particular. Sin embargo, los núcleos que son entrenados por              
una red neuronal convolucional generalmente son más complejos para poder extraer otras            
características más abstractas y no tan triviales.  
Como se ha comentado en la Introducción,uno de los objetivos de este trabajo es hacer más                
accesibles diversos conceptos de visión por computador y ​deep learning​ . Con los filtros             
aparece nuestra primera contribución en este sentido. En concreto, se ha desarrollado un             
notebook de Python donde se define y explica el operador de convolución, mostramos             
diversos filtros y cómo se usan, además de una comparación con la librería de visión artificial                
OpenCV ​[35] ​. También se han incluido otros filtros que no se usan con la convolución, para                
ver el notebook visitar la página ​https://github.com/ancasag/YOLONotebooks ​. 
Las redes convolucionales están formadas por cinco tipos de capas principalmente: 
● La capa de entrada: es la capa que recibe las imágenes sin procesar. 
● Las capas de convolución (CONV): qué son las capas que le dan el nombre a la red y                  
las que transforman las imágenes aplicando los filtros. 
● Las capas de activación: estas capas aplicarán la función ReLU u otras similares a la               
salida de la capa CONV. Estas capas se aplican ya que dan buenos resultados,              
permiten representar modelos no lineales y resultan muy sencillas de usar. 
● Las capas de ​pooling (POOL): Tras la capa convolucional y la ReLU se usa un proceso                
llamado pooling. Este proceso, reduce la dimensionalidad del mapa de características           
y retiene la mayor parte de la información. Estas capas subdividen el mapa de              
características en regiones, sobre las que aplican una operación matemática de la            
que se obtiene un único valor. Las operaciones más habituales son la suma, la media               
y el máximo, aunque la más utilizada es la del máximo (ver figura 10). Este proceso                
produce varias mejoras: 
o Reduce el número de parámetros, lo cual permite agilizar el proceso de             
entrenamiento. 
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o Consigue que la red sea invariante ante pequeñas transformaciones de           
traslación o rotación, debido a que tomamos el máximo de una región. 
o También al reducir el número de parámetros disminuye la posibilidad de            
que haya sobreajuste.  
 
                          Figura  10. Agrupación por máximo, max-pool.  
● Una capa clasificadora totalmente conectada (FC): Es una red neuronal clásica, ​feed            
forward​ , situada al final de la red, y es la encargada de dar el resultado final. 
 
Existen diversas arquitecturas de redes convolucionales y su principal diferencia radica en el             
número y en la forma de combinar las capas de convolución, de activación y ​pooling​ .               
Algunas implementaciones específicas que podemos encontrar sobre este tipo de redes son:            
Inception v3 ​[36] ​, ​ResNet ​[8]​, ​VGG16 ​[37] y ​Xception ​[38] ​, entre otras. Todas ellas han               
logrado muy buenos resultados en el reto ​ImageNet​ [39] en el cual se evalúan los algoritmos                
para la clasificación de objetos a partir de imágenes. 
Una arquitectura sencilla de visualizar se conoce como ​Lenet5 y fue presentada por Yann              
Lecun en ​[33] ​, ver figura 11. 
 
 Figura 11. La arquitectura LeNet consiste en dos series de capas CONV -> ACTIV -> POOL  
seguidas de un feed forward. 
Como hemos dicho existen diversas arquitecturas de redes convolucionales. Para          
comprender mejor su estructura se ha desarrollado un notebook de Python donde vamos a              
poder probar y trabajar con distintas redes convolucionales (por ejemplo, ​GoogleNet ​[7]​,            
ResNet ​[8]​, ​VGG16 ​[37] ​, y ​LeNet ​[33] ​). El problema que tienen las redes convolucionales es               
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que tienen un gran número de parámetros para entrenar. Estamos hablando de millones             
(por ejemplo ​GoogleNet ​[7] y ​ResNet ​[8]​), la solución que se le aplica es el uso de una gran                   
cantidad de datos y procesado de los mismos usando GPUs. Para mostrar la importancia de               
usar GPUs para entrenar este tipo de redes, se realiza una comparación de tiempos usando y                
sin usar GPUs en distintos entornos. También realizaremos una tabla comparativa de            
tiempos para la predicción. El notebook y las comparativas de tiempos pueden verse en              
https://github.com/ancasag/YOLONotebooks ​. 
Una vez explicados diversos conceptos de aprendizaje automático y ​deep learning pasamos            
a ver cómo se aplican al problema concreto de este TFM: la detección de objetos. 
2.4. El problema de la detección de objetos 
La detección de objetos es un problema de visión por computador que, como hemos dicho               
anteriormente, consiste en localizar dentro de una imagen la posición de varios objetos             
indicando además la categoría a la que pertenecen dichos objetos. 
Dependiendo del problema al que nos enfrentemos se pueden desarrollar soluciones ​adhoc            
que sirvan para abordarlo, pero esto no siempre es posible ya que depende de la               
variabilidad o complejidad de las imágenes y de los objetos a detectar.  
En este apartado, empezamos a profundizar sobre cuáles son los principales problemas de la              
detección de objetos, el enfoque clásico utilizado para abordar este problema y cuales son              
las métricas que nos permiten evaluar la detección. Las soluciones que aporta el ​deep              
learning​  para resolver estos problemas las veremos en la siguiente sección. 
2.4.1. Problemas de la detección 
Como hemos visto antes, problemas relacionados con la visión que para las personas             
resultan una tarea trivial de resolver, no lo son tanto para los ordenadores. Además de los                
problemas típicos de la visión por computador vamos a mencionar algún problema más             
relacionado con la detección de objetos. 
Uno de los problemas en la detección de objetos es el número variable de objetos. Al                
entrenar modelos de aprendizaje automático, generalmente la salida tiene un tamaño fijo.            
Como la cantidad de objetos en la imagen no se conoce de antemano, no conocemos la                
cantidad correcta de salidas. Debido a esto, se requiere algo de post-procesado, lo que              
agrega complejidad al modelo. 
Otro gran problema son los diferentes tamaños que pueden tomar los objetos. En la tarea               
de clasificación, el algoritmo se centra en clasificar los objetos que cubren la mayor parte de                
la imagen, es decir, el objeto principal de la imagen. Por el contrario en la detección, es                 
posible que algunos de los objetos que se deseé encontrar estén en segundo plano.  
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Una tercera dificultad es resolver dos problemas al mismo tiempo. En concreto, cómo             
combinar los dos tipos diferentes de requisitos: ubicación y clasificación en, idealmente, un             
único modelo. 
Antes de sumergirse en como el ​deep learning se enfrenta a estos desafíos, hagamos un               
rápido repaso de los métodos clásicos para detectar objetos. 
2.4.2. Enfoque clásico 
Aunque ha habido muchos y diferentes tipos de métodos a lo largo de los años, queremos                
centrarnos en los dos más populares. 
El primero es el marco Viola-Jones propuesto en 2001 por Paul Viola y Michael Jones ​[40] ​. El                 
enfoque es rápido y relativamente simple, tanto que es el propio algoritmo implementado,             
el que permite la detección de rostros en tiempo real con poca potencia de procesamiento.               
Este marco combina descriptores Haar ​[27] y el clasificador adaboost ​[41] en distintas             
regiones propuestas por un algoritmo de selección.  
Otro de los métodos tradicionales que se ha estado usando hasta hace poco es la ventana                
deslizante con un clasificador que predice si en esa ventana está el objeto buscado o no.                
Para ello se ha hecho uso de descriptores como Haar ​[27] o HOG ​[42] ​, y de SVM como                  
clasificador. El método de la ventana deslizante se combina con la pirámide de imágenes              
[43] ​, que resuelve el problema de las distintas escalas, y con la eliminación de cuadrados               
múltiples (técnica conocida como ​non maximum suppression​  ​[44] ​).  
Para ver el desarrollo y uso de la ventana deslizante, y de la pirámide de imágenes, se ha                  
desarrollado un notebook en el que se muestra como están definidas estas técnicas y cómo               
aplicarlas sobre imágenes. Como clasificador se utiliza una red convolucional previamente           
entrenada, y además se aplica la técnica de ​non maximum suppression​ . 
Como se puede ver en el notebook, los problemas que tienen estos métodos es que son muy                 
lentos, además de que es tedioso fijar tamaños de ventana y de pirámide, y que debido a                 
estas configuraciones de parámetros nos podemos dejar cosas sin detectar. 
La solución que plantea el ​deep learning para intentar resolver estos problemas es entrenar              
el modelo de principio a fin para detectar objetos. Pero antes de pasar a explicar las técnicas                 
de ​deep learning para detección de objetos, vamos a ver cómo se evalúa un modelo de                
detección. 
2.4.3. Evaluación de la detección 
Para evaluar el rendimiento de un detector de objetos se usa una métrica conocida como               
intersección sobre unión, en inglés ​intersection over union o IOU. La IOU es una medida de                
evaluación que se utiliza para medir la precisión de un detector de objetos en un conjunto                
de datos particular. A menudo vemos esta medida de evaluación utilizada en los desafíos de               
detección de objetos, como el popular ​desafío PASCAL VOC ​[45] ​. Cualquier algoritmo de             
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detección que proporcione un cuadro delimitador predicho como salida se puede evaluar            
utilizando IOU ​[46] ​. 
Dado un rectángulo que representa la posición correcta de un objeto (a este rectángulo se le                
conoce como ​ground truth​ ) y un rectángulo que representa la predicción del modelo, la IOU               
se define de la manera explicada en la figura 12: 
            
 Figura 12. Definición de la métrica IOU. 
 
La IOU se define como una fracción. En el numerador, calculamos el área de superposición               
entre el cuadro delimitador predicho y el cuadro delimitador del ​ground truth​ . El             
denominador es el área de unión, es decir, el área comprendida tanto por el cuadro               
delimitador predicho como por el recuadro delimitador del ​ground truth​ . 
La razón por la que necesitamos está métrica es que en evaluaciones de aprendizaje              
automático, concretamente en la clasificación, el rendimiento de los modelos es muy            
sencillo de evaluar (por ejemplo, es fácil comprobar si una imagen contiene un gato o no);                
sin embargo, para la detección de objetos no es algo tan sencillo. En concreto, es               
complicado que las coordenadas (x, y) de nuestro rectángulo predicho coincidan           
exactamente con las coordenadas (x, y) del rectángulo que representa al objeto. 
Debido a los diferentes parámetros de nuestro modelo, una coincidencia completa y total             
entre los recuadros es poco realista. Debido a esto, necesitamos definir una métrica de              
evaluación como es el caso de la IOU que nos permite decir si una detección es mala, buena                  
o excelente. Para ello se fija un valor mínimo, normalmente 0,5; como puede verse en el                
ejemplo de la figura 13. 




 Figura 13. Ejemplo de uso de IOU, considerando que si IOU > 0,5 es un buen resultado. 
Sin embargo, la IOU no tiene en cuenta la clase y se define para un solo objeto, mientras que                   
cuando evaluamos un modelo de detección queremos hacerlo con respecto a un conjunto             
de test y teniendo en cuenta la clase de los objetos detectados, por lo que la métrica de IOU                   
no se puede utilizar directamente. Para resolver estos problemas se define la métrica mAP              
( ​mean Average Precision​ ) ​[47] ​, que se define a continuación. 
Supongamos que queremos evaluar nuestro detector de objetos en un conjunto de            
imágenes de test ​T y que en dichas imágenes pueden aparecer objetos de un conjunto de                
clases  con # ​| |=n ​.ζ ζ  
Comenzamos definiendo lo que es una detección correcta. Dado el ​ground truth de un              
objeto de una clase ​C , diremos que dicho objeto es detectado correctamente si    ∈ ζ          
nuestro modelo produce una predicción tal que la IOU del ​ground truth con una caja               
predicción es mayor que 0,5 y ​C es igual a la clase predicha. El umbral con el que se trabaja                    
habitualmente es 0,5; aunque este valor puede variar. 
Ahora calculamos el valor de IOU para cada rectángulo del ​ground truth​ . Usando este valor y                
nuestro umbral IOU (digamos 0,5), calculamos el número de detecciones correctas para            
cada clase en una imagen. 
A continuación, para cada una de las imágenes, obtenemos la cantidad de objetos reales de               
una clase ​C dada en esa imagen ​I ​; y definimos la ​precision​ de la clase ​C en una imagen  ∈ ζ                  
I ​de la siguiente manera: 
PrecisionC,I =  nº de objetos de la clase C en I
nº de detecciones correctas de la clase C en I  
Como estamos interesados en evaluar el modelo en el conjunto de imágenes ​T ​, definimos la               
Average Precision​  para la clase ​C ​ como: 





nº total de imágenes de T  con objetos de la clase C  
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Para representar el rendimiento global de nuestro modelo realizaremos la media de todas             
las ​Average Precision de todas las clases que tengamos. Para eso se utiliza la métrica ​mean                
Average Precision​  (mAP) definida como: 






En ocasiones al mAP se le añade el valor de threshold usado por la IOU y se denota por                   
mAP@0.5. 
Otros parámetros que nos pueden ayudar a evaluar la eficacia del modelo son la ​precision               
(no confundir con la precision de la clase ​C en una imagen ​I ​)​ que es la relación entre el                   
número de detecciones correctamente predichas y las detecciones totales predichas; el           
recall​ , que es la relación entre el número de detecciones correctamente predichas y las              
detecciones totales; y el ​F1-score​ que tiene en cuenta la ​precision​ y el ​recall​ . ​Vamos a definir                 
estas métricas de manera más formal, para lo cual es necesario definir los siguientes              
conceptos: 
● True Positive​  (TP): que son los objetos detectados correctamente. 
● False Positive (FP): son los objetos predichos por el modelo pero que no están en el                
ground truth. 
● False Negative (FN): que son los objetos que están en el ​ground truth pero que no                
han sido predichos por el modelo.  
Entonces podemos definir el ​precision, ​ el ​ recall ​ y el ​F1-score​  de la siguiente manera: 
recision P =  TPFP+TP  
ecall R =  TPFN+TP  
1 core F − s =  2 TP*2 TP+FP+FN*  
Una vez presentado el contexto y las nociones mínimas necesarias para entender la             
detección de objetos, pasamos a explicar las técnicas de ​deep learning para resolver este              
tipo de problemas. 
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3. Deep Learning para la detección de objetos 
Hace poco tiempo que las técnicas de ​deep learning se han empezado a utilizar en la                
detección de objetos ​[48,49] ​. Estas técnicas quedan divididas en dos categorías: 
1. Los algoritmos de dos fases​ , cuyo primer paso consiste en generar un grupo de              
posibles rectángulos delimitadores o propuestas de regiones “interesantes” y que          
son las que se clasifican usando redes neuronales convolucionales en el segundo            
paso. Por ejemplo, son algoritmos de dos fases la R-CNN ​[48] ​, Fast R-CNN ​[50] y               
Faster R-CNN ​[51] ​. 
2. Los algoritmos de una fase dividen la imagen en regiones, esas regiones pasan a una               
red convolucional, y por último dichas regiones se modifican y agrupan basándose en             
la predicción obtenida. Por ejemplo, algunos algoritmos de una fase son SSD ​[52] y              
YOLO ​[49] ​. 
En general, los primeros algoritmos son más precisos pero más lentos (debido a las dos               
fases) por lo que dan problemas para el procesado de imágenes en tiempo real. Por otro                
lado, los segundos son más rápidos aunque son algo menos precisos debido a que todo se                
hace a la vez. 
Recientemente el algoritmo YOLO, un algoritmo de una fase, ha alcanzado una precisión             
comparable a los de dos fases, pero manteniendo el procesado en tiempo real, ver tabla 1.                
Es por esto que hemos elegido este algoritmo para nuestro trabajo. 
Detection Framework mAP FPS 
Faster RCNN - VGG16 73,2 7 
Faster RCNN - ResNet 76,4 5 
YOLO v1 63,4 45 
SSD 500 76,8 19 
YOLO (416​×​416 image size) 76,8 67 
YOLO (480​×​480 image size) 77,8 59 
Tabla 1. Tabla comparativa de precisión y tiempo de algoritmos de detección en el dataset Pascal Voc ​ [45]​ . 
El resto de esta sección se organiza del siguiente modo. Primero, se va a explicar cómo se                 
puede abordar el problema de la localización. A continuación, se introduce cómo las ideas              
aplicadas para la localización de objetos se extienden al problema de la detección de objetos               
en la red YOLO. Por último, veremos cómo trabajar con YOLO para detectar objetos usando               
una versión pre-entrenada de la red. Para más información del resto de algoritmos de ​deep               
learning​  para la detección de objetos consultar los anexos. 
3.1. Localización de objetos 
Como hemos explicado anteriormente, la localización de objetos consiste en la capacidad de             
un modelo para identificar donde está el objeto principal dentro de la imagen colocando un               
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rectángulo delimitador a su alrededor. La posición dentro de una imagen se define mediante              
el par , que representan el punto medio del objeto, y los valores y que  (b , b )x  y            bw  bh  
representan el ancho y el alto del rectángulo respectivamente. 
Además de localizar dónde se encuentra el objeto, también se puede querer clasificar dicho              
objeto en una de​ posibles categorías. Para ello usamos el ​one-hot encoding ​[53] ​, es decir,    n             
si un objeto pertenece a la categoría esto lo representamos mediante un vector cuya       i         
componente i-ésima es 1 y el resto 0. 
Entonces dada una imagen como entrada, queremos construir un modelo que produzca            




Donde indica el nivel de confianza del modelo sobre si hay un objeto en la imagen o no (si p                   
indica que el modelo está completamente seguro que la imagen contiene al objeto yp = 1                
si está completamente seguro de que no lo contiene). Como hemos dicho los valores p = 0               
forman el rectángulo delimitador alrededor del objeto, y los valores, b , bbx  y  w y bh           
representan la categoría del objeto usando one-hot encoding​ . Por ejemplo, si, c , ..c1  2 . ,y cn            
queremos localizar y clasificar un coche que aparece en el centro de una imagen (por lo que                 
los valores de y son 0,5; 0,5), el ancho del coche es el 40% de la imagen (por lo que el   bx   by                   
valor de es 0,4) y su alto el 20% (el valor de es 0,2) y donde las posibles categorías son  bw           bh         
moto, coche y bici, el vector de características resultante tendrá la siguiente forma: 
 
 
En caso de que el modelo no detecte ningún objeto, la salida sería: 
 




Donde solo interesará el valor de y el resto de valores no, lo que se denota en el vector      p               
anterior con interrogantes​. 
Una vez explicado cómo localizar y clasificar objetos en un imagen podemos pasar a explicar               
como funciona el algoritmo YOLO. 
3.2. YOLO 
YOLO ​[49] toma un enfoque completamente diferente a los métodos de detección            
tradicionales. No es un clasificador tradicional que se reutiliza para ser un detector de              
objetos. ​YOLO mira la imagen solo una vez (de ahí su nombre: ​You Only Look Once​ ) pero de                  
una manera inteligente. Aunque existen varias versiones de YOLO, las ideas principales son             
las mismas para todas ellas. 
El algoritmo YOLO funciona de la siguiente manera, comienza colocando una cuadrícula (o             
grid​ ) encima de la imagen de entrada. Este grid divide la imagen de entrada en una                
cuadrícula , como podemos ver en la figura 14.mm1 ×  2   
 
 
  Figura 14. División de la imagen por el grid. 
Para cada una de estas celdas del grid, se ejecuta el algoritmo de localización que hemos                
visto en el apartado anterior y se obtiene un vector con la siguiente forma: 




Como un objeto puede ocupar varias celdas, la celda responsable de detectar ese objeto              
será aquella en la que se encuentra el centro del objeto. Notar que los valores de                
y se dan en función del tamaño de la celda, por lo que los valores de y, b , bbx  y  w  bh                 bx   by  
siempre estarán entre 0 y 1, pero los valores de y pueden ser superiores a 1 (en caso          bw   bh         
de que el objeto no entre en la celda​)​. 
Por lo tanto lo que queremos construir con YOLO es un modelo que produzca como salida                
un tensor (una generalización de la noción de matriz a dimensiones superiores) de tamaño              
. Para cada una de las celdas del grid se obtiene un vector conm m 5 ) 1 ×  2 × ( + n       mm1 ×  2          
la probabilidad del objeto; su posición en términos de y ; y la categoría         , b , bbx  y  w  bh     
codificada usando ​ one-hot encoding​ , donde es el número de categorías posibles. n  
Uno de los problemas de la detección de objetos usando la aproximación que acabamos de               
explicar es el hecho de que cada celda del grid solo puede detectar un objeto. Entonces si se                  
tienen varios objetos en la misma celda, la técnica que hemos utilizado hasta ahora no               
permite detectarlos. Las cajas de anclaje ​[54] ​ nos ayudan a resolver este problema. 
La idea aquí es predefinir rectángulos (llamados cajas de anclaje) de diferentes formas para              
cada objeto y asociar predicciones a cada una de ellas, ver figura 15.  
 
  Figura 15. Ejemplo de cajas anclaje en una imagen. Como se puede apreciar en la imagen, las cajas de anclaje 
tienen distintos tamaños y orientaciones. 
 
Nuestro vector de salida ahora tendrá dimensiones más por cada una de las cajas de      5 + n           
anclaje que predefinamos. ​Es decir, ahora en lugar de predecir para cada celda un vector de                
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tamaño , se predice un vector de la siguiente forma (el siguiente ejemplo corresponde5 + n              
a dos cajas de anclaje): 
 
Es decir, el modelo predice un tensor de tamaño donde es el         m m k 5 )) 1 ×  2 × ( × ( + n   k   
número de cajas de anclaje. 
Utilizando estas ideas podríamos detectar un objeto varias veces, ya que es posible que              
muchas celdas detecten los objetos. Para evitar eso, y como cada predicción tiene, como              
hemos dicho antes, un valor que identifica la probabilidad de predicción, se descartaran     p         
todas aquellas cuya probabilidad sea inferior a un ​threshold​ dado. ​Aunque el paso anterior              
elimina muchos rectángulos, es posible que todavía queden muchos y que se superpongan             
entre ellos. Para solucionar este problema miramos los rectángulos que más se superponen             
con el de "mayor probabilidad" y se eliminan aquellos que tienen un alto IOU con respecto                
al rectángulo de mayor probabilidad. Finalmente, los rectángulos restantes son la detección            
correcta, a esta técnica se la conoce como ​non-maximum supression​ [44] y obtenemos el              
resultado final, ver figura 16. 
 
Figura 16. Detecciones de alta puntuación. 
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Hasta ahora nos hemos centrado en la salida del modelo YOLO, pero no hemos hablado de                
la arquitectura que utiliza. En concreto, el modelo YOLO está basado en una red              
convolucional inspirada en GoogleNet para la clasificación de imágenes. Dicha red fue            
entrenada inicialmente para resolver el problema de clasificación de ImageNet y luego fue             
adaptada para abordar problemas de detección, ver figura 17. 
  
Figura 17. Arquitectura de YOLO. 
 
En esta sección hemos explicado brevemente las ideas fundamentales de la red YOLO. Sin              
embargo, la red YOLO introduce muchas cuestiones técnicas, y de bajo nivel, para mejorar el               
proceso de detección. Dichas cuestiones quedan fuera del alcance de este trabajo y pueden              
consultarse en la documentación de YOLO ​[49] ​. 
3.3. Usando YOLO 
Para terminar esta sección, se ha desarrollado un notebook donde se usa YOLO. Al descargar               
YOLO, este modelo está pre-entrenado para el dataset de CoCo ​[55] (hablaremos más             
adelante y de forma detallada sobre este dataset), por lo que puede ser utilizado              
directamente para hacer predicciones sobre unas categorías determinadas.  
En dicho notebook se encuentran las instrucciones necesarias para descargar YOLO y para             
usarlo sobre las imágenes que se usaron en el notebook en el que se explicaba el uso de la                   
ventana deslizante. Aunque el proceso para aplicar YOLO viene descrito en el notebook, se              
termina esta sección mostrando y comparando los resultados obtenidos por la ventana            














                  Categoría: gato persa            Tiempo = 14 s 











                  Categoría: chihuahua      Tiempo = 13,96 s 










         Categoría: lince          Categoría: chihuahua                Tiempo = 14,04 s   
 Tiempo = 115 s 
Tabla 2. Tabla comparativa de tiempos y resultados de la ventana deslizante y YOLO. 
En el caso de la ventana deslizante las categorías pueden ser más precisas, ya que el modelo                 
es capaz de predecir más categorías, pero la detección es más precisa si utilizamos YOLO;               
además de ser más rápido, como se puede observar en la tabla anterior (ya que YOLO es                 
aproximadamente 10 veces más rápido que la ventana deslizante, además de que detecta             
múltiples objetos en la misma imagen). Esto muestra las ventajas de utilizar YOLO en lugar               
de la aproximación tradicional. 
En la siguiente sección veremos cómo entrenar YOLO con nuestros propios datasets. 
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4. ​   ​Entrenando YOLO 
 
Si recordamos el problema principal de este proyecto es realizar un asistente que vaya              
guiando a usuarios no expertos en los pasos necesarios para realizar la detección automática              
de objetos en imágenes o vídeos. Este tipo de problemas se abordan siguiendo el flujo de                




Figura 18. Diagrama del flujo de trabajo para construir y utilizar​  ​ un modelo de detección. 
 
En esta sección, explicamos en detalle cómo cada uno de los pasos de este flujo de trabajo                 
se traslada a nuestro proyecto. En concreto, para cada punto se explica en qué consiste               
dicho paso, las alternativas para abordarlo, las particularidades de dicho punto por trabajar             
con la red YOLO (que se puede descargar desde la página web de sus autores en                
https://pjreddie.com/darknet/yolo/ ​),​ ​y las soluciones que nosotros aportamos ​. 
 
El proceso para crear un modelo de detección en vídeos consiste en crear un modelo de                
detección en imágenes y luego aplicar dicho modelo para detectar objetos en cada uno de               
los ​frames​ del vídeo. Por lo tanto a partir de ahora nos centramos en explicar cómo construir                 
un modelo de detección de objetos en imágenes. 
4.1. Recolección del dataset  
El primer paso para construir el modelo de detección será reunir un conjunto de imágenes               
iniciales. Este dataset inicial debe contener imágenes que contengan imágenes positivas (es            
decir, un conjunto de imágenes que contienen los objetos a detectar) e imágenes negativas              
(es decir, un conjunto de imágenes que no contienen los objetos a detectar). El número de                
imágenes debe ser aproximadamente uniforme, es decir, el dataset debe contener el mismo             
número (o al menos un número parecido) de imágenes para cada una de las categorías de                
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los objetos que se quiera detectar. Notar que este paso es independiente del modelo de               
deep learning​  que vayamos a utilizar posteriormente. 
Aunque este paso parece obvio, es uno de los que más complicaciones tiene y más tiempo                
ocupa, ya que es necesario buscar imágenes positivas y negativas, y recoger la cantidad              
necesaria de imágenes. Además, como hemos contado en secciones anteriores, este           
proceso tiene una gran cantidad de problemas debido al número variable de objetos y a los                
distintos tamaños de los objetos, por lo que es necesario construir un dataset que abarque               
el mayor número de situaciones posibles. Además, hay que sumarle los problemas de             
conseguir imágenes que tengan relación con el problema que se está tratando. 
Podemos recolectar las imágenes desde muchas fuentes, a continuación se enumeran las            
distintas alternativas que han sido probadas hasta encontrar la mejor solución.  
1. Búsqueda en internet de bancos de imágenes libres​ . Esta opción consiste en localizar             
datasets de imágenes en Internet que contengan y no contengan los objetos a             
detectar.  
2. Descargar individualmente desde Internet las imágenes que contengan los objetos​ .          
Utilizando un motor de búsqueda, como Google imágenes, se puede descargar una a             
una imágenes que contengan y no contengan los objetos a detectar. Las imágenes a              
utilizar en esta opción deberán tener una licencia del estilo ​Creative Commons o             
Documentación libre de GNU para no infringir derechos de autor. 
3. Bancos de imágenes privados​ . En algunos casos, por ejemplo en el caso de imágenes              
médicas, son los usuarios finales los que deben proporcionar las imágenes ya que             
imágenes de ese tipo no son de dominio público.  
4. Utilizar dispositivos dedicados​ . En este caso nosotros mismos podemos obtener las           
imágenes que sean necesarias, con y sin el objeto. Como por ejemplo en las líneas de                
producción, puede ser útil emplear dispositivos dedicados a la captura de imágenes.  
5. Descargar vídeos que contengan y no contengan los objetos a detectar. En esta             
opción se descargan vídeos de Internet y se utilizan los ​frames que no contienen los               
objetos para la obtención de las imágenes negativas; y para el caso de las imágenes               
positivas se ven los vídeos y se guardan aquellos ​frames​  que sí contengan el objeto. 
 
Las dos primeras opciones son en general desechadas. La primera debido a la falta de               
conjuntos de imágenes específicos que posean los objetos buscados, y la segunda debido a              
la gran pérdida de tiempo, a la poca eficacia que esto supone y a la existencia de otras                  
posibilidades. La tercera opción se utiliza cuando el cliente puede proporcionar las imágenes             
y la cuarta cuando se pueden instalar dispositivos. Estas dos opciones tienen la ventaja de               
que las imágenes son parecidas a las que luego el modelo se va a encontrar en producción                 
por lo que es recomendable usarla en esas situaciones. En caso de que estas alternativas no                
sean factibles, la quinta opción es la más rápida y óptima.  
Con respecto al número de imágenes que debe contener el dataset, en nuestra experiencia              
con estos proyectos se suelen coger 3000 imágenes por cada categoría de objeto a detectar               
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(es decir si hay 10 categorías, el conjunto de imágenes positivas sería aproximadamente de              
30000); y en caso de la muestra negativa, se suele tener el mismo número de negativas que                 
el total de las positivas.  
4.2. Data augmentation 
En caso de que el número de imágenes no sea el suficiente, podemos usar la técnica                
conocida como aumento de datos o ​data augmentation ​[56] ​. El aumento de datos crea              
artificialmente imágenes de entrenamiento a través de diferentes transformaciones, como          
rotaciones, distorsiones, etc, con el fin de conseguir un tamaño de muestra mayor.  
Las técnicas más usadas para el aumento del dataset son las siguientes: 
● Voltear​ : podemos darle la vuelta a las imágenes horizontalmente y verticalmente,           
como se puede ver en la figura 19. 
 
Figura 19. De izquierda a derecha, la imagen original, la imagen volteada horizontalmente, y la imagen 
volteada verticalmente. 
 
● Rotar​ : giramos la imagen un ángulo dado, como en la figura 20. Hay que tener en                
cuenta que en caso de la imagen sea cuadrada no sufrirá ninguna modificación en              
cuanto a sus dimensiones, en caso de que sea rectangular sus dimensiones después             
de la rotación no serán las mismas. Para evitar hacer relleno de las imágenes, las               
imágenes solo se suelen girar 90, 180 y 270 grados.  
 
Figura 20. Rotación de la imagen con un ángulo de en el sentido de las agujas del reloj.90o  
● Escalar​ : podemos reescalar la imagen tanto hacia fuera (ampliando) como hacia           
dentro (reduciendo), ver figura 21.  




Figura 21. De izquierda a derecha, la imagen original, la imagen ampliada un 10% y ampliada un 20%. 
 
● Traslación​ : la traslación implica mover la imagen a lo largo del eje X o Y (o en ambos).                  
Para la figura 22, suponemos que la imagen tiene un fondo negro que se extiende               
más allá de su límite, y se traslada apropiadamente. 
 
Figura 22. De izquierda a derecha, la imagen original, la imagen trasladada a la derecha y trasladada hacia 
arriba. 
 
● Filtros​ : a parte de las técnicas vistas antes, también se le pueden aplicar a la imagen                
filtros. En el caso de la figura 23 se le está aplicando a la imagen el ruido de sal y                    
pimienta, y el ruido Gaussiano. 
 
Figura 23. De izquierda a derecha, la imagen original, la imagen con un ruido Gaussiano y con ruido de sal y 
pimienta. 
Este paso es independiente del modelo de ​deep learning que se utilice. Si el dataset no es lo                  
suficientemente grande para entrenar el algoritmo usaremos estas técnicas para ampliarlo.           
Otra opción que se puede utilizar para ampliar el dataset consiste en emplear un programa               
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llamado ​ffmpeg ​[57]​ que permite colocar el objeto recortado en imágenes negativas,            
además de rotarlo, con el fin de obtener más muestras positivas. 
4.3. Anotación del dataset 
Una vez que tenemos las imágenes es necesario que las anotemos, es decir, que              
proporcionemos de manera manual a cada imagen una etiqueta. Estas etiquetas indican la             
posición de cada objeto dentro de la imagen y la categoría a la que pertenece cada uno de                  
dichos objetos. El problema que tiene esta etapa es que es muy costosa (notar que si                
tenemos 30000 imágenes, tendremos que anotar todas ellas de manera manual). Además,            
en algunos casos (por ejemplo en imágenes médicas) requieren del conocimiento de un             
experto para anotarlas correctamente. 
Cada modelo de detección utiliza un formato de anotación concreto, en nuestro caso, la red               
YOLO requiere de un archivo ​.txt para cada una de las imágenes con una línea para cada                 
objeto a detectar, con la siguiente forma: 
 
<object-class> <x> <y> <width> <height> 
 
Donde ​<object-class> es la clase del objeto, <x> e ​<y> son las coordenadas del centro               
del objeto y ​<width> y ​<height> son el ancho y el alto del rectángulo que contiene al                 
objeto. Estos archivos no se escriben de manera manual, sino que se anotan utilizando              
herramientas de anotación, por ejemplo ​LabelImg ​[58] o ​YOLO mark​ [59] ​, y luego se              
ejecutan scripts para generar todos los archivos necesarios. 
Desafortunadamente, no existe un formato de anotación estándar, y de hecho varía entre             
los ​frameworks​ de detección de objetos, y también entre las herramientas de anotación. Por              
lo tanto, en caso de que la herramienta de anotación no genere los ficheros en el formato                 
correcto, será necesario un paso de conversión utilizando ​scripts como los proporcionados            
en ​[60] ​. 
Como hemos dicho antes este es un proceso largo, ya que supone recorrer todas las               
imágenes positivas indicando donde se encuentra cada uno de los objetos de la imagen. 
4.4. Dataset split 
Como en cualquier modelo de aprendizaje automático, es muy importante descomponer el            
conjunto de datos en dos partes: 
● El conjunto de entrenamiento: conjunto de imágenes que utilizaremos para el           
entrenamiento del algoritmo. 
● En conjunto de evaluación: conjunto de imágenes que utilizaremos para la           
evaluación del algoritmo. 
La idea es dividir nuestro ​conjunto de ​imágenes, en uno o varios conjuntos de              
entrenamiento y otros conjuntos de test como por ejemplo pueden ser los de la figura 24. Es                 
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decir, no le vamos a pasar todas nuestras imágenes al ​algoritmo durante el entrenamiento,              
sino que vamos a retener una parte de las imágenes para realizar una valoración del               
rendimiento del modelo y poder observar si funciona como debe.  
 
Figura 24. Alternativas de las posibles divisiones de nuestro conjunto de datos. 
 
En algunos casos es necesario realizar modificaciones en los parámetros de los algoritmos de              
clasificación, con el fin de encontrar los parámetros adecuados para su mejor            
funcionamiento. Para este caso el conjunto de entrenamiento vuelve a sufrir otra división             
donde cogeremos entre un 10-20% de las imágenes del conjunto de entrenamiento, este             
nuevo conjunto es conocido como ​conjunto de validación​ . Con esta nueva división lo que              
buscamos es evitar que los mismos datos que usamos para entrenar sean los mismos que               
utilizamos para evaluar. De esta forma, vamos a poder analizar con más precisión como el               
modelo se va comportando a medida que lo vamos entrenando y poder detectar el punto               
crítico en el que el modelo deja de generalizar y comienza a ​sobre ajustarse a los datos de                  
entrenamiento.  
En YOLO este proceso es manual ya que tenemos que ser nosotros mismos los que               
dividamos el dataset y almacenemos las imágenes de entrenamiento en una carpeta y las de               
test en otra distinta. El proceso es delicado ya que en caso de que no se organicen de                  
manera correcta las carpetas para el proceso de entrenamiento, este falla. 
4.5. Entrenamiento 
Después de procesar las imágenes (es decir, organizarlas en sus carpetas correspondientes y             
anotarlas) se entrena un modelo capaz de detectar y clasificar los objetos dentro de una               
imagen. Aquí es donde realmente comenzamos a utilizar las técnicas de ​deep learning​ . 
Entrenar una red neuronal artificial es un proceso en el que se desea encontrar una               
configuración óptima de pesos, de tal manera que la red pueda extraer información útil (o               
patrones) de los datos que le pasamos por entrada, para luego poder generalizar. Los pesos               
son coeficientes que se van adaptando dentro de la red a medida que esta va aprendiendo a                 
partir de los ejemplos de entrenamiento. Ellos son la medida de la fuerza de una conexión                
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de entrada. Estas fuerzas pueden ser modificadas en respuesta de los ejemplos de             
entrenamiento de acuerdo a la topología específica o debido a las reglas de entrenamiento. 
En el caso de YOLO existen dos opciones para llevar a cabo el entrenamiento, YOLO se                
puede entrenar desde cero o se pueden utilizar unos pesos previamente entrenados (que             
provienen del modelo darknet53 ​[61] ​) para las capas convolucionales. En ambos casos es             
necesario pasarle como entrada las imágenes anotadas. Es preferible usar la segunda opción             
de entrenamiento sobre la primera ya que se parte de una red que ya ha sido entrenada y                  
que no le costará demasiado encontrar la configuración óptima de pesos, ya que si se parte                
desde cero el entrenamiento puede suponer mucho tiempo.  
Para configurar el entrenamiento de la red YOLO se utiliza como base el fichero              
yolo-obj.cfg que contiene la estructura de la red YOLO, y además una serie de parámetros               
a modificar.​ Para realizar​ dichas modificaciones nos basamos en lo explicado en la             
documentación de YOLO  ​[62] ​ y en ​[63] ​. 
● batch:​ Este parámetro es lo que se conoce como ​batches​ o ​batch size​ y se utiliza para                 
que en el entrenamiento, las imágenes se muestren en conjuntos (conocidos como            
batches​ ) a la red y no de una en una (ya que esto supondría realizar muchos cambios                 
en los pesos de la red) ni todas a la vez (algo que no es factible debido a límites de                    
memoria). Para realizar el entrenamiento el parámetro ​batch debe tener como valor            
64, ya que por defecto viene a 1 que es el valor que permite realizar el test. 
● subdivision:​ Este parámetro se corresponde con el número de grupos en el que             
dividiremos los batches​ para acelerar el proceso de entrenamiento y para mejorar la             
generalización ​.​ Igual que en el caso de ​batch​ , es necesario modificar el valor de              
subdivision​ , en este caso por 8.  
● classes​ : este parámetro se corresponde con el número de clases que se quiere             
clasificar. 
● filters​ : para las capas convolucionales cambiamos el número de filtros, estos filtros            
dependen del número de clases que vayamos a detectar y siguen la siguiente             
relación: ​filters = (classes +5)*3. 
Además de la modificación de estos parámetros, dentro de la carpeta ​darknet\data\ hay             
que crear una serie de ficheros: 
● train.txt​ : este fichero contendrá las rutas de las imágenes que se van a utilizar para el                
entrenamiento. La ruta de cada imagen irá en una línea. 
● test.txt​ : este es similar al anterior, pero para las imágenes que se utilizarán en el test. 
● Fichero con extensión .names​ : en este fichero tenemos que poner los nombres de los              
objetos que queremos que YOLO detecte, cada uno en una línea. Por ejemplo en la               
figura 25 se muestra el fichero para el dataset CoCo donde hay 12 clases. 




Figura 25. Fichero coco.names. 
● Fichero con extensión .data​ : este fichero contendrá una serie de parámetros y rutas             
que hay que modificar: como el número de clases, el fichero con la lista de imágenes                
para entrenar, un fichero que contendrá el listado de imágenes que se usarán para              
realizar el test, y por último, el fichero comentado en el punto anterior con la lista de                 
las clases a clasificar. La siguiente imagen muestra un ejemplo de dicho fichero. 
 
Figura 26. Fichero obj.data. 
Ahora ya podemos entrenar YOLO usando la siguiente instrucción: 
./darknet detector train cfg/voc.data cfg/yolo-obj.cfg darknet53.conv.74 
 
Expliquemos un poco la instrucción anterior, ​./darknet detector train​ sirve para lanzar            
el entrenamiento; ​cfg/voc.data​ es el fichero en el que se encuentran las rutas de las               
carpetas donde están los datos, además de parámetros como el número de clases;              
cfg/yolo-obj.cfg es el archivo de configuración donde se encuentra la arquitectura de la             
red YOLO; y ​darknet53.conv.74​ ​ son los pesos iniciales. 
El proceso anterior puede finalizar de dos maneras: o bien el usuario lo detiene              
explícitamente o se llega a un número máximo de iteraciones ​. ​En el segundo caso el número                
máximo de iteraciones es un parámetro del archivo ​yolo-obj.cfg​ donde se indica el             
número de iteraciones que queremos que se realicen. Durante el proceso de entrenamiento             
se verán varios indicadores de error y se recomienda parar el entrenamiento cuando el valor               
de AVG IOU no siga disminuyendo en varias iteraciones. 
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Una vez terminado el proceso de entrenamiento obtendremos varios archivos .weights con            
los pesos (cada cierto número de iteraciones se guarda un archivo .weights) ​que van a               
permitir a la red detectar y clasificar los objetos que nos interesen. De estos pesos               
deberemos elegir el mejor de ellos. Con dichos archivos, YOLO ya podrá detectar y clasificar               
las clases que se le han indicado previamente. Para saber si la red ha sido entrenada                
correctamente hay que pasar a evaluarla. 
4.6. Evaluación 
En esta etapa ponemos a prueba la información o conocimiento que la red ha obtenido del                
entrenamiento en el paso anterior. Evaluamos si la red es precisa en sus predicciones y si no                 
estamos conformes con su rendimiento, podemos volver a la etapa anterior y continuar             
entrenando la red cambiando algunos de los parámetros hasta lograr un rendimiento y             
eficacia aceptable. 
El proceso de evaluación consiste en pasar las imágenes de test por la red (es muy                
importante que no mezclemos los conjuntos), para obtener los resultados de detección            
obtenidos por la red y compararlos con los de la realidad. La finalidad de este proceso nos                 
permitirá extraer información acerca del comportamiento del modelo y datos relacionados           
con el rendimiento (como puede ser la tasa de aciertos o de fallos) que ayudarán a decidir si                  
el modelo es adecuado o no para nuestro problema.  
En el caso de YOLO, como hemos dicho anteriormente, durante la etapa de entrenamiento              
se obtienen varios ficheros .weights y tenemos que elegir el que mejor funcione. Para              
seleccionar uno de estos ficheros nos fijamos en el que obtenga la IoU (intersección de la                
unión comentada en el apartado 2.4.3) y mAP (es la media de la precisión comentada en el                 
apartado 2.4.3) más altas. El último archivo .weigth que se ha obtenido no tiene porque ser                
el que mejor resultado nos de, ya que se puede producir un sobreentrenamiento, es decir, la                
red es capaz de detectar los objetos en las imágenes de entrenamiento pero no detecta               
nada en ninguna otra imagen. Para realizar la evaluación usamos el siguiente comando: 
 
./darknet detector map cfg/voc.data cfg/yolo-obj.cfg yolov3.weights 
 
Para ejecutar la evaluación usamos ​./darknet detector map​, ​el fichero ​voc.data nos            
indica las rutas de las carpetas donde están las imágenes de test, ​cfg/yolo-obj.cfg es el               
archivo de configuración donde se encuentra la arquitectura de la red YOLO, y             
yolov3.weights​ son los pesos obtenidos en el entrenamiento. 
Al ejecutar esta instrucción se nos muestra por cada una de las clases, la probabilidad de que                 
aparezca un objeto de esa clase en una imagen del conjunto de test. Y como resultado final                 
nos muestra el valor mAP del modelo que hemos creado indicándonos si es un buen modelo                
o no, ver figura 27. 




Figura 27. Resultado de la evaluación de YOLO. 
En nuestro contexto consideramos que un modelo es aceptable y está listo para producción              
cuando se alcanza un valor de mAP del 70%. Esto puede depender del proyecto, ya que                
algunos de ellos, como los de análisis de imágenes médicas, requieren un mayor nivel de               
precisión. 
4.7. Predicción 
Una vez seleccionado el archivo con los mejores pesos, el siguiente paso será poner en               
producción el modelo y empezar a utilizarlo en imágenes que no han sido utilizadas ni para                
entrenar ni para realizar los tests.  
Hay distintas maneras de realizar dicha predicción como se muestra a continuación. Para             
todos los ejemplos que mostraremos en el resto de la sección utilizaremos un modelo              
entrenado con el dataset de CoCo. 
● Para una única imagen se usa el siguiente comando: 
./darknet detect cfg/yolo-obj.cfg yolov3.weights data/gala.jpeg  
Para que prediga usamos ​./darknet detect; ​cfg/yolo-obj.cfg es el archivo de           
configuración donde se encuentra la arquitectura de la red YOLO; ​yolov3.weights           
son los pesos obtenido del entrenamiento; y ​data/gala.jpeg es una imagen en la             
que vamos a detectar y clasificar. 
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YOLO muestra por consola los objetos que ha detectado, su confianza y cuánto             
tiempo le ha llevado encontrarlos, como podemos ver en la figura 28. 
 
Figura 28. Resultado de una detección. 
Por defecto, YOLO no nos muestra las detecciones pero sí que las guarda en un               
fichero llamado ​predictions.png ​y desde aquí podemos ver los objetos          
detectados como por ejemplo en la figura 29. 
 
Figura 29. Imagen predictions.png. 
● YOLO también puede procesar múltiples imágenes (lo que evita cargar la red cada             
vez que se vaya a hacer una predicción). Para ello, en lugar de pasarle una imagen al                 
comando anterior, no se le indica nada por lo que probará con varias imágenes que               
le tenemos que ir pasando mediante su ruta a medida que nos las vaya pidiendo. El                
comando a ejecutar sería el siguiente: 
./darknet detect cfg/yolo-obj.cfg yolov3.weights 
Para que prediga usamos ​./darknet detect​; ​cfg/yolo-obj.cfg es el archivo de           
configuración donde se encuentra la arquitectura de la red YOLO; ​yolov3.weights           
son los pesos obtenido del entrenamiento; y en este caso no ponemos la imagen              
sobre la que queremos que prediga si no que YOLO nos va pidiendo imágenes por la                
consola y así podemos predecir sobre un conjunto de imágenes. Ver ejemplo en             
figura 30. 




Figura 30. Ejecución de YOLO para varias imágenes. 
Uno de los inconvenientes que puede tener esta opción es que como hemos dicho              
antes, YOLO por defecto no nos muestra las imágenes sino que las guarda, pero              
todas bajo el mismo nombre. Entonces no podremos ver todas las fotos que vayamos              
pasándole a YOLO al menos que renombremos el fichero ​predictions.png cada vez            
que realicemos una predicción. 
● Por último YOLO también puede ser utilizado para procesar vídeos, en este caso             
modificamos un poco la instrucción de ejecución para indicarle que debe trabajar            
sobre un vídeo. 
./darknet detector demo cfg/voc.data cfg/yolo-obj.cfg yolov3.weights      
<video file> 
Para realizar la predicción sobre vídeos el comando es similar al de imágenes, lo              
único que cambia es que utilizamos ​detector demo en lugar de ​detect​, y le              
pasamos el path del vídeo en vez del de la imagen. Si el ordenador dispone de                
cámara web, también es posible trabajar con ella utilizando el mismo comando pero             
sin indicarle la ruta al vídeo. 
Hay que tener en cuenta que en todos los ejemplos anteriores YOLO solo muestra aquellas               
detecciones para las cuales tiene un nivel de confianza igual o superior al 25%, pero este                
parámetro también se puede modificar y mostrar detecciones basándonos en un cierto nivel             
de confianza usando la siguiente instrucción. 
./darknet detect cfg/yolo-obj.cfg yolov3.weights data/galaygatito.jpg     
-thresh .85 
El único parámetro que se ha añadido es -thresh ​.85 donde le indicamos a partir de qué                 
nivel de confianza queremos que detecte y clasifique. 
Veamos ejemplos de modificaciones en el nivel de confianza en las siguientes figuras: 
 
● Ejemplo 1​: Ejecutamos YOLO con un nivel de confianza por defecto, es decir,             
detectará aquellos objetos que tengan un nivel igual o superior al 25%. Ejecutamos el              




./darknet detect cfg/yolo-obj.cfg yolov3.weights data/galaygatito.jpg 
Para este nivel de confianza YOLO detecta que hay cuatro objetos: un sofá con un               
72% de nivel de confianza, un perro con 89%, un gato con un 97% y una persona con                  
un 52%. Ver la imagen resultante en la figura 31. 
 
Figura 31. Predicciones de YOLO con un nivel de confianza igual o superior al 25%. 
 
● Ejemplo 2​: Ejecutamos YOLO con un nivel de confianza del 85%, es decir, solo              
detectará aquellos objetos que tengan un nivel igual o superior al 85%. Ejecutamos el              
siguiente comando: 
./darknet detect cfg/yolo-obj.cfg yolov3.weights data/galaygatito.jpg     
-thresh .85 
Para este nivel de confianza YOLO detecta dos objetos: un perro con 89% y un gato                
con un 97%. Ver la imagen resultante en la figura 32. 
 
Figura 32. Predicciones de YOLO con un nivel de confianza igual o superior al 85%. 
 
● Ejemplo 3​: Ejecutamos YOLO con un nivel de confianza del 10%, solo detectará             
aquellos objetos con un nivel igual o superior al 10%. Ejecutamos el siguiente             
comando: 
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./darknet detect cfg/yolo-obj.cfg yolov3.weights data/galaygatito.jpg     
-thresh .10 
Para este nivel de confianza YOLO detecta varios objetos: un sofá, una cama, un              
perro, una persona, otro perro, un gato y una persona. Ver la imagen resultante en la                
figura 33. 
 
Figura 33. Predicciones de YOLO con un nivel de confianza igual o superior al 10%. 
Vemos que los resultados que nos muestra YOLO depende del nivel de confianza que le               
indiquemos. YOLO detectará más o menos objetos y será más o menos fiable dependiendo              
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5. ​   ​Casos de estudio 
Una vez que hemos explicado en la sección anterior los pasos que hay que dar para entrenar                 
y usar un modelo de detección basado en la red YOLO, pasamos a crear un asistente que nos                  
guíe en la creación de este tipo de proyectos. Para ello, primero vamos a ver cual es el                  
entorno de ejecución con el que se va a trabajar para poder ejecutar y entrenar la red YOLO                  
con distintas configuraciones. A continuación, se estudian distintos datasets, en concreto           
veremos cómo se configura y comportan modelos basados en la red ​YOLO con el dataset de                
Pascal VOC, con el de CoCo (del que ya hemos hecho uso en anteriores notebooks), y por                 
último con un dataset propio de imágenes de estomas. Para cada uno de esos datasets               
generamos un notebook de Jupyter. Por último, a partir de la experiencia obtenida con              
dichos datasets, terminaremos desarrollando un notebook genérico que se pueda aplicar a            
cualquier dataset, y que permita crear de manera sencilla modelos de detección de objetos              
basados en YOLO. ​Todos los notebooks están disponibles en          
https://github.com/ancasag/YOLONotebooks 
5.1. Entorno de ejecución 
El hardware que se va a utilizar es un servidor con la gráfica Nvidia Titan XP. El entorno de                   
ejecución en el que vamos a trabajar tiene de sistema operativo a Ubuntu 16.04, y en él                 
están instaladas las librerías de OpenCV y CUDA, y también Python.  
El primer paso para preparar el entorno de ejecución es descargar la librería darknet (una               
librería ​open-source​ de redes neuronales) que proporciona la implementación de YOLO. Para            
eso hacemos uso del siguiente comando: 
git clone https://github.com/AlexeyAB/darknet 
Una vez realizado esto ya tenemos la librería en nuestro entorno de trabajo pero es               
necesario compilarla para que funcione. 
Para poder construir modelos basados en la red YOLO tenemos que estar dentro de la               
carpeta darknet, también tenemos que tener en cuenta que por defecto la librería darknet              
no se compila con CUDA, ni con OpenCV. Esto puede provocar una serie de problemas ya                
que al no usar CUDA el procesado es muy lento, y sin OpenCV no se podrán mostrar los                  
resultados. Para evitar esto hay que modificar el fichero ​Makefile antes de compilar la              
librería. Los cambios a realizar vienen explicados en los notebooks. Una vez listo el entorno,               
pasamos a explicar cómo se pueden construir modelos de detección basados en YOLO con              
distintos datasets. 
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5.2. Dataset Pascal VOC 
El dataset Pascal VOC ​[45] es un proyecto muy popular diseñado con el fin de crear y evaluar                  
algoritmos para la clasificación de imágenes, la detección de objetos y la segmentación.             
Además del dataset, el proyecto Pascal VOC proporciona herramientas que permiten, por un             
lado, acceder a los conjuntos de datos y anotaciones; y, por otro, evaluar y comparar               
diferentes métodos. Este dataset cuenta con un total de 54.000 imágenes que contienen             
objetos de 20 clases distintas divididas en cuatro grupos: persona, animales, vehículos e             
interior. Estos cuatro grupos se dividen en las siguientes clases:  
● Persona: persona. 
● Animal: pájaro, gato, vaca, perro, caballo y oveja. 
● Vehículo: avión, bicicleta, barco, autobús, coche, moto y tren. 
● Interior: botella, silla, mesa de comedor, planta en maceta, sofá y tv / monitor. 
A continuación se explican los aspectos más relevantes para entrenar y utilizar la red YOLO               
con el dataset Pascal VOC. Una descripción más detallada aparece en el notebook             
correspondiente. 
5.2.1. Recolección del dataset 
Para este apartado vamos a usar las imágenes del dataset Pascal VOC desde 2007 hasta               
2012, es decir, de las 54.000 imágenes del dataset se van a usar 21.503 imágenes. 
Para obtener estos datos es necesario descargarlos y descomprimirlos. Esto nos genera un             
directorio llamado VOCdevkit donde se descargan todas las imágenes del dataset Pascal VOC             
y otras herramientas que nosotros no utilizaremos. Interesa sobre todo remarcar que en ese              
directorio hay 5 carpetas de imágenes: 2007_train, 2007_val, 2007_test, 2012_train y           
2012_val. Y además también hay una carpeta de anotaciones con 5 subcarpetas, una para              
cada carpeta de imágenes.  
5.2.2. Data augmentation 
En este caso al tener un dataset de 21.503 imágenes, no ha sido necesario aumentarlo aún                
más. 
5.2.3. Anotación del dataset 
El siguiente paso consiste en anotar todas las imágenes, es decir, es necesario que cada               
imagen tenga un archivo .txt con una línea por cada objeto que nos interese detectar. El                
dataset Pascal VOC ya viene anotado pero no utiliza el mismo formato que se usa para                
entrenar modelos basados en YOLO. En concreto, Pascal VOC utiliza un formato propio en              
XML y que se usa habitualmente para anotar objetos. Por lo tanto es necesario transformar               
las anotaciones del formato Pascal VOC a anotaciones formato YOLO, para lo cual hay que               
utilizar un script proporcionado por la librería darknet. 
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Al ejecutar dicho script se genera para cada una de las carpetas de imágenes 2007_test,               
2007_train, 2007_val, 2012_train y 2012_val, un archivo .txt donde está la lista de imágenes              
que contiene cada una de dichas carpetas. Además, para cada imagen se crea un archivo .txt                
con una línea por cada objeto a detectar en dicha imagen. Dichos archivos .txt se almacenan                
dentro del directorio VOCdevkit en la carpeta labels. 
5.2.4. Dataset split 
Este paso es un poco distinto a lo que se hace habitualmente. Normalmente se tiene un                
conjunto de imágenes y el usuario es el encargado de partirlas en dos conjuntos, uno de                
entrenamiento y otro de test. En cambio en los desafíos o competiciones como Pascal VOC               
se proporcionan explícitamente un conjunto de entrenamiento y un conjunto de test para             
que todos los participantes del concurso evalúen contra el mismo dataset. 
Para este caso, el conjunto de entrenamiento está formado por todas las imágenes salvo el               
conjunto de test del 2007. YOLO necesita un archivo .txt con todas las imágenes que               
queremos que entrene, por lo que es necesario crear el archivo que contenga los nombres               
de todas las imágenes que vamos a usar para el entrenamiento.  
Por lo que ahora tenemos una lista con todas las imágenes con las que vamos a entrenar en                  
un fichero llamado train.txt, y otra lista con las imágenes para evaluar en un fichero llamado                
2007_test.txt. En concreto se usan 16.551 imágenes para el entrenamiento y 4.952 para             
realizar el test. 
5.2.5. Entrenamiento 
Como explicamos en la sección 4.5, para entrenar un modelo de YOLO hay que configurar un                
par de ficheros y ejecutar un comando que inicia el entrenamiento. En este caso, para               
entrenar dicho modelo no se parte de cero sino que se utilizan los pesos pre-entrenados               
comentados en la sección 4.5. 
5.2.6. Evaluación 
Una vez finalizado el entrenamiento, y antes de comprobar que el modelo funciona en              
imágenes reales, vamos a evaluar el modelo construido en el conjunto de test. Como              
entrenar un modelo para Pascal VOC lleva mucho tiempo vamos a coger los pesos ya               
entrenados que son proporcionados por el usuario de github AlexeyAB ​[63] ​. Para realizar la              
evaluación hace falta configurar ciertos ficheros, los detalles están explicados en el            
notebook. El resultado de la evaluación se muestra en la figura 34, y nos indica el valor de                  
AP para cada clase del dataset, y el valor global de mAP, lo que nos permite clasificarlo como                  
aceptable o no. En este caso un mAP del 74,84% está bastante bien sobre todo teniendo en                 
cuenta que no hay ningún modelo que supere el 78% ​[64] ​. 
 




Figura 34. Proceso de evaluación con el modelo de Pascal VOC. 
5.2.7. Predicción 
Por último probamos nuestro modelo con imágenes que no se encuentran ni en el conjunto               
de entrenamiento ni en el de test. ​Vemos que ha detectado que en la siguiente imagen hay                 
un perro, un coche y una bicicleta: 
 
 
Figura 35. Proceso de predicción con el modelo de Pascal VOC. 
 
También se han hecho pruebas con vídeos, y el resultado se puede consultar en el notebook. 
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5.3. Dataset CoCo 
El siguiente dataset que consideramos es CoCo ​[55] ​. Es un dataset diseñado con el fin de                
avanzar en la detección de objetos, segmentación, detección de puntos clave de personas,             
segmentación de elementos y generación de leyendas. Este paquete proporciona las API de             
Matlab, Python y Lua que ayudan a cargar, analizar y visualizar las anotaciones en CoCo. Este                
dataset cuenta con un total de 300.000 imágenes etiquetadas, que contienen objetos de 80              
clases distintas, divididas en varios grupos (ver figura 36), como pueden ser personas, gatos,              
barcos, trenes, perros, etc.  
 
Figura 36. Lista de clases del dataset CoCo. 
 
Al igual que con Pascal VOC pasamos a comentar los aspectos más importantes para              
entrenar y utilizar este dataset. Para más detalles ver el notebook correspondiente. 
5.3.1. Recolección del dataset 
En este caso el dataset está formado por las imágenes de la base de datos de CoCo desde                  
2015 hasta 2018, es decir, de las 300.000 imágenes del dataset se van a usar 122.260                
imágenes. Para obtener estos datos es necesario descargarlos y descomprimirlos. Interesa           
sobre todo remarcar que al descargar el dataset se generan 2 carpetas de imágenes:              
train2014 y val2014. Además también hay una carpeta que contiene las imágenes anotadas             
en el formato que requiere la librería.  
5.3.2. Data augmentation 
En este caso al tener un dataset de 122.260 imágenes, no ha sido necesario aumentarlo aún                
más. 
5.3.3. Anotación del dataset 
Como hemos comentado anteriormente, al descargar el dataset de CoCO también se            
descargan las anotaciones en el formato que necesita ​l ​a librería, por lo que no hay que hacer                 
nada más en este paso. 
5.3.4. Dataset split 
Al igual que como ocurría con Pascal VOC, CoCo tiene preparados conjuntos para que no sea                
necesario hacer particiones.  
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Para este caso el conjunto de entrenamiento serán las imágenes contenidas en la carpeta              
train2014, que contiene 117.264 imágenes, y el de test serán las imágenes contenidas en la               
carpeta val2014, que contiene 4.996 imágenes. 
5.3.5. Entrenamiento 
No hay diferencias significativas con el proceso realizado para el dataset de Pascal VOC. 
5.3.6. Evaluación 
El proceso es el mismo explicado para Pascal VOC. El mAP obtenido para este dataset es                
inferior que para el de Pascal VOC (ver figura 37), esto es debido a que el dataset tiene                  
mayor complejidad (más imágenes y clases). Aunque un 54,37% pueda parecer un mAP bajo,              
el mejor modelo para este dataset solo ha alcanzado un 59,1% ​[65] ​. 
 
Figura 37. Proceso de evaluación de YOLO con el modelo de CoCo. 
5.3.7. Predicción 
Por último probamos este modelo con imágenes que no se encuentran ni en el conjunto de                
entrenamiento ni en el de test. ​Vemos que ha detectado que en la siguiente imagen hay un                 
perro, un camión y una bicicleta. 




Figura 38. Proceso de predicción de YOLO con el modelo de CoCo. 
Hasta ahora hemos visto cómo se puede entrenar YOLO con dos datasets que están, por así                
decirlo, preparados para ser utilizados por este modelo. A continuación pasamos a ver cómo              
entrenamos YOLO con un dataset propio. 
5.4. Dataset de estomas 
Para esta sección se va a utilizar un dataset de estomas, que representa un caso real de                 
cómo se puede utilizar un modelo basado en la red YOLO para resolver el problema de                
detección en un dataset propio. Los estomas son poros o aberturas regulables del tejido              
epidérmico de las plantas (ver figura 39), formados por un par de células especializadas,              
denominadas células oclusivas o guarda. Al poro en sí, se le denomina ostiolo, que comunica               
hacia el interior con una cavidad denominada cámara subestomática. Adyacente a cada            
célula guarda se encuentran generalmente 1 o 2 células epidérmicas modificadas que            
reciben el nombre de células subsidiarias o accesorias, siendo las células oclusivas las que              
controlan la apertura de los estomas.  
 
Figura 39. Ejemplo de estoma. 
El número y comportamiento de los estomas proporciona información clave para medir los             
niveles de estrés de agua, ratio de producción, y la salud general de la planta ​[66] ​. Por lo                  
tanto, analizar el número y comportamiento de los estomas puede servir, ​entre otras cosas,              
para gestionar mejor los cultivos en agricultura ​[66] ​. Sin embargo, contar de manera manual              
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el número de estomas de una imagen es un proceso costoso debido al número de estomas                
que hay en cada imagen, ver figura 40, y que es un proceso que se debe hacer no solo sobre                    
una imagen sino sobre lotes de decenas de imágenes. Por lo tanto, es interesante ser               
capaces de automatizar​ ​el proceso de detección. 
 
 
Figura 40. Ejemplo de detección de estomas. 
5.4.1. Recolección del dataset 
El dataset de estomas ha sido cedido para este proyecto por la Universidad de Missouri a                
través de la Universidad de La Rioja. El dataset inicial cuenta con 39 imágenes de estomas de                 
tamaño 1600​×​1200 anotadas en formato Pascal VOC por expertos biólogos utilizando el            
programa ​LabelImg ​[58] (el proceso de anotación es costoso, lo que explica el número              
limitado de imágenes). 
Las imágenes de tamaño 1600​×​1200 son demasiado grandes para entrenar la red YOLO (no              
es factible cargar en memoria imágenes tan grandes), por lo que dichas imágenes se han               
partido en subimágenes de tamaño 400​×​400, obteniendo un total de 468 imágenes, con un              
total de 1652 estomas, que mantienen su anotación correspondiente. 
5.4.2. Data augmentation 
Este es un dataset pequeño, ya que como hemos dicho en el apartado anterior, solo cuenta                
con 468 imágenes, por lo que es necesario aumentarlo aplicando al conjunto inicial de              
imágenes una serie de filtros, rotaciones, etc. Para esto se ha usado una librería desarrollada               
en la Universidad de La Rioja, llamada CLoDSA ​[67] ​. Esta librería permite aplicar, a un               
conjunto de imágenes anotadas, una serie de transformaciones y obtener, de manera            
automática, las imágenes transformadas y las anotaciones correspondientes. De este modo,           
el usuario solo tiene que anotar el conjunto de imágenes inicial, y la librería se encarga de                 
manera automática de generar las imágenes aumentadas y sus correspondientes          
anotaciones, evitando de este modo la anotación manual de muchas imágenes. Para este             
dataset se han aplicado transformaciones que producen imágenes que siguen teniendo           
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sentido; es decir, que un biólogo reconocería como imágenes de estomas; por ejemplo, no              
tendría sentido en este caso realizar una transformación que distorsione la imagen. En             
concreto, se han aplicado las siguientes 8 técnicas: 
● Volteo vertical. 
● Volteo horizontal.  
● Volteo horizontal seguido de un volteo vertical. 
● Rotaciones de 90, 180 y 270 grados. 
● Filtro de la media. 
● Ruido Gaussiano. 
 
Cada una de estas transformaciones se aplica al conjunto inicial, por lo que el dataset inicial                
se multiplica por 8. Este proceso para aumentar las imágenes ha sido documentado en un               
notebook de Jupyter. Al final del proceso de ​data augmentation contamos con un total de               
4212 imágenes en el dataset (las 468 originales y las 3744 generadas por CLoDSA) que ya es                 
un número suficiente para entrenar nuestro modelo. 
5.4.3. Anotación del dataset 
Como hemos comentado antes, el dataset de los estomas ha sido anotado utilizando el              
formato ​Pascal VOC, por lo que es necesario convertir dichas anotaciones al formato YOLO.              
Para eso se usa un script de Python que realiza dicha tarea. 
5.4.4. Dataset split 
El siguiente paso consiste en dividir el dataset en dos conjuntos basándonos en la división               
aproximada 90-10%, por lo que tendremos dos conjuntos, uno de 3744 imágenes (el de              
entrenamiento) y otro de 468 imágenes (el de test). Como hemos comentado            
anteriormente, la librería necesita un archivo .txt donde tenga listadas las imágenes que se              
van a usar en el entrenamiento y lo mismo en el caso de las de test, estos archivos son                   
test.txt para las imágenes de test y train.txt para las de entrenamiento (estos ficheros se han                
generado en el apartado anterior al ejecutar el script del apartado anterior). Además, las              
imágenes y anotaciones deben estar organizadas en carpetas de una manera concreta (ver             
el notebook), de lo contrario el proceso de entrenamiento falla. 
5.4.5. Entrenamiento 
Como explicamos en la sección 4.5, para entrenar un modelo de YOLO hay que configurar               
unos ficheros y ejecutar un comando que inicie el entrenamiento. Para la configuración de              
dichos ficheros se han tomado como base los ficheros utilizados para entrenar el dataset de               
CoCo, y se han realizado los siguientes cambios: 
● cfg/vocEstomas.data​: se indica la ruta a las imágenes y se especifica que hay una              
única clase.  
● data/vocEstomas.names​: se proporciona la lista de clases del dataset que en este            
caso es únicamente “estoma”. 
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● cfg/yolov3.cfg​: se modifica el valor de dos parámetros, el parámetro ​classes           
(donde indicamos el número de clases de nuestro dataset, en este caso 1) y el               
parámetro ​filters (al que se le asigna el valor que corresponde a este operación,              
filters=(classes + 5)x3, por lo que en este caso será filters= (1+5)x3 = 18). 
El resto del proceso para entrenar el modelo es análogo al seguido en el resto de datasets.                 
Como en casos anteriores, para entrenar dicho modelo no se parte de cero sino que se                
utilizan los pesos pre-entrenados comentados en la sección 4.5. Aunque se ha entrenado el              
modelo por completo durante 250.000 épocas, para decidir con qué modelo nos vamos a              
quedar se evalúan los pesos generados en las iteraciones 220.000, 230.000, 240.000, y por              
último, la 250.000. 
5.4.6. Evaluación 
Una vez finalizado el entrenamiento, y antes de poner el modelo en producción, vamos a               
evaluar el modelo construido en el conjunto de test. El proceso para realizar la evaluación es                
el mismo que para los otros casos, pero en esta ocasión contamos con varios modelos (que                
vienen dados por los distintos pesos obtenidos durante la fase de entrenamiento) y que por               
lo tanto hay que evaluarlos. Cuando contamos con varios modelos, es importante no             
quedarnos solo con el último generado ya que, como dijimos en la sección 4.6, el último                
fichero .weigth que se ha obtenido no tiene porque ser el que mejor resultado nos de, ya                 
que se puede producir un sobreentrenamiento. Por lo tanto, es necesario realizar una             
comparación sobre los 4 o 5 últimos modelos que se han generado en el entrenamiento.  
Como hemos dicho anteriormente, evaluamos los modelos obtenidos en las épocas 220.000,            
230.000, 240.000 y 250.000. Como puede verse en la tabla 3, todos los modelos tienen el                
mismo valor de mAP (un 90,9%), por lo que necesitamos fijarnos en otros parámetros como               
pueden ser la ​precision​ , el ​F1-score​  y el valor del IOU.  
 Precision F1-score 
Threshold 
Pesos 0,1 0,25 0,5 0,75 0,9 0,1 0,25 0,5 0,75 0,9 
220000 0,95 0,98 0,99 1 1 0,97 0,98 0,99 0,98 0,92 
230000 0,97 0,99 0,99 1 1 0,98 0,99 0,99 0,99 0,98 
240000 0,97 0,98 0,99 1 1 0,98 0,98 0,98 0,98 0,97 
250000 0,98 0,98 0,99 1 1 0,98 0,99 0,99 0,98 0,97 
Tabla 3. Resultado de la evaluación de modelos con diferentes pesos y valores de threshold. 
Fijándonos en estos parámetros vemos que el modelo con mejores resultados es el modelo              
yolov3_250000 ​(el último construido) con un ​threshold de 0,5; ver figura 41 (el resto de               
resultados puede verse en el notebook correspondiente). 




Figura 41. Resultado de calcular el mAP con el fichero de pesos yolov3_250000. 
Una vez que ya tenemos el modelo que nos da los mejores resultados, nos preguntamos si                
los resultados obtenidos son lo suficientemente buenos. En el artículo ​Microscope image            
based fully automated stomata detection and pore measurement method for grapevines ​[68]            
se obtiene una ​precision​ de 91,68% y un ​F1-score​ de 85% utilizando las técnicas clásicas de                
detección de objetos, mientras que en nuestro caso se ha obtenido una ​precision​ del 98%,               
un ​F1-score del 99%, y además un valor mAP, que como hemos dicho antes, es de 90,91%.                 
Por lo que podemos considerar que los resultados obtenidos con nuestro modelo son             
bastante positivos. Cabe notar que el trabajo presentado en ​[68] y el nuestro no utilizan el                
mismo dataset (ni las imágenes ni el código utilizado en ​[68] están disponibles), aún así               
podemos decir que nuestro modelo obtiene resultados comparables a los disponibles en la             
literatura. 
5.4.7. Predicción 
Por último probamos nuestro modelo con imágenes que no se encuentran ni en el conjunto               
de entrenamiento ni en el de test. ​Vemos que el modelo ha detectado correctamente que               
en la siguiente imagen hay varios estomas. 
 
Figura 42. Resultado de predicción en una imagen dividida. 
Aunque el dataset que se utilizó para entrenar usaba imágenes de tamaño 400​×​400, al              
modelo entrenado se le pueden pasar imágenes completas, sin necesidad de recortarlas (ver             
figura 43) y el modelo es capaz de trabajar con ellas sin problema. 




Figura 43. Resultado de predicción de una imagen completa. 
Como hemos visto en este apartado, la red YOLO puede utilizarse de manera exitosa para               
crear modelos de detección en datasets de imágenes propios, así que queda más que              
justificado crear una herramienta para que usuarios no expertos puedan beneficiarse de            
ella. 
5.5. Notebook genérico 
Como hemos visto, para entrenar un modelo basado en YOLO hay que tener mucho cuidado,               
ya que la librería es muy sensible a la estructura de carpetas y a todos los ficheros de                  
configuración, por lo que es un proceso propenso a cometer errores. Por lo tanto, una vez                
adquirida la experiencia necesaria para trabajar con modelos basados en YOLO usando            
distintos datasets, se ha creado un notebook genérico que automatiza la mayor parte del              
proceso de creación de modelos, evita errores, y puede ser usado por cualquier usuario para               
crear sus propios modelos. 
Usando dicho notebook genérico, el usuario solo tiene que realizar las siguientes dos             
operaciones: (1) crear una carpeta con las imágenes y sus correspondientes anotaciones; y             
(2) definir cuatro parámetros en el notebook: el nombre del proyecto, la ruta a la carpeta                
con las imágenes y las anotaciones, la lista de las clases a detectar y el porcentaje de                 
imágenes usado para entrenar. 
Una vez hecho esto, el notebook se encarga de manera automática, mediante una serie de               
funciones implementadas en Python, de: 
1. Validar que la carpeta contiene las imágenes en el formato adecuado. 
2. Validar que todas las imágenes tienen asociada su anotación. 
3. Contar el número de clases a detectar. 
4. Generar el fichero de clases. 
5. Indicar al usuario cómo aumentar el dataset. 
6. Realizar la separación de los datos en dos conjuntos, el de entrenamiento y el de               
test, basándose en el porcentaje proporcionado por el usuario. 
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7. Generar los ficheros train.txt y test.txt, donde como sabemos de secciones           
anteriores, tenemos almacenadas las rutas de las imágenes de los conjuntos de            
entrenamiento y de test. 
8. Generar el fichero .data para indicar dónde, se encuentran los ficheros anteriores. 
9. Generar el fichero donde indicamos cómo se va a realizar el entrenamiento. 
10. Generar la instrucción de entrenamiento, para que el usuario pueda ejecutarla           
simplemente copiando y pegándola. 
11. Generar el fichero donde se indica cómo se va a realizar la evaluación. 
12. Listar los pesos que se han generado en el proceso de entrenamiento, permitiendo al              
usuario elegir entre ellos para poder evaluarlos. 
13. Crear la instrucción de evaluación ​, ​para que el usuario pueda ejecutarla. 
14. Por último, crear la instrucción de predicción del modelo sobre una imagen que no              
pertenezca al conjunto de datos inicial. 
 
El correcto funcionamiento del notebook se ha probado replicando el trabajo del dataset de              
los estomas. 
Notar que los 14 pasos anteriores son obligatorios si queremos crear un modelo basado en               
YOLO, y llevarlos a cabo de manera manual es un proceso muy costoso, y en el cual es muy                   
sencillo cometer algún error. Por lo tanto, gracias a este trabajo se consigue facilitar              
muchísimo el proceso de creación de modelos basados en la red YOLO y cualquier usuario,               
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6.   Conclusiones 
El problema que se abordaba en este trabajo era facilitar a usuarios no expertos la               
construcción de modelos de detección de objetos en imágenes y vídeos. Este proceso consta              
de muchos pasos, donde cada uno de ellos depende del anterior, lo cual exige seguir un                
orden muy concreto. Además tiene otro inconveniente y es que cada paso debe ser              
realizado por una persona especializada en dicha tarea, lo que quiere decir que no puede ser                
realizado por una persona inexperta. 
 
En este trabajo se ha desarrollado una herramienta (mediante cuadernos de Jupyter) que             
guía a usuarios no expertos a la hora de construir modelos de detección. Para construir               
dicha herramienta ha sido necesario aprender diversos conceptos sobre aprendizaje          
automático, en concreto técnicas de ​deep learning​ , análisis de imagen y detección de             
objetos. ​La herramienta permite construir modelos de detección que utilizan el enfoque de             
YOLO, ya que como hemos visto es uno de los métodos más efectivos para la detección de                 
objetos. Además de facilitar la construcción de modelos de detección, los cuadernos tienen             
como valor añadido que son materiales de enseñanza ya que se han incluido explicaciones,              
tanto textuales como gráficas, de todos los pasos involucrados en la creación del modelo, así               
como de distintos conceptos de análisis de imagen y aprendizaje automático. 
Ya que el mayor inconveniente de este trabajo es el hecho de que los usuarios necesiten una                 
GPU (ya que, en caso contrario no es factible crear modelos de detección) se plantea, en                
caso de continuar con este trabajo, integrar la herramienta en un servicio en la nube como                
Amazon o Google Cloud. Además de ampliar a otras técnicas de ​deep learning para la               
detección de objetos como SSD. 
Este trabajo se enmarca dentro del Máster en Tecnologías Informáticas, y las asignaturas de              
dicho máster han aportado una gran cantidad de conocimientos y herramientas que han             
facilitado el desarrollo de este trabajo, entre las que podemos destacar: 
● Tecnologías semánticas​ : en esta asignatura se nos enseñó el funcionamiento de los            
cuadernos de Jupyter, y haciendo uso de ellos hemos podido desarrollar toda la             
implementación del trabajo. Además en esta asignatura se veían diversos conceptos           
sobre aprendizaje automático que han servido como base para este TFM. 
● Procesamiento de imágenes digitales​ : donde se ha visto la aplicación de filtros en             
imágenes y nos ha permitido entender las técnicas clásicas de detección de objetos. 
● Modelización y tratamiento científico de datos​ : hemos visto la diferencia de utilizar la             
GPU frente a la CPU, lo que nos ha permitido crear modelos más rápidos. 
El desarrollo de este proyecto ha sido sumamente interesante, además de muy satisfactorio,             
ya que me ha permitido adentrarme en la inteligencia artificial, en el tratamiento de              
imágenes, en el deep learning y en concreto, en el uso de redes neuronales profundas. 
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Anexo 1: Notebooks de Jupyter 
Aquí nos podemos encontrar con un conjunto de Noteboks de Jupyter que se corresponden              
con la implementación del Trabajo de Fin de Máster: 
● Filtros.ipynb​: en este notebook se muestra cómo funciona el operador de           
convolución y cómo los filtros nos van a permitir, entre otras cosas, resaltar los              
bordes de la imagen para su detección. 
● VentanaDeslizante.ipynb ​: en este notebook se definen las técnicas clásicas para la           
detección de objetos en imágenes como la ventana deslizante, la pirámide de            
imágenes y el ​non maximmun supression​ . Además contamos con un clasificador           
(previamente entrenado) que nos dirá la clase del objeto y utilizaremos las técnicas             
anteriores para realizar una predicción. 
● CPUs-GPUs.ipynb ​: en este notebook se ha realizado una comparación de los           
entrenamientos de varias redes en distintos entornos, en este caso se realizarán las             
pruebas con la CPU. 
● CPUs-GPUsDrive-GPU.ipynb ​: en este notebook se ha realizado una comparación de          
los entrenamientos de varias redes en distintos entornos, en este caso se realizarán             
las pruebas con la GPU disponible en Google Drive. 
● YOLO1.ipynb​: este notebook permite descargar la red neuronal YOLO, además de           
copiar dentro de la carpeta donde se encuentra YOLO un conjunto de notebooks con              
ejemplos de modelos realizados. 
● YOLO2.ipynb​: este notebook contiene las explicaciones para comenzar a usar YOLO y            
también contiene una serie de ejemplos donde se puede observar como funciona,            
tanto para el caso de imágenes como de vídeos. 
● YOLO_PASCAL_VOC.ipynb​: en este caso se ha desarrollado un notebook donde          
vamos a ver cómo se entrena la red YOLO desde cero utilizando un dataset llamado               
Pascal VOC. 
● YOLO_CoCo.ipynb​: en este notebook se muestra cómo se entrena la red YOLO desde             
cero utilizando un dataset llamado CoCo. 
● YOLO_Estomas.ipynb​: en este notebook se muestra cómo se entrena la red YOLO            
desde cero utilizando un dataset de estomas, el fin de este dataset consiste en dadas               
unas imágenes que detecte si hay estomas y dónde. 
● CLODSA_Estomas.ipynb​: este notebook nos permite aumentar el dataset en caso de           
contar con un número reducido de imágenes utilizando la librería CLoDSA. Se            
muestra cómo hacerlo utilizando el dataset de estomas.  
● NotebookGeneral.ipynb​: en este caso se ha realizado un notebook general que           
permita crear un modelo de detección, para que cualquier usuario pueda usarlo            
dado un conjunto de datos cualquiera. 
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Anexo 2: Tipos de aprendizaje automático  
En este anexo se explican brevemente los distintos tipos de algoritmos de aprendizaje             
automático. Para más información ver ​[1]​. 
Aprendizaje no supervisado 
En los problemas de ​aprendizaje no supervisado ​, el ​algoritmo es entrenado usando un             
conjunto de datos que no tiene ninguna etiqueta, en este caso, nunca se le dice al ​algoritmo                 
lo que representan los datos. La idea es que el ​algoritmo pueda encontrar por sí solo                
patrones que ayuden a entender el conjunto de datos. El ​aprendizaje no supervisado es              
similar al método que utilizamos para aprender a hablar cuando somos bebés; en un              
principio escuchamos hablar a nuestros padres y no entendemos nada; pero a medida que              
vamos escuchando miles de conversaciones, nuestro cerebro comenzará a formar un           
modelo sobre cómo funciona el lenguaje y comenzaremos a reconocer patrones y a esperar              
ciertos sonidos.  
Aprendizaje semi-supervisado 
Este tipo de algoritmos combina el aprendizaje supervisado y no supervisado para poder             
clasificar de manera adecuada. Se tiene en cuenta los datos marcados y los no marcados. 
Aprendizaje por refuerzo 
En los problemas de aprendizaje por refuerzo el ​algoritmo aprende observando el mundo             
que le rodea. Su información de entrada es el feedback o retroalimentación que obtiene del               
mundo exterior como respuesta a sus acciones. Por lo tanto, el sistema aprende a base de                
ensayo-error. Un buen ejemplo de este tipo de aprendizaje lo podemos encontrar en los              
juegos, donde vamos probando nuevas estrategias y vamos seleccionando y perfeccionando           
aquellas que nos ayudan a ganar el juego. A medida que vamos adquiriendo más práctica, el                
efecto acumulativo del refuerzo a nuestras acciones victoriosas terminará creando una           
estrategia ganadora. 
Transducción 
Similar al aprendizaje supervisado, pero no construye una función de forma explícita. Trata             
de predecir las categorías de los futuros ejemplos basándose en los ejemplos de entrada,              
sus respectivas categorías y los ejemplos nuevos al sistema. 
Aprendizaje multitarea 
Métodos de aprendizaje que usan conocimientos previamente aprendidos por el sistema, de            
cara a enfrentarse a problemas parecidos a los ya vistos. 
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Anexo 3: Comparando el uso de CPUs y GPUs 
en redes neuronales 
 
En el campo de las redes neuronales, y en concreto el deep learning, ha habido una gran                 
revolución gracias al uso de GPUs, ya que ha permitido entrenar redes con una gran               
cantidad de nodos y con una profundidad considerable en un tiempo razonable. En esta              
sección se va a realizar una comparativa del tiempo que es necesario para entrenar distintos               
tipos de redes, en particular LeNet ​[2]​, GoogLeNet ​[3]​, VGGNet ​[4]​, ResNet ​[5] y ShallowNet               
[6]​, en diferentes entornos y ver si es factible trabajar utilizando un ordenador normal sin               
GPU.  
Redes Número de parámetros Número de capas 
LeNet 1,632,080 12 
GoogLeNet 1,656,250 75 
VGGNet 2,171,178 23 
ResNet 886,102 284 
ShallowNet 328,586 5 
Tabla 1.  Información de las redes. 
 
Está sección va acompañada de un notebook de Jupyter en Python donde se ve como se ha                 
realizado el entrenamiento de dichas redes y predicción de las redes usando para ello el               
dataset de Cifar ​[7]​, que consta de 60000 imágenes, y sirve para construir modelos de               
clasificación de imágenes en 10 categorías. Dicho notebook es el que se ha ido ejecutando               
en los siguientes entornos: 
 
● Máquina virtual de Ubuntu. 
 
● Google Drive utilizando la aplicación Colaboratory que da acceso a un ordenador con             
un procesador Intel(R) Xeon(R) CPU @ 2.30GHz. 
 
● Google Drive utilizando la aplicación Colaboratory que da acceso a un ordenador con             
una gráfica Nvidia Tesla K80. 
 
● En un servidor con la gráfica Nvidia Titan XP. 
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4992 560 875 24 GB  480 GB/s 384 bits GDDR5 
Nvidia Titan 
XP 
3840 1405 1582 12 GB  547,7 Gb/s 384 bits GDDR5
X 
Tabla 2. Comparativa de la gráfica Nvidia Tesla K80 y la Nvidia Titan XP. 
 
 
Comparación de tiempos de una época de entrenamiento (notar que en aplicaciones reales,             
las redes se entrenan por cientos o miles de épocas) para las distintas redes en los distintos                 
entornos: 
 
 Máquina virtual Drive Drive - GPU Servidor 
LeNet 4 min 31 s 5 min 2 s 10,2 s 7 s 
GoogLeNet 1 h 44 min 3 s 2 h 8 min 22 s 1 min 49 s 31 s 
VGGNet 17 min 47 s 21 min 43 s 37,8 s 15 s 30 ms 
ResNet 3 h 36 min 4 h 31 min 15 s 4 min 26 s 1 min 13 s 
ShallowNet 1 min 34 s 1 min 30 s 9,74 s 7 s 39 ms 
 
 
Comparación de tiempos de predicción, una vez entrenado los modelos, con un total de              
10000 imágenes: 
 
 Máquina virtual Drive Drive - GPU Servidor 
LeNet 17,5 s 24,5 s 8,5  s 8 s 
GoogLeNet 6 min 36 s 7 min 53 s 3 s 48 ms 3 s 
VGGNet 1 min 6 s 1 min 23 s 1s 54 ms 1 s 6 ms 
ResNet 15 min 10 s 19 min 12 s 7 s 5 ms 8s 15 ms 




Ángela Casado, Universidad De La Rioja                                                                                     ​ 63 
 
 
Se ve que hay una gran diferencia entre el uso de ordenadores normales contra los que                
tienen GPU. Si nos fijamos en la comparación de tiempos durante el entrenamiento vemos              
que en el caso de redes como GoogLenet o ResNet se nota que hay una gran diferencia,                 
hemos pasado de que el entrenamiento dure horas a poder realizarlo en un pocos minutos               
o segundos en el caso de servidor. El uso de gráficas nos permite avanzar con mayor                
rapidez, por lo que si disponemos de una gráfica es recomendable usarla frente a              
ordenadores convencionales ya que permite hacer pruebas más rápido y comprobar si las             
redes están aprendiendo correctamente. ​Esta comparativa demuestra que no es factible           
trabajar con una CPU cuando se quiere entrenar una red profunda ya que le cuesta               

































Ángela Casado, Universidad De La Rioja                                                                                     ​ 64 
 
 
Anexo 4: Tipos de arquitecturas 
R-CNN 
Actualmente, las redes convolucionales han demostrado ser lo suficientemente         
importantes, 
tanto, que aplican mejoras en la clasificación de imágenes así como en la detección de               
objetos. Eso sí, si comparamos la clasificación con la detección, ésta última ofrece una              
mayor dificultad a la hora de su realización, lo que conlleva la utilización de detectores               
mucho más complejos que los utilizados anteriormente en otros tipos de detectores. 
El detector R-CNN ​[8]​, está dividido en 4 etapas. La primera etapa es la imagen de entrada al                  
sistema. En la segunda etapa se generan las propuestas a regiones de interés utilizando la               
Búsqueda selectiva ​[9]​. El tercer módulo consiste en una gran red neuronal convolucional             
que extrae un vector de características de longitud fija para cada región. Y por último, la                
cuarta etapa consiste en un conjunto de clases lineales SVM. La figura 1, muestra estas               
etapas. 
 
Figura 1. Arquitectura R-CNN. 
Aunque se pueden obtener grandes resultados, el entrenamiento tiene muchos problemas.           
Sin embargo, este algoritmo de detección conlleva un alto coste computacional lo que lo              
hace extremadamente lento. 
Fast R-CNN 
Este enfoque de detección de objetos evolucionó rápidamente hacia un aprendizaje           
profundo más puro, un año después de R-CNN se publicó Fast R-CNN ​[10] que consigue               
solventar los problemas que ocasionan la utilización de dichas redes convolucionales. 
En la figura 2, se puede apreciar la arquitectura que sigue el detector FAST R-CNN. En un                 
primer paso, este detector toma una imagen de entrada, I, y una serie de regiones de                
interés (usando para ello la búsqueda selectiva). Posteriormente, el detector introduce a I y              
Ángela Casado, Universidad De La Rioja                                                                                     ​ 65 
 
 
a dichas regiones a una red convolucional y las agrupa en capas de agrupación máximas               
para crear el mapa de las características de convoluciones. Luego, para cada propuesta de              
región de interés, obtenidas en el primer paso, se le extraerán vectores de características de               
tamaño fijo procedentes del mapa de características. Cada vector es añadido a continuación             
de otros para crear una secuencia totalmente conectada, FC, que finalmente se divide en              
dos capas iguales. Una de ellas produce estimaciones de probabilidades ​softmax sobre K             
clases de objetos más una clase de tipo fondo. La otra de las capas genera cuatro números                 
de valores reales para cada una de las K clases de objetos. Cada conjunto de 4 valores                 
codifica las posiciones de la caja delimitadora para una de las clases K. Todo este proceso                
viene mucho más desarrollado en el artículo ​[10] ​. 
Este enfoque no solo fue más rápido, sino que el modelo fue más fácil de entrenar. El mayor                  
inconveniente fue que el modelo aún dependía de la Búsqueda selectiva (o de cualquier              
otro algoritmo de propuesta de región), que se convirtió en el cuello de botella. 
 
Figura 2. Arquitectura Fast R-CNN. 
Faster R-CNN 
Posteriormente, Faster R-CNN ​[11] es la tercera versión de la serie R-CNN. Faster R-CNN              
agregó lo que llamaron una Red de Propuestas de Región (RPN), en un intento de               
deshacerse del algoritmo de Búsqueda Selectiva y hacer que el modelo sea completamente             
entrenable de punta a punta. El autor propone un sistema de detección de objetos formado               
por dos módulos. Un primer módulo compuesto por una red completamente convolucional,            
cuya finalidad es la de proponer las regiones de interés; más otro segundo módulo              
coincidente con el detector FAST R-CNN que use esas regiones de interés propuestas. La              
figura 3, muestra estas dos etapas que se pueden considerar como una sola red unificada               
para la detección de objetos, vamos a explicarlas un poco. 
El primer módulo, al que podemos llamar ​Region Proposal Network (RPN) ​[12] ​, toma             
cualquier imagen como entrada y devuelve un conjunto de rectángulos de las zonas de              
interés cada uno de ellos con una puntuación objetiva. Para generar las regiones, al mapa de                
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características convolucionales se le aplican una serie de pequeñas redes mediante           
ventanas deslizantes. A cada una de estas ventanas deslizantes se le asignará una             
característica de menor dimensión. Ésta alimentará a dos capas hermanas conectadas, una            
capa con la clasificación de la caja, cls, y otra con las regresiones de caja, reg.                
Simultáneamente, para cada una de las localizaciones que tome la ventana deslizante se             
calcularán las posibles regiones de interés siendo el máximo número de regiones k. Por lo               
tanto, la capa reg contendrá las coordenadas de las posibles regiones, mientras que la capa               
cls contendrá las probabilidades de que dichas regiones sean objeto o no. 
Una vez calculadas estas regiones de interés se pasará a la detección mediante el algoritmo               
FAST R-CNN. Por lo tanto, el algoritmo FASTER R-CNN está compuesto por RPN más FAST               
R-CNN, siendo este primero el que indica donde buscar al segundo. 
 
 
Figura 3. Arquitectura  FASTER R-CNN. 
 
SSD  
Finalmente, hay dos documentos notables, Single Shot Detector (SSD) ​[13] que toma YOLO             
utilizando mapas de características convolucionales de múltiples tamaños para lograr          
mejores resultados y velocidad, y Redes completamente convolucionales basadas en la           
región (R-FCN) que toma la arquitectura de FAST R-CNN pero con solo redes             
convolucionales. 
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El detector SSD difiere de otros detectores de disparo único debido al uso de múltiples               
capas que proporcionan una precisión más fina en objetos con diferentes escalas. (Cada             
capa más profunda verá objetos más grandes). 
La SSD normalmente comienza con un modelo pregenerado de VGG ​[14] en Resnet que se               
convierte en una red neuronal completamente convolucional. Luego, agregamos capas de           
conv.as adicionales, que en realidad ayudarán a manejar objetos más grandes. La            
arquitectura SSD puede, en principio, usarse con cualquier modelo de base de red profunda. 
Un punto importante a tener en cuenta es que una vez que la imagen se transfiere a la red                   
VGG, se agregan algunas capas conv que producen mapas de características de tamaños             
19x19, 10x10, 5x5, 3x3, 1x1. Estos, junto con el mapa de características 38x38 producido por               
conv4_3 de VGG, son los mapas de características que se usarán para predecir recuadros              
delimitadores. 
 
Figura 4. Arquitectura  SSD. 
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