Abstract-This paper investigates the performance of ordered statistics decoding (OSD) of linear block codes with binary differential phase-shift-keying (2DPSK) transmission on frequency nonselective multipath channels. First, the wireless channel is modeled as a frequency nonselective, slow fading environment without intersymbol interference. Second, block interleaving is embedded to decorrelate the successive received symbols so that the performance of OSD, designed essentially for memoryless channels, is retained. Third, we derive the log-likelihood ratio of received symbols based on 2DPSK modulation. Fourth, we derive the statistics of received symbols and the statistics of received symbols after ordering. Further, we analyze the system error performance for sufficient degree of interleaving. Specifically, we derive the asymptotic bit error rate (BER) of OSD at high SNRs using the first-order approximation. Finally, we conduct experiments at various channel characteristics and interleaving degrees for (128, 64, 22) extended BCH code and (24, 12, 8) extended Golay code. Results show that the error performance improves tremendously with increased interleaving degree.
protection, including both detection and correction, of multimedia bitstreams can be applied at each layer to enhance the overall system reliability.
In the following, we focus on the techniques developed in the channel coding and physical layer. The purpose of those techniques developed in this layer is to reduce bit error rate (BER) during transmission regardless of the types of data being transmitted. Typical practices used in this layer are Viterbi decoding [2] of convolutional codes, Trellis coded modulation (TCM) [3] , concatenation of Reed-Solomon (RS) codes, and convolutional codes [4] . Recent advancement of promising error protection strategies in this layer includes soft-decision decoding of linear block codes [5] and the discovery of Turbo codes [6] . Both can be considered as good alternatives for the typical strategies mentioned previously under the circumstances of delay and complexity constraints. On the other hand, block interleaving is normally applied in wireless systems to decorrelate successive received symbols so as to enhance the error performance of channel codes, which are essentially designed for memoryless channels.
In this paper, we are interested in enhancing error protection capabilities of mobile communication system by applying soft-decision decoding of linear block codes on wireless channels. The earliest soft-decision decoding, generalized minimum distance (GMD) decoding, was introduced by Forney [7] in 1966. In GMD, Forney defines a distance measure permitting likelihood information to be used in the algebraic minimum distance decoding technique. Similarly, Chase algorithms [8] produce a fixed number of test error patterns corresponding to certain least reliable positions of the received sequence. By adding these test error patterns to the original hard-decision resolved sequence and performing algebraic decoding, a set of candidate codewords is generated. Afterwards, correlation metric computations and comparisons are performed to search for the most likely codeword in this set. Both GMD and Chase algorithms trade off optimum performance for reduced decoding complexity.
A significant advancement in this field is the introduction of the trellis structure of linear block codes [9] [10] [11] [12] . It extends the application of Viterbi algorithm to maximum likelihood decoding (MLD) of linear block codes. Since every linear block code has a trellis structure, the Viterbi algorithm can always be applied to provide the MLD solution. In doing so, the computational cost involved is greatly reduced compared to a bruteforce search. Many other algorithms based on trellis structure have been proposed for decoding linear block codes such as [13] [14] [15] [16] . However, the application of these schemes is limited due to the prohibitively large and complicated trellises of long codes. Consequently, more efficient algorithms are needed to achieve optimum or near optimum decoding of these codes.
In general, efficient schemes can be devised to reduce the search space for MLD performance by using the reliabilities of received symbols. In 1995, a computationally efficient soft-decision decoding algorithm based on statistics obtained from reordering the received symbols was introduced by Fossorier and Lin [5] , [17] , referred to as ordered statistics decoding (OSD). OSD first permutes the received symbols within each block based on their reliabilities and generates an initial candidate codeword. This codeword is further processed in a systematic way based on the ordering. Such a strategy focuses the search on a small class of candidates of high likelihood so that decoding complexity is significantly reduced while near optimum performance is retained.
It is shown in [18] that the application of OSD for a Rayleigh fading channel with coherent detection provides a good tradeoff between error performance and decoding complexity. In this paper, we apply OSD to mobile radio communication channels using noncoherent detection and block interleaving. Specifically, the error performance of OSD on frequency nonselective multipath channel, which exhibits uncorrelated dispersiveness in time delay and Doppler shifts, is investigated.
A multipath medium is characterized by two fundamental behaviors, i.e., time spread introduced in the signal and time variations in the structure of the medium [19, p. 759] . The widesense-stationary (WSSUS) channel model, first introduced by Bello [20] in 1963, characterizes the time-variant multipath channel statistically. In other words, it models the mobile radio channel as a linear filter with a time-varying impulse response, where the time variation is due to both multipath and mobile movement. In 1991, Hoeher [21] presented an efficient scheme to simulate the WSSUS channel. Basically, Hoeher combines Monte Carlo based analog channel approximation, introduced by Schulze [22] , with Forney's discrete-time channel model [23] so that filtering and sampling are resolved together. As a result, we obtain closed-form solution for the tap-gains of the time-varying digital filter, which represents the transmitter, mobile channel, the receiver, and the sampler. In 1995, Yip and Ng [24] showed that by applying the Monte Carlo approximation to the tap-gains rather than the multipaths, simulation complexity could be reduced. It is further demonstrated by Yip and Ng [25] that more complexity reduction can be achieved by applying Karhunen-Loève expansion on the WSSUS channel output.
The organization of this paper is as follows. In Section II, we describe the multipath channel model and the system structure, for which OSD of linear block codes, block interleaving, and binary differential phase-shift-keying (2DPSK) transmission [19, pp. 274-278] are embedded to overcome the burstyerror channel. The log-likelihood ratio of received symbols due to 2DPSK modulation is derived so that OSD can be readily applied. In Section III, the error performance of OSD on the frequency nonselective channel is analyzed for sufficient degree of interleaving. Specifically, we verify the two monotonic properties of OSD and derive its asymptotic bit error rate (BER) at high signal-to-noise ratios (SNRs). Experiments are conducted for (24, 12, 8) extended Golay code and (128, 64, 22) extended BCH code at various degrees of interleaving and Doppler shifts. We present the experimental results in Section IV. Finally, a summary of this paper and concluding remarks are provided in Section V.
II. SYSTEM DESCRIPTION
The WSSUS channel characterized by multipath and fading exhibits bursty error features. To effectively combat the noisy channel, we propose the system embedding OSD of linear block codes with a block interleaver. Linear block codes are particularly suitable for high-speed decoding due to the independence of consecutive blocks. Especially in the case of interleaving, high-speed decoding can be achieved with parallel decoding of interleaved blocks.
In our system, input data sequence is first encoded at the transmitting end using a linear block code. Second, the output codewords are passed to a block interleaver. The coded data are interleaved in such a way that the bursty channel is transformed to a channel having independent errors. We adopt a simple but effective noncoherent detection scheme known as 2DPSK in our design. Therefore, the interleaved sequence is further differentially encoded, modulated, and sent over the channel. At the receiving end, we demodulate the received analog signal, differentially decode it, and calculate the output symbols, whose values are proportional to their associated log-likelihood ratio. Finally, the received sequence with elements in soft-decision format are deinterleaved and sent to the OSD device. The block diagram of the proposed system is shown in Fig. 1 .
A. Discrete-Time 2DPSK Transmission Model
Suppose a binary linear block code is used for error control in our system. First, for each block of bits from the input data sequence, a codeword in is generated at the channel encoder output, where is an element of , . Second, the codeword is delivered to the block interleaver. The interleaved sequence is then formed by interleaving successive codewords with a certain interleaving degree. Note that is the temporal index. Third, with 2DPSK modulation, the interleaved sequence is differentially encoded and mapped into the bipolar sequence such that (1) where and . Then we send the sequence over the channel.
The WSSUS channel model is determined by a two-dimensional scattering function in terms of the transmission delay due to multipath effects and the Doppler frequency due to mobile movement. In a frequency nonselective, slow fading environment without intersymbol interference (ISI), one tap gain (a complex random variable denoted as ) is generated by the mobile communication channel for each symbol period . Thus, the channel output at instant given the transmitted symbol is (2) where is a complex, zero-mean Gaussian random variable with Rayleigh distributed amplitude and uniformly dis- tributed phase . The Rayleigh distributed random variable has a probability density function (pdf) given by [26, pp. 172-173 ] (3) where is the time-average power of the received signal before envelope detection. Also, is a sample of the noise process, modeled as a zero-mean, complex Gaussian random variable with independent, identical components of variance . With this channel characteristic, the channel signal-to-noise ratio (SNR) is defined as , where is the second moment of the Rayleigh amplitude and is the energy per information bit. After obtaining the complex sequence at the channel output, we pass the channel output sequence to the loglikelihood ratio calculator. Afterwards, the received sequence is resolved. Note that is proportional to the log-likelihood ratio of corresponding interleaved sequence in magnitude. Finally, we obtain the block of received symbols (deinterleaved block), corresponding to the transmitted codeword , by deinterleaving . The components of are independent for sufficient degree of interleaving. The hard-decision of each symbol is based on the sign of , whereas the associated reliability is determined by . The discrete-time representation is illustrated in Fig. 2 .
B. Log-Likelihood Ratio
For binary phase-shift-keying (BPSK) transmission on additive white Gaussian noise (AWGN) channels, the value of the log-likelihood ratio is directly proportional to the channel output [5] . Consequently, the hard-decision reliability of the received symbol is its absolute value. In other words, ordered statistics decoder can operate on a block of channel output symbols for such systems. In our case, the log-likelihood ratio has to be rederived to cope with different channel characteristics and transmission strategy.
In our system, successive channel tap-gains, , , , etc., are highly correlated due to slow fading. We assume that the tap-gain at time equals to its previous tap gain . That is, It follows from (4) that for for (5) where and are zero-mean, complex Gaussian random variables with independent, identical components of variance . Let and denote the received random symbols at temporal index and , and define event where is a very small deviation in the complex plane. Thus, the log-likelihood ratio of the differentially encoded bit is given by where and are the random transmitted symbols, and denote the pdfs of the noise random variables and , and denotes the complex conjugate of . Consequently, the associated reliability measure is defined as , where
Fig . 3 illustrates the detection mechanism for the case . With the new reliability measure for 2DPSK modulation, OSD is employed.
C. Ordered Statistics Decoding (OSD)
OSD [5] reduces search space for MLD performance by taking advantage of the reliability information from each deinterleaved block . For each , the ordered statistics decoder performs two permutations , followed by two decoding steps, i.e., order-0 and order-decoding, where is an integer, . Permutation reorders the components of based on their reliabilities, while permutation reorders them again to find the most reliable independent (MRI) symbols [5] . Thereafter, order-0 decoding constructs a codeword corresponding to the hard decision of the MRI symbols. This codeword is expected to have as few information bits in error as possible. Furthermore, order-decoding improves the result obtained from order-0 decoding progressively until the asymptotically optimum error performance is achieved. For codes and channel SNRs of practical interest, the optimum codeword candidate , (8) will most likely be found at a small value of [5] .
So far we have briefly outlined the basic OSD procedures relevant to this study. For detailed discussions about this algorithm, for example, the resource test [5] designed to reduce the computation complexity of order-decoding, the performance analysis of OSD on AWGN channel, and its complexity compared to other soft-decision schemes, please refer to [5] and [17] .
III. PERFORMANCE ANALYSIS
It is desirable to evaluate the best achievable error performance analytically for the proposed system. To achieve this goal, first we approximate the distribution of received symbol at high SNRs. Second, by assuming sufficient degree of interleaving, the statistics of the received symbols after ordering can be derived. We then verify the monotonic properties of OSD and derive its best achievable bit error rate (BER) at high SNRs. It is important that, in the following discussion, the initial reference symbol is set as 1. Without loss of generality, we assume that all zero codewords are sent through the discrete-time channel.
A. Distribution of the Received Symbol
For an arbitrary code bit , the corresponding bipolar symbols are transmitted. At the likelihoodratio calculator output, the received random variable conditioned on the random transmitted is obtained as (9.1) (9.2) (9.3) (9.4) where is a zero-mean Gaussian random variable with variance . For SNRs of practical interest, is relatively small compared to other terms. Hence, in Appendix I we approximate the pdf of the received log-likelihood ratio at high SNRs as (10) Fig. 4 plots the distributions of conditioned on at various SNRs. As a byproduct of approximating the distribution of , the error performance of 2DPSK modulation, , can also be approximated by (11.1) (11.2) where In Fig. 5 , the 2DPSK error performance approximated by (11.2) is plotted and is compared to the exact performance. It is shown that the approximation is very tight for practical SNRs.
B. Statistics After Ordering
In the following discussion, we assume sufficient degree of interleaving. In other words, the components of corresponding to the transmitted all-zero codeword are independent. Denote as the symbol representing the ordered symbol at the th position after permutation . That is, such that . Note that the components of are exactly the same as those of , only the ordering is different. At high SNRs, the marginal pdf of the ordered symbol is approximated in as , associated with two ordered symbols and can be approximated in the same way.
Thus, the probability that the hard decision of the th symbol is in error is given by (13) The probability that both the th symbol and the th symbol are in error is derived as (14) The same strategy can be extended to evaluate the probabilities that three or more ordered symbols are in error.
C. Approximation of the Error Probabilities After Ordering
In order to evaluate the error probabilities of ordered symbols , we first derive a tight approximation for . We define as the restriction of to the interval , so that (15) Based on the central limit theorem, it is shown in the Appendix II that for large enough, the distribution of is approximated by the distribution of the Gaussian random variable with mean (16) and variance (17) Because of the fact that (18) we obtain from (15) (20) For large value of , applying Stirling's formula to (20) finally provides (21) To evaluate the error probabilities involving with two or more ordered symbols, we arguably assume that the derivation in [27] holds for our channel model. Thus, ( 
22)

D. Monotonic Properties
With (13), it is verified numerically that for (23) This property is illustrated in Fig. 6 . For , it is shown in Fig. 6 that for at the SNR 5 dB. By using (22), we further verify that for (24) so that the two monotonic properties are valid.
E. Asymptotic Bit Error Rate
Define as the MLD bit error probability of soft-decision decoding algorithms based on maximizing correlation metric. Let be the average bit error rate when there are more than hard-decision errors in the MRI symbols of . It follows from union bound that the bit error rate of order-decoding is (25) Although the channel characteristics are different, the derivations in [5] for evaluating remain valid. It is derived in [5] that (26) where (27) and is the average number of columns depending on dimensions for a given code whose generator matrix is in systematic form.
To evaluate , denote the all zero codeword . Thus, the probability of deciding an arbitrary codeword as the estimated result is is transmitted (28.1)
where is the Hamming weight of . Denote . Because s are independent random variables for sufficient degree of interleaving, the characteristic function of is given as where is the number of minimum-weight codewords in . The BER can be approximated [28] as (32) IV. SIMULATIONS The WSSUS channel model is determined by a two-dimensional scattering function in terms of the transmission delay due to multipath effects and the Doppler frequency due to mobile movement. The Monte Carlo-based approximation assumes that the time-varying channel is composed of independent transmission paths. Each path corresponds to a phase , a delay and a Doppler frequency , where , , and are continuous, mutually independent random variables, . It has been shown in [21] that the probability density functions (pdfs) of and are proportional to the delay power spectrum and the Doppler power spectrum, respectively. We use an exponential distribution to model the delay power profile and the Clarke's spectrum [26, pp. 177 -181] to model the Doppler power spectrum, whereas the phase is uniformly distributed from 0 to 2 .
Thus, the instantaneous channel impulse response at time to an impulse input at time is approximated as
For slow fading environment with intersymbol interference (ISI), one tap gain is generated for each symbol period as (34) where and and are the time-invariant impulse responses of the transmitter and receiver.
Simulation parameters used in this study are classified as three different sets A, B, and C, and are summarized in Table I . For all the sets considered, the coherence bandwidth is much greater than the transmission bandwidth, which means that the received signal may vary in gains but the spectrum of the transmission is preserved. Hence, it is considered as a narrow-band, frequency nonselective channel. Also, because the symbol duration is much smaller than the coherence time, the channel impulse response will change at a rate much slower than the transmitted signal. Further, ISI is negligible as the symbol duration is much greater than the delay spread. In addition, we use the number of trans- For all the simulations conducted in this study, at least 2000 errors are obtained for each simulated point. Figs. 7-9 depict the error performance of the (128, 64, 22) extended BCH code using simulation parameter set A with various interleaving degrees. For a particular interleaving degree, simulation results for various orders of decoding are plotted in terms of BER versus SNR. For the BCH code considered, we observe increasing error performance with increasing . Note that is equivalent to the case where no interleaver is utilized. In particular, order-3 decoding of the BCH code with equal to 1, 10, 50 achieves 18, 25.5, and 28.5 dB coding gain over uncoded 2DPSK at BER 10 . We also plot the analyzed , , and using (26) . For order-0, order-1, and order-2 decoding of the BCH code, the associated bit error rates , , and are dominated by , , and , respectively. In Figs. 10 and 11 , we use parameter sets B and C to conduct simulations on the same BCH code. The difference between sets B and C is that set B has maximum Doppler frequency 80 Hz, while it is 40 Hz in set C. Since both have the same symbol duration 15.625 s, smaller Doppler shift results in a longer coherence time and hence a slower fading environment. Therefore, to achieve similar error performance, we use interleaving degree 400 for the simulation on set B and 800 for the simulation on set C. The simulated results are plotted in Figs. 10 and 11. For the simulation on set B, successive received symbols in a deinterleaved block are separated by 400 15.625 s 6.25 ms, which is half of the coherence time (12.5 ms) of the channel. For the simulation on set C, they are separated by 800 15.625 s 12.5 ms, which is also half of the coherence time (25 ms). Hence, for both cases, only a small fraction of successive received symbols within a block are affected together by the channel. We obtain similar error performance for the two cases as shown in Figs. 10 and 11 . Also, they perform closely to the analyzed performance which is computed by assuming sufficient degree of interleaving.
In Fig. 12 , we simulate the (24, 12, 8) extended Golay code on parameter set C with interleaving degree 400 using both OSD and optimum brute-force decoding. It is shown that order-1 decoding already achieves the same error performance as the optimum brute-force search. The optimum brute-force decoding requires to process all 4096 codewords, while order-1 decoding requires to process at most 1 12 13 codewords if the worst case occurs.
V. CONCLUSION
In this paper, ordered statistics decoding (OSD) [5] is applied to frequency nonselective multipath channels to protect video sequence transmitted at 32 or 64 kbit/s. For the applications considered, the wireless channel is modeled as a frequency nonselective, slow fading environment without ISI. We use noncoherent 2DPSK detection as our transmission strategy. To cope with the slow fading, we decorrelate successive received symbols using a block interleaver. We derive log-likelihood ratio of channel output symbols so that OSD can be readily applied. strate that the purpose of error protection over the frequency nonselective multipath channels can be effectively achieved by OSD of binary linear block codes. This is important for delay constrained applications for which ARQ is not feasible due to intolerable roundtrip delay. Fig. 11 . Performance of the (128, 64, 22) extended BCH code using simulation parameters set (C) and interleaving degree 800. Fig. 12 . Performance of the (24, 12, 8) extended Golay code using simulation parameters set (B) and interleaving degree 400.
APPENDIX I PROBABILITY DENSITY FUNCTION OF
This appendix derives the pdf of the received symbol conditioned on . In other words, the pdf of the random variable is of interest, where is a Rayleigh distributed random variable and is Gaussian distributed with zero mean and variance . Note that and are statistically independent. Denote the distribution functions of and as and . Thus, the distribution function of is given by (A. Equation (B.13) shows that is maximum for and decreases monotonically to 0 when tends to either 0 or . Therefore, we expect that the convergence in distribution to be the worst at the extremes and to improve as i becomes closer to .
