In this paper we discuss a robust solution to the problem of prediction. Following Barndorff-Nielsen and Cox (1996) and Vidoni (1998), we propose improved prediction limits based on M-estimators instead of maximum likelihood estimators. To compute these robust prediction limits, the expressions of the bias and variance of an M-estimator are required. Here a general asymptotic approximation for the bias of an M-estimator is derived. Moreover, by means of comparative studies in the context of affine transformation models, we show that the proposed robust procedure for prediction behaves in a similar manner to the classical one when the model is correctly specified, but it is designed to be stable in a neighborhood of the model.
Introduction
The purpose of this paper is to define robust prediction limits for an unobserved absolutely continuous random variable. In particular, we consider the situation where the data y = (y 1 , . . . , y n ) are a realization of a random vector Y , with probability density function f (y; θ) and cumulative distribution function F (y; θ), known except for the d-dimensional parameter θ ∈ Θ ⊆ IR d , d ≥ 1. The future random variable Z is assumed independent of Y and with probability density function f (z; θ) which depends on the same unknown parameter θ.
A prediction statement about Z is often given through prediction limits, i.e. functions of the data, c(y) ∈ IR, such that
for every θ ∈ Θ and for any fixed α ∈ (0, 1). The above probability is usually called coverage probability and is calculated with respect to the joint density of Z and Y . In practice, prediction limits that satisfy (1) can only be obtained in very special cases, namely when a pivotal quantity, that is a function of Z and Y which distribution is free of θ, exists. Thus, in practice, the aim becomes that of satisfying (1) to a high order of approximation. An easy way of making predictions about Z is by means of the so-called estimative predictive density f (z;θ), wherê θ is a suitable estimator for θ, usually the maximum likelihood estimator (MLE). However, prediction limits based on the estimative density are usually imprecise, having coverage error of order O(n −1 ). Indeed, Barndorff-Nielsen and Cox (1996) and Vidoni (1998) suggest a way to correct the quantiles of the estimative density, thus obtaining prediction limits with a coverage error of order o(n −1 ). Also Corcuera and Giummolè (2002) propose a solution for the case when Z is a m-dimensional random vector. They find prediction regions with coverage error of asymptotic order o(n −1 ).
The aim here is to study robust prediction limits, that is prediction limits which present a good behaviour both when the model is correctly specified and also in the presence of small deviations from the assumed model. In fact, in many situations of practical interest, there is no certainty that the observed data y come from the specified model F (y; θ). They may instead come from some neighborhood of the model. It is well known that several standard likelihood procedures are not robust with respect to model misspecifications or presence of outliers, and the need for robust statistical procedures has been stressed by many authors in the statistical literature; see for instance, Huber (1981) , Hampel et al. (1986) and Markatou and Ronchetti (1997) . However, while robust literature offers many solutions for inference on the parameter θ of the model, the prediction problem has been somehow neglected. Exceptions are given by Fisher and Horn (1994) , Basu and Harris (1994) and Ronchetti and Vidoni (1998) . Anyway, the above results do not improve on the estimative density in terms of coverage error of related prediction limits.
The robust solution proposed in this paper is the analogous of the prediction limits discussed by Barndorff-Nielsen and Cox (1996) and Vidoni (1998) , when the MLEs are substituted by suitable M-estimators. Such estimators define a general class, defined through unbiased estimating equations, which includes the MLE as a particular case and plays an important role in the context of robust theory. In order to apply the proposed predictive procedures, the required ingredients are the asymptotic bias and asymptotic variance of the M-estimator used. To this end, in this paper an asymptotic expansion for the bias of an M-estimator is derived, its expression being quite similar to the expansion for the bias of the MLE (see e.g. Pace and Salvan, 1997) . Attention is focused on scale and regression models.
The paper is organized as follows. Section 2 presents a brief review on classical prediction limits and their application in the context of scale and regression models. These results are the starting point to obtain the robust prediction limits developed in Section 3. Applications and simulation studies are illustrated in Section 4. In the Appendix the expansion for the bias of an M-estimator is derived.
A review of prediction limits
Let us assume that there exists a sufficient reduction of the data of the form y ↔ (θ, a), whereθ is the MLE and a an ancillary statistic. According to the conditionality principle, we keep the value of a fixed when evaluating the goodness of a statistical procedure. Thus, a prediction limit can be written as a function of θ, avoiding writing the dependence on a explicitely. The problem becomes that of finding functions c(θ) ∈ IR such that
to a high order of approximation. The above probability is taken with respect to the joint density of Z andθ conditioned on the observed value of a. Notice that a conditional solution to (2) satisfies (1) too.
In this paper we focus on the case of Y 1 , . . . , Y n and Z being independent random variables with distribution belonging to a parametric scale and regression model of the form
where θ = (β, σ), with β ∈ IR p a regression coefficient and σ > 0 a scale parameter, x T is a fixed vector of regressors and p 0 (·) is a known density on IR. Applications of scale and regression models are found in many areas of statistics as, for example, survival analysis or industrial applications.
An easy way to obtain prediction limit satisfying (2), consists of considering the quantiles of the estimative density f (z;θ), so that
where q α is the α-quantile of p 0 (z) andθ = (β,σ) is the MLE of θ = (β, σ). In spite of its intuitiveness, the estimative density f (z;θ) may not be entirely adequate for prediction. The estimative prediction limit satisfies (2) up to an error term of order O(n −1 ). Indeed, especially when the dimension of θ is large in comparison with n, it may provide inaccurate results for prediction. In order to improve the estimative solution Barndorff-Nielsen and Cox (1996) and Vidoni (1998) discuss corrections to the estimative quantiles. In particular, denote by b(θ) = E θ {θ − θ} and i(θ)
T (θ − θ)} the bias and variance ofθ, respectively. To present the corrected prediction limit it is convenient to use index notation and Einstein summation convention, so that summation is intended over indices that appear twice in an expression. The components of β are denoted by β j , the corresponding components of b(β) are b j , while the bias ofσ is b σ . The blocks of i(θ) −1 corresponding to (β, β), (β, σ) and (σ, σ) are denoted, respectively, by i ij , i σj and i σσ . A corrected prediction limit is then
where a hat over a quantity means evaluation at θ =θ, x n+1 is the future value of the regressors and g 0 (z) = −d log p 0 (z)/dz. Prediction limits (4) give coverage error of asymptotic order o(n −1 ), thus improving the estimative solution. Moreover it is important to notice that prediction limits (4) are equivariant with respect to regression and scale transformations in the observations. General expressions for the computation of asymptotic bias and variance of the MLE can be found in Pace and Salvan (1997) .
Prediction limits based on M-estimators
The approach to robustness followed here is the one based on the influence function (IF) (see Hampel et al., 1986) . It is easy to verify that prediction limits of the form (4) are sensitive with respect to model misspecifications or presence of outliers, since they depend on the MLE. It is well-known that the IF of the MLE is proportional to its score function (∂/∂θ) log f (y; θ). Thus, if the score function is unbounded, also is the IF. This is tipically the case for scale and regression models. Prediction limits of the form (4) are not B-robust (bias-robust) since they depend on the MLE of θ, which is not in general B-robust.
The aim of this section is to introduce a robust version of prediction limits (4). More precisely, we define robust prediction limits based on suitable M-estimators for θ. An M-estimator for θ is a generalization of the MLE and in general is defined as the solutionθ of the system of unbiased estimating equations
where ψ r (·) is the r-th component of a suitable function ψ(·) :
By setting Ψ r equal to the components of the score function,θ coincides with the MLE for θ. Under broad conditions which we will assume throughout this paper (cfr. Hampel et al., 1986) , it can be shown thatθ is consistent and asymptotically normal, with mean θ and asymptotic variance
where M (θ) = − ∂ψ(y; θ)/∂θ T dF θ and Ω(θ) = ψ(y; θ)ψ(y; θ) T dF θ . Since the influence function ofθ at a point x is given by
the M-estimator is B-robust at the assumed model F θ if and only if ψ(x; θ) is bounded. By bounding the IF, we are able to ensure that small deviations from the model distribution do not cause large changes in the estimates. Whenθ is an M-estimator for θ, approximate expressions for the calculation of the bias and variance can be made available. These approximations hold up to terms of order n −1 and do not change the order of the coverage error associated to limits (4). To give the expression of these approximations it is again convenient to use index notation. The components of θ are denoted by θ r and the derivatives of Ψ r with respect to the components of θ are denoted by Ψ rs = (∂/∂θ s )Ψ r , Ψ rst = (∂/∂θ s θ t )Ψ r , etc, where the indices r, s, t, . . . range over 1, . . . , d. For the expected values of these derivatives, we use the notation ν rs = E(Ψ rs ), ν rst = E(Ψ rst ) , etc, and we assume that these quantities are of order O(n). Further, the zero-mean variables Ψ r and Ψ rs − ν rs are assumed to be of order O p (n 1/2 ). These assumptions are satisfied in practice, since Ψ θ asymptotically behaves like the sum of n independent random variables. In addition, κ rs denotes the inverse matrix of −ν rs .
By using the expansions in the Appendix, we find that
The expression for the asymptotic variance is simply given byî rs M =v rs + o(n −1 ), where v rs is the (r, s) element of the matrix (6). Now all we need is to calculate the above quantities for scale and regression models. We find that
where a tilde over a quantity indicates evaluation atθ = (β,σ). The robust prediction limit (8) is a modification of the ordinary prediction limit based on the MLE when robustness is required. Observe also that (8) is valid in general for any estimatorθ which is defined as the solution of an unbiased estimating equation that behaves as the sum of n independent random variables.
Examples and Monte Carlo studies
In this section we consider two examples in order to compare the finite-sample behaviour of the predictive limits based on robust M-estimators with those based on classical MLEs. Interest is focused on scale and regression models, which include location and scale models. Referring to the construction of prediction limits in the robust setting, we perform Monte Carlo experiments whose objective is both to evaluate the accuracy of the prediction limits when the model is correctly specified and to assess the stability of the coverage levels under small, arbitrary departures from the assumed model. We consider a contamination model of the form F ε = (1 − ε)F θ +εG, where G(·) denotes the contaminating distribution and the contamination percentage ε is set at 5%.
Example 1: Exponential model. Let θ > 0 be a scale parameter and let (y 1 , . . . , y n ) be a random sample from a scale model F (y; θ). For a scale model with standard distribution F 0 (·), we have F (y; θ) = F 0 (yθ) and ψ(y; θ) = ψ(yθ). Moreover, Ω(θ) = n ψ(x) 2 dF 0 (x) = Ω, B(θ) = −(n/θ) xψ(x) dF 0 (x) = −B/θ, wherė ψ(x) = ∂ψ(x)/∂x. In this example we focus on the optimal Hampel estimator (see Hampel et al. (1986) , Chap. 2) for the parameter of the exponential model F (y; θ) = 1 − exp(−yθ), with ψ(x) = max{−b, min{b, a − x}}, for appropriate constants a and b. Quantities involved in (4) and (8) are easy to obtain. Table 1 shows the results of a Monte Carlo experiment (based on 10000 trials) that compares prediction limits, when data are generated from the exponential with mean 1 (Exp(1) ) and the Exp(1) contaminated by the Weibull G(x) = 1 − exp{−(10x) 1.5 } (contamination on the left). The Hampel estimator is used with a = 0.8636 and b = 1.129. From Table 1 we can see that prediction limits based on this robust M-estimator are accurate for every sample size and under contamination are always preferable to those based on MLE.
( Table 1 about 
where
are appropriate functions (see Hampel et al., 1986, chap. 6) . When s(x) = v(x) = 1 and ψ β (·) = ψ HF (·; k 1 ) = max{−k 1 , min{k 1 , k 1 − x}} we obtain the Huber estimator. Alternatively, the choice s(x) = 1/v(x), v(x) = ||x|| and ψ β (·) = ψ HF (·; k 1 ) defines the Hampel-Krasker estimator. A popular choice for ψ σ is ψ σ (·) = ψ 2 HF (·; k 2 ) − γ(k 2 ), for appropriate k 2 and γ(k 2 ). However, for a general M-estimator defined by (9) with ψ β and ψ σ odd and even functions respectively, we have V ar{Ψ β,σ } = Ω = diag(Ω β,β , Ω σ,σ ) and −E{∂Ψ β,σ /∂(β, σ)
and B σ,σ = n ψ σ (r)rdF 0 (r), with g 1 (x) = ψ 2 β {rv(x)}dF 0 (r) and g 2 (x) = ψ β {rv(x)}dF 0 (r). Consider a normal regression model with p = 2. The Huber estimator is used with k 1 = 1.345. Table 2 gives the results of a Monte Carlo experiment (based on 10000 trials) performed to assess the coverage error of the prediction limits based on (4) and (8). The central model is the N (0, 1), while the contaminated scenario considers the N (0, 1) contaminated by a N (0, 25). From Table 2 we can see that, in the case of a moderate sample size, both (4) and (8) can be used succesfully to construct predictive regions when the model is correct, while (8) seems slightly preferable under a small departure from the central model. (Table 2 about here) ACKNOWLEDGMENTS. This work was partially supported by grants from Ministero dell'Università e della Ricerca Scientifica e Tecnologica, Italy.
Appendix
The first step in deriving expansions for estimating equations is, most commonly, to make a Taylor expansion inθ around θ. Thus, we begin by expanding the estimating There is a formal similarity between equation (11) and the same expression for the MLE given e.g. in Pace and Salvan (1997, chap. 9) . The first term of (11) gives
that coincides with the usual first order expansion for an M-estimator. An expansion for the bias ofθ is readily obtained by taking termwise expectations in (11). We find
Also in this case there is a formal similarity between equation (12) and the expression of the bias of the ordinary MLE given e.g. in Pace and Salvan (1997, chap. 9 
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