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Abstract
We discuss the existence of positive solutions of a nonlinear nth order boundary value problem
u(n) + a(t) f (u) = 0, t ∈ (0, 1)
u(0) = 0, u′(0) = 0, . . . , u(n−2)(0) = 0, αu(η) = u(1),
where 0 < η < 1, 0 < αηn−1 < 1. In particular, we establish the existence of at least one positive solution if f is
either superlinear or sublinear by applying the fixed point theorem in cones due to Krasnoselkiıˇ and Guo.
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1. Introduction
Investigation of positive solutions of nonlocal boundary value problems (BVPs), initiated by Il’in
and Moiseev [1,2], has been recently addressed by various authors, for instance, [3–8]. Many authors
refer to such problems as multipoint problems. Multipoint problems refer to a different family of
boundary conditions in the study of disconjugacy theory [9]; hence, we choose to use the terminology
nonlocal boundary conditions, introduced by Il’in and Moiseev, [1,2]. This work is motivated by Ma [7],
∗ Corresponding author. Tel.: +1 937 229 2511; fax: +1 937 229 2566.
E-mail addresses: eloe@notes.udayton.edu (P.W. Eloe), bashir_qau@yahoo.com (B. Ahmad).
0893-9659/$ - see front matter © 2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2004.05.009
522 P.W. Eloe, B. Ahmad / Applied Mathematics Letters 18 (2005) 521–527
who applied the Krasnoselkiıˇ and Guo [10] fixed point theorem to a second order BVP with nonlocal
conditions.
In this paper, we study some existence results for the nth order differential equation
un + a(t) f (u) = 0, t ∈ (0, 1) (1.1)
subject to the boundary conditions
u(0) = 0, u′(0) = 0, . . . , un−2(0) = 0, αu(η) = u(1), (1.2)
where 0 < η < 1, 0 < αηn−1 < 1. Throughout the paper, we assume that
(A1) f : [0,∞) → [0,∞) is continuous;
(A2) a : [0, 1] → [0,∞) is continuous and there exists x0 ∈ [η, 1] such that a(x0) > 0;
(A3) f0 = 0 and f∞ = ∞ correspond to the superlinear case and f0 = ∞ and f∞ = 0 correspond to
the sublinear case, where
f0 = lim
u→0+
f (u)
u
, f∞ = lim
u→∞
f (u)
u
.
The primary contribution of this paper is to study the sign properties of a Green’s function associated
with the BVP (1.1) and (1.2). We apply the Krasnoselkiıˇ and Guo fixed point theorem as an application.
This application was first made by Erbe and Wang [11] to ordinary differential equations. Since that time,
there has been a tremendous amount of work to study the existence of multiple positive solutions to BVPs
for ordinary differential equations. Once we obtain Theorem 2.3, many of those applications would work
here as well. Rather than citing the many works related to the study of positive solutions, we refer the
reader to the recent chapter [12, Chapter 7] which contains an extensive expository account of the recent
work.
2. Basic results
In this section, we state the Krasnoselkiıˇ/Guo fixed point theorem [9] and prove some lemmas required
for the main result.
Theorem 2.1. Let E be a Banach space and let K be a cone. Assume that Ω1, Ω2 are open disks of E
with 0 ∈ Ω1, Ω 1 ⊂ Ω2, and let A : K ∩ (Ω2 \Ω1) → K be a completely continuous operator such that
(i) ‖Au‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω1 and ‖Au‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω2, or
(ii) ‖Au‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω1, and ‖Au‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω2.
Then A has a fixed point in K ∩ (Ω2 \ Ω1).
Lemma 2.2. Let u ∈ C[0, 1] satisfy the differential inequality u(n)(t) ≤ 0, together with the boundary
conditions (1.2) and 0 < αηn−1 < 1. Then u ≥ 0 on [0, 1].
Proof. One can readily construct a Green’s function for the BVP, u(n)(t) = 0, coupled with the boundary
conditions (1.2).
G(η; t, s) =


a(η; s)tn−1
(n − 1)! , 0 ≤ t ≤ s ≤ 1,
a(η; s)tn−1 + (t − s)n−1
(n − 1)! , 0 ≤ s ≤ t ≤ 1,
(2.3)
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where
a(η; s) = −(1 − s)
n−1
1 − αηn−1 , η ≤ s,
a(η; s) = −(1 − s)
n−1 − (η − s)n−1
1 − αηn−1 , s ≤ η.
This is easy to see since (2.3) gives a standard characterization of the Green’s function. One only needs
to solve for a(η; s) by forcing the Green’s function to satisfy the boundary conditions.
It is well known that u has the integral representation
u(t) =
∫ 1
0
G(t, s)u(n)(s)ds. (2.4)
It can be verified directly that the Green’s function is negative on (0, 1) × (0, 1); Eloe [15] has recently
applied disconjugacy type arguments to obtain the sign of G and related inequalities. Hence, the lemma
is proved.
Theorem 2.1 can be thought of as a maximum principle for the nonlocal BVP [13]. The next theorem
provides sharper lower bounds for solutions of differential inequalities and can be considered as stronger
maximum principles. These types of inequalities were first used by Erbe and Wang [11] for second order
problems. They have been generalized in many ways with the first efforts being found in [14]. Ma [7] is
the first to extend these types of inequalities to nonlocal boundary conditions.
Theorem 2.3. Let 0 < αηn−1 < 1. Let u satisfy u(n)(t) ≤ 0, 0 < t < 1, with the nonlocal conditions
(1.2), then
inf
t∈[η,1]
u(t) ≥ γ ‖u‖, (2.5)
where γ = min{αηn−1, α(1 − η)(1 − αη)−1, ηn−1}.
Proof. We will show the details in the case that u satisfies the strict differential inequality, u(n)(t) < 0,
0 < t < 1. One can apply Rolle’s theorem repeatedly using the boundary conditions to determine
a precise count on the roots of all the derivatives of u through the nth derivative. Then using the
strict differential inequality, one can show that the obtained roots, not specified at 0, to be simple and
determine the sign of all the higher order derivatives on intervals bounded by these roots. Similar details
were developed for conjugate boundary conditions in [14]; details for nonlocal boundary conditions for
difference inequalities were developed in [15].
Once (2.5) is obtained for functions satisfying the strict inequality, one assumes that u satisfies the
differential inequality and sets
u(, t) = u(t) + tn−1
(
1 − αηn
1 − αηn−1 − t
)
.
Then for each  > 0, u(, t) satisfies the strict differential inequality and hence, (2.5). A limiting
argument as  → 0+ implies that u satisfies (2.5).
Case 1: 0 < α < 1.
Then u(η) > u(1). By repeated applications of Rolle’s theorem, we know that u′ has precisely one root
to the right of 0. Let t denote this root and set u(t) = ‖u‖. By repeated applications of Rolle’s theorem,
coupled with the strict differential inequality, we know that u is decreasing and concave down on [t, 1].
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First assume t ≤ η < 1, and so mint∈[η,1] u(t) = u(1). By the decreasing, negative concavity nature
of u, u(t) ≤ v(t), where v(t) represents the equation of the line passing through (1, u(1)) and (η, u(η));
in particular,
u(t) ≤ u(1) + u(1) − u(η)
1 − η (t − 1)
≤ u(1) + u(1) − u(η)
1 − η (0 − 1)
= u(1)(1 − αη)
α(1 − η) ,
which can be expressed as
min
t∈[η,1]
u(t) ≥ α(1 − η)
(1 − αη)‖u‖.
Second, assume η < t < 1. Again, using the argument given in the first paragraph, we know that
u is increasing for t < t and decreasing for t < t . The case 0 < α < 1 implies u(η) > u(1) and so
mint∈[η,1] u(t) = u(1). Repeated applications of Rolle’s theorem, coupled with the boundary conditions
at 0 and the strict differential inequality, imply
u(t) > u(t)tn−1, 0 < t < t .
So, in particular,
u(η) ≥ ηn−1‖u‖,
which implies
u(t) ≥ u(1) = αu(η) ≥ αηn−1‖u‖, η ≤ t ≤ 1. (2.6)
Case 2: 1 < α < 1
ηn−1 .
In this case, u(η) ≤ u(1), so that mint∈[η,1] u(t) = u(η). Then η < t ≤ 1. Thus, (2.6) is readily modified
to obtain
u(t) ≥ u(η) ≥ ηn−1‖u‖, η ≤ t ≤ 1.
We point out that this inequality is valid even in the case t = 1. This completes the proof.
Remark 1. For each s ∈ (0, 1), set
|G(τ (s), s)| = max
t∈[0,1]
|G(t, s)|.
G satisfies the differential inequality u(n) ≤ 0, 0 < t < 1, almost everywhere and G satisfies the
boundary conditions. The proof of Theorem 2.3 is readily modified to imply that Gt vanishes at most
once for s < t ≤ 1. Hence, s < τ(s) ≤ 1 is well-defined. Again, the proof of Theorem 2.3 is readily
modified to imply that
|G(t, s)| ≥ γ |G(τ (s), s)|, 0 ≤ s < 1.
Also note that since G(t, 1) = 0 for each t , the inequality is also valid at s = 1.
For the remainder of the paper, we employ what is now a standard application of Theorem 2.1.
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Theorem 2.4. Let (A1) and (A2) hold. Then the problem (1.1) and (1.2) has at least one positive solution
in the superlinear case or sublinear case described in (A3).
Proof. Let K be a cone in C[0, 1] given by
K =
{
u | u ∈ C[0, 1], u ≥ 0, min
t∈[η,1]
u(t) ≥ γ ‖u‖
}
.
Define operator A : K → K by
Au(t) = −
∫ 1
0
G(t, s)a(s) f (u(s))ds.
Standard applications of the Arzela–Ascoli theorem imply that A is completely continuous. It also
follows by Theorem 2.3 that A maps K to K . Finally, by construction, fixed points of A in K satisfy
the BVP, (1.1) and (1.2).
Before we proceed further, it is useful to note that for u ∈ K ,
|u(t)| = Au(t) ≤
∫ 1
0
|G(τ (s), s)|a(s) f (u(s))ds;
in particular,
‖u‖ ≤
∫ 1
0
|G(τ (s), s)|a(s) f (u(s))ds.
Let us first assume the superlinear case ( f0 = 0, f∞ = ∞). Since f0 = 0, we may choose M1 > 0 so
that f (u) ≤ u for 0 < u < M1, where

∫ 1
0
|G(τ (s), s)|a(s)ds ≤ 1.
Let Ω1 = {u ∈ C[0, 1] | ‖u‖ < M1}. So if we choose u ∈ K and ‖u‖ = M1, then
Au(t) ≤
∫ 1
0
|G(τ (s), s)|a(s) f (u(s))ds
≤
∫ 1
0
|G(τ (s), s)|a(s)ds‖u‖ ≤ M1 = ‖u‖.
Thus, ‖Au‖ ≤ ‖u‖ for u ∈ K ∩ ∂Ω1.
Now, we consider f∞ = ∞. Choose ρ1 > 0 such that γρ1
∫ 1
0 G(τ (s), s)a(s)ds ≥ 1. There exists
an M2 such that f (u) ≥ ρ1u for u ≥ M2. Let M2 = max{2M1, M2γ } and define Ω2 = {u ∈ C[0, 1] |
‖u‖ > M2}. Then u ∈ K and ‖u‖ = M2 implies that minη≤t≤1 u(t) ≥ γ ‖u‖ ≥ M2. So
Au(η) =
∫ 1
0
|G(η, s)|a(s) f (u(s))ds,
≥
∫ 1
0
min
η≤t≤1
|G(t, s)|a(s) f (u(s))ds
≥ γ
∫ 1
0
G(τ (s), s)a(s)dsρ1‖u‖
≥ ‖u‖,
where γρ1
∫ 1
0 G(τ (s), s)a(s)ds ≥ 1. Thus, ‖Au‖ ≥ ‖u‖.
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Applying the first part of the fixed point theorem, it follows that A has a fixed point in K ∩ (Ω2 \ Ω1)
such that M1 ≤ ‖u‖ ≤ M2. The fixed point of A is the desired solution of (1.1) and (1.2).
Sublinear case ( f0 = ∞, f∞ = 0). We first choose M3 > 0 such that f (u) ≥ ρ2u, ρ2 > 0 for
0 < u < M3, where ρ2 satisfies ρ2γ
∫ 1
0 |G(τ (s), s)|a(s)ds ≥ 1 and let Ω3 = {u ∈ C[0, 1] | ‖u‖ < M3}.
Following the procedure used in the second part of the superlinear case, it follows that
Au(η) ≥ γ
∫ 1
0
|G(τ (s), s)|a(s)dsρ2‖u‖
≥ ‖u‖.
Thus, ‖Au‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω3.
Since f∞ = 0, there exists M4 > 0 such that f (u) ≤ ρ3u, ρ3 > 0 for u ≥ M4, where ρ3 satisfies
ρ3
∫ 1
0 |G(τ (s), s)|a(s)ds ≤ 1. Here, we consider two possibilities:(i) Suppose that f is bounded and f (u) ≤ ζ for all u ∈ [0,∞) and we set M4 =
max{2M3, ζ
∫ 1
0 |G(τ (s), s)|a(s)ds} so that for u ∈ K and ‖u‖ = M4, we have
Au(t) ≤
∫ 1
0
|G(τ (s), s)|a(s) f (u(s))ds
≤ M4.
Thus, ‖Au‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω3.
(ii) If f is unbounded, then from (A1) there exists M4 > 2M3 such that f (M4) ≤ M4 and

∫ 1
0 |G(τ (s), s)|a(s)ds ≤ 1. Furthermore, since f is unbounded, we may choose M4 such that f (u) ≤f (M4) for 0 < u ≤ M4. Then for u ∈ K and ‖u‖ = M4, using the earlier arguments, we find that
Au(t) ≤ ‖u‖ = M4. Therefore, in either case, we may write Ω4 = {u ∈ C[0, 1] | ‖u‖ < M4} and for
u ∈ K ∩ ∂Ω4, we have ‖Au‖ ≤ ‖u‖. Now, using the second part of the fixed point theorem, it follows
that (1.1) and (1.2) has a positive solution.
This completes the proof of the theorem.
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