Abstract. We present a convergent asymptotic formula for the zeros of the Hermite functions as λ → ∞. It is based on an integral formula due to the authors for the derivative of such a zero with respect to λ. We compare our result with those for zeros of Hermite polynomials given by P. E. Ricci.
Introduction
By "Hermite functions", we mean solutions of the differential equation (1.1) y − 2ty + 2λy = 0.
The Hermite function H λ (t) can be defined (see, e.g., [11] ) by (1.2) H λ (t) = − sin πλ Γ(1 + λ) 2π ∞ n=0 Γ ((n − λ)/2) Γ(n + 1) (−2t) n or, in terms of the confluent hypergeometric functions, by [3] H λ (t) = 2
In case λ is a nonnegative integer, formula (1.2) is to be understood in a limiting sense so that H λ (t) reduces to the Hermite polynomials (with the notation of, e.g., [21] ). Thus H 0 (t) = 1, H 1 (t) = 2t, H 2 (t) = 4t 2 − 2, H 3 (t) = 8t 3 − 12t, etc. We note also that
with the notation of [8, p. 257] for confluent hypergeometric functions. In the polynomial case (λ = n), the zeros of H λ (t) are real and located symmetrically with respect to the origin. Here we study the real zeros of H λ (t) or, more generally, of any Hermite function, as functions of λ, in particular as λ → +∞. We use the notation h k (λ), k = 1, 2, . . . for the zeros, in decreasing order of H λ (t).
As shown in [7] , when n < λ ≤ n + 1, with n a nonnegative integer, H λ (t) has n + 1 real zeros which increase with λ. As λ increases through each nonnegative integer n a new leftmost zero appears at −∞ while the right-most zero passes through the largest zero of H n (t). See Figure 1 which provides graphs of the real zeros of H λ (t) (solid lines) as functions of λ. The small circles mark the zeros of Hermite polynomials. (This figure was produced using MAPLE.)
It is well known [21, (6.32.5) ] that, in the polynomial case (λ = n), for the largest zero, we have
where → 0, as n → ∞. Here i 1 = 3.372134408 . . . is the smallest positive zero of the Airy function A(x), or in a more familiar notation, of Ai(−3 −1/3 x). This can also be written, with Λ = √ 2n + 1, as
where 2 −1/3 a 1 is the smallest positive zeros of Ai(−x). This result has been extended by P. E. Ricci [20] to give several additional terms of an asymptotic expansion. Ricci's results were extended to the zeros of a certain generalization of the Hermite polynomials, with weight function x 2µ exp(−x 2 ), by S. Noschese [16] .
Our main result will extend (1.5) to a convergent, and hence asymptotic, series expansion whose first five terms are given by
where Λ exceeds some positive number M . In fact, with little additional trouble, we can obtain a similar expansion for any real zero of any Hermite function.
General solution of the Hermite equation
For each fixed λ, H λ (t) is a solution of (1.1) which grows relatively slowly as t → +∞. Following [3] , we consider also a solution of (1.1) which is linearly independent of H λ (z):
The functions e −t 2 /2 H λ (t) and e −t 2 /2 G λ (t), which have the same zeros as H λ (t) and G λ (t) are linearly independent solutions of the modified Hermite equation
From [7, §5] , the Wronskian of e −t 2 /2 H λ (t) and e
We are interested in the zeros of solutions of (1.1) or (2.2), that is, of linear combinations of H λ and G λ .
Solutions of (2.2) are also known as parabolic cylinder functions. As pointed out by C. Malyshev [14, (N2) ], the functions H λ (x) and G λ (x) are related to parabolic cylinder functions by
and
A power series for the zeros
The function
satisfies the differential equation
and hence, if we write
In view of the asymptotic information in [13, p. 292], we have, for
This asymptotic information shows that Y (λ, t) satisfies the initial conditions
The initial conditions (3.7) are independent of µ and the coefficient term t−µ 4 t 2 in (3.4) is an entire function of µ for each fixed t. Hence, from [2, p. 37], for fixed t, the solutions of (3.4, 3.7) are entire functions of µ. Thus a zero z(µ) of a solution of a nontrivial solution of (3.4, 3.7) is analytic in µ in a neighbourhood of µ = 0:
for some R > 0, where c 1 is the corresponding zero of cos α Ai(−x) − sin α Bi(−x). In other words, if h(λ) is a zero of a solution of (2.2), then
where the series converges for Λ > M , for some M > 0. This is also an asymptotic series
in the sense that, for each positive integer N ,
Continuous ranking of zeros
It is useful to consider the function
It was shown by Durand [3] that
In [7] , we proved a formula,
for the derivative of a zero of a solution of (2.2) with respect to λ. Here
where erfc is the complementary error function:
The zeros h(λ, k, α) of a solution of cos αH λ (x) − sin αG λ (x), 0 ≤ α < π, appear to depend on three variables, λ, α and the rank k (first, second, etc.) of a zero. But in fact α and k can be subsumed in a single variable κ if we define h(λ, κ) by
See [15] for details. When κ = 1, 2, . . . , we get the zeros, in decreasing order of H λ and when κ + 1 2 = 1, 2, . . . , we get the zeros, in decreasing order of G λ . More generally, When κ + α/π = 1, 2, . . . , we get the zeros, in decreasing order of cos αH λ (x) − sin αG λ (x).
For fixed λ is clear from (4.6) that h(λ, κ), decreases as κ (> 0) increases. It is of interest to consider when h(λ, κ) = 0. For example, for an odd integral value 2n + 1 of λ we are dealing with the Hermite polynomial H 2n+1 (x) and the (n + 1)st zero is at the origin, that is, h(2n + 1, n + 1) = 0. For general α, we have from (1.2) and (2.1),
from which it follows that h(2κ − 1, κ) = 0. In Figure 1 , the curves, starting from the top, may be labelled h(λ, 1), h(λ, 2), . . . where h(λ, 1) is the largest zero of H λ (x), h(λ, 2) is the next largest, etc.
The zeros of G λ (x) could be added to Figure 1 as curve lying about halfway between the curves representing the zeros of H λ (x). In fact, if we consider the zeros of all Hermite functions, their graphs would fill the entire half-plane λ > −1 in Figure 1 .
From (4.6), and the consequence of (4.2) that p λ (u) is even in u, we get This suggests that the function h(κ, λ) could be defined as a solution of the initial value problem
and φ(x) is as in (4.4) . The formula
and the asymptotic formula [1, 7.1.23] for erfc(x) (4.12)
This can be used to show that Φ(λ, h) is continuous and satisfies a Lipschitz condition in h in any bounded region of the half plane λ > −1, so that the usual existence and uniqueness theorems apply to (4.10). This is analogous to similar results for zeros of Bessel functions due toÁ. Elbert and A. Laforgia; see [5, §1.1] and references.
Computing the coefficients
We now turn to the task of finding the coefficients in the convergent asymptotic expansion (3.9). It is clear that for the kth zero, in decreasing order, of any Hermite function cos αH λ (x) − sin αG λ (x), 2 −1/3 a 1 is the kth zero of cos αAi(−x) − sin αBi(−x).
We will find that all the succeeding coefficients can be expressed in terms of a 1 . In what follows we do not indicate the fact that the particular a 1 being considered depends on κ, that is on k and α. Our method is similar to that used byÁ. Elbert and A. Laforgia in a discussion of zeros of Bessel functions [6] .
We also need a Lemma which enables us to evaluate certain double integrals which arise:
. Making the change of variable θ = u + t in the inner integral and interchanging the orders of integration, we get
But both of the integrals in the product here are well known gamma and beta functions leading to the desired result. In view of (4.5), (4.3) may be written
where
Expanding f as a double Taylor series valid for u 2 + v 2 < π 2 /4 we get
where we have included all the nonzero terms involving u i v j for 0 ≤ i + j < 12. This expansion was obtained using MAPLE. Although this expansion does not converge throughout the range of integration {(u, v) : 0 ≤ u < ∞, 0 ≤ v < ∞} we can justify term-by-term integration to get an asymptotic sequence by the method used to prove Watson's lemma. See, e.g., [19, pp 71-72] . Doing this and using Lemma 1, we find that 
On the other hand, by differentiating (3.9), we get It is clear that the method can be extended to get further coefficients.
Numerical check and comparison with Ricci's result
As a numerical check, we note that the largest zero of the Hermite polynomial This would imply the boundedness of (6.2) Λ 11/3 h 1 (λ) Λ − 1 − a 1 Λ −4/3 , as Λ → ∞. But, according to (1.6), this expression ∼ a 2 Λ as Λ → ∞, so Ricci's result cannot be correct.
