Abstract. The following size-depth tradeoff for threshold circuits is obtained: any threshold circuit of depth d that computes the parity function on n variables must have at least n 1+cθ −d edges, where c > 0 and θ ≤ 3 are constants independent of n and d. Previously known constructions show that up to the choice of c and θ this bound is best possible. In particular, the lower bound implies an affirmative answer to the conjecture of Paturi and Saks that a bounded-depth threshold circuit that computes parity requires a superlinear number of edges. This is the first superlinear lower bound for an explicit function that holds for any fixed depth and the first that applies to threshold circuits with unrestricted weights. The tradeoff is obtained as a consequence of a general restriction theorem for threshold circuits with a small number of edges: For any threshold circuit with n inputs, depth d, and at most kn edges, there exists a partial assignment to the inputs that fixes the output of the circuit to a constant while leaving n/(c 1 k) c 2 θ d variables unfixed, where c 1 , c 2 > 0 and θ ≤ 3 are constants independent of n, k, and d.
Introduction.
A fundamental problem in complexity theory is to prove lower bounds on the size and the depth of general Boolean circuits for specific problems of interest such as arithmetic operations, graph reachability, linear programming, and satisfiability [11, 8, 5] . Unfortunately, current research has not begun to provide lower bounds for such computationally significant problems in general models. For example, the best known lower bound on the size of Boolean circuits over the standard basis {AND, OR, NOT} for any problem in NP is a 4n − 4 bound on the parity function [20] ; over the basis of all two-input functions, the best known lower bound is 3n − 3 [4] .
Since proving bounds for general circuits seems very difficult, it is interesting to look at restricted families of circuits, for example, small-depth circuits over various bases. Some of these classes of circuits are interesting on their own. For example, the size and the depth required for unbounded-fan-in circuits over the basis {AND, OR, NOT} to compute a function f are the same as the number of processors (up to a polynomial factor) and the parallel time (up to a constant factor) required to compute f on a CREW PRAM model.
Another basis of interest is the family of linear threshold gates. Circuits over this basis, threshold circuits, have attracted interest as a model for neural networks [14, 12] and because of the potential that hardware implementations of threshold circuits might become a reality [15] . Bounded-depth threshold circuits are also appealing theoretically since they provide a surprisingly strong bounded-depth computational model. Indeed, it has been shown that basic operations like addition, multiplication, division, and sorting can be performed by bounded-depth polynomial-size threshold circuits [7, 17, 22, 5, 2, 6, 24, 27, 13] . On the other hand, unbounded-fan-in boundeddepth polynomial-size circuits over the standard basis (even when supplemented with mod p gates for prime p) cannot compute majority [5, 21, 25] . Therefore, separating the class of functions computable by bounded-depth polynomial-size threshold circuits, T C 0 , from those computable by polynomial-time Turing machines would be an extremely interesting result in complexity theory.
In this paper, we give the first superlinear separation between bounded-depth threshold circuits and P. More precisely, our main result (Theorem 1 and its refinement, Theorem 3) says that for any threshold circuit with n inputs, depth d, and kn edges, there exists a partial assignment to the inputs that fixes the output of the circuit to a constant while leaving at least n/(c 1 k)
variables unfixed, where c 1 , c 2 > 0 and θ ≤ 3 are constants. In particular, this implies (Corollary 2 and its refinement, Corollary 4) that any depth-d circuit that computes the parity function on n variables must have at least n 1+cθ −d edges for the same θ and some constant c > 0, proving the conjecture of Paturi and Saks [18] . (The value of θ obtained in this paper is 1 + √ 2 = 2.414 . . ., as compared to the value (1 + √ 5)/2 = 1.618 . . . in the upper bound given in [18] .) In particular, any linear-size threshold circuit for parity requires depth Ω(log log n), matching the upper bound given in [18] .
The only lower bounds known previously for the number of edges needed to compute the parity function were for depth-2 and depth-3 circuits with polynomial-size weights. In [18] , it is proved that Ω(n 2 / log 2 n) edges are required for depth-2 threshold circuits and Ω(n 1.2 / log 5/3 n) edges are required for depth-3 circuits. These results are obtained by showing that small-size depth-2 and depth-3 threshold circuits can be approximated by low-degree rational functions. The results in this paper are more general in that they hold for threshold circuits with arbitrary weights and all depths. However, for the special cases mentioned above, our techniques yield weaker bounds.
Our proof uses a random restriction method as in [1, 9, 26, 10, 16] . However, unlike previous proofs, our proof uses a distribution on the partial assignments that depends on the structure of the circuit. The main restriction lemma (Lemma 3.1) shows that for any family of linear threshold gates on a common set of n variables with a total of δn edges, there is a partial assignment that leaves n/(4δ 2 + 2) variables free and makes every gate in the family dependent on at most one variable. Given a threshold circuit, this lemma can be applied to the set of gates at the first level in order to reduce the depth of the circuit by 1. A straightforward induction argument then yields the main result with θ = 3. A more careful induction argument improves this to θ = 1 + √ 2. In fact, the restriction lemma applies to a more general class of functions than threshold functions, called generalized monotone functions. A Boolean function f ( x) is generalized monotone if f ( x) = g( x ⊕ b) for some monotone Boolean function g and Boolean vector b, where ⊕ represents the componentwise addition mod 2. (These functions are sometimes referred to in the literature as "unate.")
We also prove analogous results for the number of gates in a small-depth threshold circuit. We prove a lemma (Lemma 3.2) that is analogous to Lemma 3.1 and says that for any family of N generalized monotone function gates on a common set of n variables there is a partial assignment that leaves n/(N 2 + 1) variables free and fixes all of the functions. This result, together with a simple induction argument, proves Theorem 2-that for any threshold circuit with n inputs, depth d, and N gates, there exists a partial assignment to the inputs that fixes the output of the circuit to a constant while leaving at least n/2N 2(d−1) variables unfixed. This theorem easily implies a (n/2) 1/2(d−1) bound on the number of threshold gates required to compute parity by a depth-d threshold circuit (Corollary 3). A similar bound (Ω(dn 1/d / log 2 n)) was obtained previously in [23] in the special case of circuits with polynomial-size weights. Beigel [3] obtains similar bounds for a more general circuit model that allows any subexponential number of AND, OR, and NOT gates.
Section 2 contains definitions and some preliminary observations. In section 3, we state the main restriction theorem with θ = 3 and show how it follows from Lemma 3.1. We also formalize the statement of Theorem 2 and show how it follows from Lemma 3.2. These two lemmas are proved in the succeeding two sections. In section 6, a more careful argument is used to improve the value of θ in the main restriction theorem to 1 + √ 2. In the last section, we present some related combinatorial results and discuss some possible strengthenings.
Preliminaries.
A threshold gate with fan-in n is an (n + 1)-tuple g = ( w; b), where w ∈ R n and b ∈ R. w i is called the weight of variable i and b is called the threshold value for the gate. The Boolean function f g : {0,
A Boolean function f which is representable as f g for some threshold gate is called a threshold function.
A threshold circuit T on n inputs is a directed acyclic graph with a designated node (output) and exactly n source nodes, one for each input. Each nonsource node is labeled by a threshold gate with its fan-in equal to the in-degree of the node. The function f v (x 1 , . . . , x n ) computed by the node v is obtained by functional composition in the obvious way. The function f T : {0, 1} n → {0, 1} computed by T is the function computed by the designated output node.
The gate complexity of T is defined as the number of nonsource nodes of T . The edge complexity of T is defined as the number of edges in T .
The level of a node in a circuit T is defined inductively. The level of each source node is 0. The level of any other node i is one more than the maximum level of its immediate predecessors. The depth of T is the level of the output node. The circuit T is layered if the inputs to each gate are from gates of level one less.
It will be convenient to fix a variable set X of cardinality n and define an assignment of X to be a function α : X → {0, 1}. Letting A(X) denote the set of assignments, we then view an n-variable Boolean function f as a function from A(X) to {0, 1}. We say that f depends on variable x ∈ X if there are two assignments α and β that differ only in their values at x such that f (α) = f (β). The set of variables that f depends on is denoted by S(f ), and s(f ) = |S(f)|.
As usual, we write α ≤ β if α(x) ≤ β(x) for all x ∈ X, and we denote the complement of α by α. A monotone Boolean function h is one that satisfies h(α) ≤ h(β) whenever α ≤ β. The sum α ⊕ β of two assignments is defined by (α ⊕ β)(x) = (α(x) + α(y)) mod 2. A Boolean function f is a generalized monotone function if there exists an assignment β and a monotone function h such that f (α) = h(α ⊕ β). The assignment β is called an orientation of f . It is easy to see that any threshold function is a generalized monotone function g and β is an orientation of g if and only for each in variable x in S(f ), β(x) = sgn(w x ), where w x is the weight of the variable x.
A partial assignment α of X is a function from a subset Y of X to {0, 1}. The domain Y of α is denoted ∆(α), and elements x ∈ Y are said to be assigned or fixed by α. The variables in the set Φ(α) = X − ∆(α) are said to be unassigned or free. We denote by P(X) the set of all partial assignments of X. This set contains A(X); if we wish to emphasize that an assignment α is in A(X), we say that it is a total assignment. If Y is a subset of variables and α is a total assignment, then α Y denotes the partial assignment with domain Y and α
If α and β are partial assignments such that ∆(β) ⊆ ∆(α) and β(x) = α(x) for x ∈ ∆(β), then we say that α extends or is an extension of β. If α and β are partial assignments that fix disjoint sets of variables, then the partial assignment αβ is the unique minimal extension of both α and β. The following simple lemma states the main property of the generalized monotone functions that is used in this paper.
Lemma 2.1. Let f be a nonconstant generalized monotone function on X with an orientation β, and let Γ be an ordering of X. Then there exists a j ∈ {0, 1, . . . , n} such that f (β Γ(≤j) ) is identically 0 and f (β Γ(≥j) ) is identically 1.
Proof. Label the elements of X as x 1 , . . . , x n according to the ordering Γ. Any assignment α is identified with the vector (α(x 1 ), . . . , α(x n )). Consider first the case that f is monotone, i.e., β = 0 n . Since f is not a constant function, we have f (0 n ) = 0 and f (1 n ) = 1. Let j be the least index such that f (0
) is identically 1 by monotonicity since every total assignment that extendsβ Γ(≥j) is greater than or equal to 0 j−1 1 n−j+1 . In the case that f is not monotone, the desired result follows immediately by applying the previous argument to the monotone function
One useful consequence of this lemma is the following. Corollary 1. Any generalized monotone function f on n variables has a partial assignment α that leaves at least n/2 variables free, such that f (α) is constant. If f is the parity function, then f (α) is constant only if α is a total assignment. Thus it follows from Theorem 1 that if C is a depth-d circuit with nk edges that computes the parity function on n variables, then n < 2(3k) 
edges. The key to proving Theorem 1 is the following. Lemma 3.1 (main lemma). Let F be a collection of generalized monotone functions on n variables and let δ = (1/n) f ∈F s(f ) (so the total support of the functions is nδ). Then there exists a partial assignment α that leaves at least n/(4δ 2 + 2) variables free such that for every f ∈ F , f (α) depends on at most one variable.
Proof of Theorem 1 from main lemma. We proceed by induction on the depth d of the circuit. If d = 1, the circuit consists of a single threshold gate and the conclusion follows from Corollary 1. For d > 1, let F be the family of functions corresponding to the gates at depth 1. By hypothesis, the sum of the fan-ins of these gates is at most nk. Lemma 3.1 implies that there is a partial assignment that leaves at least n = n/(4k 2 + 2) ≥ n/(6k 2 ) variables free such that the induced restriction of each function in F depends on at most one variable. We may then collapse the first level of the circuit, i.e., if g is a gate at depth 2, then each input to g is either an input to the circuit or the output of a gate at level 1, which after the restriction is equal to a variable or its complement. Thus each gate g at depth 2 can now be reexpressed as a threshold gate that depends only on the original inputs. (Note that g may have several edges entering which depend on the same variable, but these can be combined into one edge by adjusting the weights of g.) Hence we obtain a depth-(d − 1) circuit C on at least n variables with at most n k edges, where k = 6k 3 and nk = n k . By the induction hypothesis, there exists a partial assignment to the variables of C such that the number of free variables is at least
as required to prove the theorem.
Remark. Since the main lemma applies to generalized monotone functions, it might appear that Theorem 1 could be generalized to apply to circuits whose gates compute arbitrary generalized monotone functions. However, the proof fails to generalize because when the circuit is collapsed in the induction step, a level-2 gate may have more than one input corresponding to the same variable. In that case, it is not true that the gate computes a generalized monotone function of the original variables; indeed, it is easy to see that every n-variable Boolean function can be represented as a single generalized monotone function on 2n variables by identifying variables in pairs.
To bound the number of gates in a small-depth circuit instead of the number of edges, we use the following (simpler) relative of Lemma 3.1.
Lemma 3.2. Let F be a collection of generalized monotone functions on n variables. Then there exists a partial assignment α that leaves at least n/(|F
This leads to the following result for threshold circuits with a small number of gates. In this case, the result holds for generalized monotone functions. We proceed by induction on the depth d of the circuit, as in the proof of Theorem 1. If d = 1, the circuit consists of a single threshold gate and the conclusion follows from Corollary 1. For d > 1, consider the family F of threshold functions corresponding to the depth-1 gates. Note that |F | ≤ N − 1. We apply Lemma 3.2 to F to obtain a partial assignment that leaves at least n = n/(|F | 2 + 1) ≥ n/N 2 variables free such that the induced restriction of each function in F is constant. After the restriction, the only nonconstant inputs to the second-level gates are the inputs to the circuit. Thus the resulting circuit C has depth at most d − 1, at most N gates, and at least n variables. By the induction hypothesis, there exists a partial assignment of the variables of C which leaves at least n /2(N )
variables free (where the inequality follows from the fact that for positive integers n, A, and B, n/A /B = n/AB ).
Again using the fact that the only partial assignments that make the parity function constant are the total assignments, we deduce that the number N of gates of a depth-d parity circuit satisfies 2N 2(d−1) ≥ n, and thus we have the following.
Corollary 3. Any circuit of depth d consisting of generalized monotone function gates that computes the parity of n inputs has at least
gates. Slightly stronger bounds (removing the half from the exponent of the lower bound) than those obtained in Theorem 2 and Corollary 3 were previously proved in [17, 23] for the case of threshold circuits with polynomially bounded weights.
It remains to prove Lemmas 3.1 and 3.2, and these proofs constitute the main part of the paper. The proofs of these lemmas are similar; both use a probabilistic method to demonstrate the existence of the required partial assignment.
The proof of Lemma 3.2 is somewhat simpler, so we present the proof in the next section. The proof of Lemma 3.1 will be presented in section 5.
Proof of Lemma 3.2.
In the probabilistic arguments in this section and the next, we adopt the following notational convention. Random variables are denoted by placing a˜over the identifier. When we refer to a specific value that a random variable may assume, we denote that value by an identifier without a˜.
We have a family F of Boolean generalized monotone functions on n variables and seek a partial assignment that makes all of the functions constant. It will be convenient to fix an indexing
. . , Y q of the variable set X into q = m 2 +1 blocks of nearly equal size (each having n/q or n/q + 1 variables). The desired partial assignment will be obtained by fixing the variables in all but one of the blocks. We describe a randomized procedure P which produces such a partial assignmentα and show that with positive probability f i (α) is constant for all i ∈ [m]. The procedure P is as follows. Let U be a symbol (meaning "unallocated"). . We define a modification P h of the procedure P . It will be easy to see that this modified construction produces the same distribution; we then use the modified construction to verify the conclusion of the lemma.
The modified construction is as follows. Chooset i ∈ {0, . . . , m} uniformly at random for i = h, and pickt h ∈ {1, . . . , m + 1} uniformly at random. As in the original procedure, each gate is allocated m random sets of variables, with one random set of variables being unallocated. For each gate, the number of these sets fixed according to the orientation of the gate is randomly chosen between 0 and m, and the rest are set according to the negation of the orientation. Thus the two distributions are identical. More formally, we could defineM Thus it will suffice to upper bound the probability that f h (α) is not constant whenα is constructed according to P h . For this, fix any value M forM , and fix values t i fort i , i = h. This determines the setting ofα for all the variables in Y M (i,j) for i = h. We will show that, given the above information, the probability that f h is nonconstant when restricted byα is at most 1/m + 1. Let g be f h restricted to the variables in the blocks Y h,j , 1 ≤ j ≤ m + 1, with the other variables set according tõ α. (As we noted before, the value ofα at all other variables has been fixed by the information that we are conditioning on.) g is a generalized monotone function with the same orientation β h as f h . For each block Y M (h,j) , fix an arbitrary order on variables of the block; extend these orders to an ordering Γ on all the variables for g by ordering the blocks according to j. Then we can apply Lemma 2.1 to obtain an index l such that the functions g(β Thus the quantity δ = (1/n) f ∈F s(f ) in the lemma is also the average of the δ x 's. We seek a partial assignment α that leaves at least n/(4δ 2 + 2) variables free and such that for every f ∈ F , f (α) depends on at most one variable.
We will describe a randomized algorithm A(L), where L is a positive real parameter, for constructing a partial assignmentα and show that, for an appropriate choice of L,α has the desired properties with positive probability. The random procedure in the previous proof can be viewed as associating a fraction m/(m 2 + 1) of the variables to each function and then fixing the variables associated with a function in a way that is determined by the orientation of the function. We will do something similar here; however, here we will require that the set of variables assigned to f i is a subset of S(f i ), the set of variables on which f i depends.
Procedure A(L).
Partition the variables.
(Intuitively, this step assigns each function a set of variables in proportion to its support size, leaving a few variables unassigned.) Construct a random partition of the variable set X into m+1 partsR,C 1 ,C 2 , . . . ,C m . For each variable x, the block of the partition containing x is determined independently according to the following rule. With probability 1/(1 + Lδ x ), x ∈R. Otherwise, x is assigned to blockCĩ (x) , whereĩ(x) is the index of a uniformly chosen element of D x . In other words, for each f i ∈ D x , the probability that x ∈C i is L/(1 + Lδ x ). Let r = |R| and for each i ∈ [m], letc i = |C i |. The third step above ensures that the partial assignmentα has the required property that f i (α) depends on at most one variable for each i. Thus it remains to show that with positive probability the numberφ of variables left free is sufficiently large.
For each i ∈ [m], fix all of the variables inC
The set of free variables ofα consists of those variables inR that are not fixed during step 3. Thusφ ≥r − 
E[a(|T
Assuming this lemma for the moment, we have
where the last inequality follows from the convexity of the function λ(z) = (1 − z/L)/(Lz + 1) for positive z and the fact (Jensen's inequality) that the arithmetic mean of a convex function on a set is at least the function evaluated at the mean value of the set. Choosing the parameter L = 2δ to (approximately) maximize this quantity, we will have that the expectation ofφ is at least n/(4δ 2 + 2). Thus among the partial assignments that could be produced by the procedure A(2δ), there must exist a partial assignment that leaves at least n/(4δ 2 + 2) variables free, as required to prove the main lemma.
It remains to prove Lemma 5. 
Applying this lemma with q = a, the right-hand side of the inequality is just We will show that for any such event Ξ,
The lemma then follows by deconditioning the expectation. Given Ξ, the variables in K are partitioned into the two setsC h andŨ h as follows: for x ∈ K, the conditional probability given Ξ that x is inR (and hence inŨ h ) is p = 1/(L + 1), and otherwise (with probability L/(L + 1)) x is inC h . Furthermore, these events are independently determined for each x ∈ K. Thus the conditional distribution given Ξ ofũ h is a binomial distribution B(k, p) 
We next determine an upper bound for
An alternative way to generate this same distribution onB h ,C h is as follows: Choose an orderΓ of the elements of K uniformly at random. Chooseb h uniformly from {0, 1, . . . , k − i}. LetB h be the firstb h elements of K and letC h consist ofB h together with the last k − i −b h elements of K. It is clear that this distribution is equivalent to the one described in the previous paragraph.
We want to determine the conditional probability that g is not constant given Ξ andũ h = i. Lemma 2.1 applied to the function g and the orderingΓ of K implies that there is an indexj =j(Γ) in {0, 1, . . . , k} such that f (β
) is identically 0
) is identically 1. Now observe that ifb h is chosen to be greater than or equal toj, then the partial assignmentγ h is an extension of β
and f (γ h ) is thus identically 0. Similarly, ifb h is chosen to be less thanj − i, then the partial assignmentγ h is an extension ofβ
and f (γ h ) is thus identically 1. Thus the only way thatΞ h can be nonzero is ifb h satisfiesj − i ≤b h ≤j − 1, and sinceb h is chosen uniformly in the range {0, 1, . . . , k − i}, this happens with probability at most i/(k − i + 1). We conclude that the conditional probability given Ξ ∧ (ũ h = i) that g is not constant is at most i/(k − i + 1). Using this probability, we can rewrite the expression for the conditional expectation ofχ h q(ũ h ) as
as required to complete the proof of Lemma 5.2, which in turn completes the proofs of Lemma 5.1 and the main lemma.
6. An improved lower bound. In this section, we present refined versions of Theorem 1 and Corollary 2 for which the parameter θ is reduced from 3 to 1 + √ 2. In the following, our results are stated for layered threshold circuits. This is sufficient for our purposes since an arbitrary threshold circuit can be converted to a layered one that computes the same function by increasing the number of edges by a factor of at most d.
To state the improvement of Theorem 1, define ν i for i ≥ 1 to be the solution to the recurrence equation ν i+2 = 2ν i+1 + ν i with the initial conditions ν 1 = 1 and ν 2 = 3. Note that the explicit expression for ν i is of the form A(1+
i , where A = 0 and B are easily determined constants, and so ν i ∈ Θ((1 + √ 2) i ).
Theorem 3. Let C be a layered depth-d threshold circuit with n inputs d and nk edges, where k ≥ 1. Let f denote the function computed by C. Then there exists a partial assignment α that leaves at least n/4(11k)
As before, this theorem immediately implies a size-depth tradeoff for the parity function.
Corollary 4. Any threshold circuit of depth d ≥ 2 that computes parity of n variables has at least (n/11)
To motivate the proof of Theorem 3, we first summarize the main inductive argument of the previous proof. In each inductive step, the depth of the circuit is decreased by 1 by fixing some variables in order to eliminate the first level. The fraction of variables left unfixed after each step is inversely proportional to the square of the parameter δ, the ratio of the number of edges at the first level to the number of unfixed variables before the step. In analyzing the resulting recurrence, we upper bounded the number of edges at the first level by the total number of edges in the circuit.
The idea for improving this analysis is to substantially improve this upper bound on the number of edges at the first level, thereby increasing the fraction of variables that are known to survive each reduction step. It might seem that since the circuit is arbitrary, we cannot do better than to bound the number of edges at the first level by the total number of edges in the circuit. This is indeed true the first time the reduction is applied. However, it turns out that for all subsequent reduction steps, there is a better bound available. This is because the partial assignment produced by A(L) in the proof of Lemma 3.1 has a very useful side effect: for each first-level gate whose output is fixed to a constant by the partial assignment, the edges leaving that gate can be eliminated from the circuit. We will show that with high probability the number of edges in the second level of the circuit (which becomes the first level) is decreased by a large amount. This allows us to keep a larger fraction of variables unassigned when we recursively perform the reduction on the first level of the resulting circuit.
To make this idea precise, we need a modified version of Lemma 3.1. Lemma 6.1. Let F be a collection of generalized monotone functions on n variables, and suppose that each function f ∈ F has a nonnegative weight w(f ).
there exists a partial assignment α that leaves at least n/(9δ) 2 variables free such that 1. for every f ∈ F , f (α) depends on at most one variable; 2.
f :f (α) is not constant w(f ) ≤ W/8δ. Note that when we apply this lemma in the inductive argument, the weights of the functions will correspond to the out-degree of the corresponding gates. The point is that the total number of edges remaining on the new first level can then be bounded above by 1/8δ times the number of edges in the circuit.
Proof of Lemma 6.1. The proof is a modification of that of Lemma 3.1, and we retain the notation of that lemma. We use procedure A(L) to generate the random restrictionα. We show the following:
1. With probability at least 1/2, the sum of the weights of the nonconstant gates is at most 2W/L.
2. Assuming that n ≥ 16(1 + Lδ), then with probability exceeding 1/2, the numberφ of free variables is at least
If we choose L = 16δ, then it follows immediately that with positive probabilitỹ α satisfies the conclusion of the lemma, and thus such a partial assignment exists.
Thus it suffices to prove the two claims. For the first claim, using the notation of Lemma 5.2, the sum of the weights of the nonconstant gates can be bounded above by The expectation of a generic term of the sum can be bounded above by w(f h )/L using Lemma 5.2 with q being the constant function w(f h ). Thus the expectation of the sum is at most W/L. By Markov's inequality, with probability greater than 1/2, the sum does not exceed 2W/L.
We now verify the second claim. As in the proof of the main lemma, we writẽ φ ≥r −s, wheres denotes
Recall thatr is the cardinality ofR. For each x ∈ X, letr x denote the random variable that is 1 if x ∈R and is 0 otherwise; thenr = x∈Xr x . Thus as observed previously, E[r] = x∈X 1/(1 + Lδ x ), which is at least n/(1 + Lδ) by the convexity of the function λ(y) = 1/(1 + Ly) for nonnegative y. Furthermore, since the variables r x are mutually independent, we may use Chernoff-type bounds (see, e.g., Theorem 2 of [19] ) to bound the probability thatr is less than half its mean: Proof. For i = 0, we take α i to be the trivial restriction and C 0 = C. For i ∈ [d − 1], we will use Lemma 6.1 repeatedly to define partial assignments α i and circuits C i that have depth d − i. For C i , we let n i denote the number of inputs, m i denote the number of edges entering the level-1 gates, and F i denote the family of functions computed by the level-1 gates.
For 0 ≤ i ≤ d − 2, we construct C i+1 from C i as follows: Apply Lemma 6.1 to the set F i with w(f ) equal to the fan-out (in C i ) of the gate into level 2. Note that the quantity δ in this application of the lemma is equal to m i /n i . Thus the hypothesis of the lemma holds as long as n i ≥ 4(9(m i /n i )) 2 . Assuming this holds, then after the application of the lemma, we can eliminate the level-1 gates to produce C i+1 .
It remains to verify that for 0
2 (so that Lemma 6.1 can be applied in constructing C i+1 ) and n i+1 ≥ n/ρ i+1 (which is the conclusion of the corollary). From the conclusion of Lemma 6.1,
2 . Thus if we define p 0 = n and p i = n
2 for i ≥ 1, then the condition for applying the lemma to construct C i+1 for 0 ≤ i ≤ d − 2 is p i+1 ≥ 4 and the conclusion of the lemma gives n i+1 ≥ p i+1 . Furthermore, Lemma 6.1 implies that the number of edges into the level-1 gates of C i+1 is at most 1/8δ times the number of edges into the level-2 gates of C i , and hence m i+1 ≤ nkn i /8m i . Squaring this and multiplying both sides by 81p i+2 n i , we obtain n i n
. Substituting the bounds n i+1 ≥ p i+1 and n i ≥ p i yields the following recurrence entirely in terms of p i : for i ≥ 0,
with the initial conditions p 0 = n and p 1 ≥ n 3 /(9nk) 2 ≥ n/(11k) 2 . If we set l i = log p i , we get a linear recurrence which is easily shown to imply p i ≥ n/ρ i . (Alternatively, this inequality can be verified directly by induction on i.)
Thus for each i ∈ {0, 1, . . . , d − 2}, if n ≥ 4ρ i+1 , then p i+1 ≥ 4 and n i+1 ≥ p i+1 ≥ n/ρ i+1 , as required.
We can now finish the proof of Theorem 3. If n < 4ρ d−1 then we can choose any total assignment for α and the conclusion holds trivially. Otherwise, we may apply Corollary 5 with i = d − 1 to find a partial assignment α d−1 with at least n/ρ d−1 unfixed variables such that the resulting restricted function can be computed by a single threshold gate. Applying Corollary 1, we need to fix at most half the remaining variables to make the function constant.
7.
Final remarks and open problems. This paper gives the first nontrivial lower bounds, for threshold circuits with arbitrary weights and any fixed depth, on the number of edges and gates needed to compute an explicit function. The results show that there are functions (d) and γ(d) such that any depth-d threshold circuit that computes parity on n variables must have at least n 1+ (d) edges and n γ(d) gates. In our case, the functions (d) and γ(d) tend to 0 as d tends to ∞. An apparently difficult challenge would be to prove an n lower bound, with > 1 a constant independent of depth, on the number of gates needed to compute some explicit function.
For each fixed depth, there is a gap between the bounds provided by our results and the best constructions for parity circuits. For instance, for depth-2 circuits, the result in this paper gives an Ω(n 3/2 ) bound on the number of edges and an n 1/2 bound on the number of gates, while the best construction requires O(n 2 ) edges and O(n) gates. One way to reduce this gap is to improve Lemma 3.1 by increasing the number of variables left free in the restrictions. Problem 1. What is the smallest exponent r such that the conclusions of Lemmas 3.1 and 6.1 hold with n/(4δ 2 + 2) replaced by Ω(n/δ r )? The best possible r is at least 1, as shown by the family F = {T i : 0 ≤ i ≤ n} of n-variable functions, where T i is the function which is 1 on inputs with at least i 1's. If the conclusion holds for r = 1, then this would lead to an Ω(n 2 )-edge lower bound for depth-2 circuits that compute parity and, more generally, to an improvement in the value of θ in the main theorem to θ = (1 + √ 5)/2. This would exactly match the value of θ in the known upper bounds. Note that for purposes of applications to circuits, it would suffice to consider the above problem for families of threshold functions rather than for generalized monotone functions.
It is interesting also to look for a similar improvement to Lemma 3.2. Problem 2. What is the smallest exponent r such that the conclusion of Lemma 3.2 holds with n/(4δ 2 + 2) replaced by Ω(n/|F | r )? Again, the best lower bound on r we have is 1. Any value of r < 2 would give a corresponding improvement in Theorem 2: the number of variables left free would be Ω(n/N r(d−1) ). For the special case of monotone functions, it is easy to show that Lemma 3.2 has such a strengthening. Proposition 1. Let F be a collection of monotone functions on n variables. Then there exists a partial assignment α that leaves at least n/(|F | + 1) variables free such that for each f ∈ F , f (α) is a constant function.
Proof. Fix an ordering Γ for the variables X and for each f ∈ F , let j(f) be the index promised by Lemma 2.1. Order the functions as f 1 , f 2 , . . . , f m so that j 1 ≤ j 2 ≤ · · · ≤ j m , where j i = j(f i ), and let j 0 = 0 and j m+1 = n + 1. Let i be an index such that j i+1 − j i is maximum (and hence at least (n + 1)/(m + 1)) and let α be the assignment which sets all variables in Γ(≤ j i ) to 0 and Γ(≥ j i+1 ) to 1. Then f h (α) is identically 0 for all h ≤ i and f h (α) is identically 1 for all h ≥ i + 1. The number of free variables of α is j i+1 − j i − 1 ≥ n/(m + 1) .
