In this paper we present a generalization of the continued fraction algorithm, based on a geometric and matrix-theoretic approach.
In this paper we present a generalization of the continued fraction algorithm, based on a geometric and matrix-theoretic approach.
There are several ways in which the simple continued fraction algorithm (CFA) may be represented geometrically in R2. We summarize briefly, in Section 3 of this paper, one such interpretation, which is described entirely in terms of geometric and arithmetic properties of 2 x 2 matrices with nonnegative entries and determinant 1.
Our approach displays, in an easy and natural manner, all the main properties of continued fractions: the coordinates of the continued fraction for a positive real number x, its convergents, and the convergence of the algorithm. The question of periodicity is not so simple, and we do not discuss it here.
In Section 1 we give a simple computational procedure for our algorithm, and some examples of its use.
In Section 4 we show how this algorithm is a natural generalization to R3 of the geometric and matrix-theoretic situation in R2 given in Section 3.
In Section 5 we show that our algorithm is always convergent. Geometrically, the idea of the proof is very simple. The actual details are elementary but rather tedious.
Basically, our algorithm bears a strong resemblance to the Jacobi-Perron algorithm in its matrix-theoretic aspects, and we hope in another paper to investigate the JacobiPerron algorithm itself from the point of view of this paper. We have not yet worked out a theoretical basis for comparing our algorithm to the Jacobi-Perron algorithm, but the examples of Section 2 show some interesting differences.
For instance, for ($7, ffi), our algorithm became periodic after 13 steps, while the Jacobi-Perron algorithm takes only 3 steps. On the other hand, our rational approximations at comparable stages are superior in accuracy. Evidently, given x¡, y¡ > 0, then in order to find xi+ x, yi+ x it is not necessary to know the matrix A¡. We shall see later, however, that the matrices A¡ cany the information equivalent to the knowledge of the ith convergent of a continued fraction.
Note also that in the six steps described above, the inequalities are strict. One can proceed perfectly well, however, if some x¡, y¡ are 0 or 1 or equal to each other.
In these cases one finds that either the algorithm must stop (rational x¡, y¡) or involves only two steps (x,-or y¡ = 0 and the algorithm reduces to continued fractions) or the ;th step is not uniquely determined. Procedure in these cases, then, is left to the user.
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We also note that the user may find it more convenient to compute the matrices A¡~1 rather than A¡; Ajx may have negative entries, but their magnitude is smaller. The matrices A¡ themselves carry other information, which we describe briefly below.
Suppose A¡ is the matrix produced at the z'th step of the algorithm, whose Oth step was x0, y0, A0 -/3. Then A¡ is a matrix with determinant 1, with nonnegative integer entries, which we assume for the moment are all positive. The excellence of these approximations is proven later to be at least of the order
and we conjecture that in fact they are at least of order 2_V 3,
Remark. The algorithm we have described has the property that the periodicity of the algorithm is independent of the order of the entries of u0. That is, the algorithms for the vectors (1, x0, y0), (l,y0, x0), (1, x"1, y^1),
, Jq x) are either all periodic, or none of them is. This fact enables us to predict periodicity before a repetition of steps actually takes place. E.g. for the We may rewrite the procedure above as follows:
As a check, we compute In fact, this is always possible, although the last step or two may be accomplished in more than one way (e.g. above, one can write (0, 1,1) = E32(0, 0, 1) or even one step back, (6, 1, 1) = E\x(0, 1, 1)). For this reason, we have not attempted to describe this procedure in the algorithm proper.
Thus, given rational x0, y0, the algorithm may be used to produce a matrix with nonnegative integer entries and determinant 1 having one column equal to an integer multiple of (1, x0, yQ). Lo o iJ and the quotients c¡/a¡, d¡/b¡ are actually the ¡th and the (i -l)st convergents of the continued fraction for \/2 (in an order described in Section 3).
(iii) x0 = ^2, y0 = $4. We do not repeat the calculations here, but the algorithm repeats after thirteen steps.
We find the matrix A = E23 Ex2 E3X E23 E32 E23 EX2 E3X EX3 E2X E32 EX3 E2V
The product after the initial E23 repeats. 58 Table 1 that is, as expected, the quotients y/x, z/x of the column vectors of B are within . and denominators of the kth and (k -l)st convergents to x, arranged in the order described in 3.9.
3.9.
Enx ■■■En-k 4. The Three-Dimensional Case. In this section we generalize the situation summarized in Section 3 to R3. It will be seen that several generalizations are possible; our choice was guided by a wish to mimic as closely as possible the statements 3.1 -3.10 of Section 3.
Corresponding to Ex2 and E2l in the two-dimensional case, we consider here the six elementary matrices E¡j defined by : Ey is a 3 x 3 matrix with II, r-s, 1 , r = j,s = i, 0, otherwise, that is, E¡. is the result of performing the elementary row operation "add row i to row /" on the identity matrix I3. Now in the two-dimensional case, Ex2 and E2X are noncommuting matrices which neatly correspond one to each side of the unit square in the first quadrant (Property 3.3). In the three-dimensional case, we have six matrices Ef,, some of which commute with others, and we have only three "faces" of the unit cube in the first octant.
Evidently we cannot generalize the two-dimensional case mutatis mutandis.
To facilitate further discussion, we define the following sets in the first octant We may occasionally refer to, e.g. Fx as the "x-face" (it is the face with x-values all equal to one), and so on. We put F=FX UF2UF3. 
Figure 1
We wish to follow the situation of Section 3. Evidently we cannot have a close analogue of 3.2 and 3.3 because the corresponding sets in R3 actually overlap, and no Efj(F) covers an entire face Fr.
Wishing an analogy of 3.4 and 3.5 we eliminate sets Efj(Ft) with t =£ i. For example, £<*+/>*(F3) C Ekx2{F3), and E<xk2+n*(F2) C Ek*2(F2) for all/ = 1, 2. whereas 3.4 and 3.5 suggest we want the intersection to be a line or a point. (Incidentally, analogy with 3.5 also suggests that the desired sets should lie entirely on one face; on this score alone we would eliminate sets Efj(Ft) with t i=-i, t =£/.) Fortunately, the collection Tx = {4*(F,.)|rc=l,2, ... ; 4/€{1,2, 3},/*/} fits in nicely with our requirements: the members of Tx are convex quadrilaterals with disjoint interior; Tx partitions F, and Tx induces the partition Px on six of the nine edges of F, and the partition .P0 = {0, 1} on the remaining three edges of F.
There is another consideration here also: we wish eventually to have an algorithm, based on constructing successively finer partitions of F and "locating" a point of F in these successive partitions. Convergence will follow from an application of the Cantor Intersection Theorem. An efficient algorithm then would arise by choosing the members of the partitions as small as possible (consistent with other requirements). It is obvious to the eye that the sets Yk, Zk axe bigger than Xk. In fact, for all k, Yk and Zk always have an edge of length one, whereas all the edges of Xk have length < \/k.
For the reasons outlined above, we shall use only the collection Tx, in order to have a situation analogous to that described in Section 3. This amounts to restricting the domain of Ef¡ to the face F¡; this restriction is understood in the remainder of this paper.
We emphasize at this point, that our aim is to generalize the work in Section 3 in as simple and natural a way as possible ; thus we do not consider sets which might arise in other ways.
Before describing our algorithm, we first prove some results about the maps Ef¡.
These results demonstrate further analogies to the two-dimensional case, and also help to motivate the derivation of the algorithm. We remind the reader that the definition of A assures that we do have b2 < bx, b3 < bx, b2 + c2 < bx + cx, etc. so that the second and third coordinates of v¡ axe between 0 and 1. In Figure 4 , we sketch the set X = A*(Fi ) as partitioned into the sets Y = A*(U) for UET2, U C F¡ . As an aid in sketching we assume a2, a3 < ax and c2, c3 < cx so that in fact A*(F) C Fx.
The points x,, x2, . . . are given by A*(l/n, 1, 1/«); either the points zv z2,... The computation of the distances proceeds as before; when it comes time to take the ratios, the square roots cancel, and one has, e.g. The author would like to thank the referee for his careful reading of the paper, and for helpful suggestions.
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