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S u m m a r y
This thesis presents a new algorithm which can be used to register images of the same 
or different modalities e.g images with multiple channels such as X-rays, temperature, 
or elevation or simply images of different spectral bands. In particular, a correlation- 
based scheme is used, but instead of grey values, it correlates numbers formulated by 
different combinations of the extracted local Walsh coefficients of the images. Each 
image patch is expanded in terms of Walsh basis functions. Each Walsh basis function 
can be thought of as measuring a different aspect of local structure, eg horizontal edge, 
corner, etc. The coefficients of the expansion, therefore, can be thought of as dense local 
features, estimating at each point the degree of presence of, for example, a horizontal 
edge, a corner with contrast of a certain type, etc. These coefficients are normalised and 
used as digits in a chosen number system which allows one to create a unique number 
for each type of local structure. The choice of the basis of the number system allows 
one to give different emphasis to different types of local feature (e.g. corners versus 
edges) and thus the method* we present forms a unified framework in terms of which 
several feature matching methods may be interpreted. The algorithm is compared with 
wavelet based approaches, using simulated and real images. The images used for the 
registration experiments are assumed to differ from each other by a rotation and a 
translation only. Additionally, the method was extended to cope with 3D image sets, 
while as an add-on, it was also tried in performing image segmentation.
K ey words: Matching, Registration, Walsh, Wavelets, Texture, Segmentation.
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C h a p t e r  1
Introduction
A fundamental task in digital image processing is image registration. Image registration 
is used to match two (or more) images, so that matched coordinate points of various 
versions of images of the same scene1, correspond to the same physical region of the 
scene. The sensed2 images may be taken at different times, from different sensors 
or from different viewpoints. Obviously, with the increase in the number of images 
collected every day for a broad range of problems, the registration of images has become 
a very important issue.
The major research areas where image registration plays a vital role include:
• Medical Image Analysis. The part of image registration in this case is to interre­
late information for a patient produced by various sources or at different times. 
For example in the case of the pre- and postoperative CT images the superpo­
sition makes it easy to see which tissue has been resected, while in the case of 
MR and PET images the anatomy depicted by the MR image provides context 
for the functional PET image [62].
• Remote Sensing. Any remote sensing image, regardless of whether it is acquired 
by a multispectral scanner on board a satellite, a photographic system in an air­
craft, or any other platform/sensor combination, will have various geometric dis-
1 Infrared, SAR, etc.
2In image registration the sensed images are deformed to match the original image.
3
4 Chapter 1. Introduction
tortions. These errors may be due to a variety of factors as sensor non-linearities, 
the curvature and rotation of the Earth during image acquisition, the motion 
and (in)stability of the platform or variations in platform altitude, attitude, and 
velocity. The image registration part is to take advantage and make good use of 
remote sensing data, by being able to extract meaningful information from the 
imagery.
• Computer Vision and Pattern Recognition. In most applications, e.g. object 
recognition, motion tracking, character recognition or stereo mapping, image reg­
istration becomes a crucial part since it may be a fundamental part of the process.
There are many more applications that are based on specialised matching techniques, 
such as robotics, Computer Aided design and Manufacturing (CAD/CAM) and speech 
understanding. Over the years, a wide range of registration techniques has been de­
veloped, since due to the diversity of the data, it is unlikely that a single registration 
scheme will work satisfactorily for all the various types of data and problems.
1.1 O bjective o f th is T hesis
The main objective of this thesis is to extend the use of correlation based image reg­
istration methods to the registration of multimodal data. To achieve that, it uses the 
Walsh transform to extract local structural information from the data to be registered 
as opposed to relying on local brightness information. It then combines the coefficients 
of the expansion of each image patch in terms of Walsh functions into a single number 
which characterises the local structure of the image at each pixel position. Correla­
tion is performed using these structure numbers, instead of the brightness values. This 
method is applicable to data of the same or different modalities.
As an add-on, the method was also tried in performing image segmentation, although 
this was not part of the initial objective of the thesis.
Since local image information is customarily extracted by wavelet analysis, this method 
of image registration is given particular importance in the thesis, chosen to be the 
benchmark method against which the proposed method is compared.
1.2. Thesis Achievements
1.2 T hesis A ch ievem ents
We may summarise the achievements of the research as follows:
• The definition of the structural numbers which express all local image structural 
information and which can be used to encompass several feature based image 
registration techniques.
• The extension of correlation based methods to the registration of multimodal and 
3D data sets.
• A novel image segmentation technique based on the use of Walsh local features.
1.3 T hesis O verview
In Chapter 2, a literature survey on image registration techniques is presented. The 
wavelet transform and its use in image registration is also a part of this Chapter.
Chapter 3 presents our main contribution to the field of image registration, by intro­
ducing a novel Walsli-basecl methodology for the registration of 2D data sets of the 
same or different modalities.
Chapter 4 extends the above method for the case of 3D data registration.
Chapter 5 investigates the use of Walsh features for 2D image segmentation.
Chapter 6 presents our conclusions for this thesis summarising our contributions in the 
field of image registration and image segmentation. As part of this Chapter we are also 
providing some future directions for further research.
Chapter 1. Introduction
C h a p t e r  2
Image Registration: Literature 
Survey
According to [32], there are three major steps in feature-based image registration:
• Feature detection. Identify several clearly discernible features (edges, contours, 
corners, line intersections, etc.) manually or automatically in both the original 
and sensed image. In various methods these features can be represented by special 
points (centres of gravity, line endings, etc.) which are referred to as control points 
(CP).
• Feature matching. Determine the correspondence between the features detected. 
Thus, determine the proper transformation functions and the parameters in­
volved, using the known correspondence between the features or the coordinates 
of the control points.
• Image transformation and, resampling. Finally, perform the matching of the two 
or more images using the transformation functions. Image values in non-integer 
positions are calculated with the use of the appropriate resampling method.
Some methods, usually referred to the literature as area-based methods, merge the 
two steps of the feature detection and feature matching. Correlation based methods
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discussed below, belong to this class of methods as they utilise entire images to estab­
lish the correspondence between them, without attempting first to detect any salient 
features.
Furthermore, the image registration techniques can by categorised as being prospective 
or retrospective in nature. In prospective techniques the data set is acquired with 
the intention to be used for registration, therefore some care was made to acquire a 
set of image marker coordinates (control points) that can be used later to establish 
correspondences, between the candidate matched regions identified in the two images. 
On the other hand, in retrospective techniques, the data set is acquired without any 
intention to be used later in registration analysis, therefore the control points must be 
first extracted from the image(s) manually or automatically.
In cases of medical data or images acquired from multiple cameras, it is possible to 
attach artificial landmarks to the surfaces of the objects, which are then detected 
automatically [39]. The complication with the artificial landmarks is that apart from 
the fact that the texture in the particular points is destroyed, they cannot be applied to 
remote sensing images. In case of remote sensing images, the control points are located 
visually or automatically by identifying some special and discernible points such as 
road intersections [85], window centres [15], corners [15] or centroids of closed-boundary 
regions [99]. Having calculated the transformation parameters using the selected points 
[79] [7] [84], a simple interpolation transform between the two or more image sets is the 
last step to bring the images into registration [17]. These methods are relatively easy 
to implement, but obviously the manual identification of control points is a tedious 
and repetitive work, especially when satellite images of high resolution are involved, 
such as thematic mapper (TM) scenes (over 6000x6000 pixels for each TM scene). In 
that sense, these techniques are also subject to inconsistencies, limited accuracy and, 
in some cases, lack of available data to locate the control points.
Moving from manual or semiautomatic registration methods to fully automatic meth­
ods, the literature contains various algorithms which are utilising a variety of candidate 
features such as edges, surfaces, contours, other salient features such as corners, line 
intersections and points of high curvature, statistical features like moment invariants
9or centroids, or higher level structural and syntactic descriptions. Then, the matching 
between the images is based according to the image features selected. Existing feature- 
matching algorithms are based 011 Chamfer matching [11], dynamic programming [9], 
chain-code correlation , distance of invariant moments, and relaxation algorithms [35], 
Registration techniques can be categorised farther to these applied to the pixel domain 
[104] [37] [55] [80] or the Fourier domain [86] [6] [21].
Typically automatic registration methods are utilising similarity measures for an image 
or feature values like the cross-correlation, correlation coefficient [17] and phase corre­
lation [15], in order to match the image sets. An elastic image registration algorithm 
applied to volume data has been proposed by Kovalev and Petrou [48]. This algorithm 
relies on the use of a set of deformation operators applied in random order and at ran­
dom positions in the data, until convergence is achieved. A 2D version of this algorithm 
appropriate for remote sensing images was used by Orru et al. [69], This approach was 
based on the correlation measure between the intensity values of the two images and 
therefore it is only appropriate for images of the same modality.
One of the most intensively researched measures of similarity between two images of 
the same or different modalities is the mutual information, an entropy based solution 
having roots in information theory [96] [97] [100] [56] [87] (see, however, [70] who found 
that mutual information performed worst of all measures they compared in their ex­
periments as a measure of image similarity). Mutual information is more general, in the 
sense that can be used in a diversity of modalities and it is not bound to a particular 
spatial configuration.
Maintz et al. [59] used the mutual information measure to register globally two image 
sets, combined with a local registration measure to enable local elastic registration. 
Another method proposed by Pluim et al. [72], uses again mutual information combined 
with a gradient measure, thus by including spatial information in the measure, the 
success of accurate registration is increased. A great amount of information about the 
performance of the mutual information measure can be found in a study by West et al. 
[101], comparing the accuracy of various registration methods.
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Regardless of its wide acceptance as a robust criterion in image registration, mutual 
information has its own limitations. Due to its statistical nature the power of it is 
increasing as the number of overlapping pixels between the two images is increasing as 
well. This obviously is common in images which are partially mis-registered and the 
overlapping parts of them contain a significant percentage of the image pixels.
Consequently, as the overlapping is decreasing, the mis-alignment of the two images is 
more severe and the effectiveness of the mutual information criterion is decreasing. This 
drawback has been discussed in the literature numerous times with various solutions 
presented [72] [81]. This weakness of mutual information can be circumvented by an 
appropriate choice of the search space where the optimal solution lies [97] [45] [73]. In 
other words, the search in the parameter space should be bounded within a limited 
range of values, which implies that the initial hypothetical transform of the test image, 
should be close to the correct transform that best matches it with the reference image.
Another factor that should be taken into consideration when using mutual information 
is the interpolation artifacts, which are posing a possible limitation in the accuracy 
of the registration results [97] [90]. Nevertheless, Maes [56] showed in his work that 
the artifacts in pixel values, are usually of limited significance in the robustness of the 
registration results. However, numerous strategies were proposed for one to choose 
according to the needs of a particular application [73] [77].
Moshfeghi et al. [66] on the other hand are trying to register images employing non- 
intensity values as features for matching. First, a patch surface is created by a stack of 
2D contours, extracted in the 2D image plane. Then, in an iterative manner and using 
the correspondences between the surfaces, the test volume is stretched and refined to 
match its goal volume. Another approach of multimodal registration can be found in 
Zana and Klein [102], where an algorithm for multimodal registration of eye fundus 
images is presented. Their method is a point matching method, which uses a segmen­
tation algorithm to extract the visible features (vascular tree and points of bifurcation) 
and match the images accordingly. A method that uses segmentation as registration, 
is presented in Collins et al. [22], where the use of polyhedral objects, representing 
anatomically important structures of the brain, is exploited. Another surface-based
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technique for 3-D matching was proposed by Thompson and Toga [88]. It utilises Chen 
surfaces [20] to model the appropriate surfaces which are then matched elastically with 
the target surface.
Another feature based method having the advantages of the area-based methods was 
proposed by Fitch et al. [31]. In this method each grey value pixel in an image is 
represented by a complex number, representing the orientation of intensity gradient, 
thus making the resultant images invariant to illumination. Another advantage of the 
methodology is that it uses Fast Fourier Transforms to compute the correlation, while 
in the same time avoids the weakness of optimisation techniques as it uses exhaus­
tive search to identify the correct transformation parameters. A modification was also 
proposed in order to cope with multimodal images. The correlation orientation reg­
istration outperformed the most common correlation-based techniques in a variety of 
images used in the evaluation stage.
Recently, another category of image registration methods have been developed, which 
make use of wavelets. Most of the methods in that class utilize the Mallat algorithm for 
the wavelet decomposition [60] of the image set. In Olivo et al. [67] the registration is 
performed by exploiting the multiresolution analysis of wavelet transform. In each level 
the subband images are used to determine the motion vectors between the original and 
target images. Then, using block matching and a coarse-to-fine strategy, they refine the 
motion field, registering the images. A technique which uses feature points is described 
by Fonseca and Costa [33]. Their algorithm is utilizing the local modulus maxima of 
the wavelet transform to identify these points, while they use the correlation coefficient 
as a similarity measure. The affine transformation parameters are estimated again 
in a coarse-to-fine manner to reduce the calculation overheads. A similar method is 
presented by Le Moigne and Zavorin [54] where they also compare the efficiency, in 
terms of image registration, of two types of filters, Daubechies [25] and Simoncelli et al. 
[83]. Another method for monomodal and multinodal image registration, utilizing the 
wavelets maxima, is the one developed by Djamdji et al. [29]. Magarey and Kingsbury 
[57] estimate the local displacements using the phase of the wavelet decomposition of 
images while Amit [4] exploits a wavelet basis to model the local deformations. Finally, 
McGuire and Stone [63] compare the efficiency of image registration techniques in the
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presence of occlusions in image data sets.
The disadvantage of feature based image registration methods is twofold: The corre­
sponding points they find are sparse. The matching transformation for the rest of the 
points is then inferred indirectly. The second problem is the reliance on the robustness 
of the extracted features. Flusser and Suk [32] for example, use the moments of the 
shapes of extracted regions in the two images in order to match them. Apart from the 
fact that some regions may not be extracted at all in one of the images, the moments 
used to describe their shapes are invariant to affine transforms, but sensitive to occlu­
sion, and illumination change, because these two factors affect the accuracy with which 
the “centre of gravity” of each region can be extracted.
On the other hand, correlation-based methods work only for images of the same modal­
ity as only in this case the recorded grey values in the two images are expected to cor­
relate. Therefore these techniques become inapplicable [58] [28] for images taken from 
different sensors (multiple modalities) or images having variable grey-level characteris­
tics.
2.1 G lobal and Local R egistration
We recall that the retrospective techniques are used in cases where the sensed images 
are captured without any intention of being used later for image registration. Thus, in 
the case of multi-modal images, various transformations are applied first to their data 
set in order to match the different versions of the same image. The transformations 
used to align the multi-modal images could be applied globally, locally or both:
• Global Registration. In this kind of registration techniques, the sensed images are 
deformed using a single optimal affine transformation (translation, rotation and 
scaling) applied to the whole image. The big advantage of global registration is 
that it can be performed very quickly and it does not normally require recognition 
of more local features. However, the major drawback of global registration is 
that a global transformation cannot necessarily provide an accurate alignment for 
the whole image since it cannot consider any local geometric distortions (sensor
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nonlinearities) and cannot cope with any form of non-linear distortion present in 
the image.
• Local Registration. To overcome the above problems, in the local methods the 
parameters of mapping transformations vary across the different regions of the im­
age. Unfortunately, the computational overheads of local methods are increased 
compared with the global methods, since the parameters of the transformation 
depend on the locations in the image, and so a separate calculation is performed 
for each sub-region on it.
• Global plus local registration. In this case, a fast global registration is performed 
first on the data set to partially align the images, followed then by local regis­
tration steps applied to selected regions of the image to handle local distortions 
that global methods missed.
2.2 Im age Transform ations
During the registration of two (or more) images the pixel’s coordinates of the sensed 
image(s) are transformed in a way to line up with corresponding pixels of the reference 
image. The task of registration is to determine how to transform the first data set so 
that it matches the second. In the early stages of research most of the methods were 
limited to parameterised transformations, such as rigid body or generally affine trans­
forms. More recent methods were able to cope with nonparametric transforms, which 
increase the time overheads since they are based on more complicated calculations. 
Generally we can categorise the transformation operations as being:
• Rigid Body - This transformation only allows translations, rotations, and possible 
scaling of the image set [89] [36]. It is usually applied to relatively stable objects, 
non-deformable in time such as the human head.
• Affine - This is similar to rigid-body transformation, except that shearing opera­
tions along one or more dimensions are also permitted [32].
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Figure 2.1: Rigid body transformation
V
Figure 2.2: Affine transformation
• Elastic - This is the most recent work in the image registration process. In the 
literature as the pioneering work in automatic elastic registration [15] is mentioned 
the method proposed by Burr [16], where the basic framework was introduced 
and was later used in all modern methods. Furthermore, Broit [14] using a model 
derived from elasticity theory, introduced a matching process by minimisation 
of a cost function. This model was later improved by Bajcy and Kovacic [8] in 
combination with a multi-resolution approach.
The nonparametric methods model the image data set as elastic materials, re­
sulting in deformations due to forces which “stretch” or “shrink” the body [48]
In the final stage of registration, a process called resampling is applied to the registered 
image, to correct the geometric distortion that may be introduced in the image by the 
lens in the camera or by the movements of the sensor during the image capture. The
[49] [66] [26],
2.3 R esam pling
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Figure ‘2.3: Elastic transformation
resampling process calculates the new pixel values from the original pixel values in the 
output image. There are three common methods for resampling: nearest neighbour, 
bilinear interpolation, and cubic convolution.
Nearest neighbour interpolation uses the value from the pixel in the original image, 
which is nearest to the new pixel location in the output image. Additionally, by not 
altering the original grey values, the nearest neighbour interpolation is preferred if the 
variations in the grey levels need to be retained, when for example, classification will 
follow the registration procedure. This is the simplest interpolation method which is 
considered the most efficient in terms of computation time, but may result in some 
pixel values being duplicated while others being lost. Thus this method tends to result 
in a disjointed or blocky image appearance.
Bilinear interpolation determines the grey value of a specific pixel from a weighted 
average of the four closest pixels in the original image coordinates, and then assigns that 
value to the output image grid. This method generates a smoother image appearance 
when compared with nearest neighbour, but the averaging process alters the original 
pixel values and creates entirely new values in the output image, resulting usually in 
blurring. Furthermore, due to this averaging procedure, bilinear interpolation requires 
more computation time than the nearest neighbour method.
Cubic convolution goes even further by estimating the new grey value of a pixel, using a 
distance weighted average of a neighbourhood of sixteen pixels from the original image. 
Like the bilinear interpolation, this method results in completely new pixel values. 
Moreover, the output images are much sharper in appearance than those produced by
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bilinear interpolation, and do not have the blocky artifacts of the nearest neighbour 
method. Obviously, the computation time of this interpolation method is the highest 
from both nearest neighbour and bilinear methods.
2.4 T he W avelet Transform for Im age R egistration
Mathematical transformations applied to signals, are often necessary in order to obtain 
further information which is not present, in the usually, raw time-domain represen­
tation of them. Since, most of the signals are usually time-domain functions, we are 
measuring the amplitude over a time interval. In image processing and generally in 
signal processing this representation is not always the best for most of the applications, 
as some information may be hidden in the frequency content of the signal for example. 
Thus we use transforms to pass from one domain to another, which according to the 
application, has more important information. This section focuses on wavelets, which 
whereas only exists as a theory for a few years, they have shown a great potential and 
applicability in image processing fields and more specific in image registration.
2.4.1 R eg istra tio n  U sin g  W avelets
The interest in wavelet theory was boosted from the day the mathematical concept of 
multiresolution theory and the creation of the Daubechies filters were introduced in 
the late 1980s. Several wavelet-based registration techniques have been developed so 
far utilising the multiresolution properties of the decomposition. Our implementation 
is based on the algorithm proposed by Le Moigne et al. [53], which comes close to 
the work of Turcajova and Kautsky [92] and Tarek et al. [30]. In more detail we 
assume that we have two images, F\ and F2 , where F\ is assumed to be the reference 
image while F2 has to be deformed to match F\ . We use the standard discrete wavelet 
transform algorithm [60] to decompose our original and test images. Considering the 
separability of the decomposition method, a low pass (scaling function) filter h and a 
high pass (wavelet function) filter g are applied along the rows of the original image. 
The resulting two images are again filtered using filters h and g along their columns 
this time, resulting in two more images each as shown in figure 2.4.
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Figure 2.4: The four resulting images of the multiresolution analysis.
Since the filters remove half of the frequencies contained in the original signal, we can
downsample the image by a factor of two after the filtering procedure. Mathematically
filtering a signal x [?i] is equivalent to the operation of convolution of the signal with 
the impulse response of the filter /?,[?,]. Thus,
oox[n\ * h[n] = Y, x[k]h[n — fc] (2.1)
k = —oo
Therefore the downsampling by a factor of two and the low-high pass filtering of the 
original signal, can be expressed mathematically as follows,
l//o»M = I+[fc]/i[2n -  fc] (2.2)
k
Vhigh[n \  = Y x[k]g[2n - fc] (2.3)
k
where y i OVJ [n] and y jn g h  [n] are the outputs of the low pass and high pass filters respec­
tively.
At the end of the decomposition we obtain four subband images, each of them a quarter 
of the original image. As shown in figure 2.5 the high pass filtering results in three 
images FLH and FHL, which emphasise the horizontal and vertical edges respectively,
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and Fhh which emphasises the spots. The transform is always applied to the low pass 
part of the decomposition FLL, resulting in new versions of the original image with 
reduced resolution.
In our implementation we used three different filters for the image decomposition (see 
table 2.1 for the filter coefficients), namely Haar, Daubeehies 4 tap and Daubechies 
8 tap [24] [25] as they have low computational overheads and their peak correlation is 
high enough for an accurate registration [5]. As an example, a two stage multiresolution 
decomposition of a satellite image using the Haar filter coefficients is shown in figure 
2.6-
Table 2.1: Haar, Daubechies 4 tap and DauDechies 8 tap, low and high filter coefficients.
h Haar Daub 4 Daub 8 9 Haar Daub 4 Daub 8
/t[0] 0.707 0.4830 0.2304 M 0.707 -0.1294 -0.0106
Mi) 0.707 0.8365 0.7148 »[1] -0.707 -0.2241 -0.0329
M2] 0.2241 0.6309 m 0.8365 0.0308
h[3] -0.1294 -0.0280 ff[3] -0.4830 0.1870
h{4] -0.1870 -0.0280
M5] 0.0308 9[5] -0.6309
M6) 0.0329 ff[6] 0.7148
m -0.0106 gi n -0.2304
From that point we have two options. The first option is to correlate the grey levels 
of the low-frequency subsampled images, i.e. F(L with FfL and by using exhaustive 
search to identify the translation and rotation for the best match [92]. The second 
option, is to correlate the maxima points, extracted from F^ H, F(IL and FfIL,
separately. Maxima points here are assumed to be those points the values of the wavelet 
coefficients of which belong to the top X% of the histograms of those images [54] [53]. 
For example if we assume that the histogram of the extracted F(L is the one shown 
in figure 2.7 and X = 40, we will choose as feature points the ones with grey level 
values 250 and 229 (which is the 41.7 % of the histogram). Both the above methods 
begin from the image at the highest level of decomposition (smallest image) with the 
coarsest resolution, and calculate all possible rotations and shifts along the x and y
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Figure 2.5: The transform is always applied to the low pass part of the decomposition.
a b
Figure 2.6: Haar two stage multiresolution decomposition (b) of a satellite image (a).
axes measuring the quality of matching achieved using the correlation coefficient.
Alternatively, we may combine the values of the two images FfH and F(iL. to form 
a gradient magnitude image, F?ew = \J{F( H)2 + (FfL)2. Then we calculate the
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Figure 2.7: Artificially created histogram of FfL subimage, used as an example in order 
to show the way of extracting the maxima points.
histogram of the gradient image F/ew, and we only keep those points the values of which 
belong to the top X% of the histogram of that image. To perform matching, we start 
from the highest level of decomposition, i.e. the coarsest images, and correlate F/ew 
image with Fg'ew in order to deduce a first estimate of the transformation parameters 
between the two images.
Starting from the image at the highest level of decomposition (smaller image) with 
coarse resolution, we can calculate all possible rotations and shifts along .x and y axes 
using the correlation coefficient measure which is defined as,
C ( t , s - 9 )  =
££[F\(a;>2/) - Fi (x, yj\ [F2(x cos 6 - ysiwQ - t, x sin 9 + y cos 6 - s) - F2(x, y)\
_________X  V ______________________________________________________________________________________________________________________________________________________
«/£ £ [Fi (x, y) - F\ (x, y)f £ TL[F2{x cos 9 - y sin 9 - t, x sin 9 + y cos 9 - s )  - F2{x, yjf V x  y  x  y
where F\ is a 7ni x n\ image, F2 is a m2 x n2 image, with m2 < m\ and n2 < n\, 
s = 0,1,..., m\ — 1, t = 0,1,..., rii—1, Fi(x, y) is the average value of the pixels in F\(x, y) 
and F2(x, y) is the average value of the pixels in F2(x, y). The values at the non-integer 
positions of the image grid are calculated using the bilinear interpolation rule. The 
above definition assumes that we are using the whole image set when calculating the 
cost function. When the maxima points are used as features, the above metric is
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calculated only for the points which satisfy the threshold value X%.
Then, following a coarse-to-fine strategy thus, using the result from the highest level of 
decomposition (smallest images) as an input to the previous level (larger images), we 
further refine the search results reducing the computational overheads, registering the 
two image sets (table 2.2).
Table 2.2: Coarse-to-fine strategy used in image registration.
Level Image Size X Y e Best results
3 32 x 32 ±8 ±8 ±8 *3,U, 03
2 64 x 64 X3±4 U±4 #3 ± 4 x2,U, 02
1 128 x 128 X2 ± 2 Y2 ± 2 @2 ± 2 AT, Yi, 01
0 256 x 256 Xi±l Yi ± 1 01 ±1 A0, To, 00
To summarise, the choice of wavelets for multimodal registration is justified [53] because 
of the following reasons:
• Multiresolution wavelet decomposition preserves important features of the origi­
nal image at lower resolutions.
• The features preserved in the higher level of the multiresolution decomposition, 
are strong image features. Hence by eliminating the weak higher resolution fea­
tures, we can increase the robustness of the registration procedure.
• The coarse-to-fine strategy used to register images is another advantage of wavelets, 
since in each stage the search space is focused around some optimal values ex­
tracted from the previous stage. This procedure eliminates unnecessary compu­
tational overheads giving registration results faster.
2.5 R egistration  U sing C ontours
Another popular technique for image registration is a contour-based methodology pro­
posed by Li et al. [55] [1]. This method determines the image transformation parame­
ters, utilising various attributes of region boundaries to extract strong features, which
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are then used as matching primitives. In particular, the Laplacian-of-Gaussian (LoG) 
operator, which combines second-derivative and smoothing operations, is convolved 
with the images in order to extract the edges emerging as zero-crossing points. The 
contours that satisfy some threshold conditions, according to their edge strength map, 
are then separated into two categories, namely closed and open, and their chain code 
representation is calculated.
The contour matching begins first with the closed contours. Five shape attributes are 
calculated to assess the suitability of the extracted contours for further processing. 
The centroids of the contours that pass this stage, are then used as control points to 
produce an initial estimation of the transformation parameters. At the next stage, the 
curvature of the open contours is exploited and the extracted salient segments are then 
used as matching primitives, establishing a correspondence between the original and 
template images. Finally, at the end of the matching procedure a global consistency 
check is performed to ensure that the quality of registration is acceptable.
2.6 C onclusions
To summarise, in this Chapter we have presented some of the major image registration 
frameworks, which are developed to accommodate the needs of image registration. The 
review is by no means complete but provides an idea of some of the available solutions 
and their limitations.
We also presented a wavelet-based and a contour-based methods for monomodal or 
multimodal image registration. The former method exploits the coarse to fine strategy 
provided by the multiresolution decomposition, where images are expressed in a number 
of approximation levels, in order to reduce the computation overheads by focusing the 
search on a space around the best answer of the previous level. Thus starting from the 
coarser level it is possible to partially register two images finding a rough estimation, 
followed by finer estimations when images of increasing resolution are used. The latter 
method uses the sparse information extracted by region boundaries, in order to extract 
robust matching primitives for fast image registration.
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In Chapter 3, both the wavelet1 and the contour based methods are evaluated in a 
variety of monomodal and multimodal images, and are also compared against a novel 
image registration algorithm based on the Walsh transform of the image set.
1We should mention here that for the evaluation of the wavelet based technique, we have used the 
Flh or Fhl images or the gradient image produced by the combination of these two, as explained in 
§ 2 . 4 . 1 .
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C h a p t e r  3
The Walsh Transform for Image 
Registration
3.1 Introduction
Fourier analysis is a very useful tool to represent complex signals by adding together 
various components, which in this case is simple sine and cosine functions. With the 
same principle in mind but using different components, the German mathematician
H. Rademacker introduced in 1922 [74] [42] a system of square waves, which could be 
used to generate a limited set of wave shapes by summing up square wave harmonics. 
In the same year another researcher, namely J. L. Walsh, presented to the American 
Mathematical Society his independently developed complete set of orthogonal square 
wave functions, published a year later in 1923 [98], which is an extension of the set of 
functions defined by Rademacker.
The Walsh system consists of orthogonal square wave functions with discrete transitions 
between two allowed states of -1 and 1. In the literature they are defined in various 
ways which can be shown to be equivalent. For the following calculations presented in 
section §3.2, we are going to use the definition from the difference equation devised by 
Harmuth [42], yielding Walsh functions ordered by sequency1. Walsh functions form a
1 Number of sign changes or zero crossings.
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complete orthogonal set of functions and can thus be used as a basis for the expansion 
of discrete functions.
We are going to show with our proposed method, that Walsh functions can be used 
successfully as a tool in image registration, since the Walsh basis coefficients represent 
local structure in the image data set, in the form of positive or negative going horizontal 
or vertical edge, corner of a certain type etc., while they are characterised by the 
simplicity and quickness of their construction.
In more detail this chapter presents a new algorithm which can be used to register 
images of the same or different modalities. In particular, a correlation-based scheme 
is used, but instead of grey values, it correlates numbers formulated by different com­
binations of the extracted local Walsh coefficients of the images. Each image patch is 
expanded in terms of Walsh basis functions. Each Walsh basis function can be thought 
of as measuring a different aspect of local structure, eg horizontal edge, corner, etc. 
The coefficients of the expansion, therefore, can be thought of as dense local features, 
estimating at each point the degree of presence of, for example, a horizontal edge, a 
corner with contrast of a certain type, etc. These coefficients are normalised and used 
as digits in a chosen number system which allows one to create a unique number for 
each type of local structure. The choice of the basis of the number system allows one 
to give different emphasis to different types of local feature (e.g. corners versus edges) 
and thus the method we present forms a unified framework in terms of which several 
feature matching methods may be interpreted. The images used for the registration 
experiments are assumed to differ from each other by a rotation and a translation only.
3.2 W alsh transform  for 3 x 3  and 5 x 5  im ages
A Walsh function is defined in the following way [71]:
W(2j + q, t) = (-lp]+qW(j,24) + (-1 24 - 1) (3.1)
where [|] means the largest integer which is smaller or equal to q = 0 or 1, j = 
0,1,2,... and
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W(0,t) = 1 for 0 < t < 1 
0 elseiuhere (3.2)
Hence first, by using equation 3.1, we calculate and plot the Walsh functions of the 
continuous variable t which are needed for the calculation of the transformation (3 x 3) 
matrix.
W(0,t) = 1 0 <t<l
0 elseiuhere
Case j — 0, q — 1, [|] = 0:
For 0 < t < I :
Therefore:
For 5 < t < 1
W(l,t) = - |lF(0,2t) — W(0,2{t — 5 ))}
0 < 2t < 1 =+ W(0,21) = 1 
■\ < t - \ < 0 => - 1  < 2{t - i) < 0 =*• W(0 ,2 (t - i)) = 0
W (1+) = — 1 for 0 < t < \
1 < 2t < 2 =* W(0 ,2 1) = 0  
0 < £ - | < i =+ 0 < 2 (£ - |) < 1 =+ W(0, 2(t - 1)) = 1
Therefore:
W(l,t) = (—1) = 1 for I < t < 1
Case j — 1, q — 0, [|] = 0:
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W(l,t) = -1  0 <t<\ 
1 \ < t < 1
For 0 < t < j-
W ( 2 , t )  =  W ( l , 2 t ) - W ( V 2 ( t - ± ) )
0 < 2t < \ => W(l,2£) = - 1
Therefore:
For I < £ < I
Therefore:
For 5 < £ < |
VF(2 ,£) = — 1 for 0 < t < \
5 < 2£ < 1 => W(l, 2£) = 1 
<0=^-| <2(i-i)<0=> W(l, 2(4-i)) = 0
M/(2,4) = 1 for t < 4 < A
1 < 2£ < § => PF(1,2£) =  0 
0 < £ - ^ < J = > 0 < 2 ( £ - ! ) < ! = >  VF(1, 2(£ -  ±)) = -1
Therefore:
For | < t < 1
W{2,t) = 1 for \ < t < |
§ < 2£ < 2 => W(l, 2£) = 0
} < t - i < J =* J < 2(t - i) < 1 =* W(l, 2 (£ - i)) = 1
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Therefore:
W(2,t) = — 1 for § < t < 1
0 < t < i
W (2, t) = < -  < t < -4 — ^ 41
! < t < i
Finally to create a 3x3 matrix with which we can transform any 3x3 image, we multiply 
t by 3 and consider only its integer values i.e. 0,1,2. The first row of the matrix will 
be formed from W (0, t). The second from W(1, t) and the third from W(2,£). Hence:
W =  - =  \/3
1 1 1
- 1  - 1  1
- 1  1 1
(3.3)
/
An odd size Walsh matrix W, is not orthogonal. Therefore in order to transform an 
image patch and find the coefficients of its expansion in terms of Walsh basis images, we 
will utilise the general separable linear transform of an image F, which can be written 
as [71]:
a — hj Fhr (3.4)
where a is the matrix of the expansion coefficients and hc and hr are the transforming 
matrices. Hence, it is possible to transform any 3x3 image F using (3.3) and (3.4). 
If in equation (3.4) we substitute the hf and hr transformation matrices with (W~1)T 
and TV-1 respectively, we have:
a = (W-'fFW- 1 (3.5)
Matrix a will then contain the coefficients of the expansion of the image, in terms of 
some basis images.
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W~l =V3 (3.6)
The inverse of W is:
^ 1 0 - 1  
0 - 1  1
1 1 0
We should note here that the inverse of the transpose is the transpose of the inverse as 
shown in the proof below,
V
\
/
WW~l = !=> (WW~Y = I T =  I  => (W~YWT =  I
therefore the inverse of WT is (W~1)T, ie the transpose of W~l. Hence,
(3.7)
(wT)~1 = (w ~Y  = x/3
{ 1 0 1^
0 - 1 1  
- 1  1 0
(3.8)
To solve the equation (3.5) for F in terms of a we can multiply both sides of the 
equation with WT on the left and W on the right:
WToW = WT(WTy1FW~1W = F (3.9)
Hence we have:
F = WToW (3.10)
If we partition matrices WT and W in their column and row vectors respectively, then:
[ui|u2|u3],
V V3
Hence
F  =  [u i|u 2|u3]a
(  T \  V1
Tv2
T
V V3
(3.11)
(3.12)
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If now we write matrix a as a sum of 32, 3 x 3 matrices, with each one having only one 
non-zero element:
(3.13)
an 0 0 ^ ( 0 «■ 12 0 ^ ( 0 0 0 \
0 0 0 + 0 0 0 + . . + 0 0 0
0 0 0 J 1 ° 0 0 J 1 ° 0 &33 )Then equation (3.12) can be written as:
F = F Z + i UiVjIi= 1.7=1
(3.14)
Equation (3.14) is a representation of the image F in terms of vector outer products 
(uivT). Each outer product may be interpreted as an “image” and the weighted sum by 
the cijj coefficients, over all combinations of the outer products, represents the original 
image F. Figure 3.2 shows these “images” (basis images) for the expansion of a 3 x 3 
image, where white means 1 and black means -1.
0
B E  
B f l H
h "  i n
Figure 3.1: Walsh transform basis images
In a similar way and using the first four Walsh functions (W(0, £), ... , W(4, £)), the 
5x5 matrix W used to transform any 5x5 image, can be worked out to be:
1 1 1 1
-1 -1 -1 1
-1 -1 1 -1
1 1 -1 -1
1 -1 1 -1
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Hence the inverse of W is,
 ^ 0 0 - 2  0 2  ^
1 - 1 1  1 - 2  
1 - 1 1 - 1 0  
1 1 1 1 0  
1 1 - 1 - 1 0
Figure 3.2 shows the basis images for the expansion of an 5 x 5 image.
Figure 3.2: Walsh transform basis images for 5x5 images.
(3.16)
3.3 W alsh-based M ethodology
In the previous section we showed that the utilisation of the general separable linear 
transform of an image combined with the appropriate matrices can be used to expand 
any 3x3 and 5x5 images in terms of some basis images. These basis images, as 
we have seen previously, are shown in figure 3.3a where one can see the type of local
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structure each coefficient of this expansion represents for the 3x3 case. Let us denote 
these coefficients by aoo, aoi, 0 0 2, aio? an> ^ 12» ^ 2 0, <121 and a22, in a matrix form as 
shown in figure 3.3b. Figure 3.4 shows an example of these Walsh images in case of a 
CT medical image depicting the brain of a patient. Our purpose is to construct out of 
these coefficients a single number which uniquely describes the local structure.
We can see from fig. 3.3a that the aoo coefficient represents the local average grey 
value of the image, so it has no information concerning the local structure. We use it,
therefore, as a divisor in order to normalise all other coefficients. We define
— ai>Wi aoo
One may construct a unique number out of eight numbers if one uses these numbers as 
the digits of the unique number. For example, if aoi, a-0 2> auo, a'iij a'i2, ci'2 0, <*21 and a'22 
take integer values in the range [0,9], we may construct a unique number by reading 
them in sequence like digits. If they take values in a different range, we may construct 
a unique number in a base other than the decimal base. For example, if they take 
integer values in the range [0,4], the unique number could be:
Q-’oi x 57 + o.'02 x 5® + quo x 53 -f- ci'ix x 51 + ci'i2 x 53 + C120 x 52 + C121 x 51 + C122 x 59
Note that as each coefficient is multiplied with a different power of the base number, it 
automatically acquires different significance in the representation of the local structure 
by the unique number.
We also observe in figure 3.3a that the remaining coefficients along the first row and 
the first column are of equal importance, as they measure the presence of a vertical or 
a horizontal edge respectively. The remaining four coefficients measure the presence of 
a corner. We propose the following orderings of the coefficients followed by the basis 
image structure each coefficient measures:
Ordering I.A ci'oi Quo ci'20 0:02 an 0:21 QU2 <+22
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<*00 <*01 <*02
aio an <*12
&20 <*21 <*2
Figure 3.3: (a) Walsh transform basis images for a 3 x 3 image, (b) The nine coefficients 
in a matrix form.
Ordering I.B a io  am <202 <220 <211 0=12 <221 <222
which give alternating importance to the vertical and horizontal structure respectively.
On the basis that corners are rarer events and therefore more distinct and more impor­
tant to match them first, one may totally reverse the order of importance as follows:
Ordering II.A ct22 <221 0:12 <211 <202 <220 <210
C B H H  E
Ordering II.B a2 <212 a2i <211 <220 <202 <201
<201
■
<210
L S H E I
In our experiments we shall use all four ordering schemes. This is because we do not 
have a priori knowledge 011 whether the horizontal or the vertical structure is more 
dominant in a region. In the case of such prior knowledge, one should use the scheme 
that gives more importance to the dominant structure. Such prior knowledge, for 
example, exists in the case of seismic images, where we know we have the seismic 
horizons mainly along the horizontal direction.
The next issue is to choose the values which the normalised coefficients will be allowed
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to take. This can be achieved by quantising them using a pre-defined number of levels. 
The number of levels used depends on the number system we decide to adopt. For 
example, if we use the binary system, the coefficients will take values only 0 and 1. If 
we decide to stick with the decimal system we must quantise the normalised coefficients 
so that they take integer values in the range [0,9]. The choice of the system we use 
is an important parameter that determines the relative importance we assign to the 
various coefficients. For example, in the binary system each coefficient is considered 
to be twice as important as the next one in the adopted ordering scheme, while in the 
hexadecimal system, each coefficient is assumed to be sixteen times as important as 
the next one. In the experimental section we shall present experiments with the binary 
system as well as the systems with base 5, 10 and 16. Figure 3.5 shows an example of 
these structure images in the four possible orderings, in case of a CT medical image 
when the base of 10 was used.
The above pre-processing is performed for every pixel in the images being registered, 
by sliding a 3 x 3 array over them and extracting the particular 3x3 image patch. 
In the end of the procedure the grey values of the pixels are replaced by the structure 
numbers. Assuming that the two images differ from each other by rotation and trans­
lation only and that these two new images are denoted by F'iew and Fff10, then the 
correlation coefficient between them is defined as 
C(t)S]6) =
J2 Y)[E7iew(x, y) — F{iew(xy y)] [F2iew(x cos 9 — y sin 9 — t, x sin 9 + y cos 9 — s) — y)]
x y
where Ff ew(x,y) and Ffew(x, y) is the average structure value of the pixels in the 
overlapping parts of images Fiew(x, y) and Ff^ Qx, y) respectively. All summations 
are restricted to the overlapping parts of the two images that are being matched. The 
values at the non-integer positions of the image grid are calculated using the bilinear 
interpolation rule.
Finally the steps of the algorithm are summarised below:
1. Starting from the top left corner of an input image scan the whole image using a
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3x3 window.
2. For the 3x3 window calculate matrix a containing the 9 coefficients of the 
expansion of the subimage using equation 3.5. Thus compute coefficients aoo, 
<*oi, <*02, <*io, <*n, <*12, <*2 0, <*21 and a22, which describe the local 3x3 patch.
3. Use aoo as a divisor in order to normalise all other coefficients, thus make them 
invariant to illumination. Hence compute coefficients ctij = ^
4. Choose a number system, eg. base 2, 5, 10, etc. and quantise the coefficient 
values accordingly.
5. Choose between the four possible orderings, giving that way a different signifi­
cance in the representation of the local structure by the unique number created 
in the next step.
6. Create the structural number by combining the normalised and quantised coeffi­
cient numbers.
7. Assign this value as the new pixel value, thus move from the grey scale value of 
the pixel to its structural number.
8. Move to the next pixel position on the input image and extract the next 3x3 
image patch. Perform the same steps in order to calculate the structural number 
of the next pixel. Thus convert an input grey scale image to its structural version.
9. Identify the transformation parameters by maximising the correlation coefficient 
value, between the structure images.
10. In each iteration use bilinear interpolation to calculate the structural number in 
the non-integer positions of the transformed image.
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0 1 2
Figure 3.4: Visualisation of the Walsh transform of a medical image (CT scan). All 
images are scaled in the range 0-255
I.A I.B II.A II.B
Figure 3.5: Visualisation of the structure images of a medical image (CT scan) when 
base 10 is used. All images are scaled in the range 0-255.
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3.4 E xperim ents
3 .4 .1  C o n tr o l le d  E x p e r im e n ts
For the evaluation of the algorithm in multimodal image registration, we used the three 
red-green-blue (RGB) bands of a 24 bits 128 x 128 colour image. In all test cases the 
G and B bands of the colour image were deformed with known transformation values 
and they were matched to the R band which played the role of the reference image. 
Figure 3.6 shows the three colour bands of the colour image used, and figure 3.7 shows 
in the first and third rows the deformed versions of the G and B bands, used to create 
the cropped images, shown in the second and fourth row, for testing. In another set 
of controlled experiments, we used some images of seismic sections shown in figure 3.8. 
While these test images are of the same modality as the reference images, unlike the 
case of the colour ones, they depict different physical structures as they correspond 
to different slices of the same data cube. Each subimage has dimensions of 128 x 128 
pixels and a pixel depth of 8 bits. The registration, therefore, of these test images with 
the reference ones is to be used as a benchmark of the maximum correlation that can 
be achieved between two such images which are not exactly identical. In a third set of 
experiments we rotated the four test subimages by 15 and 10 degrees as shown in the 
third column of figure 3.8, cropped them as shown in the fourth column of the same 
figure, and used the proposed method to match them with the corresponding reference 
images.
Band R Band G Band B
Figure 3.6: The three bands (RGB) of the colour image.
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0=8° X =-5 y=10 0=6° X=-8 Y=4 9= —3° X=5.9 y=-6.4 9=-3° A'=-1.3 y=-4.6
a  b  c  d  e
Figure 3.7: G (top two rows) and B (bottom two rows) bands deformed and cropped 
(top to bottom) in order to remove the empty parts of each grid.
3 .4 .2  T e s tin g  w ith  re a l im ages
A series of experiments was performed using real remote sensing images. The remote 
sensing images were captured by the UoSat-12 satellite [2]. UoSat-12 carries a camera 
on board that uses four different filters to capture a four band image. Each image has 
dimensions of 1024 x 1020 pixels and a pixel depth of 8 bits per band. As the satellite 
moves while the filter of the camera changes, the different bands of the same scene are 
not exactly registered with each other. This is a real problem encountered by all small 
satellites which do not use sophisticated imaging equipment. We used our algorithm 
to register bands b, c and d with band a, which was considered as the reference image. 
The tests were performed using two different subimages (figure 3.9) of size 128 x 128 
each, extracted from the same original image. Figure 3.10 shows some examples of
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1
2
3
4
Figure 3.8: The Reference and Test A columns show seismic images of different slices 
from a 3D data cube. Images Test B are images Test A rotated by (1) 15°, (2) 15°, (3) 
10°, (4) 10° respectively. Cropped Test B are the images Test B cropped in order to 
remove the empty parts of each grid.
structure images that can be created by using scheme II.B and base 16.
Finally, we used a set of CT and magnetic resonance (MR) medical images which 
depict the head of the same patient. The original size and pixel depth of these images 
is 256 x 256 pixels and 8 bits respectively, as shown in figure 3.11. In order to remove 
the background parts and the head outline, we cropped the original images, creating 
subiniages of dimensions 82 x 82 pixels as shown in the second and fourth rows of 
the same figure. These three images are also employed for the visualisation of the 
registration results shown in figure 3.17. For the evaluation of the algorithm we used 
thirty six sets of CT-MR image pairs shown in figure 3.12.
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Band a Band b Band c Band d
Figure 3.9: Remote sensing image bands to be registered with each other. Band a is 
used as reference.
Band a Band b Band c Band d
Figure 3.10: Examples of structure images that can be created from the images of figure 
3.9. These images were created by using scheme II.B and base 16. The structure values 
were scaled between 0 and 255 for display purposes.
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CT
CT cropped
MR
MR cropped
a b c
Figure 3.11: Columns a, b and c show medical images depicting a deferent slice of 
the head of the same patient. The first row (top to bottom) shows the computed 
tomography (CT) images, the second row shows the same images cropped to remove 
the background and the outline of the head. In the same way the third and fourth 
rows show the original magnetic resonance (MR) images and the cropped versions 
respectively.
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Figure 3.12: The different CT-MR image pairs used to test the algorithm for the case 
of medical images. Each pair is numbered for indexing purposes during the evaluation 
procedure.
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3.5 D iscussion  and R esu lts
Tables 3.1 and 3.2 show a summary of all the results when different orderings of the 
coefficients are used in the case of the colour bands images. These results correspond 
to the cropped images for the Walsh method and the uncropped images for the wavelet 
methods. It was expected that since each ordering corresponds to a different importance 
given to a different local structure in the image, the registration results should depend 
on the extent to which a particular structure is present in the image or not. It turned 
out, however, that this was not the case. The transformation parameters recovered 
increased the quality of registration in all cases. Considering that the grey value has 
different meaning in the two bands, the quality of registration can only be appreciated 
by interlacing the registered images before and after registration. Figures 3.13 and
3.14 are the combination of consecutive image stripes extracted from bands G-R and 
B-R respectively, before and after the image registration for both the Walsh-based and 
wavelet-based methodologies.
Since we used exhaustive search, all schemes took up roughly the same running time 
of about 20 mins each, on an Athlon class machine (equivalent to Pentium III, 1GHz). 
In all cases, the values allowed for rotation were in the range [—25°,25°], in steps of 1°. 
The allowed translation values corresponded to all available positions of the cropped 
test image inside the reference image, again in steps of 1 pixel.
Although we perform registration by computing the correlation coefficient between the 
structure images, the correlation coefficient should not be used as a measure of the 
quality of the result, because correlation coefficients of different ordering schemes refer 
to the correlation of different structure images. Note that the correlation coefficient C, 
quoted in each table, is the correlation coefficient between the structure images and not 
the grey original images. Consequently, we computed the mutual information between 
the two grey images before and after registration in order to assess the quality of the 
registration achieved.
If we assume that we have two images F\ and F2, then the mutual information between 
the two images, if we consider that the grey values in both images are random variables,
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can be defined with the help of Kullback-Leibler measure [23] as,
(fuh)
where Ppl and Pp2 are the probability density functions of the grey values of F\ and 
F2 respectively, PBl ,f2 is the joint probability density function of F\ and F2, while a 
pixel with coordinates x and y is denoted as fi(x) y) and f2(x) y) in F\ and F2 images 
respectively. Minimum mutual information means maximum statistical independence 
between the two images in contrast with its maximum value which indicates complete 
dependence, therefore the mutual information of the two images is maximum when the 
images are in registration.
In the same tables the last nine rows show the results of registration when a wavelet de­
composition algorithm is used. Schemes utilising three different wavelet filters, namely 
Haar, Daubechies 4 tap and Daubecliies 8 tap, were tried in three different approaches: 
registering only the LH bands, registering only the HL bands, and registering the gra­
dient band produced by combining the LH and HL bands. It should be noted here 
that the evaluation of the wavelet methods were performed using the original 128 x 128 
images and not the cropped versions, which do not have the same size. It can be seen 
that in all cases the wavelet approach produced the least reliable results, in the sense 
that some times it yielded a good registration and sometimes it did not. As we used two 
levels of wavelet decomposition, keeping only the 12% (first decomposition) and 10% 
(second decomposition) strongest coefficients for matching, it is possible to attribute 
the poor results to the sparsity of the data used. It turned out that even by keeping 
all the wavelet coefficients in LH, HL and gradient outputs, it was not possible to 
match the results of the Walsh method. One explanation might be that the small scale 
in the second decomposition (32 x 32 images) is not enough to capture the relatively 
big deformations, especially between the B and R bands. The utilisation of different 
kind of features may be another explanation of the poor results, as the wavelets are 
designed to offer maximally compact representation of the original image and they are 
not necessarily appropriate for representing local shape.
Additionally, by using the coarse-to-fine strategy it is not possible to ensure that the
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maximum of the cost function will always lie inside the narrow search space. A high 
registration error in the coarser level of the decomposition will most probably propagate 
in the finer level of the decomposition, with a negative impact in the final results. Thus, 
the extracted transformation parameters may lie far away form their actual optimal 
values.
Tables 3.3 and 3.4 show the results obtained when matching the seismic images. In 
particular, table 3.3 shows the results of registering the images Cropped Test B, and 
table 3.4 shows the results of registering images Test A of figure 3.8, with the corre­
sponding reference images. As these images are of the same modality, i.e. grey values 
in the reference and test images have the same meaning, we can use the correlation 
coefficient calculated between the original images before and after the registration in 
order to validate the quality of the results. The correlation coefficients under column 
C A  in table 3.4 are to be used as a rough upper limit for the correlation function that 
can be obtained between the two images, given that they are really depicting different 
physical objects. The values under column C r a  of table 3.4, are the values obtained 
after registering the uncropped rotated images. These values are to be compared with 
the values under column Ca in order to appreciate the quality of the registration of 
the rotated uncropped versions of these test images. The cropped versions in some 
cases produced higher correlation values (see sub-tables in table 3.3) than those shown 
under Ca of table 3.4, because sometimes smaller patches of an image may fit more 
accurately, than the whole image, inside the bigger reference image. We observe that 
the wavelet-based schemes failed to produce any credible results, with great fluctuation 
in the final transformation parameters.
The best set of transform parameters, in terms of producing the maximum correlation 
coefficient Ca after the registration, was chosen from each sub-table of table 3.3, in 
order to produce the visual interpretation of the registration results shown in figure 
3.15. The images shown in this figure are the outcome of subtracting the test from the 
reference image point by point before and after registration. Figure 3.15 shows in the 
first column the absolute value of the difference of the two images before registration, 
and in the second and third column the difference after registration for Walsh and 
wavelet based methods. The values of the pixels of all 8 absolute difference images
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produced were scaled by the same scale into the range [0,255], so a grey value has 
the same meaning in all 8 panels to allow direct comparison. The more black patches 
present in the difference image, the better the registration.
The seismic images were of special interest, since they exhibit strong horizontal char­
acteristics which makes them a good case for testing the efficiency of different order­
ings. In such images we were expecting ordering I.B to produce the best results, since 
this ordering gives more significance to the horizontal edges existing in the image set. 
However, all schemes performed similarly in registering the images producing similarly 
increased correlation coefficients between them. We believe that with a small filter 
size as the one exploited in these experiments, it is not feasible to capture the global 
horizontal edge characteristics of the images, so all schemes are equivalent.
Table 3.5 shows the results when scheme II with base 5 is used to register the remote 
sensing images. The proposed scheme is compared against the wavelet-based schemes, 
with the former producing a much more significant increase in the mutual information 
between the registered images in all cases, as shown in the last column of each table.
All the above experiments were repeated using the 5x5 Walsh transform matrix, 
hence increasing the number of coefficients representing each pixel. This increase had 
as a result the use of base 2 only, since any bigger number like 5 or 16 would require 
calculations between huge numbers, extending the computation overheads without any 
great impact in the final result. Table 3.6 shows the results of these experiments starting 
from the controlled cases G to R, B to R and the manually rotated seismic images, and 
then moving to the real image registration of the seismic and remote sensing images. 
We observe that these results are in most cases consistent with those produced when 
considering the 3x3 size local neighbourhood around each pixel, yielding in almost all 
cases the same transformation parameters.
Figure 3.16 shows the best results, when the thirty six different sets of CT and MR 
images were registered using the Walsh and the three variant wavelet methods. The 
graphs in sub-figures a, b and c indicate the change (%) of mutual information before 
and after the registration, for all the thirty six different image pairs. Negative values 
imply that the particular method failed to register the image set, decreasing even more
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the mutual information between them. Like the controlled cases above, figure 3.17 
shows the combination of consecutive image stripes extracted from three cases of CT- 
MR sets, before and after the registration. The CT and MR images constitute real 
multimodal pairs and the successful registration shows that the use of the dense local 
Walsh features in the proposed framework can produce accurate results in a diversity 
of image sets, without any tuning in the pre-processing step.
Finally, in figure 3.18 there is a summary of the best Walsh and contour based regis­
tration results, when they were used to register the RGB, seismic, satellite and medical 
image pairs. The quality of registration in the seismic case was assessed by the cor­
relation coefficient value after the registration, while the mutual information was used 
for all the rest multimodal image sets, i.e. RGB, satellite and medical sets. In both 
cases the correlation coefficient and mutual information values for both the Walsh and 
contour based methodologies are shown in the same graph (y axis), in order to compare 
the quality of matching provided by the two methods.
The results for both the RGB and satellite image sets are fairly close, with the trans­
formation parameters recovered by the Walsh based methodology, producing a higher 
mutual information value in all cases. The accuracy of the contour-based algorithm 
deteriorates in the registration of the seismic and medical images. In the former case, 
the algorithm failed to recover the correct transformation parameters in half of the 
cases. In the latter, there is a strange fluctuation of the mutual information for the 
first few image pairs which depict the base of the head. This fluctuation is eliminated 
as we move on to the middle and upper parts of the head, where the contour-based 
method managed to extract more robust matching primitives and produced very sim­
ilar results with the Walsh-based method. From these experiments it is clear that the 
sparse region boundary information is not always enough to accurately extract robust 
matching primitives in a variety of image structures.
3.6 C onclusions
We presented a method appropriate for registering automatically images of the same or 
different modalities. The method is based on the global optimisation of the correlation
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coefficient function, where instead of the classical way of correlating intensity values, 
we are correlating the coefficients of the local Walsh transform of the images. The 
proposed algorithm takes into consideration the full local structural information of 
the image and allows the user to give different relevant significance, to different local 
structural features. The scheme in its present form works only for images that differ 
from each other by a rotation and a translation. We used 3x3 and 5x5 windows 
to compute local structure; one may use larger neighbourhoods if necessary. As the 
algorithm correlates structural features as opposed to intensity values, it is appropriate 
for registering images of different modalities. Finally, our method was compared with 
various wavelet and contour based registration methods. The proposed method appears 
to be more reliable, as the wavelet and contour based approaches seem to produce 
sometimes very wrong results.
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M c t h o c r  base 2LAI.BII.A II.BbaseLAI.BII.A II.Bbase 10 TA--I.BII.A II.Bbase 1(5OfI.BII.A II. B LllHaar Daub 4 Daub 8—nr—Haar Daub 4 Daub 8 0 rad lentHaar Daub 4 Daub 8
X V 0 o Mi
2 n 3 0.40 1.342 n 3 0.49 1.342 ii 3 0.59 1.342 il 3 0.58 1.34
2 11 3 0.59 1.342 11 3 0.66 1.342 ii 3 0.63 1.342 ii 3 0.63 1.34
2 n 3 0.62 1.342 n 3 0.69 1.342 ii 3 0.63 1.342 ii 3 0.62 1.34
2 ii 3 0.63 1.342 ii 3 0.69 1.342 n 3 0.62 1.342 n 3 0.62 1.34
0 0 3 0.60 1.430 0 3 0.54 1.430 0 3 0.48 1.43
ti 0 3 0.51 1.4313 -18 17 0.12 0.700 0 3 0.40 1.43
0 0 3 0.53 1.430 0 3 0.50 1.430 0 3 0.41 1.43
(a) X — 2 Y =  11, =  3
X Y 0 C A41
2 10 3 0.50 1.392 10 3 0.50 1.392 10 3 0.G4 1.392 10 3 0.63 1.39
2 10 3 0.63 1.392 10 3 0.67 1.392 10 3 0.68 1.392 10 3 0.67 1.39
2 10 3 0.65 1.392 10 3 0.69 1.392 10 3 0.68 1.392 10 3 0.67 1.39
2 10 3 0.66 1.392 10 3 0.70 1.392 10 3 0.67 1.392 10 3 0.67 1.39
-3 3 3 0.63 0.84-19 11 -9 0.14 0.70-3 3 3 0.53 0.84
-3 3 3 0.52 0.849 -19 10 0.12 0.69-20 11 -22 0.08 0.72
-3 3 3 0.51 0.84-3 3 3 0.51 0.84-3 3 3 0.48 0.84
(cl) X  = 2, Y =  10, =  3
X 6 " c xrr
15 7 -8 0.38 1.1515 7 -8 0.39 1.1515 7 -8 0.51 1.1515 7 -8 0.50 1.15
15 7 -8 0.53 1.1515 7 -8 0.54 1.1515 7 -8 0.53 1.1515 7 -8 0.53 1.15
15 7 -8 0.57 1.1515 7 -8 0.57 1.1515 7 -8 0.52 1.1515 7 -8 0.53 1.15
15 7 -8 0.58 1.1515 7 -8 0.58 1.1515 7 -8 0.52 1.1515 7 -8 0.52 1.15
2 -b -8 0.51 0.911 -5 -8 0.42 0.901 -5 -8 0.42 0.90
13 -14 17 0.09 0.7022 -18 16 0.12 0.6721 -14 15 0.14 0.68
2 -5 -8 0.47 0.912 -6 -9 0.38 0.90-19 20 -17 0.17 0.67
(b) X = 15, Y =  7 ,6 - -8
X T~ c MI
2 5 3 0.45 1.2 82 5 3 0.41 1.282 6 3 0.55 1.322 6 3 0.55 1.32
2 5 3 0.58 1.282 5 3 0.51 1.282 6 3 0.56 1.322 6 3 0.57 1.32
2 5 3 0.60 1.282 5 3 0.53 1.282 6 3 0.56 1.322 6 3 0.56 1.32
2 5 3 0.61 1.282 5 3 0.53 1.282 6 3 0.55 1.322 6 3 0.56 1.32
1 2 2 0.52 0.981 2 2 0.48 0.981 2 3 0.43 0.96
1 2 2 0.43 0.9823 -12 13 0.14 0.67-23 17 -19 0.15 0.67
1 2 2 0.47 0.981 2 3 0.41 0.961 2 2 0.42 0.98
(e) X  = 2, Y =  6 ,0 =  3
X Y e c MI
13 7 -6 0.45 1.2413 7 -6 0.45 1.2413 7 -6 0.57 1.2413 7 -6 0.57 1.24
13 7 -6 0.62 1.2413 7 -6 0.59 1.2413 7 -6 0.59 1.2413 7 -6 0.59 1.24
13 7 -6 0.65 1.2413 7 -6 0.61 1.2413 7 -6 0.59 1.2413 7 -6 0.59 1.24
13 7 -6 0.66 1.2413 7 -6 0.62 1.2413 7 -6 0.58 1.2413 7 -6 0.58 1.24
4 -3 -7 0.53 0.764 -3 -7 0.47 0.763 -2 -5 0.43 0.76
-19 13 -20 0.12 0.70-22 22 -13 0.15 0.694 -2 -6 0.33 1.02
3 -2 -5 0.48 0.764 -3 -7 0.41 0.76-15 14 -21 0.18 0.69
(c) X - 12, y =  7 ,6 =  -6
Table 3.1: The results for the controlled experiments of registering R and G bands. In all cases C is the final value of the correlation coefficient between the structure images. The value of the mutual information before the registration was (a) 1.03; (b) 0.86; (c) 0.87; (d) 1.02; (e) 1.03. The mutual information after the registration is given under column MI.
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Method base 2
I.BII.A II.Bbase 5 T7XI.BII.A II.Bbase 10 i.AI.BII.AII.Bbase 16  --
I.BII.A II.B L1IHaar Daub 4 Daub 8 FTC--llaar Daub 4 Daub 8 GradiciiT Haar Daub 4 Daub 8
Method base 2— VX---I.BII. A II.Bbase 5  ITS--I.BII.A II.Bbase 10 TAI.BII.A II.Bbase 16— rx—I.BII.A II.B LitHaar Daub 4 Daub S 11L llaar Daub 4 Daub S GradicnF Haar Daub 4 Daub 8
X Y 0 C Ml
12 17 9 0.42 0.9712 17 9 0.41 0.9712 17 9 0.52 0.9712 17 9 0.52 0.97
12 17 9 0.59 079712 17 9 0.57 0.9712 17 9 0.56 0.9712 17 9 0.56 0.97
12 17 9 0.62 0.9712 17 9 0.59 0.9712 17 9 0.57 0.9712 17 9 0.56 0.97
12 17 9 0.62 0.9712 17 9 0.59 0.9712 17 9 0.57 0.9712 17 9 0.56 0.97
-12 -7 13 0.21 0.803 -5 8 0.40 0.772 -5 9 0.32 0.77
5 -7 5 0.20 0.823 -6 8 0.22 0.86-23 1 -17 0.12 0.72
7 -6 6 0.23 0.854 -5 8 0.28 0.86-7 1 -9 0.11 0.68
(a) X  = 12, Y =  17, 0 =  9
X Y 0 c Ml
18 12 -10 0.40 1.0418 12 -10 0.42 1.0418 12 -10 0.52 1.04
IS 12 -10 0.52 1.04
18 12 -10 0.57 1.04IS 12 -10 0.58 1.0418 12 -10 0.56 1.0418 12 -10 0.56 1.04
18 12 -10 0.60 1.0418 12 -10 0.61 1.0418 12 -10 0.57 1.0418 12 -10 0.57 1.04
IS 12 -10 0.60 1.0418 12 -10 0.61 1.0418 12 -10 0.58 1.04IS 12 -10 0.57 1.04
-7 4 -10 0.46 0.8410 -8 14 0.12 0.61-8 4 -9 0.33 0.83
22 20 2 0.09 0.6715 -13 5 0.08 0.60-9 7 -5 0,24 0.77
-7 4 -10 0.47 0.84-7 4 -10 0.42 0.84-7 4 -10 0.35 0.84
X 7 0 6 Ml
0 0 0 0.41 1.150 0 0 0.44 1.150 0 0 0.53 1.150 0 0 0.52 1.15
0 0 0 0.52 1.150 0 0 0.63 1.150 0 0 0.59 1.150 0 0 0.5S 1.15
0 0 0 0.53 1.150 0 0 0.66 1.150 0 0 0.59 1.150 0 0 0.58 1.15
0 0 0 0.53 1.150 0 0 0.66 1.150 0 0 0.59 1.150 0 0 0.58 1.15
-8 -7 1 0.33 0.819 -13 11 0.15 0.70-14 -3 1 0.13 0.82
9 7 -7 0.05 0.6318 -18 15 0.09 0.6815 -6 21 0.10 0.67
7 -13 11 0.15 0.71-7 -7 0 0.28 0.80-5 -5 -1 0.19 0.77
(b) X  =  0, Y  =  0, 0 =  0
~K V (3 U ITT
11 25 12 0.35 1.1011 25 12 0.32 1.1011 25 12 0.50 1.1011 25 12 0.49 1.10
11 24 12 0.49 1.1011 25 12 0.48 1.1011 25 12 0.53 1.1011 25 12 0.52 1.10
11 24 12 0.51 i.lo11 25 12 0.50 1.1011 25 12 0.53 1.1011 25 12 0.52 1.10
11 24 12 0.51 1.10U 25 12 0.51 1.1011 25 12 0.53 1.1011 25 12 0.53 1.10
1 8 12 0.51 0.77-19 16 -7 0.11 0.72-20 20 -20 0.15 0.73
-23 11 -21 0.13 0.77-20 -22 -5 0.07 0.74-12 10 -19 0.10 0.73
1 8 12 0.50 0.86-21 16 -5 0.12 0.72-20 17 -8 0.11 0.73
X Y 0 c -KIT
29 23 19 0.25 0.9230 23 18 0.23 0.9629 24 19 0.40 0.9629 24 19 0.40 0.96
29 23 19 0.43 0.9230 23 IS 0.39 0.9629 24 19 0.44 0.9629 24 19 0.43 0.96
29 23 19 0.45 0.9230 23 18 0.41 0.9629 24 19 0.43 0.9629 24 19 0.42 0.96
29 23 19 0.45 0.9230 23 IS 0.42 0.9629 24 19 0.43 0.9629 24 19 0.42 0.96
-17 0 -17 0.14 0.73-16 8 -16 0.17 0.70-16 1 -10 0.13 0.68
0 -9 12 0.13 0.7522 -8 4 0.12 0.78-23 4 -15 0.15 0.74
23 -6 2 0.10 0.76-21 11 -4 0.15 0.68-13 0 -15 0.15 0.70
( c ) X =  30 Y =  23, 0 =  18
(d) X  =  18, Y  =  12, 0 =  -10 (e) X  =  11, Y  =  23, 0 =  12
Table 3.2: The results for the controlled experiments of registering R and B bands. In all cases C is the final value of the correlation coefficient between the structure images. The value of the mutual information before the registration was (a) 0.80; (b) 0.74; (c) 0.77; (d) 0,60; (e) 0.85, The mutual information after the registration is given under column MI.
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£
Figure 3.13: The combination of consecutive stripes between R and G images, before and after registration for both the Walsh and wavelet based methodologies.
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1
4
Before Walsh Wavelets
Figure 3.14: The combination of consecutive stripes between R and B images, before 
and after registration for both the Walsh and wavelet based methodologies.
54 Chapter 3. The Walsh Transform for Image Registration
Method .V " Y 0 0 CAbase 2l.A 22 7 -15 0.35 0.60I.B 25 7 -15 0.33 0.62II.A 25 7 -15 0.47 0.62II.B 24 7 -15 0.47 0.61base 5l.A 22 7 -15 0.43 0.60I.B 25 7 -15 0.38 0.62II.A 24 7 -15 0.49 0.61II.B 24 7 -15 0.49 0.61base 10l.A 22 7 -15 0.44 0.60I.B 25 7 -15 0.40 0.62II.A 24 7 -15 0.48 0.61II.B 24 7 -15 0.48 0.61base 1 (jl.A 22 7 -15 0.43 0.60I.B 25 7 -15 0.40 0.62II.A 24 7 -15 0.48 0.61II.B 24 7 -15 0.48 0.61LllHaar 18 11 -4 0.10 0.00Daub 4 -2 10 -2 0.09 0.02Daub 8 16 -10 23 0.07 0.01II LHaar 11 19 1 0.07 0.60Daub 4 -16 7 -6 0.08 0.07Daub 8 19 -16 18 0.12 -0.03GradientHaar -7 2 -14 0.18 0.46Daub 4 -18 4 -15 0.16 0.38Daub 8 -6 1 -15 0.16 0.50
(a) A' = 25, Y = 7, 0 = -15
Method A' V 0. C G Abase 2
l . A 20 3 -10 0.26 0.69I.B 18 3 -10 0.34 0.68II. A 18 3 -10 0.50 0.68II.B 18 3 -10 0.49 0.68base 5
l . A 19 3 -10 0.31 0.69I.B 18 3 -10 0.50 0.68II.A 19 3 -10 0.47 0.69II.B 19 3 -10 0.47 0.69base 10l.A 19 3 -10 0.33 0.69I.B 18 3 -10 0.52 0.68I l.A 19 3 -10 0.45 0.69II.B 19 3 -10 0.45 0.69base 16
l . A 19 3 -10 0.33 0.69I.B 18 3 -10 0.53 0.68II.A 19 3 -10 0.44 0.69II.B 19 3 -10 0.43 0.69LHHaar -10 2 -9 0.22 0.43Daub 4 4 -1 -10 0.21 0.52Daub 8 -20 14 -22 0.16 0.01
1 1 LHaar 22 21 -18 0.08 -0.02Daub 4 -20 -7 -10 0.07 0.10Daub 8 1 -22 8 0.09 0.016GradientHaar 23 13 23 0-098 0.04Daub 4 -2 -10 -2 0.09 0.00Daub 8 4 10 -12 0.12 0.05
Method A Y C O Abase 2l.A 28 6 -13 0.27 0.40I.B 28 6 -13 0.25 0.40II.A 28 6 -14 0.30 0.16II.B 28 6 -14 0.29 0.16base 5l.A 28 6 -13 0.32 0.40I.B 27 6 -13 0.26 0.38II.A 28 6 -13 0.31 0.40II.B 28 6 -13 0.31 0.40base 10l.A 28 6 -13 0.32 0.40I.B 27 6 -13 0.27 0.38II.A 28 6 -13 0.31 0.40II.B 28 6 -13 0.31 0.40base 16l.A 28 6 -13 0.33 0.40I.B 27 6 -13 0.28 0.38II.A 28 6 -13 0.31 0.40II.B 28 6 -13 0.31 0.40LHHaar -3 1 -12 0.16 0.31Daub 4 -12 2 -15 0.16 0.17Daub 8 -9 4 -12 0.14 -0.22HLHaar -6 18 -9 0.10 -0.03Daub 4 3 7 -21 0.08 0.058Daub 8 -9 21 7 0.08 -0.02GradientHaar 5 8 -7 0.09 -0.03Daub 4 -12 4 -12 0.15 -0.16Daub 8 -10 4 -12 0.15 -0.20
(b) X = 28, Y = 6, 0 = -15
Method A Y 0 C O'Abase 2. l.A" 17 3 -10 0.34 0.74I.B 17 3 -10 0.40 0.74II.A 17 3 -10 0.59 0.74II.B 17 3 -10 0.57 0.74base 5l.A 17 3 -10 0.45 0.74I.B 17 3 -10 0.64 0.74II.A 17 3 -10 0.56 0.74II.B 18 3 -10 0.54 0.75base 10l.A 17 3 -10 0.48 0.74I.B 17 3 -10 0.68 0.74II.A 18 3 -10 0.53 0.75II.B 18 3 -10 0.52 0.75base 16" l.A 17 3 -10 0.49 0.74I.B 17 3 -10 0.69 0.74II. A 18 3 -10 0.52 0.75II.B 18 3 -10 0.51 0.75LHHaar 4 10 -12 0.08 0.01Daub 4 -9 4 -9 0.14 -0.20Daub 8 22 -23 8 0.11 0.02HLHaar 9 -18 8 0.09 0.04Daub 4 -20 -17 20 0.08 0.01Daub 8 9 -5 16 0.09 0.02GradientHaar 14 -23 17 0.09 0.01Daub 4 10 -15 10 0.10 0.04Daub 8 18 -22 3 0.08 0.00
(c) A = 20, Y = 3, 0 = -10 (d) X = 17, Y = 3, 0 = -10
Table 3.3: The results of registering the images in column Cropped Test B with the corresponding images in column Reference of figure 3.8, shown in (a) to (d) respectively. In all cases C is the final value of the correlation coefficient between the structure images. C'a is the correlation coefficient between the two grey images after registration. The correlation coefficient before registration is (a) 0.032; (b) 0.030; (c) 0.021; (d) - 0.038.
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Method A ■ V 0 O'a Or abase '2
L A 21 - 1 -1 0.44 0.60 0.52I.B 11 0 0 0.42 0.61 0.52II. A 21 - 1 - 1 0.50 0.60 0.53II. B 21 - 1 - 1 0.50 0.60 0.53base 51. A 2 1 - 1 -I 0.48 0.60 0.52I.B 21 - 1 - 1 0.44 0.60 0.53II.A 21 - 1 -1 0.53 0.60 0.53II.B 21 - 1 - 1 0.52 0.60 0.53base 10I. A 21 - 1 - 1 0.49 0.60 0.52I.B 21 - 1 -1 0.46 0.60 0.53II.A 21 - 1 -1 0.52 0.60 0.53II. B 20 -1 -1 0.52 0.60 0.53base 1GLA 21 - 1 - 1 0.49 0.60 0.52I.B 21 - 1 -1 0.46 0.60 0.53II. A 21 - 1 - 1 0.52 0.60 0.53II.B 20 -1 -1 0.51 0.60 0.53
L HHaar 5 0 0 0.28 0.57 -0.04Daub 4 5 0 0 0.29 0.57 -0.01Daub 8 7 0 0 0.29 0.59 0.031-1LHaar -27 -3 0.07 0.06 0 . 0 0Daub 4 -24 1 9 0.09 0.05 -0.01Daub 8 3 -3 -9 0.09 -0.06 -0.03Gradientllaar -3 10 12 0.10 0.04 0.44Daub 4 4 1 1 0.26 0.50 -0.02Daub S 2 2 2 0.23 0.29 0 . 0 0
(«o
Method X Y 6 c £  A Crabase 2l.A -1 1 1 0.20 0.56 0.60LB 2 0 0 0.25 0.57 0.61II.A -1 1 1 0.37 0.56 0.60II.B -1 1 1 0.35 0.56 0.60base 5LA 3 0 0 0.23 0.57 0.60I.B 2 0 0 0.40 0.57 0.60II.A -1 1 1 0.35 0.56 0.60II.B -1 1 1 0.34 0.56 0.60base 10
l.A -1 1 1 0.25 0.56 0.60I.B 2 0 0 0.43 0.57 0.61II. A -1 1 1 0.33 0.56 0.60II.B -1 1 1 0.32 0.56 0.60base 16
l.A" ' ' -1 1 1 0.26 0.56 0.60I.B 2 0 0 0.43 0.57 0.61II. A -1 1 1 0.32 0.56 0.60II.B -1 1 1 0.32 0.56 0.60
-----LIT......llaar 1 0 0 0.29 0.57 -0.02Daub 4 1 0 0 0.34 0.57 0.00Daub 8 1 0 0 0.33 0.57 -0.02HLllaar -25 21 -13 0.07 0.00 -0.02Daub 4 14 24 -7 0.07 -0.02 0.00Daub 8 -3 4 11 0.10 0.01 0.02GradientHaar 0 0 0 0.19 0.66 0.03Daub 4 1 0 0 0.25 0.57 -0.05Daub S 0 -1 -1 0.23 0.38 -0.01
Method X 1' 0 c 0 , 1 Orabase 2. . r A 8 1 2 0.27 0.41 0.38I.B 8 1 2 0.23 0.41 0.38II.A 13 2 2 0.32 0.43 0.38II.B 13 2 2 0.32 0.43 0.38base 5l.A 13 2 2 0.30 0.43 0.38I.B 3 -1 -1 0.27 0.38 0.36II.A 13 2 2 0.33 0.43 0.38II.B 13 2 2 0.32 0.43 0.38base 10l.A 8 1 2 0.31 0 . 4 1 0 . 3 8I.B 2 -1 -1 0.29 0.37 0.36II. A 13 2 2 0.33 0.43 0.38II.B 13 2 2 0.32 0.43 0.38base 16l.A 8 1 2 0.31 0.41 0.52I.B 2 -1 - 1 0.30 0.37 0.53II.A 13 2 2 0.32 0.43 0.53II.B 13 2 2 0.32 0.43 0.53
LHHaar -2 -I -1 0.18 0.31 -0.06Daub 4 -2 -1 -1 0.32 0.31 -0.02Daub 8 0 -4 -4 0.18 0.40 -0.15
H Lllaar 13 1 1 0,08 0.36 0.09Daub 4 -3 -27 7 0.05 -0.05 0.04Daub 8 7 -9 -10 0.09 0 . 0 0 0.05GradientHaar 7 - 1 -4 0.13 0 . 0 0 0.01Daub 4 13 - 1 - 1 0.20 0.26 0.00Daub 8 3 -8 -9 0.21 0.00 -0.02
(b)
Method X V 0 0 O  A O r abase 2LA 0 0 0 0.37 0.73 0.68I.B 0 0 0 0.40 0.73 0.68II.A 0 0 0 0.54 0.73 0.73II.B 0 0 0 0.51 0.73 0.73base 5LA 0 0 0 0.44 0.73 0.73I.B 0 0 0 0.59 0.73 0.68II.A 0 0 0 0.53 0.73 0.73II.B 0 0 0 0.49 0.73 0.73base 10
LA 0 0 0 0.47 0.73 0.73I.B 0 0 0 0.63 0.73 0.68II. A 0 0 0 0.50 0.73 0.73II.B 0 0 0 0.48 0.73 0.73base 16
l.A 0 0 0 0.47 0.73 0.73I.B 0 0 0 0.64 0.73 0.68II.A 0 0 0 0.49 0.73 0.73II.B 0 0 0 0.47 0.73 0.73
...LH'..Haar 0 0 0 0.39 0.73 0.01Daub 4 0 0 0 0.36 0.73 0.00Daub 8 0 0 0 0.37 0.73 0.03HLHaar 26 3 1 0.07 0.12 -0.01Daub 4 -17 -8 -19 0.08 -0.02 -0.01Daub 8 -1 0 1 0.11 0.29 -0.01GradientHaar 0 0 0 0.24 0.73 0.02Daub 4 0 0 0 0.29 0.73 0.01Daub 8 0 0 0 0.32 0.73 0.00
(c) (d)
Table 3.4: The results of registering the images in column Test A with the corresponding images in column Reference of figure 3.8, shown in (a) to (d) respectively. In all cases C is the final value of the correlation coefficient between the structure images. Ca is the correlation coefficient between the two grey images after registration. The correlation coefficient before registration is (a) 0.50; (b) 0.22; (c) 0.56; (d) 0.73. Column Cra indicates the correlation coefficient obtained after registering the rotated (uncropped) versions of these images.
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Before Walsh Wavelets
Figure 3.15: The difference images before and after registration in the case of seismic images for both the Walsh and wavelet based methodologies.
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Bands a-b
Method X Y 0 c M I
Walsh 11-5 -20 -11 0 0.17 0.96
LH
Haar -9 -6 -1 0.17 0.36
Daub 4 -10 -6 -1 0.15 0.37
Daub 8 -13 -5 1 0.16 0.37
IlL
Haar -10 -6 0 0.19 0.42
Daub 4 -10 -6 0 0.18 0.42
Daub 8 -9 -6 -1 0.16 0.36
Gradient
Haar -9 -6 -1 0.36 0.36
Daub 4 0 0 0 0.53 0.42
Daub 8 -10 -6 -1 0.28 0.37
Bands a-c
Walsh 11-5 -13 0 0 0.11 0.73
LH
Haar -6 0 0 0.24 0.37
Daub 4 -6 0 0 0.20 0.37
Daub 8 -6 0 0 0.17 0.37
HL
Haar -6 0 0 0.19 0.37
Daub 4 -6 0 0 0.15 0.37
Daub 8 -9 -4 1 0.13 0.28
Gradient
Haar -7 1 1 0.35 0.28
Daub 4 0 0 0 0.55 0.29
Daub 8 -5 0 -1 0.23 0.31
Bands a-d
Walsh 11-5 -3 7 -1 0.08 0.57
LH
Haar -2 4 0 0.16 0.37
Daub 4 -2 4 0 0.14 0.37
Daub 8 -1 3 -1 0.12 0.32
I4L
Haar -2 4 0 0.19 0.38
Daub 4 -2 4 0 0.12 0.38
Daub 8 -6 -1 0 0.11 0.30
Gradient
Haar -1 4 -2 0.29 0.41
Daub 4 0 0 0 0.56 0.35
Daub 8 -4 5 1 0.21 0.32
Bands a-b
Method X Y e C M I
Walsh 11-5 5 -3 0 0.37 0.97
LH
Haar 3 1 2 0.09 0.64
Daub 4 -17 -15 8 0.07 0.59
Daub 8 4 -1 1 0.10 0.72
HL
Haar -13 19 -16 0.07 0.74
Daub 4 3 0 3 0.07 0.65
Daub 8 1 -20 0 0.09 0.63
Gradient
Haar 2 -1 1 0.25 0.64
Daub 4 -1 0 2 0.27 0.55
Daub 8 4 -3 -1 0.14 0.62
Bands a-c
Walsh 11-5 3 -12 0 0.18 0.71
LII
Haar 2 -6 0 0.12 0.48
Daub 4 -15 12 -12 0.07 0.59
Daub 8 -22 12 -4 0.11 0.56
HL
Haar 17 -4 7 0.07 0.51
Daub 4 0 21 -2 0.07 0.50
Daub 8 0 5 2 0.05 0.35
Gradient
Haar 2 -7 -1 0.15 0.39
Daub 4 0 0 0 0.39 0.44
Daub 8 1 '-5 2 0.10 0.41
Bands a-d
Walsh 11-5 6 16 0 0.16 0.67
LH
Haar 3 8 -1 0.12 0.33
Daub 4 3 8 0 0.11 0.38
Daub 8 3 8 0 0.10 0.38
HL
Haar -21 22 -9 0.11 0.56
Daub 4 8 7 -2 0.06 0.37
Daub 8 3 6 -1 0.08 0.32
Gradient
Haar 1 9 2 0.14 0.32
Daub 4 0 0 0 0.41 0.32
Daub 8 2 9 1 0.11 0.33
image I image II
Table 3.5: Results of registering bands b, c, d with band a of the two remote sensing images. In all cases G is the final value 'of the correlation coefficient between the structure images. MI is the mutual information value between the two grey images after registration. The MI before in each case is as follows: For image I, bands a-b 0.42; bands a-c 0.29; bands a-cl 0.35. For image II, bands a-b 0.61; bands a-c 0.44; bands a-d 0.32.
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Method
LA
I.B
II.A 
ILB LA
I.B
II.A 
ILB"DT
I.B
II.A 
ILB
I.A
I.B
II.A 
ILB TA~
I.B
II.A 
II.B
Method
T7T
I.B
II.A 
II.B
~L7T
I.B 
I I.A
II.B
LA
I.B
II.A 
ILB
LA
I.B
II.A 
ILB
MethodLA
I.B
II.A 
II.B 
TA—
I.B
II.A 
ILB
T F
I.B
II.A 
II.B
~x— V ~C MIb MIT
2 11 3 0.53 1.03 1.34
2 11 3 0.55 1.03 1.34
2 11 3 0.56 1.03 1.34
2 11 3 0.56 1.03 1.34
14 7 -8 0.46 0.86 1.15
14 7 -8 0.47 0.86 1.15
14 7 -8 0.45 0.86 1.15
14 7 -8 0.46 0.86 1.15
13 7 -6 0.49 0.87 1.24
13 7 -6 0.50 0.87 1.24
13 7 -6 0.50 0.87 1.24
13 7 -6 0.50 0.87 1.24
2 10 3 0.51 1.02 1.39
2 10 3 0.55 1.02 1.39
2 10 3 0.57 1.02 1.39
2 10 3 0.57 1.02 1.39
2 5 3 0.46 1.03 1.28
3 5 3 0.46 1.03 1.28
2 5 3 0.50 1.03 1.28
2 5 3 0.50 1.03 1.28
Controlled G to R band
X Y 0 G G'b Ga
21 7 -15 0.28 0.03 0.59
25 8 -15 0.35 0.03 0.62
25 8 -15 0.47 0.03 0.62
25 8 -15 0.47 0.03 0.62
27 5 -14 0.25 0.03 0.31
1 0 -15 0.29 0.03 0.17
2 0 -15 0.32 0.03 0.21
2 0 -15 0.32 0.03 0.21
18 3 -10 0.24 0.02 0.68
15 4 -9 0.39 0.02 0.65
20 4 -10 0.46 0.02 0.69
20 4 -10 0.46 0.02 0.69
17 3 -10 0.38 -0.04 0.74
15 3 -10 0.52 -0.04 0.73
16 3 -10 0.56 -0.04 0.73
16 3 -10 0.55 -0.04 0.73
Rotated seismic images
X r 0 O' M I B M I  A
12 17 9 0.43 0.80 0.97
12 17 9 0.43 0.80 0.97
12 17 9 0.45 0.80 0.97
12 17 9 0.45 0.80 0.97
0 0 0 0.41 0.74 1.15
1 0 0 0.44 0.74 1.15
0 0 0 0.50 0.74 1.15
0 0 0 0.49 0.74 1.15
30 23 19 0.31 0.77 0.90
30 23 19 0.33 0.77 0.90
30 23 19 0.35 0.77 0.90
30 23 19 0.34 0.77 0.90
18 12 -10 0.44 0.60 1.04
18 12 -10 0.42 0.60 1.04
18 12 -10 0.47 0.60 1.04
18 12 -10 0.46 0.60 1.04
12 24 12 0.37 0.85 1.10
12 24 12 0.38 0.85 1.10
12 24 12 0.36 0.85 1.10
12 24 12 0.36 0.85 1.10
X Y 0 c Band M I b M I  A
-20 -11 0 0.36 b 0.42 0.96
-20 -11 0 0.41 b 0.42 0.96
-20 -11 0 0.18 b 0.42 0.96
-20 -11 0 0.17 b 0.42 0.96
-11 -2 -1 0.30 c 0.29 0.66
-13 0 0 0.35 c 0.29 0.73
-14 1 1 0.13 c 0.29 0.70
-13 0 0 0.13 c 0.29 0.73
-3 7 -1 0.25 d 0.35 0.57
-3 7 -1 0.29 d 0.35 0.57
-6 10 1 0.10 d 0.35 0.58
-6 10 1 0.10 d 0.35 0.58
Controlled B to R band
X Y e c C'b Ca
21 -1 -l 0.39 0.50 0.60
21 -1 -l 0.43 0.50 0.60
10 0 0 0.49 0.50 0.61
10 0 0 0.49 0.50 0.61
6 1 2 0.24 0.50 0.40
6 1 2 0.27 0.22 0.40
13 2 2 0.32 0.22 0.43
13 2 2 0.32 0.22 0.43
1 0 0 0.22 0.56 0.56
2 0 0 0.36 0.56 0.57
2 0 0 0.40 0.56 0.57
2 0 0 0.40 0.56 0.57
0 0 0 0.42 0.73 0.73
0 0 0 0.55 0.73 0.73
0 0 0 0.57 0.73 0.73
0 0 0 0.56 0.73 0.73
Seismic images
Y Y d G Band M I b M I A
5 -3 0 0.24 b 0.61 0.97
5 -3 0 0.26 b 0.61 0.97
5 -3 0 0.18 b 0.61 0.97
5 -3 0 0.19 b 0.61 0.97
3 -12 0 0.16 c 0.44 0.71
3 -12 0 0.18 c 0.44 0.71
3 -12 0 0.09 c 0.44 0.71
3 -12 0 0.09 c 0.44 0.71
9 15 -2 0.11 d 0.32 0.50
6 16 0 0.11 d 0.32 0.67
6 16 0 0.06 d 0.32 0.67
6 16 0 0.06 d 0.32 0.67
Remote sensing image I Remote sensing image II
Table 3.6: All the experiments using the 5x5 Walsh transform matrix with base 2 only. In all cases C is the final value of the correlation coefficient between the structure images. MIb and MI a stands for Mutual Information between the two original grey images before and after registration. CB and Ca are the correlation coefficients between the two original grey images before and after registration.
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Figure 3.16: Registration results for the thirty six different medical (CT-MR) sets. Graphs a, b and c show the best Walsh results against the best LH, HL and Gradient results, respectively. The difference in MI is shown (%) in y axis while x axis indicates the image set (see figure 3.12) used for the registration experiment.
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1
Before After
Figure 3.17: The images created by the combination of consecutive image stripes ex­
tracted from three cases of medical (CT-MR) images, before and after registration.
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RGB Images Seismic Images
u
(a)Satelite Images (b)CT-MR Images
(c) (d)
Figure 3.18: Registration results for the (a) RGB (b) seismic (c) satellite and (d) 
CT-MR image sets. All graphs show the best Walsh-based results against the best 
contour-based results. The quality of registration in the seismic case was assessed by 
the correlation coefficient value after the registration, while the mutual information was 
used for all the rest multimodal image sets, i.e. RGB, satellite and medical sets. In 
both cases the correlation coefficient and mutual information values for both the Walsh 
and contour based methodologies are shown in the same graph (y axis), in order to 
compare the quality of matching.
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C h a p t e r  4
3D Registration
4.1 D efin ition  of th e  3D C orrelation C oefficient
In this chapter we shall extend the proposed Walsh based registration method to cope 
with 3D image sets. This is done by introducing a possible expansion of a 3D image 
in its Walsh coefficients, which, if they are combined in a single number, like in the 2D 
case, can be used in a correlation based registration. In order to achieve that, first we 
have to extend the correlation coefficient metric to handle 3D data sets, by introducing 
three more variables, one for the translation about the z axis and two extra rotation 
angles between the xz and yz axes.
4 .1 .1  3 D  C o rre la t io n  C o e ffic ie n t
Let F\(x,y,z) and F2(x,y,z), represent two discrete volumes to be registered, where 
F\(x,y, z) is considered to be the reference or original volume and F2(x, y, z) is consid­
ered to be the test volume. Assume that the size of F\ is 'mi x ri\ x l\ and the size of 
F2 is ?7-2 x n2 x l2 with m2 < mi, n2 < n\ and l2 <l\. Then the modified definition of 
the correlation coefficient to accommodate for shifting along the third dimension is:
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C(t, .s, k) = E E E[Fi(a;, y, z) - Ffix, y, ^)][F2(a; ~t,y - s,z - k) - F2(xJ y, z)]x  y  z,/EEE [City y, z) - (x, V, Wf, EElftt1 -t,y - 8,z -  k) -  F 2 ( x , y, z)f
\j x  y  z  X y  z (4.1)
where t = 0,1,mi — 1, s = 0,1,n\ — 1, k — 0,1,l\ — 1, Fi(:c, y, z) is the average
value of the pixels of Fi(x,y,z) and F2(x,y,z) is the average value of the pixels of 
F2{x, y, z). We assume that the origins of Fi(a;, y, z) and F2(x, y, z) are located at their 
lower left back corners. For any legitimate value of relative shifting (£, 5 , k) the above 
equation yields one value of C. As the three variables £, s and k are varied, F2(x,y,z) 
moves around the reference volume area, producing function C(t,s,k). The maximum 
value of C(t,s,k) indicates the position where F2(x,y,z) best matches Fi(x,y, z).
With the aid of the above formula only translational mis-registration detection can be 
performed. The basic correlation concept can be generalised to accommodate rotation 
mis-registration as well (figure 4.1). The rotation mis-registration in 3D can be calcu­
lated using the Euler angles (+, 9, +). We define a reference coordinate system Oijk 
and a coordinate system O x y z  of the 3D volume.
Figure 4.1: Reference and volume coordinate systems.
Let ON be the intersection between the O x y  and Ojj planes. Angle (}) is defined, in 
the anticlockwise direction, as the angle between the ON direction and the 0/ axis. 
As ijj we define the angle between the Ox axis and the ON direction, and finally as 9 
the angle between the Ok and Oz axes. It is obvious that the exact location of the 
volume can be determined, if the three angles are known. If we define a point A inside
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a volume with coordinates (X,Y,Z) and ( I ,  J,  K )  with respect to O x y z  and O i j k  
coordinate systems respectively, then we are looking to find the relationship between 
these two points in terms of the Euler angles. Assuming that at the beginning O x y z  
and O i j k  coordinate systems coincide, then the final position of O x y z  with respect 
to Oijkj can be found with the combination of the following three rolls:
• Rotate Oijk through an angle 4> about the Oz2 axis (which coincides with Ok) 
to the new position O x 2y 2z 2 (figure 4.2a).
• Rotate O x 2y2z 2 through an angle 9 about the Ox2 axis to the new position 
0XlY1z1 (figure 4.2b).
• Rotate OxiYiZi through an angle if) about the Ozx axis to the new position O x y z  
(figure 4.2c).
a b e
Figure 4.2: The three rotations used.
The final position of O x y z  can be defined by the three given Euler angles (</>, 0, if)). We 
define the following column vectors O r , 0 2 , O i and O  as
( /  A
j
\ K  )
o2
1  x%\
y2
\ z2 1
t x C  
n
Zl f
o =
( x\
Y  
\ Z )
(4.2)
The first transformation between Oijk and Ox2y2z2 coordinate systems can be calcu­
lated as,
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0 2 = D\Or (4.3)
where
D 1 =
f cos 4> sin 0 0 ^
— sin <p cos <p 0
0 0 1
In the same way, between Ox2y2z2 and Ox1y1Zi as>
where
D 2 =
o 1 = d2o2
1 0  0  ^
0 cos 9 sin 9
0 — sin 6 cos 9
In the same way, between OxiYxZi and Oxyz as,
where
D* =
O = D 3O 1
( cos ip sin ip 0  ^
— sin ip cos i)j 0
V 0 0 1
From 4.3, 4.5 and 4.7 we get,
0 = DOR
where
(4.4)
(4.5)
(4.6)
(4.7)
(4.8)
(4.9)
D = D^D2Di (4.10)
Then by substituting 4.4, 4.6, 4.8 in 4.10 and performing the necessary calculations we 
get,
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' cos j) cos <p — cos 6 sin <j> sin ip cos ip sin <p + cos 9 cos cp sin ip sin ip sin 9 ^
D — — sin ip cos <p — cos 6 sin <p cos ip — sin ip sin (p + cos 9 cos <p cos ip cos ip sin 6
y sin 9 sin (p — sin 9 cos cp cos 0 y(4.11)
Now using equations 4.9 and 4.11 we can write the correlation coefficient between two 
volumes, arbitrarily rotated and translated with respect to each other as,
C{t,s,ky(p,9,ip) -
E E E[Fi(as, y, z) - Fiix, y, z)][F2(A -t,B - s,C - k) - F2(x) y, z)]
_______________x  y  z_____________________________________________________________________________________________________________________________________________________________
Je E E [Fi {x, y, z) - Fjyyyfz E E[F(1 -t,B-s,C-k)- F2(x, y, z)f
V  x  y z x  y z (4.12)
where
A = (cos ip cos (p — cos 9 sin cp sin ip)x + (cos i/j sin (p + cos 9 cos <p sin ip)y + (sin ip sin 0)z
(4.13)
B = (— sin ip cos (p — cos 0 sin <p cos ip)x+ (— sin ip sin (p-fcos 9 cos <p cos ip)y+(cos ip sin 9)z
(4.14)
C = (sin0sin</>)a; + (—sin0cos</))y + (cos 9)z (4-15)
4 .1 .2  T l'i l in e a r  in te rp o la t io n
From the above equations, it is obvious that the coordinates of a rotated pixel are not 
integer values. For instance, pixel (50, 50, 50) in the input image may map to a pixel 
with location (27.3,43.9,51.4) in the rotated version of the template image. Since the 
original image is not continuous and contains only samples at integer positions, the 
intensity at location (27.3,43.9,51.4), is not defined. Hence an interpolation method
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should be used to handle that problem. In our case trilinear interpolation was used 
since it is relatively easy to implement and is expected to give more accurate results, 
compared with the nearest-neighbour method.
As an example, figure 4.3 shows a grid of the eight neighbouring pixels to a non­
integer location. Let pixels Vo, Vi, V2, V3, V4, V5, Vq and V7 have coordinates (0,0,0), 
(1,0,0), (0,1,0), (1,1,0), (0,0,1), (1,0,1), (0,1,1) and (1,1,1) respectively. We define a local 
coordinate system x, ?y, z, then assuming that the grey value between these pixels can 
be computed by the blending of the eight grey values, we apply trilinear interpolation. 
Hence,
V(x, y. z) = ax + (3y + 7 2  + 5xy + exz + Cfyz + rjxyz + 9 (4.16)
Applying the above formula for the eight neighbouring pixels we have:
Vo = 9 (4.17)
Vi = a + 0=>a = Vi-Vo (4.18)
V2 = (3 + 9=> P = V2 -V0 (4.19)
V3 = a + 0 + 6 + 0=>6 = V3 -V2-Vi + Vq (4.20)
V4 = 7  + 9 => 7  = V4 - Vo (4.21)
V5 = a-j-j + e-l-9=>e — V5 — V4 — V1 + V0 (4.22)
Vo = /3-b,y + ( + 9=>( = Vq -  V4 —V2 +Vq (4.23)
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V7 = a + 0 + 'y + 6 + e + S + r) + e=>Ti = V7 -VB-V5 -V3 + Vi + V4 + V2 -Va (4.24)
Therefore for a point K inside the grid cell, a single equation giving its grey value can 
be derived,
Y k  — (TT — bb)+ +  (TT — Vq )y + (Va — Vo )z  +  (TT — V2 — TT +  Vo)xy +  (TT — TT — V\ 
-{-TT )x z  +  (TT — TT — TT +  Vo)yz +  (TT — TT — TT +  TT — TT +  TT +  V\ — V f x y z  +  TT
In the above equation x, y, z are the fractional coordinates of the point in consid­
eration, i.e. x — x — [a;], y — y — [y] and z — z — [z] where [.] means integer part. 
Grey values TT,-., TT are given by Vb(N, [y], [©), Vi([x] + 1, [y], [*]), TT([©, [y] + 1, [*]), 
R3(N + 1, M + l, [*]), TT(M, M, W + l), TT(N + 1, M, [z] + 1), TT(N, M + l, [z] + l) and 
V7([x] + 1, [y] + 1, [z] + 1). For example the grey value of a float point Tt (0.8, 0.5,0.5), 
given the grey values of its eight neighbouring pixels at integer positions (figure 4.3) 
TT(0,0,0) - 2, Vi(1,0,0) = 3, TT(0,1,0) = 4, TT(1,1,0) = 5, TT(0,0,1) = 10, 
TT(1, 0,1) = 20, TT(0, 0,1) = 30 and V7(l, 1,1) = 40 is,
Vk(0-8,0.5, 0.5) = (3 - 1) x 0.8 + (4 - 2) x 0.5 + (10 - 2) x 0.5 + (5 - 4 - 3 + 2) x 0.8 x 
0.5 + (20 - 10 - 3 + 2) x 0.8 x 0.5 + (30 - 10 - 4 + 2) x 0.5 x 0.5 + (40 - 30 - 20 + 10 - 
5 + 4 + 3 - 2) x 0.8 x 0.5 x 0.5 = 15.9
Since only integer values are allowed for grey values, the actual value is obtained by 
rounding 15.9 to the nearest integer, hence Vj< = 16.
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V4(0,0,1) V,(1.0,1)
Figure 4.3: Trilinear interpolation.
4.2 W alsh Transform  A pplied  to  3D D ata
Recalling from Chapter 3, equation 3.5, matrices W~l and (W~1)T were used in order 
to decompose an image into its Walsh coefficients, where for a 3 x 3 2D image patch 
W~l is defined as,
W
0.866 0 -0.866 
0 -0.866 0.866
0.866 0.866 0
\
(4.25)
In order to extend the decomposition in 3D data we will first show that it is possible, 
by choosing the correct set of filters, to express the expansion of coefficients in terms 
of ID convolutions in the x and y directions. The filters for the 3x3 case turn out to 
be the following,
W g  =  [ 0.866 0 0.866 ]
W? =  [ 0 -0.866 0.866 ]
W$ = [ -0.866 0.866 0 ]
Therefore, using the nine possible combinations of these filters it is possible to expand 
an image in its nine Walsh coefficient “images” F, as shown in the the left matrix of 
figure 4.4, each one measuring a different local feature in a 2D image as shown in the 
right matrix on the same figure.
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Figure 4.4: (a) The nine images created by all possible combinations of the Walsh filters 
and (b) the different kind of local feature they measure.
The right subscript index in F symbolises convolution along columns or the x axis, while 
the left subscript index symbolises convolution along rows or the y axis. For example, 
Foi features, which are sensitive to vertical edges, can be calculated by convolving the 
original image along the x axis using the W\ filter and the resulting filtered image 
along the y axis using the Wq filter. At the end, the output created will be equivalent 
to the output created using all the coefficients aoi (see figure 3.3) of the expansion 
of each local 3x3 neighbourhood in terms of Walsh functions. We will now present 
two possible ways of using the Walsh coefficients to represent the local structure of an 
image by a single number, namely framework F and framework A.
In framework T, as in the 2D example, the Walsh coefficients in a 3D space can be used 
to represent a feature of the local structure inside the xy, xz or yz planes, according to 
the directions the convolutions are performed. For example, as shown in figure 4.5, the 
convolution with the Wo filter along the x direction followed by convolution with the 
W\ filter along the y direction represents a horizontal edge in the xy plane. Similarly, 
the convolution with the W\ filter along the y direction followed by convolution with 
the Wo filter along the £ direction represents a horizontal edge in the yz plane. Finally, 
the convolution with the Wo filter along the x direction followed by convolution with
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the VVq filter along the 2 direction represents the DC coefficient in the xz plane.
Consequently, all possible combinations of the Walsh filters can be used to compute the 
coefficients of an image expansion using ID convolutions inside the three xy, yz and xz 
planes, producing 27 such coefficients characterising each pixel in the 3D image. Let 
us denote these coefficients by aoo, aoi, ao2, aio, an, ai2, a2o, <2,21 and &22 in a matrix 
form, using a different superscript which indicates the plane used for calculating the 
convolutions as shown in figure 4.5. Our purpose is to construct out of these coefficients 
a single number which uniquely describes the local structure.
In framework A, the Walsh coefficients are calculated by convolving the original image 
in the three directions using all available combinations of the Walsh filters, thus creating 
3x3x3 Walsh coefficient patches as shown in figure 4.6. At the end of the procedure, 
we have 27 such coefficients aooo, aooi, 0-22 2, characterising the local 3D structure 
of the image. The subscripts in each coefficient a, indicate the Walsh filters used for 
convolution in X, Y and Z directions respectively. Therefore, the cascaded convolution 
of Wo, W\ and W2 filters along the x, y and 2 directions respectively, results in aoi2-
Since coefficients aoo and aooo in framework T and A respectively, represent the local 
average grey value of the image, they have no information concerning the local structure. 
We use them, therefore, as divisors in order to normalise all other coefficients. Thus 
we define:
It is possible to construct a unique number out of these coefficients, if each one is used 
to represent a digit of this number. For example, for framework F, if af, off, c+q, a\\,
aff and off take integer values in the set {0,1}, we may construct a unique number by 
reading them in sequence, like digits, producing the following unique number:
(4.26)
and
&xyz (4.27)
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n xya 00 n xya01 n xya 02
n xya 10 n xya ll n xy°12
n xya 20
xya 21 n xya 22
n yza 00 n yza01 n yza 02
n yza 10 n y za ll n yza 12
n yz20 n y z21 n yza 22
n xz
a 00
n xz
a 01 a 02
n xz
a 10
n xza ll a 12
n xz
a 20
'V Z .
a 21 a 22
Figure 4.5: Top: The 27 coefficients in a matrix form calculated inside the three different 
planes which pass through a point.
Figure 4.6: A 3 x 3 x 3 Walsh coefficient patch.
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<4X x 225+«o2 X 224+«S X 223+ off x 222+tf$ x 221+a^  x 220+a^  x 2W+ ag x 
218+cVqo x 217+a^  x 2le+a^  x 215+ af' x 214+a^  x 213+ag x 212+a"' x 2n + 
<4 \x 210+o>g x 20+ajg x 28+agf x 27+ agf x 26+afg x 25+aff x 24+af| x 23+
afo x 22+a|f x 21+a|I x 2°
Since the coefficients measure the presence of a vertical or a horizontal edge or the 
presence of a corner along the different 3D directions, we can give different importance 
in different features like in the 2D case. Therefore, we will investigate the following 
four orderings of the coefficients, two for each of the two frameworks proposed, namely 
orderings I.F and II.F for framework F and orderings I.A and II.A for framework A. 
Thus,
Ordering I.F
n F y n .y^n .x zn ,xy y z  x z  y z x z x y  y z x z  x y  y z x z x y  y z x z  x y  y z  x z  x y  y z  x za01a01a01a 10Q10a 10 02 02a02a20a20a20 aU allalla12a12a12 a21 a21a21 a22 a22a22
Ordering II.F
nXlJr\yZn’Xzr\'XynVZr\-xz r\XyrvyZrvxzrvXyrvyzn,xz rvXyn,yzr»xzrvXyn,yzn,xz n,xy n,yz nxz nXy n,yz n,xz a 10a 10a 10a 01a 01a 01 a20a20a20a02a02a 02 a ll  <*21 ^ l  a12a12a12a22a22a 22
Ordering I.A
a'noaonaioia'22oa'202ao22 <*01201020120002102010210 a m a i^ a m  
a’2110:2120:221 O122O222O001O010O100O002O020O200 
Ordering II. A
O001O010O100O002O020O200 O011O101O110O012O102O021 O120O210O201 
O'0220 :2 0 2 0 2 2 0 0ni0ii20i2l02ll02l2022l0i220222
Note that various orderings are possible, but the experiments in Chapter 3 showed that 
the ordering we adopt plays very little role in the outcome.
The above pre-processing is performed on two images that are to be registered, thus 
producing new versions of them, where the grey values of the pixels are replaced by the 
structure numbers. Assuming that the two images differ from each other by rotation 
and translation only and that these two new images are denoted by F/ew and Fgew, 
then the correlation coefficient between them is defined as,
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E E EK“(i, V, Z) - V, zWllew(A — t,B — s,C — k) — F$™(x, y, z)\
x  y  z
(4.28)
where Ffiew(x, y, z) and F<2iew(x, y, z) is the average structure value of the pixels in the 
overlapping parts of images F{lew(x, y, z) and F<2 ew{x. y, z) respectively. The A, B and 
C values have been discussed in section §4.1.1 and they are defined by equations 4.13,
4.14 and 4.15 respectively. Moreover, all summations are restricted to the overlapping 
parts of the two images that are being matched, while the values at the non-integer 
positions of the image grid are calculated using the trilinear interpolation rule.
4.3 3D W avelet-based  Im age R egistration
Recalling from section §2.4.1, the 2D wavelet-based registration methodology is based 
on the decomposition of the original images using a low h and a high g pass filter. The 
extension of the wavelet methodology in 3D space involves one more convolution along 
the z axis.
In particular, the low pass and high pass filters are applied first along the x direction 
of the original image, producing two outputs that are filtered along the y direction, 
resulting in four outputs FLL, FLH, FHL and FHH, which are further filtered along 
the z direction. The resulting eight images FLLL, FLLH, FLHL, FLHH, FHLL, FHLH} 
F h h l  a n c j p H H H  (£gure 4 ,7) emphasise different image information in the 3D image 
space. Further stages of the transformation may be applied to the low pass component 
Flll, resulting in new versions of the original image with reduced resolution.
In our evaluation we use the Daubechies 8 tap filter to process the original 3D images 
and two levels of decomposition. From that point as in the 2D case, we combine the 
values of the three images FLLH, FLHL and FHLL, to form a gradient magnitude image, 
Fnew = \J(Fl l h )2 + (FLHL)2 + (FHLL)2. This is because this approach produced the 
best wavelet results in the 2D case. Then we calculate the histogram of the gradient 
image Fnew, and we only keep those points the values of which belong to the top
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Figure 4.7: Wavelet decomposition of a 3D image and the eight resulting component 
images. The transform is always applied to the low pass part of the decomposition, i.e. 
to the Flll component.
20% and 15% of the histogram of that image, for the first and second decomposition 
respectively. The 3D correlation coefficient is the used to extract the transformation 
parameters as we have discussed before. The registration starts from the highest level 
of decomposition, i.e. the coarsest images, in order to deduce a first estimate of the 
transformation parameters between the two images, which are further refined in the 
next level of decomposition.
4.4  E xperim ents
The proposed methods were evaluated with a set of controlled experiments, utilising as 
input images various rigidly deformed versions of a 3D seismic image. The original 3D 
image has dimensions of 451 x 400 x 50 pixels in x xy x z directions respectively, and 
a pixel depth of 16 bits (65536 grey scales) as shown in figure 4.8.
To form our test set, we extracted three different 128 x 128 x 48 patches from this 
image, as shown in the first row of figures 4.9 and 4.10, which were then rotated and
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translated as shown in the next three rows of the same figures. The target of the 
registration procedure was to best match the images of the first row with the rest of 
the images, by recovering the correct transformation parameters and thus identifying 
the best match between the two volumes.
Figure 4.8: The test 3D image used for the evaluation of the method.
4.5 R esu lts
The results of the study are shown in tables 4.1 and 4.2. Like in the 2D case, the 
various possible orderings which assign different importance to the different local image 
characteristics are exploited for both the proposed methods. In these figures only 
orderings IT and I.A are shown for frameworks T and A respectively. The other 
orderings produced similar results.
Only base 2 and 3x3 Walsh filters or 3 x 3 x 3 neighbourhoods were considered in 
the 3D registration. It is important to add here that a higher base like 5 or 10, or 
larger filters or neighbourhood sizes, would require calculations between huge numbers, 
extending the computational overheads without any great impact on the final result as 
we have already seen in the 2D case.
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Figure 4.9: The various deformations of the test 3D images used for the evaluation of 
the method.
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(j) =  5 °,0 =  1O°,0 =  15° X = l , y = —5,Z=—10 X=5,Y=-5,Z=-10
0  =  - 1 0 °  ,0 =  - 5 ° , 0  =  4° 0  =  —1O°,0 =  5 ° ,0  =  10°
Figure 4.10: Further deformations of 3D images used for the evaluation of the method.
Apparently, the interpolation performed as part of the registration procedure, intro­
duces some errors which can distort the peak in the correlation coefficient, specially in 
the 6D parameter space of our case. This can be seen in the results, as in all cases the 
retrieved parameter values are around the correct answer, with an error of ±3 pixels 
in translation and (or) ±3 degrees in rotation (table 4.1). We would like to add here 
that all experiments were performed in reverse, thus registering the original reference 
image to the rotated version of it, eliminating that way the effect of the interpolation 
errors in the correlation coefficient. In this case we managed to retrieve correctly all 
the transformation parameters giving a correlation coefficient 1 in all cases, as shown 
in figure 4.2.
In order to reduce the computational overheads search was performed in two stages, 
while the search space was bound around the known correct answer, i.e. ±10 pixels and 
±10  degrees between the correct answer, for the translation and rotation parameters 
respectively. In the first coarse stage the resolution is limited to 2 pixels for translation
80 Chapter 4. 3D Registration
and 2 degrees for rotation. The parameters maximising the correlation coefficient in 
the coarse stage, were then used as the centre of the next search where the resolution 
was increased to 1 pixel for translation and 1 degree for rotation.
In all cases the recovered transformation parameters were very close to the original 
known values or exactly the original values as shown in figures 4.1 and 4.2, indicating 
that the proposed Walsh methodology can be successfully extended to 3D, by applying 
the appropriate modifications. Like the 2D case the Walsh features calculated in a 3D 
neighbourhood can be used with success to represent local characteristics of an image 
independent of the image modality.
Considering that the grey value has the same meaning in both images, the quality of 
registration can be appreciated by calculating the correlation coefficient between the 
two images before (CB) and after registration (Ca )- Note here that like in the 2D case, 
the correlation coefficient C , quoted in each table, is the correlation coefficient between 
the structure images and not between the grey original images. Thus it should not be 
used as a measure of the quality of the result, since correlation coefficients of different 
ordering schemes refer to the correlation of different structure images.
Having in mind that the wavelet-based registration produced poor results in the 2D 
case we first evaluated the method by registering the original images back to their syn­
thetically transformed versions. This was done in order to eliminate the interpolation 
errors during the matching, thus investigate if it could produce any credible results be­
fore trying the more challenging, reverse experiments. Apparently the poor registration 
results are again evident due to various possible reasons discussed already in Chapter
3. For example, the best wavelet-based result achieved had maximum correlation coef­
ficient 0.35 (fifth case in table 4.2), while in most cases the transformation parameters 
are far from their known optimal values.
The computational overheads of the Walsh-based technique are roughly the same for all 
the cases presented, since we used exhaustive search. Generally, the running time of the 
algorithm is dependent on the search space selected and the size of the two images, thus 
it can vary between 16 hours to even days. In a Pentium III class machine (1GHz) one 
should expect roughly a delay of 1.5 seconds for one correlation coefficient calculation,
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when using an image of dimensions 128 x 128 x 48. Obviously, since the wavelet- 
based technique correlates smaller images the above timing drops to 0.75 seconds for a 
64 x 64 x 24 subimage, while according to the threshold value (20%-15%) chosen during 
the procedure, it can be further reduced to around 0.15 seconds for one correlation 
coefficient calculation.
4.6 C onclusions
We have presented a novel method for automatic 3D rigid monomodal or multimodal 
registration, based on the correlation coefficient. In more detail, the method is based on 
the global optimisation of the correlation coefficient function, where we are correlating 
the coefficients of the local Walsh transform of the images. The proposed algorithm 
takes into consideration the full local structural information of the image and allows 
the user to give different relevant significance, to different local structural features in 
the 3D space. The scheme in its present form works only for images that differ from 
each other by a rotation and a translation. We managed to recover correctly all the 
transformation parameters for the specific test images, hence the use of a larger Walsh 
filter or window size was not considered. However one may use larger filters or pixel 
neighbourhoods if necessary according to the type of image or the application under 
consideration.
Finally the best 2D wavelet methodology discussed in section §2.4.1 was also extend to 
accommodate 3D image sets and was evaluated with the same test images. It turned 
out that as in the 2D case, the wavelet-based methodology could not produce any 
credible results, as the deformation parameters extracted were in most cases far from 
their ground truth values.
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X Y Z 4> e ip C C B C A
Deformation 0 0 0 0 0 -10
Framework F 0 0 1 1 -1 10 0.74 -0.02 0.95
Framework A 0 0 1 1 -1 10 0.75 -0.02 0.95
Deformation 0 0 0 5 0 -8
Framework F 1 0 0 -4 -1 8 0.71 0.00 0.95
Framework A 1 0 0 -4 -1 8 0.72 0.00 0.95
Deformation 3 -5 10 4 0 -1
Framework T -3 5 -11 -3 -1 2 0.68 -0.07 0.94
Framework A -3 5 -11 -3 -1 2 0.69 -0.07 0.94
Deformation 0 0 0 0 -15 0
Framework T 0 0 0 0 15 0 0.78 0.29 0.99
Framework A 0 0 0 0 15 0 0.79 0.29 0.99
Deformation -10 10 10 0 -15 0
Framework T 11 -10 -9 -1 15 -2 0.48 0.28 0.87
Framework A 11 -10 -9 -1 14 -2 0.49 0.28 0.87
Deformation -10 -5 10 0 -5 0
Framework F 11 5 -9 0 5 0 0.82 -0.16 0.98
Framework A 11 5 -9 0 5 0 0.83 -0.16 0.98
Deformation 15 0 -15 15 0 0
Framework T -15 -2 14 -13 -2 2 0.25 0.00 0.72
Framework A -15 -2 14 -14 -2 2 0.28 0.00 0.72
Deformation 15 -5 -10 -10 0 0
Framework T -14 8 10 10 0 0 0.65 0.04 0.92
Framework A -14 8 10 10 0 0 0.69 0.04 0.92
Deformation 1 -5 -10 -10 0 10
Framework F -2 5 9 10 0 -10 0.30 -0.01 0.65
Framework A -2 5 9 9 0 -10 0.32 -0.01 0.65
Deformation 0 0 0 5 10 15
Framework T 0 0 0 -4 -11 -15 0.58 0.00 0.85
Framework A 0 0 0 -4 -11 -15 0.60 0.00 0.85
Deformation 1 -5 -10 -10 -5 4
Framework F -1 5 11 10 5 -3 0.62 -0.01 0.92
Framework A -1 5 11 10 5 -3 0.65 -0.01 0.92
Deformation 5 -5 -10 -10 5 10
Framework F -5 4 9 9 -5 -9 0.48 -0.07 0.90
Framework A -5 4 9 9 -5 -9 0.50 -0.07 0.90
Table 4.1: The results of registering the images of figures 4.9 and 4.10. In all cases 
C is the final value of the correlation coefficient between the structure images. Cb 
and Ca is the grey value correlation coefficient between the two images before and 
after registration. The results indicate the registration of the synthetically transformed 
images back to their original position. Thus, the closer the extracted transformation 
parameters are to the opposite of the ground truth values shown in the deformation 
row, the better the registration.
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X Y z 4> e 4 1 C C b C a
Deformation 0 0 0 0 0 -10
Framework F 0 0 0 0 0 -10 0.72 -0.02 1
Framework A 0 0 0 0 0 -10 0.73 -0.02 1
W avelets 0 0 0 -6 7 -10 0.50 -0.02 0.16
Deformation 0 0 0 5 0 -8
Framework F 0 0 0 5 0 -8 0.71 0.00 1
Framework A 0 0 0 5 0 -8 0.71 0.00 1
Wavelets 0 0 0 8 0 -9 0.53 0.00 0.34
Deformation 3 -5 10 4 0 -1
Framework F 3 -5 10 4 0 -1 0.76 -0.07 1
Framework A 3 -5 10 4 0 -1 0.78 -0.07 1
Wavelets 2 -2 13 5 0 -2 0.42 -0.07 0.15
Deformation 0 0 0 0 -15 0
Framework Y 0 0 0 0 -15 0 0.80 0.29 1
Framework A 0 0 0 0 -15 0 0.82 0.29 1
Wavelets -5 2 6 4 -10 2 0.57 0.29 0.00
Deformation -10 10 10 0 -15 0
Framework T -10 10 10 0 -15 0 0.83 0.28 1
Framework A -10 10 10 0 -15 0 0.83 0.28 1
W avelets -10 6 13 7 -10 -3 0.66 0.28 0.35
Deformation -10 -5 10 0 -5 0
Framework F -10 -5 10 0 -5 0 0.87 -0.16 1
Framework A -10 -5 10 0 -5 0 0.87 -0.16 1
W avelets -7 -3 8 5 -5 2 0.62 -0.16 0.31
Deformation 15 0 -15 15 0 0
Framework F 15 0 -15 15 0 0 0.58 0.00 1
Framework A 15 0 -15 15 0 0 0.70 0.00 1
Wavelets 9 5 -20 15 -8 -7 0.25 0.00 0.01
Deformation 15 -5 -10 -10 0 0
Framework F 15 -5 -10 -10 0 0 0.67 0.04 1
Framework A 15 -5 -10 -10 0 0 0.76 0.04 1
Wavelets 10 -4 -6 -12 5 1 0.19 0.04 0.01
Deformation 1 -5 -10 -10 0 10
Framework F 1 -5 -10 -10 0 10 0.60 -0.01 1
Framework A 1 -5 -10 -10 0 10 0.67 -0.01 1
W avelets 1 -3 -5 -13 3 10 0.37 -0.01 0.17
Deformation 0 0 0 5 10 15
Framework T 0 0 0 5 10 15 0.65 0.00 1
Framework A 0 0 0 5 10 15 0.66 0.00 1
Wavelets -1 0 1 2 7 14 0.54 0.00 0.12
Deformation 1 -5 -10 -10 -5 4
Framework F 1 -5 -10 -10 -5 4 0.72 -0.01 1
Framework A 1 -5
Oi -10 -5 4 0.75 -0.01 1
Wavelets 2 _2 -2 -12 -10 6 0.62 -0.01 0.00
Deformation 5 -5 -10 -10 5 10
Framework F 5 -5 -10 -10 5 10 0.55 -0.07 1
Framework A 5 -5 -10 -10 5 10 0.58 -0.07 1
Wavelets 2 _2 _2 -11 12 3 0.56 -0.07 0.02
Table 4.2: The results of registering the images of figures 4,9 and 4.10. In all cases 
C is the final value of the correlation coefficient between the structure images. CB 
and Ca is the grey value correlation coefficient between the two images before and 
after registration. The results indicate the registration'of the original images back to 
their synthetically transformed versions. Thus, the closer the extracted transformation 
values to the values shown in the deformation row, the better the registration.
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C h a p t e r  5
The Walsh Transform for 
Texture Segmentation
5.1 Introduction
One of the most important low level operations in image processing is texture seg­
mentation. The goal of texture segmentation is to reduce the image information, by 
dividing it into homogeneous regions of pixels sharing a similar property (e.g. colour, 
brightness, texture, etc. [78], [47]) and (or) distinguish objects of interest separating 
them from the background into non-overlapping regions.
Due to its importance, texture segmentation, since it precedes any later high-level image 
processing techniques, has become one of the most intensely studied problems in image 
processing. Numerous methods have appeared in the literature, each one attempting to 
solve the problem from a different mathematical perspective. In various surveys in the 
early eighties [40], [41] and [34], the authors reviewed a number of texture segmentation 
techniques which were grouped mainly into two categories: structural and feature based 
techniques. Later, in a more recent survey by Reed and du Buf [76], a third group was 
introduced, namely, model based techniques.
The feature based set contains a wide range of different methods which have been de­
veloped to exploit characteristics extracted directly from the pixels. In structural based
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methods, the idea is to identify and extract basic texture elements (primitives), which 
should generate the texture pattern according to some placement (grammar) rules. Fi­
nally, in model based methods it is assumed that the texture can be characterised by 
the parameters of a mathematical model, which are then used as features for further 
processing.
A novel technique for texture image classification, and probably the most referenced in 
the literature, is the co-occurrence method developed by Haralick [40]. In this method 
the frequency of the occurrence of grey-level pairs of pixels having a certain relative 
distance is used to construct the co-occurrence matrix. The values in this matrix 
denote certain texture characteristics. Thus a number of features have been proposed 
to extract this texture information. Haralick proposed 14 such features with four of 
them commonly used by other authors, namely the Angular Second Moment, Contrast, 
Correlation, and Entropy [19] [61].
A supervised moment based texture segmentation technique has been proposed by 
Tuceryan [91]. The second order moments are calculated from the grey level images 
in order to produce a feature vector characterising each pixel in the image. Then, 
using a clustering algorithm the feature vectors are segmented into clusters of different 
textures. The method was tested in both synthetic images taken from the Brodatz 
[13] texture album and real world images, producing satisfactory results in both cases. 
However, as this is a supervised algorithm, the number of clusters has to be provided 
in advance; a limitation known as cluster validation problem, a well researched subject 
in the literature [103] [46] [50] [95].
The so-called “blobworld” representation of an image is explored by a method proposed 
by Belongie et al. [10]. The target of this work is to produce a robust object-querying 
image retrieval system, avoiding the limitations and shortcomings of methods based 
only on low-level features, such as colour and texture histograms. In an effort to 
reduce the amount of raw data depicted in an image and concentrate on features of 
interest, a “blobworld” representation of an image is introduced. Colour and texture 
information extracted by second order moments is included in the segments shown on 
the “blobworld” image. This information is important to the querying task, since it
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is used to describe each region in the segmented image. Finally there is a limited 
comparison of the proposed method with a colour histogram matching method, with 
the former giving more robust results in the set of 2000 images used.
The Gabor filter decomposition is a well researched method and it has been extensively 
mentioned in the literature following the recent discoveries indicating that certain cells 
in the visual cortex of some mammals can be approximated by Gabor functions. These 
functions can be viewed as a Gaussian filter multiplied by a complex sinusoid, giv­
ing them the best localisation properties in Fourier type spatial domain and spatial 
frequency domain, since it minimises the uncertainty principle inequality [44] [18].
Grigorescu et al [38], for example, compare three kinds of features extracted by Gabor 
filtering, Gabor energy, complex moments and grading cell operator. The resulted 
feature vectors are then compared using the Fisher criterion statistical measure. This 
criterion evaluates each operator in terms of its suitability to discriminate between two 
different textures by measuring the separability of the clusters of the feature points 
created. Another method, based on Gabor filters, was proposed by Bovic et al [12], In 
this work the authors show how to model an image and extract texture features using 
the amplitude and phase properties of the Gabor decomposition of the image.
Monadjemi et al. [65] have proposed and evaluated Walsh-Hadamard transform features 
combined with chromatic features corresponding to line and saturation in HLS or HSI 
spaces, which were used for colour texture classification. The proposed features were 
compared against Gabor transform and Lab features, while the texture classification was 
performed using neural networks. Unser [93] used various well-known transforms for 
feature extraction, like discrete sine (DST), discrete cosine (DCT), Karhunen-Loeve 
(KLT) and Hadamard matrices and evaluated their discriminating power in texture 
segmentation. In [94], Unser and Eden investigated the effect of various linear and 
nonlinear operators in the clustering performance of a segmentation system. In their 
study the texture properties were extracted using filters associated with the Hadamard 
transform matrices.
The multiresolution properties of wavelets introduced by Mallat [60] were used success­
fully in many image-processing tasks. Consequently, the suitability of the interesting
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properties of the wavelets in the image segmentation task were exploited by many re­
searchers, resulting in new kinds of segmentation techniques. The usual procedure in 
image wavelet analysis is to convolve the image in the x  and y directions with a set 
of filters and then sub-sample it to remove the unnecessary information. This proce­
dure is repeated until the desired level of decomposition is reached, according to the 
needs of each technique. Doing that at each stage, a set of wavelet coefficients is cre­
ated (i.e. a feature set) which is used in order to extract the information needed for 
the image segmentation task. A method proposed by Havlicec and Tay [43] is based 
in this procedure. In their method, the authors are exploiting the Daubechies [25] 
8 tap filters. They convolve and sub-sample the original image in a three stage non 
dyadic decomposition, creating 25 channels. Then by combining these features with 
two more dimensions indicating the spatial position of the regions, and by using the 
nearest neighbour clustering algorithm, they cluster and segment test images composed 
of textures from the Brodatz album. The same wavelet-based approach using dyadic 
decomposition was proposed be Mojsilovic et al [64] for the analysis of myocardial tis­
sue. In that work the wavelet decomposition was first used to decompose and then 
to reconstruct the image in order to create a larger version of it. This is done since, 
according to the authors, the small tissue samples of the myocardium and the poor 
quality of ultrasound images is not adequate for texture analysis. At each stage of 
decomposition and reconstruction, the energies of the resultant channels are calculated 
and combined together to form the feature vectors which are then classified, indicating 
if a particular therapy was successful or not.
A comparative study on texture classification presented recently by Randen and Huso 
[75], evaluated a comprehensive number of different spatial filtering methods. The 
authors conclude that the future research of segmentation techniques should be focused 
in the development of texture measures that are extracted and classified with low- 
computational complexity. The framework proposed by Laws in the beginning of 1980s, 
is one candidate since it uses simple filters and statistics to extract texture features 
which are characterised by their low computational overhead.
In our study we investigate the discriminating power of the Walsh features extracted 
either by convolution of the ID Walsh masks with the original image or by expansion
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of an image in its Walsh coefficients. Thus the Walsh and Laws methodologies are 
compared in terms of their texture discrimination accuracy. In more detail, the same 
texture energy features are used as inputs in a self organising neural network, in order 
to divide the original pixels into classes representing different textured regions.
[94] [65]
5.2 Laws and W alsh T exture M easures
Laws [52] [51] proposed a set of texture energy transforms which were used to extract 
different features from monochrome images. These features were used in order to 
segment or classify the textures in images, thus creating a robust texture analysis 
system. The transforms proposed were simple ID convolutions followed by moving- 
window average statistics (macro-statistics), calculated around a pixel within a window 
(macro-window). The three sets of convolution masks exploited by Laws are shown in 
figure 5.1. The vectors in each set are ordered by sequency1 and are named according 
to some mnemonics which stand for Level, Edge, Spot, Wave, Ripple and Oscillation.
Let us assume that we want to perform the texture energy analysis (i.e. compute 
texture features at each pixel) on image F  with rn rows and n  columns. We should 
first apply a set of convolution masks with integer coefficients, mentioned above, in 
two orthogonal directions. In our case we have used both Laws and Walsh masks of 
sizes 1 x 3, 1 x 5 and 1 x 7 .  Each combination of filters will produce one output, i.e. 
convolution along the x  axis with the L5 mask followed by convolution along the y axis 
with the L5 mask will produce the L5L5 output. The texture energy images produced 
that way, can be denoted according to the original names of the masks used. Therefore 
for the 1 x 5  Laws’ masks, the texture energy images are named as shown in figure 5.2.
All convolution kernels proposed by Laws are zero-mean with the exception of the 
L5L5 kernel. Since this is a low pass mask, its weights must sum to 1, so they have to 
be normalised by dividing the output of each convolution by 16. According to Laws’
1 N u m b e r  o f  zero  crossings.
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L3 =  [ 1 2 1 ]
E3 =  [ -1 0 1 ]
S3 =  [ -1 2 -1 ]
The 1 x 3 vectors.
L5 =  [ 1 4 6 4 ]
E5 =  [ -1 -2 0 2 ]
S5 -  [ -1 0 2 0 - ]
W5 =  I - 1 2 0 -2 ]
R5 =  [ 1 -4 6 -4 ]
The 1 x 5  vectors.
L7 =  [ 1 6 15 20 15 6
E7 =  [ -1 -4 -5 0 5 4
S7 =  [ -1 -2 1 4 1 -2
W7 =  [ -1 0 3 0 -3 0
R7 =  [ 1 -2 -1 4 -1 -2
07 =  [ -1 6 -15 20 -15 6
The 1 x 7  vectors.
Figure 5.1: The three sets of Laws masks used for convolution.
L5L5 E5L5 S5L5 W5L5 R5L5
L5E5 E5E5 S5E5 W5E5 R5E5
L5S5 E5S5 S5S5 W5S5 R5S5
L5W5 E5W5 S5W5 W5W5 R5W5
L5R5 E5R5 S5R5 W5R5 R5R5
Figure 5.2: The 25 possible texture energy images produced by 1 x 5 Laws masks.
suggestions, we can use the L5L5 output image as a normalisation image. Normalising 
any texture energy image pixel-by-pixel with the L5L5 image will normalise that feature 
for contrast. After this is done, the L5L5 image is typically discarded and not used in 
subsequent textural analysis unless a contrast feature is desirable.
Figure 5.3 shows the original Walsh masks used for convolution. Since the Walsh masks
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are the vectors in terms of which local image patches can be expanded, in this form they 
are not appropriate for use as convolution masks. To be used as convolution masks, 
the dc filter should have weights summing up to 1 so that it does not alter a flat signal, 
and the high frequency filters should have weights summing up to 0, also in order to 
give zero response to a flat signal. This is achieved by dividing each dc mask with the 
sum of its weights and by subtracting from each weight of the high frequency mask, 
the average sum of its weights. The resultant masks are shown in figure 5.4.
II1° 1 1 1 ]
j>rj -to ii -1 -1 1 ]
ii -1 1 1 ]
The 1 x 3 vectors.
K =  [ 1 1 1 1 1
W f =  [ "I -1 -1 1 1
w | =  [ "I -1 1 1 -1
w ° = [ 1 1 -1 1 -1
w f =  [ 1 -1 1 1 -1
The 1 x 5 vectors.
IIto? 1 1 1 1 1 1
IIJ—- -1 -1 -1 -1 1 1
IIto? -1 -1 1 1 1 1
H II 1 1 -1 -1 1 1
IIh—*- 1 -1 -1 1 1 -1
IIto 
1 —* -1 1 1 -1 1 -1
II1? -1 1 -1 1 1 -1
1 
1 
-1 
-1 
-1 
-1 
1
The 1 x 7  vectors.
Figure 5.3: The three sets of the original Walsh masks.
Furthermore, instead of convolving the ID Walsh masks with an image, it is possible 
to expand an image in its Walsh coefficients, as we discussed in Chapter 3. Therefore 
depending on the size of the mask used for the expansion, which in our case is 3 x 3,
5 x 5 or 7 x 7 pixels, we end up with 9, 25 or 49 coefficient “images” .
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W 0 =  f t  1 1 1 ]
Wf = fl - 1 - 1 2 ]  
W 2 =  §( - 2 1 1 ]  
The 1 x 3 vectors.
T+o5 =  U  1 1 1 1  1
w i = §[ -2 - 2 - 2  3 3
W$ =  §[ -2 -2 3 3 -2
Wg =  f  [ 2 2 -3 2 -3
W45 =  §[ 2 -3 2 2 -3
The 1 x 5  vectors.
II It 1 1 1 1 1 1 1
W l = II -3 -3 -3 -3 4 4 4
4 ii ?[ -4 -4 3 3 3 3 -4
w l  = ?[ 3 3 -4 -4 3 3 -4
W j = ?[ 4 -3 -3 4 4 -3 -3
II ?[ -3 4 4 -3 4 -3 -3
W l = ?[ -4 3 -4 3 3 -4 3
The 1 x 7  vectors.
Figure 5.4: The three sets of unbiased Walsh masks used for convolution.
After the convolution or the expansion step, the filtered or the expansion images are 
processed further, by calculating statistics within a window around each pixel. The 
statistics were originally computed in a 15 x 15 window, but smaller size windows i.e. 
3 x 3, 5 x 5 and 7 x 7  were also exploited. In this chapter we shall also show the effect 
of using all four sizes of windows in the final segmentation.
Four different macro-window statistics were used to capture different features from the 
filtered images. In his original study, Laws had exploited four filters, starting with 
S D V  which is the square root of the average of squared signal values, A B S A V E  which 
is the average absolute value, P O S A V E  which is the average of positive values and 
finally N E G A V E  which is the average of macro-window values below zero. Originally 
A B S A V E  features were preferred because of their computational simplicity, compared
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with the S D V  features.
In our study we exploit the three statistics A B S A V E , P O S A V E  and N E G A V E , but 
instead of S D V  we have used the computational cheaper average square value (ASV)  
of the pixels inside the window. A S V  measures the total energy, within a window, 
calculated as:
New(x,y) = i  J 2 J 2 0 l d ( x  + i , y + j ) 2 (5.1)
i j
where N  is the odd window size used to calculate the statistic and i and j  take values 
in the range [ — +  1, . . . ,  0, . . . ,  ftp1] •
In cases that directionality of textures is not important, it is also possible to linearly 
combine similar features into one texture energy image. For example, L5E5 is sensitive 
to vertical edges while E5L5 is sensitive to horizontal edges. If we add these two 
texture energy images together, we have a single feature sensitive to edge content. 
Consequently, features that were generated with transposed convolution kernels are 
added together as shown in figure 5.5.
E5L5R =  E5L5 + L5E5
S5L5R =  S5L5 + L5S5
W5L5R =  W5L5 + L5W5
R5L5R =  R5L5 + L5R5
S5E5R =  S5E5 + E5S5
W 5E5R =  W5E5 + E5W5
R5E5R =  R5E5 + E5R5
W 5S5R =  W5S5 + S5W5
R5S5R =  R5S5 + S5R5
R5W 5R =  R5W5 + W5R5
Figure 5.5: Features are added together.
The remaining features are scaled by 2, thus keeping them consistent with respect to 
size:
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E5E5R E5E5x2
S5S5R S5S5x2
W5W5R =  W5W5x2
R5R5R R5R5 x 2
This linear combination results in a set of 14 texture features which are normalised 
for contrast and designed to be rotationally invariant. Therefore we end up with 14 
texture features, representing each pixel in the original image.
The values provided by the energy transforms can be used as features, characterising 
each pixel in an image. Using these values as inputs in a self-organising map neural 
network (SOM) it is possible to divide pixels into natural classes [68] [82].
The neural network used for our study consists of two layers, the competitive layer 
and the input layer. The number of units (neurons) in the competitive layer should be 
chosen according to the number of possible clusters, i.e. the number of different textures 
in the image, since each unit on it represents a possible label of the output segmented 
image. On the other hand, the input layer will have only one unit representing the 
energy value assigned to each pixel (figure 5.6). At the end of the training procedure, 
a cluster will include all pixels belonging to the same textural region. Therefore by 
assigning the same pseudo-colour to all pixels in the same cluster, the output image 
will depict regions (segments) of different colours, representing the different texture 
characteristics of the original image.
In more detail, at the beginning of clustering, each unit in the competitive layer should 
have randomised weight values, thus removing any bias from the neurons. The assigned 
value will be the sum of the average energy image value plus a small random number 
in the range of [-10,10]. Let N (k ) be the weight of a neuron in the competitive layer 
and P E ( i , j ) a pixel characterised by the energy value.
We need to compute the matching value for each unit in the competitive layer. This
5.3 A Self O rganising M ap (SOM )
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Figure 5.6: The structure of the SOM used when the 9 possible Walsh features are 
extracted and the A S V  statistic is used to represent each pixel. The right subscript 
index in F  symbolises convolution along columns (the x axis), while the left subscript 
index symbolises convolution along rows (the y axis). For example, Foi features can 
be calculated by convolving the original image along the x  axis using the W f  filter and 
the resulting filtered image along the y axis using the W j  filter.
value measures the extent to which the weights of each unit match the corresponding 
values of the input pattern (pixel). The matching value for unit N(k)  with input pixel 
having coordinates PE(i, j ) is defined as,
Matching Value — \J[PE(i,j)  — N(k))2 (5.2)
The same procedure is followed for all the neurons in the competitive layer for that 
input pixel and the winner neuron is the one that has the lowest matching value. The 
same procedure is followed again for all the pixels in the texture energy image. When a 
neuron wins a pixel, it labels it with an index number. Pixels won by the same neuron 
will have the same index number. Hence, at the end of that procedure all the pixels will 
have an index number, indicating the cluster to which they belong. Pixels, of the same 
cluster (same index value), are mapped with the same pseudo-colour in the segmented
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image.
When the winning unit is identified, the next step is to update the weight of the winning 
neuron. The update equation is given by equations (5.3) and (5.4) below,
A N{k) = <
and
b x [PE(i,j) — N (k )], for wining unit N (k ) 
0 , otherwise
(5.3)
N„ew{k) =  Nold(k) +  A N(k)  (5.4)
This adjustment results in the winning unit having its weight modified, so it will become 
more like the input pattern. The winner unit then becomes more likely to win the 
competition if the same or a similar input pattern is presented to the network. At 
that point it should be noted that parameter b is the learning rate parameter. The 
initial value of b (denoted 6o) is set by choice, but it should always be less than one 
(bo < 1). Typical choices are in the range of [0.2,0.5], [27]. The value of b should be 
then decreased as training iterations proceed. An acceptable rate of decrease for a is 
given by [27],
6 =  i>o(l - } )  (5-5)
where t is the current training iteration and T  is the total number of training iterations 
to be done. Thus, b begins with a value bo and is decreased until it reaches the value 
of zero, when the updating procedure stops.
5.4 E xperim entation
In a first set of experiments we tried to segment 12 composite images produced by 
various combinations of 16 different texture images available in the VisTex library [3]. 
In particular, we combined the texture images shown in figure 5.7 in various area shapes, 
creating the 12 composite images shown in figure 5.8. The composite texture images 
have dimensions 256 x 256 pixels (except the 128 x 128 pixels image 12) and a pixel 
depth of 8 bits (256 grey values).
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In another set of experiments, we used real-world images from the same library plus one 
seismic section image shown in figure 5.9. The sizes of these images were varying from 
128 x 128 pixels (images 6, 7, 8, 9, 10, 12), 256 x 256 pixels (images 2, 3, 5), 342 x 298 
pixels (image 1), 385 x 362 pixels (image 4) and 426 x 370 pixels (image 11), with all 
having a pixel depth of 8 bits (256 grey values). The seismic image has interesting 
characteristics in the sense that all textured regions can be characterised roughly by a 
similar texture “primitive” , while two of those having different directionality and the 
remaining two different chaotic structure.
5.5 R esu lts
Before we start, we must first introduce a way of measuring numerically the quality 
of segmentation, by comparing the texture segments in the output and reference im­
ages. This is achieved by using manual segmentation to identify the possible texture 
regions that are present in the reference image and label them accordingly. This hand 
segmented image is then assumed to be the reference optimal segmentation one can 
expect. Then, for each label in the output image we find the label in the reference 
image with which it has maximum overlap. For example, assume that the manual 
segmented region and automatically segmented region of the same texture field, are 
classified as the two regions B — A — B  and C — A — C respectively shown in figure 
5.10. The larger sector, sector v4, represents the common set of pixels identified by 
both manual and automatic segmentation as the ones belonging to the same texture 
region. Sector B  represents the set of pixels which while were identified as belonging 
to the particular texture region by manual segmentation, failed to be classified in the 
same texture region by the automatic method. Finally, sector C represents the set of 
pixels which, while they were not identified using manual segmentation as belonging to 
the particular texture region, they were wrongly identified by the automatic method as 
such.
Consequently, by using these three possible sets of pixels, it is possible to define mea­
sures quantifying the quality of segmentation. We define two measures, namely the 
over-detection (OD ) and under-detection (UD) errors as,
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Figure 5.7: The various VisTex database textures used to create the composite texture 
images.
OD = C
A + C
UD =
B
A + B
(5.6)
(5.7)
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Figure 5.8: The composite textured images used for the evaluation of the method.
Due to the considerable amount of results produced, only two segmentation evaluations 
are shown in full in the Appendix one for a composite and one for a real image. The 
first row in each figure includes the original and the hand segmented images used for 
the evaluation of the segmentation results. The following rows show the segmentation 
results of the four different statistics calculated, namely A S V , A B S A V E , P O S A V E  
and N E G A V E , in four different window sizes (columns) of 3 x 3, 5 x 5, 7 x 7 and 
15 x 15 pixels.
The first three figures A.l. A.2 and A.3 show the results of segmenting the combined 
image, when the VF3, VF5 and VF7 filters were convolved with the original image to 
produce the 9, 25 and 49 possible Walsh filtered images, respectively. Figure A.4 shows 
the results of segmentation, when all 83 possible Walsh filtered images were used by
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Figure 5.9: The real world textured images used for the evaluation of the method, 
the classifier to segment the original image.
The next three figures A.5, A .6 and A.7 show the results of segmenting the combined 
image, when the 3 x 3, 5 x 5 and 7 x 7  Walsh masks were used to expand locally the 
original image into the 9, 25 and 49 Walsh coefficient images, respectively. Figure A.8 
shows the results of segmentation, when all 83 possible Walsh filtered images are used 
by the classifier to segment the original image. The results of the Laws convolution 
masks are shown in the next four figures A.9, A. 10 and A. 11, when the 1x3,  1x5,  1x7  
filters were used respectively, while figure A. 12 when all 70 possible filter combinations 
were used to produce features.
Similarly, figures B.l. B.2. B.3 and B.4 show the results of the segmented seismic image 
when the W 3, W 5, W 7 and all 83 combination of the filters were used, while figures B.5,
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Figure 5.10: Example image showing the reference segmented texture (B — A — B  re­
gions) using manual segmentation and a possible output of an automatically segmented 
region (C — A — C regions).
B.6, B.7 and B .8 when the 3x3,  5x5,  7 x 7  and all 83 combination of the Walsh masks 
were used to expand locally the seismic image. The results from Laws convolution 
masks are also shown in the next four figures B.9, B.10, B .ll and B.12 when the 1x3 ,  
1 x 5, 1 x 7 and all 70 possible filter combinations were used, respectively.
Each of the above figures is followed by a table, thus tables A.l, A.2, A.3, A.4, A.5, 
A.6, A.7, A.8, A.9, A.10. A .11 and A.12 show the results for the combined textures 
image and tables B.l. B.2, B.3. B.4, B.5, B.6, B.7, B.8, B.9, B.10. B .ll and B.12 show 
the results for the seismic image, showing analytically the OD and UD errors of all 
detected segments, for all the available texture statistics and window sizes used. The 
average values of these errors are included in the last row of each texture statistic frame, 
for each different window size used.
The best results of the study are summarised in the following two tables 5.1 and 5.2, 
while the ground truth segmentation and the visual interpretation of the best segmen­
tation results are shown in figures 5.11. 5.12 for the composite images and figures 5.13, 
5.14 for the real-world images. The first column in each table indicates the image used 
for the particular experiment, followed by the parameters used to achieve the best re­
sults for each method, while indicating the lower error by a bold number. In table 5.1 
the second and fifth columns show the size of the mask used for the feature extraction.
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the name of the statistic used, columns third and sixth, and the average UD and OD 
errors shown in columns fourth and seventh. The window size used to calculate the 
particular statistic was for all 12 cases 15 x 15. This was not the case in the real world 
images, therefore two more columns were added in the table indicating the window size 
(WS) used to calculate the statistic, thus columns fourth and eighth for the Laws and 
Walsh methodologies respectively.
Starting from the combined texture image results, the local characteristics of the 
Walsh expansion, seems to produce features with better spatial discrimination, re­
ducing marginally or more the error values in 8 out of the 12 cases (table 5.1). From 
all the energy texture measures, A S V  gives the poorest results with the computation­
ally cheaper A B S A V E  and N E G A V E  measures being more robust, resulting the best 
results in 6 cases, 3 for a combination of Walsh features and A B S A V E  statistic (table 
5.1, images 3, 6, 11), 2 for a combination of Walsh features and N E G A V E  statistic 
(table 5.1, images 2, 12) and 1 case for a combination of Laws features and N E G A V E  
statistic table 5.1, image 1). The energy features extracted form the P O S A V E  mea­
sure seem to have the best discriminating power, as they produced the best results in 
5 test cases (table 5.1, images 5, 7, 8, 9 ).
Surprisingly in most cases the use of the 7 x 7  Walsh masks to produce the 49 feature 
images does not seem to increase the discriminating accuracy of the classifier. On the 
contrary it reduces segmentation accuracy by increasing the OD and UD errors. For 
example, tables A.G and A.7 shows the full results of segmentation when the 5 x 5  and 
7 x 7  Walsh mask are used to process the original composite image. In both cases the 
UD and OD errors are slightly increased as the size of the mask is increasing from 5 x 5  
to 7 x 7. This was noticeable in almost all combined test images and can be clearly seen 
in table 5.1, where lower dimensionality features have the best classification accuracy.
Moreover the use of the 1 x 5 or 1 x 7 Walsh vectors did not result to a better segmen­
tation either, with both the OD and UD errors having the same values as shown for 
example in tables A.2 and A.3. Additionally, the combined use of all features, does not 
improve the accuracy of the segmentation to justify the extra computational overheads 
introduced, indicating once again that high dimension feature vectors do not necessar­
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ily have positive impact to the performance and robustness of the classifier, at least in 
the SOM case.
Apparently, we have also observed that not all textures are discriminated equally well, 
especially when using a small convolution window size or increasing the number of 
features. For example, textures with short coherence length, as the ones depicted in 
metal and fabric texture images, are easily separated with smaller window or filter sizes. 
However, as the window size of the energy measure is decreased, a class of pixels in the 
interior of the texture region is misclassified as belonging to a new segmented region, 
especially when the A S V  measure is used (see for example table A .l in Appendix).
In the real-world images again the best performance is achieved when the coefficients 
of the Walsh expansion were used as texture descriptors. Out of the 12 cases, Laws 
features managed to produced the best segmentation results in 2 cases (table 5.2, images 
4, 9). In 4 cases (table 5,2, images 1, 2, 3, 11) the A B S A V E  measure has the best 
accuracy with the lowest error values, compared with the P O S A V E  and computational 
expensive A S V  measure producing the best results in 3 (table 5.2, images 8, 9, 12) and 
2 cases (table 5.2, images 4, 6), respectively. The N E G A V E  statistic produced the best 
classification in 2 cases, when was combined with features extracted by the coefficients 
of the Walsh expansion of an image (table 5.2, images 5 and 10).
Notably, in the seismic image case, the combination of the P O S A V E  energy measure 
with the 7 x 7  Walsh expansion coefficients has the best discrimination power (table 
5.2 image 12), probably being more suitable for the edge content characterising the 
two dominant textured regions and at the same time responding well in the chaotic 
structures of the remaining two regions.
Looking at the resulting output segmented images (figures 5.12 and 5.14 or the full 
results in the Appendix) one can see that the misclassified regions, which are influencing 
both the error measures, consist of pixels positioned between the boundaries of two or 
more textured fields. Therefore, the increase of the window size has as a result the 
introduction of intermediate textures occurring between these boundaries. This set of 
pixels is in most cases misclassified as the one belonging to a different texture region. 
This effect can be reduced by decreasing the window size from 15 x 15 pixels to the next
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smaller size. Unfortunately, this results to a very poor segmentation accuracy in most 
cases, indicating that the discriminating power of the energy features is analogous to 
the size of the data set used. Consequently, by looking at the segmentation results we 
can conclude that greater accuracy is always achieved with the combination of larger 
texture energy windows and the use of the Walsh expansion of an image.
As we mention at the beginning of this Chapter, the Laws framework was chosen 
because it is characterised by low computational overheads and also because the features 
it produces are the closest ones to those produced by Walsh masks or Walsh coefficients. 
Since both methodologies are using simple convolutions to extract the texture features 
they took up the same running time of about .5 ms for a 256 x 256 image, on a Pentium 
III-lGHz PC, for each set of features.
Finally, we would like to add here that no kind of a pre-processing step was used in 
the original texture images before the classification process. Therefore, there was not 
any adjustment in the luminance or contrast of the texture images in order to aid 
the classifier and avoid any different classification of the same texture having variable 
illumination characteristics.
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Laws Walsh
Image Mask Size Statistic Error Mask Size Statistic Error
1 1 x 5 NEGAVE 0.22 5 x 5 NEGAVE 0.24
2 1 x 3 ABSAVE 0.30 3 x 3 NEGAVE 0.22
3 1 x 3 ASV 0.29 5 x 5 ABSAVE 0.28
4 1 x 3 POSAVE 0.23 7 x 7 ABSAVE 0,23
5 1 x 5 POSAVE 0.24 1 x 3 POSAVE 0.23
6 1 x 3 ASV 0.41 5 x 5 ABSAVE 0.35
7 1 x 3 POSAVE 0.35 5 x 5 POSAVE 0.34
8 1 x 3 POSAVE 0.25 5x5 ABSAVE 0.32
9 1 x 3 NEGAVE 0.24 5x5 POSAVE 0.20
10 1 x 3 ASV 0.35 1 x 7 POSAVE 0.36
11 1 x 3 ABSAVE 0.26 5x5 ABSAVE 0.25
12 1 x 3 ABSAVE 0.22 3x3 NEGAVE 0.20
Table 5.1: Composite images results. All statistics were computed using a 15 x 15 
window.
Laws Walsh
Image Mask Size Statistic WS Error Mask Size Statistic WS Error
1 1 X3 ASV 5 x 5 0.34 3 x 3 ABSAVE 15 x 15 0.33
2 1 X3 ASV 7 x 7 0.27 3 x 3 ABSAVE 3 x 3 0.25
3 1 X3 NEGAVE 15 x 15 0.33 3 x 3 ABSAVE 15 x 15 0.28
4 1 X 3 ASV 3 x 3 0.36 7 x 7 ABSAVE 3 x 3 0.41
5 1 X3 ASV 15 x 15 0.28 All Expansion NEGAVE 5 x 5 0.21
6 1 X3 ASV 15 x 15 0.16 3 x 3 ASV 15 x 15 0.11
7 1 X3 ASV 15 x 15 0.05 3 x 3 ASV 15 x 15 0.05
8 1 X3 ASV 3 x 3 0.31 5 x 5 POSAVE 15 x 15 0.27
9 1 X3 POSAVE 15 x 15 0.28 5 x 5 POSAVE 15 x 15 0.33
10 1 X5 ASV 3 x 3 0.43 5 x 5 NEGAVE 15 x 15 0.38
11 1 X3 ABSAVE 15 x 15 0.41 5 x 5 ABSAVE 15 x 15 0.34
12 1 X3 POSAVE 15 x 15 0.35 7 x 7 POSAVE 15 x 15 0.31
Table 5.2: Real images results.
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Figure 5.11: Ground tru th  segmentation for the composite images.
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Figure 5.12: Best segmentation results for the composite images.
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Ground t ru th  segmentation results for the real images.
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Figure 5.14: Best segmentation results for the real images.
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5.6 C onclusions
We presented a method appropriate for segmenting textured images, based on the Walsh 
features of an image. The extracted Walsh features are used, in a similar fashion 
to Laws, to compute various statistical features which in turn are used as texture 
descriptors, comprising some feature vectors. These feature vectors are then used to 
classify each textured region in an image and hence segment the original image.
The results of the study show, that the proposed features have better discriminating 
power than the ones extracted by the Laws filters, resulting in more accurate segmen­
tation both in the synthetic and the real-world test images. In addition, the very fast 
computation of the texture descriptors and generally the overall performance of the 
procedure in the hardware available today, makes it a valuable method which should 
be considered in cases the time overheads should be kept low.
C h a p t e r  6
Conclusions and Future Work
6.1 Sum m ary of results
This thesis addressed two of the existing low-level problems in image processing, namely 
image registration and image segmentation. In this chapter we summarise the contri­
bution of our work in these two fields, presenting additionally some possible future 
research directions with a view to enhancing the robustness of the algorithms or con­
sidering any different paths that our research could advance to.
6 .1 .1  W a ls h  based 2 D  im a g e  re g is tra t io n
In Chapter 3 we proposed and evaluated a technique for determining the rigid body 
transformation relating the coordinate systems of two or more images, based on the 
Walsh features of an image. The proposed method uses the Walsh decomposition 
of an image to extract some local features, which in turn are used as the digits of 
a unique number, describing a pixel. By using these numbers instead of the grey 
values of the image, it is possible to register images of the same or different modality. 
The algorithm is generic, in the sense that it was evaluated using a variety of image 
types starting from RGB colour bands, seismic images to more challenging cases of 
multimodal satellite and MR-CT pairs. In all cases, our method was compared with 
a wavelet registration framework based on the wavelet decomposition of an image,
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discussed in section §2.4.1. Even though we used three different possible wavelet based 
techniques, in combination with three different wavelet filters, the proposed method 
performed better and it managed to extract the correct parameters in all cases giving 
very robust results.
6 .1 .2  W a ls h  based 3 D  im ag e  re g is tra t io n
Our second key contribution presented in Chapter 4, extends our proposed 2D regis­
tration algorithm to cope with 3D image sets. This was done by first showing a way 
to extend the correlation coefficient to handle 3D data sets, by introducing three more 
variables, one for the translation along the 2 axis and two extra rotation angles between 
the xz  and yz  axes. Then we showed that when using convolution with a specific set 
of Walsh filters we could extract the same features like for the 2D expansion, discussed 
in Chapter 3. This observation made it possible to convolve in three directions and 
in this way extract the Walsh features of an image in a 3D space. Thus, two possible 
frameworks were proposed to register images, one using 2D convolutions in the three 
different orthogonal planes of an image and an alternative method using 3D convolu­
tions to extract all possible Walsh coefficients of a 3D image patch. Both frameworks 
were evaluated against a wavelet-based method using various rigidly deformed versions 
of a 3D seismic image, with the Walsh-based methodology recovering the correct known 
transformation parameters in all test cases.
6 .1 .3  W a ls h  based 2 D  im a g e  s e g m e n ta tio n
In Chapter 5 we showed comparative results between different texture extraction algo­
rithms, based on the Walsh and Laws features of an image. Both extracted features 
are used to compute various statistical measures, which are then used as texture de­
scriptors comprising some feature vectors. Finally, utilising the self organising map 
(SOM) neural network it was possible to classify the pixels into classes, indicating the 
different textured regions of an image. The method was evaluated using 24 images, 12 
synthetic produced by a combination of 16 different textures and 12 real-world images. 
After a considerable number of experiments, exploiting the different parameters of the
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frameworks, we concluded that the proposed features had better discriminating power 
than the ones extracted by the Laws filters, resulting in more accurate segmentation in 
most test images.
6.2 Future R esearch D irections
In this section of the final Chapter of the thesis we would like to suggest some possible 
future research directions, exploiting the various elements of the proposed frameworks.
• Both 2D and 3D registration methodologies were limited to rotation and transla­
tion deformations only. A possible extension to accommodate scaling or shearing 
would be desirable. Furthermore, another way to extend the methodology is to 
add a local elastic deformation part, that follows after the global rigid registration 
part, enhancing even further the results and broadening the possible uses of the 
method especially for medical images.
• The implementation of the registration methodology is utilising all the available 
Walsh coefficients, when creating the single number characterising each pixel. It 
would be very interesting to investigate the effect of omitting some of the Walsh 
coefficients in the quality of the registration results. That way we can perform a 
possible further optimisation of the algorithm, by discarding coefficients holding 
less information. Therefore, we could reduce the'computational overheads, in 
the same manner the wavelet’s framework does by utilising only a percentage of 
points (maxima) to register two images.
• Even though we managed to recover correctly the transformation parameters 
in the 3D registration case, we believe that there is still plenty of scope into 
investigating the behaviour of the algorithm in different image structures.
• The classifier developed in Chapter 5, performed well giving good results. How­
ever, we did not test the effect of different classifiers in the final results, neither did 
we try to fine tune the SOM classifier by using different neighbourhood structures 
or a different training procedure. Some more effort should be put in exploiting
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the classifier set-up or even implementing a different one, in order to understand 
and compare the significance of it, in the final segmentation result.
• The focus in both the image registration and image segmentation approaches was 
only in the development and evaluation of a specific core framework based on the 
Walsh analysis of an image. A lot of pre- or post- processing issues still remain to 
be tested. Thus we believe that a further investigation should be undertaken in 
order to understand the effect of these options in the quality of the final results.
• The segmentation framework proposed in Chapter 5 was limited in two dimensions 
only. The extension to three dimensions could be developed and evaluated as well.
A p p e n d i x  A
Combined texture results
115
116 Appendix A. Combined texture results
Original
POSAVE
ABSAVE
NEGAVE
15 x 15
Figure A .l: Segmentation of the combined image, when the 1 x 3  Walsh filters were
convolved with the original image to produce the 9 possible Walsh feature images.
Table A .l: Convolution using Walsh filters of size 1 x 3  (IT3).
O D  error U D  error
A S V
W in d o w  size  
R eference  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .54 0.33 0.01 0 .00 0 .67 0 .67 0.70 0 .55
15 0.53 0 .47 0.41 0 .32 0.39 0.35 0.44 0 .28
30 0 .63 0.61 0.60 0 .59 0 .03 0 .04 0 .05 0 .12
45 0 .45 0 .44 0.44 0 .48 0 .02 0 .05 0 .07 0 .17
A v era g e 0.54 0 .46 0 .37 0 .35 0 .28 0.28 0.31 0 .28
A B S A V E
W in d o w  size  
R eference  L a b e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .28 0 .05 0.01 0.00 0 .68 0 .67 0.64 0 .47
15 0 .29 0 .1 7 0.41 0.36 0 .58 0.55 0.54 0 .28
30 0 .63 0 .60 0.63 0.26 0 .14 0.06 0 .32 0 .18
45 0 .39 0 .42 0.39 0.16 0 .06 0 .07 0.20 0.23
A v era g e 0 .40 0.31 0.36 0 .20 0 .3 7 0.34 0.43 0.29
P O S A V E
W in d o w  size  
R eference  L a b e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .46 0 .10 0.01 0 .00 0.71 0 .68 0 .65 0 .43
15 0 .69 0 .36 0.40 0.30 0.71 0.63 0 .49 0 .29
30 0 .64 0.61 0.64 0.27 0 .12 0 .14 0.26 0 .25
45 0 .43 0.41 0.39 0.20 0 .05 0.09 0 .14 0 .2 4
A v era g e 0 .55 0 .37 0.36 0.19 0 .40 0.39 0.39 0 .30
N E G A V E
W in d o w  size  
R eferen ce  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .20 0 .22 0.06 0.00 0 .72 0.63 0.66 0 .44
15 0 .60 0 .66 0.40 0.45 0 .72 0.71 0.56 0 .25
30 0 .63 0.61 0.63 0.00 0.11 ' 0 .12 0.28 0.25
45 0.44 0.41 0.39 0.21 0 .08 0.09 0.16 0.21
A v era g e 0 .4 7 0 .48 0 .37 0 .17 0.41 0.39 0.42 0 .29
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Figure A.2: Segmentation of the combined image, when the 1 x 5  Walsh filters were
convolved with the original image to produce the 25 possible Walsh feature images.
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Figure A.3: Segmentation of the combined image, when the 1 x 7  Walsh filters were
convolved with the original image to produce the 49 possible Walsh feature images.
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Table A.3: Convolution using Walsh filters of size 1 x 7  (TV7).
O D error U D error
A S V
W in d o w  s ize  
R eferen ce  Label 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0.39 0 .48 0 .00 0.00 0 .4 7 0 .62 0.71 0 .45
15 0.68 0 .65 0 .60 0.34 0 .45 0.45 0 .52 0 .60
30 0.63 0.62 0.61 0.62 0 .05 0 .06 0 .07 0 .15
45 0.47 0 .4 7 0 .48 0.53 0 .04 0 .07 0 .10 0 .23
A v era g e 0 .54 0 .55 0 .42 0.37 0 .25 0.30 0.35 0 .36
A B S A V E
W in d o w  size  
R eference  L abel 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0.51 0.01 0 .00 0.00 0 .65 0.66 0 .46 0 .47
15 0 .65 0 .1 7 0.21 0.40 0 .50 0.53 0.51 0 .34
30 0 .60 0 .59 0 .67 0.59 0 .0 7 0.08 0.38 0 .19
45 0 .44 0 .45 0.39 0 .52 0 .08 0.13 0.19 0 .29
A v e r a g e 0.55 0.31 0 .32 0 .38 0 .33 0.35 0.39 0.32
P O S A V E
W in d o w  size  
R eferen ce  L abel 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .44 0.01 0.00 0.00 0.61 0.73 0.56 0 .4 7
15 0 .66 0 .56 0.20 0 .40 0.53 0.56 0.52 0.33
30 0.61 0 .60 0.65 0 .59 0 .06 0 .07 0.35 0.19
45 0.44 0.46 0.40 0 .52 0 .0 7 0.09 0 .19 0.29
A v era g e 0 .54 0.41 0.31 0 .38 0 .32 0.36 0 .40 0.32
N E G A V E
W in d o w  s ize  
R eferen ce  L a b e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .52 0.00 0 .00 0 .00 0 .68 0.73 0 .48 0.40
15 0 .63 0 .52 0 .24 0 .40 0.51 0.46 0 .50 0 .34
30 0.61 0.60 0.65 0.60 0 .06 0 .0 7 0 .33 0 .19
45 0.45 0.46 0.40 0.52 0 .0 7 0 .10 0.18 0.29
A v e r a g e 0.55 0 .40 0.32 0.38 0.33 0.34 0 .37 0 .30
122 Appendix A. Combined texture results
Original
ASV
ABSAVE
POSAVE
NEGAVE
3 x 3 5 x 5 7 x 7 15 x 15
Figure A.4: Segmentation of the combined image, when all the 1 x 3, 1 x 5 and 1 x 7
Walsh filters convolved with the original image to produce the 83 possible Walsh feature
images.
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Table A.4: Convolution using all Walsh filters.
O D error U D  error
A S V
W in d o w  size  
R eferen ce  L a b e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0.00 0 .58 0 .00 0 .00 0 .65 0 .66 0 .68 0 .44
15 0.52 0 .54 0 .58 0 .34 0 .32 0.21 0 .52 0 .59
30 0 .64 0 .63 0.61 0.61 0 .0 4 0.05 0 .07 0 .15
45 0 .48 0 .48 0.48 0.52 0.03 0 .06 0 .10 0 .22
A v era g e 0.41 0 .56 0.42 0 .37 0 .26 0 .24 0.34 0.35
A B S A V E
W in d o w  size  
R eferen ce  Label 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .50 0.01 0.00 0 .00 0 .64 0 .56 0.50 0 .4 7
15 0 .17 0 .1 7 0.20 0 .38 0.51 0 .60 0 .50 0 .34
30 0.60 0 .59 0.66 0 .59 0 .0 7 0.11 0 .36 0 .18
45 0.44 0.44 0.39 0 .52 0 .08 0.13 0 .18 0 .29
A v era g e 0 .43 0 .30 0.31 0 .37 0 .32 0.35 0.39 0 .32
P O S A V E
W in d o w  size  
R eferen ce  L abel 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .50 0 .00 0.01 0 .00 0 .6 7 0.63 0 .5 7 0 .47
15 0.61 0 .50 0.21 0 .38 0 .50 0.54 0 .49 0 .33
30 0.61 0 .60 0 .65 0.59 0 .05 0 .07 0 .32 0.18
45 0.44 0 .45 0.40 0.52 0 .06 0.09 0 .1 7 0.29
A v era g e 0.54 0.39 0.32 0.37 0 .32 0.33 0.39 0.32
N E G A V E
W in d o w  size  
R eference  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .54 0.01 0.00 0.00 0 .72 0.64 0 .5 7 0 .4 7
15 0.59 0.50 0.22 0.39 0 .50 0.50 0.50 0.34
30 0.61 0 .60 0 .64 0.59 0 .05 0.06 0 .30 0 .18
45 0 .44 0.45 0.41 0 .52 0 .06 0 .09 0 .17 0 .28
A v era g e 0 .55 0 .39 0.32 0 .37 0 .33 0.33 0 .38 0.32
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Figure A.5: Segmentation of the combined image, when the 3 x 3  Walsh mask was used
to expand the original image to the 9 Walsh feature images.
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Table A.5: Expansion using a Walsh mask of size 3 x 3 .
O D error U D error
A S V
W in d o w  size  
R eferen ce  L abel 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .58 0 .55 0.52 0.34 0 .68 0.64 0.64 0 .53
15 0.84 0 .49 0.58 0.53 0 .78 0.74 0.65 0 .5 7
30 0 .65 0 .66 0.73 0 .77 0 .75 0.70 0.73 0 .75
45 0 .38 0 .25 0.25 0 .17 0.51 0 .47 0.35 0.45
A v era g e 0.61 0.49 0 .52 0.45 0 .68 0.64 0.59 0 .58
A B S A V E
W in d o w  size  
R eferen ce  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .4 7 0 .12 0 .00 0.00 0 .65 0.60 0.59 0 .34
15 0 .1 7 0 .18 0.25 0.29 0 .54 0.51 0.39 0.29
30 0 .46 0 .37 0 .38 0 .07 0.39 0.41 0.41 0.26
45 0.30 0 .30 0 .30 0 .20 0 .40 0.29 0.29 0.22
A v era g e 0 .35 0 .24 0.24 0.14 0.50 0.45 0.42 0.28
P O S A V E
W in d o w  size  
R eferen ce  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0.45 0.19 0.33 0 .09 0.63 0.53 0 .50 0 .29
15 0.34 0.23 0 .23 0 .49 0.75 0.64 0.49 0 .24
30 0.45 0 .40 0.53 0 .06 0 .50 0.51 0 .63 0 .6 7
45 0.31 0 .30 0.27 0.21 0 .38 0.44 0 .38 0 .44
A v era g e 0 .39 0 .28 0.34 0.21 0 .5 7 0 .53 0 .50 0.41
N E G A V E
W in d o w  size  
R eferen ce  L a b e l  ^ ^ 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .43 0 .00 0.00 0.00 0 .72 0.69 0.60 0 .37
15 0 .66 0 .38 0.20 0.48 0 .70 0.64 0.39 0 .22
30 0 .66 0 .60 0.61 0.04 0.21 0.13 0 .17 0 .14
45 0.41 0.43 0.43 0 .17 0 .0 7 0.14 0.14 0 .18
A v era g e 0 .54 0 .35 0.31 0 .17 0 .42 0.40 0.33 0 .23
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Figure A.6: Segmentation of the combined image, when the 5 x 5  Walsh mask was used
to expand the original image to the 25 Walsh feature images.
Table A.6: Expansion using a Walsh mask of size 5 x 5 .
O D  error U D error
A S V
W in d o w  size  
R eference  L a b e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .4 7 0 .42 0.20 0.23 0 .6 2 0.59 0 .47 0 .24
15 0 .82 0 .50 0 .57 0.35 0 .76 0.71 0.55 0 .60
30 0.52 0 .52 0.49 0 .58 0 .52 0.60 0.53 0 .63
45 0 .3 2 0.30 0.31 0 .30 0 .25 0 .29 0.32 0 .40
A v e r a g e 0.53 0.43 0.39 0 .36 0 .54 0.55 0 .4 7 0 .47
A B S A V E
W in d o w  size  
R eferen ce  L abel 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .50 0 .06 0.00 0.00 0 .66 0 .67 0.53 0.39
15 0.61 0 .18 0 .27 0.53 0.51 0.54 0 .55 0 .27
30 0.61 0 .60 0.62 0 .04 0 .05 0.06 0 .25 0.55
45 0 .43 0 .44 0.41 0 .14 0 .05 0 .0 7 0 .18 0 .22
A verage 0 .53 0 .32 0.33 0 .18 0 .32 0.33 0.38 0 .36
P O S A V E
W in d o w  size  
R eferen ce  L abel 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .39 0 .42 0 .00 0 .00 0.65 0 .65 0.51 0 .38
15 0 .34 0.41 0.53 0 .35 0.69 0 .56 0.50 0.31
30 0 .64 0.39 0 .42 0 .08 0.15 0 .43 0.45 0 .38
45 0.41 0.31 0.33 0 .26 0 .06 0 .28 0.30 0 .24
A v e r a g e 0.44 0 .38 0.32 0 .17 0 .39 0.48 0 .44 0 .33
N E G A V E
W in d o w  s ize  
R eferen ce  L a b e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .45 0 .09 0.03 0.00 0 .69 0.69 0.63 0.39
15 0 .64 0 .65 0.20 0.35 0 .62 0.61 0.36 0 .32
30 0.61 0 .60 0.62 0 .04 0 .0 4 0 .05 0 .25 0 .17
45 0 .43 0 .44 0.41 0.16 0 .04 0 .07 0 .18 0 .22
A v era g e 0.53 0 .45 0.32 0 .14 0 .35 0.36 0 .36 0 .2 7
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Figure A.7: Segmentation of the combined image, when the 7 x 7  Walsh mask was used
to expand the original image to the 49 Walsh feature images.
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Table A.7: Expansion using a Walsh mask of size 7 x 7 .
O D  error U D  error
A S V
W in d o w  size  
R eference  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .42 0 .24 0 .42 0.36 0.59 0 .64 0.51 0 .52
15 0.58 0.71 0.60 0.40 0.61 0.66 0 .5 7 0.34
30 0.73 0.67 0.70 0 .69 0.76 0 .68 0 .67 0 .62
45 0.28 0 .2 7 0.24 0.20 0.33 0.31 0.31 0 .45
A v era g e 0.50 0 .4 7 0.49 0.41 0 .5 7 0 .5 7 0.51 0 .48
A B S A V E
W in d o w  s ize  
R eferen ce  Label 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .00 0 .00 0.00 0.12 0 .46 0.31 0.25 0 .2 7
15 0 .10 0.13 0 .30 0 .55 0.41 0.54 0.65 0 .57
30 0.60 0 .62 0 .04 0.05 0 .08 0.23 0.26 0.31
45 0 .44 0 .42 0 .22 0.20 0 .10 0 .17 0 .12 0.24
A v era g e 0 .28 0 .29 0 .14 0.23 0 .26 0.31 0.32 0 .35
P O S A V E
W in d o w  size  
R eference  Label 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0.01 0 .05 0.00 0 .00 0.61 0.53 0.33 0 .37
15 0 .24 0 .32 0.21 0 .48 0 .58 0.50 0.49 0.49
30 0.61 0 .60 0.51 0 .29 0.05 0 .07 0 .26 0.22
45 0.45 0 .45 0.26 0 .22 0 .07 0.10 0 .52 0.26
A v era g e 0 .33 0 .35 0.24 0.25 0 .33 0.30 0.40 0 .34
N E G A V E
W in d o w  size  
R eference  L a b e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .00 0.00 0.00 0 .00 0.66 0 .66 0 .46 0.32
15 0 .55 0.51 0 .2 7 0 .57 0.42 0 .44 0 .58 0 .25
30 0.61 0 .60 0.58 0.05 0 .06 0 .0 7 0 .10 0.51
45 0 .45 0 .46 0 .47 0.28 0 .0 7 0.10 0.18 0.21
A v era g e 0.41 0 .39 0.33 0.22 0.30 0.32 0.33 0.32
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Figure A.8: Segmentation of the combined image, when all the 3 x 3, 5 x 5 and 7 x 7
Walsh masks were used to expand the original image to the 83 possible Walsh feature
images.
Original
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Table A.8: Expansion using all Walsh mas ,<s.
O D error U D error
ASA7
W in d o w  s ize  
R eferen ce  L abel 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .47 0.13 0 .2 7 0.30 0 .52 0.39 0.35 0 .37
15 0 .77 0 .20 0 .78 0.40 0 .69 0 .57 0 .57 0.35
30 0 .79 0.51 0.54 0.73 0 .66 0.56 0.59 0.61
45 0.35 0.33 0 .28 0.23 0 .2 7 0.33 0 .37 0 .39
A v era g e 0.59 0 .29 0 .47 0 .42 0 .53 0.46 0 .4 7 0 .43
A B S A V E
W in d o w  size  
R eferen ce  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .00 0 .02 0.00 0 .00 0 .65 0.45 0 .42 0 .37
15 0 .60 0 .1 7 0 .17 0 .38 0 .50 0.51 0.49 0.30
30 0 .60 0 .62 0 .22 0 .10 0.04 0 .24 0.24 0 .19
45 0 .4 4 0 .42 0 .20 0 .19 0 .06 0 .17 0.13 0 .24
A v era g e 0.41 0.31 0.15 0 .17 0.31 0.34 0 .32 0.28
P O S A V E
W in d o w  size  
R eferen ce  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0.31 0 .06 0 .00 0.00 0 .64 0.46 0.38 0.33
15 0.36 0 .25 0 .22 0.40 0 .56 0.49 0.49 0 .28
30 0.61 0 .38 0.40 0.05 0 .05 0.40 0.41 0.21
45 0 .44 0.31 0.31 0.23 0 .05 0.30 0.31 0.24
A v era g e 0 .43 0 .25 0.23 0 .1 7 0 .32 0.41 0.40 0 .2 7
N E G A V E
W in d o w  size  
R eferen ce  L a b e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .35 0 .00 0 .00 0 .00 0 .75 0.64 0.50 0.31
15 0 .46 0.70 0.15 0 .37 0.38 0.66 0.43 0 .32
30 0.61 0 .60 0.61 0 .02 0 .04 0.05 0.20 0.39
45 0.45 0 .45 0 .44 0 .19 0.04 0.08 0 .17 0.21
A v era g e 0 .4 7 0 .44 0.30 0 .15 0.30 0.36 0.32 0.31
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Figure A.9: Segmentation of the combined image, when the 1 x 3  Laws filters were
convolved with the original image to produce the 9 possible Laws feature images.
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Table A.9: Convolution using Laws filters of size 1 x 3 .
O D  error U D error
A S V
W in d o w  size  
R eference  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .48 0 .02 0 .00 0 .00 0 .62 0 .70 0.72 0 .52
15 0 .5 7 0 .40 0.29 0 .30 0.43 0 .15 0.10 0 .29
30 0 .65 0 .62 0.61 0 .59 0 .02 0.03 0.04 0 .13
45 0 .48 0 .44 0.45 0 .48 0.01 0.04 0.06 0 .18
A v era g e 0 .54 0 .37 0.34 0.34 0 .27 0.23 0.23 0 .28
A B S A V E
W in d o w  s ize  
R eference  L abel 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .12 0 .00 0.00 0.00 0 .68 0.76 0.71 0 .3 7
15 0 .35 0 .32 0 .3 7 0 .30 0 .42 0.24 0 .45 0.29
30 0 .62 0 .60 0.59 0 .23 0 .10 0.04 0.06 0 .17
45 0 .41 0 .43 0 .44 0 .15 0 .06 0.06 0 .09 0 .22
A v era g e 0 .3 7 0.34 0.35 0 .1 7 0.31 0.28 0.33 0 .26
P O S A V E
W in d o w  size  
R eferen ce  L abel 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0.11 0.01 0.01 0 .00 0 .70 0 .67 0 .58 0 .42
15 0.56 0.39 0 .2 7 0 .30 0 .45 0.31 0 .14 0 .30
30 0.63 0 .60 0.59 0 .25 0 .07 0.05 0 .14 0 .20
45 0 .44 0.43 0.43 0 .17 0 .04 0 .06 0 .17 0 .23
A v era g e 0.43 0.36 0 .32 0 .18 0.31 0 .27 0 .26 0 .29
N E G A V E
W in d o w  size  
R eferen ce  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .02 0 .05 0.00 0.00 0 .73 0.67 0.58 0 .49
15 0 .48 0 .26 0.21 0 .42 0.53 0 .35 0 .39 0 .33
30 0 .62 0 .60 0.61 0.03 0 .07 0 .05 0 .19 0 .1 7
45 0.43 0 .43 0.42 0.20 0 .05 0 .07 0 .16 0 .20
A v era g e 0.39 0 .34 0.31 0 .16 0.35 0 .28 0 .33 0 .30
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Figure A. 10: Segmentation of the combined image, when the 1 x 5  Laws filters were 
convolved with the original image to produce the 25 possible Laws feature images.
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Table A. 10: Convolution using Laws filters of size 1 x 5 .
O D error U D  error
A S V
W in d o w  s ize  
R eferen ce  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .32 0.60 0.00 0 .00 0 .54 0.69 0.71 0 .5 7
15 0.86 0.50 0 .47 0.37 0 .36 0.22 0 .22 0.30
30 0 .6 7 0.63 0.63 0 .60 0.03 0 .05 0.06 0 .1 4
45 0 .52 0.46 0 .47 0.50 0 .00 0.03 0.04 0.20
A v e r a g e 0 .59 0.55 0.39 0 .37 0.23 0.25 0.26 0 .30
A B S A V E
W in d o w  s ize  
R eferen ce  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .03 0 .00 0.00 0.00 0 .75 0.73 0 .67 0.51
15 0 .4 4 0 .33 0.38 0.39 0.15 0 .20 0.25 0 .2 7
30 0.61 0.60 0.59 0 .57 0 .08 0 .06 0 .07 0 .15
45 0 .43 0.45 0.46 0.52 0 .07 0 .10 0.13 0.31
A v e r a g e 0 .38 0 .34 0.36 0 .37 0 .26 0 .2 7 0 .28 0.31
P O S A V E
" W in d o w  s ize  
R eference  L abel 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .6 7 0 .00 0.00 0.00 0.73 0 .74 0.71 0 .48
15 0 .4 7 0 .33 0.39 0.39 0.18 0.21 0 .2 7 0 .2 7
30 0 .62 0.60 0.59 0 .57 0 .0 7 0 .06 0 .0 7 0 .15
45 0 .4 4 0.45 0.46 0.52 0.05 0 .10 0.12 0.31
A v e r a g e 0 .55 0 .34 0.36 0 .37 0.26 0 .28 0.29 0.31
N E G A V E
W in d o w  size  
R eference  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0.67 0 .00 0 .00 0.00 0.74 0.69 0.70 0 .49
15 0.48 0.33 0.38 0.39 0 .22 0 .20 0.26 0 .28
30 0.62 0.60 0 .59 0.56 0 .0 7 0.06 0 .07 0.15
45 0 .44 0.45 0 .46 0.53 0 .06 0.10 0 .12 0 .32
A v era g e 0.55 0.34 0 .36 0 .37 0 .2 7 0.26 0.29 0.31
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Figure A.11: Segmentation of the combined image, when the 1 x 7  Laws filters were 
convolved with the original image to produce the 36 possible Laws feature images.
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Figure A. 12: Segmentation of the 
Laws filters were convolved with 
feature images.
combined image, when all the 1 x 3, 1 x 5 and 1 x 7  
the original image to produce the 70 possible Laws
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Table A. 12: Convolution using all Laws filters.
O D error U D error
A S V
W in d o w  size  
R eferen ce  L a b e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .42 0 .24 0.42 0.36 0 .59 0 .64 0.51 0 .52
15 0 .58 0.71 0.60 0 .40 0.61 0.66 0 .57 0.34
30 0 .73 0 .6 7 0.70 0 .69 0.76 0 .68 0 .67 0 .62
45 0 .28 0 .2 7 0 .24 0 .20 0.33 0.31 0.31 0 .45
A v era g e 0 .50 0 .4 7 0.49 0.41 0 .5 7 0.57 0.51 0 .48
A B S A V E
W in d o w  size  
R eferen ce  L ab e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .00 0 .00 0 .00 0 .12 0.46 0.31 0.25 0 .2 7
15 0 .10 0 .13 0 .30 0 .55 0.41 0.54 0.65 0 .5 7
30 0 .60 0 .62 0.04 0.05 0 .08 0.23 0.26 0.31
45 0 .4 4 0 .42 0 .22 0 .20 0 .10 0 .1 7 0 .12 0 .24
A v e r a g e 0.28 0 .29 0 .14 0 .23 0 .26 0.31 0.32 0.35
P O S A V E
W in d o w  s ize  
R eference  L abel 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0.01 0 .05 0.00 0 .00 0.61 0 .53 0 .33 0 .3 7
15 0 .24 0 .32 0.21 0 .48 0.58 0 .50 0 .49 0 .49
30 0.61 0 .60 0.51 0 .29 0 .05 0 .07 0 .26 0 .22
45 0 .45 0 .45 0.26 0 .22 0 .0 7 0 .10 0.52 0 .26
A v era g e 0 .33 0.35 0.24 0.25 0.33 0 .30 0.40 0 .34
N E G A V E
W in d o w  size  
R eferen ce  L a b e l 3 x 3 5 x 5 7 x 7 15 x  15 3 x 3 5 x 5 7 x 7 15 x  15
0 0 .00 0.00 0 .00 0.00 0 .66 0.66 0.46 0 .32
15 0.55 0.51 0 .2 7 0 .57 0.42 0.44 0.58 0.25
30 0.61 0.60 0.58 0.05 0 .06 0 .07 0.10 0.51
45 0.45 0.46 0 .47 0.28 0 .0 7 0.10 0 .18 0.21
A v era g e 0.41 0.39 0.33 0 .22 0.30 0.32 0.33 0 .32
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Figure B .l: Segmentation of the seismic image, when the 1 x 3  Walsh filters were
convolved with the original image to produce the 9 possible Walsh feature images.
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Table B.l: Convolution using Walsh filters of size 1x3 (VF3).
OD error UD error
ASV
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.37 0.31 0.47 0.09 0.44 0.33 0.36 0.33
15 0.87 0.85 0.80 0.78 0.47 0.45 0.39 0.35
30 0.78 0.35 0.68 0.55 0.66 0.68 0.64 0.52
45 0.66 0.63 0.69 0.37 0.21 0.20 0.20 0.03
Average 0.67 0.54 0.66 0.45 0.45 0.42 0.40 0.31
ABSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.44 0.37 0.14 0.39 0.42 0.43 0.41 0.33
15 0.84 0.87 0.87 0.63 0.61 0.58 0.54 0.43
30 0.67 0.46 0.41 0.66 0.69 0.65 0.57 0.49
45 0.73 0.74 0.67 0.32 0.46 0.53 0.25 0.07
Average 0.67 0.61 0.52 0.50 0.55 0.55 0.44 0.33
POSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.41 0.38 0.39 0.06 0.59 0.41 0.51 0.41
15 0.91 0.84 0.83 0.79 0.66 0.65 0.58 0.38
30 0.73 0.58 0.61 0.55 0.64 0.66 0.63 0.51
45 0.71 0.62 0.71 0.44 0.42 0.41 0.51 0.12
Average 0.69 0.60 0.64 0.46 0.58 0.53 0.56 0.35
NEGAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.42 0.36 0.40 0.05 0.60 0.44 0.54 0.37
15 0.84 0.79 0.79 0.81 0.64 0.58 0.58 0.43
30 0.74 0.63 0.52 0.58 0.65 0.72 0.64 0.52
45 0.68 0.61 0.68 0.33 0.38 0.36 0.36 0.09
Average 0.67 0.60 0.60 0.44 0.57 0.52 0.53 0.35
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Figure B.2: Segmentation of the seismic image, when the 1 x 5  Walsh filters were
convolved with the original image to produce the 25 possible Walsh feature images.
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Table B.2: Convolution using Walsh filters of size 1x5 (IT5).
OD error UD error
ASV
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.53 0.51 0.51 0.49 0.07 0.05 0.13 0.22
15 0.89 0.87 0.88 0.87 0.25 0.11 0.28 0.25
30 0.82 0.27 0.42 0.44 0.55 0.61 0.59 0.52
45 0.76 0.77 0.76 0.79 0.06 0.07 0.05 0.01
Average 0.75 0.61 0.64 0.65 0.23 0.21 0.26 0.25
ABSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.49 0.49 0.49 0.44 0.24 0.25 0.30 0.26
15 0.80 0.79 0.79 0.87 0.46 0.41 0.38 0.39
30 0.61 0.60 0.61 0.51 0.60 0.59 0.56 0.53
45 0.74 0.72 0.71 0.77 0.21 0.14 0.12 0.08
Average 0.66 0.65 0.65 0.65 0.38 0.35 0.34 0.31
POSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.54 0.50 0.47 0.46 0.41 0.11 0.21 0.29
15 0.86 0.86 0.90 0.88 0.62 0.10 0.46 0.41
30 0.62 0.22 0.53 0.53 0.61 0.63 0.55 0.54
45 0.72 0.77 0.74 0.76 0.28 0.12 0.12 0.06
Average 0.69 0.59 0.66 0.66 0.48 0.24 0.33 0.33
NEGAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.52 0.48 0.48 0.45 0.36 0.12 0.27 0.28
15 0.84 0.88 0.79 0.87 0.61 0.31 0.39 0.38
30 0.80 0.41 0.60 0.52 0.64 0.59 0.56 0.53
45 0.74 0.77 0.72 0.77 0.30 0.20 0.11 0.09
Average 0.73 0.64 0.65 0.65 0.48 0.31 0.34 0.32
146 A p p en d ix  B. Seism ic resu lts
Original
S i v v*6
ABSAVE
POSAVE
NEGAVE
3x3 5x5 7x7 15 x 15
Figure B.3: Segmentation of the seismic image, when the 1 x 7  Walsh filters were
convolved with the original image to produce the 49 possible Walsh feature images.
Table B.3: Convolution using Walsh filters of size 1 x 7  (VF7).
OD error UD error
ASV
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.53 0.51 0.50 0.41 0.07 0.12 0.13 0.16
15 0.87 0.87 0.85 0.81 0.12 0.20 0.10 0.00
30 0.83 0.85 0.38 0.03 0.56 0.66 0.63 0.68
45 0.77 0.77 0.77 0.83 0.06 0.08 0.07 0.18
Average 0.75 0.75 0.63 0.52 0.20 0.26 0.23 0.26
ABSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.58 0.56 0.52 0.33 0.49 0.47 0.46 0.35
15 0.83 0.82 0.80 0.81 0.49 0.41 0.34 0.30
30 0.74 0.71 0.72 0.10 0.70 0.63 0.64 0.63
45 0.66 0.67 0.68 0.75 0.15 0.13 0.15 0.45
Average 0.70 0.69 0.68 0.50 0.46 0.41 0.40 0.43
POSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.39 0.48 0.53 0.33 0.35 0.20 0.50 0.34
15 0.88 0.88 0.78 0.81 0.56 0.37 0.48 0.30
30 0.67 0.18 0.06 0.08 0.66 0.63 0.67 0.64
45 0.60 0.76 0.67 0.76 0.34 0.19 0.16 0.46
Average 0.63 0.58 0.51 0.49 0.48 0.35 0.45 0.43
NEGAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.53 0.39 0.51 0.33 0.32 0.19 0.49 0.35
15 0.89 0.82 0.81 0.81 0.45 0.18 0.35 0.32
30 0.82 0.08 0.17 0.11 0.66 0.73 0.68 0.63
45 0.76 0.52 0.69 0.75 0.25 0.25 0.25 0.46
Average 0.75 0.45 0.55 0.50 0.42 0.34 0.44 0.44
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Figure B.4: Segmentation of the combined image, when all the 1 x 3, 1 x 5 and 1 x 7
Walsh filters were convolved with the original image to produce the 83 possible Walsh
feature images.
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Table B.4: Convolution using all Walsh filters.
OD error UD error
ASV
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.53 0.51 0.50 0.42 0.06 0.09 0.13 0.29
15 0.87 0.87 0.86 0.81 0.10 0.14 0.13 0.14
30 0.83 0.85 0.39 0.57 0.56 0.63 0.61 0.67
45 0.78 0.78 0.77 0.82 0.06 0.07 0.07 0.26
Average 0.75 0.75 0.63 0.65 0.19 0.23 0.24 0.34
ABSAVE
Window size 
Reference Label " ^ 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.50 0.53 0.46 0.31 0.21 0.46 0.47 0.36
15 0.90 0.81 0.80 0.80 0.46 0.38 0.32 0.30
30 0.63 0.73 0.76 0.28 0.72 0.67 0.69 0.60
45 0.74 0.68 0.70 0.68 0.13 0.18 0.31 0.33
Average 0.69 0.69 0.68 0.52 0.38 0.42 0.45 0.40
POSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.42 0.48 0.53 0.31 0.51 0.17 0.50 0.35
15 0.90 0.88 0.76 0.81 0.60 0.33 0.45 0.32
30 0.75 0.57 0.05 0.28 0.64 0.70 0.66 0.60
45 0.69 0.77 0.67 0.69 0.26 0.17 0.15 0.34
Average 0.69 0.67 0.50 0.52 0.50 0.34 0.44 0.40
NEGAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.51 0.38 0.45 0.29 0.43 0.17 0.19 0.35
15 0.88 0.82 0.85 0.80 0.52 0.14 0.24 0.31
30 0.80 0.07 0.16 0.30 0.68 0.72 0.69 0.59
45 0.81 0.50 0.78 0.66 0.52 0.26 0.24 0.30
Average 0.75 0.44 0.56 0.51 0.54 0.32 0.34 0.38
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Figure B.5: Segmentation of the seismic image, when the 3 x 3  Walsh mask was used
to expand the original image to the 9 Walsh feature images.
Table B.5: Expansion using a Walsh mask of size 3 x 3 .
OD error UD error
ASV
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.61 0.60 0.53 0.47 0.70 0.64 0.62 0.38
15 0.88 0.87 0.78 0.78 0.65 0.59 0.49 0.37
30 0.69 0.72 0.67 0.76 0.69 0.68 0.64 0.62
45 0.74 0.81 0.81 0.85 0.58 0.64 0.66 0.48
Average 0.73 0.75 0.70 0.72 0.66 0.64 0.60 0.46
ABSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.44 0.45 0.22 0.14 0.59 0.42 0.40 0.38
15 0.75 0.84 0.83 0.84 0.62 0.63 0.61 0.59
30 0.70 0.28 0.52 0.61 0.71 0.65 0.59 0.63
45 0.60 0.76 0.64 0.40 0.52 0.47 0.48 0.02
Average 0.62 0.58 0.55 0.50 0.61 0.54 0.52 0.41
POSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.60 0.52 0.52 0.22 0.73 0.54 0.62 0.43
15 0.86 0.83 0.80 0.84 0.63 0.65 0.49 0.46
30 0.68 0.77 0.65 0.38 0.72 0.71 0.60 0.60
45 0.70 0.80 0.79 0.71 0.55 0.59 0.62 0.22
Average 0.71 0.73 0.69 0.54 0.66 0.62 0.58 0.43
NEGAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.47 0.33 0.39 0.29 0.69 0.46 0.51 0.35
15 0.83 0.84 0.77 0.83 0.58 0.61 0.51 0.59
30 0.66 0.68 0.60 0.62 0.67 0.70 0.69 0.66
45 0.62 0.56 0.38 0.24 0.35 0.34 0.29 0.15
Average 0.64 0.60 0.53 0.50 0.57 0.53 0.50 0.44
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Figure B.6: Segmentation of the seismic image, when the 5 x 5  Walsh mask was used
to expand the original image to the 25 Walsh feature images.
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Table B.6: Expansion using a Walsh mask of size 5x5.
OD error UD error
ASV
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.59 0.40 0.44 0.11 0.64 0.47 0.51 0.38
15 0.84 0.85 0.84 0.84 0.55 0.61 0.69 0.60
30 0.74 0.51 0.55 0.59 0.70 0.70 0.65 0.61
45 0.71 0.65 0.62 0.61 0.50 0.47 0.54 0.20
Average 0.72 0.60 0.61 0.54 0.60 0.56 0.60 0.45
ABSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.36 0.52 0.16 0.40 0.41 0.40 0.38 0.23
15 0.74 0.76 0.74 0.54 0.52 0.52 0.41 0.36
30 0.18 0.55 0.31 0.70 0.69 0.66 0.61 0.48
45 0.56 0.70 0.41 0.25 0.28 0.23 0.13 0.09
Average 0.46 0.63 0.41 0.47 0.48 0.45 0.38 0.29
POSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.53 0.35 0.41 0.40 0.65 0.44 0.34 0.23
15 0.86 0.83 0.77 0.55 0.65 0.58 0.26 0.37
30 0.69 0.24 0.04 0.70 0.70 0.70 0.58 0.48
45 0.66 0.61 0.77 0.28 0.50 0.47 0.44 0.08
Average 0.68 0.51 0.50 0.48 0.62 0.55 0.40 0.29
NEGAVE
Window size 
Reference Label - ^ 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.65 0.35 0.41 0.16 0.65 0.37 0.33 0.24
15 0.77 0.86 0.77 0.78 0.55 0.54 0.56 0.37
30 0.75 0.25 0.58 0.54 0.68 0.72 0.69 0.51
45 0.64 0.63 0.72 0.23 0.29 0.27 0.31 0.09
Average 0.70 0.52 0.62 0.43 0.54 0.48 0.47 0.30
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Figure B.7: Segmentation of the seismic image, when the 7 x 7  Walsh mask was used
to expand the original image to the 49 Walsh feature images.
Table B.7: Expansion using a Walsh mask of size 7 x 7 .
OD error UD error
ASV
Window size 
Reference Labei 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.50 0.52 0.22 0.42 0.64 0.64 0.53 0.26
15 0.83 0.86 0.86 0.89 0.58 0.62 0.56 0.47
30 0.11 0.07 0.64 0.70 0.68 0.65 0.57 0.47
45 0.74 0.77 0.78 0.32 0.54 0.61 0.53 0.13
Average 0.55 0.56 0.63 0.58 0.61 0.63 0.55 0.33
ABSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.41 0.38 0.25 0.25 0.47 0.51 0.52 0.20
15 0.87 0.87 0.76 0.75 0.45 0.44 0.46 0.00
30 0.09 0.17 0.63 0.34 0.69 0.69 0.62 0.48
45 0.70 0.69 0.48 0.17 0.24 0.16 0.04 0.49
Average 0.52 0.53 0.53 0.38 0.46 0.45 0.41 0.29
POSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.48 0.50 0.49 0.24 0.60 0.55 0.53 0.15
15 0.86 0.81 0.81 0.76 0.63 0.40 0.40 0.00
30 0.67 0.07 0.04 0.29 0.68 0.69 0.64 0.49
45 0.72 0.73 0.76 0.18 0.50 0.40 0.51 0.35
Average 0.68 0.53 0.53 0.37 0.60 0.51 0.52 0.25
NEGAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.60 0.56 0.31 0.25 0.59 0.42 0.39 0.21
15 0.85 0.90 0.80 0.75 0.45 0.53 0.24 0.00
30 0.69 0.80 0.07 0.46 0.58 0.65 0.69 0.52
45 0.68 0.74 0.69 0.14 0.45 0.24 0.19 0.38
Average 0.70 0.75 0.46 0.40 0.52 0.46 0.38 0.28
156 A p p en d ix  B. Seism ic resu lts
Original
ASV
ABSAVE
POSAVE
NEGAVE
3x3 5x5 7x7 15 x 15
Figure B.8: Segmentation of the combined image, when all the 3 x 3, 5 x 5 and 7 x 7
Walsh masks were used to expand the original image to the 83 possible Walsh feature
images.
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Table B.8: Expansion using all Walsh masks.
OD error UD error
ASV
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.52 0.17 0.21 0.15 0.74 0.57 0.42 0.35
15 0.82 0.79 0.85 0.83 0.43 0.40 0.59 0.42
30 0.65 0.58 0.03 0.56 0.64 0.66 0.67 0.44
45 0.70 0.58 0.73 0.32 0.44 0.49 0.51 0.14
Average 0.67 0.53 0.45 0.46 0.56 0.53 0.55 0.34
ABSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.25 0.29 0.45 0.25 0.33 0.36 0.62 0.18
15 0.68 0.78 0.85 0.75 0.50 0.44 0.51 0.00
30 0.05 0.04 0.05 0.32 0.66 0.67 0.67 0.48
45 0.62 0.50 0.62 0.15 0.28 0.21 0.16 0.43
Average 0.40 0.40 0.49 0.37 0.44 0.42 0.49 0.27
POSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.47 0.34 0.52 0.24 0.68 0.38 0.42 0.16
15 0.80 0.80 0.82 0.76 0.65 0.46 0.25 0.00
30 0.64 0.04 0.04 0.29 0.62 0.71 0.55 0.49
45 0.58 0.48 0.54 0.18 0.45 0.35 0.47 0.39
Average 0.62 0.41 0.48 0.37 0.60 0.47 0.42 0.26
NEGAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.63 0.33 0.60 0.30 0.62 0.33 0.55 0.06
15 0.79 0.83 0.88 0.80 0.43 0.35 0.54 0.00
30 0.76 0.14 0.06 0.14 0.68 0.67 0.69 0.50
45 0.68 0.67 0.70 0.13 0.31 0.20 0.21 0.47
Average 0.71 0.49 0.56 0.35 0.51 0.39 0.50 0.26
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Figure B.9: Segmentation of the seismic image, when the 1 x 3  Laws filters were
convolved with the original image to produce the 9 possible Laws feature images.
159
Table B.9: Convolution using Laws filters of size 1x3.
OD error UD error
ASV
Window size 
Reference Label " ^ 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.33 0.56 0.39 0.31 0.18 0.21 0.26 0.22
15 0.86 0.91 0.85 0.86 0.39 0.46 0.35 0.42
30 0.64 0.80 0.73 0.57 0.44 0.54 0.61 0.68
45 0.58 0.73 0.59 0.35 0.02 0.02 0.03 0.04
Average 0.60 0.75 0.64 0.52 0.26 0.31 0.31 0.34
ABSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.56 0.44 0.11 0.18 0.43 0.38 0.37 0.55
15 0.79 0.83 0.88 0.71 0.50 0.48 0.50 0.49
30 0.47 0.69 0.75 0.60 0.67 0.63 0.60 0.54
45 0.68 0.71 0.63 0.32 0.21 0.35 0.04 0.05
Average 0.62 0.67 0.59 0.45 0.45 0.46 0.38 0.41
POSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.41 0.48 0.34 0.14 0.66 0.44 0.45 0.36
15 0.89 0.83 0.82 0.78 0.64 0.48 0.44 0.39
30 0.67 0.43 0.72 0.14 0.65 0.68 0.69 0.59
45 0.66 0.72 0.52 0.33 0.38 0.41 0.33 0.05
Average 0.66 0.62 0.60 0.35 0.58 0.50 0.48 0.35
NEGAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.69 0.52 0.48 0.25 0.64 0.39 0.43 0.46
15 0.89 0.78 0.81 0.84 0.55 0.51 0.55 0.43
30 0.78 0.49 0.55 0.64 0.67 0.68 0.65 0.53
45 0.64 0.68 0.68 0.28 0.19 0.19 0.28 0.06
Average 0.75 0.62 0.63 0.50 0.51 0.45 0.48 0.37
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Figure B.10: Segmentation of the seismic image, when the 1 x 5  Laws filters were
convolved with the original image to produce the 25 possible Laws feature images.
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Table B.10: Convo ution using Laws filters of size 1 x 5 .
OD error UD error
ASV
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.58 0.56 0.54 0.35 0.01 0.04 0.03 0.11
15 0.88 0.87 0.86 0.80 0.03 0.00 0.00 0.00
30 0.76 0.78 0.81 0.61 0.26 0.37 0.47 0.72
45 0.79 0.79 0.79 0.39 0.01 0.01 0.02 0.02
Average 0.75 0.75 0.75 0.54 0.08 0.11 0.13 0.21
ABSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.52 0.47 0.53 0.37 0.15 0.16 0.47 0.06
15 0.90 0.89 0.86 0.82 0.38 0.40 0.45 0.00
30 0.84 0.56 0.73 0.84 0.63 0.69 0.66 0.68
45 0.74 0.75 0.72 0.28 0.07 0.16 0.29 0.10
Average 0.75 0.67 0.71 0.57 0.31 0.35 0.47 0.21
POSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.66 0.60 0.47 0.35 0.46 0.44 0.49 0.07
15 0.90 0.88 0.87 0.81 0.46 0.40 0.48 0.00
30 0.75 0.83 0.73 0.85 0.48 0.68 0.65 0.70
45 0.69 0.69 0.66 0.31 0.02 0.08 0.12 0.07
Average 0.75 0.75 0.68 0.58 0.35 0.40 0.43 0.21
NEGAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.65 0.50 0.53 0.37 0.43 0.16 0.49 0.07
15 0.88 0.89 0.84 0.82 0.33 0.38 0.45 0.00
30 0.77 0.86 0.75 0.84 0.52 0.70 0.68 0.67
45 0.70 0.74 0.70 0.27 0.03 0.10 0.28 0.11
Average 0.75 0.75 0.71 0.57 0.33 0.33 0.47 0.21
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Figure B .ll:  Segmentation of the seismic image, when the 1 x 7  Laws filters were
convolved with the original image to produce the 36 possible Laws feature images.
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Figure B.1‘2: Segmentation of the combined image, when all the 1 x 3, 1 x 5 and 1 x 7
Laws filters were convolved with the original image to produce the 70 possible Laws
feature images.
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Table B.12: Convolution using all Laws filters.
OD error UD error
ASV
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.56 0.53 0.40 0.42 0.09 0.07 0.15 0.20
15 0.86 0.88 0.81 0.87 0.02 0.16 0.04 0.33
30 0.80 0.82 0.63 0.31 0.47 0.52 0.58 0.62
45 0.78 0.78 0.54 0.82 0.05 0.04 0.07 0.16
Average 0.75 0.75 0.59 0.60 0.16 0.20 0.21 0.33
ABSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.61 0.50 0.47 0.35 0.47 0.19 0.35 0.07
15 0.73 0.65 0.72 0.81 0.22 0.40 0.13 0.00
30 0.77 0.09 0.70 0.86 0.59 0.65 0.64 0.72
45 0.67 0.73 0.69 0.37 0.05 0.05 0.11 0.09
Average 0.69 0.49 0.65 0.60 0.33 0.32 0.31 0.22
POSAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.58 0.41 0.54 0.34 0.21 0.50 0.45 0.07
15 0.89 0.73 0.71 0.81 0.26 0.20 0.18 0.00
30 0.78 0.76 0.13 0.22 0.46 0.59 0.62 0.71
45 0.76 0.66 0.68 0.38 0.03 0.03 0.08 0.06
Average 0.75 0.64 0.51 0.44 0.24 0.33 0.33 0.21
NEGAVE
Window size 
Reference Label 3 x 3 5 x 5 7 x 7 15 x 15 3 x 3 5 x 5 7 x 7 15 x 15
0 0.58 0.53 0.56 0.35 0.21 0.09 0.44 0.07
15 0.89 0.85 0.71 0.81 0.31 0.01 0.18 0.00
30 0.78 0.84 0.80 0.86 0.46 0.59 0.67 0.72
45 0.75 0.78 0.68 0.37 0.03 0.03 0.04 0.10
Average 0.75 0.75 0.69 0.60 0.25 0.18 0.33 0.22
Appendix B. Seismic results
Bibliography
[1] http: //nayana. ece. ucsb. edu/registration/.
[2] http: //www. sstl. co.uk/missions/mn_uosat_12_extra_techl .html.
[3] Vistex: an online collection of visual textures. Available from M IT Media Labo­
ratory, 1995.
[4] Yali Amit. A nonlinear variational problem for image matching. SIAM Journal 
on Scientific Computing, 15:207-224, 1994.
[5] Harold S. Stone an Jacqueline Le Moigne and Morgan McGuire. The translation 
sensitivity of wavelet-based registration. IEEE Transactions on Pattern Analysis 
and Machine Intelligence, 21(10):1074-1081, October 1999.
[6] Paul E. Anuta, Spatial registration of multispectral and m ultitem poral digital im­
agery using fast fourier transform techniques. IEEE Transactions on Geoscience 
Electronics, 8(4):353-368, October 1970.
[7] K. S. Aran, T. S. Huang, and S. D. Blostein. Least-squares fitting of two 3d 
point sets. IEEE Transactions on Pattern Analysis and Machine Intelligence, 
9(5):698-701, September 1987.
[8] R. Bajcsy and S. Kovacic. M ultiresolution elastic matching. Computer Vision, 
Graphics and Image Processing, 46:1-21, 1989.
[9] H. Barrow, J. Tenenbaum, R. Bolles, and H. Wolf. Param etric correspondence 
and chamfer matching: Two new techniques for image matching. Proc. Fifth Int’I 
Joint Conf. Artificial Intelligence, pages 659-663, 1970.
167
168 Bibliography
[10] Serge Belongie, Chad Carson, Hayit Greenspan, and Jitendra Malik. Color- and 
texture-based image segmentation using EM and its application to content-based 
image retrieval. Proceedings of International Conference on Computer Vision, 
1998.
[11] G. Borgefors. Hierarchical chamfer matching: a param etric edge matching algo­
rithm. IEEE Transactions on Pattern Analysis and Machine Intelligence, 10:849- 
865, 1988.
[12] A. Bovic, M. Clark, and W. Geisler. Multichannel texture analysis using localized 
spatial filters. IEEE Transactions on Pattern Analysis and Machine Intelligence, 
12(1):55—73, January 1990.
[13] P. Brodatz. Textures: a photografic album for artists and designers. Dover, New 
York, 1966.
[14] C. Broit. Optimal Registration of Deformed Images. PhD thesis, Computer and 
Information Science Dept., University of Pennsylvania, Philadelphia, PA, 1981.
[15] Lisa Gottesfeld Brown. A survey of image registration techniques. ACM Com­
puting Surveys, 24(4):325-376, 1992.
[16] D. J. Burr. A dynamic model for image registration. Computer Graphics and 
Image Processing, 15:102-112, 1981.
[17] Andres Carrillo, Jeffrey L. Duerk, Jonathan S. Lewin, and David L. Wilson. Semi­
autom atic 3-d image registration as applied to interventional MRI liver cancer 
treatm ent. IEEE Transactions on Medical Imaging, 19(3):175~185, March 2000.
[18] David C. Cassidy. Uncertainty : The Life and Science of Werner Heisenberg. W 
H Freeman & Co., August 1993.
[19] C. H. Chen, L. F. Pau, and P. S. P. Wang. The Handbook of Pattern Recognition 
and Computer Vision. World Scientific Publishing Co., 2nd edition, 1998.
[20] C.W. Chen, T.S. Huang, and M. Arrott. Modeling, analysis and visualization of 
left ventricle shape and motion by hierarchical decomposition. IEEE Transactions 
on Pattern Analysis and Machine Intelligence, 16(4), 1994.
Bibliography 169
[21] L. Cheng and J. Robinson. Dealing with speed and robustness issues for video- 
based registration on a wearable computing platform. Proc. Second Int’l Symp. 
Wearable Computers, IEEE CS Press, Los Alamitos, Calif., 24(4):84-91, 1998.
[22] D. Louis Collins, Terry M. Peters, Weiqian Dai, and Alan C. Evans. Model based 
segmentation of individual brain structures from MRI data. SPIE Visualization 
in Biomedical Computing, 1808:10-23, 1992.
[23] Thomas M. Cover and Joy A. Thomas. Elements of Information Theory. John 
Wiley and Sons, 1991.
[24] I. Daubechies. Orthonormal bases of compactly supported wavelets. Communi­
cations on Pure and Applied Mathematics, 41:909-996, 1988.
[25] Ingrid Daubechies. Ten Lectures on Wavelets. SIAM, Philadelphia, Pennsylvania, 
1992.
[26] Malcolm Ii. Davis, K, Flamig, and D. Harms. A physics based coordinate 
transformation for 3d image matching. IEEE Transactions on Medical Imaging, 
16(3):317-328, June 1997.
[27] J Dayhoff. Neural Network Architectures. Van Nostrand Reinhold, New York, 
1990.
[28] J. P. Didon and F. Langevin. Fast 3d registration of MR brain images using the 
projection correlation registration algorithm. Medical and Biological Engineering 
a.nd Computing, January 1998,
[29] Jean Pierre Djamdji, Albert Bijaoui, and Roger Maniere. Geometrical registration 
of images: The multiresolution approach. Photogrammetric Engineer & Remote 
Sensing, 59(5):645-653, May 1993.
[30] Tarek El-Ghazawi, Prachya Chalermwat, and Jacqueline Le Moigne. Wavelet- 
based image registration on parallel computers. SC97 High Performance Net­
working and Computing, 1997.
170 Bibliography
[31] A.J. Fitch, A. Kadyrov, W .J. Christmas, and J. K ittler. Orientation correla­
tion. In 13th British Machine Vision Conference, pages 133-142. BMVA Press, 
September 2002.
[32] Jan Flusser and Tomas Suk. A moment-based approach to registration of images 
with affine geometric distortion. IEEE Transactions on Geoscience and Remote 
Sensing, 32(2):382-387, March 1994.
[33] L. Fonseca and M. Costa. Autom atic registration of satellite images. IEEE 
Computer Society, pages 219-226, 1997.
[34] L. Van Cool, P. Dewaele, and A. Oosterlinck. Texture analysis anno 1983. Com­
puter Vision, Graphics and Image Processing, 29:336-357, 1985.
[35] Ardeshir Goshtasby. Registration of images with geometric distortions. IEEE 
Transactions on Geoscience and Remote Sensing, 26(l):60-64, January 1988.
[36] Ardeshir Goshtasby, George C. Stockman, and Carl V. Page. A region-based 
approach to digital image registration with subpixel accuracy. IEEE Transactions 
on Geoscience and Remote Sensing, 24(3):390-399, May 1986.
[37] Venu Govindu and Chandra Shekhar. Alignment using distributions of local 
geometric properties. IEEE Transactions on Pattern Analysis and Machine In­
telligence, 21 (10): 1031-1043, October 1999.
[38] S.E. Grigorescu, N. Petkov, and P. Kruizinga. Comparison of texture features 
based on gabor filters. IEEE Transactions on Image Processing, 11(10):1160- 
1167, October 2002.
[39] B. Guenter, C. Grimm, D. Wood, H. Malvar, and Frederic Pighin. Making faces. 
SIGGRAPH 98 Conference Proceedings, pages 55-67, 1998.
[40] R. M. Haralick. Statistical and structural approaches to texture. Proceedings of 
the IEEE, 67(5):786-804, May 1979.
[41] R. M. Haralick. Image segmentation survey, in Fundamentals in Computer Vi­
sion. Cambridge University Press, 1983.
Bibliography 171
[42] Henning F. Harmuth. A generalized concept of frequency and some applications. 
IEEE Transactions on Information Theory, 14(3):375-382, May 1968.
[43] Joseph P. Havlicek and Peter C. Tay. Determination of the number of texture 
segments using wavelets, pages 61-70. Electronic Journal of Differential Equa­
tions, Southwest Texas State University, July 2001. 16th Conference on Applied 
Mathematics.
[44] W Heisenberg, ber den anschaulichen inhalt der quantentheoretischen kinematik 
und mechanik. Z. fr Phys., (43):172-198, 1927.
[45] D. L. G. Hill, P. G. Batchelor, M. Holden, and D. J. Hawkes. Medical image 
registration. Physics in Medicine and Biology, 46(3):R1R45, 2001.
[46] A. K. Jain and R. C. Dubes. Algorithms for Clustering Data. Prentice Hall, 1988.
[47] Anil K. Jain. Fundamentals of digital image processing. Prentice Hall Information 
and System Sciences Series, 1989.
[48] Vassili A. Kovalev and Maria Petrou. Non-rigid volume registration of medical 
images. Journal of Computing and Information Technology, 6(3): 181-190, 1998.
[49] S. Kyriacou, C. Davatzikos, S. Zinreich, and R. Bryan. Nonlinear elastic regis­
tration of brain image with tumor pathology using a biomechanical model. IEEE 
Transactions on Medical Imaging, 18(7):580-593, July 1999.
[50] D.A Langan, J.W. Modestino, and J. Zhang. Cluster validation for unsuper­
vised stochastic model-based image segmentation. IEEE Transactions on Image 
Processing, 7(2):180-195, 1998.
[51] K. Laws. Rapid texture identification. SPIE Image Processing for Missile Guid­
ance, 238:376-380, 1980.
[52] K. Laws. Textured Image Segmentation. PhD thesis, January 1980.
[53] Jacqueline Le Moigne, William J. Campbell, and Robert F. Cromp. An auto­
mated parallel image registration technique based on correlation of wavelet fea­
172 Bibliography
tures. IEEE Transactions on Geoscience and Remote Sensing, 40(8): 1849-1864, 
August 2002.
[54] Jacqueline Le Moigne and Ilya Zavorin. Use of wavelets for image registration. 
SPIE/Aerosense2000, Orlando, FL, April 2000.
[55] Hui Li, B.S M anjunath, and Sanjit K. M itra. A contour-based approach to multi­
sensor image registration. IEEE Transactions on Image Processing, 4(3):320-334, 
March 1995.
[56] F. Maes, A. Collignon, D. Vandermeulen, G. Marchal, and P. Suetens. Mul- 
timodality image registration by maximisation of m utual information. IEEE 
Transactions on Medical Imaging, 16(2):187-198, April 1997.
[57] J. Magarey and N. Kingsbury. Motion estimation using complex wavelets. Tech­
nical Report TR-226, Cambridge University Engineering Department, 1995.
[58] J. B. Antoine Maintz. An overview of medical image registration methods. In 
Symposium of the Belgian hospital physicists association (SBPH-BVZF), vol­
ume 12, pages 1-22, 1996/1997. h t tp : / /c i te s e e r .n j .n e c .c o m /2 5 5 2 8 4 .h tm l .
[59] J.B. Antoine Maintz, Erik H.W. Meijering, and Max A. Viergever. General multi­
modal elastic registration based on m utual information. Proceedings SPIE Medical 
Imaging: Image Processing. Bellingham, 1998.
[60] Stephane Mallat. A theory for multiresolution signal decomposition: The wavelet 
representation. IEEE Transactions on Pattern Analysis and Machine Intelligence, 
ll(2):674-693, July 1989.
[61] A. M aterka and M. Strzelecki. Texture analysis methods a review. Technical 
report, Technical University of Lodz, Institu te of Electronics, Brussels, 1998.
[62] C. Maurer and J. Fitzpatrick. A review of medical image registration. Im- 
ageGuided Neurosurgery, R. J. Maciunas, Ed., American Association of Neuro­
logical Surgeons, Park Ridge, IL., pages 17-44, 1993.
Bibliography 173
[63] Morgan McGuire and Harold S. Stone. Techniques for multiresolution image 
registration in the presence of occlusions. IEEE Transactions on Geoscience and 
Remote Sensing, 38(3): 1476-1479, May 2000.
[64] A. Mojsilovic, M. Popovic, A. skovic, and A. Popovic. Wavelet image extension 
for analysis and classification of infarcted myocardial tissue. IEEE Transactions 
on Biomedical Engineering, 44(9):856-866, September 1997.
[65] A. Monadjemi, B. T. Thomas, and M. Mirmehdi. Speed v. accuracy for high res­
olution colour texture classification. In 13th British Machine Vision Conference, 
pages 143-152. BMVA Press, September 2002.
[66] M. Moshfeghi, S. Ranganath, and K. Nawyn. Three-dimensional elastic matching 
of volumes. IEEE Transactions on Image Processing, 3(2): 128-138, March 1994.
[67] J. C. Olivo, J. Deubler, and C. Boulin. Automatic registration of images by a 
wavelet-based multiresolution approach. SPIE Proceedings, 2569:234-244, 1995.
[68] S.H. Ong, N.C. Yeo, K.H. Lee, Y.V. Venkatesh, and D.M. Cao. Segmentation 
of color images using a two-stage self-organizing network. Image and Vision 
Computing, 20(4):279-289, April 2002.
[69] Raffaella Orru, M aria Petrou, and Craig Underwood. Elastic image registration. 
Pattern Recognition for Remote Sensing, Sensing Workshop, PRRS 2000, ISBN 
190172512X, September 2000.
[70] Graeme P. Penney, Jurgen Weese, John A. Little, Paul Desmedt, Derek L. G. 
Hill, and David J. Hawkes. A comparison of similarity measures for use in 2-d-3-d 
medical image registration. IEEE Transactions on Medical Imaging, 17(4) :586- 
595, August 1998.
[71] M aria Petrou and Panagiota Bosdogianni. Image Processing - The Fundamentals. 
John Wiley and Sons Ltd, 1999.
[72] Josien P. W. Pluim, J.B. Antoine Maintz, and Max A. Viergever. Image registra­
tion by maximization of combined m utual information and gradient information. 
IEEE Transactions on Medical Imaging, 19:899-814, August 2000.
174 Bibliography
[73] J.P.W . Pluim, J.B.A. Maintz, and M.A. Viergever. M utual-information-based 
registration of medical images: a survey. IEEE Transactions on Medical Imaging, 
22(8):986-1004, August 2003.
[74] H. Rademacher. Einige satze iiber reihen von allgemeinen orthogonal funktionen. 
Math. Annalen, (87):112—138, 1922.
[75] Trygve Randen and John Hakon Husoy. Filtering for texture classification: A 
comparative study. IEEE Transactions on Pattern Analysis and Machine Intel­
ligence, 21(4):291~310, April 1999.
[76] T.R. Reed and J.M. Hans du Buf. A review of recent texture segmentation and 
feature extraction techniques. Computer Vision, Graphics and Image Processing: 
Image Understanding, 57(372), May 1993.
[77] Peter Rogelj and Stanislav Kovacic. Point similarity measure based on mutual 
information. In In Proceedings of the 2nd Workshop on Biomedical Image Regis­
tration - WBIR \03, Philadelphia, USA, June 2003.
[78] Johm C. Russ. The image processing handbook. CRC Press, IEEE Press, third 
edition, 1998.
[79] P. H. Schoneman. A generalized solution of the orthogonal Procrustes problem. 
Psychometrika, 31(1):2—10, March 1966.
[80] Gregory C. Sharp, Sang W. Lee, and David K. Wehe. ICP registration using 
invariant features. IEEE Transactions on Pattern Analysis and Machine Intelli­
gence, 24(1):90-102, January 2002.
[81] Raj Shekhar and Vladimir Zagrodsky. M utual information-based rigid and non- 
rigid registration of ultrasound volumes. IEEE Transactions on Medical Imaging, 
21(l):9-22, January 2002.
[82] Olli Silven, M atti Niskanen, and Hannu Kauppinen. Wood inspection with non­
supervised clustering. Machine Vision and Applications, (13):275285, 2003.
[83] E. Simoncelli, W. Freeman, E. Adelson, and D. Heeger. Shiftable multiscale 
transforms. IEEE Transactions on Information Theory, 38(2), 1992.
Bibliography 175
[84] Gilbert W. Stewart. On the early history of the singular value decomposition (for 
gene golub on his fifteenth birthday). SIAM Review, 35:551-566, March 1992.
[85] G. Stockman, S. Kopstein, and S. Benett. Matching images to models for registra­
tion and object detection via clustering. IEEE Transactions on Pattern Analysis 
and Machine Intelligence, 4(3):229-241, 1982.
[86] Harold S. Stone, Michael T. Orchard, Ee-Chien Chang, and Stephen A. Mar- 
tucci. A fast direct Fourier-based algorithm for subpixel registration of images. 
IEEE Transactions on Geoscience and Remote Sensing, 39(10):2235-2243, Octo­
ber 2001.
[87] C. Studholme, D. Hill, and D. Hawkes. An overlap invariant entropy measure of 
3d medical image alignment. Pattern Recognition, 32(1):71—86, December 1998.
[88] Paul Thompson and Arthur W. Toga. A surface-based technique for warping 
three-dimensional images of the brain. IEEE Transactions on Medical Imaging, 
15(5):402-417, August 1996.
[89] Jezching Ton and Anil K. Jain. Registering landsat images by point matching. 
IEEE Transactions on Geoscience and Remote Sensing, 27(5):642-651, Septem­
ber 1989.
[90] Jeffrey Tsao. Interpolation artifacts in multimodality image registration based 
on maximization of m utual information. IEEE Transactions on Medical Imaging, 
22(7):854-864, July 2003.
[91] Mihram Tuceryan. Moment based texture segmentation. Pattern Recognition 
Letters, 15:659-668, July 1994.
[92] Radka Turcajova and Jaroslav Kautsky. A hierarchical multiresolution technique 
for image registration. SPIE Proceedings, Wavelet Applications in Signal and 
Image Processing I V , 2825:686-696, 1996.
[93] M. Unser. Local linear transforms for texture measurements. Signal Processing, 
ll( l) :6 1 -7 9 , July 1986.
176 Bibliography
[94] Michael Unser and Murray Eden. Nonlinear operators for improving texture 
segmentation based on features extracted by spatial filtering. IEEE Transactions 
on Systems, Man, and Cybernetics, 20(4):804-815, July 1990.
[95] Julia Vesanto and Esa Alhoniemi. Clustering of the self-organizing map. IEEE 
Transactions on Neural Networks, ll(3):586-600, May 2000.
[96] P. Viola and III W.M. Wells. Alignment by maximization of m utual informa­
tion. In IEEE International Conference on Computer Vision, pages 16-23, Mas­
sachusetts Institu te of Technology, Cambridge, Massachusetts, USA, June 1995. 
IEEE Computer Society.
[97] P. A. Viola. Alignment by maximization of mutual information. PhD thesis, 
Massachusetts Institu te of Technology, Boston, MA, USA, 1995.
[98] J. L. Walsh. A closed set of normal orthogonal functions. American Journal of 
Mathematics, 45(1):5~24, January 1923.
[99] Wen-Hao Wang and Yung-Chang Chen. Image registration by control points pair­
ing using the invariant properties of line segments. Pattern Recognition Letters,
(18):269—281, 1997.
[100] W. Wells, P. Viola, H. Atsumi, S. Nakajima, and R. Kikinis. Multi-modal volume 
registration by maximization of m utual information. Medical Image Analysis, 
1(1):35-51, 1996.
[101] Jay West, J. Michael Fitzpatrick, M atthew Y. Wang, Benoit M. Dawant, 
Calvin R. Maurer, Ji. Robert M. Kessler, Robert J. Maciunas, Christian Barillot, 
Dicker Lemoine, Andre Collignon, Freclerilc Maes, Paul Suetens, Dirk Vander- 
meulen, Petra J. van den Elsen, Sandy Napel, Thilaka S. Sumanaweera, Beth 
Harkness, Paul F. Hemler, Derek L. G. Hill, David J. Hawkes, Colin Studholme, 
J. B. Antoine Maintz, Max E. Viergever, Gregoire M alandain, Xavier Pennec, 
Marilyn E. Noz, Gerald Q. Maguire, Jr. Miccael Pollack, Charles A. Pelizzari, 
Richard A. Robb, Dennis Hanson, and Roger P. Woodb. Comparison and evalu­
ation of retrospective intermodality brain image registration techniques. Journal 
of Computer Assisted Tomography, 21(4):554-556, 1997.
Bibliography 177
[102] F. Zana and J. C. Klein. A multimodal registration algorithm of eye fundus 
images using vessels detection and Hough transform. IEEE Transactions on 
Medical Imaging, 18:417-428, May 1999.
[103] J. Zhang and J.W. Modestino. A model-fitting approach to cluster validation with 
application to stochastic model-based image segmentation. IEEE Transactions 
on Pattern Analysis and Machine Intelligence, 12(10): 1009-1017, 1990.
[104] Zuxun Zhang, Jianqing Zhang, Mingsheng Liao, and Li Zhang. Automatic regis­
tration of multi-source imagery based on global image matching. Photogrammetric 
Engineering & Remote Sensing, 66(5):625-629, May 2000.





