Abstract--For an arbitrary n x n matrix A and an n × 1 column vector b, we present a systolic algorithm to solve the dense linear equations Ax = b. An important consideration is that the pivot row can be changed during the execution of our systolic algorithm. The computational model consists of n linear systolic arrays. For 1 < i < n, the ith linear array is responsible to eliminate the ith unknown variable xi of x. This algorithm requires 4n time steps to solve the linear system. The elapsed time unit within a time step is independent of the problem size n. Since the structure of a PE is simple and the same type PE executes the identical instructions, it is very suitable for VLSI implementation. The design process and correctness proof axe considered in detail. Moreover, this algorithm can detect whether A is singular or not.
INTRODUCTION
Parallel computers have been used to solve many problems in the fields of sciences and engineering. Systolic array is one of parallel computers. An algorithm which can be executed on a systolic array is called a systolic algorithm. The systolic array has been widely used to solve various problems because of its regular structure, simple interconnection, and feasibility for VLSI implementation [1] [2] [3] [4] [5] . Some useful discussions of systolic arrays and systolic algorithms can be referred to the papers in [6] [7] [8] .
Given an arbitrary n × n matrix A = (aij) and an n × 1 column vector b = (b~), the solution of the linear system Ax = b is one of major problems in computational and applied mathematics.
For solving Ax = b, under the elementary row operation on A, a sequential algorithm is always required to find an i th pivot row such that this row possesses the largest absolute value among the i th column of A. This partial pivoting method is not easy to be accomplished within a parallel algorithm. Thus, many parallel algorithms to solve Ax = b require some assumptions, such as A is nonsingular that the diagonal entries of A are nonzero, and that the problem relating to pivoting is not considered [9] [10] [11] [12] [13] [14] [15] .
When A is a nonsingular matrix, the LU decomposition is a very useful method to solve Ax = b. This method obtains a triangular matrix from A followed by the back substitution. and Ux = y. However, it is possible that there exist many nonsingular matrices in which the LU decomposition is not easy to do. For example, a zero will appear in the diagonal of A when the LU decomposition is in progress. In this article, without any assumption on the given matrix A, we present a systolic algorithm to obtain the solution of Ax = b. Under our method, an existing pivot row can be replaced by a new pivot row during the execution of the elementary row operation on A. If A is a singular matrix, then we can find a row or a column such that it has all zero entries.
The computational model used to solve Ax = b is a two-dimensional systolic array which consists of n linear systolic arrays. Each linear array is designed by the same consideration. Thus, these n linear arrays have similar structure and execute identical instructions. Every linear array has n equations as input data and also has n equations as output data. For 1 < i < n, the ith linear array is responsible to eliminate the i th unknown variable xi of x. This ith linear array deletes (n -1) coefficients of xi and remains the value of 1 as the coefficient of xi in the last equation. But this coefficient 1 of xi is not involved into the work of the following (n -i) linear systolic arrays which are used to eliminate the unknown variables xk for i + 1 < k < n, respectively. Hence, when we perform the instructions on the ith linear array, the unknown variables xl for 1 < l < i -1 are all ignored. This design consideration implies that the back substitution which is followed the LU decomposition is unnecessary in our systolic algorithm.
AN OVERVIEW OF SYSTOLIC ARRAY
A systolic array consists of many simple structure PEs (processing elements) such that the same type PE executes the same instructions. Each PE only can communicate data with its neighboring PEs. Suppose that PE1 and PE2 are two PEs in a systolic array. If it is necessary to transfer data from PE1 to PE2, then there exists a communication link, say ~-link, joining PE1 to PE2. The data sending out by PE1 on ~-link is denoted as ~out of PE1. The data receiving by PE2 from ~-link is denoted as ~in of PE2. This ~-link is also considered as an output link of PE1 and an input link of PE2.
In a systolic array, a time step is considered as an enough large elapsed time unit such that all PEs can perform the following three tasks.
(c~) The PE reads data from its input links. (~) The PE executes the designed algorithm exactly once loop. (V) The PE sends out data to its output links.
In our algorithm, the elapsed time unit within a time step is independent of the problem size n.
If a ~-link from PE1 to PE2 has a delay symbol ~D, then the ~out sending out by PE1 at a time step t will be the ~in of PE2 at the time step t + $. In our systolic array, each link has only one delay, that is, ~ --1. Thus, we omit the delay symbol in our systolic array. The condition of ~ 0 means that the behavior of data broadcasting is not allowed within our systolic array.
THE DESIGN CONSIDERATION OF A LINEAR SYSTOLIC ARRAY
For a fixed integer i such that 1 <: i <: n, we design the ith linear systolic array to eliminate the ith unknown variable xi of x. The ith linear array consists of (n -i + 2) PEs and three communication links with names a-link, d-link, and c-link. See Figure 1 . These PEs are indexed as PE(i,j) for i < j _< n + 1. The d-link and c-link are used to send data from PE(i,j) to PE(i,j + 1). The input a-link of PE(i,j) is used to receive data from the (i -1) th linear array. The output a-link of PE(i,j) is used to send data to the (i ÷ 1) th linear array.
We classify our PEs into two types. The PE(i, i) is in the type I and the remaining PEs are in the type II. The structures of PEs are depicted in Figure 2 . Each PE contains a register R. The type I PE has a more register P. The PE(i, i) is responsible to find a pivot row. When a pivot row had found, the type II PEs update the entries of another rows. From the above discussion, we obtan n linear systolic arrays. These n linear arrays are connected to form a two-dimensional array as shown in Figure 3 , where the k th column of A will be arranged to meet PE(1, k) for 1 < k < n and the column b will be arranged to meet PE(1, n ÷ 1). We use the symbols "*" and ..... to mean a waiting and a stopping signal, respectively.
Let Note that the matrix [A (i), b (i)] is an n × (n -i -}-1) matrix since PE(i, i) has no output a-link. The absence of output a-link in PE(i, i) causes the ith unknown variable xi to be deleted. The solution of Ax = b will appear on the aout of PE(n, n + 1) which is on the n th linear array.
In our systolic array, the d-link is only used to carry the ain of PE(i, i) to PE(i, j), for all j > i. The major work of the c-link is to indicate whether a new pivot row is found or not. At the initial state, we assign (n-i + 1) to the register P of PE(i, i). When the first pivot row is found, we reset P as 1 -P. This value of 1 -P indicates how many remaining rows will be tested as a pivot row. The register R of PE(i, j) contains an entry of the current pivot row. At the initial state, we set the symbol "*" into the register R of all PE(i,j).
THE INSTRUCTIONS OF PES
For 1 < i < n and i < j _< n + 1, we will present the major instructions of PE(i,j). All PEs perform their instructions until the signal ..... appears on their input a-links. First, we consider the work of type I PE.
(1) The main purpose of PE(i, i) is to find the first pivot row by detecting its first nonzero value of ain. Once PE(i, i) has found its first pivot row, PE(i, i) performs the following three tasks.
((~) PE(i,i) sets its P = 1 -P. (~) PE(i,i) assigns lain], the absolute value of ain, into its R. (V) PE(i,i) sends ain to its d-link. (2)
If PE(i, i) has its P > 0 and ain ----0, then PE(i,i) is still on the state of finding the first pivot row. That is, the first pivot row is not appeared until now. In this case, PE(i, i) decreases one from P and PE(i, i) continues its search of the first pivot row. At any time step, once PE(i,i) has its ain ~ 0, PE(i,i) sets its Cout ----1 in order to detect whether there exists a zero row in the matrix A (i-1). The existence of a zero row in A (i-l) causes the singularity of A. (3) If there exists no pivot row, we obtain P = 0 and R --* in PE(i, i). That is, the first column of A (i-1) will be appeared as a zero column. In this case, PE(i, i) announces that A is a singular matrix by sending the message of its Cout = 3. (4) After PE(i, i) had found a pivot row and PE(i, i) has its P < 0, if PE(i, i) has ain ~ 0 again, then PE(i, i) tries to replace the existing pivot row. When lainl > R, the action of exchanging two pivot rows will be performed. This exchanged message is transferred by a value of 2 on the c-link. Now we consider the major work of the type II PE. These PEs will be used to modify the entries of [A (i-1), b (~-1)] into the entries of the matrix [A (i), b(i)]. (5) PE(i,j) always sends its din to dour. (6) If PE(i, j) knows that PE(i, i) had found its first pivot row, then PE(i, j) assigns the value of ain/din to its R. At this same time step, PE(i, j) sends out the symbol "*" to its aout. (7) If PE(i, j) has its Cin = 0 and R ¢ *, then PE(i, j) modifies the value of its ain into the value of its aout. (8) When PE(i,j) has its cin = 1, PE(i,j) detects whether its ain = 0. If ain -~ 0, then PE(i,j) passes its cin to Cout-Otherwise, if ain ¢ 0, PE(i,j) sets its Cout = 0. This work detects whether there exists a zero row in A (i-1). When PE(i, n) has its Cout = 1, we know that A is a singular matrix because of a zero row in the matrix A (i-1). (9) If PE(i,j) has its Cin --2, then the action of exchanging two pivot rows is performed. The PE(i, j) retrieves the content of R to be modified into its aout and PE(i, j) stores the new pivot entry ain/din into its register R. (10) When PE(i,j) has ain = , PE(i,j) sends the content of its R to its aout and PE(i,j) resets R as a special symbol "&" in order to send the signal " ^ " to its aout at the next time step.
THE SYSTOLIC ALGORITHM
First of all, we define nine procedures. The first five procedures are used in the type I PE. The last four procedures are used for the type II PE.
procedure testing-first-pivot if P--1 then sending-singular-matrix else searching-first-pivot. procedure sending-singular-matrix -Cout --3; R = ^ . procedure searching-first-pivot =_ P = P -1; Cout --1.
procedure finding-first-pivot --P = 1 -P; R = laini; Cout = 0. procedure trying-new-pivot =-P = P+I;
if lainl > R then (R = lainl; Cout --2} else ( ifain = 0 then Cout = 1 else Cout = 0.} procedure sending-last-element --aout ~-R; R ---~.
For l<i<nandi<j<_ (n + l), we set R = . in all PEs. SetP=n-i+linPE(i,i). The entry ai,3 of A meets PE(1, j) at the time step t --j + i -1. The entry bi of b meets PE(1, n + 1) at the time step t --n ÷ i. A stopping signal " ^ " will meet PE(1,j) at the time step t --n + j. All the remaining links are denoted by the symbol "* " 
AN ILLUSTRATIVE EXAMPLE
We give an example with
c.-J. LIN to illustrate our algorithm as shown in Table 1 . The related values of Table 1 are corresponding to the positions of links and registers as shown in Figures 1 and 2 , where the arrows are omitted.
In what follows, we use the notation "PE(i,j)[a;, = 2, R --3,... It = 4" to indicate that PE(i,j) has its ain --2, R --3, and so on at the time step t = 4. The symbol "S1 ==~ $2" means that the statement S1 implies the statement $2. 2Xl -x2 + x3 --5,
3xl -7x2 -4x3 = 2.
In Table 1 , three linear systolic arrays are considered in the following three cases, respectively. . :-1
10
. 
xl + x2 = -. 
xlz3 = ~,
31 CASE (~). We consider the operations on the third linear array. Equation (7) 
THE CORRECTNESS PROOF
From the procedure sending-first-pivot, we know that when the first pivot row is found by PE(i, i), the type II PE(i,j) sends out a symbol "*" to its aout. These symbols "*" which are generated by the i th linear array will propagate to the PEs of the following k th linear array for k > i. These synbols "*" and the waiting symbol "*" given in the initial state of our algorithm will cause some PEs to be idle. LEMMA 1. On the i TM linear array, when we ignore the "*" due to the initiM state, but we include the "*" generated by the previous linear array, the first entry on the input a-Bnk of
PE(i, j) appears at the time step t = i + j -1.
PaOOF. From the initial state, for 1 _< j _< n, we obtain PE(1,j)[ain = ul,Jl c-(°)~` = j. Also we have PE(1,n + 1)fain = b~°)]t = n + 1. Since there is one time delay on each a-link, by induction on the integer i, PE(i,j) has an entry on its a-link at the time step t = j + i -1 for i <_ j _< n+l. l LEMMA 2. On the i TM linear array, if we have the entry a(ki~ 1) = 0, for a11 i < k < n, then PE(i, i)
send out its Cout = 3 before the time step t = n + 2i -2.
PROOF. By the procedure testing-first-pivot, we know that the case of all _(i-1) ak,i = 0 will be detected by PE(i,i) on the i th linear array. From Lemma 1, PE(i,i) has its first entry on its Ai-i) input a-link at t = 2i -1. Since ui, i is the first entry of the first column of A (~-i) and there are at most (i -1) symbols "*" generated from the previous (i -1) linear arrays, PE(i, i) has
the entry (ti# on its input a-link before the time step t = 2i -1 + (i -1) = 3i -2. Thus, h(i-1) PE(i, i) has its ain ----an, i before t = (3i -2) + (n -i) = n + 2i -2. At this time step, PE(i, i) has P = 1 and ai~ = 0. The procedure sending-singular-matrix implies that PE(i, i) sends its corn = 3 to indicate the singularity of A. | 
LEMMA 3. During the execution on the i th linear array, if there exists an integer k, for i < k < n ~(~-i) such that the entries ~k,j = O, for all i <_ j <_ n, then PE(i, n) has its
The Cout = 1 on PE(i,n) indicates that A (i-1) has a zero row. Therefore, A is a singular matrix. From Lemmas 2 and 3, we know that if there exists an integer i such that PE(i, n) has its Co,t = 1 or Cout = 3, then A is singular. In the following three lemmas, we assume that A is nonsingular. 
LEMMA 4. The type I PE(i, i) stops its execution at the time step t = n + 3i -2 and the type H PE(i,j) stops its execution at the time step t = n+ 2i+] -1. That is, we have PE(i, i)[R = ° It = n + 3i -2 and PE(i,j)[R
Xl --r 1,i+1 i+1 t~l,i+2 i+2
PROOF. By the mathematical induction on i. Since the values on the output a-links of the k TM linear array form the matrix [A (k), b(k)], this matrix is the input of a-links of the (k + 1) th linear array. By Lemma 1, we know that the first entry generated by the k TM linear array meets PE(k + 1, k + 1) at t = 2k + 1.
For k + 1 < r < n, let ~(k) meet PE(k + 1, k + 1) at the time step t = t~. Since there are k ~r,k-I-1 symbols "*" generated by the previous k linear arrays, the tr has to satisfy the condition of 2k + 1 < tr < n + 2k. Suppose that . (k) is the first nonzero value meeting PE(k + 1, k + 1) at
(k) the time step t = tv, for k+l < v < n. That is, we have as,k+ 1 = 0, for s satisfing k+l < s < v-1.
equations are not involved into the work for detecting a pivot row. Since the pivot row on the (k + 1) th linear array does not contain the unknowns xl for 1 < l < k, the assignment of aout ----ain --R * din cannot influence the coefficients of xl. Thus, the coefficient of xz preserves as 1 under the executions of the (k + 1) th linear array. From Lemma 4, for k + 2 < j < n + 1, we have 
CONCLUSIONS
We present a systolic algorithm to solve the linear systems Ax = b. An important feature in our algorithm is that, during the elementary row operation on A, the action of exchanging two pivot rows can performed. Since we need to preserve the coefficient of xz, for 1 < l < (i -1), within a linear equation during the execution of the i th linear systolic array, the elementary row operation on the i th linear array has to be accomplished by the way of Rj -c * Ri, where Rj is the row to be modified, c is a scale value, and Ri is the current pivot row. This requirement is achieved by the assignment of aout = ain -R * din within the procedure modifying-a-link.
This algorithm can be used to solve the linear systems AX = B for X, B being n × m matrices. In this case, the algorithm requires (4n + m -1) time steps. When B is an n by n identity matrix and A is nonsingular, the solution is the inverse matrix of A. Moreover, it seems that the absolute value of the determinant of A is the product of R in PE(i, i) for 1 < i < n.
_(i-:)
During the execution of our algorithm, if we have ~,~ ~ 0, for all 1 < i _< n and the action of exchanging pivot row does not occur, then our algorithm has the same work as the LU decomposition to do. In this case, the c-link is redundant. In fact, the major purpose of c-link is used to carry the message of exchanging pivot row. However, note that the LU decomposition only obtains the upper triangular matrix of A, but our algorithm solves the linear system Ax = b.
We hope that this method of designing a systolic algorithm can be applied to solve some NP-complete problems, such as the knapsack and travel-salesman problems.
