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Università degli Studi di Udine
Dipartimento Politecnico di Ingegneria e Architettura
PhD Thesis
Investigation and Development of CMOS












Dramatic health gains are expected to be established by year 2035, both for devel-
oping and already-developed countries. Global Health is, on one hand, a process
of a worldwide development aimed at extending healthcare to developing countries
and guaranteeing medical care for all; on the other hand, it also concerns the aging
of populations in wealthy countries. In fact, by year 2050 almost all regions of the
World will have nearly 25% of their population aged over 60 years, and quality of life
will increasingly depend on a paradigm shift from reactive to preventive healthcare.
Substantial improvements and scalable transformations in Health and Care are
enabled by technology advancements. Nanotechnologies play a key role in this re-
spect, since they offer numerous pathways of innovation from monitoring to detec-
tion, from prevention to therapies and drug deliveries. The development of person-
alized medicine and Lab-on-a-chip solutions requires lots of data from patients and
from the surrounding ambient, thus demanding trillions of sensors with low cost,
low power, unobtrusive operation, and high accuracy properties.
Within this framework, engineered sensor solutions for life-sciences applications
lead to the concept of nanobiosensors. This is the context of the present work.
Among the large variety of alternative implementations, we focus on electronic nano-
biosensors based on CMOS technology, and specifically on a 90-nm CMOS chip fabri-
cated by NXP Semiconductors which implements massively-parallel high-frequency
impedance spectroscopy sensing at nanoelectrode arrays, enabling the detection and
imaging of nanoscale analytes in electrolytes and up to physiological salt concen-
tration. While proof of concept demonstrations of the detection of many different
analytes have been given with this platform, quantitative analyses of the results and
detailed understanding of the measurement dependencies in the system parameters
were still lacking. It was the purpose of this thesis to develop and improve methods,
models, characterization and analysis techniques to enable not merely qualitative
but dependable quantitative analyses with nanoelectrode biosensors.
This thesis documents my research activity on nanoelectrode impedance spec-
troscopy biosensors, in collaboration with NXP Semiconductors, the University
of Twente, and TU–Wien, spanning from modeling and simulations to calibra-
tions, from experimental testing and characterization to statistical analyses. A
temperature-controlled microfluidic test setup is implemented for the biosensor chip
from NXP, together with calibration/compensation procedures that enable unprece-
dented agreement between high-frequency impedance spectroscopy simulations and
experiments at nanoelectrodes in electrolyte. Then, experiments are combined with
detailed modeling/simulations of the nanoelectrode response to a variety of ana-
lytes, including dielectric/conductive microparticles, nanoscale charged particles and
viruses. These analyses enable the quantitative understanding of peculiar features
of the nanoelectrode response to analytes. Finally, advanced Bayesian statistics ap-
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1 Introduction
“By 2035, there will be almost no poor countries left in the world.”1
Bill Gates, Gates Annual Letter (2014) [1]
Poor countries are not doomed to stay poor: incomes, as well as other measures
of human welfare, are rising everywhere (Africa included). In fact, the world is
no longer separated into the West and the rest as in the past (Fig. 1.1), and the
percentage of very poor people has more than halved since 1990 [1] (where extreme
poverty is defined by the World Bank as living with less than US✩1.90 a day, adjusted
for price differences between countries and adjusted for inflation [2], see also Fig. 1.2).
1Specifically, it is meant that by 2035, almost no country will be as poor as any of the 35













Figure 1.1: Poverty distribution in 1960 and nowadays (2005 purchasing power
parity). 50 years ago, the distribution of income looked like a “camel” with two
humps, representing the developing countries and the wealthier ones. Today’s world
is different: more than a billion people have risen out of extreme poverty and wealth
takes the shape of a centered “dromedary”-like distribution [1].
1
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Figure 1.2: World population living in extreme poverty (1820-2015) (images
adapted from [3]). Extreme poverty is defined as living with an income lower than
US✩1.90 per day (✩ adjusted for price differences between countries and adjusted for
inflation). Left: absolute values. Right: relative values.
This prediction of overcoming extreme poverty is strongly linked to and foresees
a world of Abundance. We can define Abundance [4] as the World:
❼ without hunger;
❼ with medical care for all;
❼ with clean water and air for all;
❼ with clean energy for all.
A task for medical-care-for-all is to guarantee proper medical tools and assistance
also to the developing countries, where health care infrastructures and deployment
may be missing. This is part of a bigger picture, which entails improvements for both
developing countries and for the already-developed ones, namely Global Health.
Together with the envisioned eradication of extreme poverty, which goes along with
the combination of all 4 ingredients mentioned above, Global Health entails that
dramatic health gains are also expected to be established by 2035 [5].
Global Health is expected to benefit a lot from the technical innovations coming
with the pursuit of Abundance. Technical Revolutions identify the shifting of the
global Gross Domestic Product (GDP) leaders, which can be summarized as [6]:
❼ in the 18th century, GDP depended on the size of population (China/India
were dominating);
❼ the 1st Technical Revolution provided steam, internal combustion, electricity,
aeronautics, radio (Europe dominated the global GDP);
❼ with the 2nd Technical Revolution, transistors, computers, and Internet came
into place (US and Japan became the leaders);
❼ the 3nd Technical Revolution fuses computing, communication, and sensing
(people are freed from manual labor, and can focus on creative work).
Abundance is enabled by the 3rd Technical Revolution and it is expected to be
reached in one generation (20 years). It is estimated that, among others, Abundance
will generate the need for approximately 45 trillion sensors [6, 7], many of which
are not yet developed: this highlights the social need for sensors for health-related
applications and the market implications of their deployment.
In summary, within a World moving toward abundance, trillion sensors will
be required and Health-related applications will be of great relevance and highly
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demanded. This is the social and economic framework the present PhD thesis is
related to.
1.1 Global Health 2035
The link between fighting poverty and achievements in the context of health is very
strong. In fact, extreme poverty is strongly related to inequalities in health care [8].
We can consider as an example the analyses on child mortality rates: evidence
suggests the existence of a causal relation between income and child mortality [9].
Provided the right investments and policy changes are adopted, it is expected that
by 2035 every country will have the same child-mortality rates as U.S. had in 1980 [1]
(see Fig. 1.3). This link is not surprising: many investments are required and are
fundamental in achieving the foreseen goals. Between now and year 2035, while many
low- and middle-income countries will develop enough to pay for this convergence
themselves (and significant health gains are possible also in low-income environments
[10, 11]), the poorest will still require generosity from donors [1].
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Figure 1.3: Child mortality rates toward the year 2035. By 2035, nearly all coun-
tries can have child mortality rates as low as the U.S. had in the 1980s [1].
What is the future of Health? What challenges await us ahead?
Global Health is not only about developing countries. While on one end it is
intended as part of a process of global development (eradicating poverty, extending
healthcare to developing countries which lack of deployment strategies), it also con-
cerns aging populations of wealthy countries. In 2017 there was an estimation of 962
million people aged over 60 (corresponding to 13% of the global population). This
number is growing at a rate of about 3% per year, possibly exceeding 2 billions by
year 2050 and exceeding 3 billions by year 2100; by 2050, almost all regions of the
world (except Africa) will have nearly a quarter or more of their populations at ages
60 and above [12,13]. While life expectancy will keep on increasing, the quality of life
more and more will depend on a paradigm shift from reactive to preventive health
care. This is particularly true for degenerative diseases, which do not reduce life
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expectancy but make living hard, with increased costs for treatments and making
people (usually learned-people) unproductive. This is already a reality nowadays.
The Horizon 2020 (H2020) framework addresses these questions [14]:
“Europe is facing four main healthcare challenges: (i) the rising and potentially un-
sustainable health and care costs, mainly due to the increasing prevalence of chronic
diseases, to an ageing population requiring more diversified care and to increasing
societal demands; (ii) the influence on health of external environmental factors in-
cluding climate change; (iii) the risk to lose our ability to protect the populations
against the threats of infectious diseases; (iv) health inequalities and access to health
and care. Europe must invest in research, technology and innovation to develop
smart, scalable and sustainable solutions that will overcome those challenges.”
Adopting sustainable strategies and implementing a (scalable) digital transfor-
mation in Health and Care are then of primary importance. Personalized medicine,
Big Data and Artificial Intelligence will be necessary to increase precision and
efficacy of treatments and drugs. Guardian Angels [15] equipped with physico-
physiological and environmental sensors will contribute to implement personalized
preventive feedback loops. Both of the two scenarios (increased healthcare quality
for developing countries, paradigm shift toward preventive healthcare for developed
countries) will benefit from these developments.
Within the H2020 framework, large investments are planned in these areas, with
a total budget of roughly 700 million euros per year [14]. Similarly, in the U.S. the
share of GDP devolved to Health is expected to nearly reach 20% by year 2026, with
a National Health Expenditures (NHE) growing faster than the GDP itself (Fig. 1.4)
and reaching quota ✩5.7 trillion by the year 2026 [16].
Year 2020 is behind the corner.
We should not stop at H2020. A new (updated) vision for the future of world
health care is needed. In this context, the Global Health 2035 report by the Lancet
Commission on investing in Health provides a new roadmap for the achievement of
dramatic health gains within a generation [5].
As mentioned regarding the pursuit of abundance, substantial improvements of
healthcare require technology. In the past 20 years, new technologies allowed
the scale-up of new tools that reduced mortality rates; predictions for future trends
estimate a decline of 2% in under-5 mortality thanks to the scale-up of new tech-
nologies [17]. Continued investments are then expected to result in high yield of
results and benefits, and the widespread adoption of new technologies will be once
again essential [5].
Investing in Health also leads to enormous payoffs: as an example we can just
consider the fact that reductions in mortality rates account for about 11% of recent
economic growth in low- and middle-income countries [5]. This shows that investing
in Health is not only desirable from the social and ethical point of view to increase
life expectancy and quality: it is also a key to occupy lead positions in future markets
of expanding size.
Among the possible technologies and ways of intervention toward a new World
Health, nanotechnologies play a key role. Apart from being an established and



































































Figure 1.4: U.S. growth in Gross Domestic Product (GDP, red), National Health
Expenditures (NHE, blue), and Health Share of GDP (green) since 1990 and pro-
jected to year 2026 [16]. Predictions of NHE growth for 2017-2026 is 5.5%. Predic-
tions of GDP growth for the same time period is 4.5%. By 2026, NHE is expected
to reach ✩5.7 trillion.
constantly-growing multi-billion market, nanotechnology is becoming a crucial driv-
ing force in Health, offering numerous pathways of innovation [18], from monitoring
to detection, from prevention to therapies and drug deliveries. Patients’ real time
data will be captured instantly, processed, fused and made available to clinicians.
Doctors will be able to monitor patients in real time, assisted by computers rec-
ommending the best treatments (this is already happening, see for example Dr.
Watson by IBM [19]), possibly also after they leave the hospital to go home. That
will enable the implementation of a new paradigm for the medicine: doctors will be
in the Cloud [6]. Lab-on-a-chip (LoC) are also possible thanks to micro- and nano-
technology. LoCs integrate one or several laboratory functions into a single chip
(e.g. [20]). This is of particular relevance for point-of-care diagnostics [21], espe-
cially for countries in which a proper healthcare is lacking, thanks to the capability
of performing analyses without the need for laboratories.
1.2 Nanotechnology in Healthcare, the Trillion
Sensors vision, and the Internet-of-Everything
Nanomedicine is a rather recent field of research, which nonetheless achieved crucial
results over the years (Fig. 1.5). It spans a broad range of applications (nano-
materials for drug development, nanoelectronic biosensors for early-detection and
diagnosis, ...) and enables new possible paradigms for diseases treatments (nano-
robots for non-invasive diagnosis, nanodrugs for specific targets, nano-transporters
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Figure 1.5: Achievements and future prospects of nanomedicine (image from [22]).
and nano-carriers for in-loco delivery of drugs, ...) [18].
While future Health paradigms are enabled by the unprecedented intervention
capabilities offered by nanomedicine, the need for sensing, imaging, connectivity and
transmission of health-related data creates a strong demand for the growing sector of
the Internet-of-Things (IoT). IoT devices are already widely applied to interconnect
medical resources and provide healthcare services (even though IoT is not only about
health: it addresses different needs, from health to energy, from transportation to
security; see Fig. 1.6) [23], and progress in nanoelectronics is paving the way for
new and diverse More-than-Moore applications (sensors/actuators, biochips, ...) [24].
Heterogeneous integration of CMOS (complementary metal-oxide semiconductor)
integrated circuits and SoCs with microfluidics on these bio-compatible platforms
will enable multi-sensory platform implementations with enhanced modalities of
operation, which are particularly desirable for real personalized medicine (sensing
multiple parameters at once, specifically, for each individual patient).
Nanomedicine and IoT are fundamental enablers of the most advanced Digital
Health paradigms. Digital Health is the convergence of digital and genetics rev-
olutions to health and healthcare [26], and it represents the emerging market for
mobile fitness, wellness and healthcare devices and services [6, 27]. Digital Health
is expected to completely redefine the medical industry: diagnostics will be shifted
to AI computers, and doctors will use Big Data generated by sensors and omics
databases and processed by the computers on the patients’ bodies.
Nanomedicine, IoT and Digital Health altogether contribute to the development
of P6 Medicine [28], i.e. a model of medicine that is: personalized (thanks to
a combination of technologies and nanomedicine, it is possible to “tailor specific
therapeutics to the specific molecular picture of the patient” [28–31]), predictive
(predicting diseases for healthy people, or predicting the development of diseases in
already-ill subjects, by means of evidence-based methodologies [32] and even using
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Figure 1.6: Market segments for IoT [25]. Health is highlighted in yellow.
personal omics profile analyses [28]), preventive (thanks to new assessment tools
enabling early diagnostics, medicine has shifted from being just reactive to being
proactive, addressing not only acute but also chronic multi-factorial diseases [28]),
participatory (patients are informed of every aspect of their disease, their quality
of life is an important parameter to be accounted for in the delivery of the cure
and information is shared also about risks and uncertainties of the treatments [28,
33,34]), psycho-cognitive (psychological and personal variables influence the clinical
outcome, and hence taking into account the emotions and feelings of patients has
become fundamental [28]), public and population-based (patients actively exploit
the full potential of the Web, in a combination of telemedicine and e-health, where
computers play a key role [35]; medicine should be shared and open-source [28]).
This paradigm clearly requires lots of data from the patients, and hence it is
also driven by the availability of low-cost sensors. Sensor devices are a necessary
ingredient of global digital healthcare thanks to their low cost, low power, unobtru-
sive operation, and accuracy properties. Trillions of sensors are however required
to implement the depicted future [6].
Sensors are everywhere and will be even more ubiquitous in the near future.
Applications to the sensing of human parameters are numerous and already com-
mercialized (e.g. sensing of blood pressure, pulse rates, skin temperature, blood
oxygenation, respiration rate, ...), as well as applications to help people in daily
life (e.g. shake-stabilization for Parkinson disease patients [36,37]). The connection
between sensors (that monitor human parameters and generate data) to other pro-
cesses (e.g. computers or AI to process the information), data (e.g. database stored
information that help AIs taking decisions) and people (e.g. doctors) is an example
of a recent and new paradigm that goes beyond IoT, namely Internet-of-Everything
(IoE). IoE identifies the networked connection of people, data, processes and things,
and it is considered as a multi-trillion market [6].
8 Introduction





















Figure 1.7: Market forecasts for Internet-of-Everything (IoE) and sensors. IoE
is expected to reach quota ✩16-19 trillion by 2020, i.e. 20% of the global GDP.
Networked sensors are expected to represent 5% of IoE (nearly ✩1T) by year 2020.
[6].
There are certainly challenges associated with the achievements of the IoE and
trillion sensors scenario, some of which include: the size of networks should be
properly scaled to account for this massive amount of information (to the level of 1027
bytes, namely Brontobytes [6]), batteries/energy scavenging sources are required to
guarantee devices lifelong power, proper algorithms are mandatory to derive useful
information from these Big Data, funding is necessary [6]. However, the potential
benefits are also enormous: unprecedented improvements of healthcare, creation of
millions of new jobs (170M jobs by 2020, according to Cisco’s forecast [6]), and large
market revenues (Fig. 1.7).
To sum up, smart autonomous multi-parameter sensors really appear as a key
enabler to realize these future scenarios. Within this big picture, driven by the
potential benefits to the future of Global Health, we focused our research activity
on the development of highly-parallel (i.e., Big Data generators) sensors for detec-
tion, imaging and characterization of individual particles at the nanoscale, possibly
making a step forward in the direction of early-stage diagnostics for personalized
medicine. In particular, as will be discussed in the following, Health-related appli-
cations really demand more, new, diverse and improved nano-biosensors, which are
the main target of this thesis.
1.3 Nanobiosensors
According to the International Union of Pure and Applied Chemistry (IUPAC)
definition, a biosensor is “a self-contained integrated device, which is capable of
providing specific quantitative or semi-quantitative analytical information using a
biological recognition element (biochemical receptor) which is retained in direct spa-
tial contact with a transduction element” [38]. The working principle of a biosensor
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is then the following. An analyte (the component or chemical species we are in-
terested to detect/investigate) interacts with a biosensing component (an element
devoted to detect/recognize the analyte). The biosensing components can be, for
instance, enzymes/cells that recognize the target analyte and consequently generate
electroactive species (this is the case of biocatalytic biosensors, where a living bio-
logical system is used to speed up chemical reactions), or biological elements such
as antibodies/receptors/nucleic acids, that selectively and complementarily interact
with the analyte (affinity biosensors). Due to the interaction with the analyte, the
biosensing element generates a variation of a physical quantity (e.g. modification of a
mechanical, optical, or electrical state). A transducer is then devoted to convert the
information related to the physical quantity variation into a variation in another do-
main (e.g. a mechanical state change can be converted in an electrical state change).
Finally, a signal processing unit performs amplification and signal-conditioning of
this information, and further elaborations of the data are possible (usually in the
digital domain, after performing an analog-to-digital A/D conversion). Figure 1.8
shows a schematic representation of a biosensor with its main features.
Figure 1.8: Schematic representation of the structure of a biosensor.
Many different sensors and imaging techniques are routinely used to assess our
health status in nowadays medicine and healthcare: thermometers to measure body
temperature, sphygmomanometers to measure blood pressure, stethoscopes for aus-
cultation, radiology and MRI (magnetic resonance imaging) equipments... Devices
dedicated to the monitoring and detection of biological quantities or biological pa-
rameters are also common in microbiology and analytical laboratories. However,
most of these devices have been developed before the advent and deployment of nan-
otechnology we have experienced in recent years. Furthermore, they use macroscopic
quantities of biological fluids which is often collected through invasive procedures
on the patient. These are not nano-biosensors.
Nanobiosensors are biosensors that operate at the nanoscale by means of nano-
sized transducers, interacting (detecting, imaging, analyzing, ...) with nano-sized
analytes.
Why do we need nanobiosensors?
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The analytes of interest for early diagnosis are commonly present in very low
concentrations, in the range from mM (1 mol/m3, see for example common blood
test results) down to fM (10−12 mol/m3, corresponding to one grain of salt di-
luted in several olympic-sized swimming pools), where the molarity [M] identifies
an analyte’s concentration of 1 mole in one liter (1M=1 mol/L) [39]. On top of that,
biomolecules are small: bacteria are as large as 1 ➭m, viruses are in the range of hun-
dreds of nanometers, proteins and nanoparticles can be even smaller (see Fig. 1.9).
Thanks to the progress in nanotechnology, the size of modern nanodevices is com-
parable to or smaller than a large variety of biomolecules of interest. To detect
small molecules with large sensing elements, one could rely on statistically relevant
binding rates of analytes on large surfaces, but this strategy provides only average
analyte properties on a fairly large population. Furthermore, it requires a relatively
large sample volume, to guarantee the availability of a sufficiently large number of
analytes for possible binding events. Differently, having transducer devices just as
small as the analytes enables a single-molecule detection scenario: for a given ana-
lyte, a smaller biosensor size yields a greater signal-to-noise ratio of the response,
possibly enabling the unambiguous identification of an individual nanoscale analyte
above the noise floor. For a given concentration (large enough that the sample vol-
ume contains at least one analyte) and if one were sure to capture such analyte,
then one could rely on a much smaller sample volume. On top of that, if proper
modeling tools are available to aid the interpretation of single-binding events, useful
information on the properties of single particles can be extracted, while collective
measurements only provide information on the particles ensemble (e.g., estimating
the permittivity of an individual particle or estimating the permittivity of a layer
of particles agglomerate can yield different results). However, to achieve this result,
the analyte has to effectively reach the biosensor itself, which entails taking into
consideration the analyte transport mechanisms in the chamber. These aspects will
be further expanded in the next section, after the accurate definition of the main
metrics.
Nanobiosensors are of great importance to transform nowadays medicine into
that of personalized medicine: for instance, human genome sequencing is a funda-
mental prerequisite to personalized medicine since a number of diseases have been
related to the presence of specific genes in the genome. While a virus like HIV is
described by only ∼ 9,700 base pairs and E. Coli by ∼ 4.6 million base pairs, se-
Figure 1.9: The size of analytes compared to the size of nanodevices.
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quencing human genome requires to go through ∼ 3.2 billion base pairs [39]. This
is an extremely challenging task, and nanobiosensors applied to genetic sequenc-
ing offer a number of convenient features: scalability, sensitivity, large parallelism,
low-cost of implementation. The activity presented in this work relates to all these
attractive features.
Two examples of market-available LoC implementations of nanobiosensors are
the Paradigm REAL-Time Revel system by Medtronic Minimed [40] (devoted to
continuous glucose monitoring) and the IonTorrent system by Thermo Fisher Sci-
entific [41–43] (devoted to DNA sequencing by means of non-optical technique).
Biosensors can be differentiated and classified according to a number of properties
of interest. Here we identify the main distinctions, based on the way the biosensing
element operates and based on the type of transduction mechanism. Since biosensors
are a special kind of the more general concept of sensors, general figures of merit
for sensors are also discussed.
1.3.1 Metrics for sensors and biosensors
Fundamental and practical figures of merit can be identified. The most relevant
metrics are the following [39,44–47]:
❼ Sensitivity : it is defined as the ratio between the output signal variation (e.g.
a difference in the electric current of the transducer) and the input signal
variation (e.g. a difference in the electric charge at the sensing element). In
different terms, the sensitivity is the slope of the transfer characteristic curve
(Sout = Sout (Sin)). A sensor is very sensitive if small variations of the sensing
element state result in large variations of the output quantity. “If the sensor
does not notice the analyte, it does not exist!” [39].
❼ Selectivity : it is defined as the ratio of the slopes of the transfer characteristics
to the analyte of interest and to a certain interfering quantity, respectively.
Therefore, the selectivity is the ratio between the sensitivity to the target
analyte and the sensitivity to a source of interference. To put it another way,
the selectivity represents the ability to discriminate between the target analyte
and an interfering element.
❼ Resolution/Limit of Detection (LoD): the resolution, or limit of detection, rep-
resents the quantity/amplitude of the input signal that can be detected above
the noise level with an acceptable degree of confidence. It is the input quantity
corresponding to an output signal of k · σ, where σ represents the standard
deviation of the output signal variation and k is a factor corresponding to the
desired degree of confidence.
❼ Repeatability : repeatability (or test–retest reliability) represents the level of
agreement between successive measurements of the same measure carried out
in the same laboratory.
❼ Reproducibility : it represents the level of agreement between successive mea-
surements of the same measure carried out in different laboratories.
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❼ Dynamic Range (DR): it is the ratio between the largest and smallest quantity
of analyte that can be measured.
❼ Response/Settling time: it is the average time a sensor requires to capture
the minimum quantity of analytes that result in a detectable response, and to
change its response to a final settled value (within a tolerance range). Timing
parameters are strongly related to the size of the analytes (via their diffu-
sion coefficients) and to the structure of the biosensor itself (sensors in static
environments vs sensors in flow [48]).
❼ Stability : it represents the degree of susceptibility to ambient disturbances,
which can result in a drift of the output signals during measurement. This
feature is particularly crucial for long-incubation steps and continuous moni-
toring applications [45].
❼ Need for calibration: a calibration is defined as an “operation that, under
specified conditions, in a first step, establishes a relation between the quantity
values with measurement uncertainties provided by measurement standards
and corresponding indications with associated measurement uncertainties and,
in a second step, uses this information to establish a relation for obtaining a
measurement result from an indication” [46]. It should thus not be confused
with simple adjustments of the measuring device (often mistakenly called “self-
calibration”), nor with a mere verification of the calibration [46]. Removing
the need for calibration greatly simplifies the complexity of the devices for on-
body or implantable sensors [47]. However, calibration is hardly avoidable for
quantitatively traceable measurements. At the nanoscale, accurate calibration
is still very difficult in general, and even more so in the field of biosensors,
due to the lack of standards, the limited reproducibility of the experimental
conditions, etc.
❼ Lifetime: the length of time the sensor is capable to operate and generate
accurate (within a specified uncertainty) output results. Clearly, this metric
is strongly related to the repeatability, reproducibility and re-usability of the
devices.
Trade-offs between different metrics may apply. In particular, in the following of
this section we will further address the problem of achieving high sensitivities while
maintaining reasonably low response times.
After the definition of the main metrics, we can now expand the discussion
anticipated in the previous section concerning the size of biosensors, that is: is it
convenient to shrink them down? What are the main challenges related to the
scaling of dimensions? Can design guidelines be formulated to assist the design of
more sensitive nanobiosensors?
As anticipated in the previous section, having transducer devices just as small as
the analytes yields a greater signal-to-noise ratio of the response. However, to
achieve this result, the analyte has to effectively reach the biosensor itself, which
requires to account for the analyte transport mechanisms. In turn, the dynamics of
this transport affects the settling time of the sensor, thus creating a link between
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sensitivity and settling time. This link has been studied for instance in [39, 48–51]
under different assumptions as regards the mass transport mechanism. In particular,
the sensitivity of the whole biosensing system depends on the mass transport effects
[48], and the smaller size of the sensor may negatively impact the diffusion time to
complete the measurement, hampering the detection down to the femto-molar level.
The transport of the analytes towards the sensing elements is heavily dependent on
the velocity of the fluid transporting them. If the fluid is essentially in steady state,
then motion of analytes essentially depends on diffusion phenomena. In this case,
the settling time for a given analyte concentration depends on the fractal dimension
of the transduction elements (and nanowire devices should be privileged for high
sensitivity) [51]. In case of fluid flow, however, the situation changes appreciably
and other geometries might be preferable [50]. In summary, the geometry of a sensor
surface dictates a number of its properties, including settling time and sensitivity
[39], and the increase of the signal-to-noise ratio should be examined relative to the
critical dimension of the sensor [48].
1.3.2 Label-based vs Label-free biosensing
One important distinction between sensors can be made based on whether or not
the analytes are tagged (labeled) before detection events occur.
In fact, one possible approach to make it easier to detect a certain target (the
analyte) is to attach a “tag” or a “label” to it. A label is an additional molecule
that is connected to the target analyte. Popular labels are:
❼ Fluorescence labels [52–56]: typical methods include using chemicals (e.g.
Maleimide-Thiol, NHS ester-Amine, ...), enzymes (e.g. Transglutaminase,
Sortase, Cutinase, Biotin Ligase, ...), or tags (e.g. a genetically-tagged flu-
orescent protein, Halo, Aspartate, Histidine, ...) [55]; fluorescent labels are
the preferred ones due to the large availability of stable and highly-sensitive
fluorescence scanners.
❼ Chemiluminescence labels [57–61]: they are based on light-emission induced
by chemical reactions, and can be used with simple instruments and without
the need for light sources.
❼ Radioactive labels [62, 63]: they are based on radioisotopes; robustness and
reproducibility are the main features, and can be used for molecular detection
allowing accurate quantification of protein abundance [64].
❼ Electrochemically-active labels [65, 66]: they are used to improve sensitivity
and/or selectivity of electrochemical nucleic-acids sensing. Species used for
this purpose exhibit reversible electrochemical properties, and this guarantees
an extended range of conditions under which the detection can occur. The
most common type of electroactive DNA label is ferrocene [67], a redox-label
that can be covalently attached to the backbone of a nucleotide signaling probe
(which selectively binds to a DNA duplex) [68]. Another example is the use of
aptamers that loosely binds to a neutralizer, which later functions as a signal
carrier [69].
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❼ Nanoparticle labels [70]: they are especially used for the detection of proteins
and nucleic acids. Nanoparticles can be used to increase the concentration
of electroactive species [71, 72], acting as seeds to deposit electrochemically
detectable species [73], acting as ultra-microelectrode arrays to induce elec-
trolysis on the substrate, or to mediate the deposition of electrocatalysts [74].
❼ Magnetic labels [75, 76]: they are very stable, are not affected by chemical
reactions, and enable low background interference compared to optical and
electrical approaches [76]. The design of magnetic labels involve the syn-
thesis of suitable sized particles (in the nanometer-micrometer size range),
their modification with biocompatible linkers and ligands, and the identifica-
tion of the optimal magnetic detection technique for the desired application
(e.g. spintronic sensors based on giant magnetoresistance, tunnel magnetore-
sistance, planar Hall effect sensors, superconducting quantum interference de-
vices, atomic magnetometers, nuclear magnetic resonance systems, fluxgate
sensors, inductive coil sensors, diamond magnetometers, and domain walls-
based sensors [77–86]).
Labeling the analytes present a number of drawbacks [87]. Firstly, these meth-
ods require lengthy and troublesome pre-processing steps (real-time analyses are
therefore not possible). The synthesis of labels (combining synthesis and purifi-
cation) usually results in low yields [66]. Fluorescence has the disadvantage that
the fluorophores are extremely sensitive to the environment conditions, such that
small variations of the pH can alter the labeling. Sensing with chemoluminescence
can be performed only once, and resolution and dynamic range are limited [88]. Ra-
dioactive labels raise safety concerns [89]: they require safe-handling procedures and
disposal of radioactivity. Furthermore, these approaches incur in several problems
due to false positives (non-specific binding of labels can occur, for instance, in the
case where high concentrations of labels are applied to ensure complete labeling of
all the analytes) and false negatives (e.g. due to binding site occlusions) [90, 91].
Finally, the target analytes are altered by the labels themselves (hence, inspecting
the individual analyte properties becomes troublesome).
Differently, label-free techniques do not require the labeling sample preparation,
and the analyte properties are not affected by the labels. They are based on physical
parameters detection (such as optical, electrical, or acoustic properties, that are
modulated in the presence of the analyte in a distinctive manner), and they are
easier to operate. Thus, the analytical quality is improved, the cost is reduced,
the reproducibility is improved, and real-time analyses are possible. Thanks to
these favorable properties, label-free techniques are of great interest for the scientific
community. Improving label-free techniques to match the commercial feasibility of
current label-based methods is however a challenge [66].
In this work, the focus will be on label-free biosensors.
1.3.3 Sample preparation
Sample preparation is recognized as a critical bottleneck to translate the use of
biosensors from the laboratory to clinics [92,93]. In fact, the precise design, manufac-
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ture, purification and characterization of samples are fundamental if reproducibility
and well-controlled performance are required [94]. In general, sample preparation
first requires to collect the specimen (e.g. blood) and to place it on a device for the
actual preparation step (possibly after some preliminarily treatments, for viscous
or solid samples [95, 96]). Microfluidics devices are an interesting mean to prepare
samples, thanks to a number of interesting properties (small size, laminar flow, ...)
that enable the application of a variety of methodologies for point-of-care prepara-
tions [92, 97, 98]. Given the widespread presence of sample preparation issues and
the abundance of related documentation, for more details the reader can refer to a
number of reviews [94,99–101].
Purification of samples is necessary to remove undesired salts, primers or other
contaminants, thus reducing the number of possible false-positive signals. While
sample preparation is especially critical for highly-sensitive systems, where sensi-
tivity can strongly depend on the preparation methodology [102], the final appli-
cation ultimately determines the purification requirements. Surface modifications
can be applied to enhance selectivity (thus reducing the false-positive events), while
highly-parallel sensor systems enable to gather statistics of events and prune out-
liers possibly related to other analytes than the desired one. Furthermore, sensors
with imaging capabilities, such as the one considered in our study, allow in principle
to obtain further information about analyte shape and dynamic behavior, which
can be used to select signals and separate them from other undesired responses.
A highly-parallel detection platform with selectivity features would thus allow to
relax the purification requirements. This is indeed the case of the chip discussed
in the following of the present work, whose application to the selective detection of
analytes in low-purification ambients, despite not being demonstrated in this work,
appears promising.
1.3.4 Biosensing elements
Biosensor recognition elements can be both natural and laboratory-synthesized. A
subset of possible recognition elements is the following (for a more extensive descrip-
tion, see [103]):
❼ Receptors [104]: we refer to transmembranes and soluble proteins that bind
to specific molecules (ligands). The binding of the receptor induces a series of
further changes in the analyte state (e.g. opening of ion channels), and these
changes induced by the binding are the variations that the transducers detect.
Receptors are attractive objects, since they can act both as a “receiving” and
as a “sending” entity [103]. They can be synthesized to have a high affinity,
such that they bind solely to a very specific target. However, they require
sample preparations and the production yield can be low.
❼ Enzymes: they can be used to induce catalytic reactions, which produce a
large variety of by-products that can be detected. Enzymes have been used,
for instance, to detect HIV antibodies in serum [105]. A common disadvantage
is that a reduction of the useful signal usually occurs due to interference from
other chemical species [106]. However, there are examples of very successful
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uses of this category of recognition elements. For instance, enzyme-based
biorecognition glucose sensors dominate the current world market.
❼ Antibodies: they have been used extensively for detection purposes in im-
munosensors, and their popularity increased especially after the development
of monoclonal antibody (MoAb) technology [107], that enables large produc-
tion of antibodies. They react with the analytes inducing modification at
the level of the functional groups, enabling the detection of the reaction. A
significant advantage of using antibodies is that the target does not require pu-
rification before the detection. ELISA (enzyme-linked immunosorbent assay)
is a quite popular plate-based assay technique to detect substances (peptides,
proteins, antibodies and hormones), in which an antigen is immobilized on
a solid surface and then complexed with an antibody that is linked to an
enzyme [108].
❼ Aptamers: these are artificially-built receptors, composed of nucleic acids
strands. These ligands recognize their target primarily by shape (i.e. con-
formation) and not sequence [109]. Given the synthetic fabrication of these
receptors (and hence the possibility to engineer their properties depending on
the specific analyte that is being targeted), the types of target molecules that
can be detected with aptamers is virtually unlimited.
❼ Nucleic acids: they act as good biosensing elements thanks to the specificity
of base-pairing with their complementary sequences. Particular interest is
devoted to Peptide nucleic acids (PNA). PNAs are synthetic DNAs with a
polyamide backbone instead of a sugar phosphate bone [110]; as a result, the
PNA strand is not as negatively charged as a DNA strand. Thanks to their
superior hybridization characteristics and improved stability [111], they are
preferred over other nucleic acids. The very different nature of PNA molecular
structure paves the way to new detection techniques, in particular without the
need of labels [103].
❼ Molecular imprinting: molecular imprinted polymers allow to create very sta-
ble artificial biosensing elements [103], that can detect a large variety of ana-
lytes [112].
1.3.5 Transduction mechanisms
The transduction mechanism defines another level of distinction among the biosen-
sors.
Calorimetric/Thermometric/Pyroelectric biosensors
Calorimetric/Thermometric/Pyroelectric biosensors generate electric currents based
on variations of the temperature. Biomolecules are immobilized on a temperature
sensor, and the interaction between the analyte and the bio-recognition layer gen-
erates heat. In fact, almost all chemical/biological reactions involve exchange of
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heat [113,114]. This heat is proportional to the molar enthalpy and the total num-
ber of reactants consumed or products formed in the reaction [113,115]. Thermistors
(usually, metal-oxide) or thermopiles (usually, ceramic semiconductors) are used to
measure the heat [114].
The advantages of these biosensors include stability, high-sensitivity, easy minia-
turization and integration with microfluidic systems [115–117]. Furthermore, they
do not require frequent calibrations and are insensitive to the optical and electro-
chemical properties of the sample [115]. Some of the most common and interest-
ing applications include label-free screening of biomolecules interaction [118], DNA
hybridization detection [119, 120], food-industry [121] and environmental monitor-
ing [122].
Acoustic biosensors
Acoustic sensors comprise one or more vibrating elements that create acoustic
waves [123]. Usually, the biosensing element is coupled to a piezoelectric component
(usually a quartz-crystal, coated with gold electrodes) [124]. Piezoelectricity is a
physical phenomenon which refers to the ability of a material to produce a volt-
age variation when mechanically stressed. While a number of different materials
exhibit piezoelectric behaviors (quartz, tourmaline, barium, lead titanate, gallium
orthophosphate, lithium niobate, lithium tantalate, crystalized topaz, zinc oxide,
aluminum nitride, aluminum phosphate [124, 125]), quartz-based devices are the
most common biosensors, since quarts is cheap, can be processed to yield a single
crystal, can withstand chemical, thermal and mechanical stress, and is biocompati-
ble [114]. By means of AC voltage excitation, a mechanical oscillation of the crystal
is induced and the frequency of oscillations is measured [126]. Analytes attached
on the surface of the electrodes (located on the crystal) change the oscillation fre-
quency [127], and hence the mass-variation can be estimated [128]. Changes in the
viscosity of the fluid can also be detected [129]. Surface Acoustic Wave devices
(SAW, where the detection of analytes is based on variations of the acoustic waves
that travel on the surface of a substrate between a sender and a receiver electrode)
and Bulk Acoustic Wave devices (BAW, which operate in the thickness shear mode)
are the main implementations [123]. Quartz is the most common material also
thanks to Quartz Crystal Microbalance devices (QCM, mass sensors typically ob-
tained by sandwiching a thin crystal between two conductive electrodes), which act
as mass sensors and have been widely used and commercially available since many
years [125]. Micro-cantilever are also used as mass-sensitive biosensors. Viscos-
ity, density, and flow rate can be measured by detecting changes in the vibrational
frequency [124]. An example of application of acoustic biosensors is for immunosens-
ing [130].
Acoustic biosensors can be very sensitive [131], can operate in real time and perform
label-free detection [132, 133]. However, drawbacks include lack of specificity, high
interference, and calibration problems [134,135].
18 Introduction
Optical biosensors
Optical biosensors measure the absorbed or emitted light, and can be label-based
or label-free. Due to the extremely large variety of optical biosensors, this section
will be necessarily incomplete, presenting only a few alternatives. For fluorescence-
and chemiluminescence-based devices, the detection is based on identifying the
frequency-shifts of the radiation emitted by the (labeled-)analyte. High sensitiv-
ities and dynamic range can be obtained [136], however these sensors suffer from the
drawbacks of label-based techniques. Optical-diffraction-based devices usually rely
on a silicon wafer coated with a protein (via covalent bonds) and exposed to UV light
through a photo mask, leading to the formation of inactive antibodies in the exposed
regions. When exposed to light, this configuration provides the reference signal in
absence of analytes. In the presence of analytes, instead, antigen-antibody bindings
are formed and create different diffraction patterns when illuminated [115,124].
Regarding label-free implementations, many alternatives are possible, spanning from
dielectric-based to metallic-based substrates, from planar surfaces to micro/nano-
patterned surfaces [137–139]. A few alternatives are offered by:
❼ Surface Plasmon Resonance (SPR): this is the most common type, thanks
to the high sensitivity [140, 141] and to its adaptability to the detection of a
large variety of analytes [142]. Surface plasmons are oscillations of the free
electron density on a metal. Many different functional layers can be put on
top of the conductive surface, without altering the detection capability [123].
Monochromatic light is reflected on the metal surface and, at the angle where
the surface plasmons are excited, the reflected light has a minimum which can
be measured [123]. In fact, interaction between analytes and biorecognition
layers change the SPR. These sensors can also be implemented in arrays, thus
enabling highly-parallel detection in combination with CCD (Charge-Coupled
Device) cameras [143].
❼ Interferometry: an example is given by Biolayer Interferometry (BLI), which
uses white-light interferometry to quantify biomolecules adrosbed at the end
of optical fibers (at the optical fiber-biomolecular layer connection) [123,144].
They also enable parallel analyses [145]. A strong limitation of this method is
posed by poor LoD, hampering the detection of small molecules [146]. More
generally, interferometer-based structures include Mach-Zehnder, Young’s, Hart-
man, and Backscattering interferometers [147, 148].
❼ Diffraction gratings: they operate by measuring the reflection of light on pho-
tonic crystals (i.e., optically regular structures made of a dielectric material,
forming holes and spaces in the nanometer dimension) when a biomolecule
is adsorbed on the surface [123, 149]. Thanks to the cheap manufacturing
process, highly multiplexed implementations are possible [123].
❼ Ellipsometry (ELM): it measures the changes in the state of polarization of
elliptically polarized light, which is reflected at planar surfaces [123,150]. Also
in this case, CCD cameras can be used as detectors (parallel detection of an-
alytes is possible). Disadvantages are posed by systems of unknown electrical
properties.
❼ Waveguides: here light can be coupled into an optical waveguide to create
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standing-waves. The intensity of the coupled light depends on the thickness
and refractive index of the biomolecules layer adsorbed on the waveguide sur-
face [151, 152]. Ring-resonator based biosensors are also a notable and recent
implementation [147].
More details on optical-based biosensing can be found in [138,139,147,148,153] and
in the references therein.
As a final remark and in view of the following discussion of purely electrical
methods, it should also be noted that for optical detection it is not necessary to
bound analytes on the sensor’s surface: detection can be performed within the pen-
etration depth of the evanescent wave. They are also immune to electromagnetic
interference, can provide highly-parallel and multiplexed detection, and merge the
advantages of other label-free techniques in cost-effective ways [148]. For all these
reasons they undoubtedly represent a competitive benchmark for alternative detec-
tion techniques.
Electrochemical and electronic biosensors
Chemical reactions between immobilized biomolecules and target analytes produce
or consume ions or electrons, generating variations in measurable electrical proper-
ties, such as charges, currents or potentials, that can be detected [38]. This is the
basic operating principle of electrochemical biosensors [154]. These reactions gen-
erate measurable currents (amperometric sensors), potentials/charge accumulations
(potentiometric sensors), or conductivity variations of the medium between elec-
trodes (conductometric sensors) [154]. Identification of these reactions is however
possible also by means of impedimetric [155,156] and field-effect sensor [38].
Enzymes are the most used biosensing elements for electrochemical detection, thanks
to their specific binding capabilities and biocatalytic activity [157, 158]. Since elec-
trochemistry is a surface technique, electrochemical biosensors are sensitive to events
occurring at the surface of the electrodes [159]. A typical electrochemical setup
comprises a minimum of two electrodes in solution, but the three-electrodes config-
uration is preferred (especially in experiments with large-scale electrolytic/galvanic
cells, or with nonacqueous solutions with low conductivity, i.e. with a high series
resistance) [160]. A working electrode (WE), also known as sensing/redox electrode,
serves as a transduction element in the reaction; a counter electrode (CE), also
known as auxiliary electrode, establishes an electrical connection in the solution
and helps measuring the current flow; the reference electrode (RE) serves to set and
control in a stable way the bulk potential of the solution (and should not be placed
too close to the WE) [159,160].
Electrodes can be ideally polarizable (IPE, electrode at which no charge transfer
can occur across the metal-solution interface due to faradaic processes, but transient
currents are still possible without charge transfer) or faradaic (charge transfer can
occur and is governed by Faraday’s law, in which the amount of chemical reactions
is proportional to the current flow) [160]. Given this distinction, and considering the
roles the different electrodes have, WEs are typically implemented with platinum,
gold, carbon (e.g. graphite) or silicon compounds, materials that approach the
ideal IPE behavior; REs are commonly made of Ag/AgCl and guarantee a faradaic
connection to the solution (in fact, it is necessary to provide redox species in solution
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to sustain the electron transfer to/from the electrode); CEs instead can be made of
any convenient material, since they do not affect the behavior of the WE (usually,
materials that do not produce substances by electrolysis, that could possibly reach
the WE, are preferred) [159,160].
The following classification is possible for electrochemical biosensors:
❼ Amperometric/Voltammetric [161]: they continuously measure currents result-
ing from oxidation/reduction of electroactive species [159]. When the current
is measured at a constant potential, we refer to amperometry ; when the poten-
tial is measured at constant current, we refer to voltammetry. The presence
of electroactive interference in the sample can cause false current readings,
and this is a major limitation of this family of biosensors [114, 162]. Very
high density arrays are also possible [163], and notable implementations in-
clude interdigitated [164,165], bipolar [166], nanogap [167], and ring-disk [168]
electrodes.
❼ Potentiometric [169]: they measure the accumulation of a charge and cor-
responding change in potential at the WE [159], essentially providing infor-
mation about the ion-activity [170]. They do not chemically influence the
samples, hence are the ideal candidate sensors for applications with very tiny
samples (e.g., femto-L volumes) [159, 171]. Examples of application are the
detection of the pH (i.e., the concentration of H+ ions) or selective ion con-
centrations in solutions. Many potentiometric devices are based on field effect
transistor (FET) devices. Ion-selective electrodes are in particular extremely
used in clinical chemistry, thanks to their selectivity, simplicity, rapidity, low
cost and maintenance-free measurement [114].
❼ Conductometric [172, 173]: they measure the ability of an analyte/medium
to conduct DC or AC/transient electrical currents between electrodes. They
are mostly associated with enzymes (where the ionic strength of a solution
between two electrodes is altered by enzymatic reactions) [159]. Capacitive
biosensors also fall within this category [174]. These kinds of biosensors are of
great interest, especially in combination with nanostructures (e.g., nanowires
[175]). They are very convenient because no reference electrode is required
(since these sensors detect changes in the conductivity, or resistance, between
two electrodes), they are cheap to fabricate, and there is the possibility of
miniaturization, parallelization in device arrays, and direct electrical response
[114,176].
❼ Charge-effect : Ion Sensitive Field-Effect Transistor (ISFET) devices are a no-
table example of charge (or field) effect biosensors [177]. Surface charges in-
duced by the analytes or variations in the solution modify the conductivity of
the field-effect device, thus leading to the detection (e.g., variations in the pH of
the electrolyte). Recent developments include nanoribbons (NR) [178–180] and
FinFET [181] implementations, thanks to the opportunity offered by CMOS-
integration.
❼ Impedimetric [182, 183]: they measure the electrical impedance between two
electrodes in AC, with a constant DC bias superimposed. A small-signal sinu-
soidal excitation is applied, sweeping its excitation frequency and measuring
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the resulting current at the electrode. The ratio between the measured current
and applied voltage (at different frequencies) gives the impedance spectrum.
This is referred to as Electrochemical Impedance Spectroscopy (EIS) [184].
A major strength of EIS is that it interrogates different sample properties in
different frequency ranges.
If no electrochemical reactions occur in the solution, detection/characterization of
analytes and electrolyte properties is still possible by means of essentially the same
basic techniques. As an example, sedimentation of dielectric microparticles on na-
noelectrodes can be monitored by means of impedimetric measurements (impedance
spectroscopy), possibly identifying properties of the analyte (size, permittivity)
without the need for electrochemical reactions: the mere presence of the analyte
(which occupies a part of volume that was previously occupied by electrolyte), in
fact, alters the electrical properties (impedance) of the medium. This is the case of
electronic biosensors (i.e., biosensors based on electronic transduction without elec-
trochemical reactions causing the variations of the input physical quantity), which
are the subject of this thesis.
1.3.6 Impedance-based sensing
Impedance sensing is performed by applying small sinusoidal voltage signals V (ω)
at different frequencies (f = 2πω) to a sample (e.g. by means of an electrode),
while simultaneously recording the resulting current I (ω). The impedance is the
ratio between the frequency dependent complex numbers V (ω) and I (ω): Z (ω) =
V (ω) /I (ω). Results are also commonly displayed in terms of admittance, i.e. the
reciprocal quantity of impedance: Y (ω) = 1/Z (ω) = I (ω) /V (ω).
The impedance is, in general, frequency-dependent. Hence, it has a non-constant
amplitude and phase spectrum. Impedance spectroscopy is dedicated to measuring
the amplitude and phase (or real and imaginary part) of this impedance spectrum,
to gather information about the sample under test.
The many possible architectures of impedance analyzers can essentially be grouped
in two main categories, distinguished based on the way the impedance is calculated
starting from the measurement of the current induced by the applied voltage stim-
ulus [185,186]:
❼ those that use a wide spectrum of frequencies for the input voltage and calcu-
late the impedance by Fast Fourier Transform (FFT) of the applied signal and
measured current. This solution usually yields poor sensitivity and signal-to-
noise ratio (SNR); furthermore, and a large amount of power and memory are
required [185].
❼ those that use coherent-detection, by means of quadrature detection or lock-in
amplifiers. Since the applied signal power is concentrated in a single frequency
and the output is tuned within narrowband filters, higher SNR is obtained and
the linear mode of operation is maintained [185].
For a more detailed description of different architectures of impedance spec-
troscopy circuits, the reader can refer to the following reviews [185–188].
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Alternatives to impedance analyzers are also possible. As a notable example, we
cite the charge-based capacitance measurement (CBCM) approach [189, 190]. This
is the approach that was followed for the development of the biosensor platform
investigated in this thesis. While CBCM techniques cannot replace general-purpose
impedance analyzers, for specific applications (e.g., biosensing) they present sig-
nificant benefits compared to conventional lock-in architectures (e.g., smaller area
occupation, which enables the implementation of matrices of sensors with smaller
intra-sensors pitch).
The physical systems of interest for impedimetric sensing can be conveniently
modeled by means of combinations of linear lumped-element electric components.
In particular, for the physical systems under study in the context of biosensing,
the impedance under investigation is always passive (e.g., pure delay or all-pass
behaviors are not possible, since they would inevitably produce impedances with
negative real parts in certain frequency bands) and can be modeled with equivalent
lumped element circuits made of mixed resistance-capacitance components (not even
inductive). Over any finite frequency range of interest, these responses can always
be approximated to arbitrary accuracy with RC networks of adequate complexity
(e.g. using the systematic methods developed by Foster and Cauer [191–193]).
A relevant element is given by the portion of electrolyte in close proximity to
the electrode, often denoted as the electrical double layer (EDL, see next section).
If we assume the electrode to be ideally flat and extremely thin, the EDL of an
impedimetric sensor can be described by an ideal capacitor. In practice, however,
surface roughness and porosity of the electrode result in a distribution of local time-
constants, which can be modeled by means of constant phase elements (CPE) [185,





where α represents a non-ideality factor (for α = 1 an ideal capacitor with capaci-
tance equal to Q0 [F] is obtained; for α = 0 an ideal resistor with resistance equal
to 1/Q0 [Ω] is obtained; for α ̸= 1 an impedance with constant phase (-90α)➦ is
obtained). For reasonably smooth electrodes, typical values of α are in the range
0.8-0.9.
Together with surface roughness, also diffusion processes of ion species result in
deviations from purely resistive-capacitive behaviors. In particular, redox reactions
are usually modeled by means of a Warburg diffusion element (ZW ). A Warburg
impedance accounts for the mass-transport limitations of redox currents at low fre-
quency [185] and is represented by a CPE with α = 0.5 (i.e. an impedance which
depends on the square root of the angular frequency, ZW ∼ 1/
√
ω). An equivalent
circuit commonly used in EIS analysis is the Randles circuit [195], shown in Fig. 1.10
(a).
For modeling purposes, we will approximate the EDL as an ideal capacitance
[185]: in fact, as will be discussed in the following, given the advanced fabrication
process used to fabricate the nanoelectrodes in CMOS technology as discussed in
this thesis, large values of α ≃ 1 are realistic. The Warburg impedance will also be
neglected in this thesis: as will be discussed in Chap. 2, essentially zero DC bias








Figure 1.10: (a) Randles equivalent circuit model, composed by the bulk solution
resistance RSOL, the EDL constant phase element ZCPE (which models non-Faradaic
phenomena), and the series of a charge-transfer resistance RCT and a Warburg
impedance ZW (modeling Faradaic phenomena) [185,195]. (b) Simplified model valid
for nearly-ideal electrode surface properties and in the absence of redox reactions,
composed by the EDL capacitance CEDL, and RE and CE representing the spreading
resistance and spreading capacitance of the electrode to the electrolyte, respectively.
will be applied between the gold working- and counter-electrodes of the biosensor
platform, and redox reactions do not occur. These two simplifications allow us
to simplify the Randles equivalent circuit, considering instead the model shown in
Fig. 1.10 (b) and thoroughly discussed in the following of the thesis. Modeling
and interpretation of measured impedance spectra is not trivial, especially due to
the large number of parameters and phenomena that can affect the result (e.g.,
temperature, surface roughness, ...) [196]. Since the physical meaning of the lumped
element components we use to model the system should always be preserved, usually
simpler (approximated) models are to be preferred [185]. This will indeed be our
approach, and equivalent circuit models for the biosensor under investigation will
be discussed in Chapter 3.
1.4 The Electrical Double Layer at low and high
frequencies
If we neglect airborne particles and gas sensing applications [197], electrolytes are the
most common ambient where biomolecules can be found, and hence are of primary
interest for sensing applications. In particular, all humans and many animals need
water electrolytes to survive. Biosensing in electrolyte can however be challenging
for a number of reasons, and notably due to the screening of the sensor’s signals
caused by the formation of the Electrical Double Layer (EDL) [160]. In fact, while
on one hand this phenomenon guarantees high sensitivity to surface reactions, it
severely hampers the detection of analytes that are not in close contact with the
sensor. In the following we will discuss this aspect in more detail.
When a charged metal surface is put in contact with an electrolyte, ions that
have an opposite polarity (with respect to the polarization of the metal surface)
are attracted by the charged surface. These ions (called counter-ions, due to their
opposite polarity) tend to accumulate on the sensor’s surface, and thus create a
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Figure 1.11: Sketch representing the Electrical Double Layer (EDL). Analytes
located far from the sensor’s surface are difficult to be detected due to the screening
of the electrode’s signals.
dipole and a thin layer with reduced water content and permittivity with respect to
bulk electrolyte. The thickness of this layer is in the order of the size of the atoms (a
few Å), and it is called Stern layer. While counter-ions are attracted to the sensor’s
surface, for the same reason co-ions (ions that have the same polarity as the charged
surface) are depleted from the sensor’s surface and form the diffuse layer. The
Stern and diffuse layer together form the so-called electrical double layer, which is
accurately described in the continuum by the Gouy-Chapman-Stern theory [198–201]
and is schematically represented in Fig. 1.11. The main consequence of the formation
of the EDL is that a potential drop occurs at the sensor’s surface. The high electric
field therein polarizes the water molecules. Therefore, a low-permittivity layer is
interposed between the sensor and the bulk electrolyte. This layer hampers the
sensing of analytes located far from the sensor’s surface [202]. The distance up to














where εel is the permittivity of the electrolyte, kB is the Boltzmann’s constant, T is
the absolute temperature, q is the absolute value of the electron charge, Nions is the
number of ions species in the electrolyte, and Zm and n0,m are the valence and ion
concentration of the m-th ion species. Under the simplifying assumption of having a
1:1 symmetric electrolyte [203], the expression can be simplified as in the last term
of Eq. 1.2, where n0 is the ion concentration in the bulk of the electrolyte. Eq. 1.2
highlights the dependency of the Debye length from the inverse of the square root
of the ion concentration. The Debye length is roughly 1 nm at physiological salt
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concentrations.
One possible approach to enable sensing across a larger distance from the elec-
trode’s surface is to increase the screening distance (namely, the Debye length) by
reducing the salt concentration of the electrolytes [204–206] (the parameter n0 in
Eq. 1.2); however, lowering the ionic strength is not a good solution for the detection
of biomolecules since it can alter their properties, or even denature and ultimately
destroy them.
Another solution is offered by magnetic beads [75]. Magnetic beads can be
linked/coated with receptors such as antibodies, strepadivin, or DNA to obtain
a specific interaction with the target, then squeezed against the surface using an
external magnet, finally recovering it for further studies. This way, the target analyte
can be forcefully moved onto the sensor’s surface. This however implies the labeling
of the analyte (these magnetic beads are used as tags in place of conventional labels),
with the known drawbacks.
A different approach is to operate the biosensor with transient or high-frequency
signals [207–209]. In fact, while the low frequency signals are slow enough to allow
the ions to move and rearrange themselves (thus forming the screening EDL), high-
frequency signals are faster than the dynamics of the single ions. As a consequence,
the single ions and the EDL are not given enough time to adjust to the AC bias
perturbations. In this case, the electric field penetrates further from the electrode
and probes analytes located at a larger distance. Simultaneously, sensitivity to small
adsorbates within the EDL is diminished compared to low-frequency detection.
To further address this point, we can consider as a simple model system a hemi-
spherical electrode in contact with a physiological salt concentration (150 mM) elec-
trolyte [210]. By using the model in [211], we can define the relative sensitivity
(with respect to the electrode’s area) to local (surface or bulk) processes (e.g. the
presence of an analyte) as | (r0Er/V )2 |, where r0 is the radius of the electrode, V
is the voltage applied to the electrode, and Er is the amplitude of the local electric
field) [210] (this expression can be derived from [211], where the admittance varia-
tion induced by the presence of an analyte was demonstrated to be proportional to
the square of the local electric field strength). Three frequency ranges can be iden-
tified, discriminated by two distinct frequency points, as shown in Fig. 1.12. The
first frequency of interest is the frequency point from which we start to overcome
the EDL screening. It is geometry-dependent and is heuristically given by
f1 =
1
2πRE (CEDL + CE)
(1.3)
where CEDL represents the capacitance of the double layer, and RE and CE are the
electrolyte spreading resistance and capacitance, respectively. For an 85 nm radius
electrode in 150 mM solution, we have f1 ≈ 3.3 MHz. The second frequency of








where we indicated as σE,DC the DC conductivity of the electrolyte, and as εE its



































Figure 1.12: Relative sensitivity to surface and bulk processes as a function of
frequency for a simple model system (hemispherical electrode with r0 =85 nm radius).
The relative sensitivity is defined as | (r0Er/V )2 | (where V is the voltage applied to
the electrode and Er is the amplitude of the local electric field) [210]. See also
Tab. 1.1.







where λD ≃ 0.8 nm is the Debye’s length.












saturated at low frequency









same as bulk sensitivity
Table 1.1: Relative sensitivity to surface and bulk electrolyte: identification of
the main frequency ranges and the related properties. See Fig 1.12. Table adapted
from [210].
As f2 is approached, the AC field from the nanoelectrode penetrates fully the
electrolyte and measurements become less sensitive to hardly controllable surface
defects and contamination. Hence, being able to operate at frequencies higher than
the dielectric relaxation frequency is extremely convenient, even though very chal-
lenging (as will be discussed later).
1.4 Electronic biosensors, HFIS, and NEAs 27
Considering large (millimeter-sized) electrodes, f1 can be lower than 1 kHz. Be-
ing able to probe analytes far from the electrode’s surface is thus easily achievable
for macro-scaled objects; differently, to both overcome the Debye screening and at
the same time achieve high sensitivity for the detection of nanoscale analytes, using
nanoscale electrodes and frequencies above 1 MHz appears essential.
In this PhD thesis, we will focus on the opportunities offered by operating at
frequency > f1 or possibly even > f2. More details about the Physics of electrolytes,
and the screening and EDL theory will be given in Sect. 3.1
1.5 Electronic biosensors, high-frequency imped-
ance spectroscopy, and nanoelectrode arrays
While the selectivity of biosensors essentially depends on the properties of the bio-
recognition layers, performance parameters like sensitivity, dynamic range, and limit
of detection strongly depend on the physicochemical properties of the transducer,
which can be improved by proper engineering of materials and designs [212]. A
way to achieve high sensitivity to macromolecular entities is offered by using na-
noelectrodes, with a size comparable to that of the target analyte [209]. In this
case, however, the small dimension of nanoelectrodes can severely reduce the event-
rates of interactions between a single nanoelectrode and nano-sized analytes (e.g.
nanoparticles or viruses) [209]. A solution is offered by employing a large num-
ber of nanoelectrodes, individually addressable and organized in dense 2D-matrix
structures: this allows to enhance the binding-rates, and enables massively-parallel
highly-sensitive sensing [209]. As will be clear in the following, this is essentially
enabled by CMOS technology, and it represents the next-level of miniaturization
from common microelectrode array (MEA) implementations, namely nanoelectrode
arrays (NEA).
Despite its long history, so far Electrochemical Impedance Spectroscopy (EIS)
received limited attention at the nanoscale. Recent developments in nanotechnol-
ogy, however, allow miniaturizing and integrating EIS sensors in CMOS technol-
ogy [213]. In fact, nanoscale electrochemical devices are perfectly suited as signal
transduction elements for integration with solid-state electronics [209], also because
the requirements for materials fabrication methods for integrated circuits (IC) and
electrodes are mostly compatible. Thanks to the low power consumption and en-
hanced sensitivity upon miniaturization, electrochemical methods combined with
nanoscale electronics pave the way to a number of applications where they can pro-
vide outstanding performances. In particular, they enable highly-parallel sensing
and high-sensitivity [190, 209, 214–219]. Examples of highly sensitive realizations
include the implementation of CMOS DNA sensor arrays [216, 220], the possibil-
ity to perform both recording and stimulation of cellular activity [221–226], and
capacitance measurements that even achieve the zepto-Farad resolution [227,228].
EIS is capable of investigating different sample properties at different frequencies.
In the absence of faradaic contribution and at low frequencies, it probes the region
within the EDL, hence it is very sensitive to chemical processes occurring at the
surface of the electrode [209]. However, extending the sensing capabilities beyond
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the EDL is desirable in a number of applications (for example, just consider that
at physiological concentrations the Debye length is much smaller than the size of a
regular IgG antibody or a virus, see Fig. 1.9), and a limited ability to do so has proven
a major hurdle for transducers based on field-effect detection [51,202,229–231].
As discussed in the previous section, operating at high-frequencies is an elegant
solution to overcome the Debye’s screening. However, high frequencies of operation
is a noted obstacle for integrated impedimetric biosensors, and it hampers the de-
tection of analytes far from the sensor’s surface [51, 207, 229, 230, 232]. In fact, the
admittance of individual nanoelectrodes in contact with physiological solution is in
the order of femto-Farad [160], i.e. orders of magnitude smaller than the capaci-
tance of sub-cm long coaxial-cables. Performance of conventional EIS systems are
in fact limited by stray capacitance, and rarely exceed 1 MHz operating frequen-
cies [206, 233, 234]. As a result, very few groups developed approaches to perform
EIS with nanoscale electrodes.
One possible approach to address the issue is to connect multiple nanoeletrodes
in parallel, in such a way that the total admittance becomes larger than the ad-
mittance of the interconnection: this way, it is possible to probe analytes beyond
the EDL, at the price of having to rely on measurements averaged over multiple
electrodes. Interdigitated electrodes [235] and nanogap electrodes [236] are slight
variations of this approach. Alternatively, frequency-mixing can also be applied:
exploiting the non-linear behavior of ISFET sensors, the response to modulated
high-frequency excitations can be converted to low frequency for the actual extrac-
tion of the information [207,237].
Operating individual nanoelectrodes at high frequency at physiological salt con-
centrations can thus be achieved only by substantially reducing the parasitic im-
pedance. In turn, this is only possible with advanced CMOS fabrication pro-
cesses [190, 238, 239] and co-design approaches of electrodes and electronics [240].
In fact, the desire to reach high modulation frequency at the nanoelectrodes (to
overcome Debye screening) forced to use simple and compact stimulus/readout cir-
cuitry for the implementation of the biosensor described in this thesis (as the CBCM
technique can provide). As will be clear in the following, staying close to the most ad-
vanced CMOS processes is also necessary to maximize the signal-to-noise ratio. The
opportunities offered by advanced CMOS technology, in particular the capability to
implement high-performance low-power circuits, with record integration density and
nearly 100% yield, make CMOS-based nanobiosensors a most-promising technology,
in such a way that it can be envisioned that “what can be sensed by CMOS will
be sensed by CMOS” [210]. Relying on the most advanced CMOS process thus en-
ables to perform high-frequency impedance spectroscopy (HFIS) at nanoelectrodes
for label-free real-time detection and imaging. Finally, another advantage of CMOS-
based devices that should be mentioned is the low-cost. While a single microscope
for optical systems costs 30-400 k✩ (depending on the application), the cost of a
single CMOS chip is 4-5 orders of magnitude lower (depending on the production
volume)2. This enables massively parallel imaging, with a large number of chips
2the advantage in terms of cost is especially visible under the hypothesis of having re-usable
chips, as is to a large extent the case with the chips discussed in this work (better explained in
Sect. 4.3).
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running in parallel.
All the aforementioned benefits offered by CMOS technology are integrated in
the CMOS pixelated biosensor platform described in this thesis, which is devoted to
investigating high-frequency impedance spectroscopy and imaging of a large variety
of analytes. The platform is suited for many applications, including but not limited
to: determination of concentrations of analytes, cytometry, real-time imaging of the
behavior of cells, identification of the efficacy of bactericidal treatments for food-
industry applications (e.g. discrimination between live and dead cells), selective
identification of analytes (by means of surface functionalization), ...
1.6 Summary and scope of the work
In this chapter we have introduced the motivation for intense developments of sen-
sors for health applications and provided a general description of different kinds of
nano-biosensors. We have highlighted a few interesting properties that would be de-
sirable in advanced nanobiosensors, such as label-free detection, real-time imaging
mode of operation, capability to detect analytes at the nanoscale with high sensitiv-
ity and selectivity, massively-parallel and high-throughput capabilities. Electronic
nanobiosensors based on impedimetric measurements at NEAs address these target
properties in a competitive way compared to common optical methods and have
huge potential of improvement.
In the context of electronic biosensors, we have seen that advanced CMOS tech-
nology provides crucial benefits. In fact, thanks to the continuous improvements
of CMOS technology [241], higher frequencies, smaller electrodes, and higher array
densities will be possible [209]. Provided that the SNR is maintained, smaller elec-
trodes enable detection at the level of single-molecules (see Fig. 1.9); higher array
densities enable spatial resolution superior to optical imaging; higher frequencies of
operation enable to exceed the electrolyte dielectric relaxation cut-off frequency (f2,
beyond 300 MHz at physiological salt concentrations), thus accessing a frequency
range where the response is independent of the ionic conductivity of the electrolyte
itself, and therefore improving the robustness of the sensing [209]. Also the co-design
of electrode and electronic readout circuits is of fundamental importance.
Until now, very few platforms revealed the capability to operate at frequencies
above 1 MHz or as high as 50 MHz [214,238,242,243] combined with high-resolution
label-free real-time imaging of particles, cells, and emulsions. The CMOS pixelated
nanocapacitor biosensor platform developed by NXP Semiconductors [190,209,214,
215] is thus a unique system in the nanobiosensors scenario: it implements a matrix
of 256×256 nanoelectrodes (when immersed in fluid they form metal/liquid nanoca-
pacitors) enabling massively-parallel label-free real-time dynamic imaging and HFIS
beyond the dielectric relaxation cut-off frequency of the electrolyte up to nearly
physiological salt concentrations (maximum frequency of operation: 70 MHz).
Proof of concept demonstration of the detection and imaging of a number of
different analytes has been given with this platform (microparticles, nanoparticles,
cells, oil emulsions, viruses) [190,209,214,215]. However, quantitative analysis of the
results and detailed understanding of the measurement dependencies in the system
parameters is still lacking.
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It is thus the purpose of this thesis to investigate the potential of this innovative
platform for quantitative nano-biosensing applications. In particular, the main goal
of this work has been to improve the measurement system and demonstrate its capa-
bilities from the quantitative point of view (with the aid of analytical, numerical and
statistical models), possibly understanding and characterizing all the main effects
that might influence the outcome of experiments.
The thesis is structured as follows (the corresponding author’s references are
linked):
❼ Chapter 2 presents the CMOS pixelated nanocapacitor biosensor platform
at the basis of this PhD thesis. The concept and implementation of the
CMOS chip, the realization of a temperature control system and a microfluidic
setup are discussed, together with a comparison with state-of-the-art chips
for impedance sensing. The content of this chapter was partly published
in [209] [190].
❼ Chapter 3 presents analytical, numerical and statistical models to aid the
study of nanoelectronic biosensors and analytes. The topics covered include:
an introduction to the nanobiosensor simulator (ENBIOS) used in this the-
sis, the implementation of two simulation tools for the nanoHUB.org por-
tal [244] [245] [246], an analytical model to interpret measurements performed
by means of CBCM (as is the case for the NXP platform) [190], a method-
ology to simulate (by means of ENBIOS) the response of a biosensor due to
arbitrarily-shaped input voltage waveforms, a compact-model and simulation
study of the HFIS response of the nanoelectrodes to small viruses [247] [248],
a parameter-estimation and uncertainty quantification statistical approach
based on Bayesian inference [249] [250].
❼ Chapter 4 presents experiments in uniform environments (electrolytes, with-
out analytes) [190]. The implementation of calibration strategies to avoid
and/or compensate systematic errors are discussed [190], analyses of possible
root causes for residual discrepancies between simulations and measurements
are presented [251], and the parameter-estimation statistical approach is used
to determine system parameters [249] [250]. At least one more journal paper
is in preparation on these topics.
❼ Chapter 5 presents results in the presence of analytes. Oil droplets are con-
sidered as a test case to implement calibration curves to estimate the size of an-
alytes, experiments with dielectric microparticles are presented together with
Bayesian extraction of parameters, conductive microparticles are extensively
analyzed to understand their peculiar features, and simulations of nanoparti-
cles are performed to reveal the platform detection limits. At least one more
journal paper is in preparation on these topics.
The work of this thesis thus spanned a wide range of activities: modeling, numer-
ical simulations, calibrations, implementation of experimental setups, experiments
with subsequent verification and interpretation of results, statistical analyses. These
activities have been enabled by a network of collaborations, in particular:
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❼ NXP Semiconductors (Dr. Frans Widdershoven), who provided us the CMOS
biosensor platform most of the activity of this PhD has been based on, and
constantly suggested ideas and models to aid the interpretation of experimental
results and to design new experiments;
❼ University of Twente (Prof. Serge G. Lemay, Dr. Cecilia Laborde, Dr.
Christophe Renault), who performed a significant part of the experiments
shown in this thesis and provided the corresponding measurements;
❼ Technical University of Wien (Prof. Clemens Heitzinger, Dr. Jose A. Morales
Escalante, Leila Taghizadeh, Benjamin Stadlbauer, Daniel Pasterk), who de-
veloped the Markov-Chain Monte Carlo statistical analyses approach and per-
formed the Bayesian estimation analyses.

2 CMOS Pixelated Nanocapacitor
Biosensor Platform
In this chapter we describe the CMOS pixelated nanocapacitor biosensor chip (orig-
inally developed and kindly provided by NXP Semiconductors) which is at the basis
of this PhD thesis [190]. The chip is an improved version of a 90 nm CMOS inte-
grated circuit featuring a nanocapacitor array, readout and A/D conversion circuitry,
and a Field Programmable Gate Array (FPGA)-based interface board with NIOS
II soft processor [190]. In particular, we describe the assembly of a microfluidic and
temperature-control packaging, which turn the chip into a fully-electronic label-free
biosensing platform capable to operate at high frequency and thus to overcome the
Debye screening limit over a wide range of electrolyte salt concentrations.
Sect. 2.1 describes the NXP chip processing, the PCB, and the socket. Sect. 2.2
and 2.3 present the microfluidics, the temperature control setup, and the mounting
we implemented at the Nanoelectronics Lab in Udine. We leave to next chapters the
detailed description of the calibration and compensation procedures we developed to
reduce systematic errors (Chapter 4). Finally, in Sect. 2.4 we present a benchmark
analysis of the platform compared to other implementations.
We acknowledge F. Widdershoven (NXP Semiconductors) for developing, sharing
the fabrication details, and providing us the chips and the board, and Prof. M.
Sortino (University of Udine, LAMA FVG Advanced Mechatronics Laboratory) for
the help with drilling and 3D printing operations (Sect. 2.1.3 and 2.2).
The content of this chapter is partly published in [190] [209].
2.1 The chip and the board
2.1.1 Concept and implementation
The core of the chip consists of 65,536 individually addressable gold-copper nanoelec-
trodes of 90 nm nominal radius, arranged in a 256×256 array with 550nm×720nm,
600nm×720nm or 600nm×890nm column/row pitch (different chip versions). The
chip has been designed for Charge Based Capacitance Measurements (CBCM) [189]
at switching frequencies up to 300 MHz. Fig. 2.1 shows a chip photo, highlighting
the main circuit blocks, Fig. 2.2 shows the organization and architecture of the array
of nanoelectrodes, Fig. 2.3 shows an essential schematic of one sensor cell and col-
umn read-out circuit, and Fig. 2.4 shows a block diagram of the main components
of the sensor and control-board architecture.
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Figure 2.1: Photo of the chip, highlighting the matrix of 256×256 nanoelectrodes
(A), the 4 temperature sensors (arrows), the 8 A/D converters (B), the 4×64 data
accumulation registers (C), and the 2×128 column read-out circuits (D). The chip
size is 3.2×2.1 mm2. Published in [190].





















Figure 2.2: Architecture of the array, highlighting in red a single sensor cell. The
gold disks represent the nanoelectrodes. Published in [190].






































Figure 2.3: Schematic of a selected sensor cell (see also Fig. 2.2), coupled to
its column read-out circuit. Gold disks represent the nanoelectrodes. The cascoded
common gate amplifier controls the column voltage VT , and passes the column current
IM to the integration capacitor Cint (480 fF). IM is equal to the average sensor cell
current (averaged by the column’s parasitic capacitance). At the end of a charge
integration period (started by opening switch SRESET ), the ADC samples the voltage
on the integration node (labeled *). Immediately after, it samples the calibration
voltage Vcal (800 mV), passed to the integration node via switch SCAL, and converts
the difference of the 2 samples. This implements a Correlated Double Sampling
(CDS) scheme, which suppresses 1/f noise and drift in the A/D conversion path.
Typical voltage values are also indicated. Published in [190].
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Figure 2.4: Architecture of the sensor chip and control board (image adapted from
[214]).
CBCM is implemented with two minimum-size (W/L = 200nm/90nm) switch
transistors ST and SD per sensor cell, that repetitively charge and discharge the ca-
pacitance of a nanoelectrode, connected to the switching node, to the potentials VT
and VD, respectively. ST and SD are controlled by off-chip generated non-overlapping
clocks (ΦT , ΦD) with programmable frequency and pulse shapes. To avoid interfer-
ence in ground return paths on the chip, ΦT and ΦD are imported on the chip as 2
differential clock pairs, that are routed differentially all the way to the row selection
circuitry alongside the array, where the non-inverted clock signals are passed on to
a selected row of sensor cells. The clock waveforms for measurements at 50 MHz
switching frequency typically have 1 ns rise and fall times, 7 ns high times, and
10 ns delay between the ΦT and ΦD pulses. Clock waveforms at different frequen-
cies maintain the same rise/fall times, while scaling the high time and the delay
accordingly. These parameters can be programmed via the chip control software.
A full row of 256 sensor cells is selected (e.g. row m = 2 in Fig. 2.2) by passing
the clock signals ΦT and ΦD, and the discharge potential VD, to the row’s ΦT,m,





, where the floor operator ⌊·⌋ rounds down to the
nearest integer; i.e. ΦT,2, ΦD,2 and VD,1 in the example) via on-chip analog switches,
controlled by an on-chip row decoder. All other rows (i.e. rows 0, 1, 3, 4, ... in
the example) are disabled with a logic low DC potential on their respective ΦT,m
terminals.
The nanoelectrodes of the adjacent row, that shares the same VD,k line with the
selected row (i.e., row 3 and line VD,1 in the example), are made floating with a logic






− m + 1; i.e. ΦD,3 in
the example). This insulates these nanoelectrodes from the discharge potential VD.
A “fluid” DC potential VFL is put on the VD,k′ lines of all other non-selected rows
(k′ ̸= k; i.e. VD,0, VD,2, VD,3, ... in the example), and passed on to the nanoelectrodes






i.e. ΦD,0, ΦD,1, ΦD,4, ΦD,5, ... in the example). These electrodes provide an AC
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return path for the modulation signal on the selected nanoelectrodes.
This selection scheme effectively constitutes a single large reconfigurable on-chip
counter electrode, at a DC voltage VFL, that is typically set to the time-averaged
DC level of the modulation signal on the selected nanoelectrodes. With this row
selection scheme and VFL potential, the long-term net DC charge transport through
all nanoelectrode surfaces, mediated e.g. by redox-active species in the fluid, is
always averaged out to zero, preventing unwanted electrochemical modifications
of the electrode surfaces. This is an important prerequisite for long-term stable
measurements in electrolytes.
The array and row-selection electronics of the chip version with the largest
(890nm) row pitch are slightly modified: each row of nanoelectrodes has its own
selectable discharge line, so that the nanoelectrodes of both non-selected rows ad-
jacent to the selected row can be connected to VFL. This way, the adjacent row of
electrodes is not floating; instead, the selected nanoelectrodes are surrounded by a
fully symmetrical AC return path, at the expense of a slightly larger sensor cell area.
In the array of the chip version with 550nm column pitch, odd and even columns are
placed mirror-imaged with respect to each other. This way, groups of 2×2 sensors
cells can share a single discharge line contact. This gives the smallest sensor cell
area, at the expense of non-identical misalignment sensitivity of the odd and even
sensor cells of a selected row. The latter can result in well defined measurement
patterns, clearly visible in capacitance maps.
This combination of small-radius actively modulated on-chip nanoelectrodes with
a much larger reconfigurable counter electrode at micrometer proximity is a criti-
cal enabler for CBCM at MHz - GHz switching frequencies, without being limited
by the electrolyte series resistance. To be able to reach a similar high-frequency
operation with off-chip modulation, the electrolyte series resistance, loaded by the
parasitic capacitive coupling to the entire wetted chip surface (including disabled na-
noelectrodes) surrounding the selected nanoeletrodes, would require placing a large
external counter electrode plate at few-micrometer distance above the chip surface.
Apart from the fact that such a system cannot be manufactured without drastically
modifying a mature CMOS flow, the narrow gap between the counter electrode and
the chip surface would constitute a huge resistance for the fluid flow. Such a system,
if reliably manufacturable at all, would be very impractical.
The capacitance of a nanoelectrode in (row, column) = (i, j) is determined by
selecting row i, and measuring the average charge/discharge DC current IM per cycle
of column j (see Fig. 2.2 and Fig. 2.3). Therefore, the measurement capacitance








where fs is the switching frequency, ∆V = VT − VD is the charge/discharge modu-
lation amplitude, and Qs is the average charge transferred through the sensor cell
per charge/discharge cycle (if we indicate as QTOT the total charge transferred by a
sensor cell in Ncyc switching cycles, we can express Qs = QTOT/Ncyc). While the dis-
charge node of the nanoelectrode (at voltage VD) is directly controllable, the transfer
voltage node (at voltage VT ), instead, is not directly accessible and it is controlled
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only in an indirect way via the cascoded common gate amplifier (see Fig. 2.3). The
measurement capacitance information thus requires to make an assumption on the
value of VT , which we indicate as VT,E. Consequently, the measurement capacitance
provided by the platform can be expressed as Eq. 2.1 using ∆V = VT,E − VD. Dif-
ferences between the a-priori definition of VT,E and the actual value of VT can be
easily corrected after the measurement (see Chapter 4).
Typical values of VD and VT are in the ranges of 80 – 160 mV and 280 – 360
mV, respectively, with a maximum VT − VD of 200 mV. For typical values of CM
in the range 0.6 – 4 fF, the maximum column current IM at fs = 70 MHz is 56
nA. Therefore, the input transistor (W/L = 600nm/300nm) of the common-gate
amplifier in Fig. 2.3 is always biased in the sub-threshold regime.
The voltages of the charge-integration nodes (* in Fig. 2.3) of the 256 column
read-out circuits are digitized by 8 analog-to-digital converters (ADC), running in
parallel (Fig. 2.4).
The 13-bit ADCs have a cyclic “1.5 bit/cycle” architecture, with built-in noise
suppression (by Correlated Double Sampling (CDS), see caption of Fig. 2.3), sim-
ilar to the ADC described in section 3B of [252] (same architecture but different
component values; for convenience, the architecture of [252] is reported in Fig. 2.5).
They run at clock frequencies of 1 – 45 MHz, that can be derived from the non-
overlapping clocks with an on-chip clock recovery circuit and an optional clock di-
vider (divide-by-2; required for non-overlapping clock frequencies of 45 – 90 MHz).
For non-overlapping clock frequencies above 90 MHz, the ADC can be clocked with
an external clock. In practice, we always use the clock recovery circuit combined
with the clock divider, to guarantee a 50% duty cycle for the ADC clock.
Figure 2.5: Architecture of the “1.5 bit/cycle” ADC with built-in noise suppression
of [252]. Image taken from [252].
Although the ADCs have been designed for 13 bits resolution, their actual resolu-
tion is limited to 9 – 10 effective number of bits1. The root cause of this limitation is
still not fully understood, but it involves a correlated noise or cross-talk component
that cannot be averaged out. Although this limits the sensitivity of single-electrode
capacitance measurements to 0.5 – 1 aF (1-sigma noise level), it does not block the
1a value that is also related to the switching frequency
2.1 The chip and the board 39
use of the chip for many interesting single-particle detection and imaging applica-
tions (see Sect. 5.3), or applications where signals of multiple nanoelectrodes can be
averaged (e.g. for protein or DNA/RNA detection).
Each ADC processes a group of 32 consecutive odd or even columns in time-
division multiplexing mode (MUX not shown in Fig. 2.3). In particular, even/odd
columns are processed by the ADCs located on opposite sides of the chip (left and
right B-areas in Fig. 2.1, respectively). With the clocks ΦT and ΦD of the selected
row running continuously, the charge integrators of the 32 columns are started one
after another at integer multiples of the number of clock cycles required for 1 A/D
conversion (this number depends on the settings of the ADCs). After integration
for a programmable number of non-overlapping clock cycles (which determines the
integration time), the voltage on the charge-integration node of a column is sam-
pled by the A/D converter, applying CDS, and subsequently reset and restarted,
while the other 31 charge integrators continue integrating. Then the next column
is processed. This sequence through 32 consecutive columns is repeated 1 – 127
times (programmable), where the ADC outputs are column-demultiplexed, and ac-
cumulated in 256 on-chip data accumulation registers (the 4 blocks labeled “C” in
Fig. 2.1; see also Fig. 2.4).
After data accumulation is completed for all columns, the contents of the 256
registers are exported via a serial output bus (Fig. 2.4). Then the next row is selected
and processed (to avoid cross-talk from the serial output bus, charge integration is
postponed during serial output). Fig. 2.6 shows a representation of this row-wise
activation of the nanoelectrodes.
Figure 2.6: Sequence of AC voltage maps (at 50 MHz in a 150 mM electrolyte,
obtained by means of simulations, as described in Sect. 3.2) representing the row-
wise activation of the nanoelectrodes of the platform. The bright yellow circles are
the activated working electrodes, whereas the dark-blue circles are the de-activated
counter electrodes.
On-chip accumulating the ADC outputs of a full row of 256 selected sensor cells
can be used for increasing the signal/noise ratio and decreasing the serial-out duty
cycle (during which the sensor does not measure). On a dedicated test board, with
clock signals generated by a multi-channel high-frequency pulse generator, connected
to the chip by 50-Ω terminated rigid coax cables, the chip’s CBCM circuitry was ver-
ified to work properly up to 320 MHz (using externally clocked ADCs). However, for
use in biochemical laboratories, the chip is operated in a self-contained system with
on-board pulse generation circuitry that can support a maximum non-overlapping
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clock frequency of 70 MHz (see Sect. 2.1.3).
The lower frequency limit is determined by the leakage currents of the non-
selected switching transistors. For switching frequencies below 1 MHz, IM drops to
a level that approaches the total leakage current of all non-selected cells of the same
column. This results in non-negligible offset errors in the measured capacitance.
First-order corrections for leakage currents (described in Sect. 4.4.1) could not fully
remove the errors, suggesting additional effects being involved as well (e.g., the
ADCs require a minimum clock frequency to prevent leakage of the charges stored
on their capacitors). This issue is subject to ongoing investigation. Pending the
results, we limit the lowest frequency to 1 MHz.
The number of switching cycles is typically set to 1408 for most measurements
at higher frequencies, but can be reduced if larger values of CM are expected (e.g.
at lower switching frequencies and/or high-salt electrolytes) to keep the voltages on
the charge integration nodes within the linear input range of the ADCs. This value
is set by the user via the control software. Under nominal operating conditions,
the chip produces 4.5 frames/s at 50 MHz switching frequency and 9 on-chip data
accumulations per row. With ADC clocks derived on-chip from the switching clock,
the frame rate is proportional to the switching frequency. Therefore, at 1.6 MHz
it takes about 7 seconds to acquire a complete frame. At a lower number of data
accumulations, the frame rate becomes limited by the data transfer time over the
serial output bus, with a maximum of about 10 frames/s at 50 MHz.2 Measurement
capacitance images are available in real time. The supply voltage is 1.2 V. With
nominal settings, the chip consumes 15 mW at 50 MHz switching frequency (80%
by the 8 ADCs).
The variance of the statistical fluctuations in the charge transferred by a sensor
cell in Ncyc charge/discharge cycles (i.e., in 2Ncyc switching steps) is [209]:
σ2Q = 2NcyckBTCM (2.2)
where kB is the Boltzmann’s constant. Remembering that Qs is the average charge
transferred through the sensor cell per charge/discharge cycle, and indicating as
QTOT the total charge transferred in Ncyc cycles, we can relate the capacitance
change (induced for example by the binding of an analyte) ∆CM = CMw/ analyte −
CMw/o analyte , to a charge change as:
∆QTOT = QTOTw/ analyte −QTOTw/o analyte = Ncyc (VT − VD)∆CM (2.3)







Ncyc (VT − VD)2 (∆CM)2
2kBTCM
(2.4)
Equation 2.4 motivates the need for advanced CMOS in order to maximize the
signal-to-noise ratio:
2for a given measurement time, increasing the frame rate requires either to reduce the number
of switching cycles (which, however, must be chosen in order to guarantee the linear operation of
the ADCs) or to reduce the number of data accumulations. A lower number of averages results in
a lower suppression of noise, ultimately reducing the accuracy.
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❼ First, ∆CM increases with decreasing nanoelectrode dimensions, calling for
electrodes with a size as small as possible
❼ Second, decreasing CM gives less noise. The measurement capacitance can
be expressed as the sum two contributions (this point will be extensively dis-
cussed in Sect. 3.3, especially in Fig. 3.11): the bare nanoelectrode capacitance
and a parasitic capacitance. While nanoelectrodes with a small capacitance
still can be made with non-CMOS methods (such as electron-beam lithog-
raphy), achieving small parasitics really requires the unique sub-micrometer
dense integration capabilities of modern CMOS technology.
2.1.2 Chip fabrication and nanoelectrode processing
Manufacturing of the wafers consisted of two main parts: an (almost) standard
CMOS part, done by TSMC in a mature production fab (Hsinchu, Taiwan), followed
by a post-processing part, done in the cleanrooms of IMEC (Leuven, Belgium) and
Philips Innovation Services (Eindhoven, Netherlands).
The initial part starts with a TSMC default 90nm low-power (LP) CMOS flow,
processed up to and including the metal-4 Chemical Mechanical Planarization (CMP)
step. Next, a 75nm/300nm/150nm (bottom up) nitride/oxide/nitride stack was
deposited, which serves as a moisture barrier to protect the underlying CMOS.
Via-4 holes (exposed 130nm×130nm), arranged in 256×256 arrays with colum-
n/row pitches of 550nm×720nm, 600nm×720nm or 600nm×890nm (on different
chip versions), were exposed and etched in the moisture barrier (the etching widens
the holes’ apexes somewhat). The via-4 holes land on patterned minimum-area
metal-4 pads, vertically connected to the common source/drain regions of under-
lying pairs of switch transistors (the switching nodes in Fig. 2.3) by minimum-
area contact/metal-1/via-1/metal-2/via-2/metal-3/via-3 pillars (see Fig. 4 of [214]).
Next, 100➭m×100➭m bond pad openings were exposed and etched in the moisture
barrier, using a TSMC-proprietary method that protects the already formed via-4
holes. Then, a Ta/TaN diffusion barrier was deposited conformally over the pat-
terned moisture barrier, also covering the sidewalls and bottom regions of the via-4
holes and bond pad openings. Finally, the high aspect-ratio via-4 holes and bond pad
openings were filled simultaneously with a copper layer that extends 1➭m above the
surface of the moisture barrier (about 0.5➭m in the bond pad regions), as needed to
be able to planarize the copper with a copper-CMP step in advanced CMOS copper
processes. Here the (almost) standard CMOS processing part ends.
The post-processing part starts with transferring the wafers to the IMEC 300mm
cleanroom. Here, the copper layers on the wafers were planarized and thinned with a
copper-CMP tool, equipped with an eddy current sensor that monitors the remaining
copper thickness during polishing. The CMP was stopped at a target thickness of
120nm, to preserve the underlying Ta/TaN diffusion barrier (see next paragraph).
Next, the wafers were cut into 45mm×45mm squares for further post-processing
in the pilot cleanroom of Philips Innovation Services. The actual copper thickness
was measured on wafer residues. Gold was sputtered on the thinned copper and
annealed to inter-diffuse with the copper into a uniform gold-copper alloy. The
deposited gold thickness was tuned to end at cubic Au0.66Cu0.34 and Au0.3Cu0.7
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Figure 2.7: Tilted overview (top) and perpendicular zoomed-in (middle) Scanning
Electron Microscope (SEM) images of nanoelectrodes on a 600nm×720nm pitch
(white spots in the top picture are polishing slurry particles, left behind because
of insufficient post-CMP cleaning). Bottom: contact-mode Atomic Force Micro-
scope (AFM) image of a nanoelectrode protruding 11 nm above the chip surface
(the similar-looking hemispherical structures are an AFM tip convolution artifact).
Images kindly provided by Univ. Twente. Published in [190].
phases on the array and bond pad regions, respectively. Cubic phases were chosen
to avoid build-up of microscopic stress and defects in the alloy, caused by phase
transformations during cooling-down. The gold fractions of the alloys are determined
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by the average local thickness of the thinned copper layer in the array and bond pad
regions. During the anneal, the preserved Ta/TaN double layer acts as a diffusion
barrier for copper and gold atoms, to prevent the metals from diffusing into the
underlying CMOS layers. In addition, the Ta/TaN is a good adhesion layer for the
formed gold-copper alloy, required to prevent delamination from the moisture barrier
during subsequent gold-copper polishing. In fact, delamination of gold-copper flakes
during polishing can rip nanoelectrodes out of the via-4 holes; this was the main
defect mechanism in a first version of the gold-copper manufacturing process that
didn’t preserve the Ta/TaN double layer and resulted in a large number of faulty
electrodes in the array.
The gold-copper alloy was patterned with a damascene-like polishing step that
stops selectively on the underlying Ta/TaN diffusion barrier. Then the barrier was
removed with a conventional barrier-removal polish step, to electrically separate the
nanoelectrodes (Fig. 2.7) and bond pads.
Because, with this approach, all critical geometrical features were defined with
state-of-the-art CMOS equipment (193-nm lithography, dry etching) in a production
cleanroom with nearly perfect process control, and the gold-copper post-processing
flow is essentially like a state-of-the-art copper damascene flow, fully functional
sensor chips were made with high yield and low spread. This clearly proves the
advantage of staying close to state-of-the-art CMOS processing.
Sensor chips were separated from full-thickness wafers (no backside grinding) by
first cutting 100➭m wide V-grooves in the saw lanes with a 45➦tapered blade, and
then cutting though the wafers with a 50➭m thick blade. The thick bare dice with
45➦beveled front-side edges can be handled conveniently with tweezers, and inserted
easily upside-down in a compression spring probe (CSP) socket (Sect. 2.1.3).
2.1.3 Socket, PCB, and FPGA-interface
Disposable bare sensor dice are mounted upside down in an ARIES Electronics
CSP (Compression Spring Probes) socket (poly ether ketone, PEEK, material) with
gold-plated heat-treated BeCu contacts [253] [254]. The sockets are modified with 2
drilled fluidic ports (500-➭m diameter) and an optional milled microfluidic channel
(150-➭m deep and 500-➭m wide) in the bottom (part no. A1924-314-23-2 and A3592-
314-23 1, respectively). Fig. 2.8 (bottom-right) shows the version without milled
microfluidic channel.
A laser-cut Polydimethylsiloxane (PDMS) guard ring defines and seals the mi-
crofluidic chamber, and protects the chip’s bond pad ring from the liquids. A PDMS
sheet (250 ➭m thick) was cut at 1000 mm/s speed and 13 W power with a com-
mercial CO2 laser cutter machine. During the cuts, the PDMS layer sits on a steel
metal plate to help heat dissipation, which results in sharper edges. Alternatively,
molding of liquid PDMS is possible. In a socket without milled microfluidic, this
seal creates a fluidic chamber with a volume of about 50 nL. In a socket with milled
microfluidic channel, a similar volume can be realized with a thinner PDMS ring
(typically 100-m or less). Fig. 2.8 (bottom-left) shows the PDMS ring placed on the
chip. Closing the lid and clamp of the socket presses the chip on the PDMS ring,
with its bond pads against the spring pins. As an alternative mounting approach,
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Figure 2.8: Drawings and photos of the socket and its mounting. Top left: 3D
rendering of the socket assembly [254]. The lid and clamp are removed before con-
necting the socket to the PCB. Top right: photo of the socket mounted on the PCB,
together with a chip held with tweezers. Bottom right: detail of the contact spring
pins and fluidic ports in the socket. Bottom left: photo of the chip with a PDMS seal
ring (the opening, at the center of the seal, is the fluidic chamber that is filled with
electrolyte), and optical microscope photo of the spring pins. The chip is inserted
upside-down in the socket. Published in [190].
a 3D printed metal finger (Fig. 2.9 inset) can be pressed on the backside of the
chip (instead of the standard lid), thereby creating a good thermal connection to an
external temperature control system (Sect. 2.2). Thermal paste ensured a good cou-
pling to the Peltier thermal mass. Use of paste between chip and finger is avoided to
prevent the risk of contamination of the fluids in the chamber. Liquids are pumped
through the fluidic chamber via PEEK tubes (outer diameter OD=510-➭m, inner
diameter ID=255-➭m), press-fitted into the fluidic ports.
As shown in Fig. 2.8 (top right) and Fig. 2.9, the socket is mounted on a dual-
layer PCB, connected with a 40-core flat-cable to a control system, based on an
Altera Cyclone III FPGA, partially used to run a NIOS II soft processor. Pro-
grammable non-overlapping clock generators are built around an AD9959 direct
digital synthesizer (DDS) chip and 2 AD5390 16-channel 14-bit Digital-to-Analog
Converter (DAC) chips, both from Analog Devices. The DAC outputs set clipping
and offset voltages, and control current sources of a high-frequency analog circuit
that transforms the DDS sine-wave outputs into non-overlapping clock pulses with
programmable high and low levels, and rise, fall and high times.
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Figure 2.9: Chip/controller and indication of the various parts. A Peltier element
(1) thermally connects the heat sink to an aluminum thermal mass. An NTC tem-
perature sensor (2) is mounted in a small hole in the thermal mass (and is protected
by a piece of black adhesive tape to prevent it from moving). Thermal contact to
the backside of the chip is created via a 3D printed Al0.94Si0.06 alloy heat finger (3,
inset). The socket (4) is used without lid and clamp. A 40-pin connector (5) and
40-core flat cable provide the electrical connection to the FPGA-based control system.
Published in [190].
The non-overlapping clocks are exported as differential pairs, and routed through
signal-ground-signal wire triples over a 5-cm long 40-core flat cable to the sensor chip
outside the control system’s enclosure. The clock wires are driven by 118-Ω source
impedances, that minimize ringing in the clock signals at the sensor chip terminals.
To keep the system compact and simple, all other control signals and voltages are
routed through adjacent wires of the same flat cable. Residual ringing in the clock
signals, caused by the non-ideal transmission line properties of this construction,
limits the maximum useful switching frequency to 70 MHz.
The original design of the PCB implemented 400 ➭m wide holes for the fluidic
ports, not wide enough to fit the 510 ➭m tubes eventually used in this thesis (Up-
church Scientific PEEK tubing, part number 1542 ). Fig. 2.10 shows a photo of
the original holes of the PCB. Since there is enough room for enlarging the hole to
the desired size, a re-design of the PCB was not necessary. The holes have been
successfully enlarged using a computer numerical control (CNC) milling machine,
mounting a 0.55 mm drill bit (we acknowledge support from Prof. M. Sortino and
LAMA FVG Advanced Mechatronics Laboratory); this allowed the tubes to be cor-
rectly press-fitted in the socket.
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Figure 2.10: Zoom over one fluidic hole in the PCB. The 400 ➭m width of the hole
(red circle) is not large enough to host the 510 ➭m tubes. However, there is enough
space to enlarge the holes to 510 ➭m width (dashed green circle) by precision milling.
2.2 The temperature control system
Being able to operate at well controlled temperature is of critical importance for
biosensing. To this end, we developed a temperature control setup based on a
Peltier cell.
Fig. 2.9 shows a zoom of the board/socket/temperature control parts. The back-
side of the chip is pressed by a narrow metal finger, in thermal contact to a thermal
mass. The finger was 3D printed in Al0.94Si0.06 alloy to ensure low surface roughness
and high surface parallelism (we acknowledge Prof. M. Sortino). A temperature
control system made of a Peltier cell (model ET-127-10-13), thermal masses (ma-
terial: Aluminum), and a heat sink with cooling fan were designed to dynamically
regulate the chip temperature over a temperature range from 10 to 75 ➦C (at 22 ➦C
room temperature). This broad temperature range enables to inspect physicochemi-
cal phenomena and analytes which are of interest at specific operating temperatures,




































Figure 2.11: Measurement capacitance (CM) in air at 50 MHz while dynamically
changing the temperature controller set point (Tsetpoint). On-chip and thermal mass
temperature sensor readings (Tchip, Tthermal mass) are also shown. Published in [190].
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Figure 2.12: Correlation between the measured quantities of Fig. 2.11. Top: a
strong correlation is observed between CM and the on-chip measured temperature.
Middle: CM versus Tthermal mass exhibit a small hysteretic behavior, caused by the
transients between successive temperature set points (the heat takes some time to
flow away from the chip to the thermal mass and finally to the heat sink). Bottom:
correlation between the on-chip and thermal mass temperature readings.
bridization/melting processes (from 50 ➦C and above). The control algorithm is
either a simple on-off sequence or a Proportional–Integral–Derivative (PID) func-
tion, where we use a Negative Temperature Coefficient (NTC) thermistor inserted
inside of the thermal mass (label 2 in Fig. 2.9) to provide a reference temperature
for the Peltier controller (LairdTech PR-59). Fig. 2.11 shows the chip/thermal mass
temperature (Tchip, Tthermal mass) and measurement capacitance waveforms (CM)
corresponding to a piecewise-constant change of the temperature setpoint (dashed
black curve). Measurements are done in air at 50 MHz switching frequency. Here
the temperature is intentionally regulated with a coarse on-off algorithm, gener-
ating small rapid temperature ripples around the setpoint, to highlight the strong
correlation between the chip temperature and the measured capacitance (mainly via
the temperature-sensitivity of the gate-source voltages of the sub-threshold-biased
bottom transistors of the cascoded common gate amplifiers in the column read-out
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circuits; see Fig. 2.3). Fig. 2.12 (top) demonstrates a strong correlation between Tchip
and CM , as expected, with a temperature coefficient of approximately 2.7 aF/degree.
With the signals from the 4 on-chip temperature sensors, this coefficient can be used
to compensate for temperature variations during measurements. Fig. 2.12 (middle)
demonstrates the correlation between CM and the temperature reading on the ther-
mal mass, with a temperature coefficient of approximately 2.3 aF/degree. In this
case a small hysteresis is present, caused by the transients between successive tem-
perature set points (the heat takes some time to flow from the chip to the thermal
mass). Finally, Fig. 2.12 (bottom) shows the correlation between the temperature
reading on-chip and in the thermal mass, with a coefficient of approximately 0.87
degree/degree. This proves that the thermal contact between the thermal mass and
the chip, via the 3D-printed metal finger, is good.
2.3 Microfluidics
In this section we describe the microfluidics setup we implemented to fill the flu-
idic chamber of the chip with (sequences of) liquids (electrolytes, with or without
suspended analytes). Unless otherwise stated, all the microfluidic components we
describe in this Section have been manufactured by IDEX H&S [255] (and have
been purchased from Microcolumn S.r.l. [256]), and are made of PEEK material.
In fact, the biocompatiblity of PEEK material provides high chemical resistance to
almost all fluids of interest for biosensing [257,258].
2.3.1 PDMS seal rings
As anticipated in Sect. 2.1.3, a PDMS guard ring is used to define and seal the
microfluidic chamber. To fabricate the PDMS seal, we started from a 250 ➭m thick
PDMS sheet (Shielding Solutions Ltd. [259], part number SSP-M823-010 ), which
was provided as a PDMS sheet attached to an acrylic sheet. A commercial CO2
laser cutter machine (LVTC model family from Laser Veronese [260]) was used to
cut the PDMS sheet in pre-defined shapes (we acknowledge support from 3D Project
Lab [261]).
Figure 2.13: Photo of the PDMS seal inserted in the socket with nominal outer
dimension of 1.1×2.9 mm and inner opening of 0.25×1.2 mm. Left: PDMS seal with
nominal dimensions. Center: PDMS seal with smaller outer dimension (1.1×2.3
mm). Right: PDMS seal with smaller inner dimension (0.2×1.0 mm).
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Figure 2.14: Comparison between PDMS laser cut using a non-conductive (bottom,
highlighted in red) or conductive (top, highlighted in yellow) substrates.
First, the PDMS sheet (along with the acrylic sheet) was positioned on a non-
conductive substrate (with the PDMS facing upwards). Different laser power and
cut speed have been tested, and the better results (in terms of smoothness of the
edges and minimization of burning residues) have been obtained with a speed of
1000 mm/s and 13 W power. Fig. 2.13 (left) shows a PDMS seal ring inserted in
the socket. The size of the seal guarantees the electrical connection between the
chip and the socket’s probes, as well as stability of the seal during mounting (the
outer edge nearly touches the spring probes of the socket). Fig. 2.13 (center) shows
a seal with smaller outer dimension: due to the smaller width of the seal, during
mounting it is more likely to have a misalignment of the central opening w.r.t. the
array of the chip. Fig. 2.13 (right) shows a seal with smaller inner dimension: since
the seal partly overlaps on the fluidic holes, it is more likely that some liquids leak
out of the chamber.
Then, we considered using conductive (stainless-steel) substrates during the cut:
in fact, thanks to the thermal conductance of a metal substrate, this allows to reduce
the burning effects on the PDMS sheet. This phenomenon is shown in Fig. 2.14,
where the advantage of using metallic substrates is clearly visible.
After the cut of the PDMS ring, a cleaning process is required. This is typically
performed doing subsequent washing steps in acetone and isopropyl alcohol (IPA),
that helps removing the possible laser burning residues. Liquids have been purchased
from Sigma Aldrich [262].
PDMS is made by polymerizing silicone oil; however 100% polymerization cannot
be achieved and this can result in having small amounts of non-reacted silicone
oil that slowly diffuse to the surface over time: consequently, the surface of the
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PDMS can get hydrophobic (making it hard to remove air bubbles in the fluidic
chamber) [263]. To remove residual silicone oil from the PDMS surface, we soak the
PDMS seals in IPA, heating it up in a temperature-controlled stove to about 70 ◦C
for a few hours. The beaker in which we place the PDMS+IPA is sealed, in order
to avoid evaporation of the hot IPA. This is the final step before using the PDMS
seals for experiments.
2.3.2 Injection setup
As introduced in Sect. 2.1.3, liquids are pumped through the fluidic chamber via
PEEK tubes, press-fitted into the fluidic ports (this is necessary due to the impos-
sibility of gluing PEEK to the socket for its chemical resistance). Fig. 2.15 shows a
sketch of the microfluidics setup we implemented.
Figure 2.15: Sketch of the microfluidics setup. Top: simple setup with a single
syringe. Bottom: improved setup with a switching valve, allowing for switching be-
tween different fluids without introducing air bubbles in the fluidic chamber. Arrows
indicate the direction of the liquid flow. See Fig. 2.17 for pictures of the different
parts.
Two PEEK tubes with (OD,ID)=(510➭m,255➭m) (produced by Upchurch Sci-
entific, part number 1542 ) are press-fitted into the fluidic ports of the PCB/socket
assembly: one tube acts as an inlet, one tube as an outlet port for the fluids. Liquids
going through the outlet tube are collected (but never reused), for instance with a
small beaker or with Eppendorf tubes. An adapter (part no. P-770 ) is used to
connect the inlet 1542 tube to a common (OD,ID)=(1/16in,0.04in) tube (part no.
UP1538 ). A tube sleeve (part no. F-187 ) is used to fixate the 1542 tube in the
adapter. A disposable syringe is used to inject the fluids into the system. Another
adapter (part no. P-659 and fingertight F-120 ) is used to link the Luer-Lock con-
nector of the syringe to the tube. A membrane can also be connected at the output
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of the syringe if required, e.g. to filter possible impurities larger than a certain
dimension.
This minimal setup (Fig. 2.15, top) allows to perform experiments with a single
fluid. Analyzing different samples (e.g. different electrolytes, or the same electrolyte
with an addition of analytes) is troublesome because it requires changing the syringe
(replacing the connected syringe with a second one, filled with the new sample).
During the removal/connection of the syringes, air bubbles are easily created in
the tubes, flow through the fluidic chamber, and can alter the measurement if not
creating areas of the array’s surface not perfectly wetted (as will be illustrated
in Sect. 4.3, in fact, the first step of every measurement with liquids is to inject
IPA, which allows to properly fill the whole fluidic chamber thanks to its wetting
properties; the introduction of air bubbles, especially if the next fluid to be injected
is not IPA, can cause part of the surface of the array to remain dry).
In order to overcome this limitation, two syringes can be used together with
a switching valve (part no. V-101D), as shown in Fig. 2.15 (bottom). With this
approach, while one syringe (syringe A in the drawing) is directly connected to
the fluidic chamber running the experiment (valve connection B-V in the scheme),
the second one (syringe B) is priming the tube (i.e. filling the tube with liquid to
remove all air prior to actually using that secondary liquid), filling it with the second
liquid to be tested (which is temporarily being directed toward a waste container,
valve connection A-D in the scheme). These connections are represented by the red
arrows in valve of Fig. 2.15 (bottom). As soon as it is required to switch liquid,
the valve is actuated, switching from the red-arrows to the purple-dotted-arrows
configuration. A new liquid (that of syringe B) is then pumped through the chip,
without introduction of air bubbles. Clearly, the longer the tube going from the
valve to the chip is, the longer the transition time from one fluid to the new one
becomes (typical transition times are in the order of ∼1 min when operating at 50
Figure 2.16: Photo of the NE-300 automated syringe pump used for injecting the
fluids in the experiments.
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➭L/min pump rates, see below).
Manual control of the syringes is inaccurate and cannot guarantee a constant fluid
rate. To overcome this limitation, automated syringe pumps are used to regulate
the injection of the syringes (part number NE-300 of New Era Pump Systems, Inc.
[264], purchased from KF TECHNOLOGY S.r.l. [265]). Fig. 2.16 shows the NE-300
syringe pump, together with a disposable syringe. Automatic syringe pumps deliver
the liquids to the chip at controlled rates (typically, in the range 5–50 ➭L/min).
Along with a sub-➭L/min fluid rate accuracy, the pump also allows monitoring the
total volume which is injected. Thanks to this information, the total volume of the
tube between the switching valve and the chip can be easily estimated a-priori, thus
allowing to accurately identify the moment when the new liquid reaches the fluidic
chamber.
Fig. 2.17 shows a photo of the full setup. The syringe pump holds a syringe
filled with electrolyte. The tube is connected to the valve, which is held in place
with screws for ease of operation (we intend to avoid movements of the tubes while
manually activating the valve). The connection to the PCB/socket, as well as the
adapter for the transition from the 1/16in to the 510➭m tube are shown. The outlet
tube is very short (to minimize flow resistance), and a small beaker can be easily
placed beneath it to collect the fluids.
Figure 2.17: Top: photo of the complete system (biosensor platform, temperature
controller, and microfluidics part). The main fluidic parts are labeled. Bottom:
detail of the valve and main connectors.
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The described setup does not enable a direct control of the temperature of the
injected fluids. However, this would be possible by coupling the tubes to the thermal
mass beneath the Peltier cell.
2.3.3 Leakage of liquids and countermeasures
As mentioned in Sect. 2.3, syringe pumps are typically actuated at few ➭L/min pump
rates. Excessive liquid pressure (which can be possible if the syringes are manually
controlled) along with poor positioning of the metal finger (namely, significant non-
parallelism of the metal finger w.r.t. the chip) can lead to leakage of fluids. In that
case, in fact, the pressure of the chip on the PDMS seal ring is not uniform along
the periphery, and the part with lower mechanical pressure may not contain the
high-pressure liquid. As an example, Fig. 2.18 shows two subsequent photos of an
experiment with liquids with manually-actuated syringes and a slight misalignment
of the metal finger. The top picture shows a water droplet being correctly expelled
from the outlet tube. As the experiment proceeds (bottom figure), the extra-pressure
leads to the water not being contained by the PDMS seal, thus leaking in the socket.
For this reason, using automated syringe pumps at controlled (and low) pump rates,
as well as proper mounting of the setup (for instance using auxiliary screws as spacers
to achieve a better parallelism, see the white plastic screws in Fig. 2.18) is mandatory
to minimize if not eliminate the leakage.
Another possible source of leakage is a bad insertion of the tubes in the socket.
In fact, if the tubes are not properly press-fitted in the holes of the socket, the
liquid may leak from the bottom side of the PCB, before even reaching the fluidic
chamber and the PDMS. This is shown in Fig. 2.19, and it highlights the importance
of accurate connection between all the components of the system.
Leakage of fluids is the major failure mode of the system. As an alternative
mounting, we have also considered operating in withdrawal mode. In fact, operating
the syringes in withdrawal mode creates a local depression in the fluidic chamber,
increasing the adherence of the PDMS seal to the chip/socket and thus helping in
preventing leakage at the ultimate risk of generating air bubbles.
The setup of Fig. 2.15 can also be used for withdrawal operation (provided that
the syringe pumps are enabled to operate in such a way). Only one syringe is
required for the purpose. The Eppendorf/beaker contains the liquid to be tested,
and when actuated the syringe draws the liquid out of it. The arrows in Fig. 2.15
then go in the opposite direction with this mode of operation. However, a major
drawback of this setup is that operating with different liquids (or operating for long
time) requires to replace the beaker, thus exposing the tube to air generating air
bubbles.
One simple improvement is shown in Fig. 2.20 (top). Here we try to minimize the
number of required components, hence we use only the elements already included in
the inject-only setup. Syringe A operates in withdrawal mode, drawing the liquid
out of the beaker placed under the chip. To avoid exposing tubes to air (e.g. when
the beaker runs out of liquid), we make use of the second syringe (syringe B): we
operate it in inject-mode, connect it with a tube to the same beaker, and make it
refill it at need (or constantly adding liquid to it during the experiment). With this
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Figure 2.18: Top: photo zoomed over the chip/socket/finger elements during a
measurement with liquids. A droplet flowing out of the outlet tube is visible. Bot-
tom: due to excessive injection pressure and not-good alignment of the metal finger,
leakage of fluids occurred in the socket.
approach, long experiments can be performed without incurring in running out of
test samples (the beaker is constantly replenished by syringe B). If a new liquid is
to be tested, the injection of syringe B is stopped, the syringe is replaced with a
new one (containing the new test sample), and the injection is re-actuated. Given
the typical low pump-rates, the time required to replace the syringe is lower than
the time syringe A takes to draw out all the liquid remaining in the beaker. Hence,
the tube is never exposed to air. The major drawback is evident when two different
liquids are to be tested. When we change the sample of syringe B and make it
spill its content in the beaker, since the beaker will never be completely emptied
(by syringe A) before we add the new sample (because we do not want to expose
the tube to air), then a mixture of the two samples is obtained. However, while at
first syringe A draws out of the beaker a mixture of two liquids (the old and the
new one), after some time (keeping on spilling the new liquid in the beaker) the
old liquid gets so diluted (by the new one) that we can assume only the new liquid
remains in the beaker. Clearly, if the liquid level in the beaker is very low before we
replenish it, the time needed for completely substituting the content of the beaker
with the new sample is shorter. However, if the “old” sample to be replaced does
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Figure 2.19: Photo of the chip/socket/finger elements during a measurement with
liquids. The tubes have not been properly press-fitted in the socket. As a result,
leakage of liquids originated from the bottom of the PCB.
not properly mix up with the new one (e.g. for water and oils, or in the presence of
analytes that possible sediment at the bottom of the beaker), then this approach is
not applicable.
One further improvement that allows both injection and withdrawal operation
is shown in Fig. 2.20 (middle). The extra components required to build this setup
consist in a second adapter for the 1/16in-to-510➭m tubes transition and a second
switching valve (and possibly a third syringe, with its pump). Using this setup
in injection mode is straightforward. The upper part of the scheme works as for
Fig. 2.15 (bottom), with one syringe (A) injecting liquids in the chamber, and the
second syringe (B) priming the secondary tube. In the bottom part of the scheme,
the second valve simply requires to connect the chip to one waste container to collect
the outlet liquids (valve connection A-D). Syringe C is not used in this configuration
(hence a total number of 2 syringes is required). If liquid withdrawal operation is
required, instead, one of the two top syringes is not used, and syringe C comes into
place. Connections A-D are performed for both valves, allowing the syringe A to
withdraw liquid from the container connected to port D of the bottom valve. In the
meantime, thanks to the connection C-B of the bottom valve, syringe C is operated
to prime the tube (that connects port B of the valve to the liquid container). When a
switch of liquids is required, the bottom valve is actuated. The top valve in principle
does not need to be actuated during the whole experiment (the only exception is if
the withdrawing syringe is filled completely: in that case, the third syringe, B, is
required, the top valve is actuated, and syringe B continues the withdrawal of the
liquid, while in the meantime syringe A can be emptied).
While this setup is straightforward and easy-to-use, it may require one extra
syringe pump, which is an expensive component. An optimized version of the design
is shown in Fig. 2.20 (bottom), where no extra syringes/pumps are required. For
injection mode, both valves implement the connections A-D, B-C. While one valve is
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Figure 2.20: Sketch of microfluidics setups for injection and/or withdrawal op-
eration. Red/yellow arrows indicate the flow of liquids (in inject/withdrawal mode,
respectively). Top: setup for using the inject-setup elements to operate in withdrawal
mode without the need to purchase extra components. One syringe draws liquids out
of the beaker/Eppendorf, while a second syringe replenish it. Middle: simple exten-
sion of the inject-only setup, enabling both injection and withdrawal operation. This
requires having 3 syringe pumps. Bottom: optimized design that minimizes the need
for extra components.
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used to direct the liquid from syringe A to the chamber (the waste is collected by the
container on the port D of the bottom valve), syringe B performs the priming of the
tubes. Changing electrolyte requires only to actuate the top valve. For withdrawal
operation, the starting configuration is again A-D B-C for both valves. Again,
while syringe A fills the fluidic chamber, syringe B primes the tubes. To change
the electrolyte, the bottom valve has to be actuated. If the syringes are operated at
exactly the same pump rates, in principle they would be completely filled at the same
time. This would be a problem, because it would require pausing the experiment
to replace the withdrawing syringe with an empty one. However, since the syringe
operated for the priming of the tube is not involved in running experiment, we can
easily operate it at a different pump rate. On top of that, if possible, we also have
the option of running experiments with different electrolytes for slightly different
duration. By doing so, we can guarantee that the two withdrawing syringes are
never completely filled at the same time. The priming can also be paused to empty
the syringe and resumed (allowing enough time to withdraw the air bubbles that
possibly got into the tube in the meantime). By using this scheme, a reduction of
costs is achieved.
A withdrawal setup is now routinely used in our experiments, since it essentially
eliminated all leakage problems thus allowing us to safely manage electrolytes with
high salt-concentrations near physiological limits (that can be corrosive for the board
hosting the socket of the chip).
2.4 Biosensor platform performance and bench-
marking
To benchmark this platform with existing literature, Table 2.1 compares key features
and performance indicators of the chip described in this Chapter with published pla-
nar interdigitated, microelectrode, and nanoelectrode arrays (for other non-CMOS
approaches, the reader can refer to the list of references reported in Sect. 1.3.5).
While not being identical to a true amplitude/phase impedance measurement3,
the proposed frequency-sweep CBCM measurements enable much higher nanoelec-
trode surface density and lower power consumption at high modulation frequency.
This concept thus represents a valid alternative, especially for the envisioned (bio)-
sensing applications (where the measured impedance can be modeled as the combi-
nation of resistive and capacitive lumped elements, see Chapter 3). The small size
and density of sensors is a fundamental prerequisite for enabling detection and HFIS
of small nanoscale analytes. While some architecture (as [243]) has been reported
3This measurement system is not meant to replace a general-purpose impedance analyzer: in
fact, it does not allow to determine the complex impedance of an arbitrary load. Thus, the specific
field of application (electrolytes with functionalization layers, analytes, etc.) has to be considered
when comparing this platform to different implementations. In these cases, the impedance under
investigation is always passive (e.g. it never exhibits pure delay or all-pass behaviors), it can
always be modeled up to arbitrary accuracy with equivalent lumped element circuits made of mixed
resistance-capacitance components, and the values of the model elements can be reconstructed via
fitting procedures on the multi-frequency measurements (see Sect. 3.3 and Sect. 4.5).
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to operate at even higher frequencies, much smaller spatial resolution and larger
dissipated power characterize these implementations.
Following our earlier discussion about the challenges to operate at high frequen-
cies with nanoscale electrodes, Fig. 2.21 shows a direct comparison of this platform
to other implementations. The work described in this thesis is located at bottom-
right corner, corresponding to the small sensor areas and high frequency of operation,
largely leaving behind the other proposed solutions. As a further comparison, we
also show in Fig. 2.22 a similar map, comparing different chips considering, as figures
of merit, the density of sensors (i.e., the pixel area) and the maximum frequency
(fMAX) over the dissipated power (Pdiss). These metrics corroborate the conclusion
that the platform described in this thesis has distinct and unique features and mer-
its compared to other chips: the sensors density is extremely higher than the other
implementations, and the fMAX/Pdiss ratio is on the high-side, allowing to reach the
upper-right corner of the plot.































































































a. grouped in 1 electrode + 4 photodiodes per sensing site. b. one WE sized 55×55 ➭m, one WE sized 5×5 ➭m, two WE sized 2×2
➭m. c. 16-channels, each one with 4-WE. d. range for HFIS.
C2f: capacitance-to-frequency conversion, CBCM: Charge-based capacitance measurement, CE: counter electrode, ExC: extra-
cellular potentials, IMEA: interdigitated MEA, InC: intra-cellular potentials, I/Q: I/Q demodulation, IS: impedance spectroscopy,
MEA: micro-electrode array, NEA: nano-electrode array, OD: optical detection, PDA: photodiodes array, Pdiss: dissipated power,
RE: reference electrode, SW mod/dem: square-wave modulation/demodulation, WE: working electrode
Table 2.1: Comparison of chip performance with literature.





























































Figure 2.21: Comparison of chip performance with literature based on the area of
individual sensors vs maximum-frequency (fMAX). The size value we used for [267]
is the smallest among their three implementations (55×55 ➭m2, 5×5 ➭m2, 2×2 ➭m2).




































































Figure 2.22: Comparison of chip performance with literature based on density of




This chapter presented the CMOS pixelated nanocapacitor biosensor platform at the
basis of this thesis. The chip has been originally developed by NXP Semiconductors
and presents a number of remarkable features for (bio)sensing applications:
❼ the nanoscale dimension of electrodes (90 nm radius) is comparable to some
of the smallest analytes (e.g. viruses), and can enable single nanometer-sized
particle detection;
❼ the small intra-electrode pitch (as small as 550 × 720 nm), combined with the
fast scan rate and the real-time operation, enable massively parallel imaging
with high pixel density;
❼ the advanced CMOS fabrication process guarantees low parasitics and a high
yield, with nearly zero defects;
❼ the high-frequency of operation (up to 70 MHz) enables to overcome the first
cut-off frequency of electrolytes (f1), and it paves the way for future devel-
opments approaching the dielectric relaxation frequency (f2) at physiological
salt concentrations.
All these features can be further improved thanks to technology scaling (possibly
enabling pixel densities higher than optical systems, and maximum operating fre-
quencies higher than f2).
While the chip and interface board had already been designed by NXP Semicon-
ductors, the author’s contributions to this chapter include the development of the
thermal control system (from the identification of specifications, to the definition of
the bill of materials, the assembly, and the final experimental testing with related
analyses), the development of the microfluidic setup (also including the adjustments
of the PCB to fit the microfluidic tubes, the fabrication of the PDMS seal rings,
the assembly of components and experimental testing, and the implementation of
countermeasures to overcome the leakage of liquids), and the benchmark analyses.
The temperature control system we designed allows to operate the chip in a
wide range of temperature conditions, suited for different kind of analyses. Besides,
thanks to the identification of the relation between the measurement capacitance
and the on-chip temperature, compensating for temperature-variations during mea-
surement is also possible.
Finally, details about the implementation of a microfluidic setup have been pro-
vided, discussing the main difficulties (in particular, leakage of liquids). The setup
we implemented allows to operate the chip in dry as well as with electrolytes, over-
coming the issue of leakage of salty liquids that could possibly damage the board,
and enabled us to perform experiments with analytes in our lab.
In summary, this platform really appears as a unique system for biosensing ap-
plications, enabling metrology of biological quantities at the nanoscale.

3 Analytical, Numerical and Sta-
tistical Models
This chapter is devoted to presenting analytical, numerical and statistical models
for nanoelectronic biosensors and analytes.
In Sect. 3.1 we introduce the Poisson-Boltzmann and Poisson-Nernst-Planck
(Poisson-Drift-Diffusion) formalism to describe electrolytes in DC and small-signal
AC regimes. Section 3.2 is devoted to briefly presenting an electronic nanobiosen-
sor simulator (ENBIOS, originally developed by F. Pittino [269]), which will be
extensively used in this thesis; the porting of two simulation platforms (based on
ENBIOS) on the nanoHUB.org portal will also be discussed. In Sect. 3.3 we present
the switching capacitance model, which will be used to interpret the experimental
data generated by the biosensor platform of Chapter 2, while in Sect. 3.4 we dis-
cuss about modeling the biosensor response to arbitrary input voltage waveforms.
Sect. 3.5 is devoted to present compact geometrical/electrical models to study the
response of the platform to viruses. Finally, Sect. 3.6 presents a Bayesian statistical
technique to extract parameters and quantify uncertainties.
We acknowledge F. Widdershoven (NXP Semiconductors) for developing the
original formulation of the switching capacitance model, and C. Heitzinger and his
group at TU–Wien (J. A. Morales Escalante, L. Taghizadeh, B. Stadlbauer, D.
Pasterk) for implementing the Bayesian estimation algorithm described in Sect. 3.6
and running the Markov-Chain Monte Carlo parameter extractions shown in this
thesis.
The content of this chapter is partly published in [190,245–250].
3.1 The PB-PNP framework and models for
electrolytes and EDL
Here we report the essentials of a numerical modeling framework adequate to de-
scribe the nanocapacitor array and analogous biosensor systems [180, 181, 190, 206,
209,214,215,220,239,270–272].
The basic Physics and the underlying mathematical modeling is well captured
by the simple 1D-symmetry electrode-structure depicted in Fig.3.1 (top). An elec-
trolyte region is defined between one ideally polarizable working electrode, WE (i.e.
one electrode that carries no DC current) biased at constant DC voltage (VDC=0
V in our case) and the grounded counter electrode (CE). A small-signal AC excita-
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Figure 3.1: Top: sketch of a simple 1D-symmetry structure capturing the essential
Physics of a nanoelectrode in contact with an electrolyte. Bottom: lumped element
equivalent circuit to represent the admittance per unit area Y of the 1D system
according to the Gouy-Chapman-Stern theory (tStern + tEDL << Lel).
tion, VAC is added to the WE’s DC potential. According to established electrolyte
Physics [160], ions and water molecules create a thin layer of dipoles at the interface
between the WE and the electrolyte (Stern layer), which then extends into a thicker
diffusion layer with non-negligible space charge density with respect to the neutral
bulk electrolyte (EDL).
The mathematical modeling framework for this system is given by the Poisson-
Boltzmann equation in the equilibrium DC regime, and the Poisson-Nernst-Planck
equations for the linearized small signal AC regime [51, 269, 273–278]. A more de-
tailed description can be found in [203,279].
3.1.1 DC formulation
Under the equilibrium conditions that describe the system in Fig. 3.1 (top) at
zero DC currents, the model equation for the DC problem is the so-called Poisson-
Boltzmann (PB) equation [160], which reads:
∇ · (ε(r⃗)∇V0(r⃗)) = −ρ0f (r⃗)− ρ0,nl(r⃗) (3.1)








−Zmq (V0(r⃗)− Vref )
kBT
)
where V0 is the DC potential, q is the elementary charge, kB is the Boltzmann’s
constant, ε is the dielectric permittivity, and T is the absolute temperature. For the
simple 1D system, the spatial coordinate r⃗ simply corresponds to the monodimen-
sional z-coordinate z ∈ [0, Lel]. The charge density is given by spatially immobilized
charges (ρ0,f ) and mobile ion charges in the electrolyte (ρ0,nl). The mobile charges
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are expressed with the last summation term in Eq. 3.2. Their DC concentration









and it depends on the signed valence and the bulk concentration of each (m-th) ionic
species (Zm and n
∞
0,m), on the number of ions species (Nions), and on the reference
potential in the bulk of the electrolyte (Vref ).
For a system with semiconductor regions (to model for instance ISFET devices),
transport equations for the DC current should also be included. However, in the
following of this thesis, we assume no DC currents flow through the electrolyte
(which is a reasonable assumption, since the gold nanoelectrodes of the platform
do not sustain DC currents), thus no more ingredients are required to model the
Physics in DC.
Dirichlet boundary conditions are applied on the electrodes, whereas Neumann
conditions are used for the other boundaries [203].
3.1.2 AC formulation
The AC model is described by the Poisson-Nernst-Planck (PNP) equations (other-
wise denoted as Poisson-Drift-Diffusion, PDD), which are formulated in the time-
harmonic small-signal (i.e. linearized) approximation. Under this assumption, the








where Ṽ is the electrostatic potential phasor, φ̃m is the pseudo-potential of the m-th
ionic species, and n0m is the DC ion concentration of the m-th ionic species.
















The currents are described by the Drift-Diffusion equations, which take the fol-
lowing form after linearization (again, assuming that the electrolyte is in equilibrium












where µm is the mobility of the m-th ionic species, j is the imaginary unit, and ω
is the angular frequency. This allows to compute the AC current density (J̃) as the
summation of the displacement (J̃D) and ionic current densities (J̃m) as:









This completes the PNP formulation.
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3.1.3 Analytical model for a 1D electrode-Stern-electrolyte
system
Considering the 1D structure of Fig. 3.1 (top), analytical calculations can be worked
out in the PB-PNP formalism for the simple case where the WE’s DC potential is
zero. The solution can be interpreted with the equivalent circuit drawn in Fig. 3.1
(bottom), where the Stern layer capacitance (cStern), the EDL capacitance (cEDL),
and the bulk electrolyte conductance and capacitance (gE and cE) are all quantities























where εStern and tStern are the permittivity and the thickness of the Stern layer,
respectively, εel ≃ 78ε0 is the permittivity of the bulk electrolyte, Lel is the length






the electrolyte conductivity (where Zm, µm and n0,m are the valence, the mobility
in units of m/Ns and the concentration of the ions in units of m−3, respectively).
Dielectric materials (i.e. materials without ions) have essentially infinite spreading
resistance and are modeled as a simple capacitance value set by their permittivity:
cdiel = εdiel/Lel.
The analytical expression of the admittance (as a function of the angular fre-































where the terms of Eq. 3.7 are de-normalized via the cross-section area of the 1D-
system: C = cArea and G = gArea.
We will make use of this analytical model (“a.m.”) in Sect. 3.6.
3.2 Electronic Nanobiosensor Simulator (ENBIOS)
The analytical models (presented in the following of this chapter) and the sig-
nal transduction mechanisms of the nanoelectrodes array platform (see the pre-
vious chapter) have been investigated in detail by means of 3D finite-element-
method (FEM) numerical simulations. In particular, we employ ENBIOS (Elec-
tronic NanoBIOsensor Simulator), a MATLAB-based electronic nanobiosensor sim-
ulator based on the Control Volume Finite Element Method (CVFEM) discretization
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method [269], which solves self-consistently the PB equation in steady state and the
coupled PNP equations in the time harmonic linearized small signal regime for all
ion species in the electrolyte. The simulator first computes the DC solution, then it
solves the AC problem over the frequency points specified by the user. The simu-
lator guarantees the global conservation of the currents at the domain boundaries,
thus enabling the calculation of very tiny variations of the admittance of the systems
under study [203].
The definition of the geometries and the generation of tetrahedral grids is per-
formed via the netgen mesh generator [280]. The working (WE) and counter (CE)
electrodes are modeled by Dirichlet boundary conditions, whereas a Neumann condi-
tion is imposed to the other boundaries. For the simple 1D-system of Fig. 3.1 (top),
we can express the AC current at the working electrode (Ĩ) simply as Ĩ=Area×J̃
(where “Area” identifies the cross-section area of the 1D geometry). For arbitrary
3D-structures, the current at the electrodes derives from more complex calculation
based on the current density fluxes, which are computed on the surfaces of the con-
trol volumes. More details on the calculation of the electrode currents can be found
in [269]. Once the current at the electrode is computed, we can derive the admit-
tance as YA=Ĩ/VAC , where VAC is the electrode’s AC potential and Ĩ is the total AC
current at the electrode. Small-signal AC models and numerical simulations produce
a complex electrode admittance that can be formally interpreted as a conductance
in parallel with a capacitance, namely:
YA = GA + jωCA (3.10)
In general, the conductance GA and the capacitance CA are frequency-dependent
real numbers, related to each other via the Kramers-Kronig relations [281,282].
We include a dielectric layer on top of the nanoelectrodes (when we simulate
them in electrolyte) to mimic the Stern compact layer (CL). Unless otherwise stated,
we model the CL as a dielectric layer with thickness equal to the atomic radius
(tStern = 0.25 Å) and relative permittivity εr,Stern = 7 [203], consistently with
standard capacitance values per unit area of the compact layer (≈ 20 ➭F/cm2), as
reported in literature [283].
To study the response of the nanoelectrode array platform (a full-3D problem),
we simulate arrays of 5×5 to 25×35 nanoelectrodes, with intra-electrodes pitch
along the x- and y-directions (px and py) equal to (px, py) = (600, 720) nm or
(px, py) = (600, 890) nm. The size of the simulation domain is chosen large enough
to render effects of the domain boundaries on the results negligible. Simulations
of the nanoelectrodes in the presence of large analytes (e.g., microparticles) require
using large arrays.
To mimic the parallel operating principle of the chip, we typically apply a time-
harmonic small signal AC excitation to all nanoelectrodes of the central row of the
array, and we calculate the admittance of the central electrode of that row as a
function of the AC modulation frequency. If calculating the response at multiple
electrodes is required (e.g. to replicate the imaging capabilities of the platform in the
presence of an analyte), we perform simulations with different excitation patterns
(e.g. subsequently activating different rows), extracting the admittance of multiple
electrodes of the activated row (see Fig. 2.6).
68 Analytical, Numerical and Statistical Models
Fig. 3.2 shows a sketch of a typical 3D system simulated with ENBIOS. We
consider a matrix of nanoelectrodes (default size: 7 × 7 electrodes) with radius
rel and intra-electrode pitches px and py. Electrodes are labeled according to the
row/column number, where the labeling starts at the central electrode of the array:
we indicate as ei,j the electrode on the i-th row above (along the y-direction) the
central row and on the j-th column on the right side (along the x-direction) of
the central column. e00 is the central electrode of the array. A spherical particle
with radius rp is suspended above the plane of the nanoelectrodes. We indicate as
dx and dy the lateral displacements (along the x- and y-directions) of the centroid
of the particle with respect to the center of electrode e0,0, and as dz the vertical
distance between the bottom surface of the particle and the plane of the array
(the z-coordinate of its center is therefore rp + dz). Unless otherwise stated, in the
following of the thesis the “default” simulation setup has the parameters listed in
Tab. 3.1.
The permittivity of the electrolyte (εel) is modeled by means of the double time
constants Debye model [203, 284], thus accounting for the relaxation processes of
water molecules that affect the permittivity at high frequencies. The mobility of
ions and the parameters of the double time constants model are computed as a
function of the temperature, according to the models described in [203, 285]. More
details about ENBIOS can be found in [203,269].
Figure 3.2: Sketch of typical 3D systems that are studied in this thesis. We consider
a matrix of nanoelectrodes with radius rel and intra-electrode pitches px and py.
Each electrode is labeled according to its row/column number (eij), where we start
the labeling as e00 at the central electrode of the array (the first neighbor electrodes
on the same row are e0,1 and e0,−1, and the first neighbor electrodes on the same
column are e1,0 and e−1,0). A sphere with radius rp models an analyte (particle),
suspended above the plane of the nanoelectrodes. We indicate as dx and dy the
lateral displacements (along the x- and y-directions) of the barycenter of the particle
with respect to the center of electrode e0,0, and as dz the vertical distance between
the bottom surface of the particle and the plane of the array (hence, if the analyte is
a sphere, the z-coordinate of its barycenter is simply rp + dz).
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Parameter Symbol Value
Radius of nanoelectrodes rel 90 nm
Intra-electrode pitch along x-direction px 600 nm
Intra-electrode pitch along y-direction py 890 nm
Number of rows nrows 7
Number of columns ncols 7
Active (working) electrodes WEs e0,j ∀j
Counter electrodes CEs ei,j ∀i ̸= 0
Thickness of Stern compact layer∗ tStern 0.25 Å
Relative permittivity of Stern compact layer∗ εr,Stern 7
Temperature T 298.16 K
Relative permittivity of dielectric particle εp 2.6
Relative permittivity of conductive particle εp 6.9
Conductivity of conductive particle σp 6.3× 107 S/m
∗ only for simulations in electrolyte, neglected with dielectric ambient materials.
Table 3.1: Default ENBIOS simulation parameters.
In the following, simulation results will be shown for frequencies as high as 10
GHz, way higher than the actual maximum measurement frequency of the biosensor
platform of Chapter 2 (70 MHz). This is done to anticipate the understanding of the
behavior at higher frequencies (for possible future developments of the biosensor sys-
tem), since having a wider spectrum can yield more robust estimation of parameters
(see for instance Sect. 3.6), and because the high-frequency part of the spectrum is
of great importance. In fact, at higher frequencies the sensitivity to spurious charges
at the surface of the electrode is reduced (see Fig. 1.12 and Tab. 1.1) and the signal
achieves a higher penetration in the electrolyte (as discussed in Sect. 1.4 and shown
in Fig. 3.3).
































Figure 3.3: Amplitude of AC signals at different frequencies as a function of the
distance from the surface of the electrode (resulting from an excitation of 1 mV of the
3D system sketched in Fig. 3.2), for an electrolyte at physiological salt concentration
(150 mM). High frequencies enable to achieve a higher penetration of the signals in
the electrolyte.
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3.2.1 Porting of ENBIOS on nanoHUB.org
nanoHUB.org [286–288] is a web portal dedicated to research, education and collab-
oration in the field of nanotechnology. To date, it offers more than 6,000 resources
(including courses, presentations, teaching materials, ...) with more than one mil-
lion individual visitors in the last year. In particular, nanoHUB offers free online
simulation tools, developed and made available by researchers around the world.
These tools are a valuable resource both for research and for teaching purposes,
both for students and professors. Given the high-visibility offered by the portal and
the opportunity of receiving useful feedback from the users, we decided to make
available to the scientific community two impedance-spectroscopy simulation tools
powered by ENBIOS: “ENBIOS-1D Lab” [244,245] and “ENBIOS-2D Lab” [246].
ENBIOS-1D Lab
ENBIOS-1D Lab (first published in 2016 [244], last version of the tool: v3.0 [245])
is a tool devoted to simulating simple 1D structures, helping users in understanding
the basic principles of DC and AC operation of electronic biosensors. Fig. 3.4 shows
the graphical user interface (GUI) of the tool.
Figure 3.4: GUI of the ENBIOS-1D Lab tool.
Three possible 1D structures (defined between two electrodes, E1 and E2) can
be simulated with this tool, as shown in Fig. 3.5: an electrolyte (E), an electrolyte-
insulator (EI), or an electrolyte-insulator-semiconductor (EIS). Among the different
features, this tool also enables to simulate semiconductors and DC/AC site-binding
charges (these topics are not discussed in this thesis; for more details see [203,279]).
The user can set his preferred simulation options parameters, related to the
environment and to the device. In particular, the user can:
❼ Choose the semiconductor material: either using the pre-defined models (for
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Figure 3.5: Structures available for simulation in the ENBIOS-1D Lab tool (elec-
trolyte, electrolyte-insulator, electrolyte-insulator-semiconductor.
Silicon and Germanium), or defining his own semiconductor parameters (per-
mittivity, electron/holes mobility, intrinsic carrier concentration), also indicat-
ing the preferred doping concentration;
❼ Set the counter electrode either as ideally-polarizable or faradaic (the work-
ing electrode is always set as ideally-polarizable, since the DC current is not
implemented);
❼ Choose the insulator material: either using the pre-defined models (SiO2,
Al2O3, HfO2, Ta2O5) or defining his own insulator parameters (relative per-
mittivity and site-binding-related parameters);
❼ Include a dielectric compact layer at the interface with the electrolyte (speci-
fying the thickness and permittivity, as well as including a surface charge);
❼ Choose the electrolyte: indicating the salt concentration of (even multiple)
pre-defined electrolytes (NaCl, KCl, NaNO3, KNO3);
❼ Set the pH of the electrolyte: for instance by adding to the solution strong
acids/bases (HCl, HNO3, NaOH, KOH) at arbitrary concentration;
❼ Enable the DC and/or AC site-binding models [279];
❼ Set the operating temperature;
❼ Define the frequency range for HFIS analysis.
Similarly, the user has access to a number of different results visualization win-
dows. In particular, the user can inspect DC quantities profiles as a function of the
spatial coordinate in the domain:
❼ Potential;
❼ Ion/carrier concentrations;
AC quantities profiles (at the different frequencies, expressed as magnitude/phase
or real/imaginary part) as a function of the spatial coordinate in the domain:
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❼ Potential;
❼ Ion/carrier concentrations
and AC quantities as a function of frequency:
❼ Admittance/Impedance as magnitude/phase spectra;
❼ Admittance/Impedance as real/imaginary part spectra;
❼ Admittance/Impedance as Cole-Cole plots [289,290].
To date, ENBIOS-1D Lab has been effectively used worldwide by 175 unique
users (Fig. 3.6) for a total number of more than 1,000 simulation runs (Fig. 3.7).




Figure 3.6: Users of ENBIOS-1D Lab: location (top) and cumulative number
(bottom) of unique simulation users (October 1st, 2018).
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Figure 3.7: Number of ENBIOS-1D Lab cumulative simulation runs (October 1st,
2018).
ENBIOS-2D Lab
ENBIOS-2D Lab [246] is a tool devoted to simulating ISFETs. Fig. 3.8 shows the
graphical user interface (GUI) of the tool.
Figure 3.8: GUI of the ENBIOS-2D Lab tool.
The ISFET device is taken as a silicon-on-insulator (SOI) MOS device in which
the gate electrode is separated from the channel by the electrolyte. A sketch of the
structure is also shown in Fig. 3.8. More details can be found in [279].
The features described for the ENBIOS-1D Lab tool are also available in EN-
BIOS 2D-Lab. Given the more elaborated geometry, more parameters can be tuned
by the user (e.g. channel length, semiconductor and oxide thickness, ...). The ge-
ometry has a 2D-symmetry: the output DC and AC quantities can be plotted both
along the x-direction (the direction of the channel) and along the z-direction (the di-
rection perpendicular to the channel), and the frequency spectra are available as well
(magnitude/phase, real/imaginary part, Cole-Cole plots). Finally, the IDS − VFG
characteristics (the channel current as a function of the “fluid gate” potential) can
also be extracted.
To date, ENBIOS-2D Lab has been effectively used worldwide by more than
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200 unique users (Fig. 3.9) for a total number of more than 1,200 simulation runs
(Fig. 3.10).





Figure 3.9: Users of ENBIOS-2D Lab: location (top) and cumulative number
(bottom) of unique simulation users (October 1st, 2018).
Oct '16 Jan '17 Apr '17 Jul '17 Oct '17 Jan '18 Apr '18 Jul '18
500
1,000
Figure 3.10: Number of ENBIOS-2D Lab cumulative simulation runs (October
1st, 2018).
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3.3 Modeling of the switching capacitance
Because of the switching operation of the sensor cells, the measurement capacitance
CM provided by the biosensor platform (Eq. 2.1) is not directly comparable to the
AC capacitance CA (see Eq. 3.10), as obtained from small-signal AC models or simu-
lations at ω = 2πfs (fs being the switching frequency). To overcome this limitation,
a switching model has been developed [190, 203, 291], based on a simplified equiva-
lent circuit of a sensor cell with a nanoelectrode in contact with an electrolyte (Fig.
3.11). The circuit of Fig. 3.11 is similar to the model for the 1D structure of Fig. 3.1.
In fact, the response of an individual nanoelectrode in contact with electrolyte is
governed by the same physical principles described for the 1D system. The circuit
has 4 constant (frequency-independent) components: RE and CE are the spreading
resistance and spreading capacitance of the nanoelectrode to the electrolyte, CS is
the surface capacitance of the Stern layer in series with the EDL capacitance at
the electrolyte/electrode interface (functionalizations of nanoelectrodes, if present,
are also included in this term), and CP is the parasitic capacitance of the switching
node. Therefore, compared to the circuit of Fig. 3.1, the presence of the parasitic
capacitance CP is the main difference. Given the different geometry of the electric
field flow lines that spread toward adjacent electrodes, the calculation of the values
of the circuit components cannot be performed by means of the simple relations of
Eq. 3.7. The AC admittance of this equivalent circuit can be expressed as:
Yel (ω) =
jωCS (1 + jωRECE)
1 + jωRE (CE + CS)
+ jωCP (3.11)
It is worth pointing out that this model does not reproduce the effects of analytes
in proximity of the electrode. More complex circuit topologies should be adopted in
such cases (as discussed in Sect. 4.5)
This equivalent circuit is alternatively charged/discharged by the two switch
transistors, which can be modeled as two switches ST and SD, connected to the
charge and discharge voltages VT and VD, respectively. Using the information of
the timing parameters of the non-overlapping clocks (ΦT and ΦD, see Fig. 2.2), the














Figure 3.11: Equivalent circuit of the switching model. CP is the parasitic capaci-
tance, CS is the surface capacitance (the Stern layer in series with the double layer),
RE and CE are the spreading resistance and spreading capacitance of the electrode to
the electrolyte. The switches (ST and SD) connect the switching node to the charging
or discharging voltages (VT and VD), as in Fig. 2.2. Published in [190].
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can be derived. The switching capacitance is given by:
CSW = γ (CS + CP ) (3.12)
where γ = γ (fs, δ, CP , CS, CE, RE) is a function of the time parameters (switch-
ing frequency, fs, and duty cycle, δ) and of the lumped element components of the
equivalent circuit, and it represents a charge pump efficiency factor. We report in
Appendix A.1 a complete derivation of this expression and all its parameters.
The values of RE, CE and CS can be estimated by fitting the AC admittance of
the right branch of Fig. 3.11 (i.e. Yel without the parasitic capacitance term, namely
Y = jωCS(1+jωRECE)
1+jωRE(CE+CS)
, see Eq. 3.11) to the AC admittance YA, modeled or simulated
with or without analyte on (or near) the nanoelectrode surface [211]. In particular,
under the assumption that the AC admittance is extracted over a sufficiently broad
frequency range (such that the low- and high-frequency limits can be extracted),
















where f2 = σel/2πεel is the usual electrolyte dielectric cut-off frequency, and C∞ =
limω→∞ CA is the high-frequency limit value of the AC capacitance. Table 3.2 re-
ports values of the parameters extracted for different ambient materials for rel = 90
nm. Similarly, Tab. 3.3 reports the same values for the case rel = 75 nm. For
comparison, values extracted for the 1D-system of Fig. 3.1 are also included. For
a direct comparison, we computed the parameters for the 1D system considering a
cross-section area equal to the area of nanoelectrodes, and setting Lel = py (since
we actuate the electrodes along one row, the closest distance between a WE and a
CE is given by the pitch along the y-direction). The differences in values are evident
and are caused by the different profile of the electric field flow lines. A first hint
on the properties of the current fluxes (from WEs to CEs) could be obtained by
estimating, for each ambient material, the value of Area and Lel to be used in the
1D-system that guarantees a matching between the parameters of the 1D model and
the parameters extracted by means of ENBIOS simulations.
The value of CP can be extracted from experiments (in dry experiments |Y | ≪
ωCP , so the measured capacitance in air is very close to CP ). As will be discussed
in Chapter 4, the value of CP is essentially equivalent to the parasitic capacitance
extracted from the physical layout of the sensor cells; therefore, it is always possible
to discriminate CP from CS, also if the parasitics were not dominant over CS in
dry. The switching capacitance model based on Fig. 3.11 will be extensively used
in this thesis for the theoretical predictions (that is, we extract the AC admittance
from ENBIOS simulations, compute the lumped element values as per Eq. 3.13,
and compute CSW according to Eq. 3.12). The simplified lumped element model of
Fig. 3.11 will thus be used to translate the simulated AC small signal impedance into
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Fig. 3.11 Fig. 3.1
Dielectrics∗ CS [fF] CS [fF]
air 0.0027 0.0003
IPA 0.0483 0.0056
Electrolytes CS [fF] CE [fF] RE [MΩ] C
′
S [fF] CE [fF] RE [MΩ]
milliQ 0.2091 6.8772 67377 0.0183 0.0245 1.8× 107
KCl 1mM 1.5214 0.2342 197.85 1.4229 0.0245 1866
KCl 1.5mM 1.7668 0.2292 134.72 1.6587 0.0245 1244
KCl 10mM 3.2484 0.2159 21.41 3.0246 0.0245 186.7
KCl 15mM 3.6007 0.2142 14.36 3.3441 0.0245 124.4
KCl 50mM 4.5593 0.2096 4.36 4.2466 0.0245 37.33
KCl 100mM 4.9969 0.2059 2.19 4.6962 0.0245 18.66
KCl 150mM 5.2137 0.2028 1.46 4.9273 0.0245 12.44
KCl 500mM 5.7376 0.1827 0.44 5.4689 0.0245 3.73
∗ dielectric materials have essentially infinite spreading resistance and are modeled
as a simple capacitance value.
Table 3.2: Estimation of the lumped element components CS, CE, RE of Fig. 3.11,
extracted for different ambient materials by means of ENBIOS simulation with de-
fault simulation parameters and rel = 90 nm. For comparison, values for the lumped
elements of the 1D model of Fig. 3.1 are also indicated. The values for the 1D
system have been computed using Area=πr2el and Lel=720 nm (i.e. the pitch along
the y-direction, since we operate activating all the electrodes along one row) and
indicating as C ′S = CSternCEDL/(CStern + CEDL).
Fig. 3.11 Fig. 3.1
Dielectrics∗ CS [fF] CS [fF]
air 0.0023 0.0002
IPA 0.0406 0.0039
Electrolytes CS [fF] CE [fF] RE [MΩ] C
′
S [fF] CE [fF] RE [MΩ]
milliQ 0.1741 6.5213 71054 0.0127 0.0170 2.6× 107
KCl 1mM 1.0717 0.2014 230.01 0.9882 0.0170 2688
KCl 1.5mM 1.2420 0.1963 157.29 1.1519 0.0170 1792
KCl 10mM 2.2788 0.1827 25.29 2.1004 0.0170 268.8
KCl 15mM 2.5263 0.1811 16.99 2.3223 0.0170 179.2
KCl 50mM 3.2004 0.1767 5.18 2.9491 0.0170 53.75
KCl 100mM 3.5086 0.1734 2.60 3.2613 0.0170 26.88
KCl 150mM 3.6613 0.1707 1.74 3.4218 0.0170 17.92
KCl 500mM 4.0307 0.1537 0.52 3.7979 0.0170 5.38
∗ dielectric materials have essentially infinite spreading resistance and are modeled
as a simple capacitance value.
Table 3.3: Same as Tab 3.2 for rel = 75 nm.
78 Analytical, Numerical and Statistical Models
a switching capacitance (not vice-versa). This model is the simplest one that pre-
serves the basics of the Physics of operation implemented with full three-dimensional
geometrical accuracy in the FEM simulator (RC behavior of the electrolyte, EDL
capacitance, parasitic capacitance). More complex models may be used as well, not
only to translate the AC small signal simulations into a switching capacitance, but
also to interpret experimental results. This will be discussed in Sect. 4.5.
In Fig. 3.12 (green dashed curve), we show typical switching capacitance spectra
in electrolyte, where the low frequency part of the response is essentially governed by
the surface capacitance CS, as per the EDL screening theory. In this figure we also
compare the switching capacitance to the AC capacitance (CA) and to the effective
capacitance [215], which is defined as:




















































Figure 3.12: Comparison between AC capacitance (CA), effective capacitance
(Ceff) and switching capacitance (CSW ) spectra for nanoelectrodes with radius
rel =90 nm in dry or in NaCl electrolytes at different salt concentrations. The par-
asitic capacitance used for the calculation of CSW is CP =0.65 fF. CP is also added
to CA and to Ceff to allow a direct comparison between the different capacitance
models. The duty cycle for CSW is δ = 35%.
As was demonstrated in [215], Ceff appear as a good empirical approximation
of the actual switching capacitance of the system. Fig. 3.13 instead highlights the
impact the duty cycle has on the CSW spectra: for higher duty cycles (i.e., for
longer charging phases) a rigid shift of the curve toward higher frequencies occurs.
Furthermore, Fig. 3.14 shows how CSW is affected by variations of the lumped
element model parameters: variations of the surface capacitance CS affect the low-
frequency part of the spectrum, variations of CP result in a nearly rigid vertical shift
of the curves, variations of CE change the response in the high-frequency limit, and
variations of RE appear as a shift of the cut-off frequencies of the spectra.
If an analyte is present in the electrolyte, the electric field is perturbed and
the capacitance spectrum changes. Considering the switching model, in the same






































Figure 3.13: Comparison between switching capacitance (CSW ) spectra for different
duty-cycle (δ) values. The electrolyte is NaCl and we used CP =0.65 fF. Higher duty












































































































































Figure 3.14: Comparison between switching capacitance (CSW ) spectra for vari-
ations of the lumped-element model parameters of Fig. 3.11. The nominal values
correspond to the 10 mM salt concentration of Tab. 3.2 (left).
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Figure 3.15: Theoretical switching and effective capacitance spectra of a bare na-
noelectrode in 100 mM NaCl electrolyte, due to inserting a 2.5 ➭m radius dielectric
microparticle (permittivity εp = 2.6ε0) at a vertical distance of 1, 10, or 20 nm from
the surface of the (central) nanoelectrode.
fashion as for the AC capacitance, we call:
∆CSW = CSWw/ analyte − CSWw/o analyte (3.15)
the switching capacitance variation, induced by the presence of the analyte, i.e. the
difference between the switching capacitance response with and without analyte. As
has been already demonstrated in [215], the effective capacitance is also a good ap-
proximation of the response of the platform when it comes to inspecting capacitance
variations, i.e.
∆Ceff = Ceffw/ analyte − Ceffw/o analyte (3.16)
This is also shown in Fig. 3.15, where we compare ∆CSW and ∆Ceff due to the
insertion of a 5 ➭m dielectric particle in a NaCl 100 mM electrolyte, at different ver-
tical distances from the surface of the array. The capacitance variation spectra have
a peak of the response around 10 MHz (which is a function of the salt concentration
of the electrolyte, see also Sect. 3.5). Differences between the capacitance variation
spectra of the two models are especially evident for frequencies lower than 2 MHz
(very close to the lower frequency limit of the platform). This is consistent with the
results of Fig. 3.12, in which CSW and Ceff differed in particular close to the first
cut-off frequency. Fig. 3.15 also serves as a further demonstration that detecting
analytes beyond the Debye screening length requires high frequencies, because ∆C
becomes very small at low frequency.
It is worth to point out that the switching capacitance model is of even more
general applicability. In fact, if the system under study (the ambient in contact
with the nanoelectrode) is modeled with more elaborated lumped element networks,
calculations of a switching capacitance can be performed in the same fashion (see for
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instance Sect. 4.5 and Appendix A.2). However, a main limitation of this approach
is given by the fact that we require an equivalent lumped-element circuit model of
the system on top of the nanoelectrode. While the C-RC model of Fig. 3.11 nicely
captures the Physics of nanoelectrodes in contact with electrolyte, for more complex
ambient conditions (like, for instance, electrolytes in the presence of analytes) it may
not always be possible to derive (Physics-based) equivalent circuits. Hence, in the
following of this work we will rely on CSW (or on its extended version CF , see
Sect. 3.4) whenever possible, using instead Ceff for the other cases.
3.4 Simulation with arbitrary input voltage wave-
forms
ENBIOS simulates the DC and small-signal AC response of electronic biosensors. An
AC voltage stimulus is applied at different (user-defined) frequencies, and the current
at the electrodes is obtained, thus deriving information about the AC behavior of
the system (e.g. in terms of admittance values). However, the actual chip does
not operate in AC small-signal regime, nor with ideal square waveforms as assumed
by CSW calculations. In order to improve the accuracy of the ∆C calculations
for comparison with CM , here we expand the analysis capabilities of the simulator
by deriving the response of the working electrode to an arbitrary input voltage
waveform. The methodology is quite general and can be applied to determine the
response of different systems (the nanoelectrodes discussed in this thesis, but also
other devices like ISFETs). Fourier analysis is used for this purpose.
Let’s consider an arbitrary periodic input voltage waveform v (t), with repetition
period T = 1/f (f being the frequency). We can approximate it in Fourier series
as:












where an and bn are real numbers, cn are complex numbers, j is the imaginary unit,
and Nharm represents the number of harmonics that we take into account. The





















(an − jbn) for n > 0
1
2
a0 for n = 0
c∗|n| for n < 0
(3.18)
We set the goal of computing (by means of ENBIOS simulations) the (output)
electrode’s current of a generic biosensor system resulting from the application of
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this arbitrary voltage waveform. One relevant example is given by trapezoidal volt-
age waveforms (analytical expressions for the coefficients of trapezoidal waveforms,
as well as for the limiting case of square and triangular waveforms, are provided in
Appendix B). In general, input waveforms at different frequencies (different repe-
tition periods) may not maintain a constant DC bias.1 For this reason, the most
general approach requires to account for the possibility of having different DC bias
values at different frequencies. Fig. 3.16 shows the flowchart of the most general
approach to the problem.
Figure 3.16: Flowchart of a general ENBIOS-based Fourier analysis. The calcula-
tions included in the yellow-box are directly and efficiently implemented by ENBIOS,
performing a parallel simulation over a (1:n:Nharm)fk frequency vector of the system
with fixed simulation parameters.
The algorithm starts with the definition of the system (e.g. the nanoelectrode
platform, the 1D system of Fig. 3.1, ISFET devices, ...), the definition of the funda-
mental frequencies to be analyzed (fk) and, for each fk, the definition of an input
voltage waveforms (vk(t), e.g. extracted from Spice simulations). NF represents the
number of fundamental frequencies to be analyzed. The user also pre-defines the
total number of harmonics (Nharm) that will be considered for the Fourier analysis
(a fixed value of harmonics, for all the fundamental frequencies fk). From this point,
each fundamental frequency (scanned by the index parameter k) is processed sepa-
rately (hence, this for loop could be implemented enabling parallelism). The specific
waveform vk(t) is loaded, and the Fourier coefficients are computed. At this point,
a DC ENBIOS simulation is run. The DC solution is the starting point for the AC
analyses. For each (n-th) harmonic, an AC ENBIOS simulation is run at frequency
1As an example, trapezoidal waveforms may have a duration of the high/low voltage level
that scales with frequency and rise/fall times that remain constant; another example is given by
the possible presence of physical phenomena that introduce non-idealities at different operating
frequencies, e.g. 1/f noise
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equal to the n-th multiple of the fundamental tone fk. The amplitude of the AC
signal is set to 1 mV: this is an arbitrary choice, given the linearity of the ENBIOS so-
lution (the simulator solves AC equations linearized around the DC solution). The
corresponding output AC current IACk,n is collected. After all the harmonics are
computed, the frequency spectrum of the output current (Ik) is easily constructed
exploiting the linearity of ENBIOS, i.e. “correcting” for the arbitrary input voltage
amplitude VAC : Ik (nfk) = IACk,ncnVAC = IACk,n (an − jbn) /2VAC ∀n ∈ [1, Nharm].
This procedure is chosen (instead of directly simulating the different harmonics with
the proper AC amplitudes) because ENBIOS already implements efficient parallel
calculations (of a system with fixed simulation parameters) over different frequen-
cies: re-normalizing by the correct AC amplitude at the end of the AC calculations is
therefore the fastest solution. Finally, starting from the current spectra, the current





[2ℜ{Ik (nfk)} cos (2πnft)− 2ℑ{Ik (nfk)} sin (2πnft)] (3.19)
While this approach appears as a general solution, it presents a few drawbacks.
First, a different DC simulation has to be run for each fundamental frequency of the
input. This could be a problem, since the DC solution may take quite some time to
be computed (e.g. for systems with complex charge distributions, as for viruses, see
Sect. 3.5). On top of that, for each fundamental tone, the vector of frequencies to
be simulated for the AC problem is different. The combination of these two factors
can make the total simulation time very high. Finally, conventional ENBIOS DC
and AC simulations are run at each iteration: this means that the hypotheses for
the validity of the small-signal approximation have to be satisfied as well. As a
consequence, the signals (i.e. every single harmonic component, in particular the
fundamental tone) have to be small enough compared to the thermal voltage kBT/q
(≈25 mV at room temperature), therefore the analysis can be applied only to small-
amplitude signals. For the biosensor platform of Sect. 2.1 this is not always the case
since VT − VD can be up to 200 mV in real experiments.
For practical applications where the input DC bias is known not to change at
different input fundamental frequencies (or at least not to change significantly, as
is the case for the nanoelectrodes array platform where frequency-compensation is
implemented, see Chapter 2), and considering systems for which a model is available
(as is the case for both the 1D system, see Fig. 3.1 bottom, and for the nanoelectrode
array platform, see the right branch of the circuit in Fig. 3.11), the Fourier analysis
can be simplified and performed as a simple post-processing of conventional ENBIOS
AC simulations.
Let’s then assume that the system verifies these hypotheses and a model M
describes the relation between the AC input of the system (VAC) and the desired
AC output. In our case, the model is simply given by the admittance (or impedance)
of the system (i.e. IAC = MVAC , with M = Ya.m. as per Eq. 3.8 for the 1D system,
or with M = Yel as per Eq. 3.11 for the nanoelectrodes). The flowchart of the (now
much easier and faster) calculations is shown in Fig. 3.17.
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Figure 3.17: Flowchart of a simpler Fourier analysis performed as a post-
processing on a system model obtained from a single conventional ENBIOS sim-
ulation. The calculations included in the yellow-box are efficiently made by ENBIOS
with a parallelized simulation over a fm frequency vector of the system with fixed
simulation parameters.
We start from the definition of the system to be simulated (e.g. the nanoelectrode
array, the 1D system of Fig. 3.1, an ISFET device, ...) and the knowledge of the
input voltage waveforms (vk(t)) for different fundamental frequency values fk (given,
for instance, by circuit simulations). A vector of frequencies fm is also defined and
will be used to run the ENBIOS simulations (fm should be sufficiently broad-band
to capture the low- and high-frequency limit response of the system). The DC bias
of the waveform(s) is computed and the DC ENBIOS simulation is run; then, also
the AC simulation is performed at frequencies fm. After the ENBIOS simulation
is completed, we can generate a model M for the system (e.g. a lumped element
equivalent circuit as in Fig. 3.11 from which we can derive an expression for the
admittance). The real Fourier analysis will now be applied to this model M and
each frequency point fk is processed separately. The waveform vk(t) is loaded,
and the Fourier coefficients are computed. The frequency spectrum of the output
current (Ik) is easily constructed exploiting the known model (the admittance in
this example). Finally, starting from the current spectra, the current waveform can
be reconstructed.
With this approach, a single ENBIOS simulation is required to compute the
model for the system. If the model is already available (e.g. the analytical model
for the 1D system), then ENBIOS simulations can be skipped.
3.4.1 Application to the nanoelectrodes
The methodology based on Fourier analysis can be used to convert ∆C calculations
into an accurate estimate of the response of the nanoelectrodes, expressed as a
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Fourier capacitance (CF ) alternative to the switching or effective capacitance models
explained in Sect. 3.3. We remind from the discussion of Chapter 2 that the sensor
yields a capacitance measurement CM by integrating the current over time to obtain
the charge transferred through the sensor cell per charge/discharge cycle (Eq. 2.1).
Since the Fourier analysis allows us to reconstruct the current waveform at the
nanoelectrode, the charge can be easily computed with a similar procedure as in the
biosensor platform. The steps to achieve this goal are the following:
1. Define the nanoelectrode’s input voltage waveform v(t) (e.g. a square wave, a
trapezoidal wave, or more realistic non-ideal waveforms obtained for instance
by means of Spice simulations of the circuit);
2. Apply the Fourier analysis and compute the output current waveform i(t)
(Eq. 3.19);
3. Integrate the current waveform to obtain the charge transferred to/from the
nanoelectrode q(t) (this indefinite integral can be calculated analytically, with-
out introducing numerical errors, simply by integrating the expression of Eq. 3.19);
4. Extract from q(t) the charge transferred to the nanoelectrode in one cycle (i.e.
move from the indefinite integral to a definite integral; this is the term QS of
Eq. 2.1);
5. Divide by ∆V = VT − VD (see Eq. 2.1), i.e. the difference between the drive
voltages during the charge and discharge phases.
This is repeated for all the fundamental tones of interest (the shape of v(t) may
change with frequency). Finally, a capacitance spectrum (at the different funda-
mental frequencies of the input waveforms) is obtained. In the following, we refer to
this model as Fourier capacitance, CF . We will make use of the Fourier capacitance
in Sect. 4.4.
3.4.2 Model validation
In order to validate the methodology, we make use of the switching capacitance
model described in Sect. 3.3. The switching model inherently accounts for all har-
monics and it is valid exactly provided the voltage waveform is indeed a square
wave. As we will see, significant deviations can arise in the actual circuit. Calculat-
ing CF due to a square-wave input on the same circuit should in principle result in
an identical capacitance spectrum.
We start by considering the switching model of Fig. 3.11 and computing CSW
with duty cycle δ =50%. The resulting capacitance spectra are reported in Fig. 3.18
(blue curves). Then, we consider a square wave with 50% duty cycle and high/low
voltage levels VT=365 mV and VD=120 mV, respectively. We start by calculating
the Fourier coefficients, considering Nharm = 5000 harmonics. Then, we calculate
the current time waveform, we derive the charge transferred/removed to/from the
nanoelectrode during one period, and we compute CF = QS/ (VT − VD). The final
result is shown in Fig. 3.18 (dashed orange). A good agreement is found between











































Figure 3.18: Comparison between switching capacitance (CSW ) and Fourier ca-
pacitance (CF ) spectra for nanoelectrodes with radius rel =90 nm in dry or in NaCl
electrolytes at different salt concentrations. The parasitic capacitance used for the
calculation of CSW and CF is CP =0.65 fF. The duty cycle for CSW is δ = 50%.
The input signal for CF is a square wave with the same duty cycle. The number of
harmonics considered is Nharm = 5000.
CSW and CF over the whole spectrum. The validity of the methodology is verified
over a broad frequency range, in particular in the frequency range of operation of
the biosensor platform.
3.4.3 Analysis of voltage and current waveforms
Here we report in details about the output waveforms for a relevant test case, namely
trapezoidal waveforms. More realistic waveforms (comprising non-idealities) will be
considered for the analyses of HFIS experiments in Sect. 4.4. We consider trapezoidal
waveforms with amplitude spanning from a low-voltage level VD=-60 mV to a high-
voltage level VT=60 mV, and rise/fall times of tr = tf=1 ns. We test different wave
frequencies, scaling down the duration of the high/low level phases while keeping
the rise/fall times constant. This poses a limit to the maximum frequency, that
is given by fmax = 1/(tr + tf ). In Appendix B we report the calculations for the
Fourier expansion of trapezoidal, square and triangular waveforms. The latter ones
are of interest since they correspond to the low-frequency and high-frequency limit
of the trapezoidal waveform.
Figures 3.19-3.20-3.21-3.22 show the results of the analysis on the lumped ele-
ment circuit of Fig. 3.11 for fundamental frequencies f = 1 kHz, 500 kHz, 10 MHz
and 500 MHz input trapezoidal waveform, respectively. Results are shown for air
and KCl 10mM electrolyte. The total number of harmonics is Nharm=5000.
At low frequency (1 kHz) the trapezoidal input waveform resembles a square
wave, since tr = tf = 1 ns are much smaller than 1/f . The Fourier series ex-
hibits the well-known Gibbs oscillations [292] (exceeding by 10 mV the nominal
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high/low-levels). The output current in air is essentially given by a spike during
v(t) transitions. This is consistent with the behavior of an ideal capacitor of ∼ 3
aF with dV/dt = (VT − VD)/tr = 120mV/ns. The response in electrolyte is also
given by a a narrow pulse, induced by the high-frequency spectral components of
the abrupt transition of the voltage level (again, consistent with the behavior of a
capacitor: in fact, we remember that the electrolyte at low frequency is essentially
defined by the Stern/EDL capacitance in parallel to CP ; therefore, for a square wave
input at 1 kHz, the shape of the current is no different from that in air). The charge
transferred to the nanoelectrode’s node has a square-wave-like shape, both in air
and in electrolyte, consistently with expectations (for a capacitive load, since the
current is computed as the derivative of the voltage trace, and to obtain the charge
we perform an integration, we re-obtain the input waveform shape).
At 500 kHz and 10 MHz, air still behaves as an ideal capacitor and the charge
waveform resembles again that of the voltage. For the 10mM electrolyte, instead,
the resistive component of the equivalent circuit starts to play a role. The current
waveform increase/decrease more smoothly than a spike. As can be noticed from the
charge plot, RC-exponential-like behaviors appear in the waveform. The exponential
decay starts immediately after the end of one transition, due to charge repartition
in the elements of the circuit sustained by the resistor, but due to the exponential
time dependency it grows to a visible level only before the next transition.
Finally, at the maximum frequency f = 1/(tr+ tf ) = 500 MHz the voltage wave-
form is a triangular waveform, well reproduced by the large number of harmonics.
Also in this case, the output charge in air has the same shape as the voltage wave-
form due to the capacitive behavior. We can say the same also for the electrolyte:
in fact, 500 MHz is way beyond the cut-off frequency of a 10mM electrolyte and it
behaves as a capacitor (given by the series of CS and CE, in parallel to CP ).
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Figure 3.19: Voltage, current and charge waveforms of the system of Fig. 3.11
due to a trapezoidal wave excitation at frequency 1 kHz. The values of the lumped
elements are as listed in Tab. 3.2. CP=0.65 fF, tr = tf=1 ns.
Figure 3.20: Same as Fig. 3.19 at 500 kHz frequency.
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Figure 3.21: Same as Fig. 3.19 at 10 MHz frequency.
Figure 3.22: Same as Fig. 3.19 at 500 MHz frequency.
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3.5 Models for viruses
In this section we present models to study the theoretical HFIS response of the na-
noelectrode biosensor platform described in Chapter 2 to individual biomolecules of
different viruses. This material is based on [247,248]. Examples of virus impedance/-
capacitance spectra recordings are given, for instance, in [293, 294] (for FIV, HIV,
AV5, HSV1, SV40, MVA and CPMV viruses), showing that the viruses possess
distinguishable capacitances and that dielectric properties of capsid proteins and
glycoproteins (which are different for every viral type) significantly influence the
observed response. However, these measurements do not rely on CMOS technology
(thus losing the opportunities offered by technology scaling) and the maximum fre-
quency of analysis is still below the electrolyte relaxation frequency at physiological
salt concentrations.
The structure and the morphology of isolated viruses is usually inspected by
means of complex atomistic models, obtained e.g. from X-ray diffraction and cryo-
electron microscopy [295, 296]. Rather than aiming at detailed and accurate virus
descriptions, we use the atomistic data as the starting point to develop a compact
and spatially averaged virus model, representative of the main geometrical and elec-
trostatic properties of the viruses. In particular, here we consider three viruses whose
structure is similar to truncated-icosahedrons: a plant virus (the Cowpea Chlorotic
Mottle Virus, CCMV), an animal virus (the Rabbit Haemorrhagic Disease Virus,
RHDV), and a human virus (the Hepatitis A Virus, HAV).
The proposed methodology is applicable to other viruses as well (provided the
atoms’ positions and charges are available) and it would thus be useful to build a
library of HFIS spectra profiles for different virus families. The results reveal aspects
of relevance for modeling and of practical importance (the role of virus charge, the
role of pH, the influence of ionic strength on the expected signal), possibly steering
the design of successful experiments with ultra-sensitive CMOS biosensors as the
one considered in this work.
3.5.1 T=3 viruses
Viruses are made up by an infective agent, either a deoxyribonucleic acid (DNA) or
a ribonucleic acid (RNA), which can be double-stranded (ds) or single-stranded (ss).
The infective agent is enclosed in a protective package (a capsid, typically made of
proteins) [297], and some viruses also have an external coating around this capsid.
A possible classification of viruses is based on the structure of the capsid, and helical
and icosahedral symmetries are the most common patterns. Icosahedrons can be
constructed as a combination of pentamers and hexamers, and icosahedral capsids
are typically classified according to their triangulation number T (i.e. the number
of equilateral triangles that can fit on one face). Viruses with T=3 triangulation
number can be modeled as a truncated icosahedron and will be consider for this
work.
The first virus we consider is the Cowpea Chlorotic Mottle Virus (CCMV), which
belongs to the Bromoviridae virus family. We select this virus as a plant virus
example, and because it is common and well studied. CCMV is a positive-sense
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single stranded RNA (ssRNA+) virus with no external coating, made up only by
the proteic capsid (≈ 24 nm diameter) and a nucleic acid (RNA) within it [296].
Fig. 3.23 (left) shows the truncated-icosahedral shape on top of a detailed atom-
istic contour map of the CCMV virus. Fig. 3.23 (center) shows a cross-section of the
capsid. Part of the capsid proteins protrude into the inner core, generating proteic
tails (red lines in Fig. 3.23, center). The negatively charged nucleic acid contained
in the capsid is located next to the capsid’s inner surface, with very low density
at the center [295] (Fig. 3.23, right), and interacts with the (typically positively)
charged proteic tails.
The CCMV genome is composed of three distinct RNA molecules (RNA1, RNA2,
RNA3) [299]. The longest sequence (RNA1) has 3174 nucleotides. The CCMV
native form is stable for pH values between 3 and 6 and ionic strengths lower than
100 mM. Increasing the pH level results in an increase of the virus size (swollen state)
[300], along with the formation of openings in the capsid’s structure which allow the
exchange of ions between the inner core of the virus and the outer electrolyte. On
top of that, for large ionic strengths (≈ 1 M) the complete disgregation of the
capsid can also occur [296]. In the following, we will first consider a pH of 5 and
concentrations much smaller than 1 M, corresponding to the virus stable state,
inspecting the capacitance spectra of empty capsids and full viruses (i.e., capsid +
RNA) in electrolytes of different salt concentration. Then, we will also consider a
higher pH value (7), taking into account the swelling process of the capsid [301].
As a second case study, we consider the Rabbit Haemorrhagic Disease Virus
(RHDV) [302], from the Caliciviridae family. We select this virus as an animal
virus example, and because of its economic and ecological importance [303]. As the
CCMV, the RHDV has a non-enveloped capsid (i.e., it has no external coating). On
top of that, as reported in Sect. 3.5.2, it is also an interesting test case due to its
mass distribution. The capsid of the RHDV is of about 27-40 nm in diameter, and
its ssRNA(+) genome is 7437 nucleotides long. As for the CCMV, we investigate
Figure 3.23: Left: representation of the T=3 CCMV virus, highlighting its trun-
cated icosahedral symmetry (image taken from VIPERdb web portal [298]). Center:
2D sketch of the capsid cross section. The dark-green region corresponds to the cap-
sid, and the light-green region corresponds to the electrolyte which fills the core of the
virus. Red lines represent proteic tails of the capsid, which protrude in the core of
the virus and are not resolved by X-ray crystallography. Right: same as the central
graph with the RNA enclosed by the capsid. Published in [247,248].
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the capacitance spectra of the capsid and the full virus. Given its pH stability range
(4.5 < pH < 10.5), we will consider physiological values of pH (7) and electrolyte
salt concentration (NaCl 150 mM).
Finally, we analyze the Hepatitis A virus (HAV) [304,305], from the Picornaviri-
dae family. We select this non-enveloped virus as a human virus example. It is a
nice test case because it is still an enigmatic virus, since it has proved to be quite
difficult to study. Its ssRNA(+) genome is about 7480 nucleotides long [305]. HAV
remains stable up to 80 degrees and at pH levels down to 2. Thus, we will inspect its
structure and capacitance spectra in 150 mM NaCl in water at different pH levels.
3.5.2 Model of the capsid
A continuummodel suitable to describe the virus–nanoelectrode interactions is desir-
able for the analysis of the electrical response. To this end, we extend the double-shell
modeling approach of [306], where the capsid (which is composed by a combination
of amino acids) is actually represented as a spherical shell with finite (non-zero)
thickness. We instead build a truncated icosahedral shape, inscribed within two
spheres of radii RIN and ROUT , as also sketched in Fig. 3.23 (center). In order to
build the capsid of the viruses, we follow these steps:
1. Atoms’ positions
The spatial position of the atoms (as obtained by X-ray crystallography) is
taken from the VIPERdb database [298], as a *.vdb file. In this file, a list of
atoms is provided. Each atom entry of the database has some labels, used to
identify its location and the amino acid which it belongs to. Hydrogen atoms
and some mobile proteic tails not resolved by X-ray crystallography are not
included in the list of atoms.
2. Atoms missing H+ and fractional charge
We use the online tool PDB2PQR [307] to process the list of atoms in the down-
loaded *.vdb file. The tool includes the missing hydrogen atoms. Furthermore,
a charge value is attributed to each atom, accounting for the pH-dependent
atoms’ fractional charge [308,309].
3. Amino acids position
The position of each amino acid Ri is computed as the center of mass of the
corresponding atoms: Ri =
∑
j mijrij, where mij and rij are the mass and the
position of the j -th atom of the i -th amino acid, respectively. Due to their
small mass, hydrogen atoms have a negligible impact on the estimation of the
position. As an example, Fig. 3.24 (left) shows a 3D map of the location of
the atoms for the CCMV, as extracted with the described methodology.
4. Amino acids mass and charge
The mass of each amino acid (Mi, which is the sum of the masses of its atoms
Mi =
∑
j mij) is computed according to [310] (hydrogen masses are included).
A charge (Qi) is assigned to the center of mass of each amino acid, and it is
given by the sum of the fractional charges of the atoms belonging to the amino
acid itself (Qi =
∑
j qij, where qij is the charge of the j-th atom of the i-th
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Figure 3.24: Left: 3D scatter plot representing the location of the amino acids
of the capsid of the CCMV. Right: 3D scatter plot representing the charge (red:
positive, blue: negative) corresponding to each amino acid of the CCMV. Published
in [248].
amino acid). In Fig. 3.24 (right) we show a 3D map of the charge distribution
(of individual amino acids) for the CCMV capsid.
5. Capsid mass and charge densities
The volume mass density and the volume charge density distributions are
computed as a function of radial distance by averaging the local values over
polar and azimuthal angles. We used a bin width of 2 Å(it does not have
major impact on the results [306]). Fig. 3.25 (top row) shows the averaged
mass distributions for the three viruses under study. Fig. 3.25 (central row)
shows the averaged charge distributions (at pH=5 for the CCMV, pH=7 for
the RHDV, pH=7 for the HAV).
6. Capsid dimension
Full Width Half Maximum (FWHM) limits of the mass distribution are ex-
tracted to identify RIN and ROUT (Fig. 3.25, top), following the approach
of [306]. As anticipated, the mass distribution of the RHDV is peculiar, due
to the presence of a density peak near the inner surface. As a consequence, the
FWHM extraction does not properly represent the mass profile, since a large
part of the distribution at large radial distances is excluded (Fig. 3.25, top
center). To overcome this limitation, we extract Full Width Half Mean values
instead. This approach entails a difference in the radii estimation of merely 2
Å for the HAV, and an increase of ROUT by 1 nm for the CCMV. Table 3.4
reports the radial parameters for the different capsids under study.
7. Capsid charges
The charges beyond the inner and outer surfaces of the capsid, QIN and QOUT ,
are computed summing the charges of the amino acids at distance r < RIN and
r > ROUT , respectively. As for the body of the capsid, i.e. RIN < r < ROUT ,
Ref. [311] concludes that the charges therein (QBODY ) are essentially zero
because the energy which is required to dissociate them is very high. Instead,
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Refs. [312–314] consider the amino acids in the body of the capsid as charged.
We will first discuss both cases for the CCMV; then, we will rely on the latter
assumption for the other viruses.
8. Mobile proteic tails in the capsid
The charge of the unresolved amino acids of the mobile proteic tails is com-
puted based on the database [315] and the online calculator [316], and it is
added to QIN . Table 3.4 reports the final electrical parameters for the different
capsids under study.
The above methodology was first validated by generating the cucumber mosaic
virus (CMV) model as a test case. The extracted model parameters are consistent
with those reported in [306], thus proving the accuracy of the methodology. The
truncated icosahedron model is inscribed into the spheres of radiiRIN andROUT . We
assign QIN and QOUT as volume charges to δ=0.5 nm thick shells located at [RIN −
δ, RIN ] and [ROUT − δ, ROUT ], respectively. We assign QBODY , when considered, to
the remaining part of the capsid (i.e., in [RIN , ROUT − δ]). As an example, Fig. 3.25
(bottom) reports the volume charge profiles (QIN , QBODY , and QOUT ) as assigned
for the numerical simulations of CCMV, RHDV and HAV capsids.
All the relevant geometrical and electrical parameters are summarized in Tab.
3.4. Finally, the dielectric permittivity of the capsid body and shells (r ∈ [RIN −
δ, ROUT ]) is set to εr=5, as in [317], whereas the core of the virus (r ∈ [0, RIN − δ])
is filled with electrolyte.
3.5.3 Model of the RNA
The nucleic acid possibly enclosed in the capsids contributes as well to the charge
of the virus. We model the RNA as:
1) either an additional charge contributing to QIN (thus, with no change in volume
of the shell at low dielectric constant),
2) or also partially filling the core of the virus (replacing the electrolyte with a low
dielectric constant material in another 0.5 nm shell).
These alternative models are sketched in Fig. 3.26. Regarding the CCMV, it can
be filled by three possible RNA sequences [299], and we show results for the longest
one, which is 3174 nucleotides long. For the RHDV and the HAV, 7500 and 7480
nucleotides are considered, respectively [302,305]. Since the RNA is partly immersed
in electrolyte, we assign an effective charge of −0.8q per nucleotide (instead of the
theoretical −1q) to account for screening effects, as also reported in [317,318].
The RNA carries a negative charge, that for the CCMV compensates the positive
charge of the proteic tails. The full CCMV virus presents a negative QIN value,

















































































































































































































































































































































































































































































Figure 3.25: Geometrical and electrical models of the stable CCMV capsid (left column), RHDV capsid (center column),
and HAV complete capsid (right column). Top row: density of mass radial distributions, highlighting RIN and ROUT and Full
Width Half Max/Mean values. Central row: charge radial distributions, obtained at pH=5 for the CCMV, and pH=7 for the
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Figure 3.26: 1D cross-section representation of the virus model, with definition of the material properties and volume charges
assigned to the different regions. Light-green regions correspond to electrolyte, dark-green regions correspond to dielectric
material. QIN and QOUT are assigned to δ=0.5 nm thick shells located at [RIN − δ, RIN ] and [ROUT − δ, ROUT ], respectively.
QBODY is assigned in [RIN , ROUT − δ]). The RNA is either an additional charge contributing to QIN (left), or it also partially
fills the core of the virus, thus partially replacing the electrolyte with dielectric material in another δ=0.5 nm shell (right).
Parameter CCMV CCMV CCMV CCMV RHDV HAV HAV
Capsid Capsid Capsid Capsid Capsid Capsid Capsid
Swollen 1 Swollen 2 Empty
(neutral) (charged) (charged) (charged) (charged) (charged) (charged)
RIN 10.3 nm 10.3 nm 12.7 nm 12.5 nm *12.3 nm 11.5 nm 11.7 nm
ROUT 12.7 nm 12.7 nm 15.5 nm 15.3 nm *20.1 nm 14.3 nm 14.3 nm
QIN +1812 q +1812 q +1962 q +1842 q -576 q -141 q 238.8 q
QBODY 0 -550 q -720 q -660 q -1320.6 q -36.6 q 381 q
QOUT -230 q -230 q -359 q -300 q -4.2 q -372.6 q -549.6 q
* Full Width Half Mean calculation
Table 3.4: CCMV, RHDV and HAV capsids model parameters. The labels “neutral” and “charged” refer to the assumption of
Ref. [311] and that of Refs. [312]– [314] for the charge in the body of the capsid, respectively. CCMV values correspond to pH=5.
CCMV (swollen), RHDV, and HAV correspond to pH=7. [248]
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3.5.4 Model for the body of the capsid
As discussed in section 3.5.2, the body of the capsid might not be completely neutral.
To investigate this scenario, we take into account also the charge located in RIN <
r < ROUT , and we set QBODY to this value.
The first and second columns of Table 3.4 report the model parameters for the
CCMV following these two assumptions regarding the charge of the body. We will
compare these two options for the CCMV case only (and, in this case only, for the
sake of a worst-case estimation a charge of −1q per nucleotide is assumed for the
“charged” capsid body), then relying on the “charged” model for RHDV and HAV
viruses.
3.5.5 Simulation setup and metrics
The simulation setup consists in an array of 5x5 electrodes. In practical experiments,
including an analyte capture layer is fundamental to immobilize small entities like
viruses. Bovine serum albumin (BSA [319]) is often used as a capture layer [320],
hence we include a hBSA =3 nm thin BSA layer (24% water content) covering the
array surface.
Unless otherwise stated, we place the analyte at a distance of 0.5 nm from the
BSA surface (here we indicate as dz the distance between the bottom edge of the
virus and the surface of the BSA). The typical mesh has ≈ 10k elements for the virus
(≈ 200k total) and the DC simulation runs in about 2.5 hours, with an approximately
2× increment if the virus body is discretized in three regions instead of just one.
3.5.6 Simulation of CCMV
Since it is practical to manipulate the CCMV with sodium acetate buffers [321], we
first simulate the virus in a 100 mM C2H3NaO2 electrolyte, and the capsid in 300
mM NaCl water electrolyte.
The left and right plots of Fig. 3.27 show the ∆Ceff spectra considering both the
“neutral” and the “charged” model for the body of the capsid. We do also consider
the cases in which the RNA is either an additional charge (with no inner electrolyte
volume substitution), or it partially fills the core of the virus (thus replacing the
electrolyte with a low permittivity region). ∆Ceff at 50 MHz (i.e. within the
frequency range of operation of the nanoelectrodes biosensor platform) is in the
order of a few hundred zF. The difference between the capsid and virus responses
is of the same order of magnitude. As expected [211], the charge of the RNA in
the CCMV has no impact on the high frequency response, affecting mainly the low
frequency part of the curves. QBODY has a small impact on the capsid’s spectrum,
also due to the relatively high electrolyte salt concentration; conversely, it has a
larger impact on the CCMV’s, which is immersed in an electrolyte with lower salt
concentration. The partial replacement of electrolyte with low dielectric constant
RNA is visible mostly at low frequency; however, if QBODY is considered this impact
is smaller (the response being mainly determined by the extra charge).
Since different electrolyte salt concentrations shift the spectrum of ∆Ceff and
amplify differences between the curves at 50 MHz, it would be of interest to compare
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the response of empty capsid and full CCMV in the same ambient conditions. In Fig.
3.28, we make this comparison using a 150 mM NaCl electrolyte. The corresponding
change of ∆Ceff between the empty capsid and full virus is reduced to only ≈ 50 zF
at 50 MHz (unless the change of ε in the capsid core is considered): sensitivity should


































































Figure 3.27: ENBIOS simulations of CCMV capsids in 300 mM NaCl water elec-
trolyte and CCMV full viruses in 100 mM C2H3NaO2 electrolyte. The symbols cor-
respond to the 50 MHz point. The analyte is located 1 nm from the BSA surface.
The capsid body is assumed without (left) and with (right) charge between RIN and










































only elyte in the core
Figure 3.28: Same as Fig. 3.27 (right) with NaCl 150 mM electrolyte for all the
curves, both for capsids and for full CCMVs. Published in [247,248].
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These preliminary results suggest that while detection of one virus requires 0.1
aF sensitivity and resolution (a value demonstrated in [227] but only up to 1 MHz),
discriminating the full virus from the capsid requires approximately 10 zF sensitivity
and resolution. We conclude that even with a high-sensitivity CMOS nanoelectrode
sensor platform as the one of this work, discrimination between the capsid and the
infectious virus remains very challenging, because the differences in response are
mostly due to the electrolyte environment required by experiments.
At sufficiently high frequency, we can infer from Fig. 3.28 that the response to
empty capsids is always larger (in absolute value) than the response to full CCMVs.
However, the deposited BSA layer would inevitably be affected by surface rough-
ness, and even more critically, the nanoelectrode coverage cannot be expected to be
perfectly uniform over the whole array. For these reasons, the conclusion that the
response to empty capsids is always larger than the response to full CCMVs at 50
MHz may not always hold. To investigate this scenario, we run ENBIOS simulations
of CCMV capsids and full viruses for different values of the BSA layer thickness.
The results are shown in Fig. 3.29 (top), with the two insets highlighting how the
capacitance variation changes with the BSA thickness at 1 kHz and at 50 MHz.
The curve at 50 MHz (top-right inset) shows that less than 1 nm difference in BSA
thickness can lead to a larger response for the CCMV. Fig. 3.29 (bottom) shows
how the capacitance variation at low and high frequency changes according to the
analyte vertical elevation above the BSA (dz); due to the screening induced by the
EDL, the low frequency response essentially vanishes above a few Debye lengths,
whereas at high frequency the discrimination between CCMV and capsid is possible
also at larger dz.
As discussed at the beginning of Sect. 3.5.1, an increase of the pH of the solution
swells the capsid. In the following we investigate this scenario. A mechanism for the
pH-induced swelling process of the CCMV is described in [301], where the details of
the loss of the interactions at the quasi-3-fold interfaces2 (occurring especially in the
initial stages of the swelling process) are provided. The protein-protein association
energies at the interfaces [322, 323] are progressively reduced during the swelling,
possibly resulting in a complete loss of protein-protein interactions at some interfaces
[301]. Models of two intermediate states (“Swollen Form Model 1” and “Swollen
Form Model 2”) are available from [298] to characterize the progressive change of
the structure. We analyze these models assuming pH=7 in the calculation of the
charges. The third and fourth columns of Table 3.4 report the extracted values (radii
and charges) for these two models. It must be noted that the differences with respect
to the stable capsid arise not only due to different protein-protein interactions and
amino acids spatial locations, but also due to the different pH of the environment.
In particular, the charge of the unresolved amino acids of the mobile proteic tails
(which is computed with [316] and is added to QIN) differs as well between the
stable and swollen model.
2“3-fold interfaces” identify the interfaces of an object (in this example, the truncated icosa-
hedron) where a rotational symmetry of order n =3 (3-fold) applies, i.e. the interfaces where a
rotation by an angle 360➦/n (120➦ in this case) does not change the object. Thus, referring to
Fig. 3.23 (left), where the truncated icosahedral symmetry is highlighted in red, the quasi (since
the truncated icosahedral symmetry is a good but not perfect representation of the virus) 3-fold
symmetry axes correspond to the center of the hexagonal faces.










































































Figure 3.29: Families of ENBIOS simulations of CCMV capsid (blue curves) and
full virus (red curves) for different BSA thickness values (hBSA) or vertical elevation
(dz) above the BSA. For the full CCMV, the RNA is modeled as an additional
charge (as for the red curve in Fig. 3.28). The electrolyte is NaCl 150 mM. Top:
capacitance spectra for different hBSA (3, 4, or 5 nm) with the analyte located at dz
= 0.5 nm. Bottom: capacitance variation response at three different frequencies as
a function of dz. Published in [248].
Fig. 3.30 shows ENBIOS simulations for the stable capsid (at pH=5) and for the
two intermediate swollen structures (at pH=7) in 150 mM NaCl electrolyte. At high
frequency, the response is larger for the swollen capsids. A peak of 1 aF is obtained
around 100 MHz, and the high frequency limit is at 0.33 aF (compared to the 0.2
aF for the stable CCMV). This behavior is explained mostly by the difference in
volume (∼4023 nm3 for the stable CCMV and ∼6735-6932 nm3 for the two swollen
models, numbers obtained calculating the volumes of truncated icosahedral shells in
[RIN − δ, ROUT ]), as also predicted by Eq. 10 and Fig. 5 in [211], since the charge
plays a marginal role at very high frequencies. In fact, the response of the two
swollen capsid models is essentially the same, since the volume difference is minimal.








































Figure 3.30: Comparison between ∆Ceff spectra of stable CCMV capsid and two
models of swollen CCMV capsid. The analyte is located at dz =0.5 nm from the
BSA surface. The electrolyte is NaCl 150 mM. Published in [248].
Differently, at low frequency the response of the two swollen capsid models differs:
due to the very close distance to the BSA surface, part of the capsid interacts with
the EDL (more precisely, dz is larger than λD; however, since the virus is charged it
also possesses its own EDL which interacts with the EDL on the array surface). As
a consequence, small variations in volume and charge can lead to larger variations
of the capacitance profile.
The best detection conditions (maximizing |∆Ceff |) are found increasing the
detection frequency above 100 MHz where ∆Ceff has a peak response. For the
same electrolyte environment, the frequency of optimum sensitivity changes only
slightly for the different states of the CCMV virus. This is consistent with the
results reported in [211], in which the frequency corresponding to the peaks in the
∆Ceff spectrum depends only on the electrolyte salt concentration (via its relaxation
frequency and Debye length) and the mean unperturbed electric field in the region
occupied by the analyte. The same conclusion can be applied to the viruses presented
in the following.
3.5.7 Simulation of RHDV
As discussed in Sect. 3.5.2, we rely on a Full Width Half Mean estimation of the
capsid size to avoid losing a significant part of the mass distribution, located beyond
ROUT . The RNA sequence enclosed by the capsid is approx. 7500 nucleotides long,
corresponding to a partially screened charge of approximately -6000q [317,318].
Fig. 3.31 compares the capacitance spectra of the empty capsid and the full
virus, considering both approaches to extract the radii. As for the CCMV virus, the
difference between empty capsids and full viruses is very small at high frequency. In
fact, they differ essentially for the charge profiles, and spectra at high frequency are
weakly sensitive to charges. Regarding the two approaches for the radii estimation,






































Figure 3.31: ∆Ceff spectra of RHDV capsid and full virus, considering the two
models for the radii estimation. The analyte is located 0.5 nm from the BSA surface.
The electrolyte is NaCl 150 mM. Published in [248].
as expected the Full Width Half Mean approach leads to estimate larger ∆Ceff (in
absolute value), since the estimated volume of the analyte is larger [211]. Due to
the larger dimension, compared to the CCMV, a peak of about 2 aF can be noticed,
whereas the high frequency limit leads to a capacitance variation of -0.8 aF.
3.5.8 Simulation of HAV
As anticipated in Sect. 3.5.1, HAV remains stable down to pH=2. Hence, we
investigate the charge distribution and the capacitance spectra at different pH levels.
Two models are available for the capsid of HAV [298]: the complete capsid and an
“empty” capsid version (roughly 400 atoms are missing, compared to the complete
model). As a first step, we compare the charge values (QIN , QBODY , QOUT ) over
different pH levels. Figure 3.32 (bottom) shows how the charges vary with the pH.
For progressively lower pH values, the charge distribution within the capsid becomes
more positive, as can also be noticed by inspecting the data at pH=3, pH=5, pH=7
in Fig. 3.32, top.
Fig. 3.33 reports capacitance spectra of complete and empty HAV capsids, at
different pH levels. For the complete capsid, we do also show the spectra including
the RNA charge. As expected, since the volume difference is minimal, the response
to the two capsid models at high frequency is almost indistinguishable. At low
frequency, due to the significant differences in volume charge density, the two capsids
can be easily discriminated. On top of that it must be noticed that the response at
different pH levels also changes remarkably, due to the different charge distributions
(Fig. 3.32). This is in particular true at low frequency (Fig. 3.33 bottom)
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Figure 3.32: Top: HAV complete capsid charge distributions at pH=3, pH=5,
pH=7 [248]. Bottom: HAV capsid charge values (QIN , QBODY , QOUT ) as extracted
with the described methodology at different pH levels. Two models for the HAV
capsid are considered. Published in [248].
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Figure 3.33: Top: ∆Ceff spectra of HAV capsid and full virus, considering the two
models for the capsid [248]. The analyte is located 0.5 nm from the BSA surface.
The electrolyte is NaCl 150 mM. Bottom: low frequency capacitance variation for
varying pH. Published in [248].
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3.6 Bayesian Statistical Techniques
In this thesis we make use of the nanoelectrode array biosensor platform presented
in Chapter 2 with the aim to characterize its response to electrolytes and analytes
not merely qualitatively, but also providing dependable quantitative indications.
Quantitative analyses are possible if an accurate estimation of system parameters is
performed, together with the quantification of the related uncertainties. Application
of advanced statistical techniques to estimate parameters and quantify uncertainty
thus appear as fundamental.
A number of geometrical and physical parameters have an influence on Cpost,
each with its own random variability. For instance, the radius (rel), protrusion and
roughness of the electrodes, the concentration of ions in the electrolyte, the polar-
ization of water molecules in a thin layer between the nanoelectrode surface and the
bulk of the electrolyte (which affects the dielectric permittivity εr,Stern). As regards
characterization of analytes, while the in-plane analyte geometry can be extracted
with conventional image processing algorithms [324], simultaneous extraction of the
out-of-plane elevation and electrical properties of the analyte and the environment
remains challenging at the micro- and nanoscale. In fact, a reliable electrical model
of the physical transduction mechanism is necessary, while noise and fluctuations
limit the precision. In this section and in the following chapters we will exemplify
the analysis of a few of these problems.
Uncertainty Quantification (UQ) identifies which variables are uncertain in the
system to be studied and their effect on the observables of the system. UQ is
becoming increasingly important in nanoelectronics and all its applications due to
non-negligible sources of fluctuations and variability which affect nanoscale devices
[325,326], and in turn constrain the design of functional electronics. UQ is even more
important for nanoelectronic biosensors, where biological noise adds to traditional
electrical noise sources and contributes to determine the limit of detection (LoD).
A popular UQmethod is Bayesian Estimation (BE) [327–329], where prior knowl-
edge is updated after new information of the system is obtained, for instance by
means of measurements, and included in the posterior knowledge by means of the
Bayes’ Theorem from Probability Theory [330]. BE not only provides a solution
but also an estimate of its expected statistical distribution. Parameter extraction
by means of classical inverse-modeling techniques [331, 332], instead, suffers seri-
ous limitations, because the solution comes without any estimate of its uncertainty.
Furthermore, ill-posed nonlinear inverse problems may not have unique solutions,
requiring a separate verification of the correctness of the result. The advantage of
the presented approach is that we obtain probability distributions for the param-
eters, which inform us how reliable the results are. If a probability distribution is
close to a uniform distribution, the parameter cannot be identified reliably. If the
probability distribution has a well-localized maximum, the parameter can be found
with great confidence. Thus, it becomes possible to determine if and how well a
parameter can be identified, and confidence intervals are also obtained, which are
precious information to achieve in the field of biosensors.
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3.6.1 Essentials of Bayesian inference
To set the stage for the description of the method we start reminding that errors
η due to measurement and modeling can be represented by means of random vari-
ables. For a given random variable M representing the information provided by
measurements, for which we have a model g(Q) dependent on a random variable Q
representing parameters, we have that
M− g(Q) = η . (3.20)
For vector quantities M, η, which represent different measurements Mi, we
assume that the errors ηi are independent, identically distributed (IID) and unbiased.
We will assume in general that the errors are additive and mutually independent
from Q, which can be a vector of parameters (qi) as well [327].
In the Bayesian framework, the parameters Q are random variables, with re-
alizations q = Q(w), and with an associated probability density function (PDF)
giving information about them (here, w is an element of a probability space Ωw).
A prior PDF π0 reflects our knowledge of the parameters prior to measurements of
observations. The final goal is to obtain a posterior PDF that incorporates the new
knowledge of the acquired observations. This posterior is the solution to the inverse
problem of parameter estimation via Bayesian techniques.
Bayes’ Theorem [328]:
The following relation among conditional probabilities is satisfied,
P (IQ|M) =
P (M|IQ)
P (M) P (IQ) , (3.21)
where IQ is a subset of possible uncertain parameters Q, and M is the information
provided by the measurement.
Assuming the probability measures above have PDF’s, we can reformulate the
theorem in terms of the PDFs:
Bayes’ Theorem in PDF form for Inverse Problems [327,328]:
Let π0(q) be the prior probability density function for the realizations q of the ran-
dom parameters Q. Let m be a realization of measurement M. Then the posterior









where Ωq is the space of parameters q. The Bayesian approach to inverse problems
is then to find the posterior probability density function π(q|m) given the measure-
ments m.
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3.6.2 Markov-Chain Monte Carlo and Metropolis-Hastings
algorithm
In principle, it would seem that, in order to use the formula in Eq. 3.22 as it is,




which is costly to evaluate. Furthermore, for a large dimension of the integration
space, resorting to integration techniques such as Monte Carlo (MC) methods would
be required. Even so, an efficient sampling of the integration space is required, but
there is no knowledge, beforehand, of where exactly the support of the probability
density is (since that is exactly the information to be found).
However, there are numerical methods such as Markov Chain Monte Carlo
(MCMC)3, which do not require to compute this high dimensional integral: they
only require the ratios of the probabilities in Eq. 3.22, and explore the right regions
of the distributions, making the application of Bayes’ formula feasible [328].
In the following we will consider one particular type of random walk MCMC
method (MCMC uses correlated random samples for integration), known as Metropolis-
Hastings (MH) algorithm.
The original Metropolis algorithm has been presented in [333] to compute equa-
tions of state for interacting molecules, by performing modified Monte Carlo integra-
tions over the configuration space representing the state of all the particles. In this
algorithm, proposal/jump distributions (J , which will be defined more precisely in
the following) must be symmetric and, typically, are Gaussians: this is an important
limitation. The MH generalization of this algorithm has been presented in [334], and
allows to use asymmetric and non-Gaussian proposal/jump distribution (as will be
shown in the following, this have an impact in the acceptance criteria of the algo-
rithm, which will be defined in Eq. 3.23). This is an important advantage for the
application of the method to numerical problems in statistics.
Let’s then consider the use the MH algorithm to solve the inverse problem of de-
termining an uncertain parameter (q) for a given physical problem. A measurement
(m) is performed, obtaining information on one specific observable quantity of the
system. Let’s also assume that a model (g) is available to describe the system (e.g.
an analytical or a numerical model), and that the the model response is G = g(q)
(where G is the solution provided by the model prescribing a given parameter q).
The error between the experiment and the model can be calculated via Eq. 3.20.
The MH algorithm to solve this (general) Bayesian inverse problem is now described.
Metropolis-Hastings MCMC Algorithm
❼ Required data and definitions:
– Prior Distribution: π0(q).
This is a distribution of the unknown parameter q, constructed based on
3A Markov Chain is a sequence of random variables with the property that the n + 1 term
depends only on the n term and not on any other past terms. Monte Carlo methods perform
numerical integrations by means of a random discretization of the space under consideration. The
Markov Chain Monte Carlo method constructs Markov chains whose stationary distribution is the
posterior density we are looking for, adequately exploring the geometry of the distribution [327].
108 Analytical, Numerical and Statistical Models
possible prior knowledge. It can be, for example, a Gaussian centered in
q̂ with standard deviation σ0: π0(q) =
1√
2πσ0
exp (−(q − q̂)2/2σ20).
– Likelihood Function of G given q: L(G|q).
The measurement informationm is hidden in this likelihood function. L is
a commonly-used symbolic way to represent data likelihood, which can be
expressed in terms of probability density as π(m|q). It represents the like-
lihood of observing a certain output quantity for a given value of the pa-
rameter. For scalar quantities, this can be, for example, a Gaussian with
standard deviation σL: L(G|q) = π(m|q) = 1√2πσL exp (−(m− g(q))
2/2σ2L).
For vector quantities (Nm measurements), this can be, for example, a









. The standard deviation σL represents
the level of confidence on the measurements: a low value of σL means that
the experimental data m are extremely trustworthy, whereas higher val-
ues mean that the uncertainty on m is larger.
– Initial value q0.
This is the first guess on the unknown parameter. It is chosen such that
π0(q0) > 0.
– Proposal Distribution J(q → q′).
The algorithm starts from prior knowledge on the unknown parameter,
as defined by the prior distribution. By means of the Likelihood, at
each iteration the algorithm inspects if it is getting or not closer to the
solution, adding some new knowledge. This new knowledge can be used
to correct the estimation of the parameter. The proposal distribution
thus represents the proposed variation of the value of the parameter (q)
into a new estimation (q′). J can be any meaningful (not necessarily
symmetrical) function.
❼ Iterate:
for k = 1 : Nsamples do
– Propose next sample q∗ according to Proposal Distribution J(qk−1 → q∗);








– Cast a random number χ ∼ U(0, 1), and accept proposal (qk := q∗) if
χ ≤ α, else qk := qk−1 .
end
❼ Output results
Mean value (of the estimated parameter) ⟨q⟩ – It is the mean value of the
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(histogram of) the (Nsamples) estimations qk obtained during the algorithm:
⟨q⟩ =∑Nsamplesk=1 qk/Nsamples
Posterior distribution (of the estimated parameter) π(q) – It is found, starting
from the histogram of the (Nsamples) estimations qk, by means of Kernel Density
Estimation (KDE, [335]).
It can be noticed that this MCMC algorithm uses only the ratios of the needed
probabilities, so the integral in the denominator of Eq. 3.22 cancels out, with re-
markable reduction of computational cost. If the chosen proposal distribution is
symmetric, J(qk−1 → q∗) = J(q∗ → qk−1) and they cancel out in Eq. 3.23.
The algorithm converges asymptotically to the equilibrium distribution. Hence,
we must wait until k is big enough before using the values to sample. The duration of
this burn-in period is estimated by testing if the sequence is close to stationary [328].
Assuming that the number of samples Nsamples is sufficiently high to overcome the
burn-in period, larger values of Nsamples do not significantly alter the estimated
mean value: the main effect of using more samples is on the shape of the posterior
distribution [249].
It is worth to mention that the original idea of this algorithm is inspired from the
physical problem in [333] of finding the configuration that minimizes the energy for a
system of particles. If the proposed new configuration for the particles decreases its
energy, it is accepted with probability one. In case the proposed new configuration
actually increases its energy, it is accepted with a probability equal to the exponential
of the normalized energy difference term [333]. The equivalent form of this latter
term for our problem is the second term inside the brackets in Eq. 3.23.
More details of MCMC methods and the Metropolis-Hastings algorithm, such as
the proof that the stationary distribution for this method is exactly the posterior
density we look for, can be found in [327].
The MCMC algorithm, on which we rely in the following of this thesis for esti-
mation of parameters, has implemented (in Julia programming language [336]) by
the research group of C. Heitzinger (TU–Wien).
3.6.3 Validation for a 1D system without analytes
Estimation of 1 parameter
As a first test to prove the effectiveness of the algorithm, we consider the 1D sys-
tem of Fig. 3.1 and we set the goal to estimate the value of one individual system
parameter: the Stern layer relative permittivity (εr,Stern).
As discussed in Sect. 3.6.2, MCMC exploits a model (g) to estimate parameters
(Q) from a measurement (m). In this validation example, the vector of parameters
Q is one–dimensional and is given by q = εr,Stern. The 1D system has an analytical
solution for its capacitance (Ca.m.), as given in Eq. 3.9. We make use of this analyt-
ical solution in place of experiments: we prescribe a specific value to the Stern layer
permittivity, εr,Stern = 7, and consider as a “measurement” m = Ca.m. (εr,Stern = 7).
Finally, regarding the model g(q), we run ENBIOS simulations of the system for dif-
ferent values of q = εr,Stern and compute its small-signal AC capacitance CA(εr,Stern):
g(q) = CA(εr,Stern).
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To summarize, the model g (q) = CA (εr,Stern) will be fitted via MCMC Bayesian
estimation to the “measurement” m = Ca.m. (εr,Stern = 7) with the goal to estimate
the parameter q = εr,Stern. Since the exact parameter value for the experiment is
known a-priori in this case (the “experiment” is an analytical expression computed
prescribing a specific value for the parameter), this test case serves as a validation
step for the methodology. The opposite approach, i.e. using ENBIOS to generate
a “measurement” and using the analytical model of Eq. 3.9 as a model g(q) for the
calculations, is also considered.
The electrolyte we consider is 100 mM NaCl in water, and the analysis is per-
formed at two frequencies of the AC signal: f=100 kHz and f=1 GHz, corresponding
to two distinct values of m = Ca.m. and g = CA. As a prior distribution, we consider
a Gaussian (centered in q0 = 7.2). At f=100 kHz, considering the nominal value of
the parameter (εr,Stern = 7), the output of the analytical model of Eq. 3.9 and of
ENBIOS are Ca.m.(εr,Stern = 7) = 0.091819 F/m
2 and CA(εr,Stern = 7) = 0.091921
F/m2, respectively.
Table 3.5 shows the outcome of the estimation at f=100 kHz for different number
of samples (either using ENBIOS as measurement and Eq. 3.9 as a model, or vice
versa) for σL = 10
−3 F/m2 (i.e. uncertainty on the second significant digit of
measurements, see above).













Table 3.5: Output of the MCMC estimation of the εr,Stern = 7 parameter of the 1D
system shown in Fig. 3.1, in 100 mM NaCl electrolyte at 100 kHz. ENBIOS simu-
lations (CA) and the analytical model of Eq. 3.9 are considered as “measurement”
or model for the algorithm. Different number of samples are tested. MCMC output
data kindly provided by TU–Wien.
The estimation of the mean by MCMC does not change too much from 7.0d....
(with d a decimal), using different powers of j for Nsamples = 10
j. The true value of
εr,Stern is thus correctly identified.
If a larger value of σL is used, e.g. σL = 10
−2 F/m2 (i.e. uncertainty on the first
significant digit of measurements, see above), the estimated value changes to q = 7.2
(for any choice of Nsamples). This is consistently found for both kinds of run, either
using (m = Ca.m., g = CA) or using (m = CA, g = Ca.m.). This make sense in the
light of the following interpretation: since the likelihood function is a distribution
of the measurement error centered at zero, having a smaller standard deviation for
that function corresponds to assuming that the measurements are more accurate,
therefore more weight is given to the closeness of the model (g(q)) to the value of
m; consequently, in the MCMC runs, the permittivity converges to the true value
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of εr,Stern = 7. It is worth highlighting that in this example the wrong estimation of
the parameter for large σL equals the center of the prior distribution.
Estimations at f=1 GHz provide consistent results.
Estimation of 2 parameters
Having verified the method and its implementation on single parameter extraction
problems, here we use the MCMC technique to do simultaneous Bayesian estimation
of two parameters – the relative permittivity of the Stern layer (εr,Stern, nominally





0 , nominally equal to 0.1 M), i.e. we consider a vector of
unknown parameters q = [q1, q2] = [εr,Stern, n
∞
0 ]. As before, we perform analyses
considering two distinct frequencies (flow=100 kHz and fhigh=1 GHz). Compared
to the previous cases, here we also introduce interpolations of existing data, proving
that a previously-generated set of model data (g) can also be used to compute the
MCMC analyses. Furthermore, we will use more than just a single measurement.
To this end, we run ENBIOS simulations to generate a non-regular grid of observ-
ables (CA) on the (q1, q2) = (εr,Stern, n
∞
0 ) plane. A total of 10
5 grid points have been
generated, each one with its associated low (100 kHz) and high frequency (1 GHz) ca-
pacitance values, namely C lowA = CA (f = 100 kHz) or C
high
A = CA (f = 1 GHz). The
sample points are generated randomly, centered at (εr,Stern, n
∞
0 ) = (7.2, 0.1M). The
two frequencies are considered separately. This grid of data is interpolated by means
of polynomial approximation of degree 10, constructed through minimizing the sum
of the squared errors between the grid points and the polynomial. As a result, two
models g (q) = C lowA (εr,Stern, n
∞
0 ) : R
2 ↦→ R or g (q) = ChighA (εr,Stern, n∞0 ) : R2 ↦→ R
are obtained for the low and high frequency data, respectively.
As artificial measurements, for each frequency of analysis, we rely again on
the analytical model of Eq. 3.9, namely m = C lowa.m. = Ca.m. (f = 100 kHz) or
m = Chigha.m. = Ca.m. (f = 1 GHz). Differently from the previous sections, here we
do not consider only a single measurement. Instead, Nm =10 distinct artificial mea-
surements are generated for both the low and the high frequency case by taking 10
samples from a normal distribution centered around the nominal values of the pa-
rameters, namely m ∼N(µm, σm) where the mean values are µm = C lowa.m. (7.2, 0.1) =
0.0938 F/m2 or µm = C
high
a.m. (7.2, 0.1) = 0.0064 F/m
2, and the standard deviations
are σlow = 0.0007 F/m
2 or σhigh = 4.735 ·10−5 F/m2, for the low and high frequency
case, respectively.
The likelihood function takes the following form (the product of the Gaussians
for the different measurements):









where the corresponding standard deviation is set to σL = σlow or σL = σhigh, for the
low and high frequency case, respectively. As a prior, we use a uniform distribution
in the domain q1 × q2 = εr,Stern × n∞0 = [6, 8.5] × [0.02M, 0.4M]. The proposal
distribution follows a normal distribution.
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Fig. 3.34 shows the 2-dimensional histograms of the posterior distributions based
on Nsamples=10
6. The shapes of the distributions suggest remarkably different be-
haviors at the two different frequencies, g = C lowA and g = C
high
A . This is consistent
with expectations from the Physics of the system. In fact, at high frequency the
Stern and the diffusion layer capacitances are next to short circuits for the AC
signal, and the εr,Stern has a modest influence on the observable, regardless of the
electrolyte ionic strength. To extract single values, alternative solutions would be
to select either the mean value or the mode, based on the 2-dimensional histogram
of the posterior distribution. Both of these values are highlighted in Fig.3.34.






















































Figure 3.34: Two-dimensional histograms of posterior distribution based on
Nsamples=10
6 and histograms of the marginal posterior distributions for f=100 kHz
(left) and f=1 GHz (right). The mean value and the mode of the estimated pos-
terior, as well as the exact value q = (εr,Stern, n
∞
0 ) = (7.2, 0.1M), are shown. The
range of the colored map coincides with the support of the prior distribution. Figures
generated with the MCMC code by TU–Wien.
Fig. 3.34 demonstrates that a correct determination of the parameters is more
difficult at low frequency, where the range of capacitance variation is larger and
the sensitivity is also stronger. This proves the advantage of being able to perform
parameters extractions at different frequencies: different parameters can be easier
to be estimated at different frequencies, thus a multi-frequency multi-parameter
extraction technique can be advantageous in reducing the uncertainty of estimation.
In Sect. 3.6.4-4.4.3-5.2, estimations by means of MCMC will be performed also
considering different frequencies together (i.e., using all the information at different
frequencies in one single estimation).
3.6.4 Validation for a 3D system with analytes
Here we consider the Bayesian estimation of parameters in the presence of analytes
using ENBIOS and analytical models. While the validation of the ENBIOS-based
MCMC methodology has already been presented for the 1D system in Sect. 3.6.3,
showing results of idealized test-cases, with a fictitious “measurement” obtained by
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means of analytical models with parameters known a-priori, is also of great interest
to anticipate the analyses performed on analytes in real experiments.
For this study, we consider the 3D domain depicted in Fig. 3.2, with a matrix of
nanoelectrodes and a spherical particle (of radius rp) at a certain vertical elevation
(dz) and lateral displacement (dx and dy).
We set the goal of estimating 2 parameters together: the radius and the vertical
elevation of the particle. Thus, we have q = [rp, dz]. To compute a fictitious mea-
surement, we rely on ENBIOS simulations, i.e. m = ∆CA(rp, dz). Regarding the
model (g(q)) for the MCMC algorithm, also in this case we make use of an analytical
model.
An analytical model of the frequency response of one nanoelectrode to a particle
can be derived from the solution of the PB-PNP equations for a constant AC field
Ẽ0 in the absence of analytes. The model, extensively validated in [211], allows
to compute the admittance variation due to inserting a particle of volume Ωp in a
region of constant AC electric field Ẽ0 of an electrolyte with conductivity σel and
permittivity εel as
4:










where Ṽ0 is the AC voltage applied to nanoelectrodes and f (ω, εp,Ωp, σel, εel) is a
complex function which depends on frequency and particle/electrolyte parameters
(εp is the particle’s permittivity). For non-uniform electric field configurations (as
is the case of the nanoelectrode array), using the mean value of the electric field
in the volume later occupied by the particle is a good approximation [211]. The
model for MCMC estimation is then g(q) = ∆Ca.m.,p(rp, dz) (where the dependency
on dz is hidden in the Ẽ0 term). Unless otherwise stated, hereafter we consider
Nsamples = 10
5 and likelihood factors σL = 5 · 10−5. Furthermore, we perform the
estimation by considering multiple frequencies together (32 frequency points, log-
spaced between 1 kHz and 1 GHz), i.e. m and g(q) are not scalar values, but vectors
of 32 elements.
This model is used to determine the response of the nanoelectrode array to
particles of different size and position. The information required to compute the
model is the electric field configuration in the “unperturbed” system, i.e. in the
system without the particle. The big advantage of this model is that the unperturbed
configuration needs to be computed only once (by means of ENBIOS simulations),
thus a significant reduction of the computational burden is obtained compared to
running full simulations for many particle positions. Hereafter we consider a 100
mM NaCl electrolyte. Fig. 3.35 shows the AC voltage and electric field profiles as
extracted from ENBIOS simulations.
The analytical model is in fairly good agreement with ENBIOS in the limit of
a small Ωp, as shown in Fig. 3.36 for varying the particle radius, rp, and elevation,
4We include the subscript “p” to discriminate between the analytical model for the 1D system
of Eq. 3.9 and this model in the presence of a particle






























































Figure 3.35: AC voltage and electric field profiles on the xy and xz planes resulting
from the application of a 50 MHz small-signal excitation with amplitude 1 mV to
the central row of nanoelectrodes, in contact with NaCl 100 mM electrolyte.
dz, and in [211]. Considering a particle with rp=50 nm at dz=100 nm (Fig. 3.36,
left), a small discrepancy between the model (red curves) and ENBIOS simulations
(green curves) is expected due to the non perfectly uniform electric field distribution
at the location of the particle). The agreement between the model and ENBIOS
simulations is remarkably improved (Fig. 3.36, right) considering a smaller particle
(rp=10 nm) much closer (dz=10 nm) to bigger electrodes (rel=200 nm). In this
configuration, in fact, the electric field in the region occupied by the particle is
nearly uniform. Both these configurations will be inspected.
We start by considering a particle of radius rp=50 nm suspended above the center
of one electrode (rel=90 nm, dx = dy = 0, dz= 100 nm) and we use the analytical
model of Eq. 3.25 to compute the likelihood function. Fig. 3.37 (left) shows color
maps and marginal distributions of the posterior distribution for the simultaneous
estimation of rp and vertical position (dz+rp) with σL = 5 ·10−5 (yellow corresponds
to high probability). The extracted mean values (rp =48 nm, dz + rp=171 nm) are
in good agreement with the exact ones (rp =50 nm, dz + rp=150 nm). The residual
difference is partly due to the slight error of the analytical model compared to the
reference ENBIOS solution used to calculate Ẽ0, consistently with Fig. 3.36, partly
due to using a non-negligible value for σL (i.e., the measurement is considered not
much reliable). If Ẽ0 becomes more uniform (as assumed be the analytical model,
e.g. by considering a larger electrode, rel = 200 nm, a smaller rp = 10 nm and dz=10
nm), and an almost ideal measurements accuracy is considered (σL = 10
−17), then
the estimate coincides with the true value without uncertainty (Fig. 3.37, right).






















































































nominal: rel=200nm, rp=10nm, dz=10nm
Figure 3.36: ∆C spectra computed with ENBIOS and with Eq. 3.25 for a 100mM
NaCl electrolyte with parameter variations. Left: rel=90 nm, rp=50 nm, dz=100
nm; the model inaccuracy w.r.t. ENBIOS entails ≈ 10 nm uncertainty. Right:
rel=200 nm, rp=10 nm, dz=10 nm; uncertainty ≈1 nm (a smaller rp and larger rel
entail a more uniform Ẽ0, as assumed by the model).
These results demonstrate the ability of the method to reliably estimate the size
and vertical position of the nanoparticle.




















































Figure 3.37: 2D color map of posterior distribution for the simultaneous estimation
of radius (rp) and vertical position (dz + rp) of a particle floating in NaCl 100 mM
electrolyte above the center of an electrode using 32 frequency points in the f=1
kHz–1 GHz range. Yellow means high probability. Left: rel= 90 nm, rp=50 nm,
dz + rp=150 nm, σL = 5 · 10−5. The extracted values are rel=48 nm, dz + rp=171
nm. The residual difference is partly due to the slight error of the analytical model.
Right: rel=200 nm, rp=10 nm, dz=10 nm, σL = 10
−17. The estimates coincide
with the true values. These results validate the ability of the method to quantify
the extraction uncertainty via the posterior distribution and to converge to the exact
values in the absence of measure uncertainty and model errors. Figures generated
with the MCMC code by TU–Wien.
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To validate further the methodology, we investigate multi-parameters estimations
of geometrical and electrical properties, using not only the information at the central
electrode but, instead, taking into account the response at the electrodes e00 , e01
and e10 (as identified in Fig. 3.2). Again, we consider 32 frequencies together. 5-
parameters (radius, permittivity and position of the particle) are estimated together.
The nominal values are: dx= 0 nm, dy= 0 nm, dz = 0nm, rp = 50 nm, εp = 2.6ε0.
To summarize the problem,
❼ the vector of parameters has 5 elements: q = [dx, dy, dz, rp, εp];
❼ the fictitious measurement m = ∆CA is obtained from ENBIOS simulations
performed at 32 different frequencies at 3 different electrodes, therefore m is
a vector of 32× 3 = 96 observables of a single measurement;
❼ the model for MCMC g(q) = ∆Ca.m.,p(dx, dy, dz, rp, εp) is given by Eq. 3.25 and
maps the 5 parameters into 32 frequency values at 3 electrodes: g(q) : R5 ↦→
R
96. This high-dimensional estimation problem is a great demonstration of
the potential of Bayesian estimation via MCMC.
A very good agreement is obtained between estimated and nominal values, as
shown in Tab. 3.6. Interestingly, using the information at more electrodes, the
accuracy of estimation is much improved compared to Fig. 3.37 (left), using the
same σL = 10
−5.








dx 0 nm 0.28 nm
dy 0 nm 0.01 nm
dz 150 nm 151 nm
rp 50 nm 50.5 nm
εp 2.6ε0 2.5ε0
Table 3.6: Output of the MCMC estimation of the dx, dy, dz, rp, εp particle’s
parameters of the 3D system shown in Fig. 3.2, in 100 mM NaCl electrolyte at
32 frequencies (log-spaced from 1 kHz to 1 GHz) and at three electrodes. Using
the information at three electrodes, the accuracy of estimation is much improved
compared to Fig. 3.37 (left), for the same σL = 10




This chapter presented numerical, analytical and statistical models, as well as sim-
ulation tools, for nanoelectronic biosensors and analytes.
We started by presenting the PB-PNP mathematical framework, which is at
the basis of ENBIOS. ENBIOS is the electronic nanobiosensor simulator extensively
used in this thesis, which solves self-consistently the PB and PNP equations in DC
and linearized small-signal AC regimes. We make use of ENBIOS by mimicking the
operating principle of the nanoelectrode biosensor platform of Chapter 2, simulating
arrays of nanoelectrodes activated row-wise, and computing the small-signal admit-
tance (capacitance) at the electrodes. Two simulation tools (powered by ENBIOS)
have also been developed for the simulation of simple 1D (semiconductor-dielectric-
electrolyte) and 2D (ISFET) structures, which have been made available to the
scientific community on nanoHUB.org.
Since the biosensor platform described in the previous chapter operates accord-
ing to a CBCM measurement principle, its output is not directly comparable to the
small-signal AC capacitance obtained from ENBIOS. To account for the switching
activity of the nanoelectrodes, a switching capacitance model (CSW ) is used. This
requires to first define an equivalent circuit to model the system under study (the
nanoelectrode-electrolyte), whose elements can be estimated via (ENBIOS) simula-
tions. Then, conventional charge-pump analyses allow to estimate the capacitance
of this system due to a square-wave voltage input (thus mimicking the switching
operating principle of the platform).
Then, to further generalize the switching capacitance concept, we implemented
a procedure to simulate (with ENBIOS) the response of a biosensing system (e.g.
the nanoelectrode array) to arbitrary input waveforms. This allows to overcome
the limitation of assuming square-wave inputs and to inspect the influence of the
harmonic content of the input signals.
A modeling methodology was proposed to study the response of the HFIS plat-
form to small viruses. The case study of three plant, animal and human viruses are
discussed, where compact geometrical and electrical models are derived from their
atomistic descriptions. Simulation of these compact models in ENBIOS allow to de-
rive a number of qualitative and quantitative indications on the properties of these
analytes, and to identify the sensitivity and resolution requirements for the optimal
detection of small viruses (possibly discriminating the presence/absence of nucleic
acids in their capsids). Due to the fact that different portions of the capacitance
spectra are sensitive to different factors (the charge affects the response especially
at low frequency, the volume at high frequency), expanding the covered spectrum
both at high frequency (facing the issue of parasitic capacitance) and low frequency
(facing the issue of 1/f noise) would also be of interest. The proposed methodol-
ogy is applicable to other viruses as well (provided the atoms’ positions and partial
charges are available) and it would thus be useful to build a library of HFIS spectra
profiles for different virus families.
Finally, a Bayesian statistical approach to estimate parameters and quantify
uncertainties was discussed. Markov-Chain Monte Carlo analyses were described in
detail and validated on reference model systems exploiting analytical models and
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ENBIOS simulations (of a simple 1D structure and of the nanoelectrodes in presence
of particles).
While ENBIOS had been developed previously, the author partly contributed to
the development of the nanoHUB tools. The author’s contributions to this chapter
further include the analyses with the switching capacitance model, the development
of ENBIOS simulation methodologies with arbitrary waveforms, the development of
models for viruses, and the analytical model/ENBIOS simulations for the subsequent
Bayesian estimation analyses (performed by TU-Wien).
4 High Frequency Impedance
Spectroscopy Calibration
Strategies
In this chapter we analyze the response of the nanoelectrode biosensor platform
to uniform environments (i.e. continuous media in the absence of analytes), we
describe the calibration procedures, compare experiments to theoretical predictions
and perform parameters estimations.
Chapter 2 introduced the platform and its main features, from the original con-
cept to the implementation of a complete system. With the goal to perform not
only qualitative but also accurate quantitative analyses, this system (as any other
measurement instrument) requires calibrations and identification/compensation of
possible sources of systematic errors. This is the specific focus of Chapter 4.
In particular, Sect. 4.1 describes the procedure to extract model parameters for
the transistor of the column read-out circuits. Sect. 4.2 presents the calibration
procedures used to keep the transfer voltage VT (see Fig. 2.3 and Eq. 2.1) at a fixed
and controlled level, or to a-posteriori compensate measurement for its deviations
from expectations. In Sect. 4.3 we present results of frequency spectra measure-
ments in electrolyte. Sect. 4.4 is devoted to analyzing the possible causes of residual
disagreement between simulations and measurements, including the application of
MCMC parameter estimation procedures to determine the radius of nanoelectrodes.
Finally, Sect. 4.5 presents concluding remarks on the fitting of experimental data.
We acknowledge F. Widdershoven (NXP Semiconductors) for developing the
calibration technique, S. G. Lemay and C. Laborde (University of Twente) for per-
forming part of the experiments reported in this chapter, M. Anese and M. C.
Nicoli (University of Udine) for support with experiments in liquid, F. Andreatta
(University of Udine) for the support with SEM/AFM measurements (at the Ad-
vanced Materials Laboratory – Parco Scientifico e Tecnologico L. Danieli), and C.
Heitzinger’s group (TU–Wien) for running the MCMC calculations. The content of
this chapter is partly published in [190,251].
4.1 Extraction of calibration model parameters
Following the discussion of Chapter 2, for convenience we show again the basic sensor
cell in Fig. 4.1. We also recall that the average column current IM can be expressed
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Figure 4.1: Zoom over the schematic of a selected sensor cell (see Fig. 2.3).
in terms of the measurement capacitance CM provided by the board as:
IM = CMfs∆V (4.1)
where fs is the switching frequency and ∆V = VT,E−VD is the estimated charge/dis-
charge modulation peak-to-peak amplitude, which is defined by setting an estimate
for the transfer voltage VT . In fact, we recall that, differently from the discharge
voltage VD, VT is not directly controllable (see also Sect. 2.1). As will be discussed
in Sect. 4.2, a possibly wrong estimation of VT is easily corrected after the measure-
ment and does not result in measurement errors. The estimated transfer voltage
value is hereafter considered as VT,E=0.365 V.
As a starting point before performing any target experiments, we run measure-
ments in dry in order to estimate parameters which will be subsequently used to
calibrate the experiments (see the following sections).
Figure 4.2 (top) shows a measurement capacitance (CM) map of the array in air
at 50 MHz switching frequency. Striped patterns are visible, which can be attributed
partly to lithography effects, which make even and odd rows systematically slightly
different from each other, partly to statistical variations and Random Telegraph
Noise (RTN) in the column readout circuitry, and partly to the fact that odd and
even columns are processed by different ADCs, in groups of 32 columns per ADC (see
Sect. 2.1). In Fig. 4.2 (middle) the capacitance distribution of the nanoelectrodes
processed by different ADCs are shown. They have nearly Gaussian behavior, but
some of them exhibit non-negligible deviations at low percentile. Fig. 4.2 (bottom)
shows the corresponding normal probability plots, which confirm some deviation
from the normal plot. Many distributions are close to ideal but, for each A/D
converter (k ∈ [1, 8]), the distribution has a different mean value (CADCkM ). These
offsets from the full matrix mean value (CM =0.37 fF for this chip) can easily
be corrected. Considering the measurement capacitance C
(i,j)
M of the electrode in










+ [1− (j mod 2)] (4.2)
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Figure 4.2: Measurement capacitance in air at 50 MHz. Top: array map. Middle:
histograms of the measurement capacitances, obtained from the 8 ADCs (each one
showing a different mean value). Bottom: normal probability plots. Published in
[190].
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where the ceil operator ⌈·⌉ rounds up to the nearest integer. The correction thus
consists in shifting the nanoelectrode capacitance by the difference between the full
matrix average and the single ADC (that processes that specific column) average.
Possible non-working electrodes are neglected in the calculation of the averages.
With the typical voltage levels described in Sect. 2.1, the two transistors of the
cascoded common gate amplifier are biased in sub-threshold (in fact, for typical
values of CM in the range 0.6–4 fF, the maximum column current at fs=70 MHz
is 56 nA). The non-linear relation between the cascode current, IM , and the source
(VT ) and gate (VG) voltages of the lower transistor can be expressed as:
IM = I0 exp
(




where VG and VT are the transistor’s gate and source voltages, respectively, T is the
absolute temperature, q is the elementary charge unit, kB is Boltzmann’s constant,
and I0, pG and pT are transistor model parameters. The transistor model parameters
I0, pG and pT can be estimated by fitting Eq. 4.3 to a set of CM (that is, IM)
measurements, for variable frequency and applied voltages (VG and VD, with VT
being indirectly controlled via VG). Note that pG is in general different from pT
because of body effect. As a first step in our calibration procedure, these three
parameters are computed for all columns of the array. Fig 4.3 shows an example
of extracted parameters sets. Varying frequency and/or applied voltages may yield
outlier CM values at some columns, if the properties of the corresponding column-
readout transistors differ significantly from the average or in the presence of Random
Telegraph Noise (RTN). These outlier columns can be identified (see for example

























Figure 4.3: Column transistor parameters as extracted by fitting Eq. 4.3 to a set
of CM measurements for variable frequency and applied voltages.
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4.2 Pre- and post-measurement calibration meth-
ods
Since the two transistors of the cascoded common gate amplifier are biased in sub-
threshold, their gate-source voltages (and consequently, VT ) depend logarithmically
on the average column current IM , which, in turn, depends on the switching fre-
quency fs and the capacitance CM . Without further measures, this would cause
frequency- and capacitance-dependent deviations of ∆V (due to deviations of VT ,
since the discharge node of the sensor’s cell is directly accessible and is kept at volt-
age VD). As a consequence, the average nanoelectrodes DC potentials would shift
from their setpoints (nominally at VFL). Shifts of the DC potential, in turn, can
cause unintended electrochemical disturbances at the nanoelectrode surface, and/or
of the nanoelectrode admittance (via the voltage-dependence of the EDL capaci-
tance). Furthermore, a gain error would be generated prior to A/D conversion.
We focus firstly on the frequency dependence of VT . From Eq. 4.1 it follows
that, at constant ∆V and CM (air and non-electrolytic environments, such as IPA
or silicone oils, are examples of constant and frequency-independent capacitance
mediums), IM should depend linearly on fs. Under these conditions, we can keep
VT constant by correcting VG:

















where VG,r and IM,r are values at a reference frequency fs,r (e.g., 50 MHz), kB, T
and q have their usual meaning, and pE is a non-ideality factor.
pE is calibrated on frequency sweeps with dry nanoelectrodes, as discussed in
Sect. 4.1 (i.e., in principle pE = p̄G, where p̄G is the mean value of pG computed on
all columns). The parameter pE is thus set to the value that makes CM , calculated
from the measured IM (fs) response, frequency-independent. The same correction
is applied to the gate voltage of the upper cascoded common gate transistor, such
that the difference between the gate voltages of the two transistors of the cascode
remains constant. Fig. 4.4 shows that this “pre-calibration” indeed yields a fre-
quency independent capacitance CM for dry nanoelectrodes, as expected over the
extended 1 MHz – 70 MHz range.
This correction is calculated from measurements in air but is then applied also
during subsequent frequency sweeps with nanoelectrodes exposed to electrolyte.
Pre-calibration works fine for constant-capacitance cases. However, dielectric
properties of electrolytes in general deviate from purely capacitive behavior. This
introduces additional sources of frequency-dependent variations of VT that are not
compensated for. Pre-calibration compensates for the dominant source of variation,
which is the frequency shift (up to 2 decades for the longest sweeps); the remaining
systematic sources of gain error and DC offsets are significantly smaller. Therefore,
frequency pre-calibration is quite effective in keeping the nanoelectrodes biased close
to the intended DC setpoint (zero voltage w.r.t the fluid). After the measurement,
once IM is known (calculated via Eq. 4.1, where CM is the measurement capacitance















w/   pre-calibration
Figure 4.4: Uncalibrated and pre-calibrated capacitance spectra (average over all
nanoelectrodes) for dry nanoelectrodes at 1-70 MHz (the capacitance of dry nano-
electrodes is almost equal to the parasitic capacitance CP in Fig. 3.11). Published
in [190].
provided by the platform), we calculate a post-measurement correction for VT :











This value is used in Eq. 2.1 to calculate (off-line) the final measurement capac-
itance, which we refer to as Cpost in the following. The direct relation between Cpost
and CM will now be derived [337].
As discussed in Chapter 2, we remind that the measurement current IM is con-
verted to a capacitance value CM (on the board) by making an estimate of VT (VT,E),
that differently from VD is not directly controllable. On top of that, experiments
performed with an empirical estimation of the parameter pE (i.e. pE ̸= p̄G, for exper-
iments performed before the extraction of the transistor parameters, see Sect. 4.1)
would present deviations of VT caused both by the capacitance of the medium and
by a residual dependency on the frequency.
The current through the lower transistor of the cascode is described by Eq.4.3.
Since a frequency-dependent gate voltage is applied, as per Eq. 4.4, inserting Eq. 4.3














Thus, we perform a current measurement (IM,r) at a given gate voltage (VG,r) and
frequency (fs,r) for a reference medium (air). We indicate as VT,r the source voltage
4.2 Pre- and post-measurement calibration methods 125
corresponding to this measurement. VT,e can be explicitly obtained from Eq. 4.6 by














By assuming that the source voltage of the cascode is equal to VT,E, the platform
returns a measured capacitance CM given by:
CM =
IM
fs (VT,E − VD)
(4.8)
For a reference measurement we have of course:
CM,r =
IM,r
fs,r (VT,E − VD)
(4.9)
where CM,r is the capacitance returned for the reference measurement. By substi-
tuting Eq. 4.9 in Eq. 4.7 and equating the resulting equation to Eq. 4.8 we obtain

















It can be noted that VT,E does not appear in this identity, hence a wrong estimation
of VT,E does not cause an error. Furthermore, we can notice that the second term
within square brackets performs a correction of VT due to frequency-dependence. If
pE = pG, then Eq. 4.10 is essentially equal to Eq. 4.5. We should however consider
that all columns share the same gate voltage signal VG (hence the same pE). Since
different columns have a different pG parameter, for a given pE (= p̄G) at individual
columns there is always a difference between pE and pG. This further correction is
thus fundamental to compensate these differences as well. Finally, considering that
the actual capacitance derives from the “real” value of VT , by using Eq. 4.1 and





where the correction function g(CM) reads:



















We implemented this correction separately for each nanoelectrode, that is using
for each column the corresponding parameters; array-averages are computed only
afterward if needed.
If more accurate models of the relation IM = IM (fs) are available, Eq. 4.5 can
be adjusted accordingly.
If applied to each column independently, the post-calibration correction of Eq. 4.11
reduces significantly the column-striped pattern (Fig. 4.5, top) for both the current-
generation chips with the nanoelectrode processing described in Chapter 2 (see Fig.
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4.5 left) and for the previous-generation chips of [215] (see Fig. 4.5 right). In the
latter case a few regions still can be seen (e.g., in the top left part of the array) where

































Figure 4.5: Top and middle graphs: same as Fig. 4.2 for the post-calibrated
capacitance Cpost, also corrected for the ADC offsets, both for new (left, see Chapter
2) and old (right, [215]) nanoelectrode processing. The resulting standard deviation
is 0.04 fF and 0.05 fF, respectively; the std/mean ratio is 6.5% for both. Bottom:
normal probability plot of all the nanoelectrodes, for old (black) and new (orange)
nanoelectrode processing. Inset: 2D binary map that identifies the location of the
outliers for the old chip (black spots over white background). Published in [190].
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faulty or dirty electrodes can be identified. These few outliers can be easily identi-
fied and excluded from further analyses. The source of the residual column-striped
patterns is instead still under investigation.
Fig. 4.5 (middle) shows the post-calibrated capacitance distributions for the 8
ADCs after offset compensation. The normal probability plot of the capacitance
distribution of all the nanoelectrodes (Fig. 4.5, bottom) allows for easy identifi-
cation of outliers, which cause a major deviation of the curve from the expected
approximately straight-line trend. The numerous outliers of the old-generation chip
(black line in Fig. 4.5, bottom) are easily located on a binary 2D map (inset), and
require to be pruned before further analyses with that chip. They visually match
the “bad nanoelectrodes”, visible in the top-right color map of Fig. 4.5. Instead,
chips realized with the improved new nanoelectrode process, described in Chapter
2, do not show outliers. The mean value of the black and orange plots of Fig. 4.5
(bottom) are slightly different. This is consistent with the fact that different chip
versions (see Sect. 2.1) can yield different parasitics at the nanoelectrodes.
Compared to CM , the Cpost capacitance trace in air has increased to about 0.6 fF
(see also Fig. 4.5, middle, and Fig. 4.8), which is close to the value of CP obtained
from parasitic extraction on the physical layout of the sensor cells. In fact, CP is
essentially equal to the sum of the gate-source and gate-drain overlap capacitances
of the transistor junctions connected to the switching node (Fig. 2.2), and the
parasitic capacitance of the metals involved in connecting the nanoelectrode. This
increase of capacitance in air is the result of the VT correction: in fact, for a given
column current, compared to the estimation before measurement (VT,E = 365 mV)
a lower value for VT (approx. 280 mV for the correction in air at 50 MHz) results
in a smaller ∆V and hence a larger capacitance (see Eq. 4.1).
4.3 Calibration and verification of impedance
spectra in electrolyte
Measurement protocols
All the measurement protocols in liquid include some preliminary steps to gradu-
ally fill the fluidic chamber with the appropriate electrolyte. The first step usually
consists in flushing with high-purity isopropyl alcohol (IPA, 99.5%), followed by de-
gassed milliQ water. Thanks to IPA’s good wetting properties, compared to directly
injecting milliQ, these steps help in filling the whole fluidic chamber with liquid,
without stagnant air bubbles. As successive steps, appropriate electrolytes can be
flushed to replace the milliQ in the chamber. During all these steps, avoiding acci-
dentally injecting air bubbles is also of critical importance. In fact, introduction of
air bubbles in the fluidic chamber can result in local depressions of the measurement
capacitance, thus affecting the measurements. In the following of the work, we will
always follow these preliminary steps when performing experiments in electrolyte.
The chips are cleaned at the end of each experiment (to enable their re-use1) wip-
1Chips have indeed been re-used many times in this work, after multiple measurement and
cleaning sessions.
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ing their surface with clean cleanroom cloth soaked with IPA (to guarantee removal
of particles from the chip surface, in the case of experiments with analytes) and
flushing acetone-IPA-milliQ in sequence. UV-cleaning can also be used to remove
organic contamination.
Comparison between simulations and experiments
Fig. 4.6 compares the theoretical response (as computed with the switching capac-
itance model of Eq. 3.12), to experiments in air and in KCl electrolytes at different
salt concentrations. The symbols are array-averages of pre-calibrated (CM) capaci-
tances (excluding outliers). The results of these experiments on which we perform
the following analyses have been kindly provided by the University of Twente. These
data have been obtained with the old-generation chip, whose response is well repro-
duced by using rel = 75 nm in simulations, as demonstrated in [203,215]. Parameters
for the calculation of CSW are thus the ones listed in Tab. 3.3. Calculations of CSW
have been performed with a duty cycle δ = 35% (corresponding to the typical pa-
rameters for the clocks as reported in Sect. 2.1, namely 7 ns high-time and 20 ns
period at 50 MHz). The number of integration cycles is not constant over different
salt concentrations: it is lowered for larger salt concentrations in order to guarantee
the A/D converters to operate within their range of linearity (see Sect. 2.1). In
particular, these measurements ranged from 512 to 384 charge/discharge cycles.
While the main qualitative features are essentially well reproduced, the quanti-
tative agreement is very poor. The measured capacitance in electrolyte is smaller
than the simulations, especially at low frequency and high salt concentration, thus
proving that the pre-calibration procedure alone is inadequate to cover the whole
range of measurement conditions. Furthermore, the capacitance in dry is too low
compared to the expectations (as will be explained in the following), providing a
hint that the value of VT,E used for the calculation of CM was different from the
actual one.
In Fig. 4.7, instead, we compare the theoretical response to post-calibrated
(Cpost) capacitances. A good quantitative agreement is obtained up to 50 mM con-
centrations and frequencies above 2 MHz. Compared to CM , the Cpost capacitance
trace in air has increased to about 0.6 fF (see also Fig. 4.5, middle, and Fig. 4.8),
which is close to the value of CP obtained from parasitic extraction on the physical
layout of the sensor cells. In fact, CP is essentially equal to the sum of the gate-
source and gate-drain overlap capacitances of the transistor junctions connected to
the switching node (Fig. 2.2), and the parasitic capacitance of the metals involved
in connecting the nanoelectrode. This increase of capacitance in air is the result of
the VT correction: in fact, for a given column current, compared to the estimation
before measurement (VT,E = 365 mV) a lower value for VT (approx. 280 mV for the
correction in air at 50 MHz) results in a smaller ∆V and hence a larger capacitance
(see Eq. 4.1).
The frequency sweeps exceed the dielectric relaxation cut-off frequencies fE =
(2πRECE)
−1 for the measured electrolyte concentrations up to 15 mM (51.7 MHz),
and approach them for 50 mM and 100mM (174 MHz and 352 MHz, respectively).
Fig. 4.8 shows a direct comparison between pre-calibrated and post-calibrated
capacitance for air and for a KCl 50 mM electrolyte. As discussed in the previous
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Figure 4.6: Comparison of simulations (CSW ) and experimental pre-calibrated
capacitance spectra (CM) in air and KCl electrolytes of different salt concentrations.
Pre-calibration was applied to the measurements. This set of experimental data (CM)
has been kindly provided by University of Twente.
section, the Cpost capacitance trace in air has increased w.r.t. CM . The lower original
estimation provided by CM was due to the incorrect pre-measurement estimation of
the transfer voltage VT,E. A large variation of the capacitance is visible in electrolyte,
especially at low frequency; this highlights the quantitative importance and impact
of the post-calibration.
Finally, to highlight the increase of the response with the electrolyte salinity,
Fig. 4.9 shows CSW and Cpost as a function of the electrolyte salt concentrations (at
1.6 MHz and 50 MHz switching frequencies).
Reproducibility and imaging
To show the consistency of measurements performed with different chips and in
different laboratories (i.e. with slightly different measurement setups), Fig. 4.10
shows a comparison of (post-calibrated) experiments performed by the University
of Twente (the original data are shown in Fig. 4.6) and performed in our lab, both
in constant-permittivity ambient (IPA) and in electrolyte (10 mM). The qualitative
and quantitative values are well reproduced, demonstrating the reproducibility of
measurements. The experiments performed with the new chip have slightly lower
values. This is consistent with the fact that, for this experiment, we used the chip
corresponding to the orange curve in Fig. 4.5 (bottom), which have a slightly lower
value of Cp.
Finally, to demonstrate the imaging capabilities of the platform, we performed
measurements of a direct air-milliQ transition (here, intentionally without inter-
mediate IPA flushing). Fig. 4.11 shows 2D capacitance maps of this experiment,
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Figure 4.7: Comparison of simulations (CSW ) and experimental post-calibrated
capacitance spectra (Cpost) in air and KCl electrolytes of different salt concentrations.
























Figure 4.8: Comparison between pre-calibrated (CM) and post-calibrated (Cpost)
capacitance measurements in air and 50 mM electrolyte. The post-calibration in-
creases the baseline value in air to about 0.6 fF. The impact on the spectrum in
electrolyte is even more evident. Published in [190].
recorded at 50 MHz. The 4 different time frames show the progressive displacement
of the air in the fluidic chamber by milliQ. Three nanoelectrodes (A, B, C) are
selected along the same column, and in Fig. 4.11 (bottom) their capacitance time

































simulations/experiments at 50 MHz
Figure 4.9: Dependence on the electrolyte salinity of simulations (CSW ) and ex-
















IPA - exp. "1"
KCl 10mM - exp. "1"
IPA - exp. "2"
KCl 10mM  - exp. "2"
Figure 4.10: Comparison between post-calibrated (Cpost) capacitance measure-
ments, in IPA and 10 mM electrolyte, performed with different chips in different lab-
oratories, demonstrating the reproducibility of measurements. Blank symbols (exp.
“1”): post-compensation of measurements performed by the University of Twente
(Fig. 4.6). Filled symbols (exp. “2”): post-compensation of measurements per-
formed in our lab.
traces are shown, highlighting the steps in their responses upon wetting. Fractions
of the surface not suited for analysis (e.g. electrode D, in the stained region near
the right edge of the maps, probably due to surface contamination) can be identi-
fied a-priori and excluded from the analysis. Indeed, the much smaller capacitance
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increase upon wetting of nanoelectrode D indicates that its surface is not perfectly
wetted by water.


























Figure 4.11: Imaging sequence of direct air-milliQ transition at 50 MHz at four
different time frames, showing the transient response of three nanoelectrodes along
a column (A, B, C). The 2D maps are single frames, captured with Ncyc =512
charge/discharge cycles and 8 on-chip data accumulations. Skipping the interme-
diate IPA flushing step can result in an imperfect wetting. Contaminated areas
(nanoelectrode D) are also evident. Published in [190].
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4.4 Sources of residual errors
To investigate the source of residual discrepancies between (post-measurement cali-
brated) experiments and numerical simulations (Fig. 4.7), we consider two possible
mechanisms that may alter the experimental capacitance from the expected values,
namely the presence of leakage currents and non-idealities of the voltage waveform
at the nanoelectrodes. Then, we discuss about the influence of the size of nanoelec-
trodes.
4.4.1 Leakage currents
We speculate that four possible sources of leakage currents might be present:
❼ Leakage through the switches (due to subthreshold conduction) of the inactive
cells (whose DC component is indicated as Ileak,C , where we use the subscript
“C” to refer to the counter electrodes, i.e. the deactivated cells);
❼ Leakage through the deactivated switches (due to subthreshold conduction) of
the selected sensor cell (whose DC component is indicated as Ileak,S, where we
use the subscript “S” to refer to the switching cell);
❼ Leakage through the electrolyte (from the working electrode to the pool of
counter electrodes, whose DC component is indicated as Ileak,E, where we use
the subscript “E” to refer to the electrolyte);
❼ Leakage in the charge-integration circuit (see Fig. 2.3) through the calibration
and reset switches (whose DC component is indicated as Ileak,I , where we use
the subscript “I” to refer to the integrator).
Fig. 4.12 shows again the schematic of the sensor cell and read-out circuit high-
lighting the aforementioned possible sources of leakage currents.
As will be now demonstrated, we can modify the post-calibration procedure to
account for these sources of leakage by defining a new post-calibrated capacitance
C ′post:
C ′post = Cpost
(
1− ILeakage
CMf (VT,E − VD)
)
(4.13)
where ILeakage can be any of the proposed leakage mechanisms, or combinations
of them. The leakage through the switches describe the impact of one of their
non-idealities: the subthreshold conduction. The impact of other non-idealities of
the switches (namely, the presence of parasitic capacitances) will be discussed in
Sect. 4.4.2.
Leakage in the inactive cells
We start by considering the possible presence of Ileak,C , neglecting the other leakage
mechanisms. We expect Ileak,C to be a constant value, since the transistors of the
inactive cells are biased at a fixed voltage. In the presence of this leakage current
























Figure 4.12: Schematic representation of the selected sensor cell and read-out
circuit highlighting the possible leakage currents.
drawn from the column read-out circuit, the measurement current (as defined in
Eq. 4.3) can be expressed as follows:
IM = I
′
M + Ileak,C (4.14)
where I ′M represents the actual measurement current, i.e. the part of the total
measurement current that is indeed caused by the switching of the sensor cell.
We follow the same steps presented in Sect. 4.2, applying the pre-calibration cor-
rection of the gate voltage (Eq. 4.4) and making a reference measurement (Eq. 4.9),
which in this case is affected by leakage as well:
IM,r = fs,rCM,r (VT,E − VD) = I ′M,r + Ileak,C (4.15)
Since both “experimental” and “reference” measurements are affected by leakage, it
is easy to see that the derivation of VT takes the same form as for the case without
leakage, i.e. Eq. 4.10.
The “real” capacitance of the system under study is given by the current com-
ponent caused by the switching of the sensor cell. We can then write:
C ′post =
I ′M
fs (VT − VD)
=
IM − Ileak,C
fs (VT − VD)
(4.16)
which after straightforward calculations leads to Eq. 4.13.
As discussed in Chapter 2, the nanoelectrodes of the disabled cells are connected
to a “fluid” potential VFL via their SD switches, while the corresponding ST switches
are disabled by passing logic low DC potential on their ΦT terminals. The total
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leakage current Ileak,C is thus the sum of the subthreshold leakage currents in the
ST switches of all the 255 deactivated cells of the same column, which reads:
Ileak,C ≃ 255I0 exp
(




where as a simplification we assumed all the transistor of the switching cells to
be identical (i.e. having the same parameters pG, pT and I0). In principle the
parameters of these transistors differ from the ones of the cascoded common gate
amplifier (the latter). To obtain a first-hand estimation of the leakage contribution,
under the simplifying assumption of having pT = pG = 1, I0 in the range 0.1–0.2
nA, ΦT=0 V, VFL in the range 200–230 mV, T =300 K, we get Ileak,C ≃ 3− 22 pA.
Leakage in the switching cell
Now we consider the possible presence of Ileak,S, neglecting the other leakage mech-
anisms. In this case, Ileak,S is not constant over time, since it derives from the
subthreshold conduction of different transistors (namely, ST and SD) during the
different phases of the switching activity. We will compute a mean value Ileak,S and
the same conclusions derived for the previous analysis apply, i.e. Eq. 4.13 holds also
for this leakage mechanism.
In order to quantify this leakage contribution, we do consider the four different
phases of the switching process separately (as in Appendix A):
❼ Phase A: charging
ST is ON and SD is OFF. Out of the current flowing through the column
read-out, a portion given by IAleak,S is lost (and does not contribute to charging
the nanoelectrode) due to leakage through SD. This current can be quantified
as:










where ΦAD=0 V is the voltage applied to the gate of SD during this phase.
Assuming for simplicity pG = pT = 1, I0 in the range 0.1–0.2 nA, T=300 K,
VD=120 mV, we get I
A
leak,S ≃ 1–2 pA.
❼ Phase B: floating
ST is OFF and SD is OFF. During this phase the current flowing through the
column read-out, that in principle should be zero, is given by a contribution
IBleak,S that leaks through ST and SD. The leakage currents through the two
switches read:
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where Vel is the voltage level at the nanoelectrode (set by the previous charging
phase), and ΦBT = Φ
B
D=0 V is the voltage applied to the gate of ST and SD
during this phase. The voltage at the nanoelectrode is always greater than





the amount of leakage current is set (and limited) by the switch ST (I
B
leak,S =





contributes to (minimally) discharging the nanoelectrode’s node. Assuming
for simplicity pG = pT = 1, I0=0.1–0.2 nA, T=300 K, VD=120 mV, Vel=230–
270 mV, we get IBleak,S ≃ 3–27 fA. The current through SD, which partly
discharges the nanoelectrode, contributes to I ′M , hence it is already accounted
for in the calculation of the capacitance.
❼ Phase C: discharging
ST is OFF and SD is ON. During this phase the current flowing through
the column read-out should in principle be zero, while the nanoelectrode is
discharged to VD. However, due to the leakage through ST , a current I
C
leak,S is
drawn from the column read-out. This current can be quantified as:










where ΦCT=0 V is the voltage applied to the gate of ST during this phase. Dur-
ing the discharge, the voltage at the nanoelectrode is not constant, spanning
from VT (minus a small contribution due to the leakage through SD in the
phase B) to VD. Considering a worst case scenario (i.e. the greatest possible
leakage current) by taking Vel = VD, and assuming for simplicity pG = pT = 1,
I0=0.1–0.2 nA, T=300 K, VD=120 mV, we get I
C
leak,S ≃ 1–2 pA, just like in
phase A (in practice slightly smaller since Vel takes some time to converge to
VD).
❼ Phase D: floating
ST is OFF and SD is OFF. As for phase B, the leakage is given by a contribution
IDleak,S that flows through ST and SD. The leakage currents through the two
switches are:




















where Vel is the voltage level at the nanoelectrode (set by the previous dis-
charging phase), and ΦDT = Φ
D
D=0 V is the voltage applied to the gate of ST





However, based on the analysis of Sect. 4.4.2, a lower value is also possible
for a short amount of time (essentially due to capacitive-coupling between the
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gate of SD and the the nanoelectrode, whose voltage can drop below VD when




leak,S and the amount










to (minimally) charging the nanoelectrode’s node. Assuming for simplicity
pG = pT = 1, I0=0.1–0.2 nA, T=300 K, VD=120 mV, we get I
D
leak,S ≃ 1–2 pA.
The current through ST , which partly charges the nanoelectrode, contributes
to I ′M , hence it is already accounted for in the calculation of the capacitance.
Finally, we can average the leakage current values during the four different phases
(assigning proper weights based on the duration of the phases). IBleak,S and I
D
leak,S
contribute only for 1 ns each (the floating time between the charging and discharging
phase), while IAleak,S and I
C
leak,S contribute for 6 ns to 500 ns (considering fs in the
range 1 MHz to 70 MHz). The final estimation of the leakage current through the
sensor cell is Ileak,S=1–2 pA.
We expect Ileak,S to be a constant value over frequency for constant capacitance
mediums (since pre-calibration guarantees to have a constant VT , hence a constant
Vel during the charging phase). Differently, we expect it to be larger (approach-
ing the upper limit of 2 pA of the previous estimation) at lower frequencies for
electrolytes (since for non-constant capacitance mediums pre-calibration does not
guarantee to have a constant VT , which is compensated post-measurement and is
larger for larger capacitance values). However, while in principle this would go in
the correct direction (i.e. being more relevant at lower frequencies, where we have
the larger discrepancies), this amount of leakage is negligible compared to Ileak,C ,
and is also too small to affect the results (see later in this section).
Leakage in the electrolyte
The existence of a DC current through the electrolyte would imply the presence of
electrochemical red-ox reactions occurring at the electrodes (or it would imply that
the electrodes are progressively dissolving in electrolyte). However, the electrodes
are made of gold and no red-ox reaction should be present. Consequently, it is
unlikely that a DC current is present in the electrolyte and we do not consider this
leakage model.
Leakage in the charge integrator
Now we consider Ileak,I , neglecting the other leakage mechanisms.
As discussed in Chapter 2, at the beginning of the measurement the voltage on
the integration node (Vint) is set to VDD via SRESET . Then, SRESET is opened, and
the non-overlapping clocks of the switching cell (ΦT and ΦD) run continuously: Vint
gets progressively reduced. After a fixed number of charge/discharge cycles (Ncyc),
Vint is set to Vcal, and CDS is performed. During each cycle, the current drawn from
the column read-out circuit changes (as Vint changes); the measurement current IM
corresponds to the mean value of the current during the total number of Ncyc cycles.
Differently from the previous leakage models, in this case the time evolution of the
voltages/currents have to be taken into account.
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Circuit simulations of the charge detector circuit allow to express the leakage
current with the following compact expression [338]:
Ileak,I(t) = IL,0 −GL (Vint(t)− VDD)− IL,1 exp (βL (Vint(t)− VDD)) (4.18)
with IL,0 = 28.5 pA, GL = 76.3 pS, IL,1 = 106 pA, βL = 34.3 V
−1.
The waveform Vint(t) can also be extracted from circuit simulations of the circuit
in Fig 4.12, where we replace the nanoelectrode with the equivalent C-RC model
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Figure 4.13: Average values of the leakage current in the charge detector circuit
(Ileak,I) at different frequencies and for different ambient conditions.
The expected value of the leakage current is thus in the range 10–50 pA. The
reason for having lower value at 50 mM and 100 mM compared to the 15 mM case
at low frequency is easily explained. As discussed in Chapter 2, the number of
switching cycles Ncyc is not kept constant for different measurements: it is reduced
if larger values of CM are expected (as is the case for the higher salt concentration
electrolytes at low frequency). For the measurements of 50 mM and 100 mM, Ncyc
was indeed reduced (from 576 to 448). Consequently, for Vint(t) which decreases
over time, hence Ileak,I(t) that increases over time, the averaged leakage current of
the charge detector is lower if a shorter period of time is considered.
Correcting the measurements
From the previous analyses, we deduce that the leakage in the switching or inactive
cells contributes to discharging the integration node (the progressive decrease of Vint,
from VDD at the beginning of the measurement to the time CDS is performed, is
accelerated by the leakage), with Ileak,C and Ileak,S that add up to I
′
M . Therefore, the
measurement (IM) is an over-estimation of the actual I
′
M due to the nanoelectrode
only: correcting for the leakage would reduce the capacitance measurement. Based
on the previous estimations, we can quantify Ileakage = Ileak,C + Ileak,S = 4− 24 pA.
Differently, the leakage in the charge detector contributes to charging the integra-
tion node (in Fig. 4.12 we defined Ileak,I as flowing into Vint, and Fig. 4.13 revealed
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that this current is always positive): the measurement (IM) is an under-estimation
of I ′M and correcting for the leakage would increase the capacitance measurement.
From Fig. 4.13 we see that the leakage is not constant over frequency, and ranges
from 10 pA to 50 pA. To use this leakage model in Eq. 4.13, taking into account the
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Figure 4.14: Comparison between switching capacitance simulations (CSW , lines),
post-calibrated measurements (Cpost, blank symbols), and post-calibrated measure-
ments corrected for leakage currents (C ′post, filled symbols). Top: accounting for
leakage currents in the array (Ileakage = Ileak,S + Ileak,C). Bottom: accounting for
leakage currents in the charge detector (Ileakage = −Ileak,I).
Fig.4.14 shows the corrected measurements (C ′post) accounting for the leakage in
the active and inactive cells (top) or for the leakage in the charge detector (bottom).
As anticipated, this figure proves that the different leakage models go in opposite
directions and hence tend to cancel out.
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Reasonable values for the transistor leakage current do not produce significant
changes on the measurement data. As a consequence, we can safely conclude that
leakage is not the cause of the residual discrepancy between experiments and simu-
lations.
4.4.2 Non-ideal nanoelectrode voltage waveforms
The switching capacitance model (Sect. 3.3) computes the response of a circuit (in
this case the C-RC lumped element model of Fig. 3.11) due to a charging/discharging
process by means of a square-wave input voltage. Here we intend to verify the impact
that non-idealities of the input voltage waveform would have on the capacitance.
The approach we follow is to first derive the shape of the actual voltage waveforms
at the nanoelectrodes from circuit simulations, and then use these waveforms with
the Fourier-based methodology described in Sect. 3.4 to obtain the response of the
system (CF ) to the different electrolytes.
In order to derive the voltage waveform at the nanoelectrode, we perform circuit
simulations [339] of the basic sensor cell coupled to its column read-out and the
other 255 cells connected to the same column, as shown in Fig. 4.15. We use the
C-RC model of Fig. 3.11 to reproduce the electrolyte in contact with the electrode.
Since it was not possible to perform post-layout simulations of the actual chip
design, we performed simulations using the BSIM4 Berkeley predictive technology
models (PTM) [340, 341] for the 90 nm node (which is the same node used in the
actual design). Even though the actual transistor model may differ from the one we
use, the general features of the circuit can be reproduced, and will be successively
corrected to account for the behavior of the real chip.
The first step of the analysis consisted in estimating the correct value of CP to be
used in the schematic (since the parasitic capacitance of our model may differ from
the ∼ 0.65 fF of the actual system, as can be extracted from measurements in air).
Disconnecting the electrode-electrolyte circuit model, we run a “captab” analysis in
Spectre [339] and we extract a value of roughly 120 aF for the parasitic capacitance
at the nanoelectrode node. Consequently, we set CP = 650 − 120aF = 530 aF, so
that we reproduce the parasitic capacitance value extracted from experiments. In
the following CP will always be connected as shown in Fig. 4.15.
As a second step, we connect to the switching node the capacitor CS set to
model “air” environment (the value is set according to ENBIOS simulations in air,
see Tab. 3.2), and we extract the voltage waveform at the nanoelectrode (Vel) when
operating the system at 50 MHz. We remind from Chapter 2 that non-overlapping
clocks ΦT and ΦD operated at 50 MHz (i.e. 20 ns period) have 7 ns high-time and
1 ns rise/fall times, and ΦD is delayed by 10 ns w.r.t. ΦT (i.e. it is phase shifted
by 180➦). This means that the nanoelectrode undergoes the following phases: gets
connected to VT during the 1 ns rise time of ΦT , stays connected to VT for 7 ns,
gets disconnected from VT during the 1 ns fall time of ΦT , remains floating for 1 ns,
gets connected to VD during the 1 ns rise time of ΦD, stays connected to VD for 7
ns, gets disconnected from VD during the 1 ns fall time of ΦD, remains floating for
1 ns. Then repeat. Fig. 4.16 shows the extracted waveform.
The shape of the waveform is easily explained by considering that the nanoelec-






























Figure 4.15: Schematic of the circuit used to obtain the voltage waveform at the
nanoelectrode (Vel(t)). The sensor cell is driven by the two non-overlapping clocks
ΦT and ΦD. The inactive cells are connected to the “fluid” potential VFL by setting a
logic high voltage on their ΦD terminals, deactivating their ST switches with a logic
low level on their ΦT terminal. The nanoelectrode represented in Figs. 2.3-4.1-4.12
is replaced by the equivalent circuit of Fig. 3.11, with CS, CE and RE extracted from
ENBIOS simulations.
trode is capacitively-coupled to the gates of ST and SD:
❼ During the interval A–B, ΦT is high and Vel is connected to VT . This phase is
TAB = 7 ns long.
❼ Then, ST is switched off by lowering ΦT . Due to capacitive coupling between
Vel and ΦT via the gate-source CGS capacitance of ST , the voltage at the
nanoelectrode follows the drop of ΦT and gets reduced as well (interval B–C,
TBC = 1 ns long).
❼ During the interval C–D, both ΦT and ΦD remain low and the nanoelectrode
is floating (TCD = 1 ns). Its voltage does not change.
❼ Then, SD is switched on by making ΦD high. Due to capacitive coupling
between Vel and ΦD via the gate-drain CGD capacitance of SD, the voltage
at the nanoelectrode follows the rise of ΦD and rises as well (interval D–E).
However, as soon as ΦD rises enough to turn SD ON, Vel gets connected to VD
and the discharge process takes place (interval E–F). The sum of these two
intervals (D–E and E–F) is TDF = 1 ns long (the rise time of ΦD).
❼ During the interval F–G, ΦD is high and Vel is connected to VD. This phase
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Figure 4.16: Voltage waveform Vel profile as extracted from circuit simulations of
Fig. 4.15 at 50 MHz in air. Relevant points of the waveform (at the main disconti-
nuities) are highlighted and labeled. Published in [251].
is TFG = 7 ns long.
❼ Then, SD is switched off by lowering ΦD. Due to capacitive coupling between
Vel and ΦD via the gate-drain CGD capacitance of SD, the voltage at the
nanoelectrode follows the drop of ΦD and gets reduced as well (interval G–H,
TGH = 1 ns long).
❼ During the interval H–I, both ΦT and ΦD remain low and the nanoelectrode
is floating (THI = 1 ns). Its voltage does not change.
❼ Finally, during the interval I–A SD is switched on by making ΦT high. Due to
capacitive coupling between Vel and ΦT via the gate-source CGS capacitance
of ST , the voltage at the nanoelectrode follows the rise of ΦT and rises as well.
As soon as ΦT rises enough to turn on ST , Vel gets connected to VT and the
rise toward VT continues. This phase is TIA = 1 ns long. Then, the process
cyclically repeats.
This analysis highlights the impact of another non-ideality of the switches: the
presence of gate-source and gate-drain parasitic capacitances CGS and CGD.
When a new row is selected, stabilizing this voltage waveform (i.e. moving from
the previously constant voltage value VFL to this cyclic waveform) requires only a
few cycles. Reminding that typical experiments can use a large number of cycles
Ncyc (from ∼ 1400 in air down to a few hundred cycles for larger capacitance loads),
the initial transient can be neglected and we can focus on this stable Vel waveform.
As a third step, we vary the switching frequency fs and we empirically tune the
parameter pE in order to guarantee that these circuit simulations yield a constant
VT (which means a constant high-level of the waveform during the A–B interval)
when we perform the correction of VG by means of Eq. 4.4. The extracted value
is pE = 0.854, in good agreement with the extraction of Fig. 4.3. Operating at
different frequencies, for a constant-capacitance medium, only affects the high/low-
level phases, namely the A–B and F–G intervals. In fact, independently of the
frequency, the relations TBC = TCD = TDF = TGH = THI = TIA = 1 ns always
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hold. TAB and TFG, instead, depend on the frequency according to TAB = TFG =
7ns · 50MHz/fs.
As a fourth step, we repeat these analyses in electrolyte, i.e. using different
lumped elements for the electrode-electrolyte block of Fig. 4.15. Fig. 4.17 shows the
extracted waveforms at 50 MHz for different electrolytes. For higher salt concentra-
tion electrolytes (i.e. higher load capacitance) the shape of the waveform tends to
converge toward resembling a square wave, progressively reducing the non-idealities
and glitches. This is a hint that regarding the previously discussed switching ca-
pacitance model, possible inaccuracies due to assuming a square wave input are
progressively less relevant for high-salt concentration electrolytes, because the elec-
trode capacitance dominates w.r.t. the parasitic coupling capacitance.
















Figure 4.17: Voltage waveform Vel profile as extracted from circuit simulations
of Fig. 4.15 at 50 MHz in air (same as Fig. 4.16) and for different electrolyte salt
concentrations. Larger load capacitance values (higher salt concentrations) affect the
high-level voltage (since pre-calibration does not maintain VT constant anymore) and
the rise, fall, and floating time intervals.
These waveforms can now be used to compute the Fourier capacitance CF (Sect. 3.4).
To speed up calculations, we approximate all the curves as simplified piecewise-linear
waveforms, defined by the 9 points (A–I) highlighted in Fig. 4.16 (that identify the
major phase transitions). Fig. 4.18 shows how the voltage level at these points vary
with frequency and with the salt concentration of the electrolyte. Points F and
G remain fixed at VD. The voltage at points A to E gets reduced for higher salt
concentrations and low frequencies (low frequencies and high salt concentrations
result in a higher electrode capacitance), whereas points H and I go in the opposite
direction, progressively making the glitches less and less important.
However, while using the predictive technology models lets us extract these qual-
itative shapes of the waveforms, the confidence on the quantitative values of the
different voltage levels is poor. Hence, these waveforms should not be used as they
are. To overcome this limitation, by investigating more in depth their properties,
we extract the ratios between the voltage amplitude at all the major points of the
waveforms and the mean high-level voltage during TAB (VAB) (which in turn is essen-
tially given by the transfer voltage VT ). This is shown in Fig. 4.19, where differences
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Figure 4.18: 2D maps representing the amplitude of the voltage levels at the main
transition points (A–I, as defined in Fig. 4.16) for different frequencies (fs) and
electrolyte salt concentrations (n0).
between the ratios, over different frequencies and electrolytes, can be quantified to
be at most 10%.
If the actual VT is known, then all the other voltage values can be easily corrected
and defined with greater confidence (provided that the estimation of VT is correct).
To this end, we can employ the post-measurement calibration methodology described
in Sect. 4.2. In fact, VT can be easily extracted from measurements by means of
Eq. 4.5-4.10, as reported in Fig. 4.20 (values extracted from the measurements of
Fig. 4.6-4.8).
Then, by extracting VT as in Fig. 4.20, using this information together with the
relative amplitudes of the major points in the waveform (Fig. 4.19) to generate the
equivalent of Fig. 4.18 for the real experiments, building the corresponding wave-
forms, and running the algorithm of Sect. 3.4, we obtain the Fourier capacitance CF
that can be compared to experiments (Cpost) and to the switching capacitance model
(CSW ). It is worth mentioning that in order to compare the Fourier capacitance to
experiments, two approaches are possible.
❼ One approach consists in calculating the Fourier capacitance in exactly the
same way the biosensor platform computes the capacitance from the charge,
i.e. Qs/ (VT,E − VD). This approach entails using the estimated value for the
transfer voltage (VT,E) instead of the actual one (unknown during measure-
ments). This capacitance can be directly compared to CM , but not to CSW
(as shown in Fig. 4.6). As CM requires the post-measurement correction to be
compared with CSW , the same can be said for the Fourier capacitance com-
puted with the above approach. We can then post-compensate both CM and
CF (with the same parameters), obtaining a corrected measurement and a
corrected Fourier capacitance, which can all be compared to CSW .
❼ A simpler way consists in calculating the Fourier capacitance employing the
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Figure 4.19: 2D maps representing the amplitude of the voltage levels at the main
transition points, for different frequencies (fs) and electrolyte salt concentrations
(n0), normalized by the mean value during the A–B interval (VAB). The values vary
by about 5–10% over frequency and for different electrolytes.
actual value of VT , instead of the estimated one (VT is calculated by means
of post-measurement calibration of experiments): CF = Qs/ (VT − VD). This
capacitance is directly comparable to Cpost and CSW .
Hereafter, we indicate as CF the Fourier capacitance computed using either of the
above equivalent methodologies, i.e. the Fourier capacitance which is comparable
to Cpost. The result of the comparison between Cpost, CSW and CF is finally shown
in Fig. 4.21.
The agreement of CF to measurements in low salt concentration electrolytes
(15 mM, 10 mM and minimally also 1 mM) is improved. This is consistent with
the fact that possible non-idealities of the input waveform (e.g. the glitches due
to parasitic coupling and the finite rise/fall times that are not accounted for by
the switching capacitance model) should play a role at low capacitance loads (see
Fig. 4.17). Starting from the 15 mM electrolyte, the curves are non-monotonically
decreasing, but a maximum and a slight downward bending is observed at lowest
frequencies, which get even more evident at higher salt concentrations. This (phys-
ically unexpected) behavior reveals that the proposed methodology does not work
properly for high load capacitance values (i.e. high-salt concentration electrolytes
and at low frequency). We speculate that the reason for this behavior might be in
the way VT is extracted in Fig. 4.20 and due to the fact that estimated waveforms





























Figure 4.20: Extraction of VT from experiments by means of the post-measurement
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Figure 4.21: Comparison between post-calibrated measurements (Cpost, symbols),
switching capacitance (CSW , solid lines), and Fourier capacitance (CF , black dot-
ted lines) in air and 1/10/15/50/100 mM electrolytes. CF slightly improves the
matching between simulations and experiments at low salt concentrations, while the
agreement gets poorer for the electrolytes at higher salt concentration.
have been obtained with PTM instead of using the actual circuit. More accurate
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post-layout circuit simulations of the real system could help in revealing the true
impact of the harmonic content of the voltage waveforms at the nanoelectrodes. The
discrepancy between experiments and numerical simulations at low frequency and
high salt concentrations, then, is not justified by the proposed CF model either.
4.4.3 Size of nanoelectrodes
The simulations reported in this chapter have been performed using rel=75 nm
(and resulted in the parameters of Tab. 3.3), following the early demonstrations
of [203, 215]. The residual discrepancies between simulations and experiments are
visible especially at low frequency.
To investigate the influence the size of nanoelectrodes has on the CSW curves,
we performed ENBIOS simulations at different values of rel. Fig. 4.22 shows the
comparison between experiments and families of CSW obtained with different nano-
electrodes radii (rel = [75, 80, 85, 90] nm). For each family of simulations (solid lines),
the uppermost curve corresponds to the largest value of simulated radii. While using
larger values for rel improves the agreement for the 10 mM and 15 mM electrolytes,
the agreement for higher salt concentrations gets progressively poorer. The impact












































Figure 4.22: Comparison between post-calibrated measurements (Cpost, symbols)
and switching capacitance (CSW , solid lines) for different values of the radius of
nanoelectrodes (rel = [75nm, 80nm, 85nm, 90nm]).
While an accurate estimation of the size of nanoelectrodes is of great importance,
the discrepancy between experiments and simulations is not eliminated by changing
the radius of nanoelectrodes in simulations.
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Methodology to estimate the size of nanoelectrodes
Following the earlier demonstrations of Fig. 2.7, tentative extractions of the size of
nanoelectrodes have been performed by means of SEM and AFM measurements,
performed in Udine at the Advanced Materials Laboratory – Parco Scientifico e
Tecnologico L. Danieli. Fig. 4.23 shows the nanoelectrode images obtained with
these experiments.
Figure 4.23: Left: SEM measurement to extract the size of nanoelectrodes. The
limited resolution of the microscope does not enable a precise estimation. Right:
AFM measurement on the same chip. Horizontal line patterns are measurement
artifacts.
Fig. 4.23 (left) shows that the dimension of electrodes is fairly regular among
different rows/columns; however a precise quantitative estimation of their radius was
not possible with SEM measurements due to the limited resolution of the equipment.
As an alternative approach, Fig. 4.23 (right) shows AFM measurements performed
on the same chip (horizontal line patterns are measurement artifacts). While the
quantitative accuracy of these last measurements is clearly superior to those in
Fig. 4.23 (left), extracting the size of all electrodes of the array by means of AFM
measurements is extremely time-demanding and was not a viable option. Therefore,
to estimate the size of nanoelectrodes we follow a different approach based on the
MCMC Bayesian estimation methodologies.
Sect. 3.6 presented the MCMC methodology to determine the values of physical
parameters, together with validation examples on simple reference systems. Here
we set the goal of using MCMC estimation procedures to determine the radii of the
nanoelectrodes of a real sensor, possibly understanding the reason for variability in
the capacitance measurements. The final output results of the subsequent MCMC
analyses have been kindly provided by TU–Wien.
We remind that the Bayesian estimation procedure to estimate a vector of pa-
rameters q requires a measurement (m) and a model (g(q), analytical or numeri-
cal). Experiments at controlled temperature (T=295 K) in IPA (Cpost,IPA) and air
(Cpost,air) are considered for the purpose. Air and IPA environments can be de-
scribed by frequency independent capacitance values, because in the absence of ions
the spreading resistance (1/GE) is very large. Since in the real biosensor array an
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(in principle) unknown parasitic capacitance CP , essentially independent of nano-
electrode size, adds in parallel to the system (see Fig. 3.11), in the following we
use as experimental value the difference between the sensor’s response to IPA and
air, namely m = ∆Cpost = Cpost,IPA −Cpost,air. By doing so, the dependency on the
parasitic CP is removed from the considered observable quantity. In the following,
we restrict the analyses to a small sub-array of 71× 31 nanoelectrodes.
Regarding the model for the MCMC estimation, the complex three-dimensional
distribution of electric field flowlines in the array cannot be easily described in
purely analytical forms; thus, using data from full-3D ENBIOS numerical simula-
tions is mandatory. We use as model the Fourier capacitance model CF described in
Sect. 4.4.2 (which, as discussed, can be considered dependable for low capacitance
values, as is the case in IPA and air). In the following, more details are provided to
support this choice of using CF (instead of CSW ). By analogy with the measurement
quantity, the observable quantity for the model is again the capacitance difference
between IPA and air, namely: g = ∆CF = CF,IPA − CF,air.
The estimation process is split into multiple consecutive steps.
One parameter estimation: average nanoelectrode radius
The first step aims at estimating the ensemble average of the nanoelectrodes radii
in the array, i.e. the mean radius rav.
From experiments in air and IPA at 50 MHz, a mean capacitance difference
∆Cavpost=32 aF has been obtained, with an uncertainty of 1 aF (one standard devia-
tion). ENBIOS simulations have been run on a 7× 7 array of electrodes at 50 MHz,
extracting the capacitance difference (between IPA and air) of the central electrode.
Hereafter, we indicate as r
(i,j)
enbios,el the radius of the electrode in row i and column j of
the simulated array (i, j ∈ [−3, 3]). To sample the model function, all the electrodes
of every simulation are set to the same (common) size r
(i,j)
enbios,el = rav (∀i, j), and we
swept this (common) value rav between 70 nm and 110 nm.
To motivate the choice of using the CF model for simulations (instead of CSW ),
Fig. 4.24 compares ∆CF and ∆CSW as a function of rav. The corresponding value
from experiments is also indicated as a horizontal dashed line. By using the CSW
model, a radius of ≈ 110 nm would be required to match the experiment. As already
shown in Fig. 4.22, radius values greater than 90 nm would imply a great divergence
between simulations and experiments. Hence, referring to Fig. 4.24, we consider
replying on the red curve not dependable. Differently, the CF model (green curve)
intersects the experimental value for roughly 85 nm. This value is much closer to the
nominal one given by the technology (90 nm). This ∆CF curve has been obtained
considering Nharm = 1000. Using a greater number of harmonics has been tested
and yielded essentially identical results.
Based on the average experimental response of the array (m=∆Cavpost) and on
the ENBIOS model in which we vary the size of all the electrodes at the same
time (q=rav, g (q)=∆CF (rav)), the MCMC analysis is performed to determine the
posterior PDF of rav.
A uniform distribution on the interval [70nm, 110nm] (large enough to include
the true average radius, which is expect to be close to 90 nm) is considered as a prior,
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Figure 4.24: Comparison between ∆CF = CF,IPA−CF,air and ∆CSW = CSW,IPA−
CSW,air as a function of the average radius of the simulated array. All electrodes in
simulations have the same size. The horizontal dashed line represents the value
extracted from experiments.
and the chosen number of samples for the MCMC algorithm is Nsamples=10000. An
estimation of rav = 86.6 nm is obtained from this analysis.
This first step enabled to estimate the average size of nanoelectrodes in the array.
The estimated rav = 86.6 nm is used as an initial radius for all the following MCMC
estimations. The simulated value corresponding to rav is ∆CF (rav) = 32.42 aF,
which confirms the confidence in the estimation, since this value is very close to
∆Cavpost = 32± 1 aF.
One parameter estimation: individual electrodes radii
In the previous section, the mean radius of the electrodes has been determined,
relying on one measurement ∆Cavpost at 50 MHz. In this section, the size of individual
nanoelectrodes is estimated and maps of electrodes radii are generated. The purpose
of the analysis is to verify if the assumption that radii fluctuations are the dominant
source of variability in individual ∆Cpost measurements is realistic.
One single parameter at a time is considered: the radius of an individual na-
noelectrode of the 71 × 31 matrix, namely ri,jel (where i and j identify the row and
column in the array). The electrode’s response ∆Cpost at multiple frequencies (1-70
MHz) is used as a measurement (m) for the MCMC. Using multi-frequency data
is an interesting application of MCMC estimation on real experiments using multi-
dimensional measurements (m).
ENBIOS simulations are run by setting all the (7 × 7) nanoelectrodes radii at
r
(i,j)
enbios,el = rav = 86.6nm ∀(i, j) ̸= (0, 0), i.e. except the central electrode, whose
radius r
(0,0)
enbios,el is swept from 70 nm to 110 nm (i.e., uniform prior distribution). The
model response for MCMC is then the IPA-air capacitance variation at this central
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Figure 4.25: Left: estimated radii r
(i,j)
el for all the electrodes, considering multi-
ple frequencies. ENBIOS simulations have been performed sweeping the size of the
central electrode only, keeping all the others at the previously estimated rav value.
Right: Distribution of the extracted r
(i,j)
el values. Output of MCMC analysis kindly
provided by TU–Wien.
the individual extraction of the radius of a single electrode is iterated for all the
71 × 31 electrodes, at each independent iteration using m=∆C(i,j)post , where ∆C(i,j)post
is the experimental value recorded at the electrode in row i and column j of the
71× 31 subarray.
By running the MCMC analysis with Nsample=2000 for each electrode, and ex-
tracting the mean values of the resulting posterior distributions, a matrix of 71× 31
estimated radii values r
(i,j)
el is obtained. The output of this MCMC estimation is
reported in colormap form in Fig. 4.25. The results show column wise striped pat-
terns and large spread of individual values (i.e., a broad posterior distribution).
Both these features are however unexpected from the advanced fabrication process
described in Sect. 2.1.2. A more in-depth analysis is thus performed in the following
section.
Nine parameters estimation: radii of groups of electrodes
The estimation carried out in the previous section relied on a model that assumed
that all nanoelectrodes except the central one have renbios,el=rav. Thus, that estima-
tion accounted for the average effect the array has on the response of an individual
electrode. However, this approach does not take into account the influence that
differently-sized neighbor electrodes might have on the capacitance of one electrode.
This relation could be important in view of the asymmetry of the x- and y- pitch of
the electrodes and the large spread of extracted values shown in Fig. 4.25.
To overcome this limitation at affordable computational cost, a 9-dimensional
Bayesian extraction of the individual electrode radii is performed, extracting the
size of the central electrode in small 3 × 3 subarrays. Considering the 71 × 31
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Figure 4.26: (A): ∆CF response at four neighboring electrodes at 8 different
frequencies. The radius of electrode e(0,0) (lower right) varies between 70 nm and
110 nm, while the other radii stay fixed (at rav). (B): sketch of the configuration
of current-flux lines comparing a group of electrodes at nominal dimension (left)
to a bigger electrode e(0,0) acting as counter-electrode (right). (C): same as (B),
comparing a nominal configuration to a bigger electrode e(0,0) acting as working-
electrode. When the row of electrodes e(1,−1), e1,0 is active, the increase in the size
of the electrode e(0,0) in the deactivated row (B) results in a small increase of the
current flux lines from electrodes e(1,−1), e1,0 to electrode e(0,0), which have a shorter
path. When the row of electrodes e(0,−1), e0,0 is active, the increase in the size of the
electrode e(0,0) in the activated row (C) results in a great increase of current lines
density at electrode e(0,0) itself and shorter current lines path toward the grounded
electrodes; at the same time, it hampers the current flux from the neighbor active
electrodes e(0,−1) of the same row.
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set of electrodes, the first estimation is performed on q = r
(2,2)
el (row and column
1 are skipped, since these electrodes, being at the edge of the considered matrix,
are not included in any 3 × 3 subarray) based on the corresponding measurements
m = ∆C
(i,j)
post , where (1 ≤ i ≤ 3), (1 ≤ j ≤ 3). Then, to estimate the next adjacent
electrode q = r
(2,3)
el , the next 3× 3 subarray is considered ((1 ≤ i ≤ 3), (2 ≤ j ≤ 4)),
and so on, covering all the measured electrodes and generating a new map of radii
which might differ from Fig. 4.25 (left). ENBIOS simulations are run sweeping
independently the size of electrodes r
(i,j)
enbios,el with (−1 ≤ i ≤ 1), (−1 ≤ j ≤ 1), from
70 nm to 110 nm, while all other electrodes are kept at the nominal dimension rav.
By following this approach, the correlation between the size of one electrode and
the response at first neighbor ones is taken into account.2 Multiple frequencies are
considered, as in the previous case.
To highlight the functional dependencies, Fig. 4.26 (A) shows the results of EN-
BIOS simulations (of the 7 × 7 array) for a 2×2 subarray as a function of the size
of nanoelectrode number 1. Reminding that nanoelectrodes are excited row by row
(see Chapter 2 and Fig. 2.6), the top row in Fig. 4.26 (A) shows the capacitance at
electrodes e(1,−1), e(1,0) when the row of electrodes e(1,−1), e(1,0) is activated, for dif-
ferent dimensions of electrode e(0,0); the bottom row, instead, shows the capacitance
at electrodes e(0,−1), e(0,0) when the row of electrodes e(0,−1), e(0,0) is activated, for
different dimensions of electrode e(0,0). The capacitance of electrode e(0,0) increases
linearly with the electrode radius. In fact, the larger the nanoelectrode, the less
the spreading resistance to the current flow. The capacitance of the first neighbor
on the same column (electrode e(1,0)) has a barely visible increase as well: looking
at Fig.4.26 (B), an increase of the size of electrode e(0,0) increases the current at
electrode e(1,0) (when e(1,0) is active, and hence when we measure its capacitance),
since the current flux lines have a shorter path. However, this increase is minimal,
since other electrodes are present that, at the same time, contribute to the current
sinking in the larger electrode e(0,0). The same discussion applies to electrode e(1,−1).
Differently, the capacitance of the first neighbor on the same row (electrode
e(−1,0)) decreases. This behavior can be understood looking at Fig.4.26 (C) and
again reminding that nanoelectrodes are excited row by row. When electrode e(0,0)
is active, electrode e(0,−1) is active as well. The increased size of electrode e(0,0) re-
sults in an increased density and broadening of its current flux lines, which partially
obstruct the current flux lines originating from the neighbor electrode e(0,−1), thus
reducing its AC current and capacitance. On top of that, the pitch of the nanoelec-
trodes array along the x− and y− directions is asymmetrical (600×720 nm); hence,
electrodes on the same row affect each other more than neighbor electrode on the
same column can do.
This analysis of the model function obtained by ENBIOS simulations confirms
the correlation between the size of one nanoelectrode and the capacitance reading
at neighbor electrodes, especially those along the same row. Hence, the simultane-
2It is worth pointing out that the hypothesis of having IID errors, as introduced with Eq. 3.20,
still holds. While an error in the estimation of the size of one nanoelectrode could possibly affect
the capacitance (and hence the size estimation) of a neighbor electrode (see Fig. 4.26), the errors
ηi of Eq. 3.20 should be IID referring to successive measurements of the same quantities (e.g.
successive measurements at the same electrode should yield IID errors).
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ous estimation of electrodes dimensions taking into account the neighbor electrodes
appears as mandatory. Using the measurements for the 71× 31 subarrays described
above and implementing an uniform prior distribution for the 3 × 3 subarray on
[70 nm, 110 nm]9, equivalent to the 1D uniform prior used previously, the results
of the nine-parameter approach can be compared to those obtained with the 1D
approach. Radii estimations are performed with Nsamples = 10
4. Comparing this
9-dimensional approach with the one-dimensional approach of the previous section,
the resulting map of radii With the 9-dimensional approach, the resulting map of
radii is similar to Fig. 4.25 (left). Differences, induced by the cross-correlation be-
tween neighbor electrodes, are limited to ±2 nm, which is a small number compared
to the huge spread in the data shown in Fig. 4.25. These results suggest that the
inter-electrode correlation cannot justify the spread and, since the latter is large
given the production-class technology used for the fabrication, we conclude that
fluctuations of the rel value cannot fully explain the variability of capacitance mea-
sures. The readout circuitry is thus identified as an important source of variability
for this sensor implementation.
4.5 Final remarks
Fig. 4.27 shows the result of a numerical fitting of the switching capacitance model on
the post-calibrated measurements. While fitting procedures allow to reduce the dis-
agreement between the experiments and the model, and to extract the values of the
model’s lumped elements, these purely-numerical optimizations lack a physically-
based understanding of the experiments. Furthermore, residual discrepancies are
still present: this is especially true at high salt concentrations (green and red curves)
where the slope of the capacitance drop is not well reproduced.
At the end of these analyses, we are convinced that the remaining discrepancy
between the experiments and simulations most likely is not the consequence of an
incorrect relation between the switching capacitance, as modeled by CSW or CF ,
and the actual measurement capacitance of the nanoelectrode, but of a real physical
effects, such as electrode surface roughness.
At high frequencies and/or low salt concentrations, the EDL capacitance is
less dominant, and the nanoelectrode capacitance is governed, via the much lower
spreading capacitance CE, by its geometrical shape. However, at low frequencies
and/or high salt concentrations, the EDL capacitance becomes dominant (because
CE is short-circuited by the spreading resistance RE). Then, the EDL capacitance,
and therefore also the nanoelectrode capacitance, is governed by the effective elec-
trode area (including nm-scale roughness on a scale larger than the Debye screening
length). Because the effective area is larger than the geometrical area, the low-
frequency capacitance is higher than expected for a perfectly flat electrode. This
effect, which increases with decreasing frequency, explains the positive offset of mea-
surements from simulations. However, because the chip was designed and optimized
for sensing beyond the EDL at high-frequencies, larger discrepancies and spread at
low frequencies are less relevant for the intended applications. Identifying the root
cause of the discrepancies and larger variations at lower frequencies goes beyond the
scope of the present work and will be the subject of further investigations.

























































lines: fitting lumped model, symbols: experiments
Electrolyte CS [fF] CE [fF] RE [MΩ]
1 mM 0.9194 0.3469 122.4268
10 mM 2.9598 0.3510 20.9158
15 mM 3.2786 0.3843 16.2456
50 mM 3.5593 0.6547 6.5513
100 mM 4.2465 1.0899 4.0688
Figure 4.27: Fitting of post-calibrated measurements (Cpost) with a switching
capacitance model based on a C-RC circuit topology. Left: schematic representation
of the switching cell for the lumped elements model. Right: comparison between
post-calibrated (Cpost) capacitance measurements and switching capacitance (CSW )
calculated on the C-RC circuit topology, fitting the values of the lumped elements
to the experiments. Bottom: values of the lumped elements obtained by numerical
fitting of the extended switching capacitance to experiments.
The possible physical effects involved in the residual discrepancy between exper-
iments and simulations can be modeled up to arbitrary accuracy with more complex
and complete lumped element circuits. Indeed, if a more complex lumped element
model is used to fit the data (e.g. a C-RC-RC circuit, as shown in Fig. 4.28 left,
on which we can perform extended switching capacitance calculations as presented
in Appendix A.2), that accounts for the possible coexistence of more than 2 time
constants (e.g. because of surface-roughness-induced small local changes of capac-
itance and resistance), then the residual errors in Fig. 4.7 can be eliminated. In
Fig. 4.28 (right) we compare Cpost to the switching capacitance CSW calculated on
the C-RC-RC circuit, by fitting the lumped elements on the experimental data (the
table in 4.28 reports the numerical values of the extracted parameters). This fit-
ting was purely numerical, without including any physically-based constraint on the
parameters (one example could have been to set R2 = RE and C2 = CE, allowing
only the other parameters to change). A perfect fitting is obtained, proving that
three cells (CS, C1//R1, C2//R2) are enough to reproduce the functional behavior of
experiments, especially the decay profile from the low- to the high-frequency limit
values which is much slower in the experiments than in the discussed simulation
models.
The fitting methodology allows us to determine the lumped element parame-
ter values for a given model (e.g., C-RC or C-RC-RC). Once these elements are


























































lines: fitting lumped model, symbols: experiments
Electrolyte CS [fF] C1 [fF] R1 [MΩ] C2 [fF] R2 [MΩ]
1 mM 1.7669 0.3582 164.7515 0.3296 9.2442
10 mM 3.1127 3.4203 7.5730 0.2709 14.8712
15 mM 3.4648 5.6173 5.4565 0.2744 12.3889
50 mM 3.7956 0.3323 5.1970 11.8896 3.3453
100 mM 4.4900 0.5410 3.1758 15.5089 2.3562
Figure 4.28: Fitting of post-calibrated measurements (Cpost) with a switching ca-
pacitance model based on a C-RC-RC circuit topology. Left: schematic representa-
tion of the switching cell for the extended lumped elements model. Right: comparison
between post-calibrated (Cpost) capacitance measurements and switching capacitance
(CSW ) calculated on the C-RC-RC circuit topology, fitting the values of the lumped
elements to the experiments. Bottom: values of the lumped elements obtained by
numerical fitting of the extended switching capacitance to experiments.
extracted, the real and the imaginary part of the resulting admittance can also
be computed, in an attempt to reconstruct information about the actual complex
admittance of the system for the measurement of the real (scalar) values of the
switching capacitance as a function of the frequency. The trustworthiness of the
calculated real and imaginary parts of the admittance obtained from the lumped
element circuit is strongly related to the confidence we have on the extracted pa-
rameters and, inherently, on the validity of the chosen equivalent circuit model.
Lacking the possibility to run complete and accurate time dependent and small sig-
nal simulations of the actual physical system and to compare the AC and switching
capacitance as possibly measured by a quadrature detector and by the CBCM de-
tector, it is not possible to exactly determine the relation between CAC and CSW ,
nor the actual accuracy of the reconstructed real and imaginary parts of the nano-
electrode admittance as obtained from CSW via the lumped element circuit model.
Still we can attempt to get some clue about how sensitive the extraction of the real
and imaginary part of the admittance is on the choice of the circuit model by com-
paring the real and imaginary parts of the admittance as obtained by the C-RC and
the C-RC-RC models. Fig. 4.29 shows such a comparison. In particular, we con-
sider the difference between the real (imaginary) part of the admittance extracted
from the C-RC circuit and the real (imaginary) part of the admittance extracted
from the C-RC-RC circuit, and we divide this difference by the latter quantity. The
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1 mM 79% 36%
10 mM 23% 29%
15 mM 22% 34%
50 mM 28% 53%
100 mM 31% 47%
Figure 4.29: Top: spectra of the real and imaginary parts of the admittance result-
ing from the fitting problem based on the C-RC model (YC−RC, see Fig. 4.27) and the
fitting problem based on the C-RC-RC model (YC−RC−RC, see Fig. 4.28). Bottom:
maximum relative difference, within the experimental frequency range (1-50 MHz),
between the admittance resulting from the C-RC and the C-RC-RC models. The
comparison is performed separately for the real and imaginary parts of the admit-
tance.
table reports the maximum value of these relative differences, for the different elec-
trolytes, within the frequency range of the measurements (i.e. 1-50 MHz). The
relative differences are lower than 100% for all electrolytes. A closer look at the real
and imaginary part versus frequency as extracted above shows that even out of the
band used for the extraction (up to 2 orders of magnitude below the minimum fre-
quency and 2 orders of magnitude above the maximum frequency) the discrepancy
is not enormous. While these results cannot be considered a definite proof of the
possibility to determine the real and imaginary parts of the electrode admittance
from the switching capacitance versus frequency via a suitable equivalent circuit (as
would be possible via the Kramers-Kronig relations if ℜ{Y } or ℑ{Y } were known
at all frequencies), they suggest a methodology to extract a plausible approximation
to ℜ{Y } and ℑ{Y } corroborated by the resemblance of the switching to the AC
capacitance of the system already shown in Fig. 3.12. Such resemblance is by itself
grounded in the Physics-based topology of the equivalent circuit model adopted to
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translate the CSW into a CAC . The adoption of even more accurate and strongly
physically-based lumped element circuits should provide even better results pro-
vided the corresponding measurements respect the small signal operating condition
implicitly assumed by the methodology.
If parameters vary over time, the capability to fit experimental switching-capacitance
spectra to estimate the model parameters depends on the time-scale of these varia-
tions. If the variations are slower than the time required to collect a full switching-
capacitance frequency spectrum, then the fitting of the parameters can be performed
for each electrode and for each subsequent frequency-scan.
Obviously, being able to fit the measurements with a more complex RC model
is not equivalent to understanding the reason for the deviations at low frequen-
cies unless each element of the new circuit has a solid Physics-based justification.
Consequently, in the following we will not rely on the C-RC-RC model.
4.6 Summary
This chapter presented HFIS experiments and simulations in electrolytes, together
with the calibration procedures required to improve the quantitative reliability of
measurements.
As discussed in Chapter 2, the transfer voltage (VT ) of the nanoelectrodes is
not directly controllable. Consequently, variations of operating conditions (namely,
switching frequency and load capacitance) can shift its value from the intended set
point, generating systematic errors in the calculation of capacitance. To account for
this phenomenon, calibration procedures have been developed.
We first inspected the frequency dependence of VT . Considering constant ca-
pacitance mediums (e.g. air), a pre-measurement calibration can be performed by
correcting VG (hence, indirectly, VT ) as a function of the switching frequency. This
correction compensates for the most dominant source of variations of VT and indeed
yields flat frequency spectra for constant-capacitance mediums.
Then, we considered the dependence of VT from the load capacitance. Elec-
trolytes do not have flat capacitance spectra, and the pre-measurement calibration
does not compensate for this further capacitance-dependent variations of VT . Since,
in general, the load ambient is not known a-priori, we developed a post-measurement
compensation of the variations of VT . Starting from the measurement capacitance,
the actual value of VT during measurement could thus be derived and the capaci-
tance reading be corrected. We also demonstrated that a wrong estimation of VT in
the calculation of the original measurement capacitance does not have any influence.
Model parameters for this correction differ among different columns of the array,
since different columns are connected to different column read-out circuits. Hence,
the first step before any measurement consists in running experiments (in dry) to
estimate these parameters for each column, so that the post-measurement compen-
sation can be applied separately to each nanoelectrode of each column.
Comparing corrected experiments to numerical simulations (based on the switch-
ing capacitance model) resulted in an unprecedented agreement between measure-
ments and simulations, over a broad range of switching frequencies and electrolyte
salt concentrations.
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Possible root causes for residual discrepancies (occurring especially at low fre-
quency and high salinity) have been explored. In particular, we investigated the
presence of leakage currents (due to sub-threshold conduction of deactivated tran-
sistors) and demonstrated that they indeed have an impact on the measurements,
but of small amplitude. Then, we employed the methodology described in Sect. 3.4
to analyze the response of the platform to more realistic input waveforms. Cir-
cuit simulations using Predictive Technology Models allowed to estimate the actual
shape of the waveform at the nanoelectrode. This analysis allowed to improve the
agreement between simulations and experiments for low salt concentrations, while
being inadequate for higher salinity values. Finally, the influence of the size of nano-
electrodes has been investigated, and MCMC analyses (as introduced in Sect. 3.6)
have been employed to extract nanoelectrodes radii maps from experiments. The re-
sults suggested that variability of measured capacitance maps is not fully explained
by fluctuations in the radius of electrodes, hence identifying the column readout
circuitry as an important candidate for future parameter estimation analyses.
Remaining discrepancies between experiments and simulations are under inves-
tigation.
The author’s contributions to this chapter include the calibration experiments
and analyses in dry, the ENBIOS simulations in electrolyte, the application of post-
measurement calibration procedures (on experiments performed by the University
of Twente) and subsequent analyses/comparison with simulations, the analyses on
residual sources of errors (together with the development of the extended C-RC-RC
switching capacitance model), the new experiments demonstrating the reproducibil-
ity and imaging capabilities, and the simulations for parameter estimations.

5 High Frequency Impedance
Spectroscopy and Imaging
of Analytes
The previous chapter reported measurements in homogeneous media and showed
how an increase of the permittivity of the medium in contact with the nanoelec-
trode surface during wetting of the array induces a capacitance change. This simple
experiment is useful to develop quantitative calibration procedures, but it is of lim-
ited interest for applications. Additional experiments of detection and imaging of
analytes have been reported in [190, 209] to demonstrate the ability of the chip to
detect admittance changes originating from small entities located further from the
surface (in particular beyond the electrical double layer) and to further show the
imaging capabilities of the platform. In particular, the detection capabilities in-
clude dielectric characterization (e.g. droplets in milliQ water) and beyond, since
the platform allows to identify also conductivity properties and charge states, as will
be further discussed in the present Chapter.
The purpose of this chapter is firstly to report experimental results from our ac-
tivity and carried out by partner groups in Europe (University of Twente) and then
to perform in depth analyses of the measurements, providing methodologies to assist
the design of experiments and to aid the interpretation of the results. In particular,
Sect. 5.1 is devoted to discussing analyte size estimation problems, considering the
test case of oil emulsions in milliQ water reported in [209], and generating correc-
tion curves to conveniently estimate the droplets dimensions from measurements at
the nanoelectrodes. Sect 5.2 shows experiments and analyses with dielectric and
conductive microparticles. Experiments with SiO2 microparticles are performed to
present evidence of the sedimentation process, the formation of agglomerates of
particles, the possible unbinding of the analytes from the surface of the array, and
the application of MCMC techniques to estimate particles geometry and dielectric
properties. Then, extensive analyses based on numerical simulations provide new
insights into the HFIS response to conductive particles. Finally, Sect. 5.3 presents
analyses of nanoparticles, determining the spatial dependency of their response and
the detection limits of the platform.
The discussion will focus on the single particle detection/characterization prob-
lem. Among the possible ways the target analytes can reach the sensor’s surface, we
focus on sedimentation (for the bigger analytes) and on the application of BSA as
analyte capture layers (to immobilize the smallest analytes, which experience Brow-
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nian motion). While adding selectivity features is certainly possible with this sensor
(e.g. by means of functionalizations of the sensor’s surface [342]), these analyses are
not addressed in the present work.
The investigations reported in this chapter benefited of fruitful discussions with
F. Widdershoven (NXP Semiconductors) and S. G. Lemay (University of Twente).
C. Laborde (University of Twente) performed part of the experiments reported in
this chapter. We acknowledge also M. Anese and M. C. Nicoli (University of Udine)
for support with in-house experiments in liquid, and C. Heitzinger’s group (TU-
Wien) for running the MCMC calculations. The contents of this chapter are partly
published in [190,209], partly included in journal papers under preparation.
5.1 Oil droplets
As a simple starting point to study the response of the biosensor platform of Chapter
2 to analytes, large (micrometer-sized) analytes in milliQ water, i.e. in the absence
of ions and EDLs, are considered. These reference conditions are chosen because
the absence of EDLs allows to image objects far from the electrodes while floating
in the medium and, furthermore, makes the analyses simpler (because the system
response can be modeled by a reduced circuit with essentially one capacitance and
one resistance), and ➭m-sized analytes enable to highlight and exploit the imaging
capabilities of the platform.
Oil emulsions in water are considered for the purpose. Experiments performed
by the University of Twente with ortho–dichlorobenzene (C6H4Cl2) droplets (1%
v/v) proved the imaging capabilities of the platform [209], see Fig. 5.1. Oil droplets
Figure 5.1: ∆CM maps of emulsions of inhomogeneous ortho-dichlorobenzene
droplets (1% v/v) in milliQ, at 50 MHz. Measurements performed by University of
Twente. Image taken from [209].
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suspended in water have an essentially spherical shape. Upon reaching the surface
of the array, the shape changes: the droplet wets the surface and spreads on it,
reaching a new equilibrium state with larger in–plane extension and lower thickness
(along the z–direction), as determined by the surface tension and contact–angles
between the droplet and the surface [343]. Also the spread along the x- and y-
directions appears anisotropic, perhaps partly due to the uneven x and y spacing of
the electrodes.
A potential application offered by the nanoelectrode array biosensor platform is
the determination of contact angles between the array surface and droplets. This
could be done by performing these subsequent operations [344]:
❼ A measurement before the wetting of the array surface: the droplet has a
spherical/ellipsoidal shape, and the goal of this measurement is to determine
the total volume of the droplet;
❼ A measurement after the wetting of the array surface: the droplet footprint
(the projected area) can be determined from the response at the electrodes
(see for instance the big blue circle at the center of Fig. 5.1).
❼ By volume conservation, the thickness/height of the droplet after the wetting
are estimated and, consequently, the contact angle can be calculated [343].
From the description of the problem above, the correct estimation of the volume
of the droplet before the wetting appears as a key enabling factor to perform the sub-
sequent calculations and prove the micro/nano-scale metrology capabilities enabled
by the platform. The goal of this section is thus to analyze and compare possible
approaches to estimate the size of a (nearly) spherical ortho–dichlorobenzene droplet
in water. The presented methodologies can be applied also to different objects. Size
estimations based on the MCMC Bayesian approach of Sect. 3.6 will instead be used
in the next section for dielectric microparticles in electrolyte (where the presence of
more model parameters and uncertainties, such as the electrolyte salt concentration
and the properties of the EDL, requires the use of more advanced approaches).
For the purpose, extensive analyses by means of ENBIOS simulations have been
performed. Two approaches are discussed to estimate the radius of a spherical object
(hereafter denoted as “apparent radius”, rapp) based on the response at multiple
nanoelectrodes. By virtue of the knowledge of the “real radius” in simulations (rp),
correction curves are generated to map an estimated rapp on the real value rp. Here
it is implicitly assumed that the particle is spherical. This is reasonable given the
images in [209]. Furthermore, the electrode response is to first order proportional
to the particle volume, which is 4
3
πr3p for a sphere and
4
3
πabc for an ellipsoid (a, b, c
being the length of the semi-axes along the three Cartesian directions). Therefore,




Similarly to Fig. 3.2, Fig. 5.2 shows again a schematic layout of the nano-
electrodes in the simulation domain in the presence of a spherical particle, where
(row,column) = (0,0) corresponds to the nanoelectrode nearest to the analyte under
investigation, and (row,column) ̸= (0,0) correspond to adjacent nanoelectrodes.
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Figure 5.2: Schematic layout of the nanoelectrodes in the simulation domain in
presence of a spherical analyte. The AC signal is applied to an entire row of nano-
electrodes (row 0 in this sketch), and the AC currents of all individual nanoelectrodes
of the active row (the working electrodes: WEs) are divided by the applied AC volt-
age to determine their AC admittances. All other nanoelectrodes are AC-grounded,
effectively turning them into a single large counter electrode (CE). The response of
a generic electrode e(i,j) is thus determined by activating the corresponding row i.
Unless otherwise stated, the following simulations assume rel=90 nm, px=600
nm, py=890 nm, nrows=25, ncols=35, dx = dy =0 nm, dz = 40 nm, rp=2.5 ➭m, εp
= 9.9ε0 (i.e. the permittivity of ortho–dichlorobenzene). The quantitative results
are thus specifically related to this sensor’s version (pitch 600 × 890 nm) and to
this specific analyte permittivity (9.9ε0, i.e. ortho-dichlorobenzene). Adapting the
parameters of the following simulations for different chips/analytes is possible. Due
to the essentially flat frequency spectrum of milliQ (such as in other dielectric ma-
terials, as air or IPA), the results are presented for a single switching frequency of
fs=50 MHz.
5.1.1 Determination of droplet size: squared distance weight-
ing
















where the minus sign is introduced to make r2app > 0, since capacitance variations
∆C (hereafter ∆Ceff ) for dielectric analytes in water are always negative (hence
the overall right-hand side term is always negative). This is because by replacing
a region originally occupied by water (high–permittivity) with a dielectric (lower
permittivity) the current flow is reduced, and so is the measured capacitance.
In Eq. 5.1, the response at each nanoelectrode (∆Ceff (i, j)) is multiplied by the
squared distance between the projected center of mass of the particle (dx, dy) and
the electrode itself. The projected center of mass of the particle (dx, dy), known
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The particle elevation, dz, is in principle unknown. However, due to the fact
that Eq. 5.1 includes a normalization by the total amount of ∆Ceff recorded at
the considered electrodes and the absence of a strong dz dependence (no EDL), the
impact of small differences in dz is expected to be small.
To address this point, Fig. 5.3 (left) shows the ∆Ceff values recorded at different
electrodes on row i = 0 in the presence of a droplet at dz=10 nm or dz=40 nm. As
expected, the configuration with smaller dz yields the larger capacitance variation.
Normalizing the response by the max value (i.e. ∆Ceff (0, 0)), as in Fig. 5.3 (right),
yields essentially overlapping curves, with the dz=10 nm curve (blue) being only
slightly lower than the dz=40 nm (red) one. Size estimation based on Eq. 5.1 should
then yield similar results for these two configurations (possibly a slightly larger
estimation for the dz=40 nm case, since the response at the first neighbor is higher
w.r.t. the central electrode compared to the dz=10 nm case). In fact, estimation of
a droplet with rp=2.5 ➭m based on Eq. 5.1, considering a simulated array of 11× 15
electrodes, yields rapp=1.93 ➭m for the dz=10 nm case and rapp=2.01 ➭m for the
dz=40 nm case, i.e. only 4% relative difference among the two heights but ≈ 20%
difference w.r.t. the real value.
Since Eq. 5.1 weights the response of each electrode by its squared distance from
the particle, following the first analysis of Fig. 5.3 (left), it appears necessary to un-
derstand the functional dependence of the decay of the response in the electrodes’









































Figure 5.3: Left: ∆Ceff recorded at different electrodes on the same row (i = 0),
due to inserting an ortho-dichlorobenzene droplet with radius rp=2.5 ➭m in milliQ
on top of the central electrode (dx, dy) = (0, 0) at different vertical elevations. Right:
same as left, normalized by the maximum (i.e. the response at the central electrode).
Simulations performed on a nrows × ncols = 11× 15 electrodes array.
166 HFIS and Imaging of Analytes
plane (i.e. at different electrodes for instance of the same row). In fact, the func-
tional dependence of this decay on distance determines the appropriate weighting
factor. Fig. 5.4 compares ∆Ceff at different electrodes (on the same row i = 0)
to different extrapolated decay profiles of the response. Decay profiles with the
following functional dependency are considered for this purpose:




thus, possible decays along the x−direction as ∼ 1/x, ∼ 1/x2, ∼ 1/x3, ... are
investigated. It should be noted as well that the lateral decay could be a function





i.e., the decay from the central electrode to the first neighbor is used to extrapolate
the decay profiles.
























































































Figure 5.4: Comparison between ∆Ceff at different electrodes along one row and
different extrapolated decay profiles ∼ 1/xα. Left: linear plot. Center: log-log plot.
Right: semilog-y plot. The elevation is dz=40 nm.
From Fig. 5.4, it appears evident that the response does not simply decay as a
power of the inverse of the distance from the particle. While on short distance is
reasonable, at larger distance, instead, the decay is asymptotically faster than the
fixed exponent power law. As an alternative extrapolation, Fig. 5.5 compares ∆Ceff
at different electrodes (on the same row) to an exponential expression for the decay:
∆Ceff (0, j) = ∆Ceff (0, 0) exp (−k (jpx)α) (5.5)
where








i.e., the decay from the central electrode to the first neighbor is used to extrapolate
the decay profiles. Hence, possible decays along the x−direction as ∼ e−x, ∼ e−x2
are investigated.






















































































Figure 5.5: Comparison between ∆Ceff at different electrodes along one row
and different decay profiles ∼ e−xα. Left: linear plot. Center: log-log plot. Right:
semilog-y plot.
These analyses give a hint that the chosen estimation approach (i.e. weighting
the electrodes by the squared distance) is not physically-based, since the response
is instead more similar to a ∼ e−r2 functional dependency for larger distances.
Consequently, Eq. 5.1 gives more weight than it should to electrodes far away from
the analyte: this implies that the size estimation is lower than the true value (as
will be demonstrated in Fig. 5.8) and is also possibly be more susceptible to noise
(as discussed in the following of this section).

































Figure 5.6: Apparent size estimation (Eq. 5.1) of a rp=2.5 ➭m o-dichlorobenzene
droplet in milliQ as a function of the size of the simulated array. The simulation
domain has to be sufficiently large.
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Choice of the array size
The discussed size estimations corresponding to Fig. 5.3 considered an array with
nrows × ncols = 11× 15 electrodes and rp= 2.5 ➭m. To inspect what arrays are large
enough for a given rp, Fig. 5.6 shows the size estimation (rapp) as a function of the
size of the simulated array (both the number of rows/columns and the physical x/y
dimensions of the array are indicated). From this plot it appears mandatory to use
a sufficiently large number of electrodes, such that the response reaches a sort of
saturation for large array sizes.
The outermost rows/columns of the simulated array, however, should not be
taken into account for the calculations of the apparent size. In fact, their response
is affected by the proximity of the simulation boundaries.
To further inspect the dependency of the size estimation obtained with Eq. 5.1
from the number of electrodes used for the calculation, Fig. 5.7 shows how rapp
changes as a function of the number of electrodes considered, both for rp=2.5 ➭m
(top) and for a rp=4.4 ➭m (bottom). The plot is constructed as follows. Five
different array sizes are considered (from 13 × 17 to 25 × 35). For each simulated
array (for each curve), the estimation of rapp is performed using only theK electrodes
which are closest to the particle (i.e. which are closest to the center of the array,
e(0,0)). This value, K, is the x–axis of the plot. Hence:
❼ For K = 1, the estimation is performed using only the central electrode e(0,0).
A sub–array with size 1× 1 is thus considered.
❼ ForK = 3, the estimation is performed considering the central electrode (e(0,0))
and the first two neighbor electrodes on the same row (e(0,−1) and e(0,+1); since
px < py these electrodes are closer to e(0,0) than the electrodes on the same
column). Hence, a sub–array with size 1× 3 is considered.
❼ For K = 9, the estimation is performed considering the central electrode and
its surrounding eight electrodes (e(i,j) ∀i, j ∈ {−1, 0, 1}). Thus, the considered
subarray is 3× 3.
❼ ... and so on, where at each step the previous subarray is extended along the
rows or columns (depending on the distance from the center).1
❼ At the end, for K = nrows × ncols, all the electrodes are taken into account.
The constraint of selecting only the K closest electrodes implies that, for in-
stance, while both a 3 × 15 and a 5 × 9 sub–array yield a total number of 45 elec-
trodes, only the latter is considered (which correspond to a more “squared” shape
of the sub–array, whereas the former has a more distorted aspect ratio of the con-
sidered rows/columns). The size of the considered sub–arrays is explicitly indicated
in Fig. 5.7.2
1As examples: after 3 × 3 it comes 3 × 5, because the intra-columns pitch is smaller than the
intra-row pitch; after 3 × 5 it comes 3 × 7, and not 5 × 5, because the distance from the center
to the outermost columns in the 3 × 7 array is smaller than the distance from the center to the
outermost rows in the 5× 5 one, due to the different intra-electrode pitch values.
2It is worth highlighting that configurations with an equal number of rows and columns (such
as 5× 5, 7× 7, 9× 9) never occur due to the asymmetry between the x− and y−pitch.
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As expected, considering the same sub-arrays yield the same estimation for all the
simulation domains, provided that the outermost electrodes (the last two columns
and two rows at each side) are neglected (each curve has tails, on the upper side of
the plot, which deviate from the common trend). It can thus be inferred that the
two outermost rows/columns induce deviations from the expectations and hence, for
the calculations of Eq. 5.1, rows ± [(nrows − 1)/2, (nrows − 1)/2− 1] and columns



































































Figure 5.7: Apparent size estimation (Eq. 5.1) of a rp=2.5 ➭m (top) or rp=4.4
➭m (bottom) o-dichlorobenzene droplet in milliQ as a function of the total number
of electrodes considered for the calculation of Eq. 5.1 (a number of k considered
electrodes refers to the k electrodes closest to the particle, i.e. closest to the center
of the simulation domain). Different size of the simulated array are shown.
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± [(ncols − 1)/2, (ncols − 1)/2− 1] have to be discarded. Consequently, to estimate
the size of the analyte by taking into account the response of N × M electrodes,
simulations have to be performed using an array large, at least, (N + 4)× (M + 4)
electrodes. Unless otherwise stated, in the following calculations are reported con-
sidering 25× 35 electrodes.
Generation of the correction curves
After these considerations, a dependable rapp − rp correction curve can finally be
generated from Eq. 5.1 used in [215]. Fig. 5.8 shows the correction curve (black
dashed line) obtained by means of Eq. 5.1, considering all electrodes (apart from
the outermost rows/columns, as per above discussion), i.e. both the ones which
are closest to the analyte and yield a large response, and the ones which are far
away and yield a lower response. A nearly straight line is obtained, with a small
deviation toward the lowest rp values. As predicted in the above analysis, this curve
stays below the ideal line rapp = rp, i.e. Eq. 5.1 underestimates the size of the object.
Considering the unavoidable presence of measurement noise, thresholds can be used
to rule out those electrodes whose response is not sufficiently large compared to






















threshold: 10% of the max value
threshold: 25% of the max value
threshold: 50% of the max value
guide for the eye:
line with slope=1
Figure 5.8: Correction curve to derive the real size of a particle/droplet (rp)
based on its apparent size (rapp), computed with Eq. 5.1. Including thresholds (i.e.
neglecting the electrodes whose response is lower than the threshold) the apparent
size gets smaller (since a lower number of electrodes is considered). If the threshold
cuts out all electrodes but the central one (e.g. for small particles), the apparent
size drops to zero. Examples of corresponding fitting equations of these curves (1st
order polynomial fitting, neglecting the first point in rp=0.5 ➭m) are rapp = 0.9899+
0.4514 · rp for the black curve, rapp = 0.3446 + 0.1774 · rp for the magenta curve.
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background noise.3 Examples of the impact that the introduction of such thresholds
(absolute and relative w.r.t. the maximum value of the response, i.e. the response
at e(0,0)) can have on the correction curve are shown in Fig. 5.8. As expected, for
higher thresholds the number of discarded electrodes grows and hence rapp decreases
for a given rp. Thresholds higher than the response at the first neighbor electrodes
(e0,±1), as happens for the smallest analytes, result in considering only e(0,0) for the
calculation, consequently obtaining rapp = 0 (Eq. 5.1 requires to use more than one
single electrode).
Accounting for statistical noise
Due to the prominent relevance of noise in measurements of low capacitance changes,
as those induced by nanoscale objects, we reconsidered the curves of Fig. 5.8 and how
they are affected by randomness. To this end, an Additive White Gaussian Noise
(AWGN), with standard deviation σN , is superimposed on the ∆Ceff response of
the electrodes of the array (independent and uncorrelated noise at the different
electrodes), and the calculation rapp is repeated in the presence of this noise for a
total number of 104 iterations. The mean value and the standard deviation of the set
of 104 estimations are then calculated and plotted in the form of correction curves.
The resulting curves in the presence of noise are reported in Fig. 5.9, where the
mean value of the rapp estimations are shown, together with the standard deviation
(error bars). Given that the maximum value of ∆Ceff , at the central electrode,
spans from 95 aF to 160 aF for the smallest rp=0.5 ➭m and the largest rp=7.5 ➭m,
respectively, noise levels of σN = 1/5/10/60 aF are considered.
If the threshold is sufficiently larger than the noise level (e.g. blue and cyan
curves) the correction curves are essentially the same as in Fig. 5.8 (in the absence
of noise). For larger noise levels and using the same threshold value, the estimation
is larger (see for instance blue, red and green curves). This is simply explained
considering that, for a fixed threshold, the higher the noise, the higher the probability
of having some pixels exceeding the threshold (thus contributing to the summation
term of Eq. 5.1). A peculiar feature of the correction curves in the presence of large
noise (w.r.t. the threshold) is the flattening for low rp values which can even end up
in a non-monotonic behavior.
Applying thresholds, however, is in general not enough. In the presence of noise,
the outlier electrode capacitance values (i.e. those that are above threshold simply
due to a large value of noise) have to be removed. This topic will be addressed in
the next section, where a different technique to extract the size of the analytes is
also proposed.
As a final remark, we remind that the approach of Eq. 5.1 requires multiplying
the response of the electrodes by a factor of r2 (r being the distance from the center
of mass of the analyte) to compensate for the drop in the response at larger distances.
However, this approach is not 100% physically-based, since the response does not
3We recall that ∆Ceff is negative for dielectric particles. Hence, for this specific problem, the
threshold should to be defined as a negative number as well and the condition to be satisfied to
consider an electrode is ∆Ceff (i, j) > threshold. For the generality of the algorithm, hereafter we
indicate the thresholds as positive numbers, whose sign is adjusted according to the sign of the
response of the analyte.
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Figure 5.9: Same as Fig. 5.8, including an AWGN of amplitude σN = [1, 5, 10]
aF.
decay as ∼ 1/r2 up to arbitrary distances, but only in an approximate way and up
to limited distance. For these reasons, a different approach is investigated in the
following section.
5.1.2 Determination of droplet size: digitalized projected
area
As an alternative approach, we consider a digitalization of the ∆Ceff spatial maps
and an estimation of rapp based on the calculation of the in–plane projected area of
the analyte. The algorithm works as follows:
1. Each electrode is a pixel, whose physical area can be calculated simply as
Apixel = px · py.
2. A threshold ∆Ceff,threshold is defined.
3. The 2D map of the response at the electrodes is digitalized: pixels exceeding
the threshold are set as ON, the others are set as OFF (in this case ∆Ceff <
∆Ceff,threshold, since ∆Ceff and ∆Ceff,threshold are negative values for dielectric
particles).
4. A weight wi is assigned to each pixel (both the ON and the OFF pixels).
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5. The weights are used to convert, for each pixel (i), its physical area into an
effective area Aeffpixel,i = wiApixel.







7. The radius is estimated from the projected area as rapp =
√
Aobject/π.
The methodology to define the effective area of each pixel is based on analyzing
the status (ON or OFF) of the other neighbor pixels [324, 345]. The approach is
sketched in Fig. 5.10. Each pixel can be considered as being part of four possible
2-by-2 pixel sets. Each one of these four sets is given a weight, and the total weight
of the pixel is calculated as the sum of the weights of the four 2-by-2 neighborhoods
it belongs to. For a given 2-by-2 set of digitalized pixels, there are six possible
scenarios, whose corresponding wrights are:
❼ All the pixels are OFF → weight=0;
❼ Only one pixel is ON → weight=1/4;
❼ Two adjacent pixels are ON → weight=1/2;
❼ Two diagonal pixels are ON → weight=3/4;
❼ Three pixels are ON → weight=7/8;
❼ All four pixels are ON → weight=1;
A B C D
� � � ��
� = ��
+ + +
Figure 5.10: Schematic example for the calculation of the weight of a pixel in the
projected area algorithm. Blue pixels have −∆Ceff < −∆Ceff,threshold and have been
digitalized to “0”; yellow pixels have −∆Ceff > −∆Ceff,threshold, hence a digitalized
value of “1” (remember that in this test case ∆Ceff are negative numbers). The
central pixel in the top sketch (highlighted in red) can be considered as part of four
different 2 × 2 sub-arrays (A-D, bottom). The sub-array A does have only 1 active
pixel out of 4: its weight is 1/4. The sub-arrays B and C do have 2 active pixels
out of 4: their weight is 1/2. The sub-array D has 4 active pixels out of 4: its
weight is 1. The total weight of the central pixel of the top sketch is thus w =
1/4 + 1/2 + 1/2 + 1 = 9/4.
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An example of calculation is shown in Fig. 5.10 (examples of simulated capac-
itance maps will be shown later, e.g. in Fig. 5.12). Without weighting, every ON
pixel would have the same importance. Differently, these weights assign more im-
portance to the pixels belonging to clusters of ON patterns, likely belonging to the
core of the in-plane projection of the analyte. A remarkable example of the impact
of the weights is the following. In the absence of a weighting, an isolated OFF pixel
within a cluster of ON pixel is neglected, while an isolated ON pixel within a cluster
of OFF pixel is taken into account. However, isolated pixels in real experiments are
likely due to local noise and should be considered as outliers. The weighting algo-
rithm takes this into account and tries to dump its most obvious anomalies. In fact,
according to the algorithm above, an OFF pixel within a cluster of ON pixels has a
weight equal to 4 · 7
8
= 7/2 (since it belongs to four 2-by-2 neighborhoods with 3 ON
pixels), i.e. nearly as high as an ON pixel surrounded by only ON pixels (which has
the maximum possible weight, 4). This example suggests that the algorithm can be
very robust to noise fluctuations and possibly yield better results than the previous
correction curves for small values of rp.
Fig. 5.11 shows the correction curves that are obtained by using this algorithm.
Nearly straight lines are obtained, with a very small curvature. The slope is close to
1 whenever a sufficiently large number of pixels is retained in the digitalized image.
As was done for the previous methodology, also in this case the impact of noise is
investigated.

























threshold: 50% of the max value
threshold: 25% of the max value
threshold: 10% of the max value
threshold: 5% of the max value
guide for the eye:
line with slope=1
Figure 5.11: Correction curve to derive the real size of a particle/droplet (rp)
based on its apparent size (rapp), computed with the algorithm of Sect. 5.1.2.
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Accounting for statistical noise
We use the same approach discussed above to investigate noise. In particular,
AWGN is added to the simulated data and 104 Monte Carlo analyses are run. In
addition, we test the effect of pruning outlier ON pixels. In particular, all the ON
pixels which do not have a direct connection (by means of neighbor ON pixels, either
adjacent or on the diagonal) to the central cluster are set OFF. An example of this
filtering procedure applied on the map of a rp=2.5 ➭m droplet is shown in Fig. 5.12.
This is different from simply modifying the above weights to force zero weight on
isolated ON pixels. In fact, due to noise fluctuations, adjacent ON pixels can ap-
pear far from the projected footprint of the analyte (see the green-circled pixels in
Fig. 5.12, left).
FILTER
Figure 5.12: Left: binary map of ENBIOS ∆Ceff in the presence of a 2.5 ➭m
droplet with σN=1 aF AWGN with a threshold of 2 aF. Green circles highlight the
presence of adjacent active pixels far from the bead. Right: filtered version in which
isolated pixels are removed.
Fig. 5.13 reports the correction curves in the presence of noise (σN=1 aF). Ex-
amples of corresponding digitalized images (before and after the filtering) are also
shown. The standard deviation of the estimations (error bars), also with low thresh-
olds, are very small, proving the robustness of the curves.
Fig. 5.14 compares the estimation performed by means of the digitalized maps
to the estimation by means of Eq. 5.1. The standard deviation over mean ratio
of rapp (i.e. the noise/signal ratio of the estimation) is reported, for a fixed noise
level (σN=1 aF), as a function of the real size of the analyte. When using large
thresholds, no significant differences are found between the two approaches; for of
low thresholds (as those necessary for small objects, or for objects with large dz
displacements), instead, the calculation based on the digitalized estimation of the
projected area appears definitely superior.
This benefit of the proposed algorithm is further corroborated by inspecting the
standard deviation over mean ratio for a fixed rp (2.5 ➭m) at different signal-to-noise
ratio (SNR) levels. The outcome of this analysis is shown in Fig. 5.15. Again, for
large thresholds the benefits of the projected area algorithm are minimal. Differently,
using low thresholds (orange and green curves) the benefits are more evident.
In summary, this section presented two alternatives to generate correction curves
to estimate the size of particles in simple reference conditions (milliQ ambient, in
the absence of EDLs), which could possibly be embedded in the real-time software
of the biosensor platform to perform real-time analyses of the size of droplets.
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Figure 5.13: Correction curves to derive the real size of a particle/droplet (rp)
based on its apparent size (rapp), computed with the digital estimation of projected
area of Sect. 5.1.2. AWGN is added to ∆Ceff maps (σN=1 aF), 10,000 noisy images
are considered. Examples of noisy maps, then filtered to remove the isolated pixels,
are highlighted for the green curve.
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Eq. 5.1 - threshold: 10 aF
Eq. 5.1 - threshold: 2 aF
Projected area - threshold: 10 aF




Figure 5.14: Comparison between standard deviation over mean ratios of esti-
mated rapp versus rp for the two different approaches to generate correction curves:
Eq. 5.1 and the projected-area algorithm. For low thresholds (necessary when noise
approaches the amplitude of the relevant signals) the binary maps of the projected
area algorithm are more robust (lower standard deviation/mean values).


































Figure 5.15: Comparison between standard deviation over mean ratios of esti-
mated rapp for a given rp=2.5 ➭m at different SNR levels (SNR = ∆Ceff (0, 0)/σN ,
i.e. defined w.r.t. the maximum value of the response at the central electrode, see
Fig. 5.3).
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5.2 Dielectric and conductive microparticles
Sedimentation experiments performed by the University of Twente, in which mi-
crospheres landed on the array while the capacitance was recorded at several fre-
quencies, have been reported in [190]. Fig. 5.16 shows the outcome of such an
experiment, in which a mixture of 5 ➭m radius insulating (latex) and conducting
(gold-coated polystyrene) particles were immobilized on the chip surface. The sur-
rounding solution consists of phosphate buffered saline with an ionic strength of
0.1 M, corresponding to a Debye length of approximately 1 nm. The resulting 2D
capacitance maps for four different frequencies ranging from 1.6 MHz to 50 MHz
are shown in the figure.
Figure 5.16: ∆CM 2D maps for 200×100 nanoelectrodes resulting from the sed-
imentation of dielectric and conducting microspheres at different frequencies. The
capacitance before microparticle deposition has been subtracted from each pixel (green
= no change). Dielectric particles exhibit a decrease in capacitance (cyan/blue) at
all frequencies while metallic particles (e.g. in white circle) transition from a de-
crease to an increase (yellow/red) with increasing frequency. The 2D maps are single
frames, captured with 512 charge/discharge cycles and 16 on-chip data accumula-
tions. Measurements performed by University of Twente. Published in [190]
By virtue of their radius being larger than the pitch of the array, the footprint
of each microparticle spans a number of nanocapacitors, yet it can only be in near
contact with a single one. Indeed, at the lowest measured frequency of 1.6 MHz,
essentially only single nanocapacitors exhibit a significant response to microparticle
sedimentation, corresponding to particles located in close vicinity to that electrode.
As the frequency increases the signals become gradually stronger, however, and the
spatial extent over which the particle is detected grows in size, such that above
10 MHz the particles exhibit a footprint on the array which can be related via
simulations to the real size of the particles themselves.
A striking feature of the data of Fig. 5.16 is the qualitative difference in response
between the two types of particles. While dielectric microspheres cause a decrease
of the capacitance at all frequencies, conducting particles cause a decrease at low
frequencies and an increase at high frequencies. Understanding the nanoelectrode
response to dielectric and conductive particles is the scope of this section. In par-
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ticular, Sect. 5.2.1 presents further experiments and analyses of dielectric particles,
while in-depth analyses of the peculiar features of conductive particles are presented
in Sect. 5.2.2.
Simulations are performed with the usual setup, as shown in Fig. 3.2 and Fig. 5.2,
and, unless otherwise stated, are run with px=600 nm, py=890 nm, nrows = 13,
ncols = 17.
5.2.1 Dielectric microparticles and particles-aggregates
As mentioned above, dielectric microparticles always yield ∆Ceff < 0 over the
whole frequency interval (1-70 MHz). This has been observed consistently in our
experiments and is also in line with predictions based on the PB-PNP formalism
discussed in Chapter 3. Fig. 5.17 (left, top) shows ∆Ceff spectra obtained from
simulations of a polystyrene microparticle (rp=2.5 ➭m, εp = 2.6ε0, same as for the
experiments in Fig. 5.16) at dz=10 nm perfectly centered on e(0,0,) (i.e., dx = dy = 0)


































































































































Figure 5.17: Simulated ∆Ceff spectra for a dielectric polystyrene particle (rp=2.5
➭m, εp = 2.6ε0) at vertical elevations dz=10 nm (≫ λD) in NaCl 10 mM (top) or
NaCl 100 mM (bottom) electrolyte. The response of both row 0 and rows ±1 are
shown. Left: particle centered on the central electrode (dx = dy = 0). Right: particle
laterally displaced (dy=445 nm).
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hence the response at low frequency tends to zero due to EDL screening. A peak
response can be observed around 1 MHz, which corresponds to the frequency of
optimal detection [203]. The response at adjacent electrodes on the column (e(±1,0))
has the same qualitative features, with a reduction of the amplitude due to the larger
distance from the particle to the electrodes. Electrodes e(+1,0) and e(−1,0) yield the
same response since the distance from the bead is the same in this simple symmetric
case. As a further example, Fig. 5.17 (right, top) shows the response to the same
particle shifted at dy=445 nm (i.e. halfway of the intra-electrode pitch) in NaCl
10 mM. As expected, in this case e(0,0) and e(+1,0) yield the same response, while
the amplitude of ∆Ceff in e(−1,0) is further reduced because of the larger distance.
Fig. 5.17 (bottom) shows the same results in NaCl 100 mM: the same qualitative
features appear, and due to the higher electrolyte salinity (compared to the NaCl
10 mM electrolyte) the frequency of optimum sensitivity is increased to about 10
MHz.
Fig. 5.17 illustrates the typical features found in the spectra of dielectric mi-
croparticles. To further demonstrate the HFIS and imaging capabilities of the plat-
form, the process of extracting key experimental parameters, and the predictive
power of calibrated numerical simulations, we perform detection and imaging ex-
periments with silicon dioxide (SiO2) microparticles (rp=2.5±0.1 ➭m, εp = 3.9ε0),
both in milliQ (as for the analyses of the oil droplets in Sect. 5.1) and in elec-
trolyte (NaCl 10 mM). Liquids (NaCl solution) and analytes (SiO2 microparticles)
have been purchased from Sigma Aldrich [262]. SiO2 microparticles are provided in
aqueous suspension, with 5% concentration of solids. Samples for experiments in
milliQ or NaCl electrolyte are prepared by diluting the suspension by a factor of
20×, so that the expected number of analytes in the fluidic chamber (which is a few
nL in volume) is ∼ 100, large enough to guarantee detection events and possibly
to record the formation of particle agglomerates, as reported in more detail in the
following section. The following experiments are performed using a version of the
chip with px=550 nm and py=720 nm, at a controlled temperature of 22➦C (ambient
temperature 25➦C), and operating the syringe pumps at 50 ➭L/min pump rates in
withdrawal mode.
Microparticles in milliQ
As a first test experiment, we consider silicon dioxide microparticles (rp=2.5±0.1
➭m) in milliQ. Given the nearly flat frequency spectrum of milliQ (at least in the fre-
quency range of operation of the biosensor), measurements are performed at a single
frequency (fs=50 MHz, with 1344 charge/discharge cycles per measurement frame
and 9 on-chip data accumulations, corresponding to a frame rate of 4.7 frames/s).
Fig. 5.18 (top) shows a 2D ∆Cpost map recorded after the sedimentation of few
particles (footprints of particles appeared on the real-time graphical interface of the
platform a couple of minutes after the solution with particles was flushed in, and a
large part of them remained stable during the experiment). Both small and large
footprints can be observed, hinting that both individual particles and aggregates of
multiple particles may be present in solution. A few selected footprints are labeled
(P1-P5) for subsequent analyses.
Fig. 5.18 (bottom) shows time traces of the selected candidates, as recorded at
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the electrodes that yielded the highest ∆Cpost for each footprint. Different par-
ticles reached the array at different times. It is interesting to note that a sharp
decay of ∆Cpost is sometimes followed by a slower tail in the response, hinting at a
configuration adjustment or a slow final approach to the electrodes.
Fig. 5.19 shows, for each particle, a sequence of six subsequent measurement
frames. A few particles (P1, P4) do not exhibit significant variations of the footprint
over time, while others (P2, P3, P5) yield visible differences frame after frame,
showing their evolution in terms of spatial location. At this regard, particle P2 is an
interesting case. Its footprint initially occupies multiple electrodes; after some time,
the response at a few electrodes is remarkably diminished and the footprint gets
narrowed. This behavior suggests that P2 is likely an aggregate of more particles,
and that a portion of this agglomerate gets detached from the surface over time.
To further corroborate this point, Fig. 5.19 (bottom left) shows time traces of three
selected electrodes (highlighted in red, the electrode which yields the maximum
response e(0,0) and two neighbors e(−1,0) and e(0,1)) in the P2 particle footprint.
The response at the three electrodes is essentially equal in the first phase of the
∆Cpost drop; then, the capacitance drop of e(−1,0) is reverted after some time. Since
the response at the other electrodes (e(0,0) and e(0,1)) remains constant and does
not exhibit any further decrease (which would be expected if the particle simply
moved farther from e(−1,0) and closer to the other electrodes), we speculate that this
behavior is induced by a portion of an agglomerate that gets released or is removed
from the sensor’s surface by the flow of the liquid (which we remind being equal to
50 ➭L/min).
HFIS of particles in electrolyte
Following the first imaging examples in milliQ, detection experiments of silicon diox-
ide microparticles are repeated in NaCl 10 mM electrolyte. In this case, the mea-
surement frequency is also swept from 1 MHz to 70 MHz, such that ∆Cpost spectra
can be recorded.
Fig. 5.20 reports color maps of the experimental ∆Cpost measured by the sensor
array . Each pixel represents one nanoelectrode. We observe spots where either
individual particles or agglomerates are present, either suspended or attached to
the surface. To gain better insight on their actual nature, the Bayesian estimation
procedure of Sect. 3.6 is applied on the ∆Cpost measurements, using again full 3D
ENBIOS simulations as model g(q) for the algorithm.
Parameters extraction for particle “A” yields rp=2.5 ➭m, dz=10 nm, dy=300
nm. ENBIOS simulations corresponding to the extracted parameters are shown
in Fig. 5.21 and compared to experimental ∆Cpost. An unprecedented agreement
between simulations and HFIS measurements at nanoelectrodes of particles in elec-
trolyte is observed based on these Bayesian estimation methods. The residual dis-
crepancies are under investigation.
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Figure 5.18: Top: ∆Cpost map of dielectric SiO2 microparticles (rp=2.5 ➭m) in
milliQ at switching frequency fs=50 MHz. The chip has px=550 nm and py=720
nm. Both individual particles and suspected particles aggregates can be identified.
A few particles of interest are labeled (P1–P5). Bottom: electrodes time trace of
∆Cpost for the selected particles (for each particle, the signal of the electrode that
yields the highest response is plotted).
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Figure 5.19: ∆Cpost maps of the selected particles in Fig. 5.18 (particles P1–P5).
For each particle, a sequence of six subsequent frames is shown. A few particles (P2,
P3, P5) show distinguishable evolutions of the footprints over time. For particle P2,
a time trace of the response at three neighbor electrodes (highlighted in red in the
P2 map sequence) is shown (bottom left): the electrode with the highest response
(e(0,0)) and the bottom/right neighbors (e(−1,0), e(0,1)) are selected for this purpose.
The wide footprint of P2 is progressively narrowed, suggesting that P2 is likely an
agglomerate of particles and that a portion of this agglomerate gets detached over
time. This is also highlighted by the red-curve time trace of e(−1,0): after an initial
drop of the signal, the amplitude of the response is subsequently reduced.
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Figure 5.20: ∆Cpost map of dielectric SiO2 microparticles (rp=2.5 ➭m) in NaCl
10 mM at switching frequency fs=70 MHz. The chip has px=550 nm and py=720




























Figure 5.21: Capacitance spectra at electrode e(0,0) of the experiments compared
to the capacitance spectra simulated by ENBIOS for particle “A” (see Fig. 5.20).
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5.2.2 Conductive microparticles
As anticipated at the beginning of Sect. 5.2, while dielectric microspheres cause a
decrease of the capacitance over the whole spectrum, the response to conducting
particles cause a decrease at low frequencies and an increase at high frequencies (see
Fig. 5.22).
Roughly speaking, dielectric beads (red open symbols in Fig. 5.22) increase the
effective electrolyte impedance, blocking the access of the ionic and displacement
currents to the electrode, lowering the cut–off frequencies f1 and f2, thus generating
a negative ∆Ceff over the whole spectrum [211]. Fig. 5.22 also allows to better
understand the features of the capacitance variation spectra. At low frequency, the
capacitance in the presence of a dielectric bead is essentially similar to the case with-
out bead, yielding a very small ∆Ceff . For increasing frequency, the Ceff spectrum
in the presence of a dielectric bead (red curves in Fig. 5.22) drops to smaller values
earlier than the Ceff spectrum without bead does (black curves in Fig. 5.22) due
to the smaller value of the cut-off frequencies. Consequently, the ∆Ceff spectrum
presents an initial decrease (increase in absolute value), later followed by an in-
crease (decrease in absolute value) when the frequency is high-enough to have both
the Ceff,w/ bead and the Ceff,w/o bead curves reach their corresponding high frequency
limit values.
Conducting particles, instead, provide a capacitor-like high-frequency short-
circuit through the surrounding dissipative medium [346] (Ceff,w/ bead > Ceff,w/o bead,



































Figure 5.22: Ceff spectra without particles and with dielectric (polystyrene) or
conductive bead with radius rp = 2.5 ➭m, at lateral displacements (w.r.t. the central
electrode) dx = dy = 0 and vertical elevation dz = 10 ≫ λD nm. NaCl 10 mM and
300 mM electrolytes are considered. Curves with dielectric beads are almost rigidly
shifted to lower frequency. Instead, curves with and without conductive beads cross
each other, leading to opposite signs of ∆Ceff at low and high frequencies, due to
capacitance drops and plateaus in the traces.





























































Figure 5.23: Simulated ∆Ceff spectra for a conductive particle (rp=2.5 ➭m) cen-
tered on e(0,0) (dx = dy = 0) at vertical elevation dz=10 nm (≫ λD). The response
of both row 0 and rows ±1 are shown. Left: NaCl 10 mM. Right: NaCl 100 mM.
pact model in [211], at lower frequencies conducting particles also behave as high-
impedance pathways and yield a suppression of the charging response, much like
the dielectric particles (Ceff,w/ bead < Ceff,w/o bead, thus leading to ∆Ceff < 0, see
Fig. 5.22 and Fig. 5.23). These different behaviors at low and high frequencies, to
our knowledge observed experimentally for the first time in [190] (see highlighted
particle in Fig. 5.16) has been verified and interpreted in detail by means numerical
simulations, as reported in the present section.
As an example of typical behaviors, Fig. 5.23 shows ∆Ceff spectra in NaCl 10
mM and 100 mM due to a conductive microparticle at dz =10 nm. Firstly, we
remind that the capacitance response in the low-frequency limit is essentially de-
termined by the series of the Stern and EDL capacitance, whereas in the limit of
high-frequencies the input signals are fast enough to penetrate the EDL and the
response is insensitive to (fixed or mobile) charges and is determined by the vol-
ume, position of and electrical properties the analyte [211]. As discussed regarding
Fig. 5.17, the frequency of peak response is different for the different electrolytes.
The response at e(0,0) clearly exhibits a sign change, occurring around 2 MHz for
the 10 mM electrolyte and around 7 MHz for the 100 mM electrolyte. The response
at the neighbor electrodes e(±1,0), which has a much lower amplitude due to the
larger distance from the particle, is positive at nearly all frequencies considered for
the plots, decays at the low frequencies and eventually leads to a sign change at
very low frequency (a few kHz). The reported behaviors entail the existence of a
frequency f = fzh of zero–response
4, i.e. ∆Ceff (fzh) = 0.
The crossing of the Ceff traces with and without a conductive bead observed in
Fig. 5.22, and hence the appearance of zeros of ∆Ceff , is due to sudden capacitance
drops followed by plateaus. Depending on the salt concentration, particle size and
position, and electrode properties (e.g. radius or surface roughness, which in turn
influence the formation of the Stern compact layer and the EDL) and excitation
patterns, these plateaus appear as distinct or gradually merged, but never disappear.
4we use the subscript “zh” to identify the highest (h) frequency of zero (z): in fact, as will be
clear in the following, two frequencies of zero-response exist.
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As an example, Fig. 5.24 shows the capacitance spectra, recorded at electrode e(0,0),
resulting either from a row–wise excitation pattern (all electrodes e(0,∗) are activated,
red lines) or from a single electrode excitation (only e(0,0) acts as a WE, blue lines).













































Figure 5.24: Ceff spectra for rp=2.5 ➭m dielectric and conductive particles im-
mersed in a 10 mM NaCl electrolyte at dz ≥ λD. Either electrode e(0,0) (blue) or
all the electrodes of the central row (row 0, e(0,∗)) (red) provide the AC excitation
signal.
In order to understand their origin, firstly we first notice that at low frequency
all the voltage drop occurs in the EDL (Fig. 5.25a and 5.25b), and if a particle
stands at dz ≥ λD, then it is essentially not reached by the excitation of the WE,
and Ceff at low-frequency is given by the series of CS and CEDL both with and
without particles.
As frequency increases, the AC current spreads in the essentially equipoten-
tial electrolyte. The introduction of a conductive particle does not per-se perturb
the electrode capacitance, but the additional electrical double layer on the particle
surface obstructs the AC current flow and thus reduces Ceff , similarly to what a
dielectric particle would do. In fact, since conductive particles maintain a constant
potential on their surface (see Fig. 5.25d and 5.25e), when they are immersed in an
electric field (due to the excitation of the WE) they behave like a dipole, attracting
charges of opposite sign on the side of the particle that faces the electrodes and on
the opposite side [346], hence resulting in the formation of an EDL on their surface.
Then, at even higher frequencies, the EDLs (both the one on the electrodes and
the one on the particle) do not respond anymore to the high-frequency signals and
the short–circuit like behavior of the conductive particle yields an increase of Ceff .
For convenience, we temporarily focus on a smaller and more numerically man-
ageable system (7 × 7 electrodes, rp=500 nm or 1 ➭m). Unless otherwise stated,
hereafter the Stern layer (permittivity εStern = 7ε0, thickness tStern=0.25 nm) is






















































































Figure 5.25: Amplitude of the AC potential at the bead (rp=2.5 ➭m) and at the
array surfaces. (a) dielectric bead, 1 kHz, dz=10 nm; (b) conductive bead, 1 kHz,
dz=10 nm; (c) dielectric bead, 50 MHz, dz=10 nm; (d) conductive bead, 50 MHz,
dz=10 nm; (e) conductive bead, 50 MHz, dz= 1 nm. Electrolyte: NaCl 10 mM.
At low frequency all the voltage drop occurs in the WE’s EDL and the bead/array
surface is essentially not reached by the voltage signal (a-b). At high frequency the
signal overcomes the EDL and reaches the beads (c-e). Dielectric beads obstruct the
flow of current, enhancing the voltage drop and leaving the farther part of the bead’s
volume at much lower voltage level (c). Conductive beads keep a constant voltage
level on their surface, enabling the signal to reach regions of the array far away from
the electrode that were not reached before (d). This effect is further enhanced if the
conductive bead is placed closer to the array (e).
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added only rows −2 < i < 2 and is not included on the other outer rows of the
simulation domain. This is done to significantly reduce simulation time (tStern=0.25
Å, and the meshing of these very thin layers increases the number of nodes and
tetrahedrons). The qualitative and quantitative impact of the Stern layer on the
electrodes will also be addressed in the following of this section. It is worth to point
out that the inclusion of a dielectric layer on top of some electrodes (which hampers
their flux of current) can actually represent a variety of diverse physical conditions:
it could represent, for instance, the presence of some extra undesired (disturbing)
analytes on adjacent electrodes, or the use of functionalization layers on top of the
electrodes.
The role of the particle EDL in the formation of the first capacitance drop is
illustrated in Fig. 5.26, where we modulate its thickness and admittance by adding
a charge surface density on the particle. Three capacitance drops can be observed,
hence, two plateaus between the low-frequency and the high-frequency capacitance
limit values, especially evident in the 300 mM curves. Modulating the EDL of the
particle by adding a surface charge affects the first capacitance drop and plateau,
i.e. exactly the one that originates the zero. Note that neutral dielectric particles,
whose surface EDL is essentially negligible, do not exhibit such Ceff drop at low
frequency (not shown). Furthermore, simulations of conductive particles that neglect
the diffusive current component (hence, where electrical double layers cannot form)
do not show zeros of ∆Ceff (not shown). This proves unambiguously that the
particle EDL is the root cause of the first Ceff drop and of the corresponding zero
in ∆Ceff .
Fig. 5.27 shows that by changing the configuration of electrodes next to the
working electrode (e.g., eliminating the nearest neighbor rows or columns) only the
second drop and the asymptotic Ceff value at high frequency are affected, not the
first drop. Indeed, by removing rows of counter-electrodes next to the WE row,
the current path between the WE and the CEs become longer, the series resistance
increases and Ceff decreases. On the contrary, by removing adjacent columns, the
current of the WE spreads out; consequently Ceff increases. These observations
clearly suggest that the second drop depends on the geometry of the current distri-
bution in the electrolyte and in particular on the working/counter-electrodes number
and geometry. This is reasonable, since the frequency is large enough that the AC
field appreciably penetrates the electrolyte. At this regard, Fig. 5.28 compares sim-
ulations of a 7 × 7 array with a conductive particle at dz=1 nm in NaCl 300 mM
(hence, beyond the EDL of the electrodes), either including a dielectric Stern com-
pact layer (CL) on all electrodes or only on the working electrodes on the active
row. In the range between the low-frequency and the high-frequency limit capaci-
tance values, the absence of the Stern layer on the counter-electrodes makes visible
a second intermediate plateau and dip, which is instead hidden in the other config-
uration (compare red to orange lines). To further corroborate this point, Fig. 5.29
shows simulations of a 5×5 array in which the CL is included on all electrodes, and
its permittivity is changed for the outermost rows (e(±2,∗)). In this figure, the capac-
itance spectra are normalized by their maximum value (i.e. the capacitance in the
low-frequency limit) to facilitate a direct comparison of the curves. If all electrodes
have the same Stern layer permittivity, a single plateau is visible. If differences in










































 = 10 nm
Figure 5.26: Ceff spectra for neutral and charged conductive particles (rp=1 ➭m)
located at dz ≥ λD. Electrolyte: NaCl 10 mM and 300 mM. Smaller charge values








































dz = 1 nm
Figure 5.27: Ceff spectra for rp=2.5 ➭m dielectric and conductive particles at dz=1
nm ≥ λD over the nanoelectrodes removing some electrode rows or columns from
the simulated system. Electrolyte: NaCl 300mM. Removing the adjacent working
electrodes (e(0,±1)) current flux lines originating from e(0,0) can spread out and result
in increased capacitance; removing the adjacent counter electrodes (e(±1,0)), instead,
the path for the current flux lines is longer and the capacitance is decreased (see the
sketches of Fig. 4.26).





























rows with CL: 1 - no bead
rows with CL: 1 - conductive bead
rows with CL: 7 - no bead



























Figure 5.28: Ceff spectra for conductive particles (rp=1 ➭m) in NaCl 300 mM,
located at dz=1 nm ≥ λD. An array of 7 × 7 electrodes is considered. A dielectric
Stern compact layer (CL) is included either on all electrodes, or on only the electrodes
of the active row. The low-frequency capacitance limit is smaller in the first case
because of the CL capacitance of the (7−1)×7 CEs which adds in series to the current
lines originating from the WEs. Furthermore, when present, this series capacitance
hides the second dip/plateau. Thus, considering the frequency range between the
low-frequency and the high-frequency limit capacitance values, either one or two
intermediate dips and plateaus appear, depending on the electrode configuration.
the properties of the Stern (compact) layers are included (e.g. changing the permit-
tivity of the outermost CL from 7 to 21, or even outright removing the CL), then
the second intermediate plateau reappears. These analyses prove that possible dif-
ferences in the properties of the electrodes (as would be the case, for instance, in the
presence of undesired disturbing analytes, or when using spatially-dishomogeneous
functionalization layers) can result in the formation of more than just one interme-
diate plateau. This is consistent with the fact that, considering different current flux
lines, if different values of series capacitance are included on these current paths,
the time-constants (and hence the poles for the capacitance spectra) of the paths
are shifted in different ways according to the corresponding path resistance values.
In fact, simulations of a simple cylindrical simulation domain with a single WE and
a single CE (as in Fig. 3.1) including a conductive particle between the electrodes
always yield a single intermediate dip and plateau (not shown). Assuming that all
the CEs are identical, and since it is reasonable to assume that the electrolyte prop-
erties above the WEs are (at least slightly) different compared to those above the
CEs, a typical configuration of capacitance spectra for the nanoelectrode platform
in the presence of conductive particles is expected to yield 3 capacitance drops, with
2 intermediate capacitance plateaus between the low-frequency and high-frequency
limit of the response.
Until now, results have been discussed for dz > λD. It is interesting to note
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Figure 5.29: Ceff spectra (normalized by the maximum value, to facilitate a direct
comparison between the curves) of a rp=1 ➭m bead in NaCl 300 mM at dz=1 nm
≥ λD. Array: 5 × 5 electrodes. Different values of the Stern compact layer (CL)
permittivity are used for the outermost rows (either εr,Stern=7, or εr,Stern=21, or no
CL at all). Including the CL on the central row of working electrodes and on the
first neighbor rows (green curve), two intermediate plateaus are visible. By including
the CL also on the outer rows, with progressively lower permittivity and hence lower
and more relevant series capacitance (green to red, and red to blue curves), the CL
gets more invasive and hides the second plateau.
that if the particle comes closer to the electrode while still not interfering with its
EDL, then the first drop and the value of fzh become larger (see Fig. 5.30), likely
because of the smaller electrolyte resistance in series with the EDL capacitance. If
dz increases, the resistance in series with the EDL capacitance increases as well, and
therefore the capacitance curve detaches from the low-frequency limit capacitance
value at a smaller frequency, eventually intercepting the capacitance curve in the
absence of particle (black line) at a higher fzh. As the particle and WE EDLs
start to interact the low frequency limit of the capacitance curve is affected. Then,
for metallic particles fzh decreases and furthermore, an additional sign change of
∆Ceff appears at a low frequency (fzl). This is because the potential of the metallic
particle couples tightly to the electrode and the particle behaves as a protrusion of
the electrode (compare Fig. 5.25e to Fig. 5.25d). The effective area of the electrode
and consequently its capacitance increase at low frequency above the value without
particle.
Fig. 5.31 illustrates how fzh changes with the distance between the electrode and
the analyte and the appearance of fzl. Note that fzl may fall outside the measurable
range or be hidden by numerical noise in simulations as well as experiments. The
curves are consistent with Fig. 5.31. Fig. 5.32 shows the simulated spectra of a
rp=2.5 ➭m conductive particle, centered on electrode e(0,0), as detected at different
electrodes on the same row. Consistently with Fig. 5.31, we see that fzh decreases
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for increasing column number that, for a spherical particle, entails a larger distance
between the detection electrode and the particle, and consequently a larger resistance
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Figure 5.30: Ceff spectra of a rp=2.5 ➭m bead at different vertical displacements
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Figure 5.31: Frequency of zero response as a function of the particle vertical
displacement (dz) and electrolyte salt concentration. The two distinct frequencies of
zero response tend to diverge from each other as dz increases.
As further analyses, we inspected the intensity of the current at each counter-
electrode of the array. At low frequency, the current is essentially the same on all
these electrodes, no matter the distance between them and the active one(s). This is
consistent with the fact that at low frequency essentially all the voltage drop occurs








































Figure 5.32: Simulated ∆Ceff spectra as seen from different electrodes of the
active row (rp=2.5 ➭m).
in the WE’s EDL, therefore the current spreads uniformly on all electrodes. At high
frequency (e.g., 50 MHz), the presence of the bead near the electrodes heavily affects
the potential profile, and the current mostly flows from the active electrode(s) to
the nearest counter electrodes.
Finally, Fig. 5.33 compares simulations of dielectric and conductive particles
taken at different electrodes along the active row for a few frequency values. As
expected, dielectric beads always yield a negative ∆Ceff and the peak response is
centered, for each frequency, on the electrode which is nearest to the bead itself. The
conductive beads instead exhibit electrodes e(0,±i) that can yield a larger response
than the electrode nearest to the particle (e(0,0)). This behavior is a consequence of
the shift of the ∆Ceff spectrum and of the corresponding fzh at different particle–
electrode distance values, as reported in Fig. 5.32 and consistently with the results
of Fig. 5.31.
These results nicely reproduce the measurements in [346], both qualitatively and
quantitatively. They prove that the predictions and the insights provided by the
PB-PNP modeling framework are accurate and effective in explaining experimental
evidences.
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Figure 5.33: Simulated ∆Ceff for a dielectric (left) or a conductive (right) parti-
cle, as detected at the electrodes of the active row, e(0,∗). Particle dimension: rp=2.5
➭m. Electrolyte: NaCl 100 mM. ∆Ceff is always positive for the dielectric particle:
consistently with Fig. 5.17, the amplitude of ∆Ceff gets larger with increasing fre-
quency until about 10 MHz, and then gets smaller, for all electrodes. Differently, for
conductive particles a ∆Ceff sign change appears, and it occurs at a larger frequency
for electrode e(0,0) than for electrodes e(0,±1) due to the smaller electrode-particle dis-
tance, consistently with the fzh in Fig. 5.31.
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5.3 Nanoparticles
As shown in Sect. 5.2, the high-frequency impedance response of nanocapacitors
is largest to objects located in the region of greatest electric field strength [211],
namely, the hemispherical volume located directly above the electrode. To exploit
this capability, detection experiments using nanometer-scale spherical particles have
been performed by the University of Twente [190, 346]. In this case the analyte is
much smaller than the pitch of the array, and a response to a nanoparticle is only
expected at a single electrode, even at high frequencies. Immobilization of the
analyte to the surface of the array is absolutely necessary since the diffusion time
of a nanoparticle past the electrode is much shorter than the inverse of the image
capture rate of 4.5 frames/second. Bovine serum albumin (BSA, [319]) has been
employed to immobilize polystyrene nanoparticles on the array.
Fig. 5.34 (a) shows an AFM image of a 40 nm diameter particle overlapping
a nanoelectrode. The corresponding capacitance signal for the same electrode is
shown in Fig. 5.34 (b), exhibiting a single step with a capacitance change <5 aF
upon binding. The cyan curve is obtained applying the filtering method defined
in [347] to the capacitance waveform. The time trace in Fig. 5.34 also shows the
noise level of a single electrode: about 0.5 – 1 aF (1 standard deviation).
Figure 5.34: (a) Tapping-mode AFM amplitude image of a nanocapacitor (yel-
low) with a single dielectric 40 nm diameter particle attached (blue). The particle
diameter appears larger due to tip convolution. (b) Capacitive response of the same
electrode exhibiting a single step attributed to binding of the nanoparticle. The mea-
surement frequency is 50 MHz. Measurements performed by University of Twente.
Published in [190].
Triggered by these detection capabilities, we investigated more in detail the re-
sponse of the platform to nanoparticles, with the goal to identify the detectability
conditions and possibly the limit of detection of the system. In the following, in
order to mimic the experimental conditions, a BSA layer is added on top of the na-
noelectrodes. BSA is a serum albumin protein commonly used in lab experiments.
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Fig. 5.35 shows a plot of its complex permittivity εBSA = ε
′ − jε′′ as a function of
the hydration state. A model of the BSA permittivity is given in [319]. It was here
adapted to simulate the BSA layer in ENBIOS. A water content between 20% and
40% yields a non-negligible contribution of the imaginary part of the permittivity.
Fig. 5.36 shows ∆Ceff,BSA = Ceff,w/ BSA − Ceff,w/o BSA as a function of the water
content, for different values of the BSA layer thickness (hBSA), at 50 MHz in NaCl
150 mM electrolyte (here we use rel=90 nm). As expected, introducing a low per-
mittivity material induces a negative capacitance variation (more negative for lower
permittivity and larger volumes, i.e. for lower water content and higher thickness).
The results reported hereafter are obtained considering a layer with hBSA= 3 nm
and 24% water content. The thickness is consistent with expectations based on the
deposition rate and AFM scans. The water content was adjusted to better match
experiments and is credible.




























Figure 5.35: Real (ε′) and imaginary (ε′′) part of the complex permittivity of BSA
(εBSA = ε
′ − jε′′) as a function of the water content.
Firstly, the response of a nanoelectrode to neutral polystyrene nanoparticles of
different radii (rp = [14, 20, 30, 50] nm) at 50 MHz is considered. The electrolyte
is NaCl 150 mM. The permittivity of polystyrene particles is set to εp = 2.6ε0.
Fig. 5.37 shows the decay profiles of the ∆Ceff response along the vertical and
lateral direction.
Nanoparticles located in close proximity to the nanoelectrodes (dx = dy = 0
and dz = 0, i.e. a nanoparticle in contact with the BSA layer added on top of
the nanoelectrodes) yield capacitance variations in the range 0.5–10 aF. The signal
of the smallest particles is comparable to the noise floor shown in Fig. 5.34, thus
identifying rp = 14 nm particles as the smallest sized particles the biosensor platform
can detect. The response decays by one order of magnitude if the particles are
vertically displaced by dz=50 nm. Similarly, also the decay along the y-direction
is fast. As long as the particles are located on top of the nanoelectrode (i.e. with
lateral displacements dy smaller than the nanoelectrode radius), the response is
essentially constant. As soon as the particle moves over the edge of the electrode, a
rapid drop of the response is observed: a particle located with a lateral displacement
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Figure 5.36: ∆Ceff,BSA = Ceff,w/ BSA −Ceff,w/o BSA profiles at 50 MHz in NaCl
150 mM, as a function of the hydration state of BSA, for different BSA layer thick-
ness values (hBSA).
































































Figure 5.37: ∆Ceff decay profiles for 14, 20, 30, and 50 nm radius polystyrene
nanoparticles in 137 mM PBS solution as a function of their vertical elevation (dz)
or lateral displacement (dy). A 3 nm BSA layer is added on top of the nanoelectrodes.
The switching frequency is 50 MHz. Nanoparticles laterally-displaced over the edge
of the nanoelectrode (indicated with dotted lines) present a significant drop of the
response.
of dy= 200 nm from the center of the nanoelectrode yields a capacitance variation
of roughly 2-orders of magnitude smaller than the response of the same particle
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perfectly centered (dy=0).
Nanoparticles immersed in electrolyte may however have a surface charge, usually
dependent on the electrolyte salt concentration.5. It would thus be of interest to
inspect how surface charges affect the response of the system to nanoparticles. To
this end, Fig. 5.38-5.39 show ∆Ceff capacitance spectra of the rp=14 nm and rp=
50 nm particles, neutral and charged.
From these plots an understanding of how different properties of the analyte
affect the response can be derived.
In the high frequency limit, the response to neutral and charged particles is es-
sentially the same. Here the system response is determined solely by the volume
and permittivity of the analyte, and by the strength of the electric field in its lo-
cation [211]. Due to the EDL screening, the low frequency part of the spectra is
determined by the properties of the system within a Debye length from the sensor.
Consequently, particles located far from the electrode (beyond the EDL) present ca-
pacitance spectra which are essentially unaffected by the presence of surface charges
(red and orange curves), whereas for particles within the EDL (green and blue/cyan
curves) the impact of surface charge is important, since it alters the ion distributions
of the EDL. Clearly, the higher the surface charge is, the larger impact it has on the
response (see the top plots to the bottom plots).
It can be shown by perturbation theory applied to the PB-PNP model that
the capacitance spectra of charged particles are determined by two contributions:
one proportional to the particle volume and one proportional to the charge [348].
For a fixed value of surface charge (e.g. -15 mC/m2, top plots) and in the same
experimental conditions (same dz), the impact surface charge has on the capacitance
spectra (w.r.t. the neutral particle case) is progressively smaller for bigger particles
(since the charge-related term of ∆Ceff contribution remains constant whereas the
volume related term increases).
The presence of a surface charge induces an accumulation of counter–ions at
the nanoparticle–electrolyte interface, thus creating an EDL. While the physical
origin of this EDL is different from the case of conductive particles, we know from
Sect. 5.2.2 that the presence of an EDL on the particle can generate zeros in the
∆Ceff spectra. A zero is indeed visible on the low frequency side of the spectra, in
particular for the configurations where the impact of surface charge is greater (i.e.
for the smallest particles).
Fig. 5.40 shows again capacitance spectra due to a 14 nm charged particle, in
double-log scale, to highlight the existence of the zeros in the ∆Ceff spectra. These
zeros are induced by the interaction of the EDL on the charged particle with the
EDL on the nanoelectrode. Their frequency fzl is lower for higher values of dz
(consistently with the discussion for the conductive particles in Sect. 5.2.2).
5If knowledge of the surface–potential is available, the surface charge (σ) can be calculated
by means of Gouy–Chapman theory as σ =
√
8kBTεeln0 sinh (qφ/2kBT ), where φ is the surface
potential and the other parameters have the usual meaning











































































Figure 5.38: ∆Ceff spectra profiles for rp=14 nm polystyrene particles in 137
mM PBS solution at different values of vertical elevation (dz) and charge state.
Top: comparison between neutral and charged particles, with surface charge of -15
mC/m2. Bottom: comparison between neutral and charged particles, with surface
charge of -57 mC/m2. Particles located beyond the EDL are essentially not visible
at low frequency (dz=10 nm), and hence their charge state cannot be discriminated.
The charge plays a significant role at low frequency, due to the interaction of the































































































































Figure 5.40: Same as Fig. 5.38 for rp=14 nm charged particles in double-log scale.
Glitches represent sign-changes. LoD ≈ 1 aF.
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Finally, as regards the dependency of the response on the permittivity of the
particle, Fig. 5.41 (left) shows ∆Ceff spectra of a 50 nm particle located at dz=10
nm in NaCl 150 mM electrolyte (i.e., beyond the EDL) for varying particle permit-
tivity εp. We observe that all curves lie on top of each other, except at frequency
beyond the dielectric relaxation cutoff frequency; therefore, different permittivity
values can be discriminated only when operating above this frequency. This result
is consistent with the analytical model of particle response reported in [211], where
the admittance variation due to the insertion of a dielectric particle can be expressed
as:





where σel and εel are the conductivity and permittivity of the electrolyte, Ωp is the
volume of the analyte, Ṽ0 is the applied small-signal voltage, Ẽ0 is the value of the
unperturbed electric field in the location of the particle, and f (ω, εp,Ωp, σel, εel),
the only term where the particle permittivity appears, is a complex function of the
angular frequency ω, electrolyte conductivity and permittivity, particle size, and
particle permittivity εp. This is well illustrated in Fig. 5.41 (right), where the real
and imaginary part of the complex function f are shown versus the angular frequency
and for different values of the particle permittivity, proving that a discrimination is
possible especially at high frequencies.
Consistently with the analysis of Sect. 3.5 (about the influence of the charge
on the nanoelectrode response to viruses), these analyses further demonstrate that
different portions of the capacitance spectra are sensitive to different analyte param-
eters (the charge at low frequency, the volume at high frequency), and being able to
expand the covered spectrum both at high frequency and low frequency would thus


















































































































Figure 5.41: Left: ∆Ceff spectra for rp=50 nm dielectric particles at dz=10
nm (above a 3 nm BSA layer), for different values of particle permittivity εp. The
electrolyte is NaCl 150 mM. Right: real and imaginary part of the complex function
f of the analytical model of [211], as a function of the frequency, for rp=50 nm
particles with different values of permittivity. The electrolyte is NaCl 150 mM.
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5.4 Summary
This chapter presented HFIS/imaging experiments and simulations of analytes in
electrolyte, aimed at characterizing their properties, providing methodologies to sup-
port the design of successful experiments, aiding the interpretation of experimental
results.
We started by considering the example of oil emulsions in milliQ water (i.e. in
the absence of ions and EDL), serving as a meaningful test–case to discuss the prob-
lem of determining the size of analytes. Two approaches to map an “apparent size”,
calculated according to specific models, to the geometrical size of the analyte were
compared by means of ENBIOS simulations. The first approach consists in comput-
ing a weighted average of the response at different electrodes, where the weights at
each electrode are chosen as the squared distance between the center of mass of the
particle and the electrode itself. We showed this estimation method does not reflect
so well the Physics. Furthermore, noise analyses revealed significant drawbacks in
the presence of physically-random noise. As an alternative, digitalization of capaci-
tance maps was considered. 2D maps of ∆Ceff were digitalized by selecting a proper
threshold, and the size of the droplets was estimated from its in–plane projection
as a weighted sum of the areas of the ON-pixels. The impact of noise was also
investigated, proving the robustness of this alternative approach. This approach is
simple enough to be embedded in the biosensor platform software, possibly enabling
real-time size estimation.
Secondly, we considered dielectric and conductive microparticles in salty elec-
trolytes. On one hand, we showed with silicon dioxide particles the sedimentation
process, the formation of particle aggregates, and the possible unbinding of particles
from the array surface. Parameters estimation based on the MCMC led to estimate
the size and position of the particles and of multi-particle agglomerates. Capaci-
tance spectra computed using the extracted parameter values yield an unprecedented
agreement with measured HFIS spectra.
On the other hand, distinct signatures of the nanoelectrode response to conduc-
tive particles were examined and explained. While dielectric particles yield negative
∆Ceff over the whole spectrum (due to the replacement of part of the electrolyte vol-
ume with a lower permittivity material), conductive particles exhibit sign changes in
the ∆Ceff spectra. They behave as dielectric particles at low frequencies, but cause
an increase of capacitance (∆Ceff > 0) at high frequency. The physical mechanism
at the basis of this phenomenon was unambiguously identified in the formation of
an EDL on the particle, and the dependencies on a number of relevant parameters
were studied.
Finally, stimulated by the outstanding detection capabilities of the nanoelectrode
array platform, analyses of the functional dependencies of the response to small
nanoparticles were reported. ∆Ceff spectra of dielectric and charged particles were
shown, discussing the spatial decay profiles and the appearance of frequencies of
“zero” response for charged particles, due to the interaction of the EDL of the
particles with the EDL of the electrodes. The experimental noise of the platform
and the simulations suggest that particles as small as rp= 14 nm might be detected;
this defines the size limit of detection. Detection of such a small capacitance with
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as good a time-resolution (Fig. 5.34) would be essentially impossible with a macro-
or microelectrode.
The author’s contributions to this chapter include the numerical simulations of
oil droplets and the development of calibration curves for estimating their size, the
experiments with SiO2 microparticles and the corresponding ENBIOS simulations,
the numerical simulations and analyses of dielectric and conductive particles, and
the simulations of nanoparticles (experiments of the University of Twente).
Conclusions and Outlook
This thesis investigated new methods, models, characterizations and analyses tech-
niques to expand the opportunities of electronic nanobiosensing offered by innovative
high-frequency impedance spectroscopy CMOS platforms. A number of aspects have
been addressed with the goal of improving the stability, reproducibility and accu-
racy of experimental conditions, highlighting new physical effects, understanding the
quantitative details of measurements, predicting the system response to variety of
analytes, and confirming predictions with experiments, all based on a 90 nm CMOS
chip developed by NXP Semiconductors. Among these system developments: mod-
eling, simulations, characterization, calibrations, experiments, statistical analyses.
In summary, the main goal of this work has been to improve the measurement sys-
tem and demonstrate its capabilities from the quantitative point of view (with the
aid of analytical, numerical and statistical models), helping the understanding and
characterization of the features that influence the outcome of experiments.
The main achievements reported in this thesis can be summarized as follows:
❼ Development and implementation of a temperature-controlled general-purpose
test setup and of calibration and compensation procedures that enabled un-
precedented quantitative agreement between HFIS experiments at nanoscale
electrodes and simulations over a range of frequencies (1–70 MHz) extending
well above those typical for EIS measurements (< 1 MHz) and a range of
electrolyte salt concentrations up to physiological conditions. These include
methodologies to account for non-idealities of the readout circuitry, such as the
presence of leakage currents and the non-idealities of the voltage waveforms.
❼ Detailed modeling and simulation of the nanoelectrode experimental response
to a variety of microscale analytes, including dielectric and conductive parti-
cles, which highlighted a new previously overlooked phenomenon of sign change
in the frequency spectrum of ∆C. This includes quantitative understanding of
all features of the measured spectra and the development of correction curves
for a fast estimation of the size of nearly spherical analytes of known electrical
properties, and identification of complex analyte behaviors such as motility,
aggregation, disaggregation.
❼ Identification of the features of the nanoelectrode response to nanoscale ana-
lytes and understanding of the influence of the analyte charge; this includes the
development of compact FEM models of the nanoelectrode response to com-
plex virus biomolecules starting from atomistic descriptions and application
to the identification of single virus detectability limits.
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❼ Application of advanced Bayesian statistics to the estimation and uncertainty
quantification for the parameters of the biosensor system and of the analytes.
All these achievements enable quantitative high-frequency impedance spectroscopy
analyses with nanoelectrode biosensors. Furthermore, the experience gained in the
use of existing FEM simulators contributed to the realization of two tools (pow-
ered by the in-house developed ENBIOS code) that have been made available to the
scientific community for research and teaching purposes via the nanoHUB.org portal.
The CMOS pixelated nanocapacitor biosensor platform investigated in this thesis
proved to be a unique system in the nanobiosensors scenario, thanks to the unprece-
dented high-frequency of operation with nanoscale electrodes, the real-time imaging
capabilities, the massively parallel implementation, and the low power consump-
tion. The extensive quantitative analyses, together with the corresponding lessons
learned during the development, appear as fundamental ingredients to enable fur-
ther progress of this nanobiosensing approach, possibly based on improved versions
of the platform or new implementations optimized for specific applications. Our
vision regarding possible future development includes:
❼ Scaling of the design, following Moore’s law, while improving the noise floor.
Smaller nanoelectrodes would enable the detection of even smaller analytes
(see Fig. 1.9) [209], and smaller intra-electrodes pitch would result in improved
imaging resolutions. For example, an implementation with the 40 nm node
would yield a 3× shrink of the cell’s area, enabling resolution comparable
to those of optical microscopes in the visible range [210]. The latest CMOS
technology nodes would go even further in this direction.
❼ Extension of the nanoelectrode addressing/readout approach (currently based
on a row-wise nanoelectrode excitation pattern), to enable the readout and
excitation of individual distinct nanoelectrodes. This requires an important
re-design of the chip, but would enable interesting and different applications
such as impedance tomography.
❼ Integration of the chip within stand-alone low-power IoT modules, enabling
pervasive sensing also of non-bio analytes (e.g. gas/airborne particles detec-
tion), or integration of multiple (tens, hundreds, ...) chips running in parallel
to support high-throughput applications at low cost and using small sample
volumes (e.g. drug discovery, DNA sequencing, ...).
Finally, we propose a few more detailed key points of development we believe
would be highly desirable, both from the hardware/experimental and from the mod-
eling/simulations/signal processing point of view:
❼ Hardware/Experimental : extension of the maximum measurement frequency
of the platform above the electrolyte dielectric relaxation frequency at physi-
ological salt concentrations (this is possible with the existing chip, which can
operate up to 320 MHz, but requires a redesign of the board and the connec-
tions); miniaturization and automatization of the microfluidic setup, together
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with an accurate temperature control of the incoming liquids (independent
from the controller that regulates the operating temperature of the chip); de-
velopment of nanoelectrode surface modification techniques to combine the
high sensitivity with selectivity features.
❼ Numerics : development of large-signal non-linear simulation tools of the sen-
sor array and electrolyte environment (e.g., by means of harmonic-balance
techniques, to overcome the limitations induced by the small-signal hypoth-
esis); development of automated procedures to assign charges and material
properties to individual tetrahedrons of the mesh (e.g. starting from atomistic
descriptions, in order to overcome the averaging procedures and enable more
accurate molecule descriptions at reduced computational cost); investigation
of more case studies for analytes (such as bacteria and cells) to build a library
of the qualitative and quantitative features of the nanoelectrode response to
different analytes suited to steer experiments in application areas of high im-
pact.
We hope that the latest advancements and the quantitative developments re-
ported in this thesis will attract the interest of researchers towards this platform or
similar implementations, which demonstrated numerous benefits for large-scale and
low-cost biosensing at the nanoscale in the context of Global Health and Internet-
of-Things.

A Switching Capacitance: deriva-
tion
Here we derive analytical expressions of the switching capacitance for different circuit
configurations under the following sequence of bias conditions:
❼ Phase I: charging (0 < t < t1)
❼ Phase II: floating (t1 < t < t2)
❼ Phase III: discharging (t2 < t < t3)
❼ Phase IV: floating (t3 < t < t4)
repeating indefinitely over time ( =⇒ imposing t4 = 0 and starting all over again).
The methodology of analysis is well known in the study of charge-pump circuits
and will be first applied on a simple C-RC circuit, then on more elaborated R-C
configurations.
A.1 C-RC circuit
We start the analysis with the C-RC circuit in Fig. A.1.










Figure A.1: Equivalent circuit for the calculation of the switching capacitance
according to the C-RC circuit during the charging phase.
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We consider at first the closing of switch ST occurring at t = 0
+, and remaining














Laplace Transform (LT) is applied. Closing the switch ST results in a Heaviside
step input (VT − vN(0−))1(0) (where 1(t) is the Heaviside step function), whose LT

































where we defined the transfer functions of phase I:
H I(VS ,vN ) =
pa
s+ 1/τa




where τa = RE (CS + CE) is the time constant of the charging process, and
pa = CS/ (CS + CE) is the capacitance-divider factor.
Inverse Laplace Transform (ILT) allows to express the voltage vS at the end of
the charging phase (t = t1) as a function of the voltage values at the beginning of
the charging phase. The voltage at the end of the charging phase thus becomes:





















A.1.2 Phase II: charge redistribution




















Isolating the dvN/dt term in the first equation of (A.6) and substituting it in the




= −CS + CP
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Figure A.2: Equivalent circuit for the calculation of the switching capacitance
according to the C-RC circuit during the charge redistribution phase.









where the transfer function of VS of phase II is:




with τb = RE (CSCP/ (CS + CP ) + CE) being the time constant of the charge
repartition.
As regards the voltage at the switching node, LT on the second equation of (A.6)













where the transfer functions of VN of phase II are:
H II(VN ,vN ) =
1
s









Finally, ILT allows us to express the voltage at the end of the charge-redistribution
phase (t = t2) as:



















A.1.3 Phase III: discharging
Now we consider the discharging phase (t2 < t < t3). Due to the symmetry of
the configuration, the final result can be easily adapted from the discussion of Sect.
A.1.1. Eq. (A.5) for this case becomes:










Figure A.3: Equivalent circuit for the calculation of the switching capacitance
according to the C-RC circuit during the discharging phase.































Figure A.4: Equivalent circuit for the calculation of the switching capacitance
according to the C-RC circuit during the charge redistribution phase.
Finally, we consider the second charge-redistribution phase (t3 < t < t4). Again,
the final configuration is easily obtained adapting Eq. (A.12):



















A.1.5 Calculation of the switching capacitance
The switching node (which is connected to capacitors CS and CP ) is alternatively





Qcharge (CS + CP )
(CS + CP ) (VT − VD)
= γ (CS + CP ) (A.15)
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where we considered the charge pumped onto the switching node during each
cycle (Qcharge) and we defined the charge pump efficiency factor
γ =
Qcharge
(CS + CP ) (VT − VD)
(A.16)
The charge transferred from the charging to the discharging node can be easily
calculated as:
Qcharge = CP [VT − vN (t4)] + CS [(VT − vS (t1))− (vN (t4)− vS (t4))] (A.17)
Because of the stationary repetitive cycling of the charging/discharging oper-
ations, the initial state of phase I is equal to the final state of phase IV. Then,
setting t4 = 0 and combining Equations (A.5)-(A.12)-(A.13)-(A.14) allows to obtain
a closed-form expression of the voltage at the end of each individual phase.
Straightforward calculations lead to this final expression for the efficiency factor:
γ = 1− papb
e1 (1− e3 (e4 + (1− e4) pbpa)) + e3 (1− e1 (e2 + (1− e2) pbpa))
1− e1 (e2 + (1− e2) pbpa) e3 (e4 + (1− e4) pbpa)
(A.18)
where we defined e1 = exp (−t1/τa), e2 = exp (− (t2 − t1) /τb), e3 = exp (− (t3 − t2) /τa),
e4 = exp (− (t4 − t3) /τb).
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A.2 C-RC-RC circuit
We now consider a C-RC-RC topology.












Figure A.5: Equivalent circuit for the calculation of the switching capacitance
according to the C-RC-RC circuit during the charging phase.
We consider at first the closing of switch ST (occurring at t = 0
−, and remaining





























LT: determination of the transfer functions
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where the transfer functions at phase I (we indicate as H i(VX ,vY ) the transfer function
in phase i going from vY to VX) are:
H I(VS ,vN ) =
nI,0(S,N) + s · n
I,1
(S,N)
1 + s · dI,1S + s2 · dI,2S
H I(VS ,vS) =
nI,0(S,S) + s · n
I,1
(S,S)
1 + s · dI,1S + s2 · dI,2S
H I(VS ,vE) =
nI,0(S,E)
1 + s · dI,1S + s2 · dI,2S
H I(VE ,vN ) =
nI,0(E,N) + s · n
I,1
(E,N)
1 + s · dI,1E + s2 · dI,2E
H I(VE ,vS) =
nI,0(E,S)
1 + s · dI,1E + s2 · dI,2E
H I(VE ,vE) =
nI,0(E,E) + s · n
I,1
(E,E)
1 + s · dI,1E + s2 · dI,2E
(A.22)
Here we used a compact notation expressing with ni,j(X,Y ) the j-th order polyno-
mial coefficient of the complex variable s at the numerator of the transfer function
H i(VX ,vY ), and with d
i,j
X the j-th order polynomial coefficient of the complex variable
s at the denominator of the transfer function H i(VX ,v) (where there is no need to
specify the source term v because in this case the denominator is the same for all
the transfer functions going to VX).
The values of the denominator coefficients for phase I are the following:
dI,1S = d
I,1
E = RD (CS + CD) +RE (CS + CE)
dI,2S = d
I,2
E = RDRE (CSCD + CSCE + CDCE)
The values of the numerator coefficients for phase I are the following:
nI,0(S,N) = CS (RD +RE)
nI,1(S,N) = RDRECS (CD + CE)
nI,0(S,S) = RDCD + CS (RD +RE)
nI,1(S,S) = RDRE (CSCD + CSCE + CDCE)





nI,1(E,E) = RDRE (CSCD + CSCE + CDCE)
ILT: determination of the waveforms
ILT applied to Equations (A.21) allows to express the node-voltages at t = t1 as:



































where we introduced the symbols E i(vX ,vY ) representing exponential functions during
phase i expressing the dependency of vX from vY .








































































































































































































































































































































































































































































































































































































































218 Switching Capacitance: derivation












Figure A.6: Equivalent circuit for the calculation of the switching capacitance
according to the C-RC-RC circuit during the charge redistribution phase.






























































































































where the transfer functions at phase II are:
A.2 C-RC-RC circuit 219
H II(VN ,vN ) =
1
s
H II(VN ,vS) =





dII,0N + s · dII,1N + s2 · dII,2N
)
H II(VN ,vE) =
nII,0(N,E)
dII,0N + s · dII,1N + s2 · dII,2N
H II(VS ,vN ) = 0
H II(VS ,vS) =
nII,0(S,S) + s · n
II,1
(S,S)
dII,0S + s · dII,1S + s2 · dII,2S
H II(VS ,vE) =
nII,0(S,E)
dII,0S + s · dII,1S + s2 · dII,2S
H II(VE ,vN ) = 0
H II(VE ,vS) =
nII,0(E,S)
dII,0E + s · dII,1E + s2 · dII,2E
H II(VE ,vE) =
nII,0(E,E) + s · n
II,1
(E,E)
dII,0E + s · dII,1E + s2 · dII,2E
(A.27)















E = RDRE (CSCPCD + CSCPCE + CSCDCE + CPCDCE)
The values of the numerator coefficients for phase II are the following:
nII,0(N,S) = −CS
nII,1(N,S) = −CSRECE
nII,0(N,E) = CS (−CDRD + CERE)
nII,0(S,S) = CSCP (RD +RE) + CSCDRD + CPCDRD
nII,1(S,S) = RDRE (CSCPCD + CSCPCE + CSCDCE + CPCDCE)
nII,0(S,E) = (CS + CP ) (−CDRD + CERE)
nII,0(E,S) = CSCPRE
nII,0(E,E) = (CS + CP )CERE
nII,1(E,E) = RDRE (CSCPCD + CSCPCE + CSCDCE + CPCDCE)
ILT: determination of the waveforms
ILT applied to Equations (A.26) allows to express the node-voltages at t = t2 as:
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Figure A.7: Equivalent circuit for the calculation of the switching capacitance
according to the C-RC-RC circuit during the discharging phase.
Now we consider the discharging phase (t2 < t < t3). Due to the symmetry of
the configuration, the final result can be easily adapted from the discussion of Sect.
A.2.1, with vN (t3) = VD and easily adapting Equations (A.23).
A.2.4 Phase IV: charge redistribution
Finally, we consider the second charge-redistribution phase (t3 < t < t4). Again,
the final configuration is easily obtained adapting Eq. (A.28).












Figure A.8: Equivalent circuit for the calculation of the switching capacitance
according to the C-RC-RC circuit during the charge redistribution phase.
A.2.5 Calculation of the switching capacitance
The switching node (which is connected to capacitors CS and CP ) is alternatively
biased at VT and VD. We can compute the switching capacitance (CSW ) as we did
for the simpler C-RC case in Eq. (A.15).
Again, setting t4 = 0 and combining the time-form equations allows to obtain a
closed form of the voltage at each individual phase, and hence of the charge efficiency
factor and the switching capacitance. The final result can be easily obtained with
lengthy calculations, or with the aid of Mathematica [349].
B Fourier Analysis of Voltage Wave-
form
B.1 Fourier expansion of relevant waveforms
B.1.1 Trapezoidal waveform
Considering a trapezoidal waveform, with rise/fall times tr and tf , voltage level
during the high phase VH with duration TH , and voltage level during the low phase
VL with duration TL (the resulting total period is T = TH + TL + tr + tf ), it can be












































































































This is the limit case of the trapezoidal waveform for tr, tf → 0. Practically speak-
ing, it corresponds to the limit case for a very-low frequency trapezoidal waveform
(in which the high/low times scale with frequency and the rise/fall times remain
constant).
Considering a square waveform, with voltage level during the high phase VH of
duration TH , and voltage level during the low phase VL of duration TL (the resulting
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224 Fourier Analysis of Voltage Waveform
total period is T = TH + TL), it can be demonstrated that the Fourier coefficients












































This is the limit case of the trapezoidal waveform for TH , TL → 0. Practically speak-
ing, it corresponds to the maximum-frequency of a trapezoidal waveform (in which
the high/low times scale with frequency and the rise/fall times remain constant).
Considering a triangular waveform, with rise and fall times tr and tf (the result-
ing total period is T = tr + tf ), and high/low voltage levels VH and VL, it can be
demonstrated that the Fourier coefficients take the following form:
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[89] A. Wardeh, I. P. Kay, M. Sabaté, V. Coen, A. Gijzel, J. Ligthart, A. den
Boer, P. Levendag, W. van Der Giessen, and P. Serruys, “β-particle–emitting
radioactive stent implantation: a safety and feasibility study,” Circulation,
vol. 100, no. 16, pp. 1684–1689, 1999.
[90] S. J. Dwight, B. S. Gaylord, J. W. Hong, and G. C. Bazan, “Perturbation of
fluorescence by nonspecific interactions between anionic poly (phenyleneviny-
lene) s and proteins: implications for biosensors,” Journal of the American
Chemical Society, vol. 126, no. 51, pp. 16850–16859, 2004.
234 BIBLIOGRAPHY
[91] T. Kilic, M. Soler, N. Fahimi-Kashani, H. Altug, and S. Carrara, “Mining the
potential of label-free biosensors for in vitro antipsychotic drug screening,”
Biosensors, vol. 8, no. 1, p. 6, 2018.
[92] M. L. Sin, K. E. Mach, P. K. Wong, and J. C. Liao, “Advances and challenges
in biosensor-based diagnosis of infectious diseases,” Expert review of molecular
diagnostics, vol. 14, no. 2, pp. 225–244, 2014.
[93] M. Ritzi-Lehnert, “Development of chip-compatible sample preparation for di-
agnosis of infectious diseases,” Expert review of molecular diagnostics, vol. 12,
no. 2, pp. 189–206, 2012.
[94] K. E. Sapsford, K. M. Tyner, B. J. Dair, J. R. Deschamps, and I. L. Medintz,
“Analyzing nanomaterial bioconjugates: a review of current and emerging
purification and characterization techniques,” Analytical chemistry, vol. 83,
no. 12, pp. 4453–4488, 2011.
[95] E. Fu, T. Chinowsky, K. Nelson, K. Johnston, T. Edwards, K. Helton,
M. Grow, J. W. Miller, and P. Yager, “Spr imaging-based salivary diagnostics
system for the detection of small molecule analytes,” Annals of the New York
Academy of Sciences, vol. 1098, no. 1, pp. 335–344, 2007.
[96] A. Cattamanchi, J. Davis, M. Pai, L. Huang, P. Hopewell, and K. Steingart,
“Does bleach processing increase the accuracy of sputum smear microscopy for
diagnosing pulmonary tuberculosis?,” Journal of clinical microbiology, vol. 48,
no. 7, pp. 2433–2439, 2010.
[97] G. M. Whitesides, “The origins and the future of microfluidics,” Nature,
vol. 442, no. 7101, p. 368, 2006.
[98] T. Footz, S. Wunsam, S. Kulak, H. J. Crabtree, D. M. Glerum, and C. J.
Backhouse, “Sample purification on a microfluidic device,” Electrophoresis,
vol. 22, no. 18, pp. 3868–3875, 2001.
[99] E. Reiter, J. Zentek, and E. Razzazi, “Review on sample preparation strategies
and methods used for the analysis of aflatoxins in food and feed,” Molecular
nutrition & food research, vol. 53, no. 4, pp. 508–524, 2009.
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