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For square, semipositive matrices A (Ax > 0 for some x > 0), two
(nonnegative) equilibrants e(A) and E(A) are deﬁned. Our primary
goal is to develop theory fromwhich eachmay be calculated. To this
end, the collection of semipositivematrices is partitioned into three
subclasses for each equilibrant, and a connection to those matrices
that are scalable to doubly stochastic matrices is made. In the pro-
cess a certainmatrix/vector equation that is related to scalability of
a matrix to one with line sums 1 is derived and discussed.
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1. Introduction
A realmatrixA is called semipositive (SP) if there is a positive vector x such thatAx is positive.Weuse
>, todenote entry-wise inequalities for vectors andmatrices, aswell as scalars. Semi-positivitymakes
sense for rectangular matrices, but we restrict our attention to square matrices here. The SP matrices
include essentially all classes of realmatrices that generalize scalar positivity.We are interested in two
natural notions that arewell-deﬁned for SPmatricesA ∈ Mn(R) and that, after [4],we call equilibrants:
e(A) = inf
x>0, Ax>0∏n
i=1xi=1
n∏
i=1
(Ax)i = inf
x>0, Ax>0
∏n
i=1(Ax)i∏n
i=1xi

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and
E(A) = sup
x>0, Ax>0∏n
i=1xi=1
n∏
i=1
(Ax)i = sup
x>0, Ax>0
∏n
i=1(Ax)i∏n
i=1xi
.
For completeness, if there are positive vectors x such that Ax 0 but no positive vectors x such
that Ax > 0, we deﬁne e(A) = 0. In [4], where the interest was in general Gersgorin theory, only e(A)
was deﬁned and slightly differently: Hoffman’s equilibrant was the nth root of our e(A), but there
is no real theoretical difference. Also, in [4] only entry-wise nonnegative matrices were considered.
Various natural questions about e(A)were left unanswered in [4] and, have not been addressed in the
meantime. At about the same time as [4], other authors used expressions like e(A) for independent
purposes. In [3] much analysis was given for estimating the spectral radius of a nonnegative matrix in
population models, and in [6] a basic scaling inequality was given, again for nonnegative matrices. In
the interim after [7,3] such expressions have arisen in the analysis of various scaling problems.
We became interested in E(A) because of questions about scaling M-matrices [5, pp. 112–133] to
diagonal dominance. It is known that if A is an M-matrix, then there are positive diagonal similari-
ties, D−1AD, of A that are (row) diagonally dominant, i.e. that have positive row sums, and positive
diagonal equivalences, DAE, that are row and column diagonally dominant. Of course,M-matrices are
SP. (Analogous remarks may be made about real H-matrices with positive diagonal entries [5, pp.
123–125].)
Generally, matrix calculations are more accurate in the presence of diagonal dominance (we were
interested in the LU factorization ofM-matrices), so that (approximate) optimizing of diagonal domi-
nance seems natural. One natural measure of latent diagonal dominance is the “sup” of the product of
row sums of D−1AD among positive diagonal matrices D such that D−1AD is row diagonally dominant
(has positive row sums in the case of M-matrices). A simple calculation shows that this “sup” is just
E(A), a simpler version.
Our interest here lay in considering these two equilibrants together and in developing their prop-
erties. Each has natural, but different, motivations. Our emphasis is upon how e(A) and E(A) may be
calculated. By this we mean the evaluation of e(A) and E(A) as opposed to numerical aspects of their
computation. Our experience has shown that conventional optimization schemes perform very poorly
in the calculation of equilibrants, so that matrix theoretic insights are especially valuable. For this
reason, we are interested in when the “inf” (“sup”) in the deﬁnition of e(A) (E(A)) is a “min” (“max”). It
turns out that these are related. When the “inf” is a “min” (“sup” is a “max”), we can either determine
it directly or determine it by solving a related problem in which the “inf” is a “min” (“sup” is a “max”).
When the “inf” is a “min” (“sup” is a “max”), a solution is typically interior, in which case critical points
of the objective are relevant. These critical points are solutions of an intriguingmatrix/vector equation
that we derive. We also show that this equation precisely characterizes the various forms of scaling to
a matrix with line sums one. Finally, we characterize those matrices for which E(A) = e(A).
First we mention some elementary properties of e(A) and E(A) that we use.
2. Elementry properties of the equilibrants
Here we list several properties of e(A) and E(A) that are easily proven.
It is clear from the deﬁnitions that for each SP matrix A ∈ Mn(R),
0 e(A) < ∞, (1a)
0 < E(A)∞. (1b)
Of course, the ﬁrst equality can occur only when the “inf” is not a “min” and the second only when
the “sup” is not a “max”. Also from the deﬁnition, it is clear that, whether or not the “inf” (“sup”) is
attained, we have for any SP matrix B ∈ Mn(R) and any A ∈ Mn(R), A B,
e(A) e(B), (2a)
E(A) E(B). (2b)
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Of course, B is SP and A B implies A is SP, but equality in (2a), need not imply equality between
the matrices, unless the “inf” is a “min” (“sup” is a “max”) in the deﬁnition of both e(A) and e(B) (E(A)
and E(B)).
Since positive diagonal scaling will be important (and clearly preserves SP), it should be observed
that positive diagonal scaling has a simple effect upon e(A) and E(A).
For an SP matrix A and positive diagonal matrices D and F , note that DAF remains SP, we then have
e(DAF) = (det DF)e(A), (3a)
E(DAF) = (det DF)E(A), (3b)
e(D−1AD) = e(A), (3c)
E(D−1AD) = E(A). (3d)
A nonnegativematrix A ∈ Mn with the property that all its row (column) sums are +1 is said to be a
row (column) stochasticmatrix because each row (column)may be thought of as a discrete probability
distribution on a sample space with n points. If all its row and column sums are one, it is said to be a
doubly stochastic matrix (DS-matrix) [5, p. 40]. If a nonnegative matrix can be scaled to be a (doubly)
stochastic matrix by a positive diagonal matrix, it is called “DS-scalable”.
Now, when an SP matrix A is reducible, it is straightforward to break down the calculation of e(A).
If
A =
[
A11 A12
0 A22
]
is SP, then A22 is SP; if A11 is also SP, then
e(A) = e(A11)e(A22). (4a)
Of course, if A12 = 0, A11 must be SP. If A12 = 0, then the “inf” is a “min” in the deﬁnition of e(A) if
and only if this is so for both A11 and A22;moreover, if the “inf” is a “min”, the “min” cannot be uniquely
attained. If A12 /= 0, the “inf” cannot be a “min”. If A11 is not SP (but A is), we shall see that e(A) = 0.
The issue of E(A) is more subtle, unless A12 = 0. In that event, we have
E(A) = E(A11)E(A22). (4b)
If A12 /= 0, the above equality need not hold. An inequality may occur in either direction.
Permutation equivalence changes neither semipositivity, nor the value of e(A) or E(A). This is
obvious for left permutation; on the right, the same feasible vectors are input to Ax, just in a different
order. If A ∈ Mn(R) is semipositive and P and Q are permutation matrices, then PAQ is SP and
e(PAQ) = e(A), (5a)
E(PAQ) = E(A). (5b)
Finally, note that if A is invertible
A is SP if and only if A−1 is SP. (6)
3. Calculating e(A)
Now, we consider e(A); it is useful to break down the possible SP argument A into:
(1) nonnegative matrices and
(2) those that have some negative entries.
We break the nonnegative matrices down further into
(1i) those that are positive diagonally equivalent to DS-matrices and
(1ii) those that are not.
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Recall that any nonnegative matrix A is permutation equivalent to one of the form⎡
⎢⎢⎢⎣
A11 A12 . . . A1k
0 · . . . . . .
... · . . .
0 . . . 0 Akk
⎤
⎥⎥⎥⎦ (7)
in which each Aii is either irreducible via permutation equivalence or a one-by-one 0 matrix. If no
diagonal block in the form (7) is 0, we call A nondegenerate; otherwise it is degenerate. Also, it is well
known [1] and easy to see that A is DS-scalable if and only if Aij = 0 for i < j and A is nondegenerate.
We ﬁrst consider those nonnegative matrices that are DS-scalable.
Theorem 1. Let A ∈ Mn(R) satisfy A 0 and A = DBE, with B doubly stochastic andD, E positive diagonal
matrices. Then e(A) = det DE, and the “inf” in the deﬁnition of e(A) is attained, i.e. is a “min”. Moreover,
the vector that attains e(A) is unique up to positive scalar multiples if and only if A is irreducible under
permutation equivalence.
Proof. By (3a), e(DBE) = (det DE)e(B). Thus, it sufﬁces to assume that A is DS and D = E = I. For the
ﬁrst claim, we show that (a) e(A) 1 and (b) that 1 is attained. For (a), it was shown in [6, Theorem 1]
that for A DS and x > 0,
∏n
i=1(Ax)i 
∏n
i=1 xi, which implies that e(A) 1.
For (b), consider the vector x = e = (1, 1, 1, . . . , 1)T . Then ∏ni=1(Ax)i = ∏ni=1 xi = 1. This means
that e(A) = 1 and that the “inf” is a “min”.
If A is irreducible under permutation equivalence, it also follows from [6, Theorem 1] that equality
is attained in
∏n
i=1(Ax)i 
∏n
i=1 xi for a positive vector x if and only if is a constant vector, i.e. a positive
multiple of e. If A is reducible under permutation equivalence, there exist permutation matrices P and
Q such that
PAQ =
[
A1 0
0 A2
]
with A1 ∈ Mn1 and A2 ∈ Mn2 and with A1 and A2 DS. Then, any vector x =
[
x1
x2
]
, with x1 ∈ Rn1 and
x2 ∈ Rn2 , x1 > 0 and constant, x2 > 0 and independently constant, satisﬁes∏ni=1(Ax)i = ∏ni=1 xi, so
that x need not itself be a constant vector. This completes the proof. 
In the event that A 0, but is not DS-scalable, Amust be reducible via permutation equivalence, and
wemay assume that A is in the form (7)with k > 1 and some Aij /= 0, i < j. For such A 0, we deﬁne Â
to be thatmatrix that agreeswith A, except that all blocks Aij , i < j are replaced by 0. As a result Â 0 is
DS-scalable ifAwasnondegenerate. IfAwasdegenerate, then Â is not SP, but e(A) = e(̂A) = 0. IfA is not
in the normal form (7), by Âwemean thematrix obtained from a normal form of A and then permuted
back to be comparable to A by the appropriate inverse permutation equivalence. We then have
Theorem 2. Suppose A ∈ Mn and A 0 and that A is not DS-scalable. Then if A is nondegenerate, we have
e(A) = e(̂A) > 0 and the “inf” in the deﬁnition of e(A) is not attained. If A 0 is degenerate, then e(A) = 0.
Proof. IfA ∈ Mn,A 0, thenA is permutation equivalent to amatrix in form (7) inwhich eachAii ∈ Mni
is irreducible under permutation equivalence or Aii = 0 ∈ M1, i = 1, 2, . . . , k.
Since A is not DS-scalable, at least one super-diagonal block in Amust be zero.
Suppose A is nondegenerate; then Â =
⎡
⎢⎢⎣
A11 0 . . . 0
. . . . . .
. . . 0
0 Akk
⎤
⎥⎥⎦ .
A Â, so, by (2a), e(A) > e(̂A), which is positive because of nondegeneracy. By (4a), e(̂A) =
e(A11)e(A22) · · · e(Akk).
1642 C.R. Johnson, Z. Tong / Linear Algebra and its Applications 434 (2011) 1638–1647
Now, consider e(A) and let D(ε) =
⎡
⎢⎢⎢⎢⎢⎢⎣
I1 0 0 . . . 0
0 εI2 0 . . . 0
... · · · ...
0 · · · 0
0 . . . 0 0 εk−1Ik
⎤
⎥⎥⎥⎥⎥⎥⎦ in which Ij is an identity matrix
with the samenumber of rows asAjj . Then, forAε = D(ε)−1AD(ε), e(A) = e(Aε) by (3c). SinceAε → Â
as ε → 0, e(A) = e(̂A). The “inf” is not attained, as, for each positive vector x, Âx > 0 and∏ni=1(Ax)i >∏n
i=1(̂Ax)i.
IfA isdegenerate, thensomeAii = 0ande(̂A) = e(A11)e(A22) · · · e(Akk) = 0, and, e(A) = e(̂A) = 0.
This completes the proof. 
Example 1. If A =
⎡
⎣2 1 20 1 2
0 12 2
⎤
⎦, then by Theorem 2, e(A) = e(̂A) for Â =
⎡
⎣2 0 00 1 2
0 12 2
⎤
⎦. Now, Â is
DS-scalablebyvirtueof itspattern, and, inparticular, Â=
⎡
⎣2 0 00 1 2
0 12 2
⎤
⎦=
⎡
⎣2 0 00 3 0
0 0 6
⎤
⎦
⎡
⎢⎣
1 0 0
0 1
3
2
3
0 2
3
1
3
⎤
⎥⎦,
inwhich the second factor is doubly stochastic. It then follows fromTheorem1 and 3(a) that e(̂A) = 36
and from Theorem 2 that e(A) = 36.
Finally, if A ∈ Mn(R) is SP but A is not  0, we have
Theorem 3. If A ∈ Mn(R) is SP, and has some negative entries, then e(A) = 0.
Proof. Let A =
⎡
⎢⎢⎢⎢⎣
· · A1 · ·· · A2 · ··
·
· · An · ·
⎤
⎥⎥⎥⎥⎦, a partition of A by rows. Suppose there are some negative entries
in row Ai. The matrix A
′ is obtained by replacing any negative entries in the other rows with 0s. Then
A′  A, so, e(A′) e(A).
Pick a vector x > 0, x ⊥ Ai, then Aix = 0. Let j be the index of a positive entry of Ai, ej the jth unit
vector, t > 0, and deﬁne x′ = x + tej . Then,Aix′ = 0 + t(Ai)j > 0 andA′x′ > 0. Now,∏ni=1(A′x′)i > 0
for any t > 0, but, as t → 0, ∏ni=1(A′x′)i → ∏ni=1(A′x)i = 0.
This implies that e(A′) = inf A′x′>0
x′>0
∏n
i=1(A′x′)i∏n
i=1 x′i
= 0. Since e(A) e(A′) and e(A) cannot be negative,
we must have e(A) = 0. This completes the proof. 
4. Calculating E(A)
In order to understand how to obtain E(A) for an SP A, it is again useful to partition the possible
A’s into subclasses. If A is invertible, those subclasses depend upon the nature of A−1, relative to the
partition used in the prior section, and we reduce the calculation of E(A) to the calculation of e(A−1)
as given in the prior section. If A is singular, we will see that E(A) = ∞. First, it is convenient to have
a general lemma relating e(A) and E(A−1).
Lemma 4. Suppose that A ∈ Mn(R) and that BA = I. Then, A is SP if and only if B is SP, and, if A is SP,
e(A) > 0 if and only if E(B) < ∞. Moreover, if A is SP and e(A) > 0, then e(A)E(B) = 1, and the “inf” in
the deﬁnition of e(A) is a “min” if and only if the “sup” in the deﬁnition of E(B) is a “max”.
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Proof. If x ∈ Mn(R), then BAx = Ix = x and Ax = y if and only if By = x. Now, if A is SP, wemay choose
x > 0, so that y > 0 and B is SP because By = x. If B is SP, the argument A is SP is the same, reversing
the roles of y and x.
If A is SP and e(A) > 0,
e(A)= inf
x>0, Ax>0
∏n
i=1(Ax)i∏n
i=1xi
= inf
A−1y>0
x>0, Ax=y
∏n
i=1yi∏n
i=1(A−1y)
=
⎛
⎜⎝ sup
A−1y>0
x>0, Ax=y
∏n
i=1(A−1y)i∏n
i=1yi
⎞
⎟⎠
−1
= E(A−1)−1 = E(B)−1.
So, e(A)E(B) = 1, and the “inf” in the deﬁnition of e(A) is a “min” if and only if the “sup” in the
deﬁnition of E(B) is a “max”.
This means, in particular that for A SP, e(A) > 0 if and only if E(B) < ∞. This completes the
proof. 
Now, if A is invertible and A−1 is DS-scalable, we have our ﬁrst observation about how E(A)maybe
calculated.
Theorem 5. SupposeA ∈ Mn(R) is invertible. If A−1  0, andA−1 isDS-scalable, then the “sup” indeﬁnition
of E(A) is a “max” and E(A) = e(A−1)−1.
Proof. By Theorem 1, because A−1 is DS-scalable, e(A−1) is attained, and is a “min”. By Lemma 4, E(A)
is also attained, and is a “max”. Also e(A−1)E(A) = 1, so that, E(A) = e(A−1)−1. This completes the
proof. 
Theorem 6. Suppose that A ∈ Mn(R) is SP and invertible. If A−1  0 but is not DS-scalable, then the “sup”
in the deﬁnition of E(A) is not attained, but E(A) = e(A−1)−1 = e(Â−1)−1.
Proof. Because A−1  0 but is not DS-scalable, Theorems 1 and 2 imply that e(A−1) cannot be attained,
the “inf” is not a “min”, and by Lemma 4, the “sup” in the deﬁnition of E(A) is not attained. Also by
Lemma 4, E(A) = e(A−1)−1 = e(Â−1)−1. This completes the proof. 
Example 2. The inverse of matrix A in computation Example 1 is A−1 =
⎡
⎢⎢⎣
1
2
− 1
2
0
0 − 1
11
1
11
0 6
11
− 1
22
⎤
⎥⎥⎦,
Â−1=
⎡
⎣2 0 00 1 2
0 12 2
⎤
⎦
−1
=
⎛
⎜⎝
⎡
⎣2 0 00 3 0
0 0 6
⎤
⎦
⎡
⎢⎣
1 0 0
0 1
3
2
3
0 2
3
1
3
⎤
⎥⎦
⎞
⎟⎠
−1
=
⎡
⎣1 0 00 7 −2
0 −2 1
⎤
⎦
⎡
⎢⎣
1
2
0 0
0 1
3
0
0 0 1
6
⎤
⎥⎦
inwhich theﬁrst factor isdoubly stochastic. It then follows fromLemma4andTheorem5thatE(Â−1) =
1
36
and from Theorem 5 that E(A−1) = 1
36
.
Theorem 7. Suppose A ∈ Mn(R) is SP and invertible. If A−1 has some negative entries, then E(A) is inﬁnite.
Proof. Theorem 3 shows e(A−1) = 0 if A−1 has some negative entries, and Lemma 4 shows E(A) =
e(A−1)−1. So, E(A) is inﬁnite. This completes the proof. 
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Theorem 8. If A ∈ Mn(R) is SP but not invertible, then E(A) is inﬁnite.
Proof. We identify a sequence of vectors zs such that zs > 0, Azs > 0 but
∏n
i=1(Azs)i → 0 while∏n
i=1(Azs)i is bounded below. This means that
∏n
i=1(Azs)i∏n
i=1(zs)i
is not bounded above and that E(A) = ∞.
Suppose that x /= 0 and Ax = 0; the existence of such an x being guaranteed by the singularity of
A. Suppose also that z > 0, Az > 0; the existence of such a z being guaranteed by the semipositivity
of A. WLOG, (perhaps by replacing x with −x), we may suppose that t > 0 is such that z + tx 0 and
z + tx is not greater than 0. Let T be the set of indices i for which (z + tx)i = 0. Now, the ﬁniteness of
t guarantees that P = max∏ j∈Tc
0 s t
(z + sx)j is positive but ﬁnite.
Now, consider the set of vectors z + sx, 0 s t, and let s approach t. Then ∏ni=1(z + sx)i =
P
∏
i∈T (z + sx)i. Since∏i∈T (z + sx)i → 0 as s → t, the ﬁrst product approaches 0 as s → t.
However, A(z + sx) = Az > 0 and z + sx > 0 for all 0 s t, giving the promised set of vectors
and completing the proof. 
5. Further observations
For ∅ ⊂ α ⊂ {1, 2, . . . , n}, A[α] is the principal submatrix of A ∈ Mn(R) lying in rows and columns
α, while A(α) is principal submatrix resulting from deletion of rows and columns α. If A ∈ Mn(R) is
nonnegative, it is clear that A[α] and A(α) being SP implies that A is SP. In this event, a calculation
shows that
e(A) e(A[α])e(A(α)). (8)
This, of course, occurs when A > 0. Note that every proper submatrix of A is SP if and only if A > 0.
Examples. In general, A being SP does notmean that A[α] or A(α) need be SP, as shown by the example
A1 =
[−2 4
5 −1
]
,
nor do A[α] and A(α) being SP mean that inequality (8) holds, as shown by the example
A2 =
[
4 −2
−1 5
]
,
as e(A2) = 0, while e(A2[{1}]) = 4, e(A2[{2}]) = 5.
By choice of the vector x > 0, we may make the value of
∏n
i=1(Ax)i∏n
i=1 xi
as large as desired, when A is
positive. Thus,
E(A) = ∞ for A > 0. (9)
If A 0 and DS-scalable, and D and E are positive diagonal matrices such that DAE is a DS-matrix,
we conclude from Theorem 1 that
e(A) = (det DE)−1. (10)
If A is a permutation matrix,
e(A) = E(A) = 1. (11)
Amonomial matrix is a squarematrix having one and only one nonzero entry per row and column.
Thus, a monomial matrix is simply the product of a permutation matrix and a nonsingular diagonal
matrix. The inverse of a nonsingular, nonnegativematrix is not usually nonnegative; the only exception
is a nonnegative monomial matrix [2]. For a monomial matrix
∏n
i=1(Ax)i is just the product of the
nonzero entries of A times the entries of x and a monomial matrix is SP if and only if it is nonnegative.
It follow that if A is a nonnegative monomial matrix,
e(A) = E(A) = the product of positive entries of A. (12)
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If A 0 is SP and not monomial, note that, generalizing (9), we have
E(A) = ∞. (13)
If the inverse of A is DS-scalable and DA−1E is a DS-matrix, from Theorem 1 and Lemma 4, we have
E(A) = det DE. (14)
If A is itself a DS-matrix, but not a permutation matrix, then
E(A) = ∞. (15)
We have noted that an invertible matrix A is SP if and only if A−1 is SP and discussed the nice
relationship between E(A−1) and e(A). Now, we may discuss the strong relationship between E(A)
and e(A) for a single SP matrix A, which we record as
Theorem 9. If A ∈ Mn(R) is SP, the following statements are equivalent:
(i) E(A) = e(A);
(ii) E(A) < ∞ and e(A) > 0;
and
(iii) A 0 is a (nonnegative) monomial matrix.
Proof. (i) ⇒ (ii):
Suppose E(A) = e(A). Because of 1(a), E(A) /= ∞ and because of 1(b), e(A) /= 0 so that both are
ﬁnite and positive.
(ii) ⇒ (iii):
It then follows from Theorem 8 that A is invertible. Since e(A) > 0, A 0 and since E(A) < ∞,
A−1  0 (because of Lemma 4). For A 0 and A−1  0, it is known [2], that A is a nonnegativemonomial
matrix.
(iii) ⇒ (i):
It follows from (12), that if A is a nonnegative monomial matrix, E(A) = e(A). 
Theorem 9 is, of course, a strong converse to observation (12), andwe use it and other observations
to better understand the vectors for which e(A) and E(A) are attained, as well as scalability, in the next
section.
6. When e(A) or E(A) is attained
We know from Section 3 (4) that e(A) (E(A)) is attained by a vector x > 0 precisely when A (A−1)
is a nonnegative matrix that is DS-scalable. Furthermore, in all non-attainable cases, the value of e(A)
or E(A)may be deduced from results of Sections 3 or 4 or be reduced to the DS-scalable case. If A−1 is
DS-scalable, then Amay be scalable by positive diagonal matrices to achieve row and column sums 1,
and it can happen that non-SPmatrices may be scaled by invertible (not necessarily positive) diagonal
matrices to achieve row and column sums 1. Finally, note from the deﬁnition (Ax = y, x, y > 0) that
A is SP if and only if it may be positive diagonally scaled
(
D−1y ADx
)
to have row sums 1. Here, as
throughout, we use the notation that Dx is the diagonal matrix whose diagonal entries are the entries
of x, so that Dxe = x in which we use e (without confusion) to be the vector of 1’s of appropriate size.
If for an SP matrix A, either e(A) or E(A) is attained, the vector x > 0 is a critical point of the
Lagrangian
L(x, λ) =
n∏
i=1
(Ax)i − λ
⎛
⎝ n∏
i=1
xi − 1
⎞
⎠
for the obvious associated optimization problem. According to Theorem 9, not both e(A) and E(A) can
be attained for the same matrix, except for the simple case in which A is monomial. Henceforth, we
consider critical points of this Lagrangian.
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Differentiation reveals that a (necessarily) totally nonzero vector x being a critical pointmeans that⎡
⎣ n∏
i=1
(Ax)i
⎤
⎦ AT (Ax)(−1) = λx(−1),
in which we use, as throughout, that y(−1) denotes the entry-wise inverse of a totally nonzero vector
y.
Multiplication on the left by xT implies that λ = ∏ni=1(Ax)i. Since this product can be neither 0 nor∞, division yields the matrix/vector (nonlinear) equation
AT (Ax)(−1) = x(−1). (16)
Solution of this equation then becomes of interest. In particular if e(A) or E(A) is attained, the
attaining vectorwill be a solution. In all other cases inwhich e(A) is positive or E(A) is ﬁnite, evaluating
e(A) or E(A) reduces to the attained case. In addition solutions to Eq. (15) generally relate to scaling to
achieve row and column sums 1.
If x is a totally nonzero solution to (15), with (Ax) totally nonzero, we may calculate:
D
−1
Ax ADxe = D−1Ax Ax = e
and
eTD
−1
Ax ADx = (Ax)(−1)ADx = [AT (Ax)(−1)]TDx = x(−1)TDx = e.
This means that the scaled matrix has row and column sums 1.
On the other hand, if F and E are invertible diagonal matrices such that
FAE
has row and column sums 1, let x = Ee. Then FAEe = e implies EAx = e or that Ax is totally nonzero
and F = D−1Ax . We may then calculate
eT = eTFAE = (Ax)(−1)TAE,
which means
(Ax)(−1)TA = eTE−1 = x(−1)T .
Transposing, we obtain Eq. (15) for this choice of x.
We record the above ideas as
Theorem 10. There exist invertible diagonal matrices F and E such that FAE has row and column sums 1
if and only if the equation
x(−1) = AT (Ax)(−1)
has a totally nonzero solution x such that Ax is totally nonzero. In this event we may take
E = Dx (or x = Ee)
and
F = D−1Ax (or Fe = (Ax)(−1)).
The matrix A is DS-scalable if and only if A 0 and there is a solution x > 0.
We close by noting several things. Solvability of Eq. (15) characterizes some sort of scaling to
constant (1) line sums. We know of no effective characterization of matrices for which (15) has a
solution (here, one could consider an arbitrary ﬁeld), nor the best algorithm to solve (15) when it has
a solution. There is always the ambiguity of a scale factor in x, but, even aside from this, there may be
multiple solutions, andwedonot knowwhenuniqueness occurs. It appears that all logical possibilities
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occur for possible solutions: of course, a positive solution for a nonnegative matrix, but also a mixed
sign solution for a nonnegative matrix and a positive solution for a mixed sign matrix, as well as a
mixed sign solution for amixed signmatrix. Nonunique solutionsmay occur for a nonnegativematrix,
and a mixed sign solution may produce a scaling to a nonnegative matrix.
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