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Abstract
The aim of this paper is to adapt the Viability Theorem from differential inclusions (governing the evolution of vectors in a finite-
dimensional space) to so-called morphological inclusions (governing the evolution of nonempty compact subsets of the Euclidean
space).
In this morphological framework, the evolution of compact subsets of RN is described by means of flows along differential
inclusions with bounded and Lipschitz continuous right-hand side. This approach is a generalization of using flows along bounded
Lipschitz vector fields introduced in the so-called velocity method alias speed method in shape analysis.
Now for each compact subset, more than just one differential inclusion is admitted for prescribing the future evolution (up to
first order)—correspondingly to the step from ordinary differential equations to differential inclusions for vectors in the Euclidean
space.
We specify sufficient conditions on the given data such that for every initial compact set, at least one of these compact-valued
evolutions satisfies fixed state constraints in addition. The proofs follow an approximative track similar to the standard approach
for differential inclusions in RN , but they use tools about weak compactness and weak convergence of Banach-valued functions.
Finally the viability condition is applied to constraints of nonempty intersection and inclusion, respectively, in regard to a fixed
closed set M ⊂ RN .
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Viability is a very important feature of dynamic systems under state constraints whose initial value problems do
not ensure uniqueness of solutions. Indeed, lacking uniqueness leads to two different questions how to satisfy state
constraints at each time: Either we demand all solutions to have their values in the fixed constrained set or (just) at
least one solution with this property has to exist. In the first case, the corresponding constrained set is called invariant
and, in the latter case, it is viable (or weakly invariant). For autonomous differential inclusions in RN and other Banach
spaces, sufficient and necessary conditions of viability have been investigated in great detail (see e.g. [5]).
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To be more precise, we leave the familiar Euclidean space RN and consider evolutions of nonempty compact
subsets of RN instead. Correspondingly, the trajectory x : [0, T ] → RN (of a differential inclusion) is now replaced
by a curve K : [0, T ] →K(RN) with K(RN) denoting the set of nonempty compact subsets of RN (usually supplied
with the Pompeiu–Hausdorff distance dl). The state constraints are again formulated as a subset, i.e. now V ⊂K(RN)
(instead of V ⊂ RN for differential inclusions).
1.1. Sketching motivation
Such a step beyond the traditional border of vector spaces is always required whenever shapes come into play
and start evolving—without any regularity restriction of their boundaries. “Shapes [. . . ] are basically sets, not even
smooth” [2]. Thus, we consider nonempty compact subsets of RN and want to construct a continuous function K(·) :
[0, T ] → K(RN) whose evolution is determined by a “feedback loop” at each time t ∈ [0, T ], i.e. it depends on
its current state K(t) ∈K(RN) according to a given rule. In the Euclidean space RN, ordinary differential equations
provide the classical tool serving as conceptional model here. Such a generalization of dynamic systems toK(RN) has
already been applied to image segmentation [22] and vision-based control of robots [14], for example. Furthermore
it was suggested for describing equilibrium conditions on moving bodies [20] and provides enormous potential for
modelling the spatial evolution of epidemics (as mentioned in [27]) and other biological populations (such as how to
manage a fishery without exhausting [17]).
1.2. Differential inclusions with Lipschitz right-hand side for specifying time derivatives of curves in (K(RN), dl)
For formulating the viability problem in the metric space (K(RN), dl), we have to specify how compact subsets
of RN are “deformed.” The so-called velocity method or speed method has led Céa, Delfour, Zolésio and others to
remarkable results about shape optimization (see e.g. [8–10,28,33] and references there). It is based on prescribing
a vector field v : RN × [0, T ] → RN such that the corresponding ordinary differential equation d
dt
x(·) = v(x(·), ·)
induces a unique flow on RN. Indeed, supposing v to be sufficiently smooth, the Cauchy problem
d
dt
x(·) = v(x(·), ·) in [0, T ], x(0) = x0 ∈ RN
is always well-posed and, any compact initial set K ⊂ RN is deformed to
ϑv(t,K) :=
{
x(t)
∣∣∣ ∃x(·) ∈ C1([0, t],RN ): d
dt
x(·) = v(x(·), ·) in [0, t], x(0) ∈ K}
after an arbitrary time t  0. As a key advantage, this concept of set evolution does not require any regularity condi-
tions on the compact set K or its topological boundary (but only on the vector field v). In a word, v can be interpreted
as a “direction of deformation” for (K(RN), dl). So it is “possible to define directional derivatives and speak of shape
gradient and shape Hessian with respect to the associated vector space of velocities. This [. . . ] approach has been
known in the literature as the velocity method” [9, Chapter 1, § 6].
Aubin seized this notion for extending ODEs to this metric space of compact subsets. The so-called morphological
equations are sketched in [4] and then presented in [2,3] in more detail. (They seem to be closer to ODEs in RN than
Panasyuk’s concept of “quasidifferential equations” [24–26].)
The first aspect of generalization focuses on the “elementary deformation” which are to describe the directions in
(K(RN), dl). Aubin suggested reachable sets of differential inclusions as a more general alternative to the velocity
method. For any set-valued map G : RN RN and initial set K ⊂ RN given, the so-called reachable set at time t  0
is defined as
ϑG(t,K) :=
{
x(t) ∈ RN
∣∣∣ ∃x(·) ∈ W 1,1([0, t],RN ): x(0) ∈ K,
d
dτ
x(τ) ∈ G(x(τ)) for almost every τ ∈ [0, t]}.
In contrast to the velocity method, this kind of “deformation” need not be reversible in time. (Geometrically speaking,
“holes” can disappear.) The well-known theorem of Filippov ensures suitable properties of [0,1]×K(RN) →K(RN),
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Relaxation Theorem of Filippov–Waz˙iewski (e.g. [1, § 2.4, Theorem 2]) implies no changes of reachable sets if each
value of G is replaced by its convex hull. So we are always free to consider bounded Lipschitz continuous maps
G : RN RN with nonempty compact and convex values instead.
The second key contribution of Aubin is a suggestion how to interprete such a set-valued map (and its reachable
sets) as time derivative of a curve in the metric space (K(RN), dl). Indeed, let K(·) : [0, T ] → K(RN) be a curve.
A bounded Lipschitz set-valued map G : RN RN (with nonempty compact values) represents a first-order approx-
imation of K(·) at time t ∈ [0, T [ if
lim
h↓0
1
h
· dl(K(t + h),ϑG(h,K(t)))= 0. (∗)
Of course, such a map G(·) need not be unique and thus, all such bounded Lipschitz maps with this property (∗)
form the so-called morphological mutation ˚K(t) of K(·) at time t ∈ [0, T [. It is a subset of LIP(RN,RN) denoting
the set of all bounded Lipschitz maps RN  RN with nonempty compact values. Correspondingly, LIPco(RN,RN)
consists of all bounded Lipschitz maps RN RN with nonempty compact and convex values. ˚K(t) extends the time
derivative to curves in the metric space (K(RN), dl).
1.3. Solving a morphological equation with state constraints: Aubin’s adaptation of Nagumo’s theorem
The step from specifying a time derivative (of a curve) to formulating a (generalized) differential equation is
rather small. It is based just on prescribing the time derivative as a function of the current state. In connection with
nonempty compact subsets of RN , a function f :K(RN) → LIP(RN,RN) is given. For any initial set K0 ∈K(RN),
we are looking for K(·) : [0, T ] →K(RN) satisfying
(1) K(·) is Lipschitz continuous with respect to the Pompeiu–Hausdorff distance dl,
(2) f (K(t)) ∈ ˚K(t) for a.e. t ∈ [0, T [, i.e. limh↓0 1h · dl(K(t + h),ϑf (K(t))(h,K(t))) = 0,(3) K(0) = K0.
Then, K(·) is called solution of the (autonomous) morphological equation ˚K(·) 	 f (K(·)) in [0, T ] with initial
value K0.
Considering now additional state constraints, the question about existence of a solution has been answered com-
pletely by Aubin in [2, Theorem 4.1.7]. In particular, the assumptions about constraints and f (·) justify its interpre-
tation as a counterpart of Nagumo’s theorem [23]. Here we use the notation ‖G‖∞ := supx∈RN supy∈G(x) |y| for any
set-valued map G : RN RN .
Proposition 1.1 (Nagumo’s theorem for morphological equations). (See [2,3].) Suppose V ⊂K(RN) to be nonempty
and closed with respect to dl.
Let f : (K(RN), dl) → LIP(RN,RN) be a continuous function satisfying
(1) supM∈K(RN) Lipf (M) < ∞ (uniform bound of the Lipschitz constants),
(2) supM∈K(RN) ‖f (M)‖∞ < ∞ (uniform bound of the set values).
Furthermore suppose for every M ∈ V : f (M) ∈ LIP(RN,RN) is contingent to V at M in the sense that
0 = lim inf
h↓0
1
h
· dist(ϑf (M)(h,M),V) Def.= lim inf
h↓0
1
h
· inf
C∈V
dl
(
ϑf (M)(h,M),C
)
.
Then, from any K0 ∈ V starts a solution K(·) : [0,∞[ → K(RN) of the morphological equation ˚K(·) 	 f (K(·))
which is viable in V , i.e. K(t) ∈ V for all t .
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This paper focuses on the corresponding conditions (of viability) if more than one Lipschitz map is admitted
for each compact set, i.e. the single-valued function f : K(RN) → LIP(RN,RN) is replaced by a set-valued map
F :K(RN) LIP(RN,RN).
This modification of given data leads directly to the following definition: A curve K(·) : [0, T ] →K(RN) is called
solution of the morphological inclusion ˚K(·)∩F(K(·)) = ∅ in [0, T [ with initial value K0 if
(1) K(·) is Lipschitz continuous with respect to the Pompeiu–Hausdorff distance dl,
(2) F(K(t)) ∩ ˚K(t) = ∅ for almost every t , i.e. there exists some G ∈ F(K(t)) ⊂ LIP(RN,RN) with
limh↓0 1h · dl(K(t + h),ϑG(h,K(t))) = 0,(3) K(0) = K0.
Considering now additional state constraints on K(·), the problems of invariance and viability have already been
investigated for the velocity method (i.e. bounded Lipschitz vector fields instead of Lipschitz set-valued maps). Indeed,
Doyen [16] has given sufficient and some necessary conditions on F(·) and V ⊂ K(RN) for the invariance of V
(i.e. all continuous solutions starting in V stay in V). His key notion is first to extend Filippov’s existence theorem
from differential inclusions (in RN) to morphological inclusions in K(RN) [16, Theorem 7.1] and then to verify
dist(K(·),V) 0 (under the assumption that the values of F(·) are always contained in the corresponding contingent
cone to V) [16, Theorem 8.2] (see [15] supplementarily).
The corresponding question about viability of V (i.e. at least one Lipschitz solution has to stay in V) was pointed
out as open in [2, § 2.3.3]. Recently, the author has specified sufficient conditions for the special case of velocity
method, i.e. using flows along the bounded Lipschitz vector fields in Lip(RN,RN) (instead of set-valued maps in
LIPco(RN,RN)) [21]. For this first answer, some tools of Banach-valued functions (quoted here in Section 3.3) opened
the door to applying Haddad’s classical concept of approximation developed for finite-dimensional vector spaces.
Indeed, the counterparts of time derivatives there were functions [0,1] → Lip(RN,RN), but the linear structure of
these vector fields is now lost.
The main result of this paper considers morphological inclusions in their full generality, i.e. in contrast to velocity
method, we choose the “directions of deformation” in LIPco(RN,RN) (and their reachable sets). It concerns sufficient
conditions on F(·) :K(RN) LIPco(RN,RN) and V ⊂K(RN) for the viability of V .
In fact, the following statement is very similar to the viability theorem for differential inclusions in RN (as it is
discussed in [5] and quoted here in Theorem 3.3). Roughly speaking, F is supposed to be upper semicontinuous with
closed convex values—after specifying a suitable topology on LIP(RN,RN) in a moment—and, we require (at least)
one “contingent direction” in the value F(K) ⊂ LIPco(RN,RN) for each K ∈ V .
Theorem 1.2 (Viability theorem for morphological inclusions). Let F : K(RN) LIPco(RN,RN) be a set-valued
map and V ⊂K(RN) a nonempty closed subset satisfying:
(1) all values of F are nonempty and convex (i.e. for any G1,G2 ∈ F(K) ⊂ LIPco(RN,RN) and λ ∈ [0,1], the
set-valued map RN RN,x → λ ·G1(x)+ (1 − λ) ·G2(x) also belongs to F(K)),
(2) supM∈K(RN) supG∈F(M)(‖G‖∞ + LipG) < ∞,
(3) the graph of F is closed (w.r.t. locally uniform convergence in LIP(RN,RN)),
(4) for each K ∈ V , some G ∈F(K) ⊂ LIPco(RN,RN) is contingent to V at K in the sense that
0 = lim inf
h↓0
1
h
· dist(ϑG(h,K),V) Def.= lim inf
h↓0
1
h
· inf
C∈V
dl
(
ϑG(h,K),C
)
.
Then for every initial set K0 ∈ V , there exists at least one solution K(·) : [0,1] → K(RN) of the morphological
inclusion ˚K(·)∩F(K(·)) = ∅ with K(0) = K0 and K(t) ∈ V for all t ∈ [0,1].
1.5. An example: Shape evolutions under operability constraints
Seizing the examples of [20], we consider two types of constraints with a given closed set M ⊂ RN :
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(2) K(t) ⊂ M for every t .
These constraints occur, for example, while a person (or a robot) is standing without tumbling. Indeed, the balance
of the human body is closely related to the following condition: While standing, the feet exert pressure on the ground
in a spatially nonhomogenous way. The convex hull of the corresponding support area has to cover the projection
of the center of gravity since otherwise the body is tumbling. The center of gravity, though, is always fluctuating in
unpredictable directions as the human body is very large and complex. So in the interest of its permanent stability,
we prefer even a small neighborhood of this center to satisfy the condition. Mathematically speaking, this constraint
on the projection K(t) of the neighborhood has the form K(t) ⊂ M with M denoting the convex hull of the pressure
regions. Following the notation of [20], each curve K(·) : [0, T ] → K(RN) satisfying this inclusion at every time
t ∈ [0, T ] is called strongly operable on M ⊂ RN. So every successful strategy of balancing the human body has to
be strongly operable in this regard.
Constraint (1), i.e. K(t)∩M = ∅, makes a weaker impression at first glance, but it is structurally different. Such a
curve K(·) : [0, T ] →K(RN) is called operable. In [20], Gorre investigated the contingent transition sets of these two
constraints (needed for assumption (4) of Viability Theorem 1.2) and characterized them by means of the tangential
features of M ⊂ RN . Combining her results with ours, reveals
Theorem 1.3 (Compact-valued solutions “operable” in M). Let F :K(RN) LIPco(RN,RN) be a set-valued map
and M ⊂ RN a closed subset satisfying:
(1) all values of F are nonempty, convex (as in Theorem 1.2) and have the global bounds
sup
K∈K(RN)
sup
G∈F(K)
(‖G‖∞ + LipG)< ∞,
(2) the graph of F is closed (w.r.t. locally uniform convergence in LIP(RN,RN)),
(3) for any K ∈K(RN) with K ∩M = ∅, there exist G ∈F(K), x ∈ K ∩M such that some v ∈ G(x) is paratingent
to M relative to K at x in the sense of Bouligand (see Definition 4.1).
Then for every compact set K0 ⊂ RN with K0 ∩M = ∅, there exists a compact-valued Lipschitz continuous solution
K(·) : [0,1] RN of the morphological inclusion ˚K(·) ∩ F(K(·)) = ∅ with K(0) = K0 and K(t) ∩ M = ∅ for all
t ∈ [0,1].
Theorem 1.4 (Compact-valued solutions “strongly operable” in M). Let F : K(RN) LIPco(RN,RN) be a set-
valued map and M ⊂ RN a closed subset satisfying:
(1) all values of F are nonempty, convex (as in Theorem 1.2) and have the global bounds
sup
K∈K(RN)
sup
G∈F(K)
(‖G‖∞ + LipG)< ∞,
(2) the graph of F is closed (w.r.t. locally uniform convergence in LIP(RN,RN)),
(3) for any compact set K ⊂ M , there exists a set-valued map G ∈ F(K) such that for each x ∈ K , every vector
v ∈ G(x) is contingent to M at x in the sense of Bouligand (see Definition 2.8).
Then for every nonempty compact set K0 ⊂ M , there exists a compact-valued Lipschitz continuous solution
K(·) : [0,1]  RN of the morphological inclusion ˚K(·) ∩ F(K(·)) = ∅ with K(0) = K0 and K(t) ⊂ M for all
t ∈ [0,1].
This introduction (Section 1) is reflecting the structure of the paper: Aubin’s theory of morphological equations
is summarized in Section 2. In particular, we mention the counterparts of Filippov’s and Nagumo’s theorems for
evolutions in the metric space (K(RN), dl). Then, Section 3 provides the step to morphological inclusions. It starts with
the viability theorem about differential inclusions (in Section 3.1) and extends this result to morphological inclusions
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respectively, for proving the main theorem in detail in Section 3.5. Finally, in Section 4, we specify the results of
Gorre for solving viability problems under operability constraints.
2. A brief introduction to morphological equations
Morphological equations provide typical geometric examples of so-called mutational equations. First presented
in [4] and elaborated in [2,3], mutational equations are to extend ordinary differential equations to a metric space
(E,d). In a word, the key idea is to describe derivatives by means of continuous maps (called transitions) ϑ : [0,1] ×
E → E, (h, x) → ϑ(h, x) instead of affine-linear maps (h, x) → x + hv (that are usually used in vector spaces).
Strictly speaking, such a transition specifies the point ϑ(t, x) ∈ E to which any initial point x ∈ E has been moved
after time t ∈ [0,1]. It can be interpreted as a first-order approximation of a curve ξ : [0, T [ → E at time t ∈ [0, T [ if
lim
h↓0
1
h
· d(ξ(t + h),ϑ(h, ξ(t)))= 0.
The so-called morphological equations apply this concept to the set K(RN) of nonempty compact subsets of RN
supplied with the Pompeiu–Hausdorff distance dl,
dl(K1,K2) := sup
x∈K1
y∈K2
{
dist(x,K1),dist(y,K2)
}
= inf{ρ > 0 | K1 ⊂ K2 + ρB1, K2 ⊂ K1 + ρB1}.
Here B1 always denotes the closed unit ball in RN , i.e. B1 := {x ∈ RN | |x| 1}. This is a very general starting point
for geometric evolution problems as there is no a priori restriction in regard to the regularity of sets and their bound-
aries. Motivated by the velocity method (often used in shape optimization, e.g. [8–10,28,33]), ordinary differential
equations can lay the basis for transitions—as investigated in [21] already. Here, however, we follow a suggestion of
Aubin (in [2,3]) and consider a more general approach of evolutions instead: Autonomous differential inclusions and
their reachable sets.
Definition 2.1. (See [2, Definition 3.7.1].) LIP(RN,RN) consists of all set-valued maps F : RN RN satisfying
(1) F has nonempty compact values that are uniformly bounded in RN ,
(2) F is Lipschitz continuous with respect to the Pompeiu–Hausdorff distance.
Lip(M,RN) consists of all bounded and Lipschitz continuous functions M → RN.
Definition 2.2. Choosing any set-valued map F : [0, T ] × RN  RN , the so-called reachable set ϑF (t,K) of the
initial set K ∈K(RN) at time t ∈ [0, T ] is defined as
ϑF (t,K) :=
{
x(t) ∈ RN
∣∣∣ ∃x(·) ∈ W 1,1([0, t],RN ): x(0) ∈ K,
d
dτ
x(τ) ∈ F (τ, x(τ )) for almost every τ ∈ [0, t]}
(and correspondingly for F : RN RN and its autonomous differential inclusion).
The special case of constant functions F(·) ≡ {v} (with an arbitrary vector v ∈ RN) leads to the Minkowski sum
ϑF (t,K) = K +h ·v ⊂ RN and, for an initial set K = {x} with just one element, in particular, we return to the familiar
affine-linear map (h, x) → x + h · v that has already been mentioned as motivation.
An essential contribution of Aubin was to specify appropriate continuity conditions on the maps ϑ : [0,1] ×E→E,
(h, x) → ϑ(h, x) so that the familiar track of ordinary differential equations can be followed in a metric space (E,d).
Here we quote his definition introduced in the monograph [2] (emphasizing the local features slightly more than his
original version in [3]). Reachable sets of every set-valued map F ∈ LIP(RN,RN) satisfy these conditions in the
metric space (K(RN), dl):
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on (E,d) if it satisfies the following conditions:
(1) ϑ(0, x) = x for all x ∈ E,
(2) limh↓0 1h · d(ϑ(t + h,x),ϑ(h,ϑ(t, x))) = 0 for all x ∈ E, t ∈ [0,1[,
(3) α(ϑ) := max(0, supx =y lim suph↓0 d(ϑ(h,x),ϑ(h,y))−d(x,y)h·d(x,y) ) < ∞,
(4) β(ϑ) := supx∈E lim suph↓0 1h · d(x,ϑ(h, x)) < ∞.
For any two transitions ϑ1, ϑ2 : [0,1] ×E → E on the same metric space (E,d), the transitional distance between ϑ1
and ϑ2 is defined by
dΛ(ϑ1, ϑ2) := sup
x∈E
lim sup
h↓0
1
h
· d(ϑ1(h, x),ϑ2(h, x)).
Lemma 2.4. For every set-valued map F ∈ LIP(RN,RN), the map ϑF : [0,1] × K(RN) → K(RN), (h,K) →
ϑF (h,K) of reachable sets (as introduced in Definition 2.2) is a well-defined transition on the metric space
(K(RN), dl) according to Definition 2.3.
To be more precise, the reachable sets satisfy for all initial sets K,K1,K2 ∈ K(RN), set-valued maps F,G ∈
LIP(RN,RN) and times t, h 0,
ϑF (0,K) = K,
ϑF (t + h,K) = ϑF
(
h,ϑF (t,K)
)
,
dl
(
ϑF (h,K1),ϑF (h,K2)
)
 dl(K1,K2) · eLipF ·h,
dl
(
ϑF (h,K),ϑG(h,K)
)
 dl∞(F,G) · heLipF ·h,
dl
(
ϑF (t,K),ϑF (t + h,K)
)
 ‖F‖∞h
with
‖F‖∞ Def.= sup
x∈RN
sup
y∈F(x)
|y| < ∞,
dl∞(F,G)
Def.= sup
x∈RN
dl
(
F(x),G(x)
)
< ∞
and thus, α(ϑF ) LipF , β(ϑF ) ‖F‖∞, dΛ(ϑF ,ϑG) dl∞(F,G).
In particular, dl(ϑF (h,K1),ϑG(h,K2)) eLipF ·h(dl(K1,K2)+ h · dl∞(F,G)).
The proof is presented in [2, Proposition 3.7.3]—as a direct consequence of Filippov’s theorem (about solutions of
differential inclusions in RN ). In particular, this lemma justifies calling ϑF a morphological transition on (K(RN), dl)
[2, Definition 3.7.2]. For the sake of simplicity, F ∈ LIP(RN,RN) is sometimes identified with its morphological
transition ϑF .
These reachable sets provide the tools for specifying (generalized) shape derivatives of a compact-valued tube
K(·) : [0, T [ RN , i.e. a curve K(·) : [0, T [ → K(RN). So the next step will be to solve equations prescribing an
element of the morphological mutation.
Definition 2.5. (See [2, Definition 3.7.9(2)].) For any compact-valued tube K(·) : [0, T [ RN , the morphological
mutation ˚K(t) at time t ∈ [0, T [ consists of all set-valued maps F ∈ LIP(RN,RN) satisfying
lim
h↓0
1
h
· dl(ϑF (h,K(t)),K(t + h))= 0.
Definition 2.6. For any given function f : K(RN) → LIP(RN,RN), a compact-valued tube K(·) : [0, T [ RN is
called solution of the morphological equation ˚K(·) 	 f (K(·)) if
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(2) for almost every t ∈ [0, T [, f (K(t)) ∈ LIP(RN,RN) belongs to ˚K(t) or, equivalently,
limh↓0 1h · dl(ϑf (K(t))(h,K(t)),K(t + h)) = 0.
At first glance, the symbol 	 here seems to be contradictory to the term “equation.” The mutation ˚K(t), however,
is defined as subset of all morphological transitions providing a first-order approximation of K(t + ·) and so, the
“right-hand side” f (K(t)) ∈ LIP(RN,RN) should be one of its elements. (In the classical framework of differentiable
functions and vector spaces, the mutation consists of just one vector.)
As an essential result of [2,3], the Euler algorithm can be applied in the environment of morphological equations
and so, the Cauchy–Lipschitz theorem (about autonomous ordinary differential equations) has the following counter-
part:
Theorem 2.7. (See [2, Theorem 4.1.2].) Suppose f : (K(RN), dl) → (LIP(RN,RN), dl∞) to be λ-Lipschitz continuous
and to satisfy M := supK∈K(RN) Lipf (K) < ∞.
For every initial set K0 ∈ K(RN) and time T ∈ ]0,∞[, there exists a unique solution K(·) : [0, T [ RN of the
morphological equation ˚K(·) 	 f (K(·)) with K(0) = K0.
Furthermore every Lipschitz compact-valued tube Q : [0, T [RN with ˚Q(t) = ∅ for every t ∈ [0, T [ satisfies the
following estimate at each time t ∈ [0, T [
dl
(
K(t),Q(t)
)
 dl
(
K0,Q(0)
) · e(M+λ)t + t∫
0
e(M+λ)(t−s) · inf
G∈ ˚Q(s)
dl∞
(
f
(
Q(s)
)
,G
)
ds.
In particular, the solution K(·) depends on the initial set K0 and the right-hand side f in a Lipschitz continuous way.
Existence under (additional) state constraints proves to be a very interesting question for many applications. In
the particular case of ordinary differential equations, Nagumo’s theorem gives a necessary and sufficient condition on
the constrained set V for existence of local solutions. It uses the contingent cone (in the sense of Bouligand) and has
served as a key motivation for viability theory (see e.g. [5]).
Definition 2.8. (See [5, Definition 1.1.3].) Let X be a normed vector space, V ⊂ X nonempty and x ∈ V. The contin-
gent cone to V at x (in the sense of Bouligand) is
TV (x) :=
{
u ∈ X
∣∣∣ lim inf
h↓0
1
h
· dist(x + hu,V ) = 0
}
.
This classical definition of contingent cone in a vector space is now extended to the metric space (K(RN), dl) by
using the morphological transitions of LIP(RN,RN):
Definition 2.9. (See [2, Definition 1.5.2].) For a nonempty subset V ⊂K(RN) and any element K ∈ V ,
TV (K) :=
{
F ∈ LIP(RN,RN ) ∣∣∣ 0 = lim inf
h↓0
1
h
· dist(ϑF (h,K),V)
Def.= lim inf
h↓0
1
h
· inf
C∈V
dl
(
ϑF (h,K),C
)}
is called contingent transition set of V at K (in the metric space (K(RN), dl)).
The “geometric” background of reachable sets implies an additional property of morphological transitions in
TV (K) ⊂ LIP(RN,RN). Indeed, for any F ∈ TV (K), every map G ∈ LIP(RN,RN) with F(·) = G(·) in an open
neighborhood of the compact set K is also contained in TV (K) because ϑF (t,K) = ϑG(t,K) for sufficiently small
t > 0. So in other words, the criterion of TV (K) depends only on an arbitrarily small neighborhood of the current
set K . (The corresponding statement even holds for an open neighborhood of the boundary ∂K as a closer investiga-
tion of the boundaries ∂ϑF (t,K) ⊂ ϑF (t, ∂K) reveals. These details, however, will not be used in the following.)
1212 T. Lorenz / J. Math. Anal. Appl. 340 (2008) 1204–1225In fact, Nagumo’s theorem also holds for morphological equations:
Theorem 2.10 (Nagumo’s theorem for morphological equations). (See [2, Theorem 4.1.7].) Suppose V ⊂K(RN) to
be nonempty and closed with respect to dl.
Let f : (K(RN), dl) → (LIP(RN,RN), dl∞) be a continuous function satisfying
(1) supM∈K(RN) Lipf (M) < ∞ (uniform bound of Lipschitz constants),
(2) supM∈K(RN) ‖f (M)‖∞ < ∞ (uniform bound of compact values).
Then from any initial state K0 ∈ V starts at least one Lipschitz solution K(·) : [0, T [ →K(RN) of ˚K(·) 	 f (K(·))
viable in V (i.e. K(t) ∈ V for all t) if and only if V is a viability domain of f in the sense of f (M) ∈ TV (M) for
each M ∈ V .
3. The step to morphological inclusions
The main aim now is to prove the corresponding existence of viable solutions for morphological inclusions, i.e.
the single-valued function f : K(RN) → LIP(RN,RN) of the right-hand side is to be replaced by a set-valued map
F :K(RN) LIP(RN,RN). Correspondingly to Definition 2.6, we introduce the solution of a morphological inclu-
sion in the following way:
Definition 3.1. For any given function F : K(RN) LIP(RN,RN), a compact-valued tube K(·) : [0, T [ RN is
called solution of the morphological inclusion
˚K(·)∩F(K(·)) = ∅
if
(1) K(·) : [0, T [RN is Lipschitz continuous with respect to dl, and
(2) F(K(t)) ∩ ˚K(t) = ∅ for almost every t , i.e. a set-valued map G ∈ F(K(t)) ⊂ LIP(RN,RN) belongs to ˚K(t) or,
equivalently, limh↓0 1h · dl(K(t + h),ϑG(h,K(t))) = 0.
3.1. The (well-known) viability theorem for differential inclusions
The situation has already been investigated intensively for differential inclusions in RN (see e.g. [1,5]). For
clarifying the new aspects of morphological inclusions, we now quote the corresponding result from [5, Theo-
rems 3.3.2, 3.3.5] after specifying the required terms.
Definition 3.2. (See [5, Definition 2.2.4].) Let X and Y be normed vector spaces. A set-valued map F : X Y is
called Marchaud map if it has the following properties:
(1) F is nontrivial, i.e. GraphF = ∅,
(2) F is upper semicontinuous, i.e. for any x ∈ X and neighborhood V ⊃ F(x), there is a neighborhood U ⊂ X of x
such that F(U) ⊂ V ,
(3) F has compact convex values,
(4) F has linear growth, i.e. supy∈F(x)|y| C(1 + |x|) for all x ∈ X.
Theorem 3.3 (Viability theorem for differential inclusions). (See [5, Theorems 3.3.2, 3.3.5].) Consider a Marchaud
map F : RN  RN and a nonempty closed subset V ⊂ RN with F(x) = ∅ for all x ∈ V . Then for any finite time
T ∈ ]0,∞[, the following two statements are equivalent:
(1) For every point x0 ∈ V , there is at least one solution x(·) ∈ W 1,1([0, T ],RN) of x′(·) ∈ F(x(·)) (almost
everywhere) with x(0) = x0 and x(t) ∈ V for all t .
(2) F(x)∩ TV (x) = ∅ for all x ∈ V .
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sequence (xn(·))n∈N in W 1,∞([0,1],RN) such that supt dist(xn(t),V ) → 0 (n → ∞) and (xn(t), ddt xn(t)) is close
to GraphF ⊂ RN × RN for almost every t . Then the theorems of Arzela–Ascoli and Alaoglu provide a subsequence
(xnj (·))j∈N and limits x(·) ∈ C0([0,1],RN), w(·) ∈ L∞([0,1],RN) with
xnj (·) → x(·) uniformly,
d
dt
xnj (·) → w(·) weakly∗ in L∞
([0,1],RN ).
Due to the continuous embedding L∞([0,1],RN) ⊂ L1([0,1],RN), we even obtain the convergence d
dt
xnj (·) → w(·)
weakly in L1([0,1],RN). Thus, w(·) is the weak derivative of x(·) in [0,1] and, x(·) is Lipschitz continuous. Finally
Mazur’s Lemma 3.7 implies
w(t) ∈
⋂
ε>0
co
( ⋃
z∈Bε(x(t))
F(z)
)
= F (x(t)) for almost every t .
Considering now morphological inclusions on (K(RN), dl) (instead of differential inclusions), an essential aspect
changes: The derivative of a curve is not represented as a function in L1([0,1],RN) any longer, but rather as a function
[0,1] → LIP(RN,RN). So the classical theorems of Arzela–Ascoli, Alaoglu and Mazur might have to be replaced by
their counterparts concerning functions with their values in a Banach space (instead of RN).
3.2. Adapting this concept to morphological inclusions: The main theorem
Now F :K(RN) LIP(RN,RN) and a constrained set V ⊂K(RN) are given.
Correspondingly to Theorem 3.3 about differential inclusions, we focus on the so-called viability condition de-
manding from each compact set K ∈ V that the value F(K) and the contingent transition set TV (K) ⊂ LIP(RN,RN)
have at least one morphological transition in common. Lacking a concrete counterpart of Aumann integral in the met-
ric space (K(RN), dl), the question of its necessity (for the existence of “in V viable” solutions) is more complicated
than for differential inclusions in RN and thus, we skip it here deliberately. The main contribution of this paper is that
in combination with appropriate assumptions about F(·) and V , the viability condition is sufficient.
Convexity again comes into play, but we have to distinguish between (at least) two aspects: First, assuming F to
have convex values in LIP(RN,RN) and second, supposing each set-valued map G ∈ F(K) ⊂ LIP(RN,RN) (with
K ∈ K(RN)) to have convex values in RN . The latter, however, does not really provide a geometric restriction on
morphological transitions. Indeed, the well-known Relaxation Theorem of Filippov–Waz˙iewski (e.g. [1, § 2.4, Theo-
rem 2]) implies ϑG(t,K) = ϑcoG(t,K) for every map G ∈ LIP(RN,RN), initial set K ∈K(RN) and time t  0. So
we suppose the values of F to be in LIPco(RN,RN):
Definition 3.4. LIPco(RN,RN) denotes the set of all set-valued maps G ∈ LIP(RN,RN) whose (nonempty compact)
values are convex in addition.
Theorem 3.5 (Viability theorem for morphological inclusions). Let F : K(RN) LIPco(RN,RN) be a set-valued
map and V ⊂K(RN) a nonempty closed subset satisfying:
(1) all values of F are nonempty and convex (i.e. for any G1,G2 ∈ F(K) ⊂ LIPco(RN,RN) and λ ∈ [0,1], the
set-valued map RN RN , x → λ ·G1(x)+ (1 − λ) ·G2(x) also belongs to F(K)),
(2) A := supM∈K(RN) supG∈F(M) LipG< ∞, B := supM∈K(RN) supG∈F(M) ‖G‖∞ < ∞,
(3) the graph of F is closed (w.r.t. locally uniform convergence in LIP(RN,RN)),
(4) TV (K)∩F(K) = ∅ for all K ∈ V .
Then for every initial set K0 ∈ V , there exists a compact-valued Lipschitz continuous solution K(·) : [0,1] RN
of the morphological inclusion ˚K(·)∩F(K(·)) = ∅ with K(0) = K0 and K(t) ∈ V for all t ∈ [0,1].
Remark. In assumption (3), the topology on LIP(RN,RN) is specified. A sequence (Gn)n∈N in LIP(RN,RN)
is said to converge “locally uniformly” to G ∈ LIP(RN,RN) if for every nonempty compact set M ⊂ RN ,
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on K(RN).
Due to the uniform bounds in assumption (2), the image F(K(RN)) ⊂ LIPco(RN,RN) is sequentially compact
with respect to this topology (as we prove in subsequent Lemma 3.11). So F is upper semicontinuous (in the sense of
Bouligand and Kuratowski) according to [6, Proposition 1.4.8].
3.3. Tools for functions with values in metric or Banach spaces
Before adapting the concept for finite-dimensional differential inclusions (sketched in Section 3.1) to morpho-
logical inclusions, we collect the main tools briefly. In this subsection, they consist mainly of (particularly weakly
sequential) compactness criteria for Bochner-integrable functions on a probabilistic space. In the following Sec-
tion 3.4, we summarize several results about parameterizing set-valued maps and differential inclusions.
First of all, the theorems of Arzela–Ascoli and Mazur do not change significantly. Indeed, we always use the
following general versions in this paper:
Proposition 3.6 (Arzela–Ascoli in metric spaces). (See [19].) Let (E1, d1), (E2, d2) be precompact metric spaces,
i.e. for any ε > 0, each set Ei (i = 1,2) can be covered by finitely many ε-balls with respect to metric di . Moreover,
suppose the sequence (fn)n∈N of functions E1 → E2 to be uniformly equi-continuous (i.e. with a common modulus of
continuity in E1).
Then there exists a sequence nj ↗ ∞ such that (fnj )j∈N is Cauchy sequence with respect to uniform convergence.
If (E2, d2) is complete in addition, then (fnj )j∈N converges uniformly to a continuous function E1 → E2.
Proposition 3.7 (Mazur’s lemma). (See e.g. [32, § V.1, Theorem 2].) For any weakly converging sequence (xn)n∈N in
a normed vector space, its weak limit is contained in the closed convex hull of {xn | n ∈ N}.
The so-called Bochner integral extends the familiar concept of integration from real-valued functions to Banach-
valued functions on the basis of “simple” functions.
Definition 3.8. (See [13].) Let (Ω,Σ,μ) be a finite measure space and X a Banach space. A function f : Ω → X is
called simple if there exist x1, x2, . . . , xn ∈ X and E1,E2, . . . ,En ∈ Σ such that f =∑nj=1 xjχEj with χEj : Ω →{0,1} denoting the characteristic function of Ej ⊂ Ω .
A function f : Ω → X is called μ-measurable if there exists a sequence (fn)n∈N of simple functions Ω → X with
‖f − fn‖X → 0 μ-almost everywhere for n → ∞.
A μ-measurable function f : Ω → X is called Bochner integrable if there exists a sequence (fn)n∈N of simple
functions Ω → X such that
lim
n→∞
∫
Ω
‖f − fn‖X dμ = 0.
Then, the Bochner integral of f over E ∈ Σ is defined by ∫
E
f dμ := limn→∞
∫
E
fn dμ.
Let L1(μ,X) denote the Banach space of Bochner integrable functions Ω → X equipped with its usual L1 norm.
In the nineties, Ülger proved that restricting the values of Bochner integrable functions to a weakly compact subset
of X implies the relative weak compactness of these functions in L1(μ,X). For real-valued Lebesgue integrable
functions, this is closely related with Alaoglu’s theorem and a compact embedding. An earlier version of this result is
presented in [11] and, [12] considers weak compactness of Bochner integrable functions with values in an arbitrary
Banach space under weaker assumptions (see also [7]).
Proposition 3.9. (See [30, Proposition 7].) Let (Ω,Σ,μ) be a probabilistic space, X an arbitrary Banach space. For
any weakly compact subset W ⊂ X, the set{
h ∈ L1(μ,X) ∣∣ h(ω) ∈ W for μ-almost every ω ∈ Ω}
is relatively weakly compact.
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Drawing parallels with differential inclusions in RN , the derivative of the wanted curve K : [0,1] → (K(RN), dl)
has now to be represented as a function [0,1] → LIPco(RN,RN). This form, however, does not provide any obvious
criteria in regard to sequential compactness. So as an essential tool, we prefer parameterizing set-valued maps (of
time and space) for obtaining links with Banach-valued functions. This “detour” lays the basis for concluding (weak
sequential) compactness properties of morphological transitions from Proposition 3.9.
Proposition 3.10 (Parameterization of bounded maps). (See [6, Theorem 9.7.2].) Consider a metric space X and a
set-valued map G : [a, b] ×XRN satisfying
(1) G has nonempty compact convex values,
(2) G(·, x) : [a, b]RN is measurable for every x ∈ X,
(3) there exists k(·) ∈ L1([a, b]) such that for every t ∈ [a, b], the set-valued map G(t, ·) : XRN is k(t)-Lipschitz
continuous.
Then there exists a function g : [a, b] ×X × B1 → RN (with B1 Def.= {u ∈ RN : |u| 1}) fulfilling
(1) ∀(t, x) ∈ [a, b] ×X: G(t, x) =⋃u∈B1 g(t, x,u),
(2) ∀(x,u) ∈ X × B1: g(·, x,u) : [a, b] → RN is measurable,
(3) ∀(t, u) ∈ [a, b] × B1: g(t, ·, u) : X → RN is c · k(t)-Lipschitz continuous,
(4) ∀t ∈ [a, b], x ∈ X, u,v ∈ B1: |g(t, x,u)− g(t, x, v)| c‖G(t, x)‖∞|u− v|,
with a constant c > 0 independent of G.
As a first result of the parameterization technique, we draw now useful conclusions about (sequential) compactness
of GraphF ⊂K(RN)× LIPco(RN,RN) and the values of F . They are based on supposing uniform Lipschitz bounds
of all set-valued maps in the image of F (hypothesis (2) of Theorem 3.5).
Lemma 3.11. (Sequential compactness in the image and graph of F(·).) In addition to the hypotheses of Viability The-
orem 3.5, let (Gk)k∈N be an arbitrary sequence in the image F(K(RN)) =⋃M∈K(RN)F(M) ⊂ LIPco(RN,RN).
Then, there exist a subsequence (Gkj )j∈N and a set-valued map G ∈ LIPco(RN,RN) such that for any compact set
M ⊂ RN , supx∈M dl(Gkj (x),G(x)) → 0 (j → ∞) and LipGA, ‖G‖∞  B .
Let now (Kk)k∈N be an arbitrary sequence in K(RN) such that
⋃
k∈N Kk ⊂ RN is bounded and Gk ∈ F(Kk)
for each k ∈ N. Then there exist subsequences (Kkj )j∈N, (Gkj )j∈N, a set K ∈ K(RN) and a set-valued map G ∈
LIPco(RN,RN) with
dl(Kkj ,K)
j→∞−−−→ 0, sup
x∈M
dl
(
Gkj (x),G(x)
) j→∞−−−→ 0 for any M ∈K(RN ) and G ∈F(K).
Proof. Applying Proposition 3.10 about parameterization to the autonomous maps Gk : RN  RN provides a se-
quence (gk)k∈N of Lipschitz functions RN × B1 → RN with gk(·,B1) = Gk for each k ∈ N and supk(‖gk‖∞ +
Lipgk) const(A,B) < ∞.
So for any nonempty compact set K ⊂ RN , the theorem of Arzela–Ascoli (Proposition 3.6) guarantees a subse-
quence (gkj )j∈N converging uniformly in K × B1. In combination with Cantor’s diagonal construction, we obtain
even a subsequence (again denoted by) (gkj )j∈N converging uniformly in each of the countably many compact sets
Bm(0)× B1 ⊂ RN × RN (m ∈ N).
Let hm : RN × B1 → RN denote an arbitrary Lipschitz function with supBm(0)×B1 |gkj (·) − hm(·)|
j→∞−−−→ 0. Then
we obtain the unique limit function h : RN × B1 → RN by setting h(x, ·) := hm(x, ·) for all x ∈ Bm(0), m ∈ N and,
gkj → h (j → ∞) locally uniformly in RN × B1.
In particular, h(·) is also Lipschitz continuous and has the same global Lipschitz bounds as (gk)k∈N. So, G :=
h(·,B1) : RN RN provides a set-valued map being Lipschitz continuous and satisfying supx∈M dl(Gkj (x),G(x))
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directly LipGA,‖G‖∞  B and the convexity of all values of G. So the first claim is proved.
For verifying the second claim, we extract a convergent subsequence (Kkl )l∈N as all sets Kk, k ∈ N, are contained in
one and the same compact subset of RN . So, there is K ∈K(RN) with dl(Kkl ,K) l→∞−−−→ 0. Following the same track
as in the first part, we obtain subsequences (again denoted by) (Kkj )j∈N, (Gkj )j∈N such that in addition, the latter
converges to some G ∈ LIPco(RN,RN) locally uniformly. According to assumption (3) of Viability Theorem 3.5,
GraphF ⊂K(RN)× LIPco(RN,RN) is closed with respect to these topologies and thus, it contains (K,G). 
The next proposition focuses on solutions of nonautonomous differential inclusions in RN . In a word, this earlier
theorem of Stassinopoulos and Vinter [29] characterizes perturbations (of the set-valued right-hand side) that have
vanishing effect on the sets of continuous solutions. We will use it in subsequent Section 3.5 for verifying that the
limit of an approximative subsequence has led to a solution of the morphological inclusion (see Lemma 3.18).
Proposition 3.12. (See [29, Theorem 7.1].) Let D : [0,1] × RN  RN and each Dn : [0,1] × RN  RN (n ∈ N)
satisfy the following assumptions:
(1) D and Dn have nonempty convex compact values,
(2) D(·, x),Dn(·, x) : [0,1]RN are measurable for every x ∈ RN ,
(3) there exists k(·) ∈ L1([0,1]) such that D(t, ·),Dn(t, ·) : RN RN are k(t)-Lipschitz for a.e. t ,
(4) there exists h(·) ∈ L1([0,1]) such that supy∈D(t,x)∪Dn(t,x) |y| h(t) for every x ∈ RN and a.e. t .
Fixing the initial point a ∈ RN arbitrarily, the absolutely continuous solutions of
∧
{
y′(·) ∈ Dn
(·, y(·)) a.e. in [0,1],
y(0) = a and ∧
{
y′(·) ∈ D(·, y(·)) a.e. in [0,1],
y(0) = a
respectively form compact subsets of (C0([0,1],RN),‖ · ‖∞) denoted by Dn(n ∈ N),D.
Then, Dn converges to D (w.r.t. the Pompeiu–Hausdorff metric on compact subsets of C0([0,1],RN)) if and only
if for every solution d(·) ∈D, Dn(·, d(·)) : [0,1]RN converges to D(·, d(·)) : [0,1]RN weakly in the following
sense:
dl
(∫
J
Dn
(
s, d(s)
)
ds,
∫
J
D
(
s, d(s)
)
ds
)
n→∞−−−−→ 0 for every measurable subset J ⊂ [0,1].
Reachable sets of differential inclusions provide candidates for solutions of morphological equations (and morpho-
logical inclusions, respectively).
This statement is rather obvious for every autonomous set-valued map F ∈ LIP(RN,RN). Indeed, the semigroup
property implies ϑF (t + h,K0) = ϑF (h,ϑF (t,K0)) for every K0 ∈ K(RN), t, h  0 (as stated in Lemma 2.4) and
thus, F ∈ LIP(RN,RN) belongs to the morphological mutation of [0, T ] → K(RN), s → ϑF (s,K0) at every time
t ∈ [0, T [ and initial set K0 ∈ K(RN) according to Definition 2.5. A similar statement holds also for reachable sets
of nonautonomous differential inclusions and almost every time. For this purpose, we benefit from an earlier result of
Frankowska, Plaskacz and Rzez˙uchowski [18] about the infinitesimal behavior of reachable maps:
Proposition 3.13. (See [18, Theorem 2.5].) Let V be a separable metric space and G : [0, T ] × RN × V  RN a
set-valued map satisfying
(1) G has nonempty closed convex values,
(2) RN × V RN, (x, v) → G(t, x, v) is continuous for almost all t ∈ [0, T ],
(3) [0, T ]RN, t → G(t, x, v) is measurable for all (x, v) ∈ RN × V ,
(4) there exists h(·) ∈ L1([0, T ]) with supy∈G(t,x,v) |y| h(t) for all (x, v) ∈ RN × V and a.e. t ∈ [0, T ].
Then, there exists a set J ⊂ [0, T ] of full Lebesgue measure (i.e. L1([0, T ] \ J ) = 0) such that for every (t, x, v) ∈
J × RN × V , dl( 1 · (ϑG(t+·,·,v)(h, x)− x),G(t, x, v)) → 0 for h ↓ 0.h
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assumptions of Proposition 3.13.
Then for each K0 ∈ K(RN), there exists a set J ⊂ [0, T ] of full Lebesgue measure such that at every time t ∈ J
and for any v ∈ V , G(t, ·, v) belongs to the morphological mutation of the reachable map
[0, T ] →K(RN ), s → ϑG(·,·,v)(s,K0)
at time t .
Proof. The detailed proof of [18, Theorem 2.5] even implies that the limit (of Pompeiu–Hausdorff distances) is locally
uniform in x ∈ RN. So we obtain for any Kt ∈K(RN) and all t ∈ J , v ∈ V
1
h
· dl
(
ϑG(t+·,·,v)(h,Kt ),
⋃
x∈Kt
(
x + h ·G(t, x, v)))→ 0 for h ↓ 0.
Applying this result to its autonomous counterpart G(t, ·,·) : RN ×V RN (with arbitrary t ∈ J ), the corresponding
limit exists again for each t ∈ J and satisfies
1
h
· dl
(
ϑG(t,·,v)(h,Kt ),
⋃
x∈Kt
(
x + h ·G(t, x, v)))→ 0 for h ↓ 0 and all Kt ∈K(RN ), v ∈ V.
Combining these asymptotic features via triangle inequality, we conclude for any t ∈ J , Kt ∈K(RN), v ∈ V
1
h
· dl(ϑG(t,·,v)(h,Kt ),ϑG(t+·,·,v)(h,Kt ))→ 0 for h ↓ 0,
i.e. fixing the initial set K0 ∈ K(RN) arbitrarily, there exists a set J ⊂ [0, T ] of full Lebesgue measure such that at
every time t ∈ J , G(t, ·, v) belongs to the morphological mutation of the reachable map
[0, T ] →K(RN ), s → ϑG(·,·,v)(s,K0). 
3.5. Proof of main Theorem 3.5
The proof of Viability Theorem 3.5 seizes the notion of approximation developed by Haddad and others for differ-
ential inclusions in RN (and sketched in Section 3.1).
For any given “threshold” ε > 0, we verify the existence of an approximative solution Kε(·) : [0,1] → K(RN)
such that its values have distance  ε from the constrained set V . In addition, each Kε(·) is induced by a piecewise
constant function fε(·) : [0,1[ → LIPco(RN,RN) of morphological transitions such that (Kε(t), fε(t)) is close to
GraphF at every time t ∈ [0, T [ (Lemma 3.15). Proposition 3.10 about parameterization bridges the gap between
fε(·) : [0,1[ → LIPco(RN,RN) and the auxiliary function f̂ε(·) : [0,1[ → Lip(RN × B1,RN) whose single values
are additionally in the Banach space (C0(RN × B1,RN),‖ · ‖∞).
Then, letting ε > 0 tend to 0, we obtain subsequences denoted by (Kn(·))n∈N, (f̂n(·))n∈N that are converging
to some K(·) : [0,1] → K(RN) and f̂ : [0,1[ → Lip(RN × B1,RN), respectively, in an appropriate sense—due to
compactness arguments specified in Section 3.3 (see subsequent Lemma 3.16).
Last, but not least, we prove that these limits satisfy for Lebesgue almost every t ∈ [0, T [
f̂ (t)(·,B1) ∈ ˚K(t)∩F
(
K(t)
) = ∅.
Indeed, Lemma 3.17 concludes f̂ (t)(·,B1) ∈F(K(t)) for almost every t ∈ [0, T [ from Lemma 3.11 stating that the
graph of F is sequentially compact. Furthermore, K(·) can be characterized as reachable set due to Proposition 3.12,
i.e. ϑf̂ (·)(·,B1)(t,K0) = K(t) at every time t ∈ ]0,1] (Lemma 3.18). So finally, preceding Corollary 3.14 implies
f̂ (t)(·,B1) ∈ ˚K(t) for almost every t ∈ ]0,1[.
Let us now follow this track in detail:
Lemma 3.15 (Constructing approximative solutions). Choose any ε > 0. Under the assumptions of Viability The-
orem 3.5, there exist a B-Lipschitz continuous function Kε(·) : [0,1] → K(RN) and a function fε(·) : [0,1[ →
LIPco(RN,RN) satisfying with Rε := εeA
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(b) dist(Kε(t),V)Rε for all t ∈ [0,1],
(c) fε(t) ∈ ˚Kε(t)∩F(BRε (Kε(t))) = ∅ for all t ∈ [0,1[,
(d) fε(·) is piecewise constant in the following sense: for each t ∈ [0,1[, there exists some δ > 0 such that fε(·)|[t,t+δ[
is constant.
Proof. It follows the same track as [2, Lemma 1.6.5] and uses Zorn’s lemma: For ε > 0 fixed, let Aε(K0) denote the
set of all tuples (τK,K(·), f (·)) consisting of some τK ∈ [0,1], a B-Lipschitz continuous function K(·) : [0, τK ] →
(K(RN), dl) and some piecewise constant function f (·) : [0,1[ → LIPco(RN,RN) such that
(a) K(0) = K0,
(b′) (1) dist(K(τK),V) rε(τK) with rε(t) := εeAt t ,
(2) dist(K(t),V)Rε for all t ∈ [0, τK ],
(c) f (t) ∈ ˚K(t)∩F(BRε (K(t))) = ∅ for all t ∈ [0, τK [.
Obviously, Aε(K0) is not empty since it contains (0,K(·) ≡ K0, f (·) ≡ f0) with arbitrary f0 ∈ LIPco(RN,RN).
Moreover, an order relation  on Aε(K0) is specified by(
τK,K(·), f (·)
)

(
τM,M(·), g(·)
) :⇐⇒ τK  τM, M|[0,τK ] = K, g|[0,τK [ = f.
So Zorn’s lemma provides a maximal element (τ,Kε(·), fε(·)) ∈Aε(K0).
As all considered functions with values in K(RN) have been supposed to be B-Lipschitz continuous, Kε(·) is
well-defined on the closed interval [0, τ ] ⊂ [0,1].
Assuming τ < 1 for a moment, we obtain a contradiction if Kε(·), fε(·) can be extended to a larger interval
[0, τ + δ] ⊂ [0,1] (δ > 0) preserving conditions (b′), (c). Since closed bounded balls of (K(RN), dl) are compact,
the closed set V contains an element Z ∈K(RN) with dl(Kε(τ ),Z) = dist(Kε(τ ),V) rε(τ ) and, assumption (4) of
Viability Theorem 3.5 provides a set-valued map
G ∈ TV (Z)∩F(Z) ⊂ LIPco
(
R
N,RN
)
.
Due to Definition 2.9 of the contingent transition set TV (Z), there is a sequence hm ↓ 0 in ]0,1 − τ [ such that
dist(ϑG(hm,Z),V) εhm for all m ∈ N. Now set
Kε(t) := ϑG
(
t − τ,Kε(τ )
)
, fε(t) := G for each t ∈ [τ, τ + h1[.
Obviously, Lemma 2.4 implies G ∈ ˚Kε(t) for all t ∈ [τ, τ + h1[. Moreover, it leads to
dl
(
Kε(t),Z
)
 dl
(
ϑG
(
t − τ,Kε(τ )
)
,Kε(τ )
)+ dl(Kε(τ),Z)
 B · (t − τ)+ εeAτ τ Rε
for every t ∈ [τ, τ + δ[ with δ := min{h1, εeA 1−τ1+B }, i.e. conditions (b′)(2) and (c) hold in the interval [τ, τ + δ]. For
any index m ∈ N with hm < δ,
dist
(
Kε(τ + hm),V
)
 dl
(
ϑG
(
hm,Kε(τ)
)
, ϑG(hm,Z)
)+ dist(ϑG(hm,Z),V)
 dl
(
Kε(τ),Z
) · eAhm + ε · hm
 εeAτ τ · eAhm + ε · hm  rε(τ + hm),
i.e. condition (b′)(1) is also satisfied at time t = τ + hm with any large m ∈ N.
So Kε(·)|[0,τ+hm] and fε(·)|[0,τ+hm[ provide the wanted contradiction and thus, τ = 1. 
Remark. As a direct consequence of property (d), the function fε : [0,1[ → LIPco(RN,RN) can have at most
countably many points of discontinuity. This enables us to apply preceding results about autonomous morphologi-
cal equations (Section 2) to the approximations Kε(·), fε(·) in a “piecewise” way.
Now the “threshold of accuracy” ε > 0 is tending to 0. The “detour” of parameterization (Proposition 3.10) and
the statements about sequential compactness in Section 3.3 lay the basis for extracting subsequences with additional
features of convergence:
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a constant c = c(N,A,B) > 0, sequences Kn(·) : [0,1] → K(RN), f̂n(·) : [0,1[ → Lip(RN × B1,RN) (n ∈ N)
and K(·) : [0,1] → K(RN), f̂ (·) : [0,1[ → Lip(RN × B1,RN) such that for every j,n ∈ N, t ∈ [0,1[, x ∈ RN ,
u ∈ B1 ⊂ RN
(a) K0 = Kn(0) = K(0),
(b) K(·) and Kn(·) are B-Lipschitz continuous w.r.t. dl,
(c) f̂n(·)(x,u) is piecewise constant (in the sense of Lemma 3.15(d))∥∥f̂n(t)(·,·)∥∥∞ + Lip f̂n(t)(·,·) c < ∞,
(d) dist(Kn(t),V) 1n ,
(e) f̂n(t)(·,B1) ∈ ˚Kn(t)∩F(B1/n(Kn(t))) = ∅,
(f) dl(Km(·),K(·)) → 0 uniformly in [0,1] for m → ∞,
(g) f̂m(·)|K˜j×B1 → f̂ (·)|K˜j×B1 weakly in L1([0,1],C0(K˜j × B1,RN)) for m → ∞,
(h) ‖f̂ (t)(·,·)‖∞ + Lip f̂ (t)(·,·) c < ∞,
(i) K(t) ∈ V ,
with the abbreviation K˜j := Bj+B(K0) Def.= {x ∈ RN | dist(x,K0) j +B} ∈K(RN).
Proof. It is based on the approximative solutions of Lemma 3.15, of course.
Indeed, for each n ∈ N, Lemma 3.15 provides Kn(·) : [0,1] → K(RN), fn(·) : [0,1[ → LIPco(RN,RN) corre-
sponding to ε := 1
n
e−A. Now according to Proposition 3.10, the set-valued map [0,1[×RN RN , (t, x) → fn(t)(x)
has a parameterization [0,1[ × RN × B1 → RN that we interprete as function f̂n : [0,1[ → Lip(RN × B1,RN).
Obviously, they satisfy the claimed properties (a)–(e).
In particular, these features stay correct whenever we consider subsequences instead and again abbreviate them as
(Kn(·))n∈N, (f̂n(·))n∈N, respectively.
For property (f) about uniform convergence of (Kn(·)) with respect to dl:
The B-Lipschitz continuity of each Kn(·) has two important consequences, i.e.
(1) all Kn(·) : [0,1] → (K(RN), dl) (n ∈ N) are equi-continuous, and
(2) ⋃n∈N, t∈[0,1]{Kn(t)} is contained in the compact subset BB(K0) of (K(RN), dl).
So, the theorem of Arzela–Ascoli (Proposition 3.6) provides a subsequence (again denoted by) (Kn(·))n converg-
ing uniformly to a function K(·) : [0,1] → (K(RN), dl). In particular, K(·) is also B-Lipschitz continuous with
K(0) = K0, i.e. properties (a)–(f) are fulfilled completely.
For property (g) about weak convergence of fn(·)|K˜ with a fixed compact subset K˜ ⊂ RN :
We cannot follow the same track as for differential inclusions in RN any longer. Indeed, the functions f̂n(·) of mor-
phological transitions have their values in Lip(RN ×B1,RN) which cannot be regarded as a dual space in an obvious
way. So Alaoglu’s theorem (stating that closed balls of dual Banach spaces are weakly* compact) cannot be applied
similarly to differential inclusions (Section 3.1).
Alternatively, we restrict our considerations to a compact neighborhood K˜ of
⋃
n∈N, t∈[0,1] Kn(t) ⊂ RN and use a
sufficient condition on relatively weakly compact sets in L1([0,1],C0(K˜×B1,RN)). Here C0(K˜×B1,RN) (supplied
with the supremum norm ‖ · ‖∞) denotes the Banach space of all continuous functions K˜ × B1 → RN. According to
Proposition 3.9, if W ⊂ C0(K˜ × B1,RN) is weakly compact then the subset{
h ∈ L1([0,1],C0(K˜ × B1,RN )) ∣∣ h(t) ∈ W for (Lebesgue) almost every t ∈ [0,1]}
is relatively weakly compact in L1([0,1],C0(K˜ × B1,RN)).
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to property (c)). So according to the theorem of Arzela–Ascoli (Proposition 3.6), the set of their restrictions to the
compact set K˜ × B1 ⊂ RN × RN
W := {f̂n(t)|K˜×B1 ∣∣ n ∈ N, t ∈ [0,1]}⊂ C0(K˜ × B1,RN )
is relatively compact with respect to ‖ · ‖∞. Thus, {f̂n(·)|K˜×B1 |n ∈ N} is relatively weakly compact in L1([0,1],
C0(K˜ × B1,RN)) and, we obtain a subsequence (again denoted by) (f̂n(·))n∈N and some g(·) ∈ L1([0,1],C0(K˜ ×
B1,RN)) with
f̂n(·)|K˜×B1 n→∞−−−−→ g(·) weakly in L1
([0,1],C0(K˜ × B1,RN )).
For property (g) about fn(·)|K˜j with every compact K˜j
Def.= Bj+B(K0) ⊂ RN (j ∈ N):
Now this construction of subsequences is applied to K˜j
Def.= Bj+B(K0) = {x ∈ RN | dist(x,K0)  j + B} for j =
1,2,3, . . . successively. By means of Cantor’s diagonal construction, we obtain a subsequence (again denoted by)
(f̂n(·))n∈N and some gj (·) ∈ L1([0,1],C0(K˜j × B1,RN)) (for each j ∈ N) such that for every index j ∈ N,
f̂n(·)|K˜j×B1 n→∞−−−−→ gj (·) weakly in L1
([0,1],C0(K˜j × B1,RN )).
As restrictions to K˜j ×B1 of one and the same subsequence (f̂n(·))n∈N converge weakly for each j ∈ N, the inclusion
K˜j ⊂ K˜j+1 implies for any indices j < k
gj (t)(·) = gk(t)(·)|K˜j×B1 ∈ C0
(
K˜j × B1,RN
)
for almost every t ∈ [0,1]
and, so (gj (·))j∈N induces a single function f̂ : [0,1[ → C0(RN × B1,RN) defined as
f̂ (t)(x,u) := gj (t)(x,u) for x ∈ K˜j , u ∈ B1 and almost every t ∈ [0,1[.
For property (h) about Lipschitz continuity and bounds of limit function f (·):
Finally, we verify f̂ (t) ∈ Lip(RN ×B1,RN),‖f̂ (t, ·,·)‖∞ + Lip f̂ (t, ·,·) c for almost every t ∈ [0,1[. Indeed, as in
the case of differential inclusions (Section 3.1), Mazur’s Lemma 3.7 ensures for each j ∈ N (fixed)
f̂ (·)|K˜j×B1 ∈
⋂
n∈N
co
{
f̂n(·)|K˜j×B1 , f̂n+1(·)|K˜j×B1 . . .
}
in L1
([0,1],C0(K˜j × B1,RN )).
Thus, f̂ (·)|K˜j×B1 can be approximated by convex combinations of {f̂1(·)|K˜j×B1 , f̂2(·)|K˜j×B1 , . . .} with respect to the
L1 norm. A further subsequence (of these convex combinations) converges to f̂ (·)|K˜j×B1 almost everywhere in [0,1].
So, for almost every t ∈ [0,1], f̂ (t)|K˜j×B1 belongs to the same compact convex subset of (C0(K˜j ×B1,RN),‖ · ‖∞)
as f̂1(t)|K˜j×B1 , f̂2(t)|K˜j×B1, . . . , namely {w ∈ Lip(K˜j × B1,RN) | ‖w‖∞ + Lipw  c}. As the index j ∈ N is fixed
arbitrarily, we obtain property (h).
Property (i), i.e. K(t) ∈ V for every t ∈ [0,1], results directly from statements (d), (f) and the assumption that V is
closed in (K(RN), dl). This completes the proof of Lemma 3.16. 
The last step is to verify at Lebesgue almost every time t ∈ [0,1[ that f̂ (t)(·,B1) : RN  RN belongs to both
F(K(t)) and the morphological mutation ˚K(t).
First we interprete the weak convergence of the parameterized maps f̂n(·)|K˜j×B1 → f̂ (·)|K˜j×B1 (in L1) with re-
spect to the corresponding set-valued maps [0,1[ × K˜j RN and meet the topology of locally uniform convergence
in LIP(RN,RN).
As a rather technical tool, preceding Lemma 3.11 (in Section 3.3) clarifies how the uniform Lipschitz bounds of
F(K(RN)) ⊂ LIPco(RN,RN) (according to assumption (2)) imply useful compactness features which ensure that the
limit map f̂ (t)(·,B1) : RN RN is related to F(K(t)) at almost every time t .
Lemma 3.17. Let the sequences Kn(·) : [0,1] → K(RN), f̂n(·) : [0,1[ → Lip(RN × B1,RN) (n ∈ N) and the func-
tions K(·) : [0,1] →K(RN), f̂ (·) : [0,1[ → Lip(RN × B1,RN) be as in Lemma 3.16.
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dist
(
f̂ (t)(x,B1), co
{
f̂n(t)(x,B1), f̂n+1(t)(x,B1), . . .
}) n→∞−−−−→ 0 locally uniformly in x ∈ RN
with the coefficients of the approximating convex combinations being chosen independently from t , x. So in particular,
f̂ (t)(·,B1) ∈F(K(t)) ⊂ LIPco(RN,RN).
Proof. Lemma 3.16(g) specifies the convergence resulting directly from construction
f̂n(·)|K˜j×B1 n→∞−−−−→ f̂ (·)|K˜j×B1 weakly in L1
([0,1],C0(K˜j × B1,RN )) for each j ∈ N,
with the abbreviation K˜j := Bj+B(K0) Def.= {x ∈ RN | dist(x,K0) j +B} ∈K(RN).
Fixing the index j ∈ N of compact sets arbitrarily, Mazur’s Lemma 3.7 provides a sequence (hj,n(·))n∈N with
hj,n(·) ∈ co{f̂n(·)|K˜j×B1 , f̂n+1(·)|K˜j×B1 , . . .} ⊂ L1([0,1],C0(K˜j × B1,RN)) and
hj,n(·) → f̂ (·)|K˜j×B1 (n → ∞) strongly in L1
([0,1],C0(K˜j × B1,RN )).
For a subsequence (hj,nk (·))k∈N, we even obtain convergence for L1 almost every t ∈ [0,1],
hj,nk (t) → f̂ (t)|K˜j×B1 (k → ∞) in
(
C0
(
K˜j × B1,RN
)
,‖ · ‖∞
)
,
i.e. uniformly in K˜j ×B1 ⊂ RN ×RN . So the first claim is proved. In particular, all values of f̂ (t)(·,B1) : RN RN
are convex since each f̂n(t)(·,B1) ∈ imF ⊂ LIPco(RN,RN) has convex values.
Furthermore, we obtain the following inclusions for L1 almost every t ∈ [0,1] (and each index j ∈ N)
f̂ (t)(·,B1)|K˜j ∈
⋂
n∈N
hj,n(t)(·,B1)|K˜j ∪ hj,n+1(t)(·,B1)|K˜j ∪ · · · in a pointwise way in K˜j
⊂
⋂
n∈N
co
⋃
mn
f̂m(t)(·,B1)|K˜j
⊂
⋂
n∈N
co
⋃
mn
F(B1/m(Km(t)))∣∣K˜j due to Lemma 3.16(e)
⊂
⋂
ε>0
coF(Bε(K(t)))∣∣K˜j since dl(Km(t),K(t))→ 0.
Here, to be more precise, the closed convex hull (in the last line) denotes the following set-valued map
K˜j RN, x → co ⋃
M∈K(RN)
dl(K(t),M)ε
⋃
G∈F(M)
G(x).
Fixing now j ∈ N and δ > 0 arbitrarily, we introduce the abbreviation
Bδ
(F(K(t)); K˜j ) := {G ∈ LIPco(RN,RN ) ∣∣ δ  dist(G(·)|K˜j ,F(K(t))∣∣K˜j )
Def.= inf
Z∈F(K(t))
sup
x∈K˜j
dl
(
G(x),Z(x)
)}
for the “ball” around the set F(K(t)) ⊂ LIPco(RN,RN) containing all maps G ∈ LIPco(RN,RN) whose restriction
to K˜j has the “uniform distance”  δ from F(K(t)).
For any δ > 0 and j ∈ N, there exists a radius ρ > 0 with F(Bρ(K(t))) ⊂ Bδ(F(K(t)); K˜j ) because otherwise
there would exist sequences (Mk)k∈N, (Gk)k∈N in K(RN) and LIPco(RN,RN), respectively, with dl(Mk,K(t)) 1k ,
Gk ∈ F(Mk) \ Bδ(F(K(t)); K˜j ) for each k ∈ N and, Lemma 3.11 would lead to a contradiction (similarly to [6,
Proposition 1.4.8] about closed graph and upper semicontinuity of set-valued maps between metric spaces).
Obviously, Bδ(F(K(t)); K˜j ) ⊂ LIPco(RN,RN) is closed with respect to locally uniform convergence. Moreover,
it is convex (with regard to pointwise convex combinations) because F(K(t)) is supposed to be convex. Thus, we
even obtain the inclusion coF(Bρ(K(t))) ⊂ Bδ(F(K(t)); K˜j ), i.e.
f̂ (t)(·,B1)|K˜j ∈
⋂
Bδ
(F(K(t)); K˜j ) for almost every t and each j ∈ N.δ>0
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property of Lemma 3.11 implies f̂ (t)(·,B1) ∈F(K(t)) for almost every time t . 
So last, but not least, we have to prove f̂ (t)(·,B1) ∈ ˚K(t) at L1 almost every time t ∈ [0,1]. Due to Corollary 3.14
in Section 3.4, we can restrict our considerations to describing K(t) as reachable set of a nonautonomous differential
inclusion, i.e. ϑf̂ (·)(·,B1)(t,K0) = K(t) for every t ∈ ]0,1].
Proposition 3.12 of Stassinopoulos and Vinter lays the basis for initial sets with a single element.
Lemma 3.18 (K(t) as a reachable set of f̂ (·)(·,B1)). Let the sequences Kn(·) : [0,1] → K(RN), f̂n(·) : [0,1[ →
Lip(RN × B1,RN) (n ∈ N) and the functions K(·) : [0,1] → K(RN), f̂ (·) : [0,1[ → Lip(RN × B1,RN) be as in
Lemma 3.16.
Then, for any x(·) ∈ C0([0,1],RN) and Lebesgue measurable set J ⊂ [0,1],
dl
(∫
J
f̂n(s)
(
x(s),B1
)
ds,
∫
J
f̂ (s)
(
x(s),B1
)
ds
)
n→∞−−−−→ 0.
So in particular, ϑf̂ (·)(·,B1)(t,K0) = K(t) for every t ∈ ]0,1].
Proof. According to the definition of Aumann integral (e.g. [6, § 8.6]),∫
J
f̂ (s)
(
x(s),B1
)
ds
Def.=
{∫
J
f̂ (s)
(
x(s), u(s)
)
ds
∣∣∣ u(·) ∈ L1(J,B1)}.
Fixing u(·) ∈ L1(J,B1) and x(·) ∈ C0([0,1],RN) arbitrarily, we conclude from Lemma 3.16(g)∫
J
f̂n(s)
(
x(s), u(s)
)
ds →
∫
J
f̂ (s)
(
x(s), u(s)
)
ds for n → ∞
since L1([0,1],C0(K˜j × B1,RN)) → R, h →
∫
J
h(s)(x(s), u(s)) ds is continuous and linear whenever
x([0,1]) ⊂ K˜j . This implies
both dist
(∫
J
f̂n(s)
(
x(s),B1
)
ds,
∫
J
f̂ (s)
(
x(s),B1
)
ds
)
→ 0
and dist
(∫
J
f̂ (s)
(
x(s),B1
)
ds,
∫
J
f̂n(s)
(
x(s),B1
)
ds
)
→ 0 for n → ∞.
So the first claim holds.
Due to Lemma 3.16(c), each f̂n(·)(x,B1) : [0,1[ RN (n ∈ N, x ∈ RN) is piecewise constant and thus, it has at
most countably many points of discontinuity. So applying the Cauchy–Lipschitz-type Theorem 2.7 (of Aubin) in a
piecewise way with respect to time, we conclude from its uniqueness and from the B-Lipschitz continuity of Kn(·)
ϑf̂n(·)(·,B1)(t,K0) = Kn(t) for every t ∈ ]0,1] and n ∈ N.
dl(Kn(t),K(t)) → 0 has already been mentioned in Lemma 3.16(f). So we now still have to verify
dl
(
ϑf̂n(·)(·,B1)(t,K0),ϑf̂ (·)(·,B1)(t,K0)
)→ 0 for every t ∈ ]0,1] and n → ∞.
If K0 ⊂ RN consists of only one point, then this convergence results directly from Proposition 3.12.
For extending it to arbitrary initial sets K0 ∈K(RN), we exploit two features: First, the reachable set of a union is
always the union of the corresponding reachable sets and second, the Lipschitz dependence (of reachable sets) on the
initial sets according to Lemma 2.4, i.e. for any M1,M2 ∈K(RN) and t ∈ [0,1]{
dl
(
ϑf̂n(·)(·,B1)(t,M1),ϑf̂n(·)(·,B1)(t,M2)
)
 eAdl(M1,M2),
dl
(
ϑf̂ (·)(·,B1)(t,M1),ϑf̂ (·)(·,B1)(t,M2)
)
 eAdl(M1,M2).
The latter case of nonautonomous differential inclusions is covered by generalized Filippov’s theorem (e.g. [31, The-
orem 2.4.3]) correspondingly to Lemma 2.4. 
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Now Viability Theorem 3.5 is applied to two very special forms of constraints successively:
V1 :=
{
K ∈K(RN ) ∣∣K ∩M = ∅},
V2 :=
{
K ∈K(RN ) ∣∣K ⊂ M}
with some (arbitrarily fixed) nonempty closed subset M ⊂ RN. Consequently, we obtain sufficient conditions on M ⊂
R
N and F : K(RN) LIPco(RN,RN) for the existence of a Lipschitz continuous solution K(·) : [0,1] → K(RN)
satisfying (respectively){
˚K(·)∩F(K(·)) = ∅ a.e. in [0,1],
K(t)∩M = ∅ for each t ∈ [0,1] and
{
˚K(·)∩F(K(·)) = ∅ a.e. in [0,1],
K(t) ⊂ M for each t ∈ [0,1].
Here we benefit from earlier results of Anne Gorre [20] considering the corresponding problems with morphological
equations (instead of inclusions). In a word, she proved V1, V2 to be closed subsets of (K(RN), dl) and characterized
their contingent transition sets completely by means of the tangential properties of the closed set M ⊂ RN. Then she
applied Nagumo’s theorem for morphological equations (quoted here in Theorem 2.10). Now we seize her character-
izations in Lemmas 4.2, 4.4 for combining them directly with Viability Theorem 3.5.
Let us first introduce a modification of Bouligand’s contingent cone (mentioned in Definition 2.8).
Definition 4.1. (See [6, Definition 4.5.4].) Let K and L be subsets of a normed vector space X. The so-called Bouli-
gand paratingent cone PLK(x) to K relative to L at a point x ∈ K ∩L is defined by
PLK(x) :=
{
v ∈ X
∣∣∣ lim inf
y→x,y∈L
h↓0
1
h
· dist(y + h · v,K) = 0
}
= {v ∈ X ∣∣ ∃hn ↓ 0, (yn)n∈N in L, (vn)n∈N in X: yn → x, vn → v, yn + hn · vn ∈ K ∀n}.
Lemma 4.2. (See [20, Theorem 3.3].) Let M ⊂ RN be closed. For every nonempty compact set K ∈ V1 (i.e. K ∩
M = ∅) and each set-valued map G ∈ LIPco(RN,RN), the following two conditions are equivalent:
(1) G ∈ TV1(K), i.e. G belongs to the contingent transition set of V1 at K (Definition 2.9),
(2) there exists x ∈ K ∩M with G(x)∩ PKM (x) = ∅.
Theorem 4.3 (Compact-valued solutions “operable” in M). Let F :K(RN) LIPco(RN,RN) be a set-valued map
and M ⊂ RN a closed subset satisfying:
(1) all values of F are nonempty, convex (as in Theorem 3.5) and have the global bounds
sup
K∈K(RN)
sup
G∈F(K)
(‖G‖∞ + LipG)< ∞,
(2) the graph of F is closed (w.r.t. locally uniform convergence in LIP(RN,RN)),
(3) for any K ∈K(RN) with K ∩M = ∅, there exist G ∈F(K), x ∈ K ∩M with G(x)∩ PKM (x) = ∅.
Then for every compact set K0 ⊂ RN with K0 ∩M = ∅, there exists a compact-valued Lipschitz continuous solution
K(·) : [0,1] RN of the morphological inclusion ˚K(·) ∩ F(K(·)) = ∅ with K(0) = K0 and K(t) ∩ M = ∅ for all
t ∈ [0,1].
In [20], a compact-valued map K(·) : [0, T ] RN satisfying this condition (of nonempty intersection with M at
each time) is called operable on M ⊂ RN. Obviously, it is a stronger condition of analytically different nature if we
require K(t) to be contained in the closed set M at every time t . This property is called strongly operable on M [20].
1224 T. Lorenz / J. Math. Anal. Appl. 340 (2008) 1204–1225Lemma 4.4. (See [20, Theorem 4.3].) Let M ⊂ RN be closed and nonempty. For every nonempty compact set K ∈ V2
(i.e. K ⊂ M) and each set-valued map G ∈ LIPco(RN,RN), the following two conditions are equivalent:
(1) G ∈ TV2(K), i.e. G belongs to the contingent transition set of V2 at K (Definition 2.9).
(2) G(x) ⊂ TM(x) for every x ∈ K , i.e. G(x) is contained in Bouligand’s contingent cone of M at each point x ∈
K ⊂ M (Definition 2.8).
Theorem 4.5 (Compact-valued solutions “strongly operable” in M). Let F : K(RN) LIPco(RN,RN) be a set-
valued map and M ⊂ RN a closed subset satisfying:
(1) all values of F are nonempty, convex (as in Theorem 3.5) and have the global bounds
sup
K∈K(RN)
sup
G∈F(K)
(‖G‖∞ + LipG) < ∞,
(2) the graph of F is closed (w.r.t. locally uniform convergence in LIP(RN,RN)),
(3) for any compact set K ⊂ M , there exist G ∈F(K) with G(x) ⊂ TM(x) for every x ∈ K .
Then for every nonempty compact set K0 ⊂ M , there exists a compact-valued Lipschitz continuous solution
K(·) : [0,1]RN of the morphological inclusion
˚K(·)∩F(K(·)) = ∅
with K(0) = K0 and K(t) ⊂ M for all t ∈ [0,1].
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