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Les chevelures sont depuis plusieurs années un sujet très chanci en infographie. Les
défis que les chevelures procurent sont nombreux rendu difficile dû à la fine géométrie
des cheveux et aux nombreux phénomènes physiques s’y rattachant, anmation difficile
(lue aux mouvements complexes. etc. Plusieurs chercheurs ont relevé le (léfi avec succès
en produisant des chevelures qui se confondent avec la réalité en titilisant des modèles
physiques généralement fort complexes.
Néanmoins, très peu d’ouvrages ont été réalisés clans le rendu non—réaliste (ou non—
photoréaliste) des chevelures, notamment en ce clui concerne les dessins animés. Pourtant.
les chevelures de style caitoon sont devenues au fil du temps étonnamment complexes
et sont toujours produites manuellement dans l’industrie du dessin animé. Ce présent
travail a pour but de combler cette lacune.
L’approche utilisée est fort simple nous allons étudier les chevelures produites par
des artistes experts du domaine et tenter d’en extraire un style puissant et couramment
utilisé. Nous allons ensuite trouver un algorithme permettant de reproduire le ou les
styles voulus par un modèle simple et efficace. Nous aurons toujours la ferme intention
de simplifier le travail de l’artiste au minimum lors de la production de chevelures.
Nous allons donc proposer une interface simple inspirée des teclmiques traditionnelles de
dessins pour produire les chevelures. finalement, nous allons démontrer que le modèle
choisi, ainsi que l’interface proposée seront facilement intégrables claris des systèmes
d’animation déjà existants.
Mot-clés chevelures, rendu non-photoréaliste, animation.
Abstract
Hair lias becn a verv popular topic in computer graphics siilce manv vears. The chai
lenges that follow from it are numerous difficiilt renclering caused by tue fine geometry
of hair anci by many physical interactions. clïfficult animation causecl by subtie inove—
meints, etc. Many researchers have proposeci interesting solutions to these problems by
creating reahistic hair basecl on physical models, generally iughly complex.
However, very fcw authors have attackeci the problem of uon—reahstic (or non—photo—
realistic) renciering of hair. particularlv in regards to cartoon animation. Todavs cartoon
rencierings are lughlv complex anti ahvays achieved inanuallv in tue inclustrv. The purpose
of this work is to fil this gap.
The approachi we wili use is conceptualiy simple : we wiii stutty different hair moclels
created hy professional artists in order to finci a common style that we could use. Then,
we will cleveiop an algorithrn to reprociuce the style with a simple proceclural model.
Our ultimate goal wili be to simpiify the artists’ work cluring the liair creation process.
We xviii therefore propose a simple interface inspirecl by traclitiorial nnovements useci by
artists to create their work. Finahly, tve will show that our technique is suitabie to fit in
alreaciy existing animation software.
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Chapitre 1
Introduction
In the beginning the Univers e was created. Th’is has
made a tot of peopte very angry and been ‘widety re
garded as a bad moue.
Douglas Actams,
The Restfjnrant at the End oj the Univers e
a synthèse d’images réalistes, ou encore photoréalistes, est généralement
l’objectif ultime à atteindre en informatique graphique. Tenter de repro—
cluire les phénomènes naturels par ordinateur peut offrir au développeur
un sentiment de contrôle qui se compare au Créateur lui-même. Bien
que cette affirmation semble un peu exagérée, elle reste néanmoins vé
ridique et totalement justifiée. En essayant de comprendre ces phénomènes physiques
complexes et en réussissant à les reproduire fidèlement, le chercheur peut avoir l’impres
sion de reproduire la réalité.
Cependant, cette recherche absolue du réalisme, ainsi que l’obsession qu’ont eu les
scientifiques d’hier et d’aujourd’hui à jouer au Créateur, ont eu pour conséquence une
divergence des priorités de recherche et de développement en infograplue. Deptus déjà
plusieurs décennies, les étudiants et chercheurs s’acharnent à reproduire une multitude
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(b)
fic. 1.1 — Exemples de dessins style cartoon. Images réalisées par (a) Brian Stelfreeze,
(b) Michael Turner, Joe Weems V ami Jonathan D. Smith, (c) Keu Cha, D—Tron et
Steve Firchow.
de phénomènes physiques complexes claris lespoir d’éblouir la population entière avec
leur réalisme alors que ces mêmes chercheurs n’avaient qu’à sortir la tête dehors pour
admirer ces phénomènes. Nous pouvons alors nous poser la question suivante étant
donnée une image photoréaliste, quelles informations supplémentaires nous apporte-t
elle par rapport à la réalité?
Depuis quelques années, une nouvelle vagtle de recherches a pris naissance le rendu
non—photoréaliste (NPR). Il s’agit non seulement d’une nouvelle mode, mais égale—
ment d’une réorientation majeure des voies (le recherche en infographie. Le rendu non—
photoréaliste, contrairement au rendu photoréaliste, tente de reproduire l’information
visuelle sous une forme plus facile à digérer pour un être humain. Pour y arriver, les
chercheurs tentent de trouver une représentation plus simple et plus compréhensible des
données à afficher.
Il peut sembler étrange, voire même inapproprié de nommer un domaine d’étude par
ce qu’il n’est pas. Stanislaw Ulam aurait d’ailleurs déjà fait la remarque suivante “The
stndy of non-tinear physics is tike the stndy of rton-etephant biotogy.” Nous verrons que
ce type de rendu englobe effectivement un large éventail de styles différents.
Ceci étant dit, nous pouvons désormais notis intéresser à un type particulier de
rendu non-photoréaliste (puisqu’il en existe évidemment plttsieurs). Les dessins animés
(cartooris) sont un de ces types. Ils sont également très répandus et connus de tous.
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noke.
plifiée. Le style a cependant évolué et touche maintenant plusieurs artistes accomplis
cmi tentent, à leur manière, de faire passer différentes émotions à travers les couleurs, le
style, et les personnages. Les éléments que possèdent les artistes pour véhiculer ces in
formations sont évidemment bien limités à travers un dessin, c’est pourquoi ils devraient
faire usage de tous les moyens nécessaires pour y arriver. La Fig. 1.1 montre différents
exemples de dessins cartoorrs ainsi que leur impact visuel.
Parmi les différents éléments que les artistes possèdent, les chevelures s’avèrent par
tictilièrement puissantes. Leur fine géométrie ainsi que letn- visuel frappant donnent de
la vie aux dessins. Les chevelures sont également utiles pour faire passer différentes éino
tions aux personnages. Ce fait est particulièrement remarquable clans le film Princess
Mortonoke clans lequel la chevelure du héros Ashitaka se déforme relativement à ses
sentiments (Fig. 1.2).
Tenter de reproduire les chevelures créées par les artistes en dessin animé est un sujet
(le rendu non-photoréaliste parmi tant d’autres. Pourquoi s’intéresser particulièrement
au renciti cartoon des cheveux? Pourquoi ne pas s’intéresser au rendu au fusain ou à
la peinture qui comportent souvent un niveau artistique plus élevé ‘? Il y a plusieurs
réponses à ces questions
Les dessins animés sont mondialement répandus. Tout le monde a déjà lu une
bande dessinée, ou encore regardé un dessin animé à la télévision. S’intéresser au
rendu cartoon, c’est s’intéresser à tout un inonde.
Le travail effectué dans l’industrie est tong et taborieux. Les technologies utilisées
en dessin animé sont généralement démodées et comportent une grande quantité
de manipulations encore exécutées à la main. Diminuer la charge de travail manuel
permettrait cl ‘augmenter considérablement la productivité clans 1 ‘industrie.
Fic. 1.2 Les chevelures véhiculent les émotions. Images tirées du film Princess Mono-
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FIG. 1.3 — Exemples de chevelures complexes. Images réalisées par (a) et (b) J.Scott
Campbell et Alex Garner, (e) et (cl) Eci Benes et Vince Russeil.
Les dessins animés sont facilement antomatisables. L ‘industrie clii dessin animé
comporte de nombreuses facettes répétitives à pratiquement tous les stades de la
production (Section 3.1). Une automatisation totale ou partielle pourrait amener
d’importantes économies.
Nous connaissons l’importance des cheveux clans un dessin, et l’importance des des—
suis clans l’industrie. Cependant. ciuels défis procurent le rendu cartoon (les chevelures ?
Pourquoi s’attaquer aux chevelures plutôt qu’à n’importe quelle autre partie d’un des—
5m? Bien sûr, nous connaissons l’impact des chevelures clans les dessins animés, niais
comportent-elles un problème majeur dans l’industrie? La réponse à cette question se
trouve à la Fig. 1.3, clans laquelle toute la complexité des chevelures est explicitée.
Puisque les cheveux sont si fins, ils sont extrêmement difficiles à dessiner pour les artistes,
et encore plus difficiles à animer, les mouvements des cheveux étant subtils et imnprévi
sibles. Nous pouvons donc affirmer hors de tout doute que les chevelures procurent un
défi intéressant en infographie, et plus particulièrement les chevelures non-photoréalistes.
Il est étonnant de constater que, jusqu’à ce jour, très peu de recherche a été effectuée
sur les chevelures non-photoréalistes. Un des seuls travaux sur le sujet a été produit par
Kowalski et at. IKMN+99] qui utilisaient des textures procédurales nommées graftats
qui permettent le rendu non-photoréaliste de différentes matières, notamment la four
rure, qui changeait d’apparence selon l’angle de vue. Cependant, leur approche n’est pas
particulièrement intéressante pour produire des chevelures (Chapitre 2).
(a) (b) (c) (cl)
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Même si peu de travail a été effectué en chevelures non-photoréalistes, il n’en est
pas de même pour les chevelures photoréalistes où une grande quantité de littérature est
disponible sur leur rendu et leur animation. Les auteurs de ces travaux étaient généra
lement inspirés par des modèles physiques complexes permettant de reproduire l’aspect
anisotropicjue et les mouvements subtils des chevelures. Néanmoins, ces auteurs étaient
souvent influencés par leur éducation scientifique et avaient (lu mal à trouver (les solu
tions intéressantes au problème (le rendu non-photoréaliste de chevelures. Le Chapitre 2
fait une revue (le ces différentes solutions.
L’approche utilisée (lans ce travail est totalement différente. Au Chapitre 3, nous
étudierons en détail les différentes techniques utilisées par les artistes en (lessin animé,
ainsi que l’importance (les chevelures dans ce type (le rendu. Nous tenterons également (le
découvrir (les méthodes procédurales permettant (le reproduire fidèlement les techniques
à partir (lune généralisation (les résultats. Nous verrous que certaines (le ces techniques
reviennent régulièrement (lune oeuvre à une autre et (lun artiste à un autre. Parun ces
techniques. rions verrous que le feafhering est très souvent utilisé et procure (les résultats
(lune qualité hautement supérieure. De plus. nous verrons que cette technique est en
fait un cas particulier (le rendu en (lemi—ton et ciu’il est possible (le trouver (les méthodes
procédurales et interactives pour la reproduire.
Cependant, trouver (les méthodes procédurales pour produire (les chevelures n’est
pas suffisant pour convaincre un artiste d’utiliser un système informatisé. Le Chapitre 4
propose certaines solutions afin de simplifier au maximum l’apprentissage d’un système
pour un artiste. Essentiellement, la procédure utilisée tente (le produire (les mèches (le
cheveux à partir du même mouvement caractéristique que les artistes exécutent en pra
tique. Nous verrons que cette méthode permet (le créer rapidement des mèches cohérentes
par rapport aux techniques traditionnelles.
Les mèches positionnées sur un modèle doivent être rendues (lune manière ou d’une
autre. La teclmique utilisée pour faire le ren(lu de ces mèches déterminera le style du
dessin final. Dans le Chapitre 5, mie méthode simple pour imiter le featherirmg. décrit
précédemment. est explicitée. Le rendu sera temnps-réel avec OpenCL [WNDS99I.
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Un antre aspect primordial de l’industrie du dessin animé est l’animation. Encore
aujourd’hui, trop de travail est effectué inannellement par les artistes. Les différentes
images composantes des animations sont générées manuellement par des in-between ers.
Ce travail est long, épnisant et peu valorisant. De plus, cette répétition manuelle est
très encline aux erreurs de production. Le Chapitre 6 démontre que les solutions choisies
précédemment s’adaptent facilement à différents modèles d’animation, simplifiant ainsi
le travail manuel laborieux.
Le Chapitre 7 décrira en détail les avantages et inconvénients de chacune des tech
niques proposées au cours des chapitres et propose également des solutions alternatives
à certains problèmes. Deux annexes ont également été ajoutées à ce travail l’Annexe
A décrit les détails techniques de l’implémentation clii système et l’Annexe B explicite
les temps de calcul requis pour faire le rendu.
Chapitre 2
Travaux antérieurs
I love rnathernatzcs, zt ‘s the mathernaticians
I cannot stand.
Edsger Dijkstra
lusieurs auteurs ont étudié les chevelures. La plupart d’entre eux ont
tenté, avec succès, de reproduire Fapparence et le mouvement des clic
veux à partir de modèles physiques. Les différentes propriétés subtiles
des chevelures font de ces modèles de véritables défis clans plusieurs
branches de l’infographie moderne. Tous ces auteurs ont cependant un
aspect cri conïirnun : leur but est de reproduire des chevelures réalistes avec des mo
clèles réalistes. Aucun d’entre eux n’a tenté de reproduire les chevelures sous un aspect
non-photoréaliste. Un aperçu des systèmes classiques est démontré dans l’illustration
suivante
Hairstyle Modeling
Head Motion_]••••. Collision Handiing
Physical Simulation[ External Forces ]..:
Rendering
Les travaux effectués en chevelures photoréalistes se diivisenit donc en trois parties dis
tinctes t la modélisation, l’animation et le rendu.
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2.1 Chevelures photoréalistes
2.1.1 Modélisation des chevelures
Très peu d’ouvrages avant l’an 2000 traitent de la modélisation des chevelures. Vi
siblement, les auteurs souhaitent d’abord fournir des rendus rie chevelures de qualité
avant de simplifier leur modélisation. Le travail de Daiclegan et al. en 1993 [DTKT93]
était donc fort avant-gardiste. Leur approche propose un système complet de modélisa
tion, d’animation et de rendu de chevelures. Un module spécial (le leur système nommé
HairStyier permet une modélisation simplifiée sur des modèles de tête 3D. Ce mocltile
place des cheveux individuels sur les polygones formant le cuir chevelu (scatp). Chaque
polygone possède un certain nombre de paramètres
— une référence vers une courbe 3D
— un identificateur de matériel pour les cheveux
un déplacement (jitter) pour la position initiale (les cheveux
— l’orientation des cheveux
— l’échelle (cating) appliquée aux cheveux
— la densité. z. e. le nombre de cheveux par unité (le distance
— etc.
La plupart rIes travaux subséquents en modélisation rie chevelures sont inspirés de cette
méthode.
La contribution suivante majeure en modélisation fut publiée en 2001 par Chang
IYuO1J. Sa solution tente de simplifier la création ries cheveux frisés par quelques ap
proches totalement différentes
— une approche pour simuler le flot dles cheveux (localement et globalement) par des
champs vectoriels:
— une fonction générique permettant de simuler les «frisottis» naturels des cheveux
— une méthode pour regrouper les cheveux.
Essentiellement, l’auteur utilise l’analogie entre les cheveux et les champs vectoriels pour
faciliter la création ries chevelures. L’usager peut superposer différents champs vectoriels
(créés manuellement) pour donner la forme générale ries cheveux. Ensuite, les frisottis
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sont ajoutés avec une fonction tic décalage (offset) paramétrique. Finalement, les cheveux
sont regroupés pour former des agrégats à partir de quelques cheveux représentatifs et
d’une région sélectionnée.
Xti et Yang IXYO1], toujours en 2001, proposent un système complet pour faire le
design et la modélisation de chevelures basé sur un modèle tic agrégats, nominé V
HairStudio. Leur système est en fait un outil permettant la modélisation de cylindres
généralisés (generaiized cytinders) qui sont définis de la manière suivante
(s. a) = (s) + R(s. o).
où 7(s) est une courbe générale parainétrisée sur la longueur s et R(s, o) est une fonction
de rayon centrée en (s) et ayant tui angle o (permettant «effectuer un twist sur le
cylindre). Les cheveux seront distribués uniformément clans ce cylindre pour créer un
ctnster. Le système permet donc la création et l’édition de cylindres généralisés autotu’
d’un modèle 3D tic tête, permettant la modélisation de chevelures complètes avec un
feedhack interactif.
Kim et Neumann jKNO2J ont également développé un système tic modélisation et
ci’échtion basé sur les cvlincires généralisés, mais ils poussent leur système un peu plus
loin en utilisant un modèle multirésolutions. Effectivement, le modèle de Xu et Yang
ne permettait pas la modélisation de plusieurs styles de chevelures étant donné l’aspect
uniforme des cylindres. Kim et Neumann ont résolu ce problème en créant une hiérarchie
tic noeucis à l’intérieur tics cylindres. De cette manière, l’utilisateur peut raffiner l’aspect
visuel tics agrégats en hiérarchisant chactue mèche de cheveux, tel que démontré tians
l’illustration suivante (tirée de [KNO2])
I f
t t)
Ce travail apporte également tics contributions significatives concernant ia sélection tic
branches et autres outils tic haut niveau (tel que le copy/paste) pour manipuler la lué
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rarchie qui peut s’avérer fort souvent très complexe. D’autre part, les auteurs montrent
également quelques solutions pour obtenir tics rendus tic chevelures hautement réalistes.
Ils utilisent les deep shado’w rnaps [LVOOJ pour calculer les ombres à l’intérieur même
des chevelures (setf-shadowing). Également, ils permettent un antialiassage temps-réel
en ordonnant les cheveux individuels tic derrière à avant et en activant i’antialiassage tic
lignes ci’OpcnGL.
Ces quelques articles sont les ouvrages représentatifs en modélisation tic chevelures.
Comme nous pouvons le constater, les contributions proposées restent préliminaires et
ne nous seront pas d’une grande utilité clans le cadre de chevelures non-photoréalistes.
Nous allons maintenant changer (le direction et regarder le travail effectué concernant
l’aniniation des chevelures.
2.1.2 Animation des cheveux
L’animation des cheveux a vu le jour dans la recherche infographiquc essentiellement
au nniê;ne moment que la modélisation. Ceci scxplique par la même raison : les chercheurs
désiraient tout d’abord produire des rendus tic bonne qualité avant tic s’attaquer à
l’animation.
Le travail tic Anjyo et at. tiAUK92l en 1992 fut probablement la contribution la plus
significative et avant-gardiste en ce qui concerne l’animation tics cheveux. Ils proposent
un modèle physique très simplifié afin «obtenir tics mouvements réalistes tic chevelures,
muais avec un temps dc calcul fortement réduit. La méthode suggère d’évaluer séquen
si
FIG. 2.1 — Représentation utilisée par Anjyo et aï. jiAUK92].
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tiellement la position de chaque segment composant un cheveu. La position du segment
courant dépend de la position du segment précédent et le premier segment est immobile
(fixé à l’avance sur le modèle de tête).
L’évaluation de la position de . (où j est le vecteur déterminé par le point distant
clii segment i — 1 vers le point distant du segment j)* se fera par rapport à un système
de coordonnées dont .‘j_ est l’origine. La position de clans ce système est exprimée
par cieux angles, et O, tel qu’illtistré à la Fig. 2.1. Lorsqu’une force est appliquée
sur le cheveu, elle est projetée claris les plans .y et xz du système de coordonnées pour
permettre la modification des angles et 6. Cette modification utilisera les cieux derniers
pas (le l’animation, t0—t, et 0j0, ainsi que les valeurs projetées de la force
appliciuée, f et F0. pour évaluer la position du segment au prochain pas de l’animation,
(kt0+m et de la manière suivante
= + 2t() —
= tcvF0 + 26
où u et u sont les demi—longueurs de la projection de sur les plans .y et xz, et
où c est une constante permettant de contrôler le mouvement des cheveux. Ce même
ouvrage propose également des solutions pour ciétecter les collisions entre les cheveux
et le corps hunrain, ruais pas les collisions entre les cheveux, ceci demandant beaucoup
trop de calculs, les cheveux étant traités individuellement. La plupart (ies travaux qui
suivront en animation [KiAT93, DTKT93] seront inspirés par cette contribution.
La prochaine contribution significative fut proposée en 2000 par Koh et Huang
[KHOO]. Les auteurs proposent d’utiliser des surfaces 2D texturées (strips) afin de simpli
fier la modélisation et l’aninnation des chevelures. Les textures utilisées sont combinées
avec des cartes de transparence (alpha maps) pour donner un aspect plus réaliste aux
cheveux. Les résultats obtenus d’une telle approche ne seront pas particulièrement mi
pressionnants (Fig. 2.2), muais le rendu pourra se faire en temps-réel sans problème. La
Fig. 2.2(a) montre la carte de transparence ainsi que la texture utilisée pour les strips.
*Le point distant d’un segment est le point le plus éloigné de la racine du cheveu sur le segment.
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La Fig. 2.2(b) montre les strips non texturés et la Fig. 2.2(c) montre les strzps texturés.
Néamnoins, cette contribution n’apporte rien en particulier cii ce qui a trait à l’ani
mation. Les auteurs démontrent uniquement que leur approche peut être utilisée pour
animer et en font la démonstration avec une animation par keyfrarnes interpolés. Leur
prochaine contribution INHO1I proposera un modèle physique simplifié pour animer les
chevelures avec la représentation par strips. Leur approche est fortement inspirée dii
travail rIe Anjyo e ai. IiAU1<92], mais propose cïtmtiliser les points de contrôle des sur
faces 2D plutôt que les segments formant les cheveux individuels. Leur procédure est
explicitée à l’Algorithme 2.1.
foreach tirnestcp dt do
forcacli herr srp do
forcach controt pornt P,, from top to bottons do
Compute force F1 due to heacl movement ancl gravity;
Compute force F2 due to witid;
Compute force F3 due to springs;
Compute F101,,t = F1 + F2 + F3;
Break F1,,1,,, into F9 and F0;
Compute torques M9 and AI0;
Compute new position;
Collision detection with ellipsoid (head approximation);




Algorithme 2.1: Algorithme de Koh et Huang jKHO1] pour simuler le mouvement des
cheveux.
Fic. 2.2 — Utilisation de strips texturées pour représenter les chevelures. Images tirées
de Koh et Huang [KHOO].
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Fia. 2.3 — Volume pour simuler les interactions entre les cheveux. limage tirée tic Plante
et ai. IPCPO2Ï.
Plante et ai. jPCPOÏ, P1a99j proposent en 2001 une nouvelle approche pour trai
ter l’interaction complexe entre les cheveux sur im modèle. Ils suggèrent de regrouper
les cheveux ensemble avec des volumes, claris lesquels les interactions visqueuses seront
sinrulées. Dans un autre ouvrage [PCPtJ2Ï. ils proposent une méthode pour animer les
cheveux longs totit cri traitant les interactions décrites précédemment. Pour y arriver.
ils suggèrent d’utiliser un système (le couches (tayers) pour contrôler les mouvements à
plusieurs niveaux. Ils définissent également le concept tic wisp avec la structure suivante
— tine courbe squelette, pour définir les mouvements et cléfonnations à grande échelle;
— une enveloppe, englobant le squelette, pour définir les interactions avec les mèches
voisines;
— un certain nombre de cheveux individuels distribués clans le wisp.
Une telle structure est représentée à la Fig. 2.3. L’algorithme pour animer les chevelures
avec ce modèle ressemble à ceci
— calculer les forces appliquées sur les cheveux (gravité, friction de l’air, etc.)
— détecter les interactions entre les mèches et avec le modèle 3D;
— calculer les nouvelles vitesses;
— calculer les nouvelles positions.
À chaque étape, tous les points de masse sont calculés avant de procéder à l’étape
suivante. La position d’une wisp est toujours calculée tic la racine à la pointe.
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Plus récemment, Bertails et aï. IBKCNO3I proposent une extension au modèle ;xmul
tirésolution de Kim et Neumann IKNO2] pour l’animation. Cette dernière est réalisée
avec le nioclèle de Plante et aL IPCPO2]. Ils proposent également une nouvelle structure
pour représenter les chevelures t l’Adaptive Wisp Tree (AWT). Cette structure permet le
raffinement des chevelures de la racine à la pointe, facilitant ainsi la simulation physique
et le calcul des interactions entre les mèches. L’illustration suivante (tirée (le IKNO2])
montre coimnent la structure peut être créée à partir d’une chevelure.
Pour les animations, la structure évoluera selon les forces externes appliquées sur
celle—ci. Par exemple, une branche pourra se diviser en deux (spiit) si trop (le change
ments (le vitesses se produise;it. Inversement, plusieurs branches peuvent se regrouper
(vierge) si elles sont suffisaiïiment proches et que les vitesses sont suffisamment lentes.
viclemment, la réponse aux collisions est également traitée à chaque niveau (le la struc
ture.
L’animation des chevelures a suscité l’intérêt ries chercheurs pendaiit plusieurs an
nées. Plusieurs bonnes solutions ont été proposées, et les résultats obtenus sont très
convainquants. Nous allons maintenant étudier le travail réalisé dans le dernier aspect
rIes chevelures photoréalistes t le rendu.
2.1.3 Rendu des cheveux
Le rendu des chevelures (et de la pilosité en général) a attiré l’attention des cher
cheurs très tôt en infographie. En 1989, Kajiya et Kay jKK89j proposent de faire le
rendu de fourrure avec ries textures tridimensionnelles nommées texets. Un texet est
un tableau tridimensionnel contenant des paramètres approximant l’aspect visuel de la
microgéométrie sous-jacente. Ils possèdent une densité scalaire p(x, y, z), une orienta
tion locale
= [ (x, y, z) ïx, y, z) (x, y, z) ] ainsi qu’une fonction d’illumination
bidirectionnelle ‘(i, y, z, O,
, ).
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t
fc. 2.4 - Rendu de fourrure avec
texeis. Image tirée de Kajiya et Kay
11<1<89].
La densité p détermine en tout point du texei la quantité de microsurfaces présente.
Il s’agit (l’une approximation grossière mais généralement suffisante pour obtenir des ré
sultats cFune bonne qualité visuelle. Le vecteur à détermine l’orientation locale en tout
point du texet, avec une normale , une tangente ainsi qu’une binormale
. Finalement,
la fonction d’illumination ‘P permet de cléternuner comment la lumière interagit à l’in
térieur du texet. Cette fonction permettra cl’approximer les interactions complexes qui
se produisent réellement claris les microsurfaces.
Le rendu de ces texets peut être lourd (particulièrement à cette époque), mais les ré
sultats obtenus sont impressionnants (Fig. 2.4). Le travail de Kajiya et Kay est considéré
comme un classique clans la littérature et a inspiré plusieurs chercheurs, notamment en
ce qui concerne l’anisotropie.
Anjyo et at. IiAUK92] ont proposé une méthode simple pour faire le rendu des che
velures. Ils considèrent chaque cheveu comme étant un cylindre très mince (Fig. 2.6) où
les interactions avec la lumière sont produits. Ils se basent sur le modèle de Blinn [BIiZ7J
pour calculer la composante spéculaire du cheveux, soit
—
k(fl•
où k est le coefficient de réflexion spéculaire, est la normale sur le cheveu, est le
vecteur bisecteur entre le vecteur vers la lumière (tight) et le vecteur vers l’oeil (eye) et
r
FIG. 2.5 — Rendu de chevelure. Image
tirée de Anjyo et ai. jiAUK92].
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n est un scalaire déterminant la taille du hiqhtiqht spéculaire. Il s’agit probablement de
la manière la plus simple pour faire le rendu d’une chevelure on rend chaque cheveu
individuellement avec un modèle d’illumination de base. Néanmoins, les résultats obtenus
sont tout de même impressionnants (Fig. 2.5).
Une autre contribution intéressante est proposée par Yang et Ouhyoung [Y097],
qui suggèrent de faire le rendu de chevelures en incluant l’éclairage de derrière (back
tightirtq). Pour y arriver, ils utilisent une table de densité (density rnap, fig. 2.7) qui
accumule chaque cheveu rendu. Cette technique permettra de connaître la densité de
cheveux pour toute la scène. Il utilisent la fonction d’illumination proposée par Leblanc
et ai. [LTT91I
h taka + st{kjsin9 + k9co.s”(q + 9— g)], (2.1)
où h est l’intensité du cheveu résultante, ta est l’intensité (le la hu;yière ambiante, ha est le
coefficient de réflectance ambiante, s1 est la quantité de lumière i dlui doit être atténuée
par les ombres, i est l’intensité émise (le lumière, kd est le coefficient (le réflecta.nce
diffuse, k8 est le coefficient de réflectance spéculaire, est l’angle entre le cheveu et l’oeil
et O est l’angle entre le cheveu et la ltunière (fig. 2.8). Une modification à ce modèle est
nécessaire pour tenir compte (lu density map
h = taka+ .stj[kdsin9 + k8cos’1@ + O
— )] +
Z (1 — D)Lf(w),





FIG. 2.6 — I’vloclèle cl’illuniiriation de Anjyo et aï. [iAUK92].
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FIG. 2.7 — Density map. Images tirées (le Yang et Ouhyoung jYO97j.
où (1—D1) représente la fraction de l’intensité de la lumière j qui
atteint l’oeil. Cette valeur est obtenue à partir du density map.
La fonction f(w) permet de s’assurer que le back-lighting ne sur
vient que lorsque l’oeil regarde vers la lumière, tel qu’illustré à la
Fig. 2.8. Cette approche est particulièrement intéressante puis
qu’il est possible d’accélérer le rendu avec le matériel graphique
et OpenCL. Les résultats obtenus sont également intéressants.
mais nous verrons une technique plus moderne qui procure (le
meilleurs résultats proposée par Kim et Neumann un peu plus
loin.
En 1999. Chen et ai. ICSDJ99] proposent un système de synthèse de chevelures 3D
basé sur les mèches décrites à la Section 2.1.2. Ils définissent leurs mèches comme étant
l’ensemble des cheveux générés sur un triangle. Ce triangle est déprojeté et modélisé
afin de donner une forme géométrique de base à la chevelure. Le rendu des mèches est
effectué avec la formule de l’équation 2.1. galement, les cheveux produisent des ombres
avec un shadow rnap standard. La contribution principale de ce travail est de produire
des chevelures réalistes à moindre coût et avec une représentation simple.
Kim et Neumann [KNO2J proposent également une solution pour rendre les cheve
lures avec leur modèle multirésolutions. Ils dessinent chaque cheveu individuellement en
utilisant la primitive de ligne d’OpenGL. Néanmoins, l’aliassage des lignes est problé
matique. Pour résoudre ce problème. ils utilisent le processus d’antialiassage des ligues













(back-to-front) pour que l’antialiassage fonctionne. Ils proposent alors de trier chaque
segment formant les cheveux (fig. 2.9(a)). Pour obtenir un maximum de réalisiïie, des
ombres de qualité doivent être générées par les cheveux. Potir y arriver, les auteurs pro
posent d’utiliser les deep shadow rnaps [LVOO]. Un deep shadow map est sensiblement
identique à un shadom rnap standard, mais l’information de profondeur de toutes les
primitives est conservée pour chaque pixel (au lieu de conserver uniquement la priini
tive la plus près de la lumière pour chaque pixel). De cette manière, il est possible de
générer des ombres pour des objets semi-transparents. Cette solution s’adapte bien pour
les ombres de chevelures : les cheveux étant très minces et translucides, ils laissent par
tielleinent traverser la lumière. Un résultat avec et sans deep shadow rnap est illustré
à la fig. 2.9(b). Notons que le calcul des ombres avec cette technique peut être très
long, mais une fois qu’il est terminé, la chevelure peut être examinée sous n’importe
quel angle sans recalcul des ombres (tant que le modèle et la source de lumière reste






fic. 2.9 — Rendus réalisés avec la primitive de ligne clOpenGL et avec utilisation de deep
shadom rnaps pour la génération dFoirlbres. Images tirées de Kim et Neumann [KNO2j.
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La contribution la plus récente en rendu de chevelures est proposée par Marschner
et ai. [MJC+03]. Ils démontrent qu’un modèle anisotropique d’illumination peut fournir
des rendus de meilleure qualité (fig. 2.10(a)). Évidemment, les calculs nécessaires sont
plus lourds à exécuter. La Fig. 2.10(b) permet de voir à haut niveau comment il est
possible de produire de tels rendus. Sur l’illustration, les lignes pointillées montrent
comment la lumière réfléchie sur un cylindre parfait, utilisé notamment clans le modèle
de Anjyo et ai. iAUK92Ï. Les lignes pleines montrent comment la lumière réfléchie sur
une micro—structure similaire à celle d’un cheveu humain.
Jusqu’à maintenant, nous avons étudié plusieurs contributions concernant la mno
clélisation, l’animation et le remrclu des chevelures. Cependant, nous avons seulement
exploré l’aspect photoréaliste des chevelures, alors que nous avons besoin d’un modèle
non-photoréaliste. Dans la prochaine section, nous explorerons les travaux effectués en
rendu non—photoréaliste qui pourraient nous être utiles.
2.2 Non-photoréalisme
Durant la dernière décennie, plusieurs dizaines de contributions ont été apportées
concernant le rendu non-photoréaliste. Il est donc surprenant de constater qu’aucune
d’entre elles ne s’est intéressée au rendu et à l’animation de chevelures alors qtie plusieurs
travaux ont été effectués sur le sujet en rendu et animation photoréaliste.
En fait, une poignée d’auteurs se sont intéressés, de près ou de loin, au rendu de




fIG. 2.10 — Rendu anisotropique de chevelures. Images tirées de Marschner et ai.
fMJC03J.
(a)
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qui se sont attardés au rendu à partir de silhouettes des objets 3D. Les silhouettes
dans mie image sont une source inestimable ciinforrriations t nous identifions la plupart
des objets de notre environnement par les contrastes que leurs contours provoquent.
Kowalski et Markosian sont partis de cette idée pour proposer un système de rendu basé
sitr les contours des objets. Nous allons étudier leurs travaux avec plus de détail clans la
prochaine section.
2.2.1 Rendu basé sur les silhouettes
En 1999, Kowalski ei al. tKMN99, MM1<OO] proposent une approche pour faire
du rendu basé sur les silhouettes des éléments d’une scène. Pour y arriver, ils utilisent
des textures procéclurales nommées groftats. Les graflais sont distribués un pett partout
sur les modèles 3D. et leur apparence est dépendante de leur position par rapport à.
la silhouette courante. Nous allons maintenant discuter des grafiais plus en détails et
discuterons éventuellement de leurs avantages et inconvénients.
La Fig. 2.11 (tirée de 1KMN99I) montre un exemple d’image
rendue avec les grafiaïs. Nous voyons que l’apparence (les struc
titres formant les poils (les graftals) change en fonction de letn
position sur le modèle. En fait, elles changent d’apparence selon
leur position relative à la silhouette du modèle, qui est elle—même -
dépendante tic la position de la caméra. Les grafiais sont en fait Fin. 2.11: Exatnple de
rendu par greffaIs.
des banques de structures geornetricjues, tel cm illustre sur la figure








Sur cette illustration, nous voyons les polygones originaux utilisés pour faire le rendu
original du graftat ainsi que les autres structures utilisées pour les changements cI’ap
parences. La Fig. 2.12 montre le processus utilisé pour choisir les différentes structures
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clépenclamment de la position de celles-ci.
Le rendu des graftats nécessite la connaissance des silhouettes de la scène. Les sil
houettes sont définies comme étant tous les segments communs à un polygone front
facing et à un polygone back-facingt. Évidemment, ceci est seulement vrai si les po
lygones sont triangulaires, c’est pourquoi nous considérons les scènes 3D comme étant
triangularisées a priori.
Le positionnement des graftats requiert un peu dc travail supplémentaire. Nous dé
sirons obtenir une densité constante (en espace image) tics qraf aïs. Pour y arriver, les
auteurs se sont inspirés titi travail de Salisbury et aï. [SWHS97J qui arrivent à produire
tics dessins l’encre avec une densité contrôlable. À chaque trait rendu, le trait est
également soustrait d’une image tic différence (difference image atgorithm DIA). Le
prochain trait est donc placé en analysant le DIA pour essayer de trouver un endroit en
besoin de noirceur et en générant le nouveau trait à cet endroit. L’image résultante sera
tin ensemble tic marques dont la densité reflète l’intensité en ton tic gris originale.
Un processus similaire est utilisé pour positionner les qroftals dans l’image. Chaque
graflat rendu sera également dessiné tians une image tic référence tic couleurs (coïor reje
rence image). Les régions plus sombres clans l’image tic référence nécessiteront une plus
grande densité de grafi aïs. Cette image sera nommée desire image, puisqu’elle inchque le
tPour déterminer si un polygone est, front
-facing. il suffit de calculer le produit scalaire (dot product)
entre la normale citi polygone et le vecteur orientation de la caméra , i.e. un polygone est fr0nt-facng
si et seulement si ‘ < O.
N
L__c..d = O
fulled with outine edges
/ —...Draw tited without outhne
Draw nothing
Â Draw nothing ‘ Spine only
Vjew direction
FIG. 2.12 — Rendu tics graftaïs à partir tic leurs positions. Image tirée de Kowalski et aï.
[KMN 99]
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niveau de besoin d’un graftat à chaque endroit. Également, l’usager peut volontairement
noircir certaines régions de l’image de référence pour forcer une plus grande densité de
graftais.
Pour donner l’impression que les gTaftats sont collés sur le modèle 3D, un inapping
(le la position 2D tic l’écran vers la scène 3D est nécessaire. Ceci est effectué par un
lancement d’un rayon clans la scène à partir de la position image. Notons que le rayon
est intersecté avec une seule primitive qui est connue à l’avance, ce qui permet d’obtenir
la position en 0(1) (par qraftat). Les résultats obtenus avec les grafi ais sont très intéres
sants. Ils sont particulièrement efficaces pour donner un effet de fourrure avec un aspect
très carioon. Nous pourrions donc être tentés de les utiliser pour faire le rendu tIc che—
veltires avec un style carioon. Nous allons voir plus loin jusqu’à quel point ils pourront
nous être utiles dans ce contexte.
Chapitre 3
Analyse des chevelures NPR
Get the habzt of anatysis anatys’is witi in urne
enabie synthes’is to becorne yonr habit of mmd.
Frank Ltoyd Wright
nalyser les chevelures produites par les artistes est la première étape
à franchir avant de tenter de les reprociture. Il est important (le bien
comprendre les techniques utilisées ainsi que leurs origines avant de
produire des outils intuitifs à utiliser. Dans ce chapitre, nous allons
parcotirir plusieurs styles de chevelures non-photoréalistes proclttits
par différents artistes et allons tenter d’en extraire le plus d’informations possibles dans
l’espoir de les reproduire fidèlement avec des outils puissants.
Pour commencer, regartlons la fig. 3.1. Une étude attentive de l’illustration nous
indique que les visages de chaque personnage sont identiques. Cependant, au premier
coup d’oeil, il nous semble évident que les personnages sont totalement différents cer
tains ont un air masculin, d’autres un air féminin, chacun d’eux a un style bien défini,
etc. Les chevelures sont néanmoins l’unique différence sur tous ces personnages. Ceci est
une bonne indication que les chevelures véhiculent plusieurs aspect avec eux, notamment
la personnalité et les émotions, comme nous le verrons plus loin. galement, bien que
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Fia. 3.1 — Impact des cheveux sur la personnalité. Images tirées de rbakj.
les dessins sur la figure soient relativement simplistes, les cheveux ajoutent un niveau
de complexité intéressant aux illustrations. Ils apportent donc un outil efficace aux ar
tistes pour ajouter des effets subtils à leurs oeuvres. D’autres exemples plus intéressants
viendront au cours de ce chapitre. Pour l’instant, nous allons voir comment les dessins
animés sont généralement réalisés clans l’industrie.
3.1 Étapes de production
Afin de bien cerner comment les chevelures sont produites. il est important de coui—
prendre la structure générale de production des dessins. Il existe beaucoup de variance
claris l’industrie à savoir corrurient les dessins sont produits, mais des approches shmnlaires
sont tout de même présentes. Les sections qui suivront discuteront avec plus de détails
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3.1.1 Dessin au crayon
Tel qu’illustré à la Fig. 3.2(a), le dessin au crayon (penciting) consiste à produire un
premier croquis de base. Cette étape est généralement faite au plomb pour permettre des
corrections mineures facilement. Cette étape est presque toujours produite à la main,
sans aucun outil informatisé. Elle est généralement considérée comme étant celle com
portant un plus haut niveau artistique, bien que les étapes subséquentes, qui sont moins
bien connues du public, soient également essentielles à la création d’images de qualité
supérieure.
3.1.2 Encrage
Probablement la moins bien connue des étapes de production, l’encrage (inking), tel
qu’illustré à la Fig. 3.2(b), consiste à redéfinir les contours à l’encre et à définir nettement
les reflets. Il s’agit d’une étape essentielle à la production d’images, et plus partictiliè—
rement de chevelures, de liante qualité. De préférence, cette étape sera produite par le
même artiste qui a effectué le dessin au crayon, mais les contraintes de temps et d’ar
gent de l’industrie ne le permettent pas toujours. Pour ces raisons, l’artiste effectuant
le dessin au crayon se doit de transmettre rie l’information sur la structure rie la scène
à l’artiste qui effectuera l’encrage. Ceci est généralement réalisé par ries marques sur le
dessin au plomb, indiquant les régions qui doivent être totalement noircies. L’illustration
rIe la Fig. 3.3 en est un exemple. Il est important de noter que cette étape est exclusi
vement effectuée à la main avec des outils d’encrage difficiles à manipuler et très enclin
aux erreurs.
3.1.3 Coloriage
Le coloriage (cotoring, Fig. 3.2(c)) consiste évidemment à ajouter les couleurs à
l’image produite à l’étape d’encrage. Il s’agit probablement de la seule étape généra
lement réalisée avec des outils informatisés, tel que Adobe Photoshop. Ceci permet à
l’artiste rie choisir parmi différentes configurations de couleurs et de les tester, favorisant
ainsi rIe meilleurs résultats. Ceci élimine également le risque rIe détruire complètement
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le travail effectué aitx étapes précédentes, risque qui est toujours présent à l’étape (le
l’encrage.
3.2 Production de chevelures
La création des chevelures forme généralement un bottÏeneck clans la production. La
structure complexe des chevelures les rendent particulièrement difficiles à dessiner. La
solution adoptée par les artistes est d’approximer l’effet que les chevelures produisent
lorsque vues de loin. Plusieurs techniques ont été développées pour réussir à prociture
cet effet. Une des plus populaires se nomne le Jeathering et sera discutée plus en détail
clans cette section.
Le feathering est une technique de dessin très générale qui permet aux artistes de
produire différents tons de gris avec des couleurs opaques, comme de l’encre noir. La
Fig. 3.4 montre un exemple simple de feathering, et comment il est produit manuellement.
Cette technique est utilisée dans plusieurs contextes, comme pour produire des ombres
floues (Fig. 3.3), mais elle est particulièrement puissante pour créer des chevelures de
qualité supérieure. Les artistes ont adopté cette technique pour sa simplicité et la qualité
des images qu’elle permet de produire.
Pour les chevelures, les artistes traceront des lignes clans la direction générale des
cheveux, et créeront des reflets avec des taches d’encre pour faire le feathering. En uti
lisant cette approche, l’aspect anisotropique des cheveux se reflètera naturellement, et
FIG. 3.3 — Exemple d’encrage à partir d’un dessin au plomb. Images tirées de tAla].
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Fic. 3.5 Exemples de chevelures pro-FiG. 3.4 — Exemple simple de featïierzng
cluites avec la tecimique du feathering.produit manuellement.
hnages réalisées par Ed Benes et Vince
Russeil.
ce, avec une tecimique très simple. Quelciues résultats obtenus avec cette approche sont
illustrés à la fig. 3.5. Nous pouvons remarquer la qualité supérieure de ces chevelures
par rapport à d’autres techniques. Une contribution majeure clans le cadre de ce travail
sera de proposer une approche pennettant de reproduire fidèlement le featherinq avec
une technique simple et flexible (Chapitre 5).
3.3 Méthode procédurale de production de chevelures
La Section 2.2 a présenté l’approche de Kowalski et ai. pour générer des grafiais basés
sur les silhouettes d’une image. Cette technique pouvait très bien être adaptée au rendu
de poils ou de fourrure, mais qu’en est-il pour les chevelures? Quels sont les avantages
et inconvénients de cette approche clans ce contexte? Cette section tentera de répondre
à ces questions, et proposera un frarnework pour permettre la modélisation et le rendu
de chevelures non-photoréalistes.
3.3.1 Graflals révision
Les grafiats peuvent être utilisés pour modéliser les chevelures. Un graftal est un
ensemble de structures dont les propriétés changent selon l’angle de celles-ci par rapport
à la caméra. Cette approche est parfaitement abordable pour créer des chevelures de type
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j cartoon : l’artiste pourrait définir des traits minimals lorsque la normale
du modèle pointe vers la caméra, et définir des mèches plus développées
sur les silhouettes. Cette approche donne des résultats très intéressants
-
(illustration à gauche, tirée de [IKMN99]).
Cependant, il y a un problème majeur avec cette approche l’interface. En fait,
celle-ci est inexistante clans le modèle proposé par Kowalski et at., ce qui rend le système
inutilisable pour des artistes, peu importe la qualité artistique des rendus obtenus.
La première approche proposée pour créer mi nouveau graflat est de générer une sous-
classe C++ [StrOol du modèle de base, et de réécrire les fonctions de rendu pour celui-ci.
Cette approche lourde s’avère un échec total pour l’utilisabilité du système, les auteurs
ont donc proposé une autre approche plus flexible et plus facile d’utilisation les graftaï
description files [MMK+OO]. Ces fichiers permettent de décrire le comportement voulu
des qraftats par un certain nombre de paramètres bien définis. Parmi ces paramètres se
distinguent la géométrie, la couleur à chaque sonunet ainsi que les multiples résolutions
des qraft aïs.
Malgré les améliorations apportées à la modélisation, il n’en demeure pas moins que
les artistes traclitionmels sont clans l’incapacité d’utiliser le système. Les artistes désirent
un feedback interactif de leurs manipulations. Plus important encore, ils désirent créer
leurs oeuvres avec les mêmes mouvements qu’ils le feraient clans la réalité. Les groftats
ne sont d’aucune utilité clans ce contexte puisqu’ils sont principalement basés sur les
silhouettes des objets 3D, et non sur les traits des images 2D.
Ce qu’il nous faut, c’est un système permettant aux artistes traditionnels de créer
simplement et intuitivement des mèches de cheveux, en leur permettant de répéter les
mouvements qu’ils utiliseraient clans la réalité. Permettre exactement ces mouvements
est très difficile étant donné les contraintes imposées par le matériel informatique, mais
nous pouvons simplifier la modélisation par un système de dessin par traits.
3.3.2 Framework de base
Nous allons maintenant proposer un frarnemvork pour un système permettant la mo
clélisation, la génération et le rendu de chevelures. Les chapitres qui suivront discuteront











de chacune des étapes avec plus de détails. L’illustration de la Fig. 3.6 montre schéma
tiquement les différentes étapes de la production, i.e. la création de traits, la génération
des mèches et le rendu.
La première étape du sytème est de dessiner manuellement des traits dans l’orien
tation des chevelures. Les traits seront utilisés pour générer des patches 3D planaires
(deuxième étape). La dernière étape consiste à faire le rendu de ces patches en utilisant
un certain nombre de paramètres permettant de définir le style du feathering.
Ce chapitre a tenté de cerner les problèmes à résoudre concernant la production
de chevelures NPR. Les chapitres qui suivent proposent des solutions à ces problèmes.
Plus particulièrement, le Chapitre 4 discute de la génération de patches à partir de traits
produits par l’artiste alors que le Chapitre 5 propose une solution au rendu de feathe’ring.
Renclering
Framework général pour la production de clievehires NPR. Image originale
Chapitre 4
Modélisation des mèches
Do not quench yonr znspzTatzon and yonr imagination;
do not becorne hie slave of your modet.
Vzncent Van Gogh
cl que mentionné au Chapitre 3, nous désirons permettre la inoclé
lisation des chevelures avec une technique se rapprochant le plus
possible (les méthodes traditionnelles utilisées par les artistes. Ce
chapitre sera consacré à cet effet. Nous verrons comment il est pos
sible à partir de traits de générer des patclies (NURBS) en conservant
Forientatiori et la forme, simplifiant ainsi la modélisation de chevelures complexes. Le
chapitre aura la structure suivante tout d’abord, nous étudierons la théorie de base
de la représentation des courbes et des surfaces (Section 4.1) qui nous sera nécessaire
éventuellement pour nous permettre de les générer à partir de traits. Nous débuterons en
révisant les courbes paramétriques pour étendre le sujet vers les surfaces paramétriques.
Ensuite, nous proposerons une interface simple pour permettre aux artistes de générer
des chevelures en utilisant cette représentation (Section 4.2).
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4.1 Représentation des courbes et surfaces
Il existe plusieurs modèles mathématiques pour représenter des courbes. L’approche
classique est de fournir une fonction du type y = f(x) et de dessiner, pour chaque x,
l’équivalent en y* Cependant, cette approche est très limitée, particulièrement dû au
fait qu’il ne doit exister qu’un seul y pour chaque x. Dessiner un cercle doit donc se faire
en cieux temps : dessiner le demi-cercle supérieur et dessiner le demi-cercle inférieur. De
plus, dessiner des lignes verticales (avec une pente infinie) est difficile et doit être traité
séparément. Cette méthode est donc beaucoup plus contraignante qu’on l’imagine $ il
faut trouver une solution plus flexible.
La deuxième solution qui nous vient à l’esprit est d’utiliser une fonction implicite du
type f(x. y) = O. Cette méthode ne règle aucun problème. Si nous reprenons l’exemple
2 2 ‘du cercle, nous voulons dessmer la fonction x + y — = O. Hors, cette fonction possecie
plusieurs solutions valides, il faudrait donc ajouter des contraintes du genre y O qui
ne peuvent être intégrées avec élégance clans la fonction. Encore une fois, cette approche
n’est pas stiffisanunent flexible.
Les problèmes rencontrés petwent être éliminés eu utilisant une représentation pa
ramnétrique des courbes. Une courbe paramétrique est une fonction du type Q(t) avec
O < t < 1, de telle manière que
Q(t) = [x(t) y(t) z(t)].
Chacune des fonctions qui composent Q(t) peut être une fonction de degré quelconque,
mais des fonctions de degré 3 sont généralement utilisées pour plusieurs raisons
— les fonctions de plus bas degré manquent de flexibilité;
— les fonctions de plus haut niveau sont plus difficiles à contrôler, et sont plus coû
teuses à calculer;
— les fonctions de degré 3 sont les premières à s’étendre à la troisième dimension,
permettant la création de courbes non-planaires.
*pour l’instant, nous allons nous concentrer sur des fonctions à deux variables, nous généraliserons
à trois variables pour le modèle paramétrique.
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Les fonctions qui composent Q(t)
= f x(t) y(t) z(t) ] ont donc la forme suivante
x(t) at3 + + ct + d1,
y(t) = at + bt2 + cqt + d,
z(t) = at3 + bt2 + ct + d, O <t < 1.
Cette forme est plutôt lourde à traiter. Elle est généralement simplifiée sous la fonne
matricielle suivante Q(t) = T . C avec
a a a
f ] b1 b,,, b
T=[t3 t2 t 1] et C=
cx cy cz
d1 d d..
cette notation étant plus compacte et pltis élégante. Néanmoins, il reste toujours un
problème le choix des coefficients est toujours laissé à découvert. L’usager ne peut pas
choisir intuitivement les coefficients de manière cohérente pour donner tine forme voulue
à la courbe. La solution utilisée pour régler ce problème est de séparer la matrice des
coefficients C en cIeux matrices distinctes : une matrice de base (basis ‘rnafrix, M) et un
vecteur de géométrie (geornetry vector, G). La matrice de base est fixée à l’avance potir
un type de courbe donné, et le vecteur géometrie est utilisé par l’usager pour déterminer
le comportement tle la courbe. La forme finale de la courbe est donc Q(t) = T M G,
avec
rn11 rn12 in13 in14 G1
t m21 ra22 m23 rn4 G2
T=tta t2 t 1] M= et G=
m31 ‘rn32 rn33 ra34 G3
in41 m42 rn43 rn44 G4
Les techniques utilisées pour spécifier des matrices M ainsi que la forme des vecteurs
G dépassent le cadre de ce travail, mais elles sont discutées en détail dans l’ouvrage de
Foley et al. [fvDFH96] ainsi que dans le livre de Piegl et Tiller 1PT951. Nous allons tout
de même résumer les principales courbes paramétriques claris la prochaine section.
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4.1.1 Courbes paramétriques standards
Les courbes cl’Herrnite proposent d’utiliser un vecteur géométrie de la forme GH =
[ i i i T où P1 et Pi sont les points déterminant les extrémités de la
courbe et les vecteurs et ft déterminent les “vitesses” à ces points, tel qu’illustré
sur la Fig. 41(a). Cette forme est très simple, niais un peu contre-intuitive à utiliser
puisque l’usager doit spécifier deux points ainsi que cieux vecteurs. Il serait préférable de
transformer les vecteurs en points, potir fournir 1m vecteur géométrie à quatre pomts.
C’est précisement ce que font les courbes de Bezier, qui proposent un vecteur géonlé
trie de la forme GB
= [ 3 T Les relations entre les nouveaux points
introduits et les vecteurs d’Herrnite sont y 3(P9 — P1) et = 3(P1 — P3). Cette
nouvelle forme est no;i seulement plus simple à utiliser, mais possède également certaines
propriétés intéressantes. En particulier, les courbes de Bézier offrent la garantie que la
courbe rendue sera toujours comprise dans l’enveloppe convexe défini par les points de
contrôlesi Un exemple de courbe de Bézier est illustré sur la Fig. 4.1(b).
R1
.t
F;c. 4.1 — Exemple de courbes (a) clHermite et (b) de Bézier.
Dessiner de telles courbes est particulièrement simple il s’agit essentiellement de
dessiner des traits linéaires entre chaque paire de points évaluée sur la courbe à des
valeurs de t choisies.
Jusqu’à maintenant, nous avons seulement étudié des courbes paramétriques simples
qui peuvent être dessinées en utilisant le paramètre t entre O et 1. Néanmoins, il s’agit
toujours de courbes produites avec des polynômes de degré 3, ce qui est assez restrictif.
Plusieurs usagers désireront plus de contrôle pour permettre des courbes plus longues
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par exemple. Pour y arriver, nous aimerions pouvoir joindre ensemble plusieurs de ces
courbes de degré 3 pour faire un trait plus long et plus flexible. Chacune des courbes
deviendrait alors tin segment de la courbe totale. Le problème revient maintenant à
joindre ensemble les segments et de garantir une bonne continuité.
La continuité la plus simple est lorsque cIeux segments se touchent leurs extrémités
on dira alors qu’il sagit d’une contimuté géométrique G°. Si la direction (mais pas
nécessairement la longueur) des vecteurs tangents aux extrémités est la même, on dira
qu’il s’agit cl’ttne continuité géométrique G’. Sirnilairenient, si les vecteurs tangents sont
les mêmes (direction et longueur), on dira qu’il s’agit d’une continuité C’. Ainsi de suite,
si les directions et longueurs de Q(t) sont les mêmes aux extrémités, on (lira que la
courbe a une continuité C”. Bien que les continuités G’ soient moins restrictives cille
C1, elles auront l’air tout aussi douces, comme le démontre la Fig. 4.2.
Les courbes d’Herrnite et de Bezier n’offrent implicitement aucune garantie de conti
nuité, le programinetir doit clone s’en assurer en apportant (le multiples contraintes plus
difficiles à gérer, notamment
— modifier la position de l’extrémité d’un segment doit également changer la position
des points de contrôle précédents et suivants;
— modifier la position d’un point de contrôle intermédiaire (entre les extrémités d’un
segment) doit également changer la position d’un point de contrôle intermédiaire
du segment précédent ou suivant
FIG. 4.2 Différence entre les continuités G’ et C1.
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— les extrémités de la courbe entière doivent être traitées séparément.
Toutes ces contraintes sont difficiles gérer. Des problèmes peuvent facilement survenir,
et nous n’avons pas encore discuté des patches paramétriques, où ces problèmes sont
autrement plus difficiles à gérer. Les courbes BSptine offrent une alternative intéressante
aux problèmes de continuité. En particulier, les BSptines assurent une continuité C2
partout sur la courbe, ce qui les rend plus douce que Hermite ou Bézier. Pour y arriver,
l’affichage doit s’effectuer avec des masques sur les points de contrôle. Par exemple,
le premier segment s’affiche avec les points Pi P4, le deuxième segment avec les
points P2 P5, ainsi de suite. Chacun des segments se dessine normalement, à une
exception près s le paramètre t pourra être séquentiel d’un segment à l’autre, avec un
simple changement de variable. Par exemple, le premier segment pourra se dessiner
avec O < t < 1, le deuxième avec 1 < t < 2, ainsi de suite. La connexion entre cIeux
segments s’appelle un noeud (knot) clans les BSptines, et la valeur du paramètre t à ces
endroit s’appelle la valeur tIn noetici (knot vatue). Dans les BSptires, les noeuds sont
également espacés, c’est-à-dire que la différence entre cieux valeurs de noeud successives
est la même sur toute la courbe, on dira alors cjtie la BSptzne est uniforme. Une autre
variété de BSptines non-urnforines procure une flexibilité accrue, il s’agit des NURBS
(Non-Uniforrn Rat’ionat BSptine) IPT95I.
4.1.2 BSptine non-uniformes et rationnelles (NURBS)
Une forme plus générique des courbes paramétriques est les ratios de polynômes
(d’où le terme ‘rationnel”)
Q(t — f — X(t) — — Z(t)
Cette forme peut être considérée comme une représentation homogène des courbes, avec
la forme
Q(t) = [x(t) Y(t) Z(t) W(t)].
Évidemment, toute courbe non-rationnelle peut être transformée en forme rationnelle
en ajoutant W(t) = 1 comme quatrième élément. N’importe quel type de courbe peut
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être utilisé à la base des courbes rationnelles, mais il s’agit d’une NURBS uniquement
si la courbe à la base est une BSptine.
Un des avantages majeurs des courbes rationnelles est qu’elles sont invariantes attx
transformations de rotations, mises à échelle, translations et transformations perspectives
des points de contrôle. Ceci permet d’accélérer le rendu et d’attendre après la projection
des points de contrôle avant de dessiner la courbe.
Les NURBS sont également non-uniformes, ce qui signifie que l’espacement entre
deux knots n’est pas nécessairement le même. Les courbes non-uniformes sont plus
flexibles que les courbes uniformes les joints de continuité C2 peuvent être réduits
à C’ oti C° sans problème, permettant une forme arbitraire aux courbes. Cependant,
des paramètres supplémentaires sont nécessaires pour contrôler cette flexbilité accrue.
Comme toujours, la courbe paramétrique est approxinrée par une suite de segments de
type BSptine, niais une séquence de knot vatues doit également être spécifiée, clétermi
nant les valeurs de t aux différents joints sur la courbe. Il y a toujours quatre knots de
plus que de points de contrôle sur la courbe. Par exemple, une courbe dun seul segment
aura huit knots (de t0 t7), et la courbe sera définie clans l’intervalle t3 à t4. Plus
d’information à ce sujet est disponible clans le livre de Foley et aï. IfvDFH96] et clans
le livre consacré aux NURBS de Piegl et Tiller [PT95].
Les NURBS seront utilisées clans le cadre de ce travail. La raison principale de ce
choix est basée sur la flexibilité qu’elles procurent. Cette flexibilité sera particulièrement
utile pour regrouper ensemble des paires de courbes afin de générer des patches qui sont
discutées dans la prochaine section.
4.1.3 Relation entre courbes et patches
Les patches (surfaces paramétriques) sont en fait une généralisation des courbes
paramétriques. Essentiellement, le vecteur géométrie sera une matrice 4 x 4 plutôt qu’un
vecteur de 4 éléments. La disposition des points de contrôle dans cette matrice dépend du
modèle choisi, mais la f ig. 4.3 montre un exemple de patch de Bézier avec l’organisation
des points. La surface sera fonction de cieux paramètres, s et t, un pour la longueur et
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P14
Fic. 4.3 — Patch de Bézier avec points de contrôle.
l’autre pour la largeur. Pour un t fixé: la fonction se résume à une courbe
G1(t)
G2(t)
Q(st) S M.G(t) = S. M.
G3(t)
Gi(t)
Puisque G [ gj2 913 T (les g minusctiles représentent les points rie contrôle)
et ciite G1(t) = T . M . G1, il est facile de montrer que la forme finale cl’ttne patch est la
suivante IFvDFH96I
911 912 913 g14
Q(s, t) s . M. 921 922 g23 924 M
g:;i 932 933 9:34
9u 942 943 941
S ayant évidemment la forme [ s3 52 s 1 ].
Afficher de telles surfaces est relativement simple : la procédure proposée par Foiey
et al. est explicitée à l’Algorithme 4.1. Cependant, la procédure dessine une grille à la
résolution voulue et nous ne désirons pas toujours dessiner une patch comme un ensemble
de lignes; le Chapitre 5 propose une technique pour faire le rendu de patches pour le
feathering.
P12 PI3
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input $ Coefficients de Q(s, t)
input rc (nombre de lignes en s)
input $ n1 (nombre de lignes en t)
input n (nombre de segments pour dessiner chaque ligne)
(5= 1/n




(Les fonctzons X, Y et Z évaluent un point aur coordonnées données)
inoveto( X(s, O), Y(s, O), Z(s. O));
for t (5 to 1 by (5 do Hue to( X(s, t), Y(s, t), Z(s. t)
end
for t — O to 1 by (5 do
nioveto( X(O, t), Y(O, t). Z(O. t)
for s — ê to 1 by ê do line to( X(s. t). Y(s. t). Z(s. t)
end
Algorithme 4.1: Procédure pour dessiner une surface paramétrique.
Connecter plusieurs segments de surface ensemble, clans le but de générer des surfaces
plus grandes et plus flexibles, induit les nièmes problènies que la continuité (les courbes,
niais ils sont plus difficiles à traiter étant donné la dimension supplémentaire. Les patches
de BSptzne, et particulièrement les NURBS résolvent ces problèmes élégamment. Dessi
ner une grande surface pararnétricitie composée de plusieurs segments de patches revient
à faire des masciues 2D sur les points de contrôle, et de faire le rendu de ces segments
indépendamment
4.2 Interface de modélisation
Jusqu’à maintenant, nous avons discuté de la théorie de base des courbes et surfaces
paramétriques, de l’élégance et de la puissance qu’elles proctirent, mais nous n’avons
aticune idée à savoir comment les utiliser dans un contexte de modélisation de chevelures.
Cette section aura pour but de combler cette lacune. Plus particulièrement, nous verrons
comment il est possible de convertir tin trait dessiné manuellement par tin artiste en
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courbe paramétrique. Nous verrons également comment il est possible d’utiliser cieux de
ces courbes et de les joindre ensemble pour former une patch.
4.2.1 Génération de courbes
À partir dune courbe dessinée à la main par un artiste, nous devons trouver un
moyen de générer une courbe paramétriclue. La courbe dessinée originalement sera en
fait un ensemble de pomts qui sont générés par un dispositif d’entrée (input device)
typiquement une souris. Nous pouvons décrire ces points conune l’ensemble des n couples
(x, p) suivants
{ (xo,yo), (x1,y1),..., (Xi_1,Yn_1) }
Notre but sera de trouver une NURBS (points de contrôle et kuots) dont la courbe passe
le plus près possible de ces points. Il existe plusieurs techniciues pour trouver une telle
courbe elles sont «ailleurs décrites en détail clans le livre (le Piegl et Tiller 1PT95]. La
plupart des procédures permettant cÏadapter une cotirbe stir des points se divisent en
deux catégories t globales ou locales. Dans Fapproche globale, on utilise un ensemble
d’équations ou encore un problème d’optimisation qui sera résolu. Les calculs requis
peuvent être relativement simples si les points de contrôle sont les seuls inconnus (les
kuots et les poids sont connus à Favance). L’approche locale est basée sur la géométrie
de la courbe les points de l’ensemble P sont utilisés séquentielle;uent pour placer les
points de contrôle ainsi que les autres variables. L’approche utilisée (laDs le cadre (le
ce travail est globale et approxime l’ensemble des points de P avec une erreur permise
E.i Nous débutons avec une courbe contenant plusieurs points de contrôle (typiquement
tous les points de P) avec lesquelles nous générons une première courbe. Ensuite, des
points sont rejetés si l’erreur induite sur la courbe est plus faible que E. La déviation
entre les courbes est évaluée avec les moindres carrés.
Bien que cette approche soit simpliste, elle a démontré être capable de reproduire
fidèlement les courbes dessinées manuellement, peu importe la complexité de celles-ci.
La coordonnée z est ignorée puisque les points sont spécifiés en espace image, donc en 2D.
1L’implémentation de l’algorithme est réalisée par Lavoie par l’intermédiaire de la librairie
NURBS++ ILavi.
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De plus, la géométrie produite sur la courbe, particulièrement les points de contrôle, est
grandement simplifiée et procure souvent des résultats ne nécessitant aucune moclifica
tion. Nous avons clone une technique robuste pour générer des courbes de type NURBS
à partir de points dessinés par tin artiste. Nous devons maintenant produire des mèches
à partir d’un ensemble de traits.
4.2.2 Génération de patches
Notre but est toujours de simplifier au maximum le travail que Fartiste aura à effec
tuer pour générer des chevehires. Nous avons choisi de représenter des mèches de cheveux
par des patches de NURBS et désirons maintenant les générer à partir de traits produits
par l’artiste.
Piegl et Tiller jPT95J proposent clutiliser mie opération de skinning qui permet de
produire une patch à partir d’un ensemble C de m courbes
c={ Ck }. O<k<m—1.
Il y a cependant certaines contraintes
— le nombre de points de contrôle doit être le même pour chaque courbe;
— les valeurs des kuots doivent être les mêmes potir chaque courbe.
Néanmoins, il existe des techniques pour changer le nombre de points de contrôle et la
valeur des krwts sans changer l’apparence des courbes, permettant de joindre ensemble
des courbes qui pouvaient être incompatibles en premier lieu. Un exemple de skinning
est illustré à la Fig. 4.4.
Le nombre de points de contrôle clans un sens de la patch est cléfiru par les courbes de
C, mais une résolution doit être définie clans l’autre sens également. La solution utilisée
dans ce travail est de prendre la grandeur de C conime résolution. Ensuite, la matrice
de géométrie (ou les matrices, s’il s’agit d’une patch à plusieurs segments) est générée à
partir des points de contrôle ainsi produits.
Dans notre situation, nous désirons permettre à l’usager de générer une patch à partir
de deux courbes. Cependant, cIeux courbes ne sont pas suffisantes pour permettre une
opération de skinnznig. En réalité, tme telle opération serait possible, mais ne permettrait
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C3
Fic. 4.4 — Opération de skinning sur un ensemble de courbes NURBS.
aucune modification clans le sens longitudinal de la surface. Lusager qui dessine des
mèches de cheveux devrait pouvoir faire des modifications sur la surface comme il le
désire. Pour permettre cette flexibilité, nous allons générer automatiqtiement des courbes
supplémentaires pour permettre tin skin sur quatre courbes. Le processus de création
des deux courbes supplémentaires est illustré à la Fig. 4.5. En (a), des vecteurs sont
fiG. 4.5 — Création de cieux courbes supplémentaires pour le skinning.
Un skin avec deux courbes s’appelle une nzted surface. Il s’agit essentiellement de deux courbes
paramétriques reliées ensemble par des traits linéaires. Une opération de skznnzng à plus de deux courbes
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produits à partir des points de contrôle de la première courbe C0 vers les points de
contrôle de la deuxième courbe G3. En (b) ces vecteurs sont réduits aux tiers de leurs
longueurs afin de produire une nouvelle série (le points. Les vecteurs sont également
inversés pour prodtnre une deuxième nouvelle série à partir de la deuxième courbe G3.
En (c), les nouvelles courbes C1 et C2 sont produites. Cette approche s’est démontrée
suffisamment flexible dans la majorité (les cas et permet la création simple (le patches
avec une opération (le skmiung tout en conservant un (legré (le liberté dans la largeur
de la patch.
4.2.3 Outils de modélisation
La patch générée à partir des traits ne sera pas toujours placée comme le souhaiterait
l’artiste. Quelques retouches supplémentaires sont parfois nécessaires et les courbes défi
nissant la largeur doivent être modifiées a posteriori pitisclue les courbes intermédiaires
sont interpolées linéairement à partir (les traits. Pour (‘es raisons, il est nécessaire (le
fournir des outils de modélisation à l’usager. Fournir (le tels outils permet également à
l’usager (le définir l’apparence (lune patch sans utiliser le système (le traits décrit plus
tôt, mais (le modifier une patch (le base déjà existante. Nous voulons essentiellement
fournir les outils suivants
—
permettre le changement (le position (le groupes (le points
—
permettre (les transformations (rotations, mises-à-échelle) sur les points;
— permettre (les modifications (le haut niveau et (le bas niveau.
Il est possible (l’intégrer tous ces outils d’une manière élégante et imituitive. L’usager
peut, par exemple. sélectionner un sous-ensemble (les points (le contrôle (le la patch,
choisir une transformation à appliquer sur ces points et appliquer ces transformations.
De cette manière, l’usager pourra déformer la surface selon ses goûts. Néanmoins, cette
approche demeure locale : modifier l’apparence globale d’une patch (le plusieurs points
de contrôle (lemeure difficile et il faudrait proposer une solution (le tels problèmes.
Une des premières solutions au problème (le (léformation d’objets complexes est le
free form dejormation (FFD IBars4l). Cette approche consiste à envelopper l’objet à
déformer d’un cube paramétrique (ou (l’une surface paramétrique. en 2D) et dl associer
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la géométrie à l’intérieur de ce cube. Les déformations appliquées sur le cube se réfiè
teront sur l’objet par l’intermédiaire de cette association. Par exemple. considérons la
transformation d’un point unique qui se trouve en plein centre du cube paramétrique.
Dans l’espace du cube. le point se trouve à la position (0.5, 0.5) et conservera toujours
cette position. La modification clii cube change la position tic son centre tians l’espace
monde, et modifiera la position tin point clans l’espace monde également (qui suit tou
jours la coordonnée (0.5, 0.5) de l’espace ctthe). Dans notre cas, nous n’avons pas besoin
d’un cube paramétrique mais plutôt d’une surface paramétrique ptlisclue nos points cie
contrôle sont pour l’instant planaires. Nous utiliserons une surface tic Bzier pour en
glober nos points. Il s’agit d’une décision arbitraire principalement basée sur la facilité
cl ‘implémentation de ces surfaces.
Un problème potentiel qui pourrait survenir est la détermination tics coordonnées ori
ginale dans l’espace de la surface. Effectivement, déterminer les coortlonnécs (s, t) d’une
patch à partir des coordonnées (2. y) de l’espace monde peut être difficile à résoudre.
Cependant. nous n’avons pas ce problème puisque nous pouvons sttpposer notre patch.
originale comme étanit rectangulaire les coorclomiées (s. t) ne sont alois qu’une inter
polation linéaire à l’intérieur de ce rectangle. Les illustrations tic la fig. 4.6 montrent
plus en détail ce processus. Pour tléformer nos surfaces. notis allons associer les points
Espace surface - J - -
Deformation
(10, yo ,‘
de contrôle de celles-ci uniquement. Ainsi, la déformation tic la pateh fFD modifiera les
points de contrôle de la surface NURBS. Afin de conserver une certaine généralité, nous
pouvons permettre d’effectuer un FfD sur tin sous-ensemble tic ces points tle contrôle.
Fic. 4.6 — Déformation par fFD d’un point.
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Tous les outils présentés clans ce chapitre permettent la création rapide de surfaces
avec une tecirnique similaire à celle utilisée par les artistes. Ils permettent également la
modification générique de ces surfaces pour avoir un niveau de contrôle supplémentaire.
Cependant, créer des surfaces n’est que la première étape clans la génération de mèches de
cheveux : il faut maintenant les rendre de manière à leur donner un aspect de chevelure.
Chapitre 5
Technique de rendu
Make everytk%rtg as simple as possible, but nol siiopler.
Albert Eznstein
J 1 existe plusieurs teclmiques pour générer de la] géométrie â partir ([une surface. La méthode généralement utilisée est de produire un polygone à chaqueparamètre (s. t) évalué sur la surface. Par la suite, il est facile (l’y apposerune texture ou d’effectuer tin shading quelconque. Cependant, notre but estde produire des chevelures cohérentes dans un contexte de dessins animés et
plus particulièrement de produire un effet de feathering (Section 3.2) de bonne qualité.
Ce chapitre aura pour but d’expliquer une solution possible de rendu de frathening basée
sur la structure des surfaces paramétriques NURBS.
Lorsquon parle de rendu de feathering. nous devons tout d’abord savoir où il apparaît
sur la surface. Le feathering est en fait une technique de rendu eu demi-ton jKan99, LAO1,
LT1i87I où différents tons de gris sont créés avec uniquement deux couleurs (typiquement
noir et blanc). Le rendu en demi-ton tente généralement de reproduire des images en
ton continu avec ces deux couleurs en utilisant l’intensité des images sources. Notre
situation est cependant différente puisque nous ne désirons pas convertir une image
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layer Li -
FIG. 5.1 — Simplification de modèles pour gravures à partir de patches.
Ostromoukhov f 0st99].
en ton continu, mais plutôt générer un demi-ton selon des propriétés externes, comme
l’éclairage par exemple.
Une solution à un problème similaire est proposée par Ostromou
khov [0st99] qui suggère une méthode de rendu pour les gravures,
originalement faites à la main. Sa méthode utilise également les sur
faces paramétriques pour générer les gravures; nous devrions clone
pouvoir nous en inspirer clans notre tecimique. L’idée générale de sa
méthode est de placer des patches au-dessus de l’image avec laquelle
nous désirons produire une gravure, tout en épousant les formes de
celle-ci. Lidée est de simplifier la structure complexe du modèle sous-jacent avec quelques
patches simples, permettant ainsi de simplifier la modélisation et le rendu (Fig. 5.1).
L’intensité de la portion de l’image sous-jacente à la patch sera analysée et des traits
(hatches) seront produits à partir de celle-ci. Les traits auront une largeur qui varie
en fonction de l’intensité de l’image, reproduisant ainsi le même ton que l’image origi
nale. Les résultats obtenus par cette technique sont forts impressionnants (illustration
à droite, tirée de [0st99]) et nous fournissent des images inspirantes pour le rendu de
chevelures. Particulièrement, le rendu de gravures ressemble sensiblement au rendu de
feathering puisqu’ils sont tous deux basés sur la variation de largeur de traits pour géné
rer différents tons. La différence majeure est la source de l’intensité. Dans le frarnework
que nous avons proposé (Section 3.3.2), nous avons décidé de produire les chevelures à
partir d’un dessin typiquement fait au plomb par tin artiste, ne nous laissant aucune
Images tirées de
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r feathering staits
feathering enç}
FIG. 5.2 — Position (les reflets par rapport à une pseudo-lumière.
intensité (le gris nous pennettarit (le déduire la largenr (les traits. Nous devons proposer
nne autre solution à ce sujet.
Le feathering est utilisé pour simuler les reflets (highlzghts) sur les surfaces. Les
artistes les positionnent intuitivement sur les iniages, et les résultats ainsi obtenus sont
généralement visuellement satisfaisants. Nous allons (lonc faire confiance à l’artiste en ce
qui concerne le placement des reflets. Ce que rions allons faire, c’est fournir un outil pour
leur permettre de spécifier une région dans laquelle un reflet sera visible. Pour décrire
une telle région, nous allons définir une nouvelle eutité une psendo-lumière (psendo
light). Les pseudo-lumières seront des sources génératrices (le reflets qui seront utilisées
au courant de ce chapitre. La Fig. 5.2 uiontre l’endroit où apparaîtront les reflets par
rapport à une pseudo-lumière donnée. Essentiellement, le feathering apparaîtra entre les
reflets et les régions aucunement éclairées (totalement noires). Évidemment, la taille des
reflets devra étre paramétrée afin d’offrir une plus grande flexibilité à l’artiste. Le reste
(le ce chapitre sera utilisé pour décrire ce processus en détail.
Définitions
Notre but étant de produire des feathers à partir d’une pseudo-lumière, nous devons
trouver un moyen de dessiner des traits de largeurs variables en utilisant la représentation
paramétrique des surfaces décrites au chapitre précédent. Pour y arriver, nous avons
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besoin rie définir quelques éléments qui nous seront utiles. Une patch titilisée pour le
rendu sera représentée par la lettre caligraphique 7 et ses indices représentent ries
coordonnées sur la surface, par exemple
,,
où s est la dimension rie largeur et t est la
dimension de longueur. Si les valeurs rie s et t sont fixées, représente alors un point
sur la surface. Les surfaces seront toujours tes NLJRBS et auront une taille arbitraire (en
terme de points rie contrôles). Un vecteur part (lu point vers la pseudlumière.
Également, le vecteur est la normale au point ?,t. Tous les vecteurs sont considérés
normalisés
5.1 Génération de traits
Pour pennettre le rendu avec OpenOL, il nous faut utiliser tme approche polygonale
pour dessiner les traits. Ceci peut être facilement effectué en générant tme paire de
quadrilatéraux à chaque point de la ptitch. le long de la coordonnée t. Pour simuler un
effet rIe feathcring. nous devons trouver un moyen de produire rIes traits sur la patch avec
une fonction de largeur w(s. t) qui varie pour donner une impression de reflet généré par
la pseurlo-lu;nière. Intuitivement, nous pourrions opter pour mie fonction du style .9.t ‘.t
pour évaluer l’angle de la pseuclo-lumière par rapport au point Cette fonction est
effectivement très utile clans ce contexte, mais il faut plutôt utiliser la fonction inverse
pour évaluer la largeur du trait. Par exemple, lorsqu’un point se trouve directement
sous la pseudo—lumière, les vecteurs et Ci sont les mêmes, et donc = 1.
Or, à cet endroit, nous désirons une largeur de trait nulle pour éclaircir la région. Nous
allons donc utiliser la fonction w(s, t) = 1
—
pour connaître l’épaisseur du trait
(en pourcentage) à la coordonnée (s, t) sur la patch.
Nous devons maintenant déterminer la largeur absolue du trait à partir du prntrcen
tage w(s, t). Pour y arriver, nous allons utiliser la valeur w(s, t) par rapport au trait
voisin. Pour éviter la superposition (les traits, nous allons plutôt les restraincire à mi-
chemin. Ceci permettra aux traits voisins rie se joindre ensemble salis se toucher, et ainsi
former une surface uniforme*. La Fig. 5.3 montre comment les polygones sont générés
*Cette approche permet également d’éviter tin problème courant avec OpenCL appelé le z-fighùng,
où les polygones à la méme profondeur tentent de s’amcher simultanément.
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pour les traits. En (a), les lignes représentent des traits non-rendus (il s’agit de lignes
Pseudo-lutrre
FIG. 5.3 — Génération de polygones pour les traits à partir d’une pseuclo—lumière.
paramétriques sur la surface, choisies à ries intervalles réguliers sur le paramètre s). En
(b), la géométrie est produite en utilisant la fonction
1
= ‘è9t w(s, t),
OÙ s.t = — t (i.e. un vecteur vers la courbe voisine). Evidemment, il y certains
paramètres configurables. Ils sont clairenient identifiables sur la Fig. 5.3(b)
1. le nombre rIe lignes (nombre d’intervalles sur s)
2. la vitesse rIe croissance des traits
3. le décalage par rapport à la pseuclo-lumière.
Le premier paramètre modifiable est plus évident. Augmenter le nombre d’intervalles sur
la dimension s (le la patch augmentera inévitablement le nombre rie traits. Il y a tout
de même une subtilité intéressante à ce sujet augmenter le nombre (le lignes diminue
la taille (les traits du même coup. Ceci est catisé par le fait que la largeur ries traits est
dépendante de la distance (lu trait voisin (le vecteur f est calculé par rapport à la ligne
voisine). Ceci permet également rIe conserver mi ton constant sur la surface, indépen
damment du nombre rie lignes propriété intéressante rlans notre contexte. L’illustration
suivante montre comment le nombre de lignes influence l’apparence des surfaces.
10 lignes 20 Iigiws 50 ligues
Chapitre 5. Technique de rendu 50
Le second paramètre modifiable est la vitesse à laquelle la largeur des traits augmente.
Si la largeur augmente plus rapidement, les traits voisins se rejoindront plus rapidement
et formeront des surfaces noires uniformes plus grandes. Nous nommerons ce paramètre
w, et il sera utilisé pour la nouvelle version du calcul de la largeur des traits
5,w(s,t)w.
L’effet de la variation de w est illustré ici
w=O
Le dernier paramètre configurable est le décalage (offset) par rapport à la pseuclo
lumière. Ce paramètre permet d’agrandir la région claire produite par la pseudo—lmnière.
Essentiellement, nous allons soustraire une valeur u de w(s, t) (tout en s’assurant que
le résultat soit plus grand que zéro). Ainsi, l’effet clii feathering sera retardé par cette
soustraction. La nouvelle (et dernière) version de la formule de calcul de la largeur (les
traits devient donc
=
max(O, ‘w(s, t) — u)w.
L’effet de ce dernier paramètre est démontré sur les illustrations suivantes
g
— 100 — 100
g
— 100
L’utilisation de ces trois paramètres simples donne une grande flexibilité au style de
rendu des surfaces (Fig. 5.4). Cependant, nous supposons toulours que les surfaces sont
planaires, créées à partir de traits 2D. Cette supposition est très contraingnante dans
notre contexte puisque les paramètres proposés jusqu’ici ne permettent pas d’éliminer
l’aspect planaire des surfaces. Cette apparence est plutôt gênante clans plusieurs cas, et
nous aimerions limiter son effet. La prochaine section proposera une solution simple à
ce problème.
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FIG. 5.4 — Effets des paramètres u et w. Image originale réalisée par Ed Benes et Vince
Russell.
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5.2 Placement des pseudo-lumières
Le placement des pseuclo-luinières est un autre problème à résoudre. Effectivement,
le placement de sources lumineuses est généralement considéré comme un problème coin
plexe à résoudre en infographie photoréaliste. Cependant, le problème clans notre situa
tion est considérablement réduit puisque les sources lumineuses (les pseuclo-hirnières)
ont un impact très local sur les surfaces.
Ce que nous désirons faire, cest permettre à l’usager de déterminer une région (tou—
jouis à l’aide de son input device) qu’il désire illuminer, et placer la pseuclo—lumière au—
tomatiqueinent pour produire l’effet désiré. Une solution générale à ce problème serait
évidemment très difficile à trouver puisqu’il existe plusieurs configurations différentes de
pseuclo—lumières qui permettent d’obtenir un résultat donné, mais nous allons simplifier
le problème pour le rendre plus facilement réalisable.
Pour y arriver, nous allons restreindre la forme de la région spécifiée par l’usager
à un simple cercle. Le rayon de ce cercle ainsi que la position de son centre nous se
ront suffisants pour déterminer (approximativement) la position d’une pseuclo-lmnière
permettant de fournir un reflet dont la taille correspond à ce cercle.
Essentiellement, nous allons utiliser le rayon fourni par l’usager pour la distance (en
z) de la pseuclo-lumnière. Cependant, nous devons tenir compte de la vitesse de croissance
des traits (w) puisqu’une croissance plus faible va générer un reflet plus large. Nous
devons également tenir compte du décalage (u) puisqu’un décalage plus grand créera un
reflet plus large. Donc, la distance de la pseuclo-lumière par rapport au centre du cercle
variera en fonction de r , où r est le rayon du cercle fourni par l’usager. Ce processus
est illustré sur la Fig. 5.5(a) - 5.5(b).
Un autre détail à considérer est le déplacement de multiples sources de pseuclo
lumières. Ce détail est particulièrement important lorsque nous discuterons de l’ani
mation des chevelures (Chapitre 6). Étant donné une configuration initiale de pseuclo
lumières positionnées autour d’une surface, existe-t-il un moyen efficace rIe les déplacer
simultanément de manière cohérente? L’interface suggérée permet une telle manipula
tion par l’intermédiaire d’un contrôle maître. Essentiellement, le déplacement du contrôle
maître déplacera les pseuclo-lurnières sous-jacentes relativement à leurs positions mi-
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tiales, tel qu’illustré sur la Fig. 5.6. Pour y arriver, il suffit de créer des vecteurs partant
du contrôle maître vers les points (le contrôle et s’arrêtant sur la surface. Les positions
auxquelles se trouvent les points de contrôle sur les vecteurs sont sauvegardés. Lorsc1ue le
contrôle maître est déplacé, les vecteurs sont regénérés (le la nouvelle position du contrôle
maître vers les positions sur la surface déjà trouvées. Les points de contrôles sont alors
repositionnés sur les nouveaux vecteurs aux mêmes positions (paramètres) que ceux sau—
vegarclés précédemment. Cette technique permet d’introduire un mouvement cohérents
aux multiples source de pseudo-lu;nières.
surface
Contrôle maître
FIG. 5.5 — Processus de placement d’une pseudo-liimière et de perturbations.
FIG. 5.6 — Déplacement de multiples sources rie pseuclo-lurnières.
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5.3 Amélioration de l’apparence des surfaces
Nous aimerions permettre à l’artiste de donner l’apparence votilue à la surface. Ce
pendant, l’aspect planaire de celle-ci est limitative les paramètres décrits à la section
précédente ne sont pas suffisants pour représenter des styles arbitraires. Pour y arriver.
nous allons permettre à l’usager de perturber la géométrie de la surface selon la profon
cleur, détruisant ainsi l’aspect planaire de ces dernières. Évidemment, le problème qui
réside est comment effectuer ces perturbations simplement?
La première solution qui nous vient à l’esprit est de permettre une rotation des
surfaces pour pouvoir modifier la profondeur des points de contrôles. Cette approche est
un échec à tous les points de vues notms ne voulons pas exposer l’aspect 3D des surfaces
à l’usager, mais toujours cloimer l’impression que le dessin est 2D, commue sur une table à
dessin. De plus. l’effet visuel produit par les perturbations avec cette approche ne donne
aucun Jèedback avant que l’usager annule la rotation. Il faut donc trotiver tille autre
solution.
L’approche proposée clans ce travail règle les cieux problèmes mentionnés ci—haut elle
n’expose pas la structure 3D des surfaces et permet un feedback immédiat des perturba
tions produites. Essentiellement, nous permettons à l’usager de perturber la surface aux
endroits où il clique avec son périphérique d’entrée plus il reste longtemps au même en
droit, plus la perturbation sera grande. L’usager peut ainsi voir l’effet des perturbations
en temps réel avec un simple clique, ce qui est souhaitable clans notre contexte.
Cependant, cette approche comporte également quelques problèmes. Tout d’abord,
bien que la structure 3D reste cachée sous l’interface proposée, il n’en demetire pas
moins que l’effet produit n’est pas toujours intuitif par rapport aux mouvements de
l’usager. Par exemple, la perturbation peut enfoncer ou élever la surface (i.e., perturber
en z+ ou en z—), et nous devons laisser à l’usager le soin de décider clans quel sens il
désire faire les modifications. Donc, l’usager doit être conscient cyue les perturbations
seront effectuées “en profondeur”. Néanmoins, puisque les changements effectués sont
visibles immédiatement, l’expérience avec l’interface a montré que cette approche est
suffisamment simple d’utilisation. La Fig. 5.5(c) montre un exemple de perturbation
effectuée sur une surface ainsi qtme l’impact visuel engendré par cette technique.
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FIG. 5.7 — Chevelures produites sur le personnage de Raznniaker. Image originale réalisée
par Ecl Benes et Vince Russell.
5.4 Résultats
La première tentative de production de chevelures a été effectuée sur l’image de la
Fig. 5.7(a). Cette image est la source même de l’inspiration de la technique proposée clans
ce chapitre, les reflets et le feathering étant particulièrement visibles sur cette image. La
Fig. 5.7(b) niontre le placement des surfaces ainsi que les reflets produits par les pseuclo
lumières. Finalement, la Fig. 5.7(c) montre le résultat final avec shading. Un résultat
similaire fut obtenu sur le même personnage à la Fig. 5.7(cl)-5.7(f).
Ces deux résultats avaient pour but de démontrer la validité de la technique de rendu.
Cependant, le but est de placer les chevelures sur des clessis faits au crayon de plomb,
question de faciliter l’encrage de ceux-ci. Le personnage de Radetta offre une bonne image
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FIG. 5.8 — Chevelures et coloration produites sur le personnage de Radctta. Image origi
nale tirée de tTael.
ceux produits manuellement par un artiste, sont illustrés à la Fig. 5.8. Cette illustration
montre la différence entre une chevelure produite manuellement et une chevelure produite
par notre système. Bien que le style soit différent, il nen demeure pas moins que le
résultat de notre technique est très expressif et donne tin tout nouvel aspect à l’image.
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Neyer confuse movernent with action.
Ernest Herningway
‘animation cohérente des cheveltues produites lors du chapitre précé
dent est probablement le but ultime à atteindre dans notre contexte.
Effectivement, produire des animations de borine qualité est très difficile
claris l’industrie, particulièrement à cause des chevelures (Chapitre 3).
Ce chapitre propose une solution simple pour animer les mèches de cire-
veux. Tel qu’expliqué clans les chapitres précédents, le modèle a été conçu clans l’espoir
d’y intégrer des mouvements facilement. Nous verrons si cet objectif est atteint. Essen
tiellernent, nous allons tenter de reproduire automatiquenient les images intermédiaires
produites normalement à la main clans l’industrie.
6.1 Animation dans les logiciels professionnels
Les logiciels modernes d’animation (tels que XSI Maya ou 3D Studio Mat) procurent
de multiples outils d’animation. Le point commun entre tous ces logiciels est leur capacité
d’interpoler des irriages clés (keyfrarnes) de manière à produire un mouvement fluide et
cohérent. L’interpolation est discutée avec plus de détails à la Section 6.2. Les logiciels
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fournissent souvent d’autres modèles d’animation basés sur la physique. Par exemple,
un objet se déplaçant rapidement pourra être déformé automatiquement par le logiciel
puisque l’accélération produira une force à chaque sommet du modèle, produisant ainsi
une déformation. Inversement, il est parfois possible de spécifier des forces sur le modèle,
et le logiciel produira le mouvement causé par cette force.
Certains outils sont quelque fois fournis pour l’animation de chevelures. En fait,
plusieurs logiciels professionnels permettent l’ajout de chevelures sur un modèle. Ces
mêmes logiciels permettront également de produire des mouvements automatiqtiemnent
stir ces cheveux, laissant relativement peti de flexibilité à l’utilisateur.
Notre but clans ce chapitre n’est pas de reproduire les fonctionnalités de ces logiciels,
mais plutôt de démontrer qu’une approche simplifiée d’interpolation permet de fournir
une approximation adéquate à partir de notre modèle de chevelures, et que cette même
solution pourrait être intégrée facilement clans ces logiciels.
6.2 Interpolation des keyframes
La première solution proposée pour “automatiser” le processus d’animation est d’in
terpoler les images clés (keyftames), i.e. produire automatiquement (les images inter
médiaires entre ces keyframes. Ces images intermédiaires (in-betweeri images) sont gé
néralement produites manuellement dans l’industrie par des in-betweeners. Ce travail
est long et fastidieux. Nous allons clone proposer une solution permettant de l’éliminer
complètement, tout du moins en ce qui concerne l’animation des chevelures.
Le calcul des images intermédiaires se fait par interpolation. Nous désirons créer des
images intermédiaires des surfaces NURBS ainsi que des pseuclo-lumières. Pour simpli
fier, nous calculons uniquement l’interpolation des points de contrôles. Cette approche
donne aussi de meilleurs résultats puisque le mouvement des patches paraitra plus na
turel qu’en interpolant la géométrie directement.
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6.2.1 Interpolation linéaire
La manière la plus simple de calculer la position cl’tm vecteur au temps t entre les
vecteurs o et i est par interpolation linéaire. Nous supposons t compris entre O et 1
(inclusivement). Donc, ji’ o lorsque t = O, = i lorsque t = 1, est à mi-chemin
entre o et i lorsque t = , ainsi de suite. Le calcul est effectué de la manière suivante
j7(t) =(1 -t)+1t.
La notation ‘(t) a été utilisée ici puisque la valeur rie ‘ est une fonction de t. éviclem
ment. L’illustration suivante montre comment varie une surface simple entre t = O et
t = 1 (les surfaces plus pâles sont les positions interpolées).
I I F
n I
Il semble évident qu’une telle interpolation ne donnera pas un mouvement naturel aux
mèches de cheveux puisque celles-ci subissent des accélérations et (les décélérations plus
subtiles. Pour arriver à des interpolations p1us flexibles, nous allons plutôt titiliser une
interpolation par sptine.
6.2.2 Interpolation par sptine
Une interpolation par sptine utilise une courbe paramétrique (claris notre situation,
une courbe de Bézier) pour déterminer la position par rapport au temps t. Il s’agit
bêtement d’une fonction continue et monotone croissante*, tel qu’illustré sur la figure
suivante.
*11 faut faire attention dans le choix dti type de la courbe paramétrique pour que la fonction demeure
toujours continue et monotone croissante en tout temps. Les courbes de Bézzer satisfont ces contraintes
pour autant qtie les deux points de contrôles intermédiaires soient compris dans l’enveloppe convexe
décrite par les deux points de contrôles aux extrémités de la courbe.
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La position et le temps sont toujours compris entre O et 1. Maintenant, au lieu d’utiliser
le temps (qui varie linéairement) pour calculer l’interpolation, nous utiliserons la fonc
tion décrite par la courbe. Évidemment, l’usager peut modifier la courbe (par les points
de contrôles) afin d’utiliser une fonction d’interpolation ttifférente. La fonction suivante
fait le calcul voniti sur un vecteur i’
(t) i7o(1 - f(t)) + yF(t).
où (t) est la fonction dépendante de t décrite par la courbe paramétrique. Le problème
est miaintenant de trouver quelles fonctions utiliser et clans quels contextes. Les illustra
tions tic la Fig. 6.1 montrent tIcs exemples de fonctions, ainsi que l’interpolation produite
sur une surface simple par rapport au temps. Il y a quatre exemples : linéaire, accéléra
tion/décélération, accélération, décélération et clécélération/accélération. Cette dernière
illustration nous permet plus facilement tIc choisir tIcs interpolations appropriées pour
1 ‘animation de chevelures. En partictilier, la fonction accélération/clécélération est effi
cace pour donner une impression naturelle tIc mouvements, représentant fidèlement les
accélérations et dlécétératiolls subtiles tIcs cheveux.
Cependant, les artistes produisant les keyframes de base devant être interpolés n’ont
pas toujours l’intention d’accélérer et de décélérer entre chaque keyframe. Il ne sera pas
rare de vouloir mettre un keyframe intermédiaire à l’animation tout en poursuivant une
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fIc. 6.1 Différentes interpolations par sptine.
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6.2.3 Résultats
Les animations obtenues par interpolation sont difficiles à décrire textuellement.
Quelques images représentant les surfaces interpolées sont donc affichées pour donner une
idée du résultat de l’animation, niais des fichiers vidéos sont clisporubles sur internet.
Le premier résultat obtenu est illustré à la Fig. 6.2. Il s’agit d’une simple mèche de
cheveux qui tombe, réalisée à partir de quatre keyfrarnes. L’interpolation utilisée entre
chaque keyframe est du type accélération/décélération. Quelques positions interpolées
sont illtistrées sur la figure.
FIG. 6.2 — Mèches interpolées cFune animation simple.
Le deuxième groupe de résultats produits a été effectué sur des têtes entières, notre
but ultime étant de permettre des animations sur des modèles complets, et non pas
sur des mèches individuelles. Les illustrations de la Fig. 6.3 montrent quelques images
interpolées de cieux animations différentes. Le nombre de keyframes est plus élevé et des
interpolations des types accélération et décélération ont été couramment utilisées.
6.3 Animations basées sur des modèles physiques
La plupart des contributions en animation de chevelures sont axées sur des modèles
physiques, question de créer des mouvements sans interpolation de keyframes, ruais plu
tôt à partir de forces externes, telles que le vent ou les mouvements de la tête.
L’utilisation de modèles physiques pour l’animation dépasse le cadre de ce travail.
Cependant, certains modèles dléjà existants pourraient être utilisés avec la technique
proposée, particulièrement les modèles masses-ressorts. Le lecteur pourra être ilispiré par
thttp ://www. iro. umoritreat. ca/’ cotema/hazrnpr




Fic. 6.3 — Méches interpolées sur (les têtes entières. Images originales tirées (le jbakl.
(les lectures supplémentaires sur le sujet. La Section 2.1.2 propose plusieurs références
concernant l’animation de chevelures, niais d’autres ouvrages concernant la simulation
physique ainsi qne l’intégration pourraient être intéressants. En particulier, l’ouvrage
de Feynman [FL589] est formidable pour expliciter les notions complexes de physique.
D’autre part, les articles de Hecker [Hec96. Hec9ïa, Hec9îbj expliquent à merveille par





Peopte do not iike to think. If one thznks, Que must
reach conctusions. Conclusions are not aiways pica-
saut.
Helen Ketter
onclure sur un sujet de rencltt non—photoréaliste est particulièrement
difficile lorsque peu «ouvrages sur la matière en question sont dis—
ponibles. Tel que mentionné clans les premiers chapitres de ce do
cument, très peu d’auteurs ont attaqué le problème de rendu non—
photoréaliste de chevelures ou encore de pilosité en général. De plus,
ceux qui l’ont fait n’avaient pas l’idée de simplifier le travail des artistes, mais plutôt
de produire un pipeline graphique destiné au rendu non-photoréaliste. Pour ces rai
sons, il est difficile de voir si les objectifs fixés au départ ont été atteints. En fait, le
seul moyen vraisemblable d’y arriver serait de faire essayer les techniques développées
dans cet ouvrage par un artiste ayant beaucoup d’expérience industrielle. Cependant,
certaines contraintes rendent difficile l’accès à un tel artiste qui pourrait contribuer si
gnificativement à l’élaboration d’une interface “utilisable” clans un contexte industriel.
Il nous est donc impossible de faire valider nos résultats par un artiste, tout clii moins
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en ce qui concerne l’interface, mais nous pouvons tout de même discuter des résultats
réalisés par un étudiant sans talent artistique et sans formation en dessin. Nous verrons
qu’à ce sujet, les techniques proposées permettront à cjuiconque possédant un intérêt en
dessin de produire (les chevelures de haute ciualité avec un minimum d’effort.
D’un autre côté. il est plus facile de juger la qualité (les rendus : il s’agit essentiel
lement de se fier à notre entourage et à leurs suggestions. Bien que certains puristes
prétendent cju’il est préférable d’utiliser des méthodes empiriques (des métriques par
exeniple) afin de juger de la qualité d’un résultat, l’auteur croit que clans te contexte
non-photoréaliste présenté claris ce travail, il est inapproprié d’utiliser de telles méthodes.
Une simple comparaison visuelle aux résultats obtenus par de véritables artistes devrait
suffire largement.
En ce qui concerne les animations, leur qualité correspond directement au talent
de l’artiste. Néanmoins, la création d’outils pitissants et faciles à utiliser pour l’usager
pourra permettre à pratiquement tottt le monde de produire des animations cohérentes
dans un contexte de dessins animés, méme si l’utilisateur ne possède pas. ou peu, de
talent artistique, ce cliii est précisément le cas avec les animations produites claris cet
ouvrage. Encore mie fois, nous n’utiliserons aucune métridtue pour évaluer la qualité des
animations : le jugement d’un être humain est, selon l’avis de l’auteur, un bien meilleur
indicateur.
Ce chapitre aura donc la structure suivante : la Section 7.1 discutera des avantages et
inconvénients des outils de modélisation proposés, la Section 7.2 discutera des forces et
des améliorations possibles du système (le rendu et la Section 7.3 discutera des problèmes
avec les techniques d’animation du système.
7.1 Discussion de l’interface de modélisation
Tel que mentionné précédemment, il est difficile de juger de la qualité d’une interface
sans que l’utilisateur destiné l’ait utilisé. Il s’agit précisément de notre situation ici, étant
donné les difficultés rencontrées en essayant de trouve;’ un artiste compétent qui accepte
de nous donner des feedbacks significatifs. Néanmoins, l’utilisation abondante de l’auteur
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(ainsi que de quelqties collègues) pourra donner une indication générale non-négligeable.
La lacune majeure dans cette étude est le manque de connaissances artistiques des
utilisateurs tenter de reproduire fidèlement les chevelures avec les mêmes mouvements
que les artistes professionnels devient rigoureusement plus difficile.
Le Chapitre 3 a proposé un frarnework général de création et de rendu de chevelures
non-photoréalistes. Le système présenté a illustré le désir de produire un encrage de
chevelures au-dessus d’un dessin fait typiquement au plomb. Les illustrations présentées
un peu partout clans cet ouvrage montrent que les artistes ont tendance à simplifier le
dessin des chevelures en les regroupant par mèches. Nous avons donc tenté d’exploiter
cette simplification par une interface tic création similaire. Le Chapitre 4 a présenté en
détail une solution tic modélisation de surfaces représentant tics mèches de cheveux. Es
sentiellement, nous avons créé des surfaces NURBS à partir d’une paire de traits générés
par l’usager. Cette approche espère tic permettre la reproduction fidèle tics mouvements
artistiques.
Le type d’outil utilisé par l’utilisateur lors de la création tics traits importe pour beau—
coup. Il est facilement imaginable que l’artiste voudra utiliser un znput device similaire à
un crayon afin tic se sentir davantage en confiance avec ses mouvements. Heureusement,
tic tels irtput devices existent et sont couramment utilisés. Nous pouvons (iOnC imaginer
un artiste apposant l’image originale sur sa table, et ciesshmant les mèches par dessus.
Le système proposé peut générer automatiquement un encrage de base tics cheveux et
il suffirait ensuite d’ajuster quelques paramètres (Chapitre 5) afin d’obtenir l’apparence
voulue.
Une fois la surface générée, il est vraisemblable que l’utilisateur ne soit pas satisfait du
résultat, ou plutôt, tic la forme produite par le système. Pour cette raison, nous avons
proposé une interface de modélisation permettant la modification d’une surface. Plus
particulièrement, nous avons proposé d’utiliser la technique FFD (free form deformation)
afin de produire des modifications au niveau désiré par l’utilisateur. Essentiellement,
l’artiste peut sélectionner une région sur la surface où ii désire effectuer des changements.
La surface FFD (une patch de Bézier) entourera alors la région choisie par l’usager.
Par la suite, la modification de cette surface permettra le changement tic la région en
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question. Cette approche possède un avantage majeur la flexibilité du contrôle. En
effet, l’usager peut décider de modifier l’apparence de la mèche entière (qui peut être
constituée de plusieurs dizaines, voir plusieurs centaines de points de contrôles claris
les cas extrêmes) avec une simple surface à seize points de contrôles. D’autre part,
l’interface permet également d’autres transformations sur la surface FFD, telles que des
translations, des mises à échelle ou des rotations, permettant un contrôle supplémentaire
“gratuit”. Le désavantage majeur de cette technique est l’exposition de la structure des
surfaces. Effectivement, la région choisie par l’utilisateur pour la surface de déformation
est nécessairement contrainte aux points de contrôles de la surface représentant la mèche,
puisque cette dernière est modifiée par l’intermédiaire (le ces points. Nous aimerions isoler
la configuration des points de contrôles de Futilisateur qui ne connaît probablement rien
à la théorie des surfaces paramétriques.
Il existe d’autres facettes aux outils de modélisation, particulièrement en ce qui
concerne le positionnement des pseudo-lumières sur les surfaces. Cependant, ces autres
paramètres modifiables sont discutés à la section suivante concernant le rendu.
7.2 Discussion du rendu
Nous avons proposé une approche permettant de faire le rendu de surfaces avec un
style cartoon. Il existe plusieurs styles produits par des centaines d’artistes différents, et
trouver une solution générale permettant de reproduire n’importe quel de ces styles se
ferait au détriment de la facilité d’utilisation par un artiste. Nous avons donc fait un
choix : nous avons choisi un style très répandu, mais difficile à produire clans l’industrie.
Il s’agit du feathering.
La technique de rendu de feathering est la contribution majeure de cet ouvrage.
Évidemment, il existe plusieurs façons d’obtenir des résultats similaires, voir meilleurs.
Cependant, nous avons proposé une solution flexible sur une approche polygonale per
mettant un rendu interactif avec OpenCL (de plus amples informations concernant les
temps de calculs sont explicitées à l’Annexe B).
En résumé, le rendu de fcathcring requiert deux éléments : une surface NURBS ainsi
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qu’une source permettant de générer des reflets que nous avons nommé pseudo-tumière.
La création de la surface a été discutée à la section précédente, mais la création et le
positionnement rie la pseuclo-lurnière sont également problématiques. Nous avons donc
proposé une technique simple permettant à l’usager de spécifier une région dans laquelle
il désire un reflet et le système produira automatiquement une pseuclo—lumière géné
rant un tel reflet. Cette solution s’est avérée pius intéressante qu’espérée. Effectivement,
certaines mèches de cheveux nécessiteront plusieurs pseuclo-lumières pour provoquer un
effet intéressant. Il est donc indispensable de fournir un outil puissant pour les produire
efficacement.
Le rendu même du Jeathering est paramétrable avec un nombre restreint de variables
le nombre de traits (hatches), la vitesse de croissance des traits ainsi que le décalage des
traits. Ces trois paramètres permettent de décrire simplement une grande variété rIe
styles de Jeatherznq. Il s’agit donc d’un avantage majeur.
Le principal problème est l’amélioration de l’apparence des surfaces, c’est-à-dire les
perturbations selon la profondeur. Bien que les résultats ainsi obteiuts (Fig. 5.5(c)) soient
visuellement intéressants, ils ne sont pas particulièrement intuitifs à obtenir. Au moins,
des perturbations même très simples potirront généralement produire les résultats voulus
et ceux-ci sont obtenus interactivement. Cependant, une approche plus puissante devrait
être éventuellement développée. Idéalement, l’usager devrait pottvoir spécifier une région
arbitraire dans laquelle il désire un reflet (pas nécessairement une région circulaire). Le
système devrait pouvoir perturber la surface en conséquence pour produire les reflets
voulus. Evidemnrnent, une telle solution n’est pas triviale à réaliser; il s’agit clone de
travaux futurs au projet.
Un autre problème relié à notre problème est la présence d’aliasing causé par la
présence de polygones de petite taille. Une solution potentielle à ce problème serait de
faire le rendu du feathering clans une texture et d’appliquer cette texture sur les surfaces.
La génération, l’affichage et le filtrage de textures est très efficace en OpenGL, ce qui
pourrait améliorer l’apparence rIes chevelures. Il serait donc très intéressant d’explorer
cette possibilité.
La technique de rendu proposée permet de créer facilement des chevelures non-
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photoréalistes, mêmes par (les utilisateurs sans entraînement et sans véritable talent
artistique. Malgré les quelques désavantages énumérés clans cette section, nous pouvons
considérer la solution choisie comme étant satisfaisante, malgré que nous n’ayons aucune
garantie si un artiste professionel pourrait facilement adopter le système.
7.3 Discussion des animations
Les amiimnations obtenues clans le cadre de ce travail sont relativement simplistes et ne
servaieiït qu’à illustrer la capacité du système à produire des mouvements cohérents clans
les chevelures. Néamnoins, les outils fournis sont facilement intégrables clans le processus
d’animation industriel. Présentement, tin artiste génère les keyframes de l’animation
alors qu’une gamme de dessinateurs produisent les images intermédiaires : l’interpolation
des images est donc produite manuellement. Nous avons fourni une alternative à cette
approche potir l’animation de chevelures, qui sont d’autant plus complexes à animer.
Cependant, il aurait été très intéressant de produire des animations avec un modèle
physique, même très simple. Mème si les artistes nont pas l’habitude (le travailler avec
des systèmes de forces externes, une telle approche aurait pu prodiure des animations
cohérentes sans l’intervention d’un expert en animation.
Donc, en résumé, nous avons développé un système de modélisation, de rendu et
d’animation de chevelures non-photoréalistes clans le but de faciliter le travail des artistes
traditionnels. Le système est inspiré d’une technique populaire et pttissante nommée fea
thering pour produire des chevelures de qualité supérieure interactivement avec OpenGL.
Les artistes bénéficieront d’une interface simple d’utilisation et fidèle aux techniques tra
ditionnelles pour dessiner des mèches de cheveux, alors que le système de rendu utilise
un nombre très réduit de paramètres. Le système propose également un interpolateur de
keyframes permettant de simplifier, ou même d’annuler le travail des in-betweeners. Les
résultats obtenus, malgré l’absence de métriques pour évaluer leur qualité, sont visuelle
ment convainquants et plausibles dans un contexte de dessins animés. Nous croyons que
le système serait non seulement utilisable clans l’industrie du cartoon, mais permettrait
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également d’améliorer la qualité du produit final. Les rendus et animations obtenus sont
très comparables à ceux produits par des professionnels (même sils ont été créés par un
amateur utilisant notre système) et le temps de production est considérablement réduit.
Il semble donc évident que les objectifs fixés au Chapitre 1 sont atteints. Les artistes
ont maintenant la possibilité d’améliorer la qualité de leurs rendus et animations avec
un système simple et intuitif «utilisation.
Allnexe A
HairNPR : le système
HairNPR est une implémentation des techniques proposées dans ce travail. Le but de cet
annexe est (le fournir un frarnework (le base à quiconque désirant produire un système
de rendu non—photoréaliste (le chevelures. L’auteur invite donc toute personne intéressée
à sinspirer (lu travail déjà réalisé. Le langage C’ —
— IStrOOl fut utilisé pour la réalisation
du logiciel : la présence de compilateurs hautement optimisants, la grande variété de
librairies disponibles. ainsi que la puissance (les expressions (le ce langage en font tm
choix évident.
L’implémentation utilise un certain nombre (le classes. Leurs relations ainsi que leurs
rôles clans le logiciel sont explicités à la Section A. 1. Certains modules sont également
décrits plus en détails dans les sections subséquentes, notamment le module (le rendu
(Section A.2) et le module d’animation (Section A.3).
La structure du logiciel a été inspirée d’un certain nombre d’ouvrages. Le lecteur
pourra être intéressé à certaines références ei matière de design C--+ (ISTO1, AleOl,
DouO2]), mais également en matière (le concepts avancés en C-b+ (FStrOO, Jos99]).
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A.1 Classes
La Fig. A.1 montre la structure statique du logiciel. Elle est composée d’un certain
nombre de ciasses*, lesquelles sont décrites avec pins de détails dans cette section.
— Main Window. Cette classe est une abstraction du contexte graplnqtie du window
n anaqer du système d’exploitation. Cette classe fournit les éléments graphiques
nécessaires à l’usager pour potivoir fonctionner (e.g. fenêtre, boutons, etc.). Son
rôle principal est de contenir un Vze’wport.
— Vieuport. Cette classe fait une abstraction du niocléle d’affichage du système. Il
s’agit en fait d’une sous-classe d’une fenêtre OpenGL, permettant ainsi les mêmes
fonctionnalités. Elle est comprise dans un Main Winfiow, et possède une instance
de Renderer pour l’affichage OpenGL.
— OpenGLViewport. Cette classe est fournie par une librairie externe. Son rôle est
tic permettre tin affichage de primitives OpenCL. Elle n’est pas utilisée directement
clans le système t elle est plutôt utilisée par une sous—classe (voir Viewport).
—
RendereT. Il sagit de la classe produisant les primitives OpenGL. Elle utilise
prmcipale;nent les surfaces NURBS pour produire son affichage. mais également
«autres objets (e.g. sources pseuclo-hunières).
- FeatheringPatch. Cette classe encapsule tout le comportement d’une surface
NURBS (dont elle dérive) pour permettre le rendu de feathering tel ctue décrit au
Chapitre 5. Elle possède une instance de surface de free form deformation pour la
modélisation.
— NURBSSnrface. Cette classe est fournie par une librairie externe.t Elle fait
l’abstraction des comportements cl ‘une surface NURBS.
— FFDPatch. Cette classe permet de modéliser les surfaces de feathering par la
technique de ftee forrn deformat’ion. Il s’agit d’une surface de Bézier.
EventHandteT. Cette classe filtre les évènements de l’usager (reçus par le Main
W’indow) pour permettre la niociélisation des surfaces par l’intermédiaire du Mo
*Afin de simplifier la représentation. certaines classes secondaires ont été omises dans le diagramme.
TL’implémentation a été réalisée à l’aide de la librairie Qt tlrol.
tNURBS * Ljbrary fLavi.




A possède une instance de •
possède un pointeur ver B
FIG. A.1 — Structure statique de HairNPR.
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deÏingl’nterface. Elle permet également quelques transformations sur le Viewport
(translation, rotation, etc.).
— IVîodetinglnterface. Classe permettant cl’encapsuler les différents outils de mo
ciélisation décrits au Chapitre 4.
— Keyframe. Super-classe tic tous les keyfrarnes disponibles, ‘i.e. Vie’wportKeyftarne
et feathe’rkeyframe. Elle fournit les fonctionalités générales permettant d’ajouter,
tic remplacer et d’interpoler les keyfrarnes avec les techniques décrites au Chapitre
6.
— ViewportKeyframe. Sous-classe tic Keyfrarne concernant toutes les transforma
tions clii Viewport, i.e. translations tic la caméra, rotations, etc.
— FeatherKeyftame. Sous-classe de Keyfrarne concernant toutes les transforma
tions des surfaces NURBS. Celles-ci incluent les modifications sur les points de
contrôles et les pseuclo-lumnières.
A.2 Module de rendu
Le module tic rendu concerne les classes de Renderer et de FeatkeringPatck. Le Ren
dereT contient un vecteur de pointeurs vers toutes les surfaces tic featherzng, permettant
ainsi la production de primitives OpenGL aisénie;it. Les surfaces contiennent un certain
nombre tic paraniètres, les plus importants étant la liste tics points dc contrôles, les cii
mensions de la surface (longueur/largeur), la liste tics sources de pseuclo—lumnières et une
instance de la surface PFD pour la mociélisation.
Le Renderer fait très peu tic travail en soit : il appelle plutôt les fonctions renderQ
des différentes surfaces. Son rôle est alors tic permettre les transformations tic la caméra.
La fonction renderO des surfaces fait l’essentiel tiu rendu ciu feathering. Il utilise la
position tics lumières pour calculer la variation tic la largeur tics traits. L’algorithme
de rendu des surfaces est explicité à l’Algorithme Al. La fonction featheringQ utilisée
dans cet algorithme est une implémentation simple tic la formule tic calcul tic largeur
tics traits du Chapitre 5. Notez que cette fonction utilise la contribution maximale tics
sources tic pseudo-lumière sur la surface. Bien qu’il semblerait plus approprié d’effectuer
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une somme sur les contributions, l’expérience à démontré que l’utilisation du maximum
domine des résultats plus appropriés clans un contexte de dessin. Il s’agit tout de même
(l’un détail d’implémentation.
input : Une patch P
input : Un nombre de traits
input Une résolution de trait n
input Ur ojjset u
input : Un coefficient de croissance w
for t — O to I by 1/n do




normale à la position
zti O
foreach pse ,ido-turn ière do
t 1— — u;












Algorithme A.1: Procédure Tender() pour faire le rendu du feathering avec OpenGL.
videmment, une telle procédure est particulièrement exigeante à calculer, La bonne
nouvelle est que son exécution n’est nécessaire que lorsque des changements bien précis
se produisent t soit un changeme;it au niveau de la surface (position des points de
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contrôles) ou encore un changement de position d’une source de pseuclo-lumière. Les
autres transformations, particulièrement celles de la caméra, n’ont aucune conséquence
sur l’apparence (le la surface la même géométrie peut donc être utilisée. Les temps de
calcul reqtns clans les deux cas sont explicités à l’Annexe B.
A.3 Module d’animation
Le module d’animation est principalement centré sur la classe Keyfrarne qui gère
l’ensemble des images clées ainsi cjue leurs interpolations (voir Chapitre 6). Essentiel
lement, cette classe fournit un certain nombre de services pour insérer, effacer ou mo
difier la position de keyframes. Elle fournit également des services pour interpoler ces
mêmes keyframes. Pour ce faire, elle doit connaître les éléments à interpoler ceci est
réalisé par les sous-classes qui ajoutent les détails d’interpolation à la classe Keyframe.
En ce moment. il existe cieux sous-classes t ¼emportIeyJi’ame et Feti.therKeyfram.e. Le
V’iewportKeyfrume contient principalement les transformations de la. caméra, permet
tant d’interpoler des effets de zoom. de pan, ainsi de suite. Le featherKe!jframe s’occupe
des transformations sur les points de contrôles des surfaces, ainsi que (les sources de
pseuclo-lumières associées.
Une défi majeur clans le module d’animation était de permettre à chaque stirface
d’avoir son propre groupe de keyframes indépendant tIcs autres surfaces. Cette approche
est essentielle puisque nous ne désirons pas des keyframes globaux, niais plutôt des va
riations sur la durée des interpolations d’une mèche de cheveux à une autre. La sélection
d’une nouvelle mèche a clone plusieurs conséquences dans le système comme le retire-
ment des keyframes courants et la prise en charge des nouveaux keyframes. Également,
le module d’interpolation doit changer de pointeur courant sur la liste des keyframes à
traiter.
Une implémentation des techniques d’interpolation du Chapitre 6 a été réalisée. La
classe Keyframe fournit une fonction interpolateKeyframe() qui prend en paramètre min
temps t ainsi cltl’umle fonction d’interpolation et retourne un modèle interpolé à ce temps
t (le modèle dépend de la sous-classe utilisée). Pour arriver à faire l’interpolation, la
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fl fl N Curve Interpolator
FIG. A.2 — Fenêtre pour décrire une fonction d’interpolation.
fonction détermine entre quels ke?jframes dans le temps se trouve t, nommons—les t0
et t1. La valeur rie t est alors normalisée entre ces cIeux temps dans l’intervalle [0, 1].
Cette valeur normalisée peut être utilisée par la fonction d’interpolation pour évaluer le
nouveau modèle interpolé.
La fonction clinterpolation est fournie par l’usager. Il s’agit (lune fenêtre (au sens clii
système dexploitation) permettant d’éditer une courbe (le Bézier destinée à représenter
une fonction d’interpolation. Cette fenêtre est illustrée à la Fig. A.2. L’usager peut
modifier les points rie contrôles de la courbe (illustrés par des points bleus sur la figure)
cjui sont contraints de manière à ce que la cotirbe représente toujours une fonction, i.e.
une fonction continue qui n’a qu’une seule valeur y pour chaque valeur i et vice-versa.
Les courbes de Bézier sont facilement contraignables pour obtenir un tel résultat il
suffit de fixer les deux points de contrôles extrêmes (P1 et P1) et rie contraindre les cieux
points rie contrôles intermédiaires (P et ) clans le rectangle défini par P et P1. Une
preuve formelle rie la validité rie cette approche dépasse le contexte de ce travail, mais
la pratique a démontré la fiabilité et la robustesse rie cette approche.
Les points rie contrôles normalisés entre [0, 1] rIe la courbe rie Bézier sont utilisés
pour évaluer la position rie la valeur interpolée. L’Algorithme A.2 décrit techniquement
comment ce processus est réalisé. Il est difficile, étant donné une courbe paramétrique
et une position en x, de trouver l’équivalent en y. Dans le cas général, la courbe ne
représente pas nécessairement une fonction, alors plusieurs y pourraient exister pour
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un seul r. Nos contraintes additionnelles nous assurent cette unicité, mais évaluer ta
fonction n’est pas plus simple pour autant. La solution utilisée est d’évaluer différents
points sur la courbe et de vérifier si la valeur obtenue est suffisamment près de la valeur
recherchée. Si c’est le cas, nous retournons cette valeur. Sinon, nous continttons à chercher
sur la courbe. Afin d’éviter tics recherches inutiles, quelques optimisations peuvent être
effectuées pour nous permettre un changement de fonction en temps réel. L’algorithme
commence par chercher à t = . Si la valeur cherchée est plus petite que on cherche
clans la portion [O, [ de la courbe, sinon on recherche clans la portion ] , 1] tic la courbe.
Le même processus peut être répété jusqu’à ce cille la différence entre la valeur cherchée
et la valeur trouvée soit plus petite qu’un epsilon e dominé.
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input Une courbe de Bézzer B
input Un temps recherché t,.










if Y.r> t then
t—t—inc:
end





Algorithme A.2: Procédure pour évaluer l’interpolation à partir d’une Bézier.
Annexe B
Temps de calculs
Tous les temps de calcul on été effectués sur tir; PowerPC G4. 1 GHz et 512 MB de
RAM. La scène utilisée était toujours la même : une surface (le 16 points de contrôles
ainsi quune source de pseudo—ltimière. La raison de ces choix réside dans le fait que le
nombre de pseuclo—lumières n’a auctme influence majeure sur le temps de calcul, de même
pour le nombre de points de contrôles. Les Tables B.1 et B.2 (page suivante) illtistrent
le nombre d’images par seconde (frames per second FPS) clans ces conditions avec ou
sans le calcul complet de la géométrie (voir Annexe A).
Voici quelques notes concernant les temps de calcul. La Table B.1 montre les résul
tats saris calcul de la géométrie. En pratique, le rendu est effectué par les disptay tists
d’OpenGL, ce qui explique l’incohérence des FPS lorsque le nombre de polygones est
peu élevé. C’est uniquement lorsque le nombre de polygones devient consiclérablemmrent
plus important que les FPS diminuent. Le nombre de polygones peut être estimé assez
fidèlement avec la formule suivante
p = 2tr,
où p est le nombre de polygones, t est le nombre de lignes et r est la résolution.
Le nombre de lignes et les résolutions de la Table 3.2 sont sur tine échelle plus faible
puisque l’évaluation de la géométrie est significativement plus lente que les disptoy tists.
Il est important d’illustrer des valeurs significatives pour les FPS.
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TAR. 3.2 — Temps de calcul avec évaluatioll de la géométrie.
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