Abstract. The purpose of this paper is to study the existence of (weak) periodic solutions for nonlocal fractional equations with periodic boundary conditions. These equations have a variational structure and, by applying a critical point result coming out from a classical Pucci-Serrin theorem in addition to a local minimum result for differentiable functionals due to Ricceri, we are able to prove the existence of at least two periodic solutions for the treated problems. As far as we know, all these results are new.
Introduction
One of the most celebrated applications of the Mountain Pass Theorem consists in the construction of non-trivial solutions of semilinear equations (see [23, 24] and references therein). In [35] , exploiting these Mountain Pass techniques and motivated by the great attention devoted to partial differential equations involving fractional operators (see, for instance, the papers [3, 16, 25] ), the authors studied the existence of one non-trivial weak solution for the following nonlocal problem
where s ∈ (0, 1) is fixed, N > 2s, Ω ⊂ R N is an open bounded set with continuous boundary, f : Ω × R → R is a suitable Carathéodory function, and (−∆) s is the fractional Laplace operator, which (up to normalization factors) may be defined as
See also [36] for related topics.
In their framework, the weak solutions of problem (1.1) are constructed with a variational method by a minimax procedure on the associated energy functional.
To make the nonlinear methods work, they assume the standard AmbrosettiRabinowitz condition there exist µ > 2 and r > 0 such that a.e. x ∈ Ω, t ∈ R, |t| ≥ r 0 < µF (x, t) ≤ tf (x, t), (1.2) where the function F is the primitive of f with respect to the second variable, that is
More precisely, the classical geometry of the Mountain Pass Theorem is respected by the nonlocal framework assuming that lim |t|→0
f (x, t) |t| = 0 uniformly in x ∈ Ω, (1.3) in addition to (1.2) . Now, the literature on nonlocal operators and on their applications is, therefore, very interesting and large (see, e.g., [21] for an elementary introduction to this topic and a for a -still not exhaustive -list of related references). In this spirit, in the recent papers [1, 2] , the existence of a non-trivial solution for fractional nonlocal problems under periodic conditions has been proved. Also in this context a crucial role is played by (1.2) and the sublinear behaviour of the nonlinear term f at zero.
Along this direction, in this paper we are concerned with the multiplicity of T -periodic (weak) solutions to the following nonlocal problem
is the canonical basis in R N , f : R N ×R → R is a continuous function, and λ is positive real parameter. The main novelty here, respect to the approach considered in [1, 2, 35, 36] , is to avoid any condition on the nonlinear term f at zero. We also emphasize that, on the contrary of the classical literature dedicated to periodic boundary value problems involving the Laplace operator or some of its generalizations, up to now, to our knowledge, just a few numbers of papers [11, 15, 31, 32] consider periodic nonlocal fractional equations.
In order to define the nonlocal operator (−∆ + m 2 ) s we proceed as follows:
, that is u is infinitely differentiable in R N and T -periodic in each variable. Then u ∈ C ∞ T (R N ) can be represented via Fourier series expansion:
where
are the Fourier coefficients of the smooth and T -periodic function u.
With the above notations the nonlocal operator (−∆ + m 2 ) s is given by
can be extended by density on the Hilbert space
Let us recall that in R N , the operator (−∆ + m 2 ) s is strictly related to the quantum mechanics; in fact, when s = 1/2, (−∆ + m 2 ) 1/2 − m corresponds to the Hamiltonian of a free relativistic particle of mass m; see [17] . There is also a deep connection between (−∆ + m 2 ) s − m 2s and the Stochastic Processes theory; the operator in question is an infinitesimal generator of a Lévy process {X m t } t≥0 called the relativistic 2s-stable process E(e
for details we refer to [9] and [33] .
Finally, for our purpose, we assume that the right-hand side of equation (1.4) is a continuous function f : R N +1 → R verifying the following hypotheses:
for any x ∈ R N , T ∈ R, and i = 1, . . . , N;
(f 2 ) there exist a 1 , a 2 > 0, and 2 < q < 2
for any x ∈ R N and t ∈ R; (f 3 ) there exist α > 2 and r 0 > 0 such that
for x ∈ R N and |t| ≥ r 0 , where F (x, t) :
It is worth remembering that in some recent papers the authors studied fractional boundary value problems, relaxing hypothesis (1.3) and trying to relax or to drop condition (f 2 ); see, among others, the manuscripts [4, 5, 6, 22] and the references therein, as well as [10, 18, 34] for some nice results obtained in the classical setting.
In this spirit, the main result of the present paper is a multiplicity theorem as stated here below. Then, for any ̺ > 0 and each
problem (1.4) admits at least two weak solutions in H s T , one of which lies in
and
with r ∈ {1, q}.
As an application of Theorem 1 we give the following example.
, and f (x, t) := 1 + t 3 . Then, f verifies (f 1 ), (f 2 ) with q = 4, a 1 = a 2 = 1, and (f 3 ) with α = 3 and r 0 = 2. Clearly f does not satisfy (1.3). By applying Theorem 1, we deduce that the following fractional nonlocal problem
admits at least two distinct and (non-trivial) T -periodic weak solutions, whenever λ ∈ Λ, where
and h : [0, +∞) → [0, +∞) is the continuous function given by
, for every ̺ > 0.
Let us point out that on the contrary of [1, 2] and [35] , in this paper we assume that f satisfies the Ambrosetti-Rabinowitz condition without requiring the usual additional asymptotic assumption (1.3) at zero. Then, Theorem 1 improves the existence results obtained in [1, 2] and it can be viewed as a subelliptic counterpart of [27, Theorem 4] ; see also [19] for related topics.
The existence result above stated is a consequence of two critical points theorems (a variant of the Mountain Pass Theorem due to Pucci and Serrin (see [26] ) and a local minimum result for differentiable functionals (see [28] ) due to Ricceri) to elliptic partial differential equations (see Theorem 5 below).
More precisely, in the present paper we prove that the geometry of these classical minimax theorems is respected by the nonlocal framework: for this we develop a functional analytical setting in order to correctly encode the periodic boundary datum in the variational formulation.
Of course, also the compactness property required by these minimax theorems is satisfied in the nonlocal setting, again thanks to the choice of the functional setting we work in (see Lemmas 1 and 2).
Hence, in order to prove our result, we recall [1, 2] that the nonlocal operator (−∆+m 2 ) s , exactly as for the fractional Laplacian, can be related to a Dirichlet to Neumann operator (see also [7, 8, 13, 37, 38] for more closely related models).
Thus, instead of (1.4), we investigate the following problem
is the conormal exterior derivative of v.
Taking into account variational structure of (1.7), its solutions are obtained as critical points of the energy functional J λ given by
defined on the space X s T , which is the closure of the set of smooth and Tperiodic (in x) functions in R N +1 + with respect to the norm
, and Tr(v) := v(·, 0). We will prove that J λ satisfies the assumptions of an abstract variational principle [28] which allow us to deduce that (1.4) has at least two weak solutions in H s T one of which lies in a ball. The paper is organized as follows: in Section 2 we recollect some properties of the about involved functional spaces, and establish a trace inequality corresponding to this operator; the nonlocal fractional operator (−∆ + m 2 ) s is considered in Section 2, by means of the use of the harmonic extension; this includes studying an associated linear equation in the local version. The main section, Section 3, contains the results related to the nonlocal nonlinear problem (1.4), where we prove the main result. We refer to the recent book [21] , as well as [12] , for the abstract variational setting used along the present paper.
Some Preliminaries
In this section we collect preliminary tools related to (1.4) and the reformulated version (1.7), as well as some basic propositions on trace inequality and embedding results firstly proved in [1] and [2] . The reader familiar with this topic may skip this section and go directly to the next one. From now on, we consider s ∈ (0, 1) and we assume N ≥ 2. Set
be the upper half-space in R N +1 . We denote by
We define the fractional Sobolev space H s T as the closure of C ∞ T (R N ) endowed by the norm
Finally we introduce the functional space X s T defined as the completion of
In our framework, a fundamental rôle between the spaces X s T and H s T is played by trace operator Tr. More precisely, one has the following result (see [1, 2] for details).
Theorem 2. There exists a surjective linear operator Tr : 
The next embedding results will be crucial in the sequel.
is the dual of H s T ,, and consider the following two problems: 
where θ k (y) := θ( ω 2 |k| 2 + m 2 y) and θ(y) ∈ H 1 (R + , y 1−2s ) solves the following ODE
We note that θ(y) = 2 Γ(s)
where K s denotes the modified Bessel function of the second kind with order s. Moreover, v satisfies the properties:
(i) v is smooth for y > 0 and T -periodic in x;
Now, we can reformulate the nonlocal problem (1.4) with periodic boundary conditions, in a local way according the following definitions. 3
. Proof of Theorem 1
The aim of this section is to prove that under natural assumptions on the nonlinear term, there exist two (weak) solutions to the extended problem (1.7). Let us introduce the following functional J λ : X s T → R defined by
where λ > 0 is fixed. We will prove that J λ satisfies the assumptions of the following abstract result:
Theorem 5. Let E be a reflexive real Banach space, and let Φ, Ψ : E → R be two continuously Gâteaux differentiable functionals such that Φ is sequentially weakly lower semicontinuous and coercive. Further, assume that Ψ is sequentially weakly continuous. In addition, assume that, for each µ > 0, the functional J µ := µΦ − Ψ satisfies the classical compactness Palais-Smale (briefly (PS)) condition. Then, for each ̺ > inf E Φ and each
the following alternative holds: either the functional J µ has a strict global minimum which lies in Φ −1 (−∞, ̺)), or J µ has at least two critical points one of which lies in Φ −1 (−∞, ̺)).
For a proof of Theorem 5, one can see [27] . We refer also to [20, 29, 30] and references therein for recent applications of Ricceri's variational principle [28] .
By using (f 2 ) and Theorem 3, it follows that J λ is well defined, J λ ∈ C 1 (X s T , R) and
for every ϕ ∈ X s T . Let ̺ > 0 and set µ := 1/(2λ), with λ as in the statement of Theorem 1.
e , as well as
and by using Theorem 2, it is easily seen that
This fact and 0 < γ < m 2s , yield
for every v ∈ X s T , so · e is equivalent to the standard norm · X s T .
Then, Φ is sequentially weakly lower semicontinuous and coercive, and Ψ is sequentially weakly continuous thanks to Theorem 3. Now, we show that there exists v 0 ∈ X s T such that
as t → +∞. By using the Ambrosetti-Rabinowitz condition, it is easy to see that the potential
for every x ∈ [0, T ] N , (t, v) ∈ R 2 with t ≥ 1 and |v| ≥ r 0 . Indeed, for t = 1, the equality is obvious. Otherwise, fix |v| ≥ r 0 and define g(x, t) := F (x, tv), for every x ∈ [0, T ] N and t ∈ (1, +∞). By (f 3 ) it follows that
for every x ∈ [0, T ] N and t > 1. By integrating in (1, t] we get that
As a consequence, one has
for every x ∈ [0, T ] N , |v| ≥ r 0 and t > 1. Then, by using (3.4), it follows that
we deduce that (3.3) holds. Hence, the functional J µ is unbounded from below. In order to apply Theorem 5, we need to prove the compactness Palais-Smale condition for the functional J λ . For the sake of completeness, we recall that a C 1 -functional J : E → R, where E is a real Banach space with topological dual E * , satisfies the PalaisSmale condition at level ζ ∈ R, (abbreviated (PS) ζ ) when:
as j → +∞, possesses a convergent subsequence. We say that J satisfies the Palais-Smale condition (abbreviated (PS)) if (PS) ζ holds for every ζ ∈ R.
Proceeding as in [19] , in the next two lemmas we verify the compactness (PS) condition for the functional J λ : Lemma 1. Assume that conditions (f 1 ), (f 2 ) and (f 3 ) are satisfied. Then, every Palais-Smale sequence for the functional J λ is bounded in X s T . Proof. Let {v j } j∈N ⊂ X s T be a Palais-Smale sequence i.e.
as j → +∞, where
Suppose by contradiction that {v j } j∈N is not bounded in X s T . Then, up to a subsequence, we may assume that
Combining (3.7) and (3.2) we get, for any j ∈ N
Now, we observe that condition (f 3 ) yields
so, we deduce that for every j ∈ N
Then, for every j ∈ N we have
Dividing both members by v j X s T and letting j → +∞, we obtain a contradiction.
As an immediate consequence of Lemma 1 we are able to prove the following compactness property.
Lemma 2. Assume that conditions (f 1 ), (f 2 ) and (f 3 ) are verified. Then, the functional J λ satisfies the compactness (PS) condition.
Proof. Let {v j } j∈N ⊂ X s T be a Palais-Smale sequence. By Lemma 1, the sequence {v j } j∈N is bounded in X s T , so we can extract a subsequence, which for simplicity we denote again by {v j } j∈N , such that v j ⇀ v in X s T . This means that
for any ϕ ∈ X s T , as j → +∞. We will prove that v j strongly converges to v ∈ X s T . Firstly, we can observe that
where we set
as j → +∞.
Since the embedding Tr(X 
