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Abstract—Inspired by the recent success of Deep Neural
Networks and the recent efforts to develop multi-layer dictionary
models, we propose a Deep Analysis dictionary Model (DeepAM)
which is optimized to address a specific regression task known
as single image super-resolution. Contrary to other multi-layer
dictionary models, our architecture contains L layers of analysis
dictionary and soft-thresholding operators to gradually extract
high-level features and a layer of synthesis dictionary which is
designed to optimize the regression task at hand. In our approach,
each analysis dictionary is partitioned into two sub-dictionaries:
an Information Preserving Analysis Dictionary (IPAD) and a
Clustering Analysis Dictionary (CAD). The IPAD together with
the corresponding soft-thresholds is designed to pass the key
information from the previous layer to the next layer, while the
CAD together with the corresponding soft-thresholding operator
is designed to produce a sparse feature representation of its input
data that facilitates discrimination of key features. Simulation
results show that the proposed deep analysis dictionary model
achieves comparable performance with a Deep Neural Network
which has the same structure and is optimized using back-
propagation.
Index Terms—Dictionary Learning, Analysis Dictionary, Deep
Neural Networks, Deep Model.
I. INTRODUCTION
DEEP Neural Networks (DNNs) [3] are complex archi-tectures composed of a cascade of multiple linear and
non-linear layers. Back-propagation algorithm [4] is usually
applied to optimize the parameters of the linear transforms
and the non-linearities within this highly non-linear and non-
convex system. With the help of massive labeled training data
and powerful Graphics Processing Units (GPU), DNNs have
achieved outstanding performance in many signal processing
and computer vision tasks. However, the working of DNNs
is still not completely clear. The optimized DNNs are usually
treated as black-box systems. Some natural questions are what
are the functions of the linear transform and the non-linearities
and what is the role of the “cascade” in DNNs.
Some recent works have tried to provide insights into the
workings of DNNs. Bruna and Mallat [5], [6] proposed a Scat-
tering Convolutional Network (SCN) by replacing the learned
filters with wavelet-like transforms. SCN provides feature
representations which are translation and rotation invariant.
Zeiler and Fergus [7] proposed a deconvolution technique to
visualize the intermediate feature layers of a Convolutional
Neural Network (CNN) trained for image classification. The
filters in the first layer are Gabor like, and the deeper layer
feature maps tend to be active only for certain objects. In
[8], the authors suggested that an auto-encoder partitions the
This work was in part presented in [1], [2].
low-dimensional data manifold into cells and approximates
each piece by a hyper-plane. The encoding capability limit
of a DNN is described by the upper bound of the number of
cells. Montufar et al. [9] have shown that the number of cells
is exponentially larger than the degrees of freedom. Giryes
et al. [10] theoretically analyzed the fully connected DNN
with i.i.d. random Gaussian weights. They prove that a DNN
with random Gaussian weights performs a distance-preserving
embedding of the data.
Contrary to DNNs, the sparse representation framework
[11] is much more established. Sparse representation over an
over-complete dictionary can serve as an effective and robust
representation in both classification and regression problems.
Depending on the way the signal is modelled, the sparse
representation model can be divided into synthesis or analysis
model [12].
A synthesis model [12] represents a signal x = Dγ as
a linear combination of a small number of column atoms
from a redundant synthesis dictionary D ∈ Rn×m with
n < m and ‖γ‖0 = k  m. Sparse pursuit is to seek
the sparsest representation γ given the input signal x and
the dictionary D. Sparse pursuit algorithms include greedy
algorithms [13]–[15] and convex relaxation based algorithms
[16]–[19]. The greedy algorithms, like Orthogonal Matching
Pursuit (OMP) [13], find at each iteration a sparse coefficient
with the aim of reducing the approximation error. Convex
relaxation algorithms relax the non-convex l0 norm to a convex
l1 norm. The sparse representation problem can then be solved
using basis pursuit (BP) [17] or iterative algorithms, like
Iterative Soft-Thresholding Algorithm (ISTA) [18], [19]. The
synthesis dictionary learning algorithms [20], [21] mainly take
an alternating minimization strategy and iterate between a
sparse-coding stage and a dictionary update stage. With well
established theories and algorithms, sparse representation over
redundant synthesis model has been extensively used in signal
and image processing.
Recently, the analysis model [12], [22] has attracted more
research interests. A redundant analysis dictionary Ω ∈ Rm×n
is a tall matrix with m > n where each row of Ω is an atom of
the dictionary. The expectation is that the analysis coefficients
Ωx are sparse. This means that the analysis dictionary should
be able to sparsify the input signal, whilst preserving its
essential information. The analysis dictionary usually serves as
a regularization term λ||Ωx||1 in the optimization formulation
and models the co-sparse prior which can be considered as
an extension of the Total Variation (TV) prior. Alternating
minimization strategy can also be applied for learning analysis
dictionaries [22]–[26]. Analysis K-SVD [22] iterates between
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2an analysis pursuit operation and a K-SVD dictionary update
stage. Yaghoobi et al. [23] proposed a uniformly-normalized
tight frame constraint for learning analysis operators. Analysis
Simultaneous Codeword Optimization (ASimCO) algorithm
[24] enforces a K-sparse constraint on the sparse-coding stage
and updates multiple dictionary atoms simultaneously in the
dictionary update stage. Sparsifying transform learning [25],
[26] proposed to constrain the analysis operator to be full
rank and well-conditioned. The GeOmetric Analysis Operator
Learning (GOAL) algorithm [27], [28] learns the analysis
dictionary by employing an alternative optimization strategy.
It performs dictionary learning on manifolds by minimizing an
objective function which promotes sparse representation and
also imposes full rank constraint.
Building a deep model using sparse representation over
redundant synthesis dictionaries has facilitated interpretations
of DNNs. Rubinstein and Elad [29] proposed an Analysis-
Synthesis Thresholding (AST) model for image deblurring
which consists of an analysis dictionary, element-wise hard-
thresholding operators and a synthesis dictionary. The AST
model can be interpreted as a fully connected DNN which
uses hard-thresholding as non-linearity and has one hidden
layer. The Double-Sparsity model [30] proposes to learn a
two-layer synthesis dictionary. The first layer is a dictionary
that models a fixed basis, while the second one is a sparse
dictionary with sparse atoms. The effective dictionary is
therefore the multiplication between the two dictionaries. The
Double-Sparsity model provides a more efficient and adaptive
modeling and enables learning large dictionary from high-
dimensional data. A Multi-Layer Convolutional Sparse Coding
(ML-CSC) model is proposed in [31], [32] and gives a new
interpretation on the working of the Convolutional Neural
Networks (CNNs). The linear models in CNNs are interpreted
as synthesis dictionaries with convolutional structure and the
function of the non-linearities is interpreted as a simplified
sparse pursuit procedure. The ML-CSC model has multiple
layers of synthesis dictionaries where the first dictionary is
non-sparse while the following dictionaries are sparse. Tariyal
et al. [33] proposed a greedy layer-wise deep dictionary
learning method which performs synthesis dictionary learning
layer-by-layer. A parametric approach is proposed in [34] to
learn a deep dictionary for image classification tasks. The
proposed dictionary learning method contains a forward pass
which performs sparse coding with the given synthesis dictio-
naries and a backward pass which updates the dictionaries by
gradient descent.
The contribution of this paper is three-fold:
• We propose a Deep Analysis dictionary Model
(DeepAM) which is composed of multiple layers of
analysis dictionaries with associated soft-thresholding
operators and a layer of synthesis dictionary.
• We propose to characterize each analysis dictionary as
a combination of two sub-dictionaries: an Information
Preserving Analysis Dictionary (IPAD) and a Clustering
Analysis Dictionary (CAD). The IPAD together with the
soft-thresholding operator preserves the key information
of the input data, and the thresholds are set essentially
to denoise the data. The CAD with the associated soft-
thresholding operator generates a discriminative represen-
tation, and the thresholds are set facilitate such discrim-
ination.
• We propose learning algorithms for DeepAM. To achieve
the two different goals of IPAD and CAD, different
learning criteria are introduced. We validate our proposed
DeepAM on the single image super-resolution task. Sim-
ulation results show that the proposed deep dictionary
model achieves comparable performance with a DNN
which has the same structure but is optimized using back-
propagation.
The rest of the paper is organized as follows. Section II
gives an overview of the proposed deep analysis dictionary
model. Section III analyzes the proposed model and explains
the rationale behind splitting each analysis dictionary into an
information preserving and a clustering sub-dictionary. Section
IV introduces the learning algorithm for the deep analysis
dictionary model. Section V presents simulation results on
single image super-resolution task and Section VI concludes
the paper.
II. OVERVIEW
We begin this section by briefly introducing the single image
super-resolution problem and some notations. We then outline
the structure of our deep dictionary model.
A. Image Super-Resolution
The task of single image super-resolution (SISR) is to
estimate a (high-resolution) HR image Ŷ from an observed
(low-resolution) LR image X .
We use patch-based single image super-resolution as the
sample application to validate our proposed architecture. In-
stead of estimating the HR image as a whole, the patch-based
approaches [35]–[41] divide the LR image into overlapping
patches and infer a HR patch for each LR patch. The HR image
can then be reconstructed using the estimated HR patches
by patch overlapping. Learning-based approaches [35]–[37],
[39]–[44] learn the inference model from an external train-
ing dataset which contains LR and HR image pairs. The
patch-based methods use LR-HR patch pairs
{(
x0i ,yi
)}N
i=1
extracted from the training dataset. The size of the LR patches
and the HR patches is assumed to be p×p and (s×p)×(s×p),
respectively. The variable s represents the up-scaling factor. To
gain illumination invariance property, the mean value of each
patch is normally removed. For simplicity, we denote d0 = p2
and dL+1 = (s× p)2. By vectorizing the image patches and
grouping the training vectors into a matrix, we obtain the
input LR training data matrix X 0 = [x01, · · · ,x0N ] ∈ Rd0×N
and the corresponding ground-truth HR training data matrix
Y = [y1, · · · ,yN ] ∈ RdL+1×N .
B. Deep Analysis Dictionary Model
To address the SISR problem, we propose a Deep Analysis
dictionary Model (DeepAM) which consists of multiple layers
of analysis dictionary interleaved with soft-thresholding opera-
tions and a single synthesis dictionary. In an L-layer DeepAM,
3Fig. 1. A 3-layer deep analysis dictionary model. There are 3 layers of analysis dictionaries {Ωi}3i=1 with element-wise soft-thresholding operators{Sλi (·)}3i=1 and a layer of synthesis dictionary D. The output signal ŷ is obtained through a cascade of matrix multiplications and soft-thresholding
operations with input signal x.
there are L + 1 dictionaries and L layers that correspond
to the non-linear operations. The first L dictionaries are
analysis dictionaries and are denoted as
{
Ωi ∈ Rdi×di−1
}L
i=1
with di ≥ di−1. The row atoms
{
ωTi,j
}di
j=1
of the analysis
dictionary Ωi are of unit norm. The non-linear operator used
in DeepAM is the element-wise soft-threshold1 {Sλi (·)}Li=1
where λi ∈ Rdi denotes the threshold vector at layer i. The
dictionary D in the last layer is a synthesis dictionary and is
designed to optimize the regression task at hand. Fig. 1 shows
an example of a 3-layer deep analysis dictionary model for
the image super-resolution task.
The L-layer DeepAM can therefore be expressed mathe-
matically as:
ŷ = DSλL
(
ΩLSλL−1
(· · ·Ω2Sλ1 (Ω1x0) · · · )) , (1)
where x0 and ŷ is the input signal and the estimated output
signal, respectively.
Let us denote with xi = Sλi(Ωixi−1) the output of the
i-th layer. This means that the input signal xi−1 is multiplied
with the analysis dictionary Ωi and then passed through the
element-wise soft-thresholding operator Sλi(·). The thresh-
olded output signal xi will be a sparse signal and is expected
to be better at predicting the ground-truth signal y than xi−1.
After L layers, xL is transformed to the HR signal domain via
the synthesis dictionary. Note that the input LR signal lives
in a lower dimensional space when compared to the target
HR signal. It is therefore essential for the inference model to
be able to non-linearly transform the input data to a higher
dimensional space. This is to be achieved by combined use of
the analysis dictionaries and the associated soft-thresholding
operators.
The proposed DeepAM framework is closely related to
Deep Neural Networks (DNNs) with Rectified Linear Unite
(ReLU) non-linearity2. As ReLU can be considered as the one-
sided version of soft-thresholding, there exists an equivalence
between a layer of analysis dictionary with soft-thresholding
and a layer of Neural Networks with ReLU:
Ωi+1Sλi
(
Ωix
i−1) = ΩHCi+1ReLU(ΩVCi xi−1,λVCi ), (2)
1Soft-thresholding is defined as Sλ(a) = sgn(a)max(|a| − λ, 0).
2ReLU is defined as ReLU(a, λ) = max(a− λ, 0).
where ΩHCi+1 = [Ωi+1,−Ωi+1], ΩVCi = [Ωi;−Ωi] and λVCi =
[λi;λi]. The superscripts HC and VC stand for horizontal
concatenate and vertical concatenate, respectively.
From Eqn. (2), we realize that a layer of analysis dictio-
nary and soft-thresholding operation with n atoms can be
represented with a layer of Neural Networks with ReLU
and 2n neurons. For data which is symmetrically distributed
around the origin, DeepAM with soft-thresholding can be more
efficient than DNNs with ReLU. This observation will be
validated numerically in Section V.
The learning problem for DeepAM can be formulated as
learning the parameters that minimize the mean squared error
between the ground-truth data and the estimations:
min
θ
∥∥Y −DSλL (· · ·Ω2Sλ1 (Ω1X 0) · · · )∥∥2F , (3)
where θ =
{
D, {Ωi}Li=1 , {λi}Li=1
}
denotes all the parame-
ters of the L-layer DeepAM.
Optimizing Eqn. (3) directly can be very difficult as it
involves non-convex matrix factorization and the learning of
the parameters of the non-linear operators. Standard tools
for optimizing DNNs can be utilized, for example back-
propagation algorithm [4]. However this would lead to effec-
tive but difficult to interpret results.
Our objective instead is to build a deep dictionary model
with a higher interpretability through understanding the pur-
pose of different components in the model. The analysis
dictionary and threshold pairs play a key role in DeepAM as
they determine the way effective features are generated. The
synthesis dictionary instead can be learned using least squares
once all the analysis dictionaries and thresholds have been
determined. We propose a layer-wise learning strategy to learn
the pair of analysis dictionary and soft-thresholding operators.
In this way, we can obtain a system where the purpose of
every component is easier to interpret.
III. ANALYZING THE DEEP ANALYSIS DICTIONARY
MODEL
To justify our approach, we begin by considering a 1-layer
DeepAM system:
ŷi = DSλ1(Ω1x0i ), (4)
4Fig. 2. In image super-resolution, the input data spans a low-dimensional
subspace V within the HR data space O. The objective is to estimate the
unknown HR signal yi based on the input LR signal xHi. The dashed line
represents the residual signal ri = yi − xHi which is orthogonal to the
subspace spanned by the input data.
where x0i ∈ Rd0 is one of the elements of X , ŷi ∈ Rd2 with
d2 > d0 and Ω1 ∈ Rd1×d0 .
We assume, for the sake of argument, that the degradation
model is linear. That is, there exists a degradation matrix H ∈
Rd0×d2 such that x0i = Hyi. Denote xHi = H†x0i ∈ Rd2 as
the projection of the LR signal x0 onto the HR signal space
with the pseudo-inverse matrix H†.
As shown in Fig. 2, the signal xHi lies in a low-dimensional
subspace V ⊂ O of the ground-truth HR data space O. A
linear operation will not be able to recover the components
that are orthogonal to V (i.e. the dashed line in Fig. 2). It is
therefore imperative to design the analysis dictionary Ω1 and
the non-linear soft-thresholding operation Sλ1(·) in a way that
facilitates the recovery of the information of y in V ⊥.
When we multiply x0 with Ω1, the analysis dictionary
atoms
{
ωT1,j
}d1
j=1
project the input LR data onto specific
directions. After soft-thresholding, the resulting signal x1 =
Sλ1(Ω1x0) is sparse and the end result is a partitioning of
V as shown in Fig. 3. The input data within each piece is
then linearly transformed for prediction, and all the linear
transforms are jointly described by the synthesis dictionary
D.
We note that if we assume that all thresholds are large, there
is a convex polyhedron U in which all input data will be set
to zero by the analysis and the thresholding operations, that
is, Sλ1(Ω1x0) = 0, ∀x0 ∈ U (see the central black region in
Fig. 3). Therefore, the corresponding estimation ŷ will be zero,
and the information of the data within the convex polyhedron
U will then be completely lost. This may lead to a large mean
squared error for prediction.
This suggests that not all thresholds should be too large.
The problem can be solved if there is a set of analysis
dictionary atoms with small thresholds. If we assume that
the signal subspace V has dimension K, then in order not to
lose essential information there should be at least K pairs of
analysis dictionary atoms and soft-thresholds for information
preservation. These K atoms are associated with K small
soft-thresholds and are able to fully represent the input data
Fig. 3. The analysis and soft-thresholding operations partition the input
data subspace V . There are two pairs of analysis atom and soft-thresholding
operator. After soft-thresholding, the data in the gray region is with 1 zero
coefficient and the data in the convex polyhedron U (i.e. the black region) is
with all zero coefficients.
Fig. 4. The analysis dictionary Ω is designed to consist of an information
preserving analysis dictionary ΩI and a clustering analysis dictionary ΩC.
The soft-thresholds corresponding to ΩC are much higher than those used for
ΩI and result in a sparser representation.
space. Therefore the K pairs of analysis atoms and soft-
thresholds together with the corresponding synthesis atoms
provide a baseline estimation for the input data. The remaining
analysis dictionary atoms can instead be associated with large
thresholds. The outcome of these analysis and thresholding
operations is a clustering of the input data. That is, the data
within the same cluster has the same sparsity pattern and
shares the same linear model for prediction. The corresponding
synthesis atoms then help recover the signal components
within the orthogonal subspace V ⊥.
Based on the above discussion, we propose to divide an
analysis dictionary Ω into two sub-dictionaries Ω = [ΩI; ΩC],
and similarly divide each threshold vector into two parts
λ = [λI;λC]. The Information Preserving Analysis Dictionary
(IPAD) ΩI with its thresholds λI aims at passing key infor-
mation of the input signal to the next layer. The Clustering
Analysis Dictionary (CAD) ΩC with its threshold λC is to
facilitate the separation of key feature in the signal. The
CAD and thresholding operators provide a highly non-linear
prediction. Fig. 4 shows an analysis dictionary and the soft-
thresholding operation with the partition of the IPAD part and
the CAD part.
In a multi-layer DeepAM, we adopt the same information
preserving and clustering strategy. As depicted in Fig. 5, the
5analysis dictionary at each layer is composed of an IPAD part
and a CAD part. The IPADs and thresholds {(ΩIi,λIi)}Li=1
create a channel which transmits the information of the input
signal to the CAD in each intermediate layer and to the
final estimation. The feature representation xLI generated by
the last layer of IPAD and its thresholds should be able to
well represent signal components of the HR signal which
are within the input data subspace. The CADs and thresh-
olds {(ΩCi,λCi)}Li=1 are the main source of non-linearity in
DeepAM. The feature representation xLC generated by the last
layer of CAD should be able to well represent the signal
components of y which are orthogonal to the input data
subspace. Therefore, the function of CAD and its thresholds
can be interpreted as identifying the data with large energy
in the subspace orthogonal to the input data subspace. A
deep layer of CAD takes the feature representation generated
by the IPAD and CAD of the previous layer as input and
can generate a non-linear feature representation that cannot
be attained by a single layer soft-thresholding with the same
number of atoms. Therefore a DeepAM with deeper layers is
expected to outperform a shallower one.
IV. LEARNING A DEEP ANALYSIS DICTIONARY MODEL
In this section, we introduce the proposed learning algorithm
for DeepAM. In view of the distinctive goals of the two pairs
of sub-dictionary and thresholds, different learning criteria
have been proposed for learning the IPAD and its thresholds
and the CAD and its thresholds.
A. Basic Analysis Dictionary Learning Algorithm
The IPAD and the CAD have different functions but also
share some common learning objectives. There are four basic
objectives for learning an analysis dictionary: (1) its atoms
span a subspace of the input data space; (2) it is able to sparsify
the input data; (3) there are no pairs of row atoms that are
linearly dependent; (4) the row atoms are of unit norm.
Our proposed learning algorithm is an extension of the
GeOmetric Analysis Operator Learning (GOAL) algorithm
[27], [28] and we denote it as GOAL+. The four learning
objectives can be attained by using corresponding constraints.
The IPAD and the CAD are learned using modified versions
of GOAL+ algorithm.
For simplicity, let us denote the analysis dictionary to be
learned as Ω ∈ Rm×n, the j-th atom of Ω as ωTj and the
training data as X = [x1, · · · ,xN ] ∈ Rn×N . We assume that
the data X span a K dimensional subspace V ∈ Rn. Let
us denote with W ∈ Rn×K an orthogonal basis of V , and
with U ∈ Rn×(n−K) the orthogonal basis of the orthogonal
complement V ⊥.
The first learning objective is that the learned analysis
dictionary Ω should span only the subspace V . There are
two main reasons for this requirement. First, the analysis
dictionary Ω which spans V can fully preserve the information
of the input data. Second, if an atom ωT belongs to V ⊥, it is
an unnecessary atom. This is because the coefficients ωTX
will be zero since V ⊥ is in the null-space of X . We apply
Fig. 5. Two consecutive layers in DeepAM. The IPAD and threshold pairs
create an information flow channel from input to output, and the CAD and
threshold pairs combine information from the previous layer and generate a
feature representation that can well represent the residual part.
a logarithm determinant (log-det) term h (Ω) to impose the
information preservation constraint:
h (Ω) = − 1
K logK
log det
(
1
m
W TΩTΩW
)
. (5)
Together with the unit norm constraint, the feasible set of the
analysis dictionary Ω is therefore defined as Θ = Smn−1 ∩U⊥
with Sn−1 being the unit sphere in Rn and Smn−1 being the
product of m unit spheres Sn−1. In other words the feasible
set Θ restricts the learned atoms in Ω to be of unit norm and
excludes the contributions from U . Eqn. (5) is a generalization
of the log-det constraint term applied in GOAL [27], [28].
This is because in our case, W defines a basis of the input
data space whose size K could be much smaller than the
dimension of the input signal n in particular when considering
dictionaries in deeper layers. In GOAL [27], [28], W defines
a much larger subspace and is with K = n or K = n− 1.
We achieve the constraint ΩT ∈ Θ by performing orthogo-
nal projection onto the tangent space TΩ(Θ) of the manifold
Θ at location Ω. For a row atom ωT , the operation of the
orthogonal projection onto the tangent space Tω(Θ) can be
represented by the projection matrix Pω [28]:
Pω = In −Q†ωQω, (6)
where In ∈ Rn×n is the identity matrix, and Qω =
[2ω,U ]T ∈ R(n−k+1)×n.
Sparsifying ability is essential for both IPAD and CAD.
The sparsifying constraint is imposed by using a log-square
function which is a good approximation of the l0 norm:
g(Ω) =
1
Nm log(1 + ν)
N∑
i=1
m∑
j=1
log
(
1 + ν(ωTj xi)
2
)
, (7)
where ν is a tunable parameter which controls the sparsifying
ability of the learned dictionary.
Linearly dependent row atoms (e.g. ωTi = ±ωTj ) are
undesirable in the learned dictionary. A logarithm barrier term
l (Ω) is used to penalize linearly dependent row atoms:
l (Ω) = − 1
m (m− 1)
∑
1≤i<j≤m
log
(
1− (ωTi ωj)2) . (8)
The combination of the information preservation constraint
in Eqn. (5), sparsifying constraint in Eqn. (7), and linearly
6Algorithm 1: GOAL+ Algorithm
1 Input: Training data, row number of the dictionary;
2 Initialize: Initialized Ω(0), t = 0;
3 while halting criterion false do
4 t← t+ 1 ;
5 Compute gradient of the objective function ∇f(Ω(t));
6 Orthogonal project ∇f(Ω(t)) onto the tangent space
of manifold Θ at Ω(t): G .= ΠT
Ω(t)
(Θ)(∇f(Ω(t)));
7 Find new search direction H(t) = −G + β(t)TH(t−1) ;
8 Update Ω(t+1) along the search direction H(t) using
backtracking line search.
9 end
10 Output: Learned analysis dictionary Ω.
dependent penalty term in Eqn. (8) leads to the objective
function of GOAL+:
Ω = arg min
ΩT∈Θ
f(Ω), (9)
where f(Ω) = g(Ω) + κh(Ω) + υl(Ω) with κ and υ being
the regularization parameters.
The objective function defined in Eqn. (9) is optimized
using a geometric conjugate gradient descent method [27],
[45]. The analysis dictionary learning algorithm GOAL+
is summarized in Algorithm 1. At iteration t, the gradi-
ent of the objective function ∇f(Ω(t)) is computed and
orthogonal projected on the tangent space of the man-
ifold Θ at location Ω(t). The orthogonal projection of
∇f(Ω) onto the tangent space TΩ(Θ) can be expressed as
ΠTΩ(Θ)(∇f(Ω)) = [Pω1∇f(ω1), · · · ,PωdIi∇f(ωdIi)]. Let
us denote G .= ΠT
Ω(t)
(Θ)(∇f(Ω(t))), the search direction can
be set as H(t) = −G. In practice, the search direction is a
combination of G and the previous search direction TH(t−1) .
The updated analysis dictionary Ω(t+1) is then obtained by
gradient descent with backtracking line search along the search
direction H(t). The halting condition is when the analysis dic-
tionary converges or when a pre-defined maximum number of
iterations is reached. In summary, our optimization approach
is similar to that in GOAL [27] with the exception of the
orthogonal projection step as described in Eqn. (6) which
represents the constraint introduced by the feasible set Θ. For
a more detailed treatment of the geometric conjugate gradient
descent we refer to [27], [45]. Now that the overall objectives
of GOAL+ have been introduced, we can focus on how to
tailor the optimization in Eqn. (9) to achieve the objectives of
IPAD and CAD respectively.
B. Learning IPAD and Threshold Pairs
The function of the IPAD and threshold pair (ΩIi,λIi)
is to pass key information of the input data X 0 to deeper
layers. The learned IPADs create a channel that enables the
information flow from the input signal to the estimated output
signal.
1) IPAD Learning: The training data for learning ΩIi is
the i-th layer input training data X i−1 (the (i − 1)-th layer
training data is obtained as X i = Sλi(ΩiX i−1) for i ≥ 1).
Let us denote the rank of the input training data X 0 at the first
layer as k0 = rk(X 0) where rk(·) outputs the rank of a matrix.
The IPAD ΩIi ∈ RdIi×di−1 is assumed to have dIi ≥ rk(X 0)
atoms to ensure that the learned IPAD can well represent the
input data subspace.
By setting the training data as X i−1, the i-th layer analysis
dictionary ΩIi can be learned using GOAL+. The orthonormal
basis W ∈ Rdi−1×k0 is set to be an arbitrary basis of X i−1
that corresponds to the signal subspace of X 0. The orthogonal
basis U ∈ Rdi−1×(di−1−k0) is set to span the orthogonal
complement of the subspace spanned by W .
2) Learning the Thresholds for IPAD: Given a learned
IPAD ΩIi, the analysis coefficients αi = ΩIixi−1 contain
sufficient information of xi−1. When αi is a redundant
representation or when the input data xi−1 is noisy, applying
a proper thresholding operation to αi can further enhance
the robustness of the representation. We propose to apply
soft-thresholding with small thresholds to the IPAD analysis
coefficients as z = SλIi(ΩIixi−1) and interpret the soft-
thresholding operation as a form of denoising.
There are related works in the literature about thresholding
for redundant representations [46]–[48]. Elad [46] shows that
simple shrinkage is effective for redundant representation and
interprets the simple shrinkage as the first iteration for solv-
ing Basis Pursuit Denoising (BPDN) problems. Raphan and
Simoncelli [47] proposed a denoising scheme for redundant
representations based on Stein’s Unbiased Risk Estimator. Lin
and Lee [48] proposed a Bayesian framework for finding the
optimal l1-norm regularization.
Let us consider a weighed l1-norm regularized minimization
problem:
min
z
1
2
||x−ΩTz||22 +
m∑
j=1
λIj |zj |, (10)
where zj is the j-th coefficient of the sparse vector z, and λIj
is the corresponding regularization parameter.
Selecting the soft-threshold λIi is equivalent to finding
suitable regularization parameters in Eqn. (10) as the soft-
thresholding operation Sλ(Ωx) can be interpreted as the first
iteration of the Iterative Soft-Thresholding Algorithm (ISTA)
[18] for solving Eqn. (10):
z(1) = Sλ
(
z(0) + Ω
(
x−ΩTz(0)
))
, (11)
where the initial sparse code z(0) = 0.
Lin and Lee [48] proposed a method to choose the optimal
regularization parameters based on a Bayesian analysis. They
assume that the data x is with additive i.i.d. zero mean
Gaussian noise with variance σ2:
P (x|ΩT , z, σ2) = 1
(2piσ)n/2
exp
(
− 1
2σ2
∥∥x−ΩTz∥∥2
2
)
(12)
and assume a Laplacian distribution prior for the sparse code
z with parameters λ:
P (z|λ) =
m∏
j=1
λj
2
exp (−λj |zj |) . (13)
7Empirically, we have found that the prior distribution P (z)
can be well characterized by an i.i.d. zero-mean Laplacian
distribution. Based on the analysis in [48], the optimal reg-
ularization parameters for Eqn. (10) can be set as inversely
proportional to the variance of the Laplacian distribution:
λ ∝
[
1
σ1
, · · · , 1
σm
]T
, (14)
where σj is the variance of the Laplacian distribution for the
j-th sparse code zj .
From Eqn. (14), the soft-threshold associated with IPAD
ΩIi is:
λIi = ρI
[
1
σ1
,
1
σ2
, · · · , 1
σdIi
]T
, (15)
where ρI is a scaling parameter, and the variance σj of the
j-th coefficient can be estimated using the obtained IPAD ΩIi
and its input data.
There is only a free parameter ρ to be determined. It can
be obtained by solving a 1-dimensional search problem. The
optimization problem for ρ is therefore formulated as:
ρˆI = arg min
ρ∈D
∥∥Y −GSρλ (ΩIiX i−1)∥∥2F , (16)
where λ = [1/σ1, 1/σ2, · · · , 1/σdIi ]T , G = YZT (ZZT )−1
with Z = Sρλ(ΩIiX i−1), and D is a discrete set of values.
The obtained pair (ΩIi,λIi) should be able to preserve the
important information within the input signal and give no
worse performance when compared to a linear model without
any non-linearity.
C. Learning CAD and Threshold Pairs
The function of the clustering analysis dictionary and
threshold pair (ΩCi,λCi) is to sparsify its input data and
identify the data with large residual energy. The CAD and
threshold pairs at shallow layers provide low-level feature
representations for the CADs at deeper layers.
1) CAD Learning: Different from IPAD, learning CAD
ΩCi requires supervision from both the input training data
X i−1 and the ground-truth HR training data Y .
Let us denote with Yi = DiX i−1 the middle resolu-
tion data and with Ei = Y − Yi the residual data where
Di ∈ RdL+1×di is the synthesis dictionary of layer i which
minimizes the mean squared reconstruction error and can be
obtained by solving:
Di = arg min
D
||DX i−1 −Y ||2F . (17)
It has a closed-form solution given by:
Di = YX i−1T
(
X i−1X i−1T
)−1
. (18)
The learning objective for CAD ΩCi is that its atoms should
be able to project X i−1 onto directions where the data with
large residual error has responses with large magnitude. To
achieve that, we propose to first learn an analysis dictionary
Ψi ∈ RdCi×dL+1 which acts on the data Yi and is able to
jointly sparsify the data Yi and the residual data Ei. That is,
the atoms in Ψi are able to identify the data in Yi with large
residual energy. The i-th layer CAD is then re-parameterized
as:
ΩCi = ΨiDi. (19)
As a result, the learned CAD ΩCi will have the same
identification ability as Ψi since ΩCixi−1j = Ψiy
i
j .
We propose the following constraint for learning the anal-
ysis dictionary Ψi. Each analysis atom ψTl is enforced to be
able to jointly sparsify Yi and Ei:
p(Ψ) = c
N∑
j=1
dCi∑
l=1
log
(
1 + ν
((
ψTl y
i
j)
2 − (ψTl eij
)2)2)
,
(20)
where c = 1/NdC1 log(1 + ν), and ν is a tunable parameter.
The objective function for learning the analysis dictionary
Ψi is then formulated as:
Ψi = arg min
ΨT∈Θ
f(Ψ), (21)
where f(Ψ) = g(Ψ) + κh(Ψ) + υl(Ψ) + µp(Ψ) with κ, υ
and µ being the regularization parameters. Here, g(·), h(·)
and l(·) are those defined in Eqn. (7), Eqn. (5) and Eqn. (8),
respectively.
The input training data is set to (X i−1,Y). Let us denote
the rank of Y as kL = rk(Y). The orthogonal basis W ∈
RdL+1×kL is set to be an arbitrary basis of the signal subspace
of Y . The orthonormal basis U ∈ RdL+1×(dL+1−kL) is set to
be a basis spanning the orthogonal complement to the subspace
spanned by W .
The new objective function in Eqn. (21) is optimized using
GOAL+ algorithm. With the learned analysis dictionary Ψi,
the i-th layer CAD ΩCi is obtained as in Eqn. (19).
2) Learning the Thresholds for CAD: The thresholds for
CAD are crucial to the performance of DeepAM as the CAD
and threshold pair is the main source of non-linearity in
DeepAM. The atoms of the learned CAD project the input data
onto directions where the data with large residual prediction
error will have responses with large magnitude. After soft-
thresholding, the coefficients should be as sparse as possible
to achieve a strong discriminative power.
We propose to set the CAD thresholds in the form of:
λCi = ρC [σ1, σ2, · · · , σdCi ] , (22)
where ρC is a scaling parameter, and σj is the variance of the
Laplacian distribution for the j-th atom.
As discussed in the previous section, the analysis coeffi-
cients can be well modelled by Laplacian distributions. By
setting the CAD thresholds proportional to the variance of the
analysis coefficients, the proportion of data that has been set
to zero for each pair of atom and threshold will be the same.
When the synthesis dictionary is applied for reconstruction,
the synthesis atoms corresponding to the CAD atoms will be
activated with a similar frequency.
With this simplification, the CAD thresholds can be learned
in an efficient way. The scaling parameter ρC can be obtained
using the same strategy as in Eqn. (16) by solving a 1-
dimensional search problem. The optimization problem for ρC
is formulated as:
ρC = arg min
ρ∈D
∥∥YR −GSρλ (ΩCiX i−1)∥∥2F , (23)
8Algorithm 2: DeepAM Learning Algorithm
1 Input: Training data pair (X 0,Y), the number of layers
L, and the structure of DeepAM;
2 for i← 1 to L do
3 Learning ΩIi using GOAL+ with training data X i−1
and objective function Eqn. (9);
4 Learning ΩCi using GOAL+ with training data
(X i−1,Y) and objective function Eqn. (21);
5 Learning thresholds λIi and λCi;
6 Ωi ← [ΩIi; ΩCi], λi ← [λIi;λCi];
7 Update input training data as X i = Sλi(ΩiX i−1);
8 end
9 Learning the synthesis dictionary D as in Eqn. (24).
10 Output: Learned DeepAM
{
{Ωi,λi}Li=1 ,D
}
.
where YR is the estimation residual obtained after using IPAD,
λ = [σ1, σ2, · · · , σdCi ]T , G = YRZT (ZZT )−1 with Z =
Sρλ
(
ΩCiX i−1
)
, and D is a discrete set of values.
In the simulation results in Section V, we will show that
the learned CAD thresholds lead to an effective system.
D. Synthesis Dictionary Learning
The deep analysis dictionary learning can be considered as a
layer-wise representation learning process in which the input
data X 0 is consistently non-linearly transformed to a high
dimensional feature representation XL with good descriptive
and discriminative properties. The synthesis dictionary D
models the linear transformation from XL to the desired HR
counterpart Y . Similar to Eqn. (18), the synthesis dictionary
is learned using least squares:
D = YXLT
(
XLXLT
)−1
. (24)
E. DeepAM Learning Algorithm
The overall learning algorithm for DeepAM is summarized
in Algorithm 2. We adopt a layer-wise learning strategy for
DeepAM. At each layer, two sub-dictionaries IPAD and CAD
are independently learned and then combined to form the
analysis dictionary, and the thresholds for IPAD and CAD are
obtained with two different strategies. In this way, each pair
of analysis dictionary and soft-thresholding operations fulfil
two different functionalities. Finally, the synthesis dictionary
is learned using least squares.
V. SIMULATION RESULTS
In this section, we report the implementation details and
numerical results of our proposed DeepAM method and com-
pare our proposed method with Deep Neural Networks learned
using back-propagation and with other single image super-
resolution algorithms.
Parameters ν κ υ µ
IPAD 100×di−1 dIi 0.01× dIi —
CAD 100×di−1 0.01× dCi 0.01× dCi 100
TABLE I
PARAMETERS SETTING OF GOAL+ ALGORITHM FOR LEARNING THE i-TH
LAYER IPAD ΩIi ∈ RdIi×di−1 AND CAD ΩCi ∈ RdCi×di−1 .
A. Implementation Details
We use the standard 91 training images [35] as training
dataset and use Set5 [35] and Set14 [36] as the testing
dataset. The Peak Signal-to-Noise Ratio (PSNR)3 is used as
the evaluation metric. The color images have been converted
from RGB color space to YCbCr color space and image super-
resolution is only applied to the luminance component. The
low-resolution (LR) images are obtained by down-sampling
the ground-truth high-resolution (HR) images by a factor
s = 2 using Matlab function imresize. The size of the low-
resolution patches is set to p = 6 for the purpose of better
visualization and easier interpretation. The size of the high-
resolution patches is then 12 × 12. Around N = 3 × 105
LR-HR patch pairs have been collected for training. During
testing, full patch overlapping is applied to reconstruct the HR
images.
Table I shows the parameters setting of GOAL+ algorithm
for learning the i-th layer Information Preserving Analysis
Dictionary (IPAD) and Clustering Analysis Dictionary (CAD).
Both the IPAD and the CAD are initialized with i.i.d. Gaussian
random entries. We apply batch training for GOAL+ algo-
rithm. The training data has been divided into batches with size
Nb = 10
4. During training, the GOAL+ algorithm is sequen-
tially applied to batches until the learned dictionary converges.
For each batch, τ = 100 iterations of conjugate gradient
descent are performed to update the dictionary. The discrete set
D used for searching the scaling parameter of the thresholds is
set to be D = [· · · , 10−2, 2× 10−2, · · · , 10−1, 2× 10−1, · · · ].
B. Visualization of the Learned DeepAM
In this section, we will show and analyze the learned
DeepAM with the implementation details as described in the
previous section.
Figure 6 shows an example of a learned 1-layer DeepAM.
It contains an analysis dictionary Ω1, thresholds λ1 and a
synthesis dictionary D. Each atom is displayed in a 2D patch
in which black and white corresponds to the smallest and
the largest value, respectively. The number of the information
preserving atoms is set to 40 which is larger than the rank of
the input data. The thresholds depicted in Fig. 6(b) show a
clear bimodal behaviour. The first 40 thresholds are close to
zero, while the remaining 60 thresholds are relatively large.
After thresholding, almost all coefficients corresponding to
IPAD are non-zero, and the percentage of non-zero coefficients
of different CAD atoms are similar and are around 8%. This
indicates that modelling the distribution of the analysis coeffi-
cients as a Laplacian distribution is a good approximation. The
3PSNR=10 log( 255
2√
MSE
), where MSE is the mean squared error between
the ground-truth HR image and the estimated HR image
9(a) Ω1 ∈ R100×36. (b) λ1 ∈ R100 and the percentage of data preserved after
thresholding.
(c) D ∈ R144×100.
Fig. 6. An example of a learned 1-layer DeepAM. Each atom is displayed as a 2D patch. The atoms within the blue box are the clustering atoms. In Ω1,
the first 40 atoms are the information preserving atoms and the remaining 60 atoms are the clustering atoms.
(a) Ω1 ∈ R100×36. (b) λ1 ∈ R100 and the percentage of data preserved after
thresholding.
(c) D ∈ R144×100.
Fig. 7. The 1-layer DeepAM further fine-tuned using back-propagation. The dictionary atoms seem more localized. The thresholds are in general larger than
those in Fig. 6(b).
atoms within the blue box are the clustering atoms. The atoms
in IPAD shown in Fig. 6(a) are similar to the LR versions of
their corresponding synthesis atoms in Fig. 6(c). The CAD
atoms look like directional filters and are more localized.
There is little low-frequency information. The corresponding
synthesis atoms are correlated to the CAD atoms, however,
they are not the HR counterpart. The inner product between the
HR projection of a CAD atom and its corresponding synthesis
atom 〈H†ω,d〉 is close to zero. This shows that, in line with
our objective, the synthesis atoms which correspond to the
CAD part are nearly orthogonal to the LR data subspace.
Back-propagation can be used to further update the param-
eters in our learned DeepAM. The back-propagation update is
implemented using Pytorch with Adam optimizer [49], batch
size 1024, initial learning rate 10−3, learning rate decay step
20, and decay rate 0.1. The parameter setting has been tuned
to achieve the best performance.
Figure 7 shows the 1-layer DeepAM after updating using
back-propagation. With back-propagation, the performance of
DeepAM has a rapid improvement with the first 5 epochs and
converges within 20 epochs. After back-propagation update,
the average PSNR evaluated on Set5 has improved by approx-
imately 0.3 dB. We can find that the different characteristics
of the IPAD part and the CAD part are preserved on the
updated DeepAM. There are subtle differences on the updated
dictionaries. In general, the IPAD atoms have no visible
changes, while the CAD atoms have become more localized.
The thresholds continue to have a bimodal behaviour. There is
only a slight change on the percentage of non-zero coefficients
of different atoms.
Figure 8 shows the dictionaries of a learned 2-layer
DeepAM including two analysis dictionaries Ω1, Ω2 and a
synthesis dictionary D. The first analysis dictionary Ω1 is
similar to that in Figure 6(a), while its CAD part mainly con-
tains directional filters due to a smaller number of clustering
atoms. The second analysis dictionary Ω2 is shown in Figure
8(b) and is a sparse dictionary where the sparse atoms can
be considered as indicating a weighted combination of the
first layer analysis dictionary atoms if the soft-thresholding
operation is neglected. The effective dictionary Ω21 = Ω2Ω1
10
(a) Ω1 ∈ R64×36. (b) Ω2 ∈ R144×64. (c) Ω2Ω1 ∈ R144×36. (d) D ∈ R144×144.
Fig. 8. An example of a learned 2-layer DeepAM. Each atom is displayed as a 2D patch. The atoms within the blue box are the clustering atoms.
(a) Ω1 ∈ R64×36. (b) Ω2 ∈ R144×64. (c) Ω2Ω1 ∈ R144×36. (d) D ∈ R144×144.
Fig. 9. The dictionaries of the 2-layer DeepAM further fine-tuned using back-propagation.
shown in Figure 8(c) can partially show the effective atoms
applied to the input LR data whose IPAD part is similar to
that in Ω1 and CAD part contains more localized atoms when
compared to those in Ω1. Similar observations can be found
in a deeper analysis dictionary in DeepAM. The synthesis
dictionary has similar characteristics as the one in the 1-layer
DeepAM.
Figure 9 shows the dictionaries of the 2-layer DeepAM
after updating with back-propagation. The back-propagation
slightly updates the dictionaries and converges within 20
epochs. The average PSNR evaluated on Set5 improves by 0.2
dB after the first 5 epochs and achieved a 0.3 dB improvement
after convergence. As in the 1-layer DeepAM case, after back-
propagation, there is still a clear difference between the IPAD
atoms and the CAD atoms. The IPAD atoms did not change
significantly, while the CAD atoms in Ω1 and the effective
dictionary Ω21 have become more localized.
C. Comparison with Deep Neural Networks
In this section, we compare our proposed DeepAM method
with Deep Neural Networks (DNNs). The number of IPAD
atoms in each layer is set to be 35 which is the rank of the input
LR data since a DeepAM with more CAD atoms provides
better performance when the input data is noiseless. For com-
parison, DNNs are learned with the same training data using
gradient descent with back-propagation. Let us denote DNN-R
and DNN-S as the DNN with ReLU as non-linearity and soft-
thresholding as non-linearity, respectively. The architecture of
DNN-S is the same as our DeepAM. The implementation of
DNNs is based on Pytorch with Adam optimizer [49], batch
size 1024, initial learning rate 5 × 10−3, learning rate decay
step 50, and decay rate 0.1. The total number of epoches
for training is 250. The parameter setting has been tuned to
achieve the best performance. The parameters of the DNNs
are initialized using the default method in Pytorch.
Table II reports the average PSNR (dB) of DNN-R, DNN-
S and the proposed DeepAM method evaluated on Set5 [35]
and Set14 [36]. There are three different model sizes which
correspond to DNNs with 1 hidden layer, 2 hidden layers and
3 hidden layers where the number of neurons in each layer is
fixed to be 256.
With a deeper model, the performance of our proposed
DeepAM method improves even when the size of the final
feature representation is the same. This indicates that the depth
of DeepAM is important for the final performance. Figure 10
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Model Size 36× 256× 144 36× 256× 256× 144 36× 256× 256× 256× 144
Method DNN-R DNN-S DeepAM DNN-R DNN-S DeepAM DNN-R DNN-S DeepAM
Set5 35.83 36.26 35.90 36.14 36.50 36.12 36.19 36.54 36.22
Set 14 31.80 32.06 31.83 32.00 32.23 31.96 32.01 32.25 32.02
TABLE II
AVERAGE PSNR (DB) BY DIFFERENT METHODS EVALUATED ON Set5 [35] AND Set 14 [36].
Fig. 10. The percentage of data preserved after thresholding for the atoms in
3 different layers of the 3-layer DeepAM in Table II.
further shows the percentage of non-zero coefficients for each
atom in 3 different layers of the 3-layer DeepAM in Table II.
We can find that the percentage of non-zero coefficients has a
bimodal behaviour in all three layers which is the same to that
shown in Figure 6(b). After thresholding, the percentage of
non-zero coefficients corresponding to CAD atoms are almost
the same in each layer. The percentage of non-zero coefficients
for CAD atoms in layer 1, 2 and 3 is around 9%, 14%
and 22%, respectively. This means the feature representation
becomes less sparse with the increase of layers. A denser
signal representation is helpful for modelling more complex
signals which requires the use of more synthesis atoms for a
good reconstruction quality. This could be the reason for an
improved performance with the increase of depth.
Our proposed DeepAM method achieves a similar average
PSNR when compared to the DNN-R method over different
model sizes. The DNN-S method achieves the highest average
PSNR which is around 0.3 dB and 0.2 dB higher than that
of our proposed DeepAM method when evaluated on Set5
and Set 14, respectively. The slightly lower performance of
DeepAM when compared to DNN-S is not surprising since
DeepAM does not utilize joint optimization as DNNs and
the thresholds are set according to simple principles. On the
other hand, the simulation result validates the effectiveness of
our proposed method. The better performance of DNN-S also
suggests that DNNs with soft-thresholding as non-linearity can
be more effective for image enhancement applications.
As shown in the previous section, back-propagation can
be used to further improve the learned DeepAM. Figure 11
shows average PSNR of the 3-layer DeepAM in Table II which
is updated using back-propagation and the performance of
the baseline DNN-S. The performance of DeepAM improves
significantly and outperforms DNN-S within 15 epochs. The
converged performance of DeepAM is around 0.1 dB higher
than that of DNN-S. The result shows that the parameters of
Fig. 11. The average PSNR (dB) of the DeepAM updated using back-
propagation evaluated on Set5 [35].
DeepAM are not far from the final parameters. It also suggests
that the DeepAM learning algorithm has the potential to be a
good initialization method for DNNs.
D. Comparison with Single Image Super-Resolution Methods
In this section, we will compare our proposed DeepAM
method with some existing single image super-resolution
methods including Bicubic interpolation, SC-based method
[36], Anchored Neighbor Regression (ANR) method [37],
Adjusted Anchored Neighborhood Regression (A+) method
[38], and Super-Resolution Convolutional Neural Network
(SRCNN) method [42].
The SC-based method [36] is a synthesis dictionary based
method with a coupled LR and HR dictionary. The LR dictio-
nary is learned using K-SVD [21] and has 1024 atoms, and
the HR dictionary is learned using least squares. It assumes
that a LR patch and its corresponding HR patch share the
same sparse code which is retrieved using OMP [13]. The
input LR feature is the concatenation of the intensity, the
first-order derivatives, and the second-order derivatives of the
LR data and is further compressed using Principal Component
Analysis (PCA). The ANR method [37] and the A+ method
[38] use the same feature representation as [36]. They apply
a learned LR synthesis dictionary for LR patch clustering
and have a regression model for each dictionary atom. The
super-resolution algorithm finds the nearest neighbor atom for
each input LR signal and apply the corresponding regression
model for HR signal prediction. The dictionary has 1024 atoms
and thus there are 1024 regression models. The A+ method
[38] represented the state-of-the-art before the emergence of
methods based on deep convolutional neural networks. The
aforementioned methods [36]–[38] are all patch-based. The
Super-Resolution Convolutional Neural Network (SRCNN)
method [42] is the first to use Convolutional Neural Network
for single image super-resolution. SRCNN has 3 layers and is
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Images Bicubic SC [36] ANR [37] A+ [38] SRCNN [42] DeepAM DeepAMbp
baboon 24.85 25.47 25.55 25.66 25.64 25.65 25.70
barbara 27.87 28.50 28.43 28.49 28.53 28.49 28.43
bridge 26.64 27.63 27.62 27.87 27.74 27.82 27.93
coastguard 29.16 30.23 30.34 30.34 30.43 30.44 30.53
comic 25.75 27.34 27.47 27.98 28.17 27.77 28.12
face 34.69 35.45 35.52 35.63 35.57 35.62 35.62
flowers 30.13 32.04 32.06 32.80 32.95 32.45 32.86
foreman 35.55 38.41 38.31 39.45 37.43 38.89 39.34
lenna 34.52 36.06 36.17 36.45 36.46 36.46 36.51
man 29.11 30.31 30.33 30.74 30.78 30.57 30.78
monarch 32.68 35.50 35.46 36.77 37.11 36.06 37.00
pepper 35.02 36.64 36.51 37.08 36.89 36.87 37.11
ppt3 26.58 29.00 28.67 29.79 30.31 29.13 29.70
zebra 30.41 33.05 32.91 33.45 33.14 33.34 33.71
Average 30.21 31.83 31.81 32.32 32.22 32.11 32.38
TABLE III
PSNR (DB) OF DIFFERENT METHODS EVALUATED ON Set 14 [36]. (THE BEST RESULT IN EACH ROW IS IN BOLD.)
(a) Input LR image. (b) DeepAM (PSNR = 33.34 dB). (c) DeepAMbp (PSNR = 33.71 dB).
Fig. 12. The input LR and the reconstructed HR image using DeepAM and DeepAMbp.
with 64 filters with spatial size 9×9, 32 filters with spatial size
1× 1 and 32 filters with spatial size 5× 5 for layer 1, 2 and
3, respectively. It takes the Bicubic up-scaled image as input
and is able to upscale the input LR image without dividing
the input image into patches.
In Table III, DeepAMbp and DeepAM represents the 3-layer
DeepAM (model size is 36× 256× 256× 256× 64) with and
without back-propagation, respectively. The input data is the
intensity of the LR image patches. Instead of predicting 12×12
HR for each input LR 6× 6 patch, the output of DeepAM is
the central 8× 8 HR patch since the input LR patch does not
contain sufficient information to predict the boundary pixels.
DeepAM achieves a comparable performance to the existing
methods. Its average PSNR is around 0.3 dB higher than that
of the SC-based method and the ANR, while it is around 0.2
dB lower than that of A+ and is around 0.1 dB lower than that
of SRCNN. DeepAMbp achieves the highest average PSNR.
Figure 12 shows an example of the input LR image and the
reconstructed HR images using DeepAM and DeepAMbp.
VI. CONCLUSIONS
In this paper, we proposed a Deep Analysis Dictionary
Model (DeepAM) which consists of multiple layers of analysis
dictionary and soft-thresholding operators and a layer of syn-
thesis dictionary. Each analysis dictionary has been designed
to contain two sub-dictionaries: an Information Preserving
Analysis Dictionary (IPAD) and a Clustering Analysis Dic-
tionary (CAD). The IPAD and threshold pairs are to pass
key information from input to deeper layers. The function
of the CAD and threshold pairs is to facilitate discrimination
of key features. We proposed an extension of GOAL [27] to
perform dictionary learning for both the IPAD and the CAD.
The thresholds have been efficiently set according to simple
principles, while leading to effective models. Simulation re-
sults show that our proposed DeepAM achieves comparable
performance with DNNs and other existing single image super-
resolution methods.
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