Abstract. In this paper, we develop a large deviations principle for stochastic delay equations driven by small multiplicative white noise. Both upper and lower large deviations estimates are established. In this paper we examine the question of small random perturbations of systems with memory and the associated problem of large deviations. Our analysis allows for multiplicative noise with possible dependence on the history in the diffusion coefficient. Our approach is similar to that in [1] and [18], but introduces a new induction argument in order to handle the delay.
1. Introduction. Large deviations were studied by many authors beginning with the fundamental work of Donsker and Varadhan [4] , [5] , [6] . Subsequently several issues concerning large deviation principles and their applications to stochastic differential equations were studied by many authors, e.g. Freidlin and Wentzell [8] , Stroock [18] , Deuschel and Stroock [3] , den Hollander [2] , and others.
However, there is little published work on large deviations for stochastic systems with memory. The problem of large deviations for such systems was first studied by M. Scheutzow [16] within the context of additive white noise.
Stochastic systems with memory (or stochastic differential delay equations (sdde's)) serve as viable models in a variety of applications, ranging from economics and finance to signal processing (Elsanosi, ∅ksendal and Sulem [7] , Kolmanovskii and Myshkis [10] ). The origins of the qualitative theory of stochastic systems with memory goes back to work by Itô and Nisio [9] , Kushner [11] , Mizel and Trutzer [13] , Mohammed [14] , Scheutzow [17] , Mao [12] and others.
In this paper we examine the question of small random perturbations of systems with memory and the associated problem of large deviations. Our analysis allows for multiplicative noise with possible dependence on the history in the diffusion coefficient. Our approach is similar to that in [1] and [18] , but introduces a new induction argument in order to handle the delay. 
Let τ > 0 be a fixed delay, and ψ be a given continuous function on [−τ, 0] . Consider the following differential delay equation (dde):
and the associated perturbed sdde:
with solution X ε . Throughout this paper, we will assume, without loss of generality, that the delay τ is equal to 1. 
That is,
The rest of the paper is devoted to the proof of this result. The proof is split into several lemmas.
For any ε > 0 and any n ≥ 1, denote by X ε n (·) the solution to the sdde:
We need the following lemma from Stroock [18] (p. 81). 
measurable processes. Assume that ||α(·)|| ≤ A and ||β(·)|| ≤ B, where the norm of α is the Hilbert-Schmidt norm and the norm of β is the usual norm in
Proof. We prove (13) by induction on m. We first prove it for
For
Observe that 
Hence, lim
is a martingale with initial value zero, where,
By uniform continuity, there exists an integer N so that
Choose λ = 1 ε and take expectations in (19) to obtain
Hence,
we have
Therefore,
Given M > 0, first choose ρ sufficiently small so that log(
, and then use (18) to choose N so that lim sup ε→0 ε log P (τ 
Since M is arbitrary, we have proved (13) for m = 1. Assume now (13) holds for some integer m. We will prove it is also true for m + 1. Let Y ε n , τ ε n,ρ be defined as before. In addition, introduce two new stopping times:
As in the proof of (18),
By the induction hypothesis,
Again by Itô's formula, 
n,ρ ∧ (m + 1), and sufficiently large n. Using (25), (26) and following the proof of the case for m = 1, we see that (13) is also true for m + 1. This completes the proof of the lemma.
Proof. Note that for g with e(g) ≤ α,
Thus,
By the linear growth condition on b and σ, we have
|F n (g)(u)| ds
Using Grownwall's inequality, this implies that
In particular,
Again by the linear growth condition and (30), we have
uniformly over the set {g; e(g) ≤ α}. Thus, 
This proves the lemma. 
for all x, y ∈ R d . Then for each integer m ≥ 1,
where X ε (·) is the solution to equation (6) .
Proof. We use induction on m. We first prove (40) for m = 1. For λ > 0, set φ λ (y) := (1 + |y| 2 ) λ , y ∈ R d . By Itô's formula, the process
is a martingale with initial value zero, where
Let ξ
This implies
Assume now that (40) holds for some m. We will prove that it is also true for
As before, by Itô's formula,
for s ≤ 1 ∧ ξ ε 1 . Using (51) and the proof of (46), we get lim sup 
