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Abstract— Analysis of electrophysiological signals recorded 
from the brain with Lempel-Ziv (LZ) complexity, a measure 
based on coarse-graining of the signal, can provide valuable 
insights into understanding brain activity. LZ complexity of 
local field potential signals recorded from the neocortex of 11 
adult male Wistar-Kyoto rats in different vigilance states – 
waking, non-rapid-eye movement (NREM) and REM sleep – 
was estimated with different coarse-graining techniques (me-
dian, LZCm, and k-means, LZCkm). Furthermore, surrogate 
data were used to test the hypothesis that LZ complexity re-
sults reveal effects accounted for by temporal structure of the 
signal, rather than merely its frequency content. LZ complexi-
ty values were significantly lower in NREM sleep as compared 
to waking and REM sleep, for both real and surrogate signals. 
LZCkm and LZCm values were similar, although in NREM 
sleep the values deviated in some epochs, where signals also 
differed significantly in terms of temporal structure and spec-
tral content. Thus, the interpretation of LZ complexity results 
should take into account the specific algorithm used to coarse-
grain the signal. Moreover, the occurrence of high amplitude 
slow waves during NREM sleep determines LZ complexity to a 
large extent, but characteristics such as the temporal sequence 
of slow waves or cross-frequency interactions might also play a 
role. 
Keywords— Lempel-Ziv complexity, k-means, local field po-
tential, surrogate data, sleep 
I. INTRODUCTION  
Different brain states are associated with changes in neu-
ronal network function and characterized by specific spatio-
temporal patterns of cortical activity [1]. Three main vigi-
lance states are usually identified in mammals including 
humans: waking, non-rapid-eye movement (NREM) and 
REM sleep. They are distinguished not only based on ani-
mal’s behavior but also based on the total amplitude and 
spectral power of cortical electroencephalogram (EEG) and 
local field potential (LFP) [2]. The functional significance 
of the difference in brain activity between vigilance states is 
not yet understood.  
While much has been learned about different brain states 
using conventional spectral analysis, non-linear analysis 
metrics are still rarely used. This becomes especially rele-
vant when signals differ drastically in their frequency con-
tent and amplitude. 
Non-linear analysis of EEG or LFP signals with Lempel-
Ziv (LZ) complexity, a measure of complexity based on 
coarse-graining of the signal, can provide valuable insights 
into understanding brain activity [3], [4]. LZ complexity is a 
method of symbolic sequence analysis and, as such, is based 
on a coarse-graining of the time series being investigated. 
The signal must be transformed into a finite symbol se-
quence before estimating its LZ complexity. While the 
choice of coarse-graining approaches may appear essential 
for interpretability of LZ complexity values obtained in 
different vigilance states, no attempts to perform a compari-
son between coarse-graining techniques have been made. In 
this study, we applied LZ complexity analysis to cortical 
LFP recordings collected in freely-moving rats during spon-
taneous waking and sleep states with different coarse-
graining techniques. Furthermore, surrogate data were used 
to test the hypothesis that LZ complexity results reveal 
effects purely accounted for by temporal structure, rather 
than frequency content, and may provide additional insights 
into the characteristics of the signal that contribute to the 
information content. 
This paper is organized as follows. In section 2 we intro-
duce the LFP signals, the different coarse-graining methods 
applied, the surrogate data used, and the statistical evalua-
tions carried out. Results are presented in section 3 and our 
findings are discussed in section 4, where the conclusions of 
the study are also presented. 
II. MATERIAL AND METHODS 
A. Materials 
LFP recordings and single- and multi-neuron activity 
were collected with microwire arrays implanted in the 
frontal cortex of 11 adult male Wistar-Kyoto rats during 
undisturbed waking and sleep [2]. Three stages – waking, 
NREM and REM sleep – were identified offline based on 
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the EEG/LFP signals and electromyogram (EMG), as well 
as frame-by-frame analysis of the video recording. For this 
analysis one period of stable continuous awake state has 
been chosen, along with one individual episode of NREM 
and REM sleep in each rat. 
The total amount of vigilance states that contributed to 
these analyses was 8.5 ± 0.6, 12.2 ± 2.3 and 3.0 ± 0.2 
minutes for waking (W), NREM sleep (N) and REM sleep 
(R), respectively. Examples of the three different vigilance 
states (8-s epochs) are shown in Figure 1. 
 
Fig. 1  Representative 8-s LFP traces recorded from the frontal cortex in a 
freely-behaving rat in spontaneous waking, NREM and REM sleep.  
B. Lempel-Ziv complexity 
The LZ algorithm [5] is a method of symbolic sequence 
analysis that can be used to measure the complexity of finite 
length sequences. Several aspects of this method make it 
attractive for biomedical signal processing: it is non-
parametric, it can be applied to estimate the complexity of 
relatively short sequences, and it does not assume a particu-
lar model (e.g. chaotic or stochastic) for the system generat-
ing the time series [6]. In addition, the computational cost of 
estimating LZ complexity is significantly lower than that of 
embedding entropy methods in widespread use, such as 
approximate or sample entropy. This is a considerable ad-
vantage for the analysis of chronic sleep recordings. 
LZ complexity is based on the coarse-graining or sym-
bolization of the original time series. This process involves 
converting the original biomedical signal into a sequence 
with a finite number of symbols. In most cases, a binary 
conversion is used. The coarse-graining process determines 
how much information can be retained from the original 
signal. In this paper, two different solutions – using the 
median as the threshold due to its robustness to outliers [7] 
or k-means in the symbolization of the original signal [8] – 
are presented and compared. 
 
a) Median. The signal is converted into a binary sequence 
P = s(1), s(2),, s(n) by comparing each sample x(i) 
with a threshold, in this case the median of the time se-
ries Td, with s(i) then given by [6]: 
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b) k-means. This approach is based on the grouping of 
data around centroids corresponding to points around 
which most of the data is agglomerated [8]. The num-
ber of centroids k is defined by the user and is equal to 
2 for binary sequences. 
In the initial iteration of the method, one must set the 
two initial centroids as follows: 
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 where we assume ε = 0.005 and xm is the mean of the 
data points from the original signal, x(i) [8]. Distances 
of each data point to centroids are then calculated as: 
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  The signal can then be converted into a binary se-
quence P = s(1), s(2),, s(n) with s(i) given by the 
following equation [8]: 
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  Thus, each data point is set based on a minimum dis-
tance criterion. All points assigned with symbol 1 will 
belong to group 1, and points assigned with symbol 0 
will belong to group 2. In a new iteration, two new 
centroids have to be defined. For group 1, z1(2) is the 
average coordinate among all the members in the 
group. For group 2, z2(2) is the average coordinate 
among all members of the group. Equations (4) and (5) 
are then re-applied in order to find the new distance 
values and the new symbolic sequence P. The proce-
dure has to be repeated until z1(j+1) = z2(j) for all j. 
 
Once the symbolic sequence P has been created, its com-
plexity needs to be estimated. This has been done using the 
parsing process suggested by Lempel and Ziv [5], which 
scans P from left to right and adds one unit to a complexity 
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counter c(n) every time a new subsequence of consecutive 
characters is found. In this way, LZ complexity is related to 
the number of distinct substrings and the rate of their recur-
rence along the given sequence [9]. As a result, LZ com-
plexity is very much in the spirit of Kolmogorov’s algo-
rithmic complexity [10], [11]. A detailed description of the 
complexity algorithm can be found in [6]. 
Last, but not least, the complexity counter has to be nor-
malized to obtain a complexity measure independent of the 
sequence length. In general, the upper bound of the com-
plexity is given by [5]:  
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 is the number of symbols in the alphabet (hence  = 2 for 
a binary conversion). Therefore, the normalized LZ com-
plexity can be defined as:  
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C. Surrogate data 
To investigate whether the complexity of signals derived 
from brain activity is not merely an artifact of the spectral 
frequency content, surrogate signals were generated from 
the LFP signals. Firstly, the Fourier transform of the signals 
was computed and the phases of the Fourier coefficients 
randomized while at the same time keeping unchanged their 
magnitude [12]. Then, the inverse Fourier transform into the 
time domain was performed. As a result, surrogates indis-
tinguishable from naturalistic LFP signals with respect to 
spectral characteristics were obtained. 
D. Statistical analysis 
The LZ complexity values are reported as means ± 
standard error of the mean (SEM). Two-tailed paired t-tests 
were used to evaluate significant differences between LZ 
complexity values obtained in different vigilance states and 
between different coarse-graining techniques within a state. 
III. RESULTS 
LZ complexity was computed for the LFP signals with 
the two coarse-graining methods aforementioned, k-means 
(LZCkm) and median (LZCm), over consecutive 4-s 
epochs. We found that average LZ complexity values, com-
puted over consecutive 4-s epochs, were invariably substan-
tially lower in NREM sleep as compared to waking and 
REM sleep (Figure 2). 
We next used two different methods of coarse-graining 
the signals to compare if vigilance-state specific differences 
are affected by the algorithm. This appeared not to be the 
case, as the values were virtually identical between k-means 
(LZCkm) and median (LZCm) coarse-graining approaches 
(results are summarized in Table 1). The differences be-
tween results obtained with LZCkm and LZCm were not 
statistically significant. 
 
Fig. 2. Average LZ complexity (LZC) values in the three behavioral states 
(n = 11 rats). The values are obtained with k-means approach. Asterisks 
above the bars depict significant differences (p<0.05) 
Table 1 LZ complexity results for waking (W), NREM sleep (N) and 
REM sleep (R) obtained with k-means (LZCkm) and median (LZCm) 
coarse-graining approaches 
Method W N R 
LZCkm 0.46 ± 0.046 0.25 ± 0.031 0.47 ± 0.027 
LZCm 0.46 ± 0.046 0.25 ± 0.030 0.47 ± 0.026 
 
However, while on average LZCkm and LZCm values 
were similar, during a subset of 4-s epochs the values devi-
ated, and that was especially apparent in NREM sleep. On 
average, the proportion of epochs where absolute difference 
(either positive or negative) between LZCkm and LZCm 
values exceeded 10% was 2.7 ± 2.4%, 16.8 ± 4.3% and 1.3 
± 1.2% of all 4-s epochs in waking, NREM and REM sleep 
respectively. Interestingly, in NREM sleep, where the pro-
portion of epochs where LZCkm and LZCm values differed 
by more than 10% was substantial, signal variance and LFP 
power in slow-wave range showed a systematic difference 
as well. Specifically, the difference in both signal variance 
and slow wave activity (SWA) showed higher values during 
those epochs where LZCkm and LZCm were different (var-
iance: 81.8 ± 16.9 vs. 58.3 ± 13.9 µV, p = 0.0351, paired t-
test; relative SWA: 121.5 ± 2.6 vs. 95.1 ± 1.5 % of mean 
SWA over all epochs, p = 7.3030e-004, paired t-test). 
LZ complexity values were significantly lower in NREM 
sleep as compared to waking and REM sleep for both real 
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and surrogate signals. Interestingly, average LZ complexity 
values for surrogate signals differed only marginally for 
waking (increase by 1.3%) and REM sleep (decrease by 
1.4%), but were significantly lower in NREM sleep (de-
crease by 8.4 ± 1.4%). Computing the distribution of LZ 
complexity values revealed that this difference is accounted 
by fewer epochs with higher LZ complexity values for the 
surrogate data than for the real data.  
IV. DISCUSSION AND CONCLUSIONS  
In this study we performed a detailed analysis of LZ 
complexity derived from cortical LFP signals in freely be-
having rats. Since the patterns of spontaneous cortical activ-
ity are different between different vigilance states [2] we 
hypothesized that the information content of the signals is 
state-dependent. As expected, we found that the values of 
LZ complexity were substantially lower in NREM sleep, 
which is considered a state functionally disconnected from 
the environmental input, and is characterized by absent or 
reduced consciousness [13]. 
We also found that different approaches of coarse-
graining have only marginal overall influence on the result-
ing values of LZ complexity in waking and REM sleep, 
while the differences in NREM sleep were more pro-
nounced. Interestingly, in those epochs where there was an 
effect of coarse-graining technique, signals also differed 
significantly in terms of temporal structure and spectral 
content. Thus, interpreting the information measures ob-
tained with LZ complexity should take into account the 
specific algorithm used to coarse-grain the signal. Our anal-
yses also showed vigilance state-specific differences and 
similarities between LZ complexity values computed from 
real and surrogate data. The data suggest that the occurrence 
of high amplitude slow waves during NREM sleep deter-
mines LZ complexity to a large extent, but other character-
istics, such as the temporal sequence of slow waves or 
cross-frequency interactions might also play a role. 
An important implication of our results is that LZ com-
plexity may not only provide information above and beyond 
of what can be obtained with conventional power spectral 
analysis, but, in fact, be the only option for studies in which 
signals to be compared are inherently different, such as due 
to a difference in age, gender, ethnic origin, pharmacologi-
cal treatment, etc. Therefore, introducing LZ complexity as 
a new tool to investigate brain signals in waking and sleep 
is important. On one hand, using non-linear analysis can 
provide sensitive measures, relatively independent from 
spectral power. On the other hand, LZ complexity values 
can provide unique insights into the network mechanisms of 
waking and sleep, and pave the way towards gaining better 
understanding of their physiological and functional rele-
vance. 
Although results are promising, the sample size was 
small. As a result, our findings are preliminary and require 
replication in a larger database before any conclusion can be 
made of its potential impact. 
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