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Abstract
A degree 1 non-negative graded super manifold equipped with a degree 1 vector field Q satisfying
[Q,Q] = 1, namely a so-called NQ-1 manifold is, in plain differential geometry language, a Lie algebroid.
We introduce a notion of fibration for such super manifolds, that essentially involves a complete Ehresmann
connection. As it is the case for Lie algebras, such fibrations turn out not to be just locally trivial products.
We also define homotopy groups and prove the expected long exact sequence associated to a fibration. In
particular, Crainic and Fernandes’s obstruction to the integrability of Lie algebroids is interpreted as the
image of a transgression map in this long exact sequence.
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1. Introduction
There are many reasons to study the notion of fibration for Lie algebroids. For instance, one
may want to understand better the topology behind the work [4] of Crainic and Fernandes on the
obstruction to integrability of Lie algebroids. As we will see, these obstructions are the image by
a transgression map that fits inside a long exact sequence of homotopy groups for Lie algebroids
(see Corollary 3.16).
On the other hand, it is well known that the concept of Lie algebroid has deep mathematical
physics background: a Lie algebroid is a degree 1 non-negative graded super manifold with a
degree 1 vector field Q, satisfying of [Q,Q] = 1. Such a super manifold is often called an NQ-1
manifold. Regardless of the degree, NQ manifolds in general appear in BV theory and topological
sigma models. In order to study NQ-bundles [10], a good definition of fibration is unavoidable.
A degree 1 non-negative graded super manifold can be modelled by a vector bundle with
shifted degree A[1] → M . The function ring of A[1] is the graded algebra
C(A) = C∞(M)⊕ Γ (A∗)⊕ Γ (∧2A∗)⊕ · · · .
A degree 1 vector field Q is a degree 1 differential of this algebra. Equivalently, this means that
we have a vector bundle morphism (called the anchor later on)  : A → TM and a Lie bracket
[ , ] on the space of the sections of A. In fact for a homogeneous element ξ ∈ C(A),
(Qξ)(X0, . . . ,Xn) =
∑
i<j
(−1)i+j ξ([Xi,Xj ],X0, . . . , Xˆi , . . . , Xˆj , . . . ,Xn)
+
n∑
i=0
(−1)i(Xi)
(
ξ(X0, . . . , Xˆi , . . . ,Xn)
) (1)
generalizes the usual formula of the de Rham differential. The equation [Q,Q] = 0 is then equiv-
alent to the following conditions:
[X,f Y ] = f [X,Y ] + (X)(f )Y, (2)∮ [[X,Y ],Z]= 0, (3)
X,Y,Z
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on the level of sections.
A vector bundle A → M with  and [ , ] as above, and satisfying (2), (3) is called a Lie
algebroid. For instance, when the base manifold M is a point, A is a Lie algebra. We refer the
reader to [2] for more interesting examples and details on Lie algebroids.
In order to define a good notion of fibration in the category of Lie algebroids, one may start
with a surjective morphism:
AE
p¯
AB
E
p
B.
From this point of view there is a natural candidate, namely K := ker p¯, that should play the role
of the fibred structure. Indeed, for any x ∈ B , the restriction K|Ex is a well-defined Lie algebroid
over the fibre Ex := p−1(x), where p : E → B is the map underlying p¯ (there, we shall require
p to be a submersion in order to ensure that the fibers are smooth manifolds).
Thus K is a family of Lie algebroids on the fibers of p. Locally, this means that one can choose
coordinate charts (x, y) = (x1, . . . , xp, y1, . . . , yq) on E, and a basis κ1, . . . , κr of sections of K
such that:
[κi, κj ] =
r∑
l=1
cli,j κl, K(κi) =
r∑
j=1
si,j ∂yj , (4)
where cli,j and si,j are functions of (x, y), and K is the anchor of K. Here, (x1, . . . , xp) denote
coordinates on B while (y1, . . . , yq) parametrize the fibers.
Now a first attempt to define a notion of fibration would be to require that for any Lie sub-
algebroid AU → AB with U a small enough open subset of B , the fibre product AU ×AB AE
identifies with a direct product AU × AF , for some Lie subalgebroid AF ⊂ AE . In [10] for
instance, fibrations are required to be locally trivial. Yet, this requirement seems too restrictive:
even in the case of Lie algebras, given a short exact sequence
k ↪→ g h, (5)
in general g will not split (as a Lie algebra) into a direct sum g = k ⊕ h. Still, one always obtains
by integration an exact sequence of groups K ↪→ GH so that G is a locally trivial fibration
over H with fiber-type K , regardless of g splitting into k ⊕ h or not.
Another strong restriction coming from the above requirement, is that it would force all the
fibers K|Ex to be isomorphic; indeed, it would imply that one could choose the coordinates in (4)
in such a way that cli,j are independent of x. In general, we know [1] that given a connection,
parallel transport allows only to compare two fibers that lie over a same AB -orbit. In fact, even
the diffeomorphism class of the fiber Ex may vary from one point to another.
Now recall that in the case of manifolds, the notion of (locally trivial) fibration can be defined
by requiring the existence of a complete Ehresmann connection.
An Ehresmann connection on M p→ N determines a lift of any vector field X on N to a vector
field σ(X) on M satisfying p∗(σ (X)) = X; it is called a horizontal lift.
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X is. If p : M → N admits a complete Ehresmann connection, then one can always decompose
M locally as M loc∼ U × F , for a suitable open set U of N . This may be achieved by using the
parallel transport induced by the connection; for this, completeness is essential.
In terms of Lie algebroids, the situation may be described as follows: the differential dp :
TM → TN is a surjective Lie algebroid morphism, whose kernel K = kerdp is given by the
tangent spaces to the fibers. In case there exists a complete Ehresmann connection, note that
local triviality occurs at the level of Lie algebroids since TM|U×F = T U × T F by standard
arguments.
This discussion motivates the following definition:
Definition 1.1. A Lie algebroid fibration is a surjective Lie algebroid morphism AE p¯→ AB that
covers a submersion E p→ B and admits a complete Ehresmann connection.
Recall that, given p¯ : AE  AB , an Ehresmann connection of Lie algebroids is the choice
a smooth sub-vector bundle H complementary to K in AE , so AE splits as a vector bundle as
AE = K ⊕ H . Note that such a connection always exists. Moreover, it determines a horizontal
lift σ : Γ (AB) → Γ (H) which is a C∞(AB)-linear map, σ(α) is defined as the unique section
of H that p¯-projects onto α.
An Ehresmann connection is said to be complete if E(σ (α)) is a complete vector field for
any section α such that B(α) is complete.
Recall also from [1, Section 2] that once a connection has been chosen, we get the analogue
of a covariant derivative; it is a morphism D : Γ (AB) → Der(K) with values in the derivations
of K, obtained by letting Dα(κ) := [σ(α), κ]AE . Moreover, there is a curvature 2-form ω ∈
Ω2(AB) ⊗ Γ (K) defined by ω(α,β) := σ([α,β]AB ) − [σ(α), σ (β)]AE . As a consequence of
the axioms of a Lie algebroid structure, the couple (D,ω) is subject to the following conditions
[1, Section 2.1]:
CurvD(ξ1, ξ2)(κ) =
[
ω(ξ1, ξ2), κ
]
K,∮
ξ1,ξ2,ξ2
Dξ1ω(ξ2, ξ3)−ω
([ξ1, ξ2], ξ3)= 0,
for any ξi ∈ Γ (AB), κ ∈ Γ (K). Here, CurvD(ξ1, ξ2) = [D(ξ1),D(ξ2)] − D[ξ1,ξ2], where we use
the bracket of derivations. Therefore we see that, formally at least, the situation is similar to
what happens for Lie algebras. In fact, the space of p¯-projectable sections of AE is an extension
of Γ (AB) by Γ (K) (see [1, Lemma 1.9]). This will play an important role in this paper as we
will deeply rely on the use of connections.
Remark 1.2. Note first of all that E p→ B may not be a locally trivial fibration. Still, it is so orbit-
wise, that is, for a small open neighbourhood U ⊂ OB in an AB -orbit, we have p−1(U) = F ×U
and K = K|F × U (this is a consequence of Theorem 2.1). Hence, when AB is a transitive Lie
algebroid, the base map is a fibration and K is locally trivial.
However, in general AE will not split over U as K|F ×AB |U , even if AB is transitive. As we
already pointed out (5), the simplest counter examples are Lie algebra extensions.
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looking at the groupoid level: thinking of submersions as the weakest notion of fibration, one
may naively try to internalize Lie groupoids into submersions.
Consider the category Sub of submersions, where objects are (surjective) submersions E p→ B
between manifolds, and morphisms are commutative diagrams:
E
φ
p
E′
p′
B
φ0
B ′.
Then for an internal groupoid in Sub, both the spaces of objects and arrows come as objects
in Sub, so we have: G π→ GB , and E p→ B . Moreover, since the groupoid structure maps are
morphisms in Sub, we deduce Lie groupoid structures G⇒E and GB ⇒ B , for which π defines a
submersive groupoid morphism. In other words, by internalizing Lie groupoids into submersions,
we obtain a notion (seemingly) suitable for Lie groupoid extensions. In fact this construction has
two problems.
Firstly the kernel of π may not be a Lie subgroupoid. As discussed in [11, Section 2.4] (see
also [12] for a more general point of view), one shall require that π ! : GE → p!GB is also a
surjective submersion (where, p!GB denotes the usual pull-back groupoid of GB along the sub-
mersion p, and π ! the pulled-back morphism of π ). Essentially, this condition implies that given
any arrow g ∈ GB and any point e ∈ E lying over the source of g, there exists g˜ ∈ GE such that
π(g˜) = g, so this corresponds to a lifting property.
Secondly, when looking at the infinitesimal level, we run into similar difficulties: given a Lie
algebroid extension p¯ : AE → AB , with AE and AB integrable Lie algebroids, the morphism p¯
may not even integrate into a surjective groupoid morphism if there does not exist a complete
connection [1, Ex. 4.11–4.12].
By assuming the existence of a complete connection, it is easily seen that both issues are
avoided.
We define the homotopy “groups” πn of a Lie algebroid A (see Section 3) by taking mor-
phisms from spheres T Sn to A, then modding out by homotopies. It turns out that πn2 are
bundles of discrete abelian groups over the base manifold M , and π1(A) is the topological uni-
versal groupoid of A (called Weinstein groupoid in [4]) of Crainic and Fernandes. We also show
the expected long exact sequence for a fibration:
Theorem 1.4 (Main Theorem). Consider a fibration of Lie algebroids:
AE
p¯
AB
E
p
B,
with fibre K i→ AE . Then there is a long exact sequence of groupoids:
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→ p∗π2(AB) ∂2→ π1(K) i1→ π1(AE) p¯1→ π1(AB), (6)
where in and p¯n are maps induced by i and p¯ respectively, and ∂n is the transgression map
we construct in Section 4.2.1. Here p∗πn(AB) denotes the pull-back bundle of groups by the
submersion p : E → B .
In fact, there is a simplicial object S•(A) associated to any Lie algebroid A, with Sn(A) =
hom(T n,A), the set of Lie algebroid morphisms from the tangent bundle Tn of the standard
n-simplex to A. Then the n-th homotopy group πn(A) is just the simplicial homotopy group
πn(S•(A)).
Furthermore, Theorem 4.6 proves that a Lie algebroid fibration corresponds to a Kan fibra-
tion of the associated simplicial objects. Homotopy theoretic considerations may seem to imply
that our Main Theorem 1.4 then follows, however it appears as difficult (if not more) to estab-
lish completely a good correspondence.1 Hence we leave this discussion to a future work and
keep the current work self-contained to make it more accessible to differential geometers and
mathematical physicists.
2. Locally trivial fibrations
As we explained above, a fibration may not be locally trivial in a naive way. There is however a
class of fibrations which turns out to be naturally locally trivial: fibrations over a tangent bundle.
This is well known in the case of the Atiyah exact sequences: any transitive Lie algebroid
A → B fits into as an exact sequence:
gB ↪→ A T B,
where gB is a locally trivial bundle of Lie algebras.
Here the base manifolds coincide (E = B) but there is a similar result for which these differ,
namely the neighbourhood of an orbit in a Lie algebroid. This was first observed in the case of
Poisson manifolds by Weinstein as the local splitting theorem [16], but applies more generally to
any Lie algebroid (see [9, Theorem 1.1] whose proof was completed by [6]). This result is easily
interpreted as a local isomorphism A loc∼ T U × AN , where U ⊂ L is an open subset contained
in an orbit, and AN the transverse structure at a point x ∈ U for an arbitrarily chosen (small)
transversal N .
With both results in mind, it was natural to ask whether any (abstract) fibration over a tangent
bundle was necessarily locally trivial. The answer is positive:
Theorem 2.1. Let p¯ : AE → T B be a fibration with base a tangent Lie algebroid. As usual, we
denote K := ker p¯. Then any point b in B admits an open neighbourhood U and an isomorphism
of Lie algebroids p¯−1(T U)  K|Eb × T U .
Proof. Here, we will adapt the proof of [7, Theorem 8.5.1], the main difficulty is that in our
situation, p−1(U) is not a neighbourhood of U . Let r denote the rank of K and p the dimension
1 In particular, the smoothness of simplicial objects needs a good consideration.
O. Brahic, C. Zhu / Advances in Mathematics 226 (2011) 3105–3135 3111of B . We will first prove the result in a small neighbourhood V of some y ∈ p−1(U), then explain
how the arguments adapt to p−1(U) for U small enough. For this we consider the following
property, defined for any d = 0, . . . , p:
(Pd): Any y ∈ Eb admits a neighbourhood V ⊂ p−1(U) with local coordinates (x1, . . . , xd, . . . ,
xp, y1, . . . , yq) on p−1(U), a local basis of sections κ1, . . . , κr of K|V , and an Ehresmann
connection σ : Γ (T B) → Γ (AE) such that the following relations hold:
[σi, σj ] = 0 (i, j = 1, . . . , d), (7)
[σi, κl] = 0 (i = 1, . . . , d; l = 1, . . . , r), (8)
E(σi) = ∂xi (i = 1, . . . , d), (9)
[κl, κm] = Σrs=1c sl,mκs (l,m = 1, . . . , r), (10)
(κs) = Σqv=1Ks,v∂yv (s = 1, . . . , r). (11)
Here, we denoted σi := σ(∂xi) and csl,m, Ks,v are smooth functions required to depend
only on the variables (xd+1, . . . , xp, y1, . . . , yq).
Note that when d = p, we get that σ(∂xi) (i = 1, . . . , p) mutually commute, that they commute
with κl (l = 1, . . . , r) and that the brackets [κl, κm] and the anchor of K are independent of x; thus
the map σ(∂xi) → ∂xi , κs → κs provides the desired isomorphism on a small neighbourhood
V ⊂ p−1(U).
In order to prove (Pp), we proceed by induction on d . When d = 0, there is nothing to show so
may assume that (Pd) is satisfied for d  0. Then we can denote ω =∑i<j ωli,j κl ⊗ dxi ∧ dxj
the curvature 2-form, where ωli,j are smooth functions of (x, y). Note that by induction, ω
l
i,j
already vanishes when both i, j  d .
We first have to focus on ωli,d+1, which we will arrange to vanish for all i = 1, . . . , d by
modifying the connection. On the one hand we have, by definition of ω:
[σi, σd+1] =
∑
l=1,...,r
ωli,d+1κl (i = 1, . . . , d).
On the other hand, a computation shows that the equation ∂Hω(∂xi, ∂xj , ∂xd+1) = 0 takes the
form:
∂ωlj,d+1
∂xi
− ∂ω
l
i,d+1
∂xj
= 0 (i, j  d).
By applying the Poincaré Lemma for any l = 1, . . . , r , one gets functions ψl satisfying:
−∂ψ
l
= ωli,d+1 (i = 1, . . . , d).∂xi
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with horizontal lift given by σ ′ = σ +, we know from [1] that the corresponding curvature will
be ω′ = ω + ∂H+ [∧]. In particular we can check that
ω′(∂xi, ∂xd+1) =
r∑
l=1
ωli,d+1κl +
r∑
l=1
∂ψl
∂xi
κl = 0,
thus we have proved (7) in (Pd+1). It follows that [E(σ ′(∂xi)), E(σ ′(∂xd+1))] = 0 by applying
the anchor map, so we can choose coordinates for which Eσ ′(∂xd+1) = ∂xd+1.
We now want to replace κ1, . . . , κr by κ˜l =∑gl,mκm, where gl,m are functions on p−1(U),
in such a way that (8) is satisfied in (Pd+1). For this we need that:
i) [σ ′(∂xd+1), κ˜m] = 0 is satisfied;
ii) gl,m is independent of xi for all i = 1, . . . , d .
Condition i) is equivalent to the following system of equations:
∂gl,m
∂xd+1
+
∑
u=1,...,r
gl,uf
m
d+1,u = 0 (l,m = 1, . . . , r) (12)
where the functions fmd+1,u are given by:
[
σ ′(∂xd+1), κu
]= ∑
m=1,...,r
f md+1,uκm.
We know that Eqs. (12) have a unique solution (gl,m) with initial condition
gl,m|{xd+1=0} = δl,m.
Moreover it is easily seen that this solution is independent of xi provided the initial condi-
tion and f md+1,u are, thus ensuring ii). To see that fmd+1,u is indeed independent of xi (for
i = 1, . . . , d) one may write the Jacobi identity involving σ ′(∂xd+1), σ ′(∂xi), κ˜u and use the
fact that [σ ′(∂xd+1), σ ′(∂xi)] = 0 and [σ ′(∂xd+1), κ˜u] = 0.
In order to conclude, we have to check that (10) in (Pd+1) is satisfied as well. This is just a
consequence of the derivation property:[
σ ′(∂xd+1), [κ˜l , κ˜m]
]= [[σ ′(∂xd+1), κ˜l], κ˜m]+ [κ˜l , [σ ′(∂xd+1), κ˜m]],
written in local coordinates. The last equation (11) is obvious and the independence condition
follows by applying the anchor to [σ ′(∂xi), κs] = 0.
Now the above proof is not totally satisfactory since we had to choose a local basis of sections
of K, i.e. the κl’s are only defined on a small neighbourhood V ⊂ p−1(U). In general, even the
restriction K|Eb may not admit global sections, so we need a proof that make no reference to
the κ ′s. In order to achieve this, one may proceed as follows:l
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with ωi,j ∈ Γ (K|p−1(U)). We observe also that K|p−1(U) identifies with K|Eb ×U as a vector
bundle (this follows from the completeness assumption). This way one can identify sections
of K|p−1(U) with applications U → Γ (K|Eb);
• then we apply a similar induction process, with the following generic condition:
[σi, σj ] = 0 (i, j = 1, . . . , d), (13)
[σi, κ] = ∂κ
∂xi
(i = 1, . . . , d), (14)
E(σi) = ∂xi (i = 1, . . . , d), (15)
∂
∂xi
[
κ, κ ′
]= [ ∂κ
∂xi
, κ ′
]
+
[
κ,
∂κ ′
∂xi
]
(l,m = 1, . . . , r), (16)

(
∂κ
∂xi
)
= ∂
∂xi
(κ) (s = 1, . . . , r). (17)
In the first step of the induction, it easily checked using the Leibniz rule that the condition
(14) implies E(σi) = ∂xi . It also makes it possible to apply the Poincaré lemma;
• in a second step, we have to prove that [σ ′d+1, κ] = ∂κ∂xd+1 for a good identification
of K|p−1(U). Recall here that the bracket with σ1, . . . , σd, σ ′d+1 induces linear vector fields
on K|p−1(U) (see [4, App.]). They commute by the previous step so the usual simultaneous
reduction of commuting vector fields applies;
• to conclude, we notice that Eqs. (16), (17) imply ∂
∂xi
[κ, κ ′] = 0, ∂
∂xi
K(κ) = 0 whenever
κ, κ ′ ∈ Γ (K) are independent of x1, . . . , xn, i.e. sections of K|Eb , thus we obtain an isomor-
phism given by: ∂xi → σi, κ → κ. 
3. Homotopy groups
In this section, we want to define a nice notion of homotopy groups for Lie algebroids. For the
sake of computations, it is more convenient to define usual spheres as morphisms γ : In → M
whose restriction to the boundary is reduced to a point m0; the reason for this is that In admits
simple parametrizations. If we differentiate γ , we see that this condition is equivalent to require
that dγ : T In → TM vanishes on T ∂In.
One can treat similarly the notion of homotopy: a family of spheres γ tn+1 : In → M ,
(tn+1 ∈ I ) is a homotopy if and only if the base points m0(tn+1) := γ tn+1(∂In) do not depend
on tn+1. By differentiation, this condition is equivalent to require that ∂γ∂t n+1 vanishes whenever
one of {t1, . . . , tn} equals 0 or 1. With this in mind, one may define homotopy groups of a Lie
algebroid as follows:
Definition 3.1. An n-dimensional A-sphere is a morphism a = ∑ak dtk : T In → A such that
ak(t1, . . . , tn) = 0 if one of {t1, . . . , tˆk, . . . , tn} is 0 or 1. We denote the set of n-dimensional
A-spheres by Sn(A).
Definition 3.2. Two n-dimensional spheres a0, a1 are homotopic if there exists a Lie algebroid
morphism h =∑hk dtk : T In+1 → A satisfying the following properties:
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• hn+1 vanishes whenever one of {t1, . . . , tn} is 0 or 1.
This notion of homotopy defines an equivalence relation on Sn(A) since, as we will explain
in Section 3.1, homotopies can be concatenated.
Definition 3.3. For any Lie algebroid A and any integer n  1, the n-th homotopy group of a
Lie algebroid, denoted πn(A), is defined as the space of equivalence classes of n-spheres up to
homotopy.
Remark 3.4. For all these three definitions, we restrict ourselves in the situation of n 1 since
this is what we need for our main theorem.
Remark 3.5. In Definition 3.2, the word “group” is slightly misleading. In fact, when n = 1,
Definitions 3.1, 3.2 simply yield A-paths, and homotopies of A paths as in [4]. Therefore, π1(A)
coincides with the source simply connected topological groupoid G(A) (possibly Lie). In partic-
ular π1(A) is a groupoid rather than a group (see Proposition 3.13).
For n 2, A-spheres are naturally based at one point. Indeed for any A-sphere a : T In → A
covering some γ : In → M , the composition with the anchor map  ◦ a : T In → TM is easily
seen to be a sphere, i.e.  ◦ a is a Lie algebroid morphism whose restriction to T ∂In vanishes.
Since ◦a = dγ where γ is the base map of a this implies that γ (∂In) is reduced to a point. This
point is clearly independent of the homotopy class, so we have a map πn(A) → M , this map is
surjective as for any x ∈ M , we have the trivial sphere 0 : T In → Ax that maps any X ∈ T In to
zero in Ax .
We denote πn(A,x) the homotopy classes of spheres based at x ∈ M (n  2). As we shall
see, πn(A) for n > 1 is a bundle of groups over M rather than a group. When n = 1, we will say
by convention that an A-path a covering γ : I → M is based at γ (0).
Example 3.6 (A = T L). The first observation is that the algebroid homotopy group πn(T L) =
πn(L) because T Sn → T L is an algebroid morphism if and only if it is the tangent map T γ of a
map γ : Sn → L.
Example 3.7 (A = g). When A is a Lie algebra, π1(g) = G is the simply connected Lie group
integrating g [4,8,15]. When n  2, we have πn(g) = πn(G). In fact, any Lie algebroid mor-
phism T Sn → g integrates by Lie’s II theorem for Lie algebroids into a Lie groupoid morphism
G(T Sn) → G. Here G(T Sn) is just Sn × Sn with the pair groupoid structure over Sn because
Sn2 is simply connected. Then we notice that any groupoid morphism Φ : Sn × Sn → G is
equivalent to a map φ : Sn → G by defining Φ(a,b) = φ(a) · φ(b)−1. We treat the homotopy
TDn → g in the same fashion. Then it is easy to see that πn(g) = πn(G) for n 2.
Remark 3.8. There is an alternative way to integrate a g-sphere a : T In → g into a G-sphere,
it is less conceptual but may help understanding the situation. To explain this, we first analyse
explicitly the Lie algebroid morphisms from T In to g. A bundle map a : T In → g always writes
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relations are satisfied:
dai
dtj
− daj
dti
= [ai, aj ].
If we view a as a g-valued connection 1-form on the trivial (right) principal bundle In×G → In,
then this equation tells us exactly that a defines a flat connection. Thus morphisms a : T In → g
are the same as flat connections on In ×G.
For a flat connection, the holonomy along a curve only depends on its ending points. More-
over, since the holonomy commutes with the right action, it is given in a trivialization by
a left multiplication. For a curve from 0 to t ∈ In, we conclude that the holonomy reads
{0} × G → {t} × G, (0, h) → (t, gt .h) where gt ∈ G is well defined. Thus we obtain a smooth
morphism g : In → G.
Now recall that the holonomy is defined as a parallel transport, using the flow of horizontal
lifts hi = ∂ti +ai (here ai is seen as a right invariant vector field on G). The boundary conditions
for a : T In → g to be a sphere then clearly imply that the restriction of g : In → G to ∂In
reduces to the constant map, g|∂In ≡ 1G so it factors to a map Sn → G.
Example 3.9 (Integrable Lie algebroid). If A is an integrable Lie algebroid, that is, the topo-
logical groupoid G(A) is a Lie groupoid, then at a base point x ∈ M , we have πn2(A,x) =
πn2(s−1(x), x), the homotopy group of the source fibre.
The argument is similar to the Lie algebra case: when n  2, any Lie algebroid morphism
T Sn → A based at point x ∈ M (i.e. sending north pole N to x) integrates by Lie’s II theorem
into a Lie groupoid morphism from the pair groupoid Sn × Sn to G(A) sending (N,N) to 1x .
Any such groupoid morphism Φ : Sn × Sn → G(A) is equivalent to a map φ : Sn → s−1(x) with
φ(N) = x by defining Φ(a,b) = φ(a) · φ(b)−1. Thus πn(A,x) = πn(s−1(x), x).
Thus given an integrable Lie algebroid A and an orbit L passing x, the long exact sequence
in Corollary 3.16 pointwisely is exactly the long exact sequence of the homotopy groups given
by the fibration
G(A)x ↪→ s−1(x) t→ L. (18)
In that case, the transgression map ∂2 : π2(L,x) → G(A)x is indeed related to the monodromy
group N˜x(A). Thus it is not surprising that we achieved our topological explanation of the mon-
odromy group.
The advantage of our method is in the non-integrable case, as the fibration (18) does not make
sense any more unless we use differentiable stacks. To do this, we shall replace the topologi-
cal groupoid G(A) by the stacky Lie groupoid H(A) constructed in [14]. In fact, we also have
πn2(A,x) = πn2 (s−1H (x), x) if we use the correct definition of the homotopy groups of dif-
ferentiable stacks. Our method in this paper establishes directly the notion of fibration of Lie
algebroids and replace (18) by the Lie algebroid fibration A|L → T L, thus we avoid using the
techniques involving stacks.
Remark 3.10. When n  2, our approach is equivalent to the one that would define spheres as
pointed morphisms (T Sn,N) → (A,x) and homotopies as morphisms f : (T Dn,N) → (A,x),
where N ∈ Sn is the north pole and x is a point in the base of A.
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homotopic to one that vanishes on TNSn. For this we consider H : Sn × I → Sn a smooth map
such that
• H |Sn×{0} = idSn ;
• H |Sn×{1} = φ;
• H(N,) = N for any  ∈ I .
Here φ : Sn → Sn is a smooth map with φ(N) = N , dφN = 0 and restricting to a diffeomorphism
on Sn −{N}. By compositing with dH , we see that any morphism a : T Sn → A is homotopic to
a ◦ dφ : T Sn → A, the latter vanishing on TNSn.
Secondly, a morphism T Sn → A that vanishes when restricted to TNSn is the same thing as
a morphism c : T In → A that vanishes over ∂In. This can be seen by considering a smooth map
j : In → Sn with j (∂In) = N and j |In−∂In a diffeomorphism onto Sn − {N}.
Now, a morphism T In → A that vanishes on T In|∂In is not the same as one that vanishes on
T ∂In. However this is true up to homotopy: consider a cut-off function that is, a smooth function
τ : R → R such that,
τ{t0} = 0, τ{t1} = 1 and τ ′(t) > 0 for t ∈ ]0,1[. (19)
Then we define h : In+1 → In by:
h(t1, . . . , tn+1) :=
((
1 − τ(tn+1)
)
t1 + τ(tn+1)τ (t1), . . . ,
(
1 − τ(tn+1)
)
tn + τ(tn+1)τ (tn)
)
,
and simply use composition with dh to show that any sphere a : T In → A is homotopic to its
re-parametrization a ◦ drτ , where rτ (t1, . . . , tn) = (τ (t1), . . . , τ (tn)). Then it is easily seen that
a ◦ drτ vanishes over ∂In.
3.1. Operations on cubes
As we have already pointed out, we will work with morphisms T In → A rather than the usual
simplices Tn → A. The corresponding notion of a simplicial set is called a cubical set. Define
Xn(A) := {Lie algebroid morphisms T In → A}. We will be more precise on the notion of faces
and degeneracies on Xn(A) since we think it is important for understanding A-spheres.
First we denote:
• ikp, : I k−1 → I k the p-th injection: ikp,(t1, . . . , tˆk, . . . , tn) := (t1, . . . , tp−1, , tp+1, . . . , tn),
• πkp : I k+1 → I k the p-th projection: πkp(t1, . . . , tk+1) := (t1, . . . , tˆp, . . . , tk+1).
Then on Xn(A), we define:
• 2k faces maps dkp, : Xk → Xk−1 given by: dkp,(a) := a ◦ dikp, (p = 1, . . . , k;  = 0,1),
• k + 1 degeneracies skp : Xk → Xk+1 given by: skp(a) := a ◦ dπkp (p = 1, . . . , k + 1).
More explicitly, if we denote a =∑kl=1 al dtl ∈ Xn(A) the components of a, then the faces and
degeneracies of a have the following components:
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∑
l =p
al(t1, . . . , tp−1, , tp+1, . . . , tn) dtl,
skp(a)(t1, . . . , tn+1) =
∑
l<p
al(t1, . . . , tˆp, . . . , tk+1) dtl +
∑
p<l
al(t1, . . . , tˆp, . . . , tk+1) dtl+1.
As for usual simplices, there are obvious coherence conditions satisfied by faces and degenera-
cies, we will not make them precise since we will not be needing them. Rather, note that by
definition c ∈ Xn(A) is a sphere iff all its faces are trivial.
Suppose now that we are given two morphisms ai : T In → A satisfying dnn,1a0 = dnn,0a1.
Then we define the concatenation a1 tn a0 as follows:
a1 tn a0 =
{
(a0)τ ◦ du0, if tn ∈ [0, 12 ],
(a1)τ ◦ du1, if tn ∈ [ 12 ,1].
In this expression:
• (ai)τ denotes the re-parametrization of ai along the n-th coordinate by a cut-off function τ
as in (19), that is, (ai)τ is the composed morphism T In dr
τ
n→ T In a→ A, with rτn (t1, . . . , tn) :=
(t1, . . . , tn−1, τ (tn));
• the applications ui, i = 0,1 are given by:
u0(t1, . . . , tn) = (t1, . . . , tn−1,2tn), u1(t1, . . . , tn) = (t1, . . . , tn−1,2tn − 1).
Note here that the composition (ai)τ ◦ dui takes into account the base maps, so it covers
γi ◦ rτn ◦ ui , where γi is the base map of ai . In fact, let gn,tn be the composed map:
T In → T (In unionsqIn−1 In) ↪→ T In unionsq T In, (20)
where the first map is the tangent map of
In → In unionsqIn−1 In,
{
(t1, . . . , tn) → (t1, . . . , tn−1, τ (2tn)) in the right In, if tn ∈ [0, 12 ],
(t1, . . . , tn) → (t1, . . . , tn−1, τ (2tn − 1)) in the left In, if tn ∈ [ 12 ,1].
Then the resulting map a1 tn a0 is the composition
a1 tn a0 : T In
gn,tn−→ T In unionsq T In a1unionsqa0−→ A. (21)
Lemma 3.11. The concatenation a1 tn a0 is smooth, provided that a0, a1 are.
Proof. In order to concatenate a0 =∑a0k dtk , a1 =∑a1k dtk : T In → A along the n-th coordi-
nate, recall that the composability assumption dnn,1a
0 = dnn,0a1 writes a0k |{tn=1} = a1k |{tn=0} for all
k = 1, . . . , n− 1. Moreover, the re-parametrizations are given by:
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a0
)τ ◦ du0 =∑
k<n
a0k
(
t1, . . . , tn−1, τ (2tn)
)
dtk + 2τ ′(2tn)a0n
(
t1, . . . , tn−1, τ (2tn)
)
dtn,
(
a1
)τ ◦ du1 =∑
k<n
a1k
(
t1, . . . , tn−1, τ (2tn − 1)
)
dtk + 2τ ′(2tn − 1)a1n
(
t1, . . . , tn−1, τ (2tn − 1)
)
dtn.
Smoothness for the n-th coordinate follows from limtn→1/2((a0)τ ◦du0)n = limtn→1/2((a1)τ ◦
du1)n = 0 as well as all the derivatives. Then we argue the smoothness of the k-th component
(k < n) as follows:
• continuity is clear because of the composability assumption,
• we notice that a0k |{tn=1} = a1k |{tn=0} implies ∂a
0
k
∂tl
|{tn=1} = ∂a
1
k
∂tl
|{tn=0} for any l = 1, . . . , n − 1.
Therefore, since aik is smooth, we get:
lim
tn→1
∂a0k
∂tl
= ∂a
0
k
∂tl
|{tn=1}, lim
tn→0
∂a1k
∂tl
= ∂a
1
k
∂tl
|{tn=0}.
On the other hand, a direct computation shows that:
lim
tn→1
∂a0k
τ
∂tl
= lim
tn→1
∂a0k
∂tl
, lim
tn→0
∂a1k
τ
∂tl
= lim
tn→0
∂a1k
∂tl
,
where aik
τ denote the components of (ai)τ . We conclude that limtn→1
∂a0k
τ
∂tl
= limtn→0 ∂a
1τ
k
∂tl
,
which ensures the concatenation is of class C1;
• for l = n, it is easily seen that limtn→1 ∂a
0
k
τ
∂tn
= limtn→0 ∂a
1
k
τ
∂tn
= 0;
• for higher derivatives, the argument is the same. Since a0k |tn=1 = a1k |tn=0, all their derivatives
with respect to tl , tm for l,m = 1, . . . , n− 1 coincide too. 
We have constructed a concatenation for spheres based at a same point along tn. We define
similarly concatenations a1 ti a0 along ti . Since the maps gn,ti and gn,tj are homotopic to each
other by the standard treatment of usual homotopy groups of topological spaces, we immediately
by composition at the source the following lemma:
Lemma 3.12. Concatenation along different parameters gives homotopic spheres.
3.2. Properties of the homotopy groups
We can now state the first properties of homotopy groups. First of all, it is easy to see from
the definitions that
Proposition 3.13. Given a Lie algebroid A, the first homotopy group π1(A) is the topological
Weinstein groupoid of A as in [4].
Proposition 3.14. For any n 2, πn(A) is a bundle of groups.
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spheres based at a same point. Then we can similarly concatenate homotopies. If hi is a ho-
motopy between spheres ai and bi for i = 0,1, then the concatenation
h1 ⊗tn h0 : T In+1
gn+1,tn−→ T In+1 unionsq T In+1 h1unionsqh0−→ A,
provides a homotopy between a1 tn a0 and b1 tn b0. Thus the composition of spheres descends
to an operation on πn(A). It is clear that this composition is associative since(
a2 tn a1
)tn a0 : T In gn,tn−→ T In unionsq T In gn,tnunionsqid−→ T In unionsq T In unionsq T In a2unionsqa1unionsqa0−→ A,
a2 tn
(
a1 tn a0
) : T In gn,tn−→ T In unionsq T In idunionsqgn,tn−→ T In unionsq T In unionsq T In a2unionsqa1unionsqa0−→ A,
and (id unionsq gn,tn) ◦ gn,tn and (gn,tn unionsq id) ◦ gn,tn are homotopic.
Finally, the composition does not depend on the choice of τ because the re-parametrization aτ
is homotopic to a : T In → A. This is easily achieved by composing a with dhτn : T In+1 → T In,
where:
hτn(t1, . . . , tn+1) :=
(
t1, . . . , tn−1,
(
1 − τ(tn+1)
)
tn + τ(tn+1)τ (tn)
)
. 
Proposition 3.15. The fibre of πn2(A) is abelian.
Proof. By a reasoning similar to Remark 3.10 one can transport the usual proof for πn(Sn) and
use composition at the source to show that a1  a0 is homotopic to a0  a1. 
Our main result is the Theorem 1.4 stated in the introduction. Notice that a Lie algebroid
morphism f : T In → A will stay within an orbit, that is to say that there is an orbit L such that
f is just f : T In → A|L. Thus πn(A)|L = πn(A|L). In particular, πn(A) has the same fibre as
πn(A|L) at a point x ∈ L. Hence to study πn(A), we only have to study πn(A|L). The following
corollary will tell us that the homotopy group πn(A) is determined by the homotopy groups of
the leaves and isotropy groups.
Corollary 3.16. Let L be an orbit (hence connected ) of A, then we have a fibration A|L → T L
of Lie algebroids with the fibre ker |L a locally trivial bundle of Lie algebras with fiber type g.
We denote G the simply connected Lie group integrating g.
By Theorem 1.4 and Proposition 3.13, we obtain a long exact sequence
· · · → πn(G) → πn(A|L) → πn(L) → πn−1(G) → ·· ·
→ π2(L) ∂2→ G(ker ) → G(A|L) → G(T L) → 1 (22)
where πn(G) is a locally trivial bundle over L with fibre πn(G), and G(−) is the topological
Weinstein groupoid constructed in [4] of the corresponding Lie algebroid. Moreover
1. π2(A|L) = ker ∂2;
2. Point-wisely, ∂2 is exactly the map ∂ in [4, Prop. 3.5], thus Im ∂2 is a bundle of groups whose
fibre at x is the monodromy group N˜x(A) in [4, Def. 3.2], which controls the integrability
of A.
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complete by the definition of completeness. By Example 3.6, when n  2, we have πn(T L) =
πn(L) as a fibre bundle over L. Note that ker  is a locally trivial Lie algebra bundle over L, so
locally πn(ker )|U = πn(G)×U is a constant fibre bundle over L when n 2 (see Example 3.7).
Then item (1) follows from a part of the long exact sequence (22)
· · ·π2(G) → π2(A|L) → π2(L) ∂2→ G(ker ) → ·· ·
and the fact that π2(G) = 0 for any finite dimensional Lie group.
The transgression map ∂2 is constructed in Section 4.2.1 by lifting the sphere, and then re-
stricting on a certain boundary. In the context there, if we take a1 to be a, a2 to be b, t1 to
be t , and t2 to be , it is easy to see that our construction of ∂2 : π2(L) → G(ker ) gives the
construction of ∂ in [4, Prop. 3.5]. 
Corollary 3.17. For n  2, πn(A) has countable fibres. Moreover restricting on an orbit L,
πn(A)|L = πn(A|L) is an étale bundle over L.
Proof. The fact that πn(A) has countable fibres follows directly from Corollary 3.16 since both
πn(G) and πn(L) are countable. The space of πn(A) has a natural topology induced from map-
ping spaces. Since the fibre of πn(A) is countable it must be discrete. Then the same proof to
show that the usual homotopy groups unionsqxπn(M,x) form a locally trivial fibration over M shows
that πn(A)|L is also a local trivial fibration. Since πn(A)|L has discrete fibres, πn(A)|L is an
étale bundle. 
Recall that given a linear splitting σ : T L → AL of the anchor , the curvature of σ is the
element Ωσ ∈ Ω2(L;ker L) defined by
Ωσ(X,Y ) := σ
([X,Y ])− [σ(X),σ (Y )].
When Ωσ is well-behaved, the situation simplifies considerably:
Corollary 3.18. Let L be the orbit at x, then π2(A)x = {[γ ] ∈ π2(L,x):
∫
γ
Ωσ = 0} if Ωσ takes
values in the center of ker .
Proof. For a transitive Lie algebroid, the center zL of the isotropy bundle of Lie algebras is a
canonically flat vector bundle. Thus, it makes sense to integrate Ωσ along 2-sphere in L provided
it has values in zL, see [4, Lemma 3.6]. Combining with Corollary 3.16, the result follows.
Note that if zL is trivial, i.e. zL = L × Rn as a representation of T L, then the construction of
Section 4.2.1 lifts a sphere ( dγ
dt
,
dγ
d
) : T I 2 → T L into:
((
dγ
dt
,
dγ
d
)
,
∫
0
t∫
0
Ωσ
(
dγ
dt
,
dγ
d
)
dt d
)
: T I 2 → AL  T L× ker L.
Here the transgression reads ∂2[γ ] =
∫
γ
Ωσ :=
∫ 1
0
∫ 1
0 Ωσ(
dγ
dt
,
dγ
d
) dt d. 
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The transgression maps are difficult to compute explicitly in general (in fact, at least as diffi-
cult as for usual fibrations).
However, in the case where K is a bundle of abelian Lie algebras, the second transgression ∂2
is rather easy to describe since it is given by an integration as we see in Corollary 3.18 for the
fibration ker  → A|L → T L. We will explain this in the next examples.
Example 3.19. Recall that a Poisson manifold (M,Π) can be considered as a Jacobi mani-
fold [5]; the associated Lie algebroid structure lies on R ⊕ T ∗M → M rather than on T ∗M , and
fits into a fibration of Lie algebroids,
R ×M ↪→ R ⊕ T ∗M T ∗M.
So there is a map ∂2 : π2(T ∗M) → G(R ×M)  R ×M .
On the other hand, one may apply Corollary 3.16 to identify π2(T ∗M): for any symplectic
leaf L in M , we get a fibration:
kerΠ|L ↪→ T ∗M|L T L,
and we deduce a transgression map ∂ ′2 : π2(L) → G(kerΠ|L), so that π2(T ∗M)|L =
π2(T ∗M|L) = ker ∂ ′2 = {S ∈ π2(T L) | ∂ ′2S = 1}.
The image of ∂2 can be obtained by integrating the symplectic form ωL over elements
of π2(T ∗M) ⊂ π2(T L) (see [5, Lemma 4.4]).
We know [1] that Im ∂2 measures the integrability of R ⊕ T ∗M provided T ∗M is integrable,
so we recover this way the result of [5]. Note also that π2(R⊕T ∗M)|L = {S ∈ π2(T L)|∂ ′2S = 1,
∂2S = 0}.
Example 3.20. More generally, one may consider a Poisson structure Π , and a bi-vector Λ ∈
Γ (Λ2TM) satisfying [Λ,Π] = 0. Then seeing Λ as a 2-cocycle for the trivial representation,
we obtain a fibration:
M × R ↪→ R Λ T ∗M T ∗M.
The anchor is given (g,α) = Π(α) and the bracket by:[
(f,α), (g,β)
]= (LΠ(α)g −LΠ(β)f +Λ(α,β), [α,β]T ∗M).
Then ∂2 : π2(T ∗M) → M × R can be seen as an integration map associated to Λ:
∂2[S] =
∫
Λ
S. (23)
More precisely, if S = a1 dt1 + a2 dt2 : T I 2 → T ∗M , then ∂2[S] =
∫
I 2〈Λ,a1 ∧ a2〉. Recall
also that, once fixed a leaf L, one can always work with the subgroup bundle π2(T ∗L), rather
than π2(T ∗M).
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foliated closed 2-form ωΛ induced by Λ on the s-fibres of G(T ∗M). Moreover we know that
π2(T ∗M,x) identifies with π2(s−1(x)) (the usual second fundamental group of the source-fiber
above x). Then the map ∂2 comes as an integration of ωΛ along the source fibers by the same
argument as in [5, Lemma 4.4]. In the case T ∗M is not integrable, (23) still holds according to
[1, Theorem 4.5].
Example 3.21. One can slightly generalize the above situation by considering non-trivial rep-
resentations: let us consider a Lie algebroid A and a representation D of A on a vector bundle
(E → M,D) (equivalently, a flat A-connection on E).
Then for any 2-cocycle [Λ] ∈ H 2(A,E) represented by Λ ∈ Ω2(A,E), we build a fibration
as follows:
E ↪→ E Λ AA,
with anchor (g,α) = A(α) and bracket: [(f,α), (g,β)] = (Dαg −Dβf +Λ(α,β), [α,β]A).
In that case, one can still see the boundary map ∂2 as an integration, but we have to use the
parallel transport associated to D. Let S = T I 2 → A be a 2-sphere based at x0 and covering
γ : I 2 → M . Then according to [1, Theorem 4.5]
∂2(S) =
∫
I 2
Φs〈Λ,S〉ds,
where Φs : Eγ(s) → Eγ(0) is obtained using the parallel transport along a ◦dis2 : T I → A, where
is2(s1) := (s1, s2) (in fact s1 is varying from t1 to 0, and s2 = t2 is fixed).
For instance, if A = TM , then this means one can integrate spheres along (closed) 2-forms
with values in a flat vector bundle. In that case, the construction amounts to pull-back E via γ ,
then trivialize γ ∗E using D, and then do the integration.
Example 3.22. Given a Poisson structure Π ∈ Γ (Λ2TM) and a finite dimensional Lie algebra g,
a Poisson action up to homotopy is defined [13] as an abstract extension E of Lie algebras:
C∞(M) ↪→ E g, where C∞(M) is endowed with the Poisson bracket. Moreover, it is required
that, for any e ∈ E , the restriction of ade to C∞(M) is a derivation of the usual product of
functions, i.e. it is a vector field.
By choosing a splitting, we can identify E with C∞(M)⊕g, and the bracket necessarily takes
the form: [
(0, ξ),
(
0, ξ ′
)]
E =
(
ω
(
ξ, ξ ′
)
,
[
ξ, ξ ′
]
g
)
,[
(f,0)(g,0)
]
E =
({f,g},0),[
(f,0)(0, ξ)
]
E = −LD(ξ)f,
for some ω ∈ Ω2(g,C∞(M)) and D : g → Γ (T ∗M) satisfying:∮
ξ1,ξ2,ξ3
LD(ξ1)ω(ξ2, ξ3)−ω
([ξ1, ξ2], ξ3)= 0,
D[ξ ,ξ ] − [Dξ ,Dξ ] = Π
(
dω(ξ1, ξ2)
)
.1 2 1 2
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extension T ∗M ↪→ Ê  g. For this, we let Ê := T ∗M ⊕ g (note however that it is not clear how
to pass directly from E to Ê without choosing a splitting, though this choice is clearly irrelevant
up to isomorphism).
Then Ê is a Lie algebroid over M with anchor (α, ξ) = Π(α)+D(ξ) and bracket obtained
by differentiating the above relations,[
(0, ξ),
(
0, ξ ′
)]
Ê =
(
dω
(
ξ, ξ ′
)
,
[
ξ, ξ ′
]
g
)
,[
(α,0)(β,0)
]
Ê =
([α,β]T ∗M,0),[
(α,0)(0, ξ)
]
Ê = −LD(ξ)α,
for any α,β ∈ Γ (T ∗M), ξi ∈ g. It is a fibration if and only if D(ξ) is a complete vector field
∀ξ ∈ g (for a good choice of a splitting).
More generally, one may consider an abstract extension A ↪→ Ê  g. In that case, there is a
representation up to homotopy of g on the complex Ωk(A) dA→ Ωk+1(A) of k-forms on A (this
follows from [1, Section 3]).
4. Proof of the main theorem
4.1. Preliminaries
The following proposition tells us how to build Lie algebroid morphisms out of time depen-
dent sections:
Proposition 4.1. Let αt1, . . . , α
t
n be a family of sections of A, depending smoothly on a multi-
parameter t = (t1, . . . , tn) ∈ In and satisfying the following conditions:
[αi,αj ] = dαi
dtj
− dαj
dti
(i, j = 1, . . . , n). (24)
Denote Xi(x, t) := (αti (x)) + ∂ti and assume that for any i = 1, . . . , n, the flow of Xi is well
defined up to time 1 on {ti = 0} ⊂ M × In for any i ∈ {1, . . . , n}. Then for any point x0 in M ,
there exists γ : In → M satisfying:
dγ
dti
(t) = Xti
(
γ (t)
)
,
γ (0) = x0.
Moreover, h :=∑ni=1 ai dti : T In → A defines a Lie algebroid morphism, where:
ai(t) := αti
(
γ (t)
)
.
Proof. Let us first argue the existence of γ . Applying the anchor map to (24), we easily see that
Xi + ∂ti for i ∈ {1, . . . , n} mutually commute as vector fields on M × In. By writing down the
commutation relations of their respective flows on M × In, one gets the following relations on
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si ,s
′
i
on M (see [1, Prop. A.1] for more details when
n = 2):
Φ
X
(t1,...,tˆi ,...,s
′
j
,...,tn)
i
s′i ,si
◦ΦX
(t1,...,si ,...,tˆj ,...,tn)
j
s′j ,sj
= ΦX
(t1,...,s
′
i
,...,tˆj ,...,tn)
j
s′j ,sj
◦ΦX
(t1,...,tˆi ,...,sj ,...,tn)
i
s′i ,si
. (25)
Here, note that Xi is a family of ti -time dependent vector fields, depending on the parameters
(t1, . . . , tˆi , . . . , tn), thus its time-dependent flow φXisi ,s′i also depends on (t1, . . . , tˆi , . . . , tn). Using
the above relations, it is easily checked by induction that the following formula provides a good
candidate:
γ (t1, . . . , tn) := ΦX
(t1,...,tn−1,tˆn)
n
tn,0 ◦Φ
X
(t1,...,tn−2,tˆn−1,0)
n−1
tn−1,0 ◦ · · · ◦Φ
X
(tˆ1,0,...,0)
1
t1,0 (x0). (26)
To show the second statement, recall that since dA satisfies the Leibniz rule on (Ω•(A),∧),
the condition for h to define a Lie algebroid morphism, dI ◦ h∗ = h∗ ◦ dA, needs only to be
checked on Ω0(A) and Ω1(A).
Moreover, it is a local condition, so we can choose a basis e1, . . . , ek of sections of A, defined
on a neighbourhood of γ (t0) and work in local coordinates. We denote e∗1, . . . , e∗k the dual basis,
and clp,q ∈ C∞(U) the structure functions of A, they are defined by:
[ep, eq ] =
n∑
l=1
clp,qel (p, q, l = 1, . . . , k).
Locally, one can write αti =
∑
p α
t
i,pep so that h =
∑
ai,pep ⊗ dti where ai,p = αi,p ◦ γ (i =
1, . . . , n,p = 1, . . . , k).
First, we compute that, for any f ∈ Ω0(A) = C∞(M) and i ∈ {1, . . . , n}:〈
h∗ ◦ dA(f ), ∂ti
〉
(t) = 〈dfγ (t),  ◦ h(∂ti)〉
= 〈df,Xti (γ (t))〉
= d
dti
(f ◦ γ )(t)
= 〈dh∗(f ), ∂ti 〉(t).
Thus, h∗ commutes with the differentials on Ω0(A).
Then we express (24) in local coordinates. We get that, for any i, j ∈ {1, . . . , n} and l ∈
{1, . . . , k}:
LXiαj,l −LXj αi,l +
1
2
n∑
p,q=1
clp,q(αi,pαj,q − αi,qαj,p) =
dαi,l
dtj
− dαj,l
dti
.
By evaluating these equalities at the point γ (t) and using the fact that Xti (γ (t)) = dγdti (t), we
obtain the following equations:
1
2
∑
clp,q(ai,paj,q − ai,qaj,p) =
dai,l
dtj
− daj,l
dti
.p,q=1,...,k
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〈
h∗ ◦ dA
(
e∗l
)
, ∂ti ∧ ∂tj
〉= 〈h∗( n∑
p,q=1
clp,qe
∗
p ∧ e∗q
)
, ∂ti ∧ ∂tj
〉
=
〈
n∑
p,q=1
clp,qe
∗
p ∧ e∗q, h(∂ti)∧ h(∂tj )
〉
= 1
2
∑
p,q=1,...,n
cli,j (ai,paj,q − ai,qaj,p)
= dai,l
dtj
− daj,l
dti
= 〈d ◦ h∗(e∗l ), ∂ti ∧ ∂tj 〉,
which holds for any l ∈ {1, . . . , k} and i, j ∈ {1, . . . , n}, so we conclude that h∗ commutes with
differentials on Ω1(A) as well. 
Conversely, we would like to make sure that any morphism a : T In → A can be obtained as
in Proposition 4.1, for this we need to prove first:
Proposition 4.2. Let α01, . . . , α
0
n be a family of sections of A, depending smoothly on a multi-
parameter t = (t1, . . . , tn) ∈ In and satisfying the following conditions:
[
α0i , α
0
j
]= dα0i
dtj
− dα
0
j
dti
(i, j = 1, . . . , n). (27)
Suppose that we are given a family of sections αn+1, depending on an extra parameter
(t1, . . . , tn, tn+1).
Then the unique solutions of the equations:
dαk
dtn+1
− dαn+1
dtk
= [αk,αn+1], (28)
αk|{tn+1=0} = α0k , (29)
satisfy also the commuting relations:
dαk
dtl
− dαl
dtk
= [αk,αl] (k, l = 1, . . . , n+ 1). (30)
Proof. When k ∈ {1, . . . , n} and l ∈ {n + 1}, (30) is just (28). For k, l ∈ {1, . . . , n} one may
consider the following expression:
φk,l := dαk − dαl − [αk,αl] (k, l = 1, . . . , n).
dtl dtk
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dφk,l
dtn+1
= [αn+1, φk,l].
The solution of such an equation is unique once given an initial condition φk,l |{tn+1=0}. Thus if
φk,l |{tn+1=0}, then φk,l necessarily vanishes for any tn+1. In other words, the relations (30) for
k, l ∈ {1, . . . , n} only need to be checked for tn+1 = 0, i.e. for the α0k ’s. 
Corollary 4.3. Let
∑
ai dti : T In → A be a Lie algebroid morphism. Then there exists a family
of sections α1, . . . , αn such that:
dαk
dtl
− dαl
dtk
= [αk,αl], (31)
ak = αk ◦ γ. (32)
Proof. The case n = 1 is obvious, and (31) easily follows from Proposition 4.2 by induction.
The second statement (32) was proved for the case n = 2 in [4, Prop. 1.3] by choosing an A-
connection and arguing by uniqueness. But it is easy to apply the case n = 2 in each step of the
induction (see below).
Let us now explicit the induction process when n = 3:
i) We start with a Lie algebroid morphism a1 dt + a2 dt2 + a3 dt3 : T I 3 → A.
ii) Then we extend a1|{t2,t3=0} into a time dependent section α1, up to now α1 only depends
on t1; in fact we are just fixing α1|{t2,t3=0}.
iii) We extend arbitrarily a2|{t3=0} into a time-dependent section α2 (depending on t1, t2) and let
α1 be the solution of the equation:
dα1
dt2
− dα2
dt1
= [α1, α2],
and initial conditions α1|{t2,t3=0} given by step ii). We get α1 depending on t1, t2. By [3], we
have necessarily α1 ◦ γ |{t3=0} = a1|{t3=0}.
iv) We extend α3 arbitrarily into a section depending on t1, t2, t3 and consider the solutions:
dα1
dt3
− dα3
dt1
= [α1, α3],
dα2
dt3
− dα3
dt2
= [α2, α3],
with initial conditions on {t3 = 0} given by the last step. In order to make sure that α1 ◦ γ =
a1, we look at a1 dt1 + a3 dt3 : T I 2 → A, with t2 as a fixed parameter. Similarly, we get
α2 ◦ γ = a2. 
Remark 4.4. One observes from the previous reasoning that a Lie algebroid morphism T In → A
is entirely determined by (say) its restriction to one face dn a and the values an(t) for t ∈ In.n,0
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∑
ak dtk : T In → A, it is not necessary
to proceed by induction: one may extend first the last component an into a time-dependent sec-
tion αn, and then apply directly the Proposition 4.2 (with n − 1 terms) and choose αk|{tn=0},
k < n to all vanish.
Lemma 4.5. Let atn+1 = ∑nk=1 ak(t1, . . . , tn, tn+1) dtk : T In → A be a smooth family
( parametrized by tn+1 ∈ [0,1]) of Lie algebroid morphisms that coincide on one face for all
tn+1 ∈ I .
Then there exists a unique an+1 : In+1 → A such that ∑n+1i=1 ak dtk : T In+1 → A is a Lie
algebroid morphism.
Proof. Say atn+1 coincide on the face {tn = 0}, that is ak|{tn=0} is independent of tn+1, k =
1, . . . , n. We apply the procedure of Proposition 4.3 with n + 1 parameters and some careful
choices:
• first we extend a1|{tk=0,k=2,...,n} into a time dependent section α1 : I 2 → Γ (A) satisfying
dα1
dtn+1 = 0 for all t1, tn+1 ∈ I ;
• then we choose α2 : I 2 → Γ (A) extending a2|{tk=0,k=3...n} and satisfying dα2dtn+1 = 0,
(∀t1, t2, tn+1) ∈ I . Then it is easily checked that the solution α1 of the equation:
dα1
dt2
− dα2
dt1
= [α1, α2],
with initial condition given by the previous step, satisfies:
d
dt2
(
dα1
dtn+1
)
=
[
dα1
dtn+1
, α2
]
.
Since dα1
dtn+1 |{t2=0} = 0, and by uniqueness of the solution of the above equation, we conclude
that dα1
dtn+1 = 0 for all t1, t2, tn+1;
• we extend a3|{tk=0,k4} into α3 such that dα3dtn+1 = 0, and so on. . . .
We end up with α1, . . . , αn depending on t1, . . . , tn+1 and satisfying dαkdtn+1 |{tn=0} = 0 for all k =
1, . . . , n. Then we consider the solution αn+1 of the equation:
dαn+1
dtn
− dαn
dtn+1
= [αn+1, αn],
αn+1|{tn=0} = 0.
In order to apply Proposition 4.1, we need to make sure that αn+1, αk satisfy the commutation
relations. For this, we let:
φn+1,k := dαn+1 − dαk − [αn+1, αk],
dtk dtn+1
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dφn+1,k
dtn
= [αn,φn+1,k].
Since φn+1,k|{tn=0} = 0 (by our choice of αk) we conclude that φn+1,k = 0 for all tn ∈ I . We will
leave the proof of uniqueness to the interested reader. 
Theorem 4.6. Given a complete Ehresmann connection σ of p¯ : AE → AB , there is a canonical
lift α˜ : T In → AE in the following commutative diagram of Lie algebroid morphisms:
T In−1
a˜0
dinn,0
AE
p¯
T In
a
∃a˜
AB.
(33)
Moreover, if a˜, a˜′ are the lifts obtained by two different Ehresmann connections σ and σ ′, then
there is a Lie algebroid morphism h : T In+1 → AE linking a˜ and a˜′, that is, satisfying:
dn+1n+1,0h = a˜, dn+1n+1,1h = a˜′.
Proof. By Corollary 4.3, we extend a : T In → AB and a˜0 : T In−1 → AE into time dependent
sections α1, . . . , αn and α˜01, . . . , α˜
0
n−1 respectively (in fact α˜i0 can be chosen to p¯-project onto
αi |{tn=0} but this is not relevant for our matters here).
We lift αn to α˜n := σ(αn) using the Ehresmann connection σ , then we let α˜i for i = 1, . . . ,
n− 1 be the solutions of the differential equations
dα˜i
dtn
− dα˜n
dti
= [α˜i , α˜n],
α˜i |{tn=0} = α˜0i . (34)
By Proposition 4.2 and Proposition 4.1, we obtain a Lie algebroid morphism T In a˜→ AE such
that the base morphism In γ˜→ E satisfies γ˜ ◦ inn,0 = γ˜ 0. Here γ˜ 0 is the base morphism of a˜0. In
fact γ˜ is the unique lift of the base map γ of a such that γ˜ ◦ inn,0 = γ˜ 0 and ∂tn γ˜ lies in the image
of the horizontal part H of the Ehresmann connection σ under the anchor map. By construction,
α˜|{tn=0} = α˜0 so a˜0 = inn,0a˜, and a˜ projects onto a via p¯.
Then a˜ is canonical in the sense that it does not depend on the choice of the extensions αi ’s
and α˜0i ’s. This again can be argued by choosing an A-connection and reduce (34) to an equation
with functions α˜i . See also Remark 4.4.
Assume now that we have two Ehresmann connections σ and σ ′. Since the space of Ehres-
mann connections is an affine space based on the vector space Γ (A∗B) ⊗ Γ (K), the path
σs = (1 − s)σ + sσ ′ connects both connections. Therefore, we can apply the above construc-
tion with parameter s by letting α˜n = σs(αn). Then we obtain a path of lifts α˜(s) : T In → AE
connecting the two lifts via σ and σ ′ respectively. By Lemma 4.5, we can build a Lie algebroid
morphism h : T In+1 → AE linking them by extending this path. 
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For a usual fibration F ↪→ X p→ Y , the transgression map ∂n : πn(Y ) → πn−1(F ) is con-
structed by trying to lift spheres from Y to X. More precisely, given a sphere a : In → Y based
at point y ∈ Y and x ∈ F = p−1(y), on tries to build α˜ : In → X with p ◦ α˜ = a and so that
α˜|∂In = x. In general, this is not possible. However one can still force α˜|∂In to reduce to a point
except for one face, say {tn = 1}. Then it is easily seen that α˜|{tn=1} is an (n − 1)-sphere in the
fiber p−1(y). The transgression map is then defined by declaring ∂n[a] to be the homotopy class
of a˜ in p−1(y), and one has to check that it only depends on the homotopy class of a in Y .
We will repeat a similar construction in order to obtain a transgression map, first trying to
lift a sphere in a : T In → AB to a morphism in α˜ : T In → AE , then restricting to the boundary
{tn = 1}.
4.2.1. Construction of the transgression map ∂n : πn(AB) → πn−1(K)
Recall that an element in πn(AB) is represented by a sphere, namely a Lie algebroid mor-
phism:
a =
n∑
k=1
ak dtk : T In → AB, with ak(t1, . . . , tn) = 0 if one of {t1, . . . , tˆk, . . . , tn} is 0 or 1.
We denote b0 ∈ B the point a is based at, and for any x0 ∈ Eb0 , we apply the construction in the
proof of Theorem 4.6 with the following choices:
• a˜0 = 0x0 ;• the time dependent sections α˜0i = 0, for all i = 0, . . . , n− 1;• αn satisfying αn|{tk=0 or 1} = 0, for all k = 1, . . . , n− 1.
We obtain a lift α˜ : T In → AE such that dnn,0α˜ = 0. Note that a˜ is not necessary a sphere any
more. However, it is zero on the boundary of In except the interior of the face {tn = 1}. The
reason is the following: when we restrict Eq. (34) on {tk = 0,1} for k = 1, . . . , n − 1, we have
α˜n|{tk=0,1} = 0 since αn has this property, so it is easily seen that the solution α˜i with initial value
α˜0i = 0 identically vanishes, that is α˜i |{tk=0,1} = 0. Hence, we obtain:
α˜i |{tk=0,1} = 0 for any k = 1, . . . , n− 1 and i = 1, . . . , n.
Therefore dnn,1α˜ =
∑n−1
k=1 α˜k|{tn=1} dtk : T In−1 → AE satisfies the correct boundary conditions
to make it an (n−1)-sphere. Now we may assume that the sphere we choose to represent satisfies
dnn,1a = 0 by Remark 3.10 from the very beginning. Then dnn,1a˜ is a sphere in K since p¯(dnn,1α˜) =
dnn,1a = 0.
We thus define:
∂n
([a])
x0
:= [dnn,1α˜] ∈ πn−1(K, x0).
4.2.2. Well-definedness of ∂n
The argument below will be similar as in Lemma 4.5, but we need to be more precise on the
homotopy h, so let us give a detailed explanation.
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dnn,1a
+ = dnn,1a− = dnn,1h = 0 by Remark 3.10. In particular we have a family of spheres atn+1
based at a same point so we can do the construction of the transgression map with parameter tn+1
(we keep the same notations as in Section 4.2.1 but with an extra parameter tn+1).
Then we consider the solution α˜n+1 of the equation:
dα˜n+1
dtn
− dσ(αn)
dtn+1
= [α˜n+1, σ (αn)],
α˜n+1|{tn=0} = 0. (35)
For k = 1, . . . , n − 1, α˜n+1|{tk=0,1} = 0 since we chose αn vanishing on this set for all tn+1.
Moreover, if we let φk,n+1 := dα˜n+1tk −
dα˜k
dtn+1 − [α˜n+1, α˜k], a straightforward computation shows
that φk,n+1 satisfies:
dφk,n+1
dtn
= [σ(αn),φk,n+1],
with initial condition φk,n+1 = 0. By uniqueness of the solution of such an equation, we see that
φk,n+1 = 0. We conclude that dα˜n+1dtk −
dα˜k
dtn+1 = [α˜n+1, α˜k] and by applying Proposition 4.1 and
Proposition 4.2, we obtain a Lie algebroid morphism h˜ : T In+1 → A, with boundary property
h˜n+1|{tk=0 or 1} = 0 for k = 1, . . . , n− 1. (36)
Thus the face {tn = 1} of h˜ induces a K-homotopy between dnn,1a˜− and dnn,1a˜+ since p¯(h˜|tn=1) =
h|tn=1 = 0.
A similar argument applies to show that the transgression map is independent of the con-
nection: assume we have two connections σ0, σ1. Then we define a family of connections by
σtn+1 = (1 − tn+1)σ0 + tn+1σ1. Then one can use σtn+1 to do the construction of 4.2.1 with pa-
rameter tn+1. Then the above construction holds, yielding a K-homotopy between dnn,1a˜0 and
dnn,1a˜
1
, where a˜i is the lift of a obtained using σi .
4.2.3. ∂n is a group morphism
Given a+, a− ∈ Sn(AB), then [a+] · [a−] can be represented by a+ tn−1 a− by Lemma 3.12.
Then we have the following commutative diagram
T In−1 unionsq T In−1
(a˜+)0unionsq(a˜−)0
tn=0
AE
p¯
T In unionsq T In a
+unionsqa−
a˜+unionsqα˜−
AB.
Since concatenation with respect to tn−1 is the composed map T In
gn,tn−1→ T In unionsq T In a+unionsqa−→ AB ,
it is not hard to see that the lift of a+ tn−1 a− restricted to tn = 1 satisfies
˜a+ tn−1 a−|tn=1 =
(
a˜+ tn−1 a˜−
)∣∣
tn=1 = a˜+|tn=1 tn−1 a˜−|tn=1.
Thus ∂n([a+] · [a−]) = ∂n([a+]) · ∂n([a−]).
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Proposition 4.7. Let K ↪→ AE AB be a fibration. Then any sphere S ∈ Sn(AE) is homotopic
to one of the form:
S  CK CH ,
where CK : T In → K and CH : T In → AE are concatenated along an (n − 1)-sphere repre-
senting ∂n(p¯(S)) ∈ πn−1(K).
Remark 4.8. In Proposition 4.7, neither CK nor CH is supposed to be a sphere. However, since
CK lies in the kernel of p¯, we see that CH and S have same image by p¯.
As we shall see, CH is a lift of the sphere p¯(S). It might not be a sphere itself, however, the
failure of CH to be a sphere is measured by its boundary: it is an (n−1)-sphere whose homotopy
class is precisely
Remark 4.9. In the case n = 1, the proof below will show that given a connection, any AE-path
is homotopic to the concatenation of a K-path with a horizontal path (i.e. path in Imσ ). In order
to understand this proof, it is actually a good idea to focus on that case.
Proof. We pick a connection σ , denote S =∑nk=1 ak dtk and extend an : In → AE into a time-
dependent section of AE of the form αHn + αKn as follows:
• αHn = σ(αBn ), where αBn is any time-dependent section of AB extending p¯ ◦ an,
• αKn is any time-dependent section of K such that αHn + αKn extends an,
• αBn and αKn are chosen so that they vanish whenever one of {t1, . . . , tn} is 0 or 1.
Then we introduce an extra variable tn+1 and define a family of sections αn+1 depending on
(t1, . . . , tn+1) ∈ In+1 and defined by the formula:
αn+1(t1, . . . , tn+1) := −tn.αHn
(
t1, . . . , tn−1, tn(1 − tn+1)
)
. (37)
The above right-hand side will be written −tnαHn (tn(1 − tn+1)) in order to keep notations short.
Note that αn+1 is chosen such that, as a family of tn+1-time dependent section with parameters
(t1, . . . , tn), its flow satisfies: Φ
αn+1
1,0 = Φ
αnH
tn,1 (here, Φα denotes the flow of the linear vector field
on A induced by [α,−], see [4, A.1]). In fact, we will use αn+1 to transport S into a morphism
with values in K (as we shall see, its flow will somehow cancel the αHn component of an).
Now we set α0n := αHn + αKn , and let α0k (k = 1, . . . , n− 1) be the solution of:
dα0k
dtn
− dα
0
n
dtk
= [α0k , α0n], (38)
α0k |{tn=0} = 0. (39)
As explained in Remark 4.4, α0k satisfy the commutation relations, and extend the morphism S.
Then we let αk (k = 1, . . . , n) be the solution of the equation:
3132 O. Brahic, C. Zhu / Advances in Mathematics 226 (2011) 3105–3135dαk
dtn+1
− dαn+1
dtk
= [αk,αn+1], (40)
αk|{tn+1=0} = α0k . (41)
By applying Proposition 4.2 we see that αk’s satisfy the commutation relations:
dαk
dtl
− dαl
dtk
= [αk,αl] (k, l = 1, . . . , n+ 1). (42)
Thus Proposition 4.1 applies (with n+ 1 variables) so that one gets a Lie algebroid morphism
λ : T In+1 → AE by setting λ :=∑ak dtk , where atk := αtk(γ (t)) with (k = 1, . . . , n+ 1).
Let us focus on αn.
Claim 4.10. αn|{tn+1=1} has values in Γ (K).
Proof of Claim 4.10. The following is an explicit formula for the solution αn of (40):
αn =
tn+1∫
0
(
Φ
αn+1
tn+1,s
)
∗
(
dαn+1
dtn
|{tn+1=s}
)
ds + (Φαn+1tn+1,0)∗(αn|{tn+1=0}). (43)
This can be checked by a direct computation (in fact it is the same as in [4, Prop. 1.3] with an
extra term coming from the initial condition).
In the first term of this expression, we first compute from (37) that:
dαn+1
dtn
= d
dtn+1
(
(1 − tn+1)αHn
(
tn(1 − tn+1)
))
. (44)
Then we recall the Cartan formula for Lie algebroids: given a t-time dependent section μ, and ν
a smooth family of sections depending on t , we have:
(
Φ
μ
t,s
)
∗
(
dν
dt
|{t=s} + [μ|{t=s}, ν|{t=s}]
)
= d
ds
(
Φ
μ
t,s
)
∗(ν).
Applied with t = tn+1, μ = αn+1 and ν = (1 − tn+1)αHn (tn(1 − tn+1)) (so that [μ|{t=s},
ν|{t=s}] = 0) we obtain the following expression for the first term of (43):
tn+1∫
0
(
Φ
αn+1
tn+1,s
)
∗
(
dαn+1
dtn
|{tn+1=s}
)
ds =
tn+1∫
0
[
d
ds
(
Φ
αn+1
tn+1,s
)
∗
(
(1 − s)αHn
(
tn(1 − s)
))]
ds
= (1 − tn+1)αHn
(
tn(1 − tn+1)
)− (Φαn+1tn+1,0)∗(αHn (tn)).
In particular, when setting tn+1 = 1 and taking into account the second term in (43) we get:
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(
Φ
αn+1
1,0
)
∗
(
αHn (tn)
)+ (Φαn+11,0 )∗(αHn + αKn )
= (Φαn+11,0 )∗(αKn )
= (ΦαHntn,1)∗(αKn ).
Since αHn is p¯-projectable, its flow preserves sections of K (this is an easy consequence of
Lemma 1.9 in [1]). Thus αn|{tn+1=1} is indeed a section of K, as claimed. 
We now list the non-trivial faces of λ.
Claim 4.11. λ : T In+1 → AE satisfies:
i) dn+1n+1,0λ = S;
ii) dn+1n+1,1λ =: CK has values in K;
iii) dn+1n,1 λ =: CH lifts p¯(S).
Proof of Claim 4.11. i) follows from (41) and by applying the Remark 4.4 to (38) and (39);
ii) is a consequence of the Claim 4.10. More precisely, since αn has values in Γ (K) on {tn+1 =
1}, when setting (l = n, tn+1 = 1) in (42) for all k = 1, . . . , n − 1, we see that αk|{tn+1=1} has
values in Γ (K) provided this is true on {tn = 0, tn+1 = 1}. So it is enough to show that αk = 0
on {tn = 0, tn+1 = 1}.
To show this, we set (tn = 0) in (40): since αn+1 identically vanishes on {tn = 0} (by (37)), we
conclude that αk|{tn=0,tn+1=1} vanishes provided it does at (tn+1 = 0). But αk|{tn+1=0,tn=0} = 0 is
just (39).
iii) follows from the formula (37) for αn+1 since αn+1|{tn=1} coincides with αHn , and by our
construction of the transgression map ∂n. 
Claim 4.12. All the other faces of λ vanish.
Proof of Claim 4.12. First, dn+1n,0 λ = 0 easily follows from (37). Then the remaining faces are
dk,λ for any k < n and  ∈ {0,1}. Moreover, dn+1k, λ = 0 is by definition equivalent to the fol-
lowing statements:
a) an+1|{tk=} = 0,
b) an|{tk=} = 0,
c) al |{tk=} = 0, for any l < n, l = k.
Here, we can see that:
a) is clear because of (37) and by our choices on αHn + αKn to vanish when tk = 0,1.
b) is true when (tn+1 = 0) by our choice of αn|{tk=,tn+1=0} = 0. On the other hand, setting
tk =  in (40), since αn+1|{tk=1}∀tn+1, then necessarily an|{tk=} = 0 for all tn+1.
c) may argued as follows: when tn+1 = 0, we have αl |{tk=,tn+1=0} = α0l |{tk=}. If one can
prove that α0l |{tk=} = 0, then necessarily al |{tk=} = 0 for all tn+1; this follows by setting tk = 0
in (40), then using a).
Now to see that α0|{t =0}, one just sets tk = 0 in (38), then uses b). l k
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two other non trivial faces dn+1n,1 λ n dn+1n+1,0λ. One can be more explicit by considering λ ◦ dh
for some well-chosen smooth map h : In+1 → In+1. 
Corollary 4.13. The long sequence (6) is exact at πn(AB).
Proof. First we show ker ∂n ⊂ Im p¯n. For this consider SB ∈ Sn(AB) such that ∂n[SB ] = 0. We
take the lift S˜B of SB as in Section 4.2.1. Since ∂n[SB ] = 0, S˜B |{tn=1} is a contractile sphere
in K. Thus there exists CK : T In → K such that the concatenation CK  S˜B along S˜B |tn=1 is an
n-sphere in AE . Thus SB = p¯(CK  S˜B) represents an element in Im p¯n.
Reciprocally, we have Im p¯n ⊂ ker ∂n. Consider [SB ] ∈ Im p¯n, that is SB = p¯(S) for some
S ∈ Sn(AE). Then by the Proposition 4.7, we can replace S by CH  CK, concatenated along
an (n − 1)-sphere SK that represents ∂n[SB ]. Since SK bounds CK, SK is contractible. Hence
∂n[SB ] = 0. 
Corollary 4.14. The long sequence (6) is exact at πn(AE).
Proof. It is clear that Im in ⊂ ker p¯n. We now verify that ker p¯n ⊂ Im in. Take SE ∈ Sn(AE) such
that p¯(SE) =: SB is homotopic to 0 via a certain h. We take the lift S˜B of SB as in Section 4.2.1,
then by Proposition 4.7, SE is homotopic to the concatenation CK  S˜B along SK ∈ Sn−1(K),
which represents ∂n([SB ]) = 0. Recalling Section 4.2.2, SK is homotopic to 0 via h˜|tn=1, where
h˜ is a well-chosen lift of h. Thus the concatenation CK  h˜|tn=1 along SK is a sphere in K which
is homotopic to CK  S˜B via id  h˜ by (36). Thus [SE] = [CK  h˜|tn=1] is in Im in. 
Corollary 4.15. The sequence (6) is exact at πn−1(K).
Proof. It is clear that Im ∂n ⊂ ker in−1. In order to prove the inverse inclusion, we need to show
that any K-sphere SK which is contractile in AE , is K-homotopic to one of the form ∂n(SB)x0 ,
for some sphere SB ∈ Sn(AB) (to be defined). Here, the notation ∂n(SB)x0 stands for dnn,1a˜, with
a˜ as in 4.2.1, and x0 is the point SK is based at.
To do this, we will adapt the proof of Proposition 4.7: we replace S by H : T In → AE , an
AE-homotopy between SK = dnn,0H and the trivial morphism 0 = dn1,nH . Here, instead of the
initial conditions (39), we choose α0k (for k = 1, . . . , n − 1) to be sections of K that extend SK.
Then Claim 4.10 remains true, while Claim 4.11 reads:
i) dn+1n+1,0λ = H ,
ii) dn+1n+1,1λ =: CK has values in K,
iii) dn+1n,1 λ =: CH lifts p¯(H).
Define now SB := p¯(H), it is easily seen to be a sphere in AB . Moreover CH bounds ∂n(SB)x0 ; in
fact CH = a˜ by construction. Then we notice that since αn+1 vanishes on {tn = 0}, the solutions
α˜k|{tn=0}, k = 1, . . . , n− 1 are independent of tn+1. It makes it easy to show then that CK defines
a K-homotopy between SK the boundary of CH . 
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