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Chapter 1
Introduction
Quantum Chromodynamics (QCD) is the theory of the strong interaction. Nevertheless,
its study still creates a lot of excitement and constitutes a prerequisite for current and
future particle physics.
The previous short paragraph may sound more like the concluding remarks to a disser-
tation than its opening. One expects here some words about the quest for understanding
the fundamental laws governing the dynamics of the elementary constituents of matter,
and a condensed historicizing tour, departing perhaps in ancient Greece and arriving
eventually at the celebrated Standard Model (SM). The present introduction attempts
none of this, neither a chronology of physics nor an exposition accessible to the layman.
It merely offers some remarks on how its initial sentence is supposed to be understood
and sets the stage for subsequent core chapters.
As a quantum field theory, QCD is a relativistic quantum theory of the continuum.
As such it combines some of the key ideas of 20th century physics. QCD is consistent
with the special theory of relativity, its expressions are Lorentz covariant. QCD is based
on the gauge principle, deriving the coupling of gauge bosons to spinors and to each
other from an SU(3) gauge invariance. QCD is a quantum theory, individual amplitudes
contributing to observables are first added and the resultant sums then squared to yield
probabilities. Quantum theories have originally been formulated, and by the majority
of the scientific community are also today still seen, loosely speaking, as not pertaining
to the world as it is but as expressing what the educated observer can possibly know
about the world. This introduction is not intended to defend a particular point of view
in this interpretational discourse on the foundations of modern science. Instead, it seems
worthwhile here to draw attention to the practical importance of invariance arguments.
They often constitute powerful tools of undisputed phenomenological importance, and will
feature prominently also in this work. Pursuing a quantitative description of scattering
experiments theoretical physicists may introduce unobservable intermediaries, but the
freedom in choosing these auxiliary constructs (gauges, renormalization and factorization
scales etc.) must by no means affect the values predicted for experimentally accessible
quantities.
Comprising except gravitation all the fundamental interactions known today the SM
is a collection of gauge theories. As the only non-abelian unbroken theory of these, QCD
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describes the strong force between fermionic quarks and bosonic gluons. But these fun-
damental degrees of freedom are not accessible directly; they form strongly bound states,
the hadrons. The strong coupling constant αs does only partly deserve its name, since
in fact it runs, i.e. depends on the energy scale of the process under consideration. One
and the same Lagrangian can thus describe rather dissimilar physical phenomena in two
different coupling regimes, characterized by large and small αs, respectively. Whereas
regions of small αs are accessible to perturbative methods based on Taylor expansions
in the coupling constant, non-perturbative techniques are required in the large αs do-
main. This is a feature displayed not only by QCD, but shared by other field theories
and also by some more speculative and allegedly more fundamental approaches, some of
which aspire to transcend the quantum field theoretic framework altogether. With no
intention of derogating competing endeavours, it seems justified to insist that currently
QCD constitutes the only theory of undisputed empirical relevance presenting itself in
two surprisingly dissimilar coupling regimes. This interplay of perturbative versus non-
perturbative physics makes QCD exciting from a more formal field theoretic point of
view, but at the same time calls for a concerted effort of conceptual progress with often
lengthy technical calculations to keep it on a par with experimental accuracy. In com-
parison to for instance models with broken symmetries the QCD Lagrangian may look
rather compact and perhaps deceivingly simple, nevertheless computations can become
very involved, especially of the higher order corrections phenomenologically relevant for
present and future experiments. These facts make it important to keep devising powerful
methods, conceptual as well as computational. Also researchers not interested in QCD
per se, but in whatever type of new physics might be hiding beyond it, would probably
agree on this point, since in view of the ample precision data supporting the Standard
Model successful new discoveries seem almost impossible without accurate knowledge of
their inevitable backgrounds. The absence of serious contestants to QCD therefore does
not obviate the need for continuing research and improved descriptions of the dynamics
inside the hadrons. As an example consider the nucleon spin. Spin, besides mass the
second invariant under action of the Lorentz group, plays a central role in any relativistic
field theory. It is quantized and occurs in units of h¯/2 at the partonic as well as at the
hadronic level, i.e. in both regimes of QCD. But how the nucleon spin emerges dynamically
from the many spin-quantized constituent partons still requires further investigation.
This thesis constitutes to a large extent a study of methods and tools, and their quality
as applied in QCD. These include factorization, resummation (both of large threshold
logarithms and constants), and numerical phase space integrations. Chapter 2 collects
and summarizes results unfortunately somewhat scattered throughout the literature but
required for understanding subsequent chapters. Chapter 3 contains a resummation cal-
culation for polarized charm production through photon gluon fusion, the results of which
are then utilized to estimate higher order contributions to this process in chapter 4. In-
stead of finite order re-expansions the full resummed exponent as derived in chapter 3 is
numerically investigated in chapter 5. Chapter 6 presents a calculation resumming not
only large logarithms but also constants in the Drell Yan process. Chapter 7 investigates
and compares two methods of phase space generation which can be used in the numerical
computation of (differential) scattering cross sections. Finally, chapter 8 contains some
concluding remarks. A more extensive tour of the thesis embedding its core chapters in a
general context can be found at the end of this chapter. Chapters 3 through 7 are based
on publications [1, 2, 3, 4].
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1.1 Perturbative aspects of QCD
This and the following sections of this chapter introduce some aspects and concepts of
perturbative QCD. They serve mainly to fix notation, mostly considering as an example
the process of (inclusive) deep inelastic scattering (DIS). However, they also provide
motivation for the investigations of subsequent chapters. The ubiquitous factorization
property of hadronic cross sections for example, introduced here and usually taken for
granted by experimentalist and phenomenologists alike, can actually be given a solid field
theoretic justitification as in chapter 2. As a field theory containing massless partons
QCD exhibits in individual higher order diagrammes besides ultraviolet also infrared
divergences. These must either cancel among themselves or be dealt with in a consistent
manner in order for the theory to be of any empirical use. In a nutshell, the cancellation
of infrared divergences and their residual effects on (imperatively) finite observables can
be regarded as the focal points of this thesis.
Quarks and gluons are the fundamental dynamical entities of QCD. However, they
are not observed as free particles but confined inside the observed hadrons. This inter-
play complicates the phenomenological application of QCD and requires the introduction
of non-perturbative parton densities following the concept of factorization. Since the
coupling constant of the strong interaction decreases with increasing energy, perturbative
QCD calculations with expansion parameter αs can provide very accurate descriptions
of high energy scattering processes, but they cannot explain the properties of low energy
bound states, i.e. the parton densities inside hadrons. As discussed already in the previous
section, this constitutes no fundamental flaw of the theory but points to the limitations
of perturbation theory and the importance of the non-perturbative regime.
Section 1.2 covers inclusive deep inelastic scattering at lowest order, introducing in
particular the hadronic tensor and (spin-averaged) structure functions. Section 1.3 as-
cends to one higher order in the strong coupling, where divergences first occur. Both
sections 1.2 and 1.3 follow mostly the presentation in [5, 6]. Section 1.4 expands on
the complications encountered in section 1.3 and explains why and how they constitute
starting points for the investigations of subsequent chapters.
1.2 Deep inelastic scattering and the parton model
This section deals with the inclusive scattering of electrons off nucleons, through the
exchange of a gauge boson, in the following always assumed to be a photon. Fig.1.1
illustrates this process for the particular case of a proton. The electron-photon vertex fol-
lows from the electon current ψ¯γµψ of Quantum Electrodynamics (QED). Unfortunately,
no corresponding expression for the proton-photon vertex, the oval blob in Fig.1.1, can
be derived from first principles. However, symmetry arguments severely constrain the
possible form of this coupling. It is customary to separate the less exciting leptonic
Lµν (l, l′) = e2/(8π2)Tr (/lΓµ/l′Γν) from the hadronic part WPµν (p, q) of a spin-averaged
(differential) deep inelastic cross section
dσ =
d3l′
l′
Lµν (l, l′)WPµν (p, q)
2sQ4
, (1.1)
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e− (l) e− (l′)
γ∗ (q)
P (p)
}
X(p+ q)
Figure 1.1: Deep inelastic scattering of an electron off a proton via the exchange of a
space-like photon.
with p the proton momentum, l, l′ the electron momentum before and after the scattering,
respectively, and s = (l+ p)2. The photon momentum is given by q = l− l′ and the usual
convention −q2 = Q2 > 0 will be adopted. The hadronic final state is denoted by X. Spin-
dependent contributions to the hadronic tensor can be discussed in complete analogy, but
to avoid lengthy formulae in this introductory chapter will only be introduced in chapter
3. The superscript on Wµν will allow to distinguish hadronic quantities from the partonic
ones to be introduced later. Throughout this discussion, lower case superscripts will
denote partonic quantities, upper case superscripts refer to hadronic quantities (P for
proton in this case). Imposing parity and current conservation the hadronic tensor can
be parametrized as
WPµν (p, q) = −
(
gµν − qµqν/q2
)
WP1 (x,Q
2)
+
[
pµ − qµ
(
p · q/q2
)] [
pν − qν
(
p · q/q2
)]
WP2 (x,Q
2) , (1.2)
with the Bjorken scaling variable
x = −q2/2p · q = Q2/2p · q . (1.3)
As indicated by their arguments, the structure functions WP1 and W
P
2 depend not on p
and q directly, but only on the scalar variables Q2 and x. For convenience one introduces
the dimensionless structure functions
FP1
(
x,Q2
)
= WP1
(
x,Q2
)
, FP2
(
x,Q2
)
= νWP2
(
x,Q2
)
,
where ν = p · q.
One could now simply measure for various scattering processes these structure func-
tions FP1 (x,Q
2) and FP2 (x,Q
2). However, such a proliferation of data alone is truly not
enough to gain insight into the structure of matter, but requires a connecting field the-
oretic framework. According to the quark model the proton is at a more fundamental
level composed of quarks and gluons, so one can look at the underlying partonic process
and compute this in perturbation theory - an approach justified if the high energy photon
encounters an asymptotically free parton. This situation is depicted in Fig.1.2. Natu-
rally, one now asks in which way this result is related to the (experimentally measurable)
nucleon structure functions. From now on only the structure function F2 will be treated
explicitly, since this will be the function of interest in later chapters and in any case
sufficiently illustrates the concepts involved.
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e− (l) e− (l′)
γ∗ (q)
P (p)
k + q
k
Figure 1.2: Deep inelastic scattering of an electron off a quark carrying a fraction k = ξp
of its parent proton’s momentum.
Zooming in on the photon-quark vertex of Fig.1.2 one can work out at lowest, i.e.
zeroth order in the strong coupling, the structure functions for a free quark of charge eq.
This gives the result
F
(q,0)
2
(
x,Q2
)
= e2q δ (1− x) . (1.4)
The superscripts on this function indicate that it is a lowest order partonic quantity. The
parton model allows to relate it to its hadronic counterpart as
F
(P,0)
2 (x) =
∑
i
1∫
0
dξF
(i,0)
2
(
x
ξ
)
φi/P (ξ) , (1.5)
where the lowest order distributions φi/P (ξ) of parton i (for a quark i = q or gluon i = g)
in the proton have been introduced. Combining equations (1.4) and (1.5) gives
F
(P,0)
2 (x) =
∑
q
e2qxφ
(0)
q/P (x) , (1.6)
expressing the intuitive idea that at lowest order the constituent quarks, weighted accord-
ing to their charge and probability distributions, simply contribute incoherently to overall
hadronic observables. Since gluons do not carry electric charge, the electromagnetic cur-
rent does not couple to them directly. Note also that the mass shell conditions for the
initial and final state partons of momenta p and k + q, respectively, lead to ξ = x and
thus at lowest order allow the interpretation of the Bjorken variable as a measure of the
momentum fraction of the proton carried into the hard scattering by the quark.
1.3 DIS at next-to-leading order
Is the rather simple and intuitive picture of the previous section altered at going to
higher orders in perturbation theory? One expects to encounter the usual ultraviolet
divergences resulting from unconstrained loop momentum integrations. There is no need
to review at this point the framework of renormalization which allows these divergences to
be consistently taken care of. It suffices to recall that they manifest themselves as 1/ poles
in d = 4− 2 dimensions, the regularization scheme to be applied throughout this thesis.
Besides these ultraviolet also soft and collinear singularities are encountered in the absence
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of regulating partonic masses. Such divergences result from internal propagators going on-
shell, because massless partons are of very low energy (they become soft) or because they
split into two collinear particles. To illustrate this consider the subprocess of a massless
quark of momentum p + k radiating a gluon of momentum k. The scattering amplitude
of the overall process with both final state partons on mass shell will be proportional to
1
(p+ k)2
=
1
2pk
=
1
2EqEg (1− cos θ) , (1.7)
where Eq, Eg denote the energies of the quark and gluon, respectively, and θ the angle
subtended by the spatial momenta of the two resultant partons. Clearly, in four dimen-
sions this expression diverges if either the energy of the emitted gluon (soft singularity)
or the angle of emission (collinear or mass singularity) vanish. In dimensional regular-
ization one obtains for these kinematic regions 1/ poles. Of course, nothing prevents a
gluon from being both soft and collinear, a configuration producing double poles in the
regulator.
These features can be illustrated for one-loop free quark DIS [5, 6, 7, 8, 9, 10]. At this
order in the strong coupling the quark can either emit a gluon and later reabsorb it (virtual
correction) or the emitted gluon can be radiated into the final state (real emission). With
the arguments given above in mind, one expects to find divergences in at least some of the
diagrammes to be computed. Cancellations of some of these divergences happen, but not
yet at the level of integrands. They occur instead only after the integration over phase
spaces, since the numbers of final state particles differ for virtual and real diagrammes.
Consider now for simplicity a contraction of the hadronic with the metric tensor. The
virtual corrections to this quantity are given by
αs
π
gµνW (v,1)µν =
αs
π
e2qCF
(
4πµ2
Q2
)
(1− ) Γ (1 + ) Γ
2 (1− )
Γ (1− 2)
(
−2 +
3
2
−1 + 4
)
δ (1− x) ,
(1.8)
with CF = 4/3 the contribution from the quark colour structure. The variable µ denotes
both factorization and renormalization scales throughout this thesis, since the two are
usually kept equal. Although some choice for this auxiliary scales has to be made, physical
observables should in principle not depend on it. The real emission correction reads
αs
π
gµνW (r,1)µν = −
αs
π
e2qCF
(
4πµ2
s
)
(1− ) Γ (1− )
Γ (1− 2)[
−1− 

(
1− x +
(
2x
1− x
)(
1
1− 2
))
+
1− 
2 (1− 2) (1− x) +
2
1− 2
]
.
(1.9)
So far these expressions still contain the anticipated soft, collinear and double poles in the
dimensional regulator. Defining +-distributions [lnn(1− x)/(1− x)]+ via their integrals
against an arbitrary smooth test function f(x) according to
1∫
z
dxf(x)
[
lnn (1− x)
1− x
]
+
=
1∫
z
dx (f(x)− f(1))
(
lnn (1− x)
1− x
)
+ f(1)
lnn+1(z)
n + 1
, (1.10)
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one can expand
(−)−1 (1− x)−1− = −2δ (1− x)− −1
[
1
1− x
]
+
+
[
ln (1− x)
1− x
]
+
+O () . (1.11)
With s = Q2(1− x)/x this effects a cancellation of the double poles and allows the sum
of (1.8) and (1.9) to be written as
αs
π
gµνW (1)µν = −
αs
2π
e2q (1− )
(
4πµ2
Q2
) [
− −1Pqq(x) Γ (1− )
Γ (1− 2)
+CF
((
1 + x2
) [ ln (1− x)
1− x
]
+
− 3
2
[
1
1− x
]
+
−
(
1 + x2
) ln(x)
1− x + 3− x−
(
9
2
+
π2
3
)
δ (1− x)
)]
.
(1.12)
The quark-quark splitting function Pqq(x) occurring in (1.12) is given by
Pqq(x) = CF
(
(1 + x2)
[
1
1− x
]
+
+
3
2
δ(1− x)
)
. (1.13)
It expresses the probability for a quark to emit a parton before entering the hard scat-
tering as a quark carrying a fraction x of the original momentum. In section 3.3 similar
expressions will be derived for gluons.
It should be noted at this point that the double and soft poles (proportional to δ(1−x))
have cancelled but a collinear pole remains in (1.12). It complicates the interpretation of
this result as well as that for the structure function F
(q,1)
2 , which upon computation of
the contraction pµpνW (1)µν can be given as
αs
π
F
(q,1)
2
(
x,Q2
)
=
αs
2π
e2qx
[
− −1
(
4πµ2
Q2
)
Γ (1− )
Γ (1− 2)Pqq(x)
+CF
((
1 + x2
) [ ln (1− x)
1− x
]
+
− 3
2
[
1
1− x
]
+
−
(
1 + x2
) ln(x)
1− x + 3 + 2x−
(
9
2
+
π2
3
)
δ (1− x)
)]
.
(1.14)
Provided the collinear pole can be taken care of, one might still be worried about the
+-distributions in expressions (1.12) and (1.14), which consequently are meaningful only
as integrands, not as stand-alone functions. However, this does not pose any problems,
since partonic quantities are always integrated against some kind of parton distribution
to form hadronic observables. The relation of (1.14) to the corresponding hadronic and
thus empirically accessible quantity is provided by the factorization theorem
F
(h)
2
(
x,Q2
)
=
∑
i
1∫
0
dξC
(i)
2
(
x/ξ,Q2/µ2, αs
(
µ2
))
φi/h
(
ξ, , αs
(
µ2
))
+O
(
m2/Q2
)
.
(1.15)
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The two functions in the convolution (1.15) are of a very different field-theoretic character.
Whereas the perturbative coefficient C2 is characteristic for the particular hard-scattering
process under investigation and should thus be infrared finite as indicated by the absence
of  in its list of arguments, the universal parton distributions φi,h of parton i in hadron
h are not perturbatively calculable and thus have to be fixed by measurement. How-
ever, once determined through some scattering process they can be used to make reliable
predictions for other experiments by folding them with appropriate, calculable, i.e. finite
partonic coefficient functions. Since the factorization theorem is not restricted to par-
tons in hadrons, but could equally well be applied to partons in partons, one requires for
consistency for partons i, j
φi/j
(
ξ, , αs
(
µ2
))
= δijδ(1− x) +O(αs) , (1.16)
which at Born level leads to
C
(i,0)
2
(
x/ξ,Q2/µ2, αs
(
µ2
))
= e2qδ(1− x/ξ) . (1.17)
Chapter 2 will expand on the justification of the factorization theorem. This section
is limited to exploring its role and consequences for DIS. Expanding the factorization
theorem in its version for partons in partons to first order in the strong coupling gives
F
(j)
2
(
x,Q2
)
= e2jδ(1− x) +
αs
π
[∑
i
e2ixφ
(1)
i/j (x, ) + C
(j,1)
2
(
x,Q2/µ2
) ]
+O
(
α2s
)
. (1.18)
To render the coefficient function C2 finite one must absorb at least the collinear divergence
found in (1.14) into the parton distributions by defining
φq/q(x, ) = δ(1− x)− αs
2π
−1Pqq(x) +O(α2s) . (1.19)
But there exists some freedom or arbitrariness at this point in allotting the finite terms,
requiring for consistency a choice of scheme. In the minimal subtraction (MS) scheme as
defined by (1.19) only the pole is absorbed by the parton distributions. In the modified
minimal subtraction (MS) scheme to be applied from now on the same is done with the
finite contributions (γE − 4π)Pqq(x), with γE the Euler constant. The coefficient function
can then be read off from (1.15) and (1.18) as
αs
π
C
(q,1)
2
(
x,Q2
)
=
αs
2π
e2qx
[
ln
(
Q2
µ2
)
Pqq(x) + CF
(
(1 + x2)
[
ln (1− x)
1− x
]
+
− 3
2
[
1
1− x
]
+
−(1 + x2) ln(x)
1− x + 3 + 2x−
(
9
2
+
π2
3
)
δ (1− x)
)]
. (1.20)
In a similar manner different hard partonic scattering processes can be computed.
Hadronic observables are obtained upon convolution of the partonic results with parton
distributions. The latter can formally be expressed as operator matrix elements
φq/h(ξ) = (2π)
−1
∞∫
−∞
dy− exp(−iξp+y−)
1
2
∑
σ
〈h(p, σ) | q¯(0, y−,0⊥)1
2
γ+q(0) | h(p, σ)〉A+=0 (1.21)
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of quark creation and annihilation operators evaluated on the lightcone sandwiched be-
tween hadronic states of momentum p and helicity σ. Lightcone coordinates (x+, x−, x⊥)
with x± = (x0 ± x3)/√2) and x⊥ = (x1, x2) have been introduced here. The subscript
A+ = 0 contains information on the gauge. Expressions like (1.21) cannot be computed
in perturbation theory. The parton distributions are instead fitted to world data by a
number of independent groups and usually made available also in electronic form to be
used as subroutines in numerical evaluations, cf. e.g. [11, 12]. However, if not hadronic
but partonic external states are considered, equation (1.21) is modified to
φq/q(ξ) = (2π)
−1
∞∫
−∞
dy− exp(−iξp+y−)
1
2
∑
σ
〈q(p, σ) | q¯(0, y−,0⊥)1
2
γ+q(0) | q(p, σ)〉A+=0 . (1.22)
The calculation of such an expression is possible and at order αs yields a single  pole
multiplying the splitting function (1.13). A similar calculation will be described in detail
in section 3.3 for the case of (polarized) gluons.
1.4 From problems towards solutions
The concepts of perturbative QCD sketched so far constitute starting points for the core
chapters of this thesis. The first is to be found in equation (1.20) for the next-to-leading
order partonic coefficient function in DIS. After the cancellation of soft and double poles
and the absorption of collinear divergences into non-perturbative parton distributions
there remain +-distributions of the argument (1− x). The divergences proper may have
been taken care of, but their remnants still take the form of distributions rather than
continuous functions. The +-distributions are therefore viewed as originating from an
imperfect cancellation of virtual and real emission contributions. As a slight abuse of
language, the partonic configurations with propagators either exactly or almost on-shell
are often collectively referred to as leading regions. The terms soft and collinear are
used in much the same fashion, with the context preventing confusion. Very close to
partonic threshold, i.e. in the limit x −→ 1 where both the term in the denominator and
the argument of the logarithm become very small, the +-distributions clearly dominate
numerically. At higher orders this picture persists, with every power in the strong coupling
accompanied by two extra powers in the potentially large leading logarithm
αns
[
ln2n−1 (1− x)
1− x
]
+
, (1.23)
and the next-to-leading logarithm
αns
[
ln2n−2 (1− x)
1− x
]
+
. (1.24)
The list can of course be continued down to [1/(1− x)]+. The reliability of perturbation
theory requires that the parameter of expansion be small. For QCD this parameter is
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the strong coupling, with αs  0.1 for most energy regions of interest. But close to
x = 1 one is effectively expanding not in the strong coupling alone but in the combination
given by equations (1.23) and (1.24). The reliability of the perturbative expansion is
thus put at stake. Note that these boundary or threshold regions of partonic phase space
are phenomenologically relevant unlike hadronic phase space edges. There may be for
principal regions (e.g. finite detector sensitivity and angular resolution) no measurements
at hadronic x = 1. But the convolution with parton densities allows the partonic x −→ 1
region to sizably influence hadronic quantities also well away from their phase space
boundaries. To retain control over the theory and confidence in its phenomenological
predictions for such situations it thus seems desirable to assess the numerical importance of
these dominant logarithmic contributions and reorder the perturbation series to reexpand
in a suitably small parameter. It turns out that as a result of certain approximations to
the dynamics and kinematics near partonic threshold this can indeed be accomplished in
the framework of resummation. Such resummation calculations are conveniently carried
out in Laplace or Mellin moments, defined by
f˜(N) =
∞∫
0
dxe−Nxf(x) (1.25)
and
f˜(N) =
1∫
0
dxxN−1f(x) , (1.26)
respectively. A list of moments of +-distributions can be found in appendix A, with
differences between Laplace and Mellin moments being of order 1/N . Characteristically,
threshold limits in x correspond to large N limits in moment space. The leading terms
in the moment space expression resulting from [lnn(1− x)/1− x]+ are given by lnn+1 N ,
often abbreviated Ln+1. The subleading differences between Laplace and Mellin mo-
ments can be neglected close to threshold. Resummation allows the soft gluon effects
1+αs(L
2 +L+ . . .)+α2s(L
4 +L3 + . . .)+O(α3s) to be factored out off the hard scattering
and shown to exponentiate in the form exp(αsL
2 + . . .), where all coefficients of αs except
for the L terms have been suppressed. Albeit of perturbative nature, such exponents
nevertheless contain information about the theory beyond finite orders. Not only does
this formalism provide valuable insights into the near-threshold structure of (just about
perturbative) all-order field theory, the exponent can also be considered as a generating
functional. From this often good estimates for higher order corrections can be generated
via reexpansion, at relatively low computational cost.
The threshold behaviour just described is generic not only to fully inclusive DIS con-
sidered in this introductory chapter. Similar enhancements occur in the semi-inclusive
deep inelastic production of heavy final state quark pairs, and in the Drell-Yan process
(DY), the hadronic production of a final state lepton pair. The major part of this thesis
deals with resummation calculations for these two processes. These calculations rest on
extra factorizations of partonic cross sections, in addition but similar to those expressed
in (1.15). Therefore, chapter 2 reviews these factorization proofs in quite some detail.
Chapter 3 describes how the resummation calculation is carried out for the case of (po-
larized) deep inelastic charm production, a process of much phenomenological interest
since it is employed to measure the polarized gluon density inside the nucleon. The result
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of chapter 3 is utilized in chapter 4 as a generating functional to estimate finite order
corrections so far unknown exactly. These finite order results could be of interest in
particular to experimentalists and phenomenologists investigating polarized photon gluon
fusion near the charm production threshold. But also a numerical evaluation of the full
resummed exponent seems desirable, first results of which are presented in chapter 5. The
resummation calculation for DY in chapter 6 supplies estimates not only for the leading
large logarithms, but extends the formalism to include also constant terms.
In the derivation of partonic coefficient functions infrared divergences cancelled be-
tween virtual and real boson emission contributions, equations (1.8) and (1.9), respec-
tively, with different numbers of final state particles for virtual gluon loops and real gluon
radiation. This cancellation takes place only after phase space integrations have been
performed. For many phenomenological applications it is convenient or even crucial to
compute such phase space integrals not analytically but numerically (for lack of analytical
solutions or to allow for the easy implementation of detector-specific acceptance cuts). In
order to do this the number of final state particles has to be fixed prior to the random
generation of their momenta. But final states with differing numbers of particles produce
intermediate results containing infrared divergences. Clearly, such infinities are neither
easily handled by numerical routines, nor simple to subtract from each other to yield
finite predictions. In order to apply numerical phase space generation techniques beyond
lowest order, methods to avoid intermediate divergences have to be devised. Two such
methods, a dipole subtraction and a phase space slicing method will, with emphasis on
the latter, be presented in chapter 7. The dipole method is for the first time employed to
study heavy final state quarks. In the phase space slicing method, cut-off independence
can be achieved by including correction terms. The numerical performance of the two
methods is then compared both at integrated and differential levels, for the latter with
binning in either transverse momentum or rapidity.
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Chapter 2
Factorization and resummation
The importance of the QCD factorization theorem has been amply emphasized in the pre-
vious chapter. It guarantees the predictability of hadronic cross sections as convolutions
of universal parton distributions with process specific partonic cross sections. The factor-
ization property of hadronic cross sections is under threat by soft gluons which could be
interchanged by the interacting particles or jets of particles long before or long after the
spatiotemporally localized hard scattering. Hence soft gluons must be shown to play no
role in sufficiently inclusive hard scattering processes. The ideas presented here are thus
rather general and constitute the backbone for all the factorization theorems guarantee-
ing the predictive power of QCD. But in the form of an extra partonic refactorization
they also form the basis upon which rest the (threshold) resummation techniques applied
throughout a major part of this thesis. This last fact constitutes the main motivation
for the inclusion of this chapter. The treatment will usually follow examples given in the
literature, some of which play no role in the rest of the thesis. However, it should be clear
that the emphasis here is not on particular processes, but on the general structure of the
arguments.
In view of the length of this chapter a short overview of its structure seems in place.
Section 2.1 shows that leading regions have to satisfy the Landau equations, solutions
to which can conveniently be found employing the method of Coleman and Norton as
explained in section 2.2. The necessary criteria for leading regions are supplemented by
sufficient ones in section 2.3, which deals with infrared power counting. These results are
generalized to all orders in the strong coupling in section 2.4. The factorized expressions
derived from this still display complicated Lorentz index structures, which are simplified
to scalar multiplications in section 2.5. Section 2.6 modifies the arguments leading to
factorization to imply also near threshold, which finally leads to the exponentiation of the
constituent factors in section 2.7.
2.1 Infrared divergences and the Landau equations
The large logarithmic corrections endangering the perturbative expansion of QCD result
from soft and collinear singularities in Feynman diagrammes. Their behaviour must be
controlled to all orders in the strong coupling. To an L-loop Feynman diagramme with
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external momenta ps and loop momenta lr there corresponds a multi-dimensional complex
(indicated by the i) integral
G =
L∏
i=1
∫
ddliN (ki, ps)
I∏
j=1
1
k2j −m2j + i
, (2.1)
where N is some numerator factor. Overall normalization constants are of no importance
in the following discussion and will often be suppressed. The line momenta ki of the I
internal lines are linear combinations of the loop and external momenta. To make more
obvious the singularity structure of (2.1) it is useful to combine all of its denominator into
a single one employing Feynman parameters αi. This manipulations yields
G = (I − 1)!
I∏
j=1
1∫
0
dαjδ(1− α1 − . . .− αI)
L∏
i=1
ddliN (ki, ps)D
−I . (2.2)
Singularities result from the denominator
D =
I∑
j=1
αj
(
k2j (li, ps)−m2
)
+ i (2.3)
going to zero. However, not all zero points of D necessarily produce singularities. By
Cauchy’s theorem the contour of integration can be deformed to stay clear of isolated
singularities in the complex plane. There remains no room to manoeuvre only if D = 0
results from a fixed endpoint of an αj contour or from two almost coalescing poles in
li, one just above and the other below the real axis, respectively, pinching the contour
between them. This leads to the necessary conditions
D = 0,
∂D
∂lµi
= 0 ∀i, µ , (2.4)
for a singular point to be developed by the momentum integrals. These conditions can
be fulfilled in either of two ways. Either D does not depend on αj, i.e. k
2
j −m2 = 0, or
the singular point is at the end of the αj integral and thus cannot be moved, i.e. αj = 0.
The Landau equations [13] summarize this result as
k2j = m
2 or αj = 0∑
j ∈ loop r
αjkjjr = 0
∀j, r
(2.5)
where the incidence matrix
jr =

+1 : kj in same direction as lr
−1 : kj in opposite direction to lr
0 : otherwise
(2.6)
ensures that momenta are added vectorially in the sum over all loop lines.
The Landau equations hold at any order for any diagramme. To give a simple example
without initial state partons, they can be studied for the decay of a virtual photon into
a massless final state quark-antiquark pair as shown at lowest order in Fig. 2.1a. To be
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a)
γ∗ (q)
q (p1)
q¯ (p2)
b)
γ∗ (q)
q (p1)
q¯ (p2)
g (l)
Figure 2.1: a) Decay of a virtual photon into two quarks. b) QCD correction to this
process.
more precise, one should really think of this as a decay to two partonic jets. No observer
could identify exclusively a single parton. It might be accompanied by soft or collinear
gluons, degenerate states leaving identical signatures in a (hypothetical) detector. The
one-loop correction as shown in Fig. 2.1b is proportional to
G =
∫
ddl
1
(l2 + i)
(
(p1 + l)
2 + i
) (
(p2 − l)2 + i
) , (2.7)
or, using Feynman parameters,
G =
∫
ddl
∫ ∏
i
dαi
1
D3 (αi, l, pj)
δ(1− α1 − α2 − α3) , (2.8)
where D =
(
α1l
2 + α2 (p1 + l)
2 + α3 (p2 − l)2 + i
)
. This denominator has to vanish, and
from the derivative condition it follows that
α1l
µ + α2 (p1 + l)
µ − α3 (p2 − l)µ = 0 . (2.9)
To these conditions there exist two collinear solutions, namely
lµ = −zpµ1 , α1z = α2 (1− z) , α3 = 0 , (2.10)
and
lµ = z′pµ2 , α1z
′ = α3 (1− z′) , α2 = 0 ,
as well as one soft solution
lµ = 0, α2/α1 = α3/α1 = 0 .
Double soft and collinear singularities are possible for either z −→ 0 or z′ −→ 0.
2.2 The Coleman-Norton picture
Although solving the Landau equations is not too difficult for the simple case as discussed
in the previous section, it seems desirable to have at hand a general method of finding
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γ∗ (q) γ∗ (q)∆xµl
∆xµp1+l
∆xµp2−l = 0
∆xµl
∆xµp1+l = 0
∆xµp2−l


Figure 2.2: Reduced diagrammes for collinear singularities in the QCD correction to the
decay of a virtual photon into two massless quarks. Note that, by the Landau equation,
the distances travelled are equal for collinear partons, i.e. ∆xµl = ∆x
µ
p1+l
for the first and
∆xµl = ∆x
µ
p2−l for the second configuration.
solutions to more complicated diagrammes. This is offered by the graphical interpretation
of the Landau equations due to Coleman and Norton [14, 5]. They define
∆xµj = αjk
µ
j (2.11)
and interpret the Feynman parameter as the Lorentz invariant ratio
αj =
∆x0j
k0j
. (2.12)
It follows from (2.11) and (2.12) that ∆xµj = ∆x
0
jv
µ
j , with the four-velocity of an on-
shell particle of momentum kµ given by vµj = (1, kj/k
0
j ). In this picture on-shell particles
can be viewed as propagating freely along classical trajectories prescribed by the lines
of the Feynman diagramme. Its vertices interpreted as spacetime points are separated
by distances ∆xµj . The condition in (2.5) on the sum over all propagators making up a
loop is thus expressed in the Coleman-Norton picture as the requirement that physical
distances be independent of which lines are used to compute them, provided the interme-
diate contributions are added vectorially. Since it follows from k2j = m2 that αj = 0, such
off-shell lines are to be contracted to points in the Coleman-Norton analysis. In this way
there corresponds to every singularity a so called reduced diagramme. In such reduced
diagrammes the particle character (quark, gluon) is often suppressed since one is more
interested in the topological features of a particular configuration.
The example of virtual photon decay discussed above can also be used to illustrate
the Coleman-Norton method. The two collinear solutions correspond to the reduced dia-
gramme shown in Fig.2.2, where vertices containing contracted lines have been indicated.
In Fig.2.3, depicting the soft solution, the labelling of lines in the by now familiar process
has been suppressed. Since this already exhausts the list of divergences found algebraically
other reduced diagrammes should be excluded. Two such examples are given in Fig.2.3b
and 2.3c. The first of these graphs is excluded because the two particles created at the
photon vertex cannot rejoin at the second vertex if in between the two they propagate
freely. If they were travelling collinearly in the original photon direction they would have
to be off-shell and thus not possess uncontracted lines, as in the graph they clearly do.
Hence the configuration is unphysical. In the second graph a particle is created at the
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a) b) c)
Figure 2.3: a) Trivial reduced diagramme for soft singularity in the QCD correction to the
decay of a virtual photon into two quarks. b) Reduced diagramme for the same process not
corresponding to allowed physical processes since freely propagating non-collinear particles
cannot rejoin. c) Reduced diagramme disallowed because physical particles cannot follow
spacelike trajectories.
photon vertex and after prescribing a curve returns to the same spacetime point. Since
physical particles cannot follow space-like trajectories this configuration is also excluded.
These observations generalize to higher orders and more complicated diagrammes. In
particular, also for multi-particle, or really multi-jet production all jets have to be created
already at the hard vertex and cannot recombine later.
2.3 Infrared power counting
The Coleman-Norton method described above is very useful in providing necessary con-
ditions for the occurrence of singular regions in Feynman diagrammes. It does not supply
sufficient criteria to decide whether a pinch singular point of the denominator really leads
to a divergence and is not perhaps balanced by a numerator factor, due to e.g. the mea-
sure of integration or a vertex factor. To this end a power counting procedure for pinch
surfaces is needed [5, 15]. Since the task resembles the analysis of ultraviolet divergences
in renormalization it should hardly come as a surprise that the power counting techniques
applied in the two regimes will display similarities. At each point of a pinch surface
the integration variables in (2.2) are divided up in such a way that the coordinates fall
into two disjunct sets, comprising intrinsic and extrinsic variables, respectively. Of these
the integral is singular only in the normal variables, whereas the intrinsic coordinates
serve merely to parameterize the pinch surface. All information on the divergence will be
contained in the homogeneous integral to be introduced below.
The normal variables κj are by no means restricted to be linear in momentum com-
ponents. Their choice depends very much on the nature of the divergence as will become
clear below. To study the integral in the vicinity of the pinch surface it is convenient to
introduce a scaling variable λ according to κj = λ
ajκ′j. Keeping the ratios κj/κ′j fixed,
approach to the surface is controlled by λ → 0. In (2.1) the line momenta now become
functions of λ and κi so that the denominators can be expressed as
1
k2j (κ
′
i, λ)−m2i
.
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They will in general be polynomials in λ. Near the pinch surface only the lowest order
monomial in λ contributes a power of aj from the denominator, so all higher powers can
be, and for the homogeneous integral are, discarded. Also, the li loop integrations are
reexpressed in terms of the new coordinates, but to estimate the degree of divergence only
the normal variables are relevant and kept in the homogeneous integral, contributing bj
powers of λ. Since the numerator depends on ki there could also be an extra factor c from
N
(
κ′j , ps
)
. This construction leads to the homogeneous integral
∫ ∏
j
dκ′j
N
(
κ′j , ps, mj
)
D
(
κ′j, mj
)
λ
∑
j
bj−
∑
j
aj+c
, (2.13)
from which the degree of divergence ns =
∑
j bj −
∑
j aj + c can then be read off as
ns

= 0 : logarithmic divergence
> 0 : finite
< 0 : power divergence .
Again this method is best illustrated by means of the simple photon decay example. To
investigate the collinear singularity (p1 + l)
2 → 0 first fix the quark momenta in lightcone
coordinates as
pµ1 = δ
µ+ Q√
2
, pµ2 = δ
µ− Q√
2
. (2.14)
Since (p2 − l)2 remains finite the three denominators
l2 = 2l+l− − l2⊥
(p1 + l)
2 = 2p+1 l
− + 2l+l− − l2⊥
(p2 − l)2 = −2p−2 l+ + 2l+l− − l2⊥ (2.15)
suggest the choice l−, l2⊥ as normal and l
+ as well as the azimuthal angle φ as intrinsic
coordinates. Hence scaling l− = λl′− and l2t = λl
′2
⊥ the denominators exhibit proportion-
alities
l2 ∼ λ, (p1 + l)2 ∼ λ, (p1 − l)2 ∼ λ0 = 1 . (2.16)
Together with the volume element ddl = dl+dl−d |lt| |lt|d−3 dΩ ∼ λ d2 one counts in four
dimensions a logarithmic divergence G ∼ λ d−42 or, equivalently, ns = 0. The treatment of
the soft divergence is even simpler. Here the choice lµ = λl′µ yields
l2 ∼ λ2, (p1 + l)2 ∼ λ, (p1 − l)2 ∼ λ . (2.17)
Together with the volume element ddl ∼ λd this leads to again a logarithmic divergence
ns = 0.
2.4 All-order analysis of soft and collinear regions
The power counting techniques introduced in the previous section can also be applied
at higher orders and to an arbitrary number of jets [16]. This involves some careful
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bookkeeping of powers of the scaling variable λ as contributed by propagators, vertices
and measures of integration. From such an analysis conclusions can be drawn e.g. about
the type (scalar, fermionic, vector) of soft particles attaching to the jets. Many restrictions
on the allowed topology of reduced diagrammes are already derived from the Coleman-
Norton picture. As mentioned at the end of section 2.2 it can be applied in all-order
analyses not only of the photon decay example but also to other processes, involving e.g.
initial state hadrons. It was argued in reference to Fig. 2.3b that two jets created at the
hard photon vertex cannot rejoin later. This statement holds process-independently, i.e.
in particular for an arbitrary number of jets J , and at all orders in perturbation theory.
Hence any final state jet must be formed already at the hard vertex H . Such a hard
vertex could result from the contraction of a complicated diagramme consisting only of
off-shell lines. Inside jets massless particles can split and recombine. Also, the jets can
interact, but only through the exchange of soft lines collectively denoted by S. Although
the generalization of the power counting procedure to arbitrary orders will in this section
be illustrated by means of again virtual photon decay, it should become clear that the
arguments supplied are general enough to apply also to other processes.
Besides the generalization of power counting to more than two jets, also the concept
of cut diagrammes can conveniently be introduced at this point. In the description of
scattering processes as considered in this work, and indeed quite in general in quantum
field theory, physical observables depend not on individual amplitudes G, but rather on
the product
∑
i Gi
∑
j G
∗
j of some diagramme (or sum of diagrammes) and its complex
conjugate. A cut diagramme provides first of all a graphical visualization of this algebraic
manipulation. It contains besides the diagramme proper also a complex conjugate (not
necessarily a mirror image of the first, but certainly with the same final state), and a
final state cut separating the two. Thus a cut diagramme could, but does not have to
be the square of an uncut graph. An example is provided by Fig. 2.4, according to the
Coleman-Norton picture the most general allowed reduced cut diagramme for the decay
of a virtual photon to n jets, where the soft function S, the jets J1, J2 up to Jn, as well
as the hard scattering function H and its complex conjugate H∗ have been represented
graphically. Both the jets and the soft function extend across the final state cut, seemingly
blurring the distinction between contributions to the amplitude on the one hand and its
complex conjugate on the other. Of course, such worries pertain only to cut diagrammes
as general as Fig. 2.4 which, illustrating a particular set of kinematic configurations,
depicts no details internal to the functions Ji and S. Given any element of this set, i.e.
any individual cut diagramme with all on-shell jet and soft lines drawn in, the assignment
of its subdiagrammes to either G or G∗ is uniquely defined by the final state cut. Shifting
only the final state cut (and thus reallocating vertices from G to G∗ and/or vice versa)
but otherwise leaving the topology of the diagramme unaltered allows one to sift through
the contributions to a particular physical process in a specific way. 1 This powerful
bookkeeping strategy can be employed in field theoretic unitarity proofs and will play a
key role in the discussion of factorization as presented here.
Note that to avoid graphical clutter in Fig. 2.4 the (longitudinal) couplings of collinear
gluons to the hard function has been exemplified for the top and bottom jets only, although
1A graphical representation of this method will be given in Fig. 2.7b of section 2.5. The cut graphs
there look less symmetrical than Fig. 2.4 and are therefore perhaps more illustrative of the general
concept.
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final state cut
J1
J2
Jn−1
Jn
H H∗S
Figure 2.4: Most general allowed reduced cut diagramme for the decay of a virtual photon
into n jets; single gluons stand for multiple attachments.
these are in no way distinct from the others. For the same reason, single soft gluons
symbolize multiple attachments. As a matter of fact, in Feynman gauge ∂ ·A = 0 collinear
gluons couple to the hard function only with their longitudinal degrees of freedom, as
indicated by the arrows in Fig.2.4, and are even completely absent in the axial gauge
n · A = 0. These results follow from power counting arguments applied to the gluon
propagators vertices [16, 5].
In section 2.3 the degree of divergence ns was introduced and shown to equal zero for
the one-loop two-jets case. The generalization of this result to an arbitrary number of
jets at all-orders is again based on power counting the contributions of soft and collinear
vertices, propagators, integration measures and numerator factors. In the notation of [16]
one finds
ns ≥
(
4L(s) + 2L(j) +K
)
− (2S + J) +N , (2.18)
where L(s) and L(j) denote the number of soft and jet loops, respectively, K counts the
number of jets, J and S are the numbers of finite- and zero-momentum lines and N
contains all numerator contributions. 2 This result can be expressed making explicit the
contributions from individual jets and soft line attachments to these. Required in this
derivation is the topological Euler identity
l = j − v + 1 , (2.19)
relating the number of internal loops l of a jet to its numbers of lines and vertices, j and
v, respectively. Clearly, as they rely only on the QCD Feynman rules and topological
features shared by arbitrary graphs, the arguments employed here are not limited to the
particular example considered.
Furthermore, one needs some combinatorial relations between the different types of
vertices in a jet and the lines emanating from it. The reasoning in [16] allows besides soft
vector also soft scalar particles, and is in this sense even more general than required here.
2Jet loops contain exclusively collinear lines, soft loops contain at least one soft line.
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Finally, a lower bound on the contribution from the numerator is provided by a careful
examination of the two-fermion-vector coupling (/p + /k)γµ/p, which contributes at least a
power of λ1/2. After some algebra this leads to
ns ≥ 1
2
K∑
i=1
∑
α≥4
(α− 4)xi,α +
∑
β≥4
(β − 4) yi,β + γi + δi − 2

+
1
2
K∑
i=1
[
b
(0)
i +
(
b
(1)
i − z(1)i
)]
+
1
2
f . (2.20)
Here xi,α stands for the number of soft vertices in jet i with α jet lines and no soft lines
attached; yi,β denotes the number of soft vertices with β jet lines and in addition one
or more soft lines attached. Furthermore, γi and δi are the numbers of jet lines of jet i
attached to the left and right hand hard vertices, respectively. Moreover, b
(0)
i , b
(1)
i , and
f refer to soft scalar, vector, and fermion lines attached to jet lines. It should be noted
that a soft scalar, vector or fermion line is counted double if at both its ends it attaches
to jet lines. Finally, z
(1)
i stands for the number of soft vector lines emitted by jet lines of
jet i at three-point vertices.
After the somewhat lengthy nomenclature of the previous paragraph the physics im-
plications of (2.20) can be discussed. First of all, one can at worst have logarithmic
divergences, ns ≥ 0. The bound is saturated at
b
(1)
i = z
(1)
i , b
(0)
i = f = 0 , γi = δi = 1 , ∀α > 4 : xi,α = yi,α = 0 . (2.21)
This means that in leading regions the jets and the soft function are connected not by
soft fermions, but only by soft vector particles. These emerge from the jets exclusively
at three-point vertices. Note that this does not exclude soft fermions internal to the soft
function. There are no direct connections of the soft and the hard functions (cf. Fig.2.4);
not an unexpected result since by construction the hard function contains only off-shell
lines, coupling to which would increase the number of internal off-shell propagators by one
and thus render the diagramme sub-leading. All jets must be created at the hard vertex
(or otherwise be present already in the initial state), a conclusion which had been reached
already in section 2.2 on the basis of the Coleman-Norton analysis alone. Finally, there
are no vertices in the jets with more than four jet lines attached. Such non-fundamental
vertices could be introduced upon contracting off-shell lines to points in passing from the
original to the reduced diagramme.
It has thus been possible to represent a general leading region in the form of a re-
duced diagramme involving soft and jet functions and to derive severe restrictions on the
diagrammatic topology. However, in their couplings the different functions still exhibit a
complicated index structure of the form
Jµ1...µl1 J
ν1...νm
2 · · ·Jρ1...ρni Sµ1...µlν1...νmρ1...ρn , (2.22)
where arguments, integrations, colours and spin sums etc. have been suppressed. For
sufficiently inclusive cross sections this can in fact be reduced to a simple scalar multipli-
cation. Only then can one fully exploit the universality of the theory in inclusive processes
and almost as a by-product achieve resummation through a separate exponentiation of
jets and soft functions, e.g. near production thresholds. This, at points rather technical,
programme will be sketched in the next section.
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Figure 2.5: Application of the non-abelian Ward identities in showing that a single longi-
tudinal collinear gluon decouples from the hard function.
2.5 Simplification of the Lorentz structure
So far the couplings of the constituent hard, soft and jet functions even for leading regions
still depend on the full Lorentz structure of the collinear and soft gluons attached, as well
as on spin and colour sums. In this section it will be sketched how to achieve the desired
full factorization covering also initial state hadrons (i.e. for a class of processes even more
general than depicted in Fig.2.4, where the initial state consisted of a virtual photon
only) as presented in [17, 18, 15], and reiterated recently in [19]. Although the following
discussion focusses on inclusive scattering, the arguments can later be modified slightly
to apply also near (partonic) production thresholds.
The decoupling of the soft function from the hard part follows already from equations
(2.20) and (2.21). Shortly, collinear gluons will be shown to also decouple from H . This
will be followed by a section on time-ordered perturbation theory and unitarity. These
tools will feature prominently in the final step towards full factorization, the decoupling
of soft gluons from jets.
2.5.1 Decoupling of J from H
It has been remarked in section 2.4 that the coupling of the jets to the hard function
depends on the gauge chosen. In the axial gauge only one parton connects each Ji to H ,
but in Feynman gauge it is accompanied by longitudinal collinear gluons. Clearly, one
would like to retain the freedom of gauge choice, in particular in view of the practical
prevalence of the Feynman gauge. This requires proving that longitudinal gluons decouple
from the hard part. The proof proceeds through an application of the non-abelian QCD
Ward identities to carefully defined sets of diagrammes. It will be illustrated for a single
gluon and the generalization to all-orders briefly sketched.
Consider the coupling of a single collinear gluon to the hard function as shown in
Fig.2.5a, where the quark has been chosen to move in the + direction. By the non-
abelian Ward identities (cf. for instance [20, 21, 5, 6]), the sum over all attachments of
the longitudinal gluon must vanish. But the only other attachment possible is depicted in
Fig. 2.5b, hence this graph must equal the negative of the first. Now applying the usual
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k
Figure 2.6: Feynman rules for eikonal lines in the uµ direction and their vertices, for both
left and right of the final state cut.
Feynman rules to Fig.2.5b yields
gH
/p+ /q
(p+ q)2
γα u (p) β (q) gαβ ,
where the gluon is longitudinally polarized, β = (+, 0−, 0⊥). Now multiply and divide
by q+ to find
gH
/p + /q
(p+ q)2
γ− u (p) +
q+
q+
= gH
/p+ /q
(p+ q)2
/q u (p)
 · v
q · v ,
where the vector vα = (0+, 1−, 0⊥) points in the direction opposite to the quark momen-
tum. The replacement /q = /p+ /q− /p allows a further simplification, since by the massless
Dirac equation /pu(p) = 0, upon which one obtains
gH u (p)
 · v
q · v . (2.23)
But this corresponds to Fig.2.5c if one applies the eikonal Feynman rules as summarized
in Fig.2.6. Note the extra minus sign in Fig.2.5c due to the gluon momentum flowing
opposite to the eikonal arrow as opposed to the definition in Fig.2.6.
At higher orders, i.e. with two or more soft gluons attaching, the number of diagrammes
in the Ward identity increases considerably. However, the same algebraic techniques are
applicable, and a pattern emerges which to all orders can be compactly summarized [22,
18, 15] as a Wilson line
1 + P
∞∑
n=1
n∏
i=1
∫ d4qi
(2π)4
gu · A˜ (qµi )
1
u ·∑ij=1 qj + i = Pexp
ig ∞∫
0
dλu · A (λuµ)
 , (2.24)
an exponential of integrals over the Lie-algebra valued gluon, multiplying the freely prop-
agating quark. The non-abelian gauge group requires a path-ordering P with respect to
group multiplication, with lower values of η ordered to the right. Graphically, possibly
many collinear gluons are usually represented by just one attachment to the jet as in
Fig.2.11 at the end of this section.
2.5.2 Time-ordered perturbation theory and unitarity
The decoupling of the soft function from the jets will rely heavily on the use of time-ordered
(or light-cone-ordered) perturbation theory and summations over sets of cut diagrammes.
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Figure 2.7: Cut diagrammes illustrating the unitarity arguments, a) General case b)
Concrete example with its three possible final state cuts (the numbering of the internal
lines corresponds to the notation in (2.27) and (2.28)).
The physics concepts are all too easily lost amid digressions necessary to explain the tools
required for the proof. It therefore seems justified to introduce them in a separate section.
For more details consult [5].
Time-ordered perturbation theory (TOPT), sometimes also called old-fashioned per-
turbation theory, can be derived from the usual Feynman integrals by integrating over the
energy components of internal loop momenta. These integrations set the lines internal to
the considered diagramme on shell. In this respect, TOPT is closer to the version of per-
turbation theory familiar from ordinary quantum mechanics. It thus makes explicit the
transitions of the system through unperturbed intermediate states. Propagators depend
on on-shell energies, but intermediate states do not have to respect energy conservation.
The price to be paid for this is the introduction of a sum over time-orderings and the loss
of Lorentz covariance at the level of the individual time-ordering (although covariance
is restored upon summation). Instead of repeating the derivation of time-ordered from
the usual perturbation theory as presented e.g. in [5], it should suffice here to show its
application in unitarity proofs by means of an explicit example.
Consider some diagramme G as shown in Fig. 2.7a, with left and right parts Lγ and
Rγ, respectively, whose dependence on the location of the final state cut is reflected in
the subscript. The external momenta are denoted collectively by ki and pi. In TOPT one
needs to sum over all time-orderings. Given a particular time-ordering τ , one can still
cut G in various ways consistent with τ , effecting an allocation of the lines in G to Lγ ,
Rγ, or the final state. Intermediate states contribute propagators whose imaginary parts
depend on whether they form part of Lγ or Rγ . Lines crossing the final state cut supply
no propagators but final state delta functions in energy, which are reexpressed according
to the delta function identity
−2πiδ (x) = 1
x+ i
− 1
x− i . (2.25)
Taking the sum over all cuts then yields∑
γ
Gγ =
∑
τ∈G
∫ ∏
a∈G
d3qa
(2π)3
∏
b∈G
NG
2ωb
∑
γ∈τ
∏
s∈Rγ
1
Es − ∑
c∈s
ωc − i
(−i)
 1
Eγ − ∑
m∈γ
ωm − i −
1
Eγ − ∑
m∈γ
ωm + i

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∏
s∈Lγ
1
Es − ∑
c∈s
ωc + i
. (2.26)
Here a counts the internal loops of the diagramme G and b are its internal lines. The
notation γ ∈ τ refers to all cuts consistent with the time-ordering τ . Intermediate states
s are either part of the left or the right hand parts of the diagramme and themselves
composed in turn of possibly many lines; ωc denotes the on-shell energy of line c. NG is
some numerator factor depending on external and loop momenta, but will play no central
role in the argument to follow.
For any fixed time-order τ the contributions of the different possible cuts to (2.26)
cancel pairwise at the integrand level, except for γ at either the extreme right or left. One
can see this happening in the concrete example of Fig.2.7b. Suppressing overall factors
and integrations the three possible cuts contribute denominators
γ1 :
(
1
E − ω1 − ω2 − i −
1
E − ω1 − ω2 + i
)
1
ω2 − ω3 − ω4 + i
1
ω1 + ω3 − ω5 + i
γ2 :
1
E − ω2 − ω1 − i
(
1
ω2 − ω3 − ω4 − i −
1
ω2 − ω3 − ω4 + i
)
1
ω1 + ω3 − ω5 + i
γ3 :
1
E − ω2 − ω1 − i
1
ω2 − ω3 − ω4 − i
(
1
ω1 + ω3 − ω5 − i −
1
ω1 + ω3 − ω5 + i
)
.
(2.27)
Adding all these leads to mutual cancellations and leaves only the difference of
1
E − ω2 − ω1 − i
1
ω2 − ω3 − ω4 − i
1
ω1 + ω3 − ω5 − i (2.28)
and its complex conjugate. This observation generalizes and the only terms left in (2.26)
are
∑
γ
Gγ = i
∑
τ∈G
∫ ∏
a∈G
d3qa
(2π)3
∏
b∈G
NG
2ωb∏
s∈G
1
Es − ∑
c∈s
ωc + i
− ∏
s∈G
1
Es − ∑
c∈s
ωc − i
 . (2.29)
This result can compactly be expressed as∑
γ
Gγ = 2 Im G , (2.30)
and visualized diagrammatically as in Fig.2.8. Since G constitutes a contribution to the
transition amplitude T , (2.30) is equivalent to i
(
T − T †
)
= −T †T and implies S†S = I
for the perturbative S-matrix S = I + iT . 3 In this way TOPT and sums over cut
diagrammes can be employed to prove unitarity of the field theory under consideration.
The methods just described will now be applied in only slightly modified form (light-cone-
instead of time-ordered perturbation theory) to achieve the decoupling of the soft function
from the jets.
3The S-matrix will not feature again in the following sections, so no confusion with the soft function
otherwise denoted by S can occur.
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−i∑
γ
γ
= G − G∗
Figure 2.8: Illustration of the identity in (2.30).
2.5.3 Decoupling of S from J
The decoupling of the soft function from the jets [17, 18] constitutes the last, and most
difficult, step towards the proof of full factorization of hadronic cross sections. One first
shows that the jet function depends only on the q−l -components of the soft momenta.
This implies that the soft gluons become longitudinal and their coupling to the jets can
consequently be simplified employing the Ward identities, a method very similar to that
applied in the decoupling of collinear gluons from the hard part.
To begin, choose the jet to be moving in the +-direction. Since the jet carries energy
of the order of the large invariant characterizing the process, clearly q+l can be neglected
with respect to the +-components of the collinear particles in the jet. It thus remains
to be shown that q⊥l can be neglected relative to q
−
l . Typically, this is the case and
the decoupling follows almost immediately, but there are exceptions. In their initial
definitions, internal loop integrations over −-components of momenta can pass through
regions where q−l  0, and thus q−l  q⊥l , so that q⊥l cannot be neglected with respect
to q−l . Such regions are referred to as either Coulomb or, more frequently, as Glauber
regions [23, 18]. However, as complex integrations, the q−l contours can be deformed
away from the origin without affecting the result, provided no singularities obstruct this
manipulation. Indeed, in the absence of initial state hadrons such obstructions do not
exist since all poles lie in the same q−l half plane. However, because in later sections and
chapters processes with initial state hadrons will be considered, it seems worthwhile to
discuss the more general case at this point.
Consider thus an initial state hadron of momentum PA. Most of its +-momentum,
in fact precisely the fraction xA, is carried into the hard scattering by some parton of
momentum kA, whereas another parton splits off with l
+
A = (1− xA)PA and escapes into
the final (partonic) state. 4 Such partons are commonly referred to as spectators. If soft
gluon momenta attach to such spectator lines and flow into the hard interaction from
there as shown in the simple example of Fig.2.9 they contribute to the amplitude q−
integrals of the form
G ∼
∫
dq−
1
2q+q− − q2⊥ + i
1
2xAP
+
A
(
k−A + q−
)
− ξ + i
1
2 (1− xA)P+A
(
l−A − q−
)
− ξ + i
.
(2.31)
Here kA is the momentum flowing into the hard interaction, with k
+
A = xAPA. The
q−-contour is thus pinched between the poles
q−1 = −k−A +
ξ
2xAP
+
A
− i
2xAP
+
A
, q−2 = l
−
A −
ξ
2 (1− xA)P+A
+
i
2 (1− xA)P+A
. (2.32)
4As any parton crossing the final state cut of the partonic diagramme it will later undergo hadroniza-
tion.
2.5. SIMPLIFICATION OF THE LORENTZ STRUCTURE 37
lA − q lA
kA + q
q
H
Figure 2.9: Gluon coupling to a spectator line in a (rather simple) jet; this configuration
leads to a pinch of the q−-contour.
q1
k
q2 q4
k
q3
I I ′∗F
γA
Figure 2.10: A jet in x+ ordered perturbation theory subdivided into initial and final
state contributions I and F , respectively. Soft momenta q−j flow into the jet from the
soft function. The subscripts on the qj in the graphs are supposed to denote an ordering
rather than a limitation to exactly four attachments.
The two solutions are close together since they differ only by small components of kA and
lA. Also, ξ is of the same order as k
2
⊥.
This observation generalizes to higher orders; the poles due to spectator attachments
prevent one from deforming the q−l -contours into the upper half planes away from the
dangerous Glauber regions, into regions where the q⊥ components could be safely neglected
with respect to q+, q−. However, it turns out that all such poles cancel upon summing
over final state cuts of the jet, thus allowing the desired deformation. To achieve this
result, one first splits the rest of the diagramme from the jet and carries out all x+
loop integrations for the jet only. This procedure differs from the derivation of time-
ordered perturbation theory only in the choice of space-time coordinates (x+ instead of
t = x0). Consequently, this light-cone perturbation theory (LCPT) leads to results very
similar to those of the previous section, albeit with energy replaced by minus components
of momenta in propagators. LCPT introduces not a time- but a light-cone-ordering of
vertices. Since the hard interaction involves exclusively large +-momenta, its location on
the light-cone is precisely determined. 5 It can therefore serve as a reference point with soft
gluons attaching either before or after the hard interaction as measured in light-cone time,
justifying the separation into initial and final state attachments I and F , respectively,
as shown graphically in Fig. 2.10. In Fig.2.10 the four soft gluons connecting to the jet
each signify multiple attachments. Note also that according to the results of previous
sections the factorization of collinear gluons from the hard function and their absorption
by eikonal lines have been indicated for both the amplitude and its complex conjugate.
5Just as short wavelengths can resolve small spatiotemporal scales.
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The observations justifying Fig.2.10 can be expressed algebraically as
J
(γA)
A =
∑
T
I ′∗T ⊗ F (γA)T ⊗ IT , (2.33)
where the tensor product ⊗ serves to abbreviate vector indices and internal loop momen-
tum integrals. The sum is over x+-orderings T . The imaginary parts resulting from the
i prescriptions in final state gluon attachments as well as the contributions to the mass-
shell delta functions depend on the location of the cut γA, indicated by the superscripts
on F
(γA)
T and J
(γA)
A . In constructing the cross section all such cuts need to be summed
over according to
N∑
γA=1
 N∏
n=γA+1
1
−k−A −Dn − i
2πδ
(
−k−A −DγA
) γA−1∏
n=1
1
−k−A −Dn + i
 . (2.34)
Here the possible locations of the cut as well as the intermediate states are numbered from
left to right. Any state left or right of the cut contributes a denominator with imaginary
part as indicated. The Dn and DγA are functions of the soft momenta. The sum over cuts
is unweighted as in (2.34) provided the rest of the diagramme is independent of whether
a particular soft gluon attaches to the jet before or after the cut. This independence can
be proven for the general case applying x−-ordered perturbation theory [18]. An explicit
and instructive low order example is presented in [19].
Similar to the unitarity arguments of the previous section, carrying out the sum in
(2.34) gives
i
N∏
n=1
1
−k−A −Dn + i
− i
N∏
n=1
1
−k−A −Dn − i
. (2.35)
This result constitutes the integrand for (2π)−1
∫
dk−A . If there are no soft gluon attach-
ments at all to F only a single term each remains of the two products in (2.35). The two
remaining terms can be combined and integrate to 1. If, on the other hand, there is at
least one soft gluon attaching to F , then N > 1 and (2.35) can be shown to integrate to
zero by closing the contour at infinity and avoiding the poles. All soft final state inter-
actions thus cancel after summing over cuts. The q−l -contours are unpinched and can be
deformed into the upper half plane away from the Glauber region. Along the deformed
contours the q⊥l are negligible. After deleting these terms the contours can be returned
to their original positions.
Hence the soft gluons coupling S to J have become longitudinal. To decouple them
one can now utilize the Ward identities, as in the decoupling of collinear gluons from H .
The soft function is then seen to couple to eikonal lines moving in the jet direction. In
Fig.2.11 this is shown along with two hadronic jets and a hard scattering function. Note
that due to the complete factorization from the rest of the diagramme, the sum over final
state cuts can be carried out independently for the soft function. Applying once again
the unitarity arguments introduced in the previous section one can now show [24] that
for inclusive scattering S = 1. This concludes the proof of factorization for inclusive
processes. Observables can thus be expressed in the form
σ˜ (N) = H˜ (N) J˜A (N) J˜B (N) (2.36)
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in moment space or, equivalently, as convolutions
σ (xA, xB) =
1∫
0
dξA
ξA
dξB
ξB
H (xA/ξA, xB/ξB) JA (ξA)JB (ξB) (2.37)
in momentum space, where all arguments except the Bjorken variables have been sup-
pressed. Note the generality of this result; the jets JA and JB could be either of the
two parton distributions φi/j or φi/H familiar from chapter 1. No soft, long-wavelength
gluons upset the separation into short distance (partonic) hard scattering and jet func-
tions (absorbing non-perturbative effects); this provides the field-theoretic justifications
for equations like (1.15). In this sense Fig.2.11 summarizes in graphical form the ultimate
result of this section, namely the full factorization of both collinear and soft gluons, al-
lowing even initial state hadronic particles. Concrete examples for such initial state jets
are provided by the matrix elements introduced in (1.21) and (1.22) for quarks in hadrons
and quarks in quarks, respectively.
H
JB
JA
S
Figure 2.11: General leading region for hadron-hadron scattering after complete factor-
ization of collinear and soft gluons.
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2.6 Factorization near threshold
The discussion of factorization theorems up to this point has focussed on inclusive pro-
cesses [25]. Its aim has been to provide a solid basis for expressing hadronic scattering
cross sections (and related quantities such as structure functions) as convolutions of the
corresponding partonic quantities with (non-perturbative) parton distributions. The im-
portance of these results cannot be overstated, since they constitute (tacit) presupposi-
tions for most experimental or phenomenological investigations of observables in hadronic
collisions. Besides, many of the arguments presented can also be applied in only slightly
modified form to achieve in certain regions of phase space re-factorizations of partonic
cross sections, which in turn allows resummation calculations. The aim of the latter
is to control large logarithmic terms of the type introduced at the end of section 1 in
(1.23) and (1.24), and even some of the constants occurring in partonic cross sections. All
these finite but potentially large terms are still present in the partonic hard function after
the factorization as expressed in (2.36) and (2.37). In the factorization near production
thresholds new parton distributions ψ different from the φ densities will play a key role.
Since near threshold the overall energy of the partonic process is severely restricted, in ψ
partonic energies instead of light-cone momenta will be fixed. In section 3.3 an explicit
example for the computation of both a φ and a ψ density will be given, but already at
this point it should be clear that this fixing of a different momentum component does
not affect the decoupling of the jets from the hard scattering function as presented in
section 2.5. However, the energy restrictions on S could upset the decoupling of the soft
function from the jets. Recall that this result followed only upon taking an unweighted
sum over radiated soft gluons. In contrast to this, final states are not freely summed over
now, since the energy condition restricts also the +-momenta in the leading region. But
any extra terms resulting from this incomplete cancellation of final state interactions can
be absorbed into the soft function. This will be reflected by the presence of soft gluon
interactions with final state particles in the concrete examples to be computed in section
3.4. The soft function is no longer unity but still infrared finite (collinear divergences have
been absorbed by the jets) and contains only single logarithms. The absence of double
logarithms follows from arguments identical to those for the complete cancellation of S in
the inclusive case, for such collinear and soft configurations would require an even softer
scale, integration over which is unrestricted by the threshold condition. As in Fig.2.11 the
soft function thus decouples from the rest of the diagramme, but unlike in the inclusive
case not all positions of the final state cut contribute with the same weight.
2.7 Exponentiation and resummation
This section constitutes the last step in the derivation of resummation [26, 27, 28, 29, 30,
31, 32, 33, 34, 35, 36]. It is even more sketchy than previous sections where factorization
proofs for QCD cross sections have been discussed and particularized to kinematic regions
dominated by soft radiation. The large higher order corrections resulting from this are
completely accounted for by soft and jet functions. These ingredient factors of the partonic
refactorization can now all be shown to exponentiate. Whereas the soft functions S are
particular to the partonic process under consideration, the partonic jets ψ are universal in
the sense that they only depend on the types of partons involved (in this sections always
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assumed to be quarks, so the subscripts q/q can be suppressed on ψq/q and φq/q), but not
on the final state produced in the hard scattering. It is therefore sufficient to derive the
exponentiated forms of the latter in whichever process lends itself best to this purpose.
For reasons of simplicity the DY process has become the standard choice and will also be
considered in the present treatment. Near threshold, i.e. for large N (cf. the discussions
of (1.25) and (1.26) in section 1.4), its moment space unsubtracted cross section factorizes
according to
σ˜ (N) = ψ˜ (N) ψ˜ (N) U˜ (N)HDY (N) +O (1/N) , (2.38)
with two initial state quarks jets ψ and a soft function, for historical reasons denoted U . ψ
contains double and single, but U has only single threshold logarithms and is furthermore
free of collinear divergences. Functions of the type U and ψ will be computed explicitly
in chapter 3. To render (2.38) finite collinear singularities have to be factorized according
to
σ˜fin (N) = σ˜ (N) /φ˜
2 (N) . (2.39)
Rewriting the mass shell delta function for the DY pair near threshold[26] ensures that
all factors contribute with the correct weight in
σ
(
z,Q2
)
= HDY
(
Q2
) ∫ dξ1
ξ1
dξ2
ξ2
ψ (ξ1, Q)ψ (ξ2, Q)
∫ dw
w
U (wQ) δ (z − (1− w) ξ1ξ2)
+O
(
(1− z)0
)
, (2.40)
the moment space counterpart of equation (2.38). In (2.40) leading terms due to soft
radiation are generated by the lower limit on the w integration and by the upper limits
on ξ1, ξ2.
Since, as remarked earlier, U has only single logarithmic enhancements near threshold,
its exponentiation follows quite simply from renormalization group techniques. The soft
function depends on the renormalization scale µ directly and through the running coupling
αs. Under scale variations it behaves as
µ
d
dµ
U˜
(
Q
Nµ
, αs (µ)
)
= −ν (αs (µ)) U˜
(
Q
Nµ
, αs (µ)
)
, (2.41)
with ν the anomalous dimension of the composite operator to be introduced in (2.45). The
exclusive dependence on the ratio Q/N indicates that U˜ depends only on soft kinematic
scales. Solving (2.41) gives
U˜
(
Q
Nµ
, αs (µ)
)
= U˜
(
Q
µ
, αs (µ)
)
exp
 µ/N∫
µ
dλ
λ
ν (αs (λ))
 , (2.42)
with all N -dependence exponentiating. The exponent can also be expressed via momen-
tum space as
U˜
(
Q
Nµ
, αs (µ)
)
= U˜
(
Q
µ
, αs (µ)
)
exp
 1∫
0
dz
zN−1 − 1
1− z ν
(
αs
(
(1− z)2 Q2
)) . (2.43)
The anomalous dimension is process-dependent, and Q may in other processes be replaced
by a different characteristic hard energy scale, e.g. by the mass of the charm quark in open
charm production to be discussed in the next sections.
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Since ψ contains collinear divergences (to be absorbed by φ as shown in (2.39)) and
double logarithms (requiring typically something like not one but two scale integrals)
its exponentiation is a little more involved. However, for the DY process there exist
exponentiation proofs for the complete cross section near threshold [26, 37]. The moments
of the eikonal DY cross section exponentiate at the level of integrands [22, 38, 39], with
exponents consisting of webs, selections of cut diagrams under criteria defined by graphical
topology (irreducibility under cuts of the eikonal lines) and with possibly modified colour
weights. Each web is a cut diagram, and can be integrated over the momentum k that it
contributes to the final state. The definition of eikonal cross sections requires the concept
of Wilson lines, which first occurred in (2.24). The Wilson lines
Φ
(f)
β (λ2, λ1;X) = P exp
(
−ig
∫ λ2
λ1
dη β·A(f)(ηβ +X)
)
. (2.44)
required here are again exponentials of integrals over the Lie-algebra valued gluon field,
but now over a finite line segment along direction βµ and passing through spacetime
point X. The gauge field is a matrix in the representation of parton f . Such Wilson lines
summarize the coupling of soft gluons to a single parton, or an entire jet [15, 24, 25],
neglecting recoil, and are therefore the natural building blocks for defining eikonal cross
sections[40], which have already been encountered implicitly in section 2.5. For DY, the
product
WDY(X) = Φ(q¯)β2 (0,−∞;X) Φ(q)β1 (0,−∞;X) (2.45)
represents the QCD radiation generated by the annihilation of the incoming quark and
antiquark colour sources, again neglecting recoil. In terms of these operator products, the
DY eikonal cross section at fixed gluon radiation energy wQ/2 can be defined as
σ
(eik)
DY (wQ, ) =
Q
6
∫ dλ
2π
e−iλwQ/2
× Tr 〈0| T¯
[
WDY(0)†
]
T [WDY(λnˆ)] |0〉 , (2.46)
with nˆ = (1,0). The trace is over colours and T, T¯ represent time-ordering and anti
time-ordering, respectively. The expression is normalized to δ(w) at lowest order.
The eikonal is related to the full cross section according to
σDY = ψV ψV σ
(eik)
DY . (2.47)
The purely virtual ψV contains poles but no logarithmic threshold enhancements since
these require (the imperfect cancellation of) real and virtual contributions. For the Drell-
Yan cross section one has
σ
(eik)
DY (N, ) = exp
{
2
∫ d4−2k
(2π)4−2
θ
(
Q√
2
− k+
)
θ
(
Q√
2
− k−
)
×wDY
(
k2,
k · β1k · β2
β1 · β2 , µ
2, αs(µ), 
) (
e−N(2 k·ζT /Q) − 1
)}
, (2.48)
where wDY represents the web for DY at fixed total momentum k
µ, and the β1 and β2 are
the velocities of the colliding eikonal lines. The kinematics vector ζT = (1,0) projects out
the time-like component of soft radiation to be kept fixed, here the energy. The θ functions
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Figure 2.12: The two webs of the DY eikonal cross section at order αs.
serve to limit the plus and minus momenta of total gluon radiation. With this choice the
maximum value of k2T is Q
2, which is also the natural value for the renormalization scale in
the virtual corrections. Note that these cross sections are defined in d = 4−2 dimensions,
indicated by the argument , and that collinear singularities are still present.
The one-loop radiative contribution to the web shown in Fig.2.12 is given by
w
(1)(real)
DY (k) =
2CFαs
π
(
4πµ2e−γE
)
δ+(k
2)
β1 · β2
β1 · k β2 · k . (2.49)
Expressing the measure of the momentum integration as dk0dk3d
2−2k⊥ one finds for the
eikonal cross section
ln σ
(eik)
DY (N, ) =
4CFαs
π
(
4π2µ2
) ∫ dk0dk3d2−2k⊥
2k3k
2
⊥
δ
(
k3 −
√
k20 − k2⊥
)(
e−
Nk0
2Q − 1
)
.
(2.50)
Expanding now in k⊥/k0 and using the delta function one obtains
ln σ
(eik)
DY (N, ) =
4CFαs
πΓ (1− ) (4π)

(
µ2
Q2
) 1∫
0
dw
w
w∫
0
dλ
λ1+2
(
e−Nw/2 − 1
)
=
2CFαs
πΓ (1− ) (4π)

(
µ2
Q2
) (
−1

+ ln2 N + . . .
)
, (2.51)
where in the last line only the poles and the highest power of lnN have been displayed.
The collinear pole arising from the λ integration is cancelled by the distribution φ to
render the cross section finite. The remaining term lnw produces a double logarithm in
N upon carrying out the w integration. One can now compare the two expressions (2.38)
and (2.47) for σ
(eik)
DY (N, ) to derive
ln ψ˜ (N) =
2CFαs
πΓ (1− ) (4π)

(
µ2
Q2
) 1∫
0
dw
w
w∫
0
dλ
λ1+2
(
e−Nw − 1
)
−1
2
1∫
0
dz
zN−1 − 1
1− z ν
(
αs
(
(1− z)2 Q2
))
, (2.52)
the desired exponentiated version of ψ.
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Alternatively, a proof of the exponentiation of ψ based on its behaviour under changes
of renormalization scale and gauge fixing can be found in [26], where also explicit expres-
sion for the new densities are given. They are quite similar but not identical to the φ
densities, e.g. for a quark in quark one has
ψq/q(ξ) = (2π)
−1
∞∫
−∞
dy0 exp(−iξp0y0)
1
2
∑
σ
〈q(p, σ) | q¯(y0,0)1
2
γ+q(0) | q(p, σ)〉A0=0 . (2.53)
For the gluon density ψg/g a similar result is given in [41].
Factorization and resummation have in this chapter been discussed in a general con-
text. These tools can now be applied to the deep inelastic production of heavy quarks in
chapters 3 through 5, and to the Drell-Yan process in chapter 6.
Chapter 3
Resummation of deep inelastic
charm production
The method of threshold resummation will now be applied to heavy quark production
in deep inelastic scattering. This reaction offers a direct probe of the gluon density in
the proton, unpolarized as well as polarized. Furthermore, the presence of two energy
scales, first that of the exchanged photon Q and second the mass m of the charm quark,
is conducive to detailed studies of perturbative QCD dynamics.
Unpolarized charm production has been extensively studied both experimentally [42,
43, 44] and theoretically [45, 46, 47, 48], including a NLL resummation [49]. Spin depen-
dent deep-inelastic lepton-hadron scattering has also received much interest during the
past years [50, 51, 52, 53]. Presently, next-to-leading order analyses of the experimental
data for the structure function g1, to be defined in section 3.1, allow for the extraction of
polarized parton distributions ∆φi/P . Contrary to naive expectation, these measurements
indicate that only less than half of the proton spin is carried by the constituent quarks,
a fact frequently referred to as the nucleon spin puzzle. Despite progress in recent years,
the polarized parton distributions ∆φi/P are still considerably less constrained than their
unpolarized counterparts φi/P . This is particularly true for the gluon spin distribution
∆φg/P , the leading candidate on the list of proposed solutions to the spin puzzle, since
its first moment contributes to the sum rule for the nucleon’s spin content [54, 55], as
to be explained in section 3.2. Numerous polarized hard scattering processes are sensi-
tive to the gluon spin distribution. Since the charm upgrade the HERMES experiment
measures polarized leptoproduction of charmed hadrons [56, 57, 58, 59]. The COMPASS
experiment [60] will measure the polarized gluon density in the proton ∆φg/P through
the boson-gluon fusion process and subsequent open charm production. COMPASS will
probe both the region of photoproduction (Q2  0) as well as deep-inelastic scattering
and extend the kinematical range accessible to the HERMES experiment.
In general, fixed target experiments, such as HERMES or COMPASS with centre-of-
mass energies of
√
S = 7.4 GeV and 14.1 GeV respectively, operate rather close to the
threshold for charm pair-production. In this region of phase space, the perturbatively cal-
culable hard scattering cross section has potentially large higher order double-logarithmic
threshold corrections. Thus, a resummation of these Sudakov logarithms to all orders in
perturbation theory as explained in the previous chapter is required in order to regain
45
46 CHAPTER 3. RESUMMATION OF DEEP INELASTIC CHARM PRODUCTION
control over the perturbative expansion. This Sudakov resummation will be carried out to
next-to-leading logarithmic (NLL) accuracy in this chapter. The final result provides an
approximate sum of the complete perturbative expansion if, at each order, the Sudakov
corrections dominate. Studies of threshold resummation for polarized scattering processes
have been performed for the polarized Drell-Yan cross section [61]. By re-expanding the
resummed cross section in αs to next-to-leading (NLO) and next-to-next-to-leading order
(NNLO) in chapter 4 estimates can be given of the size of the higher order corrections so
far unknown exactly.
Section 3.1 deals with the factorization of the kinematics near the charm production
threshold and the dynamics of the process at lowest order. Section 3.2 reviews the spin
puzzle and expands on the motivation for studying the polarized gluon density. Sections
3.3 and 3.4 describe the computation of the two important ingredients in the resummation
calculation, the jet and soft functions, respectively. Finally, section 3.5 presents the full
exponent, the result of the resummation.
3.1 Kinematics and Born level dynamics
The process of lepton (l) – proton (P) scattering will in the following be considered in
single-particle inclusive (1PI) kinematics
l(l) + P(p)→ l(l − q) + Q(p1) +X[Q](p′2) , (3.1)
where Q is a heavy quark and X[Q] denotes any allowed hadronic final state containing
at least the heavy antiquark. Since close to the charm threshold the exchange of heavy
electroweak bosons is suppressed, only virtual photon exchange
γ∗(q) + P (p) −→ Q(p1) +X[Q¯](p′2) (3.2)
is relevant. It will be useful to define the kinematic variables Q2, x, y by
Q2 = −q2 > 0 , x = Q
2
2p · q , y =
p · q
p · l , (3.3)
and the hadronic Mandelstam variables as
S = (p+ q)2 = 2pq + q2 = S ′ −Q2, T1 = (p− p1)2 −m2 = −2pp1,
U1 = (q − p1)2 −m2 = −Q2 − 2p1q , S4 = S + T1 + U1 +Q2 . (3.4)
These can easily be converted to variables of more applicational interest like transverse
momentum or rapidity. The variable S4 can be shown to measure the off-shellness of the
process
S4 = S + T1 + U1 +Q
2 = (p+ q)2 − (p1 + p2)2 − 2p1kS , (3.5)
where the relation p′2 = p2+kS for the anti-quark momentum inside the state X has been
used.
Before going into the details of the resummation calculation one first needs to work out
the partonic cross section and its relation to the partonic structure function at Born level.
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Figure 3.1: The two diagrammes contributing to the production of heavy quarks through
photon-gluon-fusion at Born level.
The contributions from initial state quarks and antiquarks vanish at leading order and
will therefore be neglected in the following. This leaves only the gluon-initiated partonic
subprocess
γ∗(q) + g(k) −→ Q(p1) + X ′[Q](p′2) , (3.6)
where k = z p. The two diagrammes contributing to this process at Born level are shown
in Fig.3.1. The matrix element for the first of these is given by
(M1)µρ = u¯ (p1, σ1)) (−ieγm)
i (/p1 − /q +m)
(p1 − q)2 −m2
(−igs[ta]ijγρ) v (p2, σ) , (3.7)
and by a similar expression for the second diagramme. The colour structure of the squared
matrix element is given by KgγCACF , where the average over initial state colours is
contained in Kgγ = 1/8. The photonic and gluonic Lorentz indices of M have to be
contracted with the appropriate helicity projection operator
− 1
4s′2
µνρσq
ρpσαβγδq
γpδ (3.8)
for M (++)−M (+−) = ∆|M|. This gives
∆|M|2Born = g2se2e2H∆BQED (3.9)
with
∆BQED = −
(
t1
u1
+
u1
t1
)
− 2m2
(
1
t1
+
1
u1
+
t1
u21
+
u1
t21
)
+ 2q2
(
1
t1
+
1
u1
+
2
s′
)
, (3.10)
in agreement with the result [62, 63] in the q2 −→ 0 limit. For comparison, the corre-
sponding unpolarized result for M (++) +M (+−) requires the projector 1
4
gµνgαβ and is
given by
BQED =
t1
u1
+
u1
t1
+ 4
m2s′
t1u1
(
1− m
2s′
t1u1
)
+ 2
s′q2
t1u1
+ 2
q4
t1u1
+ 2
m2q2
t1u1
(
2− s
′2
t1u1
)
. (3.11)
The partonic invariants introduced here are
s = (k+q)2 ≡ s′+q2, t1 = (k−p1)2−m2, u1 = (q−p1)2−m2, s4 = (p′2)2−m2. (3.12)
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Similar to S4 the invariant s4 parametrizes the inelasticity of the partonic reaction (3.6)
in 1PI kinematics. This distance from threshold is conveniently measured in terms of a
dimensionless weight function wS [35],
wS =
s4
m2
 2p¯2 · kS
m2
≡ 2ζ · kS
m
. (3.13)
This is one of the soft weights that will play a central role in the kinematical factorization
of the process. The 1PI kinematics vector ζ is defined by splitting the recoil momentum
p′2 = p¯2+kS into the momentum p¯2 at threshold, and the momentum kS of any additional
(soft) radiation above threshold.
After phase space integration one obtains for the polarized and unpolarized cross
sections
d (∆) σ
dt1
=
παsαe
2
H
s′2
(∆)BQED . (3.14)
As was done for inclusive deep inelastic scattering in section 1.2 these partonic results can
be expressed as charm contributions to the unpolarized and polarized partonic structure
functions. In order to do so, an antisymmetric part has to be added to the symmetric
one of the hadronic tensor as given in definition (1.2). The relation of the polarized cross-
section to the polarized structure function g1 depends on the choice of normalization for
this antisymmetric part of the hadronic tensor
WAµν =
1
pq
µναβp
αqβg1 . (3.15)
To project g1 out from this one can use the projector
1
s′
µνρσqρpσ . (3.16)
The lowest order differential charm contributions to the polarized partonic structure func-
tions is thus
dg
(q,0)
1,c
dt1
=
αse
2
cQ
2
8πs′2x
∆BQED =
Q2
8π2αx
d∆σ
dt1
. (3.17)
Similarly, for the spin-averaged F2 one finds
dF
(q,0)
2,c
dt1
=
αse
2
cQ
2
4πs′2
BQED =
Q2
4π2α
dσ
dt1
. (3.18)
Neglecting electroweak radiative corrections1, the difference of cross sections for
reaction (3.1) with longitudinally polarized protons is expressed in terms of the
double-differential deep-inelastic polarized hadronic heavy quark structure functions
d2gk/dT1 dU1, k = 1, 2. Only the structure function g1 is relevant asymptotically for
M/Q  1. It contains leading twist two operators and has a parton model interpreta-
tion, as has been explicitly computed to lowest order above. This justifies considering g1
only.
1QED radiative corrections have been studied in the leading-logarithmic approximation in [64].
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The double-differential structure function d2gc1/dT1 dU1 factorizes as
S ′2
d2gc1(x,Q
2, m2, T1, U1)
dT1 dU1
=
1∫
z−
dz
z
∆φg/P (z, µ
2) ∆ωg
(x
z
, s4, t1, u1, Q
2, m2, µ2, αs(µ)
)
,
(3.19)
where the polarized gluon distribution in the proton is denoted by ∆φg/P and z is the
momentum fraction with z− = −U1/(S ′ + T1). The corresponding expression for the un-
polarized structure function F2 is given in [49]. The dimensionless function ∆ωg describes
the hard scattering process [65, 66, 67, 68, 69] and depends on the partonic invariants
t1, u1 and s4, defined in (3.12).
The kinematical is far less complicated than the dynamical factorization but never-
theless crucial for resummation. It follows from a decomposition [33] of the total weight
function w in the threshold region of phase space. From four-momentum conservation
q + zp = p1 + p2 + kS (3.20)
in the partonic process (3.6) one obtains
(q + zp− p1)2 = (p2 + kS) , (3.21)
which upon dropping terms quadratic in the soft momentum kS and rearranging becomes
S4 = (1− z)(2pq − 2pp1) + 2p2kS . (3.22)
Substituting 2pq − 2pp1 = −u1 and 2p2kS = s4 as can be derived from the defining
relations of the partonic Mandelstam variables (3.12), inserting into (3.5) and dividing
out m2 produces
S4
m2
 (1− z)
(−u1
m2
)
+
s4
m2
= w1
(−u1
m2
)
+ wS , (3.23)
where the soft weights w1 and wS have been introduced. In turn, S4/m
2 can be interpreted
as the overall weight w of the process. It is worth noting for later calculations that in
going from hadronic to partonic level two Mandelstam variables scale with z, whereas one
remains unchanged, namely
t1 = zT1, s
′ = z(S +Q2), u1 = U1 . (3.24)
Near threshold there is thus very little extra energy available for gluon radiation besides
creating the heavy pair. Hence the dynamics is almost Born-like with small deviations
controlled by the parameter S4. They can be due either to radiation from the incoming
quark, which in this way looses a fraction w1 of its original four-momentum, or to extra
radiation in the final state, i.e. at the soft level and therefore denoted ws. To obtain a par-
tonic cross section the constituent functions need to be multiplied and overall momentum
conservation must be imposed in the form of a delta function according to
∆ωg =
∫
dw1dwS δ
(
S4
m2
− w1
(−u1
m2
)
− wS
)
H ∆ψg/g (w1) S (wS) , (3.25)
50 CHAPTER 3. RESUMMATION OF DEEP INELASTIC CHARM PRODUCTION
∆Ψg/g
∆H ∆H∗
∆S
Figure 3.2: General leading region for polarized deep inelastic heavy quark production
through photon-gluon fusion after complete factorization of soft gluons.
where for clarity all arguments besides the soft weights have been suppressed. Each of
the functions ∆ψg/g(w1), S(wS), and Hg, which are conveniently computed in ζ · A = 0
gauge, organizes contributions corresponding to a particular set of quanta and thereby
only depends on its own individual weight function as introduced in (3.23). Fig.3.2 depicts
this factorization near threshold.
It is often convenient to consider these functions in moment space, defined by the
Laplace transform with respect to the overall weight w, since this operation turns integrals
like (3.25) into simple products in moment space. Under the assumption of factorization
the partonic cross section ∆ωg in moment space can then be written in a factorized form,
up to corrections of order 1/N , as [35, 28, 33, 49]
∆ω˜g(N, t1, u1, Q
2, m2, µ2, αs(µ)) = (3.26)
Hg(ζ, Q
2, m2, αs(µ))
∆ψ˜g/g(Nu, k · ζ/µ)
∆φ˜g/g(Nu, µ)
 S˜ ( m
Nµ
, ζ
)
.
where Nu = N(−u1/m2). The N -dependence in each of the functions of (3.26) exponen-
tiates.
The jet and soft functions, ∆ψg/g and S in (3.26), can each be represented as operator
matrix elements [26, 28, 33, 49]. Dependence on the spin degrees of freedom can be kept
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explicit in these elements, such that the methods of [35, 26, 28, 33] for the resummation of
the singular functions in (3.25) via appropriate evolution equations can be generalized to
account for initial state polarizations. The jet-function ∆ψ˜g/g obeys two evolution equa-
tions, namely the renormalization group equation and an equation describing the energy
dependence via gauge-dependence [35, 26, 24]. Solving both equations sums Sudakov
double logarithms. Mass factorization introduces the density ∆φ˜g/g as a counterterm and
requires the choice of a scheme. In the MS-scheme ∆φ˜g/g has no double logarithms. The
soft function S obeys a renormalization group equation, which resums all NLL logarithms
originating from soft gluons not already accounted for in ∆ψ˜g/g. In general, the soft
and the hard functions S and Hg depend also on the colour structure of the underlying
scattering reaction, but for deep-inelastic production of heavy quarks this dependence is
trivial [49].
3.2 The spin puzzle and the axial anomaly
Before explicitly computing in sections 3.3 and 3.4 the soft and jet functions, the ingredi-
ents in the resummation of polarized deep inelastic charm production, this section reviews
the spin puzzle and its relation to the axial anomaly. In contrast to the precision data
available on the spin-averaged structure functions of the proton, polarized measurements
have proven a lot more difficult, and consequently the polarized structure functions are
much less constrained [50, 70, 71]. Even today the seemingly simple question which con-
stituents of the proton make which contribution to its overall spin is still awaiting its final
verdict. The first moment
ΓP1 (Q
2) =
1∫
0
dxgP1 (x,Q
2) (3.27)
of the polarized structure function gP1 can serve to illustrate the puzzles which resulted in
the so called nucleon spin crisis in the 1980-ies. Current best measurements (cf. [70] and
references therein) find the first moment to lie in the range
0.130 ≤ ΓP1
(
Q2 = 10GeV2
)
≤ 0.142 . (3.28)
From an operator product approach to the spin-dependent part of the proton’s hadronic
tensor it follows that
ΓP1
(
Q2
)
=
1
12
[(
a3 +
a8√
3
)
ENS(Q
2) +
4
3
a0(Q
2)ES(Q
2)
]
, (3.29)
where the indices i on the ai indicate which operators the contribution arises from,
i = 1 . . . 8 corresponding to the components of an SU(3) octet of flavours and i = 0 to the
singlet. The coefficients ENS(Q
2) and ES(Q
2) are power series in the strong coupling. As
far as global SU(3) flavour symmetry holds the octet currents are conserved, and a3 and
a8 are scale-independent. They can therefore be determined at a rather different energy
scale from weak β-decay. With all except for one constant on the right hand side of (3.29)
known, the measurement of ΓP1 (Q
2) can be turned into one of a0, yielding
0.22 ≤ a0
(
Q2 = 10GeV2
)
≤ 0.34 . (3.30)
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Figure 3.3: The two cut diagrammes contributing to photon gluon fusion (massless quarks
in the final state).
In the naive parton model
a0 = ∆Σ , (3.31)
where
∆Σ =
1∫
0
dx
(
∆u(x) + ∆u¯(x) + ∆d(x) + ∆d¯(x) + ∆s(x) + ∆s¯(x)
)
, (3.32)
and thus a0 receives contributions exclusively from light quarks. Hence to account for
the total proton spin one would expect a0 = 1, in clear contradiction with (3.30). The
first EMC results [72] had even indicated a0 ≈ 0, leaving almost no room at all for a
quark contribution to the proton spin. But the somewhat larger values in (3.30) still
call for an explanation. This is sometimes phrased as a violation of the Ellis-Jaffe sum
rule, which starting from the naive parton model makes the further assumption that the
strange polarization vanishes. Combining this as before with the weak β-decay data one
would predict ΓP1 = 0.185± 0.003, clearly incompatible with the measurements as stated
in (3.28). On the other hand, if one considers a neutron instead of a proton only the sign
of a3 changes in (3.29), leading to
ΓP1 − ΓN1 =
1∫
0
dx
(
gP1 (x,Q
2)− gN1 (x,Q2)
)
=
a3
6
ENS(Q
2) . (3.33)
This Bjorken sum rule is in good agreement with experiment, augmenting confidence in
the theoretical result (3.29).
In view of the striking incapability of the naive parton model to explain experimental
results theoretical interest was drawn to possible gluonic contributions [73, 74]. The
lowest-order cut graphs relevant to this process are shown in Fig.3.3. They depict the
same process as Fig.3.1, but final state quark masses are to be neglected. This modifies
(3.31) to
a0 = ∆Σ− nfαs (Q
2)
2π
∆G
(
Q2
)
, (3.34)
with nf the number of light quark flavours and the polarized gluon contribution
∆G (Q2) =
∫ 1
0 dx∆φg/P (Q
2, x). Hence data and theory can be brought to agreement if the
gluonic contribution to the proton spin is sizable and positive. One could at Q2 = 10GeV2
take e.g. ∆Σ ≈ 0.6 and obtain 2.2 ≤ ∆G ≤ 3.3.
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Figure 3.4: The triangle graph for the axial anomaly (quarks could also circulate in the
opposite direction).
As was stressed already in [73, 74] the contribution from Fig.3.3 is actually proportional
to the axial anomaly triangle graph as shown in Fig.3.4. Because of the axial anomaly the
four-divergence of the current jµ5 =
∑nf
i=1 q˜iγ
µγ5qi does not vanish, but can be expressed as
a product of the gluonic field strength and dual field strength tensors. Since the partonic
contribution to the overall spin follows from evaluating this current as sandwiched between
gluonic states, 〈g(p, λ)|jµ5 |g(p, λ)〉, its non-conservation corresponds with the additional
term in (3.34) as compared to (3.31).
Having re-interpreted the experimental results as data on the spin contributions not
only from quarks but also from gluons, one would like to quantitatively assess each indi-
vidual share. Since the gluon term in (3.34) comes endowed with an explicit (running)
αs, it may seem that increasing the interaction energy scale should suffice to extract ex-
clusively the quark spin, with the ∆G dilution being suppressed by the decreasing strong
coupling. However, this naive expectation is not borne out by a more careful analysis.
The evolution of ∆G itself is within the DGLAP framework governed by the first moment
of the polarized gluon splitting function [75, 76, 77]
∆Pgg(x) = CA
[
2
(1− x)+
− 4x + 2
]
+ δ(1− x)11CA − 4nfTR
6
. (3.35)
Now
1∫
0
dx∆Pgg(x) =
11CA − 4nfTR
6
, (3.36)
which is exactly the negative of the first coefficient of the QCD β-function determining
the evolution of the strong coupling2. Unlike in the spin-averaged case the contributions
from the two factors thus mutually cancel in the product rendering
Q2
d
dQ2
[
αs
(
Q2
)
∆G
(
Q2
)]
= 0 . (3.37)
It has been suggested to extract the gluon density by considering large transverse mo-
mentum jets (cf. [78, 79, 80] and references therein). Alternatively, one could require the
final state quarks in Fig.3.3 to be not light but heavy and look for charmed hadrons.
The heavy quark production mechanism is at lowest order sensitive only to the polarized
2Note that
∫ 1
0
dx∆Pqq(x) =
∫ 1
0
dx∆Pqg(x) = 0.
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gluon distribution and therefore plays a central role in the solution of the proton spin
puzzle. The phenomenological importance of this process constitutes a key motivation
for its resummation analysis carried out in the present work.
3.3 The jet function
The jet function is the first non-trivial ingredient in the resummation calculation for
polarized and unpolarized deep inelastic charm production. The jet function ∆ψg/g is in
its definitions very similar to the gluon distribution ∆φg/g. Both are matrix elements of
some renormalized operator in a gluonic state, and they display identical collinear poles.
Since the polarized gluon/gluon splitting function ∆φg/g is available in the literature,
and its poles should cancel those of ∆ψg/g, it provides a valuable cross-check in the
computation of the jet function. Fixing instead of the + a timelike component of the
secondary gluon’s momentum one can proceed from ∆φg/g to ∆ψg/g as will become clear
shortly. Note that in the computation of the logarithmic terms in this section no γ5
ambiguities arise, since these are suppressed by 1/N .
Recall first the definition of the density of quarks in hadrons as an operator matrix
element in (1.21). A very similar expression gives the corresponding polarized gluon
density
∆φg/h(ξ) =
(
2πξp+
)−1 ∞∫
−∞
dy− exp
(
−iξp+y−
)
〈h(p, σ) | F+µ (0, y−,0)F µ+(0) | h(p, σ)〉A+=0 , (3.38)
a discussion of which can be found e.g. in [5] for the spin-averaged case. Here p and
σ denote the incoming hadron’s momentum and spin respectively. The gluon carries a
fraction ξ of the initial hadronic momentum in the + direction. The matrix element (3.38)
is not accessible perturbatively since for the partonic structure of hadrons the low-energy
regime of QCD accounts for important contributions. However, if instead of an initial
hadronic a gluonic state is considered,
∆φg/g(ξ) =
(
2πξp+
)−1 ∞∫
−∞
dy− exp
(
−iξp+y−
)
A , (3.39)
where
A = 〈g(p, σ) | F+µ (0, y−,0)F µ+(0) | g(p, σ)〉A+=0 , (3.40)
the calculation becomes feasible. Before going to higher orders in the coupling consider
this expectation value at lowest order to determine its normalization, in (3.39) given by
the factor (2πξp+)
−1
. To fix the +- component of the secondary gluon’s momentum an
explicit expression for (3.40) is required. This is accomplished noting that a gluonic state
can be created from the vacuum by applying a creation operator
| g(p, σ)〉 = a†λ(p) | 0〉 , 〈g(p, σ) |= 〈0 | aλ(p) ,
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Figure 3.5: Diagrammes required in the computation of the gluon densities ∆ψg/g and
∆φg/g a) Lowest order diagramme required for the normalization b) Real gluon emission
contribution.
where the second expression follows from taking the conjugate. Inserting the gluon field
in the form
Aµ(x) =
∫
d3k
2ωk
[
aλ(k, x0)
µ(k, λ)e−iω(k)x
0+ik·x + a†λ(k, x0)
µ(k, λ)eiω(k)x
0−ik·x] (3.41)
into the definition of the field strength tensor F µ+ = ∂µA+ − ∂+Aµ + [Aµ, A+] and using
A+ = 0 and3 ∂+ = ∂− one obtains
F µ+(x) =
∫
d3p′
2ωp′
(ip′+)
[
a′λ(p′, x0)
µ(p′, λ′)e−ip
′
αx
α − a†λ′(p′, x0)µ(p′, λ′)eip
′
αx
α
]
, (3.42)
as well as
F +µ (x) =
∫ d3 p′′
2ωp′′
(−ip′′+)
[
a′′λ(p′′, x0)µ(p
′′, λ′′)e−ip
′′
αx
α − a†λ(p′′, x0)µ(p′′, λ′′)eip
′′
αx
α
]
.
(3.43)
Upon insertion of a complete sum over states
∑
λ | λ〉〈λ | one obtains for A a rather
lengthy expression, which can be simplified making use of the commutation relation[
aλ(k, x0), a
†
λ′(
k′, x0)
]
= δλλ′2ωkδ
3(k − k′) obeyed by the creation and annihilation
operators to obtain
A = p+
2
(
−∑
λ
µ(λ)
µ(λ)
)
eip
+x− . (3.44)
Since the incident gluon is polarized the sum in this expression collapses to∑
λ 

µ(λ)
µ(λ) = −1. Note also that at this stage it is somewhat arbitrary whether
to call this momentum p+ (the initial gluon’s momentum) or p′ (the momentum of the
gluon participating in the hard scattering) since at lowest order the two are equal due to
the absence of radiation. One can picture this at the level of Feynman diagrammes as in
Fig.3.5a. Requiring at lowest order ∆φ
(0)
g/g(ξ) = δ(1−ξ), expressing the consistency condi-
tion that the gluon should remain itself in the absence of interactions, one can determine
the normalization constant c in
∆φ
(0)
g/g(ξ) = cp
+2
∞∫
−∞
dy−e−iξp
+y−+ip+y− = c2πξp+δ(1− ξ) , (3.45)
3This follows from the fact that in light-cone coordinates p · k = p+k− + p−k+ − p⊥ · k⊥ leading to
the metric g+− = g−+ = 1 and g⊥⊥ = −1.
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where an extra factor of ξ = 1 has been introduced. However, note that in (3.39) the
partial derivatives which eventually produce the momenta act on the wavefunction of the
gluon taking part in the scattering, making plausible the insertion of ξ in (3.45).
Having found the normalization constant from a lowest order calculation one is now
in a position to compute the one-loop correction to ∆φg/g(ξ). F
+
µ (0, y
−,0⊥)F µ+(0) can
be regarded as a Heisenberg operator evolving with the full Hamiltonian H of the theory
considered. Expanding in the strong coupling brings down interaction terms from the
exponentials the operator is sandwiched in between. This can then be expressed graphi-
cally through corresponding Feynman diagrammes. Consider first the diagramme of real
gluon emission, Fig.3.5b, and denote by p and p′ the momenta of the initial and inter-
acting gluons, respectively, and by k that of the real gluon crossing the final state cut.
The gauge-fixing vector u is chosen as u = (0, 1,0⊥). In principle it is possible to also at
higher orders work with explicit representations of the polarization vectors. However, this
can become quite tedious and also to some extent conceals the generality of the polarized
splitting functions or probability distributions. It is much more convenient to work with
the projection operator
1
2
γδκλp
κuλ
p · u
µνπτp
πuτ
p · u . (3.46)
With this the result for real gluon emission becomes
∆φ
(1)
g/g(ξ) =
αs
π2
CA
∫
dd−2k⊥B , (3.47)
where
B = − 1
4ξp+
∫
dk+dk−
γδκλp
κuλ
p · u
[
gδα (−p− p′)ρ + gαρ (p′ − k)δ + gρδ (k + p)α
]
Nαµ (p′)
2k−
µνπτp
πuτ
p · u ξ
2N
νβ (p′)
2k−
[
gγβ (p+ p′)σ + gβσ (−p′ + k)γ + gσγ (−k − p)β
]
Nρσ (k) 2πδ+
(
k2
)
δ
(
k+ − (1− ξ) p+
)
. (3.48)
The colour structure CA = 3 of (3.47) can be derived from SU(3) group identities.
The algebra is best left to a symbolic manipulation programme, such as FORM [81],
yielding
B =
2ξ − 3ξ2 + 2ξ3
k2⊥ξ (1− ξ)
and hence
∆φ
(1)
g/g(ξ) =
αs
2π
(−1

)
2NC
(
1
1− ξ + 1− 2ξ
)
. (3.49)
In deriving (3.49) scaleless integrals have been split into two parts according to
∫ dd−2k⊥
k2⊥
=
∫ dd−2k⊥
k2⊥ +M2
+M2
∫ dd−2k⊥
k2⊥
(
k2⊥ +M2
) = π−1 + π (−)−1 + ... ,
where the ultraviolet pole π−1 is cancelled by the MS counterterm but the infrared
π (−)−1 remains. M is an arbitrary mass needed to split the integrand. There are in
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Figure 3.6: The virtual gluon emission and virtual quark pair creation diagrammes.
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Figure 3.7: The matrix element needed for both the unpolarized and polarized gluon
distributions viewed as a Green function. The indices are indicated explicitly and to be
contracted with either the projectors P or ∆P.
principle also finite terms in (3.49) involving logarithms of the (suppressed) regularization
scale µ and the 4π from the n-dimensional phase space, but in the following discussion of
soft gluon resummation only the poles of φ
(1)
g/g will be important. Also, there are still the
virtual diagrammes of Fig.3.6 contributing, namely the virtual gluon emission and the
virtual quarks-antiquark pair loops. When these are added they turn functions ill-defined
at threshold ξ = 1 into +-distributions, but otherwise contribute to neither the divergence
nor the large logarithms. They add only delta-function terms of the type δ (1− ξ), and
in this way generate in (3.49) the full polarized one-loop gluon-gluon splitting function.
To compare with the unpolarized case and to round up the physical picture it is
instructive to take a look at the index structure of (3.48) in more detail. With the
Lorentz indices not yet contracted, and suppressing overall signs, symmetry factors as
well as spacetime arguments, it reads
A
(1)
real = 〈g(p, σ) | gsAγ︸ ︷︷ ︸
∝∗γ(p,σ)
∝Nρσ︷ ︸︸ ︷
Aρ Aα∂
+Aν︸ ︷︷ ︸
∝Nαν
∂+ AµgsAβ︸ ︷︷ ︸
∝Nµβ
Aσ Aδ | g(p, σ)︸ ︷︷ ︸
∝δ(p,σ)
〉 , (3.50)
which can be recognized as a four-point Green function with two external legs µ and ν
and two on-shell fields γ and δ (cf. Fig.3.7). Here the effect of Wick contractions and the
gluon field operator acting on a state containing one gluon have been indicated by over-
and underbraces. These are to be interpreted as 〈g(p, σ) | Aγ ∝ ∗γ(p, σ), AρAσ ∝ Nρσ,
AαAν ∝ Nαν , AµAβ ∝ Nµβ and Aδ | g(p, σ)〉 ∝ δ(p, σ). Different contractions of fields are
also possible. These other possible combinations either represent nothing but a renaming
of indices at the level of Feynman diagrammes and are properly taken care of by the
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symmetry factors hitherto omitted, or they lead to disconnected diagrammes. From (3.50)
it is also clear that the two partial derivatives lead to primed momenta p′ since the fields
they act on always pair up with fields coming out of the vertex. To be more precise assume
that in (3.50) Aµ paired up with the initial state gluon g(p, σ) to give ∗µ. Then this
incoming gluon would not connect with the rest of the diagramme. But corresponding to
a disconnected diagramme this combination of fields would not contribute to the physical
process.
To derive from (3.50) the unpolarized expression one needs to contract with projectors
P(1)γδ P(2)µν =
(
−gγδ + uγpδ + pγuδ
u · p
)
(−gµν) ,
averaging over initial and summing over final state polarizations. To obtain the polarized
result, however, one must use ∆P(1)γδ ∆P(2)µν as given by (3.46). It can be seen that ∆P(1)γδ
has the desired effect of projecting out the difference between polarization states by going
to the specific frame p = (p+, 0,0) and u = (0, u−,0), whence γδκλpκuλ/(p · u) = γδ30 =
(δγ1δδ2−δγ2δδ1), which gives the difference in polarizations ∗1(σ, p)2(σ, p)−∗2(σ, p)1(σ, p).
It can also be checked explicitly that as to be expected mixing polarized and unpolarized
projectors in one calculation leads to a vanishing result. As remarked earlier with respect
to γ5 ambiguities in the dimensional regularization of the antisymmetric tensor are 1/N
effects.
The jet function ∆ψ is similar to the ∆φ computed above but differs in the momentum
component of the secondary gluon fixed through integration and exponential. Again, a
constant of normalization has to be computed first, as given by (cf. equation (16) in [49])
∆ψg/g(ξ) = c
∞∫
−∞
dy0 exp
(
−iξp0y0
)
〈g(p, σ) | F+µ (y0, 0, 0, 0)F µ+(0) | g(p, σ)〉A0=0 . (3.51)
As previously one wants to normalize such that ∆ψg/g(ξ) = δ(1−ξ). The algebra required
to work out the operator in the gluonic state is exactly the same as in the previous case
but the different exponents lead to
∆ψ
(0)
g/g(ξ) = cp
+2
∞∫
−∞
dy0e−iξp
0y0+ip0y0 = c4πξp0δ(1− ξ) , (3.52)
where as before there arises at this lowest order an ambiguity since ξ = 1. Hence the result
c = (4πξp0)−1 takes into account that scattering takes place off the secondary gluon.
In the one-loop calculation it turns out that the delta function fixing the k0 is a little
more involved to impose than the one with k+. Also this time track needs to be kept
of more powers in  since besides the pole terms also the finite contributions, typically
containing logarithms of e.g. the regularization scale µ, are of interest. The momentum
component squared produced by the two partial derivatives at the final state cut remains
the +- component which, however, in this case cannot simply be expressed as ξ2p+
2
since
it is no longer fixed by the delta function. The expression to compute is thus, using the
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same projector as in the calculation of ∆φ,
∆ψ
(1)
g/g(ξ) =
(
2ξ2p0
)−1
NCg
2µ2
∫ dnk
(2π)n−1
γδκλp
κuλ
2p · u N
ρσ (k) δ+
(
k2
)
δ
(
k0 − (1− ξ) p0
)
[
gδα (−p− p′)ρ + gαρ (p′ − k)δ + gρδ (k + p)α
] Nαµ (p′)
2p · k
µνπτp
πuτ
p · u(
p+ − k+
)2 Nνβ (p′)
2p · k
[
gγβ (p+ p′)σ + gβσ (−p′ + k)γ + gσγ (−k − p)β
]
Nρσ (k) δ+
(
k2
)
δ
(
k0 − (1− ξ) p0
)
, (3.53)
where unlike in (3.48) the gauge-fixing vector u = (1,0) is now time-like. The delta
functions can be reexpressed as
δ+
(
k2
)
δ
(
k0 − (1− ξ) p0
)
=
1√
2
δ+
k− − k⊥2
2k+
 δ (k+2 + 1
2
k⊥
2 − (1− ξ)
√
2p0k+
)
,
where
k+1,2 =
(1− ξ) p0√
2
1±
√√√√√1− k⊥2
(1− ξ)2 p02
 ,
leading to an upper limit k⊥
2
< 1
a
= (1− ξ)2 p02 on the transverse components. Since
the two cases k1 and k2 have to be considered separately the delta functions become
somewhat more tedious to impose. Again utilizing FORM for the algebra there occur at
intermediate stages roots of (1− ξ), but such terms cancel upon integration over k+ and
k−. One obtains
∆ψ
(1)
g/g(ξ) =
αs
2π
2NC
(
µ2
p02
)
π
(1− ξ)2 (1− γE)[
−1

(
1
1− ξ + 1− 2ξ
)
− 1
1− ξ +O (1− ξ) +O ()
]
. (3.54)
The pole is exactly the same as that of ∆φ, as it should be. Now in the eikonal limit
ξ → 1
1
1− ξ + 1− 2ξ =
2ξ − 3ξ2 + 2ξ3
ξ (1− ξ) −→
1
1− ξ =
1
w
, (3.55)
which gives the result
∆ψ
(1),O(NLL)
g/g (ξ) =
αs
π
NC
[(
−1

+ γE − ln 4π
)(
1
w
)
+ 2
ln (w)
w
+
1
w
(
ln
(
4p0
2
µ2
)
− 1
)]
.
(3.56)
To this level of accuracy, it agrees with ψ
(1),O(NLL)
g/g (ξ) as given in [49].
3.4 The soft function
The soft function for (polarized) heavy quark production receives contributions from the
diagrammes shown in Fig.3.8 and from the heavy (anti-)quark self-energy graphs. How-
ever, not the full results for these composite operators are required. Only their anomalous
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Figure 3.8: The six diagrammes contributing to the soft function of heavy quarks pro-
duction through photon-gluon-fusion.
dimension in the soft limits, i.e. the coefficient of the ultraviolet pole, is required for re-
summation. Also, as discussed in section 2.5 the soft function really couples only to
eikonal lines. It is instructive to see how here this general result will follow from explicitly
making the soft approximation in a one loop calculation. Adding the contributions (3.7)
and its counterpart from the second Born level diagramme as in Fig.3.1 gives
Bornµα = −ieg[ta]ij
(
u¯(p1)γµ(/p1 − /q +m)γαv(p2)
(p1 − q)2 −m2 + i +
u¯(p1)γα(/p1 − /p+m)γµv(p2)
(p1 − p)2 −m2 + i
)
.
(3.57)
This expression will factor out off the one loop results to be computed next.
As an example consider the first two diagrammes from Fig. 3.8. These add up to
D1 +D2 = eg3
(
CF − CA
2
)
[ta]ij
∫
dnl
(2π)n
Nβγ(l)
l2 + i[
u¯(p1)γβ(/p1 − /l +m)γµ(/p1 − /l − /q +m)γα(−/p2 − /l +m)γγv(p2)
((p1 − l)2 −m2 + i)((p1 − l − q)2 −m2 + i)((p2 + l)2 −m2) + i
+
u¯(p1)γγ(/p1 + /l +m)γα(/p1 + /l − /p+m)γµ(−/p2 + /l +m)γβv(p2)
((p1 + l)2 −m2 + i)((p1 + l − p)2 −m2 + i)((p2 − l)2 −m2) + i
]
.
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Figure 3.9: Reduced diagrammes obtained from Figs. 3.1 and 3.8, eikonal lines are indi-
cated as double.
(3.58)
In axial gauge the gluon propagator term is given by
Nµν(l) = −gµν + n
µlν + nν lµ
n · l − n
2 l
µlν
(l · n)2 (3.59)
with n some gauge-fixing vector. Now the soft momentum l can be neglected with respect
to the hard momenta p, p1, p2 and q. Using the Dirac equation for the external spinors
u(p1) and v(p2) further simplifies (3.58) to
D1 +D2 = Bornµαig
2
(
CF − CA
2
) ∫ dnl
(2π)n
Nβγ(l)
l2 + i
pβ1
−p1l + i
−pγ2
p2l
, (3.60)
where the Born contribution (3.57) has been factored out. The same can be done with the
other diagrammes. Results are similar to (3.60) but will not be given in detail. However,
it is instructive to consider the reduced diagrammes resulting from the contraction of
off-shell lines in Figs.3.1 and 3.8. The soft gluon(s) couple to the eikonal lines in Fig. 3.8
with a single polarization component only. Besides the diagrammes D1 to D6 also the
self-energies of the final state heavy quarks contribute to the soft function.
After some lengthy algebra, carefully applying the principle value prescription to the
denominators of expressions like (3.60) one obtains the soft anomalous dimension to order
αs as
∆ΓS(αs) =
αs
π
{(
CA
2
− CF
)
(Lβ + 1)− CA
2
(
ln
(
4(k · ζ)2
m2
)
+ ln
m4
t1 u1
)}
, (3.61)
with β =
√
1− 4m2/s and Lβ = (1 − 2m2/s){ln(1 − β)/(1 + β) + iπ}/β. Clearly, in
expressions like (3.57) and (3.60) contraction with a projector to extract spin-averaged or
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spin-dependent contributions would just affect the Born term, which can be factored out
off the order αs expressions. This explains why the expression for ∆ΓS is identical to its
unpolarized counterpart.
3.5 The full exponent
The ingredients of the calculation can now be assembled as described in [49, 1, 4]. The
final result for ∆ω˜g in the MS-scheme in moment space resums all lnN in single-particle
inclusive kinematics and is given by
∆ω˜resg (N, t1, u1, Q
2, m2, µ2, αs(µ)) = (3.62)
Hg(ζ, Q
2, m2, αs(m)) S˜(1, ζ) exp
{
2
m∫
µ
dµ′
µ′
γg (αs(µ
′))
}
× exp
{ ∞∫
0
dw
w
(
1− e−Nuw
)[ 1∫
w2
dλ
λ
Ag(αs(
√
λ2k · ζ)) + 1
2
νg(αs(w2k · ζ))
]}
× exp
{ m/N∫
m
dµ′
µ′
2Re∆ΓS (αs(µ
′))
}
× exp
{
− 2
2k·ζ∫
µ
dµ′
µ′
(
γg (αs(µ
′))− γg/g
(
Nu, αs(µ
′)
))}
,
with Nu = N(−u1/m2) as defined below (3.26). To NLL accuracy, the product HgS on the
second line of (3.62) is determined from matching to the Born result at the scale µ = m.
To this accuracy the product HgS is also insensitive to the choice of treatment of γ5. The
second exponent in (3.62) gives the leading N -dependence of the ratio ∆ψ˜g/g/∆φ˜g/g with
Ag(αs) = CA
αs
π
+
1
2
CAK
(
αs
π
)2
+ . . . , νg(αs) = 2CA
αs
π
+ . . . , (3.63)
where K = CA(67/18 − π2/6) − 5/9nf can be inferred from [82, 83] using [84] (cf. also
[61]). The scale evolution of the ratio ∆ψ˜g/g/∆φ˜g/g is governed by
γg(αs) = b2
αs
π
+ . . . , (3.64)
γg/g(N,αs) = −αs
π
(CA lnN − b2)−
(
αs
π
)2(1
2
CAK lnN
)
+ . . . , (3.65)
with γg/g calculated in [82, 83], and the soft anomalous dimension to order αs is given
by (3.61). Note that the various anomalous dimensions given above are identical to
NLL accuracy to the corresponding quantities of soft gluon resummation for unpolarized
scattering [49].
The resummed expression (3.62) represents the central result of this chapter. It pro-
vides the sum of Sudakov logarithms due to soft gluon emission to all orders in the
perturbative expansion and accurate to the next-to-leading logarithm. Finally, (3.62) can
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be brought into a form allowing for an easy finite order inversion to s4 space or, alterna-
tively, a numerical computation. This will facilitate the discussions in chapters 4 and 5,
respectively. The integrals in the exponents of (3.62) may be carried out, upon which the
sum of the three exponents becomes
A(1)g
2πb20αs
[2λu + λu lnλu]−
A(1)g
πb0
γE lnλu −
B(1)g
2πb0
lnλu
− A
(2)
g
2π2b20
[2λu + lnλu]−
A(1)g
πb0
λu ln
(
M2u
µ2F
)
+
A(1)g
2πb0
ln
(
M2u
µ2R
)
[2λu + lnλu]
+
A(1)g b1
2πb30
[
1
2
ln2 λu + lnλu + 2λu
]
+
ReΓ
(1)
S
πb0
ln (1− 2λ) , (3.66)
with λu = b0αs lnNu, λ = b0αs lnN , and coefficients
A(1)g = CA , A
(2)
g =
1
2
CA
[(
67
18
− ζ2
)
CA −
5
9
Nf
]
.
B(1)g = CA
(
1 + ln
(
u21
sm2
))
. (3.67)
Defining Lu = ln(−u1/m2) and substituting
ln
(
M2u
µ2F,R
)
= ln
(
m2
µ2F,R
)
+ 2Lu, λu = λ+ b0αsLu (3.68)
one arrives, to NLL accuracy, at
ω
(
N, s, t1, u1, µ
2
F , µ
2
R
)
= ω0(s, t1, u1)
× exp
[
lnN h1(λ) + h2
(
λ,
m2
µ2R
,
m2
µ2F
, s, t1, u1
)]
(3.69)
where
h1(λ) =
A(1)g
2πb0λ
[
2λ+ (1− 2λ) ln(1− 2λ)
]
h2(λ) = −
A(1)g
πb0
γE ln (1− 2λ)−
B¯(1)g
2πb0
ln (1− 2λ)− A
(2)
g
2π2b20
[2λ+ ln (1− 2λ)]
−A
(1)
g
πb0
λ ln
(
m2
µ2F
)
+
A(1)g
2πb0
ln
(
m2
µ2R
)
[2λ+ ln (1− 2λ)]
− CA
2πb0
ln (1− 2λ)
(
2Lu − ln
(
s
m2
))
+
ReΓ
(1)
S
πb0
ln (1− 2λ) , (3.70)
with B¯(1)g = CA.
This exponent can be used as a generating functional to obtain estimates of finite order
corrections in chapter 4. A numerical evaluation of the full exponent will be presented in
chapter 5.
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Chapter 4
Finite order results for charm
production
In the previous chapter a resummed expression describing polarized deep inelastic charm
production to all orders in perturbation theory has been derived. This full result will in
this chapter be utilized as a generating functional yielding upon re-expansion approximate
first and second order expressions. Albeit at first sight appearing like a step backwards
from the all-orders result, these finite order estimates will prove highly valuable in as-
sessing the phenomenological relevance of the resummation calculation. Whereas exact
NLO corrections to polarized heavy quark photoproduction are known [63, 62, 85, 86],
the calculation for finite Q2 has not yet been completed [65, 66]. In the absence of a com-
plete one loop calculation for the process, the resummation results constitute current best
estimates beyond lowest order and allow to quantitatively investigate the discriminative
power of heavy quark production in measuring the polarized gluon density of the proton
as envisaged by HERMES and COMPASS. The estimates are valid in the region domi-
nated by threshold logarithms, where their impact on the charm structure function gc1 can
be studied. The approximate partonic finite order results, accurate to NLL, are derived
in section 4.1 and integrated over phase space to produce partonic coefficient functions in
section 4.2. They are convoluted with different available parameterizations of the gluon
density to give estimates for the charm contribution to the polarized structure function
gc1 in section 4.3.
4.1 Re-expansion of the exponent
To derive finite order results the resummed exponent (3.70) is expanded to the desired
order in αs, taking into account also the running of the strong coupling. In the following
this will be done up to second order so as to provide NLO and NNLO approximations
to NLL accuracy for the partonic single-particle inclusive double-differential cross section
difference ∆σγ∗g. There are in principle no limits as to the order of this re-expansion,
but mostly it is carried out one or two orders beyond those computed exactly to provide
estimates of the numerical importance of the unknown terms. NNLO should be sufficient
for the process under consideration since the full one loop calculation is still pending [65,
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66]. Once it becomes available, it can be combined with the two loop estimate. Should
need be, a three loop contribution can be generated from (3.70).
For the process γ∗+ g −→ Q+Q, the single-particle inclusive double-differential cross
section difference is related to the hard function ∆ωg as in equation (3.19). To NLL
accuracy it can be written in a factorized form as
s′ 2
d2∆σγ∗g(s
′, t1, u1)
dt1 du1
= 8π2 α
x
Q2
∆ωg
(
x, s4, t1, u1, Q
2, m2, µ2, αs(µ)
)

∆BBornγ∗g (s
′, t1, u1)
δ(s′ + t1 + u1) + αs(µ)π K(1)(s′, t1, u1) +
(
αs(µ)
π
)2
K(2)(s′, t1, u1)
 ,
(4.1)
with the Born level hard part ∆BBornγ∗g = ααse
2
cπ∆BQED as from (3.10), in agreement
with [87, 88].
The NLO and NNLO soft gluons corrections to NLL accuracy are
K(1)(s′, t1, u1) = (4.2)
2CA
[
ln(s4/m
2)
s4
]
+
+
[
1
s4
]
+
{
CA
(
ln
(
t1
u1
)
+ReLβ − ln
(
µ2
m2
))
− 2CF (ReLβ + 1)
}
+ δ(s4)CA ln
(−u1
m2
)
ln
(
µ2
m2
)
,
K(2)(s′, t1, u1) = (4.3)
2C2A
[
ln3(s4/m
2)
s4
]
+
+
[
ln2(s4/m
2)
s4
]
+
{
3C2A
(
ln
(
t1
u1
)
+ReLβ − ln
(
µ2
m2
))
−2CA (b2 + 3CF (ReLβ + 1))
}
+
[
ln(s4/m
2)
s4
]
+
ln
(
µ2
m2
){
C2A
(
−2 ln
(
t1
u1
)
−2ReLβ + 2 ln
(−u1
m2
)
+ ln
(
µ2
m2
))
+ 2CA (b2 + 2CF (ReLβ + 1))
}
+
[
1
s4
]
+
ln2
(
µ2
m2
){
−C2A ln
(−u1
m2
)
− 1
2
CA b2
}
,
with µ the MS-mass factorization scale, b2 = (11CA−2nf )/12 and Lβ given below (3.61).
A comparison with the preliminary results for the exact O(αs) corrections calculated in
[65, 66] provides a valuable cross check of equation (4.2).
In deriving (4.2) and (4.3) the necessary inversion from Laplace moments to momen-
tum space was done by successively matching the highest power in lnN (or ln N˜) to an
s4 distribution, as given in (A.2) in appendix A. The lower powers of the moment space
logarithm required to make up the s4 expression are subtracted before continuing with the
matching at the next order in lnN . Since by the way it is set up resummation is always
carried out to a particular power of the large logarithm the perturbative expansion is
truncated in a well defined way. Its structure is of the form
1 +
αs
π
(
L2 + L (1 + LM ) + LM
)
+
α2s
π2
(
L4 + L3 (1 + LM ) + L
2
(
LM + L
2
M
)
+ LL2M
)
,
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Figure 4.1: (a) The η-dependence of the coefficient functions ∆c(k,0)g (η, ξ), k = 0, 1
for Q2 = 10GeV2 with m = 1.5GeV. Plotted are the exact result for ∆c(0,0)g (solid
line) and the LL approximation (dotted line) and NLL approximation to ∆c(1,0)g (dashed
line). (b) The η-dependence of the coefficient function ∆c(2,0)g (η, ξ) for Q
2 = 10GeV2 with
m = 1.5GeV. Plotted are the LL approximation (dotted line) and NLL approximation.
where for simplicity lnN = L, ln
(
µ2
m2
)
= LM , and coefficients have been suppressed.
Hence e.g. L2 is dropped if not multiplied into a scale-dependent logarithm. To obtain
hadronic results the partonic functions need to be convoluted with the polarized parton
distributions. However, in the next section the partonic results will first be presented
separately.
4.2 The partonic coefficient functions
In this section the partonic results (4.2) and (4.3) will be integrated over phase space and
investigated numerically. To this end, it is convenient to define dimensionless coefficient
functions ∆c(k,l)g ,
∆σγ∗g(s
′, q2, m2) =
ααs e
2
q
m2
∞∑
k=0
(4παs(µ))
k
k∑
l=0
∆c(k,l)g (η, ξ) ln
l µ
2
m2
. (4.4)
Hence the superscript k indicates the order in αs and l the power of the scale-dependent
logarithm. As completely inclusive quantities the functions ∆c(k,l)g depend only on the
scaling variables
η =
s
4m2
− 1 , ξ = Q
2
m2
, (4.5)
where η is a measure of the distance to the partonic threshold.
Only for the lowest order coefficient function ∆c(0,0)g is it possible to analytically inte-
grate over phase space. At higher orders one has to resort to numerical methods. There
occur integrals of +-distributions in s4 against test functions, at this point the Born con-
tribution, whose subleading dependence on s4 comes in through u1 = s4 − t1 − s′. To
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Figure 4.2: (a) The η-dependence of the coefficient function ∆c(1,1)g (η, ξ) forQ
2 = 10GeV2
with m = 1.5GeV. Plotted are the exact result (solid line), the LL approximation (dotted
line) and the NLL approximation (dashed line). (b) The η-dependence of the coefficient
functions ∆c(2,l)g (η, ξ), l = 1, 2 for Q
2 = 10GeV2 with m = 1.5GeV. Plotted are the LL
approximation (dotted line) and the NLL approximation (dashed line).
increase numerical stability such integrals are split into difference and boundary terms
according to
s+4∫
0
ds4
[
lnn (s4/m
2)
s4
]
+
f (s4) =
s+4∫
∆
ds4
lnn (s4/m
2)
s4
(f (s4)− f (s4 = 0))
+
1
n+ 1
lnn+1
(
s+4 /m
2
)
f (s4 = 0) , (4.6)
with the test function f regulating the divergence at s4 −→ 0. For sufficiently smooth f
the regulator ∆ can even be taken to zero.
In Fig.4.1 all coefficient functions ∆c(k,0)g ; k = 0, 1, 2, i.e. those not accompanied by
scale-dependent logarithms, are plotted for Q2 = 10GeV2 and m = 1.5GeV. Only the
Born function ∆c(0,0)g in Fig.4.1a is known exactly [87, 88]. For ∆c
(1,0)
g in Fig.4.1a and
∆c(2,0)g in Fig.4.1b estimates to LL and NLL accuracy are given. In the LL case, only the
highest powers in the logarithm are kept, i.e. [ln(s4/m
2)/s4]+ and [ln
3(s4/m
2)/s4]+ terms
in equations (4.2) and (4.3), respectively. Clearly, both ∆c(1,0)g and ∆c
(2,0)
g are sizable near
threshold. Here the large logarithms dominate, while they tend to be numerically rather
small at larger values of η. As mentioned above, for a complete resummation to NNLL
accuracy one would need to match the resummed result (3.70) at NLO, which requires
knowledge of all one-loop soft and virtual corrections. These are not yet available [65, 66].
However, it is possible to investigate some next-to-next-to leading (NNLL) logarithmic
contributions, such as the Coulomb corrections [65, 66, 69] for ∆c(1,0)g and for ∆c
(2,0)
g those
NNLL terms obtainable from the expansion of (3.70). Numerically, these NNLL terms
were found to have an effect on ∆c(1,0)g or ∆c
(2,0)
g of the order of 5% only as compared to
the NLL corrections and are therefore not displayed here.
Since no exact results for ∆c(1,0)g and ∆c
(2,0)
g are available it is impossible to judge
directly the quality of the LL and NLL approximations. However, similar investigations
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Figure 4.3: (a) The polarized gluon distribution η∆φg/P (η, x, µ
2) for x = 0.1 and µ =
1.5GeV. Plotted are the parameterizations GS A of [11] (solid), GS C of [11] (dashed)
and GRSV valence of [12] (dotted). (b) Same as (a) for x = 0.01.
in the case of unpolarized heavy quark production [49], where exact one-loop results are
known [89], suggest that generally NLL accuracy provides a very good approximation of
the true result for Q2 not too large1. A strong indication that the same is true in the
polarized case is provided by the fact that K(1), K(2) are identical to the unpolarized case,
with only BBornγ∗g differing from ∆B
Born
γ∗g .
The coefficient functions multiplying scale-dependent logarithms are displayed in
Fig.4.2a for ∆c(1,1)g and in Fig.4.2b for ∆c
(2,1)
g and ∆c
(2,2)
g . For the parameters the same
values as in Fig.4.1 are chosen. In particular the estimates for ∆c(1,1)g and ∆c
(2,1)
g to NLL
accuracy can be seen to be large near threshold. Additionally, for the function ∆c(1,1)g the
exact result can be obtained from renormalization group methods,
∆c(1,1)g (η(x), ξ) =
1
4π2
1∫
ax
dz
(
b2 δ(1− z)− 1
2
∆P (0)gg (z)
)
∆c(0,0)g
(
η
(x
z
)
, ξ
)
, (4.7)
with a = 1 + 4m2/Q2 and the one-loop splitting function as given by (3.35). Splitting
into difference and boundary terms improves numerical stability, as before with the ap-
proximate coefficient functions. Fig.4.2a clearly shows that the approximation based on
NLL accuracy traces the exact result (4.7) extremely well even at larger η. Again, for
∆c(2,1)g NNLL terms obtained from the expansion of the resummed result (3.70) have only
a small effect.
4.3 The hadronic structure function
In this section the impact of the approximate higher order perturbative corrections on
the inclusive hadronic structure function g1 will be investigated. In terms of coefficient
1In the regime of large Q2/m2 on the other hand, the coefficient functions ∆c(k,0)g can be approximated
with different methods based on the operator product expansion [69].
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Figure 4.4: (a) The x-dependence of the charm structure function xgc1(x,Q
2, m2) with
the gluon distribution GS A [11] for µ = m = 1.5GeV and Q2 = 10GeV2. Plotted
are the results at leading order (solid), at NLO to LL accuracy (dotted), at NLO to
NLL accuracy (dashed), at NNLO to LL accuracy (spaced dotted) and at NNLO to NLL
accuracy (spaced dashed). (b) Same as (a) with the gluon distribution GS C [11].
functions, the charm structure function gc1 can be expanded as
gc1(x,Q
2, m2) (4.8)
=
αs (µ) e
2
cQ
2
8π2m2x
1∫
ax
dz∆φg/P (z, µ
2)
∞∑
k=0
(4παs (µ))
k
k∑
l=0
∆c(k,l)g (x/z, ξ) ln
l µ
2
m2
=
αs (µ) e
2
c
2π2
A∫
−∞
d(log10 η) ln 10 η∆φg/P (η, x, µ
2)
∞∑
k=0
(4παs (µ))
k
k∑
l=0
∆c(k,l)g (η, ξ) ln
l µ
2
m2
,
where a = 1 + 4m2/Q2, A = log10(ξ{1/x − 1}/4 − 1), and ∆φg/P the polarized gluon
distribution as before. Recall that the MS-scheme has been chosen and that contributions
from light initial state quarks are neglected. For ∆φg/P the parameterizations of [11, 12]
are compared. This choice is not intended to express any particular preference, but to
illustrate the discriminative power of a structure function measurement in this kinematic
regime with respect to the various gluon distributions consistent with data currently
available. In the analysis at NLO (LO) a 2-loop (1-loop) running coupling with nf = 3
light flavours, a charm (pole) mass of m = 1.5GeV [89], and ΛQCD = 0.232 GeV are used.
The somewhat non-standard expression in the last line of (4.8) facilitates the investi-
gation of partonic threshold effects on gc1. At the cost of introducing the logarithmic
measure the standard convolution of gc1 has been turned into a point-wise multiplication
of the coefficient functions with η∆φg/P . The latter is plotted as a function of η in Fig.4.3.
The support it provides through (4.8) can be estimated by overlaying it with the partonic
coefficient functions. Comparing Fig.4.3 with Figs.4.1 and 4.2 one can tell over which
ranges of η the function η∆φg/P becomes large and hence where it samples the ∆c
(k,l)
g .
Fig.4.3 reveals that for values x>∼ 0.01 and at scales around Q2  10GeV2 this happens
indeed in the region where the resummed approximation looks trustworthy, irrespective
of the parameterization considered for the gluon density. It seems therefore reasonable
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Figure 4.5: (a) The factorization scale dependence of the charm structure function
gc1(x,Q
2, m2, µ2)/gc1(x,Q
2, m2, µ2 = m2) with the gluon distribution GS A [11] for m =
1.5GeV, Q2 = 10GeV2 and x = 0.05. Plotted are the results at leading order (solid),
at NLO to LL accuracy (dotted), at NLO to NLL accuracy (dashed), at NNLO to LL
accuracy (spaced dotted) and at NNLO to NLL accuracy (spaced dashed). (b) Same as
(a) with the gluon distribution GS C [11].
to expect the LL and NLL estimates for ∆c(k,l)g to provide good descriptions of the true
higher order corrections for gc1 for x>∼ 0.01. The gluon densities from set A of [11] and the
valence scenario of [12] are both positive and similar in shape, while the gluon density
from set C of [11] relaxes the positivity constraint on ∆φg/P and oscillates.
2
A comparison of the x-dependence of gc1 as computed from the NLO and NNLO
estimates (4.2) and (4.3) with the leading order result [87, 88, 91] is given in Fig.4.4a
over a range 0.007 ≤ x ≤ 1. Here Q2 = 10GeV2, a fixed value of the factorization scale
µ = m = 1.5GeV, as well as the gluon parameterization GS A of [11] have been chosen.
Similar results are obtained with the gluon distribution in the valence scenario of [12] but
not displayed here. The perturbative corrections are found to be sizable, both in the region
of intermediate x, around 0.05 and at smaller x, where however, the approximation is less
certain to work well. To assess the quality of the approximation, at each order results to
LL and to NLL accuracy are compared. At intermediate x, the small differences between
LL and NLL accuracy show a very good stability of the threshold approximation for
the description of gc1. Towards smaller x however, these deviations increase and indicate
that the underlying approximations fail for x ≤ 0.01. In Fig.4.4b the calculation of xgc1
is repeated for the same parameters as in Fig.4.4a but with the gluon density GS C of
[11]. Again, the perturbative corrections are sizable over the whole range in x, but the
shapes of the curves completely different. Both the coefficient functions and the gluon
density oscillate, which leads in particular at intermediate x around 0.1 to destructive
interference, with gc1 being only marginally different from zero.
As can be seen from these plots the charm contribution to the polarized structure
function can serve also beyond leading order to distinguish different gluon density sce-
narios. Two more checks of these results are worthwhile to gauge their reliability. First,
2Recent results from the HERMES collaboration [90] indicate a positive ratio of polarized over unpo-
larized gluon distribution ∆φg/P /φg/P at intermediate x.
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Figure 4.6: (a) The charm mass dependence of the charm structure function
xgc1(x,Q
2, m2, µ2 = m2) with the gluon distribution GS A [11] for m = 1.3 . . . 1.7GeV,
Q2 = 10GeV2, for LL (striped band) and NLL (hatched band). (b) Same as (a) but
with the gluon distribution GS C [11].
one can study the dependence of gc1 on the mass factorization scale, and second, its de-
pendence on the (rather poorly constrained) charm quark mass. In general, leading order
calculations exhibit a strong sensitivity on the factorization scale, which is usually reduced
once higher order corrections are taken into account. In addition, there are general argu-
ments supporting a reduction in scale dependence from including soft gluon effects [92].
Therefore, it is important to assess the effect of the NLL-approximate NLO and NNLO
results (4.2) and (4.3) on the scale dependence of gc1 in comparison to the leading order
calculation [87, 88, 91]. Note however, that the arguments of [92] leading to genuine NLO
soft gluon resummations rely on NNLL accuracy, which is not yet available for gc1 [66, 63].
The ratio gc1 (µ) /g
c
1 (µ = m) is shown over a range m ≤ µ ≤ 10GeV with m = 1.5GeV,
Q2 = 10GeV2, and x = 0.05 held fixed. In Fig.4.5a the parameterization GS A of [11]
were used, but the following conclusions hold also for the gluon density in the valence
scenario of [12]. At NLO the corrections based on LL accuracy only are not found to
be sufficient to reduce the scale dependence. Clearly, soft gluon effects need to be ap-
proximated at least to NLL accuracy to achieve the desired result, a feature also noticed
in studies of unpolarized heavy quark production [49]. The best estimate available for
gc1 makes use of the exact expression for the coefficient function ∆c
(1,1) of equation (4.7).
However, since it differs only slightly from the NLO result to NLL accuracy for the chosen
parameters in Fig.4.5, it will not be displayed here. In Fig.4.5b this analysis is repeated
for the parameterization GS C of [11]. In this case, the NLO and NNLO approximations
do not reduce the scale dependence. This is due to the oscillating gluon density, which
leads to gc1 being close to zero at the x-value chosen, and even causes g
c
1 to change sign,
depending on the scale. The dependence of the NLO results for gc1 on the charm quark
mass is shown in Fig.4.6 for both the GS A and GS C gluon distributions (4.6(a) and (b),
respectively) at Q2 = 10GeV2. The variation of gc1 with m is sizeable across almost the
complete range of x as investigated previously. Most of this mass dependence originates
from the Born cross section.
To summarize, the study of the charm structure function as in Figs.4.4 and 4.5 shows
that the soft gluon estimates of higher order corrections to the coefficient functions are well
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under control and give stable predictions for gc1 at scales Q
2 not too large and x>∼ 0.01. On
the other hand, in the chosen kinematical range the effects of higher orders do not upset
the sensitivity to the polarized gluon distribution function, with different gluon param-
eterizations leading to qualitatively different behaviour for gc1. Therefore, measurements
of the charm structure function allow to further constrain the polarized gluon density.
Including higher order contributions significantly reduces the scale dependence of gc1, in
particular when computed with the GS A set of parton distributions. However, the sizable
charm quarks mass dependence of gc1 at leading order is not reduced upon including ap-
proximate higher order corrections. Nevertheless, analysis of gc1 as presented here is well
applicable in the kinematical range accessible to the HERMES and COMPASS experi-
ments. In this region, the NLO and NNLO estimates given can help to reduce theoretical
uncertainties and may assist in the theoretical interpretation of future gc1 measurements.
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Chapter 5
Charm production at all orders
As has been stressed in chapters 3 and 4 the resummed expressions for heavy quark electro-
production have so far been made use of only as generating functionals for approximate
finite order corrections. Indeed, resummation approaches to numerically investigate full
exponents have so far been mostly limited to inclusive processes. As a matter of principle,
the more differential a cross section, the better suited it is for phenomenology, because
one may incorporate detector-specific acceptance cuts and thereby reduce the need for
extrapolation. Therefore, to fully exploit threshold-resummation as a quantitative tool
of phenomenology, it seems desirable to understand better the behaviour of threshold-
resummed expressions for double-differential cross sections. Resummed expressions have
been derived for many double-differential hadronic cross sections, but most have only been
used as generators of approximate finite order perturbation theory. A notable exception
is provided by the double differential (in transverse momentum and rapidity) prompt
photon production cross section, for which a study was performed [93] that employed
an elegant analytic representation of the cross section involving two moment variables.
Unfortunately, for many other cross sections, in particular involving heavy quarks, such
a representation is not as readily possible.
The following sections contain results of a study concerned with a numerical evaluation
of the full resummed exponent in heavy quark electroproduction. Section 5.1 presents
an expression for the hadronic structure function conducive to numerical investigation.
Section 5.2 introduces the minimal prescription employed in the numerical inversion from
moment space. Section 5.3 contains numerical results. Section 5.4 presents the tower
expansion, an alternate strategy to extracting information out off the all-order expression.
Finally, section 5.5 concludes with an outlook to future investigations.
5.1 Refactorization revisited
Double differential single particle inclusive cross sections for 2 → 2 processes can be
characterized by the property that their lowest order partonic hard scattering functions
are constants as functions of the moment variable N . This is equivalent to the statement
that the lowest order partonic subprocess at fixed external momenta defines the threshold
condition. In this chapter the resummed form of a cross section with this property will
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be investigated, the double-differential unpolarized cross section for the by now familiar
single heavy quark inclusive electroproduction process. In this chapter polarization will
not be considered, but this generalization should pose no further problems. The quantities
of interest here are d2FQk /dT1 dU1, k = 2, L, the double-differential deep-inelastic heavy
quark structure functions. The kinematic ranges of the hadronic variables T1 and S4 (at
fixed T1), introduced in (3.4), are given by
Tmin1 = −
S ′
2
(1 + β) < T1 < −S
′
2
(1− β) = Tmax1
0 < S4 <
S
S ′T1
(
T1 +
S ′
2
(1− β)
)(
T1 +
S ′
2
(1 + β)
)
= Smax4 (5.1)
with β =
√
1− 4m2/S. The following study will be limited to considering FQ2 , because
the FQL contribution is very small [89]. Just like in the polarized case, this structure
function factorizes to leading power in ΛQCD/Q as
S ′2
d2FQ2 (x, S4, T1, U1, Q
2, m2)
dT1 dU1
=
∑
i=q,q¯,g
1∫
z−
dz
z
φi(z, µ
2
F ) ωi
(x
z
, s4, t1, u1, Q
2, m2, µ2F , µ
2
R ,
)
(5.2)
where the lower limit z− is given by −U1/(S ′ + T1). The dimensionless hard scattering
function ωi describes as before the parton scattering process
γ∗(q) + i(k) −→ Q(p1) + X ′[Q](p′2) . (5.3)
with k = z p. Unlike in the polarized case, exact results for ωi are known to NLO [89, 45].
For fully differential result cf. [47]. The convolution in (5.2) may also be written in the
form
S ′2
d2FQ2 (x,W, T1, U1, Q
2, m2)
dT1 dU1
= (5.4)∫ 1
ymin
dy
y
∫ W
0
dw
∑
i=q,q¯,g
φi(y)ωi
(
w, y, T1, U1
)
δ
(
W − w − (1− y)S
′ + T1
m2
)
with ymin = 1−Wm2/(S ′+T1), W = S4/m2, and w = s4/m2. After a Laplace transform
this convolution almost factorizes
S ′2
d2FQ2 (x,N, T1, U1, Q
2, m2)
dT1 dU1
=
∫ 1
0
dw1e
−N
(
S′+T1
m2
w1
) ∑
i=q,q¯,g
φ¯i(w1) ωi
(
N,w1, T1, U1
)
ωi
(
N,w1, T1, U1
)
=
∫ ∞
0
dw e−Nw ωi
(
w,w1, T1, U1
)
(5.5)
with w1 ≡ 1− y and φ¯i(w1) = φi(y)/y. Near threshold, to leading power in N , the sum
can be restricted to the dominant, gluonic contribution i = g [49]. Since no confusion
can arise, this subscript on ωg will be dropped from now on. Were it not for the y (or
w1) dependence in ωi, the factorization in (5.5) would be exact. However, at large N , the
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Landau pole
Figure 5.1: The complex N plane and contour used for the numerical inversion from
moments according to the minimal prescription. All except for the Landau poles lie to
the left of the contour.
dependence on w1 in ω(N,w1) is not singular, and can be approximated by setting w1
equal to some fixed, optimal value wopt1 . This allows one to write
S ′2
d2FQ2 (x,N, T1, U1, Q
2, m2)
dT1 dU1
 φ¯g
(
N
S ′ + T1
m2
)
ω
(
N,wopt1 , T1, U1
)
. (5.6)
In section 5.3 wopt1 will be determined and the quality of this approximation assessed. For
ω(N,wopt1 , T1, U1) one can now use (3.69) or any of its finite order expansions in αs. The
latter allow comparisons with momentum space results generated by analytical inversion
from moment space and subsequent integration. In the following sections it will often be
useful and illustrative to exhibit contributions of a particular order in the strong coupling
and the large logarithms. To avoid confusion, the notation
NkLO− lL+,N (5.7)
will be employed for finite order results, where k indicates the order in the strong coupling,
the subscripts + and N denote +-distributions and moments, respectively, and l expresses
if only the leading term (l = 1), or also the next-to-leading term (l = 2) is included. Since
the variables x, Q2, and m in expressions like (5.6) will in the following be kept fixed,
they will henceforth no longer be displayed explicitly in the list of arguments.
5.2 The minimal prescription
Threshold-resummed expressions are derived in N space. At finite orders the analytic
conversion to momentum space is simple, since the moments corresponding to the usual
+-distributions are known in closed form to the necessary accuracy in N [37, 94]. However,
for the full resummed exponent this is not the case. The conversion to momentum space
then requires a numerical inverse Laplace transform, for the case at hand after the wopt1
approximation as in (5.6) one needs to compute
S ′2
d2FQ2 (W,T1, U1)
dT1 dU1
=
c+i∞∫
c−i∞
dN
2πi
eNW φ¯g
(
N
S ′ + T1
m2
)
ω
(
N,wopt1 , T1, U1
)
, (5.8)
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ln7(x)/x ln5(x)/x ln3(x)/x
ln8 N˜ 0.125 - -
ln7 N˜ - - -
ln6 N˜ 5.76 0.167 -
ln5 N˜ 16.8 - -
ln4 N˜ 128 4.11 0.25
ln3 N˜ 451 8.01 -
ln2 N˜ 1424 36.5 2.47
ln N˜ 2815 64.4 2.4
const 2829 67.8 3.65
Table 5.1: Coefficients of powers of ln N˜ in moment space expression corresponding to
plus-distributions in momentum space.
with c the intercept of the contour with the real N axis. Usually, the parameter c is to
be chosen so that the contour passes to the right of all singularities. Such singularities
typically result not only from the logarithms lnN at N = 0, but also from the moments
of the parton densities at negative values of N , as will become clear in section 5.3. All
these singularities are physical and should thus be sampled by the inverse transformation.
However, the functions hi in (3.70) also exhibit singularities at N
∗ = exp(1/a b0αs),
for a = 1, 2. Such unphysical Landau pole singularities, resulting from integrals over
functions of the running coupling, signal the limitations of perturbation theory at leading
power in ΛQCD/Q and prevent one from choosing the standard contour to the right of
all singularities. A minimal choice of contour [95] avoids these singularities by passing
them on the left and thereby constitutes a definition of resummed perturbation theory
at leading power of ΛQCD/Q. Fig.5.1 illustrates this choice of contour in the complex N
plane. Moment space resummation using a minimal contour has many attractive features,
which have been amply demonstrated for a number of inclusive and single-differential
observables, and one double-differential cross section [93]. Specifically, the inverse is
given by
f(z) =
1
π
Im
∫ ∞
0
dzeiφewNf(N(z)) , N = c+ zeiφ . (5.9)
To improve convergence properties and numerical precision the contour is thus often
tilted [96], with φ = 3π/4 a typical value for the studies in subsequent sections. Generi-
cally, this leads to inversions acquiring most of their final result for z values not too far
from zero, i.e. for none-too large values of lnN . Also, numerical precision can often be
improved by shifting the intercept c. Explicit values for these parameters will be given in
the next section.
5.3 Numerical studies
While the mapping from polynomials in lnN to +-distributions (cf. (1.10)) and vice versa
is unique, and relates the highest power of the plus-distribution to the highest power of
lnN as can be seen from the list in appendix A, it was observed already in [97] that
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Figure 5.2: a) The quality of the numerical inversion from moment space normalized by
the exact result ln5(x)/x for kLN˜ . b) ln
5 N˜ generated from a numerical Mellin transfor-
mation of its corresponding sum of +-distributions for kL+.
subleading terms in moment space become numerically important if they come endowed
with large coefficients. This is shown for a few [lni(x)/x]+ in Table 5.1. The quality of the
numerical inversion from moment space can be seen from Fig. 5.2 for ln5(x)/x, where in-
stead of N proper the more natural N˜ is considered (cf. appendix A). Other distributions
lead to similar graphs. The figure shows that neglecting subleading terms in moment
space leads to serious relative deviations from the correct result when approaching the
point x = 1. Of course, the absolute values of ln5(x)/x decrease on approaching x = 1, so
the influence of the hierarchy-reversing coefficients depends very much on the particular
process under consideration; its kinematics might effect a sampling of regions which are
indeed sufficiently accurately approximated by the first terms of the moment space ex-
pression. However, a first indication that subleading powers of the logarithms in moment
space do make relevant contributions is provided by Fig.5.3. It assess the importance of
such terms for the partonic coefficient function c2,0, the unpolarized counterpart of the
∆c2,0 introduced in (4.4). For easy comparison with the literature, the scale in these plots
is the same as that chosen in [49]. Note that when generating expressions like (4.2) and
(4.3) by numerical inversion according to (5.9), constants in moment space expressions
make no contribution.
Really one is interested not so much in the inclusive but more in the double differential
structure function. Before this can be investigated, some parameter choices have to be
made. The following default values apply unless indicated otherwise. The value of the
strong coupling is fixed at αs = 0.2. Furthermore, a simplified gluon distribution of the
form φ(z) = 6(1− z)5/z will be adopted. The Laplace transform of φ¯(w) = kwpθ(1− w)
is given by
φ¯(N) = k
(
− d
dN
)p
1
N
(
1− e−N
)
, (5.10)
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Figure 5.3: a) The coefficient function c2,0 at 1L+ as reproduced by kLN˜ with k ∈ {1, 2, 3}.
b) Same as a, but at 2L+.
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Figure 5.4: a) Comparison of different choices for the variable wopt1 , for the ratio of
NLO−2LN to LO of d2FQ2 /dT1dS4. The solid curves are results without approximation,
computed with (5.2), the dashed curves represent the choice (5.11). b) Expandability
of the resummed expressions for d2F c2 /dT1dS4 with NLL exponent (ratio to LO) with
contour parameters φ = 0.75, c = 1 for S4/S
max
4 ≥ 0.1, and c = 10 for S4/Smax4 < 0.1.
with φ¯ defined below (5.5). In this feasibility study scale-independent, fixed distributions
will be considered. The effects of their Laplace space DGLAP evolution should not be too
large and can be included at a later point [4]. Default scale choices are µ = m, with m
the charm mass, 1.5 GeV. The default value for Q2 is 10 GeV2. For the Bjorken variable
the value x = 0.1 is chosen. When T1 is kept fixed, this is done at (T
min
1 + T
max
1 )/2.
Most studies involve the distribution in the hadronic distance to threshold S4/S
max
4 of
K-factors, i.e. hadronic observables corrected to higher orders divided by their leading
order versions.
Before investigating the double differential structure function proper one first needs
to find the optimal value of wopt1 as in (5.6). To this end, Fig.5.4a shows for d
2FQ2 /dT1dS4
how well the ratio of the NLO− 2LN results to the LO one, both computed according to
(5.2), compares with various choices of wopt1 for this ratio, if both approximate NLO− 2LN
and LO are computed according to (5.8). It can be concluded that an optimal choice,
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Figure 5.5: NLO−kL+,N corrections divided by LO contribution to d2F c2/dT1dS4 as
functions of S4/S
max
4 at w
opt
1 . The contour parameters are φ = 0.75, c = 1 for S4/S
max
4 ≥
0.1, and c = 10 for S4/S
max
4 < 0.1. All results computed with simplified gluon density
yφ(y) = 6(1− y)5. a) L+ b) LN and LN˜ .
quite close to the exact result for this finite order for small S4/S
max
4 (with deviations of
order 10% in the threshold region), is given by
wopt1 =
S4
S ′ + T1
, (5.11)
which will be the default choice from now on. This allows an evaluation of the resummed
exponent as shown in Fig.5.4b, but the further discussion of this graph will be postponed.
Consider first Fig.5.5, which shows the hierarchies of NLO − kL+,N for k = 1, 2 in com-
parison with the exact result [91, 45]. Especially in moment space, omitting only one
term already leads to serious deviations at moderated distance from threshold. On the
other hand, the progression from k = 1 via k = 2 to the exact result is more uniform in
N than in s4. The moments tend to be somewhat smaller than the exact result, whereas
momentum space estimates tend to exceed it. Also, the behaviour differs slightly for N
and N˜ . To really judge this, a process computed to higher orders and to higher accuracy
in the logarithms has to be investigated. The inclusive deep inelastic structure function
F2 has these properties. This will be investigated and compared to the result for heavy
quark production in [4].
Clearly, lower powers of lnN make a substantial contribution. This is true irrespective
of which parton distribution one considers, although the choice does influence the absolute
value of the result. Note that including an N -dependent Born function, which would
correspond to a more inclusive cross section and different threshold condition, would have
a similar effect, since such functions typically behave like the inverse of some low power
of N [95], i.e. very similar to the moment space parton distributions. As to be expected,
closer to partonic threshold incomplete expressions approximate the full result better than
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Figure 5.6: NLO corrections divided by LO contribution to d2F c2 /dT1dS4 as function of
S4/S
max
4 and T1/T
max
1 for a) exact, and b) 2L+.
further away from threshold.
Instead of inverting a hadronic observable, one can perform the inverse Laplace trans-
form at the parton level, and then use the result in (5.2). The benefit of such a hybrid
approach would lie in the fact that no approximations for w1 would be necessary, and
it would be easier to include realistic parton distributions, as numerical routines are not
usually supplied in the form of moments. Although this approach is in fact quite straight-
forward at any finite order, the observables considered here present a minor complication,
associated with the fact that its lowest order parton level version does not have N depen-
dence. In passing from finite order terms ∼ lnk N to resummed expressions exp(ln2 N)
both the large and small N divergences become much more severe. They require an extra
damping which can be provided by the parton densities, but is absent at the parton level.
The hybrid approach will not be pursued any further in the following, for details consult
[4].
While the plots obtained at fixed T1 show only a single slice through the two-
dimensional kinematics (T1, S4) parameter space, Fig.5.6 presents two-dimensional plots.
It shows the ratio of the NLO and LO contributions, for the exact as well as for the
NLO−2LN values. As expected, one finds large corrections, in fact of the order of one or
even higher, for small S4, across the full range of T1. At the T1 edges of phase space no
enhancements occur.
One can now turn to Fig.5.4b, the expandability in the strong coupling of the full
resummed expression. The graph shows that with NLL in the resummed exponent,
a NNLO approximation in the strong coupling already traces very well the full expo-
nent. Resummed exponents computed to LL are approximated even more accurately by
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Figure 5.7: Tower resummed expressions as functions of S4/S
max
4 for a) N
kLO−1LN , and
b) NkLO− 2LN , all normalized by LO.
their expansions in the strong coupling. In absolute values the resummed expressions
are a little above the NLO− 2L+ corrections around S4/Smax4  0.1, but fall below the
NNLO− 2L+ corrections (not presented graphically here). This is consistent with the
results found for the partonic coefficient function c(2,0) in Fig.5.3 and for the NLO cor-
rections to d2F c2/dT1dS4 in Fig.5.5. Nevertheless, for the resummed exponent integration
over the full phase space to generate inclusive quantities is not possible, since unlike pow-
ers of lnN the divergence of an exp(ln2 N)-type of expression cannot be compensated
by polynomials or rational functions (e.g. parton distributions). To be more precise, the
exponent expNS4 or expNs4 (for hadronic or partonic phase space integrations, respec-
tively) provides no damping of the integrand at the lower limit of integration S4 = 0 or
s4 = 0. In any case, possible difficulties encountered in relating the perturbation series in
moment and momentum space have already been stressed in the discussion of the finite
order examples.
5.4 Tower expansion
Expansions of the resummed expression (3.70) offer an alternative way of representing
the all-order result, namely as a sum of towers of logarithms. The combination of these
expressions with exact finite order results determines the number of towers for which all
coefficients are exactly known. For the inclusive F2 this method was studied in [97] with
four towers known exactly. In this section only heavy quark production will be considered.
Expansion of the functions in (3.70) results in
ω0(s, t1, u1, αs) =
(
αs
π
)
h00(s, t1, u1) +
(
αs
π
)2
h01(s, t1, u1) + . . .
hi =
∞∑
k=1
(
αs
π
)k
Lk hik, i = 1, 2 (5.12)
After substitution of these expansions into (3.70) one can express the hard scattering
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Figure 5.8: Tower resummed expression as functions of S4/S
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function ω in towers of L = lnN .
ω = h00(αs)
[
1 +
∞∑
k=1
(
αs
π
)k (
ck1 L
2k + ck2 L
2k−1 + ck3 L2k−2 + . . .
)]
. (5.13)
One finds
ck1 =
(h11)
k
k!
(5.14)
ck2 =
(h11)
k−1
(k − 1)!h21 + θk2
(h11)
k−2
(k − 2)!h12 (5.15)
ck3 =
(h11)
k−2
(k − 2)!
1
2
(h21)
2θk2 +
(h11)
k−3
(k − 3)!h13θk3 +
(h11)
k−2
(k − 2)!h22θk2
+
(h11)
k−3
(k − 3)!h12h21θk3 +
(h11)
k−4
(k − 4)!
1
2
(h12)
2θk4 +
(h11)
k−1
(k − 1)!h01 (5.16)
where
h1k =
A(1)
πb0
(2b0π)
k
k(k + 1)
h2k =
(2πb0)
k
k
(γθk2 (S1(k − 1)− βθk2 − α)) (5.17)
with
α =
1
πb0
(
−A(1)γE − 1
2
B¯(1) − CA
2
(2Lu − ln s
m2
) + ReΓ
(1)
S
)
(5.18)
β = − A
(2)
2π2b20
(5.19)
γ =
A(1)b1
2πb30
(5.20)
Here θkj = 1 for k ≥ j and zero otherwise, and S1(k) = ∑kj=1 1/j. These results are very
similar to those in [97]. The coefficient h01 was determined by careful matching of the
O(α2s) term in (5.13) to the exact O(α2s) expressions for ω given in [89].
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Note that (5.13) is expressed as tower expansions in lni N . By using the correspondence
between the two spaces as e.g. in Appendix A one might generate similar expressions
expanded in plus-distributions, with an equal numbers of towers. In Figs.5.7 and 5.8
of this section first results for tower expansions in N are displayed. They show good
convergence qualities already at not too high orders in the strong coupling. Hence, the
tower resummation can be regarded as a viable definition alternative to that used in
section 5.3. In the tower approach the intrinsic ambiguity of the numerical inversion,
resulting in the occurrence of a Landau pole, is handled in a way different from the
minimal prescription. In a sense, renormalon ambiguities are shifted out to infinite tower
number.
5.5 Conclusions and outlook
The results presented in this chapter form constitute part of [4]. Comparing with similar
inclusive functions, for which higher orders in both the strong coupling and the thresh-
old logarithms are known, should provide further insight into the results. Furthermore,
a significant reduction of renormalization scale dependence is a genuine benefit of re-
summed expressions [98, 92]. This effect can only be investigated with realistic parton
distributions and a running coupling constant. Also, a conversion from T1, U1 to some
more physical variables like rapidity and transverse momentum and the use of realistic
parton distributions would make the differential quantities computed directly applicable
in phenomenology.
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Chapter 6
Resummation for the Drell-Yan
process
The resummation calculations of previous chapters were aimed at organizing and estima-
ting logarithmic corrections dominant near partonic threshold. It has been observed that
in the DIS scheme the refactorization of the DY cross section leading to exponentiation
of threshold logarithms can also be used to organize a class of constant terms, most of
which arise from the ratio of the timelike Sudakov form factor to its spacelike counterpart.
This exponentiation will be extended here to include all constant terms. Also, it will be
demonstrated how a similar organization may be achieved in the MS scheme.
This chapter is structured as follows. Section 6.1 starts with a short review of previous
work on the subject and gives some motivation for the study to follow. In section 6.2
the resummation of the quark Sudakov form factor and its embedding in the DIS–scheme
DY cross section will be reviewed. The exponentiation in this scheme will be extended
to include all constant terms. In section 6.3 the result for the MS cross section will be
derived. In section 6.5 the numerical relevance of the exponentiations will be studied in
a two-loop analysis, while section 6.6 contains some conclusions.
6.1 Introduction
In previous chapters large threshold corrections to partonic cross sections have been iden-
tified and resummed. Also in similar processes such large terms almost always take the
form of logarithms of ratios of kinematical scales. As partonic threshold is approached,
these enhancements are parametrically guaranteed to increasingly dominate the pertur-
bative contributions to the cross section. Often, however, also constant terms, which do
not depend on scale ratios vanishing at threshold and which arise predominantly from
purely virtual diagrams, are numerically important in the cross section. Some of these
large constants originate from the same infrared singularities that give rise to the large
logarithms, and consequently are resummable.
The threshold resummation for the partonic DY cross section is derived using as usual
the procedure of refactorization: the Mellin transform of the cross section is expressed
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as a product of well–defined functions, each organizing a class of soft and collinear en-
hancements. The refactorizations are valid up to corrections vanishing at threshold, and
thus suppressed by powers of the Mellin variable N at large N . Terms independent of N
can then be treated, in principle, by the same methods used to resum terms enhanced by
logarithms of N . For the DY cross section and the deep–inelastic structure function F2,
such a refactorization was achieved in [26]. The resulting resummation of constant terms
established to all orders the earlier observation [10] that, in the DIS–scheme DY cross
section, the largest constants are related to the ratio of the timelike Sudakov form factor
and its spacelike continuation. By solving an appropriate evolution equation [99], an ex-
ponential representation for this form factor, and thus also for the ratio, was derived [100],
allowing easy numerical evaluation. Comparison with exact two–loop results [101] showed
in that case that N–independent contributions at two loops are indeed dominated by the
exponentiation of the one–loop result, combined with running coupling effects [102, 103].
In this chapter this analysis is refined for the DIS scheme, and extended to the MS
scheme. The challenge in the latter case lies in the fact that the finite subtraction constants
of this scheme are not related to a physical scattering process involving the electromagnetic
quark coupling at lowest order. Therefore, ratios of form factors do not naturally occur in
the MS scheme. The practical prevalence and relative simplicity of the MS scheme would,
however, make such an organization desirable. It will be shown that the refactorization
formalism of [26] leads to the exponentiation of all N–independent contributions to the
inclusive DY cross section, in both the MS and the DIS schemes. As a corollary, one
may note that all constant terms in the MS–scheme non-singlet deep-inelastic structure
function F2 have been organized into an exponential form as well. Furthermore, it is
possible to organize the factorization procedure so that real and virtual contributions are
individually made finite; one can then disentangle various sources of constants, such as π2
terms arising from unitarity cuts and similar terms arising from expansions of phase–space
related Γ functions.
One might object that there is no kinematic limit in which N–independent terms
dominate parametrically, so that an organization of such terms cannot be of much practical
use. The view taken here is that whenever all–order information is available one should
make use of it, at least to gauge the potential impact of generic higher order corrections on
the cross section at hand. One should bear in mind that the pattern of exponentiation,
even for N–independent terms, is highly nontrivial, and includes all–order information
arising from renormalization group evolution and the requirements of factorization; for
example, a considerable fraction of nonabelian effects (i.e. terms not proportional to C2F )
arising at two loops can be shown to follow from running coupling effects implemented
on the (essentially abelian) one–loop result. In the present case one could be bolder and
argue that, since all constants have been shown to exponentiate, using the exponentiated
expression should provide a better approximation to the exact answer. This is in fact
the case for generic values of higher order perturbative coefficients, even for asymptotic
series such as those arising in QCD. It cannot, however, be proven for any particular
cross section, although it works in practice for the cases that have been tested. At
the very least, differences between results for the physical cross section with or without
the exponentiation of constant terms can provide nontrivial estimates of errors due to
(uncalculated) higher order corrections. Notice in passing that constant terms are not
affected by the Landau pole and thus factor out of the inverse Mellin transform needed
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to construct the physical cross section.
6.2 The DIS scheme and the Sudakov form factor
Consider the N–th moment of the partonic DY cross section, taken with respect to z =
Q2/s, with Q the measured invariant mass and s the partonic invariant mass squared.
Mass factorization of this quantity, in the DIS scheme, is performed by simply dividing its
dimensionally regularized (d = 4−2 as usual), unsubtracted version by the square of the
N–th moment (taken with respect to the partonic Bjorken–x variable) of the non–singlet
partonic deep–inelastic structure function F2
ω̂DIS(N) =
ω(N, )
[F2(N, )]
2 . (6.1)
While numerator and denominator are each infrared and collinear divergent, their ratio
is finite to all perturbative orders [15], so the  dependence of the l.h.s. can be neglected.
Explicit dependence on the hard scale Q and on the strong coupling αs(µ
2) will generally
be understood.
The Sudakov form factor naturally arises in ω(N, ), before mass factorization, follow-
ing the reasoning of [26]. One observes that near threshold (i.e. at large N) ω(N, ) can
be refactorized according to
ω(N, ) = |HDY|2 ψ(N, )2 U(N) +O(1/N) . (6.2)
The ψ(N, ) and U(N) functions contain the N dependence associated with initial state
radiation at fixed energy and coherent soft radiation, respectively. They are well–defined
as operator matrix elements [26], and are calculable in perturbation theory. Both functions
are gauge–dependent, but their product in (6.2) is not; implicitly, the presentation here
will be in axial gauge. Using gauge invariance and renormalization group (RG) arguments,
one can show that both the parton distribution ψ(N, ) as well as the eikonal function
U(N) obey evolution equations. These can be solved near threshold in an exponential
form, up to corrections suppressed by powers of N . The function |HDY|2, collecting all
hard–gluon corrections, has no N dependence and may be determined by matching to
exact calculations order by order. Divergences are only present in the parton distribution
function ψ(N, ).
To identify the Sudakov form factor, it is useful to separate virtual (V ) and real (R)
contributions to the resummed ψ and U functions, according to
ψ(N, ) = R() ψR(N, ) ,
U(N) = UV () UR(N, ) , (6.3)
where R() is the real part of the residue of the quark two-point function in an axial
gauge. Using the analysis of Section 8 of [26] one can now write
ω(N, ) = |HDYR()
√
UV ()|2 ψR(N, )2 UR(N) +O(1/N)
= |Γ(Q2, )|2 ψR(N, )2 UR(N, ) +O(1/N) . (6.4)
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In fact, the residue of the quark propagator coincides with the virtual jet function sum-
marizing virtual collinear contributions to the form factor, while the square root of the
virtual eikonal function appearing in the cross section is responsible for the soft enhance-
ments of Γ. The dimensionally regularized time–like Sudakov form factor Γ(Q2, ) has thus
been identified in the refactorized, unsubtracted Drell–Yan cross section. Near threshold,
the only remaining contributions to the cross section come from real radiation, and are
summarized by the real parts of the ψ and U functions. At this point one can already
observe that ωDY(N, ) exponentiates up to corrections suppressed by powers of N : the
exponentiation of the form factor in dimensional regularization was proven in [100], while
the exponentiation of ψR and UR to this accuracy was proven in [26]. Specifically, the
real part of the fixed–energy parton density ψR(N, ) can be written as
ψR(N, ) = exp
{∫ 1
0
dz
zN−1
1− z
∫ 1
z
dy
1− y κψ
(
α
(
(1− y)2Q2
)
, 
)}
. (6.5)
Similarly
UR(N, ) = exp
{
−
∫ 1
0
dz
zN−1
1− z gU
(
α
(
(1− z)2Q2
)
, 
)}
. (6.6)
Note that in writing (6.5) and (6.6) one makes use of the fact that both functions are
renormalization–group invariant, since real emission diagrams in this case do not have
ultraviolet divergences. For the function ψR this is a consequence of the fact that it fixes
the energy of the final state, so that transverse momentum is also limited; for the function
UR it is a consequence of the structure of nonabelian exponentiation [26]. The functions
κψ and gU are both finite at one loop in the limit → 0: all IR and collinear singularities
are generated by the integrations over the scale of the d–dimensional running coupling,
which at one loop is given by
α
(
ξ2
µ2
, αs(µ
2), 
)
= αs(µ
2)
( ξ2
µ2
)2
− 1

1−
(
ξ2
µ2
)2 b04παs(µ2)
−1 , (6.7)
and will often be abbreviated by α(ξ2), as in (6.5) and (6.6).
A similar refactorization can be performed on the deep inelastic structure function F2.
One finds [26]
F2(N, ) = |HDIS|2 χ(N, )V (N) J(N) +O(1/N) . (6.8)
Here the parton distribution χ(N, ) has the same collinear singularities as the one adopted
for the DY process, but, according to the general strategy of [26], it fixes a different
component of the incoming parton momentum, viz. the plus–component, and is computed
in a different axial gauge. V (N) summarizes the effects of coherent soft radiation in the
DIS process, while J(N) contains the effects of final state collinear radiation emitted by
the struck parton. Separating real and virtual contributions as above one finds
F2(N, ) = |HDIS|2 |R()VV ()|χR(N, )VR(N, ) J(N) +O(1/N)
= |HDIS||Γ(−Q2, )|χR(N, )
√
VV ()VR(N, ) J(N) +O(1/N) . (6.9)
To this extent virtual contributions to F2 have been organized already in [26]. One now
sees that all virtual contributions can be organized in terms of Γ(−Q2, ), by observing
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that the purely virtual part of the light–cone distribution χ is identical to the purely
virtual part of the outgoing jet J . Both consist essentially of the full two–point function
for a lightlike fermion. Note that both virtual jets in (6.9) are computed with the same
gauge choice. Gathering all virtual parts, one finds then
F2(N, ) = |Γ(−Q2, )|2 χR(N, )VR(N, ) JR(N, ) +O(1/N) . (6.10)
Again, exploiting the results of [26, 100] this form of the refactorization is sufficient to
prove the exponentiation of the full cross section up to corrections suppressed by powers
of N . In fact F2 now involves, to this accuracy, only the form factor, and a product of
real functions which have been shown to exponentiate by using their respective evolution
equations.
This result can be further verified in the following way. A comparison of (6.9) and
(6.10) implies that HDIS itself acquires an exponential form. In fact, an analysis along the
lines of [99] reveals that it may be expressed as
HDIS(Q
2) = ZH(αs, )
Γ(−Q2, )
S(0)() G
(0)
2 (Q
2, )
, (6.11)
where S(0) = S ZS and G
(0)
2 = G2Zq are the unrenormalized, dimensionally regularized
virtual soft function and virtual quark jet function appearing in the factorization of the
form factor, and where
ZH = ZS Z
2
q (6.12)
is the UV counterterm function for HDIS. The Sudakov form factor Γ does not require
a separate Z factor to cancel QCD UV divergences, by virtue of the electromagnetic
current conservation. Now, each factor in (6.11) has an exponential form. For the vir-
tual soft function this was shown in [38, 39]. The unrenormalized virtual jet function
G
(0)
2 (Q
2, ) obeys an evolution equation of the same form as the one used for the full
form factor [99], which can be explicitly solved in dimensional regularization by the same
methods, using as initial condition the fact that all radiative corrections vanish at Q2 = 0.
G
(0)
2 (Q
2, ) must then exponentiate by itself. Finally, any Z factor arising in multiplica-
tive renormalization may be represented in terms of the associated anomalous dimension
γ = (1/2)d(lnZ)/d lnµ as
Zi = exp
{∫ Q2
0
dξ2
ξ2
γi
(
α
(
ξ2
µ2
, αs(µ
2), 
))}
, (6.13)
where again UV poles are generated by integration over the scale of the d–dimensional
coupling.
Turning to the evaluation of (6.1), one observes that it requires the ratio of (6.4) and
the square of either (6.9) or (6.10). In practice, the expression (6.9) is more convenient
than (6.10), because the resulting form (6.15) for ω̂DIS(N) is a product of finite functions.
Had one used instead the result in (6.10), the resulting expression for ω̂DIS(N) would have
involved cancelling divergences between the real and virtual parts. Using then (6.9), and
the additional information that UV () = VV (), both being given by pure counterterms to
the same eikonal vertex, one can write
ω̂DIS(N) =
1
|HDIS|2
∣∣∣∣∣ Γ(Q2, )Γ(−Q2, )
∣∣∣∣∣
2 (
ψR(N, )
χR(N, )
)2
U(N)
V 2(N)
1
J2(N)
. (6.14)
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The exponentiation and RG running of the various factors of (6.14) are described in detail
in [26], with the exception of the ratio ψR/χR, which there was exponentiated according
to (6.5), but evaluated only at leading order. Running coupling effects on this ratio
are briefly discussed in section 6.4: they generate a contribution at NNL level at two
loops, as well as further N–independent terms. Furthermore, one is now in a position
to exponentiate also the one–loop contribution to the matching function, H
(1)
DIS = −CF .
Gathering all factors, and formulating the answer according to standard notation [37],
the result for the hard partonic Drell–Yan cross section in the DIS scheme takes the form
ω̂DIS(N) =
∣∣∣∣∣ Γ(Q2, )Γ(−Q2, )
∣∣∣∣∣
2
exp
[
FDIS(αs)
]
× exp
[ ∫ 1
0
dz
zN−1 − 1
1− z
{
2
∫ (1−z)2Q2
(1−z)Q2
dξ2
ξ2
A
(
αs(ξ
2)
)
− 2B
(
αs
(
(1− z)Q2
))
+D
(
αs
(
(1− z)2Q2
))}]
+O(1/N) . (6.15)
Equation (6.15) resums all terms in the perturbative expansion which contain enhance-
ments of the form αns log
k N , with k ≤ 2n, provided the perturbative expansions of the
functions A, B and D are known to the desired order in the strong coupling. The
perturbative coefficients of the functions A, B, D are in fact all known up to two
loops [35, 104, 105] Concerning the three-loop coefficient A(3), the nf–dependent part
is known exactly [105, 36], while good numerical estimates exist for the nf–independent
term [106]. For example, expanding the functions involved as
f(αs) =
∞∑
k=1
f (k)
(
αs
π
)k
, (6.16)
one needs
A(1) = CF , A
(2) =
1
2
[
CACF
(
67
18
− ζ(2)
)
− nfCF
(
5
9
)]
B(1) = −3
4
CF , D
(1) = 0 . (6.17)
for resummation to next–to–leading logarithmic accuracy.
Equation (6.15) also exponentiates N–independent terms, which have three sources:
they come from unitarity cuts, as in the analytic continuation of the form factor; or from
phase space integrations, since for example the parton distributions ψ and χ differ slightly
in their phase space measure; finally they arise from the Mellin transformation in the
exponent, which generates not only logarithms ofN , but also contributions proportional to
γE and to ζ(n). One can now examine in more detail the first two classes of exponentiated
constants.
The absolute value of the ratio of form factors is finite to all orders and exponenti-
ates [100]. To illustrate this, note that the (timelike) Sudakov form factor Γ(Q2, ) for the
electromagnetic coupling of a massless quark of charge eq is defined via
Γµ(p1, p2;µ
2, ) ≡ 〈0|Jµ(0)|p1, p2〉 = −ie eq v(p2)γµu(p1) Γ
(
Q2, 
)
, (6.18)
6.2. THE DIS SCHEME AND THE SUDAKOV FORM FACTOR 93
with Q2 = (p1 + p2)
2. Based on [107, 108, 109], it was shown [100] that the dimension-
ally regularized Sudakov form factor may be written as an exponential of integrals over
functions only of αs,
Γ(Q2, ) = exp
{
1
2
∫ Q2
0
dξ2
ξ2
[
K (αs, ) +G
(
α
(
ξ2
)
, 
)
+
1
2
∫ µ2
ξ2
dλ2
λ2
γK
(
α
(
λ2
)) ]}
. (6.19)
The function K in (6.19) is defined to consist of counterterms only, while G is finite for
 → 0. Double logarithms of the hard scale Q arise from the double integral over the
anomalous dimension γK(αs).
Using (6.19) one can derive a particularly simple expression for the absolute value of
the ratio appearing in (6.15). One finds∣∣∣∣∣ Γ(Q2, )Γ(−Q2, )
∣∣∣∣∣ = exp
{∣∣∣∣∣ i2
∫ π
0
[
G
(
α
(
eiθQ2
)
, 
)
− i
2
∫ θ
0
dφ γK
(
α
(
eiφQ2
))]∣∣∣∣∣
}
. (6.20)
Performing the scale integrals, at the two–loop level this yields∣∣∣∣∣ Γ(Q
2, )
Γ(−Q2, )
∣∣∣∣∣
2
= 1 +
αs(Q)
π
3ζ(2)γ
(1)
K
2
(6.21)
+
(
αs(Q)
π
)2 [
9
8
ζ2(2)
(
γ
(1)
K
)2
+
3
4
ζ(2)b0G
(1)(0) +
3
2
ζ(2)γ
(2)
K
]
,
where
γ
(1)
K = 2 CF ,
G(1)() = CF
(
3
2
− 
2
[ζ(2)− 8] + 2
[
8− 3
4
ζ(2)− 7
3
ζ(3)
]
+O(3)
)
,
γ
(2)
K = CACF
(
67
18
− ζ(2)
)
− nfCF
(
5
9
)
= 2A(2), (6.22)
while b0 = (11CA − 2nf )/3. The anomalous dimension γK is the “cusp” anomalous
dimension of a Wilson line in the MS renormalization scheme [84, 110, 111].
Equation (6.21) illustrates the potential relevance of exponentiation of N–independent
terms: first of all, the two–loop contribution is numerically dominated by one–loop effects,
both through exponentiation and the running of the coupling (the first two terms of the
two–loop coefficient numerically make up roughly three quarters of the total); furthermore,
for this particular ratio, genuine two–loop effects are given only in terms of γ
(2)
K , thus they
are UV–dominated and much simpler to calculate than the full form factor.
Finally, the function FDIS(αs) collects constant terms arising from phase space inte-
grations in the various functions involved in the factorization, as well as from the expo-
nentiation of the matching function HDIS. One finds at one loop
F
(1)
DIS = CF
(
1
2
+ ζ2
)
, (6.23)
while at two loops some terms can be predicted by taking into account the running of the
coupling, which yields
F
(2)
DIS = −
3
16
CF b0 (4 + ζ(2)− 2ζ(3)) + δF (2)DIS . (6.24)
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These two–loop contributions should not be taken too literally since, as indicated in (6.24),
there is at this level an uncalculated contribution δF
(2)
DIS arising from a pure two–loop
calculation, which could easily overwhelm the effects which have been included. Further
discussion of the impact of these two–loop effects is given in section 6.5.
6.3 Exponentiation in the MS scheme
As remarked in the introduction, one should not expect that the constants associated
with the Sudakov form factor in the MS–scheme DY cross section can be organized as in
the previous section, by a simple ratio of the timelike to spacelike versions of the same
form factor. The reason for this is that the MS quark distribution function is not directly
related to a physical process involving quark electromagnetic scattering at lowest order.
It is nevertheless possible to organize these constants in a closely related manner.
Mass factorization of the DY cross section in the MS scheme is straightforward in
moment space: one simply divides ω(N, ) by φ2
MS
(N, ), the square of the MS quark
density, defined by
φMS(N, ) = exp
[ ∫ Q2
0
dµ2
µ2
{∫ 1
0
dz
zN−1 − 1
1− z A
(
α
(
µ2
µ2F
, αs(µ
2
F ), 
))
+ Bδ
(
α
(
µ2
µ2F
, αs(µ
2
F ), 
))}]
+O(1/N) , (6.25)
with A the same function as appearing in (6.15), while Bδ is the virtual part of the non–
single quark–quark splitting function. As appropriate for an MS parton density, one can
easily verify that φMS(N, ) in (6.25) is a series of pure counterterms. Q is the factorization
scale, which for simplicity throughout this paper is set equal to the DY invariant mass 1.
One can now factor this density into virtual and real parts
φMS(N, ) = φV () φR(N, ) , (6.26)
in such a way that in the (finite) ratio
ω̂MS(N) ≡
ω(N, )
φMS(N, )
2
=
( |Γ(Q2, )|2
φV ()2
) (
ψR(N, )
2 UR(N, )
φR(N, )2
)
+O(1/N) (6.27)
the ratios of virtual functions and of real functions, displayed in the large brackets, are
separately finite. To be precise, the factorization in (6.26) is uniquely defined by the
following criteria: first, the ratio of virtual functions must be finite; second, factorizing a
series of pure counterterms one would like also φV () to consist only of poles. The real
part φR(N, ) is then defined by (6.26). Note that φV () defined in this way is process–
dependent, in contrast to φMS(N, ); note also that, while φMS has only simple poles of
collinear origin, the real and virtual contributions will have cancelling double poles. The
real and virtual contributions to the cross section will now be analyzed separately.
1It is straightforward to repeat the analysis below keeping these scales different.
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6.3.1 Cancellation of virtual poles
The timelike Sudakov form factor has imaginary parts, which are the source of the largest
contributions to the ratio in (6.21), while the MS distribution is real. The analysis can
thus be simplified by writing
|Γ(Q2, )|2
φV ()2
=
∣∣∣∣∣ Γ(Q2, )Γ(−Q2, )
∣∣∣∣∣
2 (
Γ(−Q2, )
φV ()
)2
. (6.28)
The benefit of this lies in the fact that the first factor on the r.h.s. is finite, and already
explicitly resummed in (6.21). The second factor, on the other hand, is purely real.
Inspired by the explicit expression for the form factor, (6.19), one starts with the ansatz
φV (Q
2, ) = exp
{
1
2
∫ Q2
0
dξ2
ξ2
[
K
(
αs(µ
2), 
)
+ G˜
(
α
(
ξ2
µ2
, αs(µ
2), 
))
+
1
2
∫ µ2
ξ2
dλ2
λ2
γ(K)
(
α
(
λ2
µ2
, αs(µ
2), 
))]}
, (6.29)
which has the same structure as the Sudakov form factor in (6.19), with the difference
that G˜ has no order  terms.
One now has to show, to all orders in the strong coupling, that the perturbative
coefficients of the function G˜ can be chosen so as to render (6.28) finite. At the end of
this section an explicit construction will be provided as well. Since the first ratio on the
r.h.s. of (6.28) is finite, it is sufficient to prove the cancellation of poles for the second
ratio,
|Γ(−Q2, )|2
(φV ())
2 . (6.30)
First of all, one observes that all divergences arising from the terms K and γK manifestly
cancel between |Γ(−Q2, )|2 and (φV (Q2, ))2, since they result from the limits of integra-
tion independent of the particular energy scale considered. Hence divergences could only
be generated by the G terms. Now express
G (−1, αs, ) =
∞∑
m=1
∞∑
n=0
G(n)m 
n
(
αs
π
)m
(6.31)
and note that the integration over the energy scale can be rewritten as one over the
running coupling making use of
dµ2
µ2
= 2
dα¯s
β (α¯s)
= −1

dαs
αs
1
1 + 1
4
∞∑
m=1
bm−1
(
αs
π
)m . (6.32)
Considering the integrands of both expressions and keeping in mind the overall factor of
1/ it remains to be shown that G˜ can be chosen so that
p∑
m=1
G˜m
(
αs
π
)m
1 + 1
4
p−1∑
m=1
bm−1
(
αs
π
)m −
p∑
m=1
∞∑
l=0
Glm
l
(
αs
π
)m
1 + 1
4
p−1∑
m=1
bm−1
(
αs
π
)m = 0 +O () (6.33)
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for any p. The proof proceeds by induction. Assume that it holds for some fixed order
p = k in perturbation theory, and show that G˜k+1 may be chosen such that (6.33) holds
also for order p = k + 1. Now examine (6.33) for p = k + 1. One can write
k+1∑
m=1
G˜n
(
αs
π
)m
=
k∑
m=1
G˜m
(
αs
π
)m
+ G˜k+1
(
αs
π
)k+1
. (6.34)
The following identity will be useful
1
1 + 1
4
k∑
m=1
bm−1
(
αs
π
)m = 1
1 + 1
4
k−1∑
m=1
bm−1
(
αs
π
)m
−
1
4
bk−1
(
αs
π
)k(
1 + 1
4
k−1∑
m=1
bm−1
(
αs
π
)m)(
1 + 1
4
k∑
m=1
bm−1
(
αs
π
)m) . (6.35)
Substitution of these two relations into the first term of (6.33) leads to (neglecting terms
that contain powers of αs higher than k + 1)
k∑
m=1
G˜m
(
αs
π
)m
1 + 1
4
k−1∑
m=1
bm−1
(
αs
π
)m + G˜k+1
(
αs
π
)k+1
1 + 1
4
k−1∑
m=1
bm−1
(
αs
π
)m
−
1
4
bk−1
(
αs
π
)k k∑
m=1
G˜m
(
αs
π
)m
(
1 + 1
4
k−1∑
m=1
bm−1
(
αs
π
)m)(
1 + 1
4
k∑
m=1
bm−1
(
αs
π
)m) (6.36)
and, similarly, the second term of (6.33) turns into
k∑
m=1
∞∑
l=0
Glm
l
(
αs
π
)m
1 + 1
4
k−1∑
m=1
bm−1
(
αs
π
)m +
∞∑
l=0
Glk+1
l
(
αs
π
)k+1
1 + 1
4
k−1∑
m=1
bm−1
(
αs
π
)m
−
1
4
bk−1
(
αs
π
)k k∑
m=1
∞∑
l=0
Glm
l
(
αs
π
)m
(
1 + 1
4
k−1∑
m=1
bm−1
(
αs
π
)m)(
1 + 1
4
k∑
m=1
bm−1
(
αs
π
)m) . (6.37)
One must now show that terms at order k +1 do not upset the cancellations between
(6.36) and (6.37) to lower orders than k + 1, and that the cancellation in (6.33) works
also at order k + 1 by choosing G˜k+1 appropriately. As a corollary, an explicit expression
for G˜k+1 can be derived that effects this cancellation.
The cancellation to orders lower than k+1 still works by invoking the initial hypothesis,
since all lower order αs-dependence is contained entirely in the first terms of (6.36) and
(6.37), respectively.
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One now considers all (αs/π)
k+1 terms in the expressions. Note that all terms of (6.36)
as well as (6.37) contribute at this order. One first shows that the contribution in (6.36)
from
k∑
m=1
G˜m
(
αs
π
)m
1 + 1
4
k−1∑
m=1
bm−1
(
αs
π
)m (6.38)
together with its tildeless counterpart from (6.37), namely
k∑
m=1
∞∑
l=0
Glm
l
(
αs
π
)m
1 + 1
4
k−1∑
m=1
bm−1
(
αs
π
)m (6.39)
is at most a constant, but contains no poles in . Assume there was at order k + 1
some t-fold pole left uncancelled in the difference. Now multiply this difference by the
denominator common to (6.38) and (6.39) to find
k∑
m=1
G˜m
(
αs
π
)m
−
k∑
m=1
∞∑
l=0
Glm
l
(
αs
π
)m
=
(
k∑
m=1
∞∑
l=1
clm
l
(
αs
π
)m
+ c′
(
αs
π
)k+1
t
)(
1− 1
4
k−1∑
m=1
bm−1
(
αs
π
)m)
,(6.40)
where the values of the coefficients clm are irrelevant and the integer t must be shown to
satisfy t ≥ 0. Note that the sums over powers of  start at different initial values. Now
clearly, the l.h.s. of this equality contains neither poles in  nor powers of αs higher than
k + 1. Consequently, such contributions must cancel on the r.h.s. However, multiplying
out the sums generates no terms to cancel the c′ (αs/π)
k+1 t for t ≤ −1, hence one must
have t ≥ 0.
At order k + 1 one thus obtains no powers of  lower than zero from the difference
of (6.38) and (6.39). As a consequence of this all poles in the second and third terms
of (6.36) and (6.37), respectively, must cancel among themselves, as is easily checked
since G˜1 = G
(0)
1 . So only the constant terms have to be cancelled by choosing G˜k+1
appropriately. To find explicit expressions one has to consider the coefficient of (αs/π)
k+1,
0 in (6.39). It must be equal to G˜k+1+G
(0)
k+1+1/4bk−1G
(1)
1 . Alternatively, one can compute
the (αs/π)
k+1, 0 coefficient of
k+1∑
m=1
∞∑
l=0
Glm
l
(
αs
π
)m
1 + 1
4
k∑
m=1
bm−1
(
αs
π
)m , (6.41)
which is exactly G˜k+1. It is given explicitly by
G˜k+1 = G
(0)
k+1 −
b0
4
G
(1)
k −
b1
4
G
(1)
k−1 +
b20
16
G
(2)
k−1 −
b2
4
G
(1)
k−2 +
b0b1
8
G
(2)
k−2 −
b30
64
G
(3)
k−2 + . . . (6.42)
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6.3.2 Real emission contributions
The complete expression for the MS–scheme DY cross section in the present framework
is given by
ω̂MS(N) =
∣∣∣∣∣ Γ(Q2, )Γ(−Q2, )
∣∣∣∣∣
2
·
(
Γ(−Q2, )
φV ()
)2 UR(N, )
(
ψR(N, )
φR(N, )
)2 , (6.43)
where the factor in square brackets arises from real gluon emission. Each function appear-
ing in the real emission contribution exponentiates: ψR and UR according to (6.5) and
(6.6), respectively, while φR is defined as the ratio of (6.25) to (6.29). Renormalization
group arguments can be applied to each function, in d = 4−2 dimensions, as described in
section 6.4. It is interesting to notice that running the coupling in d dimensions generates
poles at two loops in the ratio URψR/φR, although the input at one loop is finite. The
ratio must however be finite to all orders, as a consequence of the factorization theorem,
together with the finiteness of the virtual contributions demonstrated above. This poses
constraints on the two–loop coefficients of the functions involved, as described in more
detail in section 6.5, tying together real and virtual contributions to the cross section.
Collecting and organizing the exponential expressions of the real emission functions,
one can cast (6.43) in the standard form
ω̂MS(N) =
∣∣∣∣∣ Γ(Q
2, )
Γ(−Q2, )
∣∣∣∣∣
2
·
(
Γ(−Q2, )
φV (Q2, )
)2
· exp
[
FMS(αs)
]
× exp
[ ∫ 1
0
dz
zN−1 − 1
1− z
{
2
∫ (1−z)2Q2
Q2
dµ2
µ2
A
(
αs(µ
2)
)
+ D
(
αs
(
(1− z)2Q2
))}]
+O(1/N) . (6.44)
A one loop calculation, with the inclusion of running coupling effects, yields
log
(
Γ(−Q2, )
φV (Q2, )
)
=
αs
π
CF
(
ζ(2)
4
− 2
)
+
(
αs
π
)2 [
CF b0
(
1− 3
32
ζ(2)− 7
24
ζ(3)
)
+ δR(2)
]
,
FMS (αs) =
αs
π
CF
(
−3
2
ζ(2)
)
+
(
αs
π
)2 [
−1
4
b0CF
(
1− 3
8
ζ(2)− 7
4
ζ(3)
)
+ δF
(2)
MS
]
, (6.45)
where δR(2) and δF
(2)
MS
are genuine two–loop contributions unrelated to running coupling
effects. Note that the functionD in (6.44) is the same as in (6.15): a non–trivial statement,
due to the fact that such a function, summarizing wide angle soft radiation, can be taken
to vanish in the threshold–resummed deep–inelastic structure function [105, 112, 113, 114].
6.4 Renormalization group techniques
Before the discussion of the relevance of the exponentiation of constants in the two schemes
to be presented in section 6.5, this section briefly discusses the application of renormali-
zation group techniques to unconventional parton distributions such as the functions
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ψ(N, ) and χ(N, ) described in the previous sections. It will focus specifically on the
contributions involving real gluon emission. The techniques of [26] lead to an expression
of the form
ψR(N, ) = exp
{∫ 1
0
dz
zN−1
1− z
∫ 1
z
dy
1− y κψ
(
(1− y)Q
µ
, αs(µ
2), 
)}
+O (1/N) , (6.46)
and similarly for χ. The functions ψR and χR are both renormalization group invariant
(i.e. their respective anomalous dimensions vanish) to this accuracy, for slightly different
reasons: ψR cannot have overall UV divergences because its phase space is restricted to
fixed total energy emitted in the final state. This automatically restrict also transverse
momentum, so the phase space integration is UV finite. χR, on the other hand, has a phase
space restricted to fixed total light–cone momentum fraction, so that in principle it may
have UV divergences arising from transverse momentum integration. These divergences
are in fact present, however it can be shown that, at least at one loop and in the chosen
axial gauge, these divergences are suppressed by powers of N . Note that this is not
in contradiction with the fact that the divergent terms for any quark distribution must
be proportional to the Altarelli–Parisi kernel. It simply means that the corresponding
divergences are of IR–collinear origin for the distributions at hand.
The consequence of this statement for the functions κψ and κχ is that(
µ
∂
∂µ
+ β (, αs)
∂
∂αs
)
κψ
(
(1− y)Q
µ
, αs(µ
2), 
)
= 0 , (6.47)
where β (, αs) is the β function in d = 4−2. An identical equation is obeyed by κχ. Such
equations can be solved perturbatively to determine the dependence of the distributions on
the momentum scale. Consider again for example κψ, and let ξ ≡ (1−y)Q/µ. Expanding
κψ (ξ, αs, ) =
∞∑
n=1
(
αs
π
)
κ
(n)
ψ (ξ, ) , (6.48)
one easily finds that at the two loop level the coefficients must be of the form
κ
(1)
ψ (ξ, ) = κ
(1)
ψ,0 () ξ
−2 ,
κ
(2)
ψ (ξ, ) = κ
(2)
ψ,0 () ξ
−4 +
b0
4
κ
(1)
ψ,0 () ξ
−2 (ξ−2 − 1) . (6.49)
explicit evaluation at one loop [26] yields
κ
(1)
ψ,0 () = 2CF (4π)
 Γ(2− )
Γ(2− 2) ,
κ
(1)
χ,0 () = 2CF (4π)
 Γ(2 + ) cos (π) . (6.50)
As observed in section 6.2, the finiteness of the ratio ψR/χR, which is a consequence of
factorization, requires that κ
(1)
ψ,0()−κ(1)χ,0() = O(2), since the double integration in (6.46)
generates a double pole. In fact, upon redefining µ according to the MS prescription to
absorb factors of log(4π) and γE,
κ
(1)
ψ,0 ()− κ(1)χ,0 () = 2CF 2
[
2 + ζ(2) +  (4 + ζ(2)− 2ζ(3)) +O(2)
]
. (6.51)
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One can go slightly further and observe that the finiteness of the ratio ψR/χR also con-
strains the form of the pure two–loop contribution to κψ and κχ, given by the functions
κ
(2)
ψ,0() and κ
(2)
χ,0(). Specifically, inserting (6.48) and (6.49) into (6.46), and doing the
same for χR, one finds that the ratio ψR/χR will develop a simple pole in  at two loops,
unless
κ
(2)
ψ,0 ()− κ(2)χ,0 () =
3
2
CF b0 (2 + ζ(2)) + 
2δκ
(2)
2 +O
(
3
)
, (6.52)
in analogy with (6.51), with δκ
(2)
2 a constant arising at two loops to be used below. This
constraint also fixes the coefficient of a contribution to the ratio proportional to logN at
two loops, i.e. at NNL level. To be precise one finds
(
ψR(N, )
χR(N, )
)2
= exp
[
αs
π
CF (2 + ζ(2)) +
(
αs
π
)2(1
8
δκ
(2)
2 +
1
2
CF b0 (2 + ζ(2)) (logN + γE)
− 3
16
CF b0 (4 + ζ(2)− 2ζ(3))
)
+O
(
,
1
N
,α3s
)]
. (6.53)
Once again, the contributions arising at two loops should be taken with a grain of salt
when constructing the full cross section. It is true in fact that in this way the leading
logarithmic contribution to this particular ratio has been determined. However, in the full
cross section there are competing logN terms arising at two loops from other functions,
and in fact in the present case the logarithmic term in (6.53) goes in the wrong direction
to ‘predict’ NNL logarithms at two loops, as to be discussed in section 6.5. Similarly,
there is no guarantee that the uncalculated constant δκ
(2)
2 will not overwhelm the running
coupling effects explicitly displayed in (6.53).
6.5 Two-loop analysis
It is clear that the results derived on the exponentiation of N–independent terms do not
have the predictive strength of the standard resummation of threshold logarithms. In that
case, in fact, the pattern of exponentiation is highly nontrivial, and the perturbative co-
efficients of entire classes of logarithms can be exactly predicted to all perturbative orders
performing just a low order calculation. In the present case, even though constant terms
exponentiate, the determination of the exact value of the N–independent contribution at,
say, g loops, always requires a g–loop calculation, albeit in some cases a simplified one.
It remains true, however, that exponentiation and running coupling effects generate
contributions to all orders which originate from low–order calculations. These contribu-
tions are an easily computable subset of higher order corrections, and it is reasonable
to use them to estimate the full impact of higher orders. Specifically, given a g–loop
calculation of one of the cross sections discussed here, one can extract the value of the
various functions appearing in the exponent to that order, and then use exponentiation
and RG running to estimate the (g + 1)–loop result. Given the existing results at two
loops [115, 116], one could construct an estimate of the three–loop partonic cross section.
Before embarking on such a calculation, it is however advisable to test the case g = 1, i.e.
to use the two–loop results to verify the reliability of the method, by comparing the exact
results with the estimate obtained by exponentiating the one–loop calculation and letting
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the couplings run. To this end, one can expand the partonic cross section in scheme s,
ω̂s(N) as
ω̂s(N) =
∞∑
p=0
ω(p)s (N)
(
αs
π
)p
. (6.54)
Next, one can identify the coefficients of different powers of logN , by writing
ω(p)s (N) =
2p∑
i=0
ω
(p)
s,i (logN + γE)
i . (6.55)
So far the exact cross sections have been dealt with. Let now ω˜
(p)
s,i be the estimate for
ω
(p)
s,i obtained by evaluating the exponent exactly at p− 1 loops, adding running coupling
effects, and expanding the result to order p. One can define the deviation
∆ω
(p)
s,i ≡
ω
(p)
s,i − ω˜(p)s,i
ω
(p)
s,i
. (6.56)
In computing estimates for the DIS scheme, one can employ (6.15), with the one–loop
results taken from (6.17), (6.21) and (6.23). Furthermore, since running coupling effects
are to be taken into account, terms proportional to b0 in (6.24) and (6.53) will be included.
As far as the MS scheme is concerned, (6.44) will be used together with (6.45), with all
purely two–loop contributions defined to vanish. Exact results are taken from [115, 116],
focusing on “soft and virtual” contributions (all other contributions are suppressed by
powers of N at large N . To obtain numerical results one also needs to specify SU(3)
and set nf = 5. The results for the deviations ∆ω
(2)
s,i in the two schemes are given in
Table 6.1. To gain a little further insight, the contributions proportional to the possible
combinations of group invariants arising at two loops (i.e. C2F , CACF and nfCF ) can be
given separately. Table 6.2 displays results for the powers of logN which do not lead to
exact agreement (i.e. i = 0, 1, 2). Here the coefficients are given separately for ω
(2)
s,i and
ω˜
(2)
s,i for each scheme, since some of the exact coefficients vanish so that the corresponding
deviations as given in (6.56) are ill–defined.
Several remarks are in order. From Table 6.1 one observes that, as expected, leading
and next–to–leading logs are exactly predicted by one–loop results and running coupling
effects. Similarly, also as expected, NNL logarithms have a small discrepancy which
is entirely traceable to the two–loop cusp anomalous dimension γ
(2)
K . At the level of
N–independent terms (i = 0), the agreement is quite reasonable, and in fact rather
satisfactory in the DIS scheme, where exponentiation accounts for three quarters of the
exact answer.
Single results for the logarithms, on the other hand, are much less satisfactory, dis-
playing a discrepancy larger than 100% in both schemes. The reasons for this discrepancy
i 0 1 2 3 4
DIS 0.26 1.17 0.13 0 0
MS - 0.69 1.79 0.33 0 0
Table 6.1: The deviations ∆ω
(2)
s,i , as defined in the text, for the DIS and MS schemes.
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DIS MS
estimate exact estimate exact
coefficients of C2F
i = 0 38.06 39.03 3.33 1.79
i = 1 - 13.09 - 14.41 0 0
i = 2 9.85 9.85 5.16 5.16
coefficients of CACF
i = 0 5.63 18.12 13.12 6.82
i = 1 9.83 - 0.25 1.51 - 0.47
i = 2 - 0.69 0.35 0 2.08
coefficients of nfCF
i = 0 - 1.02 - 4.40 - 2.38 - 0.80
i = 1 - 1.79 0.35 - 0.27 - 0.52
i = 2 0.12 - 0.15 0 - 0.56
Table 6.2: Comparison between estimates from exponentiation and exact results at two
loops, presented separately for different colour structures, both in the DIS and MS
schemes.
are slightly different in the two schemes, but they highlight the same generic problem.
In the DIS scheme, as discussed in section 6.4, running coupling effects in the ratio of
parton distributions ψ/χ generate a single log term with the wrong sign with respect to
the exact result. This term must then be compensated by contributions which could be
called ‘genuine two–loop’, which as a result display a rough proportionality to b0.
This phenomenon could be described as an ‘excess of factorization’, in the following
sense: to achieve the accuracy and generality of (6.15) it is necessary to introduce several
functions, depending on different scales. Not all of these dependencies, however, are
physical, and there may be (in fact there are) large cancellations in the scale dependence
between different functions. This fact has been observed in the past [117, 114]. As a
consequence, approximate coefficients dominated by running coupling effects, but not
completely determined, may turn out to be quite inaccurate.
In the MS scheme, the same kind of cancellation is displayed in a different way:
there, as described in more detail below, one may use the constraint imposed by the
finiteness of the real emission contributions to reexpress the single log coefficient in terms
of purely virtual functions. In the process, the weight of running coupling effects changes
considerably. Again, this indicates that computed running coupling effects may easily be
compensated by unevaluated two–loop contributions.
Finally, observe in Table 6.2 that abelian (C2F ) contributions exponentiate with impres-
sive accuracy, particularly in the DIS scheme. The slight superiority of the DIS scheme
in this regard appears to be a fairly generic feature in Tables 6.1 and 6.2, perhaps to be
ascribed to the more direct physical interpretation of the subtractions, as compared to the
MS scheme. On the other hand, if one departs from the strict limitation to one loop terms
plus running coupling effects and incorporates also two loop information in the form of
γ
(2)
K as well as in the Sudakov form factor Γ(Q
2, ) (cf. (6.19)) and consequently in G
(2)
1 ,
the picture changes slightly, as can be seen from Table 6.3. The zero entries in the DIS
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DIS MS
estimate exact estimate exact
coefficients of nfCF
const 0 -4.2 25.2 21.2
ζ2 -25.3 -37.8 -20.2 -12.4
ζ3 0 5.3 0.44 8
coefficients of CACF
c 0 23.9 -157.9 -127.9
ζ2 155.3 233.1 117.9 65.8
ζ22 -24 -30.8 -6.4 -2.4
ζ3 0 -65.3 69.6 28
coefficients of C2F
c 34 0 127.8 127.8
ζ2 14 -3 -70 -70
ζ22 124.8 109.6 1.6 1.6
ζ3 48 120 -60 -60
Table 6.3: Comparison of resummation estimates with exact results for the order α2s
constant contributions, presented separately for different colour structures, both in the
DIS and MS schemes, using two loop on Γ(Q2, ) and in the form of γ
(2)
K .
scheme estimates in Table 6.3 can be traced directly to the structure of the constants in
(6.15), and in particular (6.21). In the MS scheme the ratio (6.30) does generate entries
for these cases. However, these results will not be discussed any further.
The methods of exponentiation outlined here may be used not only for numerical
estimates, but also to obtain, or test, analytical results. Specifically, since all functions
employed have precise diagrammatic definitions, the computation of certain coefficients
at two loops may be simplified using this approach, as compared to a full calculation
of the cross section. Further, the factorization into separately finite real and virtual
contributions leads to constraints connecting different coefficients, so that different two–
loop results can be nontrivially connected. To give an example, consider (6.43). There, the
finiteness of the ratio URψR/φR at two loops imposes constraints tying together real and
virtual contributions to the cross section (recall that φR is defined as φMS/φV ). Using the
methods outlined in section 6.4 and imposing the cancellation of double poles in the ratio
of real functions, one may verify that the two–loop coefficient of log2 N in ω̂MS(N) must
equal the two–loop cusp anomalous dimension γ
(2)
K , as is well known. Further, imposing
the cancellation of single poles in the same ratio, one finds that the value of the function
D at two loops is completely determined by purely virtual diagrams. One finds
D2 =
3
4
ζ2b0CF + 4B
δ
2 − 2G˜2 , (6.57)
where Bδ2, the two–loop virtual part of the non–singlet quark–quark splitting function is
given by [118, 119]
Bδ2 =
3
2
C2F
(
1
16
− 1
2
ζ2 + ζ3
)
+
CACF
4
(
17
24
+
11
3
ζ2 − 3ζ3
)
− nfCF
6
(
1
8
+ ζ2
)
, (6.58)
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while the second order contribution to the function G˜ can be determined via (6.42) and
(6.19), by matching the resummed expression for Γ(Q2, ) to the explicit results for the
dimensionally regularized one– and two–loop Sudakov form factors, as given for example
in [101, 120, 121]. One obtains
G˜2 = G
(0)
2 −
b0
4
G
(1)
1
G
(0)
2 = 3C
2
F
(
1
16
− 1
2
ζ2 + ζ3
)
− CACF
4
(
13− 11
3
ζ2 − 2545
108
ζ3
)
− nfCF
6
(
209
36
+ ζ2
)
G
(1)
1 = CF
(
4− 1
2
ζ2
)
. (6.59)
The coefficient D2, obtained earlier [35, 104] through matching to the two-loop cross
sections [115, 116], has thus been rederived by using only information from purely virtual
contributions.
6.6 Conclusions
It has been shown how to organize all constants in the N–th moment of the Drell-Yan
cross section in the DIS and MS schemes into exponential forms. The MS–scheme re-
sult presented has the special feature that real and virtual contributions are separately
finite. This organization rests crucially upon the refactorization properties of the unsub-
tracted Drell–Yan cross section and, for the DIS scheme, of the non–singlet deep–inelastic
structure function near threshold [26]. For the MS scheme the organization involves the
construction of an exponential series of pure counterterms that cancels all divergences in
the spacelike Sudakov form factor. This cancellation has been proven to all orders. It
should be emphasized that the arguments imply exponentiation to the same degree of
accuracy for the MS–scheme DIS cross section F̂2(N), although a detailed evaluation has
not been given in that case.
Although exponentiation of N–independent terms does not have the same degree of
predictive power as the resummation of threshold logarithms, it can be used with some
degree of confidence to gauge the impact of higher order corrections to fixed order cross
sections. N–independent contributions at two loops are reasonably well approximated
by the exponentiation of one–loop results. The refactorization approach also leads to
nontrivial connections between real and virtual contributions to the cross section, which
can be used to test or in some cases simplify finite order calculations. On the negative
side, one cannot in general trust running coupling effects to give by themselves a good
approximation of two–loop results, unless the various scales at which the couplings are
evaluated are tied to the physical scales of the full cross section.
It might be interesting to make full use of the available two–loop information for the
Drell–Yan and DIS cross sections to provide an estimate of three–loop effects, along the
lines of section 6.5. In any case, the techniques presented here, which extend threshold
resummations to a new class of terms, are a step towards the analysis of yet other classes
of perturbative corrections which might be expected to exponentiate. A natural example
is given by threshold logarithms suppressed by an extra power of the Mellin variable
N , which have recently been analized in the case of longitudinal DIS structure function
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[122, 123], and were shown to be phenomenologically important [124]. Another possible
extension of this work is the study of N–independent contributions to more complicated
hard cross sections, involving more coloured particles, along the lines of [28]: this would
be an ingredient towards a precise resummed determination of such cross sections, which
would be of considerable phenomenological interest for present and future hadron colliders.
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Chapter 7
IR divergences and numerical
integration
Numerical phase space integrations constitute important tools in high energy phenome-
nology. Not only do they hold out where analytical integration methods fail (e.g. for
processes with many final state particles), but upon including appropriate binning rou-
tines they easily acquire the extra flexibility of generating besides inclusive also fully
differential QCD cross sections. These in turn are important observables for studies at
high-energy colliders. By allowing detector-specific acceptance cuts on phase space vari-
ables they obviate the need for extrapolation into unmeasured, and often also poorly
calculable regions, and thereby improve theory-experiment comparisons.
Reliable theoretical predictions for such differential cross sections require the inclusion
of at least next-to-leading order (NLO) QCD corrections. NLO calculations combine
virtual one-loop corrections with the real emission contributions from unresolved partons.
These two parts are usually computed separately and each is infrared divergent, only
their sum is infrared finite. This has already been discussed in section 1.3 for the case of
inclusive deep inelastic scattering, where the cancellation of divergences took place only
after analytical integration over phase space. NLO Monte Carlo programs evaluate both
real emission and virtual diagrammes and allow the simultaneous computation of many
differential cross sections for the particular reaction considered. However, these programs
require that infrared singularities be eliminated before any numerical integration can
be done. In this chapter two such methods, namely the phase space slicing (PSS) and
the dipole subtraction methods, will be discussed, emphasizing the first of the two. So
far, these two methods have mostly been applied extensively to massless partons (for a
recent application to Higgs radiation in tt¯ production cf. [125, 126, 127]). Here, their
performances are studied and compared for the process of virtual photon decay into
two heavy quarks γ∗ → QQ¯. For the dipole method, the results are a first check of a
counterterm derived in [128]. The mass of the heavy partons on the one hand prevents the
occurrence of collinear divergences, but on the other hand complicates for both methods
the analytical integrals required to cancel soft divergences. Furthermore, they introduce
besides the overall energy a second scale into the process, namely the heavy quark mass.
Consequently, the allowed range for the regularization parameter required in the phase
space slicing approach and the importance of correction terms have to be reconsidered,
as to be discussed below. It will be shown in this chapter that, by including improvement
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terms in the phase space slicing method, restrictions on the regularization parameter
can be removed. This is true also for quantities differential in variables like rapidity or
transverse momentum, in numerical integrations realized in a very flexible way by the
inclusion of binning routines. In this sense the process under consideration captures the
generic hurdles to be taken in the numerical computation of higher order QCD cross
sections involving heavy partons.
The chapter is structured as follows. Section 7.1 introduces and compares the concepts
of dipole subtraction and phase space slicing, highlighting in particular the regularization
parameter dependence of the latter. Section 7.2 applies the phase space slicing method to
the particular process under consideration, and contains some numerical results. Section
7.3 describes in more detail the dipole method, followed by a comparison of the numerical
performance of the two methods in section 7.4. Section 7.5 contains some concluding
remarks.
7.1 Phase space slicing vs. dipole subtraction
The phase space slicing (PSS) method [129, 130, 131, 132] approximates the matrix el-
ements and the phase space integration measure in boundary regions of phase space so
integration may be carried out analytically. The subtraction method [133, 134, 135] is
based on adding and subtracting counter terms designed to on the one hand render finite
the integrand in phase space boundary regions of real emission, and on the other hand be
integrable with respect to the momentum of an unresolved parton. For massless partons
both methods are well-developed and have been widely used.
The two concepts are best illustrated by means of a simple one dimensional example
due to Kunszt [136]. Consider an quantity I which is expressed as the sum of real emission
and a virtual contributions, the former of which still needs to be integrated over phase
space before cancelling the pole from the latter,
I =
1∫
0
dx
x1+
F (x) +
1

F (0) . (7.1)
In the PSS approach the toy matrix element F (x) is approximated as F (0) in the
problematic boundary region 0 < x < δ, with δ small. This allows one to write
I =
1∫
δ
dx
x1+
F (x) +
δ∫
0
dx
x1+
F (0) +
1

F (0) .
In the first term of this expression the limit  → 0 can safely be taken, and the last two
terms combine to give
1∫
δ
dx
x
F (x) + F (0) ln δ +O(δ) , (7.2)
where the pole has cancelled. The regularization parameter δ must be chosen small,
reflecting the approximative character of the PSS approach. In the next section, where
smin takes the role of the regularization parameter, this restriction will be relaxed.
7.1. PHASE SPACE SLICING VS. DIPOLE SUBTRACTION 109
In the subtraction method the term F (0)/x1+ is added to and subtracted from the
integrand to yield
I =
1∫
0
dx
x1+
(F (x)− F (0)) +
1∫
0
dx
x1+
F (0) +
1

F (0) .
It should be noted that, in contrast to the PSS approach, this rewriting contains no
approximation. Taking the limit → 0 one finally finds for the subtraction method
1∫
0
dx
x
(F (x)− F (0)) . (7.3)
Unlike the subtraction method the PSS result thus contains a small parameter δ (in
subsequent sections identified as the product of two final state four-momenta and called
smin then), independence of which is not clear a priori but must be explicitly demonstrated.
A quite general formulation of phase space slicing has been given in [137, 138]. It was
extended to include massive quarks and identified hadrons in [139]. Of the subtraction
method there exist two general formulations. One is the residue approach [140], the other
the dipole formalism [141]. Both can handle massless partons and identified hadrons in
the final and/or initial state. The extension of the dipole method to massive quarks, using
dimensional regularization, has been given in [128], and recently been confirmed by [142].
An extension to photon radiation off massive fermions, using small masses for infrared
regularization, was developed by Dittmaier in [143]. There are also hybrid methods [144]
that combine elements of the slicing and subtraction methods such that both the resolved
and unresolved contributions are numerically small and can be reliably integrated.
With general formulations of the phase space slicing and dipole methods for massless
and massive quarks now available, it is interesting to compare their efficiency and accuracy.
In the case of the NLO cross section for tt¯H production [125, 126, 127] it was recently
verified [127] that the slicing method and a somewhat differently phrased dipole method
[142] agreed.
In this chapter the (differential) “cross section” is considered for heavy quark produc-
tion in the process
γ∗(q)→ Q(p1) + Q¯(p2) , (7.4)
with p21 = p
2
2 = m
2. This case is of course quite simple in minimizing the number
of particles involved but nevertheless generic for more complicated processes containing
parton masses. The NLO corrections involve virtual corrections to (7.4) and the gluon
bremsstrahlung reaction
γ∗(q)→ Q(p1) + Q¯(p2) + g(p3) , (7.5)
with p23 = 0. Since the final state quarks are massive there occur no collinear singularities,
but pµ3 −→ 0 produces a soft divergence. It is customary to define the invariants
sij ≡ 2pi · pj , s˜ij ≡ (pi + pj)2 . (7.6)
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Figure 7.1: Decay of a virtual photon into two massive quarks at LO as well as virtual
and real NLO corrections.
7.2 Phase Space Slicing
The final state phase space for the 3 parton contribution (7.5) is divided into hard and
soft regions. The hard region, in which all 3 final state particles in (7.4) are resolved, is
defined such that s13 > smin or s23 > smin, i.e. at least one of the soft invariants exceeds
the regulator. The complementary region is soft. The division is relatively simple in this
case, but for more complicated configurations extra care must be taken to avoid cutting
out non-singular regions. The PSS method thus requires the introduction of a regulator
smin usually required to be quite small, the concrete realization of the δ in (7.2). This smin
can be interpreted as a theoretical resolution parameter describing the acceptance of a
fictitious parton detector. It should be carefully distinguished from and be much smaller
than final state resolution limits imposed on any experiment by the finite acceptance of
actual particle detectors.
To remove restrictions on the size of the phase space slicing cutoff improvement terms
can be included in the PSS method [145]. This becomes especially important for cross
sections involving heavy quark production, and allows for a free choice of slicing parameter
without reference to the heavy quark mass, a prerequisite for considering the high-energy
or zero-mass limits. The possibility of removing restrictions on the size of the phase space
slicing cutoff will be studied numerically for the case at hand. Including the appropriate
improvement terms, the 3 parton contribution to the fully differential decay can be written
schematically as 1
dΓ3 = |M3|2 × dPS3
=
(
|M3|2 × (1− θs) + |M3|2 × θs)
)
× dPS3
1Considering instead of a full cross section the decay width for the virtual photon only seems justified
here since the discussion is anyhow focussed on the final state infrared divergences and their cancellation.
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= |M3|2 × (1− θs)dPS3 + θs × (T1(θs) + T2(θs) + T3(θs)) , (7.7)
where |M3|2 is the exact matrix element squared, and dPS3 denotes the exact 3 particle
phase space measure. Note that the effect of jet-algorithms is not considered here (they
would be included in the definition of the phase space). The slicing of phase space is
indicated by the symbol θs, which is 0 in the hard phase space region and 1 in the soft
region. T1 is given by
T1(θs) = S |M2|2 × dPSsoft dPS2
= |M|2soft × dPS2 , (7.8)
and represents the integral of the approximate matrix element |M3|2 → S |M2|2 over the
approximate phase space dPS3 → dPSsoft dPS2. As indicated on the second line of (7.8)
the approximate matrix element can be analytically integrated over dPSsoft to derive a
soft matrix element |M|2soft. Such calculations can be carried out for a wide range of
multiparton processes [137, 138, 139]. They rest on a factorization of soft (eikonal) gluons
from colourless ordered subamplitudes. Such amplitudes containing besides a heavy quark
anti-quark pair also n+1 gluons factorize, in the limit of one gluon going soft, into lower
order amplitudes times eikonal factors according to
S(P ; 1, . . . , n, s; P¯ ) −→ eλ(n; s; P¯ )S(P ; 1, . . . , n; K¯)
S(P ; 1, . . . , m, s,m+ 1, . . . , n; P¯ ) −→ eλ(m; s;m+ 1)S(P ; 1, . . . , n; K¯)
S(P ; s, 1, . . . , n; P¯ ) −→ eλ(P ; s; 1)S(P ; 1, . . . , n; K¯) , (7.9)
with the eikonal factor
eλ(a; s; b) =
(
λ(s) · pa
pa · ps −
λ(s) · pb
pb · ps
)
. (7.10)
Squaring, summing over the helicities λ of the soft gluon and integrating the result over
the soft phase space dPSsoft gives the soft matrix element |M|2soft. It will be seen in
section 7.2.1 to contain the same divergences as the virtual matrix element, but with
opposite sign. Explicit expressions for the 3-particle exact phase space as well as its
eikonal approximation will be given in section 7.2.2.
The second and third terms in the soft region of (7.7) reverse the approximations
initially made on matrix element and phase space, respectively. T2 is given by
T2(θs) =
(
|M3|2 − S |M2|2
)
× dPS3 , (7.11)
and represents the integral over the exact 3-particle phase space phase space of the differ-
ence between the true matrix element and the approximate matrix element. T3 is given
by
T3(θs) = S |M2|2 (dPS3 − dPS2 dPSsoft) , (7.12)
and represents the difference between the integrals of the approximate matrix element over
the true and approximate unresolved phase space. Note that unlike T1, which contains
the soft divergences needed to cancel the singularities of the virtual term, T2 and T3 are
both finite and vanish as the domain of support for θs is taken to zero.
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7.2.1 Matrix element
At lowest order the process is described by
dΓ2 =
1
3
1
2
√
s
Ne2qe
2
(
8m2 + 4s
)
dPS2
=
1
3
1
2
√
s
|MBorn|2 dPS2 (7.13)
where N is the number of colours, eq the fraction of the elementary charge e of the heavy
quark, m its mass, s = q2 and the 2-particle phase space is given by
dPS2 =
1
(2π)2
d3p1
2E1
d3p2
2E2
δ(4)(q − p1 − p2) . (7.14)
At O(αs) there are virtual and real emission contributions. The PSS method separates
the latter into hard and soft contributions. The (spin and colour-summed) matrix element
for the real emission process (7.5) is
|M3|2 = 16 e2qe2g2sNCF IR (7.15)
with gs the strong coupling, CF = (N
2 − 1)/2N and
IR = −m
2s23
s213
− m
2s12
s213
− 4m
4
s213
+
4m2s12
s13s23
+
s212
s13s23
+
s23
2s13
+
s12
s13
−m
2
s13
− m
2s13
s223
+
s13
2s23
− m
2s12
s223
− 4m
4
s223
+
s12
s23
− m
2
s23
(7.16)
In the T1 term (7.8) the eikonal approximation of the exact matrix element is used. The
integral over dPSsoft is then performed analytically and added to the virtual corrections.
The approximated matrix element in the soft region (7.8) is
S |M2|2 = 16 e2qe2g2sNCF IS , (7.17)
where
IS = −m
2s12
s213
+
4m2s12
s13s23
− m
2s12
s223
− 4m
4
s213
− 4m
4
s223
+
s212
s13s23
. (7.18)
This follows from particularizing (7.10) to the case at hand where only one gluon is
present. Making the replacement
∑
λ
λµ
∗λ
ν −→ −gµν it follows that
∑
λ
∣∣∣∣∣ λ · p1p1 · p3 − 
λ · p2
p2 · p3
∣∣∣∣∣ = 4
(
s12
s13s23
− m
2
s213
− m
2
s223
)
. (7.19)
This is to be multiplied by the Born contribution to derive (7.18). Note that the difference
of (7.16) and (7.18) entering the T2 term (7.11) contains only terms less singular than
1/s2soft, where ssoft stands collectively for any of the soft invariants s13 or s23. When
integrated over the phase space dPS3 ∼ ds13 ds23 this difference does not contribute in
the limit ssoft → 0.
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The result of integrating (7.17) over dPSsoft is given in [139], and when added to
the virtual contributions, yields the following finite expression for the 2 particle O(αs)
differential cross section for process (7.4)
dΓ2 =
1
3
1
2
√
s
(
|M|2soft + |M|2virt
)
dPS2 , (7.20)
with
|M|2soft =
αsCF
π
[
1

(
1 +
(
1− 2m
2
s
)
ln x
β
)]
C |MBorn|2
+
αsCF
π
[
− 2
(
1 +
(
1− 2m
2
s
)
ln x
β
)(
ln x− ln
(
s
smin
)
− ln β
)
−2 (ln (1− x) + ln (1 + x)− ln x)
+1− ln x
β
(
1− 2m
2
s
)(
1 + 2 ln
(1− x) (1 + x)
x
)
+
1
2β
(
1− 2m
2
s
)(
Li2
(
1− 1
x2
)
− Li2
(
1− x2
))
− β
+
m2
sβ
ln x
(
1− x2
x
+
s
m2
(
1− 2m
2
s
)
lnx
)
+
ln2 x
2β
(
1− 2m
2
s
)
.
]
|MBorn|2
+
αsCF
π
Ne2qe
2
[(
1 +
(
1− 2m
2
s
)
lnx
β
)
(−4s)
]
(7.21)
and
|M|2virt = −
αsCF
π
[
1

(
1 +
(
1− 2m
2
s
)
ln x
β
)]
C |MBorn|2 (7.22)
+
αsCF
π
Ne2qe
2
[
− 4s− 16m2 − m
4
sβ
(32Li2 (x) + 64ζ2)
+
s
β
(8Li2 (x) + 16ζ2) +
1
β
ln2 (x)
(
8
m4
s
− 2s
)
−β lnx
(
6s+ 8m2
)
+
ln x
β
(
−32m
4
s
ln (1− x) + 8s ln (1− x) + 4s− 8m2
) ]
Here C = (4πµ
2/m2)/Γ(1−), β =
√
1− 4m2/s and x = (1− β)/(1+β). The divergent
terms are explicitly included, even though they cancel between the soft and virtual con-
tributions, so that the method independent (virtual) and method dependent (soft) terms
can be easily read off. In particular, one can obtain the results within the dipole method
by replacing the soft contribution with the integrated dipole terms. Note the logarithmic
dependence on the slicing parameter smin in the finite soft contribution.
2
2For a triangular slicing, in which the sum of the soft invariants is required to exceed the soft regulator
in the hard part of phase space, this logarithmic smin-dependence as well as the poles in (7.21) remain
unchanged, but finite terms can be redistributed between (7.21) and (7.22). The same statement holds
if one requires all invariants to exceed smin in the hard region.
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Figure 7.2: Dalitz plot for s±23 as a function of s13 for exact (cf. (7.25), solid) and eikonal
(cf. (7.27), dashed) phase space boundaries at m = 5 GeV and s = 400 GeV2.
7.2.2 Phase space
The spin-summed squared matrix elements of the previous section are functions of the
final state momenta only via the invariants s12, s13, s23. The exact 3 particle phase space
dPS3 =
1
(2π)5
d3p1
2E1
d3p2
2E2
d3p3
2E3
δ(4)(q − p1 − p2 − p3) (7.23)
may be parametrized in terms of these invariants (after integrating over all remaining
variables)
dPS3 =
1
4s
1
32π3
ds12 ds13 ds23 δ(s− s12 − s13 − s23 − 2m2) . (7.24)
The integration limits of s23 at fixed s13 are
s±23 =
1
2 (s13 +m2)
(
−s13
(
s13 − s+ 2m2
)
± s13
√
s213 − 2s13s− 4sm2 + s2
)
. (7.25)
The limits of s13 at fixed s23 are found by exchanging the indices 13 and 23. Setting
s+23 = s
−
23 one finds the maxima of these two invariants
smax13 = s
max
23 = s− 2m
√
s . (7.26)
In the soft (eikonal) approximation, the limits for s23 simplify to
s±,eik23 =
1
2m2
(
−s13
(
2m2 − s
)
± s13
√
s2 − 4sm2
)
= s13
(
s− 2m2
2m2
± s
2m2
β
)
. (7.27)
The phase space boundaries for the exact and approximate cases are given by the Dalitz
plot in Fig. 7.2. The random phase space points needed for numerical integration can most
easily be generated based on these Lorentz invariants; this method was used to compute
the results to be presented in the next section. However, they are independent of the
particular generator employed, only the implementation of the phase space boundaries
(7.25) and (7.27) can be more tedious to implement in e.g. a cascade type of algorithm.
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Figure 7.3: (a) The smin/m
2 dependence of the one-loop corrections to Γ(s,m2), when
including the T1 (dotted), T1+T2 (dashed), and T1+T2+T3 (solid) contributions. (b) The
smin/m
2 dependence of the one-loop corrections to Γ(s,m2) for the soft+virtual (spaced
dotted) and the real emission (spaced dashed) final state contributions as well as their
sum (solid) in the T1 + T2 + T3 approximation.
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Figure 7.4: Differential decay widths at Born (dotted-dashed) and NLO (solid) levels,
with parameters s = 400 GeV2, m = 5 GeV, and smin = 0.001 GeV
2 for differential
variables (a) transverse momentum dΓ/dpT , (b) rapidity dΓ/dy [GeV].
7.2.3 Numerical results for phase space slicing
In this section some results for the fully inclusive cross section, as well as some differential
distributions for process (7.4) will be presented. The effect of the Ti contributions on
the smin dependence of the results will be studied quantitatively. Indeed, as was to be
expected, including all Ti will be shown to effect smin-independence. Default values for
the analysis will be s = 400 GeV2, and m = 5 GeV. Figure 7.3a shows that, for the
inclusive cross section, omitting any Ti leads to smin dependence (in fact the T2 worsens
the smin dependence slightly here), but including T2 and T3 relaxes all constraints on the
slicing parameter. This, however, comes at the expense of potentially lower numerical
accuracy, particularly for the differential distributions to be considered below. Especially
the inclusion of the T3 term requires, to achieve a given accuracy, a larger number of
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Figure 7.5: a) The smin-dependence of the one-loop contributions to dΓ/pT for pT = 5
GeV, including the T1 (dotted), T1 +T2 (dashed) and T1 +T2 +T3 (individual points with
error bars) terms. b) The smin-dependence of the one-loop contributions to dΓ/pT for
pT = 8 GeV. Labels as in (a).
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Figure 7.6: a) The smin-dependence of of the one-loop contributions to dΓ/dy at y = 0.3.
Labels as in Fig. 7.5. b) The smin-dependence of the one-loop contributions to dΓ/dy at
y = 0.6. Labels as in Fig. 7.5.
points in the Monte Carlo integration than using T1 alone. In practice, therefore, it is
common to use only the T1 in a PSS calculation, with an smin value small enough for the
combined T2+T3 contribution to be negligible. One must however be careful not to choose
smin too small in order to avoid numerical inaccuracies resulting from large opposite sign
soft+virtual and real emission contributions, as illustrated by Figure 7.3b.
Turning to distributions, shown in Fig. 7.4 are the single heavy quark transverse
momentum and rapidity distributions at a small value of smin = 0.001GeV
2, computed
with T1 only. Note the usual Jacobian peak near the kinematic maximum of the pT
spectrum. Plotted in Fig. 7.5 is the smin dependence of the one-loop contributions to dΓ/pT
at two fixed values of pT , one halfway and the other close to the kinematic maximum.
The dip in the curves is an artefact which arises because at that smin and for the pT given,
it is no longer kinematically possible for the full phase space in Fig. 7.2 to contribute.
Note that the dip disappears for the exact T1+T2+T3 case. Similar results are shown for
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the heavy quark rapidity distributions in Fig. 7.6 (only the positive-rapidity part of the
symmetric distribution is plotted). These figures make clear that the freedom to choose
smin when including all Ti persists for distributions.
7.3 Dipole Subtraction
The following sketch of the dipole subtraction method will be somewhat briefer than the
PSS section. In the dipole formalism one subtracts a suitable term from the real emission
part and adds it again to the virtual correction after having performed one phase-space
integration, i.e. one writes the NLO cross section as
σNLO =
∫
n+1
dσR +
∫
n
dσV =
∫
n+1
(
dσR − dσA
)
+
∫
n
dσV + ∫
1
dσA
 . (7.28)
The approximation term dσA should have the same singular behaviour as the real emission
term dσR and hence serve as a local counterterm. Furthermore, it should be analytically
integrable with respect to the one-parton subspace simply denoted by 1 in (7.28) in order
to cancel the divergences of dσV . The subtraction term can now be constructed starting
from the observation that leading contributions are independent of the detailed structure
of the scattering amplitude for m+ 1 final state partons Mm+1, but arise only from real
emission soft gluons attaching to final state particles. From this universality if follows
that in the singular regions |Mm+1|2 can be obtained from |Mm|2 by inserting partons
in between all external particles. This is shown graphically in Fig.7.7 and leads to the
factorized expression
|Mm+1|2 →
∑
i,j,k =i,j
|Mm|2 ⊗Dij,k =
∑
i,j,k =i,j
Dij,k . (7.29)
The Dij,k are referred to as dipoles, since they are analogous to a coloured antenna radi-
ating a soft particle from the emitter (partons i, j in Fig.7.7) to the spectator (partons
k). The dipoles respect conservation of all quantum numbers carried by the final state
particles and therefore must incorporate colour correlations between the pair (ij) and
the spectator k. In the soft limit the dipoles reduce to eikonal current insertions, and in
the collinear limit they reproduce the splitting functions appropriate for the participating
partons, but do not introduce any spurious extra divergences. The full subtraction term
is then obtained as a sum over all possible attachments of the soft parton, or in other
words a sum over all dipoles.
The subtraction terms required to describe heavy quarks were computed in [128],
generalizing the approach of [141]. These results have recently been confirmed by [142].
In the case at hand, there are only two dipoles. In one of these the heavy quark constitutes
the emitter with the antiquark being the spectator. The second dipole has the roles of
the quark and antiquark exchanged. The resulting matrix element, corresponding to the
dσA in (7.28), displays the same soft singularities as the real emission part it is to be
subtracted from. It is given by
|MA|2 = 2CFg2s |MBorn|2
1
r0r
√
(1− r)(1− r0r)
(7.30)
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Figure 7.7: The singular regions of |Mm+1|2 can be obtained by inserting dipoles between
final state partons in |Mm|2 and summing over all possible insertions {ijk}.
×
{
1
s13
[
2(1− r0r)− (1− r0)− 1− r0
1− u0u
]
+
1
s23
[
2(1− r0r)− (1− r0)− 1− r0
1 + u0u
]}
,
where
r0 = β
2, r =
s13 + s23
s− 4m2 , u0 =
√
r0(1− r)
1− r0r , u = −
1
u0
s13 − s23
s13 + s23
. (7.31)
This contribution is then integrated over the dipole phase space and added to the virtual
corrections. Note that r goes to zero in the soft limit. From a factorization of the full
phase-space [128] it follows that
∫
dPSdipole =
(4π)−2
Γ (1− )s
1−r2−20 2
2−1
1∫
0
drr1−2 (1− r)−+1/2 (1− r0r)−1/2
1∫
−1
du
(
1− u2
)−
.
(7.32)
The integrated version of (7.31) over the soft phase space can be found in [2]. Its poles
in  cancel against those of the virtual corrections. It should be stressed again that the
dipole method is exact and independent of any theoretical cut-off parameter. Numerical
results for the dipole method will not be displayed separately here, but a comparison to
the PSS method can be found in the next section.
7.4 PSS vs. Dipoles revisited
In this section some numerical comparisons between the two methods will be performed
for the process at hand. Expression (7.24) will be used as phase space measure. The
integrations over its variables are performed using the well-known Monte Carlo iterative
integration routine VEGAS [146]. Similar results are found when using (7.23), i.e. when
generating the 4-vectors via a cascade algorithm. This method, however, requires more
random number points in order to achieve the same accuracy as the invariants-based
approach.
The PSS method is relatively easy to implement, with little analytical calculation, at
the expense of requiring cancellations between large numbers (for small smin) or having
multiple negative contributions (for large smin when including T1, T2 and T3). Since
the dipole method requires more analytical preparation work to be implemented, one
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s = 400 GeV2
points DIP PSS
1000 0.04% 1%
10000 0.009% 0.3%
100000 0.003% 0.1%
Table 7.1: Accuracy δr/r of the inclusive cross section attained for a given number of points
per iteration in the two methods. The same phase space and random number generators are
employed. The PSS results use the T1 contribution only, with smin = 0.001GeV2.
iteration DIP PSS
1 0.1% 100%
2 0.09% 70%
3 0.06% 10%
Table 7.2: Comparison of the two methods as to the approximate relative deviations of their first
three (grid-setting) iterations from the final mean (computed starting from the fifth iteration),
for the case of the inclusive cross section. The same phase space and random number generators
are employed, at s = 400 GeV2. The PSS results use the T1 contribution only, with smin =
0.001GeV2.
would expect it to show better numerical integration in the Monte Carlo program. This
expectation is borne out by numerical results.
The first comparison addresses the relative accuracy achieved in the computation of
the inclusive cross section as a function of the number of points, for 20 iterations, of which
the first five do not make it into the final average but are used solely to set the VEGAS grid
[146], leaving a sample of N = 15 results. For each method, separate runs are performed
for the O(αs) 2-particle and O(αs) 3-particle contributions, and then combined for each
iteration, leading to 15 results ri. The mean result r and its error δr are then computed
as
r =
1
N
N∑
i=1
ri, δr =
√√√√ 1
N
∑N
i=1 (ri − r)2
N − 1 . (7.33)
The results for this comparison are given in Table 7.1. Note that the PSS method suffers
further penalties in accuracy and efficiency if the value of smin is chosen so large that the
T2 and T3 become necessary; in particular the T3 contribution requires generating the soft
phase space measure, and involves the difference of two phase space measures which are
very similar in magnitude for small values of the soft invariants, cf. (7.12).
The second comparison addresses the efficiency in the computation of the inclusive
cross section as a function of the number of iterations, for 104 random number points.
Clearly, the dipole method reaches a given accuracy with less iterations.
The efficiency of these methods to compute transverse momentum and rapidity dis-
tributions will be compared next. As before, the first 5 of 20 iterations are used solely
for grid-setting, with 104 points per iteration. The values and their errors for each bin
are computed according to (7.33). The dipole methods thus produces somewhat smaller
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Figure 7.8: Differential decay widths at NLO level, with parameters s = 400 GeV2,
m = 5 GeV, for the phase space slicing method (at smin = 0.001GeV
2) for differential
variables (a) transverse momentum dΓ/dpT (b) rapidity dΓ/dy [GeV]
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Figure 7.9: Differential decay widths at NLO level, with parameters s = 400 GeV2,
m = 5 GeV, for the dipole method for differential variables (a) transverse momentum
dΓ/dpT (b) rapidity dΓ/dy [GeV]
errors, with slightly less bin to bin variations. With an increased number of points, both
methods perform not too differently, the loss of superiority being progressive with the
number of bins. This suggests that parts of the positive and negative contributions end
up in different bins. To test this idea, one can apply a simple smearing where each event
with weight w that would normally end up in bin i is distributed in bins i − 1, i, i + 1,
each with weight w/3. Such a smearing is indeed found to reduce the errors somewhat,
but in about equal measure for both methods.
Finally, the accuracies of the methods will be compared in the large s limit for the
inclusive cross section, where the heavy quarks become effectively massless. It is of interest
to investigate how to choose smin for the PSS method in order to minimize the calculation
error. It turns out that smin is best chosen not too small (which would lead to large
numerical cancellations), and as a fraction of s between 0.01 and 0.1. For large smin this
may require the inclusion of the T2 and T3 terms, which contribute about 10% to the cross
section for smin = 0.1 s at s = 250000 GeV
2. For s = 250000 GeV2 and smin = 0.01 s
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their contribution is only 2%, with a slightly larger total error for the same number of
points. Similar results are found keeping s fixed and letting m become smaller. For
the dipole method an accuracy consistently better than in the PSS method is obtained in
these limits. In general, in the high-energy limit, both these methods lead to cancellations
between contributions with + ln(s/m2) and − ln(s/m2) terms, which is not advantageous
numerically. Therefore a method which avoids such logarithms is desirable [142].
7.5 Concluding remarks
When numerically computing NLO QCD cross sections a method must be chosen to
handle infrared divergences. In this chapter the accuracy and efficiency of two such
general-purpose methods to compute NLO heavy quark production cross sections have
been compared. The dipole method [141, 128], while involving additional analytical work,
has in efficiency and accuracy been found superior to the phase space slicing approach.
A similar conclusion was reached by Dittmaier [143] who compared his method with a
slicing calculation for a number of electroweak cross sections.
The phase space slicing method [137, 138, 139], which is easy to use and minimizes
analytical work, has been extended [145, 2] to become fully independent of the slicing
parameter, which has been demonstrated in this chapter for heavy quark production.
Although the present case-study involves only the simplest of heavy quark production
processes, it provides a useful first step toward gaining numerical experience with general
methods for constructing NLO Monte Carlo programs for heavy quark production. More-
over, such experience gained at NLO is likely to be very valuable when these methods are
generalized for NNLO cross sections.
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Chapter 8
Conclusions
In this thesis resummation and numerical phase space integration have been studied,
two important perturbative methods in QCD phenomenology. After a review of the
QCD factorization proofs and the general framework of resummation, these techniques
were applied to (polarized) heavy quark electroproduction. The resummed exponent,
the result of this computation, was utilized as a generating functional to obtain near-
threshold estimates for higher order contributions so far not known exactly. Furthermore,
the full resummed exponent was investigated numerically. Whereas in the discussion of
heavy quark electroproduction only logarithmic terms dominating near threshold were
considered, the subsequent treatment of the Drell Yan process included also constant
terms. Besides resummation also numerical phase space integrations have been applied
in this work to the production of heavy quarks. Numerical integrations are of great
phenomenological relevance since they allow to incorporate experiment-specific kinematics
cuts and provide easy access to differential observables via appropriate binning.
The resummation and numerical integration techniques dealt with in this thesis are
applicable also in other processes of phenomenological interest. They help to understand
better the higher order behaviour of perturbative QCD and constitute important steps to-
wards more and more accurate QCD precision physics. Consequently, they are important
for QCD per se but also as background for possible new physics discoveries.
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Appendix A
Mellin and Laplace transforms
The Mellin transforms
In(N) =
1∫
0
dzzN−1
[
lnn (1− z)
1− z
]
+
(A.1)
for n = 0 up to n = 7 are up to O(N˜0) given by
I0(N) = − ln N˜
I1(N) =
1
2
ln2 N˜ +
ζ2
2
I2(N) = −1
3
ln3 N˜ − ζ2 ln N˜ − 2
3
ζ3
I3(N) =
1
4
ln4 N˜ +
3
2
ζ2 ln
2 N˜ + 2ζ3 ln N˜ +
3
2
ζ4 +
3
4
ζ22
I4(N) = −1
5
ln5 N˜ − 2ζ2 ln3 N˜ − 4ζ3 ln2 N˜ − 3(ζ22 + 2ζ4) ln N˜ − 4(ζ2ζ3 +
6
5
ζ5)
I5(N) =
1
6
ln6 N˜ +
5
2
ζ2 ln
4 N˜ +
20
3
ζ3 ln
3 N˜ +
15
2
(ζ22 + 2ζ4) ln
2 N˜
+4(5ζ2ζ3 + 6ζ5) ln N˜ + 5
(
ζ32
2
+
4
3
ζ32 + 3ζ2ζ4 + 4ζ6
)
I6(N) = −1
7
ln7 N˜ − 3ζ2 ln5 N˜ − 10ζ3 ln4 N˜ − 15(ζ22 + 2ζ4) ln3 N˜
−12(6ζ5 + 5ζ2ζ3) ln2 N˜ − 15
(
8ζ6 + ζ
3
2 +
8
3
ζ23 + 6ζ2ζ4
)
ln N˜
−60ζ3ζ4 − 720
7
ζ7 − 72ζ2ζ5 − 30ζ22ζ3
I7(N) =
1
8
ln8 N˜ +
7
2
ζ2 ln
6 N˜ + 14ζ3 ln
5 N˜ +
105
4
(ζ22 + 2ζ4) ln
4 N˜
+4(42ζ5 + 35ζ2ζ3) ln
3 N˜ +
105
2
(
ζ32 + 8ζ6 +
8
3
ζ23 + 6ζ2ζ4
)
ln2 N˜
+4
(
126ζ2ζ5 + 105ζ3ζ4 + 180ζ7 +
105
2
ζ32ζ3
)
ln N˜
+
105
8
ζ42 + 336ζ3ζ5 +
315
2
ζ4
(
ζ22 + ζ4
)
+ 420ζ2ζ6 + 630ζ8 + 140ζ2ζ
2
3 , (A.2)
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where N˜ = NeγE with γE the Euler constant. The Riemann ζ functions are given by
ζ2 = π
2/6, ζ3 = 1.2020569, ζ4 = π
4/90, ζ5 = 1.0369278, ζ6 = π
6/945, ζ7 = 1.0083493, and
ζ8 = π
8/9450.
Note that the results in (A.2) are identical to those for the Laplace transformation
In(N) =
∞∫
0
dxe−Nx
[
lnn (x)
x
]
+
. (A.3)
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Samenvatting
(Dutch summary)
In het kader van het Standard Model van de elementaire deeltjesfysica wordt de sterke
wisselwerking tussen quarks en gluonen beschreven door de Quantum Chromodynam-
ica (QCD). De fundamentele QCD bouwstenen, de quarks en gluonen, ofwel partonen,
komen echter niet als vrije deeltjes in de natuur voor, maar vormen gebonden toestanden,
de hadronen. Dit gedrag is een rechtstreeks gevolg van de energieafhankelijke koppel-
ingssterkte αs. Bij hoge energien neemt αs kleine waarden aan, zodat de wisselwerking
tussen de partonen in sterkte afneemt. In dit domein kunnen experimenteel waarneem-
bare grootheden (zoals werkzame doorsnedes) worden berekend als storingsreeksen in αs.
Zulke storingstheoretische methodes zijn echter niet geschikt voor toepassing in het lage
energie gebied corresponderend met grote αs.
Ter beschrijving van hadronische verstrooiingen moeten storingstheoretische en niet-
storingstheoretische bijdrages eerst worden gefactorizeerd. De tot nu toe alleen experi-
menteel toegankelijke distributies van partonen in hadronen kunnen dan met storingsthe-
oretische partonische grootheden worden gecombineerd. Maar ook bij puur partonische
berekeningen stoot men op verschillende problemen. In hogere orde diagrammen leiden
parallel bewegende partonen en partonen van lage energie tot oneindigheden, ofwel in-
frarood divergenties. Deze divergenties vallen pas weg na sommatie over alle aan een
bepaald proces bijdragende diagrammen. In sommige experimenteel relevante gebieden
van de fase ruimte laten deze cancellaties logarithmische en/of constante termen achter,
die numeriek groot kunnen zijn en dus de betrouwbaarheid van de partonische storings-
reeks twijfelachtig maken.
Dit proefschrift begint met een discussie van het QCD factorizatie concept. Het vormt
de fundering voor elke storingstheoretische beschrijving van hadronische verstrooiingen.
Een generalisatie van het factorizatie concept leidt tot een hersommatie van de
storingsreeks. Hersommatie is een methode om logarithmische en bijbehorende con-
stante termen, de overblijfsels van de divergenties, te hergroeperen in termen van an-
alytische functies en daarmee de betrouwbaarheid van de storingsreeks te herstellen. De
gehersommeerde termen komen te staan in een exponent, die het resterende resultaat,
een zich nu goed gedragende storingsreeks, vermenigvuldigt. Dankzij het feit dat deze
exponent veldentheoretische informatie tot oneindige orde in αs bevat, kan hij ook wor-
den beschouwd als een genererende functionaal, waaruit door herexpansie eindige orde
benaderingen afleidbaar zijn.
In dit proefschrift wordt hersommatie toegepast op de gepolarizeerde productie van
charm quarks in diep-inelastische vertrooiing van electronen en protonen. De gehersom-
meerde exponent wordt niet alleen als genererende functionaal gebruikt om eindige orde
correcties af te leiden, maar vervolgens ook als geheel vooral numeriek geanalyseerd.
Bovendien wordt de methode op het Drell-Yan proces toegepast om niet alleen logarith-
mische maar ook constante bijdragen aan de werkzame doorsnede te hersommeren.
In bovengenoemde voorbeelden gebeurde de cancellatie van infrarood divergenties al-
tijd in een analytische stap van de berekeningen. In veel gevallen is het echter noodzakelijk
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om de fase ruimte volledig numeriek te integreren (in reacties met een groot aantal deeltjes
in de eindtoestand, of voor een flexibele aanpassing aan de specifieke geometrie van een
experiment). In het laatste hoofdstuk van dit proefschrift worden twee manieren om zulke
integraties door te voeren voorgesteld en met elkaar vergeleken.
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