Why do deep neural networks generalize with a very high dimensional parameter space? We took an information theoretic approach. We find that the dimensionality of the parameter space can be studied by singular semi-Riemannian geometry and is upper-bounded by the sample size. We adapt Fisher information to this singular neuromanifold. We use random matrix theory to derive a minimum description length of a deep learning model, where the spectrum of the Fisher information matrix plays a key role to improve generalisation.
Introduction
It is an intriguing phenomenon on why deep learning networks (DNNs) can generalize well with an incredibly large number of free parameters. For example, if one applies the Bayesian information criterion (BIC) [42] to a DNN, the estimated generalisation error against the network size should be like a U-shaped curve. However, the empirical generalisation performance on a testing set resembles a double descent risk curve [6, 7] , which goes down, up and down again as the number of free parameters increases from zero.
There is a large body of literature on solving this paradox, for example, based on PAC-Bayes theory [26] , statistical learning theory [50] , algorithmic information theory [33] , information geometry [22] , geometry of the DNN mapping [35] , or through defining an intrinsic dimensionality [21] that are much smaller than the network size.
In this work, we follow the principle of minimum description length (MDL) [38, 39] and minimum message length (MML) [46] . This approach, also commonly called the Occam's 1 razor, has not been widely explored in the deep learning community. We follow the MDL criterion of Balasubramanian [5] , which generalizes the classical expressions [38] and is explained as follows.
In a Bayesian setting, the model selection criterion (the smaller the better) can be defined as the number of nats to describe the observed data X with the coding scheme of a parametric model p(X | Θ), that is the cross entropy between the empirical distribution δ(X) (δ(·) is Dirac's delta function) and p(X | Θ):
− log p(X) = − log p(X | Θ)p(Θ)dΘ.
(1)
In this paper, we use capital letters for random variables and matrices, small letters for vectors, and Greek letters for scalars (with exceptions). By using Jeffreys' (Harold, a statistician) non-informative prior [16] as p(Θ), the MDL in eq. (1) can be approximated (see eq. (2) [5] ) as
whereΘ is the maximum likelihood estimation (mle), D = dim(Θ) is the model size, N is the number of observations, I(Θ) is the Fisher information matrix (FIM) which is a D × D positive semi-definite (psd) matrix, J (Θ) is the observed FIM which converges to I(Θ) as N → ∞, and | · | denotes the matrix determinant. The first term in eq. (2) is the training error, and the second O(D) term penalizes large models. These two terms resemble Rissanen's stochastic complexity [38, 39] . The third term in eq. (2) is the model capacity or the total "number" of distributions [25] in the model, and the fourth term measures the robustness of the model.
If the model is sensitive to very specific parameter settings, then the fourth term has a large value. For example, in fig. 1a , the model C is preferred, as varying the parameters along the model does not incur a large risk. This robustness term is closely related to phenomena in deep learning, such as the flatness of local optima [9] and adversary learning [14] , and inspires us to apply eq. (2) into the deep learning realm.
Unfortunately, this razor χ does not fit for deep learning, because the integral I(Θ)dΘ may diverge, and the Fisher information matrix may be singular so that the log-determinant terms are not well-defined. Recently MDL has been ported to DNNs [8] focusing on variational methods.
We made the following contributions in this paper.
• A new MDL formulation which can explain the double descent risk curve of deep learning;
• New tools to define local dimensionality imported from semi-Riemannian geometry [20] and information geometry [16] .
The rest of this paper is organized as follows. We first review singularities in information geometry in section 2 and random matrices and mean field theory in section 3. Then, section 4 introduces singular information geometry of the neural network parameters. We derive our MDL criterion in section 5 and explain the generalisation gap of DNNs. We discuss related work in section 6 and conclude in section 7.
Statistical Manifold and Singular Semi-Riemannian Geometry
The term "statistical manifold" refers to the space M = {p(X | Θ)} where each point corresponds to a probability distribution p(X | Θ). The discipline of information geometry [16] studies such a space in the Riemannian and more generally differential geometry framework Hotelling [15] (1930) and independently Rao [36, 37] (1945) proposed to endow a parametric space of statistical models with the Fisher information matrix as a Riemannian metric
where E p denotes the expectation with respect to (wrt) p(X | Θ). The corresponding infinitesimal squared length element ds 2 = tr(I(Θ)dΘdΘ ), where tr() means the matrix trace, is independent of the underlying parameterization of the population space. Amari further developed this approach by revealing the dualistic structure of statistical manifolds which extends the Riemannian framework in the field of information geometry [16, 27] . The MDL criterion arising from the geometry of Bayesian inference with Jeffreys' prior for regular models is detailed in [5] . However, in general, the FIM is only positive semi-definite and thus for non-regular models like neuromanifolds [16] or Gaussian mixture models [47] the manifold is not Riemannian but singular semi-Riemannian [20, 11] . In the machine learning community, singularities have often been dealt as a minor issue: For example, the natural gradient has been generalized based on the Moore-Penrose inverse of I(Θ) [45] to avoid potential non-invertible FIMs. Watanabe addressed the fact that most usual learning machines are singular in his singular learning theory [47] which relies on algebraic geometry.
Very recently, preliminary efforts [4, 18] tackle singularity at the core, mostly from a mathematical standpoint. For example, Jain et al. [18] studied the Ricci curvature tensor of such manifolds. These mathematical notions are used in the community of differential geometry or general relativity, and have not yet been ported to the machine learning community.
Following these efforts, we first introduce informally some basic concepts from a machine learning perspective to define the differential geometry of non-regular statistical manifolds. The tangent space
) real vector space, that is the local linear approximation of the manifold M at the point Θ ∈ M, equipped with the inner product defined by I(Θ). The tangent bundle T M is the 2m-dimensional manifold by combining all tangent spaces for all Θ ∈ M. A vector field is a smooth mapping from M to T M such that each point Θ ∈ M is attached a tangent vector: Vector fields are cross-sections of the tangent bundle. In a coordinate chart Θ, the vector fields along the frame are denoted as ∂Θ i . A distribution (not to be confused with probability distributions which are points on M) means a subspace of the tangent bundle spanned by several independent vector fields, such that each point Θ ∈ M is associated with a subspace of T Θ (M) and those subspaces vary smoothly with Θ. Its dimensionality is defined by the dimensionality of the subspace, of the number of vector fields that spans the distribution.
In a lightlike manifold [20, 11] M, I(Θ) can be degenerate and has a kernel. The radical distribution Rad(T M) is the distribution spanned by the null vector fields. Locally at Θ ∈ M, the tangent vectors in T Θ (M) which span the kernel of I(Θ) are denoted as Rad Θ (T M). In a local coordinate chart, Rad(T M) is well defined if these Rad Θ (T M) form a valid distribution. We write T M = Rad(T M) ⊕ S(T M), where '⊕" is the direct sum, and the screen distribution S(T M) is complementary to the radical distribution and has a non-degenerate induced metric. We can find a local coordinate frame
correspond to the radical distribution, and the remaining dimensions θ = (Θ l+1 , · · · , Θ D ) correspond to the screen distribution. The local inner product ·, · I satisfies
where δ jk = 1 if and only if (iff) j = k otherwise δ jk = 0. Unfortunately, this frame is not unique [10] . We will abuse I to denote both the FIM in the coordinates Θ and the FIM of θ. One has to remember that I(Θ) 0, while I(θ) 0: Both I −1 (θ) and log |I(θ)| are well-defined.
Statistics of FIM by Random Matrix Theory
This section briefly introduces the basic notions of random matrix theory, which is important to derive the proposed MDL criterion. We refer the reader to [24] for a mathematically rigorous textbook and [30, 19] for examples of its applications in deep learning.
Random matrix theory deals with such matrix M d×d whose entries are random variables. The empirical density of M is the empirical distribution of its eigenvalues
If at the limit d → ∞, the empirical density of M converges to a probability density function (pdf)
then this ρ(λ) is called the spectral density. The Stieltjes transform of ρ(λ) is a complex function defined on z ∈ C \ supp(ρ), where supp(ρ) is the support of the pdf ρ, given by
where E ρ denotes expectation wrt ρ. The spectral density can be recovered from G(z) by performing the inverse Stieltjes transform, given by
A common method to compute ρ of a structured random matrix M is by estimating the k-th order moment
, then obtain G(z), whose inverse Stieltjes transformation gives ρ. Another paradigm to compute the sum or product of two random matrices, which are free in the sense that their eigenspaces are in generic positions, is given as follows. First, perform the Stieltjes transformation to get G(z). Then, perform the so-called R-or S-transformations to get the G(z) of the sum-or-product matrices. Then, perform the inverse Stieltjes transformation to get ρ.
Recent investigations are performed on the spectrum of the input-output Jacobian matrix [31] , the Hessian matrix wrt the neural network weights [30] , and the FIM [19, 32] . Our analysis is built on the spectrum of the FIM derived by Karakida et al. [19] . We briefly introduce these results so as to be self-contained and to adapt the notations. At the limit of large layer width M → ∞, it was shown [34, 41] that the pre-activations h l i follows a zero-mean Gaussian distribution N (0, q l aa ), and the covariance between two samples a and b (including q l aa as a special case) is recursively given by
where
In eqs. (5) and (6), the initial conditions are straightforward and omitted. When L is large, we denote the fix-point of q l ab andq l ab as q ab andq ab , respectively. These statistics including σ w , σ b are all O(1) terms. By assuming the network weights in the forward pass and the backward pass are independent, Karakida et al. [19] found that the mean of the FIM eigenvalues converges toq aa qaa−σ (L: network depth). Notice that we study uniform width layers (including the last layer) and the limit of infinite layer width, number of layers, and sample size. Therefore our results are simplified as compared to Theorems 1 and 3 [44] .
Lightlike Neuromanifolds
This section instantiates the concepts in the previous section section 2 in terms of a DNN. We try to align with the notations of [31] . We consider a deep feed-forward network with L layers, uniform width M , input x, output y, pre-activations h l , post-activations x l , weight matrices W l and bias vectors h l (1 ≤ l ≤ L). The layers are given by
where φ is an element-wise nonlinear activation function such as ReLU [13] . Notice that we use X to denote a collection of N random observations, and use x to denote one single observation.
We assume that the underlying statistical model is p(y | x, Θ) = N (y | y(x), β 2 I), where I is the identity matrix, and we let β = 1 for simplicity. The following discussions can be easily generalized to similar statistical models. All such neural networks when Θ varies in a parameter space are referred to as the neuromanifold. In machine learning, we are often interested the FIM wrt Θ as it reveals the geometry of the parameter space. However, by definition, the FIM can be computed wrt X, Θ, or a subset of Θ [43] . We have (see e.g. [29, 43] for derivations) is
where ∂y ∂x denotes the M × M input-output Jacobian matrix, and ∂y ∂Θ is the D × M parameter-output Jacobian matrix. Definition 1 (Local dimensionality). Given a set of observations X, the dimensionality of a screen distribution S(T M) at an open neighourhood of Θ is called the local dimensionality of M; given Θ, dim S(T X ) around x is called the local dimensionality of X , where X is the space of x. Remark 1.1. The local dimensionality of Θ is the degree of freedoms at Θ ∈ M which can change the output y(x). It is given by the rank of I(Θ), which is upper bounded by the total number of free parameters D = dim(Θ).
We further have the following bounds.
Lemma 2. dim(S(T M)) ≤ min(D, M N ); dim(S(T X )) ≤ M .
Note that the local dimensionality is not constant and may vary with Θ and x. The global topology of the neuromanifold is therefore like a stratifold [3] . As Θ has a large dimensionality in DNNs, singularities are more likely to occur in M. Compared to the notion of intrinsic dimensionality [21] , our definition is well defined mathematically rather than based on empirical evaluations. One can regard our local dimensionality as an upper bound of the intrinsic dimensionality, because a very small singular value of I still counts towards the local dimensionality. Notice that random matrices have full rank with probability 1 [12] . On the other hand, if we regard small singular values (up to a threshold ε > 0) as ε-singular dimensions, the spectral density ρ I affects the expected local dimensionality of M. If the pdf ρ I is "flat", M is less likely to be singular; if ρ I is "spiky", M is likely to have a small local dimensionality. By the Cramér-Rao lower bound, the variance of the estimatorθ satisfies var(θ) ≥ I(θ)
Therefore the ε-singular dimensions lead to a large variance of the estimatorθ: a single observation x carries little or no information regarding θ, and it requires a large number of observations to achieve the same precision.
For simplicity, we assume the ideal case that Θ = (θ, θ), whereθ corresponds to the radical distribution, θ corresponds to the screen distribution, and
In practice, however, such a coordinate chart depends on the eigenvectors of the FIM.
Occam's Razor Meets Deep Learning
In this section we derive a new formula of MDL and apply it to explain the double risk curves [6] and why deep learning generalizes well with many parameters. Our basic assumptions are listed as follows.
• The prior distribution p(Θ) (Θ ∈ M) is defined by random matrices: The neural network weights •
The standard deviations of p(W ) and p(b) can also be denoted as . As compared to [5] , the prior p(Θ) is informative and is not invariant to reparameterisation. Notice that our objective is to obtain a simple expression at the large sample size and network size limit, so as to derive an asymptotic formula. Therefore approximations are taken, which are common practices in deriving information criteria [1, 42] .
We rewrite the code length in eq. (1) based on the Taylor expansion of log p(X | Θ) at Θ =Θ up to the second order:
Notice that the first order term vanished becauseΘ is a local optimum, and in the second order term, −N J (Θ) is the Hessian matrix of the likelihood function log p(X | Θ) evaluated atΘ, as we have
Notice that J (Θ) 0, while in general the Hessian of the loss of a DNN evaluated at Θ =Θ can have a negative spectrum [2, 40] . Then, we plug in the expression of p(Θ) and get
) is a normal distribution on the screen distribution S(T M). The main trick is thatp(θ) will have a high precision at the limit N → ∞, and the integration of p(Θ)dΘ along the radical distribution Rad(T M) evaluates to 1. Let N → ∞, we getp(θ) → δ(θ), and J (θ) → I(θ) becomes the FIM at the mle. We have the following lemma. After simplification 2 , we arrive at the following revised Occam's razor for DNNs:
where ρ I denotes the spectral density of the Fisher information matrix. Comparing our O to Balasubramanian's χ in eq. (2), d is the local dimensionality at the mleΘ instead of the total number of free parameters, which, by theorem 2, is in the order O(N M ) rather than O(D), and the last term depends on the spectral density of the FIM that can be evaluated based on recent results [19, 32] .
In order to tackle the last integration term in eq. (9), we take a second-order Taylor expansion of log(λ) at the mean ρ(λ)λdλ (similar to the approximation [44] ), and get the following approximation
where m 1 and m 2 are the first two moments of ρ I (λ). Recall from section 3 that the spectrum of
, where κ 1 and κ 2 are O(1) terms. Plugging these expressions into eq. (10), and neglecting all low order terms, we get the simple formula
where γ = > 0 is a constant term. The first two O(N ) and O(log N ) terms on the RHS resembles the stochastic complexity [38, 39] or BIC [42] . The last term O(1) term is related to the shape of the DNN. If the network size is small as compared to the sample size N , the first two terms will dominate and O against the number of free parameters resembles the classical U-shape. As the network scales up, the second penalty terms won't increase linearly as the network size D, because it is limited by the local dimensionality d. On the other hand, the third negative term will emerge. We approximate D ≈ LM 2 , and the last term becomes −
. Therefore, if the total number of free parameters D and the local dimensionality d are both fixed, a deep architecture with large L and small width M is favored than a shallow network with a large width, which agrees with empirical observations. If the dimension of the output y is considered as constant, then m 1 and m 2 respectively have order O(1/M ) and O(1) [19] , then the last negative term in eq. (10) still scales with the network size and helps decrease the generalisation gap.
We consider an alternative analysis of eq. (9). It is reasonable [30] to assume the parameter-output Jacobian matrix ∂y/∂Θ follows an i.i.d. Gaussian distribution. Then, the FIM follows a Wishart distribution with shape parameter D/M ≈ LM , whose spectral density ρ I follows the MarchenkoPastur distribution [23] and has an atom at the origin with probability mass (1 − 1 LM ). In the limit LM → 0, we let log 0 = −∞, and the last negative term in eq. (9) will dominate. 
Related Works
The dynamics of supervised learning of a NN describes a trajectory on the parameter space of the NN geometrically modeled as a manifold when endowed with the FIM (e.g., ordinary/natural gradient descent learning the parameters of a MLP). Singular regions of the neuromanifold [48] correspond to non-identifiable parameters with rank-deficient FIM, and the learning trajectory typically exhibit chaotic patterns [17] with the singularities which translate into slowdown plateau phenomena when plotting the loss function value against time. By building an elementary singular NN, Amari et al. [17] (and references therein) show that GD learning dynamics yields a Milnor-type attractor with both attractor/repulser subregions where the learning trajectory is attracted in the attractor region, then stay a long time there before escaping through the repulser region. The natural gradient is shown to be free of critical slowdowns. Furthermore, although large DNNs have potentially many singular regions, it is shown that the interaction of elementary units cancel out the Milnor-type attractors. It was shown [28] that skip connections are helpful to reduce the effect of singularities. However, a full understanding of the learning dynamics [49] for generic NN architectures with multiple output values or recurrent NNs is yet to be investigated.
Conclusion
We imported new mathematical tools from singular semi-Riemannian geometry to study the intrinsic dimensionality of a deep learning model. These models fall in the category of non-identifiable parametrisations. It is a meaningful step to introduce the notion of geometric singularity in machine learning. Based on recent developments of the mean field theory, we introduced a new formulation eq. (9) of the MDL principle tailored for high dimensional models such as DNNs. A key insight is that, in a high dimensional model, the spectrum of Fisher information will shift towards 0 + with a large number of small eigenvalues. This helps generalisation. As a result, we contributed a simple and general MDL for deep learning. Our criterion always prefers a large model. It provides theoretical justifications on the generalisation gap of DNNs but does not serve the purpose for practical model selection. A more careful analysis of the FIM's spectrum, e.g. through considering higher order terms, could give more practical formulations of the proposed criterion. We leave empirical studies as potential future works. 
