This paper presents an innovative and generic deep learning approach to monitor heart conditions from ECG signals.We focus our attention on both the detection and classification of abnormal heartbeats, known as arrhythmia. We strongly insist on generalization throughout the construction of a deeplearning model that turns out to be effective for new unseen patient. The novelty of our approach relies on the use of topological data analysis as basis of our multichannel architecture, to diminish the bias due to individual differences. We show that our structure reaches the performances of the state-ofthe-art methods regarding arrhythmia detection and classification.
Introduction
Countless artificial intelligence breakthroughs are observed in healthcare on a daily basis. They currently target improved monitoring of vital signs, better diagnostics and more reliable clinical decisions. Among the many on-going developments, heart monitoring is of particular importance as heart attack and strokes are among the five first causes of death in the US. Developing wearable medical devices would help to deal with a larger proportion of the population, and reduce the time used by cardiologists to make their diagnosis. This paper focuses on both the detection and classification of arrhythmia, which is an umbrella term for group of conditions describing irregular heartbeats. Detection deals with spotting any abnormal heartbeat, while classification deals with giving the right label to the spotted abnormal heartbeats.
Among the several existing studies, some developed descriptive temporal features to feed SVM [Houssein et al., 2017] or neural networks [Shirin and Behbood, 2016] , sometimes mixed with optimization methods [Houssein et al., 2017; S.M. and E.S., 2013] . Others [Yochum et al., 2016] dealt with wavelet transforms and Daubechies wavelets. The general approach of those papers enables arrhythmia classification through machine learning. However, most papers [Padmavathi and K.Sri, 2016; Jun et al., 2017; Jianning, 2018; Hassanien et al., 2018] reduce the classification to specific arrhythmia, or limit it to a few classes only. On the other hand, [Rajpurkar et al., 2017] sought to improve multi-class classification. But the more the classes, the faster the performances did vanish. To overcome this issue, [Jianning, 2018; Clifford et al., 2017] have introduced deep learning methods based on convolutional networks. Other teams focused on unsupervised learning, such as auto-encoders [Lu et al., 2018] , with promising results. Nonetheless, the methods presented so far have low performance for unknown patient, mainly due to individual differences. Generalization, which means independence on individual differences, is a serious issue for any application in the healthcare sector.
The proposed approach consists in the analysis of ECG through a modular multi-channel neural network whose originality is to include a new channel relying on the theory of topological data analysis, that is able to capture robust topological patterns of the ECG signals. That information describes best the geometry of each heartbeat, independently of the values of the signal or the individual heart rhythms. By combining topological data analysis, handcrafted features and deep-learning, we aimed for better generalization.
Our paper is organized as follows. After presenting Topological Data Analysis, we condensed our approach in the presentation of the datasets, our preprocessing and the general deep-learning architecture. We then develop our testing methodology, which is used to quantify generalization. The last sections provide comparisons with benchmarks and state-of-the-art results, and conclude with our experimental results. We introduce a new benchmark for arrhythmia classification, underlining the strengths of topological data analysis and auto-encoders to tackle the issue of individual differences. Finally, remarks and thoughts are provided as conclusion at the end of the paper.
Topological Data Analysis
Among the main challenges faced for arrhythmia classification generalization, we find individual differences, and specifically bradycardia and tachycardia. We dealt with it by introducing Topological Data Analysis, and by merging theory with our deep-learning approach. Topological Data Analysis (TDA) is a recent and fast growing field that provides mathematically well-founded methods [Chazal and Michel, 2017] to efficiently exhibit topological patterns in data and to encode them into quantitative and qualitative features. In our setting, TDA, and more precisely persistent homology theory [Edelsbrunner and Harer, 2010] , powerfully characterizes the shape of the ECG signals in a compact way, avoiding complex geometric feature engineering. Thanks to fundamental stability properties of persistent homology [Chazal et al., 2016] , the TDA features appear to be very robust to the deformations of the patterns of interest in the ECG signal, especially expansion and contraction in the time axis direction. This makes them particularly useful to overcome individual differences and potential issues raised by bradycardia and tachycardia. Persistence Homology. To characterize the heartbeats, we consider the persistent homology of the so called sub-level (resp. upper-level) sets filtration of the considered time series. Seeing the signal as a function f defined on an interval I and given a threshold value α, we consider the connected components of F α = {t ∈ I : f (t) ≤ α} (resp. F α = {t ∈ I : f (t) ≥ α}). As α increases (resp. decreases) some components appear and some others get merged together. Persistent homology keeps track of the evolution of these components and encodes it in a persistence barcode, i.e. a set of intervals -see Figure 2 for an example of barcode computation on a simple example. The starting point of each interval corresponds to a value α where a new component is created while the end point corresponds to the value α where the created component gets merged into another one. In our practical setting, the function f is the piecewise linear interpolation of the ECG time series and persistence barcodes can be efficiently computed in O(n log n) time, using, e.g., the GUDHI library [Maria et al., 2014] , where n is the number of nodes of the time series. To clarify the construction of a persistence barcode, one may observe Figure 2 with the following notations: y = f (t): for α < α 1 , F α is empty. A first component appears in F α as α reaches α 1 , resulting in the beginning of an interval. Similarly when α reaches α 2 and then α 3 , new components appear in F α giving birth to the starting point of new intervals. When α reaches α 4 , the two components born at α 1 and α 3 get merged, resulting in the "death" of the most recently born component (persistence rule), i.e. the one that appeared at α 3 and creation of the interval [α 3 , α 4 ] in the persistence barcode. Similarly when α reaches α 5 the interval [α 2 , α 5 ] is added to the barcode. The component appeared at α 1 remains until the end of the sweeping-up process, resulting in the interval [α 1 , α 6 ]. Betti Curves. As an unstructured set of intervals, the persistence barcodes are not suitable for direct integration in machine-learning models. To tackle this issue, we use a specific representation of the barcode diagrams, the so-called Betti curves [Umeda, 2016] : for each α, the Betti curve value at α is defined as the number of intervals containing the value α. The Betti curves are computed and discretized on the interval delimited by the minimum and maximum of the birth and death values of each persistent diagram, both for the timeseries and its opposite (in order to study the sub-levels and upper-levels of the signal). One may observe that a fundamental property of Betti curves of 1D signal that follows from the definition of barcodes is their stability with respect to time re-parametrization and signal value rescaling, as stated in the following theorem. This allows us to build an uniform input for classical 1D convolutional deep-learning models, thus tacking the main issue of individual differences.
Theorem: Time Independence of Betti Curves
Given a function f : I → R and a real number a > 0 the Betti curves of t → f (t) and t → f (at) are the same.
Moreover, if g(t) = bf (t) for some b > 0, then the Betti curves of f and g are related by
This theorem is a particular case of a more general statement resulting from classical properties of general persistence theory [Chazal et al., 2016] . Intuitively, the invariance to time rescaling follows from the observation that persistence intervals measure the relative height of the peaks of the signal and not their width. The value-rescaling of the signal by a factor b results in a stretching of the persistence intervals by the same factor resulting in the above relation between the Betti curves of the signal and its rescaled version. 
Preprocessing
Every machine-learning comes with its data preprocessing. We first focused on the standardization of all the available ECG. Different methods have been applied in order to enhance the signal, and reduce noise and bias. After resampling at 200 Hz, we removed the baselines [Blanco-Velasco et al., 2008] and applied filters, based on both a FIR filter and a Kalman filter. The signal is then rescaled between 0 and 1 before being translated to get a mean of the signal close to 0, for deep-learning stability.
Baseline Wander. Table 1 gives a good overview of other issues we faced, such as an uneven distribution of labels and extreme minority classes. Furthermore, a challenging imbalance between normal and abnormal samples is noticeable, as it would be for any anomaly problem. We decided to take advantage of the large amount of normal samples compared to abnormal samples, through unsupervised learning with auto-encoders [Baldi, 2012] . The structure is made of six fully-connected hidden layers, developed in a symmetric fashion, with an input dimension of size 400 and a latent space of size 20. The loss is defined by the mean squared error. The model is then trained on all the normal beats available, minimizing the reconstruction error between the input and the output. Once frozen, this model is integrated into our larger architecture. This reconstruction error, as presented in Figure 3 , is already a good indicator for anomaly detection, but not satisfactory for classification.
Auto-Encoder
Such a constructor may be used in two different ways to deal with binary classification: by either using the encoded inputs as new features, or using the reconstruction error through a subtraction layer between the input signal and the reconstructed signal. Those solutions are respectively referred to by encoder and auto-encoder in our architectures. Another way of using this structure is to directly integrate it into the deep-learning model. The concurrent optimization of two models is thus necessary, building a relational encoding space relative to the task. This is the strategy that has been applied for multi-class classification.
Architecture
Once the preprocessing done, we undertook the construction of our deep-learning approach to deal with the multi-modality of inputs. Our first objective was to determine whether the heartbeats are normal or abnormal, before determining their classification. The aim of such strategy is to avoid the issue of great imbalance between normal and abnormal samples, while focusing on an easier task before multi-class classification. An overview of our architecture is given in Figure 4 .
Channels. For the auto-encoder, we use a convolution channel to deal with the subtracting layer, and a fullyconnected layer to deal with the feature map given by the latent space. The input signals and the Betti curves are fed in convolution channels, aiming at extracting the right patterns [Kachuee et al., 2018; Xia et al., 2018; Isin and Ozdalili, 2017; M.M. Al et al., 2016; Clifford et al., 2017; Rajpurkar et al., 2017] . The other inputs (both features and discrete Fast Fourier Transform coefficients) are injected into fully connected networks.
Annealed DropOut. As we launched a first battery of tests, we were confronted to the unexpected strong influence of the DropOut parameter. Its value could dramatically change the results. Since DropOut is of great help for generalization, we sought a way to deal with that issue. A solution came from the annealing dropout technique [Rennie et al., 2014; Jimmy Ba Brendan Frey, 2013] , which consists in scheduling the decrease of the dropout rate. It helped us stabilizing the results.
Experimental Results
From the problem presentation, we highlighted two issues, relative to any healthcare machine-learning problem: imbalanced datasets and individual differences. The fewer the patients and the bigger the imbalance, the greater the influence of individual differences. To deal with the issue of imbalance, we introduced our auto-encoder architecture, while dealing with the individual differences by introducing Topological Data Analysis. Once we established our solution to both imbalance and individual differences, we aimed at developing our own approach and validation. As we mentioned earlier, two ways have been explored, both for performance enhancement and reduction of the influence of imbalance. The first one has been to detect whether a heartbeat is normal or abnormal, in order to get a first classification. The second one has been multi-class classification (13 classes) on the arrhythmic heartbeats only. Our objective is to introduce a new benchmark to attest that TDA (and auto-encoders) do improve generalization for arrhythmia classification.
Training Parameters. Different methods have been used for the model training and optimization. Firstly, all the channels described previously are concatenated into one fullyconnected network, dealing with all the obtained feature maps concurrently. Secondly, all the activation layers used are PReLU, initialized with he normal [He et al., 2015; Srivastava et al., 2015] . Thirdly, the dropout has been parametrized according to the strategy of the annealing dropout, from a rate of 0.5 to a rate of 0.0 after 100 epochs. Concerning the losses, we used the categorical crossentropy or binary crossentropy for the classification model, and mean squared error for the auto-encoder structure. Adadelta was used for optimization with an initial learning rate of 1.0. Testing Methodology. Dealing with a health issue, the testing methodology has to be rigorously defined to accurately analyze the performances. A great importance was given to generalization abilities of the developed models. For that purpose, our strategy aimed at performing patient-based crossvalidation, which means that for each model, train and validation sets were build on a fraction of the available patients, while the remaining patients constituted the test set. This way, the validation score would demonstrate the ability of the model to dissociate arrhythmias on known patients, while the test score would demonstrate the ability of the model to detect arrhythmias on new patients. By using permutations of all the available patients, we were able to train, validate and test each model on all patients. The results presented in the following parts stem from a cross-validation keeping 5 unique patients for testing at each cross-validation permutation.
Channel Comparison
We first quantified the importance of each introduced channel, by turning them off and on. Such strategy allowed us to specifically quantify the influence of the introduced TDA channel, as improving the general ability of our architecture to both detect and classify arrhythmias. We tested our architecture through a patient-based cross-validation. Our format consisted in 10 experiments, made with the underlying will of generalization: for each experiment, 225 patients are used for both training (70%) and validation (30%), while 15 patients are kept for testing. For the purpose of validation, each subset of 15 patients is not overlapping between experiments. TDA improves both detection and classification, with a major improvement in arrhythmia classification, but also greatly enhances performances reliability.
Finally, a closer look at Table 2 supports the importance of TDA. Its role is emphasized for multi-class classification, with a general greater improvement of performances. With this right combination of channels, we aimed for testing through patient-based cross-validation for both binary and multi-class classification. For the purpose of the demonstration, the scores are weighted in order to compensate for the general imbalance. Moreover, multi-class classification is not biased by normal samples since they have been extracted beforehand. This finally supports the generalization role of TDA, that is expected to bring improvements combined with other deep-learning architectures as well.
Arrhythmia Detection
Our first benchmark dealt with arrhythmia detection (binary classification). It consisted in using our architecture, enhanced with the (auto-) encoder trained in an unsupervised manner on normal beats. The model determined by channel comparison has thus been used for cross-validation. Each instance of cross-validation has been made by randomly undersampling the majority class to obtain balanced datasets. It takes approximately 10 hours to train on a GPU (GeForce GTX). We used the data structure previously presented to test over the 240 patients we have in our datasets. Moreover, to tackle the issue of anomaly detection, and accelerate the process of validation, each cross-validation round is respectively built out of a set of 5 unknown patients. The mean accuracy score is 98% for validation and 90% for test. This approach shows great generalization abilities. Unfortunately, no other paper do use those test settings for comparison. With a closer look on the results, the low performances appear on patients for which it was hard to recognize their normal beats. It also means that more patients may improve the generalization abilities of the model. However, its performances on the validation results prove its abilities to learn about specific patients (suitable for personalized devices issues).
Arrhythmia Classification
The same strategy has been applied for multi-class classification. The greatest channel influence is provided by TDA and the encoder. As a consequence, we reduced the original model to the one composed of four channels in the same fashion than we did for anomaly detection. Moreover, the influence of those channels is greater than observed for binary classification. Since the previous approach was not enough, we went further with 13-class classification. The models proved their ability to learn about heartbeat condition through cross-validation, with a mean validation score of 97.3%, while being able to generalize this acquired knowledge on patients it never saw, with a mean testing accuracy of 80.5%. Once again, literature does not provide comparable settings. The use of cross-validation focused on the generalization ability of the model. By also removing the normal beats, we focus on differences between the different arrhythmias, and remove the influence of imbalance that is generally found in the scores presented in the literature.
Benchmarks Comparison

Premature Ventricular Heartbeats Detection
Since those open-source datasets have been exploited by others, we sought to compare our own architecture to existing benchmarks. Our claim is an enhanced generalization thanks to TDA and the auto-encoder architecture we developed. To support it, our first confrontation has been made with [Jianning, 2018] , which focuses on the detection of premature ventricular contractions (PVC). The detection of a specific arrhythmia is a particular case of anomaly detection (one-vsall), for which our architecture is suitable. The results we obtained are presented in tables 3 and 4, and support the generalization ability of our model. For the comparison, we applied the settings used in the paper. Out of the 48 initial patients in the MIT-BIH Arrhythmia Database, 4 patients are discarded. The remaining patients are split in two groups: 22 are used for training and validation, 22 are used for testing. The objective of such approach is to use the premature ventricular contractions, which are the majority class among the available arrhythmias. The results we obtained with such configuration are given in Table 3 Table 3 : Detection of PVC -MIT-BIH Database However, they went further by considering the five databases. Our model being suited to that larger amount of data, we also compared our performances to their new settings. This time they split the group of 240 patients in two, both 120 for training and validation, and 120 for testing. Once again, our performances are given in Table 4 . This experiment shows a great enhancement due to samples augmentation in this case of one-vs-all classification. Table 4 : Detection of PVC -Augmented Databases. With more patients, those settings imply a greater need for generalization, which emphasizes our model ability to learn the concept of PVC and apply it to unknown patients.
8-Classes Classification
The previous experiment is a specific use-case for our architecture. In this second comparison, we focus on 8-classes classification [Jun et al., 2017] . Once again, our claim is better generalization, which is done thanks to patient-based cross-validation. Nonetheless, their settings imply a limitation to the MIT-BIH Arrhythmia Database, from which they select 8 classes, comprising normal beats. Unexpectedly, this selection does not correspond to the majority classes. Our performances are compared in Table 5 , extending the results they present in their paper. We pinpoint, thanks to those results, the generalization ability of our model, which has better positive predictive value (here precision) and sensitivity. It finally underlines a more efficient classification.
Conclusion
We developed a new approach to deal with the issue of generalization in arrhythmia detection and classification. Our innovative architecture uses common source of information, Topological Data Analysis and auto-encoders. We supported Table 5 : 8-Classes Classification -MIT-BIH Database our claim of improved generalization with scores reaching the performances of state of the art methods, and above. Our experiments pinpoint the strengths of TDA and auto-encoders to improve generalization results. Moreover, the modularity of such model allows us to build and add new channels, such as a possible channel based on the Wavelet transform [Xia et al., 2018] , which also gives a good description of the ECG time-series. Finally, we give a new benchmark on five opensource datasets, and as it is often the case in deep-learning, we still envision greater performances with larger datasets such as [Clifford et al., 2017] .
