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We introduce a new boundary condition which renders the flux-insertion argument for the Lieb-
Schultz-Mattis type theorems in two or higher dimensions free from the specific choice of system
sizes. It also enables a formulation of the Lieb-Schultz-Mattis type theorems in arbitrary dimensions
in terms of the anomaly in field theories in 1 + 1 dimensions with a bulk correspondence as a
BF-theory in 2 + 1 dimensions. Furthermore, we apply the anomaly-based formulation to the
constraints on a half-filled spinless fermion on a square lattice with pi flux, utilizing a time-reversal,
magnetic translations and an on-site internal U(N) symmetries. This demonstrates the role of the
time-reversal anomaly on the ingappabilities of a lattice model. Moreover, by our new boundary
condition, we show that the many-body Chern number of this lattice model is non-vanishing as N
mod 2N in the presence of U(N) and magnetic translations. This can be a general mechanism of
anomaly-based constraints on quantized Hall conductance, which generally depends on high-energy
physics, from field theory.
I. INTRODUCTION
Quantifying various phases for quantum many-body
systems is a central task in condensed matter and sta-
tistical physics. Recent decades have witnessed several
significant phase classifications, e.g. topological ordered
phases [1, 2] and symmetry-protected topological (SPT)
phases beyond Landau’s symmetry-breaking pattern of
strongly-correlated systems with non-perturbative inter-
actions [3, 4]. Furthermore, symmetries together with
filling fractions also constrain low-energy spectrums when
critical phases are gapped, which induce the concept of
symmetry-protected critical phases [5, 6] that nontrivial
critical phases are ingappable with a unique ground state
if the symmetries are respected by Hamiltonians.
One of the most important general principles in quan-
tum many-body systems is Lieb-Schultz-Mattis (LSM)
theorem [7] and its generalizations [8–11]. They show
the interplay between the global U(1)Q charge and trans-
lation symmetries. The theorem states, under certain
conditions, an “ingappability” of the system, that is, ei-
ther the presence of gapless excitations above the ground
states or a ground-state degeneracy in the limit of the
large system size. It is valid for Hamiltonians with ap-
propriate symmetries for arbitrary strong interactions,
and thus is non-perturbative in nature.
Generally in physics, we expect that the bulk property
would not depend on the choices of boundary conditions.
If that is the case, we can use a boundary condition which
is convenient for the calculation and infer physical results
which would be valid independent of the boundary con-
dition. In many cases, the periodic boundary condition
is chosen as a boundary condition. A typical example is
the band theory of electronic structures.
∗ smartyao@issp.u-tokyo.ac.jp
The original proof [7] of the LSM theorem was also
based on the periodic boundary condition. The LSM
theorem in higher dimensions turns out to be more sub-
tle. While it is easy to see the failure of the original
proof in higher dimensions, the original proof would still
work [7, 12] in an “anisotropic” thermodynamic limit
in which the ratio of the system sizes in each direc-
tion diverges. However, one might worry that the sys-
tem is essentially one-dimensional in such a limit. An
alternative argument based on an adiabatic flux inser-
tion and gauge invariance, which does not need such an
anisotropic limit, was proposed later [10]. It still depends
on several nontrivial assumptions including the stability
of the gap against the flux insertion, and special choices
of system size as we will discuss later. It was followed
by a more rigorous proof [11] of the LSM theorem in
higher dimensions, and its further mathematical refine-
ments [13].
Nevertheless, the flux insertion argument is still at-
tractive in its simplicity, intuitiveness, and connections
to other concepts in physics. Indeed, some of the re-
cent extensions [14] of the LSM theorem is based on the
flux insertion argument. Because of this, it would be
valuable to improve the flux insertion approach to the
LSM-type theorems. One of the subtleties in the flux
insertion argument was that the system sizes must meet
a special condition: the lengths in all but one direction
must be coprime with the denominator of the filling frac-
tion. Although one may consider the “thermodynamic
limit” with a series of finite-size systems satisfying this
condition keeping the ratio of length to be of order of 1,
it is desirable to remove such a rather artificial condition.
In this work, we introduce a new class of bound-
ary conditions, which we call tilted boundary conditions
(TLBC), which is useful for derivation of the LSM-type
theorems in dimensions higher than one. As we will
demonstrate, with TLBC, the flux insertion argument
can be applied without the artificial condition on the sys-
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2tem sizes. This is also the case for the higher symmetry
(SU(N)) generalizations [6, 8].
Furthermore, the TLBC reveals previously unnoticed
relations between anomaly in field theory with the LSM-
type theorems. While the LSM theorem has been well un-
derstood in the context of Tomonaga-Luttinger Liquids
in one spatial dimension, field-theoretical understanding
of LSM-type theorems in higher dimensions has been
rather limited. The TLBC allows us to understand the
LSM theorem as an anomaly manifestation. As a futher
application of the anomaly-based approach, we will dis-
cuss the implications of the time-reversal anomaly [15, 16]
with a lattice interpretation. Taking the advantage of the
bulk-boundary correspondence between SPT phase and
the time-reversal anomaly on its boundary, the anomaly
leads to an ingappability constraint for the half-filled pi-
flux system when time-reversal, on-site U(N) and mag-
netic translational symmetries are respected. Moreover,
the TLBC enables us to obtain a constraint on inte-
ger quantum Hall conductances. We show that the pi-
flux system must have non-vanishing N mod 2N many-
body Chern number in the presence of U(N) and mag-
netic translational symmetries. Our constraint general-
izes those derived for lattice models known forN = 1 [17–
21]. Furthermore, our proposal can be a general mech-
anism for non-perturbative restrictions on quantize Hall
conductivity from field theory. It reflects a deep relation
between such phenomena with symmetry-broken surface
of SPT phases.
This paper is organized as follows. In Sec. II, we in-
troduce our new boundary condition TLBC and apply it
to the LSM theorem in arbitrary dimensions. In Sec. III,
the TLBC is used to generalize the LSM theorem for spin
systems. In Sec. IV, we discuss the LSM-type ingappabil-
ities on the half-filled pi-flux square lattice with an onsite
U(N) symmetry, magnetic translational symmetries and
a time-reversal symmetry by a time-reversal anomaly. As
a further application, a constraint on the integer quan-
tum Hall conductances of the gapped pi-flux system in the
presence of U(N) symmetry and magnetic translations is
obtained by a bulk-boundary correspondence with the ge-
ometry of TLBC in Sec. V. In the Appendix, we present
a detailed derivation of the constraint.
II. TLBC AND LSM THEOREM
A. Flux insertion with PBC
Let us first review the flux insertion argument [10] for
the LSM theorem in d ≥ 2 dimensions, and some of the
problems in it. We are interested in the energy spectrum
of a quantum many-particle system on a periodic lattice.
We assume that the number of particles is exactly con-
served, and consider the the limit of the large system
size (thermodynamic limit) with a fixed “filling fraction”
(number of perticles per unit cell) ν.
The many-body gap is defined as the energy gap be-
tween the (possibly degenerate, multiple) ground state
and the continuum of excited states, in the thermody-
namic limit. It is not to be confused with the finite-size
gap defined by the gap between the ground state and the
lowest excited state in a finite system of a fixed size.
When the many-body gap vanishes, namely if the con-
tinuum of excited states starts at an infinitesimal energy
above the ground state, the many-particle system is said
to be gapless. On contrary, when the many-body gap
is non-vanishing, the system is said to be gapped. The
LSM theorem is a constraint on the energy spectrum, in
particular the ground-state degeneracy if the system is
gapped, when the filling fraction ν is not an integer.
For simplicity, let us consider the (hyper)cubic lattice
in d dimensions with PBC
~r ∼ ~r + Lixˆi, i = 1, 2, · · · , d, (1)
where Li is the length along i-th unit vector xˆi, and the
Hamiltonian is required to possess translational symme-
try and U(1)Q symmetry. We set the filling factor as
a rational number ν = p/q, where p and q are coprime.
There is an additional charge quantization condition due
to the fundamental degrees of freedom being charge one:
νV ∈ N, (2)
where V ≡ ∏i Li is the total volume, and this condi-
tion is also implied by the compactness of global U(1)Q
symmetry. The PBC means that the system has topo-
logically non-trvial loops, which may be visualized with
“holes” in a higher-dimensional embedding. Each hole
can contain a magnetic flux (Aharanov-Bohm flux, AB
flux), which affects the system through the Aharonov-
Bohm effect. Here we will utilize the AB flux Φ which
is enclosed by the closed loop in 1-direction. Such a
flux is represented by the vector potential in 1-direction
A1 = Φ/L1 .
The many-particle system may be gapless or gapped.
If it is gapless, there is nothing more to say in the LSM
theorem. Therefore, we can assume that the system is
gapped, namely the many-body gap separating the con-
tinuum of the excited states from the ground state(s) is
non-vanishing (at Φ = 0). Starting from a ground state,
which is also a momentum eigenstate, as the initial state,
we consider an adiabatic insertion of unit flux quantum
Φ = 2pi. Namely, we consider the application of a time-
dependent U(1)Q gauge field
A1 =
2pit
TL1
,
with T → +∞. After the insertion of the unit flux
quantum, the Hamiltonian is equivalent (under a large
gauge transformation) to the original one without the
flux. Here we make a crucial assumption that the many-
body gap (which was non-vanishing at zero flux, by the
initial assumption) does not vanish during the flux inser-
tion. It then follows from the adiabaticity that the final
state must be a ground state below the gap. One might
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FIG. 1. TLBC when d = 2.
expect the final state after the large gauge transformation
would be identical to the original ground state.
However, for an incommensurate filling, there is a non-
trivial momentum shift caused by the flux insertion. For
instance, the lattice momentum change along xˆ1 is
∆PPBC1 = 2pi
p
q
L2L3 · · ·Ld mod 2pi, (3)
which is nonzero if (L2 · · ·Ld) is nondivisible by q. In
this case, the final state cannot be identical to the ini-
tial ground state. Restricting the system sizes L2,3,...,d
to coprime with q, the statement of the LSM theorem is
derived. Namely, the system is either gapless or has at
least q degenerate ground states below the gap. However,
this artificial restriction on the system size is clearly un-
desired. Physically we would expect the same statement
to hold for generic (large) system sizes, even though the
above argument does not lead to a nontrivial restriction
if L2L3 · · ·Ld is divisible by q.
Here let us also comment on the nontrivial assumption
that the non-zero many-body gap does not collapse dur-
ing the flux insersion. While this assumption, which is
crucial for “flux insertion” arguments, has not proven, it
is rather natural, as the change of the hopping terms is
only of the order of O(1/L1) in the uniform gauge. In
fact, there are some numerical [22] and analytical [23]
supporting evidences. Furthermore, some versions of the
LSM theorem, that follow from the assumption, have
been proven rigorously [11, 13]. Although a rigorous jus-
tification (or a clarification on the range of validity) of
the assumption is an interesting problem, it is outside
the scope of the present paper.
B. Flux insertion with tilted boundary condition
Here we propose to use, instead of the standard PBC,
the following tilted boundary condition (TLBC){
~r + Lixˆi ∼ ~r + xˆi+1, i = 1, · · · , d− 1;
~r + Lixˆi ∼ ~r, i = d, (4)
where xˆi is the unit vector along Li. We sketch the two-
dimensional case of TLBC in FIG. (1). Geometrically,
under such identifications, the space is a d-dimensional
torus. Combined with the flux insertion and momen-
tum counting, this leads to the LSM theorem without
the artificial restriction on the system sizes, as we will
discuss below. The TLBC is consistent with all the im-
posed symmetries—U(1)Q and translations. Now let us
consider the following flux insertion process (t ∈ [0, T ]):
Ai(t) =
2pit
T
∏d
k=i Lk
, i = 1, · · · , d. (5)
During the flux insertion, the gauge (5) still respects
the translational symmetries since it is site-independent.
Thus the canonical momentum remains exactly un-
changed during the time evolution under the flux inser-
tion.
Similarly to the case of PBC, after completing the flux
insertion, we perform a large gauge transformation to
bring the Hamiltonian back to its original form. Reflect-
ing the different boundary condition and the different
way of inserting the flux, the large gauge transformation
used for PBC [10] does not work as is. Nevertheless, we
find that, the following large gauge transformation ex-
actly eliminates the vector potential (5) at t = T , after
the flux insertion process:
Uˆ0 = exp
(∑
~r
i
2pir1nˆ~r
V
)
, (6)
where we fix the range of ~r as
~r = r1xˆ1, (r1 = 1, · · · , V ), (7)
exhausting all the lattice points.
By applying the large gauge transformation (6) on the
final state, which maps the Hamiltonian back to its orig-
inal form, we can compare the lattice momenta along xˆi
of the state before and after this insertion process in the
same U(1)Q gauge. The momentum difference is
∆Pi =
2pin∏d
k=i Lk
mod
(
2pi
V∏d
k=i Lk
)
= 2piν
(
V∏d
k=i Lk
)
mod
(
2pi
V∏d
k=i Lk
)
, (8)
where i = 1, 2, · · · , d, the total number of particles is
denoted by n and n/V = ν is the filling fraction by def-
inition, and the different periods of ∆Pi’s results from
the identification of translations as Ti+1 = (Ti)
Li due to
TLBC.
As in the case of the PBC reviewed in Sec. II A, the mo-
mentum shift (8) implies the LSM theorem: if ν = p/q
with p and (q > 1) coprimes, the ground states in a
gapped phase must be at least q-fold degenerate, as
long as the Hamiltonian respects the U(1)Q and the lat-
tice translation symmetries. That is, a trivial insulating
phase with a unique ground state is excluded. We note
that, in the present argument, each component of ∆~P
gives exactly the same constraint on the ground-state de-
generacies of gapped phases, in contrast to the previous
4derivation in Eq. (3). More importantly, there is no arti-
ficial requirement on the system size beyond the charge
quantization condition of Eq. (2).
It should be noted, however, the present argument still
relies on the nontrivial assumption that the excitation
gap does not collapse under the adiabatic flux insertion,
discussed at the end of Sec. II A.
C. Anomaly manifestation of LSM theorem
The TLBC also reveals a connection between the LSM
theorem in higher dimensions and anomaly in field theory
in 1 + 1 dimensions.
Let us consider an electronic system, without loss of
generality, on a square lattice with TLBC, the lattice
point of which can be thought as that of unit cells on a
general lattice with translational symmetries. First, we
consider a non-interacting, tight-binding model:
HT-B = −t
∑
〈~r,~r′〉
c†~rc~r′ − µ
∑
~r
c†~rc~r, (9)
where t is a real positive number with chemical poten-
tial µ and c†~r the creation operator of spinless fermion at
lattice site ~r with 〈· · · 〉 denoting summations only over
nearest-neighboring sites.
By a generalized ’t Hooft anomaly matching [6, 24–
26], nontrivial symmetry anomalies in a low-energy effec-
tive field theory of an arbitrarily fine-tuned lattice model
implies an ingappability of general lattice models, con-
strained only by filling and symmetry structures. There-
fore, the following analysis for the non-interacting model
should be also valid for more general, interacting systems.
Under the TLBC, we can exhaust all the sites by trans-
lating a single site to one direction only, e.g. ~r = jxˆ1
with j = 1, 2, · · · , V . With this coordinate convention,
we further define Ψj ≡ cjxˆ1 which implies
HT-B = −t
V∑
j=1
[
d∑
i=1
Ψ†j+ViΨj + h.c.
]
− µ
V∑
j=1
Ψ†jΨj ;
Vi ≡ V∏d
j=i Lj
, (10)
with the boundary condition as Ψj = Ψj+V if the range
of j is extended to all integers. Then we can express the
Hamiltonian in the momentum space by
Ψj =
1√
V
V−1∑
k=0
Ψ(k) exp
(
−i2pik
V
j
)
, (11)
as
HT-B =
V−1∑
k=0
{
−2t
[
d∑
i=1
cos
(
2piVi
V
k
)]
− µ
}
Ψ†(k)Ψ(k)
=
∑
k∈B.Z.
{
−2t
[
d∑
i=1
cos
(
2piVi
V
k
)]
− µ
}
Ψ†(k)Ψ(k)
≡
∑
k∈B.Z.
(k)Ψ†(k)Ψ(k), (12)
where we have chosen the Brillouin zone which is sym-
metric at k = 0 so that the zeros of (k) is symmet-
ric around the origin. Thus we can label these zeros
as {±Kc}c=1,··· ,N0 due to the even parity: (k) = (−k).
The low-energy Hamiltonian, which describes excitations
near the zeros of (k), is given as
H =
N0∑
c=1
∫
−Λ<k<Λ
vck
(
Ψ†c(k)Ψc(k)−Ψ†c¯(k)Ψc¯(k)
)
.
(13)
Thus N0 ∼ L2 × L3 . . . × Ld represents the number of
the one-dimensional channels (1 + 1-dimensional Dirac
fermions). Here the ultraviolet cut-off Λ  2pi/(N0a),
where a is the lattice constant, and vf is the value of
fermi velocity not necessarily positive. The fermionic op-
erator Ψc(k) = Ψ(Kc+k) and Ψc¯(k) = Ψ(−Kc+k). It is
essential to remark the role played by the charge quan-
tization condition in Eq. (2). To obtain a free system
in the continuum limit where k is taken to be a contin-
uum variable on the whole real axis, it is necessary that
the k = 0 modes or Ψ(±Kc) modes exist in the Hilbert
space under the continuum limit, as we will see later. In
d = 1, Eq. (2) implies precisely such existence of Ψ(±Kc)
modes. Therefore, we expect this conclusion generalizes
to arbitrary d ≥ 1 and the charge quantization indeed
permits us to do this continuum limit.
We absorb the |vc| into the following definition of two-
component Dirac operator:
ψc(k) =

( |vc|Ψc(k)
|vc|Ψc¯(k)
)
, vc > 0;( |vc|Ψc¯(k)
|vc|Ψc(k)
)
, vc < 0.
(14)
With the definition above, the real space formulation of
Lagrangian density takes a compact form as
LU(1) =
N0∑
c=1
1∑
µ=0
ψ¯c(t, x)iγ
µ∂µψc(t, x), (15)
where γ0 = σ2 and γ
1 = σ1 with ~σ Pauli matrices, and
the chirality is γ3 = σ3. The role played by the existence
of the zero mode ψc(k = 0) or Ψ(±Kc) can be understood
in the real space formulation (15): if we did not have
these zero modes, we would discard the zero mode of the
Fourier expansion of ψc(t, x) by hand when we quantize
it, which makes (15) not free Dirac fermions.
5Then we minimally couple it with an external gauge
field as
A1(t, x) =
2pit
V T
, (16)
and A0(t, x) = 0: ∂µ → ∂µ − ieAµ, which exactly cor-
responds to the flux insertion defined by Eq. (5) except
for that we are left by only one spatial dimension since
we have applied the coordinate convention ~r = jxˆ1 with
j = 1, · · · , V before on the lattice.
Combining Eqs. (11,14), we obtain the lattice transla-
tion T1 in xˆ1 direction representation of ψc(t, x) as:
ψT1c (t, x) ≡ T1ψc(t, x)T−11
= exp
[
isgn(vc)piγ3
2Kc
V
]
ψc(t, x), (17)
which is simply the chiral symmetry transformation,
at low energy, appearing on-site. It is straightforward
to apply Fujikawa’s method [27, 28] to calculate the
global symmetry anomaly as the phase ambiguity of
the fermionic partition function responding to the chi-
ral transformation as Eq. (17) in the background gauge
field configuration Aµ(t, x).
ZU(1)
≡
∫
D(ψ¯T1 , ψT1) exp(− ∫ LU(1)[ψ¯T1c (τ, x), ψT1c (τ, x), Aµ])∫
D(ψ¯, ψ) exp(− ∫ LU(1)[ψ¯c(τ, x), ψc(τ, x), Aµ])
= exp
[
i
N0∑
c=1
2sgn(vc)
2piKc
V
]
= exp(i2piν), (18)
where the fermionic measure D(ψ¯T1 , ψT1) = JT1 ·D(ψ¯, ψ)
is calculated by Fujikawa’s U(1) gauge-invariant regular-
ization [27, 28] and we have used the fact the filling frac-
tion is ν and ν =
∑
c 2sgn(vc)Kc/V , and evaluate the
formal path integral in the Euclidean signature: τ = it.
We define a lattice partition function ratio as:
Z lattU(1) ≡
TrG.S.
[
T1Uˆ0UˆfluxT
−1
1
]
TrG.S.
[
Uˆ0Uˆflux
]
=
〈G.S.|T1Uˆ0UˆfluxT−11 |G.S.〉
〈G.S.|Uˆ0Uˆflux|G.S.〉
, (19)
where we denote by “TrG.S.” taking the trace only within
lowest energy states since the Wick rotation “τ = it” in
the definition of ZU(1) implies that we should project
out excited states when we define Z lattU(1). We also as-
sume a unique gapped lattice ground state |G.S.〉 and
Uˆflux denotes the unitary time evolution by flux inser-
tion followed by the large gauge transformation Uˆ0. The
continuum-limit form of Z ′U(1) in Eq. (19) exactly coin-
cides with the form of ZU(1) in Eq. (18), where the large
gauge transformation Uˆ0 is implicitly presented in the
path integrals within ZU(1) since the inner product of
wave functionals |{ψ¯, ψ}〉Aµ ’s at the last time slice can
be done only after fixing the gauge by the (large) gauge
transformation Uˆ0, which is in the same situation as the
lattice model. The necessity of Uˆ0 can be seen once one
notices that the wave functional {ψ} is an associated
complex line sector of the underlying U(1)Q principal
bundle and Uˆ0 in Eq. (6) is exactly the gluing transition
function between the initial and the final time slices. It
implies that ZU(1) is the low-energy limit of Z
latt
U(1).
Then we can rephrase the consequence of anomaly
ZU(1) that the (discrete) chiral symmetry (17) will be
broken once U(1)Q is gauged, in the lattice language.
Since the anomalous chiral symmetry means the chiral
charge is not conserved and here the chiral symmetry cor-
responds to the lattice translation, we expect the lattice
momentum is not conserved under the gauge field. In-
deed, this is a well known phenomenon that the particles
are accelerated by electric field and acquire a momen-
tum. However, it should be noted that the momentum is
a gauge-dependent quantity. Under the time-dependent
uniform gauge field (16), the momentum is exactly con-
served thanks to the translation invariance. However,
after a finite time, the gauge field (vector potential) is
nonzero and the momentum cannot be directly compared
to the initial value. Nevertheless, when the system en-
closes an integral multiple of the unit flux quantum (2pi),
the gauge field can be exactly eliminated by the large
gauge transformation Uˆ0, so that the momentum can be
compared with its initial value. It is this large gauge
transformation Uˆ0 that induces the change in the mo-
mentum, as we can see from the flux-insertion argument
for the LSM theorem [10]. This observation also sup-
ports the identification of ZU(1) as the low-energy limit
of Z lattU(1). Additionally, the role of the gauge invari-
ance of Fujikawa’s regularization applied in the calcu-
lation of Eq. (18) should be noted since a gauge non-
invariant regularization method can give a vanishing chi-
ral anomaly [29, 30] corresponding to the conservation of
the lattice momentum in the fixed initial gauge, which
can be also explicitly seen by the translational symmetry
of the lattice Hamiltonian. It exactly reflects the mix-
ing nature of the chiral anomaly, which characterizes the
conflicting between U(1) and T1.
Since ZU(1) is a topological invariant, e.g. invariant
along any symmetry-respecting renormalization-group
flow by the generalized ’t Hooft anomaly-matching, we
can evaluate Z lattU(1) by its low-energy limit ZU(1):
Z lattU(1) = ZU(1). (20)
However, the unique ground state must be feature-
less hence a T1-eigenstate, which implies T1|G.S.〉 =
exp(iP )|G.S.〉 thereby ZU(1) = 1. This contradicts with
ZU(1) = Z
latt
U(1) = exp(i2piν) if q 6= 1, unless
Uˆflux|G.S.〉 ⊥ |G.S.〉, (21)
which still conflicts the unique gapped ground state.
Thus the ground states must be degenerate for fractional
6fillings. Then we arrive at the LSM theorem with a
well-defined anomaly-manifestation in a general thermo-
dynamic limit. Furthermore, the physical interpretation
of ZU(1) can be understood by its lattice partner Z
latt
U(1)
which exactly measures the momentum changes after the
charge pumping. In this sense, we call that the chiral
anomaly derived from the Dirac field theory is lattice-
realized. The anomaly we have considered is not an
emergent anomaly at low energy [24, 25] which can be
seen as follows.
Let us first tune the hoppings in (10) nonzero only
along xˆ1. At low energy under TLBC, U(1) and trans-
lation symmetries (17) are reduced to U(1) × Zq [24],
where ν = p/q defined before. Since the translation is
actually represented by Z on the lattice with TLBC in
the thermodynamic limit, we should do a symmetry ex-
tension, which is a quantitative treatment of the transla-
tion symmetry at low-energy honestly as Z rather than
its emergent expression Zq [24]. The symmetry exten-
sion is a mapping from the [U(1) × Zq]-anomaly classes
to the [U(1) × Z]-anomaly classes, associated with the
dual of the third mapping in the short exact sequence
0 → Z q−→ Z → Zq → 0 of symmetries 1, This symmetry
extension does not trivialize the anomaly classes gener-
ating by (18) 2, which means the anomaly classes gen-
erated by (18) are still there even when we treat trans-
lation faithfully. The general cases where the transla-
tion is represented by (17) can be argued by anomaly-
matching to the fine-tuned point above. In contrast, if
we orbifolded theory by the Zq symmetry using its fi-
nite cyclicity, which no longer holds at the lattice scale,
more anomalies would emerge, but eventually be trivial-
ized after the symmetry extension [24]. Furthermore, we
calculate the anomaly at a critical point with a special
translation representation (17), which can be expected
as an intrinsic anomaly at the lattice level even if the
lattice model is tuned away from this point, in the fol-
lowing way. Let us assume the lattice degrees of freedom
are realized by a higher dimensional lattice bulk B with
the corresponding U(1)×Z symmetry at the lattice scale.
Then the intrinsic anomaly is unambiguously determined
by the (U(1)×Z)-crystalline-SPT (cSPT) class that this
bulk B belongs to. It has been shown that cSPT one-
to-one corresponds to an SPT where U(1)×Z is realized
purely on-site and the continuum limit here is proposed
to give such a correspondence [25, 31, 32]. It means this
(onsite) SPT class corresponds to the anomaly of our
critical point in the continuum limit, calculated by the
1 Here the associated dual mapping is Ω3Spinc (BZq) →
Ω3Spinc (BZ), where Ω is the spin
c cobordism of the classifying
spaces BZq and BZ. U(1) gauge contribution has been taken
into account by the spinc structure.
2 The mixed anomaly classes generated by the anomaly factor
exp(i2piν) forms Zq ⊂ Ω3Spinc (BZq) and the symmetry extension
maps this Zq injectively to Ω3Spinc (BZ) ∼= U(1) by the natural
inclusion Zq ↪−→ U(1).
representation (17) in a Z sense. Then the anomaly (18)
is associated to that cSPT, thereby intrinsic and appli-
cable away from the chosen critical point.
Finally, for d = 0, due to Eq. (2), the filling ν0 ∈ N.
Then, the low-energy effective response theory is simply
the (0 + 1)-dimensional Chern-Simons theory with level
ν0:
sU(1) = ν0
∫
dtA(t), (22)
by a minimal coupling observation. Such an effective
action is well-defined since ν0 is an integer, and the zero-
dimensional theory is U(1)Q anomaly-free thereby well-
defined. It is applicable even for bosonic theory since
there is no spatial coordinate to give one a choice of spin
structures while the boundary condition along t or τ for
field operator is already fixed as, respectively, periodic
and anti-periodic for bosonic and fermionic situations.
Thus, d = 0 cases can be always trivially gapped if we
only have a U(1)Q symmetry. This agrees with the trivial
d = 0 version of the LSM theorem. While the statement
is rather trivial, this is still a useful exercise to check the
consistency of the anomaly argument. In the next sec-
tion, we will see somewhat more non-trivial consistency
check in d = 0 for a higher symmetry.
D. Bulk-boundary correspondences: LSM theorem
with U(1)Q
In this Subsection, based on our field-theory formula-
tion related to the TLBC, we discuss the LSM theorem
from the point of view of anomaly inflow. This enables
us to construct a higher dimensional SPT bulk theory
where the massless theory LU(1) in Eq. (15) can be seen
as a boundary theory attached to the SPT bulk. To
simplify the discussion, in the following we first assume
N0 = 1. We will generalize the argument to arbitrary N0
later. The translation symmetry is reduced to:
ψT1 = exp (iγ3piν)ψ = exp
(
iγ3pi
p
q
)
ψ. (23)
Our physical degrees of freedom is the free Dirac fermion
composed by ψ = [ψL, ψR] where ψL,R are the left- and
right-moving chiral fermions, respectively. It is well-
known that a single left-moving chiral fermion can be
generated on the edge of an integer quantum Hall sys-
tem with σH = +1 and a right mover by σH = −1.
Thus the (bulk) matter field, which is able to support
ψL and ψR fermions on its edge, consists of two (2 + 1)-
dimensional massive Dirac fermion with opposite masses,
which realizes σH = ±1, separately 3. Then we couple
the background U(1)Q gauge field AU(1) and the gauge
3 The Pauli-Villars regulator of each massive Dirac fermion has an
opposite mass to the regulated fermion.
7field aγ3/2 of the translational symmetry in (23) to the
bulk fermions. After the bulk matter field is integrated
out,
Sbulk,U(1) =
∫ [
− i
4pi
AL ∧ dAL + i
4pi
AR ∧ dAR
]
,
(24)
where
AL = AU(1) + a/2; AR = AU(1) − a/2. (25)
where we have taken a “1/2” normalization convention
so that a has the same constraint as a Zq-gauge field:
da = 0 and
∮
closed loop
a ∈ 2pip
q
Z. (26)
Then,
Sbulk,U(1) = −
∫
i
2pi
a ∧ dAU(1), (27)
which is exactly a BF-theory [33, 34] coupling the Zq-
gauge field and the U(1)Q-gauge field. To detect the
nontrivial aspect of such an SPT bulk, we evaluate the
bulk partition function on a compact closed manifold, e.g.
three-torus T 3 = T 2×S1, with the following background
gauge field: ∫
T 2
dAU(1)
2pi
= 1,
∫
S1
a = 2piν, (28)
where a is a pull-back from a flat gauge field on S1 and
AU(1) is a pull-back from a gauge field on T
2 with a
unit Chern number. With this background gauge field
configuration, we obtain the bulk partition function as
Zbulk,U(1) = exp(−Sbulk,U(1))
= exp(i2piν). (29)
To understand the physical meaning of this bulk partition
function evaluated on T 2×S1, we briefly review the use-
ful tool called mapping torus [16, 35–38] below. Given a
potentially anomalous theory defined on a physical space-
time M, its phase ambiguity of partition function by a
transformation, e.g. a gauge or global symmetry trans-
formation, can be calculated by the partition function
of corresponding bulk on a manifold M × S1 [16, 38]
constructed in the following way. We take a “cylinder”
M× [0, 1] where the bulk field stays and it reproduces
the pre-transformed boundary theory atM×{0} and the
transformed theory at the other end M×{1}. Then we
paste these two ends by the certain transformation twist-
ing, which corresponds to a twisted boundary condition
of the bulk field onM× I, to form the mapping “torus”
M×S1. In our case (28) above, we take S1 as the extra
dimension and T 2 represents the physical space-time of
boundary theory. The holonomy
∫
S1
a precisely realizes
the twisted T1 transformation of the bulk field and the in-
stanton
∫
T 2
dAU(1)/2pi implies the flux insertion process
by a unit flux. Therefore, this mapping-torus bulk par-
tition function is equals to the phase ambiguity, brought
by a T1 transformation, of the boundary partition func-
tion with a flux insertion in physical spacetime, which is
precisely the quantity calculated in (18).
This bulk construction can be generalized to arbi-
trary N0 in LU(1) by replacements of “1/2” in Eq. (25)
by color-dependent coefficients “sgn(vc)Kc/(V ν)” due to
Eq. (17). Then, after the color indices “c” is summed
up and by ν =
∑
c 2sgn(vc)Kc/V , we arrive at the same
effective bulk response theory as Eq. (27).
The bulk description of the anomaly proposes an al-
ternative way to detect the anomaly by the boundary
partition function (See e.g. Appendix D of [39]). Let
us take the T 2 in (28) as the manifold spanned by the
physical spatial dimension and the extra dimension. S1
is taken as the physical dimension of time. Then the
holonomy
(∫
S1
a
)
means we translate the system by a
lattice distance during the time period S1 and thus the
resultant partition function is an exponential of the lat-
tice momentum. The instanton in T 2 means that we are
comparing this momentum obtained in two gauge choices
of the gauge field along the physical spatial dimension,
which are connected by a large gauge transformation.
Therefore, the bulk-response approach (27) provides a
unified way to describe its boundary anomaly.
III. LSM THEOREM FOR SU(N)
SPIN-ROTATION SYMMETRY
In the following, we will use the methods developed in
the previous section to investigate the higher symmetry
generalization of LSM theorem, e.g. replacement of the
global onsite symmetry by SU(N) spin-rotation symme-
try, or more precisely a PSU(N) = SU(N)/ZN global
symmetry [6, 40] by the spin operator satisfying the fol-
lowing su(N) Lie algebra commutation relations:[
Sα~r,β , S
γ
~r′,δ
]
= δ~r,~r′
(
δαδ S
γ
~r,β − δγβSα~r,δ
)
, (30)
where α and β are the “spin” indices that take values
among 1 to N . In particular, we focus on the quantum-
anomaly manifestation of the LSM theorem. Its advan-
tage is that the lattice ingappabilities can be detected at
any fine-tuned critical point which simplifies the calcula-
tion, thanks to the ’t Hooft anomaly matching.
A. “Spin”-quantization condition
Let us consider the most general situation that the
total number of Young-tableaux boxes per unit cell is b.
Analogous to Eq. (2), we also take the following “spin”-
quantization condition:
bV/N ∈ N. (31)
The reason we assume this condition is different from the
U(1)Q LSM case where charge quantization is naturally
8imposed by fundamental degrees of freedom. To clarify
this seemingly unnatural requirement, let us see the situ-
ation where Eq. (31) is not satisfied, namely bV/N /∈ N.
Then the total Young-tableaux boxes bV of the system
is not divisible by N . By the knowledge from represen-
tation theory, there is no SU(N)-singlet sector in the
Hilbert space and by the global PSU(N) symmetry, the
system is exactly degenerate, even at all excited states
since the states within any non-singlet irreducible rep-
resentation must have the same energy due to Schur’s
lemma applied within any of these nontrivial irreducible
sectors.
Such a rather trivial type of ingappabilities is essen-
tial to understand finite-system spectrum. Nevertheless,
we are not interested in it since these ingappabilities are
not a many-body effect and they depend on a specific
choice of system sizes. A many-body ingappability is
commonly considered as almost degeneracies, e.g. the in-
gappabilities make sense only at general thermodynamic
limits. Therefore, in the following discussion for (d ≥ 1)-
dimensional system, we avoid such an exact degeneracy
explicitly exposed above by imposing Eq. (31). Never-
theless, when stating the final theorem without loss of
generality, we will also include the cases that bV/N /∈ N
for which the ground states are exactly degenerate.
B. Generalized LSM theorem and anomaly
manifestation
Since we are only interested in the low-energy spectrum
of the lattice model, we can equivalently reconstruct its
low-energy physical properties by coupling b copies of the
lattice models each of which has one fundamental SU(N)
degree of freedom within each unit cell. It is possible due
to the group-theoretical knowledge that any SU(N) ir-
reducible representation with b0 Young-tableaux boxes
is contained in the tensor products of b0 of fundamen-
tal representations. Then we can project out all the
undesired degrees of freedom in the analog of Affleck-
Kennedy-Lieb-Tasaki chain construction from spin-1/2
degrees of freedom [41]. Moreover, such a projection can
be realized by a strong interaction dynamically, hence
the quantum anomaly factor of the original system can
be obtained by a summation of the anomalies of these
b of fundamental lattices. Then the problem is reduced
to the anomaly related to fundamental lattices we will
calculate below.
Similarly to the generalized LSM theorem in one di-
mension, we do the following N -flavor fermionization rep-
resenting spin degrees of freedom:
Sα~r,β = Ψ
α†(~r)Ψβ(~r)− 1
N
δαβ (32)
with the restriction of total particle number on every site
“~r”
N∑
α=1
Ψα†(~r)Ψα(~r) = 1, (33)
so that Sα~r,β ’s defined in Eq. (32) satisfy Eq. (30).
Again, we impose the TLBC defined as Eq. (4). In the
analog of SU(2) cases, a fine-tuned critical model can be
the Hubbard model in the conductive phase:
HSU(N) = −t
∑
〈~r,~r′〉
[
N∑
α=1
Ψα†(~r)Ψα(~r′) + h.c.
]
−U
[
N∑
α=1
Ψα†(~r)Ψα(~r′)− 1
]2
, (34)
where the Hund’s rule coupling U  |t| realizes the par-
ticle number restriction per unit cell in Eq. (33). By an
observation on Eq. (34) and Eq. (10), we can see that:
1) SU(N) case has a stronger particle number restric-
tion per unit cell; 2) each flavor has a filling fraction 1/N
within a unit cell. With this comparison, it is straightfor-
ward to derive the effective theory of the current SU(N)
model after we apply the coordinate system ~r = jxˆ1 with
j = 1, · · · , V again:
LSU(N)[A] =
N0∑
c=1
N∑
α=1
ψ¯αc (t, x)iγ
µ(∂µ − iAµ)ψc,α(t, x),
νeff =
1
N
, (35)
where the inclusion of a dynamical fluctuating U(1)Q
gauge field is used to eliminate U(1)Q phase degrees of
freedom. It is because U(1)Q is unphysical, e.g. the fun-
damental observable Sα~r,β is invariant under U(1)Q. It
can be also viewed as a realization of the particle num-
ber constraint as Eq. (33) regularized by the Grassmann-
number ordering ambiguity to make the Lagrangian ex-
plicitly U(1)Q gauge invariant:∑N
α=1 Ψ
α†(~r)Ψα(~r) = 1,
↓∑N
α=1
(
1− 1N
)
Ψα†(~r)Ψα(~r)− 1NΨα(~r)Ψα†(~r) = 0,↓Grassmanian∑
α
(
1− 1N
)
ψα†(t, x)ψα(t, x)− 1Nψα(t, x)ψα†(t, x) = 0,↓Reordering∑
α ψ
α†(t, x)ψα(t, x) = 0,
which can be done by a Lagrangian multiplier∑
αA0ψ¯αγ0ψα consistent with gauge invariance. The
zeros of Hamiltonian α(k) for each flavor in momentum
space in the same notations satisfy:
N0∑
c=1
2sgn(vc)Kc/V = νeff. (36)
Similarly to Eq. (2), the U(1)Q-LSM case, Eq. (31) also
guarantees the existence of the continuum limit of k vari-
ables in Ψα(±Kc + k). Then we couple the theory to
a background PSU(N) gauge field APSU(N) which lo-
cally takes value in su(N) algebra. In the following dis-
cussion, tN2−1 ≡ diag[1, 1, · · · , 1,−(N − 1)]N×N is de-
noted as the matrix representation of the last su(N) gen-
erator. First, let us analyze the current gauge group,
9which actually is not U(1) × SU(N) = {(g1, gN )|g1 ∈
U(1), gN ∈ SU(N)} since its center ZN generated by
(exp(i2pi/N), exp(−i2pitN2−1/N)) ∈ U(1)× SU(N) does
not transform the matter field {ψα}. It implies that the
gauge group is [U(1) × SU(N)]/ZN ∼= U(N), and thus
only APSU(N) +A, NAPSU(N) and NA or their integer
multiples can be lifted to canonical 1-form u(N) connec-
tions thereby expressible by well-defined u(N) connec-
tions.
We consider the following flux insertion which gener-
alizes the U(1) case and the connection can be written
down by a u(N) connection:
APSU(N) +A = 2pit
TV N
(1− tN2−1)N×N + δA, (37)
where δA is a dynamical canonical U(1) connection since
[2pit(1− tN2−1)/(TV N)] is globally well-defined, and
then the functional integration
∫
DA over u(1)/ZN con-
nection can be converted to
∫
DδA over u(1) connection.
The physical interpretation of such a PSU(N) “flux” in-
sertion is that we adiabatically rotate the spin along xˆ1
direction and this spatial dependent rotation matrix pro-
jectively represented by SU(N) matrix is multi-valued
since it is identified up to a center of SU(N) due to the
local U(1) gauge degrees of freedom by A. Therefore,
the accompany U(1) twisting is simply to compensate
this artificial ambiguity in the SU(N) rotation matrix.
In a similar sense, we can calculate the anomaly
factor by Fujikawa’s gauge-invariant regularization [6,
27] on the fermionic measure
∏
c,αD(ψ¯
T1
c,α, ψ
T1
c,α) =
J(T1)
∏
c,αD(ψ¯c,α, ψc,α) below:
ZSU(N)
≡
∫
DAD(ψ¯T1c,α, ψT1c,α) exp(−
∫
L T1SU(N)[A+APSU(N)])∫
DAD(ψ¯c,α, ψc,α) exp(−
∫
LSU(N)[A+APSU(N)])
= exp
[
i
N0∑
c=1
2sgn(vc)
2piKc
V
]
= exp (i2pi/N) , (38)
where we have made use of the same notation for
the transformation rule of ψ → ψT1 as Eq. (17) and
L T1SU(N) ≡ LSU(N)[ψ¯T1(τ, x), ψT1(τ, x)] except that here
we have a specified filling factor νeff = 1/N for each fla-
vor.
Thus for the general case of b of Young-tableaux boxes
per unit cell:
Z
(b)
SU(N) =
(
ZSU(N)
)b
= exp
(
i2pi
b
N
)
. (39)
Similarly to the U(1) case in LSM theorem, we can also
define the lattice-realization of Z
(b)
SU(N) by Z
′(b)
SU(N) anal-
ogous to Eq. (19), and by anomaly-matching: Z ′(b)SU(N) =
Z
(b)
SU(N).
C. LSM-type anomaly in 0 dimension
To complete the SU(N) generalization of LSM theo-
rem, we also study the case of d = 0, which is a problem
in single-body quantum mechanics. Unlike in d ≥ 1,
no quasi-degeneracy (asymptotic degeneracy in the ther-
modynamic limit) can be defined from the energy spec-
trum. Exact ground-state degeneracy can still be de-
fined for d = 0. However, the exact degeneracy is gen-
erally a direct consequence of Schur’s lemma. Namely,
an SU(N) spin in any nontrivial irreducible representa-
tion must have exact degeneracy for a SU(N)-symmetric
Hamiltonian.
Here we consider the spectrum of Hamiltonian impos-
ing only the discrete subgroup ZN ×ZN of PSU(N), in-
stead of the full PSU(N) symmetry. In this case, an
irreducible representation of PSU(N) can become re-
ducible and the degeneracy of the spectrum may be lifted.
Whether the ground state can be made unique by such
a level splitting is a question analogous to the “ingappa-
bility” discussed for d ≥ 1 dimensions in the context of
the LSM theorem.
Before the general discussion for SU(N) case, we give
several explicit examples for N = 2, 3 cases. If N = 2,
the Z2×Z2 is generated by exp(ipiSx/2) and exp(ipiSz/2),
which, in the fundamental representation ρf, satisfy
ρf[exp(ipiSx/2)]ρf[exp(ipiSz/2)]
·ρ−1f [exp(ipiSx/2)]ρ−1f [exp(ipiSz/2)] = −1. (40)
If N = 3, Z3 × Z3 is generated by exp[ipi(t8 − t3)/3]
and exp[−i2pi(t2 − t5 + t7)/(3
√
3)] where, in the fun-
damental representation, ρf[t8] = diag[1, 1,−2], ρf[t3] =
diag[1,−1, 0], ρf[t2]lm = iδl,2δm,1 − iδl,1δm, 2, ρf[t5]lm =
iδl,3δm,1 − iδl,1δm,3 and ρf[t7]lm = iδl,3δm,2 − iδl,2δm,3,
and, by [42],
ρf
[
exp
[
ipi
t8 − t3
3
]]
ρf
[
exp
[
−i2pi t2 − t5 + t7
3
√
3
)
]]
·
·ρ−1f
[
exp
[
ipi
t8 − t3
3
]]
ρ−1f
[
exp
[
−i2pi t2 − t5 + t7
3
√
3
]]
= exp(i2pi/3). (41)
The same commutators in Eqs. (40,41), for the ad-
joint representation, are trivial [42] and the construc-
tions of the ZN × ZN generators for other SU(N) cases
can be found in [43]. A general representation with b
Young-tableaux boxes for SU(N) cases yields a com-
mutator as exp(i2pib/N), which reflects the H2(ZN ×
ZN , U(1)) ∼= ZN classification of the projective represen-
tation of ZN ×ZN , where H2(·, U(1)) denotes the second
group cohomology with a U(1) coefficient ring. More-
over, two transformations with a nontrivial commutator
as Eqs. (40,41) cannot share a single one-dimensional in-
variant sub-Hilbert-space. These results exactly imply
that any b Young-tableaux representation SU(N) “spin”
can be gapped with a unique ground state respecting
ZN × ZN if and only if N divides b.
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Let us discuss and derive such (0 + 1)-dimensional
(in)gappabilities in the framework of anomaly. The par-
tition function would have a phase ambiguity from the
projective representation by an SU(N) spin. Indeed,
the ungauged Dijkgraaf-Witten theory provides a non-
Lagrangian construction to expose this relation between
the projective representation and (0 + 1)-dimensional
anomaly for finite symmetries [44]. As follows, we will
also manifest this relation in our concrete fermionic rep-
resentation of spins.
For general SU(N) cases, we first study the funda-
mental representation case or b = 1 at a single point.
The low-energy effective theory for the (fine-tuned) lat-
tice Hamiltonian HSU(N) = 0 is simply:
LSU(N)[A] =
N∑
α=1
ψ¯α(τ)i(∂τ − iAτ )ψα(τ), (42)
defined on the temporal circle τ ∈ S1 = R/(2piZ) around
which ψ(τ + 2pi) = −ψ(τ), where the minus sign results
from the fermionic path integral. Hence, we do not have
ZN × ZN twisting around S1. {ψα}Nα=1 constitutes the
projective representation of ZN × ZN whose generators
VN and WN represented by matrices ρ(VN ) and ρ(WN )
satisfying
ρ(VN )ρ(WN )ρ
−1(VN )ρ−1(WN ) = exp(i2pi/N). (43)
The U(1)Q dynamical gauge field Aτ is again used
to project out the unphysical Hilbert subspace, and the
U(1)Q charge at the site is restricted to be 1 the same
as Eq. (33). Due to this charge number restriction, the
response theory of (42) to the gauge field Aτ takes the
form as
zSU(N)[A] = |zSU(N)[A]| exp
(
−i
∫
S1
Aτ
)
, (44)
by the minimal coupling argument. The partition func-
tion is obtained after the dynamical A is integrated out:
zSU(N) =
∫
DAzSU(N)[A]. (45)
Since the anomaly can be detected by different bulk ex-
tensions over which the spin structure and gauge fields
extend. We rewrite zSU(N)[A] into two different bulk ex-
tensions:
zSU(N)[A, X] = |zSU(N)[A]| exp
(
−i
∫
X
F
)
, (46)
zSU(N)[A, X ′] = |zSU(N)[A]| exp
(
−i
∫
X′
F
)
, (47)
where ∂X = ∂X ′ = S1 and they are indeed the extension
of zSU(N)[A] in (44) since by the Stokes’ theorem∫
X
F =
∫
X′
F =
∫
S1
Aτ (48)
in the absence of ZN × ZN background gauge field. The
absolute value of the partition function is well-defined so
FIG. 2. ZN × ZN bundle on X˜ = T 2 where the domain walls
are inserted beyond ∂X = S1 and a corresponding transfor-
mation is acted across a domain wall according to the domain-
wall orientation indicated above.
it does not depend on the extension [16]. zSU(N)[X] and
zSU(N)[X
′] are still defined by integrating out A. Al-
though we do not include any ZN × ZN twisting along
the physical dimension S1, we can still insert ZN × ZN
domain walls into the gauge bundle on X and X ′, which
does not affect the trivial ZN ×ZN bundle on their edge
circle ∂X = ∂X ′ = S1 as follows. Due to this anti-
periodic boundary condition on S1, we can extend it onto
the disk X = D2 (See e.g. Chapter 3 of [45]) and onto
X ′ such that X˜ ≡ X ∪ (−X ′) = T 2. Then the bulk de-
pendence zSU(N)[A, X]/zSU(N)[A, X ′] = exp
(−i ∫
X˜
F).
The ZN×ZN bundle on X˜ = T 2 is sketched in FIG. (2)
where along one cycle of T 2 there is a VN twisting and
along the other cycle a WN twisting. To obtain a con-
sistent gauge bundle for the fermionic degrees of freedom
on T 2, we need to insert a U(1)Q flux:∫
X˜
F = −2pi
N
mod 2pi, (49)
to induce an Aharonov-Bohm phase exactly eliminating
the phase ambiguity brought by the commutator (43).
Thus the phase ambiguity of zSU(N)[A] due to the differ-
ent extension X and X ′ is exp(i2pi/N). Furthermore,
since such a phase is independent on the fluctuating
gauge field A which is integrated within one gauge sec-
tor connected by small gauge transformations, we can
extract this phase out of the integration
∫
DA. Thus
this phase ambiguity denoted by ZSU(N) is also shared
by zSU(N) after such a functional integration:
ZSU(N) ≡
zSU(N)[X]
zSU(N)[X ′]
= exp(i2pi/N). (50)
By additivity of anomaly, we have for general represen-
tations with total b of Young-tableaux boxes:
Z
(b)
SU(N) =
(
ZSU(N)
)b
= exp
(
i2pi
b
N
)
. (51)
This precisely implies that the partition function is en-
joying an anomaly resultant from a projective represen-
tation of ZN × ZN . Indeed, when b is divisible by N ,
such as spin-1 (adjoint) representation of su(2), the in-
teraction S2z can gap the ground state uniquely preserv-
ing Z2 × Z2 generated by exp(ipiSx/2) and exp(ipiSz/2).
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For the adjoint representation of su(3), which is made
of three Young-tableaux boxes, the ground state can be
also gapped uniquely since the generators of ZN × ZN
share at least one, actually eight, one-dimensional invari-
ant sub-Hilbert-spaces [42].
Including the exact degeneracies in d ≥ 1 when
bV/N /∈ N as well, Eq. (39) together with Eq. (51) ex-
actly gives the following generalized LSM theorem in any
dimension of d ≥ 0, which has a well-defined thermody-
namic limit independent on the system size specification:
If a (d > 0)-dimensional Hamiltonian possesses
SU(N) spin-rotation and translation symmetries, or if
a (d = 0)-dimensional Hamiltonian possesses ZN × ZN ,
the system does not permit a trivially gapped phase when
the total number b of Young-tableaux boxes per unit cell
is not divisible by N . The converse is true if d = 0.
It is an appropriate point to remark that the role
played by filling constraint is different between d = 0
and d > 0. In the former case, the filling condition re-
stricts the theta term of a possible bulk extension, while
filling restricts the form of translation symmetry at the
low-energy continuum limit in d > 0. Moreover, unlike
LSM theorem in arbitrary dimensions discussed in Sec. II,
our generalization of LSM does not have a compact form
when d = 0 is included, because of the higher symmetry
PSU(N) than U(1)Q.
D. Bulk-boundary correspondences: LSM theorem
with PSU(N)
In this Subsection, we will construct the SPT “bulk”
theory with PSU(N) symmetry in one higher dimen-
sions, which has the boundary theory with the LSM-type
anomaly, in two different ways.
1. A weak SPT point of view
To check whether the lattice system has any other
LSM-type anomaly beyond Eq. (39), we make use of
a weak-SPT viewpoint on quantum anomaly calculated
before. Since the quantum anomaly of a spatially d-
dimensional system can be understood as that of the
boundary of a ((d+ 1) + 1)-dimensional bulk SPT phase.
Therefore, the relevant SPT bulk that the LSM-type
anomaly of system corresponds to is assumed to lie in
the classes of Hd+2(PSU(N) × Zd, U(1)) which is the
PSU(N) (group) cohomology group with U(1) as a (triv-
ial) group-module [3], where Zd is a direct product of d
of lattice translations corresponding to the translations
of its d-dimensional spatial boundary in the thermody-
namical limit [40, 46]. By Ku¨nneth formula,
Hd+2(PSU(N)× Zd)
= Hd+2(PSU(N)× Zd−1)⊕Hd+1(PSU(N)× Zd−1)
= · · ·
=
[⊕d+2k=3Hk(PSU(N)× Zk−3)]⊕H2(PSU(N)), (52)
where, for clearness, the coefficient ring U(1) is sup-
pressed. Let us explain the first line of the equation
above. Hd+2(PSU(N)×Zd−1) represents the ((d+ 1) +
1)-dimensional SPT phases protected by PSU(N)×Zd−1
where the d-th Z is neglected, which is consistent with
the projection Hd+2(PSU(N)×Zd)→ Hd+2(PSU(N)×
Zd−1) where the group structure of d-th Z is forgot-
ten. Hd+1(PSU(N)× Zd−1) corresponds to the (d+ 1)-
dimensional SPT phases constructed by stacking, uni-
formly in the d-th direction, d-dimensional SPT’s pro-
tected by PSU(N)× Zd−1. This correspondence can be
derived in a nonlinear sigma model (with target space as
classifying spaces of groups [47]) approach (See e.g. Ap-
pendix C. in [46]). Intuitively speaking, the d-th trans-
lation Z introduces an obstruction for the phase to be
trivialized with unit cells along that direction.
The stacking constructions of SPT classes in
Hd+2(PSU(N)× Zd) can be also justified after we con-
tinue to apply the Ku¨nneth formula to (52) to obtain
Hd+2(PSU(N)× Zd) = ⊕dr=0
[
Hr+2(PSU(N))
] d!
(d−r)!r! ,
(53)
where the copy number d!/[(d− r)!r!] of Hr+2(PSU(N))
is exactly the total number of perpendicular directions to
stack ((r+1)+1)-dimensional PSU(N)-SPT phase by the
translations Zd. Therefore, the last term H2(PSU(N))
means ((d + 1) + 1)-dimensional SPT phases stacked by
copies of a one-dimensional SPT phase (or chain) pro-
tected by PSU(N) uniformly in all the d spatial dimen-
sions while all the d of translations are obstruction for it
to be trivialized. One characterizing property of phases
by H2(PSU(N)) is that lifting any of the d transla-
tions and PSU(N) out will trivialize the phase, while
other components do not have this property. In this
sense, H2(PSU(N)) is the maximally mixed anomaly of
PSU(N)× Zd.
On the other hand of our current system, the gener-
alized LSM also has the same “mixing” characteristic
since any N of unit cells can be SU(N) singlet if any
of the translations are permitted to be broken explic-
itly, and PSU(N) symmetry is obviously essential for
the ingappability as well. Thus the LSM-type anomaly
of our system is a class in H2(PSU(N)). Conversely,
the anomaly factor in Eq. (39) exactly implies a ZN
group structure and the generator is the fundamental
case: b = 1. Therefore, b = 1, · · · , N represents the ZN
elements. Since H2(PSU(N)) ∼= ZN thereby saturated
by b = 1, · · · , N , we can come to the conclusion that all
possible LSM-type anomalies have been extracted out by
Eq. (39) with b = 1, 2, · · · , N , which are exactly classified
by H2(PSU(N)).
2. A BF-theory approach
Similarly to the U(1)Q case studied in details in
Sec. II D, we can also construct the bulk massive fermions
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with opposite masses for the two opposite chiralities of
Dirac fermions and derive the response theory for the
fundamental chain (b = 1) as the following BF theory by
replacing AU(1) in (27) by APSU(N) + A ≡ AU(N) + A′
with a dynamical U(1)-gauge field A′ properly quantized
as
∫
dA′ ∈ 2piZ:
Z
(b=1)
bulk,PSU(N)
=
∫
DA exp
{∫
i
2pi
Tr
[
a ∧ d(APSU(N) +A)
]}
=
∫
DA′ exp
{∫
i
2pi
Tr
[
a ∧ d(AU(N) +A′)
]}
= exp
{∫
i
2pi
Tr
[
a ∧ dAU(N)
]}
, (54)
where the smooth sector of the dynamical field A′ plays
the role as a Lagrangian multiplier and its topologically
nontrivial sectors restrict the translation-gauge field a to
satisfy (See e.g. Appendix C.3. of [15]):
da = 0 and
∮
closed loop
a ∈ 2pi
N
Z. (55)
Comparing (55) with (26) justifies the effective filling fac-
tor (35). We can take the following gauge bundle on the
mapping torus T 2 × S1:∫
S1
a =
2pi
N
and
∫
T 2
Tr
[
dAU(N)
2pi
]
= 1, (56)
where a is a pull-back from a flat gauge field on the extra
dimension S1 and AU(N) is a pull-back from a gauge field
on the physical spacetime T 2 representing a flux inser-
tion. The translation-symmetry holonomy
∫
S1
a in (56)
realizes the translation-symmetry twisting of bulk field
and thus mapping-torus partition function Z
(b=1)
bulk,PSU(N)
exactly reproduces the phase ambiguity (38) brought by
a translation transformation.
Therefore, due to the additivity of the bulk,
Z
(b)
bulk,PSU(N) =
(
Z
(b=1)
bulk,PSU(N)
)b
= exp
(
i2pi
b
N
)
, (57)
which is the same anomaly factor as Eq. (51).
IV. TLBC APPLIED TO THE
INGAPPABILITIES BY TIME REVERSAL
In this Section, we will discuss the application of TLBC
to the ingappability constrained by a time reversal sym-
metry. As an example, let us consider the following half-
filled N -flavor spinless fermion on a square lattice with
pi-flux per plaquette:
Hpi =
N∑
f=1
t
(∑
~r
c†(~r+xˆ)fc~rf + h.c.
)
+
N∑
f=1
t
[∑
~r
c†(~r+yˆ)fc~rf (−1)r1 + h.c.
]
≡ Hpi1 +Hpi2, (58)
where we have chosen a gauge such that Hpi is still lattice-
translation symmetric along yˆ. Nevertheless, the trans-
lation symmetry along xˆ seems to be broken to two sites.
However, physically, the system should be still symmetric
along xˆ with one site, and such a translation symmetry
and the original translation along yˆ in the current gauge
choice, called magnetic translations [48, 49] equally for
all flavors f ’s satisfies:
T1c~rfT
−1
1 = c(~r+xˆ)f exp(ipir2),
T2c~rfT
−1
2 = c(~r+yˆ)f . (59)
We will use T1,2 to denote the magnetic translations in
the following discussion, instead of original lattice trans-
lations. To make T1 a well-defined unitary transforma-
tion representing an exact symmetry, we need to impose
that Ly ∈ 2N. Then the charge quantization in Eq. (2)
is automatically fullfilled. It should be noted that the
gauge-invariant nature of T1,2 is encoded in their com-
mutator:
T1T2T
−1
1 T
−1
2 = −1. (60)
Here “half-filled” implies that the particle number per
physical 1 × 1 unit cell is 1/2. However, the LSM the-
orem, even after generalized to U(N) cases, cannot say
anything nontrivial for the present case with the mag-
netic translation symmetry. Indeed, the following inter-
action, respecting U(N) and T1,2, can open a gap with a
unique ground state:
∆H =
∑
~r,f
t(−1)r1
[
ic†~rfc(~r+xˆ+yˆ)f + c
†
~rfc(~r+3xˆ+yˆ)f
]
+ h.c..
(61)
It should be noted, however, that ∆H breaks the time-
reversal symmetry explicitly. Thus we may expect that
imposing time-reversal symmetry in addition to the mag-
netic translation symmetry potentially obstructs the triv-
ially gapping.
Indeed, it has been proposed that, in N = 1 case, the
Hall conductance of the system when trivially gapped
by a U(1)Q and T1,2 symmetric interaction, must be
odd [17, 19–21]. This implies that, there cannot be
a unique ground state with a non-vanishing excitation
gap, when the time-reversal symmetry is additionally
imposed. However, the arguments in Refs. [17, 19–21]
again rely on the special choice of the system sizes. Here
we apply the TLBC to the systems invariant under the
magnetic translation and the time reversal, which reveals
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an anomaly manifestation of the ingappability constraint
due to the time-reversal symmetry in the context of field
theory.
A. Low-energy effective theory and symmetries
Our strategy is to apply the TLBC to the low-energy
effective field theory. As a preparation, we first use the
PBC to define the momentum representation (Fourier
components)
c(2n1,r2) =
∑
~k
a~k exp (ik1n1 + ik2r2) ,
c(2n1+1,r2) =
∑
~k
b~k exp (ik1n1 + ik2r2) , (62)
where ~k ∈ (−pi, pi]×(−pi, pi]. We will introduce the TLBC
in the next subsection. The momentum representation of
the tight-binding Hamiltonian (58) reads
Hpi1 = t
∑
a†kbk[1 + exp(−ik1)] + b†kak[1 + exp(ik1)],
Hpi2 = t
∑
2
(
a†kak − b†kbk
)
cos k2. (63)
Therefore,
Hpi = t
∑
(a†k, b
†
k)
(
2 cos k2 1 + exp(−ik1)
1 + exp(ik1) −2 cos k2
)(
ak
bk
)
.
The low-energy excitation momentum points are local-
ized around
K = (pi,−pi/2) and K ′ = (pi,+pi/2) . (64)
The low-energy effective theory can be obtained as,
Hpi ≈ t
∑
l={1,2};k
ψ
†(l)
k (−2σ3k2 − σ2k1)ψ(l)k , (65)
where
ψ
(1)
k = σ2
(
ak+K
bk+K
)
=
( −ibk+K
iak+K
)
, (66)
ψ
(2)
k =
(
ak+K′
bk+K′
)
. (67)
We have the following symmetry representation:
• Flavor U(N) symmetry U{φ}
Conventionally, the global U(N) symmetry is de-
fined as
U{φ}c~rU
−1
{φ} = exp
N2−1∑
k=0
−iφktk
 c~r, (68)
where tk’s: t
ff ′
0 = δf,f ′ the U(1) generator while
{tk : k = 1, 2, · · · , N2 − 1} are SU(N) generators
in the fundamental representation with a renormal-
ization such that φk’s are each compactified by 2pi.
Equivalently,
U{φ} = exp
∑
~r,f,f ′
N2−1∑
k=0
ic†~rf t
ff ′
k φkc~rf ′
 . (69)
Since U(1) and SU(N) share a center, the defini-
tion above is not faithful and a more systematic
approach is to impose a global structure both on
U(1) and SU(N) parameters {φk} by a quotient
over ZN since U(N) ∼= [U(1)× SU(N)]/ZN .
For the low-energy degrees of freedom,
U{φ}ψU
−1
{φ} = exp
N2−1∑
k=0
−iφktk
ψ. (70)
In the following discussion, the flavor indices “f”
will be suppressed for simplicity.
• Magnetic translation T1
The lattice Hamiltonian is invariant under the mag-
netic translation along xˆ-axis:
T1c~rT
−1
1 = c~r+xˆ exp(ipir2), (71)
which means
T1akT
−1
1 = bk+Q, (72)
T1bkT
−1
1 = ak+Q exp(ik1), (73)
where Q ≡ K ′ −K = (0, pi).
In the low-energy field theory,
T1ψT
−1
1 = iτ1ψ, (74)
where τ matrices act on the valley components.
• Translation T2
The Hamiltonian is also invariant under the con-
ventional translation along yˆ-axis:
T2c~rT
−1
2 = c~r+yˆ, (75)
which gives
T2akT
−1
2 = ak exp(ik2), (76)
T2bkT
−1
2 = bk exp(ik2), (77)
and
T2ψT
−1
2 = −iτ3ψ. (78)
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• Time-reversal symmetry ZT2
Since we are interested in the constraint brought by
time-reversal symmetry ZT2 , we define the following
(anti-unitary) time-reversal symmetry on our spin-
less fermions as
Θ0iΘ
−1
0 = −i, (79)
Θ0c~rΘ
−1
0 = c~r. (80)
Thus
Θ0akΘ
−1
0 = a−k, (81)
Θ0bkΘ
−1
0 = b−k, (82)
and
Θ0ψ~kΘ
−1
0 = −iτ2 ⊗ σ2ψ−~k, (83)
or
Θ0ψ1,kΘ
−1
0 = −σ2ψ2,−k,
Θ0ψ2,kΘ
−1
0 = σ2ψ1,−k. (84)
Let us do a trivial rescaling k2 → k2/2 and t→ 1. Back
to the real space, the Hamiltonian density becomes:
H =
N∑
f=1
2∑
l=1
iψ
†(l)
f (σ3∂2 + σ2∂1)ψ
(l)
f
= −iψ¯(−γ0σ2∂1 − γ0σ3∂2)ψ
= −iψ¯(γ1∂1 + γ2∂2)ψ, (85)
where, for clearness, we have suppressed the summation
over flavor “f” and valley “l” indices. ψ¯ ≡ ψ†γ0 and
{γµ, γν} = 2ηµν = 2 · diag(+,−,−), the Dirac algebra in
(1 + 2) dimensions. We can choose the following basis: γ
0 = σ1,
γ1 = −iσ3,
γ2 = iσ2.
(86)
Then the Lagrangian density is LDirac = ψ¯iγi∂iψ with
the following symmetry representations:
Tˆ1ψ(t, x, y) = iτ1ψ(t, x, y),
Tˆ2ψ(t, x, y) = −iτ3ψ(t, x, y),
Θˆ0ψ(t, x, y) = −τ2 ⊗ γ2ψ∗(−t, x, y)
= −τ2(ΘEψ)(t, x, y) (87)
where Θrel = γ
2K is the emergent relativistic time-
reversal of Dirac spinor with K the antilinear operator
Ki = −iK. After a Wick rotation ∂t → i∂τ , the eigen-
value problem of the corresponding Euclidean Dirac op-
erator reads
Γi∂iψ(τ, x, y) = λψ(τ, x, y), (88)
in which {Γj ,Γk} = −2δjk = −2 · diag(+,+,+) and Γ
0 = iσ1,
Γ1 = −iσ3,
Γ2 = iσ2.
(89)
The symmetry field-configuration representations is
analytically continued to [16]
Tˆ1ψ(τ, x, y) = iτ1ψ(τ, x, y),
Tˆ2ψ(τ, x, y) = −iτ3ψ(τ, x, y),
Θˆ0ψ(τ, x, y) = −iτ2 ⊗ Γ2Γ0ψ∗(−τ, x, y)
= −τ2 ⊗ (CRτψ)(τ, x, y), (90)
with Cψ(τ, x, y) = Γ2ψ∗(τ, x, y) the charge conjuga-
tion and Rτψ(τ, x, y) = iΓ
0ψ(−τ, x, y) the reflection
about the temporal direction. The analytical contin-
uation Θrel 7→ CRτ above can be understood from
their behaviors on the gauge field [16]: ΘrelAµ(t, ~x) =
(−1)1+δµ,tAµ(−t, ~x), CAi(τ, ~x) = (−1)Ai(τ, ~x) and
RτAi(τ, ~x) = (−1)δi,τAi(−τ, ~x), which implies that CRτ
reproduces Θrel.
B. TLBC for the effective field theory
Let us now impose the TLBC for the low-energy de-
grees of freedom ψ(τ, x, y) as{
ψ(τ, x+ Lx, y) = T2ψ(τ, x, y);
ψ(τ, x, y + Ly) = ψ(τ, x, y).
(91)
Then we do a flux insertion into the hole rounded by Lx:
Aτ (τ, x, y) = 0;
Ax(τ, x, y) =
pi
Lx
τ
Lτ
t0;
Aθy(τ, x, y) =
θ
Ly
1
N (t0 − tN2−1),
(92)
where t0 is an (N × N) identity matrix and tN2−1 =
diag[1, 1, · · · , 1,−(N − 1)]. For later use, we also for-
mally introduce a static flux into the hole of Ly, but
we take θ = 0 mod 2pi later, which is gauge equiva-
lent to Ay = 0 by a large U(N)-gauge transformation
as exp [i2piy(t0 − tN2−1)/(NLy)]. Afterwards, we fur-
ther do a T1 transformation. Then the Euclidean path-
integral partition function related to this flux insertion
followed by T1 transformation takes the form as:
z(θ) ≡
∫
D(ψ¯α, ψα) exp
(
−
∫
LDirac
[
Ax(τ), A
θ
y
])
(93)
with the space-time manifold as a four-dimensional torus
T 4 and T the time-ordering operator with the boundary
condition combined with Eq. (91) as ψ(τ + Lτ , x, y) = −T1ψ(τ, x, y);ψ(τ, x+ Lx, y) = T2ψ(τ, x, y);ψ(τ, x, y + Ly) = ψ(τ, x, y), (94)
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where the minus sign in the boundary condition along τ
is due to the fermionic nature of the path integral.
TLBC by T1,2 is obviously consistent with Θ0 since
[T1,2,Θ0] = 0. Nevertheless, one might have noticed that
the flux-insertion by Ax is only pi flux through the τ -x
plane rather than 2pi. At the first glance, it gives an ill-
defined transition function across the cut between τ = Lτ
and τ = 0. However, it is actually canonical because the
latter T1 transformation at τ = Lτ anticommutes with
T2 imposed in xˆ direction: T1T2T
−1
1 T
−1
2 = −1, and it
makes the boundary condition Eq. (94) appear inconsis-
tent, either. Such an extra “−1” sign inconsistency in the
boundary condition exactly compensates the transition-
function sign ambiguity brought by a pi-flux insertion by
Ax(τ, x, y) in Eq. (92). A systematic construction of the
gauge bundle above is given in [42].
Then let us take a look at the following ratio
Zpi ≡ z(θ = 2pi)
z(θ = 0)
, (95)
and the phase of Zpi denotes the difference between the
momentum transfers in the presence of Aθ=2piy and A
θ=0
y
(c.f. Eqs. (93,94)). Thus, due to the gauge equivalence
of Aθ=2piy and A
θ=0
y , Zpi is 1 if the theory is anomaly-free.
Thus the discrepancy between Zpi and 1 signals the gauge
anomaly of our Dirac theory (85).
To evaluate this anomaly factor Zpi, we can
first introduce a Pauli-Villars regulator Lagrangian∑
α,f iξ¯α,f
[
iΓi(∂i − iAi)−mP-V
]
ξα,f to regularize the
3D partition function, where ξα is a two-flavor bosonic
spinor and the diagonal mass term (mP-Vδ
αβδff
′
)
preserves U(N) and T1,2. The partition function is
regularized as |Z3D| exp(−ipiη3D/2) explicitly breaking
ZT2 due to the regulator mass, where |Z3D| is the
absolute value of our massless theory partition function
and η3D ≡ limε→0+
∑
k sgn(λk) exp(−ελ2k) with {λk}
the spectrum of 3D two-flavor Dirac operator. However,
ZT2 can be restored when we attach a 4D bulk on it,
or equivalently, add a 4-D counter-term supported by
X ′ : ∂X ′ = T 3 whose boundary is our 3D manifold T 3:
2
[
(2/48)
∫
X′ trR ∧R/(2pi)2 +
∫
X′(1/2)TrF ∧ F/(2pi)2
]
,
where R is the 2-form curvature tensor and “tr” is
taken over the four spacetime indices and “Tr” over the
flavors. Thus the regularized partition function on X ′
by Atiyah-Patodi-Singer (APS) index theorem [35] is
Z3D(X
′) = |Z3D| exp (−ipiI4D(X ′)) , (96)
I4D(X ′) = η3D(∂X
′)
2
−
[∫
X′
N
24
trR ∧R
(2pi)2
+
TrF ∧ F
(2pi)2
]
,
(97)
in which Z3D(X
′) explicitly respects time-reversal sym-
metry since I4D of a 4-D Dirac operator with N flavors
and 2 valleys, the number difference of zero modes be-
tween positive and negative chiralities, is proportional
to the effective action of a (3 + 1)-dimensional massive
fermion and it is an integer calculated under APS bound-
ary condition. Z3D(X
′) potentially depends on the exten-
sionX ′, which disables our massless system to be purely a
FIG. 3. X ′1,2 are glued along their common boundary T
3.
There is a unit U(N) instanton labelled by “∗” inside DX′1 ∪−DX′2 inducing a flux through DX′1 .
3D model. As shown below, Zpi in (95) can be calculated
by a phase ambiguity induced by two different extensions,
with and without, respectively, a 2pi(t0 − tN2−1)/N -flux
in the orientable DX′ spanned by the extra dimension
and the yˆ-direction circle S1(yˆ) (non-orientable extensions
to be discussed later). Thus X ′ = T 2 ×DX′ and we also
set ∂DX′ = S
1
(yˆ) so that ∂X
′ = T 3 is the spacetime of our
(2 + 1)-dimensional system. We take X ′1,2 = T
2 ×DX′1,2
to extend both the space-time and the gauge field, where
DX′1 and DX′2 are not necessarily the same. We insert
2pi(t0−tN2−1)/N -flux through DX′1 as in FIG. (3) and we
obtain Ay = A
θ=2pi
y on its boundary S
1
(yˆ) by the Stokes’
theorem up to a small gauge transformation. On the
other side, DX′2 has no flux through it. Then Ay = A
θ=0
y
on its boundary S1(yˆ) up to a small gauge transformation.
Therefore, the bulk-extension dependence here precisely
characterizes the gauge anomaly (95) of the boundary
theory between the two different gauge choices Aθ=2piy
and Aθ=0y :
Zpi =
Z3D(X
′
1)
Z3D(X ′2)
= (−1)I4D(X′1∪−X′2) = −1, (98)
where we have used the index pasting rule I4D(X ′1) −
I4D(X ′2) = I4D(X ′1 ∪ −X ′2) with X ′1,2 glued as FIG. (3)
through their common boundary T 3 along which the
gauge fields are pasted by a gauge transformation, and
the index for the closed manifold X ′1 ∪ −X ′2:
I4D(X ′1 ∪ −X ′2)
= 2
[
−N
48
∫
X′1∪−X′2
trR ∧R
(2pi)2
− 1
2
TrF ∧ F
(2pi)2
]
= − 2
32pi2
∫
X′1∪−X′2
d4xijklTr(FijFkl) mod 4N
= 1 mod 4N, (99)
with the gravitational contribution on general closed ori-
entable manifolds valued in 2 × 2 ×NZ = 4NZ thereby
irrelevant to Zpi, and a unit U(N) instanton inside
DX′1 ∪ −DX′2 as shown in FIG. (3). Equation (98) also
means that the SPT bulk attached is nontrivial and the
low-energy field theory (85) cannot be regulated by local
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regulators respecting onsite U(N), T1,2 and ZT2 without
the bulk attachment (97).
The anomaly we have obtained is fully a mixed type
since it will be trivialized once we discard any of the
required symmetries. This property is consistent with
the ingappability on the lattice level, e.g. the magnetic-
translation and U(N) symmetric gapping term but time-
reversal breaking ∆H in Eq. (61) trivially gaps the
system. Thus we expect such a non-abelian symme-
try anomaly is the desired LSM type. Moreover, two
layers (or copies) of lattice systems can be trivially
gapped respecting all the required symmetries since we
can always set opposite chemical-potential term, e.g.∑
f
∑
Z=1,2(−1)Z
∑
~r δµc
†Z
~r,fc
Z
~r,f with Z labelling the lay-
ers so that one of two is fully-filled while the other empty,
without breaking (total) filling fraction and symmetries.
This aspect is also implied by and consistent with our
Z2 anomaly classification. In addition, there is no purely
U(N) o ZT2 anomaly, which implies that without T1,2
we can trivially gap the system, consistent with the lat-
tice situation as well. Furthermore, we do not use the
emergent properties of T1,2 at low-energy limit, such
as their finite cyclicality, so the corresponding emergent
anomalies, if any, are not included. Instead, we only
make use of the gauge-invariant nontrivial commutator
T1T2T
−1
1 T
−1
2 = −1 already held at the lattice level. Ad-
ditionally, due to the time-reversal symmetry, we should
also consider non-orientable manifold in Euclidean sig-
nature twisted by CRτ (c.f. Eq. (90)). However, the
anomaly class detected in this way is still Z2 identical to
the Z2-class in our orientable cases which implies the ab-
sence of pure time-reversal anomaly (See e.g. Sec. IV. G.
of [16]). Combining these observations above, this mixed
anomaly in field theory suggests the ingappability in the
presence of the time reversal symmetry together with the
flavor and magnetic translation symmetries. This will be
further confirmed in the next subsection, by defining a
corresponding quantity on the lattice.
C. Lattice-realization of Z2-classifying anomaly
Zpi = −1 defined for the effective field theory in the
previous subsection is a topological invariant, e.g. it can-
not be changed along renormalization flow (RG) from the
critical point as long as the interaction perturbing the
system respects all the required symmetries. Here we
look for a lattice quantity Z ′pi whose low-energy and con-
tinuum limit is Zpi. The ’t Hooft anomaly matching then
suggests it would be a robust topological invariant which
can be evaluated exactly by its infrared counterpart Zpi.
Let us assume that the system is trivially gapped under
all the symmetries. It will lead to a contradiction, as we
will demonstrate below. To do so, we first impose the
following TLBC: {
cx+Lx,y = cx,y+1,
cx,y+Ly = cx,y.
(100)
The lattice translation T2 is well-defined, but the mag-
netic translation T1, which is defined on the lattice before
modded by the relation (100), is incompatible with (100)
since it is y-dependent and y coordinate has a freedom
to be adjusted by Eq. (100). A sensible form of T1 in the
modded space can be obtained by fixing the assignment
of lattice coordinates, e.g. cx,0 with x = 1, · · · , LxLy
similar to Eq. (7). By Eq. (59), T1 reduces to T
′
1 which
is the lattice translation. The existence of T1 on the
lattice with periodic boundary conditions implies that
such a symmetry has a different form in our tilted case
especially in the low-energy sense. It follows straightfor-
wardly from the assumption of the gapped unique ground
state that the ground state should go back to itself after
an adiabatic insertion (T → +∞) of pi flux into the hole
rounded by Lx:
Ax(t, ~r) =
pi
Lx
t
T
t0 (101)
followed by the T ′1 transformation:
T ′1cx,yT
′
1
−1
= cx+1,y. (102)
It is due to that the following large gauge transformation
V :
V ′cx,yV ′
−1
= exp
(
i
pi
Lx
x
)
exp(ipiy)cx,y, (103)
with (x, y) ∈ [1, Lx]×[1, Ly] is well-defined since the orig-
inal magnetic translation T1 requires Ly ∈ 2Z as men-
tioned before, and it is able to restore the initial Hamil-
tonian after the preceding pi-flux insertion and T ′1.
Let us consider the following quantity: (T is time-
ordering)
zlatt(θ)
≡ TrG.S.
{
Tˆ ′1V
′T exp
{
−i
∫
H[Ax(t), A
θ
y]dt
}}
=
〈
G.S.
∣∣∣∣Tˆ ′1V ′T exp{−i ∫ H[Ax(t), Aθy]dt}∣∣∣∣G.S.〉 ,
where H is the time-dependent lattice Hamiltonian and
|G.S.〉 is the certain presumed unique gapped ground
state. We also set an artificial flat U(1)Q gauge field
in y direction by Ay = θ(t0 − tN2−1)/(NLy) where our
case corresponds to θ = 0. Then zlatt(θ) satisfies:
zlatt(θ) = zlatt(θ + 2pi), (104)
due to the large gauge transformation mentioned before.
Let us imagine a series of model with θ changing from
0 to 2pi and consider
Z lattpi ≡
zlatt[θ = 2pi]
zlatt[θ = 0]
. (105)
Before evaluating this ratio of partition functions, we
first notice that T ′1V
′ acting on cx,y with (x, y) ∈ [1, Lx]×
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[1, Ly]:
T ′1V
′cx,y(T ′1V
′)−1
= exp
(
i
pi
Lx
x
)
exp(ipiy)cx+1,y
= T1V cx,y(T1V )
−1, (106)
which has exactly the same effect as the T1 on periodic
lattice followed by a “half-large” gauge transformation
V cx,yV
−1 ≡ exp(ipix/Lx) with (x, y) ∈ [1, Lx] × [1, Ly],
which is well-defined according to the discussion below
Eq. (94).
Therefore, the continuum limit of z′ is
zlatt = TrG.S.
{
Tˆ ′1V
′T exp
{
−
∫
H[Ax(τ), A
θ
y]dτ
}}
→ TrG.S.
{
Tˆ1VT exp
{
−
∫
H[Ax(τ), A
θ
y]dτ
}}
,
which precisely reproduces the form of z in Eq. (93) with
the boundary condition as Eq. (94). Similarly as the
U(1)Q case, the role played by V in the path integral
of z is implicitly an assignment of a transition function
between the last two time slices preceding the Tˆ1 gluing.
Thus, we can make use of ’t Hooft anomaly matching to
evaluate Z lattpi by Zpi:
Z lattpi = Zpi = −1. (107)
Therefore, we have
zlatt(θ = 0) = zlatt(θ = 2pi) = −zlatt(θ = 0), (108)
which is impossible unless
zlatt(θ = 0) = 0. (109)
It implies the following two equal-energy states are actu-
ally orthogonal:
Tˆ ′1V
′T exp
{
−i
∫ T
0
H[Ax(t), Ay = 0]dt
}∣∣∣∣∣G.S.
〉
⊥|G.S.〉,
thereby contradicting the assumption of the unique
|G.S.〉. It means the ground-state degeneracy must be
nontrivial and we arrive at an LSM-type ingappabillity.
V. TLBC APPLIED TO MANY-BODY CHERN
NUMBERS
In this Section, we will apply TLBC to obtain a non-
trivial constraint on integer quantum Hall conductances.
The well-known Thouless-Kohmoto-Nightingale-Nijs for-
mula [50, 51] identifies the Hall conductance of a band
insulator with the Chern number defined by the Berry
connection of eigenstates in the Brillouin zone. It was
then generalized to “many-body Chern number” for more
general interacting systems [52]. It should be noted that,
by definition, evaluation of the Chern number generally
requires an integral over the entire Brillouin zone or the
entire parameter space. Such integrations can be time-
consuming even for free electrons (band insulator) with
generic band structures, especially when Chern numbers
nch are large, since the critical mesh size of the discretized
Brillouin zone is of order O(√nch) [53]. Evaluation of
many-body Chern numbers of interacting systems can
be even more difficult (however, see also Ref. [54]).
On the other hand, since the low-energy physics of lat-
tice models can be often described by field theory, such
as Dirac fermions, it is natural to attempt to determine
the Hall conductance (Chern number) by the low-energy
effective field theory. If this works, the Chern number ap-
pears to be determined with only the information in the
low-energy limit. However, the most naive expectation
fails in general [55]. This is not surprising, considering
the global nature of the Chern number. In terms of field
theory, the discrepancy can be attributed to so-called
“spectator” fermions which may exist at higher energies
and are invisible in low-energy physics [56–59].
Nevertheless, anomaly, which is a central concept uti-
lized in the present paper, is a essential property of field
theory which is robust even at higher energies. We can
therefore derive a nontrivial constraint on the Hall con-
ductance from field theory, as we demonstrate below. In
other words, the anomaly controls possible behaviors of
the spectator fermions.
Let us consider the half-filled pi-flux system above.
Since the system can be gapped if we explicitly break
the time-reversal symmetry, e.g. by ∆H in Eq. (61), it
is gappable with a unique ground state in the presence
of U(N) and magnetic translations. In the following dis-
cussion, we will investigate the constraint on the many-
body Chern number in such a gapped phase when U(N)
and magnetic translations are respected by the half-filled
spinless lattice Hamiltonians.
To derive the constraint, however, it is convenient to
start from the gapless system which is obtained by im-
posing the time-reversal symmetry. By TLBC in Eq. (91)
together with its lattice realization in Eq. (100), we have
obtained the partition function Eq. (96) for the critical
Hamiltonian Hpi in Eq. (58). It can be rewritten as
Z3D(X
′) = Z3D:P-V exp
[
ipi
∫
X′:∂X′=T 3
TrF ∧ F
(2pi)2
]
,
(110)
where Z3D:P-V ≡ |Z3D| exp(−ipiη3D/2) is regularized by
the Pauli-Villars regulator defined before, which is au-
tomatically gauge invariant, and T 3 is the (2 + 1)-
dimensional spacetime where our square lattice is de-
fined. At the first sight, the partition function depends
on the choice of the 4-dimensional spacetime X ′. How-
ever, as we will see, the physical observables, such as Hall
conductances, when we gap it, is independent of this di-
mension extension. In addition, the X ′-bulk regulator is
the only sensible way to regularize the partition function
up to a non-universal part as summarized by [60].
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FIG. 4. The bulk-interface-bulk equivalence of the partition
function (110) where the P-V regulator mass is −m0 in (A.1)
and (A.2).
By the discussion following (96), the partition func-
tion (110) is, up to a non-universal factor, equal to the
partition function of a (3 + 1)-dimensional Dirac fermion
in R4 ⊃ X ′ whose mass is opposite of the P-V regu-
lator within X ′ and is the same as the P-V regulator
mass in (R4 − X ′), which can be identified as the vac-
uum [c.f. (A.1) and (A.2)] [15, 60, 61] as in FIG. (4).
The (3 + 1)-dimensional Dirac mass inevitably vanishes
on the interface T 3 = ∂X ′ = −∂ (R4 −X ′), along which
the (2 + 1)-dimensional gapless mode flows, because the
masses have different signs on the two sides of the in-
terface and the mass is restricted to be real throughout
the whole bulk by the time-reversal symmetry. Then we
introduce a general local interaction, not necessarily per-
turbative, to the Hamiltonian Hpi in Eq. (58), and the
interaction gaps the system with a unique ground state,
breaking time-reversal symmetry while respecting U(N)
and magnetic translations. In the equivalent (3 + 1)-
dimensional bulk-interface-bulk picture described above,
the locality of this gapping interaction in (2 + 1) dimen-
sions is translated as follows: the interaction only takes
place locally around the interface ∂X ′ = T 3 (since it is
local on ∂X ′) and thus the time reversal is still preserved
deeply in the X ′ and the vacuum (R4 − X ′) on its two
sides. Then the partition function for this gapped system
takes the following general universal form by the interface
interpretation above (c.f. Appendix):
Z3D-gapped(X
′) = exp
[
i
∫
R4
θ(x)
TrF ∧ F
(2pi)2
]
, (111)
with
θ(x) =
{ −2npi, x deep in the vacuum;
pi, x deep in X ′, (112)
where the universal quantity n ∈ Z since the theta-angle
of the vacuum is 0 mod 2pi and the varying θ(x) only
breaks time reversal near ∂X ′ = T 3 4. (A non-local gap-
ping interaction is able to change the θ-angle arbitrarily
4 Here we fix the theta-angle deep in X′ but relax that in the
deeply inside X ′ or the vacuum.) Thus, by an integra-
tion by part for the exponential in Eq. (111) and taking
a U(1)Q connection A = Au(1)IN×N , we obtain
Z3D-gapped(X
′) = exp
[
i
∫
T 3
(2n+ 1)N
4pi
Au(1) ∧ dAu(1)
]
,
(113)
which is explicitly a pure (2 + 1)-dimensional partition
function on T 3 independent of the “bulk” X ′, as expected
since our system is purely supported by a 2-dimensional
spatial lattice. The physical meaning of the winding
number “n” of θ(x) is the stack of n layers of gapped
U(N) and magnetic-translation symmetric systems, e.g.
n layers of 2 copies of our boundary theories (85) with
mass terms, which are able to non-anomalously respect
the time reversal in addition to U(N) and T1,2 at the low
energy in their own dimensions.
We can directly, by the level of the Chern-Simons term
in Eq. (113), identify the Hall conductance or in terms
of many-body Chern number as:
σH = N mod 2N. (114)
The permitted Hall conductances by the constraint
above are symmetric about the zero value, which is not
a coincidence. Let us assume that, preserving the U(N)
and magnetic translations, we have realized an integer
quantum Hall state with σ
(0)
H . Then we do a time-
reversal transformation Θ0 on this state (or its parent
Hamiltonian) and the resultant state has the Hall con-
ductance −σ(0)H , which still respects the original U(N)
since, the group elements of Θ−10 U(N)Θ0 are the same as
U(N), which can be seen in a basis where all the U(N)
generators are purely real or imaginary 5. This state
is also symmetric under the original magnetic transla-
tions since the gauge-invariant commutator (60) is time-
reversal invariant (namely, pi-flux is time-reversal sym-
metric). Thus, the permitted Hall conductances must be
symmetric about the zero. For general flux cases out of
the scope, the above argument does not work, since if we
want to map the magnetic translations back to its initial
form, we need to further do a spatial reflection which,
together with the time reversal, trivially transforms σ
(0)
H
back to σ
(0)
H .
This generalizes the constraint for N = 1 obtained
from the lattice argument [18–21]. It is notable that this
generalized constraint can be derived within the field the-
ory. We can see that the contribution from the spectator
fermion is 0 mod 2N which is controllable in the pres-
ence of U(N) and magnetic translations.
vacuum without loss of generality since only their difference is
physical.
5 This can be always done for general N ’s since the generators are
Hermitian.
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In a short summary, TLBC is useful in the bulk SPT
identification of the gapless point Eq. (85) since it consti-
tutes a gauge bundle in Eq. (91) to detect the anomaly
Eq. (98). This bulk SPT correspondence is helpful since
it provides us a visualizable way to treat our (2 + 1)-
dimensional system as a domain wall in FIG. (4) and,
furthermore, to restrict the integer Hall conductances.
We can further argue that such a constraint on many-
body Chern numbers is part of a more general frame-
work. An observation of Eq. (111) implies that we can
imagine a general system as a ZT2 -broken surface of an
SPT bulk protected by (G × Z2) o ZT2 where G is an
onsite symmetry and Z2 can be translations or magnetic
translations. Then the bulk regularization can induce a
natural constraint on the G-response, e.g. Hall conduc-
tances. The surface theory is trivial in the sense that the
bulk is trivial if ZT2 is broken, while the nontrivial prop-
erty, e.g. constraints of Hall conductances, results from
that the surface theory can be attached to nontrivial SPT
bulk where ZT2 is preserved deeply in bulk. In addition,
the method is also directly applicable to arbitrary even
spatial dimensions where Chern-Simons actions can be
defined.
VI. CONCLUSIONS AND DISCUSSIONS
In this work, we introduced a generalized boundary
condition TLBC for discussion of the LSM theorem and
related problems. Under the TLBC, each lattice site can
be reached by repeating the lattice translation in a par-
ticular direction. As an advantage of the TLBC, the LSM
theorem in two or more dimensions can be derived by the
flux insertion argument without an artificial restriction
on the system sizes, which renders the thermodynamic
limit more natural. Moreover, with the TLBC, the LSM
theorem in arbitrary dimensions is related to the global
chiral anomaly of Dirac fermion in (1 + 1) dimensions in
a unified manner. This is also extended to the LSM theo-
rem with the larger SU(N) symmetry, and to the similar
ingappability constraint under the time reversal and the
magnetic translation symmetries with the on-site U(N)
symmetry. Furthermore, we also utilized the TLBC to
derive a nontrivial constraint on many-body Chern num-
bers from field theory, which generalizes the known re-
sult from the lattice. It shows the power of anomaly
which universally dictates higher energies, within the uni-
versal field theory formulation and independently of the
regularization/realization. Although similar phenomena
have been proposed on the surface of topological insu-
lators [62], our result is the first to relate the Hall con-
ductance of a pure 2-dimensional lattice system to SPT
phases.
Despite of the usefulness of TLBC as we have demon-
strated, it cannot be applied to exploit consequences of
spatial reflection symmetries, which are inconsistent with
the TLBC as introduced in this paper. Nevertheless, we
believe that the idea of modifying the boundary condition
from the standard PBC in the LSM-type argument, and
combining it with anomaly in field theory, is opening up
a new direction in quantum many-body theory. In fact,
after the appearance of the early version of the present
paper in arXiv, Furuya and Horinouchi [63] generalized
our work by introducing a twisted boundary condition
and deriving a nontrivial constraint for systems on the
checkerboard lattice. We hope that more developments
will follow in the future.
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Appendix: Derivations of (111), (113) and (114)
In this part, we will give a rigorous proof of (111) and
(113).
Due to the discussion around Eq. (96), the low-energy
effective theory can be thought as the interface theory be-
tween the vacuum and a bulk in the Euclidean signature
as
Sbulk =
∑
α,f
∫
X′
iψ¯α,f (−iD4 −m0)ψα,f + Sreg,(A.1)
where Sreg ≡
∑
α
∫
R4 iχ¯α,f (−iD4 +m0)χα,f is the boson-
ically statistical spinor regulator and D4 =
∑3
i=0 Γ˜
i(∂i−
IAi) is the 4-D Dirac operator where {Γ˜i, Γ˜j} = −2δij ,
i, j ∈ {0, 1, 2, 3}. The vacuum action is simply
Svac =
∑
α,f
∫
R4−X′
iψ¯α,f (−iD4 +m0)ψα,f + Sreg.
(A.2)
The symmetries U(N) and T1,2 all extends in a natu-
ral way to both bulks. Gapping our (2 + 1)-dimensional
system by a U(N) and T1,2 gapping term can be seen
as physically equivalent to gapping the interface be-
tween the artificial bulks Sbulk and Svac by a U(N) and
T1,2 respecting boundary interaction within the interface.
Therefore, we can resolve the former question in the ap-
proach to the later one.
Since X ′ is embedded in R4 in a natural way, we
take a local geometry near T 3 = ∂X ′ as T 3 × R where
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R : x3 ∈ (−∞,+∞). We introduce a spatial dependence
U(N)-preserving mass term mαβ(x3) to gap the bound-
ary states where α and β are valley indices, namely the
whole material to be gapped throughout x3 ∈ (−∞,∞):
Sfull =
∑
α,β
∫
R4
iψ¯α,f
[
−iD4δαβ −mα,f ;β,f ′(x3)
]
ψβ,f ′
+Sreg, (A.3)
where mα,f ;β,f
′
(x3) interpolates the nontrivial bulk Sbulk
asymptotical at x3 → +∞ and the vacuum at x3 → −∞:
mα,f ;β,f
′
(x3) =
{
m0δ
α,βδf,f
′
, x3 → +∞;
−m0δα,βδf,f ′ , x3 → −∞. (A.4)
Moreover, the gapping is required to respect U(N) and
T1,2 proportional to τ3,1, and then
mα,f ;β,f
′
(x3) ∝ δα,βδf,f ′ (A.5)
since any matrix in SL(2,C) commuting with τ1,3 must
be proportional to identity. Combining this result and
that a general non-vanishing mass term can only take a
Dirac-mass or a chiral-mass form, then the interpolating
action is
Sfull =
∑
α,f
∫
R4
iψ¯α,f
{
−iD4 +m0 exp
[
iΓ˜5θ(x3)
]}
ψα,f
+Sreg, (A.6)
where we have, without loss of generality, normalized the
mass amplitude to be a constant m0 which can be done
canonically, since the mass gap never closes for any x3,
and Γ˜5 ≡ −Γ˜0Γ˜1Γ˜2Γ˜3 is Hermitian and the continuous
function θ(x3) satisfies
θ(x3) =
{
pi mod 2pi, x3 → +∞;
0 mod 2pi, x3 → −∞. (A.7)
To evaluate the partition function of Sfull, we do the fol-
lowing x3-dependent chiral rotation
ψα,f → exp
[
iΓ˜5θ(x3)/2
]
ψα,f ;
ψ¯α,f → ψ¯α,f exp
[
iΓ˜5θ(x3)/2
]
(A.8)
to eliminate the chiral phase of the mass term. However,
it is inevitable to introduce a theta term due to 4-D global
chiral anomaly although the matter partition function is
regularized to be unity by Sreg. Therefore, after a U(1)Q
connection A ≡ At0 is taken,
Zfull = exp
[
i
∫
R4
θ(x3)
TrF ∧ F
(2pi)2
]
= exp
{
iN
(2pi)2
∫
R4
{d [θ ∧ d(A ∧ dA)− dθ ∧A ∧ dA]}
}
= exp
[
i
∫
T 3
(∫
dθ
pi
)
N
4pi
A ∧ dA
]
, (A.9)
where we have made use of Bianchi identity d(dA) = 0 for
U(1)Q connections and the assumption that Aµ is nearly
x3-independent within the interface of two bulks.
The response exactly implies that, at the interface,
namely our interested (2 + 1)-dimensional system on T 3,
σH = N
∫
dx3∂x3θ/pi
= N mod 2N, (A.10)
where we have used the winding property of θ(x3) in
Eq. (A.7). Thus we reach the final conclusion of the con-
straint on the Hall conductance of the uniquely gapped
U(N) and T1,2 respecting system: σH = N mod 2N .
The role played by T1,2 is also obvious from the derivation
above, e.g. without T1 or T2, we can gap the boundary,
respectively, by a mass as m0 exp
[
τ3 ⊗ iΓ˜5θ(x3)
]
δf,f
′
or m0 exp
[
τ1 ⊗ iΓ˜5θ(x3)
]
δf,f
′
, resulting an unrestricted
σH.
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