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SUPNORM ESTIMATES FOR ∂¯ ON PRODUCT DOMAINS IN Cn
MARTINO FASSINA AND YIFEI PAN
Abstract. Let Ω ⊂ Cn be a product of one-dimensional open bounded domains with C1,α boundary, where
0 < α < 1. Using methods from complex analysis in one variable, we construct an integral operator that
solves ∂¯ in Ω with supnorm estimates when the datum is in Cn−1,α(Ω).
1. Introduction and Main Result
Let Ω be a domain in Cn and f a ∂¯-closed (0, 1) form on Ω. A fundamental question in complex analysis
is to establish the existence of solutions to the inhomogeneous Cauchy-Riemann equations ∂¯u = f that
satisfy supnorm estimates in Ω. The investigation of L∞ estimates for ∂¯ was pioneered by Henkin [H70]
and Grauert-Lieb [GL71] in the early 1970s. They independently proved the existence of solutions to the
equation ∂¯u = f satisfying supnorm estimates when Ω is a strictly pseudoconvex domain with smooth
boundary and f is smooth in Ω. In 1971 Henkin constructed an integral operator that solves ∂¯ with
supnorm estimates on the bidisc D2 whenever the datum f is in C1(D2). A full proof of L∞ estimates
for Henkin’s solution appears in [FLZ11]. Solutions with supnorm estimates have also been established
on strictly pseudoconvex domains with piecewise smooth boundary [RS73] and on pseudoconvex analytic
polyhedra [SH80], once again under the assumption that the initial datum f is smooth in Ω.
In this paper we consider domains Ω that are product of one-dimensional bounded domains. We give
an explicit formula for a solution Tf of the equation ∂¯u = f that satisfies supnorm estimates in Ω. Below
is the precise statement of our result. Note that, given a positive integer m, and 0 < α < 1, we write Cm,α
for the corresponding Ho¨lder space.
Theorem 1.1. Let D1, . . . ,Dn ⊂ C be open bounded domains with C
1,α boundary, where 0 < α < 1.
Consider the product domain Ω = D1 × · · · ×Dn. Let f = f1dz¯1 + · · ·+ fndz¯n be a ∂¯-closed (0, 1) form on
Ω with components fj ∈ C
n−1,α(Ω). There exists Tf ∈ C1,α(Ω) solving
∂¯Tf = f in Ω
and satisfying the supnorm estimate
‖Tf‖L∞(Ω) ≤ C ‖f‖L∞(Ω)
for a constant C independent of f .
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Our formula for the operator T is inspired by the recent work of Chen and McNeal on product domains
in C2 [CM18]. The novelty of our approach is the use of purely one-variable methods. 1
The paper is organized as follows. Section 2 contains the necessary background material from the one-
variable theory. In Sections 3 and 4 we present detailed proofs of Theorem 1.1 in the special cases of
dimension two and three respectively. The two-dimensional case gives a simple proof of Henkin’s results
[H71], while the three-dimensional situation provides the insight to deal with the general case. The full
proof of Theorem 1.1 is carried out in Section 5. In Section 6 we define a new operator, denoted by T˜,
which extends T to a wider class of (0, 1) forms. We discuss the possible role of T˜ in the context of weak
solutions to ∂¯ with supnorm estimates on product domains.
2. Preliminaries
Let D ⊂ C be an open bounded domain. For an integrable function f on D define
Tf(z) := −
1
2πi
∫
D
f(ζ)
ζ − z
dζ¯ ∧ dζ.
We summarize here some well-known facts about this integral operator. For additional information we
refer to the classic paper [NW63] for the case of the complex disc and to [V62] for general domains.
Proposition 2.1. [V62, Theorem 1.32] The following hold:
• ∂z¯Tf = f in weak sense for any f ∈ L
1(D).
• Assume that D has Cm+1,α boundary and f ∈ Cm,α(D) for some 0 < α < 1 and m ≥ 0. Then
Tf ∈ Cm+1,α(D) and T : Cm,α(D)→ Cm+1,α(D) is a continuous linear operator. Moreover, there
exists a linear bounded operator Π: Cm,α(D)→ Cm,α(D), defined by a singular integral, such that
Πf = ∂zTf for every f ∈ C
m,α(D).
We exploit the one-dimensional theory in a very natural way to study solutions to the operator ∂¯ on
product domains Ω in Cn. Let Ω = D1×· · ·×Dn for open bounded domains Dj ⊂ C. For each k = 1, . . . , n
we define the “slice” operator T k on integrable functions f ∈ L1(Ω) by
T kf(z) := −
1
2πi
∫
Dk
f(z1, . . . , ζk, . . . , zn)
ζk − zk
dζ¯k ∧ dζk. (2.1)
Using the operators T k we will give an integral formula for a solution of the ∂¯-equation in Ω that satisfies
a supnorm estimate. The key observation is that, by Proposition 2.1,
f ∈ C1,α(Ω) implies ∂z¯kT
kf = f in Ω. (2.2)
In our arguments, we will use repeatedly the two following elementary lemmas, of which, for the sake of
completeness, we provide the proofs.
Lemma 2.2. Let D ⊂ C be a an open bounded domain and let α < 2. There exists a constant C such that∫
D
|dζ¯ ∧ dζ|
|ζ − z|α
≤ C
1After the first version of this paper appeared on the arXiv, the preprint [CM19] was posted by Chen and McNeal. In that
paper, they also obtain the formula for the solution operator T on a product domain Ω in Cn, and they essentially prove norm
estimates from the space W n−1,p(Ω) to Lp(Ω), for p ∈ [1,∞].
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holds for every z ∈ D.
Proof. Let BR(0) be a ball of radius R > 0 centered at the origin such that D ⊂ BR(0). Fix z ∈ D. Then∫
D
|dζ¯ ∧ dζ|
|ζ − z|α
≤
∫
B2R(0)
|dζ¯ ∧ dζ|
|ζ − z|α
=
∫
BR(z)
|dζ¯ ∧ dζ|
|ζ − z|α
+
∫
B2R(0)\BR(z)
|dζ¯ ∧ dζ|
|ζ − z|α
≤
∫ 2π
0
∫ R
0
2rdrdθ
rα
+
∫
B2R(0)
|dζ¯ ∧ dζ|
Rα
=
4πR2−α
2− α
+ 2πR2−α.
Note that in the last equality we have used the hypothesis α < 2. 
Lemma 2.3. Let D ⊂ C be an open bounded domain with C1 boundary ∂D and let α < 1. There exists a
constant C such that ∫
∂D
|dζ|
|ζ − z|α
≤ C
holds for every z ∈ D.
Proof. First cover ∂D with balls Bj of the same radius δ > 0 whose centers belong to ∂D. Let δ be
sufficiently small so that in each ball Bj the boundary ∂D is the graph of a C
1 function. Since ∂D is
compact, we can extract a finite subcover of ∂D, say B1, . . . , Bm. Note that there exists ǫ > 0 such that
dist
(
∂D,D \ ∪mj=1Bj
)
> ǫ. (2.3)
In fact, assume by contradiction that there exists a sequence of boundary points ζk and a sequence zk
of points of D such that |ζk − zk| → 0 as k → ∞. Since ∂D is compact, there exists a subsequence ζkn
converging to a boundary point ζ0. By the triangle inequality, we have |zkn − ζ0| ≤ |zkn − ζkn |+ |ζkn − ζ0|.
Hence zkn → ζ0 as n → ∞. This is absurd, since there exists a neighborhood of ζ0 entirely contained in
∪mj=1Bj . Now that we have proved (2.3), we consider two separate cases.
CASE 1: If z ∈ D \ ∪mj=1Bj , then |ζ − z| ≥ ǫ for all ζ ∈ ∂D. Hence∫
∂D
|dζ|
|ζ − z|α
≤
1
ǫα
|∂D|,
where |∂D| denotes the measure of ∂D.
CASE 2: If z ∈ ∪mj=1Bj, then without loss of generality assume z ∈ B1. We have∫
∂D
|dζ|
|ζ − z|α
=
m∑
j=1
∫
∂D∩Bj
|dζ|
|ζ − z|α
.
Note, for ζ ∈ ∂D ∩Bj with j = 2, . . . ,m, that |z − ζ| > ǫ, and thus∫
∂D∩Bj
|dζ|
|ζ − z|α
≤
1
ǫα
|∂D|, j = 2, . . . ,m.
It is therefore enough to estimate the integral∫
∂D∩B1
|dζ|
|ζ − z|α
.
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We choose a coordinate system such that the ball B1 is centered at the origin and ∂D ∩B1 is a subset of
the real axis. More specifically, we can achieve ∂D ∩B1 = {z = x+ iy ∈ C | y = 0,−δ ≤ x ≤ δ}. Hence∫
∂D∩B1
|dζ|
|ζ − z|α
=
∫ δ
−δ
dx
|x− z|α
≤
∫ δ
−δ
dx
|x− Re z|α
,
where the inequality follows from |x− z|2 = (x−Re z)2 + (Im z)2 ≥ |x− Re z|2. Letting v = x− Re z,∫ δ
−δ
dx
|x− Re z|α
=
∫ δ−Re z
−δ−Re z
dv
|v|α
=
∫ 0
−δ−Re z
dv
(−v)α
+
∫ δ−Re z
0
dv
vα
=
(1 + Re z)1−α
1− α
+
(1− Re z)1−α
1− α
.
In the last equality we have used the hypothesis α < 1. Since here |z| < δ, we obtain the estimate∫
∂D∩B1
|dζ|
|ζ − z|α
≤
2(1 + δ)1−α
1− α
,
which concludes the proof. 
3. Product domains in C2
Let D1,D2 ⊂ C be open bounded domains with C
1,α boundary, where 0 < α < 1. Consider the product
domain Ω = D1 ×D2 ⊂ C
2. For a (0, 1) form f = f1dz¯1 + f2dz¯2 on Ω with components f1, f2 ∈ C
1,α(Ω),
we define
Tf := T 1f1 + T
2f2 − T
1T 2(∂z¯1f2).
Remark 3.1. Note that f2 ∈ C
1,α(Ω) implies ∂z¯1f2 ∈ C
α(Ω), and therefore Tf is well defined.
Lemma 3.2. Tf ∈ C1,α(Ω).
Proof. Since f1, f2 ∈ C
1,α(Ω), it follows immediately that T 1f1, T
2f2 ∈ C
1,α(Ω). We just need to prove
that T 1T 2(∂z¯1f2) ∈ C
1,α(Ω). Since f2 ∈ C
1,α(Ω), then ∂z¯1f2 ∈ C
α(Ω). Hence Proposition 2.1 implies{
∂z¯1T
1T 2(∂z¯1f2) = T
2(∂z¯1f2) ∈ C
α(Ω)
∂z1T
1T 2(∂z¯1f2) = Π
1T 2(∂z¯1f2) ∈ C
α(Ω).
(3.1)
Here Π1 stands for the operator Π applied to the variable z1 (see Proposition 2.1). Now note that the
operators T 1 and T 2 commute, by Fubini’s theorem. We can thus argue in the same way for the variable
z2 and prove that {
∂z¯2T
1T 2(∂z¯1f2) ∈ C
α(Ω)
∂z2T
1T 2(∂z¯1f2) ∈ C
α(Ω).
(3.2)
From (3.1) and (3.2), we conclude that T 1T 2(∂z¯1f2) ∈ C
1,α, as wanted. 
Lemma 3.3. If the form f is ∂¯-closed, then ∂¯Tf = f in Ω.
Proof. By (2.2), we have
∂z¯1Tf = ∂z¯1T
1f1 + ∂z¯1T
2f2 − ∂z¯1T
1T 2(∂z¯1f2) = f1 + T
2(∂z¯1f2)− T
2(∂z¯1f2) = f1.
Note that T 1T 2 = T 2T 1 by Fubini’s theorem. Moreover, since f is ∂¯-closed, then ∂z¯1f2 = ∂z¯2f1. Hence
∂z¯2Tf = ∂z¯2T
1f1 + ∂z¯2T
2f2 − ∂z¯2T
2T 1(∂z¯2f1) = T
1(∂z¯2f1) + f2 − T
1(∂z¯2f1) = f2.
We have thus proved that ∂¯Tf = f in Ω. 
SUPNORM ESTIMATES FOR ∂¯ ON PRODUCT DOMAINS IN Cn 5
Remark 3.4. Lemma 3.3 corresponds to [CM18, Proposition 0.1], where the same result is proved (using
methods arising from several complex variables) under slightly weaker assumptions: the boundaries of the
domains D1 and D2, as well as the functions f1, f2, are only required to be C
1 instead of C1,α.
Theorem 3.5. Let D1,D2 ⊂ C be open bounded domains with C
1,α boundary, where 0 < α < 1. Consider
the product domain Ω = D1 ×D2. Let f = f1dz¯1 + f2dz¯2 be a ∂¯-closed (0, 1) form on Ω with components
f1, f2 ∈ C
1,α(Ω). Then Tf ∈ C1,α(Ω) and ∂¯Tf = f in Ω. Moreover, Tf satisfies the supnorm estimate
‖Tf‖L∞(Ω) ≤ C ‖f‖L∞(Ω) (3.3)
for some constant C independent of f .
Proof. We showed in Lemma 3.2 and Lemma 3.3 that Tf ∈ C1,α(Ω) and ∂¯Tf = f in Ω. We now prove
the estimate (3.3). First note that by the definition (2.1) of the “slice” operator T j and Lemma 2.2, there
exists a constant C such that
∥∥T jfj∥∥∞ ≤ C ‖fj‖∞ for j = 1, 2. Hence it is enough to estimate the function
T 1T 2(Df) =
1
(2πi)2
∫
D1×D2
Df(ζ1, ζ2)
(ζ1 − z1)(ζ2 − z2)
dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2, (3.4)
where Df := ∂z¯1f2 = ∂z¯2f1. Recall that |ζ − z|
2 = |ζ1− z1|
2+ |ζ2− z2|
2. We exploit the following identity:
1
(ζ1 − z1)(ζ2 − z2)
=
(ζ2 − z2)
(ζ1 − z1)|ζ − z|2
+
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
. (3.5)
Substituting (3.5) into (3.4) and recalling the two equivalent ways of expressing Df , we write
(2πi)2T 1T 2(Df) =
∫
D1×D2
∂ζ¯2f1
(ζ2 − z2)
(ζ1 − z1)|ζ − z|2
dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2
+
∫
D1×D2
∂ζ¯1f2
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2
= I1 + I2.
(3.6)
We call I1 and I2 the two integrals appearing on the right side of (3.6). Note that they can be estimated
in the same way, by switching the the roles of z1 and z2. We can thus restrict our attention to I2. The
goal is now to show that there exists a constant C such that
‖I2‖L∞(Ω) ≤ C ‖f‖L∞(Ω) . (3.7)
For fixed (z1, z2) ∈ D1 × D2 we would like to apply Stokes’ theorem in I2 to remove the derivative from
the function f2. In order to do so, we need to avoid the point of singularity at z1. We thus temporarily
delete from D1 a small ball Bǫ(z1) ⊂ C of radius ǫ > 0 centered at z1. We write
I2 =
∫
D2
{∫
D1\Bǫ(z1)
∂ζ¯1f2
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
dζ¯1 ∧ dζ1 +
∫
Bǫ(z1)
∂ζ¯1f2
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
dζ¯1 ∧ dζ1
}
dζ¯2 ∧ dζ2.
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Stokes’ theorem then yields
I2 =
∫
D2
{∫
∂D1
f2
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
dζ1 −
∫
D1\Bǫ(z1)
f2
∂
∂ζ¯1
[
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
]
dζ¯1 ∧ dζ1
+
∫
∂Bǫ(z1)
f2
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
dζ1 +
∫
Bǫ(z1)
∂ζ¯1f2
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
dζ¯1 ∧ dζ1
}
dζ¯2 ∧ dζ2.
(3.8)
We now exploit the following simple observation: if b1, b2 are non-negative real numbers, k1, k2 are non-
negative integers and k = k1 + k2, then
(b1 + b2)
k ≥ bk11 b
k2
2 . (3.9)
We apply (3.9) with b1 = |ζ1 − z1| and b2 = |ζ2 − z2|. Thus
|ζ − z|2 = |ζ1 − z1|
2 + |ζ2 − z2|
2 ≥ |ζ1 − z1|
2k1
k |ζ2 − z2|
2k2
k . (3.10)
Choosing k1 = 2, k2 = 1 in (3.10), we obtain
|ζ − z|2 ≥ |ζ1 − z1|
4
3 |ζ2 − z2|
2
3 . (3.11)
Hence ∣∣∣∣ (ζ1 − z1)(ζ2 − z2)|ζ − z|2
∣∣∣∣ ≤ 1
|ζ1 − z1|
1
3 |ζ2 − z2|
5
3
. (3.12)
Applying Lemma 2.2 twice, we see that there exists a constant C such that∫
D1×D2
|dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2|
|ζ1 − z1|
1
3 |ζ2 − z2|
5
3
=
∫
D1
|dζ¯1 ∧ dζ1|
|ζ1 − z1|
1
3
∫
D2
|dζ¯2 ∧ dζ2|
|ζ2 − z2|
5
3
≤ C. (3.13)
Let χǫ(ζ1) be the characteristic function of the set Bǫ(z1). Hence∫
Bǫ(z1)×D2
∂ζ¯1f2
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
dζ¯1∧ dζ1∧ dζ¯2∧ dζ2 =
∫
D1×D2
∂ζ¯1f2
χǫ(ζ1)(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
dζ¯1 ∧ dζ1∧ dζ¯2∧ dζ2.
Recall that f2 ∈ C
1,α(Ω). By (3.12) and (3.13), we can apply the dominated convergence theorem to
conclude that
lim
ǫ→0
∫
Bǫ(z1)×D2
∂ζ¯1f2
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
dζ1 ∧ dζ¯2 ∧ dζ2 = 0. (3.14)
Note that (3.12) implies∣∣∣∣ ∫
∂Bǫ(z1)×D2
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
dζ1 ∧ dζ¯2 ∧ dζ2
∣∣∣∣ ≤ ∫
∂Bǫ(z1)×D2
|dζ1 ∧ dζ¯2 ∧ dζ2|
|ζ1 − z1|
1
3 |ζ2 − z2|
5
3
= O(ǫ
5
3 ).
Hence
lim
ǫ→0
∫
∂Bǫ(z1)×D2
f2
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
dζ1 ∧ dζ¯2 ∧ dζ2 = 0. (3.15)
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By (3.14) and (3.15), letting ǫ→ 0 in (3.8) yields
I2 =
∫
∂D1×D2
f2
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
dζ1 ∧ dζ¯2 ∧ dζ2
−
∫
D1×D2
f2
∂
∂ζ¯1
[
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
]
dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2.
(3.16)
We now estimate the two integrals on the right side of (3.16). First note, by (3.12), Lemma 2.2 and Lemma
2.3, that there exists a constant C such that∣∣∣∣ ∫
∂D1×D2
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
dζ1 ∧ dζ¯2 ∧ dζ2
∣∣∣∣ ≤ C (3.17)
for every (z1, z2) ∈ D1 ×D2. Consider now the inequality (3.10) with k1 = 1, k2 = 2. We get
|ζ − z|2 ≥ |ζ1 − z1|
2
3 |ζ2 − z2|
4
3 ,
which in turn yields the inequality∣∣∣∣ ∂∂ζ¯1
[
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
]∣∣∣∣ = ∣∣∣∣ (ζ2 − z2)|ζ − z|4
∣∣∣∣ ≤ 1
|ζ1 − z1|
4
3 |ζ2 − z2|
5
3
. (3.18)
By (3.18) and Lemma 2.2, there exists a constant C such that∣∣∣∣ ∫
D1×D2
∂
∂ζ¯1
[
(ζ1 − z1)
(ζ2 − z2)|ζ − z|2
]
dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2
∣∣∣∣ ≤ C (3.19)
for every choice of (z1, z2) ∈ D1 ×D2. Combining (3.16), (3.17), and (3.19), we conclude that
‖I2‖L∞(Ω) ≤ C ‖f‖L∞(Ω) (3.20)
for some constant C. We have thus proved (3.7), as wanted. 
4. Product domains in C3
Let D1,D2,D3 ⊂ C be open bounded domains with C
1,α boundary, where 0 < α < 1. Consider the
product domain Ω = D1 ×D2 ×D3. For a (0, 1) form f = f1dz¯1 + f2dz¯2 + f3dz¯3 on Ω with components
f1, f2, f3 ∈ C
2,α(Ω), we define
Tf := T 1f1 + T
2f2 + T
3f3 − T
1T 2(∂z¯1f2)− T
1T 3(∂z¯1f3)− T
2T 3(∂z¯2f3) + T
1T 2T 3(∂2z¯1z¯2f3). (4.1)
Note that the regularity of the functions fj guarantees that Tf is well defined.
Lemma 4.1. Tf ∈ C1,α(Ω). Moreover, if the form f is ∂¯-closed, then ∂¯Tf = f in Ω.
Proof. The statements are proved in the same way as Lemma 3.2 and Lemma 3.3. 
Theorem 4.2. Let D1,D2,D3 ⊂ C be open bounded domains with C
1,α boundary, where 0 < α < 1.
Consider the product domain Ω = D1×D2×D3. Let f = f1dz¯1+f2dz¯2+f3dz¯3 be a ∂¯-closed (0, 1) form on
Ω with components f1, f2, f3 ∈ C
2,α(Ω). Then Tf ∈ C1,α(Ω) and ∂¯Tf = f in Ω. Moreover, Tf satisfies
the supnorm estimate
‖Tf‖L∞(Ω) ≤ C ‖f‖L∞(Ω) (4.2)
for some constant C independent of f .
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Proof. We only need to prove the estimate (4.2). As we have already observed in the proof of Theorem
3.5, Lemma 2.2 implies that there exists a constant C such that
∥∥T jfj∥∥L∞(Ω) ≤ C ‖fj‖L∞(Ω) for j = 1, 2, 3.
Additionally, the terms of the form T iT j(∂z¯ifj) can be estimated in the same way as in the 2-dimensional
case considered in Theorem 3.5. Hence, letting Df := ∂2z¯1z¯2f3 = ∂
2
z¯1z¯3
f2 = ∂
2
z¯2z¯3
f1, it is enough to estimate
the term
T 1T 2T 3(Df) = −
1
(2πi)3
∫
D1×D2×D3
Df(ζ1, ζ2, ζ3)
(ζ1 − z1)(ζ2 − z2)(ζ3 − z3)
dζ¯1 ∧ · · · ∧ dζ3. (4.3)
Define G := |ζ2 − z2|
2|ζ3 − z3|
2 + |ζ1 − z1|
2|ζ3 − z3|
2 + |ζ1 − z1|
2|ζ2 − z2|
2. We exploit the following
higher-dimensional analog of identity (3.5):
1
(ζ1 − z1)(ζ2 − z2)(ζ3 − z3)
=
(ζ2 − z2)(ζ3 − z3)
(ζ1 − z1)G
+
(ζ1 − z1)(ζ3 − z3)
(ζ2 − z2)G
+
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
. (4.4)
Substituting (4.4) into (4.3) and recalling the three different ways of expressing Df , we obtain
−(2πi)3T 1T 2T 3(Df) =
∫
D1×D2×D3
∂2f1
∂ζ¯2∂ζ¯3
(ζ2 − z2)(ζ3 − z3)
(ζ1 − z1)G
dζ¯1 ∧ · · · ∧ dζ3
+
∫
D1×D2×D3
∂2f2
∂ζ¯1∂ζ¯3
(ζ1 − z1)(ζ3 − z3)
(ζ2 − z2)G
dζ¯1 ∧ · · · ∧ dζ3
+
∫
D1×D2×D3
∂2f3
∂ζ¯1∂ζ¯2
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ¯1 ∧ · · · ∧ dζ3
= I1 + I2 + I3.
(4.5)
We call I1, I2 and I3 the integrals appearing on the right side of (4.5). Note that they can be estimated in
the same way by renaming the variables. Without loss of generality we thus restrict our attention to I3.
The goal is now to prove that there exists a constant C such that
‖I3‖L∞(Ω) ≤ C ‖f‖L∞(Ω) . (4.6)
Fix (z1, z2, z3) ∈ D1×D2×D3. As in the 2-dimensional case, in order to apply Stokes’ theorem, we remove
from D1 a small ball Bǫ(z1) of radius ǫ > 0 centered at z1. We obtain
I3 =
∫
D2×D3
{∫
∂D1
∂f3
∂ζ¯2
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ1 −
∫
D1\Bǫ(z1)
∂f3
∂ζ¯2
∂
∂ζ¯1
[
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
]
dζ¯1 ∧ dζ1
+
∫
∂Bǫ(z1)
∂f3
∂ζ¯2
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ1 +
∫
Bǫ(z1)
∂2f3
∂ζ¯1∂ζ¯2
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ¯1 ∧ dζ1
}
dζ¯2 ∧ · · · ∧ dζ3.
(4.7)
We now prove that the last two integrals in (4.7) disappear if we let ǫ→ 0. First note that if b1, b2, b3 are
non-negative real numbers, k1, k2, k3 are non-negative integers and k = k1 + k2 + k3, then
(b1 + b2 + b3)
k ≥ bk11 b
k2
2 b
k3
3 . (4.8)
We apply (4.8) with b1 = |ζ2 − z2|
2|ζ3 − z3|
2, b2 = |ζ1 − z1|
2|ζ3 − z3|
2 and b3 = |ζ1 − z1|
2|ζ2 − z2|
2. Then
G = b1 + b2 + b3 ≥ b
k1
k
1 b
k2
k
2 b
k3
k
3 = |ζ1 − z1|
2
k2+k3
k |ζ2 − z2|
2
k1+k3
k |ζ3 − z3|
2
k1+k2
k . (4.9)
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Letting k1 = k2 = 1, k3 = 6 in (4.9), we obtain∣∣∣∣(ζ1 − z1)(ζ2 − z2)(ζ3 − z3)G
∣∣∣∣ ≤ 1
|ζ1 − z1|
3
4 |ζ2 − z2|
3
4 |ζ3 − z3|
3
2
. (4.10)
By Lemma 2.2, there exists a constant C such that∫
D1×D2×D3
|dζ¯1 ∧ · · · ∧ dζ3|
|ζ1 − z1|
3
4 |ζ2 − z2|
3
4 |ζ3 − z3|
3
2
≤ C. (4.11)
Since f3 ∈ C
2,α(Ω), we can apply the dominated convergence theorem to conclude that
lim
ǫ→0
∫
Bǫ(z1)×D2×D3
∂2f3
∂ζ¯1∂ζ¯2
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ¯1 ∧ · · · ∧ dζ3 = 0. (4.12)
Note that (4.10) implies∣∣∣∣ ∫
∂Bǫ(z1)×D2×D3
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ1∧· · ·∧dζ3
∣∣∣∣ ≤ ∫
∂Bǫ(z1)×D2×D3
|dζ1 ∧ · · · ∧ dζ3|
|ζ1 − z1|
3
4 |ζ2 − z2|
3
4 |ζ3 − z3|
3
2
= O(ǫ
5
4 ).
Hence
lim
ǫ→0
∫
∂Bǫ(z1)×D2×D3
∂f3
∂ζ¯2
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ1 ∧ dζ¯2 ∧ · · · ∧ dζ3 = 0 (4.13)
Equations (4.12) and (4.13) show that letting ǫ→ 0 in (4.7) we obtain
I3 =
∫
∂D1×D2×D3
∂f3
∂ζ¯2
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ1 ∧ · · · ∧ dζ3
−
∫
D1×D2×D3
∂f3
∂ζ¯2
∂
∂ζ¯1
[
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
]
dζ¯1 ∧ · · · ∧ dζ3
= I4 − I5.
(4.14)
We call I4 and I5 the two integrals appearing on the right side of (4.14). For each of them we follow the
same steps as above. That is, we remove a small ball Bǫ(z2) from D2 and we apply Stokes’ theorem. For
I4, we get
I4 =
∫
D3
{∫
∂D1×∂D2
f3
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ1 ∧ dζ2 −
∫
∂D1×D2\Bǫ(z2)
f3
∂
∂ζ¯2
[
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
]
dζ1 . . . dζ2
+
∫
∂D1×∂Bǫ(z2)
f3
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ1 ∧ dζ2 +
∫
∂D1×Bǫ(z2)
∂f3
∂ζ¯2
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ1 . . . dζ2
}
dζ¯3 ∧ dζ3.
(4.15)
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We argue in the same way as for (4.7). Exploiting (4.10), Lemma 2.2, Lemma 2.3 and the dominated
convergence theorem, we see that taking limǫ→0 in (4.15) gives
I4 =
∫
∂D1×∂D2×D3
f3
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ1 ∧ · · · ∧ dζ3
−
∫
∂D1×D2×D3
f3
∂
∂ζ¯2
[
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
]
dζ1 ∧ · · · ∧ dζ3.
(4.16)
For I5, Stokes’ theorem yields
I5 =
∫
D3
{∫
D1×∂D2
f3
∂
∂ζ¯1
[
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
]
dζ¯1 ∧ dζ1 ∧ dζ2
−
∫
D1×D2\Bǫ(z2)
f3
∂2
∂ζ¯1∂ζ¯2
[
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
]
dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2
+
∫
D1×∂Bǫ(z2)
f3
∂
∂ζ¯1
[
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
]
dζ¯1 ∧ dζ1 ∧ dζ2
+
∫
D1×Bǫ(z2)
∂f3
∂ζ¯2
∂
∂ζ¯1
[
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
]
dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2
}
dζ¯3 ∧ dζ3.
(4.17)
Note that
∂
∂ζ¯1
[
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
]
=
(ζ2 − z2)|ζ2 − z2|
2(ζ3 − z3)
G2
. (4.18)
From (4.9) with k1 = 9, k2 = 1, k3 = 6, we get∣∣∣∣(ζ2 − z2)|ζ2 − z2|2(ζ3 − z3)G2
∣∣∣∣ ≤ |ζ2 − z2|3|ζ3 − z3|
|ζ1 − z1|
7
4 |ζ2 − z2|
15
4 |ζ3 − z3|
5
2
=
1
|ζ1 − z1|
7
4 |ζ2 − z2|
3
4 |ζ3 − z3|
3
2
. (4.19)
Applying Lemma 2.2 three times, we see that there exists a constant C such that∫
D1×D2×D3
|dζ¯1 ∧ · · · ∧ dζ3|
|ζ1 − z1|
7
4 |ζ1 − z1|
3
4 |ζ1 − z1|
3
2
≤ C. (4.20)
We can thus apply the dominated convergence theorem to conclude that
lim
ǫ→0
∫
D1×Bǫ(z2)×D3
∂f3
∂ζ¯2
∂
∂ζ¯1
[
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
]
dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2 ∧ dζ¯3 ∧ dζ3 = 0.
Moreover, equations (4.18) and (4.19) imply∣∣∣∣ ∫
D1×∂Bǫ(z2)×D3
∂
∂ζ¯1
[
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
]
dζ¯1 . . . dζ3
∣∣∣∣ ≤ ∫
D1×∂Bǫ(z2)×D3
|dζ¯1 ∧ · · · ∧ dζ3|
|ζ1 − z1|
7
4 |ζ2 − z2|
3
4 |ζ3 − z3|
3
2
= O(ǫ
5
4 ).
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Letting ǫ→ 0 in (4.17), we therefore obtain
I5 =
∫
D1×∂D2×D3
f3
∂
∂ζ¯1
[
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
]
dζ¯1 ∧ dζ1 ∧ dζ2 ∧ dζ¯3 ∧ dζ3
−
∫
D1×D2×D3
f3
∂2
∂ζ¯1∂ζ¯2
[
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
]
dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2 ∧ dζ¯3 ∧ dζ3.
(4.21)
Combining (4.16) and (4.21), and recalling that I3 = I4 − I5, we can write
I3 =
∫
∂D1×∂D2×D3
f3
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ1 ∧ dζ2 ∧ dζ¯3 ∧ dζ3
−
∫
∂D1×D2×D3
f3
(ζ1 − z1)|ζ1 − z1|
2(ζ3 − z3)
G2
dζ1 ∧ dζ¯2 ∧ dζ2 ∧ dζ¯3 ∧ dζ3
−
∫
D1×∂D2×D3
f3
(ζ2 − z2)|ζ2 − z2|
2|(ζ3 − z3)
G2
dζ¯1 ∧ dζ1 ∧ dζ2 ∧ dζ¯3 ∧ dζ3
+
∫
D1×D2×D3
f3
(ζ3 − z3)|ζ1 − z1|
2|ζ2 − z2|
2|ζ3 − z3|
2
G3
dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2 ∧ dζ¯3 ∧ dζ3.
(4.22)
By (4.10), Lemma 2.2 and Lemma 2.3, there exists a constant C such that∥∥∥∥∫
∂D1×∂D2×D3
(ζ1 − z1)(ζ2 − z2)
(ζ3 − z3)G
dζ1 ∧ dζ2 ∧ dζ¯3 ∧ dζ3
∥∥∥∥
L∞(Ω)
≤ C. (4.23)
Similarly, by (4.19), Lemma 2.2 and Lemma 2.3, there exists a constant C such that∥∥∥∥∫
D1×∂D2×D3
(ζ2 − z2)|ζ2 − z2|
2|(ζ3 − z3)
G2
dζ¯1 ∧ dζ1 ∧ dζ2 ∧ dζ¯3 ∧ dζ3
∥∥∥∥
L∞(Ω)
≤ C. (4.24)
From (4.9) applied with k1 = k2 = 9, k3 = 6, we obtain∣∣∣∣(ζ3 − z3)|ζ1 − z1|2|ζ2 − z2|2|ζ3 − z3|2G3
∣∣∣∣ ≤ |ζ1 − z1|2|ζ2 − z2|2|ζ3 − z3|3
|ζ1 − z1|
15
4 |ζ2 − z2|
15
4 |ζ3 − z3|
9
2
=
1
|ζ1 − z1|
7
4 |ζ1 − z1|
7
4 |ζ1 − z1|
3
2
.
Hence, by Lemma 2.2 and Lemma 2.3, there exists a constant C such that∥∥∥∥∫
D1×D2×D3
(ζ3 − z3)|ζ1 − z1|
2|ζ2 − z2|
2|ζ3 − z3|
2
G3
dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2 ∧ dζ¯3 ∧ dζ3
∥∥∥∥
L∞(Ω)
≤ C. (4.25)
Now observe that the second and third integral on the right side of (4.22) can be estimated in the same
way by reversing the roles of the two variables. From (4.23), (4.24) and (4.25), we can thus conclude that
there exists a constant C such that
‖I3‖L∞(Ω) ≤ C ‖f‖L∞(Ω) .
This proves (4.6). 
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5. The general dimension case
For n ≥ 2, let D1, . . . ,Dn ⊂ C be open bounded domains with C
1,α boundary, where 0 < α < 1.
Consider the product domain Ω = D1 × · · · × Dn. For a (0, 1) form f = f1dz¯1 + · · · + fndz¯n in Ω with
components fj ∈ C
n−1,α(Ω), we define the integral operator Tf as follows:
Tf :=
n∑
s=1
(−1)s−1
∑
1≤i1<···<is≤n
T i1 . . . T is
(
∂s−1fis
∂z¯i1 . . . ∂z¯is−1
)
. (5.1)
Note that the regularity of the fj ensures that Tf is well defined.
Lemma 5.1. Tf ∈ C1,α(Ω). Moreover, if the form f is ∂¯-closed, then ∂¯Tf = f in Ω.
Proof. The proof of the first statement follows the same steps as the two-dimensional case (Lemma 3.2).
Now fix k ∈ {1, . . . , n}. We want to prove that ∂z¯kTf = fk. First we rewrite the formula for Tf separating
the sets of indices I = {1 ≤ i1 < · · · < is ≤ n} for which k ∈ I. Hence
Tf =
n∑
s=1
(−1)s−1
∑
I={1≤i1<···<is≤n}
k∈I
T i1 . . . T is
(
∂s−1fis
∂z¯i1 . . . ∂z¯is−1
)
+
n−1∑
s=1
(−1)s−1
∑
I={1≤i1<···<is≤n}
k 6∈I
T i1 . . . T is
(
∂s−1fis
∂z¯i1 . . . ∂z¯is−1
)
.
(5.2)
Recall the following two facts:
• Since f is ∂¯-closed, then for every set I = {1 ≤ i1 < · · · < is ≤ n} and every k ∈ {1, . . . , n}, we
have
∂sfk
∂z¯i1 . . . ∂z¯is
=
∂sfis
∂z¯k∂z¯i1 . . . ∂z¯is−1
.
• By Fubini’s theorem, the operators T i commute. That is, T iT j = T jT i for all i, j ∈ {1, . . . , n}.
We can therefore rewrite (5.2) as
Tf = T kfk +
n−1∑
s=1
(−1)s
∑
I={1≤i1<···<is≤n}
k 6∈I
T kT i1 . . . T is
(
∂sfis
∂z¯k∂z¯i1 . . . ∂z¯is−1
)
+
n−1∑
s=1
(−1)s−1
∑
I={1≤i1<···<is≤n}
k 6∈I
T i1 . . . T is
(
∂s−1fis
∂z¯i1 . . . ∂z¯is−1
)
.
(5.3)
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Recall that if g ∈ C1,α(Ω), then ∂z¯kT
kg = g in Ω. Hence, applying the operator ∂z¯k to (5.3), we obtain
∂z¯kTf = fk +
n−1∑
s=1
(−1)s
∑
I={1≤i1<···<is≤n}
k 6∈I
T i1 . . . T is
(
∂sfis
∂z¯k∂z¯i1 . . . ∂z¯is−1
)
+
n−1∑
s=1
(−1)s−1
∑
I={1≤i1<···<is≤n}
k 6∈I
T i1 . . . T is
(
∂sfis
∂z¯k∂z¯i1 . . . ∂z¯is−1
)
.
(5.4)
Since the two sums on the right side of (5.4) cancel, then ∂z¯kTf = fk, and the proof is complete. 
Theorem 5.2. Let D1, . . . ,Dn ⊂ C be open bounded domains with C
1,α boundary, where 0 < α < 1.
Consider the product domain Ω = D1 × · · · ×Dn. Let f = f1dz¯1 + · · ·+ fndz¯n be a ∂¯-closed (0, 1) form on
Ω with components fj ∈ C
n−1,α(Ω). Then Tf ∈ C1,α(Ω) and ∂¯Tf = f in Ω. Moreover, Tf satisfies the
supnorm estimate
‖Tf‖L∞(Ω) ≤ C ‖f‖L∞(Ω)
for some constant C independent of f .
Remark 5.3. If Ω is a polydisc, then by rescaling the variables, considering for ǫ > 0 the form of
components f ǫj = fj((1−ǫ)z), we can drop the regularity assumption on the components fj from C
n−1,α(Ω)
to Cn−1(Ω).
The proof of Theorem 5.2 follows the same steps as in dimension two and three. We start by proving a
general version of the decomposition already exploited in (3.5) and (4.4).
Lemma 5.4. Given non-zero complex numbers a1, . . . , am ∈ C, let G :=
∑m
k=1
∏m
l=1,l 6=k |al|
2. Then
1
a1 · · · am
=
m∑
k=1
1
akG
m∏
l=1
l 6=k
a¯l. (5.5)
Proof. Taking common denominator on the right side of (5.5), we obtain
m∑
k=1
1
akG
m∏
l=1
l 6=k
a¯l =
m∑
k=1
(∏
l=1,l 6=k al
)(∏
l=1,l 6=k a¯l
)
a1 · · · am ·G
=
1
a1 · · · am
.
The lemma is thus proved. 
The next lemma gives a formula for iterated applications of Stokes’ theorem on a product domain in Cn.
Lemma 5.5. Let D1, . . . ,Dn be open bounded domains in C with C
1 boundary. Let Ω = D1 × · · · × Dn
and f, g ∈ Cn(Ω). Then∫
D1×···×Dn
∂nf
∂ζ¯1 . . . ∂ζ¯n
g dζ¯1 ∧ · · · ∧ dζn =
n∑
m=0
(−1)m
∑
1≤i1<···<im≤n
∫
Di1×···×Dim×∂Dj1×···×∂Djn−m
f
∂mg
∂ζ¯i1 . . . ∂ζ¯im
dζ¯i1 ∧ · · · ∧ dζim ∧ dζj1 ∧ · · · ∧ dζjn−m.
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Here {i1, . . . , im} ∪ {j1, . . . , jn−m} = {1, . . . , n}.
Proof. We argue by induction on n. The case n = 1 is the usual formula of integration by parts. Assume
now that (5.5) holds for the product of n− 1 domains. Then∫
D1×···×Dn
∂nf
∂ζ¯1 . . . ∂ζ¯n
g dζ¯1 ∧ · · · ∧ dζn =
n−1∑
m=0
(−1)m
∑
1≤i1<···<im≤n−1
∫
Dn
∫
Di1×···×Dim×∂Dj1×···×∂Djn−m−1
∂f
∂ζ¯n
∂mg
∂ζ¯i1 . . . ∂ζ¯im
dζ¯i1 . . . dζjn−m−1 dζ¯n ∧ dζn.
Applying Stokes’ theorem in the variable ζn we get∫
D1×···×Dn
∂nf
∂ζ¯1 . . . ∂ζ¯n
g dζ¯1 ∧ · · · ∧ dζn =
n−1∑
m=0
(−1)m
∑
1≤i1<···<im≤n−1
∫
Di1×···×Dim×∂Dj1×···×∂Djn−m−1×∂Dn
f
∂mg
∂ζ¯i1 . . . ∂ζ¯im
dζ¯i1 ∧ · · · ∧ dζjn−m−1 ∧ dζn
n−1∑
m=0
(−1)m+1
∑
1≤i1<···<im≤n−1
∫
Di1×···×Dim×Dn×∂Dj1×···×∂Djn−m−1
f
∂m+1g
∂ζ¯i1 . . . ∂ζ¯im∂ζ¯n
dζ¯i1 ∧ · · · ∧ dζjn−m−1 .
Re-indexing the sums, we obtain∫
D1×···×Dn
∂nf
∂ζ¯1 . . . ∂ζ¯n
g dζ¯1 ∧ · · · ∧ dζn =
n−1∑
m=0
(−1)m
∑
1≤i1<···<im≤n−1
∫
Di1×...Dim×∂Dj1×···×∂Djn−m
f
∂mg
∂ζ¯i1 . . . ∂ζ¯im
dζ¯i1 ∧ · · · ∧ dζim ∧ dζj1 ∧ · · · ∧ dζjn−m
n∑
m=1
(−1)m
∑
1≤i1<···<im=n
∫
Di1×...Dim×∂Dj1×···×∂Djn−m−1
f
∂mg
∂ζ¯i1 . . . ∂ζ¯im
dζ¯i1 ∧ · · · ∧ dζim ∧ dζj1 ∧ · · · ∧ dζjn−m,
which completes the proof of the lemma. 
Proof of Theorem 5.2. We only need to prove that the estimate ‖Tf‖L∞(Ω) ≤ C ‖f‖L∞(Ω) holds for some
constant C independent of f . We argue by induction on the dimension n. Note that the cases n = 2
and n = 3 have already been proved in Theorem 3.5 and Theorem 4.2 respectively. Now assume that the
theorem holds for n− 1. Then in (5.1) all the terms where s ≤ n− 1 can be estimated, and we just have
to argue for the expression
T 1 . . . T n
(
∂n−1fn
∂z¯1 . . . ∂z¯n−1
)
=
1
(−2πi)n
∫
D1×···×Dn
∂n−1fn
∂ζ¯1 . . . ∂ζ¯n−1
1
(ζ1 − z1) . . . (ζn − zn))
dζ¯1 ∧ · · · ∧ dζn.
For convenience, define
Df :=
∂n−1fn
∂z¯1 . . . ∂z¯n−1
.
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By Lemma 5.4 applied with aj = (ζj − zj) and G =
∑n
k=1
∏n
l=1,l 6=k |al|
2, we can write
(−2πi)nT 1T 2 . . . T n(Df) =
n∑
k=1
∫
D1×···×Dn
Df
∏n
l=1,l 6=k(ζl − zl)
(ζk − zk)G
dζ¯1 ∧ · · · ∧ dζn. (5.6)
Rewriting Df in n equivalent ways (exploiting that f is ∂¯-closed), we can expand the sum in (5.6) as
(−2πi)nT 1T 2 . . . T n(Df) =
n∑
k=1
∫
D1×···×Dn
∂n−1fk
∂ζ¯1 . . . ∂̂ζ¯k . . . ∂ζ¯n
∏n
l=1,l 6=k(ζl − zl)
(ζk − zk)G
dζ¯1 ∧ · · · ∧ dζn. (5.7)
Here the notation ∂̂ζ¯k indicates that the corresponding term has been removed. Note that the integrals
appearing in (5.7) can all be estimated in the same way, by renaming the variables. We can therefore
restrict our attention to one of them, say the one where k = n. The theorem is thus proved if we can
estimate the integral∫
D1×···×Dn
∂n−1fn
∂ζ¯1 . . . ∂ζ¯n−1
(ζ1 − z1) . . . (ζn−1 − zn−1)
(ζn − zn)G
dζ¯1 ∧ · · · ∧ dζn. (5.8)
For fixed z = (z1, . . . , zn) ∈ D1 × · · · ×Dn, we define
gz :=
(ζ1 − z1) . . . (ζn−1 − zn−1)
(ζn − zn)G
.
Although gz 6∈ C
n(Ω), Lemma 5.5 still holds. In fact, we can deal with the singularities of gz in the same
way as for the cases of dimension two and three: at each application of Stokes’ theorem, we remove a small
ball of radius ǫ from the point of singularity and then apply the dominated convergence theorem, letting
ǫ→ 0. For the clarity of the exposition, we do not repeat such details here.
By Lemma 5.5, in order to estimate (5.8), it is enough to prove, for every m ∈ {0, . . . , n− 1} and every
choice of m indices 1 ≤ i1 < · · · < im ≤ n− 1, that there exists a constant C such that∥∥∥∥∥
∫
Di1×···×Dim×∂Dj1×···×∂Djn−1−m×Dn
∂mgz
∂ζ¯i1 . . . ∂ζ¯im
dζ¯i1 ∧ · · · ∧ dζn
∥∥∥∥∥
L∞(Ω)
≤ C.
Here
{j1, . . . , jn−1−m} ∪ {i1, . . . , im} = {1, . . . , n− 1}.
Note that m = 0 corresponds to taking no derivatives, that is, showing that∥∥∥∥∥
∫
∂D1×···×∂Dn−1×Dn
gz dζi1 ∧ · · · ∧ dζn
∥∥∥∥∥
L∞(Ω)
≤ C.
Up to renaming the variables, because of the symmetries of the function gz, it is enough to prove, for every
m ∈ {0, . . . , n − 1}, that there exists a constant C such that∥∥∥∥∥
∫
D1×···×Dm×∂Dm+1×···×∂Dn−1×Dn
∂mgz
∂ζ¯1 . . . ∂ζ¯m
dζ¯1 ∧ · · · ∧ dζn
∥∥∥∥∥
L∞(Ω)
≤ C. (5.9)
Once again, we allow m to be equal to 0.
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We first prove a formula for the derivatives of gz . For every m = 1, . . . , n− 1 we have
∂gz
∂ζ¯1 . . . ∂ζ¯m
=
m!
(∏m
j=1 |ζj − zj |
2(m−1)
)(∏n−1
j=m+1(ζj − zj)|ζj − zj |
2m
)
(ζn − zn)|ζn − zn|
2m−2
Gm+1
. (5.10)
The proof of (5.10) is a simple induction on m. The case m = 1 is clear. Assume that (5.10) holds for
some m ≤ n− 2. Then
∂gz
∂ζ¯1 . . . ∂ζ¯m+1
= m!
( m∏
j=1
|ζj − zj |
2(m−1)
)
(ζm+1 − zm+1)
m
( n−1∏
j=m+2
(ζj − zj)|ζj − zj |
2m
)
(ζn − zn)|ζn − zn|
2m−2 ∂
∂ζ¯m+1
{(
(ζm+1 − zm+1)
G
)m+1}
.
(5.11)
It is easy to see that the right side of (5.11) is equal to the right side of (5.10) with m replaced by m+ 1.
Now that we have proved (5.10), we use it to show (5.9). We follow the strategy already employed in the
cases n = 2 and n = 3. Note that if b1, . . . , bn are non-negative real numbers, k1, . . . , kn are non-negative
integers, and k = k1 + · · ·+ kn, then
(b1 + · · ·+ bn)
k ≥ bk11 · · · b
kn
n . (5.12)
We write G =
∑n
j=1 bj, with bj =
∏n
l=1,l 6=j |ζl − zl|
2. By (5.12), we have
Gm+1 ≥ b
k1(m+1)
k
1 · · · b
kn(m+1)
k
n .
Hence (5.9) is proved if for every m ∈ {0, . . . , n− 1} we can find positive integers k = k1 + · · ·+ kn and a
constant C such that∥∥∥∥∥
∫
D1×···×Dm×∂Dm+1×···×∂Dn−1×Dn
Hm dζ¯1 ∧ · · · ∧ dζn
∥∥∥∥∥
L∞(Ω)
≤ C, (5.13)
where
Hm =
(∏m
j=1 |ζj − zj|
2(m−1)
)(∏n−1
j=m+1(ζj − zj)|ζj − zj |
2m
)
(ζn − zn)|ζn − zn|
2m−2
b
k1(m+1)
k
1 · · · b
kn(m+1)
k
n
. (5.14)
By the definition of the bj , we can rewrite (5.14) as
Hm =
(∏m
j=1 |ζj − zj|
2(m−1)
)(∏n−1
j=m+1(ζj − zj)|ζj − zj |
2m
)
(ζn − zn)|ζn − zn|
2m−2
|ζ1 − z1|
2(m+1)
k
(k2+···+kn) · · · |ζn − zn|
2(m+1)
k
(k1+···+kn−1)
. (5.15)
By Lemma 2.2 and Lemma 2.3, inequality (5.13) holds for some constant C if the numbers k, k1, . . . , kn
satisfy the system 
2(m+1)
k
(k − kj)− 2(m− 1) < 2 j = 1, . . . ,m
2(m+1)
k
(k − kj)− (2m+ 1) < 1 j = m+ 1, . . . , n− 1
2(m+1)
k
(k − kn)− (2m− 1) < 2
k1 + · · ·+ kn = k.
(5.16)
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Expanding, we see that (5.16) is equivalent to
kj >
k
m+1 j = 1, . . . ,m
kj > 0 j = m+ 1, . . . , n − 1
kn >
k
2(m+1)
k1 + · · ·+ kn = k.
(5.17)
One can easily verify that letting 
k = 4(n − 1)(m+ 1)
kj = 4(n − 1) + 1 j = 1, . . . ,m
kj = 1 j = m+ 1, . . . , n − 1
kn = k − (k1 + · · ·+ kn−1),
(5.18)
then the system (5.17) is satisfied for every choice of n ≥ 2 and m = 0, . . . , n−1. The proof of the theorem
is therefore complete. 
6. The integral operator T˜
Let Ω = D1×· · ·×Dn be the product of one-dimensional open bounded domains Dj with C
1,α boundary,
where 0 < α < 1. Let f = f1dz¯1 + · · · + fndz¯n be a ∂¯-closed (0, 1) form with components fj ∈ C
n−1,α(Ω).
In Section 5 we showed that a solution to ∂¯u = f in Ω that satisfies supnorm estimates in Ω is given by
u = Tf , where
Tf :=
n∑
s=1
(−1)s−1
∑
1≤i1<···<is≤n
T i1 . . . T is
(
∂s−1fis
∂z¯i1 . . . ∂z¯is−1
)
. (6.1)
Recall that for every set of indices {1 ≤ i1 < · · · < is ≤ n} we have
T i1 . . . T is
(
∂s−1fis
∂z¯i1 . . . ∂z¯is−1
)
(z1, . . . , zn) =
1
(−2πi)s
∫
Di1×···×Dis
∂s−1fis
∂ζ¯i1 . . . ∂ζ¯is−1
1
(ζi1 − zi1) . . . (ζis − zis)
.
(6.2)
Notation 6.1. To keep our formulas shorter, throughout this section we often omit the volume form when
displaying an integral.
The formula for Tf involves “solid integrals” over the domains Dj and derivatives up to order n− 1 of
the components fj. The goal of this section is to make explicit something that has already been achieved
in the proof of Theorem 5.2. Namely, we show how one can rewrite Tf in such a way that no derivatives of
the components fj appear in the formula, but paying the price of introducing integrals over the boundaries
∂Dj .
We start by defining
Gi1...isz :=
s∑
k=1
s∏
l=1
l 6=k
|ζil − zil |
2.
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Exploiting that f is ∂¯-closed, we can rewrite (6.2) as
T i1 . . . T is
(
∂s−1fis
∂z¯i1 . . . ∂z¯is−1
)
(z1, . . . , zn) =
1
(−2πi)s
s∑
k=1
∫
Di1×···×Dis
∂s−1fik
∂ζ¯i1 . . . ∂̂ζ¯k . . . ∂ζ¯is
∏s
l=1,l 6=k(ζil − zil)
(ζik − zik)G
i1...is
z
.
For convenience, we define
gk,i1...isz :=
∏s
l=1,l 6=k(ζil − zil)
(ζik − zik)G
i1...is
z
.
The proof of Theorem 5.2 shows that by repeated applications of Stokes’ theorem it is possible to move
all the derivatives from the components fj to the kernel functions g
k,i1...is
z . One thus obtains the following
formula:
T i1 . . . T is
(
∂s−1fis
∂z¯i1 . . . ∂z¯is−1
)
(z1, . . . , zn) =
1
(−2πi)s
s∑
k=1
s−1∑
m=0
(−1)m
∑
1≤j1<···<jm≤is
∫
Dj1×···×Djm×∂Dt1×···×∂Dts−m−1×Dik
fik(z
′, ζ)
∂mg
k,i1...is
z
∂ζ¯j1 . . . ∂ζ¯jm
.
(6.3)
Here, for every k, the jl and the tl are two complementary sets of indices in {i1, . . . , îk, . . . , is}. That is,
{j1, . . . , jm} ∪ {t1, . . . , ts−m−1} = {i1, . . . , îk, . . . , is}. (6.4)
For each integral in (6.3), we have denoted by ζ the variables upon which the integration occurs, and by
z′ the components of the point z = (z1, . . . , zn) in the variables that are not integrated. From now on we
will omit this bit of notation whenever there is no ambiguity.
Equation (6.3) combined with (6.1) achieves the goal described above: we now have a formula for Tf
which does not involve taking derivatives of the components fj. We have introduced, however, integrals
over the boundaries ∂Dj .
Example 6.2. We show the explicit formula for Tf that one obtains in the two-dimensional case following
the steps described above.
Tf = T 1f1 + T
2f2 −
1
(2πi)2
(∫
∂D1×D2
(ζ1 − z1)f2(ζ1, ζ2)
(ζ2 − z2)|ζ − z|2
dζ1 ∧ dζ¯2 ∧ dζ2
+
∫
D1×∂D2
(ζ2 − z2)f1(ζ1, ζ2)
(ζ1 − z1)|ζ − z|2
dζ¯1 ∧ dζ1 ∧ dζ2 −
∫
D1×D2
(ζ1 − z1)f1(ζ1, ζ2)
|ζ − z|4
dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2
−
∫
D1×D2
(ζ2 − z2)f2(ζ1, ζ2)
|ζ − z|4
dζ¯1 ∧ dζ1 ∧ dζ¯2 ∧ dζ2
)
.
(6.5)

In the proof of Theorem 5.2 we showed, for each choice of indices as in (6.4), that there exists a constant
C such that ∥∥∥∥∥
∫
Dj1×···×Djm×∂Dt1×···×∂Dts−m−1×Dik
∣∣∣∣ ∂mgk,i1...isz∂ζ¯j1 . . . ∂ζ¯jm
∣∣∣∣
∥∥∥∥∥
L∞(Ω)
≤ C. (6.6)
SUPNORM ESTIMATES FOR ∂¯ ON PRODUCT DOMAINS IN Cn 19
Hence the right side of (6.3) makes sense even when the components fj are just assumed continuous in Ω.
We can thus use (6.3) to define a new operator T [i1...is] on (0, 1) forms f with components fj ∈ C
0(Ω).
T [i1...is]f(z) :=
1
(−2πi)s
s∑
k=1
s−1∑
m=0
(−1)m
∑
1≤j1<···<jm≤is
∫
Dj1×···×Djm×∂Dt1×···×∂Dts−m−1×Dik
fik
∂mg
k,i1...is
z
∂ζ¯j1 . . . ∂ζ¯jm
.
(6.7)
Remark 6.3. When s = 1, formula (6.7) recovers the “slice” operators T i defined in (2.1). Note that, by
construction, if f is ∂¯-closed and with components fj ∈ C
n−1,α(Ω), for some 0 < α < 1, then
T [i1...is]f = T i1 . . . T is
(
∂s−1fis
∂z¯i1 . . . ∂z¯is−1
)
. (6.8)
We are now in a position to extend the operator T to all forms f with components fj ∈ C
0(Ω). For
such forms, we define
T˜f :=
n∑
s=1
(−1)s−1
∑
1≤i1<···<is≤n
T [i1...is]f. (6.9)
Remark 6.4. In dimension 2, a formula for T˜f is given by the right side of (6.5).
Remark 6.5. By (6.8), if the form f is ∂¯-closed and has components fj ∈ C
n−1,α(Ω) for some 0 < α < 1,
then
T˜f = Tf in Ω.
We expect that the operator T˜ will play a role in finding weak solutions to ∂¯u = f satisfying supnorm
estimates on a product domain Ω. Here f is a (0, 1) form that is ∂¯-closed in weak sense in Ω and has
components fj ∈ C
0(Ω).
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