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We discuss a general construction of a deformation of a smash
product algebra coming from an action of a particular Hopf algebra.
This Hopf algebra is generated by skew-primitive and group-
like elements, and depends on a complex parameter. The smash
product algebra is deﬁned on the quantum symmetric algebra of
a ﬁnite-dimensional vector space and a group. In particular, an
application of this result has enabled us to ﬁnd a deformation
of such a smash product algebra which is, to the best of our
knowledge, the ﬁrst known example of a deformation in which
the new relations in the deformed algebra involve elements of
the original vector space. Using Hochschild cohomology, we show
that the resulting deformations are nontrivial by giving the precise
characterization of the inﬁnitesimal.
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1. Introduction
A deformation of an algebra is obtained by slightly modifying its multiplicative structure. Defor-
mations arise in many areas of mathematics, such as combinatorics [3], representation theory [4], and
orbifold theory [5]. From this assertion, it is clear that the study of deformations of an algebra is of
utmost importance. The main interest in this work is to study deformations arising from an action of
a Hopf algebra.
According to Giaquinto’s survey paper [10], the works of Frölicher and Nijenhuis [6], and Kodaira
and Spencer [13] on deformations of complex manifolds set the basic foundations of the modern
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tion theory. Although the origins of deformations lie in analytic theory, the algebraic setting provides
a much more general framework.
In general, as described in [8], ﬁnding all possible deformations of an algebra is quite a challenging
task. For a certain kind of Hopf algebra, Witherspoon [20] has found an explicit formula that yields
a deformation of its Hopf module algebras. Applications of this formula have been studied in [12]
and [20] for the case of the smash product algebra of the symmetric algebra of a vector space with a
group. The purpose of this work is to extend these results to the case of the smash product algebra of
the quantum symmetric algebra of a vector space with a group, thus increasing the number of known
examples of deformations.
To place this work in context, let us brieﬂy describe what is known about deformations. First, let
us introduce some notation. In this work, the set of natural numbers N includes 0. By k, we will
denote a ﬁeld of characteristic 0. Unless stated otherwise, by ⊗ we mean ⊗k . Let V be a k-vector
space with a basis {w1, . . . ,wk} and T (V ) the tensor algebra of V . Let qij ∈ k× for which qii = 1 and
q ji = q−1i j for i, j = 1, . . . ,k. Set q = (qij). The quantum symmetric algebra Sq(V ) of V is deﬁned as
Sq(V ) = T (V )/(wiw j − qijw jwi | 1 i, j  k),
where the element wi ⊗ w j is abbreviated as wiw j . If qij = 1 for all i, j, then we obtain the sym-
metric algebra S(V ). Let G be a group acting linearly on V . If the action of G on V extends to all
of Sq(V ), then the smash product algebra Sq(V )#G is obtained by using Sq(V )⊗kG as a vector space
but with a new multiplication given by
(a#g)(b#h) = ag(b)#gh for all a,b ∈ Sq(V ), g,h ∈ G.
For further details on this construction, see [15].
Graded Hecke algebras, also known as Drinfeld Hecke algebras [4], can be viewed as deformations
of S(V )#G of type
(
T (V )#G
)
/
(
wiw j − w jwi −
∑
g∈G
ag(wi,w j)g
)
, where ag(wi,w j) ∈ k. (1.1)
Symplectic reﬂection algebras [5] and rational Cherednik algebras [3] are special cases of Drinfeld
Hecke algebras. Analogously, braided Cherednik algebras [1] are deformations of Sq(V )#G of type
(
T (V )#G
)
/
(
wiw j − qijw jwi −
∑
g∈G
ag(wi,w j)g
)
, where ag(wi,w j) ∈ k. (1.2)
For other types of deformations of S(V )#G and Sq(V )#G , not as much is known, and from what
is known, not all the resulting algebras are necessarily deﬁned by generators and relations. In some
cases, these algebras are obtained via a universal deformation formula, originally introduced by Gi-
aquinto and Zhang in [11], coming from a Hopf algebra action.
In his fundamental work [8], Gerstenhaber showed that two commuting derivations on an alge-
bra A lead to a deformation of A. Giaquinto and Zhang generalized this idea in [11] with their theory
of universal deformation formulas. The question that naturally arises is what about skew derivations.
The answer is that sometimes skew derivations do lead to a deformation via a Hopf algebra action, as
shown in [12] and [20] for the case of S(V )#G . The work presented here generalizes these results to
the quantum version, that is to the case of Sq(V )#G . This is particularly relevant since explicit exam-
ples of deformations of Sq(V )#G have proven to be diﬃcult to ﬁnd. Moreover, it turns out that some
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gory [2] (see Remark 3.11). We are conﬁdent that this newly found set of examples will be helpful in
the quest to understand deformations more generally.
This paper is organized as follows: In Section 2, we review the basics of algebraic deformation
theory and deﬁne some concepts that we will need. In Section 3, we construct some original examples
of deformations. In Section 4, we build a general theory that encompasses the examples found in
Section 3 as a special case. In Section 5, using Hochschild cohomology, we prove that the deformations
obtained in Section 4 are nontrivial.
2. Preliminaries
In this section, we deﬁne a deformation of an algebra and brieﬂy discuss the diﬃculties that arise
when trying to ﬁnd all possible deformations of a given algebra. We end this section by introducing
universal deformation formulas. The basics of algebraic deformation theory can be found in [8,9]
and [10].
Deﬁnition 2.1. Let t be an indeterminate. A formal deformation of a k-algebra A is an associative
algebra At over the formal power series ring kt with multiplication
a ∗ b = ab + μ1(a ⊗ b)t + μ2(a ⊗ b)t2 + · · ·
for all a,b ∈ A, where ab denotes the multiplication in A and the maps μi : A ⊗ A → A are k-linear
extended to be kt-linear.
Given an algebra A, a natural question that arises is to determine all possible deformations of A.
By Deﬁnition 2.1, we may restate this problem as follows: Find all sequences {μi} such that the cor-
responding map ∗ is associative on At. This associativity condition allows us to match coeﬃcients
of tn for n ∈N, which in turn gives conditions that the maps μi must satisfy. It is well-known that the
obstructions to the existence of the maps μi are Hochschild 3-coboundaries (see, for instance, [8]),
which motivates a recursive procedure to ﬁnd the maps μi . Such a procedure is a very diﬃcult pro-
cess, if at all possible. In fact, this is a potentially inﬁnite process. For this reason, many authors, such
as Guccione et al. [12] and Witherspoon [20], concentrate their efforts on the study of deformations
of an algebra coming from an action of a Hopf algebra.
Giaquinto and Zhang [11] developed the theory of universal deformation formulas. Here we deﬁne
a universal deformation formula based on a bialgebra. In what follows, by  and ε we denote the
comultiplication and the counit of the bialgebra.
Deﬁnition 2.2. A universal deformation formula based on a bialgebra B is an element F ∈ (B ⊗ B)t of
the form
F = 1B ⊗ 1B + t F1 + t2F2 + · · ·
where Fi ∈ B ⊗ B , for i = 1,2, . . . , satisfying the following three conditions:
(ε ⊗ idB)(F ) = 1⊗ 1B ,
(idB ⊗ ε)(F ) = 1B ⊗ 1,[
( ⊗ idB)(F )
]
(F ⊗ 1B) =
[
(idB ⊗ )(F )
]
(1B ⊗ F ).
Such a formula is universal in the sense that it applies to any B-module algebra A to yield a de-
formation of A (see Theorem 1.3 in [11] for a detailed proof). In particular, m ◦ F is the multiplication
in the deformed algebra of A, where m denotes the multiplication in A.
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q ∈C× . Let H be the algebra generated by D1, D2, σ and σ−1 subject to the relations
D1D2 = D2D1, qσ Di = Diσ for i = 1,2, σσ−1 = σ−1σ = 1.
Then H is a Hopf algebra with
(D1) = D1 ⊗ σ + 1⊗ D1, ε(D1) = 0, S(D1) = −D1σ−1,
(D2) = D2 ⊗ 1+ σ ⊗ D2, ε(D2) = 0, S(D2) = −σ−1D2,
(σ ) = σ ⊗ σ , ε(σ ) = 1, S(σ ) = σ−1,
where S denotes the antipode of H . Let n ∈ Z, n 2. Let I be the ideal of H generated by Dn1 and Dn2.
If q is a primitive nth root of unity, then I is a Hopf ideal. Thus, the quotient H/I is also a Hopf
algebra. Deﬁne
Hq =
{
H/I, if q is a primitive nth root of unity,
H, if q = 1 or q is not a root of unity.
Witherspoon proved in [20] that
expq(tD1 ⊗ D2) =
⎧⎨
⎩
∑n−1
i=0
1
(i)q! (tD1 ⊗ D2)i, if q is a primitive nth root of unity,∑∞
i=0 1(i)q! (tD1 ⊗ D2)i, if q = 1 or q is not a root of unity,
is a universal deformation formula based on Hq , where (i)q denotes the quantum integer and (i)q!
the quantum factorial. Therefore, for every Hq-module algebra A,
m ◦ expq(tD1 ⊗ D2) (2.3)
yields a formal deformation of A, where m denotes the multiplication in A. By an Hq-module alge-
bra A, we mean an algebra that is also an Hq-module, for which the two structures are compatible,
that is
h(ab) =
∑
h1(a)h2(b) and h(1A) = ε(h)1A for all h ∈ Hq, a,b ∈ A, (2.4)
where the sigma notation
(h) =
∑
h1 ⊗ h2 ∈ Hq ⊗ Hq for h ∈ Hq
is as in [15].
We end this section with the following notation which we will use in Section 5. Denote by V ∗ the
dual vector space of V and by {w∗1, . . . ,w∗k } the corresponding dual basis, i.e. w∗i (w j) = δi j, where δi j
denotes the Kronecker symbol. For any α ∈Nk , the length |α| of α is deﬁned as
|α| =
k∑
i=1
αi .
For α ∈Nk , we deﬁne wα = wα11 · · ·wαkk . Finally, whenever A is a set and G a group acting on A, we
will denote by AG the elements of A that are invariant under this action.
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∧
q
(V ) = T (V )/(wiw j + qijw jwi | 1 i, j  k).
If qij = 1 for all i, j, then we obtain the exterior algebra ∧(V ). Denote the multiplication in ∧q(V )
by ∧. For any β ∈ {0,1}k , let w∧β denote the vector w j1 ∧ · · · ∧ w jm ∈
∧m
(V ), which is deﬁned by
m = |β|, β j = 1 for all  = 1, . . . ,m, and 1 j1 < · · · < jm  k.
3. A motivational example
The example described in this section is, to the best of our knowledge, the ﬁrst known example of
a deformation of Sq(V )#G in which the new relations in the deformed algebra involve not only group
elements and the indeterminate, but also elements of V (compare to (1.1) and (1.2)). We also present
a generalization of this motivational example, which in turn generates numerous new examples of
deformations of Sq(V )#G .
Let k = C and dim(V ) = 3. Let q ∈ C be a primitive nth root of unity for n  2. Deﬁne Sq(V ) by
setting q12 = q13 = q and q23 = 1. Let
G = 〈σ1,σ2 ∣∣ σ n1 = σ n2 = 1, σ1σ2 = σ2σ1〉
be a group acting on Sq(V ) via
σ1(w1) = qw1, σ1(w2) = w2, σ1(w3) = qw3,
σ2(w1) = w1, σ2(w2) = qw2, σ2(w3) = qw3.
Deﬁne the functions χi : G →C× by
g(wi) = χi(g)wi for all g ∈ G, i = 1,2,3.
In particular, χ1(σ1) = q and χ1(σ2) = 1. Deﬁne an action of Hq on the generators of Sq(V ) and on G
by
D1(w1) = σ2, D2(w1) = 0, σ (w1) = qw1,
D1(w2) = 0, D2(w2) = w3σ1σ−12 , σ (w2) = w2,
D1(w3) = 0, D2(w3) = 0, σ (w3) = w3,
D1(g) = 0, D2(g) = 0, σ (g) = χ1
(
g−1
)
g. (3.1)
Then extend this action of Hq to Sq(V )#G under the following conditions:
D1(ab) = D1(a)σ (b) + aD1(b),
D2(ab) = D2(a)b + σ(a)D2(b),
σ (ab) = σ(a)σ (b), (3.2)
for all a,b ∈ Sq(V )#G .
Remark 3.3. The extension conditions follow from the deﬁnition of the coproduct in Hq . This is done
so as to obtain an Hq-module algebra, which is shown to be true in the upcoming discussion.
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action of Hq on Sq(V ) and G to Sq(V )#G is given by the following formulas:
D1
(
wi1w
j
2w
m
3 g
)= (i)qq j+mχ1(g−1)wi−11 w j2wm3 σ2g,
D2
(
wi1w
j
2w
m
3 g
)= ( j)q−1qiwi1w j−12 wm+13 σ1σ−12 g,
σ
(
wi1w
j
2w
m
3 g
)= qiχ1(g−1)wi1w j2wm3 g,
where a negative exponent of w ( = 1,2,3) is interpreted to be 0. In this setting, Sq(V )#G is an Hq-module
algebra.
Proof. Since the action of Hq is deﬁned on the generators by (3.1) and the extension is given by (3.2),
it is suﬃcient to check that the relations of Hq are preserved by the generators of Sq(V )#G , and that
the relations of Sq(V )#G are preserved by the generators of Hq . For the sake of brevity, we omit the
details. 
Remark 3.5. By construction, σ is an automorphism of Sq(V )#G , D1 acts as a σ ,1-skew derivation
and D2 acts as a 1, σ -skew derivation of Sq(V )#G .
As a consequence of Proposition 3.4, if we set, for instance, q = −1 (and hence n = 2), then
by (2.3), we get that
m ◦ expq(tD1 ⊗ D2) =m ◦
(
n−1∑
i=0
1
(i)q! (tD1 ⊗ D2)
i
)
=m ◦ (id⊗ id+ tD1 ⊗ D2) (3.6)
yields a deformation of Sq(V )#G .
Proposition 3.7. If q = −1, then the deformation of Sq(V )#G given by (3.6) is
(
T (V )#G
)
t/(w1w2 + w2w1 + tw3σ1,w1w3 + w3w1,w2w3 − w3w2).
Proof. Let us denote by D the deformation of Sq(V )#G obtained by deﬁning the multiplication on
(Sq(V )#G)t by (3.6). To ﬁnd the new relations in the deformed algebra D, consider, for example,
w1 ∗ w2 =
(
m ◦ (id⊗ id+ tD1 ⊗ D2)
)
(w1 ⊗ w2)
=m(w1 ⊗ w2) +m
(
t(D1 ⊗ D2)(w1 ⊗ w2)
)
= w1w2 +m
(
t
(
D1(w1) ⊗ D2(w2)
))
= w1w2 +m
(
t
(
σ2 ⊗ w3σ1σ−12
))
= w1w2 + tσ2w3σ1σ−12
= w1w2 − tw3σ1.
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(
m ◦ (id⊗ id+ tD1 ⊗ D2)
)
(w2 ⊗ w1)
=m(w2 ⊗ w1) +m
(
t(D1 ⊗ D2)(w2 ⊗ w1)
)
= w2w1 +m
(
t
(
D1(w2) ⊗ D2(w1)
))
= w2w1.
Since σi ∗ w j = σi w j and w j ∗ σi = w jσi for any i, j, we have
w1 ∗ w2 + w2 ∗ w1 = w1w2 + w2w1 − tw3σ1 = −tw3σ1 = −tw3 ∗ σ1,
due to the fact that w1w2 = −w2w1 in the original algebra. Dropping the ∗ notation, we get that the
new relation in D is
w1w2 + w2w1 = −tw3σ1,
as desired. Similar calculations show that in the deformed algebra D, the following relations also
hold:
w1w3 = −w3w1 and w2w3 = w3w2.
Deﬁne an algebra homomorphism
ϕ : (T (V )#G)t→D,
wi 	→ wi,
g 	→ g.
By construction, the map ϕ is surjective. To see this, recall that by deﬁnition, D is (Sq(V )#G)t as
a vector space. As a free kt-module, D has a free generating set {wα1 wβ2wγ3 g | α,β,γ ∈N, g ∈ G}.
Since ϕ is a well-deﬁned algebra map, the element wα1 w
β
2w
γ
3 g is in the image of ϕ .
Let I denote the ideal of (T (V )#G)t generated by the relations
w1w2 + w2w1 + tw3σ1, w1w3 + w3w1, w2w3 − w3w2.
The calculations presented above show that I ⊆ ker(ϕ). Note that (T (V )#G)t/I is a ﬁltered algebra,
due to the nature of the elements of I .
By an induction argument on the degree, it is possible to show that the elements of the form
wα1 w
β
2w
γ
3 g , where α, β and γ are nonnegative integers, span (T (V )#G)t/I as a free kt-module.
Thus, the kt-rank of the associated graded algebra of (T (V )#G)t/I in each degree n is at most the
number of elements of the form wα1 w
β
2w
γ
3 g with α +β +γ = n. On the other hand, since I ⊆ ker(ϕ),
the map ϕ induces a surjective algebra map
(
T (V )#G
)
t/I −→D.
Thus, the kt-rank of the associated graded algebra of (T (V )#G)t/I in each degree n is at least
the kt-rank of the associated graded algebra of D in degree n. Since the elements of the form
wα1 w
β
2w
γ
3 g form a basis of D, it follows that the deformation is precisely (T (V )#G)t/I . 
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terminate t and the group element σ1. Thus, restricting to the polynomial algebra (T (V )#G)[t] and
specializing to t = 1, this deformation involves relations of type
wiw j − qijw jwi −
∑
g∈G
wmag(wi,w j)g for somem.
Notice that these relations differ from those used to deﬁne the braided Cherednik algebras (1.2) by
the presence of the vector space element wm .
Remark 3.8. The arguments presented in the proof of Proposition 3.7 can be generalized to any prim-
itive nth root of unity q for n 2, in which case the deformation can be found to be
(
T (V )#G
)
t/(w1w2 + w2w1 − qtw3σ1,w1w3 + w3w1,w2w3 − w3w2). (3.9)
To see this, it is suﬃcient to notice that D2i (w j) = 0 for i, j = 1,2.
Remark 3.10. Notice that the deformation (3.9) of Sq(V )#G is a graded deformation in the sense of
Braverman and Gaitsgory [2]. To see this, we assign degree 1 to the indeterminate t and to the vector
space elements wi , and degree 0 to the group elements g . In this way, each of the relations obtained
is homogeneous of degree 2. Therefore, the quotient is graded.
Remark 3.11. This example can be generalized to higher dimensions as follows: Let q be a primitive
nth root of unity (n  2) and let dim(V ) = k  3. Set q1 j = q for j = 2, . . . ,k, and qij = 1 for i, j =
2, . . . ,k. Let G = 〈σ1, σ2 | σ n1 = σ n2 = 1, σ1σ2 = σ2σ1〉 be a group acting on Sq(V ) via
σ1(w1) = qw1, σ1(w2) = w2, σ1(w3) = qw3, . . . , σ1(wk) = qwk,
σ2(w1) = w1, σ2(w2) = qw2, σ2(w3) = qw3, . . . , σ2(wk) = qwk.
Deﬁne the functions χi : G →C× by
g(wi) = χi(g)wi for all g ∈ G, i = 1, . . . ,k.
Deﬁne an action of Hq on the generators of Sq(V ) and on G as follows:
Let α1,α2, . . . ,αk−2, β1, β2, . . . , βk−2 ∈N. Then deﬁne
D1(w1) = wα1n3 wα2n4 · · ·wαk−2 nk σ2, D2(w1) = 0,
D1(w2) = 0, D2(w2) = wβ1n+13 wβ2n4 · · ·wβk−2 nk σ1σ−12 ,
D1(w3) = 0, D2(w3) = 0,
...
...
D1(wk) = 0, D2(wk) = 0,
D1(g) = 0, D2(g) = 0,
and
σ(w1) = qw1, σ (w2) = w2, σ (w3) = w3, . . . , σ (wk) = wk, σ (g) = χ1
(
g−1
)
g.
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by {wi11 wi22 . . .wikk g | i1, . . . , ik ∈N, g ∈ G}, then we obtain the following formulas:
D1
(
wi11 w
i2
2 . . .w
ik
k g
)= (i1)qqi2+···+ikχ1(g−1)wi1−11 wi22 wi3+α1n3 . . .wik+αk−2 nk σ2g,
D2
(
wi11 w
i2
2 . . .w
ik
k g
)= (i2)q−1qi1wi11 wi2−12 wi3+β1n+13 wi4+β2n4 . . .wik+βk−2 nk σ1σ−12 g,
σ
(
wi11 w
i2
2 . . .w
ik
k g
)= qi1χ1(g−1)wi11 wi22 . . .wikk g.
It is possible to show that Sq(V )#G is an Hq-module algebra in this case as well. Thus, again by (2.3),
m ◦ expq(tD1 ⊗ D2) gives a deformation of Sq(V )#G .
If q = −1, then as before, m ◦ (id⊗ id+ tD1 ⊗ D2) yields a deformation which, in this case, can be
found to be the quotient of (T (V )#G)t by an ideal that contains the following elements:
w1w2 + w2w1 + t(−1)(β1+···+βk−2)nw(α1+β1)n+13 w(α2+β2)n4 · · ·w(αk−2+βk−2)nk σ1, (3.12)
w1w j + w jw1 for j = 3, . . . ,k,
wiw j − w jwi for i, j = 2, . . . ,k.
The proof of this statement is analogous to the proof of Proposition 3.7. For the sake of brevity, we
skip the details. Notice that in this case we do not obtain a graded deformation in the sense of
Braverman and Gaitsgory [2] unless α1 = · · · = αk−2 = β1 = · · · = βk−2 = 0.
4. The general construction
Let us present some generalizations of the results obtained in [12] and [20] to the case of
Sq(V )#G . We provide the necessary and suﬃcient conditions for Sq(V )#G to have the structure of
an Hq-module algebra under some assumptions. As a consequence, by applying (2.3), we obtain more
explicit examples of deformations.
4.1. Hq-module algebra structures on arbitrary algebras
Let A be a k-algebra and let σ , D1, D2 : A → A be arbitrary k-linear maps. By abuse of notation,
we identify σ , D1 and D2 with the generators of Hq by the same name. Then A can be given the
structure of an Hq-module via a (necessarily unique) k-linear map ρ : Hq ⊗ A → A if and only if the
maps σ , D1 and D2 satisfy the following conditions:
σ is a bijective map, (4.1a)
D1D2 = D2D1, (4.1b)
qσ Di = Diσ for i = 1,2, (4.1c)
if q is a primitive nth root of unity, then Dn1 = Dn2 = 0. (4.1d)
Here and in what follows, by Dni we mean applying Di n times.
Remark 4.2. To see why conditions (4.1) are necessary and suﬃcient, notice that if we are given maps
σ , D1 and D2 as linear operators from A to A, there is only one possible way that we can extend this
action to all the elements of Hq . So if such an extension exists, it is unique. The only question then is
whether such an action is well-deﬁned. Since we start with actions of σ , D1 and D2 on A, we would
need to check the relations of Hq , which are precisely conditions (4.1).
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these maps must satisfy so that A becomes an Hq-module algebra via the map ρ .
Theorem 4.3. Let σ , D1, D2 : A → A be k-linear maps satisfying (4.1). Then A is an Hq-module algebra via
the map ρ if and only if
σ(ab) = σ(a)σ (b) for all a,b ∈ A, (4.4a)
D1(ab) = D1(a)σ (b) + aD1(b) for all a,b ∈ A, (4.4b)
D2(ab) = D2(a)b + σ(a)D2(b) for all a,b ∈ A. (4.4c)
Proof. See [12, Theorem 2.4] and set α to be the identity map on A. 
4.2. Hq-module algebra structures on smash products
In what follows, dim(V ) = k 3. Assume that the action of G on V is diagonal with respect to the
basis {w1, . . . ,wk}. Then there exist maps χi : G → k× such that
g(wi) = χi(g)wi for all g ∈ G, i = 1, . . . ,k.
Extend the action of G on V to Sq(V ) by algebra automorphisms.
Theorem 4.5. Let σ , D1, D2 : V ⊕kG → Sq(V )#G be k-linear maps. Suppose there exists a group homomor-
phism ξ : G → k× such that
σ(g) = ξ(g)g for all g ∈ G.
Then σ , D1, D2 extend to give Sq(V )#G the structure of an Hq-module algebra if and only if for all g ∈ G,
 = 1,2, i, j = 1, . . . ,k, the following conditions hold:
σ : V → V is a bijective kG-linear map, (4.6a)
D1D2(wi) = D2D1(wi), (4.6b)
D1D2(g) = D2D1(g), (4.6c)
qσ D(wi) = Dσ (wi), (4.6d)
qσ D(g) = ξ(g)D(g), (4.6e)
if q is a primitive nth root of unity, then Dn1 = Dn2 = 0, (4.6f)
D(wiw j) = D(qijw jwi), (4.6g)
σ(wiw j) = σ(qijw jwi), (4.6h)
D
(
g(wi)g
)= D(gwi). (4.6i)
Proof. Notice that V ⊕ kG embeds into Sq(V )#G , so in order to apply Theorem 4.3, ﬁrst we need
to extend the maps σ , D1 and D2 from V ⊕ kG to Sq(V )#G by requiring conditions (4.4) to hold.
In order to obtain well-deﬁned k-linear maps from Sq(V )#G to Sq(V )#G , we need to check that the
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and (4.6i). Notice that σ automatically preserves the relation g(wi)g = gwi since by assumption,
g(wi) = χi(g)wi and σ(g) = ξ(g)g for all g ∈ G, i = 1, . . . ,k,
and by (4.6a), σ : V → V commutes with the action of G , that is
σ
(
g(wi)
)= g(σ(wi)) for all g ∈ G, i = 1, . . . ,k.
Next, we need to make sure that the relations of Hq hold, that is items (4.1). Notice that (4.1a) is
equivalent to (4.6a) since σ is bijective on kG by its deﬁnition. Moreover, (4.1d) is precisely (4.6f).
Since it is enough to show that the relations of Hq are satisﬁed by the generators of Sq(V )#G , it
follows that (4.1b) is equivalent to (4.6b) and (4.6c), and (4.1c) is equivalent to (4.6d) and (4.6e). 
Remark 4.7. This result was obtained for the case of S(V )#G in [12]. Thus, Theorem 4.5 is a gener-
alization of [12, Theorem 3.5] to Sq(V )#G with α being the identity map on Sq(V )#G , s the twist
map, χα(g) = 1 and χς (g) = χ1(g−1) for all g ∈ G .
4.3. A special case of Hq-module algebra structures on smash products
The following result makes it easier to come up with more explicit examples of deformations of
Sq(V )#G . The setting is as in Section 4.2.
Theorem 4.8. Let σ , D1, D2 : V ⊕ kG → Sq(V )#G be k-linear maps. Assume that the action of σ on V is
diagonal with respect to the basis {w1, . . . ,wk}. Let λi(σ ) ∈ k× be deﬁned by
σ(wi) = λi(σ )wi for all i = 1, . . . ,k.
Suppose there exists a group homomorphism ξ : G → k× such that
σ(g) = ξ(g)g for all g ∈ G.
Choose P1, P2 ∈ Sq(V ) such that there are scalars qPi ,w j satisfying the following equation:
Piw j = qPi ,w j w j P i for all i = j.
Assume that
D1(w1) = P1g1, D1(wi) = 0 for all i = 1, D1(g) = 0 for all g ∈ G,
D2(w2) = P2g2, D2(wi) = 0 for all i = 2, D2(g) = 0 for all g ∈ G,
with g1, g2 ∈ G. If P1 and P2 are nonzero, then there is an Hq-module algebra structure on Sq(V )#G, for
which σ , D1, D2 act as the above chosen maps, if and only if
qP1,wi = q1iλ−1i (σ )χi
(
g−11
)
for all i = 1, (4.9a)
qP2,wi = q2iλi(σ )χi
(
g−12
)
for all i = 2, (4.9b)
g1 and g2 belong to the center of G, (4.9c)
g(P1) = χ1(g)ξ(g)P1 for all g ∈ G, (4.9d)
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(
g−1
)
P2 for all g ∈ G, (4.9e)
P1 ∈ ker(D2) and P2 ∈ ker(D1), (4.9f)
σ(Pi) = q−1λi(σ )ξ
(
g−1i
)
Pi for i = 1,2, (4.9g)
if q is a primitive nth root of unity, then Dn1 = Dn2 = 0. (4.9h)
Proof. Notice that condition (4.9h) is exactly (4.6f). Since σ(wi) = λi(σ )wi for all i = 1, . . . ,k, where
λi(σ ) ∈ k× , it follows that σ : V → V is bijective. Since, in addition, g(wi) = χi(g)wi for all g ∈ G ,
i = 1, . . . ,k, we have that σ : V → V is a kG-linear map. Thus, condition (4.6a) is satisﬁed. Also note
that condition (4.6h) is satisﬁed by the assumption that σ(wi) = λi(σ )wi for all i = 1, . . . ,k. Since by
assumption D1(g) = D2(g) = 0 for all g ∈ G , conditions (4.6c) and (4.6e) hold.
We claim that conditions (4.9a) and (4.9b) are equivalent to (4.6g). For i = 1,
D1(w1wi) = D1(w1)σ (wi) + w1D1(wi) = D1(w1)σ (wi) = P1g1λi(σ )wi
= λi(σ )P1g1(wi)g1 = λi(σ )χi(g1)P1wi g1
and
D1(q1i wiw1) = q1i D1(wi)σ (w1) + q1i wi D1(w1) = q1i wi D1(w1)
= q1i wi P1g1 = q1iq−1P1,wi P1wi g1.
Therefore, D1(w1wi) = D1(q1i wiw1) is equivalent to
qP1,wi = q1iλ−1i (σ )χi
(
g−11
)
for all i = 1.
Similarly, for i = 2,
D2(w2wi) = D2(w2)wi + σ(w2)D2(wi) = D2(w2)wi = P2g2wi
= P2g2(wi)g2 = χi(g2)P2wi g2
and
D2(q2i wiw2) = q2i D2(wi)w2 + q2iσ(wi)D2(w2) = q2iσ(wi)D2(w2)
= q2iλi(σ )wi P2g2 = q2iλi(σ )q−1P2,wi P2wi g2.
Therefore, D2(w2wi) = D2(q2i wiw2) is equivalent to
qP2,wi = q2iλi(σ )χi
(
g−12
)
for all i = 2.
We claim that conditions (4.9c), (4.9d) and (4.9e) are equivalent to (4.6i). Since D1(g) = 0 for all
g ∈ G , we have
D1
(
g(wi)g
)= D1(g(wi))σ(g) + g(wi)D1(g) = D1(g(wi))σ(g) = χi(g)ξ(g)D1(wi)g
and
D1(gwi) = D1(g)σ (wi) + gD1(wi) = gD1(wi).
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χi(g)ξ(g)D1(wi)g = gD1(wi)
holds for all g ∈ G , i = 1, . . . ,k, if and only if conditions (4.9c) and (4.9d) are satisﬁed.
There are two possible cases, namely i = 1 or i = 1. If i = 1, then
χ1(g)ξ(g)D1(w1)g = gD1(w1)
simpliﬁes to
χ1(g)ξ(g)P1g1g = gP1g1.
This is equivalent to
χ1(g)ξ(g)P1g1g = g(P1)gg1,
which holds if and only if g1 belongs to the center of G and g(P1) = χ1(g)ξ(g)P1 for all g ∈ G . If
i = 1, then D1(wi) = 0 so both sides of the equation are equal to zero.
Similarly, since D2(g) = 0 for all g ∈ G , we have
D2
(
g(wi)g
)= D2(g(wi))g + σ (g(wi))D2(g) = D2(g(wi))g = χi(g)D2(wi)g
and
D2(gwi) = D2(g)wi + σ(g)D2(wi) = σ(g)D2(wi) = ξ(g)gD2(wi).
Thus, it is enough to show that
χi(g)D2(wi)g = ξ(g)gD2(wi)
holds for all g ∈ G , i = 1, . . . ,k, if and only if conditions (4.9c) and (4.9e) are satisﬁed.
Again, there are two possible cases, namely i = 2 or i = 2. If i = 2, then
χ2(g)D2(w2)g = ξ(g)gD2(w2)
simpliﬁes to
χ2(g)P2g2g = ξ(g)gP2g2.
This is equivalent to
ξ
(
g−1
)
χ2(g)P2g2g = g(P2)gg2,
which holds if and only if g2 belongs to the center of G and g(P2) = ξ(g−1)χ2(g)P2 for all g ∈ G . If
i = 2, then D2(wi) = 0 so both sides of the equation are equal to zero.
We claim that condition (4.9f) is equivalent to (4.6b). To see this, notice that D1D2(wi) =
D2D1(wi) is trivially satisﬁed for wi where i = 1,2. Since D1D2(w1) = 0 and
D2D1(w1) = D2(P1g1) = D2(P1)g1 + σ(P1)D2(g1) = D2(P1)g1,
we have that D1D2(w1) = D2D1(w1) holds if and only if P1 ∈ ker(D2).
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D1D2(w2) = D1(P2g2) = D1(P2)σ (g2) + P2D1(g2) = D1(P2)σ (g2),
we have that D1D2(w2) = D2D1(w2) holds if and only if P2 ∈ ker(D1).
We claim that condition (4.9g) is equivalent to (4.6d). For i = 1,2, we have
Diσ(wi) = Di
(
λi(σ )wi
)= λi(σ )Di(wi) = λi(σ )Pi gi
and
qσ Di(wi) = qσ(Pi gi) = qσ(Pi)σ (gi) = qξ(gi)σ (Pi)gi .
Therefore, Diσ(wi) = qσ Di(wi) holds if and only if σ(Pi) = q−1λi(σ )ξ(g−1i )Pi for i = 1,2. On the
other hand, for i = 1,2, we have D1(wi) = 0= D2(wi) so both sides of the equation
D jσ(wi) = qσ D j(wi) for j = 1,2, i = 1, . . . ,k,
are zero. 
Remark 4.10. The idea behind this result comes from [12], which deals with the case of S(V )#G . Thus,
Theorem 4.9 is a generalization of [12, Theorem 3.6] to Sq(V )#G with f (g,h) = 1 for all g,h ∈ G ,
λ1g = χ1(g), λ2g = χ2(g) for all g ∈ G , ν1 = 1, and ν2 = 1, but with new assumptions on σ , P1
and P2.
Remark 4.11. If we set
k = 3, P1 = 1, P2 = w3, g1 = σ2, g2 = σ1σ−12 ,
λ1(σ ) = q, λ2(σ ) = λ3(σ ) = 1,
qP1,w2 = qP1,w3 = qP2,w3 = 1, qP2,w1 = q−1,
then we can apply Theorem 4.8 to the motivational example presented in Section 3. We may also
apply Theorem 4.8 to the generalization of the motivational example constructed in Remark 3.11 if
we set
P1 = wα1n3 wα2n4 · · ·wαk−2nk , P2 = wβ1n+13 wβ2n4 · · ·wβk−2nk , g1 = σ2, g2 = σ1σ−12 ,
λ1(σ ) = q, λi(σ ) = 1 for i = 2, . . . ,k,
qP1,wi = 1 for i = 2, . . . ,k,
qP2,w1 = q−(β1n+1+β2n+···+βk−2n), qP2,wi = 1 for i = 3, . . . ,k.
Recall the multiplication in the deformed algebra given in Deﬁnition 2.1. If, in the setting of The-
orem 4.8, we want to ﬁnd, for instance, an expression for the map μ1, then we can proceed as
follows: By (2.3), we have that m ◦ expq(tD1 ⊗ D2) gives a deformation of Sq(V )#G , where m is the
multiplication in Sq(V )#G . As a consequence,
μ1 =m ◦ (D1 ⊗ D2). (4.12)
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purposes. We believe that it might be possible to prove these same results in a more general setting.
This is a subject for future research.
5. Nontriviality of the deformations
Once we have found a formal deformation of an algebra, it may turn out that this deformation
is trivial, in the sense that it is isomorphic to the formal power series ring with coeﬃcients in the
original algebra. To verify that we have indeed obtained a new object, we must prove that such
an isomorphism does not exist, which may be diﬃcult to do directly. Using Hochschild cohomology
makes this easier to show.
The main goal of this section is to prove that the deformations of Sq(V )#G obtained in Section 4
are not isomorphic to (Sq(V )#G)t. We begin by brieﬂy describing the connection between alge-
braic deformation theory and Hochschild cohomology. Then we give the precise characterization of
the inﬁnitesimal of the deformations that result from Theorem 4.8 and (2.3). As we will see, this
characterization suﬃces to prove the nontriviality of the resulting deformations.
5.1. Deformations and Hochschild cohomology
The deformations of any algebra are intimately related to its Hochschild cohomology. According
to [10], Gerstenhaber’s works [7] and [8] marked the beginning of the study of the connection be-
tween Hochschild cohomology and algebraic deformation theory. He showed that for an algebra A,
the space HHi(A) with i  3 has a natural interpretation related to the maps μi and the obstruc-
tions to the existence of the maps μi . In particular, the map μ1 is a Hochschild 2-cocycle and the
obstructions to the existence of the maps μi for i  2 are Hochschild 3-cocycles.
The relation between (quantum) Drinfeld Hecke algebras and Hochschild cohomology is discussed
in [18] and [17]. Roughly speaking, quantum Drinfeld Hecke algebras are generalizations of Drin-
feld Hecke algebras in which polynomial rings are replaced by quantum polynomial rings (see [17]
and [14] for a precise deﬁnition).
As shown in [10, Section 4], if we can prove that the Hochschild cocycle μ1 represents a nonzero
element in the Hochschild cohomology ring, i.e. it is not a coboundary, then this automatically implies
that the deformation is nontrivial.
5.2. The precise characterization of the inﬁnitesimal
For the rest of this section, we will work in the setting of Section 4.3. We will assume that all the
conditions necessary for Theorem 4.8 to hold are fulﬁlled. We will also assume that the group G is
ﬁnite and that P1 and P2 are elements of the subalgebra of Sq(V ) generated by {w3, . . . ,wk}. Notice
that the examples presented in Section 3 satisfy these assumptions.
Recall that at the end of Section 4, we found μ1 in the setting of Theorem 4.8 (see (4.12)). In
this section, we will give a direct veriﬁcation that in this case μ1 is indeed a Hochschild 2-cocycle
by identifying which Hochschild 2-cocycle μ1 is in relation to a known calculation of the Hochschild
cohomology ring of Sq(V )#G . Finally, we will prove that this Hochschild 2-cocycle is nonzero in the
Hochschild cohomology ring. As a consequence, the deformations found using Theorem 4.8 and (2.3)
are nontrivial.
As explained in Remark 3.5, D1 is a σ ,1-skew derivation, and D2 is a 1, σ -skew derivation
of Sq(V )#G . From this it can be directly derived that the inﬁnitesimal μ1, deﬁned in (4.12), is a
Hochschild 2-cocycle for Sq(V )#G , that is μ1 satisﬁes
aμ1(b, c) + μ1(a,bc) = μ1(ab, c) + μ1(a,b)c for all a,b, c ∈ Sq(V )#G.
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HH2
(
Sq(V ), Sq(V )#G
)∼=⊕
g∈G
⊕
β∈{0,1}k
|β|=2
⊕
α∈Nk
α−β∈Cg
spank
{(
wα#g
)⊗ (w∗)∧β} (5.1)
as a subspace of (Sq(V )#G) ⊗∧2q−1 (V ∗), where Cg is deﬁned to be
Cg =
{
γ ∈ (N∪ {−1})k ∣∣∣ for every i = 1, . . . ,k, k∏
j=1
q
γ j
i j = χi(g) or γi = −1
}
(5.2)
for g ∈ G . The following result shows that P1g1P2g2 ⊗ w∗1 ∧ w∗2 is a Hochschild 2-cocycle. Later, in
Proposition 5.6, we will show that in fact P1g1P2g2 ⊗w∗1 ∧w∗2 may be identiﬁed with our Hochschild
2-cocycle μ1 deﬁned in (4.12).
Proposition 5.3. The element P1g1P2g2 ⊗ w∗1 ∧ w∗2 is a representative of an element of HH2(Sq(V )#G).
Proof. By [16, Theorem 4.7], it suﬃces to show that P1g1P2g2 ⊗ w∗1 ∧ w∗2 is a representative of an
element of HH2(Sq(V ), Sq(V )#G) and is invariant under the action of G . For the ﬁrst part, consider
the following simple calculation: By (4.9e), we have that
P1g1P2g2 = (P1#g1)(P2#g2) = P1g1(P2)#g1g2 = ξ
(
g−11
)
χ2(g1)P1P2#g1g2.
Thus, set g = g1g2 in (5.2). The elements P1 and P2 are linear combinations of monomials of the form
wρ11 w
ρ2
2 · · ·wρkk and wδ11 wδ22 · · ·wδkk , respectively, for some ρ, δ ∈N,  = 1, . . . ,k. However, since any
calculations can be done term-by-term, it suﬃces to work with just the monomials. Thus, we have
P1P2 = wρ11 · · ·wρkk wδ11 · · ·wδkk .
Set α = (ρ1 + δ1, . . . , ρk + δk) and β = (1,1,0, . . . ,0) in (5.1). To show that
P1g1P2g2 ⊗ w∗1 ∧ w∗2 ∈ HH2
(
Sq(V ), Sq(V )#G
)
,
we need to prove that α − β ∈ Cg with g = g1g2, where
α − β = (ρ1 + δ1, . . . , ρk + δk) − (1,1,0, . . . ,0)
= (ρ1 + δ1 − 1,ρ2 + δ2 − 1,ρ3 + δ3, . . . , ρk + δk).
That is, we want to show that for every i = 1, . . . ,k, the following holds:
qρ1+δ1−1i1 q
ρ2+δ2−1
i2 q
ρ3+δ3
i3 · · ·qρk+δkik = χi(g1)χi(g2) or γi = −1.
Notice that when i = 1,2, ρi = δi = 0, and therefore, γi = −1. Otherwise, consider the following:
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=
(
k∏
j=1
q
δ j
ji
)
wρ11 · · ·wρkk wiwδ11 · · ·wδkk
=
(
k∏
j=1
q
ρ j
ji
)(
k∏
j=1
q
δ j
ji
)
wiw
ρ1
1 · · ·wρkk wδ11 · · ·wδkk
=
(
k∏
j=1
q
ρ j+δ j
ji
)
wi P1P2.
By (4.9a) and (4.9b), we also have that for i = 1,2,
P1P2wi = P1qP2,wi wi P2 = q2iλi(σ )χi
(
g−12
)
P1wi P2
= q2iλi(σ )χi
(
g−12
)
qP1,wi wi P1P2
= q2iλi(σ )χi
(
g−12
)
q1iλ
−1
i (σ )χi
(
g−11
)
wi P1P2
= q1iq2iχi
(
g−11
)
χi
(
g−12
)
wi P1P2.
Therefore,
k∏
j=1
q
ρ j+δ j
ji = q1iq2iχi
(
g−11
)
χi
(
g−12
)
.
Or equivalently,
q−1i1 q
−1
i2
(
k∏
j=1
q
ρ j+δ j
i j
)
= χi(g1)χi(g2) for i = 1,2,
which is exactly what we wanted to show.
For the second part, to prove that P1g1P2g2 ⊗w∗1 ∧w∗2 is invariant under the action of G , consider
the following calculation:
g
(
P1g1P2g2 ⊗ w∗1 ∧ w∗2
)= g(P1)g1g(P2)g2 ⊗ g(w∗1)∧ g(w∗2)
= χ1(g)ξ(g)P1g1χ2(g)ξ
(
g−1
)
P2g2 ⊗ χ−11 (g)w∗1 ∧ χ−12 (g)w∗2
= P1g1P2g2 ⊗ w∗1 ∧ w∗2
for all g ∈ G , where we used (4.9d), (4.9e) and g(w∗i ) = χ−1i (g)w∗i . 
Let us recall the bar resolution of Sq(V ), which we will need in what follows. Let (Sq(V ))e =
Sq(V )⊗ (Sq(V ))op, where (Sq(V ))op denotes the opposite algebra of Sq(V ) as in [15]. For each g ∈ G ,
we denote by (Sq(V ))g the set {cg | c ∈ Sq(V )}. Notice that (Sq(V ))g is a left (Sq(V ))e-module via
the action
(a ⊗ b)(cg) = acg(b)g for all a,b, c ∈ Sq(V ), g ∈ G.
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· · · −→ (Sq(V ))⊗4 δ2−→ (Sq(V ))⊗3 δ1−→ (Sq(V ))e m−→ Sq(V ) −→ 0,
where
δi(a0 ⊗ a1 ⊗ · · · ⊗ ai+1) =
i∑
j=0
(−1) ja0 ⊗ · · · ⊗ a ja j+1 ⊗ · · · ⊗ ai+1.
Next, let us introduce the quantum Koszul resolution of Sq(V ), which is again a free (Sq(V ))e-
resolution of Sq(V ):
· · · −→ (Sq(V ))e ⊗∧2
q
(V )
d2−→ (Sq(V ))e ⊗∧1
q
(V )
d1−→ (Sq(V ))e m−→ Sq(V ) −→ 0,
where
dm
(
1⊗2 ⊗ w j1 ∧ · · · ∧ w jm
)
=
m∑
i=1
(−1)i+1
[(
i∏
s=1
q js, ji
)
w ji ⊗ 1−
(
m∏
s=i
q ji , js
)
⊗ w ji
]
⊗ w j1 ∧ · · · ∧ w ji−1 ∧ w ji+1 ∧ · · · ∧ w jm
whenever 1 j1 < · · · < jm  k. We refer the reader to [19] for more details on this construction.
In [17], chain maps Ψi are introduced between the bar resolution and the quantum Koszul resolu-
tion of Sq(V ). In particular, we have the map
Ψ2 :
(
Sq(V )
)⊗4 −→ (Sq(V ))e ⊗∧2
q
(V )
such that
Ψ2(1⊗ wi ⊗ w j ⊗ 1) =
{
1⊗ 1⊗ wi ∧ w j, for 1 i < j  k,
0, for i  j. (5.4)
We will also need the following two maps:
R2 : Homk
((
Sq(V )
)⊗2
, Sq(V )#G
)−→ Homk((Sq(V ))⊗2, Sq(V )#G)G ,
R2(γ ) = 1|G|
∑
g∈G
g(γ )
and
θ∗2 : Homk
((
Sq(V )
)⊗2
, Sq(V )#G
)G −→ Homk((Sq(V )#G)⊗2, Sq(V )#G),
θ∗2 (γ )(ag ⊗ bh) = γ
(
a ⊗ g(b))gh.
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of the image. The map θ∗2 extends a function deﬁned on (Sq(V ))⊗2 to a function deﬁned on
(Sq(V )#G)⊗2.
By [17, Theorem 3.5], the composition θ∗2 R2Ψ ∗2 induces an isomorphism
(⊕
g∈G
HH2
(
Sq(V ),
(
Sq(V )
)
g
))G −→ HH2(Sq(V )#G).
As a consequence, we get that if κ ∈ (Sq(V )#G) ⊗∧2q−1 (V ∗), then
[
θ∗2 R2Ψ ∗2 (κ)
]
(wi ⊗ w j) = 1|G|
∑
g∈G
g
(
κ
(
Ψ2
(
1⊗ g−1(wi) ⊗ g−1(w j) ⊗ 1
)))
for i < j. (5.5)
The following proposition is an explicit description of μ1. The idea of the proof is that we will
apply μ1 and P1g1P2g2 ⊗ w∗1 ∧ w∗2 to wi ⊗ w j and show that we obtain the same result.
Proposition 5.6. The map μ1 can be identiﬁed with P1g1P2g2 ⊗ w∗1 ∧ w∗2 .
Proof. Set κ = P1g1P2g2 ⊗ w∗1 ∧ w∗2 in (5.5). Then we have that
[
θ∗2 R2Ψ ∗2
(
P1g1P2g2 ⊗ w∗1 ∧ w∗2
)]
(wi ⊗ w j)
= 1|G|
∑
g∈G
g
(
P1g1P2g2
(
w∗1 ∧ w∗2
)(
Ψ2
(
1⊗ g−1(wi) ⊗ g−1(w j) ⊗ 1
)))
.
By (5.4), we may simplify this expression as follows:
1
|G|
∑
g∈G
g
(
P1g1P2g2
(
w∗1 ∧ w∗2
)(
1⊗ 1⊗ g−1(wi) ∧ g−1(w j)
))
.
Since g−1(wi) = χ−1i (g)wi and applying (4.9e), this becomes
1
|G|
∑
g∈G
ξ
(
g−11
)
χ2(g1)g
(
P1P2#g1g2
(
w∗1 ∧ w∗2
)(
1⊗ 1⊗ χ−1i (g)wi ∧ χ−1j (g)w j
))
.
By linearity, we get
1
|G| ξ
(
g−11
)
χ2(g1)
∑
g∈G
χ−1i (g)χ
−1
j (g)g
(
P1P2#g1g2
(
w∗1 ∧ w∗2
)
(1⊗ 1⊗ wi ∧ w j)
)
.
If we assume that i < j, then
(
w∗1 ∧ w∗2
)
(wi ∧ w j) =
{
1, if i = 1 and j = 2,
0, otherwise.
Thus, letting i = 1 and j = 2, the above expression becomes
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|G|ξ
(
g−11
)
χ2(g1)
∑
g∈G
χ−11 (g)χ
−1
2 (g)g(P1P2#g1g2)
= 1|G|ξ
(
g−11
)
χ2(g1)
∑
g∈G
χ−11 (g)χ
−1
2 (g)g(P1)g(P2)#g1g2
= 1|G|ξ
(
g−11
)
χ2(g1)
∑
g∈G
χ−11 (g)χ
−1
2 (g)χ1(g)ξ(g)P1χ2(g)ξ
(
g−1
)
P2#g1g2
by (4.9d) and (4.9e). Simplifying, we obtain
ξ
(
g−11
)
χ2(g1)P1P2#g1g2 = P1g1P2g2.
Therefore, we have shown that
[
θ∗2 R2Ψ ∗2
(
P1g1P2g2 ⊗ w∗1 ∧ w∗2
)]
(wi ⊗ w j) =
{
P1g1P2g2, if i = 1 and j = 2,
0, otherwise.
On the other hand, since μ1 =m ◦ (D1 ⊗ D2), we have that
μ1(wi ⊗ w j) = D1(wi)D2(w j) =
{
P1g1P2g2, if i = 1 and j = 2,
0, otherwise.
Therefore, μ1 can be identiﬁed with P1g1P2g2 ⊗ w∗1 ∧ w∗2. 
Since P1, g1, P2, g2, w1 and w2 are nonzero, we know that P1g1P2g2 ⊗ w∗1 ∧ w∗2 represents a
nonzero element of HH2(Sq(V )#G). Therefore, we have obtained the following:
Theorem 5.7. When G is ﬁnite and P1 and P2 are elements of the subalgebra of Sq(V ) generated by
{w3, . . . ,wk}, all the deformations that result from Theorem 4.8 and (2.3) are nontrivial.
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