Inverse scattering problems have many important applications. In this paper, given limited aperture data, we propose a Bayesian method for the inverse acoustic scattering to reconstruct the shape of an obstacle. The inverse problem is formulated as a statistical model using the Baye's formula. The well-posedness is proved in the sense of the Hellinger metric. The extended sampling method is modified to provide the initial guess of the target location, which is critical to the fast convergence of the MCMC algorithm. An extensive numerical study is presented to illustrate the performance of the proposed method.
Introduction
Inverse scattering problems have important applications such as radar, medical imaging, and non-destructive testing. The goal is to detect and identify the unknown object using acoustic, electromagnetic or elastic waves, etc. [8, 15] . Depending on how much data can be obtained, the inverse scattering problems can be categorized as the full aperture problems and the limited aperture problems.
In the context of the inverse scattering theory, many methods have been proposed for the full aperture inverse scattering problems [10, 14, 25] . These methods usually provide satisfactory reconstructions. However, for a lot of practical applications such as underground mineral prospection and visually obscured target detection, it is not possible to measure the full aperture data [8] and thus only limited aperture data are available. There exist relatively less literatures on the limited aperture inverse scattering problems [4, 6, 21, 31, 22, 35, 12, 2] . In an early work [26] , Lewis proposed a simple method to reconstruct the shape of the target based on an integral identity. Later works such as [35, 6, 31, 2] used the framework of shape optimization. The range test, direct sampling methods, extended sampling method, etc., were also proposed to process the scattering data of one incident wave [32, 22, 28] . An alternative approach is to obtain the full aperture from the limited aperture measurements. Analytic continuation, a severely ill-posed problem, was considered by some researchers [3, 13, 12] . In some works [24, 30] , the full aperture data was recovered using some integral equations together with regularization schemes. Then the methods for full aperture data can be applied. Other researchers take the approach by modifying the classical sampling methods using full-aperture data for the limited aperture problems. The uniqueness of the inverse problems can be proved in some cases [15] . The reconstruction is not as good as the full aperture case in general [18, 5] .
Recently, the Bayesian framework has received increasing attention for inverse problems [17, 23, 33, 1] . The inverse problem is recasted in the form of statistical inferences. Variables are modeled as being random and the known information is coded in the priors. Using the Bayes' formula, the solution to the inverse problem becomes the posterior probability distribution of the unknown quantities. We refer the readers to [23, 33] on the Bayesian framework for inverse problems and [7, 9, 34, 19, 27] on its applications to some inverse scattering problems.
In this paper, we focus on the development of a Bayesian method for the limited aperture inverse scattering problem to reconstruct the boundary of a sound soft obstacle. The inverse problem is reformulated as a statistical quest of information. The well-posedness is proved and an MCMC algorithm is proposed to explore the posterior probability distribution. It is critical to know the location of the target for the convergence of the MCMC algorithm. Recently, a new method, called the extended sampling method (ESM), was developed to obtain the size and shape of the target using the scattering data of one incident wave [28, 29] . We modified the ESM such that it can be used to process limited aperture scattering data such that the location of the target can be obtained effectively using the same set of measurement data.
The rest of the paper is organized as follows. In Section 2, we introduce the direct scattering problem for a sound soft obstacle and the limited aperture inverse scattering problem. An integral approach is introduced for the direct scattering problem. In Section 3, we propose a modified ESM to obtain the obstacle location. Section 4 contains the Bayesian formulation for the inverse problem. Gaussian priors are used for the boundary parametrization of the obstacle, whose covariance operator is the inverse of the Laplacian. We provide a stability analysis for the Bayesian posterior probability distribution of the unknown shape parameters with respect to the noises. In Section 5, we develop an efficient MCMC algorithm to explore the posterior probability distribution. In Section 6, numerical examples are presented to validate the effectiveness of the proposed method. Finally, in Section 7, we draw some conclusions and discuss future works.
Direct and Inverse Scattering Problems
Let Ω ⊂ R 2 be a bounded, simply connected domain with C 2 boundary ∂Ω. Denote by ν the unit outward normal to ∂Ω. Define S = {x ∈ R 2 , |x| = 1}. The incident plane wave with direction d ∈ S is given by
where k > 0 is the wavenumber. The direct scattering problem is to find the scattered field u s , or the total field u = u i + u s , such that 
The limited aperture inverse scattering problem considered in this paper can be stated as follows. LAIScaP: Determine ∂Ω from the far field pattern u
S (see Fig. 1 ). For example, if γ i = {d} and γ o = S, we have the far field pattern due to one incident wave. If γ i = γ o = {d}, we have the back-scattering data. In contrast, the full aperture problem is such that u ∞ (x; d) is available for allx, d ∈ S, i.e., γ i = γ o = S. It is well-known that the sound soft obstacle Ω can be uniquely determined by the full aperture far field pattern u ∞ (x, d) for allx, d ∈ S. Due to analyticity, the full aperture data u
o and γ i are connected and have positive meansures. In the rest of this section, we present an integral equation formulation following [15] for the direct scattering problem (2.1). The results will be used to analyze the Bayesian method and simulate the scattered fields in the MCMC algorithm. Recall that the fundamental solution Φ(x, y) of the Helmholtz equation is given by
where H Using the single and double layer potentials, one can write the scattered field as
where ξ is a real coupling parameter and ϕ(y) is the unknown density function. Then the direct scattering problem is to find the density ϕ such that
There exists a unique solution ϕ satisfying (2.5) and depending continuously on u i (Theorem 3.11 of [15] ). Furthermore, the far field pattern can be written as (Page 80 of [15] )
where ϕ is the solution of (2.5).
Extended Sampling Method for LAIScaP
Given limited aperture far field data, we first consider the problem of finding the location of the obstacle Ω. Recently, a simple method, called the extended sampling method (ESM), was proposed using the the far field data due to one incident wave [28, 29] . The method can effectively reconstruct the location and size of the obstacle. In this section, we generalize the ESM for the limited aperture data to obtain the location of the obstacle, which is of critical importance for the convergence of the MCMC algorithm. We first present the ESM for one incident wave briefly here and refer the readers to [28] for details. Assume that the far field pattern u ∞ (x, d 0 ) is available for one incident plane wave with direction d 0 . Let B ⊂ R 2 be a disc centered at the origin with radius R large enough. The far field pattern for B corresponding to the incident plane wave with direction d is given by (see, e.g., Chp. 3 of [15] ):
where J n is the Bessel function, H 1 n is the Hankel function of the first kind of order n, θ = ∠(x, d), the angle betweenx and d. Define
and let u Bz ∞ (x, d) be the far field pattern of B z . Then the following translation property holds
Let T be a domain with Ω inside. For z ∈ T , define a far field operator
Using F z , we set up a far field equation
This integral equation is the main ingredient of the ESM. 
and the Herglotz wave function
Consequently, Ω can be reconstructed using the regularized solutions of (3.4) for all the sampling points z's in the domain T of interrogation. The advantage of using F z is that it can be computed ahead of time easily. In contrast, the classical far field operator uses full aperture far field data and does not work for a single incident plane wave. While the location of Ω can be effectively determined, one can only obtain the location and rough size of Ω. Fortunately, this is enough for our purpose in this paper.
In the following, we generalize the above method for LAIScaP to obtain the location of the obstacle. We first consider the case of u ∞ (x, d) for a single incident plane wave with direction d andx ∈ γ o , a non-trivial proper subset of S. In fact, one can directly employ the ESM by solving the far field equations with the limited observation data
Note that due to analyticity of the far field pattern, Theorem 3.1 holds when γ o contains a non-trivial connected subset of S. The indicator for the sampling point z can be defined as
where g ǫ z is the regularized solution of (3.7). One can find the location of Ω by plotting I z for all z ∈ T .
For the general case of
In practice, the far field data are available for discrete sets of incident and observation directions, e.g.,
For each j, as (3.7), set up the equations
which is an ill-posed linear system. Let g j z be the regularized solution of (3.10). Then the discrete indicator I z for multiple incident directions is simply
The ESM to obtain the location of the obstacle using limited aperture data is as follows.
1. Generate a set of sampling points for a domain T which contains Ω.
Compute u
Bz ∞ (x, d) for allx ∈ S and d ∈ S for each z ∈ T .
3. For each observation direction d j , set up a linear system according to (3.10) and compute an approximate solution g j z .
4. Sum |g j z | over j to obtain I z as (3.11).
5. Find the minimum I z 0 of I z and choose z 0 as the location of Ω.
Bayesian Approach
The direct scattering problem can be written as
where F is the shape-to-measurement operator. Assume that the boundary ∂Ω can be parametrized as
where q(θ) = ln r(θ), 0 < r(θ) < r max , and z 0 is the location of Ω.
Using the above parameterization and taking the noise in measurements into account, one can rewrite (4.1) as a statistical model
where q ∈ X and y = u ∞ (x, d) ∈ Y for some suitable Banach spaces X and Y . In particular, y is the noisy observations of u ∞ (x, d) and η(x, d) is the noise. In this paper, we assume that the observation noise is normal with mean zero and independent of q, i.e., η(x, d) ∼ N (0, σ 2 ). In this paper, we choose Y = C and
. Define a norm on · X as
Assume that q has the probability measure µ 0 = N (m 0 , c 2 0 ). We denote the posterior probability measure of q by µ y . Let π 0 and π y denote the probability density functions of µ 0 and µ y respectively. By Bayes' formula [23] , the posterior density function is
where ∝ means is proportional to and · c 0 = c
0 · are covariance weighted norms. The inverse problem becomes the statistical inference of the posterior density π y (q).
In the rest of this section, we study the well-posedness of the Bayesian method. We shall follow [33, 9] and extend the theory to the limited-aperture inverse scattering problems. Using the parametrization (4.2) for ∂Ω and results from [15] , we have the follow property for the scattering operator F . for all q ∈ X.
Proof. Plugging the parametrization (4.2) into (2.6), the far field pattern can be written as
Hence we have that
When q ′ ∞ 1, according to Young's inequality, we have
(4.9) On the other hand, the following estimation holds
Substitution of (4.9) and (4.10) into (4.8) yields
Since γ o and γ i are bounded, we obtain (4.7) and the proof is complete.
Lemma 4.2. For fixedx, d and every τ > 0, there exists M = M(τ ) > 0, such that, for all q 1 , q 2 ∈ X with max{ q 1 X , q 2 X } < τ,
Proof. Due to (2.6), we only need to show
which follows the proof of Theorem 5.16 of [15] .
Definition 4.1. The Hellinger distance between µ 1 and µ 2 with common reference measure ν is
Recall that if µ and ν are two measures on the same measure space, then µ is absolutely continuous with respect to ν if ν(A) = 0 implies µ(A) = 0 for A ⊂ X, written as µ ≪ ν. The Fernique Theorem (see, e.g., [33] ) states the following. If µ = N (0, σ 2 ) is a Gaussian measure on Banach space X, so that µ(X) = 1, then there exists ε > 0 such that 
where
It is clearly that A(y) 1. 
since the unit ball in X has positive measure and µ 0 is Gaussian. Furthermore, using Lemma 4.1 and the Fernique Theorem, we have
From the definition of ρ H , one has that
Using Lemma 4.1 and the Fernique Theorem again, we have
According to the boundedness of A(y 1 ) and A(y 2 ), it holds that
Combining (4.16)-(4.21) we obtain(4.14).
For the limited aperture data u
, the following result holds. Corollary 1.
Proof. Due to the fact that γ o and γ i are bounded sets, (4.22) follows Lemma 4.2 immediately.
Numerical Algorithm
Now we present a Metropolis-Hastings MCMC method to generate samples to explore the posterior probability density (4.6). Firstly one needs to choose a prior distribution for q. According to Lemma 6.25 of [33] , one could assume a Gaussian prior which is consistent with the above theory (see also [9] ):
The eigenvalues of A are n 2 , n ∈ N and the corresponding eigenfunctions are φ 2n = cos(nθ)/ √ π and φ 2n−1 = sin(nθ)/ √ π. Karhunen-Loève expansion
where a n and b n are i.i.d. (independent and identically distributed) with a n ∼ N (0, 1) and b n ∼ N (0, 1). Integrating q ′′ (θ), we obtain
Choosing s = 1, we have that
Note that the choice of the prior distribution is not unique [23] . As the second choice.
Integrating and differentiating q ′ (θ), we obtain
for some constant a 0 and .2) respectively.
For the third choice, we take
As a consequence, one has that
Note that q b and q c do not satisfy Lemma 6.25 of [33] . Secondly, a Markov proposal kernel is needed for the MCMC method. This kernel proposes moves from the current state of the Markov chain to the next state. The new state is then accepted or rejected according to a criterion using the target distribution µ y of (4.6). In this paper, the proposal kernel is chosen as
where ξ ∼ N (0, 1) and β is a scale parameter. Again, note that there are various choices of the proposal kernel [33] , e.g.,
For each state, to evaluate (4.6), one needs to solve the direct scattering problem (2.1), which is done by the Nyström method (see, e.g., Section 3 of [15] ).
LAIScaP using MCMC and ESM 1. Use ESM to obtain the location z 0 of the obstacle Ω.
2. Set N in expansion (5.1) and number of iterations K.
Choose
• Solve the direct problem (2.1) for F (q 1 ) and calculate π z from (4.6).
•
• Calculateq 1 (θ),q 1 ′ (θ),q 1 ′′ (θ) and set
• Solve (2.1) and calculate π ′ z .
• Calculate the acceptance ratio
Compute the CM for the last 1000 q's.
Remark 5.1. It is possible to assume that the location z 0 is unknown and satisfies certain priors. However, the computational cost is prohibitive and the reconstruction is unsatisfactory. It is important to known the correct location of the obstacle.
Numerical Examples
We present some numerical examples to show the effectiveness of the proposed method. The incident field is given by the time harmonic acoustic plane wave
We fix the wave number k = 1 and set N = 10 in (5.1) and assume that the corresponding coefficients a n 's and b n 's obey the same distribution N (0, 1).
For all examples, we take the last 1000 samples to compute the conditional mean for a n 's and b n 's. We choose two obstacles: a kite given by
and a pear given by
The limited aperture far-field data u
is computed by a linear finite element method. Let φ be the observation angle such thatx := (cos φ, sin φ). We consider the following observation/measurement apertures
The incident apertures are
Different Boundary Parameterizations
We first check the reconstructions of different boundary parameterizations q a , q b and q c using the kite. The limited aperture data is u
, far field pattern of all direction due to one incident plane wave. We set β = 0.0001 and σ = 10%. The number of iteration is set to be K = 10, 000.
The location z 0 = (0.2, 0) is obtained by the ESM. In Figure 2 , we plot the reconstructions of the boundary of three different parameterizations q a , q b , and q c (left column) and Markov chains for a 0 . The results show that q b performs better. In the following examples, we shall use q b .
Different Parameters
Different β in (5.3) and η in (4.3) lead to different acceptance rates. Table (1) shows the acceptance rates for K = 10, 000. The results show that smaller η's lead to lower acceptance rates while smaller β's lead to higher acceptance rates. 
Different Data Apertures
Now we show some numerical results for different limited aperture data. We first consider the case γ i = γ In Fig. 3 , we show the reconstructions of the boundary for the kite when for cases (1), (2) , and (3), respectively. The dotted line is the reconstructed boundary using the CM of the posterior probability distribution for q. The solid line is the exact boundary.
Next we take γ i = γ i 2 , i.e., multiple incident waves. We take three observation apertures γ In Fig. 4 , we show the reconstructions of the kite for In Fig. 5 , we show the reconstructions of the boundary for
The locations by ESM are
respectively. Next we take γ i = γ In Fig. 6 , we show the reconstructions of the boundary for 
Conclusions
We present some study of a Bayesian method for the limited aperture inverse scattering problems. The extended sampling method is generalized to obtain the location of the obstacle, which is critical to the fast convergence of the MCMC method. Numerical examples show that the method can yield satisfactory reconstructions even when the measurement data is quite limited. The readers are encouraged to compare the results with other direct methods in inverse scattering using one incident wave, e.g., the extended sampling method [28] .
The Bayesian approach avoids to directly deal with the nonlinearity and the ill-posedness of the inverse problem, but involves large computational cost. Several aspects will be investigated in the future to reduce the cost: 1. The faster algorithms for the direct scattering problem; 2. The better priors for the parametrization of the obstacle boundary; and 3. The more efficient transition kernel. Another interesting but challenging problem is the case of multiple obstacles. 
