A finitely presented group is weakly geometrically simply connected (wgsc) if it is the fundamental group of a manifold of dimension at least 5 whose universal covering is geometrically simply connected i.e. it has a handlebody decomposition without 1-handles. We show that this condition is equivalent to Brick's qsf property which amounts to find an exhaustion approximable by finite simply connected complexes. We further observe that a number of standard constructions in group theory yield wgsc groups and analyze specific examples. One shows that requiring that the exhaustion be that by metric balls in a Cayley complex puts already strong constraints on the group and thus it does not hold for general wgsc groups. In the second part one considers the qsf property for extensions by finitely generated (but infinitely presented) groups, like Grigorchuk groups. We prove that its finitely presented HNN extension constructed by Bartholdi is wgsc.
Introduction
Casson and Poenaru ([34] , [22] ) studied geometric conditions on the Cayley graph of a finitely presented group implying that the universal covering of a compact 3-manifold with given fundamental group is R 3 . The proof involves approximating the universal covering by compact, simply-connected three-manifolds. This condition was then adapted for arbitrary spaces and finitely presented groups by S. Brick in [6] (see also [36] ), under the name quasi-simply filtered (abbreviated qsf below).
It seems difficult to check whether a given non-compact polyhedron does not verify the qsf condition of Brick. We consider here a related and apparently stronger notion, called weak geometric simple connectivity (abbreviated wgsc), which came out from the study of the geometric simple connectivity of open manifolds in [20] . Specifically, a polyhedron is wgsc if it admits an exhaustion by compact connected and simply connected polyhedra. We prove here that the two notions are actually equivalent for finitely presented groups i.e. for universal coverings of compact polyhedra. The interest of such a strengthening is that it is easier to prove that specific high dimensional polyhedra are not wgsc rather than not qsf. In fact, a major difficulty encountered when searching for examples of manifolds which are not wgsc is that one has to show that no exhaustion has the required properties, while, in general, noncompact manifolds are precisely described by means of one specific exhaustion. Thus, one needs a method to decide whether a space is not wgsc out of a given (arbitrary) exhaustion. We are not aware about such methods in the qsf setting. However, the criterion given in [20] permits to answer this question, at least for noncompact manifolds of high dimensions. In fact, it was used for proving that there exist uncountably many open contractible manifolds which are not wgsc, for any n = 4 ( [20] ).
Let us emphasize the difference between the asymptotic invariants of groups of geometric nature and those of topological nature. Geometric invariants of groups are soft and very sensitive to cut and paste operations and thus nontrivial examples are easy to obtain by means of standard constructions in algebra. On the other side, topological properties are quite stable and thus, the quantitative measurements of these properties tend to be generically trivial. In particular, examples where the nontrivial topology is manifest quantitatively are much harder to obtain. This is precisely the case of the non-wgsc property.
The examples from [20] might suggest that non wgsc Cayley complexes (i.e. finitely presented groups) should also exist. Discrete groups which are not wgsc (if they exist) would lay at the opposite extreme to hyperbolic (or non-positively curved, i.e. acting cocompactly on CAT(0) spaces) groups and thus they should be non generic, Partially supported by GNSAGA, MIUR and University of Palermo. This version: October 9, 2006. Remark 2.5. The fact that a group is not wgsc cannot be read on an arbitrary complex with the given fundamental group. In fact, as F.Lasheras pointed us, for any finitely presented group Γ with an element of infinite order, there exists a complex X with π 1 X = Γ whose universal covering is not wgsc. For example take Γ = Z and the complex X being that associated to the presentation Z = a, b|baba −1 b −1 . Then the universal covering X is: One sees that X is not wgsc because in the process of killing one loop b one creates another one indefinitely.
Further, if Γ is a finitely presented group with an element a of infinite order we add a new generator b and a new relation as before. The universal covering associated to this presentation is not wgsc, by the same arguments.
Remark 2.6. It is proved in [33] that whenever X and Y are finite complexes of the same fundamental group and X is wgsc then Y is also wgsc, where Y is some complex obtained from Y by finitely many stabilizations.
We can be more precise about the number of stabilizations in particular cases.
Proposition 2.1. Assume for instance that G = π 1 (X) = π 1 (Y ) where X, Y are now compact n-manifolds. If X is wgsc then Y is wgsc, where Y = Y S 2 × S n−2 , provided that n = 4.
Proof. By ( [37] , Thm. 14), there exist two finite bouquets of spheres i∈I S 2 and j∈J S 2 such that X ∨ ( i∈I S 2 ) and Y ∨ ( j∈J S 2 ) are homotopy equivalent, and hence their universal covers are proper homotopy equivalent. Assume the bouquet i∈I S 2 is being attached to X through a vertex v ∈ X, and let p :X → X be the universal covering projection. Let T ⊂X be a tree containing all the vertices in p −1 (v). Finally, according to the classification of spherical objects under T described in ([4] , Prop. 4.5(b)) and the corresponding gluing lemma in proper homotopy theory (see [4] ), the universal cover of X ∨ ( i∈I S 2 ) is proper homotopy equivalent to the space obtained fromX by attaching only one sphere S 2 at a time through every vertex in p −1 (v). The latter space is the universal cover of X ∨ S 2 . In particular, we obtained that X ∨ S 2 is proper homotopy equivalent to Y ∨ S 2 . Moreover X ∨ S 2 is wgsc since X was supposed wgsc. One does not know whether the wgsc is a proper homotopy invariant for general complexes but it was proved in [20] that it does when restricting to manifolds. Namely, a n-manifold (for n = 4) having the same proper homotopy type of a wgsc polyhedron must be wgsc. Moreover, Y ∨ S 2 is homotopic equivalent to Y = Y S 2 × S n−2 by a homotopy that thickens the factor S 2 . The invariance above implies then that Y is wgsc.
Remark 2.7. The wgsc property cannot be extended to arbitrary finitely generated groups, as stated, since any group admits a presentation with infinitely many relations such that the associated 2-complex is wgsc. It suffices to add infinitely many 2-cells, along the boundaries of unions of 2-cells, killing inductively the fundamental group of any compact subset.
Remark 2.8. Recall that there exist uncountably many open contractible manifolds which are not wgsc ( [20] ). In general, these manifolds are not covering spaces and we don't know whether one could find cocompact universal coverings among the non wgsc manifolds. For instance, if a finitely presented torsion group exists then it is hard to believe that its Cayley complex is wgsc (or CAT(0)). Notice that manifolds that are simply connected at infinity are automatically wgsc ( [35] ), but in general not conversely (see examples below).
2.2.
The qsf property after Brick and Mihalik. The qsf property is a weaker version of the wgsc, which has the advantage to be independent on the polyhedron we chose. Specifically, Brick ([6] ) defined it as follows:
Definition 2.4. The simply connected non-compact PL space X is qsf if for any compact C ⊂ X there exists a simply connected compact polyhedron K and a PL map f :
Definition 2.5. The finitely presented group Γ is qsf if there exists a compact polyhedron P of fundamental group Γ so that its universal covering P is qsf. Remark 2.9. It is known (see [6] ) that the qsf is a group property and does not depend on the compact polyhedron P we chose in the definition above. In fact, if Q is any compact polyhedron of fundamental group Γ (which is qsf) then Q is qsf.
Remark 2.10. The qsf is very close to (and a consequence of) the Dehn exhaustibility (see [34, 20] ) that is known to imply the wgsc for 3-manifolds. Recall that the polyhedron W is Dehn-exhaustible if for any compact C there exists a simply connected compact K and an immersion f : K → W such that C ⊂ f (K) and the set of double points of f is disjoint from C.
2.3.
Small content and 1-tame groups. Now we consider some other tameness conditions on non-compact spaces, which are closely related to the wgsc. Moreover we will show later that they induce equivalent notions for discrete groups.
Definition 2.6. The simply connected non-compact polyhedron X has small content if for any compact C ⊂ X there exist two compact connected sub-polyhedra C ⊂ D ⊂ E ⊂ X, fulfilling the following properties:
(1) The map π 1 (D) → π 1 (E) induced by the inclusion, is zero.
(2) If two points of D are connected within E − C then they are connected within D − C.
(3) Any loop in E − C (based to a point in D − C) is homotopic rel the base point within X − C to a loop which lies entirely inside D − C. Alternatively, let us denote by ι Y : π 1 (Y − C) → π 1 (X − C) the morphism induced by inclusion (for any compact Y containing D), by fixing a base point (which is considered to be in D − C). Then one requires that ι D (π 1 (D − C)) = ι E (π 1 (E − C)). The finitely presented group Γ has small content if there exists a compact polyhedron P of fundamental group Γ so that its universal covering P has small content.
Proof. Let C be a compact sub-polyhedron of the polyhedron X.
(1). Assume that X is wgsc. Then one can embed C in a compact 1-connected sub-polyhedron K ⊂ X. Taking then D = E = K one finds that X has small content and is 1-tame.
(2). Suppose that X has small content, and D and E are the sub-polyhedra provided by the definition above. Let γ be a loop in E, based at a point in C. We consider the decomposition of γ into maximal arcs 
Assume now that we chose a system of generators γ 1 , . . . , γ n of π 1 (E). We will do the construction above for each loop γ j , obtaining the loops γ 0 j null-homotopic in E, and the loops γ k j in E − C which are homotopic tō γ k j in D − C. We define first a polyhedron E by adding to E 2-disks along the composition of the loops γ k jγ k j . Recall that these two loops have the same basepoint (depending on j, k) and so it makes sense to consider their composition.
There is defined a natural map F : E → X, which extends the inclusion E → X, as follows. There exists a homotopy within X − C keeping fixed the base point of γ k j between γ k j andγ k j . Alternatively, there exists a free null-homotopy of the loop γ k jγ k j within X − C. We send then the 2-disk ofÊ capping off γ k jγ k j onto the image of the associated free null-homotopy. It is clear than F is a homeomorphism over C, since the images of the extra 2-disks are disjoint from C. Moreover, we claim that E is simply connected. In fact, any loop in E is homotopic to a loop within E, and hence to a composition of γ j . Each γ 0 j is null-homotopic in E since it lies in D. Each γ k j is homotopic in E tō γ k j which lies also in D − C, and hence is null-homotopic in E. Therefore π 1 ( E) = 0.
(3). Suppose now that X is 1-tame. Let K be the compact associated to an arbitrarily given compact C. Any loop γ in K is freely homotopic to a loopγ in K − C. Consider γ 1 , · · · , γ n a system of generators of π 1 (K). From K we construct the polyhedron K by adding 2-disks along the loopsγ j . There exists a map F : K → X, which extends the inclusion K → X, defined as follows. The 2-disk capping off the loopγ j is sent into the null-homotopy ofγ j within X − C. Then F is obviously a homeomorphism over C. Meanwhile, K is simply connected since we killed all conjugacy classes of loops from K. Proposition 3.2. If the n-manifold M n is qsf and n ≥ 5 then M n is wgsc.
Proof. The main ingredient is the following lemma:
Proof. It suffices to consider compacts within M n × D n+1 , of the form C × D n+1 , where C is an arbitrary compact C ⊂ M n . Further, it is enough to consider that C is a codimension zero sub-manifold of M n , since any compact subset is contained in a such sub-manifold. By hypothesis there exists a simply connected polyhedron K and a PL map f : K → M n which is a homeomorphism over C. We denote byC the preimage f −1 (C). We identify next M n with M n × {0} ⊂ M n × D n+1 , where D k stands for the closed ball of dimension k. By composing with the inclusion we obtain a map F : K → M n × D n+1 . Let us consider the induced map F : K − int(C) → (M n − int(C)) × D n+1 , which is an embedding when restricted to the boundary ∂C. By general position arguments there exists an isotopy of F which is fixed on (a regular neighborhood of) ∂C to a map G : K − int(C) → (M n − int(C)) × D n+1 , which is an embedding. Let Θ(K − int(C)) be a regular neighborhood of G(K − int(C)) within (M n − int(C)) × D n+1 . Then the boundary of Θ(K − int(C)) is a regular neighborhood of G(∂C) = ∂C in Θ(K − int(C)), and also a regular neighborhood of ∂C in (M n − int(C)) × D n+1 , and hence homeomorphic to ∂C × D n+1 .
We can glue together Θ(K − int(C)) and a copy of C × D n+1 1 in order to obtain a regular neighborhood Θ(K)
1 is a concentric ball laying inside D n+1 . Furthermore there exists a homeomorphism supported on a neighborhood of C × D n+1 which transforms C × D n+1 1 into C × D n+1 . This way one transforms Θ(K) into another regular neighborhood containing C × D n+1 . Remark that Θ(K) is simply connected since it collapses onto K. This proves that M n × D n+1 is wgsc.
Next, one uses the invariance of the wgsc under proper homotopy equivalences for n ≥ 5 (see [20] , Theorem 6.3). This implies that M n must be wgsc (and hence gsc), as claimed.
Remark 3.1. More generally, if P is a finite dimensional polyhedron which is qsf then P × D n is wgsc, for large enough n.
Remark 3.2. A similar result holds for Dehn exhaustibility. In particular a n-manifold which is Dehn-exhaustible is wgsc provided n ≥ 5. This also yields the following characterization of the wgsc:
The group Γ is wgsc if and only if the universal covering M n of any compact manifold M n with π 1 (M n ) = Γ and dimension n ≥ 5 is wgsc (or gsc). In particular, a qsf group admits a presentation whose Cayley complex is wgsc.
3.2.
From discrete groups to aspherical manifolds. Proposition 3.3. Assume that there exists a finitely presented group Γ which is not wgsc. Then there exists a closed manifold M m of dimension m ≥ 4 whose universal covering M m is not wgsc. If the group Γ were finite dimensional of type F ∞ (i.e. with a finite dimensional classifying space) then the closed manifold M m could be chosen aspherical.
Proof. Let X be a compact manifold with boundary whose fundamental group is Γ (i.e. coming from thickening some 2-complex). We use Davis reflection group trick (see [13] ) in order to obtain a closed manifold M m which retracts onto X. Moreover one knows that X is not wgsc and M m properly retracts onto X. Thus the results from ( [20] , section 6) show that M m cannot be wgsc. Further if Γ were of type F ∞ then the manifold M m would be aspherical. Remark 3.3. Notice that there exist infinite dimensional groups which are F ∞ i.e. they have an infinite dimensional classifying space having only finitely many cells in each dimension, like Thompson's group F (see [8] ). (1) A group G is wgsc if and only if a finite index subgroup H of G is wgsc. (2) Let A and B be wgsc groups and C be a common finitely generated subgroup. The amalgamated free product G = A * C B is wgsc. Moreover, if φ denotes an automorphism of a wgsc group A, then the HNN-extension G = A * C φ is wgsc.
Some examples of wgsc groups
(3) All one-relator groups are wgsc. (4) The groups from the class C + (combable) in the sense of Alonso-Bridson ( [2] ) are wgsc. In particular automatic groups, small cancellation groups, semi-hyperbolic groups, groups acting properly cocompactly on Tits buildings of Euclidean type, Coxeter groups, fundamental groups of closed non-positively curved 3-manifolds are wgsc. Notice that all these groups have solvable word problem. (5) If a group has a tame 1-combing in the sense of [32] then it is wgsc. In particular, asynchronously automatic groups (see [32] ) are wgsc. (6) Groups which are simply connected at infinity are wgsc ( [6] ). (7) Assume that 1 → A → G → B → 1 is a short exact sequence of infinite finitely presented groups. Then G is tame combable and thus wgsc ( [7] ). More generally, graph products (i.e. the free product of vertex groups with additional relations added in which elements of adjacent vertex groups commute to each other) of infinite finitely presented groups associated to nontrivial connected graphs are wgsc.
Remark 4.1. The last property above is an algebraic analog of the fact that the product of two open simplyconnected manifolds is gsc. Moreover, if one of them is 1-ended then the product is simply connected at infinity.
Remark 4.2. There exist finitely presented wgsc groups with unsolvable word problem. Indeed, in [11] the authors constructed a group with unsolvable word problem that can be obtained from a free group by applying three successive HNN-extensions with finitely generated free associated subgroups. Such a group is wgsc from (2) of the Corollary above. 
4.2.
Baumslag-Solitar groups: not simply connected at infinity. The Baumslag-Solitar groups are given by the 1-relator presentation B(m, n) = a, b|ab m a −1 = b n , m, n ∈ Z Since they are 1-relator groups they are wgsc. It is known that B(1, n) are amenable, metabelian groups which are neither lattices in 1-connected solvable real Lie groups nor CAT(0) groups (i.e. acting freely cocompactly on a proper CAT(0) space).
Notice that B(1, n) are not almost convex with respect to any generating set and not automatic either, if n = ±1. Recall that a group G which is simply connected at infinity should satisfy H 2 (G, ZG) = 0. Since this condition is not satisfied by B(1, n), for n > 1 (see [30] ), these groups are not simply connected at infinity. The higher Baumslag-Solitar groups B(m, n) for m, n > 1 are known to be nonlinear, not residually finite, not Hopfian (when m and n are coprime), not virtually solvable. Moreover, they are not automatic if m = ±n, but they are asynchronously automatic. 4.3. Solvable groups: not CAT(0). Let G be a finitely presented solvable group whose derived series is
If G (n) is finite then observe that G is wgsc if and only if G/G (n) is wgsc. Thus it suffices to consider the case when G (n) is infinite. According to Mihalik ([30] ) if moreover G (n) has an element of infinite order then either G is simply connected at infinity or else there exist two groups Λ G, which is normal of finite index, and F Λ, which is a normal finite subgroup, such that Λ/F is isomorphic to a Baumslag-Solitar group B (1, m) . This implies that Λ and thus G is wgsc. However, if G (n) is finitely generated then it has an element of infinite order unless it is finite, because it is abelian. Thus solvable groups with finitely generated center are wgsc. This is useful in understanding that wgsc groups are far more general than groups acting properly cocompactly and by isometries on CAT(0) spaces. In fact, every solvable subgroup of such a CAT(0) group should be virtually abelian. Thus all solvable groups that are not virtually abelian are not CAT(0). Remark that there exist solvable groups with infinitely generated centers, as those constructed by Abels (see [1] ). In general we do not know whether all solvable groups are wgsc, but Abels' group is wgsc since it is an S-arithmetic group.
4.4.
Higman's group: acyclic examples. The first finitely presented acyclic group was introduced by G.Higman in [26] :
It is known (see e.g. [16] ) that H is an iterated amalgamated product
where H x,y = x, y, y x = y 2 is the Baumslag-Solitar group B(1, 2) in the generators x, y. Here F y , F x,z are the free groups in the respective generators. The morphisms F y → H x,y , F x,z → H x,y,z and their alike are tautological i.e. send each left hand generator into the generator denoted by the same letter on the right hand. Remark that these homomorphisms are injective. The corollary above implies that H is wgsc. Observe that G is not sci according to [31] . There are more general Higman groups H n generated by n elements with n relations as above in cyclic order. It is easy to see that H 3 is trivial and the arguments above imply that H n are wgsc for any n ≥ 4.
The Gromov-Gersten examples.
A slightly related class of groups was considered by Gersten and Gromov (see [24] , 4.C 3 ), as follows: Γ n = a 0 , a 1 , . . . , a n |a a1 0 = a 2 0 , a a2 1 = a 2 1 , . . . , a an n−1 = a 2 n−1
Remark that H n is obtained from Γ n by adding one more relation that completes the cyclic order. As above Γ n+1 is an amalgamated product Γ n * Z B(1, 2) and thus Γ n is wgsc for any n. These examples are very instructive since Gromov and Gersten proved that the connectivity radius of Γ n+1 is an n-fold iterated exponential (see the next section for a discussion). Moreover, Γ n is contained in the group Γ * = a 0 , b|a
Therefore, the connectivity radius of Γ * is higher than any iterated exponential. Since Γ * is a 1-relator group it is wgsc and has solvable word problem.
Thompson groups.
The first examples of infinite finitely presented simple groups were provided by R.Thompson in the sixties. We refer to [10] for a thorough introduction to the groups usually denoted F , T and V . These are by now standard test groups. According to ( [8, 19] ) F is a finitely presented group which is an ascending HNN extension of itself. A result of Mihalik ([29], Th.3.1) implies that F is simply connected at infinity and thus wgsc.
Remark 4.4. Notice that F is a non-trivial extension of its abelianization Z 2 by its commutator [F, F ], which is a simple group. However [F, F ] is not finitely presented, although it is still a diagram group, but one associated to an infinite semi-group presentation. Thus one cannot apply directly (7) of the Corollary above.
Moreover, the truncated complex of bases due to Brown and Stein (see [9] ) furnishes a contractible complex acted upon freely cocompactly by the Thompson group V . The start-point of the construction is a complex associated to a directed poset which is therefore exhausted by finite simply connected (actually contractible) sub-complexes. The wgsc is preserved through all the subsequent steps of the construction and thus the complex of bases is wgsc. In particular the Thompson group V is wgsc. We skip the details.
Remark 4.5. It is likely that all diagram groups (associated to a finite presentation of a finite semi-group) considered by Guba and Sapir in [25] (and there generalizations, the picture groups) are wgsc. Farley constructed in [17] free proper actions by isometries of diagram groups on infinite dimensional CAT(0) cubical complexes. This action is not cocompact and moreover the respective CAT(0) space is infinite dimensional. However there exists a natural construction of truncating the CAT(0) space X in order to get subspaces X n of X which are invariant, cocompact and n-connected. Farley's construction works well ( [18] ) for circular and picture diagrams (in which planar diagrams are replaced by annular diagrams or diagrams whose wires are crossing each other). However, these sub-complexes are not anymore CAT(0), and it is not clear whether they are wgsc. Notice that these groups have solvable word problem (see [25] ).
4.7.
Outer automorphism groups. In the case of surface groups these correspond to mapping class groups. Since a finite index subgroup acts freely properly discontinuously on the Teichmüller space it follows that mapping class groups are wgsc. The study of Morse type functions on the outer space leaded to the fact that Out(F n ) is 2n − 5 connected at infinity and thus wgsc as soon as n ≥ 3 (see [5] ).
The topology of metric balls in Cayley complexes
5.1. The wgsc growth. Let P be a finite presentation of the wgsc group G and C(G, P ) be the associated Cayley complex, endowed with the natural word metric. Denote by B(r) the metric ball of radius r centred at the identity. A π 1 -resolution of the polyhedron C inside C is a PL-map f : A → C such that f : f −1 (C) → C is a homeomorphism, where π 1 (A) = 0. We want to refine the wgsc property by introducing the wgsc growth function f G , as follows:
Recall that the real functions f and g are rough equivalent if there exist constants
One can show easily that the rough equivalence class of f G (r) depends only on the group G and not on the particular presentation, following [6] and [21] . However, it seems still unknown whether the rough equivalence class of f G is a quasi-isometry invariant. Recall from ( [24] , 4.C) that the connectivity radius R 1 (r) defined by Gromov is the infimal R 1 (r) such that π 1 (B(r)) → π 1 (B(R 1 (r)) is zero. Notice that only the rough equivalence class of R 1 is well-defined and independent on the group presentation we chose for the group.
Remark 5.1. Note that π 1 (B(r)) → π 1 (B(f G (r))) is zero. Thus f G is bounded from below by the connectivity radius R 1 .
Recall that the isodiametric function of a group, following Gersten, is the infimal I(k) so that loops of length k bound disks of diameter at most I(k) in the Cayley graph. The rough equivalence class of I is a quasi-isometry invariant of the group.
Proposition 5.1. A wgsc group whose wgsc growth f G is recursive has a solvable word problem.
Proof. Observe that the growth rate of the wgsc is an upper bound for the Gersten isodiametric function I, and the word problem is solvable whenever the isodiametric function is recursive. This is standard: if a word w is trivial in the group G presented as G = S|R , then it is a product of conjugates of relators uru −1 , r ∈ R. By the definition of the isodiametric function one can choose these conjugates in such way that |u| ≤ I(|w|) ≤ f G (|w|) and this leads to a finite algorithm that checks whether w is trivial or not.
5.2.
Metric balls and spheres in Cayley complexes. We consider now some metric complexes satisfying a closely related property. On one side this condition seems to be slightly weaker than the wgsc since we could have nontrivial (but uniformly small) loops, but on the other side the exhaustions we consider are restricted to metric balls.
Definition 5.1. A metric complex has π 1 -bounded balls (resp. spheres) if there exists a constant C so that π 1 (B(r)) (resp. π 1 (S(r))) is normally generated by loops with length smaller than C, where S(r) denotes the sphere of radius r.
Remark 5.2. If the balls in a metric complex are simply connected then the complex is obviously wgsc. However, if the complex is wgsc it is not clear whether we can choose an exhaustion by simply connected metric balls. Thus the main constraint in the definition above is the requirement to work with metric balls.
We actually show that this condition puts strong restrictions on the group:
If some Cayley complex of a finitely presented group has π 1 -bounded balls or spheres then the group is wgsc with linear wgsc growth.
Proof. Any loop l in B(r) is null-homotopic in the Cayley complex. Thus the loop is freely homotopic to a loop l lying on the sphere S(r). For instance, consider a thickening of the ball B(r) to a manifold, find the null-homotopy transverse to the boundary and then project down the intersection of the homotopy disk with the boundary. If we have π 1 -bounded spheres then we can assume that the loop l is made of uniformly small loops on S(r) connected by means of arcs. A loop of length C in the Cayley graph bounds a disk of diameter I(C), where I is the isodiametric function of the group. Thus these disks are uniformly bounded. The loop l bounds therefore a disk D(l ) which is disjoint from B(r − I(C)) and lies within B(r + I(C)). We can use this procedure for a system of loops l j which generate π 1 (B(r)). Thus, we associate a free homotopy between l j and loops l j on S(r) and then null-homotopy disks D(l j ) as above. Define A to be the complex made of B(r) union the 2-disks D(j) which are attached along the loops l j . We define the map A → B(r + I(C)) by sending any disk D(j) into the null-homotopy disk D (l j ) obtained by gluing the free homotopy cylinder that takes l j into l j to the null-homotopy disk D(l j ). Then π 1 (A) = 0 and the map is a π 1 -resolution of B(r − I(C)). The same proof works for π 1 -bounded balls.
Corollary 5.2. A group having a Cayley complex with π 1 -bounded balls or spheres has linear connectivity radius and solvable word problem.
Proof. The connectivity radius is at most linear since loops generating π 1 (B(r)) are null-homotopic using uniformly bounded null-homotopies whose size depends only on C. Thus π 1 (B(r)) → π 1 (B(r + C )) is zero for C large enough. This means that a loop in B(r) is null-homotopic in the Cayley graph only if it is nullhomotopic within B(r + C ). Moreover, the last condition can be checked by a finite algorithm for given r, and in particular one can check whether a given word of length r is trivial or not.
Remark 5.3. Some Cayley complexes of hyperbolic groups have π 1 -bounded balls and spheres. For instance this is so for any of the Rips complexes, whose metric balls are known to be simply connected. It is likely that any Cayley complex associated to a finite presentation of a hyperbolic group has π 1 -bounded balls. Furthermore, if a group G acts properly cocompactly on a CAT(0) space then the metric balls are convex and thus they are simply connected. It seems that this implies that any other space that is acted upon by the group G properly cocompactly (thus quasi-isometric to the CAT(0) space) should have also π 1 -bounded balls. This would follow if the π 1 -bounded balls property were a quasi-isometry invariant.
Remark 5.4. One could reformulate the definition of π 1 -small spheres, in the case of a Cayley graph of a group, as follows: the group π 1 (B(r)) is normally generated by loops of length ρ(r) where lim r→∞ r − I(ρ(r)) = ∞ Note that the limit should be infinite for any choice of the isodiametric function I within its rough equivalence class. Then again groups verifying this condition are wgsc. However, it's worthy to notice that I(r) should be non-recursive for groups with non-solvable word problem, so that ρ(r) grows extremely slow if non-constant. Moreover, if we only ask that the function r − I(ρ(r)) be recursive then the group under consideration should have again solvable word problem. In fact, we have by the arguments above the inequalities I(r − I(ρ(r)) ≤ f (r − I(ρ(r)) ≤ r + I(ρ(r)) < 2r and thus I(r) is recursive since bounded by the inverse of a recursive function.
Remark 5.5. Recall that the Gersten-Gromov groups Γ n have n-fold iterated exponential connectivity radius, and thus at least that large wgsc growth, while Γ * has connectivity radius higher than any iterated exponential (see [24] , 4.C 3 ). We saw above that all these groups are wgsc. However the last corollary shows that the metric balls in their Cayley complexes are not π 1 -small, and thus their exhaustions by simply connected sub-complexes should be somewhat exotic. On the other hand the assertion from Remark 5.3 imply that their Cayley complexes have not (group invariant) CAT(0)-metrics although they are both aspherical and wgsc.
Rewriting systems.
Groups admitting a rewriting system form a particular class among groups with solvable word problem (see [27] for an extensive discussion). A rewriting system consists of several replacement rules w + j → w − j between words in a given alphabet. A reduction of the word w consists of a replacement of some sub-word of w according to one of the replacement rules above. The word is said irreducible if no reduction could be applied anymore. The rewriting system is complete if for any word in the generators the reduction process terminates in finitely many steps and is said to be confluent if the irreducible words obtained at the end of the reduction are uniquely defined by the class of the initial word, as an element of the group. Thus the irreducible elements are the normal forms for the group elements. If the rules are not length increasing then one calls it a geodesic rewriting system. We will suppose that the rewriting system consists of finitely many rules.
Proposition 5.3. A finitely presented group admitting a complete geodesic rewriting system is wgsc.
Proof. In [27] is proved that such a group is almost convex and thus wgsc (by Proposition 4.6.3, see also [33] ).
Here is a shorter direct proof. We prove that actually the balls B(r) in the Cayley graph are simply connected.
Observe first that in any Cayley graph we have:
Lemma 5.1. The fundamental group π 1 (B(r)) is generated by loops of length at most 2r + 1.
Proof. Consider a loop ep 1 p 2 ...p k e based at the identity element e and sitting in B(r). Here p j are the consecutive vertices of the loop. There exists a geodesic γ j that joins p j to e. It follows that the initial loop is the product of loops γ −1 j p j p j+1 γ j+1 . Since p j ∈ B(r) all these loops have length at most 2r + 1. Consider now the Cayley graph of a group presentation that includes all rules from the rewriting system. This means that there is a relation associated to each rule w + j → w − j . We claim that the balls B(r) are simply connected. By the previous lemma it suffices to prove that loops of length at most 2r + 1 within B(r) are null-homotopic in B(r). Choose such a loop in B(r) which is represented by the word w in the generators. Since the loop is nullhomotopic in the Cayley graph the word w should reduce to identity by the rewriting system. Let then consider some reduction sequence:
w → w 1 → w 2 → · · · w N → e Each word w i represents a loop in the Cayley graph. The step w j → w j+1 is a homotopy in which the first loop is slided across a 2-cell associated to a relation from the rewriting system. Further the lengths of these loops verify |w j | ≥ |w j+1 | since the length of each reduction is non-increasing, by assumption. Thus |w j | ≤ 2r + 1 and this implies that the loop is contained within B(r). This proves that the reduction sequence above is a null-homotopy of the loop w within B(r).
Remark 5.6. The Baumslag-Solitar groups B(1, n) and the solvgroups (i.e. lattices in the group SOL) admit rewriting system but not geodesic ones ( [27] ), since they are not almost convex.
Remark 5.7. More generally one proved in [27] that groups admitting a rewriting system are tame 1-combable and thus wgsc by [32] .
Remark 5.8. One might wonder whether finitely presented groups that have solvable word problem are actually wgsc. Notice that an algorithm solving the word problem does not yield a specific null-homotopy disk for a given loop in the Cayley complex, but rather checks whether a given path closes up.
Remark 5.9. The geometry of null-homotopy disks (size, diameter, area) is controlled by the various filling functions associated to the group. However, in the wgsc problem one wants to understand the position of the null-homotopy disks with respect to exhaustion subsets, which is of topological nature. The choice of the exhaustion is implicit but very important and it should depend on the group under consideration. 6 . Extensions by finitely generated groups and the Grigorchuk group 6.1. Infinitely presented groups. Although it does not make sense to speak, in general, of the wgsc property for infinitely presented groups, one can do it if, additionally, we specify the group presentation. We say that two infinite presentations are finitely equivalent if there exists a finite sequence of Tietze moves that changes one presentation into the other. Proposition 6.1. The qsf property is well-defined for groups with a presentation from a given finite equivalence class.
Proof. The proof from [6] works in this case word-by-word.
The properties we found above for the class of qsf finitely presented groups will hold more generally for the qsf infinitely presented groups with the convenient finite equivalence class of presentations that comes up from the respective constructions. Remark 6.1. It is easy to get an infinite presentation group such that all presentations in its given finite equivalence class are not wgsc, by using the same method as in Remark 2.5., i.e. by adding infinitely many generators and extra relations. However, it might be difficult to prove that specific infinite presentations of interesting groups are wgsc, for instance in the case of Burnside groups.
Remark 6.2. The previous proposition can be extended farther. In fact one could allow infinitely many Tietze moves, if they do not accumulate at finite distance but the complete definition is quite involved. This follows from the proper homotopy invariance of the qsf property (see [33] ).
6.2.
Extensions by infinitely presented groups. One method for constructing finitely presented groups is to use suitable extensions of finitely presented groups by infinitely presented ones. We did not succeed in proving that all such extensions are qsf. However, for finitely presented extensions by finitely generated groups things might simplify considerably. We start with the following definition from [3] : Definition 6.1. An ascending endomorphic presentation is an expression of the form P = S|Q|Φ|R , where S is an alphabet (i.e. a set of symbols), Q, R are sets of reduced words in the free group F (S) generated by S and Φ is a set of free group homomorphisms F (S) → F (S). The endomorphic presentation is finite if all sets S, Q, Φ, R are finite. This gives rise to the group
where , denotes the normal closure and Φ * is the monoid generated by Φ i.e. the closure of Φ ∪ {1} under the composition. The endomorphic presentation is said to be ascending if Q = ∅.
Bartholdi observed that groups with finite ascending endomorphic presentations are naturally contained in finitely presented groups constructed as ascending HNN extensions, by adding finitely many stable letters. Specifically, one can define G = S ∪ Φ|R ∪ {ϕ s = ϕ(s); s ∈ S, ϕ ∈ Φ} Then the map G → G is an embedding. Moreover, we have an extension
where L denotes the quotient group generated by the stable letters. We set M for the monoid generated by the endomorphisms ϕ k within Aut(F (S)). In general M has not a group structure because ϕ k are not supposed to be invertible (i.e. automorphisms). Let also L denote the associated group. One can recover L in the following way. The elements of Φ act by conjugacy on G and induce then automorphisms of G. The subgroup of Aut(G) they generate is the group L. Further the images of elements of M in L will be called positive elements of L.
Very interesting examples of groups with finite ascending endomorphic presentations which are also branch groups appeared in the constructions of Bartholdi ([3] ).
Here is our main result in this section: Theorem 6.2. Let G be a finitely generated group admitting a finite (not necessary ascending) endomorphic presentation P G and G be its associated finitely presented ascending extension. Assume that (1) G embeds into G (this is always the case if the endomorphic presentation is ascending).
(2) The group G endowed with the presentation P G is 1-tame.
(3) (a) The natural map M → L is injective. Thus ϕ j1 · · · ϕ jm = 1 in L if and only if m = 0.
(b) There are only finitely many ways to write a (positive) element ϕ ∈ L as a product ϕ j1 · · · ϕ jm .
Then G is qsf.
6.3. The Grigorchuk group. Grigorchuk constructed in the eighties a finitely generated infinite torsion group of intermediate growth having solvable word problem (see [23] ). This group is not finitely presented but Lysënok obtained ([28]) a nice recursive presentation of G as follows:
where σ : {a, c, d} * → {a, c, d} * is the substitution that transforms words according to the rules
We denote by A * the set of positive nontrivial words in the letters of the alphabet A i.e. the free monoid generated by A without the trivial one. As noticed above one finds a finitely presented group G that contains G (see [23] ) by using a HNN extension. In particular the later will be amenable but not elementary amenable. The endomorphism of G defining the HNN extension is induced by the substitution σ and thus the new group has the following finite presentation:
The previous result is the main ingredient needed for proving that: Theorem 6.3. The HNN extension of the Grigorchuk group is qsf.
The present methods can be applied to several classes of branch groups and their extensions, but the constraints imposed in proposition 6.2 prevented us from settling the general case.
6.4. Proof of Theorem 6.2. Assume that we have an extension as in the hypothesis:
Choose then an infinite presentation P G : G = A|R ∞ = a i |R = {R j }|Φ = {ϕ k } , with an infinite relators set R ∞ = ∪ j,ϕ∈Φ * ϕ(R j ) for G and the presentation P L : L = B|S for L with generators set B = {b 1 , ..., b k }. The (infinite) product presentation for G is that obtained by putting together the two presentations above, namely: 
However, the group G could be defined by the same set of generators A ∪ B and a finite subset of relations from above. We can always suppose that P G : G = A ∪ B|R ∪ S ∪ T , where R ⊂ R ∞ is a finite set of relations.
Preliminaries from Brick and Mihalik.
Our aim is to prove that the Cayley complex C(G, P G ) is qsf. We follow closely the proof given by Brick and Mihalik in [7] for the case when both G and L are finitely presented. First, we state below the main lemmas from [7] , suitable adjusted to the infinite case, without carrying on all the details, since there are no new ingredients in their proofs. Then we will point out the arguments which have to be modified in this setting.
Let C(G, P G (∞)) be the Cayley 2-complex associated to P G (∞). Consider now the sub-complex X(G) ⊂ C(G, P G (∞)) obtained from the later by keeping only those two cells that arise in the finite set P G . Remark that the complex X(G) is not anymore the Cayley complex of a group (since those vertices which were identified in C(G, P G (∞)) will remain identified in X(G)) and thus X(G) is not simply connected, in general.
Further notice that there is a natural embedding X(G) → C(G, P G ). Moreover, we have one copy xX(G) ⊂ C(G, P G ) of the 2-complex X(G) for each element x ∈ L and the Cayley complex C(G, P G ) is decomposed into slices xX(G), which will be called horizontal slices. The paths which are contained in such a (horizontal) copy xX(G) will be called A-paths. The B-edges are those edges which project onto the generators B of L. The 2-cells corresponding to relators in T will be called conjugation cells. Notice that the attaching map of a conjugation cell is of the form b −1 1 ab 2 w, where b 1 , and b 2 are B-edges with the same label b ∈ B, and w is the A-path corresponding to the word w = w(a, b) appearing in the respective conjugacy relation.
It suffices to consider only those sub-complexes of C(G, P G ) which are finite, connected and intersect each copy xX(G) in a connected -possibly empty -subset. Such complexes will be called admissible.
Let C ⊂ C(G, P G ) be a finite connected sub-complex. By adding finitely many edges we may assume that C is admissible. We want to show that there is a larger sub-complex K, obtained by adjoining finitely many edges and conjugation cells such that π 1 (K) is normally generated by finitely many loops in K which are null-homotopic in C(G, P G ) − C.
The loops in C(G, P G ) are called of type 1 if they are conjugate to A-loops and type 2 otherwise. The following two lemmas from ([7], Lemmas 2.1 and 2.2) extend trivially to the non locally finite situation: Lemma 6.1. Let Z be an admissible sub-complex of C(G, P G ). Set {u 1 , u 2 , . . . , u n } for a system of generators of π 1 (Z).
(1) If e is an A-edge that meets Z then Z ∪e is admissible. Further, π 1 (Z ∪e) is generated by {u 1 , u 2 , . . . , u n , τ λτ −1 }, where λ is an A-loop in the copy of X(G) containing e. In particular, by adding iteratively A-edges and conjugacy cells (satisfying the requirements of the previous lemma) one does not create any additional type 2 generator for the new fundamental group. Lemma 6.2. There exists a complex C 1 obtained from C by adjoining finitely many A-edges and conjugation cells as above such that π 1 (C 1 ) is generated by the classes of loops {u 1 , u 2 , . . . , u n , v 1 , . . . , v m } where (1) each u j is a type 1 generator and, (2) each v j can be written as v j = δ 1j ρ j δ 2j , where ρ j is a loop lying in C 1 − C which is null-homotopic in C(G, P G ) − C, while δ 1j δ 2j is an A-loop. Lemma 6.3. Suppose that C 1 satisfies the requirements of Lemma 6.2. Then there exists a finite complex K obtained from C 1 by adjoining finitely many conjugation cells and one B-edge with endpoint u ∈ C such that π 1 (K) is generated by the classes of loops {u 1 , u 2 , . . . , u n , v 1 , . . . , v m } satisfying the properties:
(1) each u j is of type 1 i.e. it is freely homotopic in K to an A-loop ν j based at u and lying entirely in the layer K u = K ∩ uX(G).
is an A-loop in K, freely homotopic to an A-loop µ j based at u and lying entirely in the layer K u = K ∩ uX(G).
Proof. This is the content of ( [7] , section 4).
In the finitely presented case X(G) were simply connected (since a Cayley complex for a subgroup) and it followed that the loops in ν j are null-homotopic in uX(G) and thus in C(G, P G ) − C. This implies immediately that the complex is qsf. However, when P G (∞)) is infinite this does not work anymore and we need additional ingredients.
6.4.2.
Constructing homotopies using extra 2-cells from R ∞ − R. Consider now a loop l in K u ⊂ uX(G).
Recall that uX(G) ∼ = X(G) ⊂ C(G, P G (∞)) and the last complex is simply connected. Thus there exists a null-homotopy of l into C(G, P G (∞)). It is then standard that this implies the existence of a simplicial map f : D 2 → C(G, P G (∞)) from the 2-disk D 2 suitably triangulated, whose restriction to the boundary is the loop l. The image f (D 2 ) intersects only finitely many cells of C(G, P G (∞)) by compactness, thus there are only finitely many open 2-cells e of C(G, P G (∞)) whose preimage f −1 (e) is nonempty. Consider the set {e 1 (l), . . . , e m (l)} of the 2-cells with this property. Each such 2-cell corresponds to relations from R ∞ − R, i.e. those that do not lie in X(G). Since f was supposed to be simplicial, f −1 (e i (l)) is a finite union of 2-cells e ij of the triangulated D 2 . Moreover, the boundary paths ∂e i (l) are contained in X(G). In particular the union of free loops l ∪ i ∂e i (l) is freely null-homotopic in X(G), in the sense that the tautological inclusion of the loops into X(G) extends to (alternatively, is the boundary of) a map σ(l) from the m-holed sphere to X(G). We write this as l ∪ i ∂e i (l) = ∂σ(l). We will make use of this argument further on.
Recall now that C(G, P G ) was supposed to be 1-tame. Thus K u ⊂ E where the compact E has the property that any loop l ⊂ E is homotopic within E to a loop l lying in E − K u which is further null-homotopic in C(G, P G ). Let E = E ∩ X(G), and thus E can be written as E = E − ∪ k j=1 e j , where {e j } j=1,...,k is a suitable finite set of 2-cells of C(G, P G ) which are not 2-cells of X(G). Notice that ∂e j ⊂ E, for any j. A homotopy between the loop l and the loop l within E induces by the argument above a homotopy H(l, l ) between l and l ∪ ∂e j (l) within E, where the set {e j (l)} is a suitable subset of {e j } j=1,...,k . Furthermore a null-homotopy of l in C(G, P G ) − K u induces a null-homotopy N (l ) of l ∪ ∂δ j (l) within X(G) − K u , where δ j (l) are (finitely many) 2-cells from C(G, P G ) − K (which are not in X(G)). We consider now a finite set S = {l j } of loops which are normal generators of π 1 (E) and let {δ 1 , ..., δ N } be the set of all 2-cells δ i (l), obtained by considering all l ∈ S.
6.4.3.
Standard null-homotopies. The boundary paths ∂e i , ∂δ i ⊂ uX(G) ⊂ C(G, P G ) are null-homotopic within C(G, P G ) and thus bound 2-disks D(e i ), D(δ i ) ⊂ C(G, P G ). However there exist some special null-homotopies for them, which are somewhat canonical, up to the choice of a base-point. It is precisely here the place where we shall use the fact that the presentation P G is an endomorphic presentation. Consider {λ i } be the set of loops of the form ∂e i or ∂δ j , for unifying the notations in the construction below. The loops λ j represent words which are relations from P G (∞) and thus can be written in the form λ j = ϕ j1 ϕ j2 · · · ϕ jkj (r αj ) where r αj ∈ R. Recall that R is the set of relations that survive in P G . We can identify a loop with the word that represent the loop in the Cayley complex. Thus, by abuse of notation we can speak of ϕ k (l) where l is a loop. Observe that the loop ϕ m (l) is freely homotopic to the loop l, since it is associated to a specific conjugate in terms of words. This homotopy is the cylinder C m (l) which is the union of all conjugacy cells based on elements of l and using the vertical element b m . Thus the loop corresponding to ϕ j1 ϕ j2 · · · ϕ jkj (r αj ) union the cylinder C j1 (l j ) has the other boundary λ (1) j = ϕ j2 · · · ϕ jkj (r αj ), which has smaller complexity. We define then recurrently the cylinders C jk (l k j ), where λ k j = ϕ jk · · · ϕ jkj (r αj ) and set C(λ j ) = ∪ i C ji (l i j ). Finally, recall that r αj ∈ R and thus it represents a loop that bounds a 2-cell ε αj of X(G). Thus D(λ j ) = C(λ j ) ∪ ε αj is a 2-disk giving an explicit null-homotopy of λ j within C(G, P G ). 6.4.4. Saturation of layers. Given a compact K as above we define the layer K x = K ∩ xX(G). We previously observed that we can suppose that all layers of the compacts considered above are connected. We say that K has all its layers saturated if the following condition is fulfilled. Consider a nonempty layer K x of K. We consider first all y ∈ L such that K y is nonempty and y < x, meaning that y −1 x ∈ L is positive i.e. it belongs to M . We call such a K y an inferior layer with respect to K x . By hypothesis there are finitely many positive paths in C(L, P L ) joining a given y to x. Here positive paths means that we use only those edges of the Cayley graph that are labelled by the positive elements t j (and not those labelled by their inverses t −1 j ). Further fix one such path p(y, x) for any pair (y, x) as above. For any nontrivial loop γ within K y we consider the conjugacy cells based on elements of γ and whose vertical part is following the path p(y, x). The union of all these conjugacy cells is a vertical tube that homotopes γ to a loop l(γ, p(y, x)) within xX(G). We say that K x is saturated with respect to K y if K x contains all loops l(γ, p(y, x)) for all possible paths p(y, x) as above. Moreover K has saturated layers if any nonempty layer K x is saturated with respect to its inferior layers. Lemma 6.4. We can assume that the complex K obtained in the Lemma 6.3 has all its layers saturated.
Proof. There are finitely many positive paths between two elements y, x ∈ L, by hypothesis. We adjoin inductively conjugacy cells in order to achieve saturation along each path. This procedure adds only finitely many layers which can be saturated again by the same procedure. This process stops by the finiteness assumptions of the proposition. Moreover, adjoining conjugacy cells we don't get extra type 2 elements. This is also compatible with finding that all A-loops are carried by x u . See the proof from ( [7] , section 4).
Proof. If we had an intersection D(∂δ j ) ∩ C = p then there is a path from p to a point in ∂δ j which contains only vertical segments from the cylinder C(∂δ j ). This path belongs to K since K is saturated and thus its endpoint belongs to K u which contradicts the fact that ∂δ j ⊂ E − K u . Let W = {α; D(∂e α ) ∩ C = ∅}. We construct the set
Proof. The only new loops appearing when we added the capped cylinders D(∂e α ) come from the intersections D(∂e α ) ∩ K. However, we can push them up using the conjugacy cells (that are both in the cylinders C(∂e α ) and K (since the later is saturated) until they reach the level Z u = Z ∩ uX(G) = E. Thus B-loops in K and loops in E generate π 1 (Z).
The proof of the Theorem 6.2 is standard by now. Take a loop l in π 1 (Z) (which can be supposed to be either from the set S that normally generates π 1 (E) or else from the set of B-loops ρ j furnished by Lemma 6.2.). We observed that l is homotopic within E ⊂ X(G) to l ∪ j ∂e j (l) ⊂ E − K u by the homotopy H(l, l ). Moreover l is homotopic in Z to l = l ∪ j;j ∈W e j (l) by means of a modified homotopy H(l, l ) ∪ j∈W D(e j (l)), since the boundaries ∂e j , with j ∈ W , are null-homotopic in Z. Moreover, l ∪ j;j ∈W e j (l) ∪ k ∂δ k is furthermore null-homotopic in X(G) − K u ⊂ C(G, P G ) − C. We adjoin the cylinders D(e j (l)) and D(∂δ k ) and obtain a null-homotopy of l within C(G, P G ) − C. This means that C(G, P G ) − C is 1-tame and thus qsf. Remark 6.3. It is not clear whether the result could still be true without assuming that the group G is finitely generated, but only normally generated as a subgroup of G by finitely many elements. 6.5. Proof of Theorem 6.3. Since the endomorphism σ is expansive there are only finitely many positive paths between two elements and the map M → L is obviously injective. It remains to show that Proposition 6.2. The group G with the Lysënok presentation P G is 1-tame.
The main idea is that the group G is commensurable with G × G (see e.g. [15] , VIII.C. Thm 28, p.229). Further, the qsf property is invariant under commensurability. Moreover, the proof in [7] which shows that extensions of infinite finitely presented groups are 1-tame works also in the infinitely presented case. Thus G×G with any direct product presentation is 1-tame. In particular, this happens if we consider the presentation P G×G = P G × P G , defined as follows:
• take two copies of the generators, a j , b j , c j , d j , j ∈ {1, 2}, corresponding to G × {1} and {1} × G respectively; • take two copies of the Lysënok relations corresponding to each group of generators. Since G is commensurable to G × G we will show that the presentation P G×G induces a presentation P * G of G. The induction procedure consists of transferring presentations towards -or from -a finite index normal subgroup and transport it by some isomorphism. In particular, G with the induced presentation P * G is 1-tame.
We will show below that the P * G (up to finitely many relations) consists of P G and several families of relations that are precisely the conjugacies by finitely many elements of the relations already existing in P G . The later relations can be simply discarded from P * G without affecting the qsf property of the associated Cayley complex. In particular, the presentation obtained after that is in the same finite equivalence class as P G . This will imply that the group (G, P G ) is qsf and thus its HNN extension G is also qsf, according to the Theorem 6.2. Remark 6.4. Other examples of groups with endomorphic presentations including branch groups are given in [3] . Our present methods do not permit handling all of them. It is very probable that a general method working for this family will actually yield the fact that any finitely presented group admitting a normal (infinite) finitely generated subgroup of infinite index should be qsf. Define G 0 be the subgroup consisting of words in a, b, c, d having an even number of occurrences of the letter a. This is the same as the subgroup denoted St G (1) in ( [15] , VIII.B.13 p.221). It is clear that G 0 ¡ G is a normal subgroup and we have an exact sequence
where G/G 0 is generated by aG 0 . It follows that G 0 is the subgroup of G generated by the following 6 elements: Let B ¡ G be the normal subgroup generated by b. It is known that B = b, aba, (bada) 2 , (abad) 2 . We have then an exact sequence:
is the dihedral group of order 8, denoted D 8 . Moreover D 8 is generated by the images of the generators a and d. Since the subgroup D = a, d ⊂ G is the dihedral group D 8 it actually follows that the extension above is split. Consider further the group D diag = (a, d), (d, a) ⊂ G × G which is isomorphic to the group D 8 . Then we can describe the image of ψ as ψ(G 0 ) = (B × B) D diag ⊂ G. Notice that the later is a subgroup (although not a normal subgroup) of G × G having index 8. It is easier to work with normal subgroups below since we want to track explicit presentations in the commensurability process. Therefore we will be interested in the subgroup B × B ⊂ ψ(G 0 ) ⊂ G × G which is a normal subgroup. Denote by A the preimage ψ −1 (B × B) which is a normal subgroup of G 0 . It follows that G 0 /A → (B × B) D diag /B × B = D is an isomorphism and G 0 /A is generated by the images of c and aca. Moreover the subgroup c, aca ⊂ G 0 is dihedral of order 8 and thus there is a split exact sequence
Collecting these facts it follows that actually A is the normal subgroup of G generated by d and we have a split exact sequence 1 → A → G → G/A = D 16 = a, c → 1 where G/A is generated by the images of a and c and it is isomorphic to the group E =< a, c >⊂ G, which is a dihedral group of order 16. 6.5.2. Inducing group presentations. The presentation P G×G of G×G induces a presentation P B×B of its normal finite index subgroup B × B. The isomorphism ψ : A → B × B transports P B×B into the presentation P A of A. Eventually we can recover the presentation P * G of G from that of its normal subgroup A. In order to proceed we need to know how to induce presentations from and to normal index finite index subgroups. First we have the following well-known lemma of Hall: Lemma 6.7. Assume that we have an exact sequence
and K = k i |R j , F = m j |S n are group presentations in the generators k i (respectively m j ) and relations R j (respectively S n ). Then G has a presentation of the following form
ji are suitable words in the generators k i . Specifically the relations using A n express the relations between the lifts of the generators m j to G, while the last relations express the normality of K within G.
Inducing presentations to a normal subgroup seems slightly more complicated. For the sake of simplicity we formulate the answer in the case where the relations are positive (i.e. there are no negative exponents) and the extension is split, as it is needed for our purposes. Observe however that the result can be extended to the general situation. Lemma 6.8. Assume that we have a split exact sequence
..,N |R j and the group F is finite. Let F = {1 = f 0 , f 1 , f 2 , . . . , f n } be an enumeration of its elements. Assume further that the projection map p : G → F takes the form p(x i ) = f p(i) where p is a map p : {1, 2, . . . , N } → {0, 1, . . . , n}. Assume that the relations R j read as
We choose lifts f j ∈ G for the elements f j , using the splitting homomorphism. Set then y j = x j f p (j) and denote by f k y j = f k y j f k −1 the conjugation. We consider below f k y j as being distinct symbols, called y-letters, for all k = 0 and j. Then the group K admits the following presentation:
• The generating set is the set of N (n + 1) elements y j , f k y j , k ∈ {1, 2, . . . n}, j ∈ {1, 2, . . . , N }.
• Relations are obtained using the following procedure.
-Each relation R j = x i1 · x i2 · · · x i k gives rise to a basic relation in the y-letters alphabet:
where each superscript product f i1 ·f i2 · · · f is is replaced by its value, as an element f λ(i1,i2,...,is) ∈ F . -Next one considers all images of the basic relations R j under the action of F (by conjugacy).
Specifically, for any basic relation in y-letters R = fj 1 y j1 · fj 2 y j2 · · · fj p y jp and any element f ∈ F one associates the relation f R = f fj 1 y j1 · f fj 2 y j2 · · · f fj p y jp in which each superscript is considered as an element of F .
Here we set the notation a y in order to emphasize that these are abstract symbols, which will be viewed as elements of K. They will be equal to the usual conjugacies y a only when seen as elements of G.
Proof. Any element of G is a product of y-elements and some f j . Thus an element of K should involve no f j .
Remark now that expressing R j using the elements f k y j we obtain
Moreover, the product of the first k terms in the right hand side is an element of K. Since the extension is split we should have f i1 · f i2 · · · f i k = 1 coming as a relation in F . Thus R j = 1, as claimed. It is clear then that f R j = 1 holds true also because K is a normal subgroup.
In order to see that these relations define K, consider the 2-complex Y G associated to the given presentation of G. Thus Y G has one vertex v. Then K is the fundamental group of the finite covering Y G (with deck group F ) of Y G , that is associated to the projection map G → F . This is a non-ramified covering of degree |F |, the order of F . Thus each open 2-cell of Y G is covered by precisely |F | 2-cells of Y G . It would suffices now to read the presentation of π 1 ( Y G ) on the cell structure of Y G . The only problem is that loops in Y G lift to paths in Y G which are not closed. Now Y G has |F | vertices that are permuted among themselves by F , let us call them v f , for f ∈ F , such that the deck transformations act as g · v f = v gf . The vertex v 1 will be the base point of Y G . The loop l j based at v that corresponds to the generator x j lifts to a path c j joining v 1 to v p(j) . Moreover the preimage of the loop l j under the covering is the union of all translated copies f c j (joining v f to v f p(j) ) of this path, which should be distinct as the covering is non-ramified. In this setting we have a natural presentation of π 1 ( Y G ) as a fundamental groupoid with base-points v f , for all f ∈ F . Simply take all (oriented) edges f c j as generators and all 2-cells as relations. The 2-cells are all disjoint and permuted among themselves by F and in each F -orbit the 2-cell based at v 1 corresponds to one 2-cell of Y G . One could choose now a maximal tree (corresponding to the choice of the elements f j ) in the 1-skeleton of Y G and collapse it in order to find a complex which comes from a group presentation. Alternatively we can transform the groupoid presentation into a group presentation by choosing a fixed set of paths l(f ) joining v 1 to v f . The choice of this system amounts to choose lifts f j in G. Then the paths l(f ) · f c j l(f p(j)) −1 are now based at v 1 and represent a generator system for the loops in Y G . This loop represent the generator f y j of K under the identification with π 1 ( Y G ). Further the 2-cell based at v 1 corresponds to the basic relation associated to a relation in G and its images under the deck transformations are those described in the statement. Thus the fundamental group π 1 ( Y G ) based at v 1 has the claimed presentation. 6.5.3. Carrying on the induction for the Grigorchuk group. We will consider first the group G with its presentation P G (a, b, d) and the normal subgroup B normally generated by B. According to the induction lemma above we have a natural system of generators given by G/B b = a,d d which is simply a notation for
The infinite set of words w n = σ n ((ad) 4 ), z n = σ n ((adabdabd) 4 ) are relations in G that induce relations T (w n ) and T (z n ) in B, by the procedure above. This amounts to the following. Write first w n (and z n ) as a word in a, b, d as follows: w n = w n,0 (a, d) b w n,1 (a, d) b · · · w n,k (a, d) b w n,k+1 (a, d) where w n,j (a, d) are words in a and d and thus can be reduced as elements of D = G/B. Then the basic relation corresponding to w n is now T (w n ) = ( wn,0 b) ( wn,0wn,1 b) · · · ( wn,0wn,1···w n,k b) where the right hand side is interpreted as a word in the alphabet G/B b and all products in a, d are reduced to the canonical form, as elements of the generators set above. The D-action on relations yields the additional set of relations, for each x ∈ D = a, d
x T (w n ) = ( xwn,0 b) ( xwn,0wn,1 b) · · · ( xwn,0wn,1···w n,k b)
The same procedure computes x T (z n ). A presentation for the group B × B is now obtained by using generators of G/B b × G/B b and, two sets involving the relations in B and the commutativity relations: ( x T w n , 1) = 1, (1, x T w n ) = 1, ( x T z n , 1), (1, x T z n ) = 1, ( x b, 1)(1, y b) = (1, y b )( x b, 1) The next step is to obtain a presentation P A for A and then using Hall's lemma to recover the presentation of G. Several remarks are in order. Since we seek for the finite equivalence class we can discard or adjoin finitely many relations at the end. When shifting from A to G we have to add the extra generators from G/A = a, c , thus the generators a and c. We have also to add finitely many conjugation relations corresponding to the normality of A and lifts of relations in G/A. However the previous remark enables us to ignore all these and keep track only of the following (four) infinite families of relations in B×B expressed by (T w n , 1) = 1, (1, T w n ) = 1, (T z n , 1), (1, T z n ) = 1 In order to understand the isomorphism ψ we have to shift to the presentation P G (a, c, d) of G. A natural system of generators for A is given in the spirit of the induction lemma by the set G/A d = a,c d which is simply a notation for { x d; x ∈ G/A = a, c } = G 0 /A d ∪ G 0 a/A d This system of generators is convenient because ψ has now a simple expression: Let us transport now the relation (1, T w n ) = 1 from B × B to A. This relation reads (1, wn,0 b) (1, wn,0wn,1 b) · · · (1, wn,0wn,1···w n,k b) = 1
According to the previous lemma this relation reads now in A as: ϕ0(wn,0) d ϕ0(wn,0wn,1) d · · · ϕ0(wn,0wn,1···w n,k ) d = 1
Further we interpret these relations in G (as part of the presentation P * G ), where we restored also the generators a and c. If one writes down the terms by developing each conjugation we obtain ϕ 0 (w n,0 )d · ϕ 0 (w n,1 )d · · · ϕ 0 (w n,k )d(ϕ 0 w n,0 w n,1 · · · w n,k ) −1 = 1
The key point is the fact that the map ϕ 0 acts like σ on the letters a, d and if one extends it by sending b into d we actually obtain σ. Thus the relation above is actually the same as σ(w n ) = 1 But σ(w n ) = w n+1 and thus we have no additional relation induced in P * G other than those already existing in P G . Let us look now at the transformations of the relations (1, x T w n ) = 1 for x ∈ D. This relations reads now in A as ϕ0(xwn,0) d ϕ0(xwn,0wn,1) d · · · ϕ0(xwn,0wn,1···w n,k ) d = 1
and by developing it again in G ϕ 0 (xw n,0 )d · ϕ 0 (w n,1 )d · · · ϕ 0 (w n,k )d(ϕ 0 w n,0 w n,1 · · · w n,k ) −1 ϕ 0 (x) −1 = 1 This is precisely the relation ϕ 0 (x)σ(w n )ϕ 0 (x) −1 = 1 which is a conjugation of the already existing relation w n+1 = 0. The same reasoning shows that starting from (1, x T z n ) we obtain in P * G the relation z n+1 = 1 (or conjugacies of it).
Eventually we consider the relations (T w n , 1) = 1 in B × B, namely ( wn,0 b), 1)( wn,0wn,1 b, 1) · · · ( wn,0wn,1···w n,k b, 1) = 1
The image of ψ −1 of this relation in A is therefore: ϕ1(wn,0A) d ϕ1(wn,0wn,1a) d · · · ϕ1(wn,0wn,1···w n,k a) d = 1
But ϕ 1 (x) = aϕ 0 (x)a and thus this relation is the same as aϕ0(wn,0) d aϕ0(wn,0wn,1) d · · · aϕ1(wn,0wn,1···w n,k ) d = 1
which, by developing all terms, yields in G:
aϕ 0 (w n,0 ))d · ϕ 0 (w n,1 )d · · · ϕ 0 (w n,0 w n,k )d(ϕ 0 w n,0 w n,1 · · · w n,k ) −1 a = 1
However this is the same as aw n+1 a = 1, which is a consequence of w n+1 = 1. The same holds true for the relations induced by (T z n , 1) = 1. Starting from ( x T w n , 1) = 1 or ( x T z n , 1) = 1 we obtain again conjugated relations. This shows that P * G (up to finitely many relations) consists of two copies of relations w n = z n = 1 and thus it is finitely equivalent to P G . This establishes our claim and thus settles Proposition 6.2.
