A gradient elasticity theory for second-grade materials and higher order inertia  by Polizzotto, Castrenze
International Journal of Solids and Structures 49 (2012) 2121–2137Contents lists available at SciVerse ScienceDirect
International Journal of Solids and Structures
journal homepage: www.elsevier .com/locate / i jsols t rA gradient elasticity theory for second-grade materials and higher order inertia
Castrenze Polizzotto
Università di Palermo, Dipartimento di Ingegneria Civile, Ambientale e Aerospaziale, Viale delle Scienze, 90128 Palermo, Italya r t i c l e i n f o
Article history:
Received 4 November 2011
Received in revised form 23 March 2012
Available online 26 April 2012
Keywords:
Gradient elasticity
Higher order inertia
Continuum thermodynamics
Dynamics
Wave dispersion0020-7683/$ - see front matter  2012 Elsevier Ltd. A
http://dx.doi.org/10.1016/j.ijsolstr.2012.04.019
E-mail address: castrenze.polizzotto@unipa.ita b s t r a c t
Second-grade elastic materials featured by a free energy depending on the strain and the strain gradient,
and a kinetic energy depending on the velocity and the velocity gradient, are addressed. An inertial energy
balance principle and a virtual work principle for inertial actions are envisioned to enrich the set of tradi-
tional theoretical tools of thermodynamics and continuum mechanics. The state variables include the
body momentum and the surface momentum, related to the velocity in a nonstandard way, as well as
the concomitant mass-accelerations and inertial forces, which do intervene into the motion equations
and into the force boundary conditions. The boundary traction is the sum of two parts, i.e. the Cauchy
traction and the Gurtin–Murdoch traction, whereas the traction boundary condition exhibits the typical
format of the equilibrium equation of a material surface (as known from the principles of surface
mechanics) whereby the Gurtin–Murdoch traction (incorporating the inertial surface force) plays the role
of applied surfacial force density. The body’s boundary surface constitutes a thin boundary layer which is
in global equilibrium under all the external forces applied on it, a feature that makes it possible to exploit
the traction Cauchy theorem within second-grade materials. This means that a second-grade material is
formed up by two sub-systems, that is, the bulk material operating as a classical Cauchy continuum, and
the thin boundary layer operating as a Gurtin–Murdoch material surface. The classical linear and angular
momentum theorems are suitably extended for higher order inertia, from which the local motion equa-
tions and the moment equilibrium equations (stress symmetry) can be derived. For an isotropic material
featured by four constants, i.e. the Lamé constants and two length scale parameters (Aifantis model), the
dynamic evolution problem is characterized by a Hamilton-type variational principle and a solution
uniqueness theorem. Closed-form solutions of the wave dispersion analysis problem for beam models
are presented and compared with known results from the literature. The paper indicates a correct ther-
modynamically consistent way to take into account higher order inertia effects within continuum
mechanics.
 2012 Elsevier Ltd. All rights reserved.1. Introduction
The elastic materials considered in the present paper belong to
the class of generalized polar and nonpolar materials studied by
Truesdell and Toupin (1960), Toupin (1962), Mindlin (1964,
1965), Mindlin and Eshel (1968), Green and Rivlin (1964), and
the micropolar materials addressed by Eringen (1966). However,
for simplicity of exposition, we shall limit ourselves to considering
second-grade materials, that is, the ﬁrst strain gradient materials
addressed by Mindlin (1964), Mindlin and Eshel (1968). More pre-
cisely, we shall follow the so-called Form-II formulation by the lat-
ter authors, whereby the higher order strain tensor is deﬁned as
the ﬁrst gradient of the standard (second order) strain tensor,
and the resulting stress tensors exhibit some useful symmetry
properties (to be speciﬁed shortly). The interest for this class of
materials stems from the possibility of associating to them higher
order inertia effects, that is, the effects produced over such a mate-ll rights reserved.rial whenever it is in motion while the kinetic energy depends on
the velocity gradient. This combination makes it possible to dis-
pense with strain singularities at sharp crack tips and to capture
some size effects within the material dynamic behavior, typically
the wave dispersion phenomena manifested by real materials as
polymer foams, high-thoughness ceramics, high-strength metal
alloys, porous materials and the like, Mindlin (1964), Papargyri-
Beskou et al. (2009) and Askes and Aifantis (2011).
Higher order inertia effects were considered in a paper by
Mindlin (1964) dealing with elastic materials with microstructure,
in which the Hamilton principle is employed to derive the relevant
force balance equations and the material constitutive equations.
On setting equal to zero the relative motion of the microstructure
with respect to the continuum, Mindlin’s theory can be shown to
reduce itself to an elasticity theory in which the strain energy de-
pends on the strain and the strain gradient, and the kinetic energy
depends on the velocity and the velocity gradient. Mindlin (1964)
showed the importance of the velocity gradient for the motion
equations to be able to capture wave dispersion phenomena
2122 C. Polizzotto / International Journal of Solids and Structures 49 (2012) 2121–2137(typical of nonhomogeneous materials). Mindlin’s theory proves to
be rather cumbersome for the excessive number of material con-
stants needed (eighteen for isotropic materials with microstruc-
ture, seven in the case of form-II materials).
Germain (1973) also addressed materials with microstructure
with inherent higher order inertia effects, but his intent was only
to establish the pertinent balance equations by means of an ad
hoc extended-form principle of virtual power.
More recently, the role of the velocity gradient and of the inher-
ent higher order inertia terms in the motion equations has been
systematically addressed in a series of studies dealing with the
wave motion and the related dispersion phenomena. There exists
a rich literature on this subject, but we limit ourselves to mention
Altan and Aifantis (1997), Georgiadis et al. (2000), Askes et al.
(2002), Askes et al. (2007), Metrikine and Askes (2002), Askes and
Aifantis (2006, 2009) and Papargyri-Beskou et al. (2009), the review
paper by Askes and Aifantis (2011) and the literature therein. From
the latter group of papers, it emerges clearly how the higher order
inertia models are able to describe realistically wave dispersion
phenomena. Metrikine and Askes (2002), Askes and Aifantis
(2006) and Askes and Aifantis (2009) advanced the concept of
‘‘dynamically consistent’’ gradient model, namely a model endowed
with gradient enhancements in both its stiffness and inertia
features, which renders it capable to remove singularities of the
strain ﬁeld in the presence of, for instance, a sharp crack tip, and
to realistically describe the dispersive characteristics of the wave
propagation in a nonhomogeneous medium. The higher order iner-
tia terms appearing in the governing equations are there introduced
heuristically by analogy to similar terms related to strain gradient
problems, and their relationship to the kinetic energy remains
unclariﬁed.
Fried and Gurtin (2006) addressed second-grade materials in
which the strain gradient and the velocity gradient engender,
respectively, higher order stresses and higher order inertial forces.
The principle of virtual power (PVP) is used to derive the pertinent
balance equations for the internal and external force system,
including the inertial body and surface forces there arising. Also,
a nonstandard ‘‘inertial virtual power balance’’ law is devised as
an extension to higher order inertia of an analogous law advanced
by Podio-Guidugli (1997) for classical kinetic energy. The latter
law, involving the kinetic energy as a function of the velocity and
the velocity gradient, is used by Fried and Gurtin (2006) for the
evaluation of the inertial forces in terms of acceleration and accel-
eration gradient. Although applicable also to solid materials, this
theory seems to be mostly oriented towards ﬂuid mechanics.
The present paper provides, within the framework of small
deformations, a gradient elasticity theory for continua featured
by a strain energy depending on the strain and the (ﬁrst) strain gra-
dient, as well as by a kinetic energy depending on the velocity and
the (ﬁrst) velocity gradient, that is, a theory in which the effects of
both strain gradient and higher order inertia are combined. The
main purpose of the paper is to ascertain the correct thermody-
namically consistent way to take into account the higher order
inertia effects within solid mechanics.
For this purpose, as a preliminary step, some fundamental no-
tions of thermodynamics are presented in Section 2 and cast in a
form suitable for subsequent extensions to second-grade materials
exhibiting higher order inertia effects. In analogy to Podio-Guidugli
(1997) and Fried and Gurtin (2006), an inertial energy balance prin-
ciple is introduced, which parallels the classical energy balance prin-
ciple (ﬁrst thermodynamics principle). With a terminology
borrowed from Noll (1963), we can state that the latter principle
is associated to the actions (stresses, noninertial forces) arising
from the exterior bodies belonging to our near world (as the solar
system), whereas the former one is instead associated to the
actions (momentum, inertial forces) arising from the totality ofbodies belonging to the remote universe (i.e. the so-called ﬁxed
stars). These two principles are distinct from each other because,
on one hand, the energy balance principle has to be invariant under
change of observer; on the other hand, the inertial energy balance
principle is concerned with quantities (as the velocity and the ki-
netic energy) that must be evaluated with respect to a Galilean ob-
server, that is, one being ﬁxed, or moving uniformly, with respect
to the ﬁxed stars (Noll, 1963; Truesdell and Noll, 1965).
The mentioned extension is realized in Section 3 for a class of
second-grade thermo-elastic materials endowed with a kinetic en-
ergy being a quadratic function of the velocity and the ﬁrst velocity
gradient. Besides the usual stress and higher order stress tensors, a
momentum and a higher order momentum are introduced with
the cumulative name of (generalized) local momenta. The material
constitutive equations for both sets of stresses and momenta are
evaluated in a particular case of linear isotropic elasticity. The
resulting elasticity model identiﬁes with the well-known Aifantis
model (Aifantis, 1992; Ru and Aifantis, 1993; Altan and Aifantis,
1997), characterized by four material constants, i.e. the two Lamé
constants and two length scale parameters, one (‘s) related to
strain gradient effects, the other (‘d) to higher order inertia.
In Section 4, the equilibrium equations for the noninertial forces
are derived by means of a speciﬁc principle of virtual power (PVP).
Although the latter principle is well known from the literature,
(see e.g. Germain (1973), Gurtin (2001) and Fried and Gurtin
(2006)), it is here discussed in detail considering the existence of
singularities (edge lines, corner points) and assuming that the body
and surface external forces cumulate the inertial ones. It is found
that the well-known formula of the boundary traction, t, for sec-
ond-grade materials, whereby t depends not only on the normal
n of the boundary surface, but also on the related mean curvature
K, can be split into two distinct parts, say t ¼ tC þ tGM. Here, tC is
the Cauchy traction, that is, the traction associated to the relevant
(total) stress, T, through the relation tC ¼ n  T, it thus depends only
on the normal n, whereas the remaining part, tGM ¼ t tC (Gurtin–
Murdoch traction), depends on both n and K. Then, known notions
of surface mechanics (Gurtin and Murdoch, 1975, 1978) are in-
voked to interpret the mentioned traction equation as an equilib-
rium equation for the boundary surface viewed as a material thin
boundary layer, where tGM plays the role of surfacial body force.
It is also found that the external actions applied upon the thin
boundary layer (including the forces acting on the edge lines and
the corner points, if any) satisfy global equilibrium conditions sim-
ilar to the global equilibrium equations for the whole body. As a
consequence, the latter equilibrium equations of the body simplify
such as to include only the body forces and the Cauchy traction,
just like for a standard Cauchy continuum, and thus the Cauchy
theorem for the traction can be applied also within the present
context. It thus emerges that a second-grade material constitutes
a combination of two co-operating structural parts, i.e. a classical
Cauchy continuum (the bulk material) featured by the (Cauchy)
stress T and the traction tC ¼ n  T, as well as a Gurtin–Murdoch
material surface (the thin boundary layer) featured by a surface
stress R and the traction tGM as a surfacial body force.
In Section 5 a nonstandard principle of virtual work (PVW), spe-
ciﬁcally devoted to inertial actions, is formulated and applied to
determine the equilibrium equations relating the generalized local
momenta to the inertial forces. It is found that the latter momenta
contribute to the formation of a body momentum, p :¼ qv, where
v :¼ v  ‘2dDv is a (weak) nonlocal (or gradient enhanced) velocity,
and a surface momentum, pS :¼ ‘2dq@nv. It is also found that the
inertial forces substantiate as inertial body force, bin, distributed
within the bulk material, and inertial surface force, tin, distributed
over the boundary surface of the material, and that these inertial
forces are equal to the negative body and surface mass-accelera-
tions, that is, bin :¼ u ¼ q _v and tin :¼ uS ¼ ‘2dq@n _v.
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rems are reformulated in forms suitable to cope with higher order
inertia. Whereas the reformulation is almost straightforward for
the linear momentum theorem (this just cumulates contributions
from body and surface momenta), it instead also requires some fur-
ther conceptual adjustments for the angular momentum theorem.
This is due to the notable circumstance that, in the presence of
higher order inertia, the body momentum p is not collinear to
the velocity v. It follows that, whereas the extended linear momen-
tum theorem saves the classical format, on the contrary, in the ex-
tended angular momentum theorem, the time derivative of the
angular momentum has to be reduced by a suitable vector quantity
accounting for the velocity/momentum non-collinearity. The
Cauchy theorem allows the passage from the latter extended
theorems to the local motion equations and to the stress symmetry
condition (or to the pertinent moment equilibrium equation when-
ever it is the case), just like in classical continuum mechanics.
Section 7 is devoted to the study of the dynamic evolution prob-
lem for the considered isotropic elastic material (Aifantis model).
After having grouped the relevant ﬁeld and boundary equations,
a Hamilton-type variational principle is established correspond-
ingly. The uniqueness of the solution is also proved.
In Section 8, the proposed theory is compared with analogous
theories of the literature, as those by Fried and Gurtin (2006) and
by Aifantis and co-workers (Askes and Aifantis, 2006, 2009, 2011).
A few applications to wave dispersion analysis problems for
beam models are addressed in Section 9 and closed-form solutions
are there presented. Comparisons with analogous results given by
Askes and Aifantis (2011) are also provided.
Conclusions are drawn in Section 10. The paper is ended by an
Appendix where the global equilibrium equations for the thin
boundary layer are proved.
Notation. A compact notation is used, with boldface letters
denoting vectors or tensors of any order. The scalar product
between vectors or tensors is denoted with as many dots as the
number of contracted index pairs. For instance, denoting by
u ¼ fuig; v ¼ fv ig, e ¼ feijg; r ¼ frijg; s ¼ fsijkg and A ¼ fAijkhg
some vectors and tensors, one can write: u  v ¼ uiv i, r : e ¼ rijeij,
A : e ¼ fAijkhekhg, A..
.
s ¼ fAijkhsjkhg, AT ..
.
s ¼ fAijkhskjig. The summation
rule for repeated indices holds and the subscripts denote compo-
nents with respect to an orthogonal Cartesian co-ordinate system,
say x ¼ ðx1; x2; x3Þ. The tensor product is simply indicated as, for
instance, uv ¼ fuiv jg. An upper dot over a symbol denotes its
(material) time derivative, _u ¼ du=dt. The symbol r denotes the
spatial gradient operator, i.e. ru ¼ f@iujg;D is the Laplacian
operator. The symbol  ¼ fijkg indicates the alternating third
order tensor. The symbol :¼ means equality by deﬁnition. Other
symbols will be deﬁned in the text at their ﬁrst appearance.2. Thermodynamics considerations
In this section, a few fundamental concepts of classical thermo-
dynamics are recalled and cast in a suitable form for a subsequent
extension to second-grade materials and higher order inertia.
2.1. The basic laws
The basic ingredients of thermodynamics (Malvern, 1969; Ger-
main et al., 1983; Lemaitre and Chaboche, 1990; Maugin, 1999)
are:
 The mass conservation principle (or continuity equation):
_qþ qr  v ¼ 0; ð1Þ The ﬁrst thermodynamics principle (or energy balance
principle):q _e ¼ r : _er  qþ h; ð2Þ
 The second thermodynamics principle (or entropy production
inequality):_Nint ¼ _N þr  qh
 
 h
h
P 0: ð3ÞHere, the upper dot denotes material time derivative, q is the mass
density; h, the absolute temperature; e, the internal energy per unit
mass; N and Nint, the entropy and the entropy production; q, the
heat conduction ﬂux vector; h, the radiation supply per unit vol-
ume; e and r, the strain tensor and the related (Cauchy) stress ten-
sor; v is the velocity.
The above equations are well known from the literature (see the
references quoted above), hence their physical meaning is here ta-
ken for granted. We just limit ourselves to remark that, according
to (2), the total power per unit volume imparted to the material
(on the right hand side), sum of the stress power, W :¼ r : _e, and
of the conduction/radiation heat supply, is stored within the mate-
rial as internal energy rate, i.e. q _e. In the literature, Eqs. (1) to (3)
are generally presented in an integrated format for an arbitrary
subregion of the pertinent domain, which indeed amounts to the
pointwise equations given above.
2.2. The inertial energy balance principle
The kinetic energy density is classically deﬁned as
j ¼ 1
2
qv  v; ð4Þ
where v denotes the velocity ﬁeld of the continuum, evaluated with
respect to a Galilean reference observer, that is, one which is ﬁxed,
or moving uniformly, with respect to the ﬁxed stars. The kinetic en-
ergy j can be thought of as a potential function for the actions ap-
plied to the material particle by the totality of exterior bodies
belonging to the remote universe, i.e. the ﬁxed stars, whereas the
internal energy e can be thought of as a potential function for the
actions applied to a material particle by the exterior bodies belong-
ing to our near world (like, for instance, the solar system), (Noll,
1963; Truesdell and Noll, 1965). According to this view, on one
hand the energy balance Eq. (2) does not contain any contribution
from the kinetic energy, on the other hand a separate balance equa-
tion is needed for the kinetic energy itself.
The latter balance equation can be cast as
_j ¼ p  _v; ð5Þ
where the vector p denotes the (linear) momentum. Eq. (5) is well
known within classical continuum mechanics (it merely descends
from the kinetic energy (4) with a time differentiation), but it is
here re-interpreted as an inertial energy balance principle, analogous
to (2), whereby the work done by the momentum p acting on the
generic particle through the velocity increment dv ¼ _vdt equals
the kinetic energy increment dj ¼ _jdt ¼ p  dv. In (5), the momen-
tum p has not to be a priori interpreted as the derivative of j, but
rather as an impulse factor work-conjugate of the acceleration _v,
whereas j is some positive deﬁnite convex function of v.
Suitable uniﬁed forms of both principles (2) and (5) may be at-
tempted following Podio-Guidugli (1997); however, in the author’s
opinion, there is a strong motivation for leaving them separate
from each other. Namely, (2) has to be invariant under rigid-body
transformations as
xðx; tÞ ¼ cðtÞ þ Q ðtÞ  x ð6Þ
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Q ðtÞ is an arbitrary time-dependent rotation tensor, such that
Q  Q T ¼ Q T  Q ¼ I, (Noll, 1963; Truesdell and Noll, 1965). Since
by (6) any scalar is invariant, whereas a vector u transforms into
Q  u and a second order tensor T into Q  T  Q T , it can be easily rec-
ognized that (2) is invariant, provided e is an isotropic function. In-
stead, (5) is not required to comply with such invariance requisite
because all quantities having a dynamical signiﬁcance, like the ki-
netic energy, the velocity and their consequences, must be evalu-
ated with reference to the ﬁxed stars; or, in other words,
whenever a transformation as (6) is applied, the remote universe
moves together with the moving observer and thus the velocity v
transforms into Q  v.
2.3. The Clausius–Duhem inequality and the constitutive equations
The Clausius–Duhem inequality is derived from the entropy
production inequality (3) combined with the energy balance Eq.
(2). It reads:
D ¼ r : _e q _eþ h _N  q
h
 rhP 0 ð7Þ
where D :¼ h _Nint denotes the total dissipation density and the
addend
Dth :¼ qh  rh ð8Þ
represents the thermal conduction dissipation density (often as-
sumed nonnegative by its own). Inequality (7) holds for any defor-
mation and thermal processes, it can thus be used to determine the
consequent restrictions on the constitutive equations. An alterna-
tive form of (7), useful whenever the temperature is the leading var-
iable for the thermal states of the material, is obtained by
introducing the free energy w through the Legendre transformation,
qe ¼ hN þ qw, with which (7) transforms into:
D ¼ r : _e q _w N _h q
h
 rhP 0: ð9Þ
The constitutive equations for the state variables describing the
actions upon the body coming from the exterior near world (i.e.
the stresses and either the temperature, or the entropy) must be
determined by using the Clausius–Duhem inequality, either in
the form (7) or (9). The procedure is straightforward. For instance,
assuming a free energy of the form w ¼ wðe; h), we can easily obtain
by (9):
r ¼ q @w
@e
; N ¼ q @w
@h
: ð10Þ
Let us note that, for the required objectivity of the latter constitu-
tive equations, the stress power of (9), that is, the quantity
W :¼ r : _e, must be invariant under change of observer. This means
that the latter stress power must remain unchanged as a conse-
quence of superposition of an (inﬁnitesimal) rigid-body motion of
the form (Noll, 1963; Truesdell and Noll, 1965)
v ¼ a þW  x; ð11Þ
where a is an arbitrary vector andW an arbitrary skew symmetric
tensor. Therefore, since r : _e! r : rv ¼ r : W, we must have
r : W ¼ 0; 8W, hence r has to be symmetric, and thus the strain
tensor e can also be considered symmetric.
The constitutive equations for the state variables describing the
actions upon the body coming from the remote universe (namely,
the momentum) must be determined by means of the inertial en-
ergy balance principle (5). This gives
p ¼ @j
@v
: ð12ÞIn concluding the present section, let us point out that in what pre-
cedes the material has been considered simple in a sense as meant
by Noll (1963) and Truesdell and Noll (1965). Namely, we have as-
sumed that the stress r and the entropy N at a point x and a time t
depend only on the strain and the temperature states at the same
point as determined by the past history up to the time t, and that
analogously the momentum pðx; tÞ depends only on the velocity
vðx; tÞ. In next section this limitation will be removed by assuming
that the material is nonsimple, that is, it has a constitutive depen-
dence on the space gradients of some of the independent state vari-
ables. This requires that some of the basic concepts and notions
introduced in this section be beforehand suitably generalized to
gradient materials and higher order inertia. This is done in next
section.3. Second-grade materials and their constitutive equations
In this section, continuum thermodynamics for nonsimple (sec-
ond-grade) elastic materials is expounded and applied to deter-
mine their constitutive equations. Also, the pertinent equilibrium
equations are derived.3.1. General
For nonsimple material here we intend a material the strain
state of which is measured by means of a set of strain tensors,
say eðmÞ of order 2þm; ðm ¼ integer number; 0 6 m 6 mmaxÞ, and
analogously its stress state is measured by a set of stress tensors,
say rðmÞ, work-conjugate of eðmÞ, respectively. Such a material is
usually labeled as ‘‘ð1þmmaxÞth-grade material’’ to mean that
1þmmax is the highest order of the displacement derivatives in-
volved within the set of strain tensors eðmÞ. For second-grade mate-
rials ðmmax ¼ 1Þ, like those considered in the present paper, there
are only two strain tensors, say e ¼ feijg; g ¼ fgkijg and two
work-conjugate stress tensors, say r ¼ frijg, s ¼ fskijg, such that
the stress power has the typical formatW ¼ r : _eþ s... _g ¼ rij _eij þ skij _gkij: ð13ÞWhereas the strain tensors e;g have to be considered independent
of each other at the constitutive level, at the global structural level
they prove to be mutually related through a set of compatibility rela-
tions, which are here cast as follows:e ¼ symru; eij ¼ 12 ð@iuj þ @juiÞ
g ¼ re; gkij ¼ @keij
)
ð14Þwhere u ¼ fuig denotes the displacement ﬁeld.
The requirement thatW be invariant under change of observer,
i.e. for arbitrary rigid-body transformations as (11), considering
that _e!W, _g! 0 and thus W ! r : W ¼ 0;8W, imposes that
the stress r be symmetric, such that the strain e can also be consid-
ered symmetric.
On account of conditions (14), e is assumed to be a symmetric
strain tensor (six components), whereas g ¼ fgkijg is a third order
strain tensor symmetric in the last index pair ði; jÞ (eighteen com-
ponents). Materials characterized by strain and stress tensors as
indicated by (13) and (14) belong to the class of the ﬁrst strain gra-
dient materials studied by Mindlin (1964), Mindlin and Eshel
(1968), and in particular to those labeled ‘‘Form-II materials’’ by
these authors.
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Assuming that the temperature be the leading thermal state
variable, the mentioned materials are here characterized by a ki-
netic energy potential and a free energy potential as
j ¼ jðv;wÞ; w ¼ wðe;g; hÞ ð15Þ
where v ¼ _u denotes the velocity, w ¼ rv the velocity gradient,
whereas e;g are the strain tensors deﬁned previously. Additionally,
both potentials in (15) are convex and positive deﬁnite, and are
measured per unit volume. Correspondingly, the inertial energy bal-
ance principle (5) has to be restated with an extended format as
_j ¼ r  _v þ p : _w ¼ ri _v i þ pij _wij ð16Þ
where r and p denote the (generalized) local momenta, work-conju-
gate of _v and _w, respectively. Analogously, the Clausius–Duhem
inequality (9) has to be rewritten as
Dintr ¼ r : _eþ s..
.
_g _w N _hP 0 ð17Þ
where we have retained only the intrinsic part of Dð¼ Dintr þ DthÞ.
The material constitutive equations can be readily derived from
(16) and (17) as in the following:
r ¼ @j
@v
; p ¼ @j
@w
ð18Þ
which provide the generalized local momenta in terms of velocity
and velocity gradient (considered independent of each other);
additionally,
r ¼ @w
@e
; s ¼ @w
@g
; N ¼  @w
@h
ð19Þ
which provide the stress, the higher order stress and the entropy in
terms of strain and strain gradient (considered independent of each
other), as well as of temperature. By (19), inequality (17) is satisﬁed
as an equality, which means that the material is a thermoelastic one
with a dissipation due only to heat conduction, Eq. (8).
Next, let us assume a kinetic energy j as
j :¼ 1
2
qv  v þ 1
2
‘2dqw : w; ð20Þ
where q is the (constant) mass density, and a free energy w as
w :¼ 1
2
e : C : eþ 1
2
‘2sC :: g
T  g ; ð21Þ
where C ¼ fCijkhg denotes the usual fourth-order moduli tensor of
isotropic elasticity, whereas ‘d and ‘s denote two internal length
scale parameters. The temperature is not involved in (21) because
isothermal conditions are being considered. Then, considering that
w ¼ rv and g ¼ re, the constitutive Eqs. (18) and (19) take on
the form
r ¼ qv; p ¼ ‘2dqrv ð22Þ
and
r ¼ C : e; rij ¼ Cijabeab
s ¼ ‘2srðC : eÞ ¼ ‘2srr; skij ¼ ‘2s @krij
)
ð23Þ
In the following, r will be referred to as the lower order (local) stress
tensor, s as the higher order stress tensor.
4. The principle of virtual power for noninertial actions
The stresses r and s, given by the constitutive equations (19)1,2,
or (23), have to satisfy some equilibrium equations as a conse-
quence of the compatibility conditions (14). The principle of virtual
power (PVP) necessary for ﬁnding out these equilibrium equationsis well known from the literature (Toupin, 1962; Mindlin, 1964;
Mindlin and Eshel, 1968; Germain, 1973; Gurtin, 2001; Fried and
Gurtin, 2006). Here we intend to discuss this point in some detail
in order to have the opportunity to show some (apparently) novel
interpretations and results regarding the mentioned equilibrium
equations. For this reason we shall follow Fried and Gurtin
(2006) in applying the PVP not to the whole body, but rather to
any (arbitrarily small) subdomain B of the global domain V; how-
ever, here we prefer to employ a Lagrangian description instead
of the Eulerian one used by the latter quoted authors.4.1. The mathematical structure of the PVP
As clearly indicated by Fried and Gurtin (2006), the PVP in ques-
tion requires the deﬁnition of two virtual power quantities, that is,
the internal virtual power, here expressed as
LintðB; ~vÞ :¼
Z
B
r : eð~vÞ þ s...gð~vÞ
 
dV ; ð24Þ
and the external virtual power, here expressed as
LextðB; ~vÞ :¼
Z
B
b  ~vdV þ
Z
@B
t  ~v þm  @n~vð ÞdAþ
Z
CðBÞ
f  ~vds
þ
XNcðBÞ
c¼1
Fc  ~vc; ð25Þ
both being related to an arbitrary subdomain B#V (following the
deforming continuum). Here, ~v is an arbitrary continuous virtual
velocity ﬁeld, from which the virtual strain rates eð~vÞ and gð~vÞ
are computed. The body force b and the force traction t are meant
as to include the analogous inertial forces (to be speciﬁed in next
section), m is the moment traction vector. Moreover, CðBÞ denotes
a wedge line over the boundary surface @B, along which the line
forces f are applied. The surface @B also contains a set of corner
points with point forces Fc; ðc ¼ 1; . . . ;NcðBÞÞ, applied on them. All
the stress and force factors are taken constant during any virtual
change of the body’s conﬁguration.
The PVP in question requires that the equality
LintðB; ~vÞ ¼ LextðB; ~vÞ ð26Þ
be satisﬁed identically, that is, for arbitrary choices of the virtual
velocity ﬁeld, ~v, and of the subdomain B#V .
Let us note that, because of the symmetry of r, by which the
stress power (13) is invariant under change of observer, the inter-
nal virtual power (24) is also invariant. On demanding the same
invariance property to (25)–which however is automatically veri-
ﬁed by the equality (26)–by means of (11) and taking ~v ¼ v, we
obtain from (25) the equalities:
RðBÞ :¼
Z
B
bdV þ
Z
@B
tdAþ
Z
CðBÞ
fdsþ
XNcðBÞ
c¼1
Fc ¼ 0; ð27Þ
and (taking the moments with respect to the axes origin)
MðBÞ :¼
Z
B
x bdV þ
Z
@B
ðx tþ nmÞdAþ
Z
CðBÞ
x fds
þ
XNcðBÞ
c¼1
xc  Fc ¼ 0 ð28Þ
where RðBÞ and MðBÞ denote the external force and moment resul-
tants relative to B, respectively. As usual in the literature, the latter
equations are referred to as the linear and angular momentum bal-
ance equations.
2126 C. Polizzotto / International Journal of Solids and Structures 49 (2012) 2121–21374.2. Consequences of the PVP
To obtain the consequences of the PVP (24) to (26), let us
beforehand transform the integrals of (24) taking into account
the compatibility conditions (14). Since gð~vÞ ¼ reð~vÞ and
eð~vÞ ¼ symr~v, by the divergence theoremwe can write the second
integral on the right hand side of (24) asZ
B
s..
.
gð~vÞdV ¼ 
Z
B
r  s : r~vdV þ
Z
@B
n  s : r~vdA ð29Þ
where n is the unit outward normal vector to @B and where we have
replaced eð~vÞ with r~v due to the symmetry features of s. Then,
substituting (29) into (24) and with the positions:
T :¼ rr  s; Tij :¼ rij  @kskij total stress
R :¼ n  s; Rij :¼ nkskij surface stress

ð30Þ
(where both stresses Tij and Rij are symmetric), gives
LintðB; ~vÞ ¼
Z
B
T : r~vdV þ
Z
@B
R : r~vdA: ð31Þ
Again using the divergence theorem we can write:Z
B
T : r~vdV ¼ 
Z
B
r  T  ~vdV þ
Z
@B
n  T  ~vdA: ð32Þ
Also, on decomposing the gradient r~v at a point of @B as
r~v ¼ n@n~v þrT~v; ð33Þ
where rT :¼ f@i  ni@ng denotes the tangential gradient on the sur-
face @B at a point where n is the unit outward normal vector, we can
rewrite the second integral on the right hand side of (31) asZ
@B
R : r~vdA ¼
Z
@B
n  R  @n~vdAþ
Z
@B
R : rT~vdA: ð34Þ
The second integral on the right hand side of the latter equation can
in turn be transformed asZ
@B
R : rT~vdA ¼ 
Z
@B
rT  R  ~vdAþ
Z
@B
rT  ðR  ~vÞdA: ð35Þ
On the other hand, by the surface divergence theorem, it is:
Z
@B
rT  ðR  ~vÞdA ¼ 
Z
@B
Kn  R  ~vdAþ
Z
CðBÞ
U  ~vdsþ
XNcðBÞ
c¼1
Uc  ~vc;
ð36Þ
where we have considered the existence of a wedge line CðBÞ and a
set of NcðBÞ corner points. The symbol K indicates twice the mean
curvature of @B, i.e. K :¼ rT  n, at the considered point of @B.
The vector U is deﬁned at every point, say P, of the wedge line
CðBÞ, namely
U :¼
X
b
 mðbÞ  RðbÞ; ð37Þ
where the sum is extended to the two surfaces intersecting on CðBÞ,
RðbÞ is the value of R at the points of @B close to P, mðbÞ is the unit vec-
tor normal to CðBÞ, lying on the tangent plane to @B at the same
point P and outward oriented. Denoting by k the unit vector tangent
to CðBÞ —in the sense of the integration over CðBÞ—the sign to
choose is + or  according to whether mðbÞ ¼ þk nðbÞ, or
mðbÞ ¼ k nðbÞ, nðbÞ being the unit normal to the b-th surface in
the vicinity of P.
The last discrete term of (36) refers to the corner points and the
force vectors Uc are deﬁned at every such point, namely
Uc :¼
X
r
kr Ur
 !
c
; 8c ¼ 1;2; . . . ;NcðBÞ: ð38ÞUc has to be computed considering all the (oriented) wedge line
pieces intersecting at the generic corner point Cc , the kr ’s are the re-
lated unit tangential vectors, whereas the Ur ’s denote values of U at
the points of the wedge line pieces close to Cc .
Next, substituting (36) into (35), then the latter into (34), and
then (34) into (31), gives, remembering (32):
LintðB; ~vÞ ¼ 
Z
B
r  T  ~vdV þ
Z
@B
n  R  @n~vdA
þ
Z
@B
n  TrT  R Kn  Rð Þ  ~vdA
þ
Z
CðBÞ
U  ~vdsþ
XNcðBÞ
c¼1
Uc  ~vc: ð39Þ
Finally, substituting (39) and (25) into (26) gives

Z
B
r  Tþ bð Þ  ~vdV þ
Z
@B
n  Rmð Þ  @n~vdA
þ
Z
@B
n  TrT  R Kn  R tð Þ  ~vdA
þ
Z
CðBÞ
U fð Þ  ~vdsþ
XNcðBÞ
c¼1
Uc  Fcð Þ  ~vc ¼ 0; ð40Þ
which holds for any choice of the virtual velocity ﬁeld and of B.
4.3. The equilibrium equations and the thin boundary layer
As necessary and sufﬁcient conditions in order that (40) be sat-
isﬁed for arbitrary choices of ~v and B, we can write the following
pointwise equilibrium equations:
r  Tþ b ¼ 0 in B ð41Þ
t ¼ n  TrT  R Kn  R; m ¼ n  R; on @B ð42Þ
U ¼ f on CðBÞ; Uc ¼ Fc 8c ¼ 1;2; . . . ;NcðBÞ: ð43Þ
The stresses T and R, referred to as, respectively, the total stresses
and surface stresses in the following, are deﬁned by (30), hence,
remembering (23), they prove to be expressed in terms of only the
lower order stress, r, as follows:
T ¼ r ‘2sDr; R ¼ ‘2s @nr: ð44Þ
The above results are well known from the literature. Here, we sug-
gest to express the traction t in the following decomposed form, i.e.
t ¼ tC þ tGM
tC :¼ n  T ðCauchy tractionÞ
tGM :¼ t tC ðGurtin—Murdoch tractionÞ
9>=
>; ð45Þ
such that (42)1 simpliﬁes as
rT  Rþ Kn  Rþ tGM ¼ 0 on @B: ð46Þ
Namely, we have decomposed the traction t into two parts, such
that the part tC is related to the stress T by the Cauchy theorem,
whereas the remaining part tGM appears within the reduced equilib-
rium Eq. (46). This, as known from surface mechanics (Gurtin and
Murdoch, 1975, 1978), can be recognized as the vector-valued equi-
librium equation of a (material) surface subjected to the stress R
and the surfacial body force tGM. In contrast to the latter quoted
authors, the equilibrium Eq. (46) includes the surface curvature
contribution, whereas the surface inertia is incorporated within
tGM in the form of inertial surface force (as better explained in next
section). In other words, in a second-grade continuum, the traction t
applied upon the boundary @B of any (isolated) subdomain B, can be
split—with a priori unknown proportions—into two parts, namely,
the Cauchy traction, say tC, which is sustained by the bulk material,
Fig. 1. Geometrical sketch showing the decomposition of the (total) traction t into
the Cauchy traction tC and the Gurtin–Murdoch traction tGM.
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sons), say tGM, which is supported by the boundary surface operat-
ing as a thin boundary layer. Eqs. (42)2 and (43) can be viewed as a
traction condition and, respectively, jump conditions accompanying
the surfacial ﬁeld equilibrium Eq. (46).
It is thus possible to state that a second-grade material consti-
tutes a combination of two co-operating structural sub-systems,
that is, (i) the bulk material operating as a classical Cauchy contin-
uum featured by the total (Cauchy) stress T and the related traction
tC; and (ii) the thin boundary layer operating as a Gurtin–Murdoch
material surface featured by the surface stress R and the traction
tGM as the pertinent surfacial body force. This interpretation is cor-
roborated by the fact that—as shown in next subsection—the two
subsystems are each in global equilibrium under the respective
externally applied forces.
All the above is illustrated in Fig. 1, which represents an isolated
subdomain B and an element of the related thin boundary layer.
The Cauchy traction tC is applied upon the skin of B, whereas the
boundary layer element is subjected (besides to the surface stres-
ses R and the moment traction m), either to the (total) traction t
and the negative Cauchy traction, tC, (on the left), or equivalently
to the Gurtin–Murdoch traction tGM (on the right). Whereas tC de-
pends on @B through n only, instead t and tGM depend on @B also
through the surface curvature.
It is worth observing that the thin boundary layer envisioned
above is not a true material boundary surface as deﬁned by Gurtin
and Murdoch (1975), Gurtin and Murdoch (1978). In fact, whereas
the latter material surface is endowed with speciﬁc constitutive
equations whereby the surface stress R is related to the surface
strain E ¼ symrTu, on the contrary no speciﬁc constitutive equa-
tions hold for the thin boundary layer, while the associated surface
stress R is simply related to the lower order local stress r through
the (microforce equilibrium) relation (44)2.4.4. Global equilibrium equations of the thin boundary layer
It can be shown that the (entire, isolated) boundary layer @B
associated to any subdomain B#V exhibits properties of global
equilibrium similar to (27) and (28) related to the subdomain B.
As it will be shown in the Appendix ending the present paper,
the following equilibrium equations hold for the (isolated) thin
boundary layer (viewed as a rigid object):
Rð@BÞ :¼
Z
@B
tGMdAþ
Z
CðBÞ
fdsþ
XNcðBÞ
c¼1
Fc ¼ 0; ð47Þ
andMð@BÞ :¼
Z
@B
x tGM þ nmð ÞdAþ
Z
CðBÞ
x fdsþ
XNcðBÞ
c¼1
xc  Fc ¼ 0:
ð48Þ
Indeed, this result is not surprising, for any material part extracted
from a body being in equilibriummust also be in equilibrium. How-
ever, for a subdomain coinciding with the thin boundary layer in
question, it is perhaps not a priori evident how to select the perti-
nent equilibrating forces.
As a consequence of the above equalities, the global equilibrium
equations of B in Eqs. (27) and (28) can be simpliﬁed as follows,
respectively:
RðBÞ ¼
Z
B
bdV þ
Z
@B
tCdA ¼ 0; ð49Þ
MðBÞ ¼
Z
B
x bdV þ
Z
@B
x tCdA ¼ 0: ð50Þ
The latter equations are notable because they express the global force
and moment balance conditions for a second-grade continuum in a
form similar as for a Cauchy type continuum. Namely, of all the exter-
nal body and surface forces and moments applied on B [ @B, the
equalities (49) and (50) retain only the body force b and the Cauchy
traction tC. This has the important conceptual implication that—as
long as a Cauchy traction tC can be legitimately speciﬁed at every
point of the boundary surface @B—the classical Cauchy theorem for
the traction does hold also for a second-grade continuum, provided that
the total stress T be associated with the inherent Cauchy traction tC.
It is worth noting that the (equilibrated) set of external actions
applied upon the body, shown by the global equilibrium Eqs. (27)
and (28), divide themselves into two distinct (equilibrated) sub-
sets, one collects the actions applied upon the boundary layer, as
shown by the global equilibrium Eqs. (47) and (48), the other col-
lects the actions applied upon the bulk material, as shown by the
global equilibrium Eqs. (49) and (50).
Closing the present section, we remark that the concept of
boundary layer in the form advanced here, with its notable prop-
erty of being globally equilibrated and with the classical Cauchy
theorem for the traction being still applicable, is not of common
knowledge within the literature, although it was in part envisioned
by Forte and Vianello et al. (1988). Wu (1992) presented formulas
similar to (49) and (50) for the case of second strain gradient elas-
tic continua, but no consequences seem to have been derived from
them.
5. The principle of virtual work for the inertial actions
The generalized local momenta r and p turn out to be restrained
by some equilibrium equations as a consequence of the differential
relation w ¼ rv, whereby they are related to the inertial forces.
These equilibrium equations can be found by means of an ad hoc
(nonstandard) principle of virtual work (PVW). This is conceptually
similar to the PVP of Section 4, but differs from it in some basic as-
pects, as explained hereafter.
The PVP of Section 4 considers the body B in its (actual) de-
formed conﬁguration at any (ﬁxed) time, together with the inher-
ent internal and external forces, and makes equal to each other the
powers expended by the latter two groups of forces through an
arbitrary imposed virtual velocity ﬁeld, say ~vðxÞ. Instead, the
PVW in question considers the (actual) motion of the body B be-
tween two (arbitrarily ﬁxed) times, say t1 and t2 > t1, together
with the inherent generalized local momenta, rðv;rvÞ and
pðv;rvÞ and the concomitant inertial body forces (bin) within B
and inertial surface forces (tin) on @B. It also imposes an arbitrary
(small, additional) virtual motion to B, speciﬁed through the virtual
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time, and leaves unaltered the initial and ﬁnal actual conﬁgura-
tions and velocities of B, that is, ~v has to satisfy the following
conditions:
~vðx; t1Þ ¼ ~vðx; t2Þ ¼ 0 8x 2 B [ @B: ð51Þ
The (internal, virtual) work done by the local momenta r and p of B
through any virtual motion ~vðx; tÞ; t1 6 t 6 t2, complying with (51),
can be expressed as
W intðB; ~v; t1; t2Þ :¼
Z t2
t1
Z
B
ðr  _~v þ p : r _~vÞdV dt: ð52Þ
Analogously, the (external, virtual) work done by the inertial forces
through the virtual velocity ﬁeld ~v within the considered virtual
motion reads:
WextðB; ~v; t1; t2Þ :¼
Z t2
t1
Z
B
bin  ~vdV þ
Z
@B
tin  ~vdA
	 
dt; ð53Þ
where bin and tin denote the inertial body and surface forces, respec-
tively. The PVW in question requires that the internal and the exter-
nal virtual works (52) and (53) be equal to each other, that is,
W intðB; ~v; t1; t2Þ ¼ WextðB; ~v; t1; t2Þ; ð54Þ
for arbitrary choices of B#V , of ~v complying with (51), and of t1
and t2 P t1 within the time history of the actual motion.
Before substituting (52) and (53) into (54), let the divergence
theorem be applied to transform (52) as follows:
W intðB; ~v; t1; t2Þ ¼
Z t2
t1
Z
B
p  _~vdV þ
Z
@B
pS  _~vdA
	 
dt; ð55Þ
where we have set
p :¼ rr  p; pS :¼ n  p: ð56Þ
The latter vector quantities deﬁne, respectively, the body momen-
tum in B and the surface momentum on @B, both acting in concomi-
tance to the local momenta r and p. Additionally, with an
integration by parts (and, for more generality, considering q > 0
time dependent), we can rewrite (55) as
W intðB; ~v;t1;t2Þ¼ 
Z t2
t1
Z
B
q
d
dt
1
q
p

 
 ~vdVþ
Z
@B
q
d
dt
1
q
pS

 
 ~vdA
	 
dt
þ
Z
B
p  ~vdVþ
Z
@B
pS  ~vdA
 t2
t1
; ð57Þ
where the identity dðpdVÞ=dt ¼ dðp=qÞ=dtqdV has been used.
Let us introduce the deﬁnitions:
u :¼ q d
dt
1
q
p

 
; uS :¼ q
d
dt
1
q
pS

 
; ð58Þ
which represent, respectively, the body mass-acceleration and the
surface mass-acceleration, also concomitant to the local momenta r
and p. Then, noting that by (51) the space and surface integrals
within the square brackets on the right hand side of (57) are vanish-
ing, we can ﬁnally rewrite (52) in the form:
W intðB; ~v; t1; t2Þ ¼ 
Z t2
t1
Z
B
u  ~vdV þ
Z
@B
uS  ~vdA
	 
dt: ð59Þ
Substituting from (59) and (53) into (54) givesZ t2
t1
Z
B
ðuþ binÞ  ~vdV þ
Z
@B
ðuS þ tinÞ  ~vdA
	 
dt ¼ 0: ð60Þ
As this is an identity satisﬁed for arbitrary choices of B#V and of
the virtual velocity ﬁeld ~v complying with (51), and since the
quantities within parentheses do not depend on ~v, nor on t1 and
t2, it necessarily follows:bin ¼ u in B; tin ¼ uS on @B: ð61Þ
These equations deﬁne the inertial body and surface forces as func-
tions of the (actual) velocity and velocity gradient through Eqs. (58),
(56) and (18).
Next, remembering the kinetic energy function (20) with
w ¼ rv, and the consequent expressions of the local momenta r
and p in (22), we easily obtain:
p ¼ qv ¼ qðv  ‘2dDvÞ; pS ¼ ‘2dq@nv ð62Þ
u ¼ q _v ¼ qð _v  ‘2dD _vÞ; uS ¼ ‘2dq@n _v ð63Þ
and thus by (61)
bin ¼ q _v ¼ qð _v  ‘2dD _vÞ; tin ¼ ‘2dq@n _v: ð64Þ
The gradient enhanced velocity, v, deﬁned as
v :¼ v  ‘2dDv; ð65Þ
is referred to as the (weak) nonlocal velocity in the following. In
classical continuum mechanics (‘d ¼ 0) obviously v ¼ v;p ¼ qv;
bin ¼ u ¼ q _v and pS ¼ tin ¼ uS ¼ 0 identically, therefore the
body and surface momenta and the concomitant body and surface
inertial forces can be considered as generalizations to the context
of higher order inertia of the classical momentum and inertial body
force.
Let us conclude this section by noting that the term ‘‘mass-
acceleration’’, borrowed from Germain (1973), indicates quantities
labeled as ‘‘momentum rate’’ by Fried and Gurtin (2006). As usual,
by the d’Alembert principle, the inertial body and surface forces in
(64) can be regarded as being included in the set of the analogous
noninertial forces encompassed within the equilibrium equations
of Section 4. This will be more clearly elucidated in next section.
6. Linear and angular momentum theorems
Let us observe that themomentump of (62)1 proves to be in gen-
eral noncollinear with the velocity v. This lays some problems be-
cause, within classical continuum mechanics, the collinearity of p
andv is paramount for theproof of the angularmomentumtheorem.
Additionally, the surface momentum pS of (62)2 is a new entry that
does make the classical reasoning path change somewhat. In this
section,we showthat the classicalmomentumtheoremscanbegen-
eralized to higher order inertia, but at the cost of some conceptual
adjustments.
6.1. Linear momentum theorem and related issues
Let us deﬁne the (total) linear momentum associated to the sub-
domain B as the vector quantity:
PðBÞ :¼
Z
B
pdV þ
Z
@B
pSdA ð66Þ
where p and pS denote the relevant body and surface momenta de-
ﬁned by (62). The time derivative of PðBÞ is easily found to be, by
(58):
d
dt
PðBÞ ¼ Q ðBÞ :¼
Z
B
udV þ
Z
@B
uSdA ð67Þ
where Q ðBÞ denotes the (total) linear mass-acceleration of B. By (61)
it is
Q ðBÞ ¼ RinðBÞ; RinðBÞ :¼
Z
B
bindV þ
Z
@B
tindA; ð68Þ
that is, the (total) linear mass-acceleration of B equals the negative
resultant of the inertial body and surface forces acting on B.
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Fried and Gurtin (2006),
R ¼ Rni þ Rin ¼ 0; ð69Þ
where Rni ¼ RniðBÞ denotes the resultant of the noninertial external
forces applied on B, which is given by
RniðBÞ ¼
Z
B
bnidV þ
Z
@B
tnidAþ
Z
CðBÞ
fdsþ
XNcðBÞ
c¼1
Fc: ð70Þ
and
bni ¼ b bin; tni ¼ t tin: ð71Þ
Therefore, (67) can be rewritten as
d
dt
PðBÞ ¼ RniðBÞ: ð72Þ
This equation substantiates in the following theorem:
Linear momentum theorem
The time derivative of the linear momentum relative to the subdo-
main B;PðBÞ, equals the resultant, RniðBÞ, of all the noninertial exter-
nal forces applied on B.
The latter theorem is a generalization of the classical linear
momentum theorem to higher order inertia. For ‘d ¼ 0, it is
p ¼ qv and pS ¼ 0 identically, hence the classical theorem is
recovered.
Next, let us note that, by (62)–(64) and (70)–(72), we can write
the equalityZ
B
q _vdV ¼
Z
B
bnidV þ
Z
@B
ðtni þ tin|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
t
ÞdAþ
Z
CðBÞ
fdsþ
XNcðBÞ
c¼1
Fc; ð73Þ
which by (47) reduces toZ
B
q _vdV ¼
Z
B
bnidV þ
Z
@B
tCdA: ð74Þ
Then, using the Cauchy formula, i.e. tC ¼ n  T, and applying the
divergence theorem givesZ
B
ðbni  q _v þr  TÞdV ¼ 0: ð75Þ
As the latter equality holds for any arbitrarily small domain B, we
can write the local force balance equation:
r  Tþ bni ¼ q _v ¼ qð _v  ‘2dD _vÞ: ð76Þ
The latter result coincides with (41). In classical continuum
mechanics, where ‘d ¼ 0, the motion Eq. (76) takes on its classical
format.
6.2. Angular momentum theorem and related issues
Analogously to (66), let us deﬁne the (total) angular momentum
associated to the subdomain B in the form
PangðBÞ :¼
Z
B
x pdV þ
Z
@B
x pSdA: ð77Þ
The time derivative of the latter vector quantity can be easily found
to be expressed as
d
dt
PangðBÞ ¼ Q angðBÞ þ
Z
B
v  pdV þ
Z
@B
v  pSdA; ð78Þ
where Q angðBÞ is deﬁned as
Q angðBÞ :¼
Z
B
xudV þ
Z
@B
xuSdA; ð79Þand thus represents the (total) angular mass-acceleration of B. Since,
by (61), it is
Q angðBÞ ¼ MinðBÞ; MinðBÞ :¼
Z
B
x bindV þ
Z
@B
x tindA; ð80Þ
we can state that the (total) angular mass-acceleration of B equals the
negative moment resultant of the inertial body and surface forces act-
ing on B.
On the other hand by (28) we can write:
M ¼ Mni þMin ¼ 0; ð81Þ
where Mni ¼ MniðBÞ denotes the moment resultant of all the nonin-
ertial forces and couples applied on B, that is
MniðBÞ :¼
Z
B
x bnidV þ
Z
@B
x tni þ nm dAþ Z
CðBÞ
x fds
þ
XNcðBÞ
c¼1
xc  Fc: ð82Þ
Therefore (78) can be rewritten as
d
dt
PangðBÞ  NðBÞ ¼MniðBÞ; ð83Þ
in which we have posed
NðBÞ :¼
Z
B
v  pdV þ
Z
@B
v  pSdA: ð84Þ
The latter quantity is a vector measure of the velocity and momen-
tum non-collinearity. It is in general nonvanishing, except in classi-
cal continuum mechanics (‘d ¼ 0), or also in the present context
whenever v is a uniform ﬁeld, or in the particular case of one-
dimensional problems.
Eq. (83) substantiates in the following theorem:
Angular momentum theorem
The time derivative of the angular momentumPangðBÞ, less the vec-
tor NðBÞ measuring the velocity/momentum non-collinearity effect,
equals the moment resultant of all the noninertial external forces
and couples applied on B, MniðBÞ.
The latter theorem constitutes a generalization of the classical
counterpart theorem, to which it reduces in the case ‘d ¼ 0.
Next, again using (62)–(64) and by (81)–(83), we can write the
equalityZ
B
x q _vdV ¼
Z
B
x bnidV þ
Z
@B
½x ðtni þ tin|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
t
Þ þ nmdA
þ
Z
CðBÞ
x fdsþ
XNcðBÞ
c¼1
xc  Fc; ð85Þ
which by (48) reduces toZ
B
x q _vdV ¼
Z
B
x bnidV þ
Z
@B
x tCdA: ð86Þ
Then, by the Cauchy theorem and using the index notation for more
clarity, we can transform the surface integral of (86) asZ
@B
ijkxjtCkdA ¼
Z
B
ijkðxjTmk;m þ TjmÞdV ð87Þ
and thus (86) givesZ
B
ijk b
ni
k  q _vk þ Tmk;m
 
dV þ
Z
B
ijkTjkdV ¼ 0: ð88Þ
As the ﬁrst volume integral is identically vanishing because of the
local motion Eq. (76), the latter equality requires that ijkTjk ¼ 0
everywhere, therefore the stress tensor Tij has to be symmetric.
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In this section the ﬁeld and boundary equations that govern the
dynamic evolution problem are ﬁrstly established, then a varia-
tional statement of the Hamilton type is presented and the solution
uniqueness is proved. For this purpose, the material model is con-
sidered to be a second-grade elastic one, featured by a kinetic and a
free energy as speciﬁed in the previous sections.
7.1. Field and boundary equations
Remembering Eqs. (23) and (44), we can recognize that the total
stresses T possess the following constitutive equations, namely:
T ¼ r ‘2sDr ¼ C : ðe ‘2sDeÞ
Tij ¼ rij  ‘2srij;kk ¼ Cijabðeab  ‘2s eab;kkÞ
)
ð89Þ
and that the surface stresses R (dimensionally, force per unit length,
or moment per unit area) can be expressed in terms of displacement
normal derivative as
R ¼ ‘2s @nr ¼ ‘2sC : symrg
Rij ¼ ‘2s @neij ¼ ‘2s Cijab 12 ðga;b þ gb;aÞ
)
ð90Þ
where g ¼ fgig denotes the normal derivative of u at the generic
point of S, i.e.
g :¼ @nu; gi ¼ @nui; on S: ð91Þ
Indeed, as stated by (89), the considered material model belongs to
the class of strain gradient elastic materials advanced by Aifantis
(1992).
Then, by Eqs. (14), (30), (41)–(46), (61)–(64) and (71), we can
write the following PDEs (partial differential equations):
Lðu ‘2sDuÞ ¼ qð€u ‘2dD€uÞ  bni in V ; ð92Þ
to which suitable initial and boundary conditions must be ap-
pended. Here, L denotes the well-known (linear) Euler differential
operator, i.e.,
LA :¼ lDAþ ðkþ lÞrr  A
LAi :¼ lAi;kk þ ðkþ lÞAk;ki

ð93Þ
where k and l are the Lamé constants and A ¼ fAig indicates any
vector ﬁeld. Eq. (92) is a set of three PDEs (of the fourth order in
space and of the second order in time) in the local displacement
u ¼ uðx; tÞ. As their ﬁnite element implementation may produce
some computational difﬁculties due to the higher order regularity
demanded to the shape functions, as suggested by Askes and Aifan-
tis (2011), it is more convenient to transform (92) into a system of
six PDEs of the second order. This goal is here achieved by introduc-
ing the nonlocality index deﬁned as
a :¼ ‘d
‘s

 2
ð94Þ
and then writing (92) in the equivalent coupled format
LU ¼ aq€Uþ ð1 aÞq€u bni
U ¼ u ‘2sDu
)
ð95Þ
where U ¼ Uðx; tÞ denotes the (weak) nonlocal, or gradient enhanced,
displacement ﬁeld; (note: v – _U, unless ‘s ¼ ‘d).
For ‘s ¼ ‘d, hence a ¼ 1, Eq. (95)1 takes on the classical format of
the dynamic evolution equations, but with the nonlocal displace-
ment U therein involved in place of the local displacement u. This
remains true also in the limit case in which ‘s ¼ ‘d ¼ 0, but then
U 	 u.The ﬁeld Eqs. (95), or (92), are accompanied by a set of bound-
ary and jump conditions. These can be speciﬁed remembering Eqs.
(41)–(46), that is
u ¼ u^ on Su; n  T ¼ tC on Sf ð96Þ
@nu ¼ g^ on Su; n  R ¼ m^ on Sf ð97Þ
rT  Rþ tL ¼ 0; tL :¼ Km^þ tGM
tGM ¼ t tC; t ¼ t^ni þ tin; tin ¼ ‘2dq@n€u
)
on Sf ð98Þ
u ¼ u^ on Cu; U ¼ f^ on Cf ð99Þ
u ¼ u^c at the constrained corner points
Uc ¼ F^c at the free corner points
8c ¼ 1;2; . . . ;NcðVÞ
9>=
>; ð100Þ
where all the cupped symbols denote assigned values on the
respective domains, whereas the vectors U and Uc are deﬁned by
(37) and (38).
Generally, (98)1 cannot be solved independently of the PDE sys-
tem (95)–(97), except whenever the Cauchy traction tC and the
layer’s traction tL can be assigned independently of each other.
As this is in general not the case, we may envisage an iterative
computational procedure whereby the two mentioned tractions
are adjusted at every iteration. For example, we may start by solv-
ing (95)–(97) with tGM ¼ tin ¼ 0, i.e. tC ¼ t^, and then we may use
the so obtained displacement solution to compute a corresponding
value of tL through (98)1 and then a new value of tC through (98)2,3.
We can repeat the procedure using the latter value of tC, and so on,
till a satisfactory solution is reached. This obviously requires that
some convergence requisites be satisﬁed, but this issue is out of
purpose here.
Ru and Aifantis (1993) addressed the PDE system (95)–(97) in
the simpler case of statics and proposed a decoupled solving proce-
dure in which a certain number of simplifying assumptions are
introduced. The latter procedure was subsequently extended to a
class of dynamic problems (Askes and Aifantis, 2006). These proce-
dures are just mentioned here for information, but they are not
pursued here.
Papargyri-Beskou et al. (2009) obtained Eq. (92) as a particular
case of the approach by Mindlin (1964), but did not consider the
boundary conditions, nor made mention of the surface stresses
and the inertial surface forces. They investigated harmonic wave
propagation in an inﬁnite medium showing the dispersive features
of the considered material.
7.2. Hamilton variational principle for higher order inertia
Mindlin (1964) formulated a Hamilton variational principle for
strain gradient dynamical systems in which the kinetic energy is a
quadratic function of the velocity, v, and the velocity gradient,rv,
considering these latter two kinematic variables as being indepen-
dent of each other. Here instead we wish to consider the velocity
and the velocity gradient as mutually related (i.e. rv is the gradi-
ent of v).
Let us consider the Hamilton-type functional:
H :¼
Z t2
t1
Z
V
_jðv;rvÞ  _wðe;reÞ
h i
dVdt
þ
Z t2
t1
Z
V
b^  _udV þ
Z
S
ðt^  _uþ m^  @n _uÞdA
	 
dt
þ
Z t2
t1
Z
C
f^  _udsþ
XNcðVÞ
c¼1
F^c  _uc
( )
dt ð101Þ
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to be convex and positive deﬁnite. The cupped symbols denote the
assigned body and surface (noninertial) external actions (the super-
script ‘‘ni’’ is not used here for simplicity of notation). These include
the line force f^ on the wedge line C, as well as the point forces F^c on
a set of corner points. The velocity and the strain ﬁelds involved by
(101) are derivable from a sufﬁciently continuous displacement
ﬁeld, u, through the following compatibility relations:
e ¼ symru; v ¼ _u in V ; 8t 2 ðt1; t2Þ ð102Þ
u ¼ u^; @nu ¼ g^ on Su; 8t 2 ðt1; t2Þ ð103Þ
and initial/ﬁnal conditions:
uðx; t1Þ ¼ u^1ðxÞ; vðx; t1Þ ¼ v^1ðxÞ
uðx; t2Þ ¼ u^2ðxÞ; vðx; t2Þ ¼ v^2ðxÞ

in V : ð104Þ
Any set of variables ðu; e;vÞ complying with (102)–(104) describes a
motion of the body from an assigned conﬁguration and velocity at
some ﬁxed time t1 to an assigned conﬁguration and velocity at a
subsequent time t2. In the spirit of the classical Hamilton principle,
we can prove that the actual motion of the body is characterized by
the stationarity conditions for H.
To prove the statement, let us compute the ﬁrst variation of H.
We can write, with a standard notation:
dH ¼
Z t2
t1
Z
V
qv  d _v þ ‘2dqrv : rd _v
 
dVdt|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
I0

Z t2
t1
Z
V
@w
@e

 
: d _eþ @w
@re

 
..
.rd _e
 
dVdt|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
I00
þ
Z t2
t1
Z
V
b^  d _udV þ
Z
Sf
ðt^  d _v þ m^ : @nd _uÞdA
( )
dt
þ
Z t2
t1
Z
Cf
f^  d _udsþ
XNcðVÞ
c¼1
F^c  d _uc
( )
dt ¼ 0: ð105Þ
Applying the divergence theorem we can transform the time–space
integrals on the ﬁrst and second lines of (105) (both underbraced,
I ¼ I0 þ I00) as:
I ¼
Z t2
t1
Z
V
qðv  ‘2dDvÞ  d _vdV þ
Z
S
‘2dq@nv  d _vdA
	

Z
V
@w
@e
r  @w
@re

  
: d _edV 
Z
S
n  @w
@re

 
: d _edA

dt: ð106Þ
With the positions:
v :¼ v  ‘2dDv; T :¼
@w
@e
r  @w
@re

 
; R :¼ n  @w
@re

 
ð107Þ
and with an integration by parts, (106) can be rewritten as
I ¼ 
Z t2
t1
Z
V
q _v  dvdV þ
Z
S
‘2dq@n _v  dvdA
	 
dt
þ
Z
V
qv  dvdV
 t2
t1
þ
Z
S
‘2dq@nv  dvdS
 t2
t1

Z t2
t1
Z
V
T : d _edV þ
Z
S
R : d _edA
	 
dt: ð108Þ
Since both T and R are symmetric, d _e can be replaced with rd _u,
then applying the divergence theorem we have the equality:Z
V
T : d _edV ¼ 
Z
V
r  T  d _udV þ
Z
S
n  T  d _udA; ð109Þ
and (noting that rd _u ¼ n@nd _uþrT  d _u and applying the surface
divergence theorem)Z
S
R : d _edA ¼
Z
S
n  R  @nd _udA
Z
S
rT  Rþ Kn  Rð Þ  d _udA
þ
Z
C
U  d _udsþ
XNcðVÞ
c¼1
Uc  d _uc: ð110Þ
Next, considering that dv ¼ 0 everywhere at times t1 and t2 and
remembering the deﬁnitions of the inertial forces in (64), Eq.
(108) can be restated as
I¼
Z t2
t1
Z
V
bin dvdVþ
Z
S
tin dvdAþ
Z
V
rT d _udV
	 
dt
þ
Z t2
t1
Z
S
n TþrT RþKn Rð Þ d _udA
Z
S
n R @nd _udA
	 
dt

Z t2
t1
Z
C
U d _udsþ
XNcðVÞ
c¼1
Uc d _uc
( )
dt:
ð111Þ
Since v 	 _u and d _u ¼ @nd _u ¼ 0 on Su, substituting (111) into (105)
ﬁnally gives:
dH¼
Z t2
t1
Z
V
rTþ b^þbin
 
d _udVdtþ
Z t2
t1
Z
Sf
m^n Rð Þ  @nd _udAdt
þ
Z t2
t1
Z
Sf
t^þ tinn TþrT RþKn R
   d _udAdt
þ
Z t2
t1
Z
Cf
ðf^UÞ  d _udsþ
XNcðVÞ
c¼1
ðF^c UcÞ  d _uc
( )
dt ¼ 0: ð112Þ
In conclusion, remembering (41)–(46), fromwhich (92), or (95), and
(96)–(100) were derived,
a. If all the ﬁeld variables pertain to the actual motion of the
body, then all the parenthesized expressions of (113) prove
to be identically vanishing due to the motion equations,
and this for any set of variations d _u complying with (102)–
(104), thus the functional H turns out to be stationary
correspondingly.
b. Conversely, if all the ﬁeld variables are such as to make H
stationary, then necessarily the parenthesized expressions
of (113) must vanish in the respective domains of deﬁnition,
which implies that all the motion equations are satisﬁed
correspondingly and thus the actual motion of the body is
captured.
7.3. Uniqueness of the solution
In this subsection we show that the solution to the initial-bound-
ary value problem, if exists, is unique. For this purpose, let the initial
conditions be speciﬁed in the form
uðx;0Þ ¼ u0ðxÞ; vðx;0Þ ¼ v0ðxÞ; in V : ð113Þ
The proof of the above statement is grounded on a standard reason-
ing whereby two distinct solutions are assumed to exist, i.e.
u1;r1;T1, etc., and u2;r2;T2, etc., such that the difference ﬁelds
u :¼ u1  u2, r :¼ r1  r2, T :¼ T1  T2, etc., satisfy all the ﬁeld
and boundary equations written in homogeneous form. Thus, we
can write the following equalities:
r  T qð€u ‘2dD€uÞ ¼ 0 in V ; ð114Þ
ðtin þ n  TrT  R Kn  RÞ  _u ¼ 0 on S
n  R  @n _u ¼ 0 on S
U  _u ¼ 0 on CðVÞ
Uc  _uc ¼ 0 8c ¼ 1;2; . . .NcðVÞ;
9>>=
>>; ð115Þ
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Then, multiplying (115) by _u and with an integration over
V  ð0; tÞ, we can write:Z t
0
Z
V
r  T  _udVdt|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
I1

Z t
0
Z
V
qð€u ‘2dD€uÞ  _udVdt|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
I2
¼ 0 ð116Þ
Remembering the expressions of the kinetic energy j of (20) and of
the free energy w of (21), the following equalities can be written,
namely:
I1 ¼ 
Z t
0
Z
V
ðr ‘2sDrÞ|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
T
: _edVdt þ
Z t
0
Z
S
n  T  _udAdt
¼ 
Z t
0
Z
V
ðr : _eþ ‘2srr..
.r _eÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
_w
dVdt þ
Z t
0

Z
S
‘2s @nr|ﬄﬄ{zﬄﬄ}
R
: r _uþ n  T  _u
0
@
1
AdAdt
¼ 
Z
V
wdV jt0 þ
Z t
0

Z
S
R : rT _uþ R : n@n _uþ n  T  _uð ÞdAdt
¼ 
Z
V
wdV jt0 
Z t
0
Z
S
rT  Rþ Kn  R n  Tð Þ  _udAdt
þ
Z t
0
Z
S
n  R  @n _udAþ
Z
CðVÞ
U  _udsþ
XNcðVÞ
c¼1
Uc  _uc
( )
dt;
ð117Þ
I2 ¼
Z t
0
Z
V
q€u  _uþ ‘2dqr€u : r _u
 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
_j
dVdt 
Z t
0
Z
S
‘2dq@n€u|ﬄﬄﬄ{zﬄﬄﬄ}
tin
 _udAdt
¼
Z
V
jdV jt0 þ
Z t
0
Z
S
tin  _udAdt: ð118Þ
Substituting the latter equalities into (116) gives:

Z
V
ðjþ wÞdV jt0 þ
Z t
0
Z
S
n  TrT  R Kn  R tin
   _udAdt
þ
Z t
0
Z
S
n  R  @n _udAþ
Z
CðVÞ
U  udsþ
XNcðVÞ
c¼1
Uc  uc
( )
dt ¼ 0: ð119Þ
Since j ¼ w ¼ 0 in V at t ¼ 0 (due to the initial conditions), and by
the boundary conditions (115), equality (119) reduces toZ
V
ðjþ wÞdV ¼ 0 8t > 0: ð120Þ
This, due to the positive deﬁniteness of j and w, implies that j ¼ w
¼ 0 identically, therefore _u ¼ _u1  _u2 ¼ 0, e ¼ e1  e2 ¼ 0 corre-
spondingly. Namely, the solution, if any, has to be unique as stated.
8. Comparisons
In this section, a comparison is made between the present the-
ory and two analogous theories known from the literature, which
have been sources of inspiration to the present study.
8.1. The theory advanced by Fried and Gurtin (2006)
As already mentioned in the Introduction, the theory advanced
by Fried and Gurtin (2006) has many points of contact with the
theory proposed in the present paper. Both theories are concerned
with second-grade elastic materials dynamically characterized by akinetic energy being a quadratic function of the velocity and the
velocity gradient, and evaluate the pertinent inertial body and sur-
face forces through a variational procedure. Fried and Gurtin
(2006) consider the momentum rate forces associated to the given
kinetic energy (corresponding to the mass-accelerations of the
present theory) and relate them to the inertial forces through an
inertial virtual-power balance statement, conceptually similar to
the standard PVP. Instead, in the present theory a nonstandard
principle virtual work (PVW) is advanced, which operates by means
of virtual changes of the motion of the body rather than by virtual
changes of a single conﬁguration. In this way, the generalized local
momenta, constitutively determined as the partial derivatives of
the kinetic energy, are related to the inertial body and surface
forces; the latter forces are then evaluated and in addition the basic
notions of body and surface momenta, as well as of body and sur-
face mass-accelerations, are determined.
One point of difference between the two theories regards the
applicability of the Cauchy theorem. Whereas in the theory by
Fried and Gurtin (2006) the latter theorem is not exploited (it in-
deed is not valid if the total stress T is associated with the traction
t, as always done in the quoted paper), instead in the present the-
ory the Cauchy theorem is rendered applicable through the decom-
position of t into a Cauchy part interacting with the bulk material,
and a Gurtin–Murdoch part acting upon the thin boundary layer.
Other points of difference regard:
(1) The linear and angular momentum theorems, herein
advanced in extended forms appropriate to cope with higher
order inertia.
(2) The force and moment local motion equations, herein
derived from the above extended-form linear and angular
momentum theorems, respectively.
(3) A wider applicability of the theory by Fried and Gurtin
(2006) since the latter also considers incompressible materials
like ﬂuids.
8.2. The theory advanced by Aifantis and co-workers
Consistent with thermodynamics principles, the theory pro-
posed in the present paper takes into account the higher order
inertia effects by means of suitable inertial body and surface forces,
generalization of the classical inertial body force.
Instead, Askes and Aifantis (2006, 2011) take into account the
higher order inertia effects by means of a ‘‘dynamically consistent’’
stress, say Td, expressed as
Td :¼ Tþ ‘2dqr _v; ð121Þ
where T is the total stress (89), while they compute the inertial
body force in the classical way, i.e. bin ¼ q _v. Moreover, in order
to simplify the dynamic analysis problem, they replace the nonsym-
metric stress (122) with its symmetric part, say Sd ¼ sym Td, and
cast it in the form
Sd :¼ Tþ ‘2dq€e: ð122Þ
The stress Sd is required to satisfy the equilibrium equations.
The resulting theory turns out to disregard the surface stresses
R. Such simpliﬁcation may produce unacceptable errors in some
cases, but is useful when the inherent errors prove to be of minor
importance. This theory can be formally justiﬁed starting from the
relevant motion equations and traction boundary conditions; how-
ever, it may be questionable from the thermodynamics point of
view, for it is quite difﬁcult to admit the existence of a (convex, po-
sitive deﬁnite) free energy from which the stress (121), or (122),
may be derived. For ‘s ¼ ‘d ¼ 0 the latter theory is expected to pro-
duce the same results as the theory proposed in this paper.
Fig. 2. Geometrical sketch representing the beam lateral surface with the inherent
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In this section a few problems of wave dispersion analysis for
thin beams are worked out. This will give us the opportunity to
clarify some aspects of the proposed theory and to make compar-
isons with analogous results from the literature.
9.1. Timoshenko beam in ﬂexure
Here we consider a Timoshenko beam subjected to ﬂexural
waves. The beam, the axis of which coincides with the x co-ordi-
nate axis, deforms in the vertical plane xy. The y-axis is directed
downward, whereas the cross section at x rotates anti-clockwise
by the angle /ðx; tÞ. The point of co-ordinates ðx; yÞ has the
displacements
uxðx; y; tÞ ¼ y/ðx; tÞ; uyðx; y; tÞ ¼ wðx; tÞ ð123Þ
wherew ¼ wðx; tÞ is the vertical displacement of the cross section at
x and time t. The only nontrivial (standard) strain components are
exx ¼ y/0ðx; tÞ; cxy ¼ /ðx; tÞ þw0ðx; tÞ ð124Þ
(the prime denotes derivative with respect to x), to which corre-
spond the lower order stresses
rxx ¼ Ey/0ðx; tÞ; rxy ¼ G½/ðx; tÞ þw0ðx; tÞ ð125Þ
where E;G denote the elastic moduli. The total stresses can be writ-
ten as
Txx ¼ rxx  ‘2sr00xx ¼ Eyð/ ‘2s/00Þ0
Txy ¼ rxy  ‘2sr00xy ¼ Gð/ ‘2s/00Þ þ Gðw ‘2s w00Þ0:
)
ð126Þ
These admit the following stress resultants
M ¼ RA yTxxdA ¼ EIð/ ‘2s/00Þ0
Q ¼ b RA TxydA ¼ bGAð/ ‘2s/00 þw0  ‘2s w000Þ
)
ð127Þ
where b is the shape factor. The surface stresses on the beam lateral
surface (where nx 	 0) prove to be:
Rxx ¼ ‘2s @nrxx ¼ ‘2s Eny/0ðx; tÞ
Rxy ¼ ‘2s @nrxy ¼ 0
)
ð128Þ
It thus results that, over the lateral boundary surface of the beam,
the only nonzero surface stress is Rxx given by (128)1. The moment
traction boundary condition is identically satisﬁed, i.e.
nxRxx þ nyRyx ¼ 0.
The inertial body forces are
binx ¼ qð€ux  ‘2d€u00xÞ ¼ qyð€/ ‘2d €/00Þ
biny ¼ qð€uy  ‘2d€u00yÞ ¼ qð €w ‘2d €w00Þ
)
ð129Þ
which are equivalent to the force and moment resultants
Pinx ¼
R
A b
in
x dA ¼ 0
Piny ¼
R
A b
in
y dA ¼ qAð €w ‘2d €w00Þ
Cin ¼ RA ybinx dA ¼ qIð€/ ‘2d €/00Þ:
9>=
>; ð130Þ
The inertial surface forces of (64)2 are:
tinx ¼ ‘2dq@n€ux ¼ ‘2dqny€/ðx; tÞ; tiny ¼ ‘2dq@n €wðx; tÞ ¼ 0: ð131Þ
Also, since the Cauchy traction on the beam lateral surface is van-
ishing identically, the boundary layer equilibrium equation in
(98)1 is written as
R0xx þ t^x þ tinx|ﬄﬄﬄ{zﬄﬄﬄ}
tGMx
¼ 0 ð132Þfrom which we have, using (128)1 and (131)1,
t^x ¼ ðR0xx þ tinx Þ ¼ ð‘2s E/00  ‘2dq€/Þny: ð133Þ
This represents an external action necessary for the local equilib-
rium of the lateral boundary layer. As no external (noninertial) trac-
tions are actually applied, we let the negative traction tx ¼ t^x be
applied upon the beam lateral surface and let it contribute to the
beam equilibrium conditions. For this purpose, let us note that:Z
L
txds ¼ F
Z
L
nyds;
Z
L
ytxds ¼ F
Z
L
ynyds ð134Þ
where F :¼ ‘2s E/00  ‘2dq€/ and L denotes the contour line of the cross
section (Fig. 2).
Since
R
L nyds ¼ 0 and
R
L ynyds ¼ A, we realize that the traction tx
admits a zero force resultant and a nonzero moment resultant, C
say, given by
C ¼ FA ¼ ‘2s EA/00  ‘2dqA€/: ð135Þ
This has to be added to (131)3.
Next, by the ﬁeld equilibrium equations of the beam we can
write:
Q 0 þ Piny ¼ 0; M00 þ Piny þ ðCin þ CÞ0 ¼ 0: ð136Þ
Substituting (127), (130)2,3 and (135) into (136), we obtain the two
differential equations:
bGA ð/ ‘2s/00Þ0 þ ðw ‘2s w00Þ00
 qAð €w ‘2d €w00Þ ¼0
EIð/ ‘2s/00Þ000 qAð €w ‘2s €w00ÞqIð€/ ‘2d €/00Þ0 þ ‘2s EA/000  ‘2dqA€/0 ¼ 0:
)
ð137Þ
Considering a harmonic wave as
/ ¼ /0 exp½ikðx ctÞ; w ¼ w0 exp½ikðx ctÞ; ð138Þ
where k is the wave number and c the phase velocity, and with the
positions
c2L :¼
E
q
; R2 :¼ I
A
; d :¼ ‘d
R
; s :¼ ‘s
R
; n :¼ Rk; ð139Þ
we obtain from (137) a linear equation system in the unknown
functions w and Z :¼ ik/, that is:
ð1þ ‘2dk2Þk2X  b1ð1þ ‘2s k2Þk2
h i
wþ b1ð1þ ‘2s k2ÞZ ¼ 0
ð1þ ‘2dk2ÞXwþ R2ð1þ ‘2dk2ÞX  R2ð1þ ‘2s k2Þ þ ‘2dX  ‘2s
h i
Z ¼ 0
ð140Þequilibrating tractions tx ¼ Fny .
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b1 :¼
bG
E
; X :¼ c
cL

 2
: ð141Þ
For the existence of a meaningful solution ðw; ZÞ, the determinant of
the coefﬁcient matrix of (140) has to vanish. This condition, through
some straightforward mathematics, gives the following second or-
der algebraic equation in the unknown X, i.e.
pX2  qX þ r ¼ 0; ð142Þ
where the coefﬁcients p; q; r are deﬁned as follows:
p :¼ n2ð1þ d2n2Þ2 þ d2n2ð1þ d2n2Þ
q :¼ n2ð1þ d2n2Þð1þ s2n2Þ þ b1ð1þ n2Þð1þ s2n2Þð1þ d2n2Þ
þ s2n2ð1þ d2n2Þ þ b1d2n2ð1þ s2n2Þ
r :¼ b1n2ð1þ s2n2Þ2 þ b1s2n2ð1þ s2n2Þ:
9>>>=
>>>;
ð143Þ
The underlined addends are a direct consequence of the moment C,
as it will better explained shortly. Eq. (142) admits two real nonneg-
ative roots. Since for n! 0 it is p ¼ r ¼ 0 and q ¼ b1, Eq. (142) re-
quires that X ¼ 0 correspondingly. This implies that the useful
(ﬁnite) solution to (142) is given by
c
cL
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q
2p

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
q
2p

 2
 r
p
svuut
: ð144Þ
The ratio c=cL is plotted in Fig. 3(a) as a function of the adimension-
alized wave number n ¼ Rk for different values of the length scale
parameters d; s and for b1 ¼ 1=5. For n!1; c=cL tends to the valueﬃﬃﬃﬃﬃ
b1
p
s=d. For d ¼ 1 and s ¼ 0:;0:5;1:;1:2, the phase velocity remains
always ﬁnite, which implies a stable behavior. In the absence of gra-
dient effects (d ¼ s ¼ 0, simple material and standard inertia), the
dispersion curve takes on the form of the dot-dashed line of
Fig. 3(a).
Askes and Aifantis (2009, 2011) addressed the Timoshenko
beam using their theory and adopted the stress–strain relations
Txx ¼ Eðe ‘2s e00Þ þ ‘2dq€e
Txy ¼ Gðc ‘2s c00Þ þ ‘2dq€c;
)
ð145Þ
but they disregarded the surface stresses and the related boundary
conditions. They arrived at a second order equation like (142), with
the coefﬁcients p; q; r differently expressed, see Eq. (59) by Askes
and Aifantis (2011), namely
p ¼ n2ð1þ d2n2Þð1þ bd2n2Þ þ bd2n2
q ¼ ð1þ s2n2Þ½b1 þ n2ð1þ bn2Þ þ b1n2ð1þ d2n2Þ
r ¼ b1n2ð1þ s2n2Þ:
9>=
>; ð146Þ
Since these coefﬁcients also satisfy the condition p ¼ r ¼ 0; q ¼ b1
for n ¼ 0, the useful (ﬁnite) solution is still expressed by (144).
Then, substituting from (146) into (144), using the same numerical
values of d; s as in Fig. 3(a), and with b ¼ 0:5, we obtain the plots of
Fig. 3(b). We can see that the general characters of the latter plots
are like those of Fig. 3(a), but they exhibit higher values of c=cL at
parity of n;d; s. The dot-dashed line, corresponding to d ¼ s ¼ 0,
coincides with the analogous one of Fig. 3(a), as expected.
9.2. The Euler–Bernoulli–Rayleigh beam in ﬂexure
Here we address the Euler–Bernoulli beam subjected to ﬂexural
waves. We can readily obtain the wave dispersion features for the
latter beam starting from the Timoshenko beam, with the position
cxy ¼ 0, such that / ¼ w0, and assuming G!1, such that rxy – 0is allowed. In this way, (137)1 looses meaning, whereas (137)2,
transformed by replacing / with w0, becomes
EIðw ‘2s w00Þ0000  qAð€w ‘2d €w00Þ þ qIð€w ‘2d €w00Þ00
 ‘2s EAw0000 þ ‘2dqA €w00
¼ 0: ð147Þ
As the rotatory inertia effects are still taken into account, Eq. (147)
relates to an extended Euler–Bernoulli beam model usually referred
to as the Rayleigh model (Han et al., 1999), but here called Euler–
Bernoulli–Rayleigh model.
Eq. (147), with the positions (138)2 and (139), gives
c
cL
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2ð1þ s2n2Þ þ s2n2
ð1þ n2Þð1þ d2n2Þ þ d2n2
vuut : ð148Þ
The underlined terms in the latter equation are determined by the
effects produced by the lateral surface forces (see next subsection).
In Fig. 5(a) the adimensionalized phase velocity c=cL is plotted as a
function of the adimensionalized wave number n ¼ Rk for different
values of the length scale parameters d; s. For n!1, c=cL tends to
the value s=d. The phase velocity remains always ﬁnite, which indi-
cates a stable behavior. In the absence of gradient effects
ðd ¼ s ¼ 0Þ, the dispersion curve identiﬁes with the dot-dashed line.
Askes and Aifantis (2009, 2011) addressed the Euler–Bernoulli
beam model in its classical form (i.e. without the rotatory inertia
effects). They provided, see Eq. (50) by Askes and Aifantis (2011),
a dispersion relation which, with our notation, reads:
c
cL
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2ð1þ s2n2Þ
1þ d2n4
s
: ð149Þ
This velocity ratio c=cL is plotted in Fig. 4(b) as a function of the adi-
mensionalized wave number n ¼ Rk. For d ¼ s ¼ 0, the dispersion
curve (dot-dashed line) becomes a straight line, quite different from
the analogous curve of Fig. 4(a). The discrepancies between Figs.
4(a) and 4(b) show how it may be important to take into account
the rotatory inertia and the inertial surface forces, both disregarded
in Fig. 4(b).9.3. The effects of the surface forces
It may be of interest to evaluate the inﬂuence of the surface
stress Rxx and of the inertial surface force tinx on the dispersion
curves previously presented. This inﬂuence manifests through
the moment C of (135). For the Timoshenko beam, C affects only
the underlined addends of the coefﬁcients ðp; q; rÞ, as shown in
(143); ignoring the latter addends amounts to disregarding the
inﬂuence of the mentioned surface forces. The resulting dispersion
curves are plotted in Fig. 5(a) (dashed lines) for d ¼ 1 and
s ¼ 0;0:5;1., together with the analogous full-solution lines of
Fig. 3(a), here shown again for comparison (solid lines). For the
Euler–Bernoulli–Rayleigh beam, again the underlined terms in
the related dispersion function (148) represent the inﬂuence of
the surface forces; on disregarding the latter terms, the dispersion
function simpliﬁes as
c
cL
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2ð1þ s2n2Þ
ð1þ n2Þð1þ d2n2Þ
s
ð150Þ
This function is plotted in Fig. 5(b) (dashed lines) for the same val-
ues of d; s used in Fig. 5(a), together with the analogous full-solution
curves related to (149) and to Fig. 4(a), here shown again for com-
parison (solid lines).
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Fig. 3. Wave dispersion curves for the Timoshenko beam model: (a) present results; (b) results by Askes and Aifantis (2011).
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Fig. 4. Wave dispersion curves for the Euler–Bernoulli–Rayleigh beam model: (a) present results; (b) results by Askes and Aifantis (2011).
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Fig. 5. Dispersion curves with (solid lines) and without (dashed lines) the effects of the surface forces: (a) Timoshenko beam; (b) Euler–Bernoulli–Rayleigh beam.
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face forces are modest in the case of the considered beam models.
However, this may be not true for other structural conﬁgurations.10. Conclusions
We have considered a gradient elastic material featured, in
addition to a free energy depending on strain and strain gradient,also by a kinetic energy depending on the velocity and the
velocity gradient, whereby higher order inertia effects arise.
The way in which the latter effects must be modeled, consistent
with thermodynamics principles, constitutes a fundamental issue
of research in dynamics, particularly within the framework of
small scale structures. We believe that the present paper
gives a valuable contribution to this research area. The main ori-
ginal results herein provided can be summarized as in the
following:
2136 C. Polizzotto / International Journal of Solids and Structures 49 (2012) 2121–2137 The higher order inertia effects on a body in motion must be
accounted for through some appropriate inertial body forces
and inertial surface forces, which are related to the acceleration
in speciﬁc (nonstandard) ways, namely bin ¼ qð _v  ‘2dD _vÞ and
tin ¼ ‘2dq@n _v. Although not in the latter explicit form, this
result was substantially already provided by Fried and Gurtin
(2006), but it has been derived here in a different way and
presented in a different form, more suitable to solid
mechanics.
 For second-grade materials, with stress states described by the
total stress T ¼ r ‘2sDr, the traction t splits into two additive
parts, i.e. the Cauchy traction tC ¼ n  T, which interacts with
the bulk material and obeys the Cauchy theorem, and the Gur-
tin–Murdoch traction, tGM ¼ t tC, applied upon the boundary
surface. This surface constitutes a thin boundary layer in (local)
equilibrium under the action of this tGM and the surface stress
R ¼ ‘2s @nr, in accord to the principles of surface mechanics by
Gurtin and Murdoch (1975, 1978), but the surface curvature
contribution is here also taken into account. Although the latter
interpretation about the boundary surface was in part envi-
sioned by Forte and Vianello et al. (1988), here a better motiva-
tion and a more precise description have been given (including
the speciﬁcation that, in accord to the d’Alembert principle, tGM
comprises the inertial surface force tin). The inherent total stress
T constitutes a Cauchy stress within the bulk material as long as
it is associated with the tractin tC.
 The external forces applied upon the thin boundary layer
(which, besides tGM, include the moment traction and the forces
applied upon possible line and point singularities) satisfy global
equilibrium conditions similar to those for the whole body.
Therefore, the latter equilibrium conditions for the whole body
can be simpliﬁed, such as to include only the (inertial and non-
inertial) body forces and the Cauchy traction, like for a conven-
tional Cauchy continuum. This makes it possible to apply the
Cauchy theorem also to a second-grade continuum. Wu
(1992) provided equations of global equilibrium for the bound-
ary surface of a second strain gradient material, but no conse-
quences seem to have been derived from them.
 A second-grade material can thus be interpreted as the combi-
nation of two co-operating structural parts, namely, (i) the bulk
material which behaves as a classical Cauchy continuum fea-
tured by the (symmetric, total) stress T and the traction tC
mutually related by the Cauchy formula, and (ii) the thin
boundary layer which acts as a Gurtin–Murdoch material sur-
face featered by the (symmetric) surface stress R and by the
traction tGM as the pertinent surfacial body force. This interpre-
tation is corroborated by the notable fact that the set of all
external actions—satisfying the global equilibrium equations
for the entire body—splits into two subsets each of which satis-
ﬁes analogous equations relating the two structural subsys-
tems, that is, the bulk material and the thin boundary layer,
respectively.
 The classical linear and angular momentum theorems have
been extended to higher order inertia. This has required suit-
able conceptual adjustments dictated by the body momentum
being non-collinear to the velocity. As in the classical case,
the extended theorems lead to the local motion equations
and to the stress symmetry (or to the pertinent moment
equilibrium equations according to the situation being
considered).
The present study is considered a ﬁrst step towards a more ambi-
tious research program. This is concerned with a deeper under-
standing of the dynamic evolution problem in the presence of
higher order inertia and the search of effective solution strategies
with related numerical procedures.Acknowledgement
The author thanks one of the anonimous referees for having
brought to his attention the reference (Han et al., 1999), of which
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Appendix A
In this Appendix, as previously announced, the global equilib-
rium Eqs. (47) and (48) for the boundary layer are proved. To this
aim, let us start with (46) written in integral form, i.e.Z
@B
ðtGM þrT  Rþ Kn  RÞdA ¼ 0: ð:1Þ
By the surface divergence theorem and taking into account the sur-
face singularities, we can writeZ
@B
rT  R ¼ 
Z
@B
Kn  RdAþ
Z
CðBÞ
Udsþ
XNcðBÞ
c¼1
Uc; ð:2Þ
such that, in virtue of (42) and (43), Eq. (.1) proves to be equivalent
toZ
@B
tGMdAþ
Z
CðBÞ
fdsþ
XNcðBÞ
c¼1
Fc ¼ 0: ð:3Þ
This coincides with (47).
In order to prove (48), let us start from the moment form of (.1)
written in integral form, i.e. the equalityZ
@B
x ðtGM þrT  Rþ Kn  RÞdA ¼ 0; ð:4Þ
or, using the indicial notation,Z
@B
ijkxjðtGMk þ @TkRrk þ KnrRrkÞdA ¼ 0: ð:5Þ
The following equalities hold true:Z
@B
ijkxj@TrRrkdA¼
Z
@B
@TrðijkxjRrkÞdA
Z
@B
ijkð@TrxjRrkÞdA; ð:6Þ
@Trxj ¼ @rxjnr@nxj ¼ drjnrnj; ð:7ÞZ
@B
@TrðijkxjRrkÞdA¼
Z
@B
KijkxjnrRrkdAþ
Z
CðBÞ
ijkxjUkdsþ
XNcðBÞ
c¼1
ijkxcjUck; ð:8ÞZ
@B
ijkð@TrxjÞRrkdA¼
Z
@B
ijkðdrjnrnjÞRrkdA¼
Z
@B
ijknjnrRrkdA: ð:9Þ
It thus follows that (.5) can be written asZ
@B
ijkxjtGMkdAþ
Z
CðBÞ
ijkxjUkdsþ
XNcðBÞ
c¼1
ijkxcjUck
þ
Z
@B
ijknjnrRrkdA ¼ 0; ð:10Þ
which by (42)2 and (43) becomesZ
@B
ijkðxjtGMk þ njmkÞdAþ
Z
CðBÞ
ijkxjfkdsþ
XNcðBÞ
c¼1
ijkxcjFck ¼ 0: ð:11Þ
This coincides with (48). The proof is so complete.
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