INTRODUCTION
There have recently been several important advances in system reliability theory. One of the major issues in reliability theory is the determination of the reliability of a given system from the reliabilities of its components. System reliability includes a variety of network reliability problems that occur when the "Supported by NSF Grant ECS-8600782. !Supported by ONR Contract N00014-87-K-0376.
that by a graph we mean what Harary calls a pjeudograph. Furthermore, in wkhat folloxs, by domination of a graph or a system Ae mean the reliability domination.
Let E be a finite set and P(E) be the power set of E. A nonempty subset C E P(E) is called a clutter on E if for any two elements C, E C and C 2 E C, whenever C, _ C., then C, = C.. The pair (E,C) %ill be referred to as a s)ysten? and the system is coherewt if each element of E is contained in some element of C. A subset A 9 E is called an operating state of the system (E,C) if A conrains an element of C. Let O(EC) = IA C E: C c A for some CE CI be the collection of all opcrating states of the sysstem (E,C). A formation Fof a system (E,C) is a subset of C with the property that U cE C = E. The formation F is odd or even depending on whether its cardinality is odd or even, respectively. The signed domination d(E,C) of a system (E,C) is defined to be the number of odd formations minus the number of even formations of (E,C).
The notion of the signed domination ,as introduced in 1131 in the context of reliability analysis of directed networks. Suppose G = (VE) is a digraph and KS Vis a specified subset of points of G such that SE K. A subdigraph Tof G is a rooted tree, rooted at s, if in Tthe indeg(s) = 0 while the other points of Thave indegrce = I. A K-tree, rooted at s, is a rooted tree, rooted at s, such that (i) s E K, (ii) every point of K lies on the tree, and (iii) every point sith outdegree = 0 is a K-point. Clearly, a K-tree rooted at s of a digraph G constitutes a minimal subgraph G with the property that there is a diTected path from s to each point of K. The suograph is minimal, in the sense that deletion of any edge from it results in the event that not all points in K can be reached from s.
A digraph G = (V, E) % ith K _ V and s E K is called a K-digraph if every edge of G lies in some K-tree, rooted at s, of G. Let 3, (G) be the collection of all the K-trees, rooted at s, of G. Clearly, ,IA (G) constitutes a clutter on E. Furthermore, the sxstem I E,,',k, (G)) is coherent if and only if G is a K-graph. A formation Fof G is a collection of K-trees, rooted at s, w% hose union constitutes the set of edees E of G. A formation F is odd or even depending on whether F contains an ndd or e'en number of trees, respectilcly. The signed dominatioty of a dicraph G = (/, E), with respect to a given subset K _ I/and sE K, is the number of odd minus the number of even formations of G. In this instance, %%e N% rite dA (G) instead of d[E, _jK(G)]. The absolute value of dK (G) will be noted by DA(G).
The notions of K-trees, K-digraphs, formations, and the signed domination are applicable to undirected graphs as well. Suppose G = (V,E) is an undirected graph and K _ V. A K-tree of G is a tree of G containing all points of K such that every leaf of the tree belongs to K. The notions of K-graph, formation, and the signed domination are similarly defined.
The invariant dA-(G) has been used in the following directed network reliability problem: We are given a directed network G = (VE) with K q V and s E K. The elements (edges or points) of G, at a given instant of time, are in one of two states, either failcd or functioning. A point u is said to be able to com-THIS  PAGE  IS  MISSING  IN  ORIGINAL  DOCUMENT   RELIABILITY DOMINATION   261 %%e aa.in refer to the divtaph example of Figure I Here E = lx,, %,, x,,x"} C = 11x, ,x, 4 1, I'xj ',x , jx:,.vx 1, and x = A. Then, C, =-lx ,• l, Ix.,x.fl and C,, _ lx,,x,1, =x,,x~l, lx.,%,fl. Note that IE -lxl.C_, is the system associated ,Nith the communication from s to tin G -x. On the other hand, fE -I.I ,C., ] does not desciibc the saame phenomenon in G'.x; specifica!lv. G; % does not dcscribe the bcha-,ior of G ",,hen x is funcit ioinc. Indeed. IA.,, x, I is an s to : path in G T but ceitainly does not rept ,eCnt a valid path In G \Nhen x, is functioning.:. Finally, note that d(E,C) = 1, d( E -vx .C_ ,C ) -1. and d(E -Ix KC.,) I= 0, so that d(/,C) .
C_, ) holds for any coherent system (E,C) has been proved in Barlo,, 121. We note the follo\%ine e!mentary consequence of the definition of dA (G). 
DOMINATION AND SUBSTRUCTURES
Theorem 3.1 of this section, first proved by Huesby [51, provides a characterization of domination for sysiems. This result is used to establish some new restilts concerning domination of graphs and digraphs. This section also includes simple proofs of some of the well-known results. Let C be a clutter on the set E, and let 9 (E,C) be the collection of all operating states S of the associated system. We can partition the set O(E,C) of operating states into two classes, depending upon the cardinality of the states, as follows:
Proof of Theorem 3.1 can be found in Huscby 15).
Note that Theorem 3.1 holds for any arbitrary clutter and, in particular, reaffirms the fact that the domination of a noncohercnt s)stem is zero. A special case of this theorem was discovered first by Rodriguez [7] for undirected graphs. Indeed, if S ý_ E and x V S then S E e 0 (E,C) if and only if there is an element CC C which is a subset of S and consequently does not include x, that is, if and only ifSE Oo(E -IxI,C_,). IfxE S, then SC Oo(E,C) if and only if there is an element CE C such that C 9 S, that is, C-txi 9 S -jxj. Hence, ifxE S, SE 0 0 (E,C) if and only if S -Ixi C O,(E-lxi,C.j and the first equation is established. The second is proved in the same manner. We may therefore write
where the first and the last equalities are justified by Theorem 3.1.
U
The first version of Corollary 3.2 was originally e.rlablished by Satyanarayana 18] for the all-terminal domination of graphs. Satyanarayana and Chang 110] later extended it to the K-terminal domination of a graph. Subsequently, Barlow 121 has sho%sn that the signed domination theore-n holds for all coherent systems and this result was later extended to general clutters by Huseby 15,61.
If the system (E.C) represents an undirected eraph G = (VE) such that the clutter C is the collection of the ,'-trees of G, K _ If, then it is easy to see that Corollary 3.2 reduces to the foliowine: Likewise, ifx has an endpoint u E V-K such that u is a degree-one point of G, then dA^(G) = 0 and the result follows in either case. Hence, assume that the cncdpoints of x are distinct and ifx has an endpoint whose degree is one in G then it is a K-point. By Corollary 3.3, we have d4
Note that the choice of x implies that the number of isolated points in V -K is the same as that in Vjx--KJx. Since G -xand Gjx hase fewer edges than G, using the induction hypothesis, we obtain
On the other hand, if
The following corollary is immediate from the proof of Corollary 3.4.
COROLLARY 3.5: Let G = (V,E) be an undirected graph, and K ý_ V be a nonempt'y subset. Suppose x e E is an edge such that (i) x is not a self-loop, and (ii) if x has an endpoint u in V -K, then u is not a degree-one point of G. Then DA-(G) = DA'.x(GIx) + DA(G -x).
Corollaries 3.3 through 3.5 were proved in Satyanarayana and Chang 1101 for undirected K-graphs. Since Corollary 3.5 does not hold for any arbitrary edge x, it is of interest to ask that if the equality DA (G) = DAký (G Ix) +-DA(G -x) does not hold for some edge x of an undirected graph G, then what can we say about G and x? The following corollary answers this question. 
DA(G) # D.I,,(G) + DA(G -x) if and only if (i) x is a self-loop and G -x is a K-graph, or (ii) x is incident on a degree-one point u E V
Conver sely, suppose that neither (i) nor (ii) holds, then we show that
xl(Glx). Ne,&t, suppose that x is not a self-loop. If x is not incident on a degree-one point u E V -K, then by 10,(E,,1(G))! = S,(G,K) . 
S,( G).
Since D, (G) > 0 for any connected loopless graph G, the following is an immediate consequence of Corollary 3.8.
COROLLARY 3.9: JIfG is a connected undirected graph .-ifhout self-loops then S,(G) > So(G).

Now the fact that I0(G)I = S,(G) + So(G) clearly implies that 1O(G)I is odd if and only if Dr(G) is odd. Indeed, our next theorem characterizes graphs G for which Dr,(G) is odd.
THEOREM 3.2: If G = (V, E) is on undirected graph, then Dv (G) is odd if and only if G is a connected biparrtite graph.
PROOF: First note that if G is disconnected or has a self-loop (cycle of length 1), then Dr(G) = 0. Conversely, if Dv(G) = 0 then, by Proposition 2.1, it fol-266
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lows that G is either disconnected or has a self-loop. Hence, asurme that G is connected and loopless. We proceed by induction on IEl.
For the basis step, suppose that JEl = 0. Since G is connected, ,"e must have IVI = I. In this case G has no odd cycles with D, (G) = )and the basis step is established. For the inductive step, !ct G = (VE) be a connecied loopless graph with IEI > 0 and assume that the theorem holds for all graphs Aith fewer edges than G, If G is a tree, then it has no odd c~cles and D, (G) = 1. Hence, assume that G has at least one cycle. Since G has no self-loops, Ae can pick any arbitrary edge x G E, and by Corollary 3.5 %e have D,
Suppose that C has no cycl-s of odd length, then G necessarily has an even cycle and let x be an edge on such a cycle. Clearly Glx is conr,'cted but has an odd cycle. Since GCx has one fewer edge than G, by induction hypothesis Dvl,(GIX) is even. On the otbf hand, G -x is connectcd and has no odd cycles. Since G -x has lEt -I edges, D,(G -x) is odd by the hypothesis.
Hence, we conclude that D0 (G) is odd whenever G is connected and has no odd cycles.
Conversely, if G has a cycle of odd length, then we claim that D, (G) is even. First if G is unicyclic sith an odd cycle, then D, (G -x) and D, ,(Gjx)
are both odd since G -x and GCx hae no odd cycles. Finally consider the case %ý here G has more than one cycle. Let c be a cycle of odd length in G. Pick edge xsuch that xis not on c. Then Glxand G -x have a cycle of odd length (even if x is a chord of c) so that D'lA(Gix) and Dv(G -x) are even. Therefore, D 1 -(G) is even as well.
U
COROLLAiY 3. 10: The complete bipartite graph K,,, is the only graph among the simple graphs on 2p points andp2 edges with an odd all-terminal domination. Likewise, K,.P, ii the only graph with 2p + I points and p (p + I) edges hating odd al,-terminal domination.
PROOF: By the theorem of Turan (see page 17, 4] every o:her graph under consideration has a triangle. N In the reu-;'inder of this section v-e deal with dirccted graphs. Thc nature of the invariant domination differs strikingly oepending on \%hether G is a graph or a digraph. As noted in Section 2, the assertion that the clutter J, (G),, is obtained from GCx if G is undirected, is no longer valid if G is directed. Due to this anomaly the graph \ersion of Corollary 3.2, namely Corollary 3.3, holds only for graphs and not digraphs. Furthermore, dK(G-generalhy can assume "---any integer value and is never zero if G is an undirected K-graph. On the contrary, for digraphs dA (G) is 0, +-1, or -!. Indeed, a surprising fact is that dA(G) = ± I if and only if G is an acyclic K-digraph, and dA.(G) = 0, otherssise 191.
Our first result on digraphs G relates dA:(G) either to dAlI(Glx) or te dA.(G -x), depending upon the nature of x. PROOF: (i) Suppose indcg(u) > 1, and let x' * x be an edge directed into u. First we show that the s. stem (E -lxl,C,,) is not coherent and therefore d(E -1i(,C,,) = 0. Indeed, if T' is a K-tree Tooted at s which includes x' then (T' -x') + x is a rooted tree that includes all K points. By deleting pendant points wvhich are not in A', if necessary, we may reduce T' to a K-tree T which includes x. Thus, IT -x) _ IT' -x'j and since IT' -x') is a proper subset of T', it follows that x' does not lie in any of the elements of C,,. If no K-tree of G contains x', then no deinent of C., can contain v'. Hence, the result follows from an application of Corollary 3.2.
(ii) Suppose indcg(u) = I and x lies on some K-tree rooted at s. In what follows %"e show that there exists a one-to-one correspondence betwveen the K-trees rooted at s of G and the A' c-trecs ro1;ed at s of Gjx such that I T: i # PI is a formation of G if and only if IT, x: i G 1,1 is a formation of GIx.
First we claim that if Tis a K-tree of G rooted at s, then Tjx is a KAx-tre; of G)x rocited at s. Clearly the indeg(s) = 0 in TJx for otherwise indeg(u) > 1, and TIx contains all points of KI x. Also, the faic that every pendant point in T'is a K-point implies that every pendant point in Tix belongs to Kix. Furthermore, the fact that every point other than s has indegree equal to I in Timplies that cecrv point other than s in Tjx has indegree equal to I. Thus, Tix is a rooted tree, rooted at s. Since Tix contains all points of KAx, and its pendant points are in KAx, Tlx is a KIx-tree.
Next \\c show that the correspondence beti\cen the /-trees of G and Klxtrees of Gj.x is one to one. To this end suppose that T, and T, are two K-trees of G, and T, 1 x = T/A . If x lies in both T, and T, or neither of these trees, then ,= '.T. On the other hand, if x lies in T, but not in T, then u • K and the outdee(u) > 0. This is due to the fact that if u C K, since indeg(u) = I in G N hes on e.ery K-tree of G; if u •-K and outdeg(u) = 0 then T 2 is not a K-tree.
Thus, from the facts that u • K and outdeg(u) > 0, it fuilo\,s that none of the edges directed out of u can lie in T1; this implies that none of these edges can lie in T 2 either because of our assumption that , 1 Ix = TIx. S'.ce u E V -K is a pendant point in T,, we conclude that T 2 is not a K-tree of G. This con-"--tradiction verifies the injectivity.
To see that the correspondence is onto, suppose that T' is a Kix-tree of Gix. If u C K, edge x is interserted into T' to form a tree Tas follows: These constructions are illustrated in Figure 2 . Clearly in either case Tjx T' and T is a A-tree of G. If u e K, then the construction used in (a) is required vhencver there are edges in T' which originally emanated from u in 0. If no such edges exist in T', Ae observe that T' itself is a K-tree of G, so T= T' serves our purpose.
Finally we prove the contention concerning the formations of G and C ¶x.
If IT,: i C-rI then it is obvious that I Tjx: iE [l is a formation of GOx. Conversely, if I Tx: i E P I is a formation of GOx, then it is easy to see that U,T, includes all edges x' * x. If u E K then, since indeg(u) = I in G, every K-tree of G includes x, w%-hence x e UT,. On the contrary, if u V K then, since x (s, iu) belongs to some K-tree, there is an edge y, directed out of u. Since U, T, x is a formation of Gjx, an indexjC r esists such that y E TAx. Hence, 'E Ti and so x E T as well. This concludes the proof of (ii). , We conclude this section with a result analogous to that of Corollary 3.8. nullity, we may establish one-to-one correspondences as follo%\s:
------------
Specifically, suppose G (V.E) is a A'-digraph, K 9 V,S,''(G) --ScBC( -x) S,A Y( G) --S~(C' -x) S,x'(G) --S/(G -x) S"')(G) .-Sf;' (G -x) and
Sr.(G) .-SJ(G -x)
So"'(G) .-Sol'(G -x) SoJ' (G) ~-So'(G -x).
Now algebraic manipulation yields IS/I(G)I -
In the second case, where there is an edge x = (s,u),N it h indeg(u) = I, Ae establish a one-to-one correspondence betveen the K-subgraphs of G and Gix as follows.
The fact that glx is a Kjx-subgraph of Gix if and only if g is a Ksubgraph of G follows because in this instance, from the proof of Theorem 3.3, Tjx is a Kjx-tree of Gix if and only if Tis a K-tree of G. Clearly, the nullities are preserved by this correspondence and so the result follovs from the equality 
DOMINATION AND SPANNING TREES
The all-terminal domination D•,(G) of an undirected graph G is, by definition, related to the spanning trees of G since the K-trees of G in this case are the spanning trees. However, if K * V not all K-trees are spanning; thus there is no obvious connection between DA(G) and the spanning trees of G. In this section we show, in fact, that DA'(G), for any arbitrary K, is equal to the number of spanning trees of a certain type. First we require some preliminaries culminatine in the central notion of this section. Suppose G = (V',E) is an undirected graph and < is a strict linear order on E. Let T= (V,E') be a spanning tree of G and x E F'. Then the forest T-x U FiCrUR 3. An example cyclic digraph. has exactly two connected components with points sets, say U and V -U. The collection of edges of G with one endpoint in U and the other in V-Uis called the fundamental cut determined by x with respect to T. Likewise, if x E IE -E' is an edge, then T+ x is unicyclic and the cycle in T + x is called the fundamental cycle determined by x with respect to T. An edge x C E' is internally active in T if x < y for all y G C -x, where C is the fundamental cut determined by x with respect to T. Finally, an edge x E' is externally active rclative to T if x < y for all y G C -x, where C is the fundamental cycle determined by x with respect to T. The path of Tobtained from the fundamental cycle determined by an externally active edge x is called a broken cycle of G [171.
Note that if a spanning tree Thas i internally active andj externally active edges, then 0O5 i z: Il'-I and 0!_j tEl -IV1 + 1.
By T(G) we mean the set of all spanning trees of G, \ hile T,(G) denotes the subcollection of T(G) of trees having i internally active and j externally active edges. Furthermore, t(G) and t,,(G) denote the cardinalities of T(G) and T,s(G), respectively. The following is needed for our next definition.
PROPERTY K: If G = (V,E) is an undirected graph and K 9 Vis a speofied subset, then each spanning tree T of G contains exactly one K-i.ee T' of G.
PROOF: Each spanning tree which is not a K-tree may be reduced to a K-tree by repeatedly pruning those leaves which are not K-points. a
Let T.o(G,K) consist of those trees TE T(G) satisfying the follo%%ing conditions:
(i) T has no externally active edges, and (ii) if x is an internally active edge in T, then x is an edge of the unique Ktree TK contained in T.
Finally, let t.o(G,K) denote the cardinality of T. 3 (G,K). For example, consider the labeled graph G = (0/,E) shown in Figure 4 , where the edge labels constitute a strict linear order <. Then T(G) consists of the eight spanning trees Tj through Tp shown in Figure 4 , and it follows from the table of Figure 4 
o(G,K).
PROOF: Clearly, if G has a self-loop, then DKA(G) +0 and t. 0 (G,AK) = 0. We claim thai, if G has an edge x with an endpoint u E V -K such that u is a degree-one point in G, then DA.(G) = t. 0 (G,K) = 0-In this case x is in no Ktree of G, which implies that G has no formations and DA:(G) = 0. Since u is a degree-one point of G, x lies in every spanning tree. It is easy to see that x is also internally active in every spanning tree, and since it does not belong to any
