Abstract-The problem of content delivery in caching networks is investigated for the scenarios where multiple users request identical files. An adaptive method is proposed for the delivery of redundant demands in caching networks. Based on the redundancy pattern in the current demand vector, the proposed method decides between the transmission of uncoded messages or the coded messages of Maddah-Ali and Niesen for delivery. Moreover, a lower bound on the delivery rate of redundant requests is derived. The performance of the adaptive method is investigated through numerical examples and Monte Carlo simulations. It is shown that the adaptive method considerably reduces the performance gap to the lower bound for the specific ranges of network parameters.
chance of multiple users requesting identical files. In such a scenario, the delivery method can be modified to benefit from the redundancies in the user demands, and further reduce the delivery rate.
Redundant demands are likely when either the files have significantly different popularity levels or the user requests are positively correlated. For the case of non-uniform file popularities, the schemes in [6] [7] [8] do not take the effect of redundant requests into account. This is because the delivery in all these schemes is based on the delivery of [2] , which is designed for the demand vectors with distinct requests. In addition to non-uniform popularity levels, correlated requests are also likely in many practical scenarios. A considerable amount of multimedia requests are made through social networks like Facebook and Instagram, where users with common friends and interests are likely to request the same content.
In this paper, we investigate the delivery of redundant demands in caching networks. We use the placement schemes of [1] and [2] to ensure that the peak delivery rate does not exceed the delivery rates of [1] and [2] , and the link capacity is satisfied. Further, these placement schemes are natural candidates when the file popularities are uniform or little prior knowledge about the popularities is available during the placement phase.
For the delivery phase, we propose an adaptive scheme based on message selection. Upon receiving a demand vector from the users and based on the redundancy pattern of the requests made, the server decides whether to use uncoded messages or the coded messages of [2] to deliver each part of the requested files. This distinguishes our work from [1] and [2] , as our proposed delivery takes the specifics of the current demand vector into account to decide on the form of the server messages. However, references [1] and [2] use a fixed structure to compose the server messages for all demand vectors. We show the superiority of our adaptive method through numerical examples and Monte Carlo simulations. We also derive a lower bound on the delivery rate of redundant requests. In some cases, the adaptive method shrinks the gap between the average rate of the non-adaptive scheme and the lower bound by 50%.
II. NETWORK MODEL Assume a network with a central server and K caches. The server is able to communicate with the caches through a broadcast link. We denote the set of all caches in the network by K. A library of N ≥ K files is given, where each file is F bits long. All files are available at the central server. Each cache has a memory capacity of M ×F bits. We define q M N . Placement Phase: Placement takes place only once and remains unchanged during the delivery phase. After the placement, the distribution of bits in the caches can be described as follows. For a given file n and a given subset of caches S ⊂ K, denote by V n S the subset of bits of file n that are exclusively stored at the caches in S. The resulting subsets 1558-2558 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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of bits partition the set of all the bits of every file into 2 K partitions. Let s |S|. Define x s |V n S |/F as the portion of the bits of file n that are exclusively stored at each subset S of caches with cardinality s. Here, we have assumed that |V n S | only depends on s. In particular, it neither depends on n nor on the particular choice of caches in S, as long as the cardinality of S is s. This holds as we assume uniform file popularities during the placement.
The placement phase can be performed through either the centralized scheme of [1] or the decentralized scheme of [2] . For the centralized placement, we have
where t = K M/N [1] . For the decentralized placement and for large F, with high probability we have [2] x decen s 
by k i , the number of requests for the i -th most requested file in the current demand vector. Thus
as the total equivalent number of files transmitted by the server, such that all the caches successfully recover the files they requested.
The delivery phase is performed through the delivery algorithm [2, Algorithm 1]. We consider the rate of this algorithm as the state-of-the-art benchmark for the adaptive method we propose in Section III. Notice that the delivery method for the centralized caching in [1] is a special case of [2, Algorithm 1].
Discussion: Note that if file n is requested by multiple users, including user k, [2, Algorithm 1] embeds V n S\{k} into several messages. If s > 1, user k has the side information to decode only one of those messages. As a result, the server needs to send all the messages with s > 1. This is not the case for the messages with s = 1, i.e., S = {k}. In these cases,
Such uncoded messages deliver the bits that are not stored at any cache in the system. All the users that request file n can decode V n ∅ , so it needs to be sent only once. As a result, the traffic due to the uncoded messages is Lx 0 instead of K x 0 . Thus, the total delivery rate will be
For L = K , substitution of (1) and (2) III. ADAPTIVE CACHING SCHEME We now design an adaptive delivery method that unlike [2] and [1] , exploits the redundancies in the user requests in order to reduce the delivery rate.
A. Adaptive Delivery Method
For the adaptive method, we introduce an extra step to the delivery phase, which takes place after receiving each request vector and before the transmission of the server messages to the users. In this step, the server decides whether to send each part of the requested files through the corresponding coded message in [2, Algorithm 1] or through an uncoded message. The use of uncoded messages instead of coded messages to deliver file n is equivalent to transferring bits from V n S : s > 0 to V n ∅ . By such a transfer, the cache only ignores parts of its content and it does not change the actual placement of files. LetV n S represent the subset of the bits of file n exclusively cached at S after the transfer is done, and y n S |V n S |/F. In our delivery method, the server first optimizes y n S . Then, it arbitrarily picks y n S F bits of V n S to formV n S , and adds the rest of the bits toV 
In ( S\{k} , and adding the extra constraints 
B. Simplified Adaptive Delivery
A simplified version of the message selection step can be formulated by only taking the number of distinct requests L 
as the simplified message selection problem.
. Optimal parameters for the simplified message selection problem of (6) are given by
Proof: If we transfer bits from the subsets V n S : |S| = s to V n ∅ , the resulting change in the rate will be L K s x s − K s+1 x s . We transfer the bits only if this difference is negative. This is the case when s ≤ŝ. This results in the parameters of (7). Algorithm 2 shows the simplified adaptive delivery scheme.
Algorithm 2 Simplified Adaptive Delivery Algorithm
Require:
// First rule of (7) 6: for S ⊂ K : |S| > 0 do 7: if |S| ≤ŝ then
// Second rule of (7) 9:
// Third rule of (7) 11:
end if 12 
Proposition 2 (Cutset Bound
): Assume that K caches request L ≤ K distinct files. Then, R * L (M) must satisfy R * L (M) ≥ max s∈{1,...,L} s − s N/s M .(8)
Proof:
We modify the cutset bound argument of [1, Sec. VI] to bound R * L (M). Let S be a subset of caches with |S| = s, such that there are no two caches in S with identical user requests.
Assume that these cache request files (i − 1)s + 1, . . . , is from the library. Let X i denote the server's input to the shared link which determines these files. Now let i = 1, . . . , N/s . Consider the cut separating X 1 , . . . , X N/s and the caches in S from the corresponding users. The total information available to the users in the cut should be more than or equal to the total information requested.
IV. NUMERICAL EXAMPLES AND SIMULATION RESULTS
We now compare the performance of the proposed adaptive methods and the non-adaptive method of [2, Algorithm 1] through numerical examples. Notice that by the rate of nonadaptive method, we refer to the rate of [2] or [1] depending on whether the decentralized or centralized placement is used, respectively. This rate is calculated by (3) . Fig. 1 shows the delivery rates of the non-adaptive and adaptive schemes, as well as the lower bound (8) for a network of K = 12 caches. The same decentralized placement is used for all cases with the parameters in (2). We consider several redundancy patterns for the demand vector with different values of L. In Fig. 1 , we observe a considerable improvement in the delivery rate for M/N ≤ 0.25, when the adaptive methods are used. This improvement in the rate is more considerable when L is smaller. For instance, the performance gap to the lower bound decreases by almost 50% when L = 3. Notice that for a symmetric redundancy patterns like (3, 3, 3, 3) , both adaptive methods lead to the same delivery rate. As the pattern gets more asymmetric, the gap between the rates of the original and simplified adaptive methods increases. Also, observe that for some cases, the rate of the non-adaptive method increases with the storage capacity for small M/N. This shows the inefficiency of [2, Algorithm 1] to deliver redundant requests.
For the second numerical example, we use the centralized placement and plot the delivery rates versus L. Fig. 2 shows the results. Notice that the rate of original adaptive method depends not only on L, but also on the redundancy pattern. Hence, for every value of L, the delivery rate of the original adaptive method is averaged over all the redundancy patterns with L distinct requests, assuming that the requests are independent and file popularities are uniform. Observe that the superiority of the adaptive method over the non-adaptive method of [1] is more significant for small L. In particular, we observe a sharp decrease in the adaptive delivery rate when L gets smaller than K /2.
We now investigate the average rates of the different delivery methods for a caching network with correlated user requests. Consider a graph representation of the network where vertices represent the caches. An (undirected) edge between two vertices shows that the requests of the corresponding caches are correlated. To model the correlations, let N (k) denote the set of the last files requested by the neighbour caches of cache k. We assume that cache k requests a file, either based on its neighbours' previous requests with probability r , or independently with probability 1 −r . In the former case, k chooses a file from N (k) uniformly at random. However, when choosing independently, k picks a file n from the library based on the popularity distribution of files p n . Hence, the chance of requesting file n by cache k iŝ
For our simulations, we use Gibbs sampling [11, Sec. 24 .2] to generate 10 4 sample vectors from the induced joint distribution of user demands. We set K = 8 and N = 10 3 , and assume a complete graph for the network. Further, we mainly use uniform distribution for the popularity of files. We also consider a scenario where the placement phase is performed based on a uniform popularity distribution, while the actual file popularities in the delivery phase follow a non-uniform Zipf distribution with parameter θ . Note that a Zipf distribution with θ = 0 is identical to the uniform distribution, and increasing θ makes the distribution more nonuniform. We use θ and r to control the popularity distribution and the dependency level of the users' requests, respectively. To characterize the resulting correlation levels among the caches' requests in our simulations, we empirically calculate the correlation coefficients −1 ≤ρ i j ≤ 1 [12, Sec. 4.1] between the requests of the different caches i and j . A larger ρ i j implies a higher chance that caches i and j request the same content, which leads to more redundancy in the demand vector. Table I presents the average and the maximumρ i j over all the different i and j pairs (i = j ), in our simulations. Fig . 3 shows the resulting average delivery rates. It also shows a lower bound on the average rate calculated by averaging the lower bounds of (8) for the sample demand vectors. We observe that as requests become more correlated (larger r ) and the file popularities get more non-uniform (larger θ ), the adaptive method makes a larger improvement in the rate. Also, observe that the adaptive schemes are effective in decreasing the average delivery rate for M/N < 0.25. The improvement in the performance gap to the lower bound can be as large as 50% for specific choices of parameters.
