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This paper presents a P-type iterative learning control (ILC) scheme with initial state
learning for a class of α (0 ≤ α < 1) fractional-order nonlinear systems. By introducing
the λ-norm and using a generalized Gronwall inequality, the sufficient condition for the
robust convergence of the tracking errors with respect to initial positioning errors under
P-type ILC is obtained. Based on this convergence condition, the learning gain of the initial
learning and input learning updating law can be determined. Unlike the existing methods,
the ILC scheme will not fix the initial value on the expected condition at the beginning of
each iteration. Finally, the validity of the methods are verified by a numerical example.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional differential calculus dates back from the 17th century, but only until the recent decadewas it applied to physics
and engineering [1]. It was found that many systems in interdisciplinary fields could be elegantly described with the help of
fractional derivatives and integrals, such as viscoelastic systems, dielectric polarization, electrode–electrolyte polarization
and electromagnetic waves [2]. Furthermore, many fractional order controllers have so far been implemented to enhance
the robustness and the performance of the control systems [3–5].
Iterative learning control (ILC) is one of the most active fields in control theories. The objective of ILC is to determine a
control input iteratively, resulting in the plant’s ability to track the given reference signal or the output trajectory over a
fixed time interval. Owing to its simplicity and effectiveness, ILC has been found to be a good alternative in many areas and
applications, e.g., see recent surveys [6–8] for detailed results.
In recent years, the application of ILC to the fractional-order system has become a new topic [3,9–12]. The authors in [9]
were the first to propose theDα-type ILC algorithm in frequency domain. In [10], the asymptotic stability of PDα-type ILC
for fractional-order linear time invariant(LTI) systems was investigated. The convergence condition of open-loop P-type ILC
for fractional-order nonlinear systems was tried in [11]. Moreover, the Dα-type ILC for fractional-order LTI systems was
discussed in [3,12]. However, in the above methods, the ILC algorithm must fix the initial value on the expected condition
at the beginning of each iteration.
Motivated by the above mentioned research to the tracking problem of fractional-order systems, the open-loop and
closed-loop P-type ILC updating law with initial state learning are applied to a class of fractional-order nonlinear systems.
A sufficient condition for the robust convergence of the tracking errors under the proposed P-type ILC is proved. Based on
this convergence condition the learning gains can be determined.
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The rest of this paper is organized as follows. In Section 2, the problem formulation and some preliminaries are presented.
The P-type ILC scheme as well as the convergent condition for fractional-order nonlinear time-delay systems is discussed
in Section 3. MATLAB/SIMULINK results are shown in Section 4. Finally, some conclusions are drawn in Section 5.
Throughout this paper, the 2-norm for the n-dimensional vector w = (w1, w2, . . . , wn) is defined as ∥w∥ = (ni=1
w2i )
1/2, while the λ-norm for a function is defined as ∥ · ∥λ = supt∈[0,T ]{e−λt | · |}, where λ > 0.
2. Preliminaries
In this section, some basic definitions and lemmas are first introduced, which will be used in the following sections.
Definition 2.1. The definition of fractional integral [1,2] is described by
t0D
−α
t f (t) =
1
0(α)
 t
t0
(t − τ)α−1f (τ )dτ , α > 0,
where 0(·) is the well-known Gamma function.
Definition 2.2. The Caputo derivative is defined as
C
t0D
q
t f (t) = t0Dq−mt Dmf (t), q ∈ [m− 1,m),
wherem ∈ Z+,Dm is the classicalm-order integral derivative.
Definition 2.3. The two-parameter function of the Mittag-Leffler [1] type is defined by
Eα,β(z) =
∞
k=0
zk
0(αk+ β) , α >, β > 0, z ∈ C.
Lemma 2.4. If the function f (t, x) is continuous, then the initial value problem
C
t0D
α
t x(t) = f (t, x(t)), 0 < α < 1,
x(t0) = x(0)
is equivalent to the following nonlinear Volterra integral equation
x(t) = x(0)+ 1
0(α)
 t
t0
(t − s)α−1f (s, x(s))ds,
and its solutions are continuous [13].
Lemma 2.5. The fractional-order differentiation or integral of the Mittag-Leffler function is
t0D
ρ
t [tβ−1Eα,β(λtα)] = tβ−ρ−1Eα,β−ρ(λtα), ρ < β.
3. P-type iterative learning control
Consider the following SISO fractional-order nonlinear system
Dαt xk(t) = f (xk(t), uk(t), t),
yk(t) = g(xk(t), uk(t), t), (1)
where k ∈ {0, 1, 2, . . .}, t ∈ [0, T ], α ∈ (0, 1),
0 < β1 ≤ gu = ∂g(xk(t), uk(t), t)
∂uk(t)
≤ β2,
0 < β3 ≤ gx = ∂g(xk(t), uk(t), t)
∂xk(t)
≤ β4,
∥f (xk(t), uk(t), t)− f (x¯k(t), u¯k(t), t)∥ ≤ f0|uk(t)− u¯k(t)| + f0∥xk(t)− x¯k(t)∥
and β1, β2, β3, β4 and f0 are positive constants. xk(t) ∈ Rn is the state of the plant, and uk(t) ∈ R and yk(t) ∈ R are the
control input and output, respectively.Dαt denotes the Caputo derivative of order α.
The design objective in this paper is to find an iterative learning control law to generate the control input uk(t) such that
the system output yk(t) tracks the desired output trajectory yd(t) as accurately as possible when k goes to infinity for all
t ∈ [0, T ]. To this end, the P-type ILC updating law is considered.
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3.1. Open-loop P-Type iterative learning control
For the fractional-order nonlinear system (1), we first consider the following open-loop P-type ILC updating law with
initial state learning:
xk+1(0) = xk(0)+ Lek(0),
uk+1(t) = uk(t)+ γ1ek(t), (2)
where ek(t) = yd(t)− yk(t) denotes the tracking error, L and γ1 are unknown parameters to be determined.
To obtain our main result, the following useful lemmas are first listed.
Lemma 3.1 ([11] Generalized Gronwall Inequality). Let u(t) be a continuous function on t ∈ [0, T ] and let v(t−τ) be continuous
and nonnegative on the triangle 0 ≤ τ ≤ T . Moreover, let w(t) be a positive continuous and non-decreasing function on
t ∈ [0, T ]. If
u(t) ≤ w(t)+
 t
0
v(t − τ)u(τ )dτ , t ∈ [0, T ],
then
u(t) ≤ w(t)e
 t
0 v(t−τ)dτ , t ∈ [0, T ].
Lemma 3.2. For fractional-order nonlinear system (1) and a given reference yd(t), denote that 1uk(t) = uk+1(t) − uk(t),
1xk(t) = xk+1(t)− xk(t), if
max{|1− γ1β1 − Lβ3|, |1− γ1β1 − Lβ4|, |1− γ1β2 − Lβ3|, |1− γ1β2 − Lβ4|} ≤ ρ0 < 1, (3)
where ρ0 is constant, then for all t ∈ [0, T ], and arbitrary initial input u0(t), the open-loop P-type ILC updating law (2) guarantees
that limk→∞ |ek(0)|λ = 0.
Proof. It follows from ek(t) = yd(t)− yk(t) and the mean value theorem that
ek+1(0) = ek(0)+ yk(0)− yk+1(0)
= ek(0)+ g(xk(0), uk(0), 0)− g(xk+1(0), uk+1(0), 0)
= ek(0)− gx(ξ)1xk(0)− gu(ξ)1uk(0), (4)
where ξ ∈ [xk(0)+ θ1xk(0), uk(t)+ θ1uk(0), t], θ ∈ (0, 1). Then, it follows from (2), we have
ek+1(0) = ek(0)− Lgx(ξ)ek(0)− γ1gu(ξ)ek(0). (5)
Taking the λ-norm, we obtain
|ek+1(0)|λ ≤ |1− Lgx(ξ)− γ1gu(ξ)||ek(0)|λ = ρ0|ek(0)|λ. (6)
If the condition (3) is satisfied, then ρ0 < 1, which yields limk→∞ |ek(0)|λ = 0. The proof is complete. 
Theorem 3.3. For fractional-order nonlinear system (1) and a given reference yd(t), if the assumptions in Lemma 3.2 are met,
furthermore, if
max{|1− γ1β1|, |1− γ1β2|} ≤ ρ1 < 1, (7)
where ρ1 is constant, then for all t ∈ [0, T ], and arbitrary initial input u0(t), the open-loop P-type ILC updating law (2) guarantees
that
lim
k→∞ yk(t) = yd(t). (8)
Proof. It can be proved that
ek+1(t) = ek(t)+ yk(t)− yk+1(t)
= ek(t)+ g(xk(t), uk(t), t)− g(xk+1(t), uk+1(t), t)
= ek(t)− gx(ζ )1xk(t)− gu(ζ )1uk(t), (9)
where ζ (t) ∈ [xk(t)+ θ1xk(t), uk(t)+ θ1uk(t), t], θ ∈ (0, 1). Applying the 2-norm to Eq. (9) and following from (2), we
have
|ek+1(t)| ≤ |1− γ1gu(ζ )||ek(t)| + |gx(ζ )|∥1xk(t)∥
≤ |1− γ1gu(ζ )||ek(t)| + β4∥1xk(t)∥. (10)
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In the next, we give an estimation for the upper bound of ∥1xk(t)∥. It follows from Lemma 2.4 and in accordance with
the property of the fractional-order 0 < α < 1, we can prove that for any t ∈ [0, T ],
∥1xk(t)∥ ≤ ∥1xk(0)∥ + f0
0(α)
 t
0
(t − s)α−1∆∥xk(s)∥ds+ f0
0(α)
 t
0
(t − s)α−1|1uk(s)|ds
≤ ∥1xk(0)∥ + f0
0(α)
 t
0
(t − s)α−1∆∥xk(s)∥ds+ f0
0(α)
 t
0
(t − s)α−1eλsds|1uk(t)|λ. (11)
On the other hand, it follows from Lemma 2.5 and the definition of the Mittag-Leffler function that for λ > 0, we have
dtαE1,1+α(λt)
dt
= tα−1E1,α(λt) > 0.
Therefore,
f0
0(α)
 t
0
(t − s)α−1eλsds = f0tαE1,1+α(λt)
is an increasing function. Setting
v(t − s) = f0
0(α)
(t − s)α−1,
w(s) = ∥1xk(0)∥ + f0
0(α)
 t
0
(t − s)α−1eλsds|1uk(t)|λ,
and using Lemma 3.1, we have
∥1xk(t)∥ ≤ e
f0T
α
0(α+1) ∥1xk(0)∥ + f0e
f0T
α
0(α+1)
0(α)
 t
0
(t − s)α−1eλsds|1uk(t)|λ. (12)
Noting that t
0
(t − s)α−1eλsds t−s=w=====
 t
0
wα−1eλ(t−w)dw = eλt
 t
0
wα−1e−λwdw
λw=s==== e
λt
λα
 λt
0
sα−1e−sds <
eλt
λα
0(α), (13)
then from (12) and (13), it yields
∥1xk(t)∥ ≤ c∥1xk(0)∥ + e
λt f0c
λα
|1uk(t)|λ, (14)
where c = e f0T
α
0(α+1) is a constant.
Now, substituting (14) into (10), we obtain
|ek+1(t)| ≤ |1− γ1gu(ζ )||ek(t)| + β4c∥1xk(0)∥ + e
λtβ4f0c
λα
|1uk(t)|λ. (15)
Using (2) and multiplying both sides of the above inequality (15) by e−λt and taking the λ-norm, we have
|ek+1(t)|λ ≤

|1− γ1gu(ζ )| + γ1β4f0c
λα

|ek(t)|λ + β4cL|ek(0)|λ. (16)
By the assumption that max{|1− γ1β1|, |1− γ1β2|} ≤ ρ1 < 1, then there exists a sufficiently large λ such that
|1− γ1gu(ζ )| + γ1β4f0c
λα
< 1. (17)
Therefore, from inequality (16) together with the condition (7) and Lemma 3.2, we have limk→∞ |ek(t)|λ = 0. Therefore, it
follows from the equivalence of norms, we get limk→∞ |ek(t)| = 0, which completes the proof. 
In particular, from the proof of Lemma 3.2 and Theorem 3.3, we have the following corollary.
Corollary 3.4. For fractional-order nonlinear system (1) and a given reference yd(t), suppose that yd(0) = yk(0), if
max{|1− γ1β1|, |1− γ1β2|} ≤ ρ1 < 1, (18)
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where ρ1 is constant, then for all t ∈ [0, T ], and arbitrary initial input u0(t), the open-loop P-type ILC updating law without
initial state learning
uk+1(t) = uk(t)+ γ1ek(t) (19)
guarantees that
lim
k→∞ yk(t) = yd(t). (20)
Remark 3.5. It is worthmentioning that under the control of ILC updating law neither (2) nor (19), the convergent condition
for fractional-order nonlinear system (1) is dependent of the system function f (·, t), which is consistent with the case of
integral-order [14].
Remark 3.6. Note that the convergence analysis of ILC updating law (19) for fractional-order nonlinear system (1) with the
assumption yd(0) = yk(0) has been investigated in [11], in which the convergent condition is
max{|1− γ1β1|, |1− γ1β2|} + γ1β4f0T
α
0(1+ α) e
f0T
α
0(1+α) < 1. (21)
It can be seen that the convergence condition (18) is less conservative than the condition (21).
3.2. Closed-loop P-Type iterative learning control
The above techniques that we used can be extended to the following closed-loop P-type ILC updating law:
xk+1(0) = xk(0)+ Lek(0),
uk+1(t) = uk(t)+ γ2ek+1(t), (22)
where L and γ2 are unknown parameters to be determined.
Lemma 3.7. For fractional-order nonlinear system (1) and a given reference yd(t), denote that 1uk(t) = uk+1(t) − uk(t),
1xk(t) = xk+1(t)− xk(t), if
max
 1− Lβ31+ γ2β1
 ,  1− Lβ31+ γ2β2
 ,  1− Lβ41+ γ2β1
 ,  1− Lβ41+ γ2β2
 ≤ ρ2 < 1, (23)
where ρ2 is constant, then for all t ∈ [0, T ], and arbitrary initial input u0(t), the open-loop P-type ILC updating law (22)
guarantees that limk→∞ |ek(0)|λ = 0.
Proof. Similar to the proof of Lemma 3.2, it follows from (4) and (22), we have
ek+1(0) = ek(0)− Lgx(ξ)ek(0)− γ2gu(ξ)ek+1(0). (24)
Thus, from the above Eq. (24), we get
ek+1(0) = 1− Lgx(ξ)1+ γ2gu(ξ) ek(0). (25)
Taking the λ-norm, we can obtain
|ek+1(0)|λ ≤
 1− Lgx(ξ)1+ γ2gu(ξ)
 |ek(0)|λ = ρ¯e|ek(0)|λ. (26)
If the condition (23) is satisfied, then ρ¯e < 1, which yields limk→∞ |ek(0)|λ = 0. The proof is complete. 
Theorem 3.8. For fractional-order nonlinear system (1) and a given reference yd(t), if the assumptions in Lemma 3.7 are met,
furthermore, if
max
 11+ γ2β1
 ,  11+ γ2β2
 ≤ ρ3 < 1, (27)
where ρ3 is constant, then for all t ∈ [0, T ], and arbitrary initial input u0(t), the closed-loop P-type ILC updating law (22)
guarantees that
lim
k→∞ yk(t) = yd(t). (28)
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Fig. 1. The tracking performance of the system output under the P-type ILC updating law (34).
Proof. With the same argument as Theorem 3.3 and Lemma 3.7, it can be proved easily that
|ek+1(t)| ≤
 11+ γ2gu(ξ)
 |ek(t)| + β4∥1xk(t)∥. (29)
Substituting (14) into (29), we obtain
|ek+1(t)| ≤
 11+ γ2gu(ξ)
 |ek(t)| + β4c∥1xk(0)∥ + eλtβ4f0cλα |1uk(t)|λ, (30)
where c = e f0T
α
0(α+1) is a constant.
Using (22), multiplying both sides of the above inequality (30) by e−λt and taking the λ-norm, we have
|ek+1(t)|λ ≤
 11+ γ2gu(ξ)
+ γ2β4f0cλα

|ek(t)|λ + β4cL|ek(0)|λ. (31)
The rest of the proof is similar to that of Theorem 3.3, here is omitted. 
Remark 3.9. Theorem 3.8 can be easily extended to the following open-closed-loop P-type ILC updating law
xk+1(0) = xk(0)+ Lek(0),
uk+1(t) = uk(t)+ γ1ek(t)+ γ2ek+1(t), (32)
for fractional-order nonlinear system (1). Owing to the limitation of space, thus we omitted it.
4. Numerical example
In this section, a numerical example is presented to demonstrate the validity of the design method. The standard
definition of fractional-order differential do not allow direct implementation of fractional operators in time-domain
simulations. An efficient approximation approach has been proposed in [15]. The following simulations are performed based
on this approximation method for fractional order systems.
Consider the fractional-order nonlinear system
D0.5t xk(t) = 0.5x2k(t)+ 0.5uk(t),
yk(t) = xk(t)+ 0.9uk(t). (33)
The iterative learning control law is first chosen
xk+1(0) = xk(0)+ 0.5ek(0),
uk+1(t) = uk(t)+ ek(t). (34)
The initial condition is xk(0) = −0.3, the initial control is u0(t) = 0 and the reference is yd(t) = 12t2(1− t). It can be easily
proved that the condition of Theorem 3.3 is satisfied.
Fig. 1 shows the system output yk(t) (solid) of the first five iterations and the referenced trajectory yd(t) (dotted). It can
be seen that the system output is capable of approaching the desired trajectory accurately within a few iterations.
Next, let the iterative learning control law be
xk+1(0) = xk(0)+ 0.5ek(0),
uk+1(t) = uk(t)+ ek+1(t), (35)
and the initial control as well as the reference be the same. Fig. 2 shows the 2-norm of the tracking errors in each iteration
(closed-loop P-type ILC: solid line; open-loop P-type ILC: dotted line). The tracking error at the fifth iteration is very
small. while at the fourth iteration, under the closed-loop P-type ILC updating law (35), the tracking error is as small as
∥yd(t)− y(t)∥2 = 0.0473.
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Fig. 2. The 2-norm of the tracking errors in each iteration.
5. Conclusion
In this paper, based on the generalizedGronwall inequality and theproperty of fractional calculus, the robust convergence
of the tracking errors with respect to initial positioning errors under P-type ILC scheme for a class of fractional-order
nonlinear systems with fractional order α (0 ≤ α < 1) has been proven theoretically. The ILC scheme would not fix
the initial value on the expected condition at the beginning of each iteration. The validity of the method is verified by a
numerical example.
Our futureworks include the applications of the proposed P-type iterative learning scheme and theDα-type ILC updating
law for fractional-order nonlinear systems.
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