Abstract. Consider an elastically rigid obstacle which is buried in a homogeneous and isotropic elastic background medium. The obstacle is illuminated by an arbitrary time-harmonic elastic incident wave. This work is concerned with an inverse obstacle scattering problem for elastic waves, which is to reconstruct the obstacle's surface from the displacement field measured at a circle surrounding it. The surface of the obstacle is assumed to be a small and smooth perturbation of a disk. Based on the Helmholtz decomposition, the displacement field is split into its compressional and shear parts. A coupled system of boundary value problems is derived for the decomposed scalar potentials by using the transparent boundary conditions. Utilizing the method of the transformed field expansion, we reduce the coupled system into to a successive sequence of one-dimensional twopoint boundary value problems which are solved in closed forms. The inverse problem is linearized by dropping high order terms in the power series expansion and an explicit reconstruction formula is obtained. Moreover, a simple nonlinear correction algorithm is proposed to improve the accuracy of the reconstructions. Ample numerical examples show that the method is capable of reconstructing the surface with subwavelength resolution.
Introduction
Wave imaging refers to the technology of determining geometrical or physical properties of an object by using acoustic, electromagnetic, or elastic waves. It has significant applications in broad scientific areas such as seismic tomography, non-destructive testing, and medical imaging. The underlying mathematical problems are known as the inverse scattering problems, which have been an active research area for decades.
This paper is concerned with near-field imaging of obstacles by using elastic waves. Here, nearfield indicates that the measurement is taken at a subwavelength distance from the object, while far-field means that the measurement is taken at a distance which is comparable with or longer than the wavelength. Due to the loss of high frequency information contained in the rapidly decaying wave components, the achievable resolution by far-field imaging modalities is limited to about one half of the wavelength, which is referred to as the Rayleigh criterion or the diffraction limit [11] . Near-field imaging is an effective approach to breaking the limit and obtaining super-resolution [15] . We refer to [4, 9, 14, [16] [17] [18] on mathematical and numerical studies for far-field imaging of obstacles with elastic waves. The linear sampling method was adopted in [13] for the reconstruction of obstacles buried in a semi-infinite domain using elastic waves.
Recently, a novel approach has been developed to solve a class of inverse surface scattering problems for acoustic and electromagnetic waves, which include infinite rough surfaces [6, 7] , diffraction gratings [5, 8, 10] , obstacles [20] , and interior cavities [21] . The approach was also applied successfully in [23] to the inverse scattering of periodic surfaces for elastic waves. The goal of this work is to investigate the method on solving the inverse obstacle scattering problem for elastic waves. The new ingredients include convolution of Fourier coefficients and cylindrical functions. Due to the coupling of pressure and shear wave components traveling at different speeds, the governing Navier equation for elastic waves has a richer structure than the Helmholtz equation for acoustic waves and Maxwell's equations for electromagnetic waves, which makes the calculations much more sophisticated. Consequently, this paper is a nontrivial extension of the previous works because of the new challenges.
Specifically, we consider a two-dimensional impenetrable obstacle, which is elastically rigid and immersed in an unbounded, homogeneous, and isotropic elastic background medium. The surface of the obstacle is assumed to be a small and smooth perturbation of a circle. The obstacle is illuminated by an arbitrary time-harmonic elastic wave, which includes the commonly used plane waves, point sources, or a combination of both types. The displacement field of the total wave is measured on a circle near the surface. Using the Helmholtz decomposition, we split the displacement vector field into its compressional and shear parts by introducing two scalar potential functions. Transparent boundary conditions are derived for each part of the potential function through the Fourier series expansion. A coupled system of boundary value problems is deduced for the decomposed scalar potentials. Utilizing the transformed field expansion, which consists of a coordinate transformation, power series expansion, and the Fourier series expansion, we reduce the two-dimensional boundary value problem into a successive sequence of one-dimensional two-point boundary value problems, which are solved in closed forms. By neglecting the high order terms in the power series expansion, the inverse problem is linearized and formulated into an infinite dimensional linear system of equations relating the Fourier coefficients of the surface function and the data. An explicit reconstruction formula is obtained by solving the truncated linear system. Moreover, a simple nonlinear correction algorithm is developed to improve the accuracy of the reconstructions. The method requires a single incident field at a fixed frequency. It is computationally efficient and delivers excellent reconstructions with subwavelength resolution. We refer to [1] [2] [3] for related inverse elastic scattering problems and conductivity interface problems by using perturbation methods.
The outline of the paper is as follows. In section 2, the model problem is formulated, transparent boundary conditions are presented, and a coupled system of boundary value problems is formulated. In section 3, the transformed field expansion is introduced and the boundary value problems are solved analytically. Section 4 is devoted to the derivation of the reconstruction formula and a nonlinear correction algorithm. Numerical experiments are reported in section 5. The paper is concluded in section 6 with general remarks and directions for future research.
Problem formulation
In this section, we introduce the mathematical model problem for elastic scattering by impenetrable obstacles.
2.1. Model problem. Consider a two-dimensional elastically rigid obstacle. Let the obstacle's surface be described by the curve (in the polar coordinates)
where a > 0 is a constant and f is a periodic function in C 2 ([0, 2π]) such that a + f (θ) > 0 for all θ ∈ [0, 2π]. We assume that f takes the form
where ε > 0 is a sufficiently small constant and is called the surface deformation parameter. Suppose that the infinite exterior domain
is occupied by a homogeneous and isotropic elastic medium with a unit mass density. Let Let the obstacle be illuminated by a time-harmonic incident wave u in with time dependence e −iωt , where ω > 0 is the angular frequency. We consider the most general incident wave which is only required to satisfy the two-dimensional homogeneous Navier equation:
where ∆ * = µ∆ + (λ + µ)∇∇·, λ and µ are the two Lamé constants satisfying µ > 0 and λ + µ > 0. For instance, the incident field can be a plane wave, a radiating wave generated by a point source, or a combination of multiple plane waves and/or multiple point sources. It can consist of compressional wave, shear wave, or a mixture of both types of waves. The displacement vector field of the total wave u = [u 1 , u 2 ] satisfies the same Navier equation:
Since the obstacle is elastically rigid, it holds the homogeneous Dirichlet boundary condition: u = 0 on Γ f . Given the time-harmonic incident field u in , the direct problem is to determine the displacement field u in Ω f for a known scattering surface Γ f . This paper is focused on the inverse problem: to reconstruct the scattering surface Γ f from the measurement of the displacement field on Γ b . In particular, we are interested in the inverse problem in the near-field regime where the measurement distance h = b − a is much shorter than the wavelength.
2.2. Transparent boundary conditions. To reduce the problem from the unbounded domain Ω f to the bounded domain Ω, we introduce a transparent boundary condition on Γ b .
The total field u may be decomposed into the incident field u in and the scattered field u sc , i.e., u = u in + u sc . Subtracting (2.2) from (2.3) yields the Navier equation for the scattered field:
We introduce the Helmholtz decomposition for the scattered field
where φ sc and ψ sc are the compressional and shear scalar potential functions, respectively, and the vector curl operator is defined as curl v = [∂ y v, −∂ x v] for any scalar function v. Substituting (2.5) into (2.4) yields
The above equation is fulfilled if φ sc and ψ sc satisfy the homogeneous Helmholtz equations: 6) where κ p = ω/ √ λ + 2µ and κ s = ω/ √ µ are the compressional and shear wavenumbers, respectively.
Since φ sc and ψ sc are periodic functions in θ with period 2π, the solutions of (2.6) admit the Fourier series expansions:
Substituting (2.7) into (2.6) and noting ∆ = ∂ rr + r −1 ∂ r + r −2 ∂ θθ yields the Bessel equations:
The scattered fields are assumed to consist of only outgoing waves. Hence the solutions of (2.8) can be written as
where α n , β n ∈ C, and H
n is the Hankel function of the first kind with order n.
Plugging (2.9) into (2.7) yields
Taking the partial derivatives with respect to r on both sides of (2.10) and evaluating at r = b yields
Evaluating (2.10) at r = b and comparing with (2.11), we derive the transparent boundary conditions for the scattered potentials on Γ b : 12) where the boundary operators T p and T s are defined by
Here v (n) are the Fourier coefficients of v and
. Similarly, we can apply the Helmholtz decomposition on the incident field:
where φ in and ψ in also satisfy the Helmholtz equations (2.6). Since φ in and ψ in are periodic functions with period 2π, they admit the Fourier series expansions:
where α
n , β
n are coefficients that can be determined once the incident field is specified, and H (2) n is the Hankel function of the second kind with order n. Combining (2.14) and (2.13), we get
where W is the Wronskian of H
n and H
n defined by
It can be verified that
Let the total wave u admit the following Helmholtz decomposition:
Adding (2.12) and (2.17) yields the transparent boundary conditions for the scalar potentials of φ and ψ:
Next we restate the boundary condition on Γ f in the polar coordinate. It is easy to verify the differentiation rules:
Substituting (2.20) to (2.18) and noting u = 0 on Γ f yields
Recall that a vector [u 1 , u 2 ] = 0 if and only if its projection to the orthonormal vectorsr = [cos θ, sin θ] andθ = [− sin θ, cos θ] are zero, i.e.,
Substituting (2.21) into the above equations, we obtain the equivalent boundary conditions for the scalar potentials:
In summary, the scalar potentials φ and ψ satisfy the coupled system of boundary value problems:
It is easy to note that φ and ψ are decoupled in the equations over Ω and in the transparent boundary conditions on Γ b but they are coupled in the boundary conditions on Γ f .
Transformed Field Expansion
In this section we derive an analytical solution for the coupled system of boundary value problems (2.23) using the technique of transformed field expansion. It consists of three steps: change of variables, power series expansion, and Fourier series expansion.
Change of variables. Consider the change of variables:
which transforms the domain Ω to the annulus D = {(r, θ) : a < r < b, θ ∈ [0, 2π]} by mapping the boundary Γ f to the circle Γ a = {(r, θ) : r = a, θ ∈ [0, 2π]} while keeping the boundary Γ b unchanged. We seek to restate the boundary value problems (2.23) in the new variables. Direct calculations yield the following differentiation rules:
Introduce new functionsφ(r,θ) = φ(r, θ) andψ r,θ = ψ(r, θ) under the transformation. It can be verified after a tedious but straightforward calculation that the new functions, upon dropping the tilde on all variables for simplicity of notation, satisfy the following equations in D:
where the variable coefficients are given by
Under the change of variables, the boundary conditions (2.22) on Γ a become
and the transparent boundary conditions (2.19) on Γ b reduce to
3.2. Power series expansion. Recalling the assumption of the surface function (2.1), we employ a boundary perturbation approach and consider formal expansions of φ and ψ as power series of the surface deformation parameter ε:
Substituting (2.1) into (3.2) and (3.5) into (3.1), we obtain a successive sequence of equations:
where
Here the differential operators D j are given by
Plugging (2.1) into the boundary conditions (3.3) yields
Similarly, the the boundary conditions (3.4) reduce to
In all the above recurrence relations, it is understood that φ k = ψ k = 0 for k < 0. Note that the boundary value problems (3.6)-(3.9) for the current terms
Hence the boundary value problems (3.6)-(3.9) can be solved in a recursive manner starting from k = 0.
3.3. Fourier series expansion. Since all the functions in the boundary value problems (3.6)-(3.9) are periodic in θ with period 2π, we may adopt the Fourier series expansion to reduce the twodimensional boundary value problems into one-dimensional two-point boundary value problems in the frequency domain:
and
Note that the above two boundary value problems are coupled in the boundary conditions at r = a. To solve the coupled system, we consider ψ (n) k (a) and φ (n) k (a) as constants and find the analytical solutions for each boundary value problem. By evaluating the solutions at r = a, we obtain a linear system of algebraic equations for ψ (n) k (a) and φ (n) k (a). We then solve this linear system and substitute the results back to the analytical form to obtain the final solutions.
A direct application of Lemma A.1 yields the solutions of (3.10) and (3.11):
where K (n) is given by (A.2) and φ
k (a) are to be determined. Evaluating the above solutions at r = a and noting that
(3.13)
Hence we have a linear system of algebraic equations for φ
A simple calculation from Cramer's rule yields its solution:
where the determinant
Plugging (3.14) into (3.12), we may obtain the solutions of φ 
n+1 (z), we may deduce the following alternative form for Λ n :
n+1 (κ p a) .
Next we shall derive more explicit expressions of the leading terms φ
0 (r) and the linear terms φ (n) 1 (r), ψ (n) 1 (r), which make it possible to obtain an explicit reconstruction formula for the inverse problem.
3.4. Leading terms. For k = 0 it follows from (3.7)-(3.9) that
Recalling (2.16), we obtain the Fourier coefficients:
Substituting the above quantities into (3.13) and noting (2.15) yields
n . Plugging the above quantities into (3.14), we get
Substituting (3.15), (3.16) into (3.12) and noting that
n (κb)R n (r; κ)/W (b), we obtain explicit expressions of the leading terms:
n R n (r; κ s ), (3.17) where R n is given in (A.3).
3.5. Linear terms. For k = 1 it follows from (3.7) that
s ψ 0 (r, θ). Using the Fourier series expansion and the convolution theorem yields
Their Fourier coefficients are given by
By (3.9) we obtain
Substituting (3.18)-(3.20) into (3.13) yields
Plugging (3.21) into (3.14) leads to
Substituting (3.18)-(3.20) and (3.22) into (3.12)
, evaluating at r = b, and noting that
we obtain explicit expressions of the leading terms at r = b:
It is clear to note the relation of the Fourier coefficients between φ 1 , ψ 1 and g in (3.23) that the linear terms of the wave field contain all the information about the surface function. This observation motivates us to design an explicit inversion formula to reconstruct the surface function.
Inverse Scattering
In this section, we introduce an explicit reconstruction formula and a nonlinear correction algorithm to improve the accuracy of the reconstruction. 
which can be equivalently written in the polar coordinate:
Each of the above equation can be used independently to derive a reconstruction formula for the given data u on Γ b . However, a more convenient formula can be obtained by considering the following combination of the data. Let
which is equivalent to
Considering the power series expansion
We apply the Fourier series expansions to (4.1) and obtain the Fourier coefficients for the leading term:
where φ (n) 0 and ψ
are given by (3.17) . Using (3.23) we find the Fourier coefficients for the linear term
Now assume the measured data is given by u δ = [u 1,δ , u 2,δ ] with
where u j (b, θ) denotes the noise-free data and δ denotes the noise level. Let
be the combined noisy data. Clearly we have
It follows from the power series expansion of v that
Dropping the high order remainder and the noise terms linearizes the inverse problem and leads to
Applying the Fourier series expansion, substituting (4.2), and noting the fact that f = εg, we obtain the reconstruction formula in terms of the Fourier coefficients of the data and solution:
It is clear to note that (4.4) is an infinite dimensional linear system of equations relating the Fourier coefficients of the surface profile f and the data v δ . Hence we may obtain the Fourier coefficients of f by inverting the above system of equations. In practice, it is necessary to truncate the infinite dimensional system to a finite dimensional system. Keeping only f (m) for |m| ≤ N in (4.4), we obtain a truncated finite dimensional linear system:
where L is the (2N + 1) × (2N + 1) matrix defined as
and F, V δ , V 0 are (2N + 1) × 1 vectors defined as
where L + denotes the Moore-Penrose pseudo-inverse of L. Then the reconstructed obstacle surface function is obtained as
where the spectral cut-off frequency N c ≤ N may be determined from the signal-to-noise ratio. We point out that the error for the above reconstruction formula consists of the following parts.
(1) regularization error by dropping high frequency modes of f ; (2) approximation error by truncating the infinite dimensional linear system (4.4) to the finite dimensional linear system (4.5); (3) linearization error by dropping high order terms in the power series expansion of u j ; (4) noise in the measured data. The convergence of the power series and the error estimate of the inverse problem require a dedicated regularity analysis of the solution for the direct problem and will be reported in a separate work. We refer to [8] for a related work on near-field imaging of periodic surfaces for acoustic waves, which establishes the well-posedness, convergence, and error estimates for the underlying direct and inverse problems.
4.2.
Nonlinear correction algorithm. The reconstruction obtained by (4.6) and (4.7) is an approximate solution of the linearized inverse problem. They may serve as a good initial guess for an iterative algorithm that can improve the solution if the surface deformation parameter may not be small.
Let F 0 be the initial Fourier coefficients obtained by (4.6) and f 0 be the initial reconstruction obtained by (4.7). Using f 0 as the surface function for the obstacle, we may solve the direct scattering problem and obtain the Fourier coefficients for data v (n) f 0 (b). It follows from the reconstruction formula that we have an approximate relation:
Inverting the above equation yields the updated Fourier coefficients
Then the updated reconstructed surface function is
Repeating the above procedure yields the nonlinear correction algorithm:
is the Fourier coefficient of the data field which is from the solution of the direct problem corresponding to the surface function f j . Since the coefficient matrix L remains unchanged during iterations, it is efficient to implement the algorithm.
Numerical Experiments
In this section, we consider some representative surface functions, investigate the dependence of the reconstructions on various parameters, and present numerical experiments to show the effectiveness of our method.
The synthetic data is obtained from solving the direct scattering problem by using the finite element method with the perfectly matched layer technique. Once the total displacement field u is obtained at the mesh points on Γ b , it is interpolated to uniformly distributed points on Γ b through a cubic spline interpolation. To test the stability, we add an amount of noise to the data: Since our method is derived for an arbitrary time-harmonic incident field, let's investigate the effect of different incident fields on the reconstructions. First consider a time-harmonic plane compressional wave propagating in the angle θ 0 . Specifically, we have
where φ in has the following expansion into Hankel functions
Recalling (2.14), we have
Due to the linearity of the linearized inverse problem, it is simple to consider an incident field with multiple wave components. For instance, we may consider an incident field with two plane pressure wave components propagating in the angles θ 0 and θ 1 , i.e., φ in = e iκpr cos(θ−θ 0 ) + e iκpr cos(θ−θ 1 ) , ψ in = 0.
Then we have
This is still considered as a single incident field since the two plane waves are sent simultaneously from two different directions. The measurement is only taken once at Γ b . Another commonly used incident field is the one generated from a point source. For example, a pressure incident field generated at the point (r 0 , θ 0 ) can be represented by
where (r 0 , θ 0 ) is a source point in the exterior of the obstacle. It follows from (2.14) and the boundedness of φ in at r = 0 that α
n for all n ∈ Z. Consequently, we have
Again, multiple point sources may be used and the coefficients are simply the sum of the coefficients for each source. We may also consider an incoming cylindrical pressure wave, i.e.,
The corresponding coefficients are simply
, where δ is the Kronecker delta function. This type of incident field has been used in our previous work on inverse obstacle scattering for acoustic waves [20, 22] .
Let the deformation parameter ε = 0.1, the measurement distance h = 0.2, the noise level δ = 1%, and the truncation and cut-off frequencies N = N c = 10 be fixed. Figure 1 shows the reconstruction results using six different pressure incident fields. For the incident field propagating in one direction, we observe an excellent reconstruction on the illuminated side of the obstacle but a defect of the reconstruction on the shaded side of the obstacle. Comparing Figure 1 (b) and Figure 1(c) , we can see that the defect is severer if the point source is closer to the obstacle, which is an expected effect from the physical point of view. It should be pointed out this defect is milder for smaller obstacles and severer for larger ones. As shown in Figure 1(d) , the defect can be completely removed by using the incoming cylindrical incident field, which accounts for an incident field illuminating from all the directions. Similar results can be achieved by using only two plane waves sent from opposite directions, or by using two point sources positioned at opposite sides of the obstacle, as shown in Figure 1 (e) and Figure 1(f) . In the rest of the numerical experiments, we will take the incident field to be two plane pressure waves propagating in the angles 0 and π when investigating the effects of other parameters.
Deformation parameter.
The explicit reconstruction formula is relied on the linearization of the inverse problem by dropping all the nonlinear terms in the power series expansion. The reconstruction error will increase as the deformation parameter ε increases. To investigate this effect, we set h = 0.3 and δ = 0 fixed and consider three different deformation parameters ε = 0.05, 0.1, 0.15. Figure 2 shows the reconstruction results and displays the expected results. 
Nonlinear correction.
An iterative algorithm is proposed in section 4.2 to improve accuracy for a large deformation parameter. To test this algorithm, we let ε = 0.15, h = 0.3 and δ = 1% be fixed. Figure 3 shows the results by using the explicit reconstruction formula, the nonlinear correction with two iterations, and the nonlinear correction with five iterations, respectively. Evidently, the algorithm is very effective at improving the accuracy of the reconstruction in few number of iterations.
5.4. Measurement distance. Now we investigate the effect of the measurement distance h. We consider a different surface function. Let the exact surface function be given by f (θ) = εg(θ), where
This surface function displays more oscillation than the previous surface function in (5.1), although it contains only two nonzero Fourier modes. Figure 4 shows the reconstruction results with fixed ε = 0.1, δ = 5% and various h = 0.2, 0.3, 0.4. It is clear to note that we have a better reconstruction when the measurement distance h is smaller. This is consistent with the general principle of inverse scattering problems in near-field imaging. 5.5. Noise level. Next we consider the effect of noise in the measurement data. Figure 5 shows the results with three different noise levels δ = 1%, 5%, 10% when fixing other parameters ε = 0.1, h = 0.2, N = N c = 15. We observe that the reconstruction is very robust with respect to the measurement noise since the spectral cut-off regularization is adopted to suppress the possible amplified contamination of the noise. 5.6. Sample points. Another important factor that influences the reconstruction error due to the measurement noise is the number of measurement points. It is shown in [24] that the Fourier coefficients of an additive white noise has a variance of order O(1/N ), where N is the number of samples. We have similar observations for the multiplicative noise used in our numerical experiments. As a consequence, the error due to the measurement noise can be made arbitrarily small by taking sufficiently large number of measurement points. The influence of the noise is apparently seen from the results. However, if we increase the number of measurement points ten times to 2560, then we obtain the result in Figure 6 (c). The influence of the noise is greatly reduced.
5.7. Cut-off frequency and non-smooth obstacles. Now we investigate the dependence of the reconstruction on the truncation frequency N and the cut-off frequency N c . Both parameters are used to reduce the infinitely dimensional problem to a finite dimensional problem. They can be considered as the regularization parameters controlling the trade-off between the fit of the data and stability of the solution. Regularization methods for inverse problems and the choice of regularization parameters are important research topics. We shall illustrate the influence of those parameters using a few examples for our problem. We refer to [12] and [19] for comprehensive treatment of those topics. It is possible to choose N c < N once N is set. However, we find that there is no evident advantage for doing that so we always set N c = N in the numerical experiments. Finally, we show that our method also works for non-smooth obstacles, although the mathematical judgment requires a smooth surface function. Let the boundary of the obstacle be a square. The size of the square is chosen in such a way that if s is half of the side, then √ 2s − a = a − s, i.e., s = 2a/(1+ √ 2). The corresponding deformation parameter is ε = a−s = ( √ 2−1)a/( √ 2−1) ≈ 0.17. Figure 7 shows the reconstruction results with h = 0.3, δ = 5% and N = 4, 8, 16, respectively. Clearly the reconstructed obstacle becomes more oscillatory as N increases and displays the well-known Gibbs phenomenon near the corners.
Conclusion
We presented an efficient method for solving the inverse obstacle scattering problem for elastic waves. By using the Helmholtz decomposition, we decomposed the displacement vector field into the compressional part and shear part, and derived a coupled system of boundary value problems. Utilizing the transformed field expansion, we reduced the two-dimensional problems into a successive sequence of coupled one-dimensional two-point boundary value problems, which were solved in closed forms. Assuming that the surface was a small and smooth perturbation of the circle and neglecting the nonlinear terms in the power series expansion, we linearized the inverse problem and deduced infinite dimensional linear systems relating the Fourier coefficients of the surface function and the data. The final reconstruction formula was obtained by truncating the systems to finite dimensions. We conducted comprehensive numerical experiments to demonstrate the effectiveness of the method and to investigate the dependence of the reconstruction on various parameters. The method requires a single incident field at a fixed frequency and is computationally efficient. The incident field can be a plane wave, point source or incoming cylindrical. The method works very well for smooth, oscillatory, and even non-smooth surfaces with super-resolved resolution. The proposed nonlinear correction algorithm is effective at improving accuracy of the reconstruction in few number of iterations.
The method should be readily modified to solve the transmission problems, where the background medium is not rigid and allows elastic waves to penetrate. It can also be extended to the threedimensional geometry without essential difficulties. A difficult and interesting problem is to consider elongated surfaces, such as a perturbation of an ellipse. More challenging problems include the convergence analysis of the proposed method, inverse scattering of random surfaces, and multiple obstacles. We hope to work on some of these problems and report the results in the near future.
