I. INTRODUCTION
Verification that two things are related to each other is achieved by showing empirically that there is a correspondence between their behaviours greater than could be expected by chance. Where continued experiment is not possible the data available are usually severely limited in both quantity and range of variation and it therefore becomes essential to have precise ideas whether the agreement with a hypothesis is actually a verification of it or whether it is more reasonable to consider the agreement as merely the result of a chance correspondence. This paper discusses the problem of deciding when a correlation between two economic time series is great enough to make it unreasonable to assume that the series are unrelated.
The testing of the significance of a correlation involves a comparison with what would have been obtained between non-related series thought to be analogous to the observed series. And, of course, the significance found for the correlation will depend upon the analogy deemed to be appropriate. The choice of an analogy depends upon experience as to which aspects of the real series being correlated are vital, in the sense that they affect the probability of obtaining chance correlations between non-related series. We can never be certain that some important aspect has not been overlooked, but, as our experience is broadened and we learn to take into account more and more factors, the chances of our running into a situation in which the analogy we choose is actually misleading becomes less and less. If we were forced to base our choice of an appropriate analogy to use in any individual situation on the data of that situation alone, the uncertainty of our tests of significance would be very great. Usually, however, the situation is one which we have learned to be similar to some larger class of experiences, and it is this larger class of experiences that furnishes a greater measure of information as to the analogy appropriate to all members of the class.
The most commonly used sampling model for generating series of independent terms is to draw them at random from a normal population of values; and in applying tests based upon this sampling model one must take account of the length of the series being dealt with. Fortunately, there is some evidence that tests of significance based on this sampling model are insensitive to variation of the frequency distribution of the population of values from which the random sampling is done (Pearson, 1931) , and this makes it reasonable to apply such tests even when little is known of the frequency distributions from which the items of our real series have been drawn. There is, however, one obvious point at which the analogy underlying such tests of significance may break down when one js concerned with economic time series, namely, if the consecutive terms are really correlated. In economic time series, in meteorological time or spatial series, or, for that matter, in biological time series, autocorrelation usually exists. Production, or employment, or price-level series never go directly from high values to low values, but, instead, high values are followed by values which are also high and a transition from high values to low values only takes place over a period of time. How closely successive values are related will of course partly depend upon the time between measurements and, as this time is made shorter and shorter, successive values of the series of measurements become more and more like their immediate neighbours. Autocorrelations are often very high and remain high even as the series are lengthened, whereas in random series the autocorrelations are small tending to zero as the series increase in length. In economics, most of the material that we wish to investigate for relationships exhibits autocorrelation, and there is a real need for a test of significance for correlations which is based on a more realistic sampling model. Bartlett (1935) obtained the following large sample approximation of the variance of the sample correlations between two autocorrelated series having a true correlation of zero:
where p x is the true value of the first autocorrelation of one of the two series and p[ is that of the other. This is based on the assumption that each of the series was generated by the following type of process */ = Pi *<-i + e/ > (3) where the random error term, e t , is independent of x t _ x and E{e t ) = 0. Since then, Bartlett (1946 Bartlett ( , 1947 and Quenouille (1947) have given a large sample approximation of var r for correlations between any two autoregressive schemes having a true correlation of zero.* For linear autoregressive schemes it is or more approximately var r~ £ PtP'tln.
f--a> Quenouille (1947) has given a convenient method of evaluating an expression such as (5). Now while these formulae make it perfectly clear that, in interpreting the significance of a correlation between two series, it is necessary to take account of their autocorrelations, they have, as is recognized, certain practical limitations. Besides being based on the true autocorrelations, which are never obtainable in practice, they involve large sample assumptions which might not be reasonable for series of twenty or thirty items with which the economist must usually deal. It is also evident that, given only the formulae for var r, it is impossible, even neglecting the above considerations, to apply a test of significance without some knowledge concerning the shape of the distribution of sample correlations.
With the above difficulties in mind, we decided that a sampling experiment would give some guidance as to a reasonable procedure for carrying out tests of significance in the case of small samples. Since we could only carry out a rather limited sampling experiment, we were anxious that the sampling model used should generate unrelated series which were as analogous as possible to economic time series. In this way we might hope to obtain the maximum guidance in a region of practical interest. Yule (1921 Yule ( , 1926 Yule ( , 1927 , Wold (1938) and Kendall (1944 Kendall ( , 1945 Kendall ( , 1946 have stressed that for most economic time series an autoregressive scheme is probably more relevant than the assumption of exact harmonio oscillation and each of the above has made considerable use of the linear second-order autoregressive scheme in studies of economic time series. Orcutt (1948a) tested the hypothesis that the economic time series used by Tinbergen (1939) might be considered to have been obtained by drawings from a single population of linear stochastic series all having the same underlying autoregressive structure. This hypothesis was brought to a test by comparing the means and variances at each lag of the correlograms of the economic series with the means and variances at corresponding lags of the correlograms of several sets of other series constructed according to a variety of models. On the basis of these comparisons and also a similar set of comparisons of correlograms of first differences, the conclusion was reached that so far as the evidence went the set of 52 economic series might have been obtained by drawings from the population of series generated by the model *VD = r,+o-3( r f -y<,_u)+e<, +1) ,
where e is random in time and has an expected value of zero. Since equation (6) appears to us as the best available model for generating non-related series which are analogous to economic time series, we have used it as a basis for generating the series used in the remainder of this paper. It should be noted that equation (6) does not generate stationary series but rather a Brownian type of movement having no true mean. See Wold (1938, p. 53) for the distinction between stationary and evolutive time series. On the other hand, the series generated by equation (6) are not explosive in the sense that they tend to deviate from any given point or set-up oscillations of ever increasing amplitude. Six 30-item segments which were selected without regard to shape from a long series generated by equation (6) are shown in Fig. 1 . Since the formulae given earlier for var r were derived on the assumption of stationary autoregressive processes, it is clear that on this account alone it would not be safe without additional evidence to apply them to correlations between non-stationary series such as generated by equation (6). 
II. EMPIRICAL DISTRIBUTIONS OF COBBELATIONS BETWEEN NON-BELATED SERIES GENERATED BY THE AUTOGRESSIVE PBOOESS ()(/+i)
We therefore sought to obtain empirically some idea of the distribution of correlations to be expected by chance between series drawn at random from the population of non-related series generated by the°stochastic process of equation (6). In order to do this we first constructed a series of 3240 items by means of (6). The random elements used were two digit numbers taken from Tables of Random Sampling Numbers by M. G. Kendall and B. Babington Smith (1939) . They were read from left to right and double zeros were omitted. To obtain a true mean of zero, 50 was subtracted from each. Thus the random numbers used were drawn from a population having a rectangular distribution and a range of -49 through 0 to +49. Our long series of 3240 items was first divided into 36 series each of 90 items. Each of these 36 series was then divided into three series of 30 items. The first 30-item series of the first 90-item series was labelled 1 A, the second 1B and the third 1C. The first 30-item series of the second 90-item series was labelled 2 A, the second 2B and so on.
By the use of the usual product-moment formula for the correlation coefficient, correlations were obtained between all possible pairs of A series, between all possible pairs of B series and between all possible pairs of C series. That is, series 1A was correlated in turn with series 2A, 3A, ..., 36A; series 2A was correlated in turn with series 3A, 4A, ..., 36A, and so on. Thus we obtained 630 correlations between pairs of A series, 630 between pairs of B series and 630 between pairs of C series, making a total of 1890 correlations between different pairs of our 108 series each of 30 items. Then labelling the first 60 items of each 90-item series, series (A + B), we found the correlations between all possible pairs of the 36 (A + B) series. Having obtained these 630 correlations between series of 60 items we then found the 630 correlations obtained by correlating all the pairs of our 36 series of 90 items each. These series are labelled the (A + B + C) series. The labour of obtaining the above correlations was rather large but the calculations were considerably facilitated, by use of a new type of calculating machine (Orcutt, 19486) . Now while it can be shown that, when the series are independent, the above sampling procedure will lead to unbiassed estimates of the moments of the population of correlations between series drawn at random from the universe of series generated by the autoregressive process used, it is evident that the 1890 correlations obtained are not completely independent, so that, while the effective number is substantially greater than 108 (the number of independent series), it, nevertheless, is considerably less than 1890. The reason for using each series a large number of times is simply the saving of labour. Table 1 gives the frequency distribution for our constructed series with n = 30, n = 60, and n = 90, of the ratio of the mean square successive difference to the variance. This ratio is usually denoted by (?*/s a and for infinite series i?
. For a discussion of this ratio and tabulations of its probability distribution for random series, see von Neumann (1941 and Hart & von Neumann (1942) . Table 2 gives the frequency distributions of the correlations obtained between pairs of each of the sets of 30-item series and their total together with the frequency distributions of correlations obtained between pairs of the 60-item series and the 90-item series. Fig. 2 shows graphically the frequency distribution of the correlations for n = 30 together with a curve showing the frequency distribution of correlations between pairs of non-related random normal series with n = 5.* We tested the fit of this theoretical curve by means of a %? test with 20 classes and 19 d.f., since the variance of the theoretical curve has been approximately fitted, and obtained a probability of less than 001. Figs. 3 and 4 show the distributions of the correlation coefficient which we obtained with n = 60 and n = 90, respectively. On the first we have drawn the curve for random series with n = 6 and on the second the curve for random series with n = 6. With 17 d.f., we obtained a x 2 of 163 corresponding to a probability of about 0-5 in the first case and with the same degrees of freedom we obtained a x 2 of l5 '9 corresponding to a probability of about 0-7 in the second case. Table 3 gives the cumulative frequency distributions from the total of the 30-item series, and for the (>0-and 90-item series. The above application of the x 2 test for testing the adequacy of the theoretical curves is admittedly rough, both because we have only approximately fitted the variances of the theoretical curves to our empirical distributions by our choice ofn for the distributions of correlations between random series, and because the correlations making up our empirical distributions are not completely independent. The effect of both the above circumstances will be to tend to exaggerate the # 2 's obtained and so underestimate the true probabilities that discrepancies between the empirical frequency distributions and the theoretical distributions are chance results. Table 4 gives the distribution of 306 first-order partial correlations where n = 30 and two explanatory series are used. These 306 comprise the combinations available from our correlations between 30-item series using only partial correlations of the types, r 1(1+1 ).< 1+1 ), r id+2>.(m) an d »"(,-+i)<i+2).i-Their frequency distribution is shown on Fig. 5 along with a curve showing the frequency distribution of correlations between pairs of non-related random series with n = 5. Table 5 gives the distribution of 306 multiple correlations involving two explanatory series. These correlations were obtained from the above partial correlations and zeroorder correlations. They are of the types, RiAt+tiU+i>> -fyi+D.itt+tf an< * -^ft+Ditt+i)-Their frequency distribution is shown on Fig. 6 . In the next section we shall investigate whether sample-values can be used for unknown parameters in determining probabilities for the testing of correlations, but there are certain observations which might usefully be made at this stage. In the first place, it should be evident that the empirical distributions of this section provide a test of the null hypothesis that a given sample correlation might have occurred between series drawn at random from the population of series generated by equation (6)\ Since the distributions change very slowly with n, the length of the series, it should be possible to interpolate for a particular value of 7i with as much accuracy as our distributions justify. The position with regard to partial and multiple correlations is not so satisfactory since we have merely obtained, for n = 30, distributions of first-order partial correlations and multiple correlations involving two explanatory series. It is hoped, however, that these will be sufficient to give some idea of how high these coefficients must be in order to provide significant evidence against the null hypothesis and to throw some light on the possibility of getting very high multiple correlations between non-related series when n is less than 30 and four or five explanatory series are used. In Jhe second place, when we first discovered that the variance of the distribution of the zero order correlation does not become substantially smaller as n is increased* from 30 to 60 and 90, we thought this implied that little was to be gained by use of greater lengths of time series in forming estimates of inter-relationship. This, however, does not necessarily follow, even if it be granted that economic time series have approximately the autoregressive properties of our constructed series. In particular, it does not follow if we imagine that we are dealing with a relation between such time series in which the error term in the relation is a random variable of constant expected variance over time. In this case, the variance of the related series will continue to grow with time since there is no true mean, but the variance of the error term will not. Therefore, as the series become longer, the variance of the error term will become a smaller and smaller fraction of the variance of the series being explained. This implies that the correlation coefficient will become higher and higher approaching unity as the series approach an infinite length. Thus, whilst almost as high correlations are to be expected by chance between series of n = 90 as for » = 30, substantially higher correlations are to be expected as n increases if there is a real linear relation subject to a random error of constant expected variance over time. On the other hand, if the error term is not random in time but itself has continuity properties such as those of our series (6), then its expected variance will grow as the series become longer in the same way as the expected variance of our actual series grows. There will thus be no reason fbr the correlation to increase as tte series become longer and we shall, in fact, be in the position of having gained little from the extension of the series. In this-case consideration needs to be given to the possibility of correlating something like first differences in order to obtain any substantial advantage from the use of longer series. In the third place, since for n = 60 and n = 90 we obtain good fits to our empirical distributions by means of the theoretical distributions of correlations between random series for * We have received a very interesting letter from R. C. Geary in which he shows that for independent series generated by the rather similar process, Y t = F,_ x + e,, the variance of correlations between series tends toward a non-zero finite positive quantity which cannot be very small.
Biometrika 33 2 g n = 5 and n = 6, it follows that we might with some justification use these distributions for estimating the significance of correlations between economic time series. See David (1938) for tables of the correlation coefficient. Even in the case of n = 30, the use of the distribution for random series of n = 6 would not appear to overestimate the significance of correlations greater than 0-9. Finally, it may be of some interest to note the result if we make use of the mean first lag autocorrelation of our 108 series with n = 30 and attempt to estimate var r by means of equation (1). However, instead of evaluating equation (1) as given, we reduced it to the following expression n+r r') 2r r' (1 -rV n ) var r ---V; 57^ JT^-.
We have also substituted r x for p x and r[ for p' x since we intend to use sample rather than theoretical values of the autocorrelations. Then using 1 -\ (the mean tP/s* as given on Table 1 ) for r x and r, we obtain var r = 0-2759. This estimate should be compared with the variance 0-2736 of our empirical distribution given in Table 2 , and considering that Bartlett assumed very long stationary series generated by a simple Markoff scheme, it is remarkable that the estimate of var r should be as close as it is.
HI. INVESTIGATION OF THE RELATION OF VAR r TO THE SAMPLE VALUES OF THE FIRST LAG AUTOCORRELATIONS
For the purpose of this study the 108 series, with n = 30, were separated into seven groups on the basis of the observed values of their first lag autocorrelation, r v . The definition of the autocorrelation coefficient used for this purpose was Table 1 . The limits of r v the mean value of r v and the number of series for each of the seven groups of series is given in Table 6 . The limits were chosen so as to obtain approximately equal numbers of series in each group. The set of 1890 correlations, for n = 30, were sorted into 28 classes corresponding to the combinations of groups from which the paired series yielding the correlations were drawn. The variance of these correlations about zero is given for each of the 28 classes by the top Table 7 . The middle figure in each of these boxes is the number of correlations that occurred in the class. The bottom figure in each class is a 'theoretical variance' obtained by using equation (7) with r x and r[ taken as the mean values of the first lag sample autocorrelations corresponding to the groups of series being paired. For example, to estimate the variance of correlations between series from set 1 and from set 3, we used * The top number in each box is the actual variance, the middle number is the number of correlations in the class, and the lower number in each box is a 'theoretical' variance. 0-732 for r x in equation (7) and 0-896 for r' v It will be noticed that equation (7) only differs from the more approximate form of equation (2) in the right-hand term. For low values of r l or r[ or large n, this term will be insignificant. Thus, whereas var r, as estimated by equation (7) for class 1-1, is only 0-006 less than the same estimate made by equation (2), we find that for class 4-4 the use of equation (7) gives an estimate which is 0-097 less than that obtained using equation (2). For higher values of r^ the difference becomes rapidly greater.
In Fig. 7 we have plotted the observed value of the variance for each class against the ' theoretical' value as obtained using equation (7). The straight line on this diagram is merely the 45° slope and would hold if the ' theoretical' variance agreed exactly with the actual. Notwithstanding some evidence of a systematic disagreement, the agreement obtained is remarkably good when it is considered that the assumptions under which Bartlett obtained the formula used for var r are far from being realized in this case. Not only are we dealing with non-stationary series having a small n, but we have used sample autocorrelations rather than true autocorrelations, and in addition our series were not generated by a Markoff process. Evidently we shall not go far wrong, even with our type of series, if for purposes of testing the.null hypothesis we estimate the variance of a correlation between two series by using equation (7). The error that this involves for series of our type would appear, on the basis of Fig. 7 , to be an overestimation of the variance to the extent of about 15 % for almost the entire range of sample first lag autocorrelations covered by our experiment. Before the above method for estimating var r can be fully utilized, it is necessary to know something about the shape of the distributions involved and, in order to provide information about this point, we obtained the frequency distributions tabulated in Table 8 and shown in Figs. 8-14 . The 28 classes of correlations were ordered according to the theoretical values of var r as given in Table 7 . Then the correlations of the first four classes were grouped together into class A, the second four classes were grouped together into class B, and so on. Because these distributions should be symmetrical about zero and in view of the small sample sizes, we have obtained frequency distributions of absolute values of r. These distributions make it clear that the distribution of r for fixed values of p 1 and p[ depends on r x and r[ to a very G. H. ORCTJTT AND S. F. JAMBS 409 considerable extent. It is rather interesting to note the way in which the mode gradually moves from zero towards 1 as the variance of the distribution increases. It is also interesting to note that, even for very high variances such as for distributions F and G, the ordinates of the curves still appear to approach zero for r approaching unity.
We were interested in seeing how well our empirical frequency distributions could be fitted by frequency distributions of approximately the same variance of correlations between series of normally distributed random items. Since the variance of correlations between random series is l/(re -1), we have used the distribution for random series of n = 11 to fit the frequency distribution of A, Fig. 10 , the distribution for random series of n = 7 for B, that of n = 6 for C, and that of n = 5 for D. We did not bother with the rest since it is obvious that the fit would be completely unsatisfactory. As a rough test of the goodness of the above fits, we applied a % 2 test in each case. In case A we obtained a %* of 2-663 with 6 d.f. and this corresponds to a probability of above 0-8. In case B, x 2 was 5-105 with 6 d.f. and this corresponds to a probability of about 0-5. For C, x* was 9'082 with 8 d.f. and this corresponds to a probability of about 0-3. In case D, x* w *s 33-634 with 8 d.f. and this has a probability of less than 0-001. The same remarks apply concerning the roughness of the above test as we made in § II and it should also be true here that our use of the x % * es * tends to underestimate the probabilities.
The primary implication of the results given in this section appears to us as follows. A reasonable way of testing the significance on the null hypothesis of a correlation between economic time series is first to estimate var r by means of equation (7) and, in so doing, to use the sample values of the first lag autocorrelations of the two series. Secondly, if the estimated var r is less than about 0-25, then insert it into the formula var r = l/(»' -1) and evaluate n'. Round n' off to the nearest integer and make use of the distribution of r that applies for random series with n equal to this integer to evaluate the probability that r might have occurred by chance between two non-related series. If the estimated var r turns out to be more than 0-25, then it seems unlikely that this method is valid, but the above test of significance would appear to be stronger than necessary and so would at least be a safe one to apply. Secondly, our study would seem to offer some evidence that the variance of correlations between pairs of unrelated series of a given n, and with given sample autocorrelations, will be nearly if not completely independent of the true autocorrelations of the series. This follows from the fact that in Fig. 9 the points follow very closely the line that they would have been expected to follow if we had been dealing with sets of correlations associated with sets of series having different true autocorrelations. If the true autocorrelations were actually known, one might, at least in principle, first evaluate the probability of independently drawing two series with certain sample autocorrelations, and secondly evaluate the probability of obtaining by chance a given correlation between series having their sample autocorrelations. Having done this, it might be possible to evaluate the combined probability of drawing two series independently which had the autocorrelations and correlation between them which were actually obtained. 
TV. SUMMABY AND A GENERAL REMARK ON THE PROBLEM OF DETECTING REAL RELATIONS
The problem dealt with in this paper was that of testing the significance of correlations between economic time series. We constructed a set of non-related series with the same properties as are believed to hold for yearly series of a substantial group of economic time series. We then obtained a large number of correlations between these constructed series and on the basis of various distributions of these correlations came to the following conclusions.
1. On the assumption that the economic time series being dealt with are analogous to our specific model, T l+1 = Y t + 0-3(Y, -Y t _ x ) + e,, correlations between pairs of series can be tested for the null hypothesis using our empirical distributions. Since it was shown that for n = 60 and n = 90 good fits to our empirical distributions can be obtained by use of the ordinary distribution of correlations between random series with n = 5 and n = 6 respectively, it follows that an alternative procedure is to test correlations between economic series by means of these distributions.
2. The distribution of correlations between non-related series depends primarily on the sample autocorrelations of the paired series and very little, if at all, on the true autocorrelations, given the sample values. This makes it reasonable to apply tests based upon sample autocorrelations, and it was shown that one reasonable procedure is to use equation (7) to estimate the variance of r and then use the estimated variance of r to select the appropriate distribution of correlations between random series. Having chosen this distribution, one can then test the significance of the correlation in the usual way. The properties of this conditional test might repay a theoretical examination.
3. If economic time series are analogous to the constructed series used in this paper then, except in the cases where the sample autocorrelations happen to be low, such high correlations between economio time series may be expected by chance that we are unlikely to detect real relations. The distributions given for the partial and multiple correlations only accentuate this view. One method which suggests itself of at least partially extricating ourselves from this situation is to make an autoregresaive transformation of the time series involved in such a way that at least one of the series becomes approximately random in time. When this has been done, the correlation between the transformed series may then be tested in the usual way (Bartlett, 1935) . Thus, for example, suppose that x u = / ffa; a +M /> (9) and the error term tt, is generated by (10) where e, is a random variable. If fi = 0, then x^ = u, and an appropriate autoregressive transformation is ~' _ ,.
so that in terms of the transformed variables we have X ' Jt = 0x^ + e t .
Since one of the two variables is now random we can apply the usual test of significance of correlation between x' u and x'^ with the consequent advantage of a great increase in the effective degrees of freedom. On the other hand, if /?# 0, then the expected value of the least square estimate of/? in equation (11) will still be the same as in equation (9) and the expected value of estimates of the true correlation between x^ and x' n will still be very nearly the same as the expected value of estimates of correlation between x u and x B . This means that in this case, at least, the transformed form (11) is far more effective than the untransformed form (9), for the purpose of testing the null hypothesis. When ft # 0, then the appropriate autoregressive transformation for estimating ft is not one which leaves one of the series random but rather one that leaves the error term random. However, in the case ft = 0, it is evident that when the error term is random then the variable which is taken to be dependent must also be random since it is entirely composed of the error term.*
