In this paper we present the results obtained in solving consistent sparse systems of n nonlinear equations F(x) = 0; by a Quasi-Newton method combined with a p block iterative row-projection linear solver of Cimmino-type, 1 p n: Under weak regularity conditions for F; it is proved that this Inexact Quasi-Newton method has a local, linear convergence in the energy norm induced by the preconditioned matrix HA; where A is an initial guess of the Jacobian matrix, and it may converge superlinearly too. 
Introduction
We are concerned with the numerical solution of a system of nonlinear equations F(x) = 0 F = (f 1 ; :::; f n ) T (1)
where F : R n ! R n is a nonlinear C 1 function, and its Jacobian matrix J(x) is sparse and n is large. For solving (1) we present an iterative procedure which combines a Quasi-Newton method (see 8], chap. 8) with a row-projection (or row-action) linear solver of Cimmino type 5], particularly suited for parallel computation (truncated or Inexact version of the Quasi-Newton method, in the sense of 7] ). In the recent years there has been a growing of interest in the row projection methods for solving large sparse nonsymmetric linear systems 1, 3, 15, 16] . Several numerical experiences have shown that they may be competitive with other iterative solvers, in particular when the Conjugate Gradient (CG) acceleration is employed. In 16] and 17] some preliminary numerical results in solving large sparse systems of nonlinear equations by an Inexact Newton-Cimmino and an Inexact Quasi-Newton Cimmino (see Section 2) methods are obtained (using a Transputer network and the Cray T3E).
Here below, referring to block Cimmino method, we give the general lines of this procedure.
Let As = b be a nonsingular linear system of size n to be solved. Let 
Clearly, as A is nonsingular, the matrix HA as sum of the orthogonal projectors P p i=1 P i is symmetric and positive de nite. Therefore we will use the Conjugate Gradient (CG) method to approximate the solution of (3). It is well known that, for every starting guess s 0 , the CG method produces a sequence of approximations s m to s such that ks ? s m k HA c m ks ? s 0 k HA ; for every m = 1; 2; : : : ; (5) for some c < 1; with kxk HA = (HAx) T 
x] 1=2
; for x 2 R n : Here below the notation k k HA will denote also the matrix norm induced by the vector norm k k HA :
At every CG iteration the pseudoresiduals i;m are evaluated without explicitly computing matrices A + i , and hence without inverting A i A T i . They are computed by solving the following p linear (underdetermined) subproblems:
A i i;m = (b i ? A i s m ) ; 1 i p in the least squares sense. In this paper we solve them concurrently with the iterative algorithm LSQR 13] . Other choices are possible, like the augmented system approach used in 1]. Moreover, to simplify the solution of the least squares subproblems at each step of the inner iteration, a suitable block row partitioning of the matrix A may be adopted in such a way that A i A T i = I; and consequently, A + i = A T i : This partitioning 15] is always possible for every sparse matrix and produces a number p of blocks A i whose rows are mutually orthogonal. We report in Section 5 some numerical results in this direction.
2 The Inexact Quasi-Newton method Now let us turn to equation (1) . Combining the classical Newton method 8] and the block Cimmino method of section 1 we obtain the block Inexact Newton-Cimmino algorithm 16, 17] , in which at a major outer iteration the linear system J(x k )s = ?F(x k ); where J(x k ) is the Jacobian matrix in x k ; is solved in parallel by the block Cimmino method.
The class of Inexact Newton methods 7] are a variant of the classical Newton method for solving a system of nonlinear equations. It is based on the approximate solution of the linearized system by an iterative method (Cimmino in our case) which is stopped at an accuracy related to the residual of the previous nonlinear iteration. Namely, instead of solving
exactly, the correction s k satis es
where f k g is a forcing sequence. In 7] it is proved that the method has a local, linear convergence in an appropriate norm, and it may converge superlinearly or even quadratically under convenient assumptions. The exit test for the Cimmino iterations is kr k;m k " 2 kF(x k )k:
To overcome the expensive computation of the Jacobian matrix at every nonlinear iteration, the Quasi Newton method has been developed, which tries the solution of F(x) = 0 by computing at each Newton iteration a (secant) approximation B k to J(x k ). We now consider the following Broyden-like method:
Algorithm: Inexact Quasi-Newton Cimmino Let x 0 be the initial vector, k = 0, A J(x 0 ). Let H be de ned by (2) . Set B 0 = HA: Although, the xed approximation A to the initial Jacobian J(x 0 ) is updated in each step, we refer to the above process as a Quasi-Newton method. Then we also obtain an Inexact Quasi-Newton method since the correction at each step is determined by solving approximately the linearized equation (6) . It is easy to check that B k+1 s k = y k (secant equation) and kB k+1 ?B k k HA kB?B k k HA for any B for which Bs k = y k (least change condition).
Concerning the solution of (6) 
Then we multiply eq. (7) " k = 0; the convergence is q-superlinear.
The theorem states that the method converges, provided that the initial guesses x 0 and A are su ciently good. On the other and, it also shows that a superlinear convergence can be achieved increasing step by step the accuracy by which one solves HAs = z. As for other iterative methods (see e.g. 4], 11], suitable modi cations can be introduced in order to get global convergence.
The proof of the convergence being very technical, we defer it in Appendix A. 4 Computational aspects and numerical tests
The two procedures have been tested with the following nonlinear sparse problems F(x) = (f 1 ; :::; f n ) T = 0 :
( u(x; 1) = 2 ? e x ; 0 x 1; by discretizing the equation by the 5-point formula on a l l grid with a total number of unknowns equals to n = l l. The resulting linear system is, as we know, a tridiagonal l-block system with every l-blocks of size l. ? u ? e u = 0 in ; u = 0 on @ (12) for di erent values of the real parameter . It is known 10] that there exists a critical value of , such that problem (12) has two solutions for < and no solutions for > :
To ensure a load balance between the processors, the Jacobian matrix is partitioned into p almost equal-sized blocks, each of them having m = n=p rows. In the tridiagonal problem the numbers of nonzero elements assigned to each processor di er at most of 1, (3n=p?1 for processors 1 and p, 3n=p for processor i; i = 2; : : : ; p ? 1). The remaining problems come from the discretization by nite di erences of partial di erential equations. The sparsity patterns of the matrices involved in these problems guarantee that again an almost equal number of nonzero elements is assigned to each processor. An example of the p blocks partitioning is described in Table 1 for the Poisson's and Bratu problems (with l = 64 and n = 4096), in which n 1 is the number of nonzero elements assigned at processor 1 and p and n 2 is the number of nonzero elements assigned to processor i, i = 2; : : : ; p ? 1. We notice that these two numbers are very close. The results are obtained on the CRAY T3E installed at CINECA (Bologna, Italy). The Fortran code runs under MPI implementation. We show the results obtained on a maximum of 32 processors.
The times shown in the forthcoming tables refer to the iterative part of the code: Newton outer iterations with updating of the Jacobian matrix (for Inexact Newton case only) and the right hand side vector. Each of this iteration essentially consists of a conjugate gradient procedure in which the pseudoresiduals i;k are concurrently computed by k LSQR LSQR iterations, within a tolerance " 3 : The sparse Jacobian matrix is stored by row, according to the compressed sparse row (CSR) format.
Results for the tridiagonal problem
The parameters used for this test problem are: n = 131072; h = 2; x 0 = (?1; : : : ; ?1) T : In order to compare correctly the speedups of the algorithm, we set " 2 = " 3 = 10 ?12 ; thus forcing the Cimmino linear solver to stop at k CG = max CG = 2 inner iterations and the LSQR solver to stop at k LSQR = max LSQR = 30 iterations, for every p. With these parameters, the relative residual for the linear system has been O(10 ?5 ) and the LSQR residual O(10 ?10 ). Setting " 1 = 10 ?6 the tolerance for the nonlinear iteration, we found that an equal number k NEWT = 4 (Newton) and k NEWT = 5 (Quasi-Newton) outer iterations were su cient to achieve convergence, for every p: We report the overall results of the Inexact Newton and Quasi-Newton methods in Tables 2 and 3 , respectively.
From these Tables, where we also give the part of the LSQR time elapsed for calling the BLAS routines, we can see that the CPU time of the algorithm is essentially due to the LSQR solver. This will be con rmed by the other numerical experiments. Therefore we can conclude that the speedup values reported in the Tables are due to the sparse solver of the underdetermined systems of linear equations. The key to our procedure to be successful relies mainly on the scalability of this solver. From the tables we see that only the sparse matvet routine (BLAS2 kernel) gives the expected speedup, whereas BLAS1 kernels of length n require a number of operations O(n) independent of the subproblem size (n=p).
From Tables 2 and 3 we can also see that the speedups obtained with the Inexact Quasi-Newton method are roughly the same as in the Inexact Newton method.
Since the parallelism of the whole algorithm essentially depends on the performance of the solver of the linearized system, at every nonlinear iteration, one single nonlinear iteration is su cient to estimate the parallelism of the The results are shown in Table 4 . From this Table it is worth noting that with p = 1 the Cimmino method acts as an exact preconditioner applied to n n problem and hence the solution is attained at the very rst iteration (with k LSQR = 2258 LSQR iterations). With p 2, the number of Cimmino iterations and the corresponding CPU time increase largely, due to the ill-conditioning of the Laplace equation. As expected, we will see that this also occurs with the Poisson and Bratu test problems. For these problems, it is therefore reasonable to evaluate the performance of the parallel Cimmino method with respect to the T 2 CPU time (p = 2). The speedups reported in Table 4 are consistently computed as S p = T 2 =T p ; p 2: The promising speedup values shown in the table account for the fact that both the numbers of LSQR iterations (k LSQR ) and the CPU time which they require, decrease with growing p; opposed to an increasing number of CG iterations (k CG ) required to solve the preconditioned systems HAx = Hb. This behavior is summarized in Table 4 by the number of LSQR iterations which are shown to decrease, starting from the p = 2 case on. In Table 4 , we nally note that starting from 8 processors we obtain a total CPU time which is less than the p = 1 CPU time.
Results for the Poisson problem
For comparison with the linear test problem, we restricted ourselves to test a problem of size n = 4096; relative to a grid of n = l l nodes, l = 64, see Table 1 . The test parameters were " 1 = 10 ?3 ; " 2 = 10 ?4 ; " 3 = 10 ?12 ; starting from an initial guess x 0 = (?1; : : : ; ?1) T : We see that only two outer iterations were required by both methods to achieve the exit test. Therefore the two methods took almost the same time and an equal number of iterations. The Inexact Quasi-Newton method should be tested with more di cult problems with respect to the evaluation of the Jacobian matrix, in order to show computational advantages with respect to the Inexact Newton approach. The results are summarized in Table 5 a relatively small problem. We may note that the total LSQR iterations decrease, from p = 4 to p = 32 by a factor 5, proving that the condition number of the underdetermined problems dramatically decrease with their size.
Results for the Bratu problem
We report in Figure 1 the convergence pro les of the two nonlinear procedures applied to the test problem with = 1 (weak nonlinearity) and = 6:8 (near the critical point). In the = 1 case the two pro les are very similar, showing that the two methods behave in the same way (they both achieve the exit test after 4 iterations). In the = 6:8 case, the Newton method converges after 7 iterations while 10 iterations are required by the Quasi-Newton method. Table 6 shows the results obtained with = 1 of the Newton case only, on a 64 64 mesh with n = 4096: We may notice again that the total number of LSQR iteration dramatically increase from p = 1 to p = 2 processors, but it decreases from p = 4 processors. Therefore, as already pointed out in the linear case, the speedups T 2 =T p ; p > 2 are larger than the speedups exhibited in the tridiagonal case. Table 6 The same as orthogonal blocks. The numerical results relative to the row-partitioning for some of the test problems of the previous section are shown in Table 7 . From the Tables 4, 5 , 6, and 7 we can make the following observations.
The Conjugate Gradient applied to the row-orthogonal partitioned matrices takes a larger number of iterations with respect to the LSQR case. For example, in the Poisson test case the number of outer iterations are constantly equal to 1123 (see Table 7 ) in the orthogonal case while they range from 1 to 525 (see Table 5 ) using the LSQR algorithm. The same behavior is evidenced by the other test problems.
On the contrary, the orthogonal variant of the algorithm is more convenient from the point of view of CPU time, as can be seen by comparing the overall CPU times in the three test cases for a xed number of processors. Note that now a single iteration is much less costly than in the LSQR algorithm, since the solution of a linear subproblem is replaced by a cheap multiplication for a diagonal matrix (or even the identity). Moreover, the speedups in the second algorithm are correctly computed as T 1 =T p because in this case the CPU time decreases from 1 processor forward. However, they are not completely satisfactory, reaching the maximum value of 1.4 for p = 4 processors. This fact is mainly due to the cost of the communication routine mpi allreduce which performs the communication of the local pseudoresiduals and their sums on every processor. This operation is costly, and its cost increases with the number of processors. Table 8 refers to the linear problem, and yields the time spent by the most expensive routine (the matrix-vector product) and by the mpi allreduce routine. Note the good speedup obtained by the matrixvector product, while the time spent by the mpi allreduce routine becomes a large part of the overall CPU time as the number of processors increase, going to more than 50% in the case with 16 processors. Di erently, in the LSQR case the times spent by the communication represent a little portion compared to the much higher times required to solve the least squares subproblems.
Conclusions and future topics
In this paper we have proposed an Inexact Newton and Quasi Newton method, whose linearized system is solved by a row-projection iterative scheme (Cimmino method). In principle, this approach is well suited for a parallel environment since it requires independent solutions of p underdetermined linear subproblems, p being the number of processors.
We have rst proved that, under suitable hypotheses, the Inexact QuasiNewton Cimmino method achieves at least linear convergence in the energy norm induced by the preconditioned matrix HA; A being an approximation of the Jacobian matrix. The numerical experiments on the CRAY T3E on problems of large size point out that the solution of the underdetermined subproblems represent the major part of the computation. The speedups obtained (test problems 1) are not fully satisfactory, due to the poor scalability of BLAS1 routines called by LSQR solver.
Moreover, the number of Cimmino iterations may increase with the number of processors (test problems 2 and 3), corresponding to a worsening of the action of the preconditioner. In the p = 1 case, the Cimmino method converges in only one iteration, being HA = I: At the same time the subproblems become better conditioned with increasing p, and therefore they require less iterations to be solved. The balance between these two aspects result in a decrease of the overall number of inner iterations and consequent high speedup values T p =T 2 ; p 2:
Some preliminary results show that the algorithm with the row orthogonal block partitioning of the Jacobian matrix, despite of a larger number of outer iterations with respect to the LSQR case is more convenient from the point of view of CPU time. Moreover, the CPU time correctly decreases from 1 processor forward, and the speedups are correctly evaluated as S p = T 1 =T p ; p 1: They are however not yet satisfactory. This fact is mainly due to the cost of the communication routine mpi allreduce which performs the communication of the local pseudoresiduals and their sums on every processor. This operation is costly, and its cost increases with the number of processors.
Finally, the advantage of using the Quasi-Newton method instead of the Newton method relies on the fact that only the initial approximation A of the Jacobian matrix is required, without the updating of the Jacobian matrix at every nonlinear step. This advantage will be more evident with other test problems in which the Jacobian matrix is not available or di cult to compute and requiring a higher number of iterations. where B j = HC j . The proof, by induction, is given below; for j = 0 see (A.5). Thus C j is invertible and, with the same argument used to prove (A.6), one can obtain that k(HA) kx ? x k+1 k HA " kx ? x k k HA " k+1 kx ? x 0 k HA : : : " k+1 r using (A.4) and (A.9).
We now prove (A.7). Using the Broyden update, note that, for j = 0; 1; : : : ; k+ 1 In order to show the q-superlinear convergence when lim k!1 " k = 0; in the space of the n n matrices let us introduce the scalar product hM; Ni HA = n X j=1 hMe j ; Ne j i HA , where fe j g is some system that is orthogonal with respect to the scalar product h ; i HA in R n : Then 
