Prediction of non-isothermal ternary gas-phase breakthrough experiments based on binary data by Marx, Dorian et al.
Prediction of non-isothermal ternary gas-phase breakthrough
experiments based on binary data
Dorian Marx • Lisa Joss • Nathalie Casas •
Johanna Schell • Marco Mazzotti
Received: 18 May 2013 / Accepted: 5 November 2013 / Published online: 29 November 2013
 Springer Science+Business Media New York 2013
Abstract The results of breakthrough experiments in an
adsorption column packed with commercial activated car-
bon for three binary CO2/N2 mixtures as well as for two
ternary CO2/N2/H2 mixtures are presented. The experi-
ments were carried out at two different temperatures (25
and 45 C), four different pressures (1, 5, 10 and 20 bar)
and three different flow rates. To analyze the experiments,
the breakthrough profiles are simulated using a one-
dimensional model consisting of material and energy bal-
ances together with the necessary constitutive equations.
Transport parameters such as the heat and mass transfer
coefficients are fitted to the results from the experiments
with the binary mixtures (CO2/N2) and then compared to
parameters obtained in a previous work (Adsorption 18:
143–161, 2012) for binary CO2/H2 mixtures. Furthermore,
the parameters obtained for binary mixtures are used to
predict the outcome of breakthrough experiments with
ternary CO2/N2/H2 mixtures. These simulations are then
tested by experiments, showing that their prediction capa-
bility is rather satisfactory for a large range of experimental
conditions.
Keywords Ternary breakthrough experiments 
Transport parameter estimation  Fixed bed modeling 
Activated carbon  CO2 capture
Notation
c Fluid phase concentration (mol/m3)
Cads Heat capacity of the adsorbed phase [J/(K kg)]
Cg Heat capacity of the gas [J/(m
3 K)]
Cs Heat capacity of the solid [J/(K kg)]
Cw Lumped heat capacity of the wall [J/(m
3 K)]
DL Axial dispersion coefficient (m
2/s)
di Inner column diameter (m)
do Outer column diameter (m)
dp Particle diameter (m)
DH Heat of adsorption (J/mol)
hL Heat transfer coefficient (lumping fluid phase ?
wall) [W/(m2 K)]
hw Heat transfer coefficient (lumping wall ? heating)
[W/(m2 K)]
ki Overall mass transfer coefficient (1/s)
KL Axial thermal conductivity in the fluid phase [W/
(m K)]
L Column length (m)
N Number of species (–)
Nmeas Number of measured outputs (–)
Nobs Number of measured observations (–)
Np Number of fitted parameters (–)
Nu Nusselt number
p Vector of parameters to be estimated
p* Optimal value of the fitted parameters
Dp* Fitting uncertainty of parameters p
p Fluid pressure (Pa)
q Solid phase concentration (mol/kg)
qeq Solid phase concentration at equilibrium (mol/kg)
R Ideal gas constant [J/(K mol)]
Re Reynolds number
t Time (s)
T Temperature (K)
Tw Wall temperature, (K)
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Tamb Ambient temperature (K)
u Superficial gas velocity (m/s)
uset Superficial gas velocity setpoint given to the MFC
(m/s)
y Mole fraction (–)
z Space coordinate in axial direction (m)
Greek letters
eb Bed void fraction (–)
et Overall void fraction (–)
eMFC Uncertainty on the measured uset (m/s)
eset Deviation between fitted velocity and MFC
setpoint (m/s)
g1, g2 Parameters for Leva’s correlation (–)
U Objective function (–)
l Dynamic viscosity (Pa s)
q Fluid phase density (kg/m3)
qb Bulk density of the packing (kg/m
3)
qp Particle density (kg/m
3)
Sub- and superscripts
i Component i
F Feed
0 Initial
Acronyms
BPR Back pressure regulator
CCS Carbon capture and storage
EOS Equation of state
IGCC Integrated gasification combined cycle
MFC Mass flow controller
MLE Maximum likelihood estimate
MS Mass spectrometer
PSA Pressure swing adsorption
1 Introduction
Model based process design is a widely applied tool for the
development of adsorption based bulk gas separations. The
greatest advantage is the flexibility in the assessment of the
performance of various configurations of the adsorption
cycles during early stages of development (Agarwal et al.
2010). The reliability and accuracy of a model for
adsorption-based processes greatly depends, among other
things, on the adequacy of the parameters used, such as the
equilibrium adsorption isotherm, and the transport param-
eters accounting for mass and heat transfer.
One very common procedure consists of two steps, as
follows (Ba´rcia et al. 2008; Lopes 2011; Wang et al.
2012). First the equilibrium adsorption isotherms are
determined from static volumetric or gravimetric mea-
surements. There are several ways to account for the
competition in multicomponent systems: for example by
predicting competitive isotherms from pure component
data with the well-known ideal adsorption solution theory
(IAST), or simply with conventional multicomponent iso-
therms. These isotherms are used in a second step where
breakthrough experiments are performed with the aim of
validating the multicomponent isotherm and of estimating
transport parameters.
In the context of carbon dioxide capture and storage
(CCS) as a mitigation option for increasing emissions of
CO2, pressure swing adsorption (PSA) can be a viable
technology for the CO2/H2 separation within an integrated
gasification combined cycle (IGCC) power plant. In fact,
the energy penalty is largely reduced by exploiting the high
pressure of the feed (30–50 bar) and by avoiding any re-
compression of recycle streams. Since in such a process the
packed columns experience a large range of pressures,
temperatures and flow rates due to the different pressure
levels and to the heat of adsorption, it is important to
consider a broad range of operating conditions when
determining the adsorption specific parameters involved in
the mathematical model used for process design.
In a previous work (Schell et al. 2011) the pure and
binary equilibrium adsorption of CO2, H2 and N2 on an
activated carbon was studied in a rather large interval of
temperatures (25–140 C), and pressures (0.1–200 bar). A
follow-up study (Casas et al. 2012) focused on the esti-
mation of heat and mass transfer parameters for three
mixtures of CO2 and H2 in an activated carbon bed. The
mathematical model was applied on the one hand for the
design and optimization of a PSA process for the CO2/H2
separation under adiabatic conditions in the context of pre-
combustion CO2 capture (Casas et al. 2013). On the other
hand and for the same separation, the same model was used
to describe with satisfactory agreement a set of PSA lab-
oratory experiments (Schell et al. 2013). In both cases the
same competitive adsorption isotherms obtained through
static measurements and the same mass transport parame-
ters estimated through fixed-bed experiments were used.
The heat transfer coefficients however, while not needed in
the optimization study because of the adiabatic conditions
(typical of large scale PSA processes), had to be re-esti-
mated for the comparison for experiments; we believe that
this was due to the drastically different conditions—in
terms of column loading and typical gas phase composi-
tion—experienced by the fixed beds during breakthrough
experiments and cyclic operations (Schell et al. 2013).
Since impurities are generally present within gas
streams to be processed, it is important to also validate a
mathematical model for multicomponent systems before
proceeding to process design calculations. This can be
performed by measuring breakthrough responses of pure
component data, and combining the obtained heat and mass
transfer data for the prediction of multicomponent systems
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(Malek and Farooq 1997; Jee et al. 2001; Grande et al.
2008; Saleman et al. 2013). However, in order to cover a
large interval of experimental conditions, this approach
requires a substantial amount of experiments.
This is the context of this work, whose goal is to esti-
mate transport parameters from binary CO2/N2 break-
through experiments, and to apply the obtained results,
together with those of the binary CO2/H2 system (Casas
et al. 2012) for the prediction of ternary CO2/N2/H2
experiments performed for various compositions, temper-
atures, pressures and flow rates. This shows that only two
independent sets of breakthrough experiments are required
for the calibration of the mathematical model, using which
ternary experiments can be successfully predicted.
The structure of this work is as follows: in Sect. 2 the
experimental setup and procedure are presented. Section 3
deals with the estimation of parameters and their uncer-
tainty. Section 4 addresses the issue of the need for an
accurate measurement of the flow velocity first, and dis-
cusses then the results of the binary CO2/N2 experiments;
finally the ternary experiments are presented and discussed.
In discussing the binary breakthrough experiments, a
selection of the experimental data are shown to help
highlight certain aspects as needed. The full set of binary
experiments is available in the supplementary information,
in Figs. S2–S7. All ternary experiments are presented and
discussed in the main text of the manuscript.
2 Experimental
2.1 Materials and equilibrium adsorption isotherms
The fixed bed experiments were performed using a stain-
less steel column packed with a commercial activated
carbon (AP3-60 from Chemviron Carbon, Germany) with a
pellet size of 3 mm. The adsorption equilibria on this
adsorbent have previously been characterized by measur-
ing excess adsorption isotherms of pure CO2, N2, and H2,
as well as binary adsorption of the mixtures CO2/N2 and
CO2/H2 (Schell et al. 2011), covering a wide range of
pressures from 0.1 to 150 bar and temperatures from 25 to
140 C. This allows for the description of the temperature
dependence of adsorption as well as the determination of
the heat of adsorption, essential features needed to model
adsorption processes, where the temperature can vary a lot.
The gases used were obtained from Pangas (Dagmars-
ellen, Switzerland) with purities higher than 99.9 % for the
pure gases; the gas mixtures were produced by Pangas with
a relative error of ±2%. To calibrate the mass spectrom-
eter, two ternary calibration mixtures were used. They were
produced by Pangas, and have a relative error of ±1%.
2.2 Experimental setup
The breakthrough experiments were performed using a
fixed bed setup, a schematic of which is shown in Fig. 1
(for more details, see Casas et al. 2012). Concerning the
breakthrough experiments, the only significant change
made to the setup is that the original back pressure regu-
lator (BPR) was replaced by an electronic BPR from
Bronkhorst High-Tech BV (Ruurlo, Netherlands).
The stainless steel column has an inside diameter of
2.5 cm and a length of 1.2 m. An electrical heater (Moser
TMT AG, Hombrechtikon, Switzerland) controlled by a
thermocouple on the outside wall of the column enables
experiments at different temperatures, while a back pres-
sure regulator (BPR) (Bronkhorst High-Tech B.V.) is used
to control the pressure in the system. The flow rate of the
feed stream is controlled by a mass flow controller (MFC)
(Bronkhorst High-Tech B.V.). The BPR, MFC, as well as
the automatic valves are operated through LabVIEW
software.
During the experiments, the temperature inside the
column is recorded by five thermocouples positioned along
its central axis, at 10, 35, 60, 85, and 110 cm from the inlet.
The pressure is measured by two pressure sensors, one
before and one after the column. The composition of the
product stream is measured on line by a mass spectrometer
(MS) (Pfeiffer Vacuum Schweiz AG, Switzerland).
2.3 Experimental procedure
In general, the procedure is the same as reported earlier
(Casas et al. 2012). The column is first heated to the desired
experimental initial temperature, and then filled with helium
(inert) to the desired pressure. Once that is reached, the feed
is switched to the binary or ternary feed of interest. The flow
rate during the experiment is maintained constant by the
MFC. It should be noted that for the calibration of the MS it is
no longer sufficient to use the feed mixture, as both CO2 and
N2 produce a signal for a mass-to-charge ratio of 28. To
account for this, two gas mixtures with different molar ratios
of CO2 to N2 are used to determine the contribution of each of
the components to the signal.
After each experiment the bed is regenerated by
applying vacuum for 45 min at the temperature of the
experiment. Repetition of experiments after this regenera-
tion has shown good reproducibility. After a day of
experiments, i.e. after up to four experiments, a more
thorough regeneration of the bed is performed, where the
column is heated to a temperature of 150 C for 90 min
while applying vacuum.
In this study, experiments at four different pressures (1, 5,
10 and 20 bar) and two different temperatures (25 and 45 C)
were performed for each gas mixture used. Additionally, at
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10 bar experiments were performed at three different feed
flow rates (10, 20 and 30 cm3/s). Five different gas mixtures
were used: three binary mixtures containing CO2 and N2 at
molar ratios of 10/90, 50/50, and 80/20, and two ternary
mixtures consisting of H2/N2/CO2 at molar ratios of 5/80/15
and 30/30/40, respectively. A summary of the experiments
performed is reported in Tables 1 and 2.
3 Modeling
The evaluation of the breakthrough experiments is done by
describing them with the 1D non-equilibrium mathematical
model described in detail in Casas et al. (2012). This model
incorporates material and energy balances, as well as
constitutive equations that are used to describe the pressure
drop across the column, the equilibrium adsorption iso-
therm, the heat capacity of the gas and of the adsorbed
phase, and the heat transfer to the column wall. Addition-
ally the model also accounts for the effect that the down-
stream piping has on the measured compositions. The
governing equations are listed in Table 3 and the used
parameters are reported in Tables 4 and 5. The temperature
dependent equilibrium adsorption of the studied system
was previously measured with static experiments and
described with the Sips isotherm by Schell et al. (2011):
Fig. 1 Flowsheet of the fixed-bed setup used for the breakthrough
experiments. The five thermocouples in the column are placed along
the center axis, at 10, 35, 60, 85 and 110 cm from the inlet of the
column. The setup is in principle the same as the one presented in
Casas et al. (2012)
Table 1 Overview of the experiments conducted at two different temperatures (25 and 45 C) and four different pressures (1, 5, 10 and 20 bar)
feeding three different mixtures with CO2/N2 molar ratios of 10/90, 50/50 and 80/20
Mix (mol/mol) CO2/N2 10/90 CO2/N2 50/50 CO2/N2 80/20
P (bar) 1 5 10 20 1 5 10 20 1 5 10 20
25 C 10 (cm3/s) B1 B2 B3 B6 B13 B14 B15 B18 B25 B26 B27 B30
20 (cm3/s) – – B4 – – – B16 – – – B28 –
30 (cm3/s) – – B5 – – – B17 – – – B29 –
45 C 10 (cm3/s) B7 B8 B9 B12 B19 B20 B21 B24 B31 B32 B33 B36
20 (cm3/s) – – B10 – – – B22 – – – B34 –
30 (cm3/s) – – B11 – – – B23 – – – B35 –
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q
eq
i ¼ qi;sat
ðKipiÞsi
1 þ ðKipiÞsi ð1Þ
where pi is the partial pressure of component i, qi,sat and Ki
are its saturation capacity and adsorption equilibrium
constant, respectively. The third parameter si accounts for
the surface inhomogeneity. For the description of multi-
component adsorption, two models are considered: the
multicomponent Sips equation, and the application of IAST
to pure component Sips isotherms. Both have previously
been compared with regards to their ability to predict
binary equilibrium data (Schell et al. 2011).
3.1 Parameter estimation
Parameter estimation was carried out by comparing mea-
surements taken during the breakthrough experiments to
simulations. The observed variables to be compared were
the mole fractions of the two components of interest, i.e. N2
and CO2 (but not of the inert He), as well as the temper-
ature inside the bed at five positions along the column. The
fitting was done by finding the maximum likelihood esti-
mate (MLE) of each of the fitted parameters. The maxi-
mum likelihood estimator p can be determined by
minimizing the objective function UðpÞ :
UMLEðpÞ ¼
XNmeas
k¼1
ln
XNobs
j¼1
ðyj;k  y^j;kðpÞÞ2
 !
ð2Þ
where Nmeas is the number of measured outputs, Nobs is the
number of observations, yj,k is the measured output k at
time j, and y^j;kðpÞ is the corresponding simulated value.
The parameters to be estimated are the mass transfer
coefficients kCO2 and kN2 and the heat transfer coefficient
hL. As described in Casas et al. (2012), the heat transfer
coefficient had previously been fitted to experiments car-
ried out with the same packed column and under similar
conditions as a function of the initial Reynolds number
(Re0 = q0 u dp/l):
Nu ¼ hLdi
KL
¼ g1ðRe0Þg2 expð6dp=diÞ ð3Þ
Table 2 Overview of the experiments conducted with ternary mixtures with CO2/N2/H2 molar ratios of 40/30/30 and 15/80/5 at two different
temperatures (25 and 45 C) and four different pressures (1, 5, 10 and 20 bar)
Mix (mol/mol/mol) CO2/N2/H2 15/80/5 CO2/N2/H2 40/30/30
P (bar) 1 5 10 20 1 5 10 20
25 C 10 (cm3/s) T1 T2 T3 T6 T13 T14 T15 T18
20 (cm3/s) - - T4 - - - T16 -
30 (cm3/s) - - T5 - - - T17 -
45 C 10 (cm3/s) T7 T8 T9 T12 T19 T20 T21 T24
20 (cm3/s) - - T10 - - - T22 -
30 (cm3/s) - - T11 - - - T23 -
Table 3 Mathematical model of the adsorption column: mass, energy and momentum balances and equation of state according to Casas et al.
(2012)
Component and total mass balances:
t
oci
ot þ oðuciÞoz þ qb oqiot  t ooz DLc ocioz
 
¼ 0 i ¼ 1; . . .; N
t
oc
ot þ oðucÞoz þ qb
PN
j¼1
oqj
ot ¼ 0
Mass transfer (linear driving force)
oqi
ot ¼ kiðqeqi  qiÞ i ¼ 1; . . .; N
Energy balance for the fixed-bed:
tCg þ qbCs þ qbCads
 
oT
ot  t opot þ uCg oToz  qb
PN
j¼1ðDHjÞ oqjot þ 4hLdi ðT  TwÞ  t ooz KL oToz
 
¼ 0
Energy balance for the wall:
oTw
ot ¼ 4Cwðd2od2i Þ dihLðT  TwÞ þ dohwðTamb  TwÞð Þ þ
1
Cw
o
oz Kw
oTw
oz
 
Momentum balance (Ergun equation):
op
oz ¼  150lð1bÞ
2
3
b
d2p
u  1:75ð1bÞq
3
b
dp
juju
Equation of state (ideal gas law)
ci ¼ yipRT
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where di is the inner diameter of the column, KL the ther-
mal conductivity, and dp the diameter of the adsorbent
particles. The bed-wall heat transfer coefficient hL is pre-
dicted from this correlation using the parameters
g1 = 41.13 and g2 = 0.32 (Casas et al. 2012), and the
mass transfer coefficients for both CO2 and N2 are fitted
individually for all binary breakthrough experiments.
For a correct estimation of the transport parameters an
accurate prediction of the breakthrough times is crucial.
These are determined by the adsorption capacity under the
experimental conditions and by the feed velocity. The
equilibrium adsorption of the pure components is well
known from the extensive measurements carried out pre-
viously (Schell et al. 2011), and has been shown to be well
described by the Sips isotherm. For binary N2/CO2
adsorption, IAST provided a somewhat better prediction of
the equilibrium adsorbed amount. To gauge the impact of
the model uncertainty, the two models are compared with
regards to their description of the breakthrough experi-
ments. More significant is the uncertainty in the measured
feed flow rate. The mass flow controllers have an accuracy
of ±2% of the full scale of the operating range, thus
resulting in an uncertainty of under 5 % of the set point for
most experiments. At low mass flow rates however, as is
the case for the experiments at low pressures, the uncer-
tainty can be of the same order of magnitude as the desired
flow rate. The feed velocity was therefore regarded as a
model parameter to be estimated along with the transport
parameters.
For all parameters estimations, a global optimization
was carried out by running local optimizations with an
interior-point algorithm from several trial points. This was
performed with the GlobalSearch routine provided in the
optimization toolbox of Matlab together with the fmincon
routine.
3.2 Parameter uncertainty
The sensitivity of the model to a fitted parameter pi was
estimated qualitatively by assessing the sharpness of the
minimum of the objective function of Eq. 2 in the vicinity
of the optimal value p*i. The interval Dpi is defined as the
range of values of the parameter pi, for which the objective
function lies within a specified range DU :
Dpi ¼ pi : Umin Uðpi; pj6¼iÞUmin 1 þ
DU
Umin
  	
ð4Þ
where Umin ¼ U(p*i) is the minimum value of the objective
function, i.e. its value at the optimal point pi. For a given
threshold value DU=Umin the value Dpi can be determined
from the results of the global optimization as illustrated
schematically in Fig. 2a. The interval Dp is related to how
well the fitted parameter p*i is defined, and therefore to the
associated uncertainty on the fitted value: a small interval
Dpi indicates that the optimal value p* is well-defined,
whereas a large value points to a higher level of uncertainty
on the fitted value. The fitting uncertainty was evaluated in
Table 5 Parameters to describe the temperature dependent Sips isotherm (Schell et al. 2011)
CO2 H2 N2
qi;sat ¼ ai exp biRT
 
ai (mmol/g) 1.38 6.66 2.82
bi (J/mol) –5628 0 -1706
Ki ¼ Ai exp BiRT
 
Ai (MPa
-1) 1.68 9 10-2 6.97 9 10-4 1.74 9 10-3
Bi (J/mol) –9159 –9826 –12661
si = aiatan(bi (T - T ref,i)) ? sref,i ai 0.072 0 0
bi [K
-1] 0.106 0 0
cref, i 0.83 0.96 0.86
Tref,i (K) 329 273 273
Heat of adsorption DH (J/mol) 26000 9800 15600
Table 4 Parameters for the adsorption column model
Parameter Value
Column length, L 1.2 m
Column inner diameter, di 0.025 m
Column outer diameter, do 0.04 m
Bulk density of the packing, qb 502 kg/m
3
Particle density, qp 850 kg/m
3
Bed porosity, b 0.403
Total porosity, t 0.742
Particle size, dp 3 9 10
-3 m
Solid heat capacity, Cs 1000 J/K kg
Heat capacity of the wall, Cw 4 9 10
6 J/K m3
Fluid viscosity, l 1.9 9 106 Pa s
Isotherm parameters and heats of
adsorption
Table 5
Heat transfer coefficient, hL, hw Table 6
Mass transfer coefficient, ki Table 6
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this work for a fixed threshold DU=Umin ¼ 0:015: This
arbitrary value was chosen so as to yield an appreciable
difference in the fitting uncertainty of the different
parameters.
The region in the parameter space, which satisfies Eq. 4,
is delimited by a hypersurface. The interval Dpi defined by
Eq. 4 is the projection of this hypersurface onto the
parameter axes. Note that for a linear model with normally
distributed errors and known parameter covariance matrix
Vp, the confidence region is given by (Bard 1974):
ðp  pÞT V1p ðp  pÞ v2NpðaÞ ð5Þ
where a is the confidence level and v2NpðaÞ is the Chi-
squared distribution with Np degrees of freedom. This
region is given by a hyperellipsoid, whose extrema can be
used to estimate confidence intervals, as an alternative to
the univariate t-statistics. Hence, the analysis carried out in
this work is equivalent to estimating confidence intervals as
the width of the box enclosing the projected hyperellipsoid,
with the differences that the hypersurface is not restricted
to a hyperellipsoid, and that the threshold value DU instead
of the confidence level a is the arbitrary parameter defining
the hypersurface.
4 Results and Discussion
The aim of this work is to establish whether transport
parameters obtained using binary experiments can be
applied in the accurate description of experiments with
ternary gas mixtures. To this end, the set of breakthrough
experiments reported in Casas et al. (2012) was expanded
by performing the binary experiments listed in Table 1.
These experiments are then used to estimate a lumped mass
transfer coefficient for nitrogen, as well as to confirm the
mass transfer coefficient for carbon dioxide that was pre-
viously estimated through the experiments with binary
CO2/H2 mixtures.
4.1 Feed velocity
As discussed in Sect. 3.1 the estimation of transport
parameters by fitting of a mathematical model to experi-
mental data requires an accurate value of the feed velocity.
Despite high accuracy flow controllers, some uncertainty is
always present. The approach used in this work is to treat
the feed velocity as a model parameter to be estimated
from the experiments themselves. However, when follow-
ing such an approach, it is important to confirm that the
fitted value of the velocity is consistent with the measured
flow rate of the instrument. Let us consider the measured
flow by the MFC, and its error eMFC with respect to the
setpoint value uset as specified by the manufacturer:
uset  eMFC:
Since the feed velocity is fitted to the experimental
profiles, the obtained maximum likelihood estimator of the
feed velocity uF
* will generally deviate from the setpoint of
the MFC. This deviation eset is given by:
eset ¼ uF  uset


 

:
The ratio between this deviation and the error on the
measurement eset=eMFC is a measure of the accuracy of the
fitted velocity relative to the inherent uncertainty of the
measurement, i.e. a ratio smaller than or equal to one
indicates a fitted value that is within the uncertainty of the
instrument.
The distribution of this quantity from the sixty experi-
ments and simulations considered in this work is shown in
Fig. 2b in terms of experiment counts. A decreasing
(a)
(b) (c)
Fig. 2 a Scheme of the region near the minimum of the objective
function (Umin ¼ UðpÞ). The interval Dp is defined as the region of
values of the parameter p which satisfy ðUðpÞ  UminÞDU: For a
given threshold value DU=Umin the value Dp can be determined.
b Distribution of the relative deviation of the fitted feed velocity from
the setpoint given by the MFC. The part of the distribution located
above the limiting value of 1 are shown in gray. c Distribution of the
relative fitting uncertainty on the feed velocity DuF=uF : The outlier
indicated with the triangle in both figures refers to the same
simulation (B23)
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distribution is observed, where the large majority of the
population is found within the range 0\eset=eMFC  1; i.e.
the fitted velocity lies within the specified accuracy of the
flow meter. The precision of the fitting is another inter-
esting quantity. Figure 2c shows the distribution of the
fitting uncertainty as defined in Sect. 3.2, relative to the
fitted value: DuF=uF: A distribution with a log-normal
character is observed, with a maximum at a value of about
1 %—a clear indication that this parameter is rather well-
defined. It is worth noting that the evident outlier is the
same experiment appearing as outlier also in Fig. 2b.
4.2 Binary breakthrough experiments
Figures 3, 4 and 5 show a representative selection of all the
performed binary experiments. The entire set of experiments
performed with the 50/50 CO2/N2 mixture is presented in
Figs. 3 and 4, for the temperatures of 25 and 45 C,
respectively; and the experiments performed at a pressure of
10 bar and flow rate of 10 cm3/s for the different mixtures are
shown in Fig. 5. The experimental concentration profiles and
three of the recorded temperature profiles (10, 60 and
110 cm) are shown for each of the selected experiments
(symbols), together with the simulations carried out with the
fitted mass transfer coefficients (solid lines). Only three of
the measured temperature profiles are shown, for the sake of
visualization. Showing several experiments is beneficial for
the comprehension of the effect of process conditions such as
temperature, flow rate and pressure, and to illustrate the
quality of the fitting over the entire range of applied condi-
tions. The full set of experimental data from the binary
breakthrough experiments is reported in the available sup-
plementary information.
4.2.1 Choice of competitive isotherm
As discussed previously, a meaningful fitting of transport
parameters depends on an accurate prediction of the timing
of the fronts, which is primarily dependent on the feed
velocity (Sect. 4.1), on the competitive adsorption and on
the associated heat effects. Therefore, the description of the
competitive adsorption equilibria requires careful consid-
eration. Previous work by Schell et al. (2011) has shown
that the Sips isotherm is capable of describing the single
component adsorption equilibrium of H2, N2, and CO2
very well. To describe the adsorption equilibrium in the
presence of multiple species, two modeling approaches had
been compared, namely the IAST and an empirical multi-
component Sips equation. Both delivered similar results
and were capable of describing binary adsorption data,
although IAST provided a somewhat better prediction of
adsorption of CO2/N2 mixtures. The impact that the choice
of model has on simulated concentration and temperature
profiles is illustrated in Fig. 5. It shows the experimental
data from six representative experiments, two with each of
the binary CO2/N2 mixtures used, along with two sets of
simulations. Depicted by solid lines are the results obtained
when using the multicomponent Sips model, while the
dashed lines show simulation results obtained by applying
the IAST framework to the pure component Sips isotherms.
To allow for a fair comparison, the velocity was allowed to
be adjusted within the limits specified by the MFC manu-
facturer as discussed in the previous section, while the
transport parameters used were the same for both models.
A few remarks can be made on the results illustrated in this
figure. Firstly, while IAST provides a somewhat better
prediction of the front positions for the 80/20 CO2/N2
mixture, its prediction of the 10/90 CO2 /N2 breakthrough
experiment is not as good as with the multicomponent Sips
model. Secondly, the difference in the position of the fronts
is noticeable, but significantly smaller than the uncertainty
in the feed velocity; this is the reason why the velocity is
extracted from the experiments, while the equilibrium
adsorption is described using the relatively well-perform-
ing models. Thirdly, the simulations with IAST show that
the mass transfer coefficients that were fitted using the
multicomponent Sips model maintain their validity. As
IAST does not provide an explicit solution in general, it is
computationally more intensive. For this reason, and to
maintain consistency with the previous work by Casas
et al. (2012), it was considered most reasonable to use the
multicomponent Sips equation for the description of the
adsorption equilibrium in the estimation of the transport
parameters and the subsequent prediction of the ternary
breakthrough experiments.
4.2.2 Energy balance
In principle a better description of the heat transfer could
be achieved by considering a more detailed model. In fact
the energy balance used in the model is based on a number
of simplifications aimed at reducing the complexity of the
necessary computations. The most significant of these are:
– a constant heat of adsorption, DH; independent of
temperature, gas composition and loading;
– a flat temperature profile in the bed, i.e. no radial
gradients;
– a heat transfer coefficient hL that depends on feed and
initial conditions, but not on local conditions.
Moreover, the heat conductivity KL in Eq. 3 depends in
principle on composition; however, important changes in
composition are present within breakthrough experiments,
and if the heat transfer coefficient is assumed to be constant
throughout each experiment, it is accordingly reasonable to
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consider a representative value of the heat conductivity and
neglect its dependence on composition. Because the same
components are present in the different experiments, this
representative value is chosen to be the same for all the
experiments.
Since the aim of this work is to describe the behavior of the
ternary system based on binary measurements, it is useful to
carry out the data analysis in a consistent way with the
previous work performed with the binary CO2/H2 mixture by
Casas et al. (2012). In order to confirm the applicability of the
correlation used to describe heat transfer for the binary CO2/
N2 system, the heat transfer coefficient hL was fitted to selected
experiments at different pressures, temperatures, feed velocity
and composition so as to cover the entire range of Reynolds
numbers of interest. Figure 6 shows the fitted hL values
against Re0 together with the predicted heat transfer
Fig. 3 Concentration and temperature profiles for experiments per-
formed at 25 C for the 50/50 CO2/N2 mixture. Experimental data
(symbols) are shown together with the simulations carried out with the
mass transfer coefficients fitted to each experiment individually, and
the heat transfer coefficient predicted from Eq. 3. Only three out of
five temperature profiles are shown for the sake visibility
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coefficient from Eq. 3 using g1 = 41.13 and g2 = 0.32
(Casas et al. 2012). Generally, a good agreement is observed
between the predicted heat transfer coefficient and the fitted
values, and the use of the fitted heat transfer coefficient does
not improve the fitting significantly, as shown in Fig. S1 of the
supplementary material. From the above analysis, we con-
clude that it is justified to predict the heat transfer coefficients
in the same way as for the binary CO2/H2 system in Casas
et al. (2012), i.e. with Eq. 3, for the fitting of all the binary
experiments and for the description of all the ternary
experiments.
Due to the aforementioned simplifications, the validity of
the heat transfer model considered in this work is limited to the
applied conditions, and the model should not be extrapolated
to significantly different conditions, such as during desorp-
tion, i.e. either purge or blowdown. As a result, regeneration of
Fig. 4 Concentration and temperature profiles for experiments per-
formed at 45 C for the 50/50 CO2/N2 mixture. Experimental data
(symbols) are shown together with the simulations carried out with the
mass transfer coefficients fitted to each experiment individually, and
the heat transfer coefficient predicted from Eq. 3. Only three out of
five temperature profiles are shown for the sake visibility
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the column and cyclic processes need a different treatment of
the heat exchange, as discussed in Schell et al. (2013).
4.2.3 Mass transfer
The fitted mass transfer coefficients for CO2 are shown in
Fig. 7a against CO2 content in the feed. For the sake of
visibility, the values fitted to the experiments at 25 C have
been shifted by 1 % to the left (empty circles), and the
values fitted at 45 C have been shifted by 1 % to the right
(filled circles). It is important to note that the fitted mass
transfer coefficients are in agreement with the value sug-
gested by Casas et al. (2012) from the binary CO2/H2
breakthrough experiments (shown as a star). The mass
Fig. 5 Concentration and temperature profiles for experiments per-
formed at 10 bar and 10cm3/s for the three binary mixtures, at 25 (top)
and 45 C (bottom). Experimental data (symbols) together with the
simulations carried out with the mass transfer coefficients fitted to each
experiment individually, and the heat transfer coefficient predicted
from Eq. 3. Solid lines use the multicomponent Sips equation to
describe competitive adsorption, while the dashed lines use IAST. Only
three out of five temperature profiles are shown for visibility reasons
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transfer coefficients are higher at the higher temperature for
all three feed mixtures. In fact, under these conditions it is
reasonable to expect a macro- or micro-pore diffusion
limited mass transfer, and since these are temperature
activated processes, the observed temperature dependency
is expected.
The fitted mass transfer coefficients exhibit a depen-
dence on composition, and are significantly lower for the
lower CO2 content in the feed at both temperatures. Dif-
ferent approaches to interpret the effect of pressure and
composition on the lumped LDF mass transfer coefficient
for nonlinear systems can be found in the literature. Sal-
eman et al. (2013) extracted kinetic adsorption parameters
from pure component breakthrough curves and found a
linear dependence of the mass transfer coefficient with the
inverse of pressure, which was successfully used to predict
multicomponent breakthrough curves. Another approach is
Fig. 6 Heat transfer coefficients fitted to selected experiments
(symbols) as compared to the heat transfer coefficient as a function
of the initial Reynolds number using Eq. 3 with the parameters g1 and
g2 as reported by Casas et al. (2012) (line)
(a) (b)
Fig. 7 a Fitted CO2 mass transfer coefficients against CO2 content in
the feed. For better visibility, the values fitted on the experiments at
25 C (empty circles) are shifted by 1 % to the left, whereas the
values fitted on the experiments at 45 C (filled circles) are shifted by
1% to the right. The mass transfer coefficient for CO2 obtained from
Casas et al. (2012) is shown with a star for comparison. The average
mass transfer coefficient for a given temperature and CO2 content are
shown with the filled triangles. b Distribution of the uncertainty
associated to the fitted mass transfer parameters kCO2 (black) and kN2
(gray). The height of the bars indicate the number of experiments
leading to different values of Dki shown on the abscissa (bin width
0.05 s-1)
Table 6 Overview of the transport parameters used for the prediction of the ternary breakthrough experiments. The different ternary mixtures
are referred to as mix yCO2/ yN2/ yH2
kCO2 (s
-1) kN2 (s
-1) kH2 (s
-1) hL(Re0) (Eq. 3) hw [W/(m
2.K)]
g1 (–) g2 (–)
Mix 15/80/5
T = 25 C 0.04 0.3 1.0 41.13 0.32 5.0
T = 45 C 0.07
Mix 40/30/30
T = 25 C 0.11 0.3 1.0 41.13 0.32 5.0
T = 45 C 0.15
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to consider the extended Glueckhauf approximation, which
is strictly valid for linear systems, modified by replacing
the Henry’s constant with the ratio qF,i
eq /cF,i. This approach
has shown to provide reasonable estimates for non-linear
systems (Hassan et al. 1985; Farooq et al. 2002; Malek and
Farooq 1997). However, this would predict a strong posi-
tive correlation of the mass transfer coefficient with
pressure, which is not in agreement with the results in
Saleman et al. (2013) and is not confirmed from the
obtained values of kCO2 from this work.
This lack of concordance is likely due to the complex
nature of the underlying physical process. In fact, the true
driving force for diffusive transport in porous media is the
gradient in chemical potential, rather that the gradient in
Fig. 8 Concentration and temperature profiles for experiments per-
formed at 25 C for the 15/80/5 CO2/N2/H2 mixture. Experimental
data (symbols) are shown together with the predictive simulations
carried out with the mass transfer coefficients determined from the
binary experiments, and the predicted heat transfer coefficient. Only
three out of five temperature profiles are shown for the sake of
visibility
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concentration (Turner 1975), and therefore the mass
transfer coefficient depends on composition. However, the
simplification that within the pore network it is indepen-
dent of composition is broadly applied and underlies the
linear driving force assumption. It is therefore difficult to
predict the dependence on composition of the lumped
LDF mass transfer coefficient, and it is not in the scope of
this work to carry out such an analysis. These results
show that in order to obtain a better description of the
breakthrough experiments, a temperature and composition
dependent expression for the mass transfer coefficient
would be required since large variations in temperature
and composition are present throughout the column dur-
ing each breakthrough experiment.
Fig. 9 Concentration and temperature profiles for experiments per-
formed at 25 C for the 40/30/30 CO2/N2/H2 mixture. Experimental
data (symbols) are shown together with the predictive simulations
carried out with the mass transfer coefficients determined from the
binary experiments, and the predicted heat transfer coefficient. Only
three out of five temperature profiles are shown for the sake of
visibility
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Regarding the mass transfer coefficient of N2, the same
analysis cannot be carried out. In fact, the fitting of the
parameter kN2 was generally ill-defined as compared to that
of kCO2 : This becomes clear when considering the uncer-
tainty on the fitted values DkCO2 and DkN2 : Figure 7b shows
the distribution of these quantities in terms of simulation
counts. As described in Sect. 3.2, this quantity is
representative of the uncertainty associated to the fitted
parameter. For nitrogen, the distribution is generally located
towards higher values as compared to CO2, indicating that
the fitted values have a large uncertainty. This shows that the
performed experiments are not sensitive to kN2, making a
precise estimation of this parameter difficult. However, from
the fitting, a lower boundary for this parameter can be
Fig. 10 Concentration and temperature profiles for experiments
performed at 45 C for the 15/80/5 CO2/N2/H2 mixture. Experimental
data (symbols) are shown together with the predictive simulations
carried out with the mass transfer coefficients determined from the
binary experiments, and the predicted heat transfer coefficient. Only
three out of five temperature profiles are shown for the sake of
visibility
Adsorption (2014) 20:493–510 507
123
estimated at kN2  0:3s1; with which a good description of
the breakthrough experiments is achieved. From the fitting of
the mass transfer coefficients in the binary experiments,
representative values for kCO2 were chosen as the average
value for a given temperature and composition of the feed
(marked with triangles in Fig. 7a), and as discussed above, a
value of kN2 ¼ 0:3s1 was chosen for nitrogen.
4.3 Prediction of ternary breakthrough experiments
The mass transfer coefficients determined in this work are
finally combined with the mass transfer coefficient of
hydrogen, and the predictive correlation for heat transfer in
order to describe the performed ternary breakthrough
experiments. While the transport parameters are fixed as
Fig. 11 Concentration and temperature profiles for experiments
performed at 45 C for the 40/30/30 CO2/N2/H2 mixture. Experi-
mental data (symbols) are shown together with the predictive
simulations carried out with the mass transfer coefficients determined
from the binary experiments, and the predicted heat transfer
coefficient. Only three out of five temperature profiles are shown
for the sake of visibility
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reported in Table 6, the velocity of the feed was fitted
similarly as for the evaluation of the binary experiments.
The experimental profiles of all the performed break-
through experiments are presented in Figs. 8, 9, 10 and 11
together with the simulations carried out with the transport
parameters obtained from the binary experiments done
with the CO2/H2 and the CO2/N2 mixtures.
The experiments with the ternary mixtures performed at
25 C are shown in Figs. 8 and 9. Again, only the temper-
ature profiles located at 10, 60 and 110 cm are shown. It
must be noted that the plotted temperature range was
adjusted to each individual experiment, it is therefore not
constant throughout the figures. A good agreement is
obtained between experimental profiles (symbols) and
simulated profiles (solid lines), for both the concentration
profiles as well as for the temperature profiles over the entire
set of investigated pressure and flow conditions at 25 C.
Figures 10 and 11 show the ternary experiments carried out
at the higher temperature of 45 C, for which the agreement
between measured profiles (symbols) and predictive simula-
tions (solid lines) is somewhat weaker as compared to the
lower temperature. This might be explained by the inhomo-
geneous initial temperature profile of the column. In fact, a
closer look at the measured temperatures at time zero reveals
that temperature variations of up to 5 C are present. The non-
monotonous initial temperature profile is likely to be attrib-
uted to a non homogeneous heating along the length of the
column. However, the predicted simulations assume a
homogeneous initial state of the column. Since temperature
variations affect both the capacity and the selectivity of the
adsorbent, this unavoidable inconsistency between experi-
ments and simulations is most likely responsible for the less
satisfactory agreement.
Although the prediction of the experiments at 45 C is
not as good as at 25 C, the shape of the breakthrough
fronts clearly show that the mass transfer coefficients
obtained from the binary experiments are valid.
5 Concluding remarks
This work presents binary CO2/N2 breakthrough experi-
ments on activated carbon under a wide range of temper-
atures, pressures and flow rates. The estimation of transport
parameters of the studied adsorption system is carried out
by fitting the appropriate parameters of a mathematical
model to the experimental profiles.
In order to use an automated fitting procedure, it is
crucial to have an accurate measurement of the feed flow
rate, since this quantity greatly affects the position of the
fronts. To address this issue, in this study the feed velocity
was fitted together with the other parameters, and an
extensive analysis of the obtained values and their
uncertainty was carried out in order to ascertain the legit-
imacy of this approach.
For the performed experiments, the profiles were shown
to be insensitive to mass transfer coefficients larger than
0.3 s-1, which was the case for nitrogen under the inves-
tigated conditions. On the other hand, the mass transfer
coefficient for carbon dioxide at different temperatures and
for different CO2 contents of the feed could be estimated.
After calibration for CO2/N2 mixtures, the model pre-
sented in Casas et al. (2012) was used to predict ternary
breakthrough experiments for two different feed mixtures
of CO2, N2 and H2 performed at different temperatures,
pressures and flow rates. Comparison of the experimental
and predicted profiles showed a good agreement on the
entire range of conditions.
This study can be seen as as proof of concept of how two
sets of targeted breakthrough experiments with binary
mixtures bearing one common component can be used to
fully calibrate the transport parameters of a mathematical
model for an accurate prediction of the corresponding
ternary system.
It is worth noting that this has been possible in a rather
large range of temperature, pressure and compositions,
which is important when using the model to simulate cyclic
adsorption separation processes.
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