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Abstract  
The internet plays an important role in all areas of society from the economy to the government. Security means permitting things 
you do want, while preventing things you don't want from performing. Computer security means storing the information on a 
computer in a secure manner. Nowadays Computer Security is pretentious by malicious data. Malware represents a serious threat 
to the security of computer systems. Traditional malware detection techniques like signature-based, heuristic-based, 
Specification-based detection are used to detect the known malware. These techniques detect the known malware accurately, but 
unable to detect the new, unknown malware. This paper presents a malware detection system based on the data mining and 
machine learning technique. The proposed method consists of disassemble process, feature extraction process and feature 
selection process. Three classification algorithms are employed on dataset to generate and train the classifiers named as Ripper, 
C4.5, IBk. The ensemble method i.e.Voting method is used to improve the accuracy of results. Here majority voting and veto 
voting are implemented the expected output is decided on the basis of majority and veto voting. The decision strategy of veto is 
improved by introducing the trust-based veto voting. This paper efficiently compared the results of majority voting, veto voting 
and trust-based veto voting. 
 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Organizing Committee of ICCCV 2016. 
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1. Introduction 
The internet plays an imperative role in all areas of society in today’s world. In this day and age computer security is 
exaggerated by malicious data. Computer security means keeping the information on a computer in a protected 
manner. So the detection of malware is a paramount substance. Malware is a collective term for any malicious 
software which enters the system without endorsement of user of the system. Malware is a very big threat in today’s 
computing world. It continues to grow in volume and evolve in complexity [1]. The main characteristics of the 
malware are replication, propagation, self execution and corruption of computer system. Malware detection is the 
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optimal solution to defend the system from malware. There are various traditional malware detection techniques like 
Signature-based detection and Heuristic-based detection which are further categorized as shown in Fig. 1.  
 
 
Fig.1. Malware detection techniques 
These techniques, which are use anti-malware tools for detection of malware. They can detect only the identified 
instances of malware precisely, but it unable to detect the mysterious instances of malware. This traditional 
techniques are more time and resource consuming and also it gives low accuracy. Therefore, to increase the malware 
detection accuracy, new malware detection technique named as data mining based detection is proposed. This data 
mining based technique consist of a combination of various data mining algorithms which shows the potential 
results in detecting known as well as unknown malware. The proposed methodology consists of data pre-processing 
techniques, ensemble learning algorithm and evaluation of the proposed algorithm for malware detection. First the dataset 
of benign and malicious executable files are created. These executable files are then disassembled to get the sequence of 
the Opcode. Opcode is part of assembly language instruction. Opcodes are extracted using three pre-processing 
techniques. Opcodes are the part of the feature extraction process which produce three different dataset with different 
configuration. The feature selection technique is used to select consistent, relevant features and it remove the redundant, 
irrelevant data. Three classification algorithms named as JRipper, C4.5 and IBk are applied on these three datasets to 
generate and train the classifiers. The ensemble learning algorithm voting is used to improve the detection accuracy. 
Multiple classifier output is combined and decision is taken on the basis of majority voting. The majority voting decision 
can be wrong if a majority of classifiers classifies malware instance as benign. The veto voting is used to overcome the 
drawback of majority voting. Multiple classifier output is combined and final forecast is given on the basis of veto 
voting. In veto voting the decision strategy of veto is improved by introducing the trust-based veto voting. Here the 
concept of trust is used [2]. The definition of trust varies according to the application area of the problem being 
solved. The trust, especially group trust is used in many applications like social network, internet applications, peer 
to peer network, mobile ad-hoc network [3]. The results of majority voting, veto voting and trust-based veto voting 
are compared to deciding which voting scheme is superlative which providing  highest detection accuracy. 
The organization of the paper is as follows, Section II describes literature survey. Section III presents 
implementation details, Section IV is discussed on experimental results. Section V projects on conclusion and future 
scope. 
2. Literature Survey 
Malware detection system is used to decide whether a program has a malicious target or not. In malware detection 
system two phases are involved - Analysis and Detection [4]. Malware analysis is the procedure of investigating the 
purpose and functionality of malware. The aim of malware analysis is to gain the knowledge about how a specific 
piece of malware functions so that security can be built to defend the organization’s network. There are three types 
of malware analysis techniques Static analysis, Dynamic analysis and Hybrid analysis. All these techniques are 
explained in detail in [5, 6]. Malware detection is used to detect the malware and prevent the computer system from 
being infected, protecting it from important assets loss. Traditional malware detection techniques can be categorized 
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into a signature-based detection, heuristic-based detection and specification-based detection technique. All these 
techniques are described in [7-8, 9]. 
From last decade data mining and machine learning is the main focal point for detecting the new, unknown malware 
and it is the complicated research area for malware detection technique. In 2001 Schultz et al. first introduced the 
thought of applying the data mining and machine learning methods for the detection of malware based on their 
respective binary codes. In this research, three different features are extracted using three different techniques. 
Program header is extracted using libBFD method, strings is extracted using the GNU string method, byte sequence 
is extracted by using HEXDUMP command.  For generating classifiers using different features three different 
classification algorithms are used. Ripper algorithm uses program header information as a feature, naive bayes use 
string, multi-naive bayes uses the byte sequence as a feature and work compared these methods with signature-based 
method, and the result found that the detection rate of signature-based method is lower than data mining-based 
detection  method [10]. 
In 2010 Yi-Bin Lu et al. improved the accuracy of malware detection using the classifier ensembles to replace 
individual classifier. Work introduced the different ensemble learning algorithm like bagging, boosting, voting, 
stacking and grading. In this paper the new ensemble learning method SVM-AR was proposed.  Based on 
hierarchical taxonomy it combines the SVM and association rule, also proposed the framework for malware 
detection using machine learning. The overall accuracy of each algorithm was tested using collected dataset. The 
system result found that NB is the worst classification algorithm. Accuracy improvement is achieved using the 
multi-classifier as an ensemble learning method [11]. 
In 2010 Raja Shazhad et al. detected the spyware by using data mining and machine learning methods, he extracted 
the byte sequence as a feature using XXD command which is Unix-based utility for generating the hexadecimal 
dumps of binary files. From these hexadecimal dumps byte sequences are extracted in term of n-gram of different 
size where n=4, 5, 6. Two techniques are used to select the consistent features: Common feature-based extraction 
(CFBE) and frequency-based feature extraction (FBFE) which uses different types of data representation. The result 
showed that feature set generated by CFBE feature selection method generally produced better results with regard to 
accuracy than feature sets generated by FBFE feature selection method, this method was successful even though the 
training data is limited [12].  
In 2011 Raja Shazhad et al. proposed detection of adware by using same data mining and machine learning 
approach. Netwide command is used to disassemble the executable file. Opcodes are extracted as feature and it 
further processed as per selected n-gram size, where n=2,3..8and considered 4 and 5 as intermediary values, then 
reduced feature set is obtained using text categorization technique TF-IDF. This reduced feature set is again 
processed with categorical proportional differences (CPD) algorithm to obtain the final dataset. The KNN and SVM 
were effective when the data are noisy and KNN has an advantage that its performance is superior incrementally 
when new training samples are introduced [13]. 
In 2012 Asaf Shabtai et al., detected unknown malicious instances by applying the various classification algorithms 
on opcode patterns, i.e. opcodes are used as a feature and Evaluated number of experiments & found the setting of 
opcode 2-gram also called as opcode bi-gram, TF, using 300 features selected by DF measure outperformed. The 
performance of decision tree & boosted decision tree was very well as compared to NB & boosted NB [14]. 
3. Implementation Details 
The proposed system aims to achieve detection of known as well as unknown malware by implementing data 
mining-based malware detection techniques. The proposed system enhances the existing system by overcoming it’s 
drawbacks. The contribution work includes investigating data mining-based detection and extend the idea of 
heuristic-based malware detection method in order to achieve high accuracy. 
3.1. System  Overview 
System propose a data mining-based malware detection technique, which includes disassembling the malware and 
benign files during pre-processing. The entire procedure is divided into two phases: Training phase and Testing 
Phase. In a training phase, we taking one .Exe dataset file, for further operation, first of all we converted this file 
format to Opcode format. IDA pro disassembler is an advanced commercial disassembly software which used to 
extract the, opcode. After extracting the opcode, feature selection techniques are applied on opcode to remove the 
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noise, redundant data as a result we get the consistent data to prepare the training dataset. Feature selection 
techniques contain n-gram, overlapping and sliding window. The reduced feature data set is then converted into an 
attribute relation file format (ARFF). This ARFF file is used as input to three classification algorithm, namely 
JRipper, C4.5 and IBk to generate and train the classifiers. The trained classifiers are used in a classification model. 
Test dataset, i.e. Malicious or Benign files are used as input to voting models as Majority Veto, Veto, Trust Base 
Veto algorithm. Accuracy of classifiers is tested over unknown executable files. The performance of generating 
classifiers is evaluated with the help of accuracy measures. The system architecture of the   proposed method is 
shown in the following Fig. 2. 
 
 
Fig.2. System Architecture 
3.2. System Module 
The research work performed consists of following four  modules : 
1. Data Set 
Data sets have been prepared using various representations of files for malware classification. Features that are 
commonly extracted from executable files include byte code n-gram, printable strings, instruction sequence, system 
calls, opcode n-gram. N-gram is a sequence of n characters. Here opcode n-gram is used as a feature. The executable 
file is disassembled into an assembly language program file. An assembly instruction contains the operation code 
(opcode). The opcodes are extracted as feature to prepare the dataset.  
 
2. Feature Extraction 
Three feature extraction techniques are used to extract the opcode as feature and three correspondence data sets are 
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prepared [15]. Three techniques are explained below. 
 
a) Opcode n-gram 
The data set is prepared with size of n=2 i.e. opcode bi-gram. To understand this process, consider that a 
disassembled binary file contains the following given data. A pair of characters represents an opcode. 
55 8B EC 83 EC 5C 83 7D 0C 0F 74 2B 83 7D 0C 46 
The generated bi-grams are : 
558B,  EC83, EC5C, 837D, 0C0F, 742B, 837D, 0C46. 
 
b) Overlapping n-gram 
In this technique dataset is prepared by introducing two parameters, named as the Size and Step. The Size parameter 
defines the size of n-gram to be extracted and Step parameter defines the number of opcodes to be skipped before 
extracting the next n-gram. If size=2 and step=1. 
Generated string after overlapping will be: 558B, 8BEC, EC83, 83EC, EC5C, 5C83, 837D, 7D0C. 
 
c) Sliding window opcode extraction 
It defines the number of adjacent opcodes to be extracted for the start and end of n-gram. The step parameter defines 
the number of opcodes to be skipped for extracting a new n-gram and Gap size parameter specifies the gap between 
the start and end opcode. If start-end size=2, step=1 and gap=1 
Generated string  after sliding-window will be : 55EC,8B83,ECEC,835C,EC83,5C7D,830C,7D0F 
These three feature extraction techniques are used to extract number of possible combinations of strings and 
prepared three correspondence datasets. 
3. Feature Selection 
It is necessary to remove the irrelevant, redundant, noisy data from the entire larger dataset, so we required to select 
small, relevant, consistent features from the entire large feature set. Various techniques have been used to select the 
best features like gain ratio, information gain, fisher score, term frequency-inverse document frequency (TF-IDF). In 
our work TF-IDF text categorization technique is used.  N-gram is analogue to term in a text document. A 
vocabulary of words or term is extracted from so called document set. For each word or term (t) in the vocabulary, 
its frequency (f) in the single document (d) and in the entire set i.e. document set (D) is calculated.  
Weight is allocate to each word; weight is equal to its frequency (f) in document d. Such weights are called as term 
frequency (tf) i.e. frequency of term in document. The frequency (F) of each term is calculated in document D, this 
is called Document Frequency (DF). The normalized TERM FREQUENCY (TF) is calculated by dividing the 
frequency of term in document (tf) by the frequency of the most frequent term in document [max (tf)] within the 
range of [0-1] as shown following equation: 
ܶܨ ൌ ݐ݂ሺݐ݂ሻ 
 
The TF-IDF combines the TF and DF which is shown below: 
ܫܦܨ ൌ ܶܨ כ ݈݋݃ ܰܦܨ 
Where, 
N: No. of document in the entire data set.  
DF: No. of Document d in which term (t) appears.  
The reduced feature data set is then converted into an attribute relation file format (ARFF). This ARFF file is 
used as input to three classification algorithms, namely JRipper, C4.5 and IBk to generate and train the classifiers. 
The trained classifiers are used in a classification model.  
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4. Classification Model 
The classification model consists of majority voting model for majority voting, N-layer implementation model for 
Veto voting, the decision strategy of simple veto is improved by introducing trust-based veto voting. Every classifier 
has its own decision. Here we used classifier ensemble which can use a method like voting to reach the final 
prediction. It performs better than single classifier and helps to improve the detection accuracy.  
1) Majority Voting 
The majority voting follows democratic rules, i.e. the class with maximum number of votes is the outcome. Test 
data set is the input to classifiers in this technique .Every classifier gives its own decision as whether the file is 
malicious or benign. The outcome of multiple classifiers is combined and the final decision is taken on the basis of 
majority voting [16]. The drawback of majority voting is described below: 
x If no. of classifiers in the system is an even then it's difficult to make the decision because an equal number 
of votes are given to both benign and malware classes. 
x The decision taken by majority voting can be wrong if a majority of classifiers will classify malware 
instances as benign.  
Above drawbacks are overcome by using veto voting schemes. 
2) Veto Voting 
 The n-layer implementation model is used for veto voting.  
We use three layers and three classifiers with different configuration. The veto architecture is configured in two 
ways. In the first way, there are three layers and at each layer three classifiers are generated viz. Ripper, C4.5, and 
IBk. All these classifiers are trained using a same training dataset and the corresponding test dataset is given as input 
to the veto architecture. The test dataset of benign and malicious files is given as input to n-layer classification 
model. Any classifier predicting instance, as malware can act as veto to determine the outcome of the final 
classification task, otherwise instance further proceeds for reclassification and classification results from all layers is 
given to the veto classifier. This decision strategy of veto is improved by introducing the trust-based veto voting. 
3) Trust-based veto Voting 
In this scheme quantitative representation of trust is used. Trust is quantified as +1 or -1. The positive integer 
represents trust and negative integer represents the distrust. The increased or decreased value helps in determining 
the level of trust. Following algorithm is used for trust calculation. 
Algorithm : 
I/P: Existed class(Ce), Prediction of algorithm A(Ca), Prediction of algorithm B(Cb) 
O/p: Local trust of algo A on algo B 
Repeat 
If(Ca=Cb) 
        Do nothing 
End if 
If(Ca != Cb) 
 If(Ca=Ce) 
false=false(A,B)+1 
   Else(Cb=Ce) 
  true=true(A,B)+1 
 End if 
End if   
Until! EOF 
In our system, we considering two algorithms i.e. algoA and algoB. For local trust calculation,  each algorithm in the 
system calculates its trust level for other algorithm. Local trust of algoA on algoB is calculated by comparing the 
predictions (C) of both algorithms with each other. In above algorithm, If prediction of algo A is equal to prediction 
of algo B, then trust is not affected. If algoA predicts the incorrect class and algoB predicts the correct class then 
algop increases the trust level of algoB with +1. If algoA predicts the correct class and algoB predicts the incorrect 
class then algoB increases the distrust level of the algoq with +1. 
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5. Experimental Results 
The work performed experiments by applying three feature selection techniques as Bi-gram, Overlapping and 
Sliding window in the Opcode file format. We have generated Opcode file format from .Exe dataset file format.  
System converted this Opcode file format to .arff (Attribute file format) and pass this file to the training process .For 
training process used JRipper, C4.5 and IBK algorithm which is helping for testing the file. After that, the system 
implemented  testing phase .In that phase tested particular file is malicious or benign. Here system proposed three 
algorithms, i.e. Majority Veto, Veto and Trust Base Veto and compared these three model with each other. 
 
A. Results of  bi-gram test dataset 
 
When bi-gram feature selection technique selected, the bi-gram training dataset goes as input to three classification 
algorithms and three trained classifiers are generated. All these classifiers are present in all three layers. The bi-gram 
test dataset is selected as input to the voting models. The classification results of all three classifiers and three voting 
schemes are shown in Fig. 3. 
 
Fig.3. Results of bi-gram test dataset 
 
B. Result of Overlapping test dataset 
 
When Overlapping feature selection technique selected, the overlapping training dataset goes as input to three 
classification algorithms and three trained classifiers are generated. All these classifiers are present in all three 
layers. The overlapping test dataset is selected as input to the voting models. The classification results of all three 
classifiers and three voting schemes are shown in Fig. 4. 
 
Fig. 4. Results of Overlapping  test dataset 
 
 
C. Result of Sliding-window test dataset 
 
When Sliding-window feature selection technique selected, the overlapping training dataset goes as input to three 
classification algorithms and three trained classifiers are generated. All these classifiers are present in all three 
layers. The Sliding-window test dataset is selected as input to the voting models. The classification results of all 
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three classifiers and three voting schemes are shown in Fig. 5. 
 
Fig.5. Results of Sliding-window test dataset 
 
D. Result of All test dataset 
When we choose All as a technique, in this case all three techniques are included. All three training datasets are 
given as input to three classification algorithms and three trained classifiers are generated. All these classifiers are 
present in all three layers. All three test datasets are selected as input to the voting models. The classification results 
of all three classifiers and three voting schemes are shown Fig. 6. 
 
Fig.6. Results of All test dataset 
 
E. Analysis of Results 
 
The experimental results of three voting schemes, i.e. majority, veto and trust-based veto voting can be 
analyzed by using three performance measures, i.e. recall, precision, and F-measure. The precision is considered as a 
complementary measure with the recall. The precision and recall have an inverse relationship, if the precision 
increases the recall decreases and vice a versa. Hence, another performance measure, i.e. F-measure is required, that 
can combine the precision and recall. On the basis of experimental results proposed work analyzed the performance 
of three voting schemes which is shown in Fig.7, Fig.8 and Fig.9. 
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Fig.7. Precision Vs Voting Schemes 
 
 
 
 
 
 
 
 
 
Fig. 8.  Recall Vs Voting Schemes 
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Fig.  9.  Precision Vs Voting Schemes 
6. Conclusion and Future work 
Data mining-based malware detection method can detect the known as well as unknown malware and ensemble 
voting improves the accuracy of the results. The majority voting can detect benign files more precisely but fails to 
detect malicious files as accurately as veto voting. On the converse, the veto voting can detect malicious files more 
precisely but fails to detect benign files as accurately as majority voting. The trust- based veto voting overcomes the 
drawbacks of both majority and veto voting, it can accurately detect known and unknown malware instances better 
than majority voting and can identify benign files better than veto voting. In future, the purpose is to improve the 
proposed model in different directions, first is improvement in selection of classifiers for the optimal results, second 
is detection of different types of malware with multi-class prediction because in the proposed method different types 
of malware are used. 
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