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• Widely-Applicable Information Criterion (WAIC; [1])は様々な分野で活用されている予測モデル評価規準
• 一回のMCMCのみで計算可能
WAIC：モデル{ℎ ⋅ 𝜃 : 𝜃 ∈ Θ}に対して以下を計算 (ただしE!"#, V!"#は事後平均・事後分散)
特徴：
• ベイズ予測分布ℎ$ 𝑌 := E!"#[ℎ(𝑌 ∣ 𝜃)]を介してモデルの良さを評価
• 実際，WAICはベイズ予測分布の期待対数損失の漸近不偏推定量である 𝐸[WAIC] =𝐸[− log E!"#[ℎ(𝑋% ∣ 𝜃)]] + 𝑜(1)
様々な予測の状況：
• 近年のデータ解析では，学習に利用する評価関数と予測に利用する評価関数が異なる予測状況が現れる
• 例：共変量シフト, 因果推論, M-推定
Posterior Covariance Information Criterion：
• 学習時の評価関数 𝑠% 𝑋% , 𝜃 : 𝜃 ∈ Θ , 𝑖 = 1,… , 𝑛 /  予測時の評価関数 ℎ% 𝑋% ∣ 𝜃 : 𝜃 ∈ Θ , 𝑖 = 1,… , 𝑛, 
• 観測ごとの重み 𝑤% > 0, 𝑖 = 1,… , 𝑛
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理論的性質：
• PCICは擬ベイズ予測分布の重み付き期待対数損失の漸近不偏推定量
• 重み付きのGIC [2] と漸近等価になる (PCICは擬ベイズ標本のみで計算できる)
共変量シフトへの応用：
• 学習時の共変量の分布𝑝&'(%)(𝑋)と予測時の共変量の分布𝑝&*+&(𝑋)が異なる
• 𝑤% = ⁄𝑝&*+&(𝑋%) 𝑝&'(%)(𝑋)による重み付き尤度による学習が有効 [3]
• 𝑠% 𝑋% , 𝜃 = 𝑤%, log ℎ(𝑋% ∣ 𝜃)として𝜆 > 0をWAIC,PCICによって選択
• １次関数+ガウスノイズをℎ(𝑋% ∣ 𝜃)として利用
• PCICによる選択はテスト標本をよく予測
WAICで選択した𝜆による予測
PCICで選択した𝜆による予測
