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ABSTRACT 
This paper is concerned with the finite-horizon version of the H, problem with 
measurement feedback. Given a finite-dimensional linear, time-varying system, to- 
gether with a positive real number y, we obtain necessary and sufficient conditions for 
the existence of a possibly time-varying dynamic compensator such that the 
ps([O, ti])-induced norm of the closed-loop operator is smaller than 7. These condi- 
tions are expressed in terms of a pair of quadratic differential inequalities, generalizing 
the well-known Riccati differential equations introduced recently in the context of 
finite-horizon H, control. 
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1. INTRODUCTION 
In the sixties and seventies a technique was developed to design multivari- 
able controllers that minimize the steady-state covariance of the output of the 
system if the exogenous input of the system is Gaussian white noise. These 
controllers consist of two parts: an observer which yields an estimate of the 
state, and a static state feedback. These two parts are then interconnected by 
applying the static state feedback with the state replaced by the estimate of 
the state. This yielded a solution to the linear quadratic Gaussian control 
problem. This design method was a major breakthrough since it allowed the 
design of controllers for multi-input, multi-output systems without reverting 
the problem to a sequence of single-input, single-output problems for which 
classical tools were used. This will not even guarantee closed-loop stability. 
In the beginning of the eighties it became clear that for some problems 
the linear quadratic Gaussian control method was not very suitable. In 
particular, the requirement of incorporating model uncertainty into the 
design, and the problem of minimizing the effect of perturbations of the 
model on the performance of the actual closed-loop system, called for a 
different design method. The basic technique available to guard against 
model uncertainty is the small-gain theorem (see [25]). However, this tech- 
nique typically requires the minimization of an operator norm. Although the 
criterion we minimize in the linear quadratic Gaussian control problem is a 
norm on the space of strictly proper and stable systems, in the multivariable 
case it is not an operator norm. 
In [27], a new measure of performance was suggested which did not have 
the abovementioned disadvantage: the H, norm. The Banach space H, of 
essentially bounded analytic functions with the corresponding norm was 
already well established in the mathematical literature (see e.g. [lo]). The H, 
norm of the transfer matrix of a system is equal to the LZ2([0, co))-induced 
operator norm of the system, viewed as an operator mapping inputs to 
outputs. Being an operator norm, the H, norm is eminently suited for 
applications of the small-gain theorem, which in turn can be used to guard 
against model uncertainty. 
Because the H, norm is so well suited to translate performance require- 
ments in terms of bounds on the H, norm, there was immediately a great 
interest in this new field. The basic problem is to minimize the H, norm of 
the closed-loop transfer matrix over the class of all feedback controllers. 
Initially, research mainly focused on standard finite-dimensional linear sys- 
terns (i.e. systems with a rational transfer matrix); see e.g. [4, 5, 7, 11, 12, 15, 
201. Conditions were found under which there exists a controller yielding an 
internally stable closed-loop system whose transfer matrix has H, norm less 
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than some (a priori given> bound y. It was found that in this case we can 
always find controllers of the same dynamical complexity as the system. These 
controllers have the same structure as those found in the linear quadratic 
Gaussian control problem: an observer yielding an estimate of the state 
interconnected with a suitable static state feedback. 
As mentioned above, the H, norm of the transfer matrix of a system is 
equal to the operator norm of the system viewed as an operator mapping 
inputs in _YZ([O, m>> to outputs in PZ([O, m)). This fact yields the possibility of 
extending the H, performance criterion to nonlinear and to time-varying 
systems. For these more general systems, the notion of transfer matrix is not 
defined, and hence we cannot define a performance criterion for these 
systems in terms of their transfer matrix. It is however possible to use the 
operator-norm interpretation and to consider for these more general classes 
of systems the problem of minimizing the operator norm of the closed-loop 
system viewed as an operator mapping inputs to outputs. In the present 
paper we will consider time-varying systems and study the minimization of 
the finite-horizon equivalent of the H, norm: the minimization of the 
operator norm of the closed-loop system viewed as an operator mapping 
inputs in LZY([O, t,]) to outputs in _&([O, ti]). 
The minimization of the _S$induced operator norm over a finite horizon 
has already been studied in [IS] and [22]. However, as in the (standard) 
infinite-horizon H, problem, difficulties arise in case the direct feedthrough 
matrices do not satisfy certain assumptions (the so-called singular case). This 
paper will use the techniques from [20, 211 to tackle this problem for the 
finite-horizon case. 
The following problem will be considered: given a finite-dimensional 
system on a bounded time interval [0, tl], together with a positive real 
number y, find necessary and sufficient conditions for the existence of a 
dynamic compensator such that the PZ([O, t,])-induced norm of the resulting 
closed-loop operator is smaller than 7. In [22] and [IS] such conditions were 
formulated in terms of the existence of solutions to certain Riccati differential 
equations. Of course, in order to guarantee the existence of these Riccati 
differential equations, certain coefficient matrices of the system under con- 
sideration should have full rank (the regular case). The present paper 
addresses the problem formulated above without these full rank assumptions. 
We find necessary and sufficient conditions in terms of a pair of quadratic 
matrix differential inequalities. However, in order to establish these condi- 
tions we will have to impose certain weaker assumptions on the coefficient 
matrices under consideration. In two important cases these assumptions will 
always turn out to be satisfied: 
(1) if the system is time-invariant (i.e., all coefficient matrices are con- 
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stant, independent of time); 
(2) if th p bl e ro em is regular in the sense explained above. 
Thus, our result completely solves the finite-horizon H, problem for time- 
invariant systems. On the other hand, our result is a generalization of the 
results from [22] and [13] for the regular problem (for time-varying systems). 
It should be noted that our assumptions are intuitively like assuming that the 
singular part of the system is time-invariant (in fact, we assume that certain 
subspaces related to the singular part of the system are independent of time). 
Clearly the finite-horizon H, control problem needs a time-domain 
approach. By investigating the approaches in the literature (for both the 
infinite-horizon and the finite-horizon case) the techniques are based on 
system transformations. Since the resulting system is in general time-varying 
(even if we start with a time-invariant system), we also need to consider 
time-varying systems. Hence, even if we only consider time-invariant systems, 
we still have to consider time-varying systems after transformation, and the 
proofs in this paper do not simplify very much. The major contribution of this 
paper is solving the finite-horizon H, control problem for time-invariant 
systems. Though we can treat a specific class of time-varying systems, for a 
general solution different techniques need to be developed. 
The outline of the paper is as follows. In Section 2 we will formulate our 
problem and present our main result, Section 3 is devoted to the introduction 
of suitable bases in the input space, the state space, and the output space, 
with respect to which the relevant structure of the system will become 
transparent, Also, in that section we introduce a set of standing assumptions 
on the class of time-varying systems under consideration. In Section 4 we will 
show that if there exists a controller that makes the P.([O, till-induced 
operator norm of the closed-loop operator less than 1, then there exist matrix 
functions P and Q satisfying a pair of quadratic matrix differential inequali- 
ties, two corresponding rank conditions, and two boundary conditions. In 
Section 5 we will introduce a system transformation with an interesting 
property: a controller “works” for this new system if and only if the same 
controller “works” for the original system. Using this transformation, we will 
show that another necessary condition for the existence of the desired 
controller is that P and Q satisfy a coupling condition: Z - PQ is invert- 
ible for all t. Section 6 studies the singular linear quadratic problem for time- 
varying systems. The results in this section are needed in Section 7, where 
the disturbance decoupling problem for time-varying systems is considered. 
In Section 8 we will apply a second transformation, dual to the first, which 
will show that the necessary conditions derived are also sufficient. This will be 
done by showing that for the system we obtained by our two transformations 
the almost disturbance decoupling problem is solvable, i.e., it satisfies the 
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following condition: for all E > 0 there exists a controller which makes the 
TZ([O, t ,]I-induced norm of the closed-loop operator less than E. We will 
close the paper with a couple of concluding remarks. 
2. PROBLEM FORMULATION AND MAIN RESULTS 
We consider the linear, time-varying, finite-dimensional system 
I 
i(t) = A(t)x(t)+ B(t)u(t)+ E(t)w(t), 
2: y(t) =W)x(t) +WtbJ(t), (2.1) 
z(t) =C,(t)x(t)+D,(t)u(t) 7 
where x E 9” is the state, u ~9”’ the control input, u; E R’ the unknown 
disturbance, y E 9P the measured output, and z E 9q the unknown output 
to be controlled. A, B, E, C,, C,, D,, and D, are matrix functions of 
appropriate dimensions. Given an a priori fixed finite time interval [O, tl], we 
would like to minimize the effect of the disturbance w on the output z by 
finding an appropriate control input u. We restrict the control inputs to be 
those generated by dynamic output feedback. More precisely, we seek 
possibly time-varying dynamic compensators Z, of the form 
i 
6(t) = K(t) p(t) + L(t) Y(t)> 
2 F: (2.2) 
u(t) =Wt)p(t) +w)Yw 
Given a compensator of the form (2.21, the closed-loop system C X zF with 
initial conditions x(0) = 0 and p(O) = 0 defines a convolution operator 
mapping u: to z. This operator will be called the closed-loop operator and 
will be denoted by G,,. Our goal is to minimize the pZ([O, tl])-induced 
operator norm of G,,, i.e,. we seek a controller of the form (2.2) such that 
(2.3) 
is minimized over all feedbacks Z:F of the form (2.2). The norm II .I(2 is the 
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standard norm on LZ2([0, t,]) and is defined by 
llfllz := (/r’IIf(t) II2 dt)l’t 
0 
(2.4) 
whee lI*II denotes the Euclidean norm. Obviously, the closed-loop system 
2 X Z%, is time-varying. Moreover we work over a finite horizon. Therefore, 
the _&([O, t,])-induced operator norm (2.3) differs from the commonly used 
H, norm. (Recall that the latter norm is equal to the LZZ([O, co))-induced 
operator norm in a time-invariant context.) However, the above problem 
formulation is the most natural formulation for the finite-horizon time- 
varying case. Hence we will sometimes refer to (2.3) as an H, norm. 
In this paper we will derive necessary and sufficient conditions for the 
existence of a dynamic feedback law (2.2) which makes the resulting 
LZZ([O, ti])-induced norm of the closed-loop operator G,, strictly less than 
some a priori given bound y. By a search procedure one can then, in 
principle, obtain the infimum of these operator norms over all controllers of 
the form (2.2). It should be noted however that this infimum is not always 
attained. The problem whether or not the infimum is attained will not be 
discussed in this paper. 
A central role in our study of the above problem will be played by the 
quadratic di;fferential matrix inequality. For any y > 0 and for any differen- 
tiable matrix function P on [0, tl] we define the following matrix function: 
F,(P)(t) := 
@ + ATP + PA + C;C, + yp2PEETP PB + C,TD, 
BTP + D;fC, D;D, 
(t). 
If F,(P)(t) > 0 Vt E [0, tl], we will say that P is a solution of the quadratic 
differential matrix inequality F,,(P) > 0 at 7. We denote F,(P) by F(P) if 
y= 1. 
We also define a dual version of this quadratic matrix inequality. For any 
y > 0 and for any differentiable matrix function Q on [O, ti] we define the 
following matrix function: 
G,(Q)(t) := 
-~)+AQ+QA~+EE~+~-~QC~C,Q Qc,‘+EDT 
C,Q + D,ET DlDT 
(t). 
If G,(Q)(t) > 0 Vt E [O, tll, we will say that Q is a solution of the dual 
quadratic differential matrix inequality G,(Q) > 0 at 7. We again denote 
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G,(Q) by G(Q) if y = 1. The difference in sign of i and Q in these 
expressions stems from the fact that dualization includes time reversal (see 
also Lemma 4.3). 
Finally, if the system (2.1) is time-invariant, we define the following 
transfer matrices: 
G(s) := C,(sZ - A)-?3 + D,, (2.5) 
H(s) := C,(sZ -A)-% + D,. (2.6) 
We will denote the rank of a matrix over the field x by rank,. J%?(S) 
denotes the field of all real rational functions. We are now in the position to 
formulate our main result: 
THEOREM 2.1. Assume that (2.1) is time-invariant. Let y > 0 be given. 
Then the following two statements are equivalent: 
(i) There exists a time-varying, dynamic compensator I$‘F of the form (2.2) 
such that the closed-loop operator G,, of C x IZ, has S$,([O, t,])-induced 
operator norm less than y, i.e. ]]GCI]]m < y. 
(ii) There exist differentiable matrix functions P, Q satisfying the following 
conditions: 
(a) F,,(P)(t) > 0 Vt E [0, tl] and P(t,> = 0. 
(b) rank, F,(P)(t) = rank,(,) G(s) Vt E [O, t,]. 
(c) G,(Q)(t) 2 0 Vt E [0, tl] and Q(O) = 0. 
(d) rank, G,(Q)(t) = ranks,,, H(s) Vt E [O, tll. 
(e) ~‘1 - P(t)Q(t) is invertible for all t E [0, tl]. 
REMARKS. 
(i) Since P and Q satisfy (a)-(d), it can be shown that P(t) > 0 and 
Q(t) > 0. Therefore the matrix P(t)Q(t) has only real and nonnegative 
eigenvalues. Since P(t,)Q(t,) = 0 and since we have continuity with respect 
to t, it can be shown that (e) is equivalent with p(P(t)Q(t)) < y2 for all 
t E [O, tl], where p denotes the spectral radius. 
(ii) A dynamic compensator C, satisfying the condition in Theorem 2.1(i) 
can be constructed according to the method described in Section 8. It turns 
out that it is always possible to find a compensator of the same dynamic order 
as the original plant. 
(iii) In Section 3, Corollary 3.8 it will be shown that if the quadratic 
matrix inequality F,(P) > 0 has a solution P(t) satisfying the end condition 
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P(t,> = 0 and rank condition (b), then it is unique. By dualizing Corollary 3.8 
it can also be shown that any solution Q(t) of the dual quadratic matrix 
inequality G,(Q) > 0 satisfying the initial condition Q(O) = 0 and rank 
condition (d) is unique. 
(iv> We will prove this theorem only for the case y = 1. The general 
result can then be easily obtained by scaling. 
We will look more closely to the previous result for a special case: 
STATE FEEDBACK. C, = I, D, = 0. 
In this case we have y = x, i.e., we know the state of the system. The first 
matrix inequality F,(P) > 0 does not depend on C, or D,, and the same is 
true for rank condition (b), so we can’t expect a simplification there. However 
G,(Q) does get a special form: 
G,(Q)(t) =
-Q f AQ + QA?‘ + EE?‘ + y-‘QC,TC,Q 
Q 
(2.7) 
Using this special form, it can be easily seen that G,,(Q)(t) > 0 for all 
t E [O, tr] if and only if Q(t) = 0 f or all t E [0, tl]. In order to verify the 
rank condition we should investigate the rank of the transfer matrix H(s). 
We have H(s) = (sZ - A)-lE, so 
rank,(,) H(s) = rank, E. (2.8) 
By using Equation (2.8) it can be easily checked that Q = 0 indeed satisfies 
rank condition (d). Hence we find that in this case Theorem 2.1 reduces to: 
COROLLARY 2.2. Assume that the system (2.1) is time-invariant. Let 
y > 0. Assume C, = Z and D, = 0. Then the following two statements are 
equivalent: 
(ii) 
There exists a time-varying, dynamic compensator 2, of the form (2.2) 
such that the closed loop operator G,, of Z x C, has _Yx([O, t,I)-induced 
operator norm less than 7, i.e. llG,,llm < y. 
There exists a diflerentiable matrix function P satisfying the following 
conditions: 
(a) F,(P)(t) > 0 Vt E [O, tl] and P(t,> = 0. 
(b) rank, F,(P)(t) = rank,(,, G(s) Vt E [0, tl]. 
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REMARK. If part (ii) is satisfied, then it can in fact be shown that there 
exists a static, time-varying state feedback u(t) = F(t)x(t) satisfying part (i). 
At this point we want to note that in previous papers [13, 221 on the 
finite-horizon H, problem it is assumed that the matrices D, and D, are 
surjective and injective, respectively. However, in [13] and [22] the system 
(2.1) is allowed to be time-varying, whereas in the present paper, up to now, 
we have restricted (2.1) to be time-invariant. Thus the following question 
arises: is it possible to obtain a result similar to Theorem 2.1 for time-varying 
systems? We were indeed able to establish such a result, albeit under certain 
restrictive assumptions on the “singular part” of the time-varying system 
(2.1). These assumptions will be presented in Sections 3 and 4. However, it 
will turn out that for two important cases these assumptions are always 
satisfied, namely if either 
(i) D,(t) . j t’ is m ec ive and D,(t) is surjective for all t E [O, tl], or 
(ii) the system (2.1) is time-invariant. 
Therefore instead of proving Theorem 2.1 directly, we will formulate and 
prove our more general result for time-varying systems. Although not com- 
pletely general, this result will then still have as special cases the main results 
from [13] and [22] as well as our Theorem 2.1. 
In the formulation of our more general result we need the following two 
functions: 
g, := ranks,(,) 
SZ - A(t) 
C,(t) 
h, := rank,(,) 
sZ - A(t) 
C,(t) 
(2.9) 
(2.10) 
(t E [O, tl]). Note that in the time-invariant case g, is equal to the rank of 
the transfer matrix G(s) as a matrix with entries in the field of rational 
functions. The same is true with respect to h, and the transfer matrix H(s). 
We have the following result: 
THEOREM 2.3. Let y > 0. Consider the system (2.1), and assume that 
the coefficient matrices are differentiable functions oft. Astime that Assump- 
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tions 3.4 and 4.6 are satisfied. Then the following two statements are 
equivalent: 
(i) There exists a time-varying, dynamic compensator C, of the form (2.2) 
such that the closed-loop operator G,. of C x C, has p2([0, t,])-induced 
operator norm less than y, i.e. llGC,I(m < y. 
(ii) There exist differentiable matm’x functions P, Q satisfying the following 
conditions: 
(a) F,(P)(t) > 0 Vt E [O, tl] and P(t,) = 0. 
(b) rank, F,(P)(t) = g, Vt E [O, tl]. 
(cl G,(Q) > 0 Vt E [O, tl] and Q(0) = 0. 
(d) rank, G,(Q)(t) = h, Vt E [O, tl]. 
(e) y2Z - P(t)Q(t) is invertible for all t E [0, tl]. 
REMARKS. 
(i> For time-invariant systems Assumptions 3.4 and 4.6 will turn out to be 
automatically satisfied. Therefore Theorem 2.1 is in fact a special case of 
Theorem 2.3. 
(ii) It will be shown (see Corollary 3.8) that P and Q are uniquely 
defined by (a)-(d). Moreover (see Lemma 3.6) g, turns out to be indepen- 
dent of t. It can be shown that for any L such that F,(L) > 0, the rank of 
F,(L)(t) is always larger than or equal to g,. Therefore (a> and (b) can be 
stated more loosely as: P is a rank-minimizing solution of the quadratic 
differential inequality F,,(P) > 0 satisfying the end condition P(t,) = 0. The 
conditions on Q can be reformulated in a similar way. 
(iii) This theorem will only be proven for 7 = 1. The general result can 
then be obtained via scaling. 
As noted before, from the previous theorem we can also reobtain the 
results of [13, 221. Again we assume that our coefficient matrices are 
differentiable functions of t. We find: 
REGULAR TIME-VARYING CASE. D,(t) surjective and D,(t) injective for 
all t E [0, tl]. 
It will turn out that in this case Assumptions 3.4 and 4.6 are satisfied. It 
can be shown in the same way as in [20] that P satisfies F,(P) > 0 together 
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with rank condition (b) if and only if P satisfies the Riccati differential 
equation 
-P = ATP + PA + C,TC, + y-‘PEETP 
-(PB + C:D,)(D;DJ1(BrP + DlC,). 
(2.11) 
Dually, Q satisfies the dual matrix differential inequality G,(Q) > 0 together 
with rank condition (d) if and only if Q satisfies the dual Riccati equation 
Q = AQ + QAT + EET + y-2QC,TC2Q 
-(QC,’ + ED;)(D,D;)-l(C,Q + D,ET) 
(2.12) 
We thus obtain the following result: 
COROLLARY 2.4. Let y > 0. Consider the system (2.11, and assume that 
the coefficient matrices are differentiable functions of t. Assume D,(t) is 
surjective and D,(t) is injective for all t E [O, tl]. Then the following two 
statements are equivalent: 
(i) There exists a time-varying, dynamic compensator C, of the form (2.2) 
such that the closed-loop operator G,. of Z X C, has _!Z2([0, t,I)-induced 
operator norm less than y, i.e. ]IG,,l]m < y. 
(ii) There exist differentiable matrix functions P, Q satisfying the following 
conditions: 
(a> P satisfies (2.11) and P(t,) = 0. 
(b) Q satisfies (2.12) and Q(0) = 0. 
cc> y2Z - P(t)Q(t) is invertible for all t E [0, tl]. 
These are exactly the conditions derived in [13]. A proof that in this case 
Assumptions 3.4 and 4.6 are indeed satisfied will be given further on in this 
paper. 
3. PRELIMINARY BASIS TRANSFORMATIONS 
In this section we will choose bases in input, output, and state space 
which will give us much more insight into the structure of our problem. 
Although these decompositions are not used in the formulation of the main 
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steps of the proof of Theorem 2.3, the details of our proofs are very much 
concerned with these decompositions. It will be shown that with respect to 
these bases the coefficient matrices have a very particular structure. We shall 
display this structure by writing down the matrices with respect to these bases 
for the input, state, and output spaces. For details we refer to [20]. In 
contrast with the latter paper, we will discuss time-varying systems satisfying 
Assumptions 3.4 and 4.6. Our basic tool is the strongly controllable subspace. 
This subspace is defined as follows: 
DEFINITION 3.1. Let A ESZ’~~“, B ESPY”‘, C ES&?~~“, and D E 
(-#lx ,?I be arbitrary constant matrices. Then the strongly controllable subspace 
fl A, B, C, D) associated with the quadruple (A, B, C, D) is defined as the 
smallest subspace 7 of ~8” for which there exists a matrix G E S?“‘J’ such 
that 
(A + GC)cFcY, (3.1) 
Im(B + GD) Cy, (3.2) 
The quadruple (A, B, C, D> IS called strongly controllable if fi A, B, C, D) 
= gg”, 
In order to calculate this subspace the following lemma (see 117, 231) is 
available. 
LEMMA 3.2. Let (A, B, C, D) he as in the preoious definition. Then 
fl A, B, C, D) is equal to the limit of the following sequence of subspaces: 
3 := 
,+I {x ~~“132 EZ, u ES”such that (3.3) 
x=A?+BuandC2+Du=O}. 
{?;.I:= o is a nondecreasing sequence of subspaces that attains its limit in a 
finite number of steps. 
At this point we will formulate a property of the strongly controllable 
subspace which will b e used in the sequel (see [9, 1711: 
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LEMMA 3.3. Let A ES?“~“, B ES%“‘~“‘, C ESP’~“, and D EsS’P~~ be 
arbitrary constant matrices. The quadruple (A, B, C, D) is strongly control- 
lable i;f and only if 
rank, 
sl-A -B 
C D 
=n + rank,(C D) (3.4) 
for all s E g. 
For a given subset 2 and matrix C, by C-‘&Y denote the set {x 1 Cx E 2). 
We can now formulate the assumptions to be imposed on our time-varying 
system (2.1). 
ASSUMPTION 3.4. 
(i> 
(ii) 
(iii) 
(iv) 
(v) 
The subspace B(t) ker D,(t) is independent of t. 
The strongly controllable subspace s( A(t), B(t), C,(t), D,(t)) associ- 
ated with the quadruple (A(t), B(t), C,(t), D,(t)) is independent of t. 
It will be denoted by 9(X,). 
The subspace 9’(C) n C,‘(t>im D,(t) is independent of t. It will be 
denoted by W(X). 
rank, is independent of t. 
There exists a differentiable matrix function F, such that 
(a) Di(t>[C,(t) + D,(t)F,(t)] = 0 for all t, 
(b) (A(t) + B(t)F,,(t)&cz, is independent of t. 
REMARKS. It is easily seen that Assumption 3.4 is trivially satisfied if the 
system (2.1) is time-invariant. Assumption 3.4 is also satisfied if ker D,(t) = 
{O} for all t. This can be seen by noting that this implies that 9’( A(t), B(t), 
C,(t), D,(t)) = (0). This special case is called the regular case. 
We can now define the bases for the system (2.1) that will be used in the 
sequel. It is also possible to define a dual version of this decomposition, but 
we shall only need the primal one. We first choose a differentiable time-vary- 
ing basis (i.e,. the basis transformation is differentiable) of the control input 
space sY. We choose a basis ul, up,. ) u, of sV’ such that ul, u2,. . . / uj 
is a basis of ker D,(t) (0 < i < m). Note that by combining Assumption 3.4(i) 
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and (iv> it can be shown that rank D,(t) is independent of t. The existence of 
such a basis is then guaranteed by Dolezal’s theorem (see [19]). 
Next choose an orthonormal differentiable time-varying basis (i.e., the 
basis transformation is orthonormal for each t > zl, z2, . . . , zp of the output 
space SP such that zl, . . . , zj is a basis of im D,(t) and .z~+~, . . , zP is a 
basis of [im D,(t)] L . Because this is an orthonormal basis, the corresponding 
basis transformation does not change the norm II z/l. The existence of such a 
basis is again guaranteed by Dolezal’s theorem. 
Finally, we choose a time-invariant decomposition of the state space 
s%‘” = P1 @ SK2 @ 2?’ such that Z2 = Y(C), %X2 @ ZS =9(C), and ZI is 
arbitrary. We choose a corresponding time-invariant basis x1, x2, . . . , x, such 
that x1,. . . , x, is a basis ofZI, x,+~, . . , x, is a basis ofPI, and x,+~, . , x, 
is a basis of ZS. Note that in the definition of this decomposition we have 
used Assumption 3.4(ii) and (iii). 
With respect to these bases the maps B, C,, and D, have the following 
form: 
B(t) = (B,(t) B,(t) )> C,(t) = 
(3.5) 
Q.(t) = 
where 6,(t) is invertible for all t. Let F, be such that Assumption 3.4(v) is 
satisfied. Then we find that 
c,(t) + D,(t)Fo(t) = 
i I c^ yt, 2 (3.6) 
Note that this implies that C,‘(t)im D,(t) = ker e,(t). We have the follow- 
ing properties, which were proven in [2O] for each fixed t: 
LEMMA 3.5. Asswne Assumption 3.4 is satisfied. Let F, satisfy part (~1. 
For each t E [O, tl], 9(X.) is the smallest subspace .7of 9’ satisfying 
(i) [A(t) + B(t>F,(t>lWn C,‘(t)im D,(t)] CZ 
(ii) im B,(t) _cY q 
By applying this lemma we find that the matrices A(t) + B(t)F,Jt), 
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I, c,(t) + ~,(t)~,(t), and o,(t) with respect to these bases have the 
following form: 
(3.7) 
c,(t) + Wt)Fo(t) = 
i 
&) :: &) 
i 
’ 
4(t) = 
i i 
m 0 
0 0’ 
Note that by Assumptionn 3.4(v) A,, and A,, are independent of t. We 
decompose the matrices C,(t) and E(t) correspondingly: 
E,(t) 
m = (w> C,,(t) C,,(t) )> E(t) = &J(t) (3.8) 
Es(t) I 
Since we only used differentiable basis transformations and since all coeffi- 
cient matrices are differentiable functions of t, all the above submatrices are 
differentiable functions of t. These matrices turn out to have some nice 
structural properties, which were proven in [20]. In the following let g, be 
given by (2.9): 
LEMMA 3.6. The following properties hold: 
(i) C,,(t) is injective for all t E [O, tll. 
(ii) For each fixed t E [O, tl] the quadruple 
(3.9) 
is strongly controllable. 
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(iii> For each fixed t E [0, t 1] we have 
g, = rank ! G?,(t) 0 
Then since C,,(t) is injective and fiS(t> 
know that g, is independent of time. 
0 I Qt) . (3.10) 
is invertible for all t E [0, t,], we 
We need the following result which connects the conditions of Theorem 
2.3 to the matrices as defined in (3.7). 
LEMMA 3.7. Let y = 1 and let P be a diperentiable matrix function. 
Then the following conditions are equivalent: 
(i> P is a solution of the quadratic matrix inequality F(P) 2 0 on [0, tl], 
satisfying the rank condition (b) of Theorem 2.3 and the end condition 
p(t,> = 0. 
(ii) There exists a P, such that, with respect to the decomposition of 9” 
introduced above, P has the form 
PIG) 0 0 
P(t) = 0 0 0 ) 
( I 
(3.11) 
0 0 0 
with P, a solution of the Riccati diferential equation R( P,) = 0 on [O, tl] 
with end condition P,(t,> = 0. Here 
R( P,) := PI + P, A,, + A:‘,P, + C&, 
+ PJ E,ET - R,,(@ti,)IR:;] P, (3.12) 
-(PI A,, + C,T,C,~)(CZ’~CZ~)-~( A;,P, + C&C,,). 
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s !! 
0 
h 
k E 
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Since P is a solution of the quadratic matrix differential inequality, we have 
Define the following subspace of 9”: 
9 := n kerP(r). 
-10, t,l 
We will show that 9 n P’(C) satisfies (i) and (ii) of Lemma 3.5 for each 
t E [0, tr] and hence 9 19(C). Let t E [0, tl] be given. Assume D,(t)x = 
0. Then 
(0 x’.)M(t)(;) = 0. 
Since M(t) > 0, this implies that 
Therefore P(t)B(t)x = 0. This implies B(t)ker D,(t) Cp for all t E [O, tr], 
since, by Assumption 3.4(i), B(t) ker D,(t) is independent of t. We already 
known that B(t)ker D,(t) c9(C) and hence 9 n s(C) 2 B(t)ker D,(t). 
Next, let x ~9 nz%C) n C;'(t) im D,(t). Note that, by Assumption 
3.4(m), this subspace is independent of t. Then P(t)x = 0 for all t E [O, tr I 
and hence P(t>x = 0 for all t E [O, tl]. We thus find that 
(XT o)M(t$) = 0 
for all t E [O, tl]. Since M(t) z 0, this implies that 
W[W + B(t)W)lx ) 
for all t E [0, tl]. Since x E W(X), by Assumption 3.4(v) we know that 
(A + BF,Xt)x is independent of t. Hence (A + BF&t)x ~9. By Lemma 
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3.5 we also know that (A + BF,,)(t)x E P’(2). This implies that (i> and (ii) of 
Lemma 3.5 are satisfied for 9 n s(C) and hence 9 19 n s(C) 1 SC). 
Since PT satisfies F(PT) > 0, we also have kerPr(t) IS(Z) for all 
t E 10, tr]. Therefore P can be written in the form (3.11) for some matrix 
function P,. Write all matrices in the form (3.7). Note that rank M(t) = 
rank F(P)(t) for all t E [0, tr]. Write out M(t) with respect to the decompo- 
sition introduced above. By combining condition (b) of Theorem 2.3 with 
Lemma 3.6(iii) we find that the rank of M(t) is equal to the rank of the 
submatrix 
for all t E [O, tr]. Therefore the Schur complement of this submatrix is equal 
to zero, which exactly implies that R(P,)(t) = 0 ‘dt E [O, tl]. The end 
condition Pl(tl) = 0 is trivially satisfied, since P(t,) = 0. 
(ii) =E. (i): By reversing the arguments in the proof of (i) a (ii) we find 
that P as given by (3.11) satisfies F(P) > 0, rank condition (b) of Theorem 
2.3, and P(t,) = 0. H 
COROLLARY 3.8. Let g, be defined by (2.9). If there exists a matrix 
function P such that F(P)(t) > 0 Vt E [0, t,] and 
(i) rank F(P)(t) = g, Vt E [O, tl], 
(ii) P(t,) = 0, 
then these conditions define P uniquely on each interval [tz, t, I(0 < t, < tl). 
Moreover, P is symmetric for each t E [0, tl]. 
Proof. Uniqueness immediately follows from the fact that if the Riccati 
differential equation (3.12) has a solution P, on [t,, tl] satisfying the end 
condition Pl(tl) = 0, then it is unique. The fact that P is symmetric then 
follows from the fact that both P and PT satisfy the conditions. n 
The following lemma was proven in [20]: 
LEMMA 3.9. Let P satisfy condition (i) of Lemma 3.7, and let P, be 
defined by condition (ii) of the same lemma. Let t E [O, tl] and s0 E G?. Then 
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rank, 
S”Z - AAt) SZ - A(t) -B(t) 
c2, p(t) c,(t) Wt) 
if and only if so is not an eigenvalue of the matn’x 
z(t) := [ A,, + E,E,TP, - BII(6;6)p)-1B;& 
for this fixed t. 
4. NECESSARY CONDITIONS FOR THE EXISTENCE OF THE 
DESIRED DYNAMIC FEEDBACK 
In this section we will show that under Assumptions 3.4 and 4.6 statement 
(i) of Theorem 2.3 implies that there exist differentiable matrix functions P 
and Q satisfying (a)-(d) f t t o s a ement (ii) of Theorem 2.3. Throughout this 
section we will assume that y = 1. 
Assume now that condition (i) of Theorem 2.3 is satisfied with y = 1. 
Denote by z,,, the output z we get if we apply functions u and w to the 
system (2.1) with initial condition x(O) = 0. This implies that for all w E 
L?$([O, tl]>, w # 0 we have 
(4.1) 
In the above infimization problem u ~9: is completely arbitrary. 
Hence the problem does not change if we apply a preliminary state feedback 
F,, defined by Assumption 3.4(v). Due to Assumption 3.4, we can write our 
system with respect to the bases as described in Section 3. With respect to 
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this decomposition our system has the form 
Xl = A,,x, + ( BH + E,w, 
(4.4) 
where the coefficient matrices are differentiable functions of t. As already 
suggested by the way we arranged these equations, we can decompose our 
system as follows: 
Vl 
W 
212 
(4.5) 
In the picture (4.5), 2 - is the system given by the equations (4.2) and (4.4). It 
has inputs vi, w, and xs; state x1; and outputs zi, z2. The system &, is given 
by Equation (4.3). It has inputs vi, u2, w, and xi; state x2, xs; and output 
xa. It can easily be seen that (4.1) implies that for all w E-%$O, t,]), w Z 0 
we have 
(4.6) 
where zuI, u2, u: denotes the output of the system f: after applying the inputs 
Vi> Q> and w to the interconnection of 2 and C, as described in (4.5). 
If we now investigate our decomposition of the original system, it is easily 
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seen that this implies that for all w =P”([O, tll), w + 0 we have 
inf 
“,. x,EFJ[O,t,I) 
{lliU,,Xg,IDIl~ - Il412} < 6, (4.7) 
where Z”,. 1 ,w denotes the output of the system 2 after applying the “inputs” 
q, x3. an d w to that system. On the other hand we have the following 
lemma: 
LEMMA 4.1. Let f: be defined by Equations (4.2) and (4.4). lf (4.7) is 
satisfied for all w E_Y&([O, t,]), then th ere exists a matrix function P, that 
satisfies the Riccati difirential equation R( P,>(t) = 0, t E [0, tl], with end 
condition P(t,> = 0. Here, R(P,) is defined by (3.12). 
Proof. ,By Lemma 3.6, C,, is injective for all t E (0, tl] and, by con- 
struction, D, is invertible for all t E [O, tl]. Therefore the direct feedthrough 
matrix from control input to output of the system % is injective for all 
t E [0, tl]. We can now apply the results of [13] to the system 2. By [13, 
Theorem 2.31 or [22, Theorem 5.13 there exists P, such that R( P,>(t) = 0 for 
all t E [O, tl] and Pl(tl> = 0. n 
Combining the latter lemma with Lemma 3.7, we can derive the following 
corollary. 
COROLLARY 4.2. Let the system (2.1) be given, and assume Assumption 
3.4 is satisfied. Assume that the condition in part (i) of Theorem 2.3 is 
satisfied. In that case there exists a differentiable matrix function P satisfying 
the conditions of Theorem 2.3(a) and (b). 
In order to obtain the existence of a matrix Q satisfying conditions (c) and 
(d) in the statement of Theorem 2.3, we first have to discuss the concept of 
dualization. Let the system C be given by (2.1). We define the dual system 
2’ by 
go(t) =AT(t, - t)xo(t)+CT(tl - t)uo(t)+C,T(t, - t)w,(t), 
ye(t) =F(t, - t)xo(t) +D;(t, - t)w,(t), 
z,(t) =ET(t, - t)xn(t)+D;(tl - t)u,(t) 
(4.8) 
FINITE-HORIZON SINGULAR H, CONTROL PROBLEM 135 
Let G : _ET+‘([O, t,]) -+_Zx+q([O, tl]) denote the (open-loop) operator from 
(u, w) to (Y, Z) defined by the system C with x(O) = 0. Likewise, let G’ be 
the open-loop operator from (uo, wo) to (Yo, zo) associated with C’. It can 
be easily shown that 
G’ = RoG*oR, (4.9) 
where G* is the adjoint of G and where R denotes the time-reversal 
operator (Rf)(t) = f(tl - t). D e me the dual of the controller C,, as f 
defined by (2.2), in the same way: 
ZF : 
i 
?&At> = KT(h - t)Po(t) + MT@1 - t)YDw~ 
u,(t) = LTGl - t> PO(t) + NT@, - t) y,(t). 
(4.10) 
If F denotes the operator from y to u, F’ the operator from y. to uo, and 
F* the adjoint of F, then again we have F’ = R 0 F* 0 R. Denote the 
closed-loop op_erator after applying the feedback C, to the system C by G,,. 
Likewise, let G,, denote the closed-loop operator of 2’ X Z%‘,. Then from the 
above it can be seen that 
6,, =RoG:oR (4.11) 
Since the norms of G,, and Gi are equal and since, trivially, R is an 
isometry, we can conclude that llGC,llm = IIGC,llm. We summarize this result in 
the following lemma: 
LEMMA 4.3. Consider the system C given by (2.11, and let a controller 
Z’F of the form (2.2) be given. The closed-loop operator of the interconnection 
2 X 2, and the closed-loop operator of the interconnection IZ.’ X cl, have 
the same _!Z2([0, tl])-induced operator norm. 
Since part (i> of Theorem 2.3 is satisfied for the system (2.11, by the above 
result statement (i) of Theorem 2.3 is also satisfied for the dual system (4.8). 
We would like to conclude that this implies that there exists a differentiable 
matrix function satisfying statements (ii)(a) and (b) of Theorem 2.3 for this 
new system. However, we can only do that if Assumption 3.4 is satisfied for 
2’. In the following, we will formulate a set of assumptions for the original 
system C which exactly guarantee that the dual system Z’ satisfies Assump- 
tion 3.4. We first need a definition: 
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DEFINITION 4.4. Let A E.F’~~, B ES?~~, C ES’~~“, and D E 
SPxnl be arbitrary constant matrices. Then the weakly unobservable sub- 
space Y( A, B, C, D) associated with the quadruple (A, B, C, D) is defined 
as the largest subspace Y of 9’” for which there exists a matrix F ES”~P 
such that 
(A + BF)Y-c Y, (4.12) 
(C + DF)Y= {0}, (4.13) 
The quadruple (A, B, C, D) is called strongly observable if Y”( A, B, C, D) 
= (01 
In order to calculate this subspace the following lemma (see [18]) is 
available. It is the dual version of Lemma 3.2: 
LEMMA 4.5. Let (A, B, C, D) be as in the previous definition. Then 
V( A, B, C, D) is equal to the limit of the following sequence of subspaces: 
Y-y0 :=sP, 
v;,, := {x ELPpi E‘5v such that Ax + Bzi E K and (4.14) 
cx+Dii=o}. 
{q}F_,, is a nonincreasing sequence of subspaces that attains its limit in a 
finite number of steps. 
ASSUMPTION 4.6. 
(i) The subspace C[i(t)im D,(t) is independent of t. 
(ii) The weakly unobservable subspace Y(A(t), E(t), C,(t), D,(t)) associ- 
ated with the quadruple (A(t), E(t), C,(t), D,(t)> is independent of t. It 
will be denoted by V(C). 
(iii) The subspace Y”(Z) + E(t) ker D,(t) is independent of t. It will be 
denoted by X(C). 
(iv) rank, (Cl< t) Dl( t)) is independent of t. 
(v) There exists a differentiable matrix function G, such that 
(a) D,(t)[E(t) + G,(t)D,(t)lT = 0 for all t 
(b) Tzcxj[ A(t) + G,(t)C,(t)] is independent of t, where Tzcz, denotes 
the orthogonal projection along Z(z) onto Z(2)’ . 
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REMARKS. Note that like Assumption 3.4, Assumption 4.6 is trivially 
satisfied if the system (2.1) is time-invariant. 
Assumption 4.6 is also satisfied if im D,(t) =S” for all t. This can be 
seen by noting that this implies that Y’“( A(t), B(t), C,(t), D,(t)) = 9’“. 
Together with the assumption ker D,(t) = (0) for all t, this special case is 
called the regular case. 
If Assumption 4.6 is assumed to hold for the system X, we can easily 
check that X,’ satisfies Assumption 3.4. Using this, we can derive the 
following lemma. 
LEMMA 4.7. Let the system (2.1) be giuen, and assume Assumption 4.6 
is satisfied. Assume that the condition in part (i) of Theorem 2.3 is satisfied. 
In that case there exists a differentiable matrix function Q satisfying the 
conditions of Theorem 2.3(c) and (d), 
Proof. We already know that statement (i) of Theorem 2.3 is satisfied for 
C and therefore, by Lemma 4.3, statement (i) of Theorem 2.3 is also satisfied 
for the dual system 2’. Using Corollary 4.2, we find that there exists a 
differentiable matrix function Q which satisfies conditions (a) and (b) of 
Theorem2.3 for the system C’. This immediately implies that Q, defined by 
Q(t) := Q(tl - t), satisfies (c) and (d) of Theorem 2.3 for the original system 
Z. (Here we have used that Q(t) is symmetric for all t E [0, tl], which 
follows from Corollary 3.8.) u 
We can summarize the result of this section in the following corollary, 
which is a combination of Corollary 4.2 and Lemma 4.7: 
COROLLARY 4.8. Consider the system (2.1). Assume that Assumptions 
3.4 and 4.6 are satisfied. If part (i) of Theorem 2.3 is satisfied, then there 
exist diflerentiable matrix functions P and Q satisfying statements (a)-(d) of 
part (ii) in Theorem 2.3. 
In order to prove the implication (i) * (ii) in Theorem 2.3 it only remains 
to be shown that Z - P(t)Q(t) is invertible for all t E [O, tl]. This will be 
done in the next section. 
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5. A FIRST SYSTEM TRANSFORMATION 
In this section we will complete the proof of the implication (i) * (ii) of 
Theorem 2.3. At the same time it will give us the first step of the proof of the 
reverse implication. Throughout this section we will assume y = 1. Starting 
from the existence of a matrix function P satisfying (a) and (b) of Theorem 
2.3, we will define a new system XP. It turns out that a compensator C, 
makes the norm of the closed-loop operator Iess than 1 for the original system 
Z if and only if it makes the norm of the closed-loop operator less than 1 for 
this new system ZP. Therefore it will be sufficient to investigate this new 
system, which turns out to have a very nice property. Throughout this section 
we sill assume that Assumption 3.4 and Assumption 4.6 hold for the original 
system C. 
In order to define the new system Xi, we need the following lemma: 
LEMMA 5.1. Assume there exists a diferentiable matrix function P 
satisfying F(P)(t) >, 0 Vt E [O, tll and P(t,) = 0 together with rank condi- 
tion (b) in Theorem 2.3. Then there exist diferentiable matrix functions C, p 
and D, p such that 
wxt) = (Ca, p(t) D,, p(t) ) Vt E [O, ti]. (5.1) 
Proof. Because Assumption 3.4 is assumed to hold, we can choose the 
bases of Section 3. Let P, be the matrix function in statement (ii) of Lemma 
3.7. Then we have R(P,)(t) = 0 Vt E [0, tl]. We can wite down particular 
choices for C,, p and D, p in terms of the coefficient matrices as defined in 
Section 3: 
c2.m := 
i 
~2(w2)-1fw, + c,, Cl2 Cl, (t) 
I C,,(C,T,C2,)-$4t34 + C&F,,) 0 0 ’ 
(5.2) 
(5.3) 
(t E [0, ti]). Since all basis transformations are differentiable, it is immediate 
that these functions are differentiable, Using R(P,) = 0, it can be checked 
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straightforwardly that indeed (5.1) is satisfied for these choices of C,, P and 
D 2. P. n 
Using this lemma, we can now define a new system: 
I; p : !/PO> =C,,PxPw I 
ip(t) = A,x,(t)+ Bup(t) + Ewp(t), 
+D,w,(t) 1 
zP(t) =c, PXP(t) +QT, PUP(t) ) 
(5.4) 
where we define 
Ap(t) := A(t) + E(t)ET(t)P(t), 
C,,,(t) := C,(t) + D,(t)ET(t)P(t). 
We stress that (5.4) is a time-varying system with differentiable coefficient 
matrices. Note that even if the original system C is time-invariant, the system 
Xp is time-varying. 
If C, is a controller of the form (2.2), let G,,, P denote the closed-loop 
operator from wp to zP obtained by interconnecting C, and XF. Recall that 
G,. denotes the closed-loop operator of C x C,. The crucial observation now 
is that llG,,jlm < 1 if and only if l[G,, pll < I, that is, a controller C,“works” 
for 2 if and only if the same controllkr “works” for Zp. A proof of this can be 
based on the following completion-of-the-squares argument: 
LEMMA 5.2. Assume P satisfies (a> and (b) of Theorem 2.3. Assume 
r,(O) = r(O) = 0, u,(t) = u(t) for all t E [O, tll, and suppose wp and w are 
related by w,(t) = w(t) - ET(t>P(t>x(t> for all t E [O, tll. Then for all 
t E [0, tl] we have 
lb(t) II2 -lb(t) II2 = ; [ ~Tww>~(t>l + II zP(t) II2 - IIWPW 112. 
(5.5) 
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(5.6) 
Proof. This can be proven by straightforward calculation, using the 
factorization (5.1). W 
THEOREM 5.3. Let P satisfy ( a and (b) of Theorem 2.3. Let lZF be a ) 
compensator of the form (2.2). Then 
llC,,llm < 1 * IIGc,& < 1. 
Proof. Assume IlG,,, Plln: < 1, and consider the interconnection of ‘c and 
C, and of G, and C,: 
Let 0 # w ~_2$[0, t,]), let x be the corresponding state trajectory of C, and 
define wP := w - ETPx. Then clearly yP = y and therefore up = U. This 
implies that the equality (5.6) holds. Also, we clearly have 
Ilz,ll; - Ilw,ll; < (IIG,,, Ji - 1)llw,ll;. (5.7) 
Next, note that the ma 
F 
ping wP + wP - ETPx, defines a bounded operator 
from LZ$[O, t,]) to T2([0, t,]). Hence there exists a constant E_L > 0 (inde- 
pendent of w> such that ~llwll~ < Ilu;,ll~. Define 6 > 0 by 6” := 1 - 
IlG,,, Plli. Combining (5.6) and (5.7) then yields 
Obviously, this implies that llG,,ll 3c < 1 - 8’~ < 1. The proof that IIG,,I/-a < 1 
implies that llG3,,, Pllr, < 1 can be given in a similar way. W 
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We will now prove that condition (e) of Theorem 2.3 is satisfied when 
part (i) of Theorem 2.3 is satisfied. 
We know that Assumption 4.6 is satisfied for the original system 2. In our 
transformation from C to XP, (A, E, C,, Zll> is transformed into (A + 
EF, E, C, + D,F, Dl), where F := ETP. It can be easily checked that r(C) 
is invariant under such a feedback transformation. The structure of this 
transformation can also be used to show that all other assumptions in 
Assumption 4.6 are invariant under the transformation from C to 2,. This 
implies that C, satisfies Assumption 4.6. 
Assume we have a compensator C, such that after applying this feedback 
law to C the resulting closed-loop operator has _Ez([O, t,])-induced operator 
norm less than 1. Using Theorem 5.3 and after applying Lemma 4.7 we 
therefore know that there exists a matrix function Y such that 
G(y)(t) := 
-2 + A,Y + YAT, + EET + YC; pC,,pY YC,T, + EDT 
C,,,Y + DIET ZWT 
x(t) > 0 (5.8) 
for all t E [O, tr], Y(0) = 0, and 
rank, G(Y)(t) = rank,(,, 
SZ - Ap(t) -E(t) 
Cr. p(t) D,(t) 1 
- n = g, (5.9) 
for all t E [O, t,]. The last equality is a direct consequence of Lemma 3.9. By 
the dualized version of Corollary 3.8, we know that Y is unique on each 
interval [O, t2] (tz < t,). On the other hand, for any interval [O, tz] on which 
Z - P(t)Q(t) is invertible, we have 
i 
’ -oQp :i"((Z - QP)-I())(’ -opQ ;) = G(Q). 
Using this, we see that (I - QP)-‘Q satisfies c(<Z - QP)-lQ) > 0 as well 
as the rank condition rank, G((Z - QP)plQXt) = g, for all t. Therefore, 
on any such interval we find Y(t) = [I - Q(t>P(t)lp’Q(t). Clearly, since 
Q(0) = 0, there exists 0 < t, < t, such that Z - Q(t)P(t) is invertible on 
[O, tz>. Assume now that t, > 0 is the smallest number such that Z - 
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Q(t,)~(t,) is not invertible. Then on 10, t,) we have 
Q(t) = [I - Q(t) WI Y(t) 
and hence, by continuity, 
(5.10) 
There exists x f 0 such that zcT[Z - Q(t2)P(t,)] = 0. By (5.10) this yields 
xTQ(te> = 0, whence x = 0, which is a contradiction. We must conclude that 
I - Q(t)P(t) is invertible for all t E [0, tl] 
This proves the implication (i) * (ii) of Theorem 2.3. In the remaining 
sections we will prove the reverse implication. 
6. SOME FACTS ABOUT THE FINITE-HORIZON SINGULAR 
LQ PROBLEM 
In Section 7 we shall discuss some facts concerning the finite-horizon 
almost disturbance decoupling problem. Before we can do this we need some 
results on the finite-horizon LQ problem. This will be the subject of the 
present section. To a large extent this section is a recapitulation of known 
results [I, 31, but molded into the form in which we need it. 
Assume we have the following system 
%, : 
i 
i(t) =A(t)x(t) + B(t)u(t), X(0) 
z(t) =C(t)r(t)+D(t)u(t) 
together with the cost functional 
‘Y(X”,U> := [‘II z(t) II2 dt. 
X0> 
(6.1) 
(6.2) 
Assume all coefficient matrices are differentiable functions of t, and assume 
Assumption 3.4 is satisfied (where C, is replaced by C and D, by 0). 
Denote the strongly controllable subspace associated with the quadruple 
(A(t), B(t), C(t), D(t)> (which, by assumption, is independent of t) by 
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9’(Y,,,). Moreover denote ty W(X,,) the subspace 9’(Xlq) n C-‘(t)im D(t), 
which again by assumption is independent of t. 
For E > 0 consider the Riccati differential equation 
$ + ATP + PA + CTC - (PB + CTD)( DTD + &-I( BTP + DTC) = 0, 
qtl) = 0, 
(6.3) 
where of course all coefficient matrices depend on t. It is well known that 
(6.3) has a unique solution on [O, ti] which is positive semidefinite on [O, ti]. 
Denote this solution by P,(t). It is well known that for each r E [0, tl] 
xzP,( r) x0 = min ([Y %&) II2 + &W II2 dt} > (6.4) IA 
where z,, r. denotes the output of C,, with initial condition x(O) = x0 and 
input u. Define 
P”(T) := pp), TE [o,t,l. (6.5) 
Using the above definitions, we can derive the following important lemma. 
LEMMA 6.1. Fort E [O, tl] define 
I \ 
P^(t) +/t(ATP^++A+CTC)d~ /t(h3+CTD)d~ 
2,(t) := 
0 0 
/( t BTP^ + DTC) dT / tDTD do 
\ 0 0 / 
(6.6) 
Then Z,(t) is non&creasing on [O, tl] (i.e., Z,(t,> < Z,(t,) ift, < t3). 
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Proof. Since P, satisfies (6.3) we immediately obtain that for all E > 0 
i 
is+~TP,+P,A+CTC P,B+cTD 
BTP, + DTC D?‘D + ~1 
(7) 2 0 v-f E [o, tJ. 
(6.7) 
Define 
2,(t) := I P,(t) + /‘( ATP, -I- P, A + CTC) d7 0 /“(P, B + CTD) d7 0 
+ DTC) dr 
/ 
tDTD dr 
0 
(6.8) 
Using (6.7), we find that Z,(t) is nondecreasing on [0, t,]. The lemma then 
follows by applying the dominated-convergence theorem. 
We define 
LEMMA 6.2. For each T E [0, tl] and x,, ~3” we have 
limZ7( x0) =fi.( x0> 
610 
Moreover, 
> 
n 
(6.9) 
(6.10) 
Proof. Obviously x,(x,,) <x7(x0) for all E > 0. Let E~ > 0. Choose 
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u such that 
I”11 %, . (t> II2 dt e$.(xo) + ~1. 
T 
Using this we find 
jtl[ 11 z,,,,(t) 11’ +44t) II”] dte$.(xo) + ~1 + ~(%4t) II2 dt. 
7 7 
Taking E sufficiently small, this yields x7(x,,) <J$(x,) + 2.~7~. Since &i 
was arbitrary, we find (6.9). Using the definition of P, (6.10) is then an easy 
corollary. n 
We can now formulate and prove the result we will need in Section 7 
about the almost disturbance decoupling problem. 
THEOREM 6.3. Let Assumption 3.4 be satisfied. Then for all t E [O, tl] 
we have 
qXIs) c ker P^( t) 
Proof. The proof is strongly reminiscent of a part of the proof of Lemma 
3.7. It is however complicated by the fact that we do not know whether P^ is 
differentiable. Let F, be any matrix function satisfying Assumption 3.4(v). 
Then we have 
W(%J = *%,) f-7 ker[C(t) + D(t)Fo(t)l. 
Define the following subspace: 
@= n kerPl(t) 
tEIO,t,l 
We are going to show that 4 n fiC,,) satisfies the conditions of Lemma 3.5 
and hence 9 1 fiC,,), which is exactly what we have to prove. 
Recall that the dimension of ker D(t) is independent of t. Hence by 
Dolezal’s theorem there exists a differentiable time-varying basis of the input 
space such that in this new basis ker D is independent of t. We will use this 
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+ 
u 
V 
+ 
+ 
‘F4 
c 
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We know that M,(t) is nondecreasing by Lemma 6.1 (optimal costs are 
invariant under state feedback). Let sa Q si, sa, si E [0, ti] be arbitrary. We 
have M,(s,) - M,(Q) > 0. Hence 
keriIlp^(7)B(r) d TC ker/“DT(r)D(r) dT= kerD(O), (6.11) 
so 
since, in our new basis ?f the input space, ker D(t) is independent of t. It can 
be easily proven that P is a continuous function of t by using the fact that 
the optimal cost is a continuous funciion of the initial time. Since (6.11) is 
true for all so, si E [0, tl] and since P and B are continuous functions of t, 
we find ker P(t) c B(t) ker D(j). Hence, since by assumption B(t) ker D(t) 
is independent of t, we @id 9 c B(t)ker D(t) for all t E [O, t,I. 
Next we show that 9 n 9(X,,) satisfies the second condition of Lemma 
3.5. We shall prove that for any t E [0, tl] 
P(t) + WF,(~)l[ 4 n w&J] c@ n Y&J. (6.12) 
Let x E& n ~(2~~). We know that w(Ct,) c ker[C(t) + D(t)F,(t)l. 
Hence for all s,, < si, so, si E [O, tl], 
(XT O)[Mo(%) - Mo(so)l(;) = 0. 
Therefore 
[M,(s,.) - M,(s,)](;) = /"i(A + BF,)xdT= 0 
so 
for all so =G si, so> si E [0, ti]. Since all matrix functions are continuous, we 
find [A(t) + B(t)F,(t)]r E ker s(t) for all t E [O, tl]. Since by Assumption 
3.4(v) [A(t) + B(t)F,(t)]x is independent of t, and since 9(X,,) satisfies the 
conditions of Lemma 3.5,, we thus findj6.12). By Lemma 3.5 we may then 
conclude that 9(X1,) ~9 n 3’C$‘lq) ~9. n 
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COROLLARY 6.4. Define the system 
i 
.;(t) = A(t)r(t) + B(t)u(t) + E(t)w(t), 
C& : (6.13) 
z(t) = C(t)x(t) + D(t)u(t) 
and assume A, B, C, and D satisfy Assumption 3.4 (with C = C, and 
D = De). Assume that Y(C,,) =9”. For all E > 0 define 
F,(t) := [D’(t)D(t) + dpl[BT(t)P,(t) + D’(t)C(t)] 
Denote the closed-loop operator from w to z after applying the feedback 
u(t) = F,(t)&) by GE+ and let IIG,,,,IIz denote its p2([0, t,])-induced 
operator nom. Then we have lIG,,,,llm + 0 as E J 0. 
Proof. Since flXIq) =9”, we know that $7) = 0 for all r E [O, tl]. 
Therefore by Lemma 6.2 we know that x;fP,(r)x, + 0 as E J,O for all T and 
x,,. Define K,(t, T) := [C(t) + D(t)F,(t)]Qc,(t, T), where Qc,(t, 7) denotes 
the closed-loop transition matrix after applying the feedback law u = F,x. 
For initial state X(T) = xg and disturbance 0 together with the feedback 
u = F, x, the resulting output of the system is then given by y(t) = K,(t, 7)x0 
(t E [T, t,]). Since x~P,(T)x~ + 0 as E JO and since the optimal feedback at 
time t is independent of the initial time 7 of this optimization, we now that 
for all T E [0, t 1] 
/ 
k,7.(t, T)K,(t, T) dt + 0 
7 
as E 40. This implies that 
(6.14) 
Here 11 M 11 denotes the largest singular value of the matrix M. Now we let w 
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be any disturbance and let x(O) = 0. In that case the output is given by 
z(t) = pc,(t, T)W(T) dT. 
Hence, using the Cauchy-Schwarz inequality, we find 
(6.15) 
= /r’/t’ll K,(t, T) 11’ dtdT. Ilwll;. 
0 7 
Using (6.14) and the dominated-convergence theorem, we find that 
as E J,O. Hence by (6.15) the 2Z2([0, tr])-’ d m uced operator norm converges to 
zero as E J, 0. n 
7. THE ALMOST DISTURBANCE DECOUPLING PROBLEM 
WITH STATE FEEDBACK 
Assume we have the following system 
%, : 
i(t) = A(t)x(t) + B(t)u + E(t)w(t), 
z(t) = C(t)x(t) + D(t)u. (7.1) 
Given a state feedback control law u(t) = F(t)x(t), let G, denote the 
closed-loop operator from w to z obtained by applying this control law to 
Xlq. The following lemma gives sufficient conditions such that llGF lloj can be 
made arbitrarily small, i.e., such that &q is almost disturbance decouplable 
by state feedback. 
THEOREM 7.1. Assume A, B, C, D are difirentiable functions oft satis- 
fying Assumption 3.4 (with C, replaced by C and D, by D). Moreover, 
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assume 
rankq,, 
sl - A(t) -R(t) 
c(t) D(t) 
= n + rank,( C( t) D(t)) 
Vt E [0, tr]. (7.2) 
Then for all E > 0, there exists a diflerentiable matrix function F such that 
IlGFllm < e. 
Proof. We apply the decomposition of Section 3 where C, is equal to C 
and D, is equal to D. Decompose w correspondingly in wr, w2, and wa. By 
Lemma 3.6, the quadruple given by (3.9) is strongly controllable for each 
fixed t, and C,, is injective for all t E [O, tl]. The assumption (7.2) can be 
rewritten in these new bases. Applying Lemma 3.3 to the quadruple (3.9) we 
find, for each fned t E [0, tl], 
r=k%y,, 
SZ - Al,(t) -43(t) 
c,,(t) G,,(t) 
= dirnzr + rank,(C,,(t) C,,(t)) 
(7.3) 
for all t E [0, tl]. Therefore by [9] we have 
% = y( A,,(t) > Adt) > C,,(t) 1 Cm(t)) 
for all t E ~9, tr]. Since C,,(t) is injective for all t E [Q tlIT we have 
9(A,,(t), A,,(t), C,,(t), C,,(t)) = IO] and hence 
q = z”(A,,(t)a A13(t),C21(t)lC23(t)). 
By Definition 4.4 this implies that for each t E [0, tl] there exists an R such 
that 
C,,(t) + C,s(t)Nt) = 0. (7.4) 
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We take a particular choice for R: 
151 
R(t) := - [G(w23wl -1Gw21G) (7.5) 
for all t E [O, tr 1. Note that if there exists at least one R satisfying (7.41, then 
R given by (7.5) will also satisfy (7.4). Since C,, and C,, are differentiable 
functions of t, R is also differentiable. Define 
for all t E [0, tl]. After applying the preliminary feedback u = Fax + 
(VT II,‘)’ we can rewrite the system equations (6.1) as 
x1 = &Pl + (0 43) ;; + B,,u, ( 1 
2= 
where 
A,, := A,, + A,,R, 
Aal := A,, + A,,R, 
/izl := A,, + A,,R - Ii - R( A,, + A,,R), 
A,, := A,, - R-A,37 
%1 := B,, - RR,,, 
i3 := E, -RE,, 
Recall that, by Assumption 3.4, A,, and A,, are independent of t. It will be 
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convenient to use the following notation: 
B(t) := 
&2(t) l I 42(t) ’ 
C(t) := (0 Z), 
E(t) := 0, 
where E = dim SC, ). 
I? 
Since the quadruple (3.9) is strongly controllable for 
each fixed t, it can e easily shown using Lemma 3.3 that the quadruple 
(K(t), B(t), i?(t), i?(t)) is strongly controllable for each fmed t. Therefore 
for all t E [0, tl] we have 
Y@(t), E(t),C(t), E(t)) =9”. (7.6) 
Moreover we have: 
(i) B(t) ker E(t) = B(t) ker D(t) is independent of t. 
= dim B(t) ker D(t) is independent of t. 
(iii) fix(t), B(t), C(t), D(t)) n CP’(t)im D(t) =9” n ker(O I) is in- 
dependent of t. 
(iv) F,, := 0 is such that 
-- 
D[C(t) + B(t)Fo] = 0 and [z(t) + s(t)Fo]lkerco I) 
is independent of t. 
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We can rewrite the system equations in the following form: 
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(7.7) 
q3 = qJ + i%,, 
combined with the system 
Hence we can apply the results of Section 6. By (7.6) and Corollary 6.4 we 
know that for each 6 > 0 there exists differentiable matrix functions F2, Fs 
such that by setting 
we have 
q = 0, 
% = F?.xz + F3q3 
llqJ2 < +4z + Ilx,llz). 
Now, choose E > 0. We know ll.z211~ G M211q3112, with M := llC2311 > 0. By 
(7.8) there exist M,, M, > 0 such that 
Ilx~ll~ G M,llq,llz + Mzll4. (7.9) 
Choose vi = 0 and v2 = F, x2 + F3q3 such that 
6 
llqJ* G 
M+MM,+EM~ 
(IIxJ2 + II&). (7.10) 
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Using (7.9) and (7.10) it can be shown that 
11~11s = llzzll < ~llq,llz < EIId2. 
Since E > 0 was arbitrary, the proof is complete. 
8. THE TRANSFORMATION INTO AN ALMOST DISTURBANCE 
DECOUPLING PROBLEM 
In the present section we will give a proof of the implication (ii) * (i) of 
Theorem 2.1. As in the previous sections, we set Y = 1. The main idea is as 
follows: starting from the original system 2, for which there exist P and Q 
satisfying (a)-(e) of Th eorem 2.3, we shall define a new system C,, o which 
has the following important properties: 
(i) Let Zr be any compensator. The closed-loop operator G,, of the 
interconnection 2 X C, satisfies llG,,llm < 1 if and only if the closed-loop 
operator G,,, p,Q of C,,, X C, satisfies IIG,,, p,Qllco < 1. 
(ii) The system 2, o is almost disturbance decouplable by dynamic 
measurement feedback, i.e., for all E > 0 there exists a compensator Zr such 
that the resulting closed-loop operator G,,, r, o satisfies llGc,, p, oil” < E. 
Property (i) states that a compensator “works” for C if and only if the same 
compensator “works” for Zp, o. On the other hand, property (ii> states that, 
indeed, there exists a compensator C, that “works” for C,, o: take any E < 1, 
and take a compensator C, such that the resulting closed-loop operator 
G cl, P,Q satisfies IlG,,, p, o llm < E. Then by property (i) the closed-loop operator 
G,, after applying the feedback ZF to the original system C satisfies IIG,lll < 1. 
This would clearly establish a proof of the implication (ii) = (i) in Theorem 
2.3. 
We shall now describe how the new system Zp,o is defined. Assume 
there exists P and Q satisfying (a>-(e) of Theorem 2.3. Apply Lemma 5.1 tb 
obtain a differentiable factorization of F(P), and let the system C, be 
defined by (5.4). Next, consider fhe dual quadratic-differential inequality 
associated with the system Zp: G(Y) > 0, where G is defined by (5.81, 
together with the conditions Y(0) = 0 and the rank condition (5.9). As was 
already noted in the previous section, conditions (a)-(e) of Theorem 2.3 
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assure that there exists a unique solution Y on [0, ti]. [In fact, Y = (I - 
QP>-‘Q.] Th ere ore f the dualized version of Lemma 5.1 guarantees the 
existence of a differentiable factorization: 
(8.1) 
with E, Q and Dpx, differentiable on [0, tl]. Denote 
Ap,&) := b(t) + W)C~&)C~,&)~ 
Then, introduce the new system z,,, by 
Again 2, is a time-varying system with differentiable coefficient matrices. 
We note t at ZP ?I .g is obtained by first transforming 2 into C, and subse- 
quently applying t e dual of this transformation to 2,. We will now first 
show that property (i) holds. If JSF is a dynamic compensator, let G,., P, o 
denote the closed-loop operator from wP, o to zP, o in the interconnection of 
ZP,o with C,: 
z W 
c $4 Y U % 
z 
PPQ wP,Q 
c P,Q $3 YP,Q uP,Q CF 
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Recall that G,, denotes the closed-loop operator from w to z in the 
interconnection of 2 and Cr. We have the following: 
THEOREM 8.1. Let XF be a compensator of the form (2.2). Then %e have 
Proof. Assume 2 F yields lIGC,lIJ; < 1. By Theorem 5.3, then also 
IlG,,, pllr < 1, ix,. 2, interconnected with C, [given by (5.4)I also yields a 
closed-loop operator with norm less than 1. By Lemma 4.3 the dual compen- 
sator Z, [given by (4.10)], interconnected with the dual of C,, 
I 
io(t) =A’#, - t> xo(t> t-c:: p(t, - t)u,(t) + C&G, - t)w,(t)> 
x, : !/o(t) = BT(h - t)x,(t) +@.& - t)w,(t), 
+(t> =-ET@, - t>xo(t)+ o:(t, - t)u,,(t) > 
(8.3) 
yields a closed-loop operator GA, P (from wo to z,) with IlGA,, PJlx < 1. Now, 
the quadratic differential inequality associated with 2; is the transposed, 
time-revezsed version of the inequality &Y ) > 0 and therefore has a unique 
solution Y(t) := Y(t, - t) such that ?(t,) = 0 and the corresponding rank 
condition (5.9) holds. By applying Theorem 5.3 to the system cl,, we may 
then conclude that the interconnection of Ck with the dual cl,,, of C,, o 
yields a closed-loop operator with norm less than 1. Again by dualization we 
then conclude IlG,.,, p, v llm < 1. The converse implication is proven analo- 
gously. n 
Property (ii) is stated formally in the following theorem: 
THEOREM 8.2. For all E > 0 there exists a compensator XF of the form 
(2.2) such that the re.sulting closed-loop operutor G,,, p, o satisfies l[G,,. p, 911m 
< E. 
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proof. For the system IZP, o for each fixed t E [O, t, we have 
= ranks{,, 
SZ - AP(t) -B(t) 
C,, p(t) D,, p(t) 
= ranks,,, 
sZ - A(t) --B(t) 
C,(t) G(t) 
= rank,, F(P)(t) + n 
(8.4) 
= rank9 (Cs. P(t) 6, p(t) ) + n. 
The first equality follows by adding, in the matrix on the left, YC,, P times the 
second row to the first row. The second equality follows from Lemma 3.9. 
The third equality is condition (b) of Theorem 2.3, and finally, the fourth 
equality follows directly from Lemma 5.1. 
We also have for each fured t E [0, tl] 
rank,(,, 
l 
sz - A,, p(t) -%, p(t) 
CL P(t) DP, p(t) 
- rank,(,) 
i 
sZ - AP( t) -E(t) 
c2, p(t) Q(t) 
= rank, G(Y)(t) + n 
= ranks 
(8.5) 
The first equality is implied by the dualized version of Lemma 3.9. The 
second equality is obtained from (5.9). The last equality then follows from 
(8.1). 
By Equation (8.4) and Theorem 7.1 we know that for each E > 0 there 
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exists a differentiable matrix function F such that the time-varying system 
i 
i1 = ( A,,Q + B,,P)q + w, 
L. 1 : (8.6) 
2 = CC,, p + *,, PF) XI 
defines an operator G,,, I (from w to z) with &_([O, t,])-induced operator 
norm less than E, i.e., ]/GCI,l]]m < E. By dualizing Theorem 7.1 we know that 
Equation (8.5) g uarantees that for all E > 0 there exists a differentiable 
function G such that the system 
i 
x2 =(AF,Q + GC,,F)~,+(BF,~ + G*F& 
c cl,2 : (8.7) 
Y= x2 
defines an operator G,,,, (from u to y> with .LZ2([0, t,I)-induced operator 
norm less than E, i.e. IIGCl,,llm < 6. 
With each matrix function M we associate the multiplication operator A, 
which is defined by 
(h,x)(t) := M(t)x(t). 
It can be easily checked that the P2([0, t,I)-induced operator norm of A, is 
given by 
where ]]Rl] denotes the largest singular value of the matrix R. 
Let E > 0 be given. We will construct a controller C, which makes the 
P2([0, t,])-induced operator norm of the closed-loop operator G,,, P, o less 
than E. First choose F such that the norm of G,,,, satisfies 
IIG,,,lllm < & 
3llAsL + 1 
(8.8) 
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Next choose a G such that the norm of G,,,, satisfies 
2E 
“Gc’d’m < 311G,,, IllmllABp,Q Fllrn + 311~,& + 1 . 
(8.9) 
The existence of such F and G is guaranteed by the above. 
We then apply the following controller to C,, o: 
6 =AP,~P+BP Q"P Q + G(C,,PP - YP.Q)> > . 
SF : (8.10) 
uP,Q = FP 
The resulting closed-loop operator G,,, p, Q then satisfies 
By the inequalities (8.8) and (8.9), Equation (8.11) implies that 
Since 6 was arbitrary, this completes the proof. 
REMARK. For time-invariant systems sufficient conditions under which 
the system is almost disturbance decouplable by measurement feedback are 
already known 1231. These conditions are simply our equalities (8.4) and (8.5). 
For time-varying systems the surprising fact is that when these equalities are 
satisfied for all t then the almost disturbance decoupling problem with 
measurement feedback is solvable. This was proven in Section 7 using results 
from LQ theory which were given in Section 6. 
Theorem 8.1 and Theorem 8.2 together give the implication (ii) = (i) of 
Theorem 2.3. 
9. CONCLUSION 
In this paper we have studied the finite-horizon H, control problem for 
time-varying systems. Although the techniques we used were not able to 
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tackle this problem in its full generality, still results on two important cases 
follow from our main results: the time-invariant case and the regular case. 
Our result solves the singular H, control problem over a finite horizon for 
time-invariant singular systems (which was an open problem). To prove this 
result we needed the results for time-varying systems satisfying these strong 
assumptions, since our system transformations make the resulting systems 
time-varying. As for the singular, finite-horizon linear quadratic control 
problem discussed in [I] (which uses similar techniques), we need very strong 
assumptions on the singular part of the system to solve the problem for 
time-varying systems. Although our assumptions are weaker than the assump- 
tions in [l], they are clearly not very satisfying. One reason for the fact that 
our techniques failed to solve the general problem formulation is, in our 
opinion, that the concept of strongly controllable subspace does not really 
have a system-theoretic interpretation for general time-varying systems. One 
possibility to circumvent this problem would be to generalize the notion of 
strongly controllable subspace in a context of time-varying systems, in such a 
way that it does have an intuitive interpretation. However, at this moment it 
is not clear how to do this. 
For time-invariant systems an interesting problem for future research 
would be to investigate what happens if the length t, of the horizon [O, tl] 
runs off to infinity. 
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