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Abstract
We consider the rotational dynamics in an ensemble of identical globally coupled pendulums. This
model is essentially a generalization of the standard Kuramoto model, which takes into account the
inertia and the intrinsic nonlinearity of the community elements. There exist the wide variety of in-
phase and out-of-phase regimes. Many of these states appear due to instability of in-phase rotational
mode that leads to partially broken symmetry in the considered model. Our theoretical analysis
allows one to find the boundaries of the instability domain for ensembles with arbitrary number
of pendulums. In the case of three elements, for system control parameter sets corresponding
to the unstable in-phase rotations we numerically find a number of out-of-phase rotation modes
and study in detail their stability and bifurcations. We demonstrate that chaotic behavior arises
throw the cascade period doubling bifurcations and torus destruction. As a result, we obtain a
sufficiently detailed picture of the symmetry breaking and existence of various regular and chaotic
states in an ensemble of identical globally coupled pendulums. In particular, we show that the
family of symmetry-broken states includes chimera attractors. In these regimes, one part of the
oscillators moving irregularly is synchronized, and the other pendulums rotate separately. We
directly demonstrate the example of chimera states in the system under discussion for the cases of
three and four number of elements.
PACS numbers: 05.45.Xt, 45.20.dc
I. INTRODUCTION
The study of collective dynamics in networks of cou-
pled oscillatory elements is one of the most attracting top-
ics in modern nonlinear dynamics. It is important both
for theoretical and practical points of view. A general
phenomenon of collective behavior is synchronization [1–
6]. Synchronization is usually understood as a process
of achieving the collective rhythm of functioning by cou-
pled objects of different nature. Synchronization of two or
three elements is possible, as well as of ensembles consist-
ing of hundreds and thousands of elements [1–6]. Even
a weak attracting coupling can adjust phases and fre-
quencies of oscillators, and they can synchronize. Now
three types of synchronization in homogeneous networks
are known: full (or global) synchronization, partial (or
cluster) synchronization and chimera states.
The system of coupled pendulums is one of the widely
used models in multiple fields of science and technology.
Despite the simplicity of this model, it adequately de-
scribes not only mechanical objects [7], but also various
processes that occur in semiconductor structures [8]. This
model is often considered as the basis for the theoretical
studies of coupled Josephson junctions [1, 8]. Hence, it is
very important to investigate the behavior of this system.
Cluster and chimera states in ensembles of coupled
elements are of special interest for an investigation of the
synchronization and symmetry breaking phenomena [10–
15]. The first type states consist of two or more groups in
which an individual oscillators behave identically. These
states have been well known for many years, but have still
attracted great attention of investigators across different
fields of science and engineering [10, 11]. In recent years,
the chimera states in the ensembles of identical elements
are also the ones of the most actively studied effects
in the contemporary nonlinear dynamics [12–15]. The
given chimera states are characterized by simultaneous
coexistence of synchronous and asynchronous groups of
oscillators. The surprising property of chimera is the
breaking of symmetry: although a homogeneous fully
symmetric synchronous state exists, yet another nontriv-
ial state combining synchrony and asynchrony is possible
and can even be stable. At present, both theoretical and
experimental investigations of chimeras in the nonlinear
oscillator media of various nature are actively studied.
Many references to particular experimental and theoret-
ical studies can be found in the recent reviews [12–15].
A significant progress in theoretical studies of chimera
states has been achieved by virtue of a formulation of the
dynamics in terms of a local coarse-grained complex order
parameter [12–15]. Such reformulation indeed allows one
to reduce the problem to that of evolution of a complex
field. For this complex field, the setup becomes similar to
pattern formation problems for nonlinear partially differ-
ential equations (e.g., [16–18] and references therein).
Nowadays, chimera states have been also observed in
the opposite case of small ensembles, e.g., in systems of
just four units, in which two oscillators are synchronized
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2and two are desynchronized [19–23]. In the article [19],
it is reported about weak chimeras in systems of phase
oscillators. These states are characterized by different
mean frequencies of the synchronized and desynchronized
parts of ensemble. In the paper [24], it is clearly shown
that the definition of weak chimeras is related to symme-
try breaking. Different kinds of chaotic attractors with
partially broken symmetry have been investigated there
beyond phase oscillator systems. The authors of the arti-
cle [25] have described regular and chaotic chimera states
in the system of three coupled phase oscillators with iner-
tia. These states have been detected in experiments with
mechanical systems [26, 27].
In this paper we consider features found in rotational
dynamics of ensemble of globally coupled pendulums.
Note that one can interpret our basic model as a gen-
eralization of the standard Kuramoto model, which takes
into account the inertia and the intrinsic nonlinearity of
the elements of the discussed population. The influence
of the first type effects have been intensevely studied in
recent years (e.g., see [28–30]). Actually, the modifica-
tions of the second type have been also considered in the
literature [31–33]. In this work, we assume, that both ef-
fects are present and play an important role. Hence, the
Kuramoto model describing the evolution of a group of
phase oscillators with global coupling transforms to the
system, consisting of a number of pendulums with mean-
field interaction. We are interested in in-phase rotations
and nontrivial out-of-phase ones. In the present article,
we restrict ourselves to considering ensembles with a small
number N of elements and focus on all the possible limit
motions of the system.
This paper is organized as follows. In Section IIA,
we describe the model, state the problem and report on
the numerically observed effect: in-phase periodic mo-
tion instability. In Section II B, using the assumption
of small dissipation we developed an asymptotic theory,
which explains instability of the in-phase periodic motion
(essentially presented limit cycle on the cylinder) of the
pendulums. Here we also find analytical expression for
the boundaries of the in-phase limit rotation mode insta-
bility interval regarding the coupling strength. During
the nonlinear stage of this instability a periodic out-of-
phase rotation emerges, in particular, a chimera state for
which the phases of some pendulums coincide, while the
phases of the other pendulums differ from the rest. In
Section III numerical results that confirm our theoreti-
cal findings are presented. In particular, in Section III B,
bifurcations that lead to the appearance and disappear-
ance of the out-of-phase limit rotation modes are ana-
lyzed. Bistability of the in-phase and out-of-phase limit
periodic modes is established for the system under study.
In Section III C, scenario of chaotic rotational dynamics
emergence is described, including chaotic chimera states.
In Section IIID, examples of out-of-phase regimes (first
of all, in the form of chimera states), existing in system of
four pendulums, are considered. A summary of the main
results can be found in Conclusion. In A, the details of the
analyses of linear stability of out-of-phase rotation modes
within the framework of the considered model are pre-
sented. In B, we briefly describe the numerical methods
used for calculating any possible periodic modes.
II. NATURE OF SYMMETRY BREAKING IN A
SYSTEM OF COUPLED PENDULUMS
A. Model and its in-phase rotation mode
We study the rotational dynamics of an ensemble of
N globally coupled identical pendulums (index n). The
setup we employ can be considered as a generalization of
the standard Kuramoto model, which takes into account
the inertia and the intrinsic nonlinearity of the structural
elements. In this case, the evolution of the generalized co-
ordinate ϕn(t) of the n-th unit belonging to such a com-
munity is given by
ϕ¨n + λϕ˙n + sinϕn = γ +
K
N
N∑
n˜=1
sin (ϕn˜ − ϕn) , (1)
where λ is the damping coefficient responsible for all the
dissipative processes in the system, γ is a constant exter-
nal force identical for all pendulums, K characterizes the
strength of global coupling between the oscillators in the
discussed group.
When at any given time t coordinates ϕn(t) (n =
1, . . . , N) coincide, the system demonstrates in-phase dy-
namics, i.e. ϕ1 (t) = · · · = ϕN (t) = φ (t). In this regime
all pendulums move synchronously and their dynamics is
described by the following single equation:
φ¨+ λφ˙+ sinφ = γ, (2)
which essentially represent a nonlinear damped pendulum
equation with a constant external force. The dynamical
behaviour, all possible equilibrium states and limit mo-
tions of a particle that is governed by Eq. (2) have been
well studied and thoroughly analysed in many publica-
tions (e.g., see [34–37] for details). Based on the previous
results, here we briefly outline the main specific features
of the model (2), that make the formulation of the prob-
lem investigated in the presented paper clear and acces-
sible to the broad readership. The parameter plane λ, γ
is divided into three domains [35–38], which correspond
to different structurally stable cylindrical phase spaces of
the system (2). For λ, γ from the first domain, only two
steady states, namely, a saddle and a focus (node), exist in
the phase space of the corresponding pendulum. When λ,
γ are from the second domain in addition to these steady
states, there is also a stable 2pi-periodic in φ limit cycle.
Noteworthy, in this case, the attraction region of a focus
(node) is small enough and is delimited by separatrices
of a saddle. For λ, γ from the third domain, equilibrium
states disappear from the system, and there remains only
an attractive rotation mode. The third domain is sepa-
rated from the others by the straight line γ = 1 in the
parameter plane λ, γ. In turn, the first and second do-
mains are separated by the so-called Tricomi bifurcations
curve [35–38].
3In the case of small dissipation (i.e. when λ  γ),
it is possible to analytically describe a rotational limit
motion of one pendulum, using an asymptotic approach
based on, e.g. the Lindstedt-Poincare´ method [41]. In-
troducing a formal small parameter ε proportional to
the damping coefficient λ, we write a series expansion
in ε: φ(τ) = τ + ε0φ0(τ) + ε1φ1(τ) + . . . . Here τ is
a new time variable associated with t by a linear rela-
tion t = (ε0ω0 + ε1ω1 + . . . )τ , the constant values ωj
(j = 0, 1, . . . ) represent the parameters of this solution,
and φj(τ) (j = 0, 1, . . . ) are bounded periodic functions
of τ . Substituting the asymptotic (with respect to ε) ex-
pansion to Eq. (2), expanding both sides in powers of ε,
equating the coefficients of the same powers of ε and de-
termining ωj (j = 0, 1, . . . ) from the condition of absence
of secular terms, we obtain an approximation for limit
rotation solution of the system (2):
φ(τ)=τ+
λ2
γ2
sin τ+o
(
ε4
)
, τ=
(
γ
λ
− λ
3
2γ3
+o
(
ε7
))
t. (3)
Below we are interested in rotational dynamics of pen-
dulums ensemble, described by Eq. (1). It is obvious that
the multiple unit system (1) has a symmetric in-phase
rotation regime ϕ1(t) = . . . = ϕN (t) = φ(t). We denote
such a regime as (N : 0). According to our numerical sim-
ulations directly in the framework of the basic model (1),
the in-phase rotation mode is stable in the wide range of
the parameters λ, γ and K. However, for certain values
of λ, γ and K the system (1) demonstrates non-trivial
behaviour: the instability of in-phase rotation limit mo-
tion is developed and, as a result, one of a variety of
out-of-phase states appears, that leads to partially broken
symmetry in the considered ensemble of globally coupled
pendulums. It is worth mentioning that similar in nature
effect takes place for the system of only two elements [39].
This effect is also observed in the case of a small chain of
nearest-neighbour interacting identical pendulums [40].
B. Self-induced parametric instability as a
mechanism of emergence of symmetry broken states
Before proceeding to a detail description of the va-
riety of out-of-phase rotation modes observed in direct
numerical simulations within the model (1), we propose
an analytical approach, which permits one to explain an
instability of periodic limit cycles existing in the system
of globally coupled pendulums. As a starting point, we
consider a possibility of developing of such an instability
process for the in-phase state discussed above. This
allows us to demonstrate the basic idea of our theoretical
analysis while avoiding cumbersome calculations. Then,
we make remarks on the generalization of this asymp-
totic procedure to the case of out-of-phase rotations
modes. Note, that the specific examples with detailed
calculations are given in A. As a result, we conclude on
the physical mechanism leading to the development of
instability of rotation states in the model (1).
Let us find the stability conditions for the in-phase ro-
tational mode. First linearize the system (1) around φ(t),
then ϕn(t) = φ(t) + δϕn(t). Next we get the correspond-
ing equations for variations δϕn(t):
δϕ¨n + λδϕ˙n + cosφ(t)δϕn =
K
N
N∑
n˜=1
(δϕn˜ − δϕn). (4)
To continue with Eqs. (4), we introduce new variables
η =
1
N
N∑
n˜=1
δϕn˜,
ξn = δϕn+1 − δϕn, n = 1, . . . , N − 1,
(5)
for which Eqs. (4), corresponding to the in-phase T-
periodic rotational cycle of the system (1), take the fol-
lowing form
η¨ + λη˙ + cosφ(t)η = 0, (6)
ξ¨n + λξ˙n + (K + cosφ(t))ξn = 0,
n = 1, . . . , N − 1. (7)
Using the Floquet theory, we can show that the multipli-
ers of Eq. (6) are equal to 1 and e−λT . Therefore η mode is
always stable, so instability in the system can arise only
due to the excitation of modes ξn (n = 1, . . . , N − 1).
Eq. (7) belongs to the Mathieu-type equation. Hence,
the parametric instability effects can be observed for some
values of the parameter K depending on λ and γ [39]. To
find the boundaries of the instability domain of the in-
phase rotation mode, we determine the coupling parame-
ter K values for which the Eq. (7) admits a solution with
2T period or, equivalently, with ω/2 frequency. Passing
to a dimensionless time t = ωτ and introducing formal
smallness parameter ε, we reduce the system (7) to the
following form
ξ¨n + ελωξ˙n + ω
2 [K + cos(φ(τ))] ξn = 0,
n = 1, . . . , N − 1. (8)
Using some aspects of perturbation theory, taking result
(3) and searching for a solution of Eq. (8) with ω/2 fre-
quency, we get boundaries K1,2 for the instability domain
K1,2 =
1
4
[
γ2
λ2
∓ 2
√
1− γ2 + 1
2
λ2
γ2
]
+O(ε4). (9)
It is remarkable that when the critical values of K1,2 are
reached, the instability of the ξn, n = 1, . . . , N − 1 modes
simultaneously develops. Thus, in the system of globally
coupled pendulums (1) exists only one instability region
of the in-phase rotational motion φ(t), which boundaries
K1 and K2 are determined by the expression (9).
Fig. 1 shows the width K2 −K1 of in-phase mode in-
stability region. It is well seen from the map, that in the
case of small values of parameter λ, the instability region
arises when γ ≈ 1.0. At large values of λ instability re-
gion exists at γ > 1. Reaching the Tricomi curve, the
in-phase periodic mode disappears due to saddle separa-
trix loop bifurcation. The instability region width here
takes nonzero values.
4FIG. 1. In-phase synchronous mode instability region width
map K2 −K1 of the (λ, γ) parameter plane. The black curve
is the Tricomi bifurcation curve, i.e. boundary of the in-phase
rotational mode existence region. For region L1 in-phase ro-
tation is stable with any K. In region L2 in-phase rotation
does not exist. In-phase rotation in region L3 is unstable for
K1 < K < K2.
Let us consider the case N = 3 and determine the type
of regimes that arise when the in-phase rotational mode
becomes unstable. Using inverse of (5) we obtain
δϕ1 = (3η − 2ξ1 − ξ2)/3,
δϕ2 = (3η + ξ1 − ξ2)/3,
δϕ3 = (3η + ξ1 + 2ξ2)/3.
(10)
So, excitation of modes ξ1 and ξ2 in the cases: (a) ξ1 = 0,
ξ2 6= 0; (b) ξ1 6= 0, ξ2 = 0; (c) ξ1 6= 0, ξ2 6= 0, ξ1 + ξ2 =
0 correspond to the regime ϕn1(t) = ϕn2(t) 6= ϕn3(t),
when two oscillators form a synchronous cluster and the
third one rotates with some delay. Such regimes will be
denoted as (2:1), such behavior of the system is indicated
to chimera-like dynamics. Using the Lindstedt-Poincare´
method for it can be shown that this regime is unstable
for K < K(2:1)c and stable for K > K
(2:1)
c , where
K(2:1)c =
γ2
4λ2
+
√
1− γ2
3
+O(λ) (11)
(see A). Excitation of η1 and η2 modes in case ξ1 6= 0,
ξ2 6= 0, ξ1 +ξ2 6= 0 correspond to the regime with pairwise
different phases of oscillators ϕ1(t) 6= ϕ2(t) 6= ϕ3(t). We
shall denote such regimes as (1:1:1). It can similarly be
shown that (1:1:1) regime is stable for K < K(1:1:1)c and
unstable for K > K(1:1:1)c , where
K(1:1:1)c =
γ2
4λ2
+
√
1− γ2
3
+O(λ) (12)
(see A).
Thus, for certain values of the coupling strength K the
synchronous in-phase rotational mode in the ensemble of
three coupled pendulums becomes parametrically unsta-
ble and, depending on the initial conditions, regimes (2:1)
or (1:1:1) can be realized.
III. OUT-OF-PHASE SYMMETRY-BROKEN
ROTATIONAL STATES
A. Numerical setup
In this section, we present the results of the detailed nu-
merical simulations which are performed directly within
the framework of the discussed model (1) for a wide
range of the parameters λ, γ and K in the case N = 3.
First of all, we consider in detail the development of the
self-induced parametric instability of the in-phase syn-
chronous regime and focus our attention on the nonlinear
stage of this process and the resulting movements that
can be set over long time. Our numerical calculations em-
ployed a commonly used fifth-order Runge-Kutta scheme
(with fixed time step dt = 0.001) to integrate system (1).
The theoretical analysis above allows us to describe the
initial stage of the discussed instability of the synchronous
rotation mode. One also can find all intervals of values
of the coupling coefficient K, for which the development
of the set-induced parametric instability is possible, and
estimate the boundaries of these ranges with rather good
accuracy. The direct numerical simulations of an initial
value problem for the dynamical system (1) give us gen-
eral ideas about the evolution in time of the ensemble of
coupled pendulum and the nonlinear stage of the devel-
oped instability. In order to connect and complete these
two pictures, we also identify periodic rotations and ex-
plore their parametric continuation within the framework
of the model (1). To this end, taking into account that
the ϕn (t) is determined in the range from −pi to pi and
using the property of closure of the considered trajecto-
ries in the phase space {ϕn (t) , ϕ˙n (t)}, we construct the
Poincare´ map and employ the Newton-Raphson algorithm
to find a fixed point there and a period T of motion along
a corresponding trajectory for each given set of parame-
ters λ, γ and K [43]. The main ideas of this method are
discussed in B. As a result, we can identify both stable
and unstable limit cycles in our system and study in de-
tail their bifurcations and a process of transition to chaos.
This is one of the main goals of the paper.
The linear stability of the ensuing periodic solutions
is investigated by means of a Floquet analysis, chiefly
relying on numerical calculations (see, e.g., [43] and B
bellow for details). To this end, we add a small pertur-
bation to the periodic motion. Stability analysis is per-
formed by diagonalizing the monodromy matrix (Floquet
operator) M̂, which relates the perturbation at t = 0 to
that at t = T , and studying eigenvalues in the Floquet-
Bloch spectra of the time-periodic linearization operators.
The linear stability of limit cycles requires that the mon-
odromy eigenvalues (Floquet multipliers) must be inside
(or at) the unit circle [43].
As a characteristic of the degree of synchronization,
we consider the value Ξ, which is the frequency lag of
pendulums:
Ξ =
1
3
∑
1≤n1<n2≤3
max
0<t<T
|ϕ˙n1(t)− ϕ˙n2(t)|, (13)
5where T is the period of rotational mode. It follows from
the definition (13) that Ξ takes non-negative values, and
Ξ = 0 only in the case of in-phase mode. In the case
of an out-of-phase regime, when there exists such a pair
of pendulums that ϕ˙n1 6= ϕ˙n2 , where n1 and n2 are the
numbers of pendulums, Ξ > 0.
B. Regular dynamic of in-phase and out-of-phase
rotational modes
Let us consider the case γ = 0.97. The bifurcation dia-
grams of evolution of periodical motions of the system (1)
are shown on the Fig. 2. The diagram shows the depen-
dence of synchronism characteristics Ξ from magnitude
of the coupling strength K. First let us describe the di-
agram for γ = 0.97, λ = 0.4 (Fig. 2b). The horizontal
segments A1, A3 correspond to the stable synchronous
in-phase regime (Ξ = 0). There is a region A2 of the
parameter K values, when this regime becomes unstable.
As shown above, in the course of the asymptotic consid-
eration (the expression (9)), it is for the values of the cou-
pling parameter K that the parametric instability of the
in-phase periodic motion develops from these intervals.
Let us consider processes occurring in an ensemble
when K takes values from the A2 and when K es-
capes from it. As the parameter K increases, the in-
phase periodic motion undergoes period doubling bifur-
cation (K ≈ 1.35), while from the stable 2pi-periodic in
ϕ = (ϕ1, ϕ2, ϕ3)
T rotation the stable (1:1:1) 4pi-periodic
regime (branch B1) and unstable 4pi-periodic motion (2:1)
(branch B4) are generated, and 2pi-periodic regime loses
stability. In addition to the two above described 4pi-
periodic motions, there are also two unstable out-of-phase
4pi-periodic (1:1:1) and (2:1) rotations in ϕ (branches B3
and B6, respectively), which are generated from an un-
stable 2pi-periodic motion as a result of a subcritical pe-
riod doubling bifurcation (K ≈ 1.63) with increasing K.
The (1:1:1) regime (Fig. 3a) corresponds to the branches
B1, B2, B3, and the (2:1) chimera regime (Fig. 3b) cor-
responds to the branches B4, B5, B6. As the parame-
ter K increases the stability change of the (1:1:1) and
(2:1) regimes is to see. The first one loses stability
at K ≈ 1.628, and the second one becomes stable at
K ≈ 1.623. So there is a bistability region of (1:1:1) and
(2:1) regimes. The stability change occurs through the
pitchfork bifurcation, and herewith the unstable (1:1:1)
regime appears (brunch B7). Further with the increasing
K the periodic motions, corresponding to (1:1:1) regime
(branches B2 and B3) and (2:1) regime (branches B5 and
B6), merge and disappear resulting from the saddle-node
bifurcation at K ≈ 1.853 and K ≈ 1.845 respectively.
On Fig. 2 it is to see that with the increasing values of λ
the length growth of the stability region of (1:1:1) regime
and the length decrease of the (2:1) regime stability region
occur.
FIG. 2. (Color online) Bifurcation diagram of synchronous
rotational regimes of the system (1) at N = 3. Here and be-
low: blue shared markers – stable regimes, red unshared mark-
ers – unstable regimes. Lines without markers – 2pi-periodic
regimes. Round markers – 4pi-periodic regimes. Parameters:
γ = 0.97. (a) λ = 0.2. (b) λ = 0.4. (c) λ = 0.6.
C. Chaotic dynamics and chaotic chimera states
Next let us consider the case with a lower value of the
external force γ = 0.8. Then at lower values of λ the
bifurcations of 2pi- and 4pi-periodic regimes qualitatively
coincide with the above described γ = 0.97. With the
further increasing damping parameter from branch B5 of
the chimera regimes motions with bigger periods appear
resulting from doubling period bifurcations, and it leads
to the appearance of chaotic dynamics. Let us describe
the same scenario for the case λ = 0.3 (Fig. 4). Here at
the increasing K the (2:1) chimera regime (branch B5)
loses stability (branch B8) at K ≈ 2.507 resulting from
period doubling bifurcation. Further after cascade of pe-
riod doubling bifurcations the (2:1) chimera regime be-
comes chaotic. Branch B9 corresponds to the stable (2:1)
regime. Similarly at a lower K parameter at K ≈ 4.063
the regime loses stability resulting from period doubling
6FIG. 3. (Color online) Time dynamics of instantaneous fre-
quencies ϕ˙i (i = 1, 2, 3) of the three pendulums in the sys-
tem (1) for N = 3. (a) Regular (1:1:1) regime at K = 1.6.
(b) Regular chimeric (2:1) regime at K = 1.7. Parameters:
γ = 0.97, λ = 0.4.
FIG. 4. (Color online) (a) Bifurcation diagram of synchronous
rotational regimes of the system (1) at N = 3. (b) Local
maxima of ϕ˙1. Blue dots – the continuation of dynamical
regime from the left to the right. Green dots – the continuation
of dynamical regime from the right to the left. Parameters:
γ = 0.8, λ = 0.3.
bifurcation, what leads to the appearance of chaotic dy-
namics. Note that the existence of the stable in-phase
rotation can lead to instability of chaotic motion. In this
case at 2.754 < K < 4.024 the chaotic chimera motion is
unstable and herewith the in-phase motion φ(t) is real-
ized.
Next at the increasing λ the length of the stable branch
of the (2:1) chimera state B5 decreases, and it disap-
pears. Fig. 5 shows the bifurcation diagrams of syn-
chronous regimes for λ = 0.35. In this case chaotic
chimera regime (Fig. 6) is realized resulting from the cas-
cade of period doubling bifurcations at 1.7 < K < 1.77
and 3.0 < K < 3.01. However, at 1.77 < K < 3.01 the
chaotic motion is unstable because of the chaotic attrac-
tor crisis, and in-phase rotation is to see.
FIG. 5. (Color online) Same as Fig. 4, but for γ = 0.8, λ =
0.35.
FIG. 6. (Color online) Time dynamics of instantaneous fre-
quencies ϕ˙i (i = 1, 2, 3) of the three pendulums in the sys-
tem (1) for N = 3. Chaotic chimera (2:1) regime. Parameters:
γ = 0.8, λ = 0.35, K = 1.76.
The next case is for λ = 0.5. At the increasingK (1:1:1)
motion (branch B1) loses stability (K ≈ 0.618) resulting
from the Neimark-Sacker bifurcation, herewith quasiperi-
odic (1:1:1) motion appears. At K ≈ 0.656 this quasiperi-
odic regime becomes chaotic after the destruction of the
torus bifurcation (Fig. 8a). At 0.89 < K < 1.272 there
is branch B10 of 4pi-periodic motions, which merges with
branch B2 at K ≈ 0.956 and K ≈ 1.272 resulting from
pitchfork bifurcations. At 0.89 < K < 0.907 this branch
has a stable region which corresponds to "stability win-
dow" when the chaos in system (1) is not to see (Fig. 7b).
Further at the increasing K the regime is realized, when
time intervals, at which pendulums’ phases ϕ1 ≈ ϕ2 ≈ ϕ3
alternate with intervals, where ϕ1, ϕ2 and ϕ3 do not co-
incide (Fig. 8b), i.e. there is an intermittency of chaotic
oscillations (3:0) and (1:1:1). If K ≈ 1.007, the in-phase
regime becomes stable and chaotic oscillations are not
7FIG. 7. (Color online) Same as Fig. 4, but for γ = 0.8, λ = 0.5.
realized, and herewith the system shows the in-phase ro-
tations.
FIG. 8. (Color online) Time dynamics of instantaneous fre-
quencies ϕ˙i (i = 1, 2, 3) of the three pendulums in the sys-
tem (1) for N = 3. (a) Chaotic (1:1:1) regime at K = 0.95.
(b) Chaotic (1:1:1) regime with (1:1:1) and (3:0) intermittency
at K = 1.0. Parameters: γ = 0.8, λ = 0.5.
D. Chimera states for case of the four pendulums
In this chapter we present a variant of the develop-
ment of the in-phase rotational motion’s instability for
the system (1) at N = 4 (Fig. 9). Let us consider the
case γ = 0.97, λ = 0.2. The boundaries of the sta-
bility region of the in-phase rotation are defined by ex-
pressions (9) according to asymptotic theory developed
in Section II. For this values of coupling parameter K in-
phase periodic motion undergoes period doubling bifurca-
tion. While out-of-phase (2:2), (2:1:1) and (3:1) regimes
are generated (branches B1, B2 and B3, respectively).
Regimes (2:1:1) and (3:1) are chimera states. Fig. 9(b)
shows chimera (2:1:1) regime, then two pendulums form
in-phase cluster and the other demonstrate out-of-phase
dynamics. We note that in this case the area of param-
eter K exist where out-of-phase (2:2), (2:1:1) and (3:1)
regimes are coexist, i.e. multistability is observed.
FIG. 9. (Color online) (a) Bifurcation diagram of synchronous
rotational regimes of the system (1) for N = 4. (b) Time
dynamics of instantaneous frequencies ϕ˙i (i = 1, 2, 3, 4) of the
four pendulums in the system (1) for N = 4. Regular chimera
(2:1:1) regime at K = 0.6. Parameters: γ = 0.97, λ = 0.2.
IV. CONCLUSION
We have studied the dynamics of an ensemble of glob-
ally coupled identical pendulums. A relatively simple
model demonstrates a big variety of regular and chaotic
in-phase and out-of-phase regimes. We found and the-
oretically approved self-induced parametric instability of
symmetric in-phase rotation regime. It is shown, that
in the system with the growth of coupling strength the
generation of out-of-phase rotation periodic motions oc-
curs resulting from period doubling bifurcation. Note
that there is one instability region, where different out-
of-phase regimes can be realized. Bistability of in-phase
and out-of-phase rotational periodic regimes can also be
observed. At the example of the ensemble consisting of
three elements analytic results of in-phase regime insta-
bility development were numerically approved. In par-
ticular appearance of chimera regimes was observed. It
is also demonstrated that at larger values of dissipation
parameter chaotic regimes can be realized.
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Appendix A: Regimes (2:1) and (1:1:1) stability
analysis
In this appendix we analyze the stability of the 4pi-
periodic rotational (2:1) and (1:1:1) regimes arising as
a result of the in-phase rotational mode φ(t) instability
development in the system (1) of N = 3 elements.
1. Regime 2:1
Let us consider chimera-like mode (2:1), when ϕ1(t) =
ϕ2(t) 6= ϕ3(t). In this case the system (1) reduces to
ϕ¨1,2 + λϕ˙1,2 + sinϕ1,2 = γ +
1
3
K sin (ϕ3 − ϕ1,2) ,
ϕ¨3 + λϕ˙3 + sinϕ3 = γ +
2
3
K sin (ϕ1,2 − ϕ3) .
(A1)
We construct an asymptotic solution to Eq. (A1) using
the Lindstedt-Poincare´ method [41]. Just for convenience
sake we introduce parameter κ = λ/γ and pass to a new
time τ = ωt, where
ω =
γ
2λ
+
+∞∑
j=0
κjω(j). (A2)
Coupling strength K we represent by a sum K =
γ2
4λ2
+
∆K, where the first summand
γ2
4λ2
, to the first two lead-
ing orders, determines the middle of the coupling strength
K values range, for which the in-phase periodic motion
becomes unstable (see Eq. 9). The system (A1) takes the
following form
ω2ϕ¨1,2 + λωϕ˙1,2 + sinϕ1,2 = γ
+
1
3
(
γ2
4λ2
+ ∆K
)
sin (ϕ3 − ϕ1,2) ,
ω2ϕ¨3 + λωϕ˙3 + sinϕ3 = γ
+
2
3
(
γ2
4λ2
+ ∆K
)
sin (ϕ1,2 − ϕ3) .
(A3)
The 4pi-periodic solution of Eq. (A3) is sought in the form
ϕn(τ) = 2τ +
+∞∑
j=0
κjϕ(j)n (τ). (A4)
Considering that ϕ(0)1 = ϕ
(0)
2 = ϕ
(0)
3 and assuming for
simplicity (ϕ1,2 − ϕ3)′ |τ=0 = 0 we get two solutions ϕ+n
and ϕ−n :
ϕ±1,2(τ) = 2τ − arccos(±γ1) + κ
2
3
A±2 cos τ
+ κ2
[
γ
24γ1
(
36γ1 ∓A±22
)− γ cos 2τ ± γ1 sin 2τ]
+ κ3A±2
[
±16
15
γ1 +B
±
2 cos τ −
γ
2
sin τ
− 1
72
(
A±22 ∓ 12γ1
)
cos 3τ +
γ
6
sin 3τ
]
+O(κ4),
ϕ±3 (τ) = 2τ − arccos(±γ1)− κ
4
3
A±2 cos τ
+ κ2
[
γ
24γ1
(
36γ1 ∓A±22
)− γ cos 2τ ± γ1 sin 2τ]
+ κ3A±2
[
±16
15
γ1 − 2B±2 cos τ + γ sin τ
+
1
36
(
A±22 ∓ 12γ1
)
cos 3τ − γ
3
sin 3τ
]
+O(κ4),
(A5)
where
A±2 = 6
√
2
5
(
∆K ± γ1
2
)
, (A6)
B±2 = −
3
5A±22
− 71
720
A±22 ±
(
7
15
γ1 − γ
2
10γ1
)
, (A7)
τ =
{
γ
2λ
− κA
±2
2
18
− κ3
[
1
4
+
A±22
18
(
3B±2 −
A±22
9
)]
+O(κ5)
}
t, (A8)
γ1 =
√
1− γ2. (A9)
Solution ϕ+n corresponds to the 4pi-periodic chimera
regime, arising as a result of direct period doubling bi-
furcation from in-phase rotation φ(t). Similarly, solution
ϕ−n corresponds to 4pi-periodic chimera regime, arising as
a result of inverse period doubling bifurcation.
Further we study the stability of the obtained solutions
ϕ±n . For this purpose we use the approach considered in
the book [42, p. 162-163], which consists of the internal
and external stability analysis.
To determine the internal stability of the two-cluster so-
lutions (A5), one imposes a linear perturbation ϕ1,2(t) =
ϕ±1,2(t) + δϕ1(t), ϕ3(t) = ϕ
±
3 (t) + δϕ2(t) (due to the per-
mutation symmetry such a perturbation can be imposed
to any pair of oscillators). The equations for variations
9δϕ1 and δϕ2 thus read
δϕ¨1 + λδϕ˙1 + cos (ϕ1,2(t)) δϕ1 =
=
1
3
K cos (ϕ3 (t)− ϕ1,2(t)) (δϕ2 − δϕ1) ,
δϕ¨2 + λδϕ˙2 + cos (ϕ3(t)) δϕ2 =
=
2
3
K cos (ϕ1,2(t)− ϕ3(t)) (δϕ1 − δϕ2) .
(A10)
Floquet’s Theorem implies that to each characteristic ex-
ponent Λ of the linear differential equations system with
periodic coefficients, such as system (A10) is, there cor-
responds a solution δϕn of the form δϕn(t) = eΛtψn(t),
where ψn(t) is periodic in t (n = 1, 2). New variables
ψn(t) satisfy the equations:
ψ¨1+ (2Λ + λ) ψ˙1 +
(
Λ2 + λΛ + cosϕ1,2(t)
)
ψ1 =
=
1
3
K cos (ϕ3(t)− ϕ1,2(t)) (ψ2 − ψ1) ,
ψ¨2+ (2Λ + λ) ψ˙2 +
(
Λ2 + λΛ + cosϕ3(t)
)
ψ2 =
=
2
3
K cos (ϕ1,2(t)− ϕ3(t)) (ψ1 − ψ2) .
(A11)
To determine the characteristic exponent Λ, we use a
technique completely analogous to the Lindstedt-Poincare´
method. First, characteristic exponent Λ is represented
in the form of the asymptotic expansion
Λ =
+∞∑
j=1
λjΛ(j). (A12)
Coefficients Λ(j) should be chosen so as to avoid secular
terms in (A11), i.e. so that ψ1 and ψ2 are periodic. For
the first solution ϕ+n we obtain
Λin1 = 0,
Λin2 = −λ,
Λin3,4 = −
λ
2
(
1±
√
1− γ1
γ2
A+22
)
+O(λ2).
(A13)
Similarly, for the second one ϕ−n :
Λin1 = 0,
Λin2 = −λ,
Λin3,4 = −
λ
2
(
1±
√
1 +
γ1
γ2
A−22
)
+O(λ2).
(A14)
For the two-pendulums cluster external stability anal-
ysis linear perturbations ϕ1(t) = ϕ±1 (t) + δϕ(t), ϕ2(t) =
ϕ±2 (t)− δϕ(t), ϕ3(t) = ϕ±3 (t) are imposed. The equation
for variation δϕ read
δϕ¨+ λδϕ˙+
[
cosϕ1,2(t)
+
K
3
[2 + cos (ϕ3(t)− ϕ1,2(t))]
]
δϕ = 0.
(A15)
Again from Floquet theory, variation δϕ has the form
δϕ(t) = eΛtψ(t) and
ψ¨ + (2Λ + λ) ψ˙ +
[
Λ2 + λΛ + cosϕ1,2(t)
+
K
3
[2 + cos (ϕ3(t)− ϕ1,2(t))]
]
ψ = 0. (A16)
For the motion ϕ+n characteristic exponents are
Λex1 = λ
3 A
+4
2
72γ4
(
γ1 − A
+2
2
12
)
+O(λ4),
Λex2 = −λ− λ3
A+42
72γ4
(
γ1 − A
+2
2
12
)
+O(λ4).
(A17)
And for ϕ−n :
Λex1 = −λ3
A−42
72γ4
(
γ1 +
A−22
12
)
+O(λ4),
Λex2 = −λ+ λ3
A−42
72γ4
(
γ1 +
A−22
12
)
+O(λ4).
(A18)
As it is seen from (A13) the solution ϕ−n is always exter-
nally unstable for all values of K. Conversely, solution
ϕ+n is always externally stable, but changes its internal
stability with K(2:1)c =
γ2
4λ2
+
γ1
3
+O(λ), and it is stable
for K ≥ K(2:1)c .
2. Regime 1:1:1
The methods used to investigate stability of the regime
(1:1:1) are completely analogous to the methods used
above in the case of the (2:1) rotation. Therefore, this
section contains only brief description of the main results
about the stability of the (1:1:1) motion.
Introducing new dimensionless time τ = ωt and ex-
pressing K in term of ∆K again we obtain the system for
solving by Lindstedt-Poincare´ method:
ω2ϕ¨1 + λωϕ˙1 + sinϕ1 = γ
+
1
3
(
γ2
4λ2
+ ∆K
)
[sin (ϕ2 − ϕ1) + sin (ϕ3 − ϕ1)] ,
ω2ϕ¨2 + λωϕ˙2 + sinϕ2 = γ
+
1
3
(
γ2
4λ2
+ ∆K
)
[sin (ϕ1 − ϕ2) + sin (ϕ3 − ϕ2)] ,
ω2ϕ¨3 + λωϕ˙3 + sinϕ3 = γ
+
1
3
(
γ2
4λ2
+ ∆K
)
[sin (ϕ1 − ϕ3) + sin (ϕ2 − ϕ3)] .
(A19)
Searching ω and ϕn(τ) in the form of expansions (A2) and
(A4) respectively, considering that ϕ(0)1 = ϕ
(0)
2 = ϕ
(0)
3 and
assuming initial conditions (ϕ1 − ϕ3)′ |τ=0 = 0, we get
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two solutions ϕ+n and ϕ−n :
ϕ±1 (τ) = 2τ − arccos(±γ1) + κA±3 cos τ
+ κ2
[
γ
32γ1
(
48γ1 ∓A±23
)− γ cos 2τ ± γ1 sin 2τ]
+ κ3A±3
[
B±3 cos τ −
3
4
γ sin τ
− 1
64
(
A±23 ∓ 16γ1
)
cos 3τ +
γ
4
sin 3τ
]
+O(κ4),
ϕ±2 (τ) = 2τ − arccos(±γ1) + κ2
[
γ
32γ1
(
48γ1 ∓A±23
)
− γ cos 2τ ± γ1 sin 2τ
]
+O(κ4),
ϕ±3 (τ) = 2τ − arccos(±γ1)− κA±3 cos τ
+ κ2
[
γ
32γ1
(
48γ1 ∓A±23
)− γ cos 2τ ± γ1 sin 2τ]
− κ3A±3
[
B±3 cos τ −
3
4
γ sin τ
− 1
64
(
A±23 ∓ 16γ1
)
cos 3τ +
γ
4
sin 3τ
]
+O(κ4),
(A20)
where
A±3 = 4
√
6
5
(
∆K ± γ1
2
)
, (A21)
B±3 = −
6
5A±23
− 11
128
A±23 ±
(
7
10
γ1 − 3γ
2
20γ1
)
, (A22)
τ =
{
γ
2λ
− κA
±2
3
24
− κ3
[
1
4
+
A±23
12
(
B±3 −
A±23
24
)]
+O(κ5)
}
t. (A23)
Since in the case of (1:1:1) regime there are only one-
pendulum clusters it makes sense to consider merely in-
ternal stability of the solutions (A20). Variations are im-
posed in the general form ϕn(t) = ϕ±n (t) + δϕn(t) and
equations for variations δϕn thus read
δϕ¨1 + δϕ˙1 + cos (ϕ1(t)) δϕ1 =
=
K
3
[
cos (ϕ2(t)− ϕ1(t)) (δϕ2 − δϕ1)
+ cos (ϕ3(t)− ϕ1(t)) (δϕ3 − δϕ1)
]
,
δϕ¨2 + δϕ˙2 + cos (ϕ2(t)) δϕ2 =
=
K
3
[
cos (ϕ1(t)− ϕ2(t)) (δϕ1 − δϕ2)
+ cos (ϕ3(t)− ϕ2(t)) (δϕ3 − δϕ2)
]
,
δϕ¨3 + δϕ˙3 + cos (ϕ3(t)) δϕ3 =
=
K
3
[
cos (ϕ1(t)− ϕ3(t)) (δϕ1 − δϕ3)
+ cos (ϕ2(t)− ϕ3(t)) (δϕ2 − δϕ3)
]
.
(A24)
Floquet ansatz δϕn(t) = eΛtψn(t) leads to
ψ¨n + (2Λ + λ) ψ˙n +
(
Λ2 + λΛ + cosϕn(t)
)
ψn =
=
K
3
3∑
n˜=1
cos (ϕn˜(t)− ϕn(t)) (ψn˜ − ψn) .
(A25)
For the ϕ+n solution characteristic exponents are
Λin1 = 0,
Λin2 = −λ,
Λin3 = −λ3
A+43
128γ4
(
γ1 − A
+2
3
16
)
+O(λ4),
Λin4 = −λ+ λ3
A+43
128γ4
(
γ1 − A
+2
3
16
)
+O(λ4),
Λin5,6 = −
λ
2
(
1±
√
1− 3γ1
4γ2
A+23
)
+O(λ2).
(A26)
Respectively for ϕ−n :
Λin1 = 0,
Λin2 = −λ,
Λin3 = λ
3 A
−4
3
128γ4
(
γ1 +
A−23
16
)
+O(λ4),
Λin4 = −λ− λ3
A−43
128γ4
(
γ1 +
A−23
16
)
+O(λ4),
Λin5,6 = −
λ
2
(
1±
√
1 +
3γ1
4γ2
A−23
)
+O(λ2).
(A27)
From (A27) follows the unstability of the solution ϕ−n for
any value of K. Solution ϕ+n changes its stability with
K
(1:1:1)
c =
γ2
4λ2
+
γ1
3
+ O(λ), and it is stable for K ≤
K
(1:1:1)
c .
From numerical simulations it is known that K(2:1)c ≤
K
(1:1:1)
c (see Section III B).
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Appendix B: Methods for calculation of periodic
motions and their stability
Here, we present a brief description of the numerical
methods used for calculating of nontrivial periodic mo-
tions, which exist in the basic model (1), and their linear
stability.
In order to calculate regular rotation modes of an en-
semble of coupled pendulum, we apply a modification
of a commonly used scheme to find closed limit cycles
in nonlinear dynamical systems [43]. The main idea of
this method is as follows. Each of the solutions φn(t)
we are interested in is primarily characterized by its pe-
riod T (which is strictly speaking unknown and is to be
defined at the end of numerical computations) and the
number m of changes of phases ϕn(t) by 2pi during the
period T . Hence, the Poincare´ map
{
ϕn (0) , ϕ˙n (0)
} →{
ϕn (T ) − 2pim, ϕ˙n (T )
}
has a fixed point correspond-
ing to a trajectory
{
φn (t) , φ˙n (t)
}
. Using this fact that
φn (T ) = φn (0) + 2pim and φ˙n (T ) = φ˙n (0), we construct
the following system of equations
P
(
T,
{
ϕ0n, ϕ˙0n
})
=
[{
ϕn
(
T,
{
ϕ0n, ϕ˙0n
})}{
ϕ˙n
(
T,
{
ϕ0n, ϕ˙0n
})}]
−
[{
ϕ0n + 2pim
}{
ϕ˙0n
} ] = 0, (B1)
where
{
ϕn (t) , ϕ˙n (t)
}
is the solution to Eqs. (1) with
initial conditions
{
ϕ0n, ϕ˙0n
}
, i.e.
{
ϕn (0) , ϕ˙n (0)
}
={
ϕ0n, ϕ˙0n
}
. Therefore, a periodic solution with pe-
riod T of Eqs. (1) will be a root to (B1). Because
of the translational invariance symmetry (in time), we
note that one value from the set
{
ϕ0n
}
can always be
taken to be zero without loss of generality. We use the
Newton-Raphson algorithm [44] to approximate the roots
of P
(
T,
{
ϕ0n, ϕ˙0n
})
. It is also noteworthy that the Ja-
cobian is Ĵ = Î − Q̂ (T ), where Î is the identical matrix
and Q̂ (T ) is matrix obtained from the monodromy ma-
trix M̂ (T ) (see its definition below) by replacing one of
the columns by the vector of values of the right-hand sides
of Eqs. (1) at the time t = T . As a result, we numeri-
cally obtain, with high precision, stable (above dynami-
cally generated) and unstable rotational modes as exact
time-periodic solutions of Eqs. (1). Continuing these so-
lutions in value of the coupling strength K within the
interval of instability of in-phase rotational mode allows
us to trace the entire family of nontrivial periodic motions
and to analyze their bifurcations (see, e.g., Fig. 2).
To study the linear (spectral) stability of arbitrary
(2pi−, 4pi−, 8pi− and etc.) periodic motions (on the cylin-
der) of the dynamical system (1), we introduce a small
perturbation δϕn(t) to a given periodic solution φn(t) of
Eqs. (1). The linearized equations satisfied to first order
in δϕn(t) read:
δϕ¨n + λδϕ˙n + cosφ(t)δϕn =
K
N
N∑
n˜=1
(δϕn˜ − δϕn). (B2)
The Floquet analysis of Eqs. (B2) can be performed
due to the property of periodicity of the trajectory{
φn (t) , φ˙n (t)
}
. Therefore, the stability of the consid-
ered motion is defined by the spectrum of the Floquet
operator (monodromy matrix) M̂ (T ) given by[{δϕn (T )}
{δϕ˙n (T )}
]
= M̂
[{δϕn (0)}
{δϕ˙n (0)}
]
. (B3)
The eigenvalues µn′ = exp (iqn′) (here and below n′ =
1, . . . , 2N) of the matrix M̂ (T ) are dubbed the Floquet
multipliers with being Floquet exponents qn′ of the pe-
riodic solution φn(t). Because of the damping and the
external force, only one property (implied by the real
character of the monodromy) can be extracted for µn′ ,
which is that they are or appear in complex conjugated
pairs. To examine the stability of each of the rotation
motion under discussion, we compute their Floquet mul-
tipliers. If |µn′ | ≤ 1 for all n′, then the rotation mode
is linearly stable. It is worth mentioning that one of the
eigenvalues µn′ must be strictly equal to one, because we
investigate the stability of a periodic motion. Hence, us-
ing this fact it is possible to check that the trajectory{
φn (t) , φ˙n (t)
}
we find numerically belongs to the family
of periodic rotations (on the cylinder). If at least one of
Floquet multipliers µn′ locates outside the unit circle in
the complex plane, then the rotation mode is linearly un-
stable. Noteworthy, our calculations show that the most
of the discussed periodic solutions ϕn (t) exhibit a rela-
tively strong instability due to a real Floquet multiplier
µn′ with an absolute value greater than one, i.e. |µn′ | > 1.
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