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ABSTRAK, Regresi logistik multinomial merupakan 
perluasan dari regresi logistik biner yang memungkinkan 
lebih dari dua kategori variabel dependen. Pada paper ini 
akan membahas penaksiran parameter regresi logistik 
multinomial melalui Generalized Method of Moment  
(GMM). Generalized Method of Moment (GMM) 
merupakan salah satu metode yang dapat mengatasi 
pelanggaran asumsi pada data seperti autokorelasi dan 
heteroskedastisitas. Hasil taksiran parameter regresi 
logistik multinomial logit dengan GMM  diperoleh ?̂?𝛽 =(𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋)−1𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑌𝑌. 
 
Kata Kunci: Regresi Multinomial Logit, Generalized 
Method of Moment, Momen, Regresi 
1. PENDAHULUAN 
Model regresi logistik merupakan salah satu 
model untuk menganalisis data kategori. Regresi 
logistik terbagi menjadi dua berdasarkan 
responnya yaitu regresi logistik biner dan 
multinomial. Regresi logistik biner digunakan 
untuk menjelaskan hubungan antara variabel 
respon yang berupa data dikotomi/biner dengan 
variabel bebas yang berupa data berskala interval 
atau kategori. Model regresi logistik biner dapat 
diperluas menjadi model regresi multinomial jika 
variabel respon memiliki lebih dari dua nilai 
kategori [2]. 
Penaksiran parameter regresi logistik 
multinomial dapat dilakukan dengan beberapa 
metode salah satunya adalah Generalized 
Method of Moment  (GMM). Metode GMM 
diperkenalkan oleh Hansen pada tahun 1982  
sebagai estimasi parameter yang meminimalkan 
bentuk kuadrat dari kondisi momen sampel yang 
terboboti. Bagi para ahli teori, keuntungan utama 
GMM adalah menyediakan kerangka kerja yang 
sangat umum untuk mempertimbangkan 
masalah-masalah inferensi statistik [3]. Selain 
itu, Metode Generalized Method of Moment 
(GMM) merupakan salah satu metode yang dapat 
mengatasi pelanggaran asumsi pada data seperti 
autokorelasi dan heteroskedastisitas [5]. 
Adapun tujuan dari penelitian ini adalah 
untuk menaksir parameter dari model 
multinomial logit dengan menggunakan 
Generalized Method of Moment (GMM). 
2. TINJAUAN PUSTAKA 
Model Multinomial Logit 
Model linear diperumum merupakan suatu 
metode membentuk model yang digunakan untuk 
menyelidiki hubungan antara variabel prediktor 
dan variabel respon. Metode ini pertama kali 
diperkenalkan oleh Nelder dan Weddeburn 
(1972) untuk menentukan taksiran model linear 
dengan asumsi model error tidak harus 
berdistribusi normal, tetapi distribusinya 
termasuk dalam keluarga eksponensial [4].  
Menurut Agresti [1] model linear diperumum 
memiliki tiga komponen yaitu : 
1. Komponen random terdiri dari variabel 
respon 𝑦𝑦𝑖𝑖 = 1,2, … , 𝑛𝑛 yang memiliki 
hubungan saling bebas dan n  menyatakan 
ukuran sampel. Komponen ini memiliki 
mean 𝜇𝜇𝑖𝑖 dengan peluang densitasnya 
termasuk keluarga eksponensial. 
Misalkan : 
 
 𝑌𝑌 = �𝑦𝑦1,𝑦𝑦2, … . , 𝑦𝑦𝑁𝑁�𝑡𝑡 
 
Dimana N adalah banyaknya observasi dan 
Y  saling bebas. 
 𝑦𝑦𝑖𝑖~𝑓𝑓(𝑦𝑦𝑖𝑖,𝜃𝜃𝑖𝑖) dimana i = 1, 2,..., N 
Jika fungsi peluang 𝑦𝑦𝑖𝑖 dapat ditliskan 
sebagai 
𝑎𝑎(𝜃𝜃𝑖𝑖)𝑏𝑏(𝑦𝑦𝑖𝑖) exp (𝑦𝑦𝑖𝑖𝑄𝑄(𝜃𝜃𝑖𝑖))  (1) 
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 Maka Y  disebut keluarga eksponensial 
(exponential family) 
2. Komponen sistematik yang terdiri dari 
variabel prediktor 𝑥𝑥𝑖𝑖 , dengan 
𝑥𝑥𝑖𝑖(1, 𝑥𝑥𝑖𝑖1, 𝑥𝑥𝑖𝑖2, … , 𝑥𝑥𝑖𝑖𝑖𝑖)𝑡𝑡 dimana k menyatakan 
banyaknya prediktor. Komponen ini 
menjelaskan prediktor {𝑥𝑥𝑖𝑖} dalam suatu 
persamaan : 
 
𝜂𝜂1 = 𝛽𝛽0 + 𝛽𝛽𝑖𝑖1 + ⋯+ 𝛽𝛽𝑖𝑖𝑥𝑥𝑖𝑖𝑖𝑖  (2) 
 Kombinasi linear ini disebut prediktor linear. 
3. Link adalah suatu fungsi yang 
menghubungkan antara komponen 
sistematik dengan mean dari komponen. 
Misalkan 𝐸𝐸(𝑌𝑌𝑖𝑖) = ℎ(𝜇𝜇𝑖𝑖) = 𝜂𝜂𝑖𝑖 dimana h 
disebut link dengan syarat  h merupakan 
fungsi dari 𝜇𝜇 yang monoton dan 
differensiable. 
 
Tabel 1. Tabel Frekuensi N 
Populasi 1 … j … r  
1 𝑛𝑛11 … 𝑛𝑛1𝑗𝑗 … 𝑛𝑛1𝑟𝑟 𝑛𝑛1 
⋮ ⋮  ⋮  ⋮ ⋮ 
i 𝑛𝑛𝑖𝑖1 … 𝑛𝑛𝑖𝑖𝑗𝑗 … 𝑛𝑛𝑖𝑖𝑟𝑟 𝑛𝑛𝑖𝑖 
⋮ ⋮  ⋮  ⋮ ⋮ 
s 𝑛𝑛𝑠𝑠1 … 𝑛𝑛𝑠𝑠𝑗𝑗 … 𝑛𝑛𝑠𝑠𝑟𝑟 𝑛𝑛𝑠𝑠 
 
Dimana 𝑛𝑛𝑖𝑖𝑗𝑗 menyatakan banyaknya 
sampel dari populasi ke i yang termasuk kategori 
ke j dengan i = 1, 2, ...., s dan j = 1, 2,.., r.  
Distribusi multinomial termasuk 
keluarga eksponensial. 𝑛𝑛𝑖𝑖𝑗𝑗~ multinomial (n, 𝜋𝜋𝑖𝑖𝑗𝑗) 
dengan i = 1,2,...,s dan j = 1,2,...,r. 
Fungsi peluang 𝑛𝑛𝑖𝑖𝑗𝑗 dapat dituliskan 
sebagai : 
𝑎𝑎�𝜋𝜋𝑖𝑖𝑗𝑗� = ∑ 𝜋𝜋𝑖𝑖𝑗𝑗 = 1𝑟𝑟𝑗𝑗=1   
 𝑏𝑏�𝑛𝑛𝑖𝑖𝑗𝑗� = 𝑛𝑛𝑖𝑖!∏ 𝑛𝑛𝑖𝑖𝑖𝑖!𝑟𝑟𝑖𝑖=1    
𝑄𝑄�𝜋𝜋𝑖𝑖𝑗𝑗� = ln�𝜋𝜋𝑖𝑖𝑗𝑗� 
Selanjutnya, misalkan P adalah tabel 
frekuensi relatif dengan elemen 𝑃𝑃𝑖𝑖𝑗𝑗 yang merupakan 
relatif respon Y  kategori j pada populasi i, dimana 
𝑃𝑃𝑖𝑖𝑗𝑗 = 𝑛𝑛𝑖𝑖𝑖𝑖𝑛𝑛𝑖𝑖  
Tabel 2. Tabel Frekuensi Relatif P 
Populasi 1 … j … r  
1 𝑃𝑃11 … 𝑃𝑃1𝑗𝑗 … 𝑃𝑃1𝑟𝑟 𝑃𝑃1 
⋮ ⋮  ⋮  ⋮ ⋮ 
i 𝑃𝑃𝑖𝑖1 … 𝑃𝑃𝑖𝑖𝑗𝑗 … 𝑃𝑃𝑖𝑖𝑟𝑟 𝑃𝑃𝑖𝑖 
⋮ ⋮  ⋮  ⋮ ⋮ 
s 𝑃𝑃𝑠𝑠1 … 𝑃𝑃𝑠𝑠𝑗𝑗 … 𝑃𝑃𝑠𝑠𝑟𝑟 𝑃𝑃𝑠𝑠 
Model dengan asumsi respon multinomial 
dengan link generalized logit disebut model 
multinomial respon yang kemudian dikenal 
dengan Model Multinomial logit. Bentuk umum 
model multinomial logit adalah : 
 ln 𝜋𝜋𝑖𝑖𝑖𝑖
𝜋𝜋𝑖𝑖𝑟𝑟
= 𝑋𝑋𝑖𝑖𝑗𝑗𝛽𝛽   (3) 
Generalized Method of Moment  
Metode Generalized Method of Moment 
(GMM) merupakan salah satu metode yang dapat 
mengatasi pelanggaran asumsi pada data seperti 
autokorelasi dan heteroskedastisitas. Metode ini 
diperkenalkan pertama kali oleh Hansen pada 
tahun 1982 yang didefenisikan sebagai metode 
estimasi parameter yang hanya tergantung pada 
kondisi momen yang digunakan.  
Secara umum regresi multinomial logit 
dituliskan dengan persamaan sebagai berikut : 
       𝑌𝑌 = 𝑋𝑋𝑖𝑖𝛽𝛽 + 𝜀𝜀𝑖𝑖      (4) 
Persamaan (4) diasumsikan mengandung 
variabel instrumen 𝑍𝑍𝑖𝑖 dengan 𝑍𝑍𝑖𝑖 adalah sebagian 
atau keseluruhan dari  variabel eksplanatori (𝑋𝑋𝑖𝑖) 
yang tidak berkorelasi dengan (𝜀𝜀𝑖𝑖) sebagai 
berikut : 
𝑍𝑍𝑖𝑖𝑌𝑌𝑖𝑖 = 𝑍𝑍𝑖𝑖𝑋𝑋𝑖𝑖𝛽𝛽 + 𝑍𝑍𝑖𝑖𝜀𝜀𝑖𝑖  i = 1,2,...,N (5) 
Karena 𝑍𝑍𝑖𝑖 tidak berkorelasi dengan 𝜀𝜀𝑖𝑖 maka 
ditulis 𝐸𝐸(𝑍𝑍𝑖𝑖𝜀𝜀𝑖𝑖) = 0  
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( ) YZWZXXZWZX tttt 1ˆ −=β
3. HASIL DAN PEMBAHASAN 
Metode GMM didefenisikan sebagai 
suatu estimasi parameter yang meminimumkan 
bentuk kuadrat dari kondisi momen sampel data 
regresi yang terboboti, sehingga   
𝑆𝑆�?̂?𝛽�    = [(𝑍𝑍𝑡𝑡𝜀𝜀)𝑡𝑡𝑍𝑍(𝑍𝑍𝑡𝑡𝜀𝜀)]   (6) 
  = ��𝑌𝑌𝑡𝑡 − 𝑋𝑋𝑡𝑡?̂?𝛽𝑡𝑡�𝑍𝑍�𝑍𝑍 ��𝑍𝑍𝑡𝑡�𝑌𝑌 − 𝑋𝑋?̂?𝛽���   = 𝑌𝑌𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑌𝑌 − 𝑌𝑌𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋?̂?𝛽 −    ?̂?𝛽𝑡𝑡𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑌𝑌 + ?̂?𝛽𝑡𝑡𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋?̂?𝛽 (8) 
 Karena βˆXZWZY tt  merupakan matriks 
berordo 1 x 1 maka transposenya yaitu (𝑌𝑌𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋𝛽𝛽)𝑡𝑡 = 𝛽𝛽𝑡𝑡𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑌𝑌  juga merupakan 
matriks berordo 1 x 1 yang sama maka 
 
𝑆𝑆�?̂?𝛽� = 𝑌𝑌𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑌𝑌 − 2(𝛽𝛽𝑡𝑡𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑌𝑌) +




= −2(𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑌𝑌) + 2�𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋?̂?𝛽�  (10) 
?̂?𝛽 = (𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋)−1𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑌𝑌  (11) 
 
Untuk mengetahui apakah GMM 
merupakan estimator yang baik, akan 
ditunjukkan bahwa hasil estimasi GMM bersifat 
BLUE (best, Linear, Unbias Estimator). 
Unbias (tidak bias) 
𝐸𝐸�?̂?𝛽� = 𝐸𝐸(𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋)−1𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑌𝑌 
 = (𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋)−1𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡(𝑋𝑋𝛽𝛽 + 𝜀𝜀) 
 = (𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋)−1𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡(𝑋𝑋𝛽𝛽 + 𝜀𝜀) 
 = 𝛽𝛽    (12) 
Jadi 𝐸𝐸�?̂?𝛽� = 𝛽𝛽 maka ?̂?𝛽 adalah estimator yang 
merupakan penaksir tak bias. 
 
3.2. Linear 
𝛽𝛽 �  = 𝐸𝐸[𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋]−1𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑌𝑌   
   = (𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋)−1𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋𝛽𝛽 +(𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋)−1𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝜀𝜀 
 
= 𝛽𝛽 + (𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋)−1𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝜀𝜀        (13) 
Merupakan fungsi linear dari 𝛽𝛽 dan 𝜀𝜀 
Variansi minimum 
Var �?̂?𝛽� = 𝐸𝐸 ��?̂?𝛽 − 𝛽𝛽��?̂?𝛽 − 𝛽𝛽�𝑡𝑡�  
   ?̂?𝛽  = (𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋)−1𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑌𝑌 (*) 
    ?̂?𝛽 − 𝛽𝛽 = (𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝑋𝑋)−1𝑋𝑋𝑡𝑡𝑍𝑍𝑍𝑍𝑍𝑍𝑡𝑡𝜀𝜀  (**) 
Sehingga jika disubstitusikan ke dalam 
persamaan matriks variansi dari ?̂?𝛽 
diperoleh: 
 
Var �?̂?𝛽� = 𝐸𝐸 ��?̂?𝛽 − 𝛽𝛽��?̂?𝛽 − 𝛽𝛽�𝑡𝑡�  (***) 
 
Subtitusi Persamaan (*) dan (**) ke persamaan 
(***) 
Karena Var (𝜀𝜀) = 𝐸𝐸(𝜀𝜀𝜀𝜀𝑡𝑡) = 𝜎𝜎2𝐼𝐼 maka matriks 
variansi dari ?̂?𝛽 diperoleh Var �?̂?𝛽� = (𝑋𝑋𝑡𝑡𝑋𝑋)−1𝜎𝜎2 (14) 
merupakan varians terkecil dari semua penaksir 
linear tak bias . 
4. KESIMPULAN 
Taksiran parameter yang diperoleh adalah 
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