Two Inner Sequences Based Invariant Subspaces in 
                   by unknown
Integr. Equ. Oper. Theory 77 (2013), 279–290
DOI 10.1007/s00020-013-2083-z
Published onlineAugust 4, 2013
c© The Author(s) This article is published
with open access at Springerlink.com 2013
Integral Equations
and Operator Theory
Two Inner Sequences Based Invariant
Subspaces in H2 (D2)
Yixin Yang
Abstract. Let M be a shift invariant subspace in the vector-valued Hardy
space H2E(D). The Beurling–Lax–Halmos theorem says that M can be
completely characterized by B(E)-valued inner function Θ. When E =
H2(D), H2E(D) is the Hardy space on the bidisk H
2(D2). Recently, Qin
and Yang (Proc Am Math Soc, 2013) determines the operator valued
inner function Θ(z) for two well-known invariant subspaces in H2(D2).
This paper generalizes the Θ(z) by Qin and Yang (Proc Am Math Soc,
2013) and deal with the structure of M = Θ(z)H2(D2) when M is
an invariant subspace in H2(D2). Unitary equivalence, spectrum of the
compression operator and core operator are studied in this paper.
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1. Introduction
Let D be the unit disk with boundary T in the complex plane C. Let E
be a separable Hilbert space of inﬁnite dimension and B(E) be the set of
bounded linear operators on E. Let H2E(D) be the E-valued Hardy space
on the unit disk. A B(E)-valued analytic function Θ(z) is said to be an
inner function if ‖Θ(z)‖ ≤ 1 for each z ∈ D, and Θ(z) is almost everywhere
an isometry on T. Let Tz be the shift operator on H2E(D), i.e., Tzf(z) =
zf(z), f ∈ H2E(D). A closed subspace M of H2E(D) is said to be invariant if
TzM ⊆ M . Beurling–Lax–Halmos theorem (cf. [2,5,9]) says that such M is
of the form M = Θ(z)H2E(D) for some B(E)-valued inner function Θ. When
E = H2(D), H2E(D) is then the Hardy space on the bidisk D
2, denoted by
H2(D2).
Let z and w be the coordinate functions on H2(D2) and Tz and Tw
be the corresponding multiplication operators. It is well known that Tz and
Tw are shifts of inﬁnite multiplicity. The classical Hardy space in variable
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z (or w) are denoted by H2(z) (or H2(w)) respectively. M is said to be
an invariant subspace if it is invariant both under the action of Tz and
Tw. Let N = H2(D2)  M be the corresponding quotient space. By the
Beurling–Lax–Halmos theorem, the Tz-invariant subspace M is of the form
M = Θ(z)H2(D2) for some B(H2(w))-valued inner function Θ. So for an
invariant subspace M , there is also a B(H2(z))-valued inner function Φ such
that M = Φ(w)H2(D2). It is clear that Θ and Φ are closely related to each
other. All the information of M are encoded in the two operator-valued inner
functions Θ and Φ. However, the structure of invariant subspaces in H2(D2) is
far more complex. In general, it is very hard to determine these two functions.
Recently, [11] determined these two functions for two well-known invariant
subspaces [8,12,13] in H2(D2) and they turn out to be strikingly simple.
We will focus on the invariant subspace given by the following operator-
valued inner function.
Definition 1.1. An inﬁnite sequence of inner functions {ϕj(z)}j≥0 in H2(z)
is called inner sequence if it satisﬁes one of the following conditions:
(1) {ϕj(z)}j≥0 is decreasing, that is, every ϕj/ϕj+1 is a nonconstant inner
function;
(2) {ϕj(z)}j≥0 is increasing, that is, every ϕj+1/ϕj is a nonconstant inner
function.
Definition 1.2. An inﬁnite sequence of orthogonal projections {Pj}j≥0 in
B(H2(w)) is called orthogonal complementary projections if the range of Pj ,
denoted by ranPj , are piecewise orthogonal to each other and
∑∞
j=0 Pj = I
in the sense of strong operator topology.





is an inner function. We can deﬁne a Tz-invariant subspace M in H2(D2) as
follows:
M = Θ(z)H2(D2).
When M is an invariant subspace of H2(D2), it will be called two inner
sequences based invariant subspace, which will be seen clearly in the following
Theorem 2.2. It should be pointed out that this type of invariant subspace
has been studied in [7] and rank of H2(D2)  M for the pair T ∗z and T ∗w was
determined.
This paper will study some properties of such type invariant subspace.
In Sect. 2, the structure of such invariant subspace can be determined com-
pletely. In Sect. 3, we will discuss the unitary equivalence of two such invari-
ant subspaces. In Sect. 4, we will determine the spectrum of the compression
operators. In the Sect. 5, the trace and rank of the core operator will be
calculated exactly.
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2. Structure of M
In the following, without loss of generality, we always assume that the greatest
common factor of an inner sequence is a constant, so when {ψj(w)}j≥0 is an
increasing inner sequence, ψ0(w) = 1. The following lemma will be used
frequently.
Lemma 2.1. Let {ϕj(z)}j≥0 be a decreasing inner sequence and {ψj(w)}j≥0




ϕj(z)H2(z) ⊗ (ψjH2(w)  ψj+1(w)H2(w)) (2.1)
is an invariant subspace. Moreover, if setting ϕ−1(z) = 0, we have
M  zM =
∞∑
j=0
Cϕj(z) ⊗ (ψj(w)H2(w)  ψj+1(w)H2(w)); (2.2)
and
M  wM =
∞∑
j=0
(ϕj(z)H2(z)  ϕj−1(z)H2(z)) ⊗ Cψj(w). (2.3)
Proof. It is easy to check that M is Tz-invariant and (2.2) holds. We need to
show that M is also Tw-invariant.
Since {ϕj(z)}j≥0 is a decreasing inner sequence, then
ϕ0(z)H2(z) ⊂ ϕ1(z)H2(z) ⊂ · · · .
Note that ϕ−1(z) = 0 and ψ0(w) = 1, we have
∞∑
j=k




(ϕj(z)H2(z)  ϕj−1(z)H2(z)) = ϕk(z)H2(z)




(ϕj(z)H2(z)  ϕj−1(z)H2(z)) ⊗ ψj(w)H2(w). (2.4)
Then M is Tw-invariant and (2.3) also follows easily. 
Let Θ(z) be an operator-valued inner function as in (1.1) and M =
Θ(z)H2(D2) be a Tz-invariant subspace in H2(D2). The following theorem
shows that M is also Tw-invariant only when M is of the form (2.1). For
simplicity, it is enough to consider the case that {ϕj(z)}j≥0 is decreasing.
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Theorem 2.2. Let {ϕj(z)}j≥0 be a decreasing inner sequence and {Pj}j≥0 be
orthogonal complementary projections in B(H2(w)). Let Θ(z)=∑∞j=0 ϕj(z)Pj
and M = Θ(z)H2(D2). Then M = Θ(z)H2(D2) is an invariant subspace
if and only if there exists an increasing inner sequence {ψj(w)}j≥0 with
ranPj = ψjH2(w)  ψj+1(w)H2(w) for j = 0, 1, 2, . . . such that M is of
the form (2.1).
Moreover, there are orthogonal complementary projections {Qj}j≥0 in
B(H2(z)) such that M = Φ(w)H2(D2), where Φ(w) = ∑∞j=0 ψj(w)Qj.
Proof. If M is of the form (2.1), by Lemma 2.1, M is an invariant subspace.
We need to show when M = Θ(z)H2(D2) is an invariant subspace in
H2(D2), then M is of the form (2.1). Since Θ(z) =
∑∞
j=0 ϕj(z)Pj , where





ϕj(z)H2(z) ⊗ ranPj . (2.5)




(H2(z)  ϕj(z)H2(z)) ⊗ ranPj . (2.6)
Since M is Tw-invariant, so for any h(z) ∈ H2(z), gj(w) ∈ ranPj , we have
ϕj(z)h(z)wgj(w) ∈ M , and this implies that
〈ϕj(z)h(z)wgj(w), hi(z)fi(w)〉 = 0,
i.e.,
〈ϕj(z)h(z), hi(z)〉〈wgj(w), fi(w)〉 = 0 (2.7)
for any i = j, hi(z) ∈ H2(z)  ϕi(z)H2(z) and fi(w) ∈ ranPi, where 〈·, ·〉 is
the inner product in the corresponding spaces.
Since {ϕj(z)}j≥0 is a decreasing inner sequence, then for i < j, there are
h(z) ∈ H2(z) and hi(z) ∈ H2(z)ϕi(z)H2(z) such that 〈ϕj(z)h(z), hi(z)〉 =
0, otherwise, ϕj(z)H2(z) ⊆ ϕi(z)H2(z), this contradicts with ϕi(z)/ϕj(z) is
a nonconstant inner function. Therefore, (2.7) implies that
〈wgj(w), fi(w)〉 = 0

















k=j ranPk is an invariant subspace in H
2(w). By Beurl-
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Since
∑∞
k=0 ranPk = H
2(w), so ψ0(w) = 1. It is not hard to see that
ψj(w)H2(w) ⊆ ψj−1(w)H2(w),
hence {ψj(w)}j≥0 is an increasing inner sequence. Note that
ranPj = ψjH2(w)  ψj+1(w)H2(w), j = 0, 1, . . . .




ϕj(z)H2(z) ⊗ (ψjH2(w)  ψj+1(w)H2(w)),
which is the form (2.1).
Let Qj be the orthogonal projection from H2(z) onto ϕj(z)H2(z) 
ϕj−1(z)H2(z), j = 0, 1, . . .. Since ϕj(z)H2(z)ϕj−1(z)H2(z) are orthogonal
to each other and the greatest common factor of {ϕj(z)}j≥0 is a constant
inner function, we have
∑∞
j=0(ϕj(z)H
2(z)  ϕj−1(z)H2(z)) = H2(z) and∑∞
j=0 Qj = I on H















which means Φ is inner. Since M is now of the form (2.1), by (2.3) we have
M wM = Φ(w)H2(z) and therefore M = Φ(w)H2(D2). This completes the
proof. 




called the inner based invariant subspaces by Seto and Yang in [13]. The
inner based invariant subspaces have been very well studied in [11–13], and
in particular, when ϕ0(z) is a Blaschke product, Izuchis (cf. [6]) determined
the rank of M completely.
3. Unitary Equivalence
It is well known that in the one variable case, all invariant subspaces are
unitarily equivalent to H2(z) by Beurling’s theorem. However, there are non-
unitarily equivalent invariant subspaces (cf. [3]). In [12], the unitarily equiv-
alent for inner based invariant subspaces are described completely and they
turn out to be simple. In this section, we will restrict the unitarily equivalent
for two inner sequences based invariant subspaces and it is also simple in this
situation.
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Theorem 3.1. Let M =
∑∞
j=0 ϕj(z)H




2(z) ⊗ (ψ˜j(w)H2(w)  ˜ψj+1(w)H2(w)), where
{ϕj(z)}j≥0 is decreasing and {ψj(z)}j≥0 is increasing and ψ0 = 1, ψ˜0 = 1.
Then M and M˜ are unitarily equivalent if and only if there exists a unimod-
ular function q = q(z) depending only on z such that M = q(z)M˜ .
Proof. If M and M˜ are unitarily equivalent, by the theorem in [1], there
exists a unimodular function q such that M = qM˜ . Since q(z, w)ϕ˜0(z) and
q(z, w)ϕ0(z) are in H2(D2), q(z, w) is w-analytic and conjugate w-analytic.
Hence q depends only on z. The converse is trivial. 
4. Spectrum
Let H2(D) be the classical Hardy space on the unit disk. For an inner function
θ and an invariant subspace θH2(D) the Jordan block S(θ) is deﬁned on the
quotient space Nθ = H2(D)  θH2(D) by
S(θ)f = Pθzf, f ∈ Nθ,
where Pθ is the orthogonal projection from H2(D) onto Nθ.
For an invariant subspace M of H2(D2), let N = H2(D2)  M . The
compression of Tz and Tw on N are denoted by Sz and Sw respectively, that
is,
Sz = PNTz|N , Sw = PNTw|N .
where PN is the orthogonal projection from H2(D2) onto N .
For the two inner based sequences invariant subspace deﬁned in
Lemma 2.1, Sz and Sw have close relationship with the Jordan block and
we will describe it now.








(ϕj+1(z)H2(z)  ϕj(z)H2(z))⊗(H2(w)ψj+1(w)H2(w)). (4.1)
Let f =
∑∞
j=0 fj(z)gj(w) ∈ N , where fj ∈ H2(z)  ϕjH2(z), gj ∈
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where dj is the dimension of ψj(w)H2(w)ψj+1(w)H2(w). Using the similar








where lj is the dimension of ϕj(z)H2(z)  ϕj−1(z)H2(z).
We will determine the spectrum of Sz and Sw. From Theorem 2.2 and
the proof, M  wM = Φ(w)H2(w), where Φ(w) = ∑∞j=0 ψj(w)Qj and Qj is
the orthogonal projection from H2(z) onto ϕj(z)H2(z) ϕj−1(z)H2(z), j =
0, 1, 2, . . .. By the model theory of Nagy and Foias (cf. [10]), σ(Sw) = σ(Φ),
where σ(Φ) consists all λ ∈ D such that Φ(λ) is not invertible, and all ξ ∈ T
such that Φ can not be extended analytically to a neighborhood U of ξ and
Φ is unitary-valued on U ∩ T.
Remark 4.1. If Θ(z) =
∑∞
j=0 ϕj(z)Pj is a nontrivial inﬁnite sum, i.e., all Pj
are nonzero projection from H2(w) onto ψj(w)H2(w)  ψj+1(w)H2(w), j =
0, 1, . . .. Then ψj+1/ψj is a nontrivial inner function and
∑∞
j=0 Qj = I, so
limj→∞ ψj(λ) = 0 for every λ ∈ D.
Remark 4.2. If Θ(z) is a ﬁnite sum, i.e., there is N such that Pj = 0 for
j < N, Pj = 0 for j ≥ N . Then we have ψj = ψN for all j ≥ N .
Theorem 4.3. Let M be the two inner sequences based invariant subspace
defined in Lemma 2.1, then σ(Sz) = σ(ϕ0). If Θ(z) =
∑∞
j=0 ϕj(z)Pj is a non-
trivial infinite sum, i.e., {ψj(w)}j≥0 is a nontrivial infinite inner sequence,
σ(Sw) = D; if Θ(z) is a finite sum, i.e., ψj = ψN for all j ≥ N, σ(Sw) =
σ(ψN ).
Proof. Since {ϕj(z)}j≥0 is a decreasing inner sequence, we have σ(ϕ0) ⊇
σ(ϕ1) ⊇ · · · and so σ(S(ϕ0)) ⊇ σ(S(ϕ1)) ⊇ · · · . (4.2) implies that σ(Sz) =⋃∞
j=0 σ(S(ϕj)) = σ(S(ϕ0)) = σ(ϕ0).
Now suppose that Θ(z) =
∑∞
j=0 ϕj(z)Pj is a nontrivial inﬁnite sum. By
the deﬁnition of inner sequence, ϕj/ϕj+1 is a nonconstant inner function, so
each Qj is nonzero projection. Choose unit vectors {fj}∞j=0 with fj ∈ ranQj ,
then for every λ ∈ D, limj→∞ ‖Φ(λ)fj‖ = limj→∞ |ψj(λ)| = 0, which means
that Φ(λ) is not invertible. So λ ∈ σ(Sw) and thus D ⊂ σ(Sw). Note that Sw
is a contraction, we obtain σ(Sw) = D. If ψj = ψN for all j ≥ N , it is clearly
that σ(Sw) = σ(ψN ). This completes the proof. 
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5. Core Operator
For an invariant subspace M , let Rz and Rw be restrict of Tz and Tw on M
respectively. The core operator C for M is deﬁned as
C = I − RzR∗z − RwR∗w + RzRwR∗zR∗w.
The core operator is useful tool in the study of invariant subspace, see [4] for
details. Let
Σ0 = ‖[R∗w, Rw][R∗z , Rz]‖2H.S., Σ1 = ‖[R∗z , Rw]‖2H.S.,
where ‖ ·‖H.S. means the Hilbert-Schmidt norm. It is well know that [R∗z , Rz]
and [R∗w, Rw] are orthogonal projections with range M  zM and M  wM ,
respectively, hence trC2 = Σ0 + Σ1. Let {gi}i≥0 and {hj}j≥0 be the orthog-
onal basis of M  zM and M  wM , then Σ0 =
∑∞
i,j=0 |〈gi, hj〉|2.
It is indicated in [14] that if D is not contained in σ(Sz) or σ(Sw), both
Σ0 and Σ1 are ﬁnite, moreover, Σ0 = Σ1 + 1 (cf. [15]).
For the two inner sequences based invariant subspace M deﬁned in
Lemma 2.1, from Theorem 4.3, we know that σ(Sz)∩D is discrete, so Σ0 < ∞
and Σ1 < ∞. In the following, we will compute Σ0. From Lemma 2.1, we have
that
M  zM =
∞∑
j=0
Cϕj(z) ⊗ (ψj(w)H2(w)  ψj+1(w)H2(w));
and
M  wM =
∞∑
j=0
(ϕj(z)H2(z)  ϕj−1(z)H2(z)) ⊗ Cψj(w).
Let {ei0, . . . , eili} be the orthonormal basis of H2(z)  ϕi−1ϕi (z)H2(z)
and {fj0, . . . , fjdj} be the orthonormal basis of H2(w) ψj+1ψj (w)H2(w). Then
{ϕjψjfj0, . . . , ϕjψjfjdj}j≥0 and {ϕiψiei0, . . . , ϕiψieili}i≥0 are the orthonor-
mal basis of MzM and MwM , respectively. Using the reproducing kernel
and some computations, we have
dj∑
β=0



















































































































































So we have the following proposition.
Proposition 5.1. Let M be the two inner sequences based invariant subspace


























































Remark 5.2. Given a decreasing inner sequence {ϕj}j≥0 and an increasing
inner sequence {ψj}j≥0, in general, it is hard to determine the quantity (5.2),
but from the above computation, we know it is ﬁnite!
Remark 5.3. If ψj(w) = wj , then M =
∑∞
j=0 ϕj(z)H
2(z)wj . Then (5.2)




1 − |ϕj−1ϕj (0)|2
) − 1, where ϕ−1 = 0. This has been
obtained in [13].
For a bounded linear operator T, rankT denotes the dimension of the
range of T , denoted by ranT . In the following, we will study the rank of
the core operator. We will focus on when Θ(z) =
∑K−1
j=0 ϕj(z)Pj is a ﬁnite
sum, where ϕjϕj+1 is a nonconstant inner function, j = 0, 1, . . . , k − 2, and∑K−1








(ϕj(z)H2(z)  ϕj−1(z)H2(z)) ⊗ ψj(w)H2(w), (5.3)
where ψj+1ψj is a nonconstant inner function, j = 0, 1, . . . , k − 2, and we also
use the natation ϕ−1 = 0, ψ0 = 1 and ψK = 0. Then by (5.3), it is easy to
see that
M  zM =
K−1∑
j=0
Cϕj(z) ⊗ (ψj(w)H2(w)  ψj+1(w)H2(w)); (5.4)
and
M  wM =
K−1∑
j=0
(ϕj(z)H2(z)  ϕj−1(z)H2(z)) ⊗ Cψj(w). (5.5)
Note that {ei0, . . . , eili} is the orthonormal basis of H2(z)ϕi−1ϕi (z)H2(z)
and {ϕiψiei0, . . . , ϕiψieili} is the orthonormal basis of (ϕiH2(z)ϕi−1H2(z))
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⊗ Cψi. For any f =
∑K−1


















































the fourth equality holds because for i > j, 〈ϕjψjfj , ϕiψieiα〉 = 0. For sim-
plicity, let γij =
ψj
ψi




























z , Rz]) ≤ K. (5.9)
Lemma 5.4. For any i=0,1,. . . ,K-1, ei is defined as (5.7), then ei ≡ 0.
Proof. By (5.1),
∑li






α=0 |eiα(0)|2 = 0, so
∑li
α=0 eiα(0)eiα ≡ 0. Therefore, ei =∑li
α=0 eiα(0)ϕiψieiα = ϕiψi
∑li
α=0 eiα(0)eiα ≡ 0. 
Theorem 5.5. Let M be the two inner sequences based invariant subspace
defined by (5.3), then rankC = 2K − 1.
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Proof. Firstly, we claim that for each j = 0, 1, . . . K − 2, there exists fj ∈




wH2(w), this implies that H2(w) = ψj+1ψj H
2(w) ⊕ wH2(w) is the direct sum
of two reducing subspaces, which is a contradiction. It is trivial that there
exists fK−1 ∈ H2(w) such that fK−1(0) = 0.




Choose f0 ∈ H2(w)  ψ1ψ0 H2(w) with f0(0) = 0. By (5.8),
[R∗w, Rw](ϕ0ψ0f0) = γ0(f0)e0 = γ00f0(0)e0. (5.10)
Since γ00 = 1 and thus (5.10) implies that e0 ∈ ran([R∗w, Rw][R∗z , Rz]).
Now assume that we have shown that e0, . . . , ei−1 ∈ ran([R∗w, Rw][R∗z , Rz]).







k=0 γk(fi)ek ∈ ran([R∗w, Rw][R∗z , Rz]) and γi(fi) = γiifi(0) = fi(0) =
0, hence ei ∈ ran([R∗w, Rw][R∗z , Rz]). This proves the claim and hence
rank([R∗w, Rw][R
∗
z , Rz]) = K.
By Proposition 2.6 and Theorem 2.7 in [16], rankC = 2rank([R∗w, Rw]
[R∗z , Rz]) − 1 = 2K − 1, which completes the proof. 
Example. Let K = 2 and M = ϕ0(z)H2(z)⊗(H2(w)ψ1(w)H2(w))
⊕
H2(z)
⊗ ψ1(w)H2(w). By Theorem 5.5, rankC = 3. In fact, M = ϕ0(z)H2(D) +
ψ1(w)H2(D). This type of invariant subspace has been studied in [17] and
rankC was also obtained by a diﬀerent method.
Remark 5.6. If the two inner sequences based invariant subspace M is deﬁned
by nontrivial inﬁnite sum Θ, then C is of inﬁnite rank.
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