The shift action on the 2-cocycle group Z 2 (G, C ) of a finite group G with coefficients in a finitely generated abelian group C has several useful applications in combinatorics and digital communications, arising from the invariance of a uniform distribution property of cocycles under the action. In this article, we study the shift orbit structure of the coboundary subgroup B
Introduction
Each group G acts as automorphisms of Z 2 (G, C ), the group of normalised 2-cocycles from G to C , for any abelian group C . This shift action was introduced by the third author in [5] . Orbits under the shift action lie wholly within cohomology classes, so their partitioning of each cohomology class is invisible from the usual cohomological point of view.
Several applications of cocycles in combinatorics and digital communications led to the discovery of shift action. The key focus here is cocycles G × G → C with the special property that for each fixed first coordinate, the images as the second coordinate varies over G are uniformly distributed in C . Such cocycles are a source of planar functions, sequence families with low correlation, and perfect or almost perfect nonlinear sequences; semiregular relative difference sets and generalised Hadamard matrices; high-distance or self-dual error-correcting codes; and Hadamard groups (see [2, 4] ). Importantly, the frequency distributions of the elements of C (uniform or not) are invariants of the shift orbits inside each cohomology class. Hence, the shift orbit structure of Z 2 (G, C ), algebraically determined by the groups G and C , is significant for isolating and locating highly applicable non-algebraic properties of cocycles. This article studies the shift orbit structure of the coboundary group B 2 (G, C ) ≤ Z 2 (G, C ). A coboundary is a cocycle ∂φ : G × G → C defined from a normalised function φ : G → C , φ(1) = 0, by the formula ∂φ(x, y) = φ(xy) − φ(x) − φ(y), x, y ∈ G. In this case, the images of φ and ∂φ under shift action by s ∈ G are given by (φ · s)(x) = φ(sx) − φ(s), x ∈ G;
and (∂φ · s)(x, y) = ∂φ(sx, y) − ∂φ(s, y) = ∂(φ · s)(x, y) = φ(sxy) − φ(sx) − φ(sy) + φ(s), x, y ∈ G.
An earlier version of the research in this article was developed by the first author in his Ph.D. thesis [7] , some of which was reported (without proof) in [4, Section 8.5] . Here, we present a unified, corrected, and self-contained account. In particular, we situate and motivate the study of shift action on coboundaries in a mainstream group algebra setting.
An outline of the article follows. Section 2 is fundamental; it shows that shift action on coboundaries corresponds precisely to part of the natural action on a series of group algebra quotients (thus, shift action in this special case is an entirely algebraic notion). In Section 3, we relate this series for a modular group algebra to the more familiar socle and Loewy series. We further prove new dimensional bounds for these series. The last part of the article, Section 4, is an extended look at the orbit structure of the group algebra quotients. Elementary abelian and cyclic groups seem to be the two extremal cases in the theory. We prove several results that allow enumeration of all orbits in these two cases. The article ends with an asymptotic existence result for maximal-sized shift orbits in B 2 (G, C ), when G and C are finite p-groups.
A fundamental isomorphism of G-modules
Assume throughout this section that G and C are finite, and C is written additively.
Our critical observation is that, because arbitrary functions f : G → C may be represented as elements of a group ring R[G] over a commutative ring R with 1, the shift action on coboundaries is really part of the standard R[G]-module structure of certain quotients of R [G] .
We must convert from G-actions on B
-modules, where C = (R, +). Note that C is always isomorphic to the additive group of at least one commutative ring R with 1; furthermore, C is an R-module for each such R. Let UC 1 (G, R) be the R-module of all mappings from G to R, and let C 1 (G, R) be the submodule of all normalised mappings. Since G is finite, there is an R-module isomorphism ϑ (0)
(0) , has underlying additive group R [G] , with left G-action given by multiplication on the left by elements of G:
The R-module isomorphism ϑ (0) imposes on UC
this is a recurring technique). That is, we set
We now define a sequence of quotient algebras inductively from
by its submodule of G-fixed elements:
(j−1) ).
Definition 1 generalises the definition of Loewy and socle series of R [G] for G a finite p-group and R a field of characteristic p; see Section 3 below. For our purposes the most important quotient is R [G] (2) , which we proceed to show is isomorphic as
where f (1) * is the map sending every element of G to f (1) . Let ϑ (1) denote the composite of this isomorphism with the isomorphism R [G] (1)
where the right action is the shift action (1) of G on C
. Denote the composite of these two isomorphisms by ϑ (2) . As usual, ϑ (2) imposes
, and once more we see that this imposed G-action is precisely shift action. Explicitly, g · ∂φ = ∂φ · g −1 by (2) and (4). We have proved: Thus, in order to understand the shift orbits in B 2 (G, C ), we seek to determine the G-orbit structure of R[G] (2) , where
. In Section 4 we consider the problem more generally, by investigating orbits in all of the quotients R [G] (j) .
Series in modular group algebras
The previous section showed that shift action (on the coboundary group) is naturally isomorphic to the standard action on the third term in the quotient series {R[G]
} j≥0 . In this section, we take G to be a non-trivial finite p-group and R to be a field K of characteristic p, and we relate {K [G] (j) } j≥0 to the socle and Loewy series of K [G] .
Some material in this section is well-known, but is included for completeness. Henceforth, we drop the superscript (0)
Identifications between three group algebra series
Recall that the socle soc(M) of a module M is the submodule generated by all of its simple submodules.
Lemma 1. (i) A simple K [G]-module is 1-dimensional and trivial (i.e. G acts trivially on it).
(
Proof. For (i) see e.g. [6, 3.9, p. 37], from which (ii) and then (iii) follow.
Proof. The second statement follows from the first by the definition of socle series. By Lemma 1,
(1)
It is well-known that the socle series of K [G] is the same as the Loewy series 
Jennings polynomials
The Jennings polynomial of the finite p-group G is defined to be i=0 c i z
, where is the length of the Loewy series
, the coefficients of the Jennings polynomial sum to |G|. Lemma 3(ii) implies the following.
is the jth term of the lower central series of G.
where 
Proof. Direct calculation, using the definition of the Jennings series and Theorem 2.
Ordering Jennings-type polynomials
We generalise the definition of the Jennings polynomial. Let q = p r . A Jp(q) (''Jennings polynomial of type q'') is any element of Z[z] of the form
where {e 1 , . . . , e s } is a set of non-negative integers such that e 1 + · · · + e s = r. A Jp(q) as in (6) 
Proof. See the proof of [6, 2.12, pp. 259-260].
Let J(q) denote the set of all Jp(q)s. We introduce a binary relation on J(q). First, we define some notation for partial sums of coefficients of polynomials: if
The following property of the quantities γ j (f ) will be needed later (in Section 3.4).
Lemma 8. Statement (7) defines a partial order on J(q).
Proof. Exercise.
Remark 2.
Note that J(p) is totally ordered:
⇐⇒ i ≤ j. However, ≤ is not a total order in general. For example, let f (z) = (1+z 3 )(1+z 4 ) ∈ J(4) and g(z) = (1+z)(1+z 5 ) ∈ J(4). Then, γ 1 (f ) < γ 1 (g) but γ 4 (f ) > γ 4 (g). Lemma 9. Let F 1 (z) denote the Jennings polynomial of the cyclic group of order p r (see Lemma 5) .
Proof. By Lemma 4, γ j (g) ≥ j + 1 = γ j (F 1 ).
As a complement to Lemma 9, we will show (see Lemma 10 below) that 
For if (8) holds then
The proof of Eq. (8) is by induction, the case j = 0 being clear. Suppose that j > 0 and γ j−1 (fh) =
giving Eq. (8) as required.
Corollary 2. Suppose that a ≤ b in
r is the least element of J(p r ).
Proof.
We proceed by induction on r. The case r = 1 was observed in Remark 2. The inductive step follows from Corollary 2.
Dimensional bounds
The following result does not seem to have been noted elsewhere previously.
Theorem 4. For all groups G of order p r , all fields K of characteristic p and all j
Proof. Let g(z) be the Jennings polynomial of G, and {S i } 0≤i≤ , {E i } 0≤i≤ be the socle series and Loewy series of K [G], respectively. By Lemmas 2 and 3,
. Then, by Lemma 7, the inequalities (9) hold for all j ≥ 0 if and only if
, which we know to be true by Lemmas 9 and 10.
We restate Theorem 4 for the socle and Loewy series of K [G] , with more explicit bounds. In doing so, we use that the dimensions of the jth terms of both series sum to |G|. Also, define β p (i, n) to be the number of n-tuples (a 1 , . . . , a n ) ∈ {0, . . . , p − 1} n such that a 1 + · · · + a n = i. In other words, for |G| = p r , β p (i, r) is the (multinomial) coefficient of z i in F 2 (z). 
More on the cases of cyclic and elementary abelian G
In this section we provide further information about the quotient algebra series {K [G] (j) } j≥0 when G is cyclic or elementary abelian, to be applied in the next section. Since this information is somewhat specialised, and the techniques used to obtain it are standard (cf. [9, Section 3.3]), we will be fairly brisk here.
Let r > 1. 
By Lemmas 2 and 3, and [9, Lemma 3.
Since we are in characteristic p, x 
, that is complemented by a subspace of
Proof. Again, we rely on Lemmas 2 and 3, and [9, Lemma 3.5, p. 89].
The right hand side of this assignment is equal to the element η(
H,G are both contained in
Enumeration of orbit sizes
Throughout this section, K is a finite field of size q and G is a finite group.
Motivated by Theorem 1, we study the G-orbit structure of the quotient modules K [G]
(j) , under the natural action by G.
Eventually, via an enumerative approach, we derive asymptotic results on the number of maximal-sized orbits.
Definition 2.
Let n be the number of positive integer divisors of |G|. Let m be the least non-negative integer such that either Of course, to determine shift orbits within the coboundary group B 2 (G, K ), only the first three rows of the orbit size 
Hence |P H | = χ (0) (G/H) and the result follows.
So when all subgroups of G are normal (i.e. G is abelian or Hamiltonian), the problem of finding row zero of the orbit size 
Orbit size tables for cyclic groups
A finite cyclic group has one and only one subgroup for each divisor of its order. This uniqueness of subgroups helps in a recursive construction of orbit size tables. For instance, the following is clear by Theorem 6. To complete the analysis of cyclic groups, we record the following general theorem (proved in [7, pp. 108-109] Moreover, v is O(log(1/ )).
Proof. This is a consequence of Theorems 10 and 11 with j = 2.
The import of Theorem 12 is that for certain classes of p-groups G (perhaps all; cf. Question 1), and any elementary abelian p-group C , if G is large enough then almost all of the shift orbits in B
