Previous studies have demonstrated the advantages of single-ISA heterogeneous multi-core architectures for power and performance. However, none of those studies examined how to design such a processor; instead, they started with an assumed combination of pre-existing cores.
INTRODUCTION
Multiple-core processor architectures are becoming increasingly attractive as an option to provide high instruction throughput while keeping power and complexity under control. But multi-core processors also give the designer more flexibility to meet specific performance/power goals. In particular, single-ISA heterogeneous multicore architectures have been shown to provide significant power and performance advantages for chip multiprocessors (CMPs) [10, 11] . Such an architecture consists of multiple core types on the same die; each core representing a different point in the powerPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. performance continuum. Applications are mapped to cores in such a way that each application executes on a core that best fits its runtime resource requirements. This results in higher overall computational efficiency than conventional homogeneous CMPs.
While the previous proposals demonstrated the benefits of heterogeneity, they gave no insight into what constitutes, or how to arrive at, a good heterogeneous design. Previous work assumed a given heterogeneous architecture. More specifically, those architectures were composed of existing architectures, either different generations of the same processor family [11, 10, 4, 6] , or voltage and frequency scaled editions of a single processor [2, 3, 5, 9] . While these architectures surpassed similar homogeneous designs, they failed to reach the full potential of heterogeneity, for three reasons. First, the use of pre-existing designs presents low flexibility in choice of cores. Second, those core choices maintain a monotonic relationship, both in design and performance -for example, the most powerful core is bigger or more complex in every dimension and the performance-ordering of the cores is the same for every application. Third, all cores considered perform well for a wide variety of applications -we show that the best heterogeneous designs are composed of specialized core architectures.
A heterogeneous architecture, and particularly a fully custom heterogeneous processor not necessarily composed of pre-existing cores, incurs additional costs in design, verification, and testing. A key goal of this research is to evaluate the full benefits of these architectures, so that this trade-off can be more appropriately evaluated by processor manufacturers.
In actually deriving the best designs for a variety of multiprogramming workloads, power and area constraints, level of threading, etc., we make three significant contributions. First, we reevaluate the benefits of heterogeneity in power and area efficient architectures, showing new benefits and higher gains. Performance improvements of up to 40% are shown. Second, we demonstrate methodologies for arriving at good heterogeneous designs -we examine both those that find the best designs but do not scale well to larger design spaces, and those that scale yet still find good architectures. Third, by actually finding the best designs across many different assumptions and constraints, we identify a number of key principles critical to the effective design of future chip multiprocessors.
More specifically, this study leads to several conclusions regarding effective heterogeneous CMP design.
• The most efficient heterogeneous multiprocessor is not constructed of cores that make good general-purpose uniprocessor cores, or even those cores that would appear in a good homogeneous multiprocessor architecture.
• The best way to design a heterogeneous CMP is by tuning each individual core for a class of applications with common characteristics.
• Customizing cores to subsets of workloads results in processors that are typically non-monotonic (i.e., there is no strict gradation among cores in terms of overall performance or complexity).
• Performance advantages of heterogeneous, and even nonmonotonic, multiprocessors continue to hold even for a collection of completely homogeneous workloads. In those cases, such processors exploit the diversity across different workloads.
The rest of the paper is organized as follows. Section 2 describes prior related work. Section 3 describes the approach followed to navigate the design space and arrive at the best designs for a given set of workloads. Section 4 discusses the benefits of customization. Section 5 gives the methodology followed for our evaluations and describes the area, power, and performance models. Section 6 provides the results of our experiments. Section 7 concludes.
RELATED WORK
Prior work on single-ISA heterogeneous multi-core architectures demonstrates the benefits of heterogeneity for both power/performance efficiency and area/performance efficiency. However, those studies focus on the benefits of an assumed design, and thus give little insight into what constitutes, or how to arrive at, a good heterogeneous design.
Initial proposals for heterogeneous multi-core architectures demonstrated the power efficiency of such architectures. Kumar, et al. [10] propose single-ISA heterogeneous multi-core architectures for processor power reduction. The proposal consists of cores from different generations of the Alpha processor family on the same die. They consider a single application running at a time that gets mapped intelligently to the right core. The energy benefits of heterogeneous multi-core architectures is also explored by Ghiasi and Grunwald [4] . They consider single-ISA, heterogeneous cores of different frequencies belonging to the x86 family, and use them to control the thermal characteristics of a system. Applications run simultaneously on multiple cores and the operating system monitors and directs applications to the appropriate job queues. Grochowsky, et al. [6] compare voltage/frequency scaling, asymmetric (heterogeneous) cores, variable-sized cores, and speculation as means to reduce the energy per instruction and find that heterogeneous cores result in the most benefit.
Another set of proposals use heterogeneous multi-core architectures to improve processor performance for fixed area and power budgets. Kumar, et al. [11] demonstrate the performance advantages of heterogeneous multi-core architectures for multi-programmed heterogeneous workloads. They consider multiprocessors consisting of EV5 and/or EV6 cores and show that on-chip heterogeneity results in more efficient computation and helps target a broad spectrum of thread-level parallelism. Morad, et al. [15] explore the theoretical advantages of placing asymmetric core clusters in multiprocessor chips. They show that asymmetric core clusters are expected to achieve higher performance per area and higher performance for a given power envelope. The analysis is extended in [16] . Annavaram, et al. [2] evaluate the benefits of heterogeneous multiprocessing to minimize the execution times of multi-threaded programs containing nontrivial parallel and sequential phases, while keeping the CMP's total power consumption within a fixed budget. They report significant speedups.
Balakrishanan, et al. [3] seek to understand the impact of such an architecture on software. They show, using a hardware prototype, that asymmetry can have significant impact on the performance of a wide range of commercial applications.
The power-performance trade-offs for multi-core architectures was also studied recently by Li, et al. [13] . That work does not consider heterogeneous chip multiprocessors, however.
FROM WORKLOADS TO A MULTI-CORE DESIGN
The goal of this research is to identify the characteristics of cores that combine to form the best heterogeneous architectures, and also demonstrate principles for designing such an architecture. Such a methodology would start with a set of applications and a set of constraints on the processor. It should then identify the best architecture for that workload, given some objective function to evaluate the goodness of an architecture.
Because this methodology requires that we accurately reflect the wide diversity of applications (their parallelism, their memory behavior), running on widely varying architectural parameters, there is no real shortcut to using simulation to characterize these combinations.
The design space for even a single processor is large, given the flexibility to change various architectural parameters; however, the design space explodes when considering the combined performance of multiple different cores on arbitrary permutations of the applications. Hence, we make some simplifying assumptions that make this problem tractable so that we navigate through the search space faster; however, we show that the resulting methodology still results in the discovery of very effective multi-core design points.
First, we assume that the performance of individual cores is separable -that is, that the performance of a four-core design, running four applications, is the sum (or the sum divided by a constant factor) of the individual cores running those applications in isolation. This is an accurate assumption if the cores do not share L2 caches (which we validate in the Appendix) or memory channels.
However, we also show in the Appendix that this methodology still makes good design decisions with shared L2 caches for our workloads. This assumption dramatically accelerates the search because now the single-thread performance of each core (found using simulation) can be used to estimate the performance of the processor as a whole without the need to simulate all 4-thread permutations.
Since we are interested in the highest performance that a processor can offer, we assume good static scheduling of threads to cores. Thus, the performance of four particular threads on four particular cores is the performance of the best static mapping. However, this actually represents, in some sense, a lower bound on performance. Prior work has shown that the ability to migrate threads dynamically during execution only increases the benefits of heterogeneity [11] as it exploits intra-thread diversity -we show in Section 6 that it continues to hold true for the best heterogeneous designs that we come up with under the static scheduling assumption.
To further accelerate the search, we consider only major blocks to be configurable, and only consider discrete points. For example, we consider 2 instruction queue sizes (rather than all the intermediate values) and 4 cache configurations (per cache). But we consider only a single branch predictor, because the area/performance tradeoffs of different sizes had little effect in our experiments. Values that are expected to be correlated (e.g., size of re-order buffer and number of physical registers) are scaled together instead of separately. This methodology might appear to be crude for an important commercial design, but we believe that even in that environment this methodology would find a design very much in the neighborhood of the best design. Then, a more careful analysis could be done of the immediate neighborhood, considering structure sizes at a finer granularity and considering particular choices for smaller blocks we did not vary. We only consider and compare processors with a fixed number (4) of cores. It would be interesting to also relax that constraint in our designs, but we did not do so for the following reasons. Accurate comparisons would be more difficult, because the interconnect and cache costs would vary. Second, it is shown both in this work (Section 6) and in previous work [11] that heterogeneous designs are much more tolerant than homogeneous when running a different number of threads than the processor is optimized for. However, the methodology shown here need only be applied multiple times (once for each possible core count) to fully explore the larger design space, assuming that an accurate model of the off-core resources was available.
The above assumptions allow us to model performance for various combinations of cores for various permutations of our benchmarks, thus evaluating the expected performance of the possible homogeneous and heterogeneous processors for various area and power budgets.
To search through the design space for a given set of workloads we follow two techniques -exhaustive search and efficient search. Our algorithm for finding the best design typically is an exhaustive search of all core combinations, accounting for every permutation of our benchmarks on each combination. This approach ensures that we do indeed find the best combination in each case. While this approach works for our workloads and architectural variables, considering more benchmarks and more architectural options will quickly make the exhaustive approach impractical. In Section 6.5, we examine more efficient search algorithms and quantify how closely they come to identifying the best design.
CUSTOMIZING CORES TO WORKLOADS
One of the biggest advantages of creating a heterogeneous processor as a custom design is that the cores can be chosen in an unconstrained manner as long as the processor budgetary constraints are satisfied. We define monotonicity to be a property of a multicore architecture where there is a total ordering among the cores in terms of performance and this ordering remains the same for all applications. For example, a multiprocessor consisting of EV5 and EV6 cores is a monotonic multiprocessor. This is because EV6 is strictly superior to EV5 in terms of hardware resources and virtually always performs better than EV5 for a given application given the same cycle time and latencies. Similarly, for a multi-core architecture with identical cores, if the voltage/frequency of a core is set lower than the voltage/frequency of some other core, it will always provide less performance, regardless of application. Fully customized monotonic designs represent the upper bound (albeit a high one) on the benefits possible through previously proposed heterogeneous architectures.
As we show in this paper, monotonic multiprocessors may not provide the "best fit" for various workloads and hence result in inefficient mapping of applications to cores. For example, in the results shown in [10] , mcf, despite having very low ILP, consistently gets mapped to the EV6 or EV8-core for various energy-related objective functions, because of the larger caches on these cores. Yet it fails to take advantage of the complex execution capabilities of these cores, and thus still wastes energy unnecessarily.
Doing a custom design of a heterogeneous multi-core architecture allows us to relax the monotonicity constraint. That is, it is possible for a particular core of the multiprocessor to be the highest performing core for some application but not for others. For example, if one core is in-order, scalar, with 32KB caches, and another core is out-of-order, dual-issue, with larger caches, applications will always run best on the latter. However, if the scalar core had larger L1 caches, then it might perform better for applications with low ILP and large working sets, while the other would likely be best for jobs with high ILP and smaller working sets.
The advantage of non-monotonicity is that now different cores on the same die can be customized to different classes of applications, which was not the case with previously studied designs.
METHODOLOGY
This section discusses the various methodological challenges of this research, including modeling the power, real estate, and performance of the heterogeneous multi-core architectures.
Modeling of CPU Cores
For all our studies in this paper, we model 4-core multiprocessors assumed to be implemented in 0.10 micron, 1.2V technology. Each core on a multiprocessor, either homogeneous or heterogeneous, has a private L2 cache and each L2 bank has a corresponding memory controller. The ITRS roadmap [1] confirms that sufficient pins are available to support four memory controllers for the assumed technology. Assuming private L2 caches reduces the dimensions of the design; however, we also consider a shared L2 cache (of the same total size) in the Appendix.
We consider both in-order cores and out-of-order (OOO) cores for this study. We base our OOO processor microarchitecture model on the MIPS R10000, and our in-order cores on the Alpha EV5 (21164). We evaluate 480 cores as possible building blocks for constructing the multiprocessors. This represents all possible distinct cores that can be constructed by changing the parameters listed in Table 1 . The various values that were considered are listed in the table as well. We assumed a gshare branch predictor [14] with 8k entries for all the cores. Out of these 480 cores, there are 96 distinct in-order cores and 384 distinct out-of-order cores. The number of distinct 4-core multiprocessors that can be constructed out of 480 distinct cores is over 2.2 billion.
Structure

Methodology
Assumptions L1 caches [20] Parallel data/tag access TLBs [20] , [ [20] IW RP, IW WP, 40b-entry,8b-tag Ld/St Queues [20] 64b-addressing,40b-data Table 2 : Area and power estimation methodology and relevant assumptions for various hardware structures. Renaming for OOO cores is assumed to be done using RAM tables. IW refers to issue-width, W P to a write-port, and RP to a read-port.
Other parameters that are kept fixed for all the cores are also listed in Table 1 . The various miss penalties and L2 cache access latencies for the simulated cores were determined using CACTI [20] .
All evaluations are done for multiprocessors satisfying a given aggregate area and power budget for the 4 cores. We do not expect the memory and interconnection subsystem to vary significantly with the core type for a given number of cores. We also confirmed that L2's contribution to overall power consumption did not vary significantly between four-core designs taking up the same area, even when the total number of serviced memory requests differed. Hence, we do not concern ourselves with the area and power consumption of anything other than the cores for this study.
Modeling Power and Area
In this paper, the area budget refers to the sum of the area of the 4 cores of a processor (the L1 cache being part of the core), and the power budget refers to the sum of the worst case power of the cores of a processor. Specifically, we consider peak activity power, as this is a critical constraint in the architecture and design phase of a processor. Static power is not considered explicitly in this paper (though it is typically proportional to area, which we do consider).
We model the peak activity power and area consumption of each of the key structures in a processor core using a variety of techniques. Table 2 lists the methodology and assumptions used for estimating area and power overheads for various structures. Table 3 shows the area and power values for various parameterized hardware structures that make up a core for different issue widths. Notice that some of the structures listed are for OOO cores only.
To get total area and power estimates, we assume that the area and power of a core can be approximated as the sum of its major pieces. In reality, we expect that the unaccounted-for overheads will scale our estimates by constant factors (leakage power scaling might not be linear). In that case, all our results will still be valid. Figure 1 shows the area and power of the 480 cores used for this study. As can be seen, the cores represent a significant range in terms of power (4.1-16.3W) as well as area (3.3-22mm
2 ). For this study, we consider 4-core multiprocessors with different area and peak power budgets. There is a significant range in the area and power budget of the 4-core multiprocessors that can be constructed out of these cores. Area can range from 13.2mm 2 to 88mm 2 . Power can range from 16.4W to 65.2W.
Modeling Performance
This section describes the workloads used for evaluation, the performance evaluation methodology, and the evaluation metric.
Workloads
All our evaluations are done for multiprogrammed workloads. Table 4 lists the ten benchmarks used for constructing workloads. Seven benchmarks are from the SPEC suite. These benchmarks are chosen in the following way. We simulated all 26 benchmarks from the SPEC suite for 250 million cycles using the EV5 processor model after fast-forwarding for an appropriate number of instructions [19] . Then benchmarks were classified into processor bound or bandwidth bound based on the number of main memory references per instruction. Seven benchmarks were then chosen from these two sets in proportion to the occurrence of these classes of benchmarks in the SPEC suite. Hence, the chosen SPEC benchmarks are intended to represent the entire SPEC suite. We also chose groff, deltablue and adpcmc from the IBS, OOCSB and Mediabench suites respectively. Choosing these three additional benchmarks recognizes the existence of other kinds of application behavior that are not displayed by the SPEC benchmarks, while still considering SPEC representative of a wide variety of applications. Every multiprocessor is evaluated on two classes of workloads. The all different class consists of all possible 4-threaded combinations that can be constructed such that each of the 4 threads running at a time is different. The all same consists of all possible 4-threaded combinations that can be constructed such that all the 4 threads running at a time are the same. For example, a,b,c,d is an all different workload while a,a,a,a is an all same workload. This effectively brackets the expected diversity in any workload -including server, parallel, and multithreaded workloads. Hence, we expect our results to be generalizable across a wide range of applications. 
Evaluation methodology
As discussed before, there are over 2.2 billion distinct 4-core multiprocessors that can be constructed using our 480 distinct cores. We assume that the performance of a multiprocessor is the sum of the performance of each core of the multiprocessor, as described in Section 3. Each core is assumed to have a private L2 cache as well as a memory channel. This is the same architecture (private L2s) assumed in [8] and is supported by recent research comparing private and shared L2 caches for multi-core architectures [12] . We also validate that the results made with these assumptions still apply with shared L2 caches for our benchmarks (see the Appendix).
We find the single thread performance of each application on each core by simulating for 250 million cycles, after fast-forwarding an appropriate number of instructions [19] . This represents 4800 simulations. Simulations use a modified version of SMTSIM [22] . Scripts are used to calculate the performance of the multiprocessors using these single-thread performance numbers.
All results are presented for the best (oracular) static mapping of applications to cores. Note that realistic dynamic mapping can do better [11] -we show in Section 6 that dynamic mapping continues being useful for the best heterogeneous designs that our methodology produces. However, evaluating 2.2 billion multiprocessors becomes intractable if dynamic mapping is assumed.
Evaluation Metric
We use weighted speedup [21] for our evaluations. In this paper, weighted speedup measures the arithmetic sum of each running thread's IPC, divided by its IPC on the simplest core considered in this study when running alone. The IPC is derived by running a thread for a fixed amount of time. We believe that this metric guards against multiprocessor design points that produce artificial speedups by simply favoring high-IPC threads.
For completeness reasons, we also performed all our evaluations for total IPC as well and found that while the absolute results were different, there was no significant difference in trends or analysis.
ANALYSIS AND RESULTS
In the following sections, we examine the performance and resulting architecture of CMPs designed under various workload and design constraint assumptions. Section 6.1 considers a particular 4-threaded workload. Section 6.2 extends our analysis to a varied workload and a variety of different area and power constraints. In Section 6.3, we quantify the gains observed due to a methodology that allows non-monotonic cores on the processor. We examine the effect of different levels of thread-level parallelism for multiprogramming workloads in Section 6.4.
Analyzing multi-core processors for a given workload
This section examines a 4-core CMP design for a single, particular 4-thread workload. This serves a couple of purposes. First, it demonstrates the use of these design techniques for embedded MP systems where the workload is known, and also allows us to demonstrate (in a more concrete example) most of the design principles that are also true for the more general case (designing for an unknown permutation of applications). Thus, we consider here the four-threaded all different workload consisting of eon, mesa, deltablue, and mcf. These applications all have different characteristics (e.g. deltablue has high ILP while mcf is memory bound) and hence different execution requirements. Figure 2 shows the highest performing multiprocessors for this workload for various number of core types. A processor with one core type is a homogeneous CMP. A processor where all the 4 cores are different is a processor with 4 core types. We annotate the graph with descriptions of the actual cores chosen by our system. IO icachesize dcachesize exec-units represents an inorder core. A core can have small (exec units=s) or large (exec units=l) number of functional units. OOO icachesize dcachesize exec-units physregs represents an out-of-order core. Such cores can have either small (phys regs=s) or large (phys regs=l) number of physical registers and ROB entries. The actual sizes that correspond to these settings appear in Table 1 . (While not true in general, in this section no multi-issue cores are chosen, so the issue width does not appear in this notation). The best multiprocessors are arrived at assuming static mapping of applications to cores. However, results are also shown for dynamic mapping of applications to the cores of these multiprocessors -in this case, we use the same configuration of cores chosen assuming static mapping, but allow jobs to swap cores dynamically during execution, assuming a methodology similar to [11] . We find that the highest performing CMP indeed has all cores different where each core is well-suited for a particular application. While IO 8 8 l (in-order, 8K L1 caches, more functional units) is well-suited for mesa, OOO 16 8 s l (out-of-order, 16K Icache, 8 K Dcache, few functional units, large window) is well-suited for mcf. OOO 16 32 l l runs deltablue well and OOO 64 32 s l is tuned for eon. This processor has 7% higher throughput than the best homogeneous CMP design for static mapping. The best homogeneous CMP has an out-of-order core with 16K I and D caches, few functional units, and a large instruction window. This processor is a good fit only for mcf; it is an overfit for mesa and an underfit for deltablue and eon in terms of L1 cache and registers.
Even though these cores are highly specialized to particular applications, we get significant gains if we allow threads to move between cores over time. Thus, when dynamic mapping is assumed, benefits due to heterogeneity are even higher, as much as 16.7%, due to the ability to exploit intra-thread diversity. In the following sections, we are not able to evaluate dynamic mapping for all benchmark permutations, but this result confirms the expected result, that heterogeneous CMPs designed for static mapping only perform better when threads are allowed to move dynamically.
Analyzing multi-core processors for a given budget
This section extends our analysis in two ways. It considers a more general workload (designing for an unknown permutation of a set of applications) and a variety of area and power budgets. For every fixed area or power limit, an exhaustive search is performed to find the highest performing 4-core multiprocessor. For all budgets, the results shown assume that all contexts are busy. The configuration chosen is the one that gives the best average performance over all permutations of the applications. Figure 3 shows the weighted speedup for the highest performing 4-core multiprocessors within an area budget of 40mm
2 . The three lines correspond to different power budgets for the cores. The results are presented for two workload conditions -all same, when all the threads of a 4-threaded workload are the same and all different, when all the threads of a 4-threaded workload are different. These two conditions represent two extremes of heterogeneity. The points on the far left represent homogeneous CMP designs, all other points represent varying degrees of heterogeneity. Select points are labeled with a description of the core selection represented by that point, to aid in the following discussion.
The results lead to several interesting observations. First, we notice that the advantages of diversity exist even with the all same workload. This workload might represent parallel workloads with homogeneous threads, or perhaps a server handling requests with little diversity. Previous proposals discussed the advantages of heterogeneity only with heterogeneous workloads; however, we find that even homogeneous workloads achieve their best performance when at least one of the cores is well-suited for the applicationa carefully constructed heterogeneous design ensures that whatever application is being used for the homogeneous runs, such a core likely exists. For example, for an area budget of 40mm 2 and a power budget of 30W, the best heterogeneous CMP for all same workloads outperforms the best homogeneous CMP by 4%.
Note that such a CMP is exploiting diversity across different homogeneous workloads even though there is no diversity within a workload (that is, we are finding a single best design for all of our all same workloads).
Second, we observe that the advantages due to heterogeneity for a fixed area budget depend largely on the power budget availableas shown by the shape of the lines corresponding to different power budgets. In this case (Figure 3) , heterogeneity buys little additional performance with a generous power budget (50W), but is increasingly important as the budget becomes more tightly constrained. For example, in the all-different case, the best heterogeneous CMP outperforms the best homogeneous CMP by less than 1% when the power budget is 50W, by 8% when the power budget is 40W, and by 17% when the power budget is 30W. This can be explained by the the fact that without constraints, the homogeneous architecture can create "envelope" cores -cores that are over-provisioned for any single application, but able to run most applications with high performance. For example, for an area budget of 40mm 2 , if the power budget is set high (50W), the "best" homogeneous architecture consists of 4 OOO 64 64 l l cores (i.e., out-of-order, large caches, large window). This architecture is able to run both the memory-bound and processor-bound applications well. When the design is more constrained, we can only meet the needs of each application through heterogeneous designs that are customized to subsets of the applications.
We see these same trends in Figure 4 , which shows results for four other area budgets. There is significant benefit to a diversity of cores as long as either area or power are reasonably constrained. For a power budget of 40W, a heterogeneous CMP outperforms the best homogeneous CMP by 8% when the area budget is 50mm 2 and by 10% when the budget is 30mm 2 . A 11% improvement is possible for an area budget of 20mm 2 and a power budget of 30W. The power and area budgets also determine the amount of diversity needed for a multi-core architecture. In general, the more constrained the budget, the more benefits are accrued due to increased diversity. For example, considering the all different results in Figure 3 , while having 4 core types results in the best performance when the power limit is 30W (17% improvement over the best homogeneous CMP), two core types (or in some cases, one) are sufficient to get more than 99% of the potential benefits for higher power limits. In some of the regions where moderate diversity is sufficient, two unique cores not only match configurations with higher diversity, but even beat them. In cases where higher diversity is optimal, the gains must still be compared against the design and test costs of more unique cores. For example, in the example above, the marginal performance of 4 core types over the best 2-type result is 3%, and may not justify the extra effort. Going from one core type to two core types, however, results in 14% performance improvement and presents a more compelling case.
Our results show that while having two core types is sufficient for getting most of the potential out of moderately power-limited designs, increased diversity results in significantly better performance for highly power-limited designs. These results underscore the increasing importance of single-ISA heterogeneous multi-core architectures for current and future processor designs. As designs become more aggressive, we will want to place more cores on the die (placing area pressure on the design), and power budgets per core will likely tighten even more severely.
Another way to interpret these results is that heterogeneous designs dampen the effects of constrained power budgets significantly. For example, in the 40mm 2 results, both homogeneous and heterogeneous solutions provide good performance with a 50W budget. However, the homogeneous design loses 9% performance with a 40W budget and 23% with a 30W budget. With a heterogeneous design, we can drop power to 40W with only a 2% penalty and down to 30W (a 40% power savings) with only a 9% performance loss.
Perhaps more illuminating than the raw performance of the best designs is what architectures actually provide the highest performance for a given area and power budget. We observe that there can be a significant difference between the cores of the best heterogeneous multiprocessor and the cores constituting the best homogeneous CMP. That is, the best heterogeneous multiprocessors cannot be constructed only by making slight modifications to the best homogeneous CMP design. Rather, they need to be designed from a clean slate. Consider, for example, the best multiprocessors for an area budget of 40mm 2 and a power budget of 40W. The best homogeneous CMP consists of single-issue OOO 16 16 s l cores (out-of-order, 16K Icache, 16K Dcache, few functional units, large window). On the other hand, the best heterogeneous CMP with two types of cores, for all different workloads, consists of two single-issue in-order cores with 8KB L1 caches ( IO 8 8 s) and two single-issue out-of-order cores with 64KB ICache, 32KB DCache and double the number of functional units (OOO 64 32 l s) .
A consistent observation also is the reliance on non-monotonicity. In several of our best heterogeneous configurations, we see that no core is a subset of any other core. For example, when the power budget is 30W, the best heterogeneous CMP for two core types for all same workloads consists of superscalar in-order cores (issuewidth=2) and scalar out-of-order cores (issue-width=1), and outperforms the best homogeneous CMP by 4%. Even when all the cores are different, the best multiprocessor for all different workloads consists of a collection of one in-order core with 16KB L1 caches (IO 16 16 s) , one out-of-order core with 32KB ICache and 16KB DCache (OOO 32 16 s s) , one in-order core with 32KB L1 caches (IO 32 32 s), and one out-of-order core with 64KB ICache and 16KB DCache (OOO 64 16 s s) . We explore this further in Section 6.3.
To summarize, the results show that the best heterogeneous CMP is not constructed of cores that make good general-purpose uniprocessor cores, or even those cores that would appear in good homogeneous multiprocessor architectures. Rather, the best way to design a heterogeneous CMP is by tuning each individual core to a class of applications with common characteristics -we see this because the best designs typically contain cores poorly suited for some applications, but these designs will not have all cores poorly designed for a particular application. Such processors are advantageous even for completely homogeneous workloads and their benefits keep increasing as area and power budgets get tighter. Note that all our results (even in the following sections) have been presented with various cutoff points (area/power budgets) for the ease of visualization. We analyzed the complete continuous data space, however, and also looked at finer intervals, to ensure that our conclusions were not particular to the cutoffs shown in these graphs.
Quantifying inefficiency due to monotonicity
Because all previous heterogeneous proposals either used different generations of the same family, or frequency scaling, they represent heterogeneous design methodologies that would fail to exploit non-monotonicity. Figure 5 compares the best monotonic designs against the best non-monotonic designs. We see that for the all-same workload, the benefits from non-monotonic configurations is small. However, with the heterogeneous workload, the non-monotonic designs outperform the monotonic much more significantly. The best non-monotonic design with 2 core types outperforms the best corresponding monotonic design by 7.5% and the best homogeneous CMP design by 15.4%. Also, while increasing diversity keeps increasing processor performance for nonmonotonic designs, performance peaks at 3 core types for monotonic designs.
More generally (results not shown here), we find that the cost of monotonicity in terms of performance is greater when budgets are constrained. In fact, diversity beyond two core types has benefits for non-monotonic designs only for very constrained power and area budgets.
Varying Thread-Level Parallelism
While all our studies are done for 4-core processors, it is unrealistic to assume that the processor will always have at least four threads to run. Thus, we would like the same processor to run efficiently with thread-level parallelism (TLP) less than four. Figure 6 shows the performance of the best derived 4-core processors (area budget = 40mm 2 , power budget = 30W ) when fewer threads are running. Thus, we optimize the cores for 4 threads, but run with fewer threads than the processor was designed for. As we can see, a heterogeneous processor designed for 4 threads continues to have benefits over the corresponding homogeneous processor even when fewer threads are run. A heterogeneous processor with 4 core types, for example, outperforms the best homogeneous 4-core design by 18.6% when there is only a single thread running. For all levels of TLP, the gradation among the processors remain the same. In fact, the relative performance increases with fewer threads, even though the processor was designed assuming a TLP of 4. Because the four cores are customized to particular thread characteristics, threads are even better at finding the right core to run when there is less competition for cores. We observed similar results for other budgets as well.
We also investigate the effect of customizing a 4-core processor for a TLP different than the number of cores. Figure 7 shows the results. When designing for two threads or three threads, we actually assumed a mix of threading levels (1, 2, 3, or 4 threads) such that the average TLP was 2 or 3, respectively. Here we see that the benefits of heterogeneity are definitely more pronounced when the machine is designed for about the same threading level that is running, particularly with the all-same workload. In these particular experiments, we see nearly a 40% advantage from heterogeneity.
Of particular interest is the marked gain incurred by a single thread (TLP=1) when going from 2 to 3 unique core types. It would not have been too surprising if the best 1-thread heterogeneous processor had one big monolithic core which ran everything well, and a bunch of tiny cores never used. But instead, the best single-thread designs were more balanced and non-monotonic. This can be seen in these graphs, simply because having three cores types was better than two -in the case of the monolithic design, two would have been sufficient. Thus, we see here that we can get better singlethread performance with heterogeneous cores than with the largest monolithic core we are considering in this study.
Efficient Search Techniques
All the previous results were arrived at by evaluating every point in the search space -i.e. using exhaustive search. The reported best multiprocessors are indeed the best multiprocessors out of the ones considered. However, the full search considers over 2.2 billion distinct multiprocessor options. Then, each multiprocessor is evaluated on thousands of 4-thread workload permutations. As a result, search was slow. Additionally, this methodology is not scalable. In particular, the methodology becomes impractical when we increase the number of cores on die, the number of distinct core configurations considered, or the application set used to evaluate the architecture. In those cases, a more efficient search algorithm is needed to navigate the design space. That is, instead of considering every multiprocessor design, one can evaluate only a subset of the space (e.g., a path through the space, seeking increasingly good designs). The choice of the subset determines the accuracy of evaluation.
As an example, we used a simple well-known search algorithm, hill climbing [18] , to re-explore multiprocessors with an area budget of 40mm
2 and a power budget of 30W. The starting point was the four simplest cores, and we then made modifications to the multiprocessor, one at a time, such that the chosen modification resulted in the highest incremental performance per unit area out of all the incremental modifications possible. The modifications are made in small steps. Also, a change once made is never undone. This has the danger of the search getting stuck in local maxima, but results in much faster searches than generalized hill climbing [18] where the changes can be undone. The search stops when the available area budget or power budget is exceeded. We observed that the best heterogeneous multiprocessor yielded by hill climbing is 11% better that the best homogeneous CMP found using exhaustive search and is only 4.5% worse than the best heterogeneous CMP found using exhaustive search. Also, 86% fewer architectures were evaluated for this search. It is the subject of future work to experiment with other search algorithms, with which we hope to approach the effectiveness of exhaustive search more closely.
Note that search algorithms can be used even for fast design space exploration of uniprocessors or homogeneous CMPs using this same methodology.
CONCLUSIONS
This is the first attempt to look at the design of cores for a heterogeneous CMP. The goal is to determine how to do good heterogeneous CMP design for a given set of workloads and given area and power budgets. We try to identify the characteristics of the cores of a heterogeneous chip multiprocessor for the highest area or power efficiency, and quantify the benefits that can be obtained by doing a more custom design from the ground up. We also present a methodology for the design and optimization of the constituent processor cores given a set of target applications, as well as specific design budgets. We call these cores non-monotonic if their performance is not fully ordered over a range of different applications.
In contrast to previous work, we show that the best way to design a heterogeneous CMP is not to find individual cores that are well suited for the entire universe of applications, but rather to tune the cores to different classes of applications. We find that customizing cores to subsets of the workload results in processors that have greater performance and power benefits than previously proposed heterogeneous designs. An example such design outperformed the best homogeneous CMP design by 15.4% and the best fully customized monotonic design by 7.5%. There were performance and power improvements even for fully homogeneous workloads and for single-threaded workloads. Benefits are even greater when power and area budgets are increasingly constrained. Performance improvements of up to 40% are shown. Given current trends in processor design, we expect power to become increasingly constrained in the future, even in desktop and server markets. This means that the value of customizing core architecture as well as the benefits of aggressive heterogeneity will only increase with time.
APPENDIX
Our results assume that the performance of a multiprocessor is simply the sum of the single-thread performance of the individ- ual cores. Our confidence in this methodology stems from the fact that each core on the multiprocessor gets a private 1MB 4-way L2 cache and a private memory channel, that we are using multiprogrammed, not parallel, workloads, and that the SPEC benchmarks (and others used in the study) do not generate heavy off-chip traffic. In this section, we validate the accuracy of this assumption with full multithreaded simulation of particular points, accounting for interactions beyond the L2 cache.
Less obvious is whether these results, and the methodology we follow, applies to the case where L2 caches are shared and interactions between cores are greater. We cannot fully validate all results without full multithreaded simulation of all configurations. Thus, we reduce the full validation to two questions.
First, is the performance of the configurations found to be "best" accurate, particular with respect to the relative performance of homogeneous and heterogeneous designs? Second, is the performance ordering of configurations competing for the designation of "best" configuration preserved with more accurate simulation?
To answer the first question, we consider the highest performing multiprocessors for various number of core types for an area budget of 40mm 2 and a power budget of 30W. We performed full simulation for the four multiprocessors for various 4-threaded all different workloads. We performed simulations assuming that each core has a private 1MB 4-way L2 cache. We also performed simulations assuming that all cores shared a 4MB, 4-banked 4-way L2 cache. Figure 8 shows the results.
As can be seen from the graph, the relative ordering of the four multiprocessors remains the same. In fact, the simulations assuming private L2 caches lies on top of the line drawn using the methodology assumed in the paper. Even when the L2 cache is shared, the average performance differs by no more than 2%.
For checking the second condition, we chose 5 multiprocessors with two core-types whose performance, as determined by the assumed methodology, fell within the top 50 percentile. The multiprocessors are chosen such that they are equally spread through that range (one from the 90-100th percentile, one from the 80-90th, etc.). Then we performed full simulation for those multiprocessors and compared them against the performance of the multiprocessors using the assumed methodology. We found that the relative ordering of these multiprocessors in terms of performance remains the same in all three cases (performance using assumed methodology, full simulation assuming private L2 caches and full simulation assuming a shared L2 cache). We considered other datapoints as well and observed no significant difference in the trends or analysis.
