We describe a new hand-held 3D modelling device using vision and inertial measurements. Our system allows fast and accurate acquisition of the geometry and appearance information of any 3D object. We focused our work towards an easy manipulation and operating condition.
Introduction

1
3D Object Modelling has generated many research works in the last 2 decades, especially for Non Destructive Testing or Quality Control appli-3 cations. Several systems can be found off-the-shelf, either based on vision [1] 4 or on laser ranging [2] . New applications where 3D modelling must be per-5 formed by non expert people are arising, for instance for archeologists, cu-6 rators or artists who want to model art objects. Moreover, several potential 7 mass market applications are emerging, e.g. 3D modelling from smart devices 8 either embedded on assistance robots or moved by hand around an object.
9
These new applications involve several constraints. In particular, the 3D 10 modelling task is often executed in a human environment, typically at home,
11
where it is better to avoid laser-based technologies. Moreover the system 12 must be user-friendly, lightweight to be hand-held (i.e. compact), operated targets. This leads to a more complex digitization process and can forbid to 19 move the object during the process.
20
This paper presents a new Vision-based hand-held 3D scanner allowing 21 acquisition of geometry and texture from an object without any scene prepa- The aim of this new 3D modelling system is to provide an easy to use 43 device. This means that we focused our work on providing reliable and mostly 44 automatic operation. Being hand-held, and lightweight, the device is easily 45 moved and can access a large range of view points, allowing to scan complex 46 shape objects in details or in difficult access conditions. Since no preparation 47 is required, the overall modelling process has been made shorter and the skill 48 level required for the operator has been reduced. Moreover, the system only 49 requires to be plugged to a computer, which allows to use it with a laptop 50 in outdoor scanning tasks for example.
51
Next section is devoted to the sensor description. Then section 3 presents 52 the main modelling steps: image acquisition, 3D reconstruction and 3D reg-53 istration. In section 4, several models built from our approach are evaluated, 54 from comparisons either with the actual models for known objects, or with 55 models built with commercial scanning systems. Finally, section 5 presents 56 some outlooks for our future works. 
64
At a given instant, the system can only acquire a partial view of the scene 65 due to the field of view of the cameras. Modelling a scene from a hand-held 66 vision-based system requires to aggregate these partial views acquired at 67 several instants. This is the problem of estimating the pose or the motion of 68 the digitizing system throughout time. To help us in this task, the digitizing 69 system has been equipped with an inertial motion unit (IMU) able to measure 70 the dynamic or the attitude of the digitizing system.
71
4
The system weights 1.8 kg, its dimensions are 220 × 240 × 90 mm. Figure   72 1 describes our system and the frames associated with the sensors.
73
[ Figure 1 The digitizing system is mainly built around two cameras. The cameras 76 are equipped with a global shutter CCD sensors with a 1024 ×768 resolution.
77
They can operate up to a 39 Hz maximum frame rate. However, using a frame 78 rate close to the maximum decreases image quality.
79
The first camera, placed at the bottom of the system, is called the coaxial 80 camera because it shares its frame with the absolute frame chosen for the 81 system. The coaxial frame is noted C 0 .
82
The second camera, placed at the top of the system, is the lateral camera.
83
Its frame is noted C 1 . We suppose that the transformation between the lateral 84 and the coaxial frames is known 1 and noted H C 1 C 0 , such that :
where R and t are respectively the rotation matrix and translation vector 86 relating the coaxial frame and the lateral frame.
87
It should be noted that, to guarantee the best precision in matching and 88 to avoid noise, the cameras need to be perfectly synchronized during the 89 image acquisition. This is achieved by using a hardware trigger signal.
90
1 The stereo-vision system has been calibrated using a chessboard calibration target, following the method described in [9] . The chessboard has been modified to allow automatic initialization. 
The integration of acceleration and angular rate measurements can give accurate estimation of the attitude of the IMU using a Kalman filter [10, 11] .
102
Magnetic field is static and consequently its measurement does not drift
103
incrementally. Accelerometers measure all accelerations applied to them, in-104 cluding gravity acceleration. Thus, we are able to express current measure-105 ments g k and l k -respectively current gravity acceleration vector and current 106 magnetic field direction -with respect to the current estimated attitude.
where does not drift much and the system is considered linear.
Inertial motion unit frame is noted S. Transformation between the coaxial 116 frame C 0 and the inertial frame is noted H SC 0 :
with R SC 0 and t SC 0 being, respectively, the rotation matrix and transla- printed on a glass tile.
130
Moreover, LED rings are added to each camera to be used as secondary 131 light sources in low-lighted environments.
132
Since our system is vision-based, some conditions may still be limitating. 
Operationg conditions 145
In the sequel, strategies and operating modes for 3D modelling using our 146 particular system design are described. An overview is provided and some 147 details about the main methods are given. The aim of our project was to design the system as simply as possible.
153
The user controls the digitizing system using a trigger. A single pression on 154 it switches on the device. Prior to doing anything, when starting, the sys-155 tem launches a sequence for calibration of exposure time and light intensity 156 parameters to fit the environment. This step lasts a couple of seconds.
157
The system is then operational and runs in a preview mode. Three oper- The starting state is when the digitizing system is off. As we stated above, 162 a short pression on the trigger powers the device on to enter a preview state.
163
In this operating mode, raw data are acquired, processed and displayed, 3) is designed to allow a fully automatic modelling during acquisition. reference. Our pipeline is designed to detect and correct these displacements.
181
For each acquisition time, the digitizing system acquires sequentially, at the current model is insufficient, no good candidate for registration is found.
194
In this case, a second best candidate search method is used. Of course, if 195 the overlap is too small, this method will fail and the user will be notified.
196
If the object has moved, the inertial measurements become inconsistent with 197 the model frame. To align the inertial frame to the new world frame, a 198 correction transformation related to the object motion has to be estimated.
199
The second method used is based on image indexation to retrieve a good is not usable. The image-only method is then applied.
211
With such a pipeline, the acquisition process is made more user-friendly.
212
Indeed, the modelling can be stopped and resumed easily, and the entire ob-213 ject can be scanned in the same automatic process by pausing the acquisition,
214
moving the object, and resuming the operations. are not perfect, optical rays linking camera centers to these points does not 220 intersect. Optimisation or selection heuristic need to be chosen.
221
Considering epipolar geometry, a point in an image and each point on 
227
Matching is then a two step process : coarse dense pairing, and refine-228 ment. First step is a global process, trying to match all pixels in an image.
229
The search space in the other image is discretized -to 1 pixel for instance
230
-and is consequently imprecise. This process uses the projected pattern to 231 identify corresponding points without ambiguity. 
Registration
236
The online registration process is divided into two main actions :
237
• finding the best previous view for a pairwise alignment
238
• estimating the transformation for the best fit of both views
239
These methods are only described briefly here and will be discussed more 240 precisely in a forthcoming paper. in finding a previously acquired view that maximizes a proximity criterion.
244
In our approach, we use the inertial sensing in first intent to fastly find a system designers ourselves, we don't want to bias the purpose of this article 294 to a commercial discussion.
295
In the evaluations we used the Geomagic Qualify v12 software for com-
296
parisons between scans and CAD surfaces. The system A does not provide 297 a registration solution so we used Geomagic Studio v12 to align the scans.
298
Scanner A is a fixed device, using laser triangulation for 3D measurement.
299
It is an heavy system not easy to handle. System B is also a fixed device, 300 lighter than system A. It uses fringe projection for 3D measurement and is 301 coupled to a photogrammetry system for localization, requiring that several 302 targets be placed in the scene.
303
Both systems have switchable optics for focal length modification.
304
Operating conditions and specifications of both scanners A and B are not To get a more defined idea of the relative accuracy of the systems, we 312 started with scanning a cylindrical gauge block used for micrometer calibra- 
315
Evaluation is done using a single acquisition. For each evaluation, the 3D are based on the mean and standard deviation of the error distances.
320 Table 2 shows the results of this test.
321
[ note that our device is in the same accuracy range than system A whereas 326 system B provides more accurate results. At the beginning of the process, the statue is disposed on its support 333 side. We began the acquisition with the face, and then moving to our left.
334
The object has been turned around the vertical axis several times during The model is noisy but already recognizable. It still needs to be finalized.
343
We refined the model, cleaned outliers and then meshed. The final result is 344 shown in Figure 6 . The texture provided by the images has also been applied 345 to the final model.
346
[ Figure 6 about here.]
347
The operation of our device allows us an easy handling which is of great 348 interest in this type of object. The statue has been scanned using the com- 
Mechanical test piece
355
For a more quantitative analysis, we used a stamped sheet metal part.
356
To avoid specular effect, the object was mattified.
357
The object is scanned only in its upper face. The sheet being thin, the The metric used is based on a direct orthogonal distance from scanned 371 points to the reference surface. Figure 10 provides the error distributions for 372 each scan.
373
[ Figure 10 projected onto the reference -from system B -model.
389
In the raw cloud, a lot of noise appears. This noise is an oscillating phe- 
399
Summary of errors in both steps is given in Table 3 .
400
[ 
415
Our future works will focus on improving the texturing operation and 416 qualifying more precisely the accuracy and performances of our system. We 417 will also focus our work on trying to reduce noise in the digitizing process.
418
Another improvement can be made by considering ROI-based reconstruction Table 3 : Errors between our scan and scan B
