We study hyperbolic mappings depending on a parameter ". Each of them has an invariant Cantor set. As " tends to zero, the mapping approaches the boundary of hyperbolicity. We analyze the asymptotics of the gap geometry and the scaling function geometry of the invariant Cantor set as " goes to zero. For example, in the quadratic case, we show that all the gaps close uniformly with speed p ". There is a limiting scaling function of the limiting mapping and this scaling function has dense jump discontinuities because the limiting mapping is not expanding. Removing these discontinuities by continuous extension, we show that we obtain the scaling function of the limiting mapping with respect to the Ulam-von Neumann type metric. 
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is the density function of a unique absolutely continuous q-invariant measure (we only consider probability measures). In modern language, this observation follows from making the singular change of metric jdyj = (2jdxj)=( p 1 ; x 2 ). If we let y = h(x) be the corresponding change of coordinate andq = h q h ;1 , then q becomesq(y) = 1 ; 2jyj, a piecewise linear mapping with expansion rate 2 on ;1 1].
The dynamics ofq is more easily understood. Under quite general conditions, a mapping whose graph looks like the graph shown in Figure 2 has hyperbolic properties. We may say that a mapping whose graph looks like the graph shown in Figure 1a is on the boundary of hyperbolicity (a more precise de nition of what we call the boundary of hyperbolicity i s g i v en below). In order to study more general smooth self mappings of the interval with a unique power law critical point, we employ a change of metric similar to the one used by Ulam and von Neumann. The change of metric has singularities of same type at the two boundary points of the interval. It is universal in the sense that it does not depend on particular mapping f, but only on the power law jxj at the critical point. Suppose y = h (x) is the corresponding change of coordinate on the interval. After this change of coordinate, f becomesf = h f h ;1 (see Figure 1b) , which is smooth except at the critical point. The mappingf has nonzero derivative at every point except the critical point. At the critical point, the left and the right derivatives off exist and are positive and negative, respectively.
A nice feature of the mapping q(x) = 1 ;2x 2 is thatq is expanding with H older continuous derivative, which implies that a certain binary tree of intervals associated with the dynamics ofq has bounded geometry (see J2] ). The expanding property does not carry over to our more general setting but the bounded geometry does (see J2]).
Suppose E 0 is the set consisting of the critical point of f and of the two boundary points of the interval. For every positive integer n, let E n be the preimage of E n;1 under f. The n th -partition n of the interval determined by f is the collection of all the subintervals bounded by consecutive points of E n . Let n bethe maximum length of the intervals in the n th -partition.
We say the sequence of nested partitions f n g 1 n=0 determined by f decreases exponentially if n decreases exponentially.
We need the following conditions in this paper. (*) f to bea C 1 self mapping of an interval with a unique power law, jxj for some > 1, critical point a n d to map the critical point t o the right endpoint o f t h e i n terval and both endpoints of the interval to the left endpoint (see Figure 1a) , (**) the derivative off to bepiecewise -H older continuous for some 0 < 1 and (***) the sequence of nested partitions f n g 1 n=0 determined by f to decrease exponentially. The exponential decay of (***) were proved in J2] under either of the following two hypotheses.
(1) The mapping f is C 3 with nonpositive Schwarzian derivative and expanding at both boundary points of the interval, that is, the absolute values of the derivatives of f at both boundary points are greater than one (see also Mi] ). The Schwarzian derivative of f is S(f) = f 000 =f 0 ; (3=2)(f 00 =f 0 ) 2 .
(2) The mappingf 0 is piecewise Lipschitz and all the periodic points of f are expanding, that is, the absolute values of the eigenvalues of f at all periodic points are greater than one (see also Ma] ). The eigenvalue of f at a periodic point p of period n of f is e p = ( f n ) 0 (p).
We call the set of mappings satisfying (*), (**) and (***) the boundary of hyperbolicity, BH.
The mappings f on BH are limits of mappings f " , which do not keep the interval invariant, but keep invariant a Cantor set " having bounded geometry (see Figure 2) . We say the mappings like f " are hyperbolic (a more precise de nition of what we call a hyperbolic mapping is given below). The space of hyperbolic mappings, a s w ell as the asymptotic behavior of these hyperbolic mappings as they approach the boundary of hyperbolicity, is the topic of this paper. We use f " 0 and f " 1 to denote the left and right branches of f " , respectively. Let g " 0 and g " 1 be the inverses of f " 0 and f " 1 . For a nite string w = i 0 i n of zeroes and ones, we use g " w to denote the composition g " w = g " i 0 g " in . De ne I " w to bethe image under g " w of the interval where f " is de ned (see Figure 3) .
I " w I " w0 I " w1 I " w I " w1 I " w0 or Figure 3 Suppose n " is the collection of I " w for all nite strings w of zeroes and ones of length n + 1 . We use n " to denote the maximum length of the intervals in n " . Notice that the union of all the intervals in n " covers the maximal invariant set of f " .
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Figure 4b There are two topologies on the set of all the labellings w. One topology is induced by reading the labellings w from left to right the other by reading the labellings w from right to left. The limit set of the set of these labellings w in the topology induced by reading the labellings w from right to left is the phase space of the dynamical system f " . We call it the topological Cantor set C (see Figure 4a ). Points in C are one-sided in nite strings of zeroes and ones extending in nitely to the right. If we take the limit set of the labellings w in the topology induced by reading from right to left, we obtain the dual Cantor set C . A point in C is called a \dual point" which is one-sided in nite string of zeroes and ones extending in nitely to the left.
The scaling function of f " , when it is de ned, is a function de ned on C . Assume a 2 C , s o t h a t a is a one-sided in nite string of zeroes and ones extending in nitely to the left. Suppose a = ( wi:), where w is a nite string of zeroes and ones and i is either zero or one. Note that I wi is a subinterval of I w . Let s(wi) equal the ratio of the lengths, jI wi j=jI w j. We l e t s(a ) be the limit set of s(wi) as the length of w tends to in nity. If this limit set consists of just one number for every a 2 C , then we say that s(a ) i s t h e scale of f " at a and that s is the scaling function of f " de ned on C . Note that the scaling function s(a ) o f f " depends on ". Sometimes we denote it by s " (a ). The same de nition gives the scaling function s 0 (a ) of a mapping f 0 on BH. Since for the mappings f " , " 0, the length of the interval I w converges to zero uniformly as the length of w approaches in nity, i t i s o b vious that the scaling function is a C 1 -invariant. Recall that a smooth invariant is an object associated to f " which is the same for f " as for h f " h ;1 whenever h is an orientation preserving C 1 -di eomorphism. To be sure that the limits de ning the scaling function of f " actually exist, we need (i) f " to be a mapping from an interval to the real line which maps its unique critical point out of this interval and both endpoints of the interval to the left endpoint (see Figure 2 ), (ii) f " to be C 1+ for some 0 < 1 a n d (iii) the sequence of maximum lengths n " determined by f " to decrease exponentially.
Parallel to what we do for the boundaryof hyperbolicity, w e prove the exponential decay of (iii) under either of the following two hypotheses.
(1) The mapping f " is C 3 with nonpositive Schwarzian derivative and expanding at both boundary points of the interval.
(2) The mapping f " is C 1 1 and all the periodic points of f " are expanding.
We call the set of mappings f " satisfying (i), (ii) and (iii) the space of hyperbolic mappings, H. Without loss of generality, we may assume that the interval where f " is de ned is the interval ;1 1] and that the critical point o f f " is zero. Sullivan S2] showed that the scaling function is a complete invariant for C 1 -conjugacy of mappings in H. It plays the same role that eigenvalues play in the C 2 -case (recall that Sullivan S1] showed that the eigenvalues are complete invariants for C 1 -conjugacy of C 2 mappings of H). We examine the asymptotics of the scaling function of f " as " decreases to zero. "
ff " g 0 " " 0 = Figure 5 Hereafter, we s a y that a family ff " g 0 " " 0 (see " is less than K 0 for any 0 " " 0 . 4. there are positive c o n s t a n ts K 00 and 00 1 s u c h t h a t f 0 " (x)=jxj ;1 de ned on ;1 0] and f 0 " (x)=jxj ;1 de ned on 0 1] are 00 -H older continuous and their 00 -H older constants are less than K 00 for any 0 " " 0 , 5. there are two positive constants C 0 and < 1 such that the maximum lengths n " satisfy n " C 0 n for all positive i n tegers n and all 0 " " 0 .
A function s de ned on C is called H older continuous if there are two positive constants C and < 1 such t h a t js(a ) ;s(b )j C n for any a and b in C with the same rst n coordinates.
Let A stand for the countable set of points in C whose coordinates are eventually all zeroes and let B stand for the complement of A in C .
We can now state the main results of this paper more precisely. Theorem A. Suppose ff " g 0 " " 0 is a good family. There is a family of H older continuous functions fs " g 0<" " 0 on the dual Cantor set C such that s " is the scaling function of f " and (1) for every 0 < " 1 " 0 , s " converges to s " 1 uniformly on C as " tends to " 1 , (2) for every a 2 C , the limit s 0 (a ) of fs " (a )g 0<" " 0 exists as " tends to 0, the limiting function s 0 (a ) is the scaling function of f 0 and satis es: (2.1) s 0 has jump discontinuities at all points in A, (2.2) s 0 is continuous at all points in B and the restriction of s 0 to B is a H older continuous function.
Our proof of this theorem depends on a distortion lemma (Lemma 12). We call it the uniform C 1+ -Denjoy-Koebe distortion lemma.
More generally, e v ery f on the boundary of hyperbolicity BHhas a scaling function (see Figure 6 ). In fact, we s h o w the following theorem.
Theorem C. Suppose f is on BH andf is again f viewed in the singular metric associated to f. There exist the scaling function s f of f and the scaling function sf off and these scaling functions satisfy: (a) sf is H older continuous on C , (b) s f has jump discontinuities at all points in A and s f is continuous at all points in B, (c) the restriction of s f to B equals the restriction of sf to B.
One example of a result about a scaling function for a mapping on the boundary of hyperbolicity i s g i v en in the following proposition (see Figure 6 , c=0). Suppose f " is a mapping whose graph looks like the graph shown in Figure 2 and f n " g 1 n=0 is the sequence determined by f " . We suppress the subscript " when there can be no confusion. For every positive integer n and I w in n , let I w0 and I w1 be the two intervals in n+1 which are contained in I w . We call the complement of I w0 and I w1 in I w the gap on I w and denote it by G w . Let G be the complement o f I 0 and I 1 . We call G the leading gap and the set of ratios fjG w j=jI w jg for all nite strings w of zeroes and ones the gap geometry of the maximal invariant set of f " . We study the asymptotic dependence on " of the gap geometry of the family of the maximal invariant sets of f " for 0 " " 0 .
Suppose is a function de ned on 0 1]. We say determines asymptotically the gap geometry of the maximal invariant sets of f " for 0 " " 0 , if there is a positive constant C such that for all 0 " " 0 and all nite strings w of zeroes and ones,
(1) C ;1 (") j G " w j=jI " w j C (") and (2) jI " wi j=jI " w j C ;1 , where i is either one or zero.
The constant C is called a determining constant. Suppose ff " g 0 " " 0 is a good family. Then the sizes of the leading gaps G " is of order of " 1 . Moreover, we prove the following theorem. Theorem B. The family of the maximal invariant sets of f " for 0 < " " 0 is a family of Cantor sets. Furthermore, the function " 1 determines asymptotically the gap geometry of the family of maximal invariant sets of f " for 0 < " " 0 .
Suppose H D (") is the Hausdor dimension of the maximal invariant set of f " and s " is the scaling function of f " for 0 " " 0 . Theorem B has the following two corollaries. (2) f is increasing on ;1 c ] and decreasing on c 1], (3) f maps c to 1 and (4) f maps ;1 and 1 to ;1 (see Figure   1a ). Without loss of generality, w e always assume c equals 0.
Let r f (x) = f 0 (x)=jxj ;1 for x 6 = 0. We say f has power law at the critical point if there is some number > 1 such that the limits of r f (x) as x increases to zero and as x decreases to zero exist and equal nonzero numbers A and ;B, respectively. For example, f has power law at the critical point if f(x) = 1 ; (A= )jxj for negative x close to zero and f(x) = 1 ; (B= )jxj for positive x close to zero. We call the ratio of A to ;B, which is the limit of f 0 (;x)=f 0 (x) a s x decreases to zero, the asymmetry of f at the critical point (see J3]). We a l w ays assume that f has power law jxj for some > 1 a t the critical point.
We de ne the singular metric associated to f to be dy = dx Before we see some properties of f andf, w e state some de nitions. Definition 1. Suppose I is an interval and g is a function on I. We say that (a) g is an embedding if g is a homeomorphism from I to g(I), (b) g is a C 1 -embedding if g has a continuous derivative g 0 on I and the derivative of g at every point in I is not zero, as usual, the derivative of g at each boundary point of I is a one-sided limit, is the collection of I w for all nite strings w of zeroes and ones of length n+ 1 . We denote it by n f or just by n when there is no possibility f o r confusion. We use n to denote the maximum length of the intervals in n . The n th -partition n f of ;1 1] determined byf and the maximum length n f of the intervals in n f are de ned similarly.
Definition 2. We say that the sequence of nested partitions f n g 1 n=0 determined by f decreases exponentially if there are two positive constants C and < 1 such that n C n for all positive integers n. embeddings and (2) all the periodic points of f are e x p anding, that is, the absolute values of the eigenvalues of f at all periodic points are greater than one.
The eigenvalue of f at a periodic point p of period n of f is e f (p) = (f n ) 0 (p). x3 The Space Of Hyperbolic Mappings, H A type of perturbation of q : x 7 ! 1 ; 2x 2 is a mapping q " : x 7 ! 1 + " ; (2 + ")x 2 for a positive number". The mapping q " maps the critical point out of ;1 1] and it does not keep ;1 1] invariant but invariant a Cantor set which has bounded geometry. In this paper, we study the asymptotic behavior of certain mappings like q " as they approach the boundary of hyperbolicity (see Figure 5 ). They are two embeddings. Let g " 0 and g " 1 bethe inverses of f " 0 and f " 1 . For a nite string w = i 0 i n of zeroes and ones, let g " w bethe composition g " w = g " i 0 g " in and I " w be the image of ;1 1] under g " w . Suppose n " is the collection of I " w for all nite strings w of zeroes and ones of length n + 1 and n " is the maximum length of the intervals in n " . The union of the intervals in n " covers the maximal invariant set of f " . We always assume that n " goes to zero as n increases to in nity.
For every interval in n " , there is the labelling w where w is the nite string of zeroes and ones such that this interval is the image I w of ;1 1] under g " w . There are two topologies on the set of all the labellings w . One topology is induced by reading the labellings w from left to right the other topology is induced by reading the labellings w from right t o left.
Suppose we read all the labellings w from left to right and C n = fw n j w n = ( :i 0 i 1 i n ) where i k is either 0 or 1 for k 0 and n 0g. Let C n have the product topology. The continuous mapping n : C n+1 7 ! C n is de ned by n ((:i 0 i 1 i n )) = (:i 1 i n ) for n 0. The pairs f(C n n )g 1 n=0 form an inverse limit set. Let C be the inverse limit of this inverse limit set and bethe induced mapping on C. We call C the topological Cantor set. For any a in C, it is an in nite string of zeroes and ones extending to the right, that is, a = ( :i 0 i 1 ) where i k is either zero or one for k 0. The mapping is the shift mapping on C, that is, maps (:i 0 i 1 ) t o ( :i 1 ). We c a l l ( C ) the symbolic dynamical system of f " because of the following lemma. Lemma 5. Suppose " is the maximum invariant set of f " . There is a homeomorphism h " from C to " such that h " = f " h " . In the other words, ( " f " ) and (C ) are conjugate.
Proof. Suppose a = (:i 0 i 1 ) is any point in C. Let w n = (:i 0 i n ) be the rst n + 1 coordinates of a. The intersection of nested intervals fI wn g 1 n=0 is nonempty and contains only one point x(a) because the length of I wn goes to zero as n increases to in nity. De ne h " (a) = x(a).
Then h " is a homeomorphism from C to " and h " = f " h " . QED.
Suppose we read all the labellings w from right to left and C n = fw n j w n = (i n i 1 i 0 :), where i k is either zero or one and n 0g. Let C n have the product topology. The continuous mapping n : C n+1 7 ! C n is de ned by n ((i n i 1 i 0 :)) = (i n i 1 :) for n 0. The pairs f(C n n )g 1 n=0 also form an inverse limit set. Let C be the inverse limit of this inverse limit set and be the induced mapping on C . We call C the dual Cantor set. Any a in C is an in nite string of zeroes and ones extending to the left, that is, a = ( i 1 i 0 :) where i k is either zero or one for k 0. We call a a \dual point" of f " . The mapping is the shift mapping on C , t h a t i s , maps ( i 1 i 0 :) t o ( i 1 :). We call (C ) the dual symbolic dynamical system of f " .
A sequence fx n g 1 n=0 in the maximum invariant s e t o f f " is a sequence of backward images of x 0 under f " if f " (x n ) = x n;1 for all positive integers n. The dual Cantor set will not represent the maximal invariant set of f " , but there is a one-to-one corresponding from the dual Cantor set to the set of sequences of backward images of x 0 under f " for all points x 0 in the maximal invariant s e t o f f " . The scaling function of f " is de ned on the dual Cantor set C if it exists (see S2] and J3]). For the sake of completeness, we give the de nition of scaling function as the following.
Suppose a is in C , so that a is an in nite string of zeroes and ones extending to the left. Assume a = ( wi:) where w is a nite string of zeroes and ones and i is either zero or one. Note that I wi is a subinterval of I w . Let s(wi) equal the ratio of the lengths, jI wi j=jI w j.
We let s(a ) be the limit set of s(wi) as the length of w tends to in nity. Definition 4. Suppose f " is a mappings in H. If the limit set s(a ) consists of only one number for a in C , then we say there i s t h e scale s(a ) of f " at a . If there is the scale s(a ) of f " for every a in C , then we call s : C 7 ! R 1 the scaling function of f " . Note that the scaling function s(a ) of f " depending on ". Sometimes we denote it by s " (a ).
Remark 3. For f on BH, we can use the the same arguments as De nition 4 to de ne the scaling function s f of f on C by the sequence of nested partitions f n g 1 n=0 determined by f. x3.2 The de nition of the space of hyperbolic mappings Suppose f " n g 1 n=0 is the sequence determined by f " . Just as in De nition 2, we s a y the sequence f n " g 1 n=0 determined by f " decreases exponentially if n " decreases exponentially. Definition 5. The nonlinear mapping f " is in the space of hyperbolic mappings, H, if (a) f " is C 1+ for some 0 < 1 a n d (b) the sequence f n " g 1 n=0 determined by f " decreases exponentially.
We give two examples of mappings in H. They are similar to Example 1 and E x a m p l e 2 i n x2. ) 0 (y)j)s(w n i) f o r some x and y in I wm , b y the naive distortion lemma, there is a constant C " which equals C 0 K=(d " (1 ; )) such that for any m > n > 0, js(w m i) ; s(w n i)j C " jI wn j : The last inequality implies that the limit of sequence fs(w n i)g +1 n=0 exists as the length of w n i increases to in nity. We denote this limit by s(a ) or s " (a ) i f w e need to indicate dependence on ". Let m tend to in nity, then js(a ) ; s(w n i)j C " jI " wn j for all positive i n tegers n.
Suppose a and b are in C with the same rst (n + 1) coordinates, that is, a = ( w n i:) and b = ( w n i:). Because js(a ) ; s(w n i)j C " jI wn j and js(b ) ;s(w n i)j C " jI wn j , w e h a ve that js(a ) ;s(b )j 2C " jI wn j 2C 0 C " n . In other words, s " is H older continuous on C with a H older constant 2C 0 C " . QED.
In the next chapter, we will study the asymptotic behavior of scaling function s " , as well as the geometry of Cantor set " , which is the maximal invariant s e t of f " , for f " in H.
x4 Asymptotic Geometry Of Cantor Sets Suppose f " is in H. Let r " (x) = f 0 " (x)=jxj ;1 for nonzero x in ;1 1].
We s a y that f " has power law at the critical point if there is some > 1 such that the limits of r " (x) as x increases to zero and as x decreases to zero exist and equal nonzero numbers A " and ;B " , respectively.
We de ne the smooth metric associated to f " to be The proofs of Lemma 7 and Lemma 8 are the same as those of Lemma 1 a n d 2 . Lemma 11. Suppose ff " g 0 " " 0 is the family in Proposition 1 and f n " g 1 n=0 is the sequence determined b y f " for every 0 " " 0 . There is a positive constant C which does not depend on parameter " such that for any 0 " " 0 and any pair (J I ) with J I, J 2 n+1 " and I 2 n " , jJj=jIj C.
Proof. We suppress " if there can be no confusion. For any 0 " " 0 , the rst partition 1 contains four intervals I 00 , I 01 , I 11 and I 10 . There is a positive constant C 1 which does not depend on " such that the lengths of the left interval I 00 and the right interval I 10 are greater than C 1 . The C 3 -Koebe distortion lemma says n(g w )(x) 2=d ;1 1] (x) for any nite string w of zeroes and ones. Moreover, n(g w )(x) 2=C 1 if x is in the union of two m i d d l e i n tervals I 01 and I 11 . We also can nd a constant > 1 w h i c h does not depend on " such t h a t jf 0 " (x)j for all x in the union of the left interval I 00 and the right i n terval I 10 . Now the proof just follows the proof of Example 1 in J2]. QED.
x3.2 Asymptotic scaling function geometry of Cantor sets
Let A stand the countable set of points in C whose coordinates are eventually all zeroes and let B stand the complement o f A in C . Theorem A. Suppose ff " g 0 " " 0 is a good family. There is a family of H older continuous functions fs " g 0<" " 0 on the dual Cantor set C such that s " is the scaling function of f " for any 0 < " 0 " 0 , and 1. for every 0 < " 1 " 0 , s " converges to s " 1 uniformly on C as " tends to " 1 , 2. for every a 2 C , the limit s 0 (a ) of fs " (a )g 0<" " 0 as " decreases to zero exists, the limiting function s 0 (a ) is the scaling function of f 0 and satis es: 2.1. s 0 has jump discontinuities at all points in A, 2.2. s 0 is continuous at all points in B and the restriction of s 0 to B is a H older continuous function.
We will prove this theorem through several lemmas. The rst lemma is similar to the C 1+ -Denjoy-Koebe distortion lemma in J1]. We call it the uniform C 1+ -Denjoy-Koebe distortion lemma.
Suppose ff " g 0 " " 0 is a family of mappings in H B H and satis es the conditions (1){(4) in De nition 7. We suppress " when there can be no confusion. For each 0 " " 0 , 1 contains four intervals I 00 , I 01 , I 11 and I 10 . Suppose x and y are in one of these four intervals and J 0 is the interval bounded by x and y. Let (x y) = fJ 0 J 1 g bea sequence of backward images of J 0 under f " , that means, the restriction of f " to J n embeds J n onto J n;1 for any positive integer n. Let g n be the inverse of the restriction of the n th iterate of f " to J n . Let d xy be the distance from fx yg to f;1 1g. De ne the distortion of the n th iterate of f " at x and y along (x y) t o b e the ratio jg 0 n (x)j=jg 0 n (y)j. Figure 7) . I " 000 I " 001 I " 011 I " 010 I " 110 I " 111 I " 101 I " 100 0 left middle right Figure 7 By the condition (1) in De nition 7, there is a positive constant C 1 which does not depend on " such that the lengths of the left interval and the right interval are greater than C 1 .
By the conditions (1) and (3) embeddings. Moreover, there are constants c 2 and K 2 which do not depend on " such that the minimum value of jf 0 " j on the image of every one of the middle intervals under h " is greater then c 2 and the 00 -H older constant of the restriction off 0 " to the image of every one of the middle intervals is less than K 2 .
The restriction of h 0 " to the union of the middle intervals is Lipschitz continuous. There are positive constants c 3 and K 3 which d o n o t depend on " such that the minimum value of restriction of h 0 " to the union of middle intervals is greater then c 3 and the Lipschitz constant of such restriction is less than K 3 . Let x i and y i bethe images of x and y under g " i . Notice that this implies that x i and y i lie in the same interval of i+1 for i 0. For every integer n > 0, g 0 " n (x)=g 0 " n (y) equals (f n " ) 0 (y n )=(f n " ) 0 (x n ). By the chain rule, the ratio (f n " ) 0 (y n )=(f n " ) 0 (x n ) equals the product of ratios f 0 " (y n;i )=f 0 " (x n;i ) where i runs from 0 to n ; 1. This product can be Proof. The condition (5) in De nition 7 implies P n i=0 jJ " i j is less that C 2 = 2 C 0 =(1; ) a n d P n i=0 jJ " i j is less that P = 2 jJ " 0 j C 0 =(1; ) = jJ " 0 j C 3 . We u s e D to denote (A+BC 2 )C 3 and E to denote C C 3 , w h e r e A, B and C are the constants in the previous lemma. Now it is easy to show this corollary from the previous lemma. QED. Before we p r o ve more lemmas, we study asymptotic behavior of the maximal invariant s e t " of f " in H when f " approaches BH. x4.3 Determination of the geometry of Cantor set by the leading gap.
Suppose f " is a mapping in H. We suppress " when there can be no confusion. Let be the maximal invariant set of f " and f n g 1 n=0 be the sequence determined by f " . For any positive integer n and any I w in n , let I w0 and I w1 bethetwo intervals in n+1 which are contained in I w . We call the complement o f I w0 and I w1 in I w the gap on I w and denote it by G w . Let G be the complement o f I 0 and I 1 in ;1 1]. We call G the leading gap.
Definition 8. We call the set of ratios, fjG " w j=jI " w jg, for all nite strings w of zeroes and ones the gap geometry of " or f " .
Suppose ff " g 0 " " 0 is a family in H B H and f " g 0 " " 0 is the family of the corresponding maximum invariant sets. Definition 9. Suppose is a function de ned on 0 " 0 ]. We say determines asymptotically the gap geometry of f " g 0<" 1 if there is a positive constant C such that for all 0 " " 0 , all nite strings w of zeroes and ones and i = 0 or 1, 1. C ;1 (") j G " w j=jI " w j C ("), 2. jI " wi j=jI " w j C ;1 .
The constant C is called a determining constant. Theorem B. Suppose ff " g 0 " " 0 is a good family. Then the family f " g 0<" " 0 is a family of Cantor sets. Moreover, the function " 1 on 0 " 0 ] determines asymptotically the gap geometry of f " g 0 " " 0 .
Proof. For each 0 " " 0 , 1 contains four interval I 00 , I 01 , I 11 and I 10 . We call I 00 the left interval, I 10 the right interval and I 01 and I 11 the middle intervals. We also call 1 the rst level and 2 the second level.
By the conditions (2) in De nition 7, there is a positive constant C 1 which does not depend on " such that C ;1 1 " 1 j G 0 j C 1 "
1 . By condition (1) in De nition 7, there is a positive constant C 2 which does not depend on " such that for any triple (G J I ) where I is an interval in the rst level or 0 , G is the gap on I and J I is an interval in the second interval or the rst level, jJj=jIj C 2 and C ;1 2 " 1 j Gj=jIj C 2 "
1 .
For any integer n > 1 and any triple (G J I ) where I is in n , G is the gap on I and J I is in n+1 , let G i , J i and I i bethe images of G, J and I under the i th iterate of f " for 0 i n ; 1. Then I n;1 is in the rst level, G n;1 is the gap on I n;1 and J n;1 I n;1 is in the second level.
We divide the possible itineraries of the sequence of triples f(G i , J i , I i )g n;1 i=0 into two cases. The rst case is that no one of I i is in the union of the middle intervals. The second case is that some of I i is in one of the middle intervals.
In the rst case, G i , J i and I i are in the union of the left interval and the right interval for all 0 i < n . By the conditions (1) and (3) in De nition 7, there is a positive constant c which does not depend on " such that the minimum value of the restriction of f 0 " to the union of the left and right intervals is greater than c. Suppose , C 0 , 0 and K 0 are the constants in the conditions (3) and (5) 1 because G, J and I are the images of G n;1 , J n;1 and I n;1 under the (n ; 1) th iterate of f " .
In the second case, let m bethe largest positive integer such that I m is in one of the middle intervals. We can divide this case into two subcases according to m. One is that m is n ; 1. The other is that m is less than n ; 1.
If m = n ; 1, then I n;1 is one of the middle intervals. By the condition (1) 1 because the restriction of the (n ; 1) th iterate of f to I embedsI to I n;1 and the distance from I n;1 to f;1 1g is greater than C 4 . If m < n ; 1, then I i is in the union of the left and right intervals for m < i n ; 1. Because I n;1 is one of the left and the right intervals, I m+1 has 1 as a boundary and I m is the one closing 0 in n;m " . For the sequence I m+1 , , I n;1 , no one of them is in the union of the middle intervals. By the same arguments as those in the rst case imply that jJ m+1 j=jI m+1 j C ;1 3 and C ;1 3 " 1 jG m+1 j=jI m+1 j C 3 " 1 . For the sequence I 0 , , I m , the last one I m is in one of the middle intervals. Similar arguments to those in the subcase m = n ; 1 imply that jJj=jIj C ;1 6 jJ m j=jI m j and C ;1 6 jG m j=jI m j jGj=jIj C 6 jG m j=jI m j, where C 6 = exp(D + E = C 4 ). Because the restriction of f " to I m is comparable with the power law mapping jxj uniformly on " by the condition (2) in De nition 7, we may assume f " jI m = 1 + " ; j xj . There is a positive constant C 7 which does not depend on " such t h a t jJ m j=jI m j C ;1 7 jJ m+1 j=jI m+1 j and C ;1 7 jG m+1 j=jI m+1 j jG m j=jI m j C 7 jG m+1 j=jI m+1 j. We get that jJj=jIj (C 6 C 7 C 3 ) ;1 and (C 6 C 7 C 3 ) ;1 " 1 j Gj=jIj (C 6 C 7 C 3 )" x4.4 The proof of Theorem A Let us go on to prove Theorem A. Suppose ff " g 0 " " 0 is a good family. For any a in C , w e always use w n i to denote the rst (n + 1 ) coordinates of a , that is, a = ( w n i:), and use s(" w n i) to denote the ratio of lengths, jI " wni j=jI " wn j. Suppose s " is the scaling function of f " for 0 < " " 0 . We suppress " when there can benoconfusion.
Lemma A1. For each 0 < " 1 " 0 , s " converges to s " 1 uniformly on C as " tends to " 1 .
Proof. Suppose C " is the constant obtained in Lemma 5. By the condition (1) in De nition 7, C " is continuous on 0 < " " 0 . We can nd a positive n umber such t h a t C " 2C " 1 for all " in (" 1 ; " 1 + ).
From the proof of Lemma 5, we h a ve that for any a in C , js " (a ); s(" w n i)j C " jI " wn j 0 and js " 1 (a ) ; s(" 1 w n i)j C " 1 jI " 1 wn j 0 . Because we m a y write js " (a ) ;s " 1 (a )j in js " (a ) ;s(" w n i) + s(" w n i) ; s(" 1 w n i) + s(" 1 w n i) ; s " 1 (a )j, this implies that js " (a ) ; s " 1 (a )j 2C " 1 jI " wn j 0 + C " 1 jI " 1 wn j 0 + js(" w n i) ; s(" 1 w n i)j for all n > 0 and " in (" 1 ; " 1 ; ). Now the last inequality a n d the conditions (1) and (5) in De nition 7 imply this lemma. QED.
Lemma A2. For every a in C , the limit of fs " (a )g 0<" " 0 exists as " decreases to zero.
Proof. For every 0 " " 0 , 1 " contains four intervals I " 00 , I " 01 , I " 11 and I " 10 . We call I " 01 and I " 11 the middle intervals, I " 00 the left interval and I " 10 the right i n terval.
For a in C , we may arrange it into two cases according to its coordinates. The rst case is that the coordinates of a are eventually all zeroes. The second case is that there are in nite many ones in the coordinates of a .
In the rst case, we can nd a positive i n teger N such that I " wn is in the left interval for every n N. By the condition (1) in De nition 7, there is a positive constant c which does not depend on " such that the minimum value of jf 0 " j on the left interval is greater than c. By the naive distortion lemma and and the conditions (3) and (5) in De nition 7 and similar arguments to the proof of Lemma A1, there is a constant C 1 , which equals exp(K 0 C 0 =(c(1 ; 0 )), such that js " (a ) ; s " 0 (a )j C 1 (jI " wn j 0 + jI " 0 wn j 0 ) + js(" w n i) ; s(" 0 w n i)j for all " and " 0 in (0 " 0 ] and n N. Now we can show that the limit of fs " (a )g 0<" " 0 as " decreases to zero exists.
In the second case, by the condition (1) in De nition 7, there is a positive constant C 2 which d o e s n o t d e p e n d o n " such that the lengths of the left interval and the right interval are greater than C 2 for any 0 " " 0 . By Corollary 1, there is a constant C 3 = D + E = C 2 which does not depend on " such t h a t i f I " wn is in one of the middle intervals, then js(" w m i) ; s(" w n i)j C 3 jI " wn j for all " in ( ) 0 (y)j)s(" w n i) for some x and y in I " wm . Moreover, let m increases to in nity, then js " (a );s(" w n i)j C 3 jI " wn j if I " wn is in one of the middle intervals.
If the n th coordinate of a is one, then for any " and " 0 in (0 " 0 ], I " wn is in one of the middle intervals for " and I " 0 wn is in one of the middle intervals for " 0 . Then js " (a ) ; s " 0 (a )j j s(" w n i) ; s(" 0 w n i)j + C 3 (jI " wn j + jI " 0 wn j ):
Because there are in nite many ones in the coordinates of a , the last inequality implies that the limit of fs " (a )g 0<" " 0 as " decreases to zero exists. QED.
Let s 0 (a ) be the limit of fs " (a )g 0<" " 0 as " decreases to zero. Then s 0 de nes a function on C .
Lemma A3. The limiting function s 0 is the scaling function of f 0 . Proof. The proof is similar to the proof of Lemma A1. Let us outline the proof. There are four intervals in the rst partition 1 determined by f 0 . We call the one adjacent t o ;1 the left interval, the two adjacent to 0 the middle intervals and the one adjacent to 1 the right interval.
For any a in C , its coordinates either are eventually all zeroes or contains in nite many ones.
If the coordinates of a are eventually all zeroes, then all I wn are eventually in the left interval. There is a positive constant C 1 such that for any m > n > 0, js(w m i) ; s(w n i)j C 1 jI wn j 0 by the naive distortion lemma.
If there are in nite many ones in the coordinates of a . Suppose the n th coordinate of a is one. Then I wn is in one of the middle interval. There is positive constant C 2 such that for any m > n > 0, js(w m i) ; s(w n i)j C 2 jI wn j by the Corollary 1.
In bothof cases, the limit of fs(w n i)g 1 n=0 as the length of w n i in- Proof. By using similar arguments to the proof of Lemma 6, we can show that there is a H older continuous scaling functions 0 off 0 .
The restriction of h to the union of the middle intervals I 10 and I 11 is a C 1 embedding. For any a in B, if the n th coordinate of a is one, then I wn is in one of the middle intervals. We use jh (I wni )j=jh (I wn )j and jI wni j=jI wn j to approachs 0 (a ) and s 0 (a ), respectively. Now we can show thats 0 (a ) = s 0 (a ) becausethere are in nite many ones in the coordinates of a . QED.
Lemma 6 and Lemma A1 to A6 give t h e proof of Theorem A. The absolute value of the asymmetry of f at the critical point i s jsv f j = lim n7 !+1 jI 010n j=jI 110n j.
An example of a scaling function in S is the following proposition. Proposition 2. Let q : x 7 ! 1 ; 2x 2 . Then s q (a ) = 1 =2 for a 2 B and s q (a ) 6 = 1 =2 for a 2 A . Proof. Recall thatq(y) = 1 ; 2jyj. The proof of this proposition just follows the proof of Lemma A3 and Lemma A6. QED.
x4.6 The Hausdor dimension of the maximal invariant set of q " .
From Proposition 2, we can observe more on the Hausdor dimension of the maximal invariant set of q " (x) = 1 + " ; (2 + ")x 2 . Suppose " is the maximal invariant set of q " and H D (") is the Hausdor dimension of " . Proposition 3. There i s a p ositive constant C which does not dependent on " such that 1 ; C ;1 p " H D (") 1 ; C p " for all 0 " 1. Proof. Suppose dy = dx= q (1 + ") 2 ; x 2 is the metric associated to q " on ;1 1], y = h 2 " (x) is the corresponding change of coordinate and q " = h 2 " q " h ;1 2 " . We suppress " when there can beno confusion. Let " be in 0 1]. We call I 0 4 and I 10 4 the end intervals. Recall that I 0 4 is the interval in 3 adjacent to ;1 and I 10 4 is the interval in
