For each positive integer n, the Fibonacci-sum graph G n on vertices 1, 2, . . . , n is defined by two vertices forming an edge if and only if they sum to a Fibonacci number. It is known that each G n is bipartite, and all Hamiltonian paths in each G n have been classified. In this paper, it is shown that each G n has at most one non-trivial automorphism, which is given explicitly. Other properties of G n are also found, including the degree sequence, the treewidth, the nature of the bipartition, and that G n is outerplanar.
Introduction
The Fibonacci sequence {F n } n≥0 is defined by F 0 = 0, F 1 = 1 and for n ≥ 2, F n = F n−1 + F n−2 . Each F i is called a Fibonacci number. As defined in [8] , for each n ≥ 1, the Fibonacci-sum graph G n = (V, E) is the graph defined on vertex set V = [n] = {1, 2, . . . , n} with edge set E = {{i, j} : i, j ∈ V, i = j, i + j is a Fibonacci number}.
By this definition, each G n is a simple graph (no loops or multiple edges). For example, G 6 is depicted in Figure 1 .
Inspired by a question of Barwell [2] about G 34 , K. Fox, Kinnersley, McDonald, Orlow, and Puleo [8] classified those Fibonacci-sum graphs that have Hamiltonian paths, gave a description of such paths, and examined generalizations to other related graphs. Some of these results are reviewed in Section 2.1, and some basic properties of Fibonacci numbers are given in Section 2.2.
The main results in this paper are about additional properties of Fibonaccisum graphs. Fibonacci-sum graphs are connected; this simple result was also observed by Costain [6, p. 26] , and is repeated here in Corollary 11. In Section 3, degrees of vertices in Fibonacci-sum graphs are made explicit. In Section 4, it is shown that every G n is bipartite (Theorem 19, first observed in [12] and in a more general setting, in [1] ), and the nature of such bipartitions is examined in more detail. The structure of cycles and chords is examined in Section 5. In Section 6, it is shown that for all n ≥ 7, the Fibonacci-sum graph G n has treewidth 2. In Section 7, each G n is found to be outerplanar (Theorem 34). In Section 8, for each n ≥ 9, all automorphisms of G n are given, and in each case, there are at most two. (Section 8 is long since the proof breaks down into 11 cases, each case requiring some detailed checking.)
Background

Hamiltonian paths
In 2006, Barwell [2] asked for an ordering of {1, 2, . . . , 34} so that consecutive pairs sum to a Fibonacci number. Such an ordering corresponds to a Hamiltonian path in G 34 .
In 2014, K. Fox, Kinnersley, McDonald, Orlow, and Puleo [8] answered Barwell's question (by giving a recipe for showing how to find the Hamiltonian path) and generalized the result to whenever 34 (which is F 9 ) is replaced by any Fibonacci number or one less than a Fibonacci number. In doing so, they characterized those n for which G n has a Hamiltonian path, and in those cases, they identified all such paths.
Theorem 1 ([8])
. The Fibonacci-sum graph G n has a Hamiltonian path if and only if n is either 9, 11, a Fibonacci number, or one less than a Fibonacci number. The Hamiltonian path is unique except when i ≡ 1 (mod 3), n ∈ {F i , F i − 1}, in which case there are only two Hamiltonian paths, paths which agree except on the last three vertices (and so the last four vertices form a cycle).
In the proof of Theorem 1, the authors also showed that each G n had at least one vertex of degree 1, thereby preventing any Hamiltonian cycles (this fact is also proved below in Lemma 12) .
From Figure 1 , it is seen that indeed G 6 has no Hamiltonian path. Since 34 is a Fibonacci number, Theorem 1 guarantees that G 34 has a unique Hamiltonian path, partially answering the question of Barwell. The same authors [8] also gave ways to find a Hamiltonian path, provided one exists:
Theorem 2 (see [8, Thm. 1 proof] ). For k ≥ 5, the subgraph of G F k formed by edges whose sum is in {F k−1 , F k , F k+1 } is a Hamiltonian path.
All Hamiltonian paths guaranteed by Theorem 2 were found: Theorem 3 (see [8, Thm. 3] ). Let k ≥ 5. If k ≡ 0 (mod 3), then G F k contains a unique Hamiltonian path with end vertices F k and F k 2 . If k ≡ 2 (mod 3), the unique Hamiltonian path in G F k has end vertices F k and 2 . For example, to find the (unique) Hamiltonian path in G 34 (asked for by Barwell) , Theorem 3 says to use 34 and 17 as endpoints. Starting with 17, and simply applying Theorem 2 (using sums only in {21, 34, 55}) gives the path: 17, 4, 30, 25, 9, 12, 22, 33, 1, 20, 14, 7, 27, 28, 6, 15, 19, 2, 32, 23, 11, 10, 24, 31, 3, 18, 16, 5, 29, 26, 8, 13, 21, 34 . (At each point in the algorithm, the next vertex is uniquely determined. )
As an example where two Hamiltonian paths exist (with k = 7 in the statement of Theorem 2) in G 13 , using only sums in {8, 13, 21}, the two paths are: 13, 8, 5, 3, 19, 11, 2, 6, 7, 1, 12, 9, 4 and 13, 8, 5, 3, 19, 11, 2, 6, 7, 1, 4, 9, 12.
Fibonacci number facts
Here are some well-known facts about Fibonacci numbers that are used below.
Fact 4. The Fibonacci number F k is even iff k ≡ 0 (mod 3).
Fact 8. The only pairs of Fibonacci numbers whose sum is another Fibonacci number are the consecutive pairs. That is, if for some i, j, k, F i + F j = F k , then j = i + 1 and k = i + 2 or j = i − 1 and k = i + 1.
Degrees
In a graph, vertices of degree 1 are called pendant vertices, or simply, pendants. When n is a Fibonacci number, the Fibonacci-sum graph on n vertices has a pendant.
Lemma 9 ([8])
. For each k ≥ 1, in G F k , the vertex F k has only one neighbour, namely F k−1 .
The basic idea used to prove Lemma 9 can be extended; the following is essentially contained in [8] , but formulated slightly differently here.
Lemma 10. Let n ≥ 2, and let k be so that F k ≤ n < F k+1 . In G n , vertex n is adjacent to only
Proof. Let x ∈ [1, n] be adjacent to n; in other words, let i be so that x+n = F i . Since
2 , the possible solution x = F k+2 − n is also realizable (with x > F k ).
Lemma 10 and induction imply the following known result (see, e.g., [6] ):
The next lemma is also implicit in [8, proof of Thm. 4], but is stated and proved here separately for later reference.
Lemma 12. Let n ≥ 2, and let k be so that F k ≤ n < F k+1 . Then in G n , the vertex F k has only one neighbour, namely F k−1 .
Proof. If n = F k , then by Lemma 9, in G n the vertex n is adjacent to only F k−1 . (This also follows from the first case of Lemma 10 since by Fact 7, n < 2 ). So assume that F k < n < F k+1 . In G F k , the vertex F k is adjacent to only F k−1 , and so in G n , the vertex F k has only one neighbour smaller than F k . To see that in G n , vertex F k has no larger neighbours, consider some vertex v satisfying F k < v ≤ n. Then
shows that F k + v is not a Fibonacci number, and so v is not adjacent to F k . Hence in G n , F k has only one neighbour (namely F k−1 ).
Calculating the degree of any vertex in a Fibonacci-sum graph is relatively straightforward. To see the idea, consider the adjacency matrix for G 18 given in Figure 2 , Theorem 13. Let n ≥ 1 and let
(1)
and so deg Gn (x) ≤ ℓ − k. However, when s = x, if 2x is a Fibonacci number, since G n has no loops, the sum x + x fails to generate an edge and so (2) says deg
The expression (1) can be made more specific:
Proof. Assume that 2x is a Fibonacci number. Then 2x < 2(F k+1 ) < F k+3 , and so either 2x = F k+1 or 2x = F k+2 .
, and so k = 2, x = s = 1 and 2x = 2 = F 3 = F k+1 . One value of s in (2) is lost, and so deg Gn (1) = ℓ − k − 1.
Case 2: Assume that k ≥ 3, and let 2x = F k+2 . Then F k+2 = x + x ≤ x + n < F ℓ + 1, and so k + 2 ≤ ℓ. Thus one value for s in (2) is lost and again deg Gn (
In fact, when k = 3, x = 2, and in this case, 2x is not a Fibonacci number, so one may assume that k ≥ 4 (and x ≥ 4).
In all other cases, 2x is not a Fibonacci number, so by (2), deg
Examples of degree sequences in G n are found in the diagrams used in the proof of Theorem 35. The following consequence of Theorem 14 can be verified (for small n) in the adjacency matrix for G 18 given in Figure 2 .
Corollary 15. For any n ≥ 2, vertex 2 has maximum degree in
Using the degree sequence given in either Theorem 13 or 14, the number of edges in G n can be computed; the proof of the following is left to the reader: Lemma 12 says that every G n has at least one pendant vertex (and so G n does not have a Hamiltonian cycle). In general, how many pendants can G n have? The following observation can be proved directly or by applying Theorems 13 and 14. 
2 . In classifying automorphisms (see Theorem 35 for diagrams), Theorem 17 is useful. For example, in G 51 , using k = 9 (and F 9 = 34) in Theorem 17, F k+2 − n − 1 = 89 − 51 − 1 = 37, so that vertices 34, 35, 36, 37 and 17 are pendants.
Corollary 18. For any p ≥ 1, there exists an n so that G n has exactly p pendants.
Proof. For p ≥ 1, let n = F 6p+1 + p − 1. Then, the only degree 1 vertices in G n are F 6p+1 , F 6p+1 + 1, . . . , F 6p+1 + p − 1.
For example, to find n so that G n has exactly p = 3 pendants, let n = F 19 + (3 − 1) = 4181 + 2 = 4183.
G n is bipartite
As mentioned in the introduction, it is known (see [12] , [1] , or the survey [6] ) that G n is bipartite, but for completeness, the short proof is given here.
Proof. The proof is by induction on n. Base step: For n ≤ 6, G n is a tree (see Figure 1 ) and so is bipartite. Induction step: Let m ≥ 6 and assume that G m is bipartite. It remains to show that G m+1 is bipartite. Let ℓ be the positive integer such that
2 , by Lemma 10, in G m+1 , the vertex m+1 is adjacent to (only) the vertex F ℓ+1 − (m + 1). Since G m is bipartite, the addition of the single edge to create G m+1 is still bipartite, concluding the inductive step in this case. As an example, Figure 3 shows the bipartition of G 20 . Looking at G 20 (see Figure 3) , one might expect that the bipartition of G n is always nearly balanced. However, there are values of n so that the "imbalance" is as large as one wants; before proving this, some lemmas are given.
Lemma 20. Let n ≥ 1 and (by Theorem 19) let c : V (G n ) → {0, 1} be a 2-colouring defining the bipartition of G n , and suppose that c(1) = c(F 1 ) = 1.
Proof. Consecutive Fibonacci numbers are adjacent in G n , and so a simple inductive argument shows that (5) holds. To see (6) , by Fact 4, starting with F 3 , every third Fibonacci number is even and c(
pairs of Fibonacci numbers of the form { 2 ,
2 } are adjacent in G n and so alternate in colour accordingly.
2 , then the value for c(
2 ) is given by Lemma 20. So
For the next two lemmas, for N ≥ 1 define
and put S(0) = 0.
Lemma 22. For k ≥ 3, and S as defined in (7),
By Lemmas 20 and 21, c
Case 2: k ≡ 2, 4 (mod 6).
Case 3: k ≡ 1, 5 (mod 6).
To show that the bipartite imbalance is unbounded, a lemma is used:
Lemma 23. Let N and k be integers satisfying F k < N < F k+1 . With S(N ) as defined in (7), if k ≡ 0, 2, 3, 5 (mod 6), or if k ≡ 1, 4 (mod 6) and N <
Proof.
as desired.
Theorem 24. For each positive integer z, there exists n so that if
. Using k = 12z + 1 ≡ 1 (mod 6), by Lemmas 22 and 23,
Assuming that (as in Lemma 20) A is the set of vertices with colour 1, the imbalance of
For any n, it is possible to determine the sizes of parts in bipartition of G n using techniques of Theorem 24 and Zeckendorf's [13] representation of n. An example covered by Theorem 24 with z = 2 is when n = F 20 = 7164, in which case the bipartition is 3580 vs 3584.
Cycles in G n
The girth of a graph G, denoted girth(G), is the length of a shortest cycle in G. As seen in Figure 1 , if n ≤ 6 then G n is acyclic.
Proof. For n ≥ 7, a 4-cycle in G n is (1, 2, 6, 7). By Theorem 19, G n is bipartite and so contains no triangles.
For large n, G n contains many 4-cycles. When F k ≤ n < F k+1 and n > F k+2 2 , a 4-cycle is (n − F k , F k+2 − n, n, F k+1 − n) as shown Figure 4 , where edges are labelled with sums. 
Theorem 27. Let n ≥ 7. If C = (a 1 , a 2 , ..., a m ) is a cycle in the Fibonaccisum graph G n , then there do not exist edges {a i , a k } and {a j , a ℓ } in C with i < j < k < ℓ; in other words, there are no crossing chords inside C.
Proof. The proof is by induction on n. When n = 7, there is only one cycle, which has no chords and hence no crossing chords. Let N ≥ 7, and assume that for all n ≤ N , the statement holds. It remains to show that G N +1 has no crossing chords.
Let k be so that F k ≤ N + 1 < F k+1 and let C = (a 1 , a 2 , ..., a m ) be a cycle in G N +1 . If N + 1 = F k , then deg(N + 1) = 1, and so N + 1 is not on C and so by induction hypothesis, G N +1 has no crossing chords.
So assume that F k < N + 1 < F k+1 . Suppose that N + 1 is on C, since otherwise the statement follows from induction hypothesis. By Lemma 10, the only neighbours of N + 1 are F k+1 − (N + 1) and F k+2 − (N + 1). No chord in C contains N + 1 (since otherwise, the degree of N + 1 would be at least 3). Similarly, F k+2 − (N + 1) has only two neighbours in G (namely N + 1 − F k and N + 1), and so is not the endpoint of a chord. Thus, for some b ∈ {1, . . . , m}, let
′ is contained in G N , by the induction hypothesis, C ′ has no crossing chords. Therefore, C has no crossing chords.
Although any cycle in G n does not contain crossing chords, G n satisfies a property similar to being chordal (where every cycle induces a chord). First note that any copy of a 4-cycle in G n has no chords (since a chord would then create a triangle, which is impossible because G n is bipartite).
Theorem 28. For any n ≥ 1, every cycle of G n of length at least 6 contains a chord that has exactly two vertices of the cycle on one side of the chord (so forming a 4-cycle).
Proof. Fix n and let C be a cycle of length at least 6 in G n . Let m be the vertex in C with the largest value, and let k be so that F k ≤ m ≤ F k + 1. Then vertices F k+1 − m and F k+2 − m are the only neighbours of m in G m , and so are both adjacent to m in C. However, F k+2 − m is adjacent to m − F k in G m , and therefore {F k+1 − m, m − F k } is a desired chord in C.
Treewidth
The "treewidth" of a graph G is a measure of how close G is to being a tree. The notions of tree decompositions and treewidth (under the name "dimension") were introduced by Halin [9] in 1976, and independently, later by Seymour and Thomas (see [10] ) in in their study of graph minors.
Definition 29. A tree decomposition of a graph G is a pair (T, V), where T is a tree and V = {V t ⊆ V (G) : t ∈ V (T )} is a family of subsets of V (G) indexed by vertices in T so that three conditions hold: (i) ∪ i∈V (T ) = V ; (ii) for every edge {x, y} ∈ E(G), there exists V t ∈ V containing both x and y; (iii) if t i t j t k is a path in T , then V i ∩ V k ⊆ V j . The width of a tree decomposition is (T, V) is max{|V t | − 1 : t ∈ V (T )} and the treewidth of G, denoted tw(T ) is the minimum width of any tree-decomposition of G.
There are different characterizations of treewidth, some of which are described in [7] . For example, Seymour and Thomas [11] characterized treewidth in terms of brambles. Another characterization of treewidth uses chordal graphs and clique numbers. For a graph H, let ω(H) denote the clique number of H, the order of the largest complete subgraph of H.
Lemma 30 (see [7, Cor. 12.3.12] ). For any graph G,
So the treewidth of a tree is 1, the treewidth of a cycle is 2, and the treewidth of the complete graph K n is n − 1.
For n = 1, . . . , 6, the treewidth of G n is equal to 1 since these graphs are trees. However, for n ≥ 7 each G n contains a cycle and so has treewidth at least 2.
Theorem 31. For each n ≥ 7, G n has treewidth 2.
Proof. The proof given here is by induction and uses Lemma 30. A second proof is given in Section 7 as a Corollary to Theorem 34 on outerplanarity.
For the base step, by inspection, G 7 has treewidth 2.
For
Any clique with 3 or more vertices in H m that contains vertex m does not contain both of the vertices F k+2 − m and F k+1 − m since they are not adjacent. Therefore any clique in H m that contains m has at most 3 vertices. By the induction hypothesis, any clique in H m that does not contain m has at most 3 vertices. Therefore, any clique in H m has at most 3 vertices. This completes the proof of induction step and hence the theorem.
Planarity
The following theorem is known (see, e.g., [6, p.27 ] for a suggested proof outline); however, a proof is included here for completeness.
Theorem 32. For n ≥ 1, G n is planar.
Proof. The proof is by induction on n. For n ≤ 6, G n is planar (see Figure  1) . Fix m ≥ 6 and assume that G m is planar (with a fixed plane drawing). It remains to show that G m+1 s planar. Let ℓ be the positive integer such that F ℓ ≤ m + 1 < F ℓ+1 . Consider two possible scenarios.
Case 1: Suppose m + 1 ≤ 1 2 F ℓ+2 . By Lemma 10, the vertex v = m + 1 has degree 1 in G m+1 , in which case it follows that G m+1 is planar, since adding any pendant edge to a planar drawing of a graph can be done without crossing any edges.
Case 2: Suppose m + 1 > F ℓ+2 . Then in G m+1 , the vertex v = m + 1 is adjacent to vertices v 1 = F ℓ+1 − (m + 1) and v 2 = F ℓ+2 − (m + 1). The vertex v 3 = m + 1 − F ℓ is adjacent to both v 1 and v 2 in G m+1 and in G m . The vertex v 2 has degree 1 in G m . Let F be one of the faces with v 1 v 3 as a bordering edge, and, if necessary, move v 2 into F . Then v can also be placed in F (so that the edges vv 1 and vv 2 do not cross any other edges; e.g., put v inside the triangular region formed by v 1 v 3 v 2 ), giving a planar drawing G m+1 . This concludes the inductive step, and hence the proof.
Below in Theorem 34, it is shown that each G n is outerplanar; the following lemma is used for the proof of this fact.
Lemma
Vertex 2F k − m has degree 2 and is adjacent to m− F k and m− F k−2 . Vertex m − F k−2 is not adjacent to vertex F k+1 − m, and therefore vertex m is not in a copy of H in G m . By the inductive hypothesis, there is no copy of H in G m−1 , and so G m does not contain H as a subgraph. This ends the proof of induction step and a proof of the lemma.
Theorem 34. For n ≥ 1, G n is outerplanar.
Proof. The proof is by induction on n. For values n ≤ 7, the statement of the theorem is true by inspection.
Let m ≥ 8 and assume that G m−1 is outerplanar (with a fixed outerplanar drawing). It remains to show that G m is outerplanar. Let k be so that
If deg Gm (x) = 1, then drawing the edge {m, F k+1 − m} in the outer face of the outerplanar drawing of G m−1 produces an outerplanar drawing of G m .
If deg Gm (x) = 2, then m is adjacent to vertices F k+2 − m and F k+1 − m. Vertex F k+2 − m has degree 2 in G m and is also adjacent to vertex m − F k . Vertex m − F k is adjacent to F k+1 − m.
Claim:
The edge {F k+1 − m, m − F k } borders the outer face of the outerplanar drawing of G m−1 .
Proof of claim:
Suppose that this is not the case and derive a contradiction. So assume {F k+1 − m, m − F k } borders two inner faces of the drawing of G m−1 . These two inner faces of the outerplanar drawing of G m−1 do not have two edges in common. Then by Theorem 28 there are two cycles {F k+1 − m, m − F k , x, y} and {F k+1 − m, m − F k , z, t} with all four vertices x, y, z, t being different. Then vertices {m, F k+2 − m, F k+1 − m, m − F k , x, y, z, t} induce a copy of H in G m which contradicts Lemma 33, proving the claim.
To complete the proof, by the claim, put vertices m and F k+2 − m in the outer face next to {F k+1 − m, m − F k } in the drawing of G m−1 to form an outerplanar drawing of G m . This completes the proof of the induction step and hence the theorem.
As promised in Section 6, Theorem 31 is now also a corollary to Theorem 34 because of the well-known result (see, e.g., [3] , [4] , or [5] ) that outerplanar graphs have treewidth at most 2.
Automorphisms of G n
Any automorphism of G n takes endpoints of a Hamiltonian path to endpoints of another Hamiltonian path. By Theorem 1, Fibonacci-sum graphs have either no, one, or two Hamiltonian paths so one might expect that in most cases, there are few automorphisms.
For n ≤ 2278, calculations show that the G n s with a trivial automorphism group are those where n is in the intervals [7, 10] Denote the automorphism group of a graph G by Aut(G). In the following theorem, "id" denotes an identity map. In the proof of the next theorem, standard functional notation is used. For any set V and any function f with domain X, write f (X) = {f (x) : x ∈ X}. Say that f : X → X "fixes" x ∈ X iff f (x) = x. For any subset W ⊆ X say that "f fixes W " iff f (W ) = W . Note that a function can fix a set without necessarily fixing every vertex in that set.
Theorem 35. Let n ≥ 9 be an integer that is divisible by 3.
If N ∈ F n , Proof. The proof is by induction on n. For each integer n ≥ 9 (divisible by 3), let A(n) be the statement of the theorem. 
There are three subcases to consider. 1  1  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2   2  3  3  3  3 3 2  1  2  2  2  2  2  2  2  2  3  3  3  3  3  3  3  3  3  3  3  3  3  3 , and so φ fixes 1 2 F k . Since any automorphism sends vertices of degree at least 2 vertices of degree at least 2, φ sends all remaining vertices of S into S and so φ(S) = S. The map ψ = φ| S is an automorphism of G F k −1 , and so by the induction hypothesis, ψ is the identity on S.
Now consider any y ≥ F k . The degree of y is 1 and y is adjacent to F k+1 − y.
Vertex y is adjacent to F k+1 − y, therefore φ(y) is adjacent to F k+1 − y. Since y is the only degree 1 vertex adjacent to F k+1 − y, it follows that φ(y) = y.
Therefore, the only automorphism of G N is the identity.
is not an integer. 2  2  2  2  2  2  2  2  2  2  2  2  2   2  3  3  3  3  3  3  3 2 3  3  3  2  2  2  2  2  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3 The proof is nearly the same as for Case 1a, with the exception that now the degree of 1 2 F k is 2. Let S = {1, ..., F k − 1}. Since any automorphism maps vertices of degree at least 2 to vertices of degree at least 2, φ(S) = S, and the remainder of the proof is identical.
F k+2 − N   1  1  1  1  1  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2   2  3  3  3  3  3  3  3  2  3  3  3  3  3  3 
The vertices of degree at least 3 are mapped to the vertices of degree at least 3. So φ(S) = S and ψ = φ | S is an automorphism of G F k−1 −1 . By the induction hypothesis, ψ is the identity on S.
The vertex F k−1 is the only degree 2 vertex adjacent to both a degree 3 and a degree 1 vertex, and so φ(
Now consider any y ≥ F k with degree 1, and its only neighbour F k+1 − y. Since F k+1 − y ≤ F k−1 , by the preceding paragraphs, φ(F k+1 − y) = F k+1 − y. Since y and F k+1 − y are adjacent, φ(y) and F k+1 − y are adjacent, but the only degree 1 vertex adjacent to F k+1 − y is y. Hence, φ(y) = y. So φ fixes those y ≥ F k with degree 1.
Define two types of degree 2 vertices: type one are those in the interval (F k−1 , F k ) and type two are in the interval [F k+2 − N, N ].
First, type one vertices are not adjacent to type two vertices.
Let x ∈ (F k−1 , F k ) be a type one vertex. Then x is adjacent to F k+1 − xanother type one vertex. Vertex x is also adjacent to
The sum of indexes of the vertices F k+1 − x and x − F k−1 is F k .
Let y ∈ [F k+2 − N, N ] be a type two vertex. Then y is adjacent to F k+2 −yanother type two vertex. Vertex y is also adjacent to
Type one vertices are mapped to type one vertices, since every vertex adjacent to two type one vertices has neighbours that sum to F k . Type two vertices are mapped to type two vertices, since every vertex adjacent to two type two vertices has neighbours that sum to F k+1 . This means that φ preserves the type of degree 2 vertices.
However, x is the only type one vertex adjacent to F k − x, and so φ(x) = x.
For y ∈ [F k+2 − N, N ], the vertex F k+1 − y is adjacent to y. Therefore, φ(y) is adjacent to φ(F k+1 − y) = F k+1 − y. However, y is the only type two vertex that is adjacent to F k+1 − y, and so φ(y) = y.
There are two subcases to consider. 1  1  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2   2  3  3  3  3  3  3  3  2  3  3  3  3  3  3  3  3  4 Let S = {1, ..., F k−2 − 1} and let φ ∈ Aut(G N ). Then S is a set of vertices of degree at least 4 and since any automorphism maps vertices of degree at least 4 to vertices of degree at least 4, φ(S) = S. The map ψ = φ | S is then an automorphism of G F k−2 −1 . By the induction hypothesis, ψ is either the identity or interchanges Vertex F k−2 is the only degree 3 vertex that does not have a neighbour of degree 3, and so, φ(F k−2 ) = F k−2 . Each remaining degree 3 vertex has a unique neighbour less than F k−3 . Therefore φ fixes degree 3 vertices. So φ fixes every vertex in [1,
Vertex F k is the only degree 1 vertex that has a neighbour of degree 2, and so φ(F k ) = F k .
Consider a degree 1 vertex y > F k . Then y is adjacent to F k+1 − y. Since F k+1 − y ≤ F k−1 , by above, φ(F k+1 − y) = F k+1 − y. Since y is adjacent to F k+1 − y, φ(y) is adjacent to φ(F k+1 − y) = F k+1 − y. Since y is the only degree 1 vertex adjacent to F k+1 − y, it follows that φ(y) = y.
Identify three types of degree 2 vertices: say those of type one are in the interval (F k−1 , F k ), those of type two are in the interval [F 
2 F k }, and call the remaining three
Note that type one vertices are not adjacent to type two vertices. Since F k + 1 2 F k−3 is the only degree 2 vertex whose neighbours are only degree 2 vertices, it follows that φ(
Thus, type three vertices are mapped to type three vertices.
Let x ∈ (F k−1 , F k ) be a type one vertex. Then x is adjacent to F k+1 − x (another type one vertex), and
Now let y be a type two vertex; then y is adjacent to F k+2 − x (another type two vertex) and y is also adjacent to
Type one vertices are mapped to type one vertices, since every two adjacent type one vertices have neighbours that sum to F k .
Type two vertices are mapped to type two vertices, since two adjacent type two vertices have neighbours that sum to F k+1 . Hence, φ preserves the type of degree 2 vertices.
Let y be a type two vertex. Since F k+1 − y is a neighbour of y, φ(y) is adjacent to φ(F k+1 − y) = F k+1 − y. However, y is the only type two vertex adjacent to F k+1 − y, and so φ(y) = y.
So, φ fixes each vertex of V (G)\{ 2  2  2  2  2  2  2  2  2  2  2  2  2  2 2 3  3  3  3  3  3  3  3  3  3  3  3  2  2  2  2   2  3  3  3  3  3  3  3  2  3  3  3  3  3  3 Let S = {1, ..., F k+1 − 1}. Then S is a set of vertices of degree at least 2. Since any automorphism maps vertices of degree at least 2 to vertices of degree at least 2, φ(S) = S and ψ = φ| S is an automorphism of G F k+1 −1 . By Case 2a, ψ is either the identity isomorphism or ψ interchanges The only degree 1 vertex that has a neighbour of degree 2 is F k+1 , and so φ(F k+1 ) = F k+1 .
Consider y > F k+1 ; then the degree of y is 1, with its only neighbour F k+2 −y. Then 1 2 F k < F k+2 − y ≤ F k and therefore φ(F k+2 − y) = F k+2 − y. Since y is adjacent to F k+2 − y, then φ(y) is adjacent to F k+2 − y. However, y is the only degree 1 vertex adjacent to F k+2 − y, and so φ(y) = y. So, φ fixes each vertex in 
There are two subcases to consider: 2  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2 2F k +F k−3 2   3  3  3  3  3  3  3  3  3  3  3  3  3  3  3 Let S = {1, ..., F k − 1}. Since S is a set of vertices of degree at least 3 and any automorphism maps vertices of degree at least 3 to vertices of degree at least 3, it follows that φ(S) = S and the map ψ = φ| S is an automorphism of G F k −1 . By the induction hypothesis, ψ is the identity isomorphism. Therefore, for all x < F k , φ(x) = x.
The only degree 2 vertex that does not have a neighbour of degree 2 is F k , and so φ(F k ) = F k . As in Case 1c, φ fixes all vertices of degree 2.
Consider a degree 1 vertex y ≥ F k+1 . The only neighbour of y is F k+2 − y ≤ F k and so φ(F k+2 − y) = F k+2 − y. Thus φ(y) is adjacent to F k+2 − y. However, y is the only degree 1 vertex adjacent to F k+2 − y and so φ(y) = y.
Therefore, the only automorphism of G N is the identity. Let S = {1, ..., F k+2 − 1}. Then S is a set of vertices of degree at least 2 together with 1 2 F k+3 . Any automorphism maps vertices of degree at least 2 to vertices of degree at least 2. The remaining vertex 1 2 F k+3 is the only degree 1 vertex with a neighbour (namely 1 2 F k ) of degree 3 that has neighbours of degree 1, 2 and 6. All other degree 1 vertices have at least one second neighbour of degree 7 or higher, and so φ(
. So φ(S) = S and ψ = φ| S is an automorphism of G F k+2 −1 . By Case 3a, ψ is the identity isomorphism. Therefore, φ fixes each x < F k+2 .
Let y ≥ F k+2 . The degree of y is 1, with neighbour F k+3 −y. Then F k+3 −y ≤ F k+1 and so φ(F k+3 − y) = F k+3 − y. Since y is adjacent to F k+3 − y, it follows that φ(y) is adjacent to F k+3 −y. However, y is the only degree 1 vertex adjacent to F k+3 − y, and so φ(y) = y.
There are three subcases to consider. 1  1  1  1  2  2  2  2  2  2  2  1  2  2  2  2  2  2  2 2 3  3  3  3  3  3  3  3  3  3  3  3  3  3  3 5  5  5  5  5  5  5  5  5  5  5  5  5  6  6  6  6  6  6  6  6  6  6  6  6  6  6  6  6  7  7  7  7  7  7  7  6  7  7  7  7  7  7  7  7 Let S = {1, ..., F k−2 − 1}. Then S is the set of vertices of degree at least 5 and the vertices of degree at least 5 are mapped to the vertices of degree at least 5. φ(S) = S and ψ = φ | S is an automorphism of G F k−2 −1 . By the induction hypothesis, ψ is either the identity or the map that interchanges Let y ∈ [F k−2 , F k−1 ) be a vertex of degree 4. Then y is adjacent to F k−1 − y.
Vertex y is the only vertex of degree 4 adjacent to
The interval [F k−1 , F k ) consists of vertices of degree 3 that do not have a neighbour of degree 1. If a vertex of degree 3 has a neighbour of degree 1, then this vertex does not belong to interval [
Vertex y is the only degree 3 vertex without a degree 1 neighbour adjacent to F k − y. Hence, φ fixes every vertex in
Vertex F k+1 is the only degree 2 vertex that has a neighbour of degree 1, and so φ(F k+1 ) = F k+1 . Vertex F k is the only degree 2 vertex that is adjacent to F k+1 , and so φ(F k ) = F k .
Proceed as in Case 1c, defining two types of degree 2 vertices, those in the interval (F k , F k+1 ) and those in the interval (F k+1 , F k+2 ). As in Case 1c, conclude that for any vertex y of degree 2, φ(y) = y.
The set S 1 = {1, ..., F k+1 − 1} is the set of degree 3 or higher vertices together with vertices of degree 2 in interval [F k , F k+1 ). Degree 3 or higher vertices are mapped by any automorphism to degree 3 or higher vertices and degree 2 vertices in [F k , F k+1 ) are fixed by φ. The restriction ψ = φ| S1 is an automorphism of G F k+1 −1 . By Case 2a, ψ is either the identity or the isomorphism that interchanges only
Vertex F k+1 is the only degree 2 vertex that does not have a neighbour of degree 2. Therefore, φ(F k+1 ) = F k+1 . Let y ≥ F k+2 be a degree 1 vertex
Also since y is adjacent to F k+3 − y, it follows that φ(y) is adjacent to F k+3 − y. Then y is the only degree 1 vertex that is adjacent to F k+3 − y, and so φ(y) = y.
Consider F k+1 < y < F k+2 , such that degree of y is 2 (so y = 1 2 F k+3 ). Then y is adjacent to F k+2 − y. F k+2 − y < F k and F k+2 − y = 1 2 F k and therefore φ(F k+2 − y) = F k+2 − y. y is adjacent to F k+2 − y, therefore φ(y) is adjacent to F k+2 − y. y is the only degree 2 vertex that is adjacent to F k+2 − y. Hence, φ(y) = y.
Consider x ≥ F k+2 , such that degree of x is 1 and x = F k+2 + 1 2 F k−3 . Then x is adjacent to F k+3 −y. F k+3 −x < F k+1 and F k+3 −x = 1 2 F k , F k+3 −x = 3 2 F k , therefore φ(F k+3 − x) = F k+3 − x. Since x is adjacent to F k+3 − x, it follows that φ(x) is adjacent to F k+3 − x. Since x is the only degree 1 vertex adjacent to F k+3 − x, conclude that φ(x) = x.
So, φ fixes all but perhaps four of the vertices of G N , with the only possible exceptions being that φ might interchange 
is not an integer. Let S = {1, ..., F k+1 − 1}. Then S is a set of vertices of degree at least 3 and the vertices of degree at least 3 are mapped to the vertices of degree at least 3. So φ(S) = S and ψ = φ | S is an automorphism of G F k+1 −1 . By the Case 2a, ψ is either an identity isomorphism or one that fixes all but two vertices, interchanging Vertex F k+1 is the only degree 2 vertex that does not have a neighbour of degree 2. Therefore, φ(F k+1 ) = F k+1 . Let y ≥ F k+2 be a degree 1 vertex, such that y = F k+2 + 1 2 F k−3 . Vertex y is adjacent to F k+3 − y, and since F k+3 − y ≤ F k+1 , it follows that φ(F k+3 − y) = F k+3 − y. Also since y is adjacent to F k+3 − y, it follows that φ(y) is adjacent to F k+3 − y. Vertex y is the only degree 1 vertex that is adjacent to F k+3 − y, and therefore φ(y) = y.
Proceeding as in Case 1c, with two types of degree 2 vertices (type one are degree 2 vertices in the interval (F k+1 , F k+2 ) and type two in[F k+4 − N, N ]), it follows that φ fixes all vertices of degree 2 in G N .
So, φ fixes almost all vertices of G N , with the possible exceptions that φ might interchange Case 5: N ∈ F k+3 − 1 2 F k , F k+3 .
Since any automorphism sends the vertices of degree at least 3 to the vertices of degree at least 3, φ(S) = S and ψ = φ| S is an automorphism of G F k+1 −1 . By Case 2a, ψ is either an identity isomorphism or one that interchanges Vertex F k+1 is the only degree 2 vertex that does not have a neighbour of degree 2, and so φ(F k+1 ) = F k+1 . Vertex Let y ≥ F k+2 be a degree 1 vertex. Then y is adjacent to F k+3 − y, and since F k+3 − y ≤ F k+1 , it follows that φ(F k+3 − y) = F k+3 − y. Also, since y is adjacent to F k+3 − y, it follows that φ(y) is adjacent to F k+3 − y. However, y is the only degree 1 vertex adjacent to F k+3 − y and so φ(y) = y. Similar to Case 1c, φ fixes all vertices of degree 2 in G N .
So φ fixes all vertices of G N ; that is, Aut(G N ) consists only of the identity. This completes Case 5, and hence the proof of the induction step.
By mathematical induction, the proof of the theorem is complete.
Concluding remarks
This work may be seen as a starting point for other graphs formed by sums in any set given by a linear recurrence of order 2. Some properties for such graphs are known or conjectured (see [6] and [8] for references). Many of the known proofs (including some here) for Fibonacci-sum graphs may extend accordingly.
