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Abstract-In a previous paper in this journal, the authors described an implicit enumeration algorithm for 
the all integer programming problem. In this paper, a specialization of the aforementioned algorithm for O-1 
integer programming problems is developed. The computational efficiency of this specialization is in- 
vestigated by solving a set of test problems, using a computer code of the algorithm written for this 
purpose. 
1. INTRODUCTION 
In a previous paper in this journal[ll, the authors describe an implicit enumeration algorithm 
for the all integer programming problem. In this paper, a specialization of the aforementioned 
algorithm for O-l integer programming problems is developed. The basic approach is identical 
to that taken for the all integer problem, but advantage is taken of the additional structure of 
the O-l problem, which leads to additional computational efficiency and computer storage 
savings. 
In Section 2 the O-l algorithm is described in detail, within the framework of the algorithm 
of [ 11, and therefore it shall be assumed that the reader is generally familiar with the contents of [l]. 
A computer code for the &I algorithm was developed, and the computational efficiency of 
the algorithm was investigated by solving a set of test problems. The results are reported in 
Section 3. 
2.1. Formulation 
2. THE BASIC THEORY AND THE ALGORITHM 
A zero-one integer programming problem can be written in the form: 
Maximize 
z = cx 
subject o 
Axrb 
0 5 Xj I 1, j = 1, . . . ,n 
Xj integer, 
(1) 
where x is a n-vector to be determined, c is a given n-vector of costs, assumed to be 
non-negative, b is a given m-vector of requirements, A is a given m x n matrix. 
2.2. The basic tree structure and terminology 
Basically the tree structure is identical to that described in[l] for the all integer problem; 
however, the basic bookkeeping for this problem is considerably simplified. One integer-valued 
vector, 77, is maintained, which is used to record the information about the level at which a 
variable is fixed, whether it is fixed explicitly or implicitly, and to what value it is fixed; i.e. 
the jth component of q being 0 indicates the variable Xj is free; an even number implies the 
variable is fixed, whether it is fixed explicitly or implicitly, and to what value it is fixed; i.e. 
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at which a variable is fixed can be obtained by dividing &he absolute value of the corresponding 
component by two and truncating if necessary. The sign code, + or - , is used to indicate 
whether a variable is fixed to one or zero. 
Example 
For a given problem in 10 variables, at a certain stage the n-vector is given as follows: 
q=(-2,0,4,-3, -5,5,0,-6,0,0) 
Explanation 
Variable 
Fixed 
f roete 
Explicitely 
Or 
implicitly oor I level 
1 fixed explicitly 0 1 
2 free - - - 
3 fixed explicitly I 2 
4 fixed implicitly 0 1 
5 fixed implicitly 0 2 
6 fixed implicitly 1 2 
7 free - - - 
8 fixed explicitly 0 3 
9 free - - - 
IO free - - - 
2.3. Conditional bounds and related existence theorems 
The computation of the conditional bounds for a free variable at a given state s may be 
simplified. The problem in free variables at state s is as follows: 
Maximize 
(2) 
subject to 
& agxjIb~,i=l,...,m+k jc -Is 
OlXjSl,jeN-.I$ 
and Xi integer 
where 
N = {I, 2,. . . , n} 
J, = Ofxj fixed} 
where the last k constraints include surrogate or redundant constraints and the constraint 
cx 2 (2, + 1) where zt is best known solution. 
Now calculate 
s:=b:- x a+i=l,..., m+k. 
W-J, 
(lij < 0 
(3) 
Considering each constraint separately, the following observations can be made: 
1. If s: < 0, no feasible integer solution for the given partial solution at state s can be 
obtained, 
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2. for any j in N -J, and aii > 0, if S: < aii, the Xj is forced to be zero, and 
3. for any j in N-J, and aij ~0, if s: <Ia& the Xi is forced to be one. 
Now consider a solution obtained by setting all free variables to one. The slack variable, y:, 
for i’” constraint is 
yt = bi” - x aij 
jsN -Is 
and corresponding value of the objective function is 
(4) 
(5) 
If all yt are greater than or equal to zero, an improved solution is obtained. For the case y: < 0, 
we can state the following: 
(i) If 
(6) 
no feasible solution to problem (2) exists. Note that this criteria is used by Balas[2] in his 
additive algorithm. 
(ii) If 
(7) 
where zI is the best known solution at state s, for all aij > 0 and jeN -J,, no better feasible 
solution to problem (2) exists. This is suggested by Glover and Zionts[3]. 
Note that these necessary conditions for existence of a solution involve only one constraint 
at a time; hence it appears obvious that the iteration scheme developed using these necessary 
conditions will become more effective as the number of constraints increases. This implies that 
if more redundant constraints are formed from the original set of constraints, even more 
effective results can be expected. A redundant constraint can be formed by taking a positive 
linear combination of any two or more constraints. In this manner Glover[4] has developed a 
method to generate a surrogate constraint. A combination of his method and the prior 
knowledge of the A matrix can be exploited to generate a number of constraints, which will be 
more useful. In the next section another method is suggested to generate multiple surrogate 
constraints. 
2.4. The linear program and its use in the algorithm 
An optimal solution to problem (1) lies on an extreme point of the convex set formed by the 
constraint set {Ax 5 b, 0 5 x I l}, and hence such a solution is also a basic feasible solution to 
problem (1) solved as a continuous linear program. It is also known that for a given linear 
programming problem, any basic feasible solution can be made optimal with respect to an 
objective function with properly chosen costs. With this in mind, we define a n-vector d of 
costs, where any component dj is assigned one of the values M, -M, Cj or 0, where M is a very 
large positive number compared to any c+ In this sense a partial objective function for a partial 
solution at a given state s is dx, where dj is equal to M for jJS and Xj = 1, is equal to -M for 
jdS and Xj = 0, and 0 for all j in N - J,. A successful partial objective function is one such that 
if it is maximized on the constraint set {Ax I b, 0 I x 5 l}, the value of the objective function at 
optimality is Z dj, i.e. at optimality Xj = 1 for dj = M and Xj = 0 for dj = -M. (Otherwise, the 
d,>O 
partial objective function is said to be unsuccessful). Let P” be the set of all optimal solutions 
obtained by maximizing the partial objective function, which is successful at the state s; P” is 
empty if the partial objective function is unsuccessful. Thus, if P” is empty at the state s, no 
feasible integer solution can be achieved for the current partial solution. 
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In the case in which the partial objective function is successful. consider another objective 
function dx, which is a modified partial objective function, in which each di for jeN - 1, is now 
set equal to ci and the remaining dj are kept the same. Using as an initial tableau, the final 
tableau obtained from the linear program solved using the partial objective function, maximize 
the modified objective function. Now it can be stated that every basic feasible solution obtained 
during this linear programming solution procedure is a member of P”, i.e. every basic feasible 
solution obtained in this manner is an optimal solution to the linear program solved using the 
partial objective function. 
Our goal is to generate a redundant surrogate constraint for every basic feasible solution 
obtained in the above manner to add to a later linear program. A surrogate constraint is formed 
by taking a non-negative linear combination of the constraints. It can be written as 
or 
VAX - cx 5 - zf + vb 
(VA-c)zs(-z,+vb) (8) 
where v is a non-negative m-vector. 
For any given v, considering the left-hand side of (8) as an objective function to be 
maximized over the constraint set {Ax I b, 0 5 x 5 l}, it can be expected that, at optimality the 
constraints which are active will correspond to non-zero components of v. For any basic 
feasible solution obtained during the solution to the linear program using the modified partial 
objective function, the components of v can be set to the absolute value of the dual variables 
for the original problem (1). In the sense of generating the constraint based on the optimality of 
this linear programming problem, the surrogate constraint generated will correspond to the best 
surrogate constraint. 
This surrogate constraint can be tested for the necessary conditions for existence of a 
solution and may be saved or destroyed. The result obtained from these tests can be embedded 
immediately during the later part of the linear programming iterative scheme. 
The whole procedure can be summarized as follows. 
Step 1. At the given state s, form the partial objective function and maximize over the 
constraint set (Ax 5 b, 0 5 x I 1). 
(1.a) If the partial objective function is unsuccessful, a “backward step” in the overall 
algorithm must be executed. The backward step procedure is labeled “Step 5” in the algorithm 
description given in Section 2.7. 
(1.b) If successful, go to Step 2. 
Step 2. Modify the partial objective function and maximize this function over the constraint 
set as described above. 
There are various options open using this procedure. The whole procedure can be optional 
or Step 2 can be optional. During Step 2, again there is the option of generating a surrogate 
constraint at every iteration. 
2.5. A heuristic search 
The proposed heuristic direct search plays a very important role in the initial computation. 
The purpose is to produce a good suboptimal solution as fast as possible. Note that the linear 
programming solution is obtained using the principle of decomposition. At every simplex 
iteration a subproblem is solved in order to determine the vector to enter the basis. The solution 
to this subproblem is solved in order to determine the vector to enter the basis. The solution to 
this subproblem happens to be an extreme point of the set (05 Xj s 1, j = 1,. . . , n}. This 
solution is integral-valued and can be a feasible solution to the original problem or can be in the 
neighborhood of some feasible solution to the original problem. A direct search is conducted 
using this solution as a starting point. 
Let x* be this starting point for the direct search. The nature of the direct search is very 
simple. Determine whether any feasible solution can be obtained by making the complementary 
assignment to each component of x*, one at a time. If a feasible solution is obtained. replace x* 
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by this solution and continue until no further improvement can be made. There are two possible 
distinct cases. The starting point x* can be a feasible solution or can be an infeasible solution. 
Case 1. x* is feasible. In this instance one needs to consider only those components of x*, 
which are zero, because the complementary assignment to the component, which is one, will 
always lead to infeasibility. 
Case 2. x* is infeasible. There are two possibilities. 
In the instance cx* < q, consider only those components of x* which are at zero level and 
cx* + cj > zf, where cj is the cost of the jlh component, for which Xi* = 0. In the case where 
cx* 2 ,q, consider all components which are at zero level and in addition consider all other 
components for which cx* - cj > 21. 
This is a very simple and inexpensive direct search. When it is applied during a linear 
program solved for the first time, in many cases a good suboptimal solution can be obtained 
(perhaps optimal, but which has not yet been proven to be an optimal solution). 
2.6. A choice of a variable to fix 
There are various ways to select a free variable to fix at a given state s. 
Balas used the following value criterion: 
where 
Vo’) = ,2J (Yi" + iii) 
I 
(9) 
Mj = {ilyt + Oij < 0). 
The variable to be set to zero corresponds to that value of j which maximizes v(j). This 
criterion can be viewed as an aggregate contribution to feasibility. 
Here is another criterion that can be used. Recall expression (3), 
which is used to determine the conditional feasibility of free variables. This suggests that the 
smaller the value of s:, the faster the decision can be made. In this sense, select a variable 
which will bring maximum reduction in sis. The value criterion is 
(10) 
The variable to be set to zero corresponds to that value of j which minimizes v/(j). 
Furthermore, the “optimal balance” between this criterion and Balas’ criterion might be to 
select that value j which minimizes the ratio o(j)/u/(j). 
All of these criteria for a choice of a variable to fix are arbitrary and hence not necessarily 
the best ones. 
2.7. A statement of the algorithm 
The algorithm to solve a zero-one integer problem can be summarized as follows: 
The problem is to 
Maximize 
subject o 
z = cx 
Axsb 
O~XjZSl,j=l,...,fl 
Xj integer 
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Step 0. (OA) If any integer solution is known, use this as a starting point and apply the direct 
search in order to find a better solution. 
(OB) Solve the above problem as a continuous linear program. using the principle of 
decomposition. Use the heuristic direct search at every iteration. Denote the linear program- 
ming solution as z. and the best integer solution as zl and add appropriate constraints. 
(OC) Initialize integer vector 1 to 0. Set o* to 2. 
(OD) Make a choice of a variable and fix it to zero. Set the corresponding component of 7 to 
-q*. 
Step 1. Check the conditional feasibility of each of the free variables 
(la) For any xi being fixed at 0, set q(j) = -(.rl* + 1). If xi is fixed to 1, set q(j) = (T* + 1). 
(lb) Infeasibility. Go to Step 5. 
Test the necessary condition specified by Theorem 3. If it fails, go to Step 5. 
Step 2. Form the partial objective function and maximize over the constraint set specified in 
the above problem, ignoring the integrality requirement. 
(2a) If unsuccessful, go to Step 5. 
(2b) If successful, go to Step 3. 
Step 3. Modify the partial objective function and maximize over the constraint set. Generate 
a surrogate constraint at every iteration. Test each of these for the necessary conditions. Enter 
appropriate information in 7. Save the strongest surrogate constraint at least for the next few 
iterations before it is destroyed. 
Step 4. v* = q* + 2. Make a choice of a free.variable and fix it to zero; set the correspond- 
ing component of 9 to -r)*. Go to step 1 (forward step). 
Step 5. (Backward step) Find the component of 7) the absolute value of which is equal IO 
v*. Fix this variable to 1 and change the corresponding component of 7) to q* - 1. Set 
q* = q* - 2. If Q* is equal to zero, terminate the algorithm, go to step 1. 
Note that Steps 3 and 4 can be used optionally. A direct search can be introduced anywhere 
if desired. Steps (OA) and (OB) can make a good heuristic to solve any zero-one problem. 
3. NUMERICAL RESULTS 
A F0RTRAN IV program of the algorithm described in Section 2 has been written, in order 
to test the computational efficiency of the algorithm. Details of this implementation are given in 
Section 3.1. An IBM 36O/50 was used to run all programs described in this section. unless 
otherwise indicated. 
3. I. Implementation 
The algorithm for the zero-one problem has been programmed completely in F0RTRAN IV. 
The constraints (05 xi 5 1, all j} are handled using the principle of decomposition, just as 
described in[l] for the all integer problem. No advantage of special problem structure is taken. 
No heuristic is imbedded while solving a linear program, except when it is solved the first time. 
Step 1 uses just simple tests based on conditional bounds. Step 2 involves forming a partial 
objective function and maximizing it over the constraint set. The value for M is chosen to be 
106, which is sufficiently large for the test problems. Step 3 consists of modifying the partial 
objective function and then maximizing it over the constraint set. During the simplex iterations, 
a surrogate constraint is not generated at every iteration; but it is generated at an iteration 
which satisfies a certain property. Let Z, in the value of the objective function for the iteration 
at which the last redundant constraint is generated. The next redundant constraint is generated 
for the iteration only if the value of the objective function for this iteration exceeds z, by k, 
where constant k is chosen arbitrarily. The surrogate constraints generated this way are 
destroyed after testing for the obvious conditional feasibility for each of the free variables. The 
constraint formed at optimality is saved for some time before it is destroyed. Step 4 uses value 
criteria discussed in Section 2.6. 
The linear programming subroutine mploys the revised simplex method using the principle 
of decomposition, with implicit inverse. Aiso another subroutine is used to restart the simplex 
iteration with a value of z greater than the best integer solution available. This linear 
programming routine has an obvious drawback in that each iteration requires more work. 
3.2. Results 
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The code is used to solve numerous test problems with up to 100 variables taken from the 
literature. The execution times for these problems are presented to the nearest hundredth of a 
minute. The problems too small to be of interest are omitted. 
No prior information was used, such as an obvious upper bound on the optimal value of the 
objective function or better initial feasible solution, although such information was generally 
available. Other investigators’ computational results are reproduced for easy reference. 
Glass’[S] problems were randomly generated without any structure. The initial solution in all of 
his problems was obvious. Cook’s [6] problems were also randomly generated, except for the all 
integer problems. His problems are solved after converting them to zero-one problems using 
binary representation of each of the variables. Peterson’s[7] problems are of the capital 
budgeting variety. Haldi[8] published some of his fixed charge problems and IBM test 
problems. 
Glass’ problems are solved two times; first each problem is solved independently and then 2 
or more problems are combined together to form a larger problem, i.e. if given problems are 
{max cIxI, such that Arx, I b,}, {max c2x2, such that A2x25 b;) - * * {max c,xJc, such that 
A,.q 5 b,}, a one single problem can be formulated as to maximize clxl + c2x2 + * * * + c,x. 
subject to: 
1 Al A2 
L 0 
Some of Cook’s problems are also solved twice; once simply converting each variable into a 
binary representation without taking into account he obvious bound on the original variables is 
Table 1. Computational experience on Glass’ problems (problem designation: Glass[S]) 
Problem 
number 
Problem size 
O-l var x 
constraints 
Time (IBM 360/50) 
(min) 
Other 
algorithm 
(7072) Time 
(min) 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
2s 
26 
27 
41 
42 
43 
59 
18x 9 0.02 0.34 
19x 9 0.02 0.29 
20x 10 0.04 0.22 
21 x 10 0.03 0.69 
22x11 0.02 0.26 
23x11 0.19 1.19 
24x 11 0.12 1.21 
25x 12 0.08 0.43 
26x 13 0.11 2.01 
21x 13 0.12 1.28 
28x 14 0.14 6.83 
29 x 14 0.14 6.85 
30x 15 0.30 12.05 
20x 15 0.20 7.01 
20x 16 0.10 2.58 
20x 18 0.18 1.47 
20x 10 0.11 1.32 
15 and 16 
17. 18, 19 
and 20 
21 and 22 
23 and 24 
25.26 and 
27 
41 and 42 
43 and 59 
37x18 0.24 - 
86x42 0.75 - 
49 x 26 0.31 - 
41 x 26 0.30 - 
78 x 56 1.05 - 
40x31 0.28 - 
40 x 28 0.28 - 
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Table 2. Computational experience on Cook’s problems (problem designation: Cook[6]) 
Problem size 
Problem 
number 
Original 
num. of 
var. x 
num. of 
constraints 
O-l 
num. of 
var. x 
num. of 
constraints 
Timet 
(IBM 360/50) 
(mitt) 
1 2 
Other 
(7072) 
(mitt) 
7 I2 x 10 48x 10 0.25 - 2.76 
IO 15x 7 60x 7 0.70 - 3.07 
15x 7 60x21 - 0.30 3.07 
I2 15 x 10 90x10 0.85 - 5.86 
15 x IO 90x25 - 0.35 5.86 
13 20x 8 60x 8 1.08 - 5.30 
20x 8 60x28 - 0.43 5.30 
I4 20x 9 60x 9 1.15 - 9.83 
20x 9 60x29 - 0.5 1 9.83 
I5 20x 10 60x IO 1.13 - 9.51 
16 20x10 80x 10 1.28 - 9.36 
I9 25x9 lOOx 9 1.72 - 18.20 
21 24x 15 96x I5 2.25 - 39.47 
22 21x21 84x21 2.91 - 57.17 
tl-Implies no obvious upper bound constraint is included in the constraint set: 2-Implies 
that obvious upper bound constraint is included in the constraint set. 
Table 3. Computational experience on Peterson’s problems (problem desig- 
nation: Peterson[7]) 
Problem 
number 
Problem 
size 
O-l varx 
num of 
constraints 
Time 
(IBM 360/50) 
(min) 
Other algorithms 
Geoffrion Peterson 
(7044) (7094) 
4 20x 10 0.02 0.04 0.06 
5 28x IO 0.16 0.24 0.16 
6 39x 5 0.49 0.43 1.18 
7 50x 5 0.52 0.46 9.55 
Table 4. Computational experience on Haldi’s problems (problem designation: Haldil81) 
*Problem 
number 
Original Problem 
size size 
varx 0-1varx 
constraints constraints 
Time 
(IBM 360/50) 
(mitt) 
Other 
algorithm 
Geoffrion 
(7044) 
7 5x 4 20x 4 0.04 0.03 
8 5x 4 20x 4 0.06 0.05 
IO 12x IO 30x 10 0.07 0.06 
Table 5. Computational experience on IBM problems (problem designation: IBM181) 
Problem 
1 
2 
3 
4 
5 
6 
9 
Original Problem 
size size 
varx &lVarX 
constraints constraints 
7x 7 21x 7 
7x 7 21x 7 
4x 3 20x 3 
15 x 15 30x 15 
I5 x 15 30x I5 
31x31 31 x 31 
I5 x 35 15x35 
Time 
(IBM 360/50) 
(mitt) 
0.009 
0.010 
0.010 
0.100 
1.250 
1.700 
0.400 
Other 
algorithm 
Geoffrion 
(IBM 7044) [9] 
0.01 
0.02 
0.01 
0.13 
1.90 
2.00 
0.44 
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expressed in terms of a restriction, i.e. if xl 5 5 in the original problem, it is expressed in the 
converted problem by a restriction xl’ + 2x1*+4x1’ 5 5. 
The difference in programming and machine make it inadvisable to make any quantitative 
estimate of the apparent improvement or otherwise relative to others. 
A rather outstanding feature of the algorithm is that the imbedded heuristic and the use of 
the linear program tend to find near-optimal solutions quickly. 
3.2. Experimental results 
The number of variables is perhaps the main determining factor in this algorithm. If the 
solution times tend to increase exponentially with the number of variables, then there is little 
hope of ever being able to solve really large problems directly. Here three different classes of 
problems are considered and experimental investigations in the range of 30-80 variables are 
summarized. Problems are generated randomly in these specific classes: knapsack with several 
constraints, random problem with each nonzero element varying between -100 to 100 and 
random problem with every element nonnegative. The main conclusion that can be derived is 
that if these results are at all indicative, then this algorithm can be expected to solve a fairly 
large structured integer problem. 
3.2.1. Class I problems. ‘Knapsack’ problems with 6 constraints and up to 80 variables are 
randomly generated. All components of A matrix, c and b vectors are positive. Components of 
A and c vary between 0 to 100. Problems were generated this way with 30, 40, . e., 80 
variables, with three examples at each size. The results are given in Table 6. The average 
solution time appears to increase linearly with the number of constraints. 
3.2.2. Class II problems. Random problems for a given number of variables, number of 
constraints and density of A matrix, are generated using a program. Density used in all the, 
problems is 40 per cent. Ail non-zero elements vary uniformly between - 100 to 100. Experience 
with these types of problems is not conclusive. The average solution time behaves omewhat 
exponentially with respect o the number of variables. The problems with three samples at each 
size are solved. Large variation is noticed in the solution time within the problems at each size. 
Although the average solution times are given in Table 7, these times cannot be taken as 
indicative. 
The problems with 6 per cent density, with sizes 100 X 30, 120 X 35, and 150 x 40, are solved 
in 187, 305, and 417 seconds respectively. 
Table 6. Computational experience on randomly generated problem-Class I
(Density = 100%; Number of constraints =6) 
Number of 
variables 
30 
40 
50 
60 
70 
80 
Time (set) 
(IBM 360/50) Average 
Problem 1 Problem 2 Problem 3 time (set) 
4.5 7.0 9.5 7.0 
8.5 8.7 9.8 9.0 
9.0 11.5 12.5 11.0 
18.0 21.0 21.0 20.0 
20.0 24.0 25.0 23.0 
29.0 30.0 34.0 31.0 
Table 7. Computational experience on randomly generated problems-Class II (Density = 
40%; Random problems with each nonzero element varies between - 100 to 100) 
Problem size Time (set) Average 
(num. of var. x (IBM 360/50) time 
num. of constraints) Problem 1 Problem 2 Problem 3 (set) 
30x 10 12 31 95 46 
35x 10 33 65 76 58 
40x10 75 88 92 .85 
45x 15 75 105 165 115 
50 x 20 135 155 205 165 
55 x 20 220 255 305 260 
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Table 8. Computational experience on randomly generated problems-Class 111 (Density = 
40%) 
Problem size 
(“urn. of var. x 
num. of constraints) 
Time (set) Average 
(IBM 360/50) time 
Problem 1 Problem 2 Problem 3 (set) 
30x 12 21 23 28 24 
40x 15 38 46 51 45 
50x 15 60 68 76 68 
60x20 100 105 125 110 
70 x 20 156 162 162 160 
80x20 170 205 255 210 
3.2.3. Class III problems. The difference between this class problem and the Class II 
problem is that all the elements in this class problems are non-negative and components of the b 
vector vary between (Density/8 x n to (Density/Z!) x n, where Density is in percentage. Prob- 
lems with 30, 40, * * -, 80 variables, with three samples at each size are generated. The results 
are summarized in Table 8. 
4. CONCLUSION 
The results obtained thus far for the zero-one problem are sufficiently favorable to imply 
that the approach taken is efficient enough to solve fairly large size, up to 150 variables, 
structured problems in a reasonable computational time. An improvement in the computational 
efficiency of the proposed algorithm can perhaps be obtained by a proper use of the various 
options within the algorithm. Computational time can be reduced, probably appreciably, by 
improvements in the current F0RTRAN code. In some cases it should, also be possible to 
achieve improved efficiency for a particular problem by taking advantage of the structure of the 
problem to develop stronger tests for the existence of a solution. 
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