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ABSTRACT 
Short-term demand forecasting is one of the principal 
elements in power system operation. It provides the 
basis for the scheduling of generating plants to meet the 
reliability and economic objectives. Accuracy in load 
forecasting is therefore a crucial task in generation 
cost optimisation. 
This project presents a short-term electricity demand 
prediction model. The model is developed based on the 
regression approach. Weather attributes constitute the 
major variables in the analysis. The model is tested by 
adopting various data periods and through application to 
different seasons of the year. An optimal model is 
proposed. Other improvements are recommended for future 
extension of the study. 
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Demand forecast takes a prominent role in all planning 
and operational aspects of the electricity supply 
industry. In the planning environment, accurate 
long-term forecasting is essential for the formulation of 
the generation capacity expansion programme and the 
network reinforcement plans. All of these require lead 
times up to ten/fifteen years. Because of its nature in 
integrating the financial and engineering issues, the 
long-term forecasting task is usually the responsibility 
of the corporate planning unit of the utilities. 
Operationally, the duty of short term demand forecast 
rests on the central system control unit. One of its 
missions is to optimise the electricity production 
costs. As electricity cannot be stored in any efficient 
form, it has to be generated as demands occur. 
Forecasting the trend of the demand is therefore a 
crucial element in the generation cost optimisation 
process. Only with an accurate forecast can the 
2 
customers* aggregated demands in electricity be met with 
the most economic plant (generator) mix. It should be 
noted that generating plant can only be put into 
operation with advanced notice given to the power 
stations. The lead time required varies from a length of 
three to twelve hours as dictated by the readiness of the 
individual plant in regards to its thermal and mechanical 
statuses. 
The demand for electricity bears a strong correlation 
with the social habit of the consumers. Illustration 1.1 
shows the daily demand curves of China Light & Power 
Company on the peak days of years 1987， 88 and 89. It is 
evident that the electricity consumption generally 
reaches its minimum at about 5 a.m. in the early 
morning. It then starts to rise gradually after 8 a.m. 
as the social activities intensify. Apart from the brief 
period in the lunch hours, the demand stays at the high 
level until after 6 p.m. in the evening when the majority 
of the offices and factories end the day. The demand 
curve then follows a downward trend until it recycles 
into its trough at around 5 a.m. on the following morning. 
There are also weekly variations. In the absence of the 
consumption in the commercial and industrial sectors, the 
Sunday demand is significantly lower than those of the 
other normal days of the week. This effect is evident in 
Illustration 1.2 which shows the daily peak and minimum 
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Illustration 2,3 
1987, 1988 and 1989 
DAILY DEMAND CURVES ON THE PEAK DAYS 
(Ch ina Light &c Power Company ) 
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Illustration 2,3 
DEMANDS IN DECEMBER 1989 
(Ch ina Light Sc Power Company ) 
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demands in the month of December 1989. The same pheno-
menon takes place in major festivals and holidays like 
Chinese New Year, Dragon Boat Festival, Christmas and etc. 
Another prominent variable that has major influence on 
the demand for electricity is weather. Owing to the 
increased affluence of the Hong Kong society and the 
gradual change in the economic role of the territory 
(i.e. the decline in the industrial sector relative to 
the commercial and servicing sectors)， air-conditioning 
becomes extremely common nowadays. As a consequence, 
electricity demand sees an increasing dependence on 
weather. Factors like ambient temperature, humidity, 
sunlight exposure, precipitation etc. have major effects 
on electricity consumption trends. 
Demand forecast is presently performed by manual means 
based on the weather forecast by the Observatory and the 
historical record of the daily demands and weather 
maintained at the System Control Centre. 
The manual forecasting method has been serving the 
purpose in the past. Nevertheless this method does 
suffer from a major drawback: it is individual 
dependent. Firstly, the forecast, although made based on 
the historical load record, is inevitably subjective. 
Very often this subjective factor causes some incorrect 
perceptions in the response of demand to changes in 
weather. Secondly, the practice relies heavily on the 
i 
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experience of the individuals for forecasting accuracy. 
In face with the continual depletion in expertise due to 
emigration, the need to automate the forecast of 
electricity demand is becoming eminent. 
The objective of this project is to devise a prediction 
model for the daily electricity demands at the system 
minimum and system peak based on the weather forecast 
information furnished by the Observatory. 
Methodology Review 
Short-term electricity demand forecasting has been the 
subject of a number of publications in the journals 
related to the electricity supply industry. Most of 
these were devised to suit the particular circumstances 
under which the respective power systems operate. For 
instance the decomposition analysis algorithm proposed by 
Goh and Choi, which took no account of the weather 
factor， is probably only applicable in places located on 
the equator belt like "Singapore [which], being some 100 
km away from the equator, has a uniform climate 
throughout the year" [1]. Development of their model 
will obviously be necessary before it can be utilised in 
places with different climatic characteristics. 
Operational practices also have influence on the way 
demand forecasting is modeled. For instance in the 
States, the result of the demand forecast is also used as 
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an index for the customers to programme their load 
management measures apart from the generating unit 
commitment scheduling undertaken by the utilities 
themselves. In this respect, the behaviour of the 
customers in load management is also an element included 
in the prediction model. 
Most of the classical electricity demand forecast 
techniques fall under the following three fundamental 
approaches， 
(a) Knowledge-based algorithm [2]， [3]; 
(b) Load-weather linear regression method ⑷； a n d 
(c) Time-series approach in particular the application 
of Box-Jenkins concept [5]， [6]. 
More recent developments in the subject has found the 
introduction of more advanced mathematical and 
statistical tools. Examples of these include, 
(d) Frequency domain regression analysis [7]; 
(e) Generalised least square method [8]; and 
(f) Non-linear transformation of the independent 
variable (temperature) [9]. 
The theme of this project follows the classical 
approach. Emphasis is placed on regression analysis. An 
element of time-series concept will also be incorporated 
in the regression analysis. 
8 
CHAPTER II 
DATA BASE AND VARIABLES 
The Data Base 
Electricity is generated and sold by two utility 
companies in Hong Kong. Hongkong Electric Company Ltd. 
(HEC) supplies 420 thousand customers on the Hong Kong 
Island, Lamma Island and Aplichau [10] • china Light 8c 
Power Company Ltd. (CLP) supplies 1.4 million customers 
in the Kowloon Peninsula and the New Territories [ ⑴ . 
Although the composition in the aggregated system demands 
of the two systems are evidently different [note], the 
customers * behaviour in electricity consumption is 
believed to be very similar on both systems. 
Constrained by the availability of data, the short term 
demand forecasting model is formulated based on the 
[note] The commercial component in HEC (64%) is higher in 
proportion than that in CLP (41%), and the 
industrial component in CLP (31%) exceeds that of 
HEC (12%) proportionally. [10]， [11] 
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information of the CLP system. Nevertheless because of 
the similarity in the characteristics of the demands of 
the two companies, it is expected that the model 
developed could be applied on the HEC system using its 
own data. 
The entire volume of data on the system demand and 
weather information on the CLP system is maintained 
manually on paper at the System Control Centre. A sample 
page of these records is shown in Illustrations 2.1 and 
2.2. It can be seen that the weather information 
comprises mainly of temperature and relative humidity at 
hours 4 a.m. and 11 a.m.. However additional details 
including the information on wind, cloud coverage and 
precipitation is also provided by the Observatory for 11 
a.m. every day. Others include the daily maximum, 
minimum and mean temperature and relative humidity. 
The study of this project covers the two years period 
commencing January 1988 through to January 1990 for which 
the data base is formed. A total of 762 data points are 
thus included in the data base. 
The Dependent Variables 
Electricity generation is a process that matches the 
dynamically varying demand with production in the 




System Demand Records Maintained at the System Control Centre, 
China Light & Power Co., Ltd. 
SYSTEM LOAD RECORD 
MONTH Dec YEAR 1989 
System Weather Temperature 
Demand at 0400hrs at llOOhrs 
Date Mini Peak Temp R H T e m p RH Max Min Remarks 
1 FRI 983 2583 15 57 18 40 19 15 
2 SAT 959 2540 15 72 19 34 21 15 
3 SUN 920 1734 16 68 20 46 22 17 
4 MON 839 2660 17 82 20 51 22 17 ‘ 
5 TUE 962 2669 17 74 21 47 22 17 
6 WED 967 2691 17 78 20 54 22 17 
7 THU 973 2718 18 77 21 63 23 17 
8 FRI 975 2732 18 75 21 54 22 17 
9 SAT 984 2613 19 71 19 63 20 18 
10 SUN 940 1761 17 74 19 59 21 17 
11 MON 837 2657 18 66 20 60 21 17 
12 TUE 976 2731 19 73 21 54 22 18 
13 WED 984 2764 19 75 21 58 22 18 
U THU 978 2648 17 66 18 62 20 15 
15 FRI 990 2631 15 67 18 65 19 15 
16 SAT 983 2611 16 81 18 68 20 16 
17 SUN 941 1783 17 83 19 62 21 16 
18 MON 856 2672 18 77 18 79 19 18 
19 TUE 981 2671 16 85 18 77 19 16 
20 WED 992 2667 17 85 19 79 20 17 
21 THU 997 2667 18 82 19 76 21 18 
II FRI 991 2454 19 88 19 81 20 17 Winter Fest 
23 . SAT 896 2517 17 97 17 89 17 15 
24 SUN 906 1758 14 92 15 96 15 13 
II : = ？0= 90 17 83 17 15 Christmas 
26 TUE 899 2351 17 90 18 79 18 14 
27 WED 953 2533 13 73 16 71 16 13 
28 THU 982 2592 16 82 18 76 19 16 
29 FRI 992 2595 17 88 18 73 18 16 
30 SAT 987 2492 16 77 15 76 17 14 
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12 
times between generation and consumption in order to 
ensure the quality of electricity supply. This 
balancing/matching exercise necessitates tremendous 
effort particularly when reliability and economics are 
taken into account. 
As demand declines in the evening and rises in the 
morning, generator units have to be shut down and started 
up accordingly to optimise on fuel expenditure. However 
adequate capacity must be kept in operation to afford 
reasonable reserve to cater for credible contingencies. 
Furthermore, physical limitations of the individual 
generators themselves (for instance, the minimum and 
maximum loadings each of them can carry) also impose 
additional constraints to generation scheduling over the 
twenty-four hour period. Illustration 2.3 shows the 
generator commitment plan on a typical summer day in 1989. 
In practice, the extremities of the daily demand curve 
are of crucial importance in the preparation of the 
generation schedule. The general rule is that when the 
technical limitations are accommodated at these turning 
points, they are not expected to present problems under 
the less stringent conditions at other load points. 
Similarly, when economics is taken care of at these 
turning points, overall optimisation can be ensured 
throughout the day. 
13 
Illustration 2,3 
PLANT SCHEDULE FOR A TYPICAL 
SUMMER DAY 1989 
(Ch ina Light & Power Company ) 
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It is obvious from Illustration 2.3 that the principal 
extremities on the typical demand curve are: 
(a) the system minimum between 4 and 5 a.m.; and 
(b) the system peak immediately before noon. 
These two points are taken as the dependent variables of 
the study. Regression analyses are conducted for the 
system minimum and system peak independently. 
It should be noted that demands on Sundays and holidays 
follow patterns different from a normal weekday. As the 
occurrences of these * abnormal days * are few, automation 
of prediction for these days is a less significant issue 
at this stage• Moreover，the size of data, set pertinent 
to these days is not considered adequate to afford 
satisfactory analysis. The demand forecast for these 
* abnormal days * are therefore excluded from the scope of 
this study. The discounted demands include 
(a) the peak demands of the * abnormal days *； and 
(b) the minimum demands immediately succeeding the 
丨abnormal days *. 
The Independent Variables 
The aggregated system electricity demand can be broadly 
classified into two parts: the fixed and the variable 
15 
portions. The fixed portion is the part which is usually 
referred to as the 'base load'. This portion rarely 
responds to changes in the other external factors apart 
from .the natural/economic growth. Examples of these 
include some the heavy industry consumptions and the 
basic lighting load after dark. 
The variable portion is the part that varies with the 
changes in the environmental factors like weather. 
Indeed, weather has a predominant effect on the 
variations in electricity consumption. This is 
particularly valid in summer when the demand is dominated 
by the temperature-sensitive and humidity-sensitive 
air-conditioning load. Even in the winter, the use of 
heaters on a cold night does produce some noticeable 
effects on the aggregated system demand. Hence some of 
the independent variables used in the regression analysis 
are the weather attributes, including, ambient 
temperature, relative humidity, cloud content/sunlight 
exposure, and wind speed. 
From experience, electricity consumption typically varies 
in a positive relationship with temperatures in the 
twenties (degrees Celsius)• The temperature effect 
starts to diminish at temperatures below about 18 or 19 
degrees Celsius. It is therefore believed that the 
system demand is related to the temperature 
quadratically. The scatter-plots of the system peak and 
system minimum demand versus the ambient temperature as 
16 
shown in Illustration 2.4 confirm the observation. 
The following shall be noted when reading Illustration 
2.4 and later in Illustrations 2.5 and 2.6. 
(a) Two bands of scattered points are apparent in the 
plots. The group with higher density comprises the 
normal weekdays, and that below it is made up of 
Sundays and holidays which are excluded from this 
study. 
(b) The temperature records provided by the Observatory 
for the 11 a.m. are to a tenth of a degree Celcius, 
but the one for the 4 a.m. are rounded to the 
nearest degree. 
Further exploration in the relationship between demand 
and temperature suggests that 
(a) the variation in the system peak is proportional to 
the square of the ambient temperature; and 
(b) the variation in the system minimum is proportional 
to the fourth power of the ambient temperature. 
Both these relationships are demonstrated in Illustration 
2.5. 
The above transformed variables are therefore included in 
the list of independent variables. In order to complete 
the fourth order polynomial for the function of system 
17 
Illustration 2.4 
DEMAND VERSUS TEMPERATURE 
(Ch ina Light &c Power Company ) 
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I l lustration 2,3 
DEMAND VERSUS RAISED POWER OF TEMPERATURE 
(Ch ina Light &c Power Company ) 
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minimum, the square and the cube of ambient temperature 
are also taken into the list. 
Besides temperature， humidity is also an important 
attribute that influences the consumption behaviour of 
the general consumers. For a given temperature, a person 
normally feels more comfortable in a less humid 
surrounding than in a more humid one. This is an 
understandable phenomenon. A less humid environment 
would encourage evaporation from the human body and hence 
produce significant cooling effect. It is unfortunate 
that although numerous environmental indices have been 
developed and proposed, there exists no universally 
agreed measure of discomfort [12]• Nevertheless, Zangvil 
stipulated in his paper that the cooling effect can be 
measured by the maximum cooling capacity which is a 
function of the temperature of the heat generating 
surface and the wet bulb temperature of the surrounding 
air [12]• On the basis that the body temperature of an 
average person is relatively constant, Zangvil,s 
postulation can be restated as the maximum cooling 
capacity is a quadratic function of the wet bulb 
temperature. Assuming that the maximum cooling capacity 
is linearly related to electricity consumption, the 
square of the wet bulb temperature shall therefore be one 
of the independent variables. Illustration 2.6, which 
shows the relationship of the system peak against the 
square of the wet bulb temperature, supports the above 
postulation at large. 
20 
Illustration 2,3 
SYSTEM PEAK DEMAND VERSUS SQUARE 
OF WET BULB TEMPERATURE 
(Ch ina Light Sc Power Company ) 
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It should be noted that the wet bulb temperature is not a 
piece of weather information furnished by the 
Observatory. Transformation using the ambient 
temperature and the relative humidity [16] has to be 
performed to derive the wet bulb temperature against each 
entry in the data set. The table referred to for this 
transformation is presented in Appendix A . 
It is well established that electricity demand profile is 
a time series [5]. This is also supported by the 
empirical observations. Demand today exhibits certain 
pattern similar to those of yesterday and the preceding 
days. Some weekly cyclical variations are also 
apparent. In order to verify this property, the 
Durbin-Watson statistics for the two years * data has been 
obtained. They are 0.55 for the system peak demand and 
1.05 for the minimum. The substantial deviations of 
these statistics from the lower-tail values in the 
Durbin-Watson statistic table [13] are evidence of the 
existence of a first-order autocorrelation in electricity 
demand. The Durbin-Watson Table is attached in Appendix 
B. 
In order to take account of the time-series effect, the 
following data are also included in the regression model. 
(a) for system minimum: the system peak of the previous 
day; the minimum of the previous day, two days 
earlier, five days earlier and a week earlier; and 
22 
(b) for system peak: the system peak of the previous 
day, two days earlier, five days earlier and a week 
earlier. 
Table 2.1 summarises the independent variables to be put 
to test in the analysis. Selection of these variables 
into the formulation of the prediction model will be 
detailed in the following chapter. 
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TABLE 2.1 
TEST VARIABLES FOR THE PREDICTION MODELS 
Dependent Sys十em Peak System Minimum 
Variable Demand Demand 
Independent (1) Ambient temperature a十 11 a.m, (1) Ambient temperature a十 4 a.m. 
Varlables 
(2) Relative humidity a十 II a.m. (2) Square of (I) above. 
(3) Wind speed a十 11 a.m. (3) Cube of (I) above. 
(4) Cloud coverage a十 M a.m. (4) Fourth power of (1) above. 
(5) Square of (I) above. (5) Rela十ive humidity a十 4 a.m. 
(6) We十 bulb temperature a十 I I a.nu (6) We十 bulb temperature a十 4 a.m. 
(7) Square of (6) above. (7) Square of (6) above. 
(8) Yesterday's peak demand. (8) Cube of (6) above. 
(9) 丫es十erday,s temperature a十 II a.rru (9) Fourth power of (6) above. 
(10) Yesterday's relative humidity a十 II a.m. (10) 丫es十erday»s minimum demand. 
(11) Peak demand of 十he day before yesterday. (II) Yesterday's peak demand. 
(12) Peak demand 5 days ago. (12) Yes十erday*s temperature a十 II a.m. 
(13) Peak demand a week ago. (13) Yes十erday^ s relative humidity 
a十 II a.m. 
(14) Minimum demand of 十he day before 
yesterday. 
(15) Minimum demand 5 days ago. 





Numerous statistical tools have been developed and 
available for forecasting. Among them regression 
analysis is one of the more powerful ones for short-term 
prediction purpose [14]. It provides the technique to 
build statistical predictions of responses to changes in 
the independent factors. Regression is also 
characterised by the simplicity in the mathematics based 
on which it is developed. When the parameters are 
estimated, one can easily determine the change as the 
response (the dependent variable) for every unit change 
in the predictor (the independent variable)• The latter 
feature has a certain significance to engineers in 
practice. In electricity demand forecast, for instance, 
one would like to have a feel for the increase in demand 
anticipated if the temperature rises one degree or the 
humidity changes a few percent etc. 
Regression is therefore the logical approach for the 
purpose. 
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Selection of the Predictors 
A number of probable independent variables have been 
listed for test in the previous chapter. However it is 
also believed that not all of them are correlated 
significantly to the system demand. In order to 
determine the subset of variables to be included into the 
prediction model a preliminary regression study has been 
conducted. 
Using the two-year data, regression analyses were 
performed on a moving two-month basis. Hence the study 
began with January and February 1988， followed by 
February and March 1988 through to December 1989 and 
January 1990. There were therefore altogether 24 studies 
for the system peak demands and another 24 studies for 
the system minimum demands. 
It is not an intention of this study to also predict the 
natural growth component, short intervals must therefore 
be used as the data period to practically eliminate the 
effect. One, two and three months periods were 
considered for this study and two-month period was 
decided because 
(a) one-month period gave too few data for the analysis 
with the number of variables, especially when 
Sundays and holidays are discounted; and 
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(b) three-month period contained too many data that 
might embody excessive inertia in the model to 
cater for abrupt changes in the predictors. 
Stepwise selection was applied in each of the two-month 
regression study. Stepwise selection is the alternate 
execution of the forward selection and backward 
elimination procedures. In each step the variable with 
the highest partial correlation and within the 5% 
significance level is added into the equation. The 
variables in the equation are then tested for their 
significance. The least partial correlated variable that 
exceeds the 10% significance level is removed from the 
equation. The inclusion and removal process is repeated 
until no more variables meet the selection and 
elimination criteria. One of the objectives in adopting 
the stepwise selection process is to preclude the problem 
of multicollinearity by screening the redundant variables 
from the model. 
The regression coefficients or the betas as resulted from 
the above study are tabulated in Appendix C . The 
significant predictors of the system peak and minimum 
demand models in each, of the two-month studies were 
extracted and summarized in Tables 3.1 and 3.2 
respectively. It was noted that only few of them made 
appearance in the correlation tables. It was postulated 
that for each model, the four variables that had the 
highest entering frequency should be included into the 
Table 3.1 “ 
PREDICTOR SELECTION FOR SYSTEM PEAK DEMAND 
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regression analysis. Based on this selection criterion 
the following variables are accepted. 
For the system peak demand forecast :-
(a) the square of ambient temperature at 11 a.m. (in 
degrees Celsius), 
(b) the relative humidity at 11 a.m. (in percentage), 
(c) the square of the wet bulb temperature at 11 a.m. 
(in degrees Celsius)， and 
(d) the peak demand of the preceding day. 
For the system minimum demand forecast ••-
« 
(a) the fourth power of ambient temperature at 4 a.m. 
(in degrees Celsius)， 
(b) the peak demand of the preceding day, 
(c) the ambient temperature at 11 a.m. of the preceding 
day (in degree Celsius)， and 
(d) the relative humidity at 11 a.m. of the preceding 
day (in percentage)• 
Regression Studies Using Moving Data 
In the formulation of the prediction model, choice of the 
data set is of paramount importance. It is imperative 
that the data used are chronologically close to the 
variable to be predicted. Hence the series of data 
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immediately preceding the day of forecast shall be used, 
and they shall be adopted on a moving basis. 
Regression using three sets of moving data are 
attempted. They are the moving one - mo nth，two-month, and 
three-month data representing respectively the 30 days, 
60 days and 90 days immediately before the forecasting 
day. (The actual data set size depends upon the number 
of days in the months included). For instance, the 
forecast for 20th April will use 
(a) data collected in the period 20th March through to 
19th April (31 days) in the moving one-month case, 
(b) data collected in the period 20th February through 
to 19th April (59 days) in the moving two-month 
case, and 
(c) data collected in the period 20th January through 
to 19th April (90 days) in the moving three-month 
case. 
It is believed that the result of these attempts will 
give indication as to the more appropriate period for the 
formation of the data set for the prediction. 
In order to verify the postulation that models developed 
using four selected variables are practically adequate, 
regression analysis adopting the stepwise selection 
approach is performed using the two-month moving data 
set. The comparison of the performance of the prediction 
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would give indication as to the validity of this 
assumption. 
It has been mentioned that data for Sundays and holidays 
were excluded from the scope of this study. However, the 
time-series property is incorporated by the inclusion of 
the demand record of the preceding days in the regression 
modeling. To compensate for the loss of demand data when 
the day preceding the forecasting day happens to fall on 
a Sundays or a holidays, calculated data points are 
substituted and used as actual data instead. The 
calculated data points are predicted demands using actual 
weather information. These in fact are the expected 
demands had the day not been a Sunday or a holiday. This 
substitution is considered essential to maintain a 
continuity in the weather variations (as reflected in the 
demand) which could have certain influence on the 
prediction of the day concerned. 
For instance, 23rd October, 1989 was a Monday. 
Prediction for the peak demand of the day would use a 
computed peak for 22nd October (Sunday) as the input for 
* yesterday-peak *. 
The above substitution is applied only to the data to be 
used in the forecasting. All other Sundays and holidays 
in the moving period are discarded as usual. Hence for 
the above example, the peak demands of 8th and 15th 
October 1989 (both Sundays) will be discounted in the 
32 
regression equation formulation. 
Ideally, the studies shall be carried out on all days in 
the two years on which the data set is formed. 
Nevertheless, both the limited computing resources and 
the time constraints prohibits such undertaking. 
Alternatively, four months in the periods are chosen to 
represent the four seasons of the year, viz 
1st - 30th April, 1989 (30 days) for the spring, 
1st - 31th July, 1989 (31 days) for the summer, 
1st - 31th October, 1989 (31 days) for the autumn, 
20th December, 1989 - 21st January, 1990 (33 days) 
for the winter, 
The reason for advancing the winter period is to preclude 
the portion of declining demands as effected by the 
approach of the Chinese New Year towards the end of 
January 1990. It is believed that the selected months 
are typical ones of the seasons and are representative of 
the other months throughout the year. There are 
therefore a total of 125 regression studies for the 
system peak model and another 125 studies for the system 
minimum model. 
Programming Aids 
There is a vast number of studies to be performed using 
the SPSS/PC package. These include for the peak model 
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(a) 24 studies for identifying the predictors, 
(b) 125 studies for the daily studies using the moving 
one-month data, 
(c) 125 studies for the daily studies using the moving 
two-month data, 
(d) 125 studies for the daily studies using the moving 
three-month data, and 
(e) 125 studies for the daily studies using the moving 
two-month data and adopting the stepwise approach. 
The same 524 studies have to be repeated for the minimum 
model• 
Preparation of the input commands to SPSS/PC and reading 
of the output result is therefore a major task of this 
project. The difficulty is further aggravated by the 
readability of the SPSS/PC output listing which is by no 
means user-friendly. To facilitate the study, computer 
programmes are coded in PASCAL language to handle part of 
the repetitive work. These programmes include those 
developed for the following tasks. 
(a) To derive the wet bulb temperatures from the 
ambient temperatures and relative humidities； 
(b) To generate the SPSS/PC command codings for the 
predictor selection studies； 
(c) To capture the required information from the 
SPSS/PC output of the predictor selection studies； 
⑷ To generate the SPSS/PC command codings for the 
regression analysis using the moving data set; 
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(e) To capture the required information from the 
SPSS/PC output of the daily studies using the 
moving data set; and 
(f) To evaluate the predictability of the models by 
comparing its forecast against the manual 
prediction. 
Different versions of these programmes are also produced 
to handle the variety of conditions like peak and minimum 
modeling, various seasons and different data sets of one, 
two and three months. With the aid of these programmes, 




RESULTS AND DISCUSSIONS 
Validity of the Assumptions for the Regression Model 
The inferential procedures associated with regression 
analysis are based on the assumption that the random 
error is normally distributed with mean zero and constant 
variance. It is one of the prerequisites to be satisfied 
before the model can be adopted for prediction. For the 
purpose of testing the normality assumption, all the 
residuals of the regression analysis were examined using 
the relative frequency distribution plots. No major 
skewness in the plots were identified. The normality 
assumption is therefore validated for the model and the 
data set it uses. (As an example, the SPSS/PC output of 
the normalised residual distribution plot for the peak 
demand study for a summer day is presented in 
Illustration 4.1.) 
It has been mentioned that the electricity demand trend 
is a time series. This property poses special problem in 
regression modelling as the residuals are correlated. In 
order to accommodate this problem in the formulation of 
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(A Summer 1989 Study) 
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the model for this project, demand data of the preceding 
few days are introduced into the regression model as a 
solution. This has been discussed previously in the 
section on variable selection. To verify the effective-
ness of this measure, the regression studies were 
subjected to the Durbin-Watson test. (The Durbin-Watson 
statistics obtained in the analysis using four selected 
variables and two-month moving data are tabulated in 
Appendix D as an example for illustration.) It is 
observed that with the exception of a few for the minimum 
model, most of the Durbin-Watson statistics stay above 
the upper bound for the 90% confidence level (1.56 for 4 
variables and 60 data)• This concludes the absence of 
autocorrelation in the modelling. Even when the values 
lie below the upper bound, existence of autocorrelation 
cannot be conclusive as long as they are above the lower. 
Prediction Power of the Model 
The regression model for electricity demand forecast has 
been established. A measure to determine the ability of 
the model in fitting the data is given by the coefficient 
of determination or more commonly known as the R-Square. 
It is the statistic that tells about the proportion of 
the variations in the dependent variable that can be 
accounted for by the independent variables selected. 
Hence it can be used to measure the prediction power of 
the model. A value exceeding 0.9 of R-Square represents 
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a near perfect fit and hence high prediction power. A 
lower value of R-Square would indicate a less promising 
model for the prediction purpose. The coefficients of 
determination obtained from all the studies are presented 
in Appendix E . 
It can be seen that for the peak demand model, the 
majority of the R-Square coefficients are above 0.9. 
This implies that over 90% of the variations in the 
demands can be explained by the four independent 
predictors selected. It is also observed that most of 
the exceptions fall in the studies using one-month moving 
data. This is understandable as improvement in the 
R-Square can generally be expected with the size of the 
data set. However, the same improvement by adopting 
three-month data over the two-month data is marginal and 
not considered significant. Hence the two-month moving 
data is an optimal-sized data set. 
The explanatory and hence the prediction power of the 
minimum demand model is less promising in comparison to 
that of the peak model. The R-Square coefficients reach 
the low value of 0.3 in some cases in the spring and 
winter studies. Although increase in the data set size • 
also effects improvement in the R-Square coefficient, the 
utility of the model for prediction stays relatively low 
generally in April 1989 and in the mid-January 1990. 
Also displayed in Appendix E are the observed 
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significance levels of the F statistic. These are the 
results of the Analyses of Variance that test the 
hypothesis that all the regression coefficients are equal 
to zero, As all significance levels are very low, it can 
be concluded that at least one of the predictor 
parameters is non-zero and the models are useful for the 
peak and minimum demand prediction purpose. It is also 
observed that the stepwise regression approach generally 
improves the fit of the model. However, the improvements 
are by and large insignificant. This adds evidence in 
proving the validity of the postulation that four 
selected variables are adequate for the model. 
Appendix E also tabulates the prediction intervals at the 
9 0 7 o confidence level. This is derived from the standard 
errors for predicted mean responses. The prediction 
intervals vary in the 40 to 120 megawatt (MW) region for 
the peak demand model, and in the 20 to 120 MW region for 
the minimum demand model. Discussions from the practical 
view-point on these intervals are presented in the 
subsequent section. 
Utility of the Prediction Model 
The multiple regression analyses on the four selected 
variables generate a set of parameters of the prediction 
model. They include the betas obtained using the moving 
data of various period and the different seasons. They 
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are listed in Appendix F . The parameters obtained using 
the two-month moving data with the stepwise selection 
method are also tabulated in Appendix G . 
Using these parameters, demand forecast is performed on 
all the 125 days chosen. This is also repeated for the 
cases of one-month, two-month and three-month moving data 
set; and the * two-month stepwise method *. These 
predictions are compared to the actual demand records and 
the prediction errors in all cases are calculated. The 
errors are tabulated in Appendix H together with those of 
the manual predictions. Sundays, holidays and other days 
of special events (e.g. typhoon) are excluded in this 
comparison and the error entries are blanked out. The 
errors of manual prediction and those of the model using 
two-month moving data are plotted in Illustrations 4.2 
and 4.3 for peak and minimum demand respectively. 
All cases with prediction errors exceeding 100 MW have 
been closely examined. The common characteristics 
associated with these cases are depicted in the following. 
(a) There were abrupt changes in the temperatures. The 
temperatures are in the region 20 to 25 degrees 
Celsius with the relative humidity above the 70% 
level. A particular example of this can be given 
by the case on 29th to 31st July, 1989 when 丨丨a 
trough of low pressure ••• caused the temperature 
to drop from 29.7 degrees on 28 July … t o 21.7 
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degrees on the morning of 30 July, breaking the 
record for the lowest temperature in July" 
Facing such dramatic and unexpected change in the 
weather, the manual prediction for the peak was out 
by 247 MW and the model prediction using the 
two-moving data by 117 MW. The prediction for the 
minimum demands of the same few days ended in 
similar failure. 
(b) Many of the peak outliers fall on Saturdays and the 
minimum outliers on Sundays. This is 
understandable as the demands on these days of the 
week are generally slightly lower than those of the 
normal days. The differences in them are easily 
exaggerated by small variations in the weather. 
The manual predictions do not see similar errors as 
the forecast are normally compensated according to 
experience. 
(c) The 
minimum prediction model generally holds an 
'inertia, effect longer than the peak demand 
model. For a major change in the weather 
condition, the model requires a relatively long 
time to incorporate its effect before its 
prediction can restore its accuracy. An example of 
this can be given by the case of 18th to 21st 
October, 1989. The ambient temperature fell four 
degrees from 27 degrees and stayed in the 23 
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degrees region. The model prediction for the few days 
continued to exhibit substantial errors while the manual 
prediction made very rapid adjustment to the new 
condition. Although reselection of variables (by 
stepwise method) and expansion of the data set size 
improves the model prediction, the results produced are 
still unsatisfactory. 
On the overall performance, two indices are used to 
measure the total error of prediction. 
(a) The mean of the errors will indicate the tendency 
of skewness of the prediction from the actual. 
(b) The root mean square of the errors will evaluate 
the utility of the prediction model. 
These two indices for all the cases are summarized in 
Table 4.1. 
It is interesting to note that the average errors of the 
manual prediction for the peak demand are mostly 
positive. This phenomenon can be explained by the fact 
that the engineers carrying out the forecast tend to 
produce higher demand estimates. By doing so, they may 
be able to justify a larger generation capacity and in 
turn ensure a more secure and reliable supply. This 




Summary of Prediction Errors 
Average of Errors Root Mean Square Error 
man 1-m 2-m 3-m 2-mS man 1-m 2-m 3-m 2-mS 
PEAK 
spring 15 -27 -38 -39 -24 67 58 65 69 53 
summer 28 11 -14 -26 -13 65 108 74 75 79 
autumn 17 2 -2 _1 7 71 59 50 51 52 
winter -2 -3 -10 -16 3 36 36 31 37 44 
MINIMUM 
spring -7 5 5 1 1 22 .30 28 24 34 
summer 6 -14 -36 -60 -2 57 54 67 93 71 
autumn -16 -13 -7 14 -23 49 92 95 97 73 
winter -7 -4 -11 -26 -10 28 21 17 38 22 
Note: man : manual prediction 
1-m : prediction using 1-month data (4 variables) 
2_m : prediction using 2-month data (4 variables) 
3-m : prediction using 3-month data (4 Variables) 
2-mS: prediction using 2-month data (stepwise 
selection) 
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The average prediction errors by the model are generally 
on the negative side. This may probably be attributable 
to the omission of the long-term natural growth in the 
prediction model. 
The Root Mean Square (RMS) errors of the model prediction 
for all cases are very similar to the manual prediction 
errors except for July and October 1989， the two cases 
cited in the previous paragraphs. In most other peak 
demand forecast cases, the overall performance of the 
model is marginally better than the manual prediction. 
The utility of the prediction model for minimum demand is 
on the whole less promising. Yet judging from the RMS 
errors, the manual prediction and model prediction are 
comparable. If the October, 1989 outliers are removed, 
the performance of the two will be even more similar. 
(RMS errors of the model prediction using two-month data 
becomes 59 MW and that of the manual prediction 51 MW.) 
The prediction model that adopts the stepwise selection 
approach does not display any obvious improvement over 
the one using four fixed predictors as indicated by the 
RMS errors. In some cases, the former even gives bigger 
errors than the latter. This further supports the 
postulation that four selected variable provides an 
adequate model. 
It is apparent from Illustrations 4.2 and 4.3 that 
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certain correlation exists between the manual prediction 
and the model prediction. This is particularly obvious 
when there is an abrupt change in the weather 
conditions. When the manual prediction fails with 
enormous error, the model does not seem to do well either. 
Tests are therefore conducted to determine the existence 
of such correlations in the prediction errors. Appendix 
I tabulates the study results. No consistent correlation 
pattern is revealed. Furthermore, the coefficients are 
so insignificant that the existence of correlation can 
hardly be inferred. The prediction model developed is 
thus not a simulation of how an engineer does his 
forecast. 
A Practical View of the Model Prediction 
It has been briefly mentioned in the previous section 
that the prediction intervals at the 90% confidence level 
vary from 40 to 120 MW for the peak demand and 20 to 120 
MW for the minimum demand. These intervals average 2.17 
% for the peak demand and 4.57 % for minimum demand. In 
relative term, percentages within 5 % represent small 
variations. Hence these prediction intervals are only 
narrow bands about the expected means. They could 
therefore be considered acceptable in general. 
Nevertheless from the practical view point, the absolute 
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deviations are the values that matter in generation 
scheduling. The commitment of a 120 MW generator unit 
would be decided on the information whether plus or minus 
60 MW variation in the peak demand really would take 
place. A prediction interval of plus or minus 50 MW is 
considered the upper acceptable limit of the accuracy in 
practice. This practical aspect in short-term 
electricity demand forecast shall not be ignored. This 
is the reason why errors are exclusively presented in 
absolute term throughout this project and the relative 
percentages are only quoted to facilitate discussions. 
Notwithstanding the above dissatisfaction, the similarity 
in the performance of the model as compared to the manual 
prediction must be emphasized. In the scope of 
automating the demand forecast task, the prediction model 
is considered a successful attempt. 
Representation of the Predictors 
One of the postulations in this work is that among the 
numerous variables identified, the four most significant 
predictors will be practically sufficient to explain the 
variations in the electricity demands. The validity of 
this postulation has been substantiated by a few facts as 
discussed earlier. Nevertheless, there are probably room 
for improvement. The question is that whether there are 
other predictors that can also be incorporated in the 
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model to boost the prediction power. 
One of the contributing factors that may account for the 
less promising performance of the minimum demand model is 
the rough accuracy in the temperature record at 4 a.m. 
This record is the standard hourly weather report issued 
by the Observatory in which the temperature is rounded up 
to the nearest degree. This is considered too coarse if 
the normal day to day variation in temperature is only 
one to two degrees. The availability of this temperature 
up to a tenth of a degree Celcius will for certain 
improve the prediction power of the model for the minimum 
demand. 
Due to the availability of data at the present stage, 
weather attributes provided by the Observatory are the 
sole variables used in the prediction model. There are 
however other factors that may also be useful. The 
decomposition of demand by territory is a direction that 
is worth-pursuing. Although the Hong Kong territory 
covers a tiny area geographically, some localized weather 
may still effect a proportional change in the system 
demand which cannot be reflected by the climatic 
condition taken at the Observatory located at Tsim Sha 
Tsui. There were occasions on which heavy (isolated) 
thunderstorm was experienced in the New Territories while 
the sun was shining brightly in the southern tip of the 
Kowloon Peninsula. Hence if the weather conditions at a 
number of key residential, commercial and industrial 
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locations are made available, it will be possible to 
analyse the demand variations on an area basis. A more 
accurate prediction would thus be anticipated. 
Sunday peak and Monday minimum demands have been excluded 
from the prediction model at its present state. It is 
believed that with the inclusion of appropriate indicator 
variables or certain auto-adjusted scaling factors, the 
prediction of these particular days can also be modeled. 
The same method can be used to refine the prediction of 
Saturday peak and Sunday minimum demands. 
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CHAPTER V 
CONCLUSION AND RECOMMENDATIONS 
Evaluation of the Prediction Model 
A prediction model for short-term electricity demands has 
been devised. The model follows the regression ,analysis 
approach using weather attributes as the sole 
predictors. An element of time-series is incorporated by 
including demand records of the preceding days into the 
model. 
The model has been subjected to tests using data set of 
different sizes and employing different variable 
selection criteria. The result of the tests concludes 
the following. 
(a) The model is quite well represented by four 
selected predictors. They are : 
for the peak model : 
- the square of the temperature at 11 a.m., 
- t h e relative humdity at 11 a.m., 
- the square of the wet bulb temperature at 11 
a.m., and 
- the peak demand of the preceding day; 
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and 
for the minimum model : 
- the fourth power of the temperature at 4 a.m., 
- the temperature at 11 a.m. of the preceding 
day， 
- t h e relative humidity at 11 a.m. of the 
preceding day, and 
- the peak demand of the preceding day. 
(b) The optimal data set is one that uses the moving 
two-month data immediately preceding the 
forecasting days concerned. 
(c) The model has limitations in accommodating cases of 
abrupt changes in the weather condition in which 
manual prediction also fails normally. 
In practice, the model have similar performance in 
comparison to manual prediction. The marginally better 
accuracy in the model prediction over the manual 
prediction in a few cases is not sufficient to support a 
more favourable conclusion on the performance of the 
model. In general, the model for forecasting the system 
peak demand is more reliable than that for the minimum 
demand. Despite the similar performance, it is unlikely 
at this stage that the model can replace the engineer in 
the forecasting undertaking. However, the model 
prediction will certainly add a piece of useful 
information for the engineer to judge his estimates. 
The accuracy of the model and manual prediction has been 
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given critical examination. None of them appears to have 
met the practical expectation, in particular on occasions 
of major changes in the climate. Nevertheless as far as 
the objective of introducing automation to the demand 
forecasting task is concerned, this exercise is 
considered a successful attempt. 
Extension of the Project 
It has been concluded that the performance of the model 
at the present stage is not up to the practical 
expectation (so is the manual prediction). There is 
therefore room to improve. The following suggests a few 
that are worth-pursuing. 
(a) In view of the incapability of the model in 
handling major changes in weather conditions, 
certain adaptive measures shall be implemented in 
the prediction procedure to cope with the situation. 
(b) The 4 a.m. temperature records issued by the 
Observatory is too coarse to enable more meaningful 
correlation of the minimum demand to them. 
Temperature readings with precision up to a tenth 
of a degree shall be obtained. 
(c) To extend the study towards analysing the variation 
of the demands to weather by territory, it is 
suggested that the weather conditions and records 
be obtained from a number of key residential, 
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commercial and industrial locations. 
(d) Algorithm shall be devised to include prediction of 
Sunday peak and Monday minimum demands into the 
scope of the forecasting model. 
(e) Although incorporated, the effect of time-series is 
probably not adequately catered for at the present 
stage. Efforts shall be made to attempt the 
exercise from the time-series perspective for 
future work. 
The subject of short-term electricity demand forecast has 
been attacked by the power system engineering 
professionals with various approaches in the past 
decade. Numerous methods have been adopted. 
Understandably, most methods are developed to meet the 
needs and to cope with the environment of the individual 
supply utilities. It is believed that this project is a 
step forward towards the development of a prediction 
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Appendix H (III) 
Relative Humidity in Percent as Func十Ion of 
Air Temperature and We十一Bulb Depression 
a十 Atmospheric Pressure Near Sea Level 
Table A RELATIVE HUMID ITY IN PERCENT AS FUNCTION OF A I R TEMPERATURE A N D WET-BULB DEPRESSION 
AT ATMOSPHERIC PRESSURE N E A R SEA LEVEL 
Dry-bulb Wet-bulb depression* ( T ) 
temperature — . 
r 厂） J 2 3 4 5 6 7 8 9 JO 15 20 25 30 35 40 45 
】0 78 60 34 13 
15 82 67 46 29 II 
20 85 70 55 40 26 12 
25 87 74 62 49 37 25 13 
30 89 78 67 56 46 36 26 16 6 
35 91 81 72 63 54 45 36 27 19 10 
40 92 83 75 68 60 52 45 37 29 22 
45 93 86 78 71 64 57 51 44 38 31 
50 93 87 80 74 67 61 55 49 43 38 10 
55 94 88 82 76 70 65 59 54 49 43 19 
60 94 89 83 78 73 68 63 58 53 48 26 5 
65 95 90 85 80 75 70 66 61 56 52 31 12 
70 95 90 86 81 77 72 68 64 59 55 36 19 3 
75 96 91 86 82 78 74 70 66 62 58 40 24 9 
80 96 91 87 83 79 75 72 68 64 61 44 29 15 3 
85 96 92 88 84 80 76 73 70 66 62 46 32 20 8 
90 96 92 89 85 81 78 74 71 68 65 49 36 24 13 3 
95 96 93 89 86 82 79 76 72 69 66 52 38 28 18 8 
100 96 93 89 86 83 80 77 73 70 68 54 41 30 21 12 4 
】05 97 93 90 87 84 80 78 74 72 69 56 44 34 24 15 8 1 
•Wet-bulb depression — dry-bulb temperature — wct-bulb temperature. 
Source: C . F . Marvin, Psychrometric Tables, Wcalhcr Bureau Bulletin 235, 1941. 
Source : Ba十十an, L.J.， Fundamentals of Me十ero厂oIogy 
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Appendix H (III) 
Crl十leal Values for 十he DurbIn—Wa十son Statistic 
(alpha = 0.01) 
T A B L E 8 Oit ical Values lor the OurtMn-Watson a Slatislic (n = .01) 
n i^J ^ = 2 k = 3 k = 4 k = 5 
^ i ~ di d^ d, tfu d, d了 
0.8〗 1.07 0 .70 1.25 0 . 5 9 ^ ^ 7 0 ^ T ^ 
16 0 .84 1.09 0 .74 1.25 0 . 6 3 1.44 0 .53 1.66 0 . 4 4 1 9 0 
口 0 .87 1.10 0.77 1.25 0 . 6 7 1.43 0 .57 1.63 0 . 4 8 1 85 
18 0 . 9 0 1.12 0 .80 1.26 0 .71 1.42 0 .61 1.60 0 . 5 2 1 8 0 
19 0 . 9 3 1.13 0 .83 1.26 0 .74 1.41 0 .65 1.58 0 5 6 1 77 
2 0 0 . 9 5 1 . 1 5 0 . 8 6 1 . 2 7 0 . 7 7 1 . 4 1 0 . 6 8 1 . 5 7 0 6 0 1 7 4 
0 . 9 7 1 . 1 6 0 . 8 9 1 . 2 7 0 . 8 0 1 . 4 1 0 . 7 2 1 . 5 5 0 6 3 1 7 1 
丨 . 0 0 1 1 7 0 . 9 1 1 . 2 8 0 . 8 3 1 . 4 0 0 . 7 5 1 . 5 4 0 6 6 1 6 9 
23 1.02 1.19 0 .94 1,29 0 . 8 6 1.40 0 .77 1.53 0 7 0 1 67 
24 〗.04 . 1.20 0 .96 1.30 0 . 8 8 1.41 0 .80 1.53 0 72 1 6 6 
25 〗.05 1.21 0 .98 1.30 0 . 9 0 1.41 0 .83 1.52 0 . 7 5 1 65 
2 6 丨 . 0 7 1 . 2 2 1 . 0 0 1 . 3 1 0 . 9 3 1 . 4 1 0 . 8 5 1 . 5 2 0 . 7 8 1 6 4 
1 0 9 1 . 2 3 1 . 0 2 1 . 3 2 0 . 9 5 1 . 4 1 0 . 8 8 1 . 5 1 0 8 1 1 6 3 
28 I . I O 1.24 1.04 1.32 0 . 9 7 1.41 0.90, 1.51 0 83 1 62 
29 1.12 1.25 1.05 1.33 0 . 9 9 1.42 0 .92 1.51 0 8 5 1 61 
3 0 〗.13 1.26 1.07 1.34 1.01 1.42 0 .94 1.51 0 . 8 8 1 61 
丨 . 1 5 1 - 2 7 1 . 0 8 1 . 3 4 1 . 0 2 1 . 4 2 0 . 9 6 1 . 5 1 0 . 9 0 1 6 0 
3 2 〗」6 1.28 1.10 1.35 1 .04 1.43 0 .98 1.51 0 . 9 2 1 60 
f 丨 .17 1-29 1.11 1.36 1.05 1.43 1.00 1.51 0 . 9 4 1.59 
” 丨.丨 8 1 . 3 0 1 . 1 3 1 . 3 6 1 . 0 7 1 . 4 3 1 . 0 1 1 . 5 1 0 . 9 5 1 . 5 9 
怒 丨 丨 9 1 . 3 1 1 . 1 4 1 . 3 7 1 . 0 8 1 . 4 4 1 . 0 3 1 . 5 1 0 . 9 7 1 5 9 
3 6 1.21 1.32 1.15 1.38 1 .10 1.44 1.04 1.51 0 . 9 9 1 5 9 
丨 . 2 2 1 . 3 2 1 . 1 6 1 . 3 8 1 . 1 1 1 . 4 5 1 . 0 6 1 . 5 1 1 . 0 0 1 5 9 
加 丨 . 2 3 1 . 3 3 1 . 1 8 1 . 3 9 1 . 1 2 1 . 4 5 1 . 0 7 1 . 5 2 1 . 0 2 1 ： 5 8 
的 丨 . 2 4 1 . 3 4 1 . 1 9 1 . 3 9 1 . 1 4 1 . 4 5 1 . 0 9 1 . 5 2 1 . 0 3 1 . 5 8 
扣 丨 . 2 5 1 . 3 4 1 . 2 0 1 . 4 0 1 . 1 5 1 . 4 6 1 . 1 0 1 . 5 2 1 . 0 5 1 5 8 
4 5 丨 . 2 9 1 . 3 8 1 . 2 4 1 . 4 2 1 . 2 0 1 . 4 8 1 . 1 6 1 . 5 3 1 . 1 1 1 . 5 8 
5 0 1 3 2 1.40 1.28 1.45 1 .24 1.49 1.20 1.54 1 1 6 1 5 9 
5 5 丨 . 3 6 1 . 4 3 1 . 3 2 1 . 4 7 1 . 2 8 1 . 5 1 1 . 2 5 1 . 5 5 1 . 2 1 1 . 5 9 
6 0 1-38 1.45 1.35 1.48 1.32 1.52 1.28 1.56 1 2 5 1 6 0 
6 5 1 . 4 丨 1 . 4 7 1 . 3 8 1 . 5 0 1 . 3 5 1 . 5 3 1 . 3 1 1 . 5 7 1 2 8 1 6 1 
7 0 丨 1 . 4 9 1 . 4 0 1 . 5 2 1 . 3 7 1 . 5 5 1 . 3 4 1 . 5 8 1 3 1 1 6 1 
7 5 彳 . 4 5 1 . 5 0 1 . 4 2 1 . 5 3 1 . 3 9 1 . 5 6 1 . 3 7 1 . 5 9 1 3 4 1 6 2 
8 0 1.47 1.52 1.44 1.54 1 .42 1.57 1.39 1.60 1.36 1 62 
85 1.53 1.46 1.55. 1.43 1.58 1.41 1.60 1.39 1 63 
的 1 . 5 0 1 . 5 4 1 . 4 7 1 . 5 6 1 . 4 5 1 . 5 9 1 . 4 3 1 . 6 1 1 4 1 1 6 4 
丨 . 5 丨 1 . 5 5 1 . 4 9 1 . 5 7 1 . 4 7 1 . 6 0 1 . 4 5 1 . 6 2 1 4 2 1 6 4 
丨 . 5 2 1 . 5 6 丨 . 5 0 1 . 5 8 1 . 4 8 1 . 6 0 1 . 4 6 1 . 6 3 1 . 4 4 1 . 6 5 
Soo/M: From J. Oufbin and G. S. Waison. "Testing lor Serial Correlatwn in Least Squares Regression. II." Btomelnka. 1951. 30 1 5 、 口 8 
RepfcxJuceO by p«f mission of th« Biometnka Trustees. • ‘ 
Source: MendenhalI, W., McClave, J.T., A Second Course In Business 
Statistics: Regression Analysis 
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Appendix C (1) 
Regress丨on Coefficients Obtained In 十he Pred丨c十or Selection Process 
(for 十he PEAK mode I) 
Period Til RHII WDII CLII T*2 WTII WT*2 Y-Pk YTII YRII Y2Pk Y5Pk 丫7Pk Cons十 
Jan 88-Feb 88 -5.73 0.74 2274 
Feb 88-Mar 88 -42.48 2.18 0.36 1682 
Mar 88-Ap「 88 0.27 -49.17 2.21 0.36 1701 
Apr 88-May 88 0.61 0.80 0.48 -15.16 I 122 
May 88-Jun 88 75.20 6.74 0.33 0.06 -628 
Jun 88-Jul 88 I 19.82 12.87 -67.39 0.38 0.07 -864 
Jul 88-Aug 88 0.71 0.46 1284 
Aug 88-Sep 88 0.42 0.59 0.51 94l 
Sep 88-Oc十 88 18.84 41.95 0.40 0.02 0.05 214 
Oct 88-Nov 88 2.92 0.92 0.48 -1.97 -0.04 986 
Nov 88-Dec 88 0.92 0.48 -0.76 -0.04 丨263 
Dec 88-Jan 89 0.63 0.35 1520 
Jan 89-Feb 89 0.70 0.47 -7.68 1328 
Feb 89-Ma「 89 0.40 -57.89 2.41 0.32 O.IO 1679 
Mar 89-Apr 89 -3.45 2.25 1.37 0.53 -14.50 1364 
Apr 89-May 89 3.77 0.55 1.00 0.30 0.05 I 158 
May 89-Jun 89 8.49 1.63 0.69 -41.15 -4.71 677 
Jun 89-Jul 89 73.22 5.44 0.42 -440 
Jul 89-Aug 89 79.42 8.90 -9.12 0.36 -59| 
Aug 89-Sep 89 6.79 I.35 0.36 693 
Sep 89-Oct 89 0.56 0.93 0.38 | |73 
Oc十 89-Nov 89 -3.10 1.60 0.26 0.09 1537 
Nov 89-Dec 89 0.66 0.52 0.55 -13.48 1084 
Dec 89-Jan 90 1.79 0.87 0.21 1656 
Note I TlI _ temperature a十 丨丨 a.m. Y-Pk - yes十erday,s peak demand 
RHI I — relative humidity a十 I I a.rru YTI I — yes十e广day,s temp a十 I I 
WDII — wind speed a十 11 a.m. YRII — yes十e广day,s RH a十 11 
CLII 一 cloud coverage a十 II a.nu Y2Pk 一 peak demand 十wo day ago 
T*2 - square of temp a十 11 a.nu Y5Pk - peak demand five days ago 
WTII — we十 bulb temp a十 I I 丫7Pk — peak demand seven days ago 
WT*2 - square of we十 bulb temp Cons十一 cons十an十 
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Appendix C (11) 
Regression Coeffic丨en十s Ob十alned In 十he Predictor Selection Process 
(for 十he MINIMUM model) 
Period T04 T*2 T*3 T*4 R04 WT04 WT*2 WT*3 WT*4 YIMn Y-Pk 丫TlI 丫RlI Y2Mn Y5Mn Y7Mn Cons十 
Jan 88-Feb 88 1.78 0.22 -7.44 -0.79 393 
Feb 88-Ma「 88 2.28 0.28 -8.88 -0.52 -0.12 0.14 375 
Ma「 88-Apr 88 3.36 0.25 -7.14 -0.52 0.08 368 
Apr 88-May 88 _l.09 15.08 0.25 0.18 424 
May 88-Jun 88 6.80 0.63 -1059 
Jun 88-Jul 88 8.80 0.61 -3.26 -846 
Jul 88-Aug 88 7.58 0.28 0.46 -914 
Aug 88-Sep 88 29.38 0.78 _I959 
Sep 88-0ct 88 -69.89 18.47 0.32 20.41 -I.61 0.21 0.17 384 
Oct 88-Nov 88 -0.37 6.64 0.19 524 
Nov 88-Dec 88 0.1 I -0.09 0.16 -0.12 0.12 602 
Dec 88-Jan 89 2.55 0.24 -5.64 0.29 151 
Jan 89-Feb 89 
Feb 89-Mar 89 3.29 0.1 I - 0.24 450 
Ma「 89-Apr 89 3.30 0.26 -7.49 -0.86 459 
Apr 89-May 89 -2.51 27.29 0.34 621 
May 89-Jun 89 7.92 0.40 0.12 -491 
Jun 89-Jul 89 8.31 7.40 0.56 -4.41 0.08 -1275 
Jul 89-Aug 89 41.13 25.52 0.26 19,05 0.15 -1834 
Aug 89-Sep 89 78.75 0.36 0.17 0.08 -2198 
Sep 89-Oct 89 -99.65 20.31 3.98 0.25 25.45 0.15 丨688 
Oct 89-Nov 89 -0.41 7.00 0.16 0.20 -0.87 0.09 288 
Nov 89-Dec 89 2.65 0.29-10.57 379 
Dec 89-Jan 90 0.20 -5.34 0.50 526 
No十e : T04 - temperature a十 4 a.m. 丫一Mn - yes十e厂day,s m丨nimumn demand 
T*2 - square of temp a十 4 a.m. Y-Pk - yes十erday，s peak demand 
T*3 _ cube of temp a十 4 a.m. YTII 一 yesterday's temp a十 II a.m. 
T*4 - "fourth power of temp a十 4 a.m. YRII - yes十erday»s RH a十 II a.m. 
R04 — relative humidity a十 4 a.m. Y2Mn 一 minimum demand 十wo days ago 
WT04 - we十 bulb 十empe「a十u「e a十 4 a.m. Y5Mn 一 minimum demand five days ago 
WT*2 一 square of we十 bulb temp a十 4 a.m. Y7Mn 一 minimum demand seven days ago 
WT*3 一 cube of we十 bulb temp a十 4 a.m. Cons十 一 cons十an十 
WT*4 一 fourth power of we十 bulb temp a十 4 a.m. 
bo十h T*4 and WT*4 are escalated by 10,000 
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Appendix D 
The Durbin-Watson Statistics Obtained for 十he Study 
Using Four Variables and Two—month Rolling Da十a 
Peak Demands Minimum Demands 
day spring summer au十umn winter spring summer autumn winter 
1 I .77 I .68 2.24 I .83 I .66 I .62 I .27 I .60 
2 1.78 I.67 2.23 1.82 I.66 1.61 I.21 I.57 
3 I.78 I.69 2.20 1.92 1.55 I.35 I.20 1.55 
4 1.78 1.68 2.19 1.92 1.55 I.37 I.28 1.56 
5 I.98 1.74 2.15 1.92 I.55 1.45 1.23 I.56 
6 1.98 1.70 2.09 I.88 1.50 1.59 I.50 1.48 
7 1.98 1.70 2.12 1.96 I.50 1.58 1.55 1.60 
8 2.02 I.69 2.02 2.05 1.54 1.58 1.58 I.66 
9 2.02 I.71 I.98 I.99 I.54 1.53 I.59 I.59 
10 2.02 1.69 2.03 2.00 1.50 I.48 1.63 I.78 
11 2.02 1.68 1.99 2.00 I•SO 1.51 1.61 1.94 
12 2.00 I.66 I.86 I.98 I.48 I.66 I.56 I.92 
13 2,00 1.72 1.93 1.97 1.48 1.77 1.54 2.04 
14 1.76 1.64 1.93 1.96 1.51 1.62 1.55 2.00 
15 I .59 I .66 1.94 1.98 1.45 1.68 1.48 I .99 
16 1.67 I .69 1.95 I .94 I .48 I .68 L5I 1.93 
17 1.67 1.75 1.92 1.77 I.46 I.64 I.44 I.93 
18 1.67 丨.80 1.91 1.64 1.46 I.61 1.35 L 9 7 
19 I.76 1.95 1.76 1.76 1.52 1.61 I.27 1.98 
20 1.78 1.95 1.57 1.85 1.43 1.62 1.00 1.94 
21 1.77 1.98 I.55 2.02 1.34 1.64 0.95 1.92 
22 1.72 1.98 1.63 2.02 1.23 1.64 0.95 1.96 
23 1.83 1.95 1.63 2.01 1.16 1.63 0.85 1.97 
24 1.83 1.94 1.62 2.02 1.22 1.63 0.77 1.90 
25 1.77 1.93 1.63 1.95 1.20 1.64 0.82 1.78 
26 1.98 2.08 I.48 1.95 0.99 I.69 0.82 I.82 
27 1.97 2.06 1.48 1.93 I.01 1.76 0.82 1.81 
28 I.91 2.06 I.48 I.82 I.04 1.85 0.84 1.79 
29 I.89 2.04 1.44 2.16 I.03 I.78 0.85 I.76 
30 1.92 I.95 I.44 2.05 1.05 I.68 0.89 1.77 
31 I.95 1.61 I.90 I.81 0.89 I.74 
32 1.94 1.66 ‘ 
33 I.88 I.66 
Note : Day I for spring refers 十o Is十 Aprllj 
for summer to Is十 July; 
for autumn to Is十 Sep十emberj and 
for winter 十o 20十h December, 1989, 
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Appendix E (vl11) 
The Coefficients of Determination and Predlc十丨on Intervals 
for System MINI MUM Demands In 十he WINTER season 
Forecast I-month 2-nronth 3-month 2-month (step) 
Date R Sq PI Fsign R Sq PI Fsign R Sq PI Fsign R Sq PI Fsign 
890701 0.939 87 0.000 0.954 86 0.000 0.970 88 0.000 0.971 70 0.000 
890702 0.871 I 10 0.000 0.951 88 0.000 0.971 86 0.000 0.953 87 0.000 
890703 0.836 113 0.000 0.950 88 0.000 0.971 86 0.000 0.951 87 0.000 
890704 0.740 I 18 0.006 0.944 90 0.000 0.971 86 0.000 0.947 88 0.000 
890705 0.787 112 0.001 0.944 89 0.000 0.972 86 0.000 0.946 88 0.000 
890706 0.821 108 0.000 0.945 89 0.000 0.974 86 0.000 0.947 87 0.000 
890707 0.859 98 0.000 0.946 87 0.000 0.975 85 0.000 0.954 82 0.000 
890708 0.876 95 0.000 0.949 87 0.000 0.975 86 0.000 0.957 81 0.000 
890709 0.887 92 0.000 0.953 86 0.000 0.975 85 0.000 0.960 80 0.000 
890710 0.887 92 0.000 0.953 87 0.000 0.975 85 0.000 0.960 81 0.000 
890711 0.898 89 0.000 0.953 88 0.000 0.975 85 0.000 0.960 “ 82 0.000 
890712 0.900 86 0.000 0.954 88 0.000 0.974 84 0.000 0.961 82 0.000 
890713 0.904 83 0.000 0.958 86 0.000 0.973 85 0.000 0.959 85 0.000 
890714 0.908 83 0.000 0.960 85 0.000 0.974 84 0.000 0.962 83 0.000 
890715 0.914 82 0.000 0.962 84 0.000 0.974 83 0.000 0.964 82 0.000 
890716 0.898 89 0.000 0.962 85 0.000 0.967 91 0.000 0.966 80 0.000 
890717 0.900 91 0.000 0.960 85 0.000 0.967 91 0.000 0.961 83 0.000 
890718 0.900 91 0.000 0.960 86 0.000 0.967 91 0.000 0.961 84 0.000 
890719 0.900 91 0.000 0.962 84 0.000 0.968 89 0.000 0.962 83 0.000 
890720 0.900 91 0.000 0.961 85 0.000 0.967 90 0.000 0.961 84 0.000 
890721 0.899 89 0.000 0.961 84 0.000 0.968 89 0.000 0.962 82 0.000 
890722 0.898 86 0.000 0.962 83 0.000 0.968 90 0.000 0.963 81 0.000 
890723 0.864 88 0.000 0.962 83 0.000 0.970 87 0.000 0.966 78 0.000 
890724 0.831 90 0.000 0.961 84 0.000 0.970 87 0.000 0.962 82 0.000 
890725 0.609 80 0.01 I 0.961 85 0.000 0.970 87 0.000 0.962 83 0.000 
890726 0.602 78 0.008 0.960 83 0.000 0.969 87 0.000 0.961 81 0.000 
890727 0.595 77 0.006 0.956 84 0.000 0.967 87 0.000 0.964 76 0.000 
890728 0.400 79 0.087 0.950 84 0.000 0.966 87 0.000 0.951 81 0.000 
890729 0.373 79 0.114 0.950 83 0.000 0.970 81 0.000 0.952 80 0.000 
890730 0.842 9! 0.000 0.950 85 0.000 0.969 82 0.000 0.953 80 0.000 
8 9 0 7 3 丨 0 . 8 5 7 8 9 0 . 0 0 0 0 . 9 4 7 8 6 0 . 0 0 0 0 . 9 6 9 8 2 0 . 0 0 0 0 . 9 5 1 8 2 0 . 0 0 0 
Note : I一month - regression using one month da十a (four variables) 
2—month — regression using 十wo month da十a (four variables) 
3—month — regression using three month da十a (four variables) 
2~mon十h(s十ep) — regression using 十wo month da十a (stepwise selection) 
R Sq - coefficient of determination 
PI — prediction Interval a十 90多 confidence level 
Fsign - observed sign If lean十 level of 十he ANOVA using F statistic 
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Appendix E (vl11) 
The Coefficients of Determination and Predlc十丨on Intervals 
for System MINI MUM Demands In 十he WINTER season 
Forecast I一month 2-month 3—month 2—mon十h(s十ep) 
Date R Sq PI Fsign R Sq PI Fsign R Sq PI Fsign R Sq PI Fsign 
891001 0.903 63 0.000 0.893 69 0.000 0.867 76 0.000 0.892 68 0.000 
891002 0.891 66 0.000 0.875 70 0.000 0.893 69 0.000 0.875 69 0.000 
891003 0.885 68 0.000 0.875 70 0.000 0.893 69 0.000 0.875 69 0.000 
891004 0.913 67 0.000 0.898 70 0.000 0.904 69 0.000 0.898 69 0.000 
891005 0.923 65 0.000 0.909 70 0.000 0.911 69 0.000 0.909 69 0.000 
891006 0.909 66 0.000 0.914 71 0.000 0.914 69 0.000 0.914 70 0.000 
891007 0.920 57 0.000 0.921 70 0.000 0.919 69 0.000 0.921 69 0.000 
891008 0.905 74 0.000 0.928 73 0.000 0.924 71 0.000 0.928 72 0.000 
891009 0.901 75 0.000 0.925 74 0.000 0.925 71 0.000 0.933 70 0.000 
891010 0,900 76 0.000 0.925 74 0.000 0.925 71 0.000 0.925 73 0.000 
891011 0.900 76 0.000 0.924 75 0.000 0.925 71 0.000 0.924 74 0.000 
891012 0.910 73 0.000 0.931 74 0.000 0.930 71 0.000 0.931 73 0.000 
891013 0.920 72 0.000 0.946 71 0.000 0.937 71 0.000 0.946 70 0.000 
891014 0.934 69 0.000 0.953 70 0.000 0.942 71 0.000 0.952 69 0.000 
891015 0.937 71 0.000 0.955 71 0.000 0.945 72 0.000 0.960 67 0.000 
891016 0.937 71 0.000 0.952 71 0.000 0.949 70 0.000 0.952 70 0.000 
891017 0.937 71 0.000 0.951 73 0.000 0.949 70 0.000 0.951 72 0.000 
891018 0.953 71 0.000 0.958 72 0.000 0.957 70 0.000 0.962 68 0.000 
891019 0.956 77 0.000 0.961 76 0.000 0.961 72 0.000 0.956 79 0.000 
891020 0.956 82 0.000 0.968 74 0.000 0.964 73 0.000 0.967 74 0.000 
891021 0.965 82 0.000 0.973 73 0.000 0.969 73 0.000 0.973 73 0.000 
891022 0.964 90 0.000 0.975 76 0.000 0.971 75 0.000 0.978 71 0.000 
891023 0.963 93 0.000 0.974 77 0.000 0.973 74 0.000 0.978 71 0.000 
891024 0.971 84 0.000 0.974 79 0.000 0.973 74 0.000 0.978 72 0.000 
891025 0.972 82 0.000 0.975 78 0.000 0.974 73 0.000 0.978 73 0.000 
891026 0.972 79 0.000 0.975 78 0.000 0.975 73 0.000 0.978 73 0.000 
. 891027 0.968 79 0.000 0.975 77 0.000 0.975 73 0.000 0.978 72 0.000 
891028 0.965 77 0.000 0.976 76 0.000 0.975 73 0.000 0.978 71 0.000 
891029 0.951 83 0.000 0.974 77 0.000 0.974 75 0.000 0.974 76 0.000 
891030 0.938 86 0.000 0.974 77 0.000 0.975 74 0.000 0.974 76 0.000 
891031 0.929 89 0.000 0.977 74 0.000 0.975 74 0.000 0.976 73 0.000 
Note : I一mon十h -广egress Ion using one month da十a (four variables) 
2_mon十h - regression using two month da十a (four variables) 
3—month - regression using three month da十a (four variables) 
2—mon十h(step) — regression using 十wo month dala (stepwise selection) 
R Sq - coefficient of determination 
PI - prediction Interval a十 90多 confidence level 
Fsign - observed sign If lean十 level of 十he ANOVA using F statistic 
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Appendix E (vl11) 
The Coefficients of Determination and Predlc十丨on Intervals 
for System MINI MUM Demands In 十he WINTER season 
Forecast 丨一month 2—month 3—month 2—mon十h(s十ep) 
Date R Sq PI Fsign R Sq PI Fsign R Sq PI Fsign R Sq PI Fsign 
891220 0.869 50 0.000 0.983 56 0.000 0.986 68 0.000 0.988 48 0.000 
891221 0.865 50 0.000 0.984 56 0.000 0.986 68 0.000 0.988 48 0.000 
891222 0.876 46 0.000 0.987 51 0.000 0.986 67 0.000 0.989 46 0.000 
891223 0.871 48 0.000 0.987 51 0.000 0.986 68 0.000 0.989 46 0.000 
891224 0.876 46 0.000 0.987 51 0.000 0.986 67 0.000 0.989 46 0.000 
891225 0.862 46 0.000 0.986 51 0.000 0.986 67 0.000 0.988 47 0.000 
891226 0.851 47 0.000 0.986 51 0.000 0.986 67 0.000 0.988 47 0.000 
891227 0.851 47 0.000 0.986 51 0.000 0.985 67 0.000 0.990 44 0.000 
891228 0.851 47 0.000 0.985 51 0.000 0.985 65 0.000 0.988 46 0.000 
891229 0.857 47 0.000 0.984 50 0.000 0.984 65 0.000 0.987 45 0.000 
891230 0.844 47 0.000 0.985 50 0.000 0.984 64 0.000 0.988 44 0.000 
891231 0.867 49 0.000 0.985 50 0.000 0.983 64 0.000 0.988 45 0.000 
900101 0.867 49 0.000 0.983 50 0.000 0.983 64 0.000 0.986 46 0.000 
900102 0.894 44 0.000 0.981 51 0.000 0.983 64 0.000 0.984 46 0.000 
900103 0.877 44 0.000 0.980 51 0.000 0.983 64 0.000 0.988 41 0.000 
900104 0.845 49 0.000 0.978 51 0.000 0.982 65 0.000 0.984 44 0.000 
900105 0.846 49 0.000 0.975 52 0.000 0.983 64 0.000 0.982 44 0.000 
900106 0.862 47 0.000 0.973 53 0.000 0.983 61 0.000 0.981 44 0.000 
900107 0.859 47 0.000 0.973 53 0.000 0.983 60 0.000 0.981 44 0.000 
900108 0.847 48 0.000 0.967 52 0.000 0.982 60 0.000 0.976 44 0.000 
900109 0.823 50 0.000 0.956 51 0.000 0.982 60 0.000 0.966 45 0.000 
900110 0.876 44 0.000 0.943 50 0.000 0.982 60 0.000 0.962 42 0.000 
90011 I 0.885 45 0.000 0.931 49 0.000 0.982 60 0.000 0.948 43 0.000 
900112 0.880 44 0.000 0.916 49 0.000 0.981 60 0.000 0.934 44 0.000 
900113 0.873 45 0.000 0.913 50 0.000 0.981 59 0.000 0.930 44 0.000 
900114 0.813 50 0.000 0.905 51 0.000 0.980 59 0.000 0.926 45 0.000 
900115 0.814 52 0.000 0.874 52 0.000 0.979 59 0.000 0.899 47 0.000 
900116 0.821 53 0.000 0.862 53 0.000 0.979 59 0.000 0.892 47 0.000 
900117 0.841 54 0.000 0.872 50 0.000 0.979 60 0.000 0.893 45 0.000 
900118 0.846 53 0.000 0.870 49 0.000 0.981 58 0.000 0.888 45 0.000 
900119 0.842 52 0.000 0.869 49 0.000 0.980 58 0.000 0.894 44 0.000 
900120 0.840 51 0.000 0.869 49 0.000 0.981 57 0.000 0.890 45 0.000 
900121 0.858 52 0.000 0.879 49 0.000 0.982 57 0.000 0.899 44 0.000 
Note : I一month -广egress Ion using one month da十a 
2—month — regression using 十wo month da十a • 
3—month — regression using three month da十a 
2—mon十h(s十ep) — 广egression using 十wo mon十h da十a (stepwise selection) 
R Sq - coefficient of determination 
PI — precHctlon Interval a十 90多 confidence level 
Fsign - observed signiflcan十 level of 十he ANOVA using F statistic 
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Appendix E (v) 
The Coefficients of Determination and Prediction Intervals 
for System MINIMUM Demands In the SPRING Season 
Forecast I-month 2-month 3-month 2-month(step) 
Date R Sq PI Fslgn R Sq PI Fslgn R Sq PI Fslgn R Sq 
89040 I 0.722 26 0.000 0.739 27 0.000 0.621 27 0.000 0.834 
890402 0.782 22 0.000 0.741 27 0.000 0.621 27 0.000 0.823 
890403 0.680 28 0.000 0.683 30 0.000 0.631 28 0.000 0.832 
890404 0.681 28 0.001 0.683 30 0.000 0.631 28 0.000 0.832 
890405 0.809 29 0.000 0.784 30 0.000 0.736 28 0.000 0.888 
890406 0.809 25 0.000 0.723 34 0.000 0.705 30 0.000 0.845 
890407 0.809 25 0.000 0.723 34 0.000 0.703 30 0.000 0.845 
890408 0.800 25 0.000 0.723 33 0.000 0.710 30 0.000 0.809 
890409 0.791 25 0.000 0.723 33 0.000 0.729 29 0.000 0.796 
890410 0.763 27 0.000 0.713 33 0.000 0.720 29 0.000 0.745 
890411 0.751 28 0.000 0.713 33 0.000 0.726 29 0.000 0.745 
890412 0.728 28 0.000 0.709 33 0.000 0.726 29 0.000 0.694 
890413 0.727 27 0.001 0.709 33 0.000 0.725 29 0.000 0.694 
890414 0.715 27 0.000 0.706 32 0.000 0.724 29 0.000 0.664 
890415 0.716 28 0.000 0.717 32 0.000 0.741 29 0.000 0.676 
890416 0.767 25 0.000 0.728 32 0.000 0.755 29 0.000 0.688 
890417 0.764 26 0.000 0.718 32 0.000 0.745 29 0.000 0.682 
890418 0.772 27 0.000 0.718 32 0.000 0.750 29 0.000 0.682 
890419 0.799 26 0.000 0.728 32 0.000 0.759 29 0.000 0.691 
890420 0.796 29 0.000 0.760 32 0.000 0.782 30 0.000 0.731 
890421 0.815 32 0.000 0.798 32 0.000 0.812 31 0.000 0.767 
890422 0.890 32 0.000 0.840 34 0.000 0.844 32 0.000 0.810 
890423 0.928 32 0.000 0.880 34 0.000 0.876 34 0.000 0.880 
890424 0.956 26 0.000 0.891 34 0.000 0.888 33 0.000 0.891 
890425 0.957 26 0.000 0.889 34 0.000 0.888 33 0.000 0.889 
890426 0.929 33 0.000 0.887 35 0.000 0.886 34 0.000 0.887 
890427 0.916 35 0.000 0.885 34 0.000 0.882 34 0.000 0.885 
890428 0.914 34 0.000 0.886 33 0.000 0.887 33 0.000 0.886 
890429 0.910 34 0.000 0.883 33 0.000 0.890 33 0.000 0.883 




Note I-month - regression using one month data (four variables) 
2-month - regression using two month data (four variables) 
3-month - regression using three month data (four variables) 
2-month(step) - regression using two month data (stepwlse selection) 
R Sq - coefficient of determination 
PI - prediction Interval at 90% confIdence level 




































Appendix E (vi> 
The Coefficients of Determination and Prediction Intervals 
for System MINIMUM Demands In the SUMMER Season 
Forecast I-rronth 2-month 3-month 2-month(step> 
Date R Sq PI Fslgn R Sq PI Fslgn R Sq PI Fsign R Sq 
89070 I 0.962 68 0.000 0.953 77 0.000 0.950 83 0.000 0.958 
890702 0.964 63 0.000 0.956 77 0.000 0.952 84 0.000 0.958 
890703 0.963 60 0.000 0.952 82 0.000 0.948 89 0.000 0.963 
890704 0.953 61 0.000 0.951 82 0.000 0.948 89 0.000 0.961 
890705 0.945 61 0.000 0.953 81 0.000 0.951 89 0.000 0.968 
890706 0.955 58 0.000 0.957 80 0.000 0.952 92 0.000 0.974 
890707 0.959 58 0.000 0.955 83 0.000 0.949 98 0.000 0.970 
890708 0.960 59 0.000 0.955 84 0.000 0.950 99 0.000 0.970 
890709 0.963 60 0.000 0.956 86 0.000 0.951 101 0.000 0.972 
890710 0.965 59 0.000 0.956 88 0.000 0.951 103 0.000 0.972 
890711 0.966 60 0.000 0.959 86 0.000 0.951 103 0.000 0.972 
890712 0.960 63 0.000 0.961 85 0.000 0.953 101 0.000 0.977 
890713 0.959 62 0.000 0.963 84 0.000 0.954 101 0.000 0.981 
890714 0.961 60 0.000 0.963 85 0.000 0.956 100 0.000 0.980 
890715 0.963 59 0.000 0.973 74 0.000 0.958 98 0.000 0.984 
890716 0.960 61 0.000 0.973 75 0.000 0.959 99 0.000 0.983 
890717 0.958 64 0.000 0.972 76 0.000 0.962 96 0.000 0.985 
890718 0.961 63 0.000 0.971 77 0.000 0.962 96 0.000 0.984 
890719 0.961 63 0.000 0.970 78 0.000 0.964 93 0.000 0.985 
890720 0.961 63 0.000 0.970 79 0.000 0.964 92 0.000 0.985 
890721 0.961 62 0.000 0.968 78 0.000 0.964 93 0.000 0.983 
890722 0.962 58 0.000 0.968 77 0.000 0.964 93 0.000 0.982 
890723 0.957 57 0.000 0.969 77 0.000 0.964 94 0.000 0.982 
890724 0.970 44 0.000 0.969 76 0.000 0.963 95 0.000 0.982 
890725 0.970 44 0.000 0.968 77 0.000 0.963 95 0.000 0.981 
890726 0.951 43 0.000 0.968 77 0.000 0.962 96 0.000 0.981 
890727 0.940 46 0.000 0.963 80 0.000 0.959 98 0.000 0.978 
890728 0.914 46 0.000 0.964 79 0.000 0.961 96 0.000 0.978 
890729 0.887 48 0.000 0.963 78 0.000 0.962 95 0.000 0.976 
890730 0.913 50 0.000 0.962 78 0.000 0.961 95 0.000 0.975 
890731 0.969 51 0.000 0.967 76 0.000 0.961 95 0.000 0.977 
Note I-rronth - regression using one month data (four variables> 
2-month - regression using two month data (four variables> 
3-month - regression using three month data (four variables> 
2-month(step> - regression using two month data (stepwlse selection> 
R Sq - coefficient of determination 
PI - prediction Interval at 90% confidence level 


































Appendix E (vl11) 
The Coefficients of Determination and Predlc十丨on Intervals 
for System MINI MUM Demands In 十he WINTER season 
Forecast 丨一month 2—month 3_mon十h 2—mon十h(s十ep) 
Date R Sq PI Fsign R Sq PI Fsign R Sq PI Fsign R Sq PI Fsign 
891001 0.906 105 0.000 0.876 101 0.000 0.878 98 0.000 0.925 8 0 0.000 
891002 0.914 103 0.000 0.879 101 0.000 0.882 100 0.000 0.920 83 0.000 
891003 0.914 103 0.000 0.876 102 0.000 0.882 100 O.OOQ 0.919 84 0.000 
891004 0.925 102 0.000 0.880 108 0.000 0.886 103 0.000 0.926 85 0.000 
8 9 丨 0 0 5 0 . 9 3 1 丨00 0 . 0 0 0 0 . 8 9 0 1 0 9 0 . 0 0 0 0 . 8 9 1 1 0 5 0 . 0 0 0 0 . 9 2 8 8 8 0 . 0 0 0 
891006 0.924 103 0.000 0.918 98 0.000 0.892 107 0.000 0.968 63 0.000 
891007 0.913 104 0.000 0.925 97 0.000 0.893 109 0.000 0.975 58 0.000 
891008 0.919 100 0.000 0.929 96 0.000 0.897 109 0.000 0.974 59 0.000 
891009 0.952 79 0.000 0.928 97 0.000 0.895 110 0.000 0.974 60 0.000 
891010 0.949 81 0.000 0.927 97 0.000 0.894 I 10 0.000 0.973 61 0.000 
891011 0.945 81 0.000 0.925 98 0.000 0.894 110 0.000 0.972 61 0.000 
891012 0.950 78 0.000 0.931 98 0.000 0.903 109 0.000 0.970 66 0.000 
891013 0.928 83 0.000 0.934 98 0.000 0.906 I 10 0.000 0.973 65 0.000 
891014 0.897 91 0.000 0.940 97 0.000 0.912 110 0.000 0.972 68 0.000 
891015 0.921 80 0.000 0.944 97 0.000 0.917 110 0.000 0.965 76 0.000 
891016 0.925 80 0.000 0.945 97 0.000 0.922 109 0.000 0.978 63 0.000 
891017 0.925 80 0.000 0.945 98 0.000 0.924 108 0.000 0.978 64 0.000 
891018 0.955 64 0.000 0.948 95 0.000 0.925 109 0.000 0.971 71 0.000 
891019 0.924 88 0.000 0.932 113 0.000 0.921 116 0.000 0.981 63 0.000 
891020 0.934 85 0.000 0.927 120 0.000 0.919 120 0.000 0.981 63 0.000 
891021 0.937 86 0.000 0.926 123 0.000 0.923 122 0.000 0.983 62 0.000 
891022 0.941 84 0.000 0.930 123 0.000 0.926 123 0.000 0.981 66 0.000 
891023 0.931 93 0.000 0.932 122 0.000 0.928 124 0.000 0.979 70 0.000 
891024 0.932 95 0.000 0.932 124 0.000 0.929 124 0.000 0.981 68 0.000 
891025 0.933 95 0.000 0.941 118 0.000 0.932 124 0.000 0.982 67 0.000 
891026 0.933 93 0.000 0.942 I 18 0.000 0.934 123 0.000 0.981 68 0.000 
891027 0.929 93 0.000 0.943 117 0.000 0.943 115 0.000 0.981 68 0.000 
891028 0.924 89 0.000 0.944 117 0.000 0.943 I 16 0.000 0.981 68 0.000 
891029 0.909 84 0.000 0.945 115 0.000 0.944 115 0.000 0.982 67 0.000 
891030 0.921 66 0.000 0.945 115 0.000 0.945 I 15 0.000 0.983 65 0.000 
891031 0.948 42 0.000 0.944 116 0.000 0.944 116 0.000 0.983 65 0.000 
Note : I一month -厂egress Ion using one month da十a (four variables) 
2—month — regression using 十wo month da十a (four variables) 
3—month — regression using three month da十a (four variables) 
2—mon十h(s十ep) - regression using 十wo month da十a (stepwise selection) 
R Sq - coefficient of de十errrUnation 
PI — predlc十Ion Interval a十 90多 confidence level 
Fsign - observed sign If lean十 level of 十he ANOVA using F statistic 
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Appendix E (vl11) 
The Coefficients of Determination and Predlc十丨on Intervals 
for System MINI MUM Demands In 十he WINTER season 
Forecast 丨一month 2—month 3—month 2—mon十h(s十ep) 
Date R Sq PI Fsign R Sq PI Fsign R Sq PI Fsign R Sq PI Fslgn 
891220 0.730 23 0.000 0.968 24 0.000 0.924 86 0.000 0.974 22 0.000 
891221 0.721 23 0.000 0.967 24 0.000 0.920 86 0.000 0.973 23 0.000 
891222 0.672 25 0.000 0.965 25 0.000 0.918 87 0.000 0.970 24 0.000 
891223 0.647 24 0.000 0.965 25 0.000 0.918 87 0.000 0*972 23 0.000 
891224 0.640 24 0.000 0.965 25 0.000 0.916 87 0.000 0.972 23 0.000 
891225 0.620 25 0.001 0.965 26 0.000 0.913 88 0.000 0.971 23 0.000 
891226 0.567 23 0.003 0.966 25 0.000 0.913 88 0.000 0.972 23 0.000 
891227 0.680 21 0.000 0.965 25 0.000 0.908 87 0.000 0.972 23 0.000 
891228 0.680 21 0.000 0.963 25 0.000 0.910 81 0.000 0.970 23 0.000 
891229 0.512 24 0.012 0.958 26 0.000 0.905 75 0.000 0.956 27 0.000 
8 9 ！ 2 3 0 0 . 5 4 5 2 4 0 . 0 0 7 0 . 9 5 5 2 6 0 . 0 0 0 0 . 9 1 6 6 3 0 . 0 0 0 0 . 9 5 3 2 6 0 . 0 0 0 
891231 0.532 24 0.009 0.953 26 0.000 0.936 49 0.000 0.952 26 0.000 
900101 0.532 24 0.009 0.950 26 0.000 0.936 49 0.000 0.949 26 0.000 
900102 0.617 23 0.003 0.944 25 0.000 0.943 44 0.000 0.943 25 0.000 
9 0 0 1 0 3 0 . 6 1 9 2 3 0 . 0 0 4 0 . 9 4 2 2 5 0 . 0 0 0 0 . 9 4 3 4 4 0 . 0 0 0 0 . 9 4 丨 2 5 0 . 0 0 0 
900104 0.372 23 0.116 0.933 26 0.000 0.936 46 0.000 0.933 26 0.000 
900105 0.433 22 0.048 0.925 26 0.000 0.932 46 0.000 0.924 26 0.000 
900106 0.416 22 0.059 0.920 26 0.000 0.929 45 0.000 0.920 26 0.000 
900107 0.460 22 0.034 0.920 26 0.000 0.927 43 0.000 0.919 26 0.000 
900108 0.423 23 0.054 0.899 26 0.000 0.938 37 0.000 0.899 26 0.000 
900109 0.417 23 0.072 0.863 26 0.000 0.938 37 0.000 0.863 26 0.000 
9001 10 0.448 23 0.050 0.803 26 0.000 0.939 37 0.000 0.802 26 0.000 
90011 I 0.372 20 0.115 0.754 26 0.000 0.939 37 0.000 0.754 25 0.000 
9001 12 0.395 21 0.075 0.697 26 0.000 0.937 36 0.000 0.692 25 0.000 
900113 0.341 22 0.133 0.655 26 0.000 0.957 27 0.000 0.647 26 0.000 
900114 0.282 23 0.229 0.642 26 0.000 0.953 28 0.000 0.635 26 0.000 
900115 0.303 25 0.190 0.570 27 0.000 0.952 28 0.000 0.564 26 0.000 
900116 0.326 26 0.179 0.557 27 0.000 0.950 27 0.000 0.550 26 0.000 
900117 0.328 25 0.176 0.529 27 0.000 0.950 27 0.000 0.523 26 0.000 
900118 0.315 19 0.197 0.471 27 0.000 0.943 29 0.000 0.384 29 0.000 
900119 0.312 19 0.175 0.448 27 0.000 0.943 29 0.000 0.352 28 0.000 
900120 0.351 18 0.120 0.458 26 0.000 0.944 28 0.000 0.372 28 0.000 
900121 0.365 18 0.104 0.458 26 0.000 0.944 28 0.000 0.372 27 0.000 
-J 
Note : I一month - regression using one month da十a (four variables) 
2-mon十h — regression using 十wo month da十a (four variables) 
3—month — regression using three month da十a (four variables) 
2—mon十h(step) — regression using 十wo month da十a (stepwise selection) 
R Sq - coefficient of determination 
PI 一 p厂ecHc十Ion Interval a十 90多 confidence level 
Fsign 一 observed significant level of 十he ANOVA using F statistic 
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Appendix F (vliI) 
Regression Coefficients Obtained In 十he Analyses 
Using Four Selected Variables 
(for System PEAK Demands In 十he SPRING season) 
Using One—Month Da十a Using Two—Month Data Using Three—Month Da十a 
date RHIl Tll*2 WTI1*2 Y-Pk Cons十 RHII Tl1*2 WTI1*2 Y-Pk Cons十 RHII Tl1*2 WTI1*2 Y-Pk Cons十 
890401 -2.05 0.07 0.99 0.23 1883 -0.67 0.45 0.34 0.39 1395 -0.52 0.32 0.36 0.41 1364 
890402 -1.27 0.26 0.75 0.20 1911 -0.88 0.40 0.42 0.39 1402 -0.81 0.24 0.47 0.42 1378 
890403 -1.27 0.26 0.75 0.20 1910 -0.88 0.40 0.42 0.39 1402 -0.81 0.24 0.47 0.42 1378 
890404 -1.23 0.29 0.69 0.22 1859 -0.88 0.40 0.42 0.39 1402 -0.81 0.24 0.47 0.42 1378 
890405 -2.38 0.05 0.92 0.40 1490 -2.22 0.07 0.86 0.45 1346 -I.83 -0.03 0.82 0.46 1355 
890406 -2.38 0.05 0.92 0.40 1490 -2.22 0.07 0.86 0.45 1346 -I.84 -0.03 0.82 0.46 1354 
890407 -2.38 0.05 0.92 0.40 1490 -2.22 0.07 0.86 0.45 1346 -1.89 -0.03 0.81 0.47 1339 
890408 -1.72 0.18 0.77 0.42 1402 -2.24 0.04 0.88 0.46 1339 -1.98 -0.08 0.89 0.45 1381 
890409 0.67 0.75 0.49 1021 -2.17 0.09 0.82 0.46 1330 -1.87 -0.04 0.84 0.45 1375 
890410 0.76 0.78 0.50 980 -2.17 0.09 0.82 0.46 1330 -1.87 -0.04 0.84 0.45 1375 
890411 0.96 0.80 0.50 937 -2.17 0.09 0.82 0.46 1330 -1.85 -0.04 0.83 0.45 1368 
890412 I.23 0.82 0.46 1008 -2.21 0.07 0.85 0.45 1346 -I.86 -0.04 0.84 0.45 1375 
890413 1.46 0.82 0.45 1046-2.16 0.05 0.87 0.45 1352 -I.82 -0.05 0.85 0.45 1365 
890414 2.26 0.85 0.38 I 156 -2.37 -0.08 1.04 0.43 1429 -2.26 -0.19 1.06 0.43 1452 
890415 2.76 0.91 0.35 1182 -2.72 -0.19 1.20 0.42 1468 -2.65 -0.28 1.23 0.42 1498 
890416 2.42 0.93 0.33 1244 -2.70 -0.15 1.17 0.40 1513 -2.61 -0.24 1.20 0.40 1547 
890417 2.69 0.91 0.32 1253 -2.70 -0.15 1.17 0.40 1513 -2.61 -0.24 1.20 0.40 1547 
890418 2.59 0.90 0.34 1221 -2.70 -0.15 1.17 0.40 1513 -2.60 -0.24 1.20 0.40 1549 
890419 3.71 0.95 0.27 1296 -3.75 -0.50 1.76 0.28 1886 -3.41 -0.45 1.54 0.36 1693 
890420 3.46 0.98 0.32 I 168 -4.06 -0.55 1.83 0.30 1868 -3.72 -0.52 1.63 0.37 1685 
890421 3.16 1.00 0.36 1089 -4.26 -0.54 1.84 0.32 1808 -3.89 -0.52 1.64 0.40 1632 
890422 2.82 1.00 0.40 1007 -4.08 -0.41 1.73 0.34 1723 -3.73 -0.44 1.54 0.44 1505 
890423 3.88 1.21 0.27 1173 -3.75 -0.37 1.67 0.33 1733 -3.60 -0.41 1.51 0.43 1527 
890424 3.85 1.22 0.28 I 147 -3.74 -0.38 1.68 0.33 1740 -3.60 -0.41 1.51 0.43 1527 
8 9 0 4 2 5 3 . 8 5 1 . 2 2 0 . 2 8 1 1 4 7 - 3 . 6 9 - 0 . 3 6 1 . 6 6 0 . 3 3 1 7 4 2 - 3 . 4 9 - 0 . 3 9 1 . 4 9 0 . 4 3 丨5 1 3 
890426 3.14 1.12 0.34 1085 -3.08 -0.15 1.35 0.38 1571 -2.86 -0.22 1.25 0.46 1378 
890427 2.95 1.10 0.35 1071 -2.77 -0.07 1.23 0.40 1504 -2.67 -0.15 1.16 0.48 1319 
890428 3.11 1.12 0.34 1 090 -2.89 -0.1 I 丨.29 0.39 1531 -2.87 -0.18 1.22 0.48 1341 
890429 3.28 1.16 0.32 Nil -4.05 -0.26 1.55 0.36 1692 -3.45 -0.20 丨.35 0.47 1375 
890430 3.37 1.16 0.32 I I 13 -4.06 -0.26 1.55 0.36 1689 -3.45 -0.20 1.35 0.47 1376 
Note: RHI I -「ela"Hve humidity a十 II a.m. 
Tll*2 — square of temperature a十丨1 
WTII*2 - square of we十 bulb temperature a十丨1 
Y-Pk - yesterday's peak demand 
Cons十 一 constant 
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Appendix F (vliI) 
Regression Coefficients Obtained In 十he Analyses 
Using Four Selected Variables 
(for Sys十em PEAK Demands In 十he SUMMER season) 
Using One—Month Da十a Using Two—Month Da十a Using Three—Month Da十a 
date RHIl Tll*2 WTII*2 Y-Pk Const RHIl Tll*2 WTI1*2 Y-Pk Const RHII Tl1*2 WTI1*2 丫-Pk Cons十 
890701 13.27 2.20 -I.23 0.53 -367 -4.65 I.58 0.43 1365 -4.98 丨.39 0.45 1434 
890702 -1.76 0.33 0.65 0.58 963 -4.35 1.58 0.42 1378 -4.91 1.44 0.42 1500 
890703 -1.79 0.28 0.68 0.65 727 -3.93 1.54 0.44 1319 -4.91 1.44 0.42 1500 
890704 -0.95 0.38 0.61 0.58 880 -3.95 丨.54 0.44 1319 -4.91 I.44 0.42 1500 
890705 -0.79 0.39 0.61 0.58 838 -4.08 I.54 0.43 1354 -4.86 1.44 0.42 1498 
890706 -0.75 0.40 0.6丨 0.59 824 -4.03 1.55 Q.44 1318 -4.88 丨.45 0.42 1495 
890707 -4.03 0.13 1.25 0.41 1525 -4.82 1.53 0.41 1474 -4.98 1.44 0.43 1497 
890708 -4.04 0.15 1.26 0.41 1492 -4.98 1.54 0.42 1477 -5.15 1.45 0.43 1505 
8 9 0 7 0 9 - 4 . 6 0 0 . 0 9 1 . 3 1 0 . 4 0 1 5 9 8 - 4 . 9 9 丨.54 0 . 4 2 1 4 8 3 - 5 . 1 2 丨.44 0 . 4 2 1 5 1 4 
8 9 0 7 1 0 - 4 . 6 0 0 . 0 9 1 . 3 1 0 . 4 0 1 5 9 8 - 5 . 1 3 1 . 5 6 0 . 4 0 1 5 2 4 - 5 . 1 2 丨.44 0 . 4 2 1 5 1 4 
8 9 0 7 1 1 - 5 . 6 6 - 0 . 1 0 1 . 6 2 0 . 3 9 丨69 3 - 5 . 2 4 丨.5 9 0 . 3 9 丨 5 5 6 - 5 . 1 2 丨.44 0 . 4 2 1 5 1 4 
8 9 0 7 1 2 - 5 . 6 3 - 0 . 1 0 1 . 6 1 0 . 3 9 1 6 8 2 - 5 . 1 7 丨.5 8 0 . 4 0 1 5 3 2 - 5 . 3 2 1 . 4 1 0 . 4 3 1 5 3 5 
8 9 0 7 1 3 - 5 . 5 1 - 0 . 0 9 丨. 6 2 0 . 3 9 1 6 6 6 - 5 . 2 8 1 . 6 3 0 . 3 9 1 5 4 7 - 5 . 3 0 1 . 4 3 0 . 4 3 1 5 1 9 
890714 -6.26 -0.19 1.77 0.40 1654 -5.62 1.65 0.38 1592 -5.38 - 1.44 0.44 1496 
8 9 0 7 1 5 - 6 . 5 5 - 0 . 2 5 丨.88 0 . 3 9 1 7 1 3 - 5 . 5 5 丨.65 0 . 3 8 1 5 8 5 - 5 . 4 0 1 . 4 4 0 . 4 4 1 4 8 1 
890716 4.06 0.76 0.79 0.44 576 8.10 1.61 -0.23 0.37 453 -4.23 |.40 0.46 1356 
890717 3.42 0.63 1.06 0.43 587 8.18 I.59 -0.22 0.39 374 -4.23 1.40 0.46 1356 
890718 3.42 0.63 1.06 0.43 587 8.29 1.58 -0.25 0.42 293 -4.23 |.40 0.46 1356 
890719 3.42 0.63 I.06 0.43 587 8.87 I.64 -0.39 0.45 160 -4.25 |.38 0.47 1317 
890720 3.42 0.63 1.06 0.43 587 8.88 1.65 -0.38 0.45 167-4.24 1.38 0.47 1324 
890721 3.55 0.66 0.94 0.45 555 8.88 1.65 -0.38 0.45 167 -4.34 1.41 0.46 1356 
890722 3.79 0.73 1.05 0.41 551 8.88 1.65 -0.38 0.45 167 -4.40 1.42 0.45 1365 
890723 3.76 0.53 I.01 0.50 437 8.67 1.64 -0.39 0.44 208 -4.32 |.44 0.45 1382 
890724 3.67 0.56 I.01 0.51 351 8.64 I.63 -0.39 0.45 205 -4.32 |.44 0.45 1382 
890725 4.19 0.64 0.02 0.46 1136 8.74 1.64 -0.40 0.44 206 -4.32 |.44 0.45 1382 
890726 4.36 0.63 -0.08 0.47 I 138 8.15 I.63 -0.54 0.47 264 -3.91 |.49 0.45 1298 
890727 5.15 0.81 -0.33 0.45 I 165 8.49 1.66 -0.54 0.47 204 -3.54 1.56 0.45 1220 
890728 5.47 0.84 -0.39 0.44 1222 8.73 1.69 -0.58 0.47 199 -3.41 1.56 0.47 I 156 
890729 6.09 I.01 -0.54 0.45 1064 8.43 1.62 -0.52 0.49 168 5.88 1.25 0.17 0.43 444 
890730 5.39 1.17 0.43 0.43 361 7.64 1.62 -0.30 0.40 408 5.59 I.28 0.22 0.39 560 
890731 7.02 1.43 0.10 0.53 -143 7.62 1.61 -0.29 0.40 407 5.59 1.28 0.22 0.39 560 
Note: RHII - relative humidity a十 II a.m. 
— square of temperature a十 11 a.rru 
WTI 1*2 — square of we十 bulb temperature a十 11 a,nru 
Y-Pk - yesterday's peak demand 
Cons十-cons十an十 
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Appendix F (vliI) 
Regression Coefficients Obtained In 十he Analyses 
Using Four Selected Variables 
(for Sys十em PEAK Demands In 十he AUTUMN season) 
Using One—Month Da十a Using Two—Month Da十a Using Th厂ee—Mon十h Da十a 
date RHII Tl1*2 WTI1*2 Y-Pk Const RHII TlI*2 WTII*2 Y-Pk Const RHII Tl1*2 WTI1*2 丫-Pk Cons十 
891001 2.69 0.86 0.34 0.46 822 5.89 I.24 0.17 0.35 767 4.75 I.10 0.37 0.33 921 
891002 2.76 0.87 0.33 0.46 806 5.99 I.25 0 J 6 0.36 716 6.22 1.31 0.12 0.32 814 
891003 2.84 0.88 0.31 0.46 787 6.38 I.32 0.1 I 0.34 762 6.22 I.31 0.12 0.32 814 
891004 2.59 0.85 0.30 0.43 968 6.50 1.34 0.08 0.31 858 6.13 I.31 0.10 0.31 881 
891005 2.83 0.89 0.23 0.42 1002 6.65 1.37 0.04 0.30 873 6.33 1.34 0.07 0.30 893 
891006 2.36 0.82 0.22 0.42 I I 14 6.57 I.36 0.00 0.30 932 6.40 1.36 0.02 0.30 929 
891007 3.50 0.99 0.04 0.37 I 170 6.64 I.37 0.00 0.30 920 6.45 1.37 0.02 0.29 931 
891008 4.01 1.03 0.24 0.37 986 6.68 1.37 0.1 I 0.29 874 6.49 I.35 0.10 0.29 882 
891009 3.67 0.95 0.28 0.38 1004 6.60 1.36 0.12 0.29 883 6.78 1.39 0.06 0.30 841 
891010 4.30 1.09 0.20 0.37 916 6.73 1.37 0.1 I 0.29 847 6.78 1.39 0.06 0.30 841 
89101 I 4.30 1.09 0.20 0.37 916 6.66 1.37 0.12 0.29 847 6.78 1.39 0.06 0.30 841 
891012 4.85 1.13 O.ll 0.41 770 7.30 1.45 0.02 0.31 762 7.09 I.42 0.03 0.31 784 
891013 3.97 1.04 0.24 0.42 785 6.90 1.38 0.10 0.31 770 7.18 1.43 0.02 0.30 783 
891014 8.28 1.53 -0.25 0.33 677 6.91 1.38 0.09 0.31 780 7.20 1.43 - 0.01 0.30 793 
891015 7.36 I.41 -0.16 0.40 565 6.91 I.37 0.09 0.33 707 7.38 I.44 0.00 0.31 731 
891016 7.36 1.41 -0.16 0.40 565 6.72 1.34 O.ll 0.34 722 5.33 1.22 0.28 0.32 881 
891017 7.36 1.41 -0.16 0.40 565 6.71 1.34 0.1 I 0.34 721 5.33 I.22 0.28 0.32 881 
891018 10.20 1.78 -0.37 0.31 497 6.91 1.37 0.14 0.32 737 5.64 1.25 0.29 0.31 864 
891019 6.35 1.33 0.10 0.28 946 5.20 1.16 0.33 0.31 956 4.35 I.I I 0.42 0.30 1033 
891020 4.58 1.14 0.33 0.26 I 188 2.10 0.83 0.76 0.29 1235 3.31 1.00 0.55 0.28 I 174 
891021 2.48 0.96 0.56 0.26 1335 I.08 0.70 0.90 0.30 1310 2.05 0.84 0.74 0.28 1294 
891022 1.57 0.83 0.64 0.35 I 144 1.06 0,69 0.87 0.34 I 190 2.21 0.86 0.72 0.30 1201 
891023 1.49 0.81 0.67 0.35 1151 I.06 0.69 0.88 0.34 I 198 2.19 0.85 0.74 0.30 1210 
891024 -0.62 0.44 1.30 0.32 1333 1.07 0.70 0.87 0.33 1202 2.19 0.85 0.74 0.30 1210 
891025 -0.97 0.39 1.35 0.33 1336 I.II 0.71 0.82 0.35 1155 2.00 0.83 0.78 0.30 1211 
891026 -0.85 0.41 1.34 0.32 1340 1.01 0.70 0.85 0.35 I 170 I.95 0.82 0.78 0.30 1217 
891027 -0.88 0.39 1.35 0.32 1349 1.03 0.70 0.85 0.35 1172 1.90 0.81 0.79 0.30 1221 
891028 -1.61 0.23 1.54 0.31 1452 0.98 0.69 0.85 0.35 I 168 1.75 0.79 0.82 0.30 1227 
891029 -1.34 0.33 1.38 0.33 1376 0.88 0.69 0.83 0.37 1130 1.67 0.79 0.81 0.31 1204 
891030 -0.92 0.39 1.28 0.33 1364 0.88 0.69 0.83 0.37 1130 2.27 0.82 0,68 0.34 1097 
89103 丨卜。.91 I 0.391 1.28 0.33 1371 1.19 0.73 0.73 0.38 1091 2.27 0.82 0.68 0.34 1097 
Note: RHII 一 relative humidity a十 II a.m. 
Tl 丨青2 — square of temperature a十丨丨 a.rru 
WTI1*2 — square of we十 bulb temperature a十 11 
Y-Pk - yesterday's peak demand 
Cons十一cons十an十 
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AppendIx F (Iv) 
Regression Coefflclen十s Ob十alned In 十he Analyses 
Using Four Selected Variables 
(for System PEAK Demands In 十he WINTER season) 
Using One—Month Da十a Using Two—Month Da十a Using Three-Mon十h Da十a 
date RHII Tl1*2 WTI1*2 Y-Pk Cons十 RHII Tl1*2 WTI1*2 Y-Pk Const RHII Tl1*2 WTI1*2 Y-Pk Cons十 
891220 -0.03 0.41 0.60 0.30 1593 -0.70 0.39 0.84 0.40 1292 -I.40 0.35 I.05 0.39 1327 
891221 -0.I4 0.42 0.59 0.31 1563-0.88 0.39 0.84 0.42 1276 -I.33 0.39 I.01 0.39 1329 
891222 0.15 0.45 0.48 0.32 1524 -0.88 0.45 0.81 0.40 1305 -1.25 0.41 0.98 0.39 1324 
891223 0.14 0.45 0.49 0.32 1520 -0.88 0.45 0.81 0.40 1305 -1.23 0.42 0.97 0.39 1322 
891224 0.24 0.48 0.42 0.31 1549 -0.88 0.45 0.81 0.40 1305 -1.63 0.33 1.12 0.38 1364 
891225 0.18 0.44 0.43 0.29 1610 -0.87 0.45 0.81 0.40 1302 -1.63 0.33 1.12 0.38 1364 
891226 -0.28 0.29 0.68 0.30 1607 -0.90 0.43 0.82 0.40 1300 -1.63 0.33 1.12 0.38 1364 
891227 -0.28 0.29 0.68 0.30 1607 -0.86 0.42 0.80 0.41 1295-1.66 0.30 1.14 0.38 1373 
891228 -0.28 0.29 0.68 0.30 1607 -0.82 0.42 0.79 0.41 1292 -I.81 0.24 1.22 0.37 141 I 
891229 -0.40 0.27 0.71 0.32 1565 -0.91 0.39 0.85 0.40 1312 -1.55 0.30 1.14 0.37 1413 
891230 0.06 0.42 0.53 0.29 1592 -0.89 0.39 0.85 0.40 1314 -1.28 0.35 1.07 0.36 1402 
891231 -0.61 0.30 0.93 0.35 1441 -0.99 0.40 0.87 0.40 1324 -1.35 0.34 1.09 0.36 1418 
900101 •0.61 0.30 0.93 0.35 1441 -0.93 0.41 0.84 0.40 1315 -I.35 0.34 1.09 0.36 1418 
900102 0.64 0.56 0.66 0.37 1272 -1.08 0.35 0.91 0.40 1316 -1.35 0.34 ' 1.09 0.36 1418 
900103 -1.71 I.37 0.40 1391 -1.23 0.31 0.98 0.39 1354 -1.35 0.34 1.09 0.36 1418 
900104 -1.76 1.26 0.27 1763 -0.60 0.40 0.78 0.39 1332 -0.91 0.39 0.99 0.35 1408 
900105 -1.93 1.17 0.25 ！861 -0.75 0.34 0.88 0.39 1350 -0.92 0.35 I.01 0.36 1418 
900106 -2.85 I.21 0.14 2200 -0.62 0.33 0.87 0.39 1356 -0.95 0.30 1.07 0.34 1461 
900107 -3.13 I.20 0.13 2254 -0.63 0.34 0.86 0.39 1351 -I.00 0.27 1.09 0.34 1473 
900108 -3.13 I.20 0.13 2254 -0.22 0.46 0.66 0.38 1344 -0.90 0.30 1.05 0.35 1447 
900109 -3.23 I.21 0.12 2266 0.53 0.64 0.30 0.38 1305 -0.90 0.30 1.05 0.35 1447 
900110 -3.31 1.12 0.21 2079 0.57 0.66 0.27 0.37 1333 -0.92 0.30 1.03 0.36 1425 
90011 I -3.08 1.16 0.24 1962 0.47 0.62 0.33 0.35 1393 -0.92 0.30 I.03 0.36 1425 
9 0 0 1 1 2 - 2 . 6 3 I . I I 0 . 3 1 1768 0 . 4 9 0 . 6 1 0 . 3 3 0 . 3 6 1386 - 0 . 8 8 0 . 3 0 1 . 0 2 0 . 3 6 1418 
900113 1.68 0.89 0.32 1376 0.50 0.59 0.36 0.35 1393 -0.58 0.40 0.90 0.35 1422 
900114 1.52 0.94 0.25 1560 0.43 0.62 0.36 0.34 1416 -0.53 0.46 0.85 0.34 1437 
900115 I.88 0.96 0.22 1592 0.46 0.63 0.34 0.33 1445 -0.55 0.46 0.86 0.34 1439 
900116 2.81 0.96 0.21 1573 0.44 0.62 0.35 0.33 1462 -0.55 0.46 0.86 0.34 1439 
900117 0.70 0.90 0.27 1569 0.31 0.55 0.41 0.30 1540 -0.46 0.45 0.82 0.36 1399 
900118 I.28 0.85 0.26 1595 0.28 0.51 0.44 0.27 1640 0.00 0.48 0.64 0.41 1240 
900119 2.24 0.80 0.26 1538 0.38 0.52 0.42 0.27 1636 0.09 0.47 0.66 0.41 1251 
900120 I.50 0.84 0.22 1660 0.40 0.54 0.39 0.27 1627 -0.02 0.43 0.70 0.41 1255 
900121 I.33 0.91 0.22 1682 0.20 0.51 0.46 0.27 1643 -0.10 0.42 0.71 0.41 1255 
J I L _ J _ _ 
Note: RHII - relative humidity a十 II a.m. 
TlI*2 一 square of temperature a十 II a.m. 
WTI丨*2 _ square of we十 bulb temperature a十丨丨 a.m, 
Y-Pk - yesterday's peak demand 
Cons十 _ cons十an十 
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Appendix F (vliI) 
Regression Coefficients Obtained In 十he Analyses 
Using Four Selected Variables 
(for System MINI MUM Demands In 十he SPRING season) 
Using One—Month Da十a Using Two—Month Da十a Using Three—Month Da十a 
date T04*4 Y-Pk YTII YRHII Cons十 T04*4 Y-Pk YTII YRHII Cons十 T04*4 Y-Pk YTII YRHII Cons十 
890401 3.94 0.31 -8.86 -0.54 347 3.84 0.31 -8.90 -0.42 336 2.58 0.28 -6.91 -0.47 399 
890402 4.54 0.28 -8.00 -0.69 425 3.96 0.36 -9.99 -0.61 247 2.58 0.28 -6.91 -0.47 399 
890403 2.42 0.25 -5.77 -0.55 463 2.15 0.34 -8.21 -0.52 277 I.90 0.27 -6.22 -0.45 409 
890404 2.25 0.26 -5.80 -0.62 440 2.15 0.34 -8.21 -0.52 277 I.90 0.27 -6.22 -0.45 409 
890405 I.96 0.24 -5.07 -0.55 468 I.64 0.31 -7.14 -0.42 319 I.80 0.27 -6.15 -0.45 406 
890406 I.80 0.12 -I.06 -0.25 695 2.51 0.19 -4.87 -0.27 585 2.23 0.21 -5.34 -0.43 539 
890407 1.80 0.12 -I.06 -0.25 695 2.51 0.19 -4.87 -0.27 585 2.24 0.21 -5.33 -0.43 541 
890408 I.86 0.13 -I.64 -0.34 696 2.54 0.18 -4.54 -0.29 601 2.31 0.20 -5.17 -0.40 562 
890409 I.88 0.13 -I.53 -0.35 700 2.56 0.18 -4.48 -0.31 605 2.62 0.17 -4.69 -0.30 613 
890410 2.04 0.16 -3.63 -0.70 660 2.61 0.18 -4.80 -0.40 597 2.65 0.17 -4.83 -0.34 615 
890411 2.05 0.17 -3.81 -0.72 660 2.61 0.18 -4.80 -0.40 597 2.48 0.18 -4.62 -0.30 602 
890412 2.20 0.17 -4.43 -0.79 671 2.68 0.18 -4.85 -0,40 606 2.59 0.17 -4.67 -0.28 615 
890413 2.46 0.13 -3.96 -0.72 754 2.68 0.18 -4.85 -0.40 606 2.59 0.17 -4.69 -0.29 615 
890414 2.50 0.13 -4.15 -0.69 762 2.69 0.18 -4.97 -0.37 607 2.51 0.18 -4.65 -0.25 607 
890415 2.75 0.15 -5.67 -0.75 747 2.79 0.18 -5.23 -0.34 605 2.65 0.17 -4.49 -0.24 614 
890416 3.16 0.17 -8.32 -0.90 739 2.79 0.18 -5.19 -0.34 609 2.65 0.18 -5.26 -0.27 601 
890417 3.25 0.18 -8.65 -0.98 734 2.85 0.18 -5.13 -0.42 611 2.71 0.18 -5.23 -0.32 612 
890418 3.49 0.16 -8.77 -0.86 771 2.85 0.18 -5.13 -0.42 611 2.67 0.18 -4.90 -0.32 611 
890419 3.98 0.16 -9.77 -0.88 790 2.93 0.18 -5.41 -0.41 607 2.73 0.18 -5.11 -0.32 602 
890420 3.99 0.20 -I I.67 -0.99 721 2.91 0.21 -6.02 -0.47 562 2.73 0.20 -5.62 -0.36 567 
890421 3.84 0.27 -12.94 -I.30 596 2.93 0.23 -6.55 -0.57 515 2.77 0.22 -6.14 一 0 . 4 3 529 
890422 4.33 0.37 -17.52 -2.09 458 3.06 0.26 -7.33 -0.77 455 2.99 0.25 -7.09 -0.57 481 
890423 4.76 0.40 -19.49 -2.30 428 3.28 0.29 -8.19 -0.93 413 3.32 0.26 -7.94 -0.67 459 
890424 5.68 0.54 -33.12 -3.40 41 I 3.30 0.29 -8.15 -0.93 419 3.31 0.27 -7.96 -0.68 456 
890425 5.41 0.53 -31.20 -3.28 389 3.30 0.29 -8.15 -0.92 420 3.31 0.27 -8.42 -0.74 450 
890426 5.09 0.43 -23.41 -2.28 417 3.43 0.28 -8.45 -0.84 430 3.34 0.27 -8.45 -0.69 458 
890427 5.02 0.37 -18.94 -I.87 445 3.48 0.26 -7.60 -0.83 468 3.44 0.26 -8.28 -0.65 475 
890428 4.91 0.37 -17.97 -1.79 440 3.47 0.26 -7.57 -0.82 468 3.52 0.26 -8.13 -0.71 476 
890429 4.47 0.36 -16.45 -1.74 417 3.34 0.26 -7.47 -0.83 467 3.36 0.26 -7.34 -0.73 471 
890430 4.80 0.41 -19.98 -1.59 355 3.33 0.26 -7.50 -0.84 463 3.37 0.26 -7.63 -0.74 466 
No十ei T04*4 - fourth power of temperature a十 4 a.m. (escalated by 10,000) 
Y-Pk - yesterday's peak demand 
YT丨丨 一 yes十erday^s temperature a十 11 
YRH丨丨 一 yesterday's relative humicU十y at II 
Cons十 一 constant 
、 
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Appendix F (vliI) 
Regression Coefficients Obtained In 十he Analyses 
Using Four Selected Variables 
(for System Ml MUM Demands In 十he SUMMER season) 
Using One—Month Da十a Using Two—Month Da十a Using Three—Month Da十a 
date T04*4 Y-Pk YTII YRHII Const T04*4 Y-Pk YTII YRHII Const T04*4 Y-Pk YTII YRHII Cons十 
890701 5.23 0.70 -4.44 -0.29 -1071 7.22 0.66 -16.66 -0.62 一 6 8 6 7.64 0.64 -33.17 -2.78 -10 
890702 5.81 0.70 -0.69 0.28 -1262 7.22 0.68 -17.90 -0.74 -705 7.67 0.66 -34.61 -2.91 -22 
890703 7.07 0.66 8.93 I.10 -1521 7.05 0.64 -12.70 -I.03 -690 7.77 0.65 -33.01 -3.15 -10 
890704 7.40 0.67 9.32 1.29 -1606 7.06 0.64 -12.34 -1.19 -685 7.77 0.65 -33.01 -3.15 -10 
890705 7.38 0.69 9.46 1.30 -1666 7.12 0.66 -12.79 -I.56 -687 8.17 0.62 -32.27 -3.18 40 
890706 7.43 0.69 9.69 I.36 -1687 7.38 0.69 -13.87 -I.27 -805 8.39 0.63 -32.67 -3.23 41 
890707 6.25 0.74 15.71 2.13 -2035 7.19 0.72 -12.76 -I.20 -942 8.05 0.67 -33.74 -3.43 -29 
890708 6.02 0.77 14.97 1.83 -2055 7.14 0.75 -14.74 -1.39 -980 7.89 0.68 -34.23 -3.77 -37 
890709 6.23 0.78 15.53 I.83 -2126 7.21 0.77 -15.38 -1.67 -987 8.03 0.69 -33.96 -4.06 -39 
890710 6.02 0.80 16.20 1.96 -2207 7.19 0.76 -14.30 -I.67 -1006 7.65 0.73 -34.87 -4.26 一134 
890711 5.90 0.78 17.92 2.02 -2204 7.46 0.72 -I I.51 -I.60 -950 7.65 0.73 -34.87 -4.26 -134 
890712 6.32 0.59 24.20 0.91 -1634 8.03 0.65 -8.24 -1.78 -797 7.73 0.73 -34.08 -4.08 -160 
890713 6.29 0.60 24.23 ！.01 -1673 8.23 0.64 -8.07 -I.73 -800 7.72 0.74 -34.87 -4.12 -175 
890714 6.01 0.60 26.35 1.19 -1706 8.29 0.64 -7.50 -I.70 一 8 1 8 7.51 0.74 -32.07 -3.89 -274 
890715 5.99 0.60 26.40 1.19 -1710 6.66 0.66 -1.22 -2.28 -918 7.15 0.76 -30.58 -4.02 -342 
890716 5.49 0.62 25.97 0.57 -1696 6.41 0.67 -I.60 -2.72 -905 6.94 0.78 -31.29 -4.47 -355 
890717 6.59 0.63 12.70 -1.88 -1215 6.62 0.65 0.12 -3.05 -844 7.14 0.75 -27.41 -4.94 -317 
890718 6.90 0.62 9.18 -2.39 -1086 6.75 0.64 -0.24 -3.06 -819 7.14 0.75 -27.41 -4.94 -317 
890719 6.90 0.62 9.18 -2.39 -1086 6.67 0.65 -0.38 -3.10 -839 6.89 0.75 -24.25 -4.86 -389 
890720 6.90 0.62 9.18 -2.39 -1086 6.49 0.66 -0.35 -3.10 -857 6.90 0.75 -23.86 -4.96 -393 
890721 6.70 0.62 12.37 -I.92 -I 169 6.33 0.67 -1.58 -3.05 -878 6.85 0.76 -24.89 -4.95 -424 
890722 5.96 0.65 8.93 -2.32 -I 115 6.20 0.68 -I.05 -3.00 -907 6.68 0.77 -24.70 -4.94 -455 
890723 6.91 0.59 16.13 -I.45 -1239 6.14 0.68 -0.69 -3.01 -926 6.66 0.77 -23.62 -4.93 -463 
890724 5.77 0.57 30.33 -1.48 -1526 6.17 0.66 I.92 -2.73 -939 6.44 0.78 -22.85 -4.90 -499 
890725 5.77 0.57 30.33 -1.48 -1526 6.1 I 0.66 2.25 -2.64 -953 6.44 0.78 -22.85 -4.90 -499 
890726 4.96 0.53 25.22 -2.55 -1081 5.81 0.66 2.88 -2.64 -972 6.44 0.78 -22.88 -4.91 -497 
890727 2.67 0.56 23.34 -3.58 -934 4.01 0.70 5.15 -3.43 -990 5.32 0.79 -18.41 -4.54 -665 
890728 2.78 0.59 25.10 -3.49 -I 104 4.05 0.70 5.08 -3.45 -989 5.38 0.79 -14.20 -3.60 -831 
890729 2.57 0.59 25.67 -3.61 -I 109 3.84 0.72 6.09 -3.30 -1098 5.21 0.79 -12.99 -3.42 -900 
890730 3.65 0.47 42.00 -2.08 -1326 4.43 0.67 7.43 -3.22 -1007 5.46 0.78 -12.85 -3.42 -871 
890731 3.51 0.40 33.31 -2.88 -722 4.43 0.64 9.83 -3.21 -954 5.51 0.77 -I 1.95 -3.39 -868 
Note: T04*4 一 four十h power of temperature a十 4 a.m. (escalated by 10,000) 
Y-Pk 一 yesterday's peak demand 
YTI 丨 一 yes十erdayis temperature a十 11 
YRHII — yes十erdayis relative humidity a十 II a.nu 
Cons十 一 cons十an十 
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Appendix F (vliI) 
Regression Coefficients Obtained In 十he Analyses 
Using Four Selected Variables 
(fo「 System MINIMUM Demands In 十he AUTUMN season) 
Using One—Month Da十a Using Two—Month Da十a Using Three—Month Da十a 
date T04*4 Y-Pk YTII YRHII Cons十 T04*4 Y-Pk YTII YRHII Cons十 T04*4 丫-Pk YTII YRHII Cons十 
891001 10.41 0.45 9.59 -0.90 -798 9.78 0.57 -6.22 -1.33 -660 6.85 0.56 7.93 -I.55 -877 
891002 I 1.30 0.43 5.28 -0.88 -640 10.30 0.55 -7.43 -I.32 -592 7.12 0.55 10.35 -1.04 -972 
891003 11.30 0.43 5.28 -0.88 -640 10.32 0.55 -7.74 -I.34 -581 7.12 0.55 10.28 -1.04 -972 
891004 9.26 0.40 35.68 1.75 -1489 10.03 0.51 9.85 0.68 -I I 12 7.07 0.54 17.40 -0.02 -1220 
891005 8.80 0.39 42.13 2.15 -1675 10.05 0.52 13.35 I.02 -1263 7.09 0.55 19.77 0.28 -1329 
891006 8.57 0.39 45.06 2.39 -1765 10.84 0.49 17.32 1.18 -1324 7.1.9 0.55 21.99 0.72-1436 
891007 8.55 0.38 49.04 2.83 -1871 10.51 0.48 23.47 1.72 -1498 7.27 0.54 24.89 I.21 -1527 
891008 9.13 0.32 49.00 2.59 -1681 10.48 0.48 23.30 I.66 -1490 7.38 0.53 25.78 1.47-1566 
891009 7.30 0.25 68.13 1.11 -1761 10.55 0.48 23.36 1.67 -1493 7.35 0.53 25.60 1.48 -1560 
891010 7.27 0.25 67.41 1.14 -1741 10.68 0.48 23.76 1.75 -1517 7.37 0.54 24.84 1.42-1545 
891011 8.10 0.22 68.93 1.21 -1725 10.73 0.48 23.95 1.79 -1521 7.37 0.54 24.84 I.42 -1545 
891012 8.12 0.22 69.20 1.27 -1742 10.78 0.48 22.68 I.79 -1489 7.46 0.55 24.67 1.74 -1614 
891013 7.95 0.25 66.64 1.63 -1819 10.84 0.49 21.88 I.86 -1513 7.47 0.56 24.28 I .83 -1649 
891014 8.37 0.32 39.70 2.13 -1333 10.76 0.50 19.38 I.67 -1481 7.47 0.56 '24.25 1.81 -1648 
891015 7.42 0.26 43.29 4.20 -1354 10.71 0.51 16.92 1.50-1422 7.47 0.56 23.72 1.78-1633 
891016 7.38 0,28 42.98 4.19 -1414 10.57 0.52 16.97 1.47 -1439 7.55 0.56 23.80 2.00 -1657 
891017 7.38 0.28 42.98 4.19 -1414 10.30 0.52 18.39 I.52 -1489 7.41 0.57 23.24 2.33 -1697 
891018 8.64 0.76 -9.64 -0.76 -1338 10.33 0.50 20.22 1.86-1502 7.85 0.57 21.83 2.25 -1680 
891019 6.40 1.00 -37.38 -3.95 -1042 9.27 0.62 2.53 -0.46 -I 176 7.49 0.63 10.30 0.63 -1420 
891020 7.01 1.15 -61.79 -6.99 -699 9.57 0.66 -10.79 -1.96 -829 7.43 0.68 0.53 -0.80 -I 194 
891021 6.77 1.17 -63.60 -7.37 -682 9.09 0.69 -14.73 -2.55 -767 7.28 0.70 -3.17 -1.50 -I 105 
891022 6.48 I.14 -58.84 -6.79 -743 9.50 0.71 -20.52 -3.21 -638 7.49 0.74 -10.43 -2.46 -969 
891023 7.58 0.86 -41.51 -5.37 -407 9.96 0.66 -20.56 -3.09 -505 7.64 0.71 -9.88 -2.48 -885 
891024 7.45 0.86 -40.92 -5.28 -424 9.94 0.66 -20.52 -3.09 -508 7.75 0.72 -I I.73 -2.61 -863 
891025 7.17 0.87 -40.57 -5.33 -440 9.91 0.61 -14.09 -3.51 -495 7.79 0.72 -12.48 -2.67 -865 
891026 7.01 0.84 -37.76 -5.04 -437 9.94 0.60 -13.55 -3.53 -474 7.78 0.72 -12.35 -2.66 -863 
891027 6.90 0.82 -35.59 -4.93 -422 9.82 0.60 -13.08 -3.58 -477 9.38 0.71 -19.26 -2.83 -695 
8 9 1 0 2 8 7 . 1 1 0 . 8 1 - 3 8 . 5 9 - 4 . 8 8 - 3 3 2 9 . 9 1 0 . 6 1 - 1 3 . 7 4 - 3 . 6 7 一 4 7 6 9 . 4 3 0 . 7 2 - 2 0 . 0 2 - 2 . 9 0 - 7 0 2 
891029 6.23 0.78 -35.17 -4.24 -327 9.87 0.61 -13.51 -3.65 -480 9.54 0.72 -20.37 -2.95 一 7 0 0 
891030 5.45 0.67 -24.42 -4.16 -228 9.71 0.63 -14.31 -3.84 -510 9.89 0.72 -21.84 -3.13 -659 
891031 4.92 0.53 一 1 6 . 0 8 -3.38 -36 9.65 0.63 -14.35 -3.89 -514 9.96 0.71 -20.39 -3.19 -655 
-J l _ J _ _ 
No十ei T04*4 一 fourth power of temperature a十 4 a.m. (escalated by 10,000) 
Y-Pk 一 yesterday's peak demand 
YT丨丨 一 yes十erday*s temperature a十丨丨 a,m, 
YRHII 一 yes十erday’s relative humidity a十 II a.nu 
Cons十 一 cons十ant 
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Appendix F (vliI) 
Regression Coefficients Obtained In 十he Analyses 
Using Four Selected Variables 
(for System MINIMUM Demands In 十he WINTER season) 
Using One—Month Da十a Using Two—Month Da十a Using Three—Month Da十a 
date T04*4 Y-Pk YTII 丫RHII Const T04*4 Y-Pk YTII YRHII Const T04*4 Y-Pk YTII YRHII Cons十 
891220 2.93 0.42 -13.13 -0.79 134 2.67 0.35 -I 1.18 -0.67 283 7.16 0.62 -35.82 -2.85 84 
891221 2.84 0.42 -13.52 -0.73 130 2.57 0.35 -I I.36 -0.63 274 7.10 0.62 -35.96 -2.71 95 
891222 2.43 0.39 -12.18 -0.50 183 2.53 0.34 -11.11 -0.49 283 7.19 0.60 -35.82 -2.49 I 19 
891223 2.33 0.35 -11.31 -0.35 252 2.46 0.35 -11.38 -0.46 276 7.31 0.59 -35.77 -2.39 139 
891224 1.70 0.35 -10.83 -0.24 252 2.46 0.35 -I 1.38 -0.46 276 7.34 0.59 -35.73 -2.39 143 
891225 1.99 0.36 -I I.49 -0.28 236 2.44 0.35 -11.31 -0.45 274 7.20 0.60 -35.71 -2.41 133 
891226 0.94 0.32 -9:64 -0.12 304 2.48 0.35 -I I.62 -0.45 280 7.20 0.60 -35.71 -2.41 133 
891227 3.35 0.38 -15.20 -0.19 238 2.58 0.34 -I I.86 -0.45 293 7.05 0.57 -33.69 -2.35 155 
891228 3.35 0.38 -15.20 -0.19 238 2.58 0.34 -I I.86 -0.45 293 6.97 0.54 -32.40 -2.13 200 
891229 2.10 0.27 -I I.05 0.21 438 3.02 0.31 -11,81 -0.28 369 5.97 0.51 -28.80 -I.57 195 
891230 I.68 0.29 -I I.33 0.16 390 2.80 0.32 -I I.97 -0.27 353 5.32 0.44 -22.09 -1.45 247 
891231 1.34 0.27 -10.21 0.28 424 2.76 0.32 -12.00 -0.21 357 4.74 0.38 -16.70 -1.08 316 
900101 I.34 0.27 -10.21 0.28 424 2.80 0.30 -II.40 -0.20 381 4.74 0.38 -16.70 -1.08 316 
900102 1.12 0.25 -7.31 0.58 417 2.62 0.30 -11.20 -0.18 382 5.06 0.33 -15.27 -0.97 389 
900103 1.18 0.24 -6.21 0.72 415 2.57 0.31 -11.76 -0.16 363 5.06 0.33 -15.27 -0.97 389 
900104 I.13 0.18 -6.13 0.52 576 2.53 0.30 -11.64 -0.03 378 5.12 0.33 -15.38 -0.81 407 
900105 I.10 0.18 -6.38 0.54 567 2.44 0.31 -11.99 0.01 371 4.95 0.33 -15.89 -0.71 396 
900106 I.21 0.19 -7.20 0.48 581 2.62 0.31 -12.37 0.03 377 4.69 0.33 -15.55 -0.63 392 
900107 1.97 0.22 -9.79 0.48 527 2.64 0.31 -12.55 0.03 376 4.39 0.32 -14.27 -0.52 394 
900108 1.76 0.21 -8.98 0.52 530 2.60 0.30 -12.08 0.02 384 4.37 0.29 -12.97 -0.36 435 
900109 1.73 0.22 -8.86 0.53 524 2.58 0.30 -12.05 0.03 384 4.37 0.29 -12.97 -0.36 435 
900110 1.58 0.23 -9.56 0.53 508 2,29 0,29 -11.38 0.04 403 4.37 0.29 -13.09 -0.36 435 
90011 I 1.23 0.16 -7.58 0.32 658 2.27 0.28 -10.85 0.05 428 4.37 0.29 -13.09 -0.36 435 
900112 0.73 0.20 -6.31 0.60 538 I.70 0.26 -9.40 0.15 441 4.01 0.29 -12.29 -0.24 422 
900113 0.95 0.18 -5.17 0.72 538 1.85 0.25 -8.85 0.19 456 3.01 0.31 -I I.64 0.00 367 
9001 14 0.69 0.14 -3.83 0.66 634 I.90 0.24 -8.12 0.18 481 3.01 0.30 -10.94 -0.02 376 
900115 I.24 0.17 -5.68 0.47 596 2.08 0.24 -8.59 0.14 494 2.98 0.29 -10.77 -0.02 378 
9001 16 2.09 0.16 -5.94 0.68 598 I.87 0.26 -8.73 0.15 446 2.83 0.30 -10.74 -0.02 369 
900117 2.91 0.15 -6.14 0.85 606 2.06 0.24 -8.52 0.14 474 2.85 0.30 -10.67 -0.02 372 
900118 1.36 0.10 -3.03 0.1 I 769 1.78 0.19 -6.51 0.28 568 2.57 0.29 -9.24 0.13 366 
900119 1.43 0.10 -2.70 0.20 752 1.71 0.18 -5.98 0.30 593 2.53 0.28 -8.82 0.15 366 
900120 1.25 O.ll -2.98 0.22 727 1.64 0.18 -6.07 0.28 584 2.58 0.28 -8.87 0.16 372 
900121 I.35 O.ll -2.94 0.20 726 I.64 0.18 -6.07 0.28 584 2.53 0.28 -8.89 0.18 367 
Note: T04*4 一 fourth power of temperature a十 4 a.m. (escalated by 10,000) 
Y-Pk - yesterday's peak demand 
YTII - yes十erday»s 十empera十ure a十 11 
YRHII — yes十erday»s relative humidity a十 11 
Cons十-cons十an十 
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Appendix G (vl11) 
Regression Coefficients Obtained In 十he Analyses 
Using 十he Stepwise Selec十ion Criterion 
(for System PEAK Demands In 十he SPRING season) 
date Til RHI I WDII CLII T*2 WTI I WT*2 Y-Pk YTI I YRI I Y2Pk Y5Pk Y7Pk Cons 十 
890401 0.40 -57.89 2.41 0.32 0.10 1679 
890402 0.46 -37.92 I.64 0.30 0.09 1599 
890403 0.46 -37.92 1.64 0.30 0.09 1599 
890404 0.46 -37.92 I.64 0.30 0.09 1599 
890405 -I.74 4.20 -47.96 2.65 0.24 0.08 1896 
890406 -I.74 4.20 -47.96 2.65 0.24 0.08 1896 
890407 -1.74 4.20 -47.96 2.65 0.24 0.08 1896 
890408 -1.82 4.15 -47.95 2.65 0.24 0.08 1911 
890409 -2.02 4.58 -49.30 2.69 0.25 0.07 1945 
890410 -2.02 4.58 -49.30 2.69 0.25 0.07 1945 
890411 -2.02 4.58 -49.30 2.69 0.25 0.07 1945 
890412 -2.01 4.63 -50.29 2.72 0.25 0.07 1965 
890413 -2.00 5.10 -51.21 2.74 0.25 0.06 1975 
890414 -I.83 2.75 I.20 0.59 -14.32 -I.38 1215 
890415 "1.72 2.17 I.21 0.62 -15.94 -I.38 丨169 
890416 -I.39 4.14 -52.99 2.81 0.23 0.08 1969 
890417 -I.39 4.14 -52.99 2.81 0.23 0.08 1969 
890418 -I.39 4.14 -52.99 2.81 0.23 0.08 1969 
890419 3.86 0.28 -TS.A〗3.10 0.21 0.06 2090 
890420 3.85 0.28 -73.58 3.13 0.21 0.06 2091 
890421 3.85 0.28 -73.45 3.13 0.21 0.06 2091 
890422 3.83 0.31 -75.77 3.17 0.22 0.06 2084 
890423 11.69 3.92 -80.69 3.34 0.21 0.06 2038 
890424 11.72 3.92 -80.71 3.34 0.22 0.06 2036 
890425 11.99 3.25 -81.08 3.31 0.24 2148 
890426 0.42 -49.99 2.11 0.32 1890 
890427 -2.72 I.21 0.52 -10.84 1346 
890428 -1.90 I.25 0.60 -15.41 -I.46 丨254 
890429 -3.52 2.35 1.37 0.54 -14.78 1346 
890430 -3.45 2.25 1.37 0.53 -14.50 1364 
Note I Til 一 temperature a十 II a.rru Y-Pk 一 yes十erday^ s peak demand 
RHIl — relative humidity a 十丨丨 a^rru YTI I — yesterday's temp a 十 11 
WD丨丨 一 wind speed a十 11 a.m. YRI I — yes十ei~day*s RH a十 11 a.rru 
CLII 一 cloud coverage a十 M a.nu Y2Pk 一 peak demand 十wo day ago 
T*2 一 square of 十emp a十 M Y5Pk 一 peak demand five days ago 
Will — wet bulb 十emp a十 II a.m. Y7Pk 一 peak demand seven days ago 
WT*2 一 square of we十 bulb 十emp a十丨1 a.rru Cons十一 cons十an十 
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Appendix G (vl11) 
Regression Coefficients Obtained In 十he Analyses 
Using 十he Stepwise Selec十ion Criterion 
(for Sys十em PEAK Demands In 十he SUMMER season) 
date Til RHIl W D M CLII T*2 WTII WT*2 Y-Pk YTII YRII Y2Pk Y5Pk Y7Pk Cons十 
890701 8.49 1.63 0.69 -41.15 -4.71 677 
890702 29.70 46.17 0.41 94 
890703 27.28 46.30 0.42 102 
890704 72.91 7.19 0.41 -556 
890705 72.95 7.05 0.40 -516 
890706 0.51 46.94 0.42 447 
890707 24.36 -19.26 45.92 0.40 391 
890708 -16.01 0.45 46.61 0.40 683 
890709 -14.97 0.47 46.26 0.40 665 
890710 26.68 -15.57 45.44 0.39 349 
890711 27.15 -15.65 46.01 0.38 355 
890712 26.95 -14.92 46.18 0.39 321 
8 9 0 7 1 3 3 5 . 6 5 4 1 . 4 8 0 . 3 8 丨31 
890714 38.90 39.47 0.37 143 
890715 39.21 39.11 0.37 140 
890716 75.10 7.73 -13.04 0.38 ‘ -448 
890717 76.64 6.45 0.40 -544 
890718 74.72 6.38 0.43 -580 
890719 72.24 6.19 0.46 -609 
890720 73.36 6.27 0.45 -622 
890721 73.28 6.26 0.45 -620 
890722 73.45 6.28 0.45 -624 
8 9 0 7 2 3 ； 7 1 . 6 9 7 . 5 5 - 1 2 . 2 4 0 . 4 4 - 5 8 1 
890724 72.58 6.05 0.45 -569 
890725 73.03 6.14 0.44 -569 
890726 66.54 4.75 0.46 -342 
890727 69.10 6.00 4.12 0.47 -482 
890728 69.29 5.34 0.47 、 -492 
890729 68.81 5.36 0.48 -509 
890730 75.23 5.64 0.41 -497 
890731 74.95 5.67 0.42 -498 
Note ： Tl丨 一 temperature a十 丨丨 Y-Pk - yes十erday,s peak demand 
RHIl - relative humidity a十 II a.m. YTII 一 yesterday's temp a十 II a.m. 
WDII - wind speed a十 II a.m. YRII - yesterday's RH a十 II a.m. 
CLII 一 cloud coverage a十 11 a.m. Y2Pk - peak demand 十wo day ago 
T*2 — square of temp a十 11 a.nu Y5Pk 一 peak demand five days ago 
WTI I — we十 bulb temp a十丨丨 a.rru Y7Pk - peak demand seven days ago 
WT*2 - square of wet bulb temp a十丨丨 Cons十一 cons十em十 
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Appendix G (vl11) 
Regression Coefficients Obtained In 十he Analyses 
Using 十he Stepwise Selec十ion Criterion 
(for Sys十em PEAK Demands in 十he AUTUMN season) 
date Til RHI I W D M CLIi T*2 WTIi WT*2 Y-Pk YTII YRII Y2Pk 丫5Pk 丫7Pk Cons十 
891001 6.79 I.35 0.36 693 
891002 6.86 I.36 0.37 643 
891003 7.00 1.40 0.34 715 
891004 6.97 I.40 0.31 819 
891005 6.88 I.40 0.30 852 
891006 6.58 I.36 0.30 931 
891007 6.63 I.37 0.30 921 
891008 7.33 I.45 0.29 811 
891009 7.67 1.46 0.26 0.05 738 
891010 7.40 1.46 0.30 783 
89101 I 7.38 1.46 0.30 779 
891012 7.39 1.46 0.31 753 
891013 7.45 1.45 0.32 721 
891014 7.43 1.45 0.31 733 
891015 7.80 1.46 0.30 0.05 585 
891016 7.37 1.43 0.34 “ 664 
891017 7.36 1.43 0.34 663 
891018 7.97 1.48 0.29 0.05 589 
8 9 1 0 1 9 0 . 5 0 1 . 1 3 0 . 3 2 丨347 
891020 0.57 1.08 0.30 1375 
891021 0.57 1.07 0.30 1378 
891022 -9.16 0.38 1.19 0.38 1233 
891023 -9.59 0.37 1.20 0.37 1248 
891024 -9.63 0.37 1.20 0.38 1245 
891025 -8.32 0.40 1.15 0.39 |203 
8 9 1 0 2 6 - 8 . 2 2 0 . 4 0 1 . 1 6 0 . 3 8 12丨丨 
891027 -8.06 0.40 1.15 0.38 1204 
891028 -8.05 0.40 1.15 0.39 I 197 
891029 0.58 0.98 0.36 I 196 
891030 0.58 0.98 0.36 ||96 
891031 0.58 0.94 0.38 ||8I 
Note : Til - temperature a十 II a.m. Y-Pk - yesterday's peak demand 
RHII - relative humidity a十 II a.m. YTII - yes十erday»s temp a十 II 
WDII - wind speed a十 II a.m. YRII - yes十erday»s RH a十 II a.m. 
CU I — cloud coverage a十 II a.rru Y2Pk 一 peak demand 十wo day ago 
T*2 一 square of temp a十丨丨 a.rtu Y5Pk - peak demand five days ago 
WTII — we十 bulb temp a十 11 Y7Pk - peak demand seven days ago 
WT*2 一 square of we十 bulb temp a十丨丨 Consf_ cons十em十 
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Appendix G (Iv) 
Regress丨on Coefficients Obtained In 十he Analyses 
Using 十he Stepwise Selection Criterion 
(for System PEAK Demands In 十he WINTER season) 
« 
date TlI RHII WDII CLII T*2 WTII WT*2 Y-Pk YTII YRII Y2Pk 丫5Pk Y7Pk Cons十 
891220 0.56 0.63 0.60 -15.83 -0.02 1096 
891221 0.59 0.56 0.60 -13.91 -0.03 1063 
891222 0.67 0.54 0.55 -13.75 1099 
891223 0.67 0.54 0.55 -13.75 1099 
891224 0.67 0.54 0.55 -13.75 1099 
891225 0.67 0.54 0.55 -13.72 1098 
891226 0.64 0.54 0.55 -14.00 1091 
8 9 1 2 2 7 0 . 6 丨 0 . 5 4 0 . 5 9 - 1 4 . 3 0 - 0 . 0 2 1 0 7 2 
891228 0.62 0.54 0.56 -14.43 1085 
891229 0.62 0.54 0.56 -13.91 1080 
891230 0.62 0.54 0.56 -13.90 1080 
891231 0.66 0.52 0.55 -13.63 1083 
900101 0.66 0.52 0.55 -13.48 1084 
900102 0.68 0.50 0.55 -13.71 1092 
900103 0.58 -29.96 I.51 0.28 -0.03 0.1 I 1560 
900104 0.68 0.46 0.58 -15.77 . 1077 
900105 0.66 0.50 0.58 -16.60 1069 
900106 0.65 0.52 0.59 -17.45 1070 
900107 0.66 0.50 0.58 -16.67 1070 
900108 0.66 0.48 0.57 -15.57 I 101 
900109 0.65 0.46 0.55 -14.60 1122 
900110 0.47 0.58 0.24 -0.02 0.13 1429 
90011 I 0.43 0.64 0.21 0.1 I 1495 
900112 0.40 0.65 0.23 0.10 1474 
900113 0.38 0.68 0.23 0.10 1480 
900114 0.41 0.67 0.22 0.1 I 1499 
900115 15.30 0.67 0.21 O.ll 1360 
900116 14.43 0.69 0.23 0.12 1295 
900117 0.37 0.66 0.24 0.10 1470 
900118 0.37 0.66 0.23 0.10 1516 
900119 、 0.35 0.67 0.24 0.12 1430 
900120 0.40 0.62 0.24 O.ll 1442 
900121 0.41 0.62 0.24 O.ll 1436 
Note = Tl I 一 十empera十ure a十 11 a.iru Y-Pk - yesterday's peak demand 
RHI I — relative humidity a十丨丨 a-rru 丫丁丨丨 一 yes十erday,s temp a十丨丨 
WDII — wind speed a十 11 a.nu YRII — yesterday's RH a十 11 a.m, 
CLII 一 cloud coverage at 丨丨 a.m. Y2Pk 一 peak demand 十wo day ago 
T*2 - square of temp a十 II Y5Pk 一 peak demand five days ago 
WTII — we十 bulb 十emp a十丨丨 Y7Pk - peak demand seven days ago 
WT*2 一 square of we十 bulb temp a十 11 Cons十一 cons十an十 
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Regression Coefficients Obtained In 十he Analyses 
Using 十he Stepwise Selec十ion Criterion 
(for System MINIMUM Demands In 十he SPRING season) 
date T04 T*2 T*3 T*4 R04 WT04 WT*2 WT*3 WT*4 Y-Mn Y-Pk YTII YRII Y2Mn 丫5Mn 丫7Mn Cons十 
89040 1 2.89 0.1 I 0.50 189 
890402 2.92 0.11 0.50 194 
890403 0.01 0.1 I 0.49 195 
890404 0.01 0.1 I - 0.49 195 
890405 2.74 0.1 I 0.51 172 
890406 0.01 0.07 0.46 308 
890407 O.Oi 0.07 0.46 308 
890408 0.01 0.46 480 
890409 0.01 0.42 522 
890410 O.OI 0.35 582 
890411 0.01 0.35 582 
890412 0.01 0.23 702 
890413 0.01 0.23 702 
890414 0.01 0.08 726 
890415 0.01 0.16 768 
890416 0.01 - 0.17 765 
890417 0.01 0.17 763 
890418 0.01 0.17 763 
890419 0.01 0.17 760 
890420 4.46 0.23 730 
890421 4.75 0.25 710 
890422 5.15 0.29 672 
890423 3.27 0.29 -8.19 -0.93 413 
890424 3.30 0.29 -8.15 -0.92 419 
890425 3.30 0.29 -8.15 -0.92 420 
890426 3.43 0.28 -8.45 -0.84 430 
890427 3.48 0.26 -7.60 -0.83 468 
890428 3.47 0.26 -7.57 -0.82 468 
890429 3.34 0.26 -7.47 -0.83 467 
890430 3.33 0.26 -7.50 -0.84 463 
Note : T04 - temperature a十 4 a.m. Y-Mn - yesterday's mlnimumn demand 
T*2 — square of temp a十 4 a.m. Y-Pk 一 yes十erclay,s peak demand 
T*3 - cube of temp a十 4 a.m. YTII - yes十erday»s temp a十 II a.m. 
T*4 - fourth power of temp a十 4 a.m. YRII - yes十e「day»s RH a十 II a.m. 
R04 — relative humidity a十 4 a.m. Y2Mn - minimum demand 十wo days ago 
WT04 一 we十 bulb temperature a十 4 a.m. Y5Mn - minimum demand five days ago 
WT*2 - square of we十 bulb temp a十 4 a.m. Y7Mn 一 minimum demand seven days ago 
WT*3 一 cube of we十 bulb temp at 4 a.m. Cons十 _ cons十an十 
WT*4 - fourth power of we十 bulb temp a十 4 a.m. 
both T*4 and WT*4 are escalated by 10,000 
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Regression Coefficients Obtained In 十he Analyses 
Using 十he Stepwise Selec十ion Criterion 
‘ (for Sys十em MINIMUM Demands In 十he SUMMER season) 
date T04 T*2 T*3 T*4 R04 WT04 WT*2 WT*3 WT*4 Y-Mn Y-Pk YTII YRII Y2Mn Y5Mn Y7Mn Cons十 
890701 -101.59 22.54 0.54 1145 
890702 7.67 0.41 0.13 -543 
890703 -116.55 24.64 0.56 1363 
890704 -116.37 24.61 0.56 1359 
890705 -86.17 20.54 0.46 0.10 968 
890706 -91.73 19.12 4.51 0.43 0.15 1080 
890707 9.32 3.47 0.40 0.20 -981 
890708 9.35 3.55 0.41 0.21 -1007 
890709 9.55 3.80 0.40 0.22 -1030 
890710 9.49 3.67 0.41 0.22 -1040 
890711 9.54 3.54 0.41 0.21 -1026 
890712 1.9.14 12.17 -61.74 0.40 0.16 -616 
890713 19.90 14.35 -64.89 0.37 -2.50 0.14 -441 
890714 19.91 14.32 -65.10 0.38 -2.48 0.14 -459 
890715 8.81 4.44 0.44 -2.88 0.17 -862 
890716 8.45 3.13 0.30 16.70 0.22 -1028 
8 9 0 7 1 7 1 6 . 9 2 1 1 . 1 2 - 5 4 . 6 7 0 . 2 8 1 8 . 8 丨 0 . 1 9 - 7 4 5 
890718 16.89 I I.23 -55.68 0.29 19.26 0.19 -765 
890719 17.80 12.15 -63.23 0.30 19.55 0.19 -748 
890720 18.42 12.62 -65.61 0.28 19.80 0.20 -713 
890721 18.17 12.60 -64.97 0.32 18.28 0.18 -793 
890722 18.00 12.78 -65.27 0.34 18.77 0.17 -866 
890723 18.25 13.08 -67.23 0.34 19.1 I 0.17 -876 
890724 18.13 13.07 -66.86 0.34 19.34 0.17 -890 
890725 18.18 13.09 -67.15 0.34 19.39 0.18 -883 
890726 17.65 12.93 -65.04 0.35 19.99 0.18 -922 
890727 7.96 7.61 0.54 -3.73 0.15 -1378 
890728 1.93 8.00 0.51 -3.32 0.15 -639 
890729 7.63 7.24 0.57 -3.76 0.14 -1410 
890730 2.24 8.03 0.51 -3.47 0.13 -593 
890731 0.03 7.39 0.53 -4.31 0.10 -1350 
Note : T04 - temperature a十 4 a.m. Y-Mn - yes十et~day»s minlmumn demand 
T*2 一 square of temp a十 4 a.m. Y-Pk 一 yesterday's peak demand 
T*3 一 cube of 十emp a十 4 a.m. YTI I — yes十erday»s temp a十 11 a^ nru 
T*4 一 fourth power of 十emp a十 4 a.m. YRI I - yesterday's RH a十 11 a.rtu 
R04 - relative humidi十y a十 4 a.m. Y2Mn 一 minimum demand 十wo days ago 
WT04 - we十 bulb temperature a十 4 a.m. Y5Mn 一 minimum demand five days ago 
WT*2 一 square of we十 bulb 十emp a十 4 a.m. Y7Mn 一 minimum demand seven days ago 
WT*3 一 cube of we十 bulb 十emp a十 4 a.m. Cons十 一 cons十an十 
WT*4 - fourth power of we十 bulb 十emp a十 4 a.m. 
both T*4 and WT*4 are escalated by 10,000 
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Regression Coefficients Obtained In 十he Analyses 
Using 十he Stepwise Selec十ion Criterion 
(for System MINIMUM Demands In 十he AUTUMn season) 
date T04 T*2 T*3 T*4 R04 WT04 WT*2 WT*3 WT*4 Y-Mn Y-Pk YTII YRII Y2Mn Y5Mn 丫7Mn Cons十 
891001 71.23 0.33 0.16 0.22 0.12 0.10 -1893 
891002 74.52 17.45 0.26 0.22 0.1 I -2221 
891003 75.41 17.71 0.26 0.20 0.11-2182 
891004 72.61 21.46 0.28 0.21 0.!2 -2258 
891005 76.67 26.67 0.41 0.12 -1959 
891006 65.66 23.13 0.20 21.85 0.25 0.09 -2628 
891007 62.23 0.49 0.22 23.31 0.24 0.12 -2423 
891008 61.01 3.59 0.23 23.75 0.23 0.12 -2253 
891009 60.74 3.54 0.23 23.53 0.23 0.12 -2247 
891010 60.78 3.59 0.23 23.63 0.23 0.12 -2252 
89101 I 60.70 3.58 0.23 23.62 0.23 0.12 -2251 
891012 60.69 3.40 0.22 24.64 0.21 0.1 I -2202 
891013 61.25 3,41 0.22 24.21 0.22 0.10 -2193 
891014 65.07 3.02 0.24 17.94 0.22 0.10 -2157 
891015 81.90 0.38 0.19 0.10 -2449 
891016 7.90 2.89 0.26 16.59 0.22 0.10 -847 
891017 7.92 2.91 0.26 16.51 0.22 0.09 -840 
891018 9.81 0.42 0.17 0.10 -903 
891019 -106.89 21.08 3.11 0.29 15.61 0.22 O.ll 1219 
891020 -113.62 21.96 3.18 0.28 15.36 0.22 O.ll 1382 
891021 -I 16.08 22.39 3.48 0.25 17.56 0.23 O.ll 1466 
891022 -102.72 21.06 4.37 0.32 -2.08 0.23 0.10 1547 
891023 -97.75 21.32 2.82 0.31 0.20 0.10 1608 
891024 -94.34 19.87 3.31 0.34 0.20 O.ll 1514 
891025 -93.30 18.95 4.01 0.39 21.22 0.07 ,1601 
891026 -90.94 19.14 3.78 0.41 22.34 1594 
891027 -89.89 19.09 3.63 0.41 22.22 1576 
891028 -90.67 19.23 3.62 0.41 22.15 1589 
891029 -90.69 19.22 3.62 0.41 22.19 1589 
891030 -95.68 19.20 3.94 0.39 22.14 0.07 1630 
891031 -95.52 19.16 3.93 0.40 22.18 0.07 1626 
Note : T04 一 temperature a十 4 a.m. Y-Mn 一 yesterday's minlmumn demand 
T*2 一 square of 十emp a十 4 a.m. Y-Pk 一 yes十erday»s peak demand 
T*3 一 cube of 十emp a十 4 a.m. YTI I — yes十erclay»s 十emp a十 11 
T*4 - fourth power of 十emp a十 4 a.m. YRI I — yesterday's RH a十 I I a.rru 
R04 — relative humicU十y a十 4 a.m. Y2Mn 一 minimum demand 十wo days ago 
WT04 一 we十 bulb temperature a十 4 a.m. Y5Mn 一 minimum demand five days ago 
WT*2 一 square of we十 bulb 十emp a十 4 a.m. Y7Mn 一 minimum demand seven days ago 
WT*3 一 cube of we十 bulb 十emp a十 4 a.m. Cons十 一 cons十an十 
WT*4 一 fourth power of we十 bulb 十emp a十 4 a.m. 
both T*4 and WT*4 are escalated by 10,000 
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Regression Coefficients Obtained In 十he Analyses 
Using 十he Stepwise Selec十ion Criterion 
(for System MINIMUM Demands In 十he WINTER season) 
date T04 T*2 T*3 T*4 R04 WT04 WT*2 WT*3 WT*4 Y-Mn Y-Pk YTII YRII Y2Mn 丫5Mn 丫7Mn Cons十 
891220 2,98 0.37 -I I.79 -0.82 -0.10 332 
891221 3.00 0.37 -12.23 -0.76 -0.10 335 
891222 O.OI 0.38 -13.37 -0.69 -0.10 319 
891223 2.70 0.39 -12.90 -0.58 -0.1 I 316 
891224 2.70 0.39 -12.90 -0.58 -0.1 I 316 
891225 2.68 0.39 -12.82 -0.58 -0.1 I 314 
891226 2.71 0.38 -13.02 -0.58 -0.1 I 318 
891227 2.78 0.38 -13.18 -0.57 -0.1 I 327 
891228 2.80 0.38 -13.25 -0.58 -0.1 I 326 
891229 2.83 0.30 -10.74 367 
891230 2.60 0.30 -10.88 351 
891231 2.61 0.31 -11.12 354 
900101 2.65 0.29 -10.57 379 
9 0 0 1 0 2 2 . 4 9 0 . 2 9 "•丨0.43 3 8 1 
900103 2.44 0.30 -11.17 359 
900104 2.51 0.30 -11.52 - 378 
900105 2.44 0.31 -12.04 371 
900106 2.65 0.31 -12.55 378 
9 0 0 1 0 7 2 . 6 6 0 . 3 1 - 1 2 . 7 0 3 7 7 
900108 2.62 0.30 -12.22 384 
900109 2.61 0.30 -12.21 384 
900110 2.34 0.29 -11.64 404 
90011 I 2.32 0.28 -11.17 427 
900112 0.28 -10.59 428 
900113 2.20 0.26 -10.14 454 
900114 2.24 0.25 -9.36 478 
900115 2.32 0.24 -9.51 491 
900116 2.12 0.26 -9.67 443 
900117 0.01 0.26 -9.57 455 
900118 0.25 -6.44 450 
900119 0.24 -6.15 474 
900120 0.24 -6.24 468 
900121 0.24 -6.22 468 
Note : T04 - temperature a十 4 a.m. Y-Mn - yesterday's minlmumn demand 
T*2 一 square of temp a十 4 a.m. Y-Pk 一 yesterday's peak demand 
T*3 - cube of temp a十 4 a.m. YTII — yes十erdayis temp a十 11 a,m, 
T*4 一 fourth power of 十emp a十 4 a.m. YRI I 一 yes十erday»s RH a十 II a.rru 
R04 — relative humidity a十 4 a.m. Y2Mn 一 minimum demand 十wo days ago 
WT04 一 we十 bulb temperature a十 4 a.m. Y5Mn 一 minimum demand five days ago 
WT*2 一 square of we十 bulb 十emp a十 4 a.m. Y7Mn 一 minimum demand seven days ago 
WT*3 一 cube of we十 bulb 十emp at 4 a.m. Cons十 一 cons十an十 
WT*4 一 four十h power of we十 bulb 十emp a十 4 a.m. 
both T*4 and WT*4 are escalated by 10,000 
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Appendix H (III) 
Table of Prediction Errors 
for 十he SPRING Season 
System PEAK Demands System MINIMUM Demands 
date man l-m 2-m 3-m 2-mS man l-m 2-m 3-m 2-mS 
890401 37 31 -12 -22 89 -4 23 23 5 21 
890402 -24 62 61 32 12 
890403 -9 -68 -90 -I 16 -51 
890404 59 -112 -101 -103 -54 -19 14 26 6 32 
890405 -41 53 67 56 33 
890406 -39 -38 -43 -32 -72 
890407 95 -12 -19 -II I 7 7 12 10 40 
890408 -37 45 35 36 40 18 6 5 4 22 
890409 8 29 25 22 49 
890410 52 -33 -53 -52 -74 
89041 I 71 24 II 9 25 12 18 14 15 - 47 
890412 54 -34 -40 -30 -13 -5 -I -9 -8 0 
890413 -33 -78 -84 -78 -63 -15 -15 -19 -17 -45 
890414 -21 -66 -77 -80 -74 -23 -22 -18 -16 -I 
890415 124 53 53 58 27 6 -5 3 3 -13 
890416 30 18 23 25 19 
890417 -55 -52 -68 -66 -29 
890418 -106 -120 -125 -130 -65 -16 -19 -19 -18 -22 
890419 I -54 -42 -57 -12 -8 -38 -25 -26 -51 
890420 46 -37 -50 -62 -15 3 -45 -30 -31 -41 
890421 -26 -47 -87 -100 -41 -6 -48 -46 -50 -53 
890422 13 27 27 26 14 -32 -24 -43 -49 -83 
890423 30 0 3 -3 7 
890424 102 89 98 I 18 60 
890425 141 -73 -92 -79 -115 -19 61 23 17 34 
890426 21 -26 -47 -42 -50 -18 38 25 25 22 
890427 -46 -43 -42 -52 -50 -2 10 4 5 4 
890428 -I 18 -43 -53 -66 -49 5 23 19 19 19 
890429 23 17 -4 2 7 7 -9 -3 -5 -6 
890430 -62 -9 -6 -6 -12 
Ave 厂 age 丨 5 -27 -38 -39 -24 -7 5 5 1 I 
RMS error 67 58 65 69 53 22 30 28 24 34 
Note : man - manual prediction 
1-m 一 prediction using one—month da十a (four variables) 
2-m 一 predic十Ion using 十wo—month da十a (four variables) 
3-m 一 prediction using 十hree—mon十h da十a (four variables) 
2—mS— prediction using 十wo—month da十a (stepwise selection) 
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Table of Pred丨c十丨on Errors 
for 十he SUMMER Season 
System PEAK Demands Sys十em MINIMUM Demands 
date man I -m 2-m 3-m 2-mS man 丨-m 2-m 3-m 2-mS 
890701 68 189 97 87 209 -17 -27 -53 -73 -36 
890702 26 -77 -125 -158 -77 
890703 6 -93 -139 -144 -125 
890704 16 -7 -6 -24 -23 -38 -2 -42 -54 9 
890705 25 -5 -7 -20 -31 -19 -5 - 7 2 - 1 1 3 -30 
890706 49 -I -28 -29 -46 12 -56 -115 -172 -53 
890707 -II -32 -45 -50 27 64 -26 -53 -81 -39 
890708 20 20 7 -3 -23 -33 -48 -92 -139 -39 
890709 I 14 -21 -87 -142 -72 
890710 -I -127 -155 -157 -179 
89071 I 4 -2 -19 -25 -44 -4 110 60 27 - 69 
890712 42 -14 -29 -40 -26 -21 -27 -51 -69 13 
890713 2 -29 -36 -46 -48 24 -17 -54 -89 -49 
890714 38 17 II 2 -I I . 40 -2 -47 -77 3 
890715 III 198 190 180 128 -28 -61 -69 -101 -26 
890716 -21 -80 -71 -109 0 
890717 32 24 18 -40 36 
890718 
890719 -77 50 -50 -33 -15 
890720 80 25 3 -17 3 6 -26 -36 -58 -52 
890721 42 -22 0 -47 -10 -7 -3 -24 -55 -50 
890722 29 73 54 33 55 -102 -23 -45 -67 -46 
890723 32 -10 -30 -64 -28 
890724 0 42 -55 -II -25 
890725 17 -25 -61 -73 -59 -29 -42 -41 -51 20 
890726 -22 -45 -26 -62 -36 -36 99 124 142 262 
890727 -46 -43 -23 -64 -50 -67 -15 -24 -37 -36 
890728 -13 31 -32 I I 0 -7 51 40 32 35 
890729 247 314 117 70 96 186 82 67 39 79 
890730 28 -107 -17 21 36 
890731 41 -270 -124 -152 -125 
Average 28 11 -14 -26 -13 6 -14 -36 -60 -5 
RMS error 65 108 74 75 79 57 54 67 93 69 
Note : man 一 manual prediction 
1-m - predic十Ion using one—month da十a (four variables) 
2-m 一 p广edic十Ion using 十wo—month da十a (four variables) 
3-m 一 prediction using 十hree—mon十h da十a (four variables) 
2—mS— prediction using 十wo—month da十a (stepwise selection) 
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Table of Predic十Ion Errors 
for 十he AUTUMN Season 
System PEAK Demands System MINIMUM Demands 
date man I-m 2-m 3-m 2-mS man I-m 2-m 3-m 2-mS 
891001 -24 31 65 100 54 
891002 136 17 -6 -9 6 
891003 -30 -43 -32 -34 -21 -17 123 159. 135 60 
891004 44 -26 -15 -26 -14 51 48 97 104 83 
891005 -7 -34 -45 -51 -54 20 62 90 112 60 
891006 10 27 7 0 17 66 47 73 106 57 
891007 72 129 94 88 107 -34 -7 -9 49 -78 
891008 48 14 17 53 -14 
89 1009 
891010 -55 -50 -37 -64 -50 
89101 I 22 27 29 25 30 -37 7 -9 38 -101 
891012 102 -7 -3 -9 10 4 70 31 49 -37 
891013 -49 -17 -13 -15 2 -I 14 -175 -17 6 -96 
891014 -32 61 62 63 54 -79 -57 -57 -16 -63 
891015 -80 45 23 46 - 3 
8 9 丨 0 1 6 - 9 1 - 6 0 - 4 2 - 4 3 - 4 8 
891017 189 78 46 44 54 -68 87 53 121 -44 
891018 -14 -120 -101 -94 -85 -72 -223 -283 -230 -227 
8 9 1 0 1 9 9 1 - 8 4 - 8 6 - 8 2 - 4 4 1 5 - 1 2 丨 - 2 0 2 - 1 9 9 - 3 2 
891020 101 -60 -40 -59 -15 43 55 -101 -III 5 
891021 5 115 97 101 91 -21 -41 -94 -I 19 -109 
891022 4 -252 -116 -117 -54 
891023 9 -16 -II 6 -22 
891024 73 19 23 29 64 -88 I 18 35 -62 
891025 -13 -9 -9 -I 3 -22 -66 -33 -18 -29 
891026 -26 -2 -6 3 2 23 -9 -I 23 22 
891027 -16 19 13 17 -8 -5 23 52 63 29 
891028 25 86 73 77 110 -23 -8 -5 12 -I 
891029 7 44 75 87 55 
891030 -101 -35 -44 -35 -66 
891031 -21 41 28 39 45 9 -15 II 22 -57 
Average 17 2 - 2 - 1 7 -16 -13 -7 14 -23 
RMS error 71 59 50 5 丨 52 49 92 95 97 73 
Note : man 一 manual predic十Ion 
I一m - predic十ion using one—month da十a (four variables) 
2-m 一 predic十Ion using 十wo—month da十a (four variables) 
3-m 一 predic十Ion using three-month da十a (four variables) 
2—mS— prediction using 十wo—month da十a (stepwise selection) 
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Appendix H (Iv) 
Table of Prediction Errors 
for 十he WINTER Season 
System PEAK Demands System MINIMUM Demands 
date man I-m 2-m 3-m 2-mS man I-m 2-m 3-m 2-mS 
891220 13 23 17 9 69 -2 -33 -31 -93 -20 
891221 13 15 II 4 17 -7 -31 -31 -86 -36 
891222 -I I I -13 -14 -47 7 




891227 17 24 -30 -55 9 
891228 -12 9 -18 -22 2 -2 -16 -27 -44 -53 
891229 25 9 -7 -13 -4 -12 -19 -25 -44 6 
891230 28 56 27 14 33 -47 -13 -24 -52 -34 
891231 ‘ 
900101 
900102 21 21 -12 -16 16 
900103 -31 -73 -76 -82 -89 -31 -4 -17 -43 -41 
900104 0 -34 -39 -52 4 -21 -9 -21 -51 -14 
900105 -51 -41 -58 -60 -49 3 -13 -18 -33 -5 
900106 -67 13 16 15 34 -4 -15 -10 -13 2 
9 0 0 1 0 7 1 9 4 丨 - 1 0 1 5 
900108 -19 -12 -23 -14 -16 
900109 -19 6 丨3 41 15 -I -15 -14 -18 -14 
9001 10 7 -33 -17 -I -30 21 -16 -18 -28 0 
9001 I I 39 -31 -13 -14 -46 6 -21 -19 -30 -25 
9001 12 -47 -46 -36 -29 -55 -6 -3 2 3 -40 
9 0 0 1 1 3 3 1 5 3 5 7 5 2 3 5 6 丨0 9 9 1 0 
900114 23 32 22 15 10 
9001 15 -48 -23 -28 -18 -25. 
900116 4 -53 -18 -60 -35 -1 I -5 -3 -13 -6 
900117 -16 -31 -28 -56 -9 -I 14 8 4 -22 
9001 18 -28 -30 -27 -48 3 13 2 -3 - 5 1 3 
900119 5 34 20 16 45 -2 -10 -12 -II 6 
900120 -17 33 32 II 24 14 3 -2 -8 5 
900121 -16 7 5 -6 -12 
Average -2 -3 -10 -16 3 -7 -4 -II -26 -10 
RMS error 36 36 31 37 44 28 21 17 38 22 
Note : man - manual predic十Ion 
I一m — predletIon using one—month da十a (four variables) 
2-m 一 predic十Ion using 十wo—month da十a (four variables) 
3-m - predic十Ion using 十hree—mon十h da十a (four variables) 
2—mS— prediction using 十wo_mon十h data (stepwise selec十丨on) 
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Appendix I 
Coefficients of Correlation 
Be十ween Model Predic十Ion and Manual Predic十ion 
System PEAK Demands System MINIMUM Demands 
l-m 2-m 3-m 2m-S l-m 2-m 3-m 2m-S 
Be十ween Errors 
Overall 0.43 0.40 0.35 0.36 0.20 0.10 0.01 0.27 
Spring 0.41 0.42 0.46 0.27 -0.07 -0.02 0.05 0.25 
Summer* 0.61 0.61 0.51 0.49 0.17 0.09 0.01 0.00 
Autumn 0.27 0.22 0.17 0.37 0.30 0.19 0.1 I 0.58 
Winter 0.52 0.40 0.27 0.56 0.24 0.29 0.38 0.17 
Be十ween Squares 
of Error 
Overall 0.58 0.25 0.10 0.14 0.14 0.07 0.06 0.12 
Spring 0.30 0.32 0.24 0.38 0.01 0.20 0.18 -0.04 
Summer 0.77 0.29 0.08 0.1 I 0.08 -0.00 -0.1 I 0.02 
Autumn 0.04 -0.08 -0.10 -0.07 0.20 0.00 -0.06 0.25 
Winte「 0.16 -0.04 -0.16 0.79 -0.08 -0.05 0.08 -0.09 
— 
Note : l-m : predic十Ion using one-month da十a (four variables) 
2-m : predlc十Ion using 十wo—month da十a (four variables) 
3-m : prediction using 十hree—mon十h da十a (four variables) 
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