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résumé et mots clés
Ce travail concerne les techniques de reconstruction d’images tridimensionnelles pour la détection de petits foyers tumoraux
et de métastases, à partir de données acquises en Tomographie d’Emission de Positons (TEP). En TEP, la présence d’un foyer
tumoral se traduit par une hyperfixation du traceur injecté, localisée au niveau de la tumeur. Ceci nous conduit à modéliser
la distribution volumique du radiotraceur à l’aide d’un mélange de lois, qui traduit le fait que chaque point de l’objet a  une
activité soit normale, soit surélevée. Nous proposons de résoudre ce problème par une méthode de Maximum d’Entropie
sur la Moyenne. Cette approche permet d’introduire de l’information a priori sous forme d’un mélange de lois et conduit à
une solution unique, au moyen d’un algorithme d’optimisation simple à mettre en œuvre, quelque soit la loi a priori utili-
sée. Les résultats obtenus avec l’approche proposée sont comparés à ceux fournis par deux méthodes de référence en milieu
hospitalier. Sur données simulées, les résultats obtenus avec MEM sont significativement meilleurs que ceux  obtenus par les
autres méthodes, au sens d’un critère d’évaluation développé afin de quantifier la qualité des images en terme de détecta-
bilité d’hyperfixations. La faisabilité clinique de la méthode est également illustrée.
Problème inverse mal posé, maximum d’entropie sur la moyenne, tomographie d’émission de positons.
1. introduction
Cet article propose une méthode de reconstruction tomogra-
phique adaptée à la reconstruction d’images dans lesquelles on
cherche à détecter de petits foyers tumoraux, dont la taille est de
l’ordre du centimètre, lors d’un examen oncologique réalisé en
Tomographie d’Emission de Positons (TEP). La Tomographie
d’Emission de Positons est une technique d’imagerie médicale
permettant d’obtenir des images fonctionnelles. Elle repose sur
l’injection d’un traceur radioactif émetteur de positons.
L’émission de positons suit une loi de Poisson de moyenne pro-
portionnelle à la concentration du radiotraceur. Les positons
interagissent dans l’organisme avec un électron tout près de leur
lieu d’émission et l’annihilation positon-électron entraîne
l’émission de 2 photons gamma à 180 degrés (cf figure 1.(b)).
Ces paires de photons sont détectées par un circuit de coïnci-
dence sur les détecteurs de la caméra placés en couronnes
(cf figure 1.(a)). La détection d’une paire de photons en coïnci-
dence permet d’identifier la droite reliant les deux détecteurs,
appelée ligne de réponse, sur laquelle a eu lieu l’émission du
positon (cf figure 1. (b)).
Par reconstruction tomographique, une cartographie 3D des
lieux d’émission de positons peut être estimée à partir de la
connaissance du nombre de coïncidences détectées pour chaque
ligne de réponse. Cette cartographie constitue l’image fonction-
nelle de la distribution du radiotraceur.
La surconsommation de glucose par un foyer tumoral se traduit
par une hyperfixation du radiotraceur, le fluorodeoxyglucose
(FDG) – marqué au Fluor 18, émetteur de positons – au niveau
du foyer. La figure 2 représente une image TEP corps entier
fonctionnelle, après injection de FDG marqué au Fluor 18. Le
cerveau et le cœur apparaissent comme des organes naturelle-
ment hyperfixants. Nous avons entouré les points d’hyperfixa-
tion correspondant à des foyers tumoraux.
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abstract and key words
This work deals with the reconstruction of Positron Emission Tomographic (PET) three-dimensional (3D) images  for the detec-
tion of small tumors and metastases in oncology. In PET, tumors appear as areas of hyperfixation of the injected tracer compa-
red to regions with normal uptake. We model the 3D distribution of activity by a mixture of laws, which describes the fact that
each point in the 3D volume contains either a normal or a high activity concentration. We solve this model using a Maximum
Entropy on the Mean (MEM) approach. MEM allows us to introduce prior information using mixtures of laws appropriate to our
problem. In addition, it yields a unique solution using an optimization algorithm for which the complexity is independent of the
prior law. Results obtained with our approach are compared with those obtained using two methods that are conventionally
used for 3D PET reconstruction. Using simulated data, results obtained with the MEM approach are significantly better than
those obtained using the two other methods, when considering an evaluation criterion which characterizes the quality of recons-
tructed images in terms of lesion detectability. The feasibility of the method is also illustrated on clinical data.
Inverse problem, maximum entropy on the Mean, positron emission tomography.
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(a) - Schéma du système d’acquisition (b) - Détection en coïncidence de deux photons
Le problème consiste à reconstruire la distribution volumique du
radiotraceur à partir des mesures acquises en TEP, y. Il s’agit
d’un problème inverse du type Af = y, où A modélise le systè-
me d’acquisition et  f est la distribution volumique du traceur.
Ce problème inverse est mal posé. D’une part, la distribution f
ne dépend pas continûment des données  y ; d’autre part, les
données sont bruitées, notamment du fait de la faible dose radio-
active injectée au patient. De plus, la sensibilité de détection est
intrinsèquement limitée par la résolution spatiale des détecteurs,
qui réduit le contraste apparent des « petites » structures dont la
taille est deux à trois fois inférieure à la résolution spatiale de
l’image. Ceci rend particulièrement délicate la détection de
petites structures hyperfixantes dont le contraste par rapport aux
tissus sains est faible (typiquement de l’ordre de 2,5).
La régularisation du problème inverse peut aider à estimer cor-
rectement la distribution volumique du traceur. En particulier,
les méthodes statistiques de régularisation permettent de prendre
en compte le modèle statistique de formation d’image et d’in-
troduire de la connaissance a priori sur la solution. Ceci permet
d’une part de guider la solution vers un objet ayant du sens là où
les mesures sont insuffisantes, d’autre part de relativiser la
dépendance de l’objet aux mesures si celles-ci sont peu fiables.
Nous cherchons une méthode maximisant la probabilité de
détection de petits foyers d’hyperfixation sur un fond plus ou
moins homogène. L’information a priori sur l’objet à reconstrui-
re peut être modélisée sous la  forme d’un mélange de lois de
probabilité, où chacune des lois décrit une classe « fond » ou
« hyperfixation ». Les méthodes analytiques telles que la métho-
de de rétroprojection filtrée [Kinahan et al. (1989)] ne sont pas
les mieux adaptées au problème, à cause de la difficulté à res-
taurer les petites structures, du fait du lissage inhérent à la
méthode. La prise en compte d’informations a priori sous forme
de mélange de lois dans le cadre des méthodes bayésiennes n’est
pas aisée  : en effet, dans le cas du Maximum A Posteriori, la loi
a posteriori est multimodale et le  critère à optimiser est non
convexe. Ceci pose le problème du choix de la solution parmi
l’ensemble des minima locaux trouvés par la méthode. Dans le
cas de l’estimation au sens de la moyenne a posteriori, la solu-
tion est unique mais difficile à calculer.
Nous proposons d’utiliser la méthode du Maximum d’Entropie
sur la Moyenne. Cette approche, appliquée à la résolution d’un
problème inverse mal posé, conduit à une solution unique et per-
met d’introduire, sans complication algorithmique, de l’infor-
mation a priori sous forme de mélange de lois.
Après avoir présenté les fondements théoriques du principe du
Maximum d’Entropie sur la Moyenne, nous l’appliquons au
problème de la détection de foyers d’hyperfixation en TEP.
Nous présentons ensuite les résultats obtenus sur des simula-
tions et sur des données cliniques. Enfin, les avantages et les
inconvénients de la méthode MEM sont discutés.




Appliquée à la résolution d’un problème inverse mal posé, la
méthode du Maximum d’Entropie sur la Moyenne [Le Besnerais
et al. (1997), Gamboa et al. (1997)] permet de choisir une solu-
tion appartenant à un ensemble convexe C muni d’une loi de pro-
babilité de référence µx, représentant la connaissance a priori sur
la solution. L’objet recherché f est considéré comme étant la
moyenne d’un processus aléatoire X suivant une loi inconnue px.
Les mesures y définissent une contrainte linéaire sur le moment
d’ordre 1 de la loi px, Epx(X) , de la forme y = AEpx(X) . La
méthode procède en deux étapes. Elle sélectionne la loi de pro-
babilité p˜x en maximisant la µx-entropie de Kullback [Kullback
(1959)] sous la contrainte définie précédemment. L’objet recons-
truit est alors la moyenne de la variable aléatoire qui suit cette loi
p˜x.
La loi sélectionnée par le Maximum d’Entropie étant unique
[Kullback (1959)] , l’objet f obtenu est unique, quel que soit le
choix de la loi µx. Il satisfait les contraintes liant l’objet aux
mesures y et appartient à l’ensemble convexe C , enveloppe
convexe du support de µx.
2.2. résolution d’un problème inverse 
par MEM
Le problème de maximisation de la µx-entropie Sµx(px) sous la
contrainte d’attache aux données s’écrit :
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p˜x = arg max
pxµx
Sµx(px)






Lorsque px est continue par rapport à µx, Sµx(px) est définie
par [Kullback (1959)] :










La minimisation d’une fonctionnelle strictement convexe sous
contrainte peut se ramener, au moyen de la théorie de Lagrange,
à un problème d’optimisation d’une fonctionnelle strictement
concave sans contrainte [Decarreau et al. (1992)]. En effet, le
Lagrangien associé à (P0) s’écrit :




où u′ est le transposé de u. Si l’on définit la fonction g(x)
comme étant la densité de px par rapport à µx, cette expression
devient :
L(g, λ, λ0) =
∫
u








Le point selle du Lagrangien est alors défini par :









La mesure p˜x est alors donnée par la relation dp˜x = g˜dµx
[Decarreau et al. (1992)]. Lorsque λ et λ0 sont fixés, le point






















Si l’on note k∗(s) la transformée de Fenchel-Legendre
[Rockfaller (1974)] de la fonction k(t) = tlog(t), définie par
k∗(s) = max
t
{st− k(t)} , (g(x)logg(x)) étant une « normal




= exp(λ′Ax+ λ0 − 1).
La loi p˜x est donc :
dp˜x(x) = exp(λ˜′Ax+ λ˜0 − 1)dµx,
où, d’après la contrainte de normalisation, 1˜− λ0
=
∫
exp(λ˜′Au)dµx(u) . La loi de probabilité p˜x peut s’écrire






où F ∗µx est la Log-transformée de Laplace de µx définie par
F ∗µx(s) = log
∫
x
exp(s′x)dµx(x), et λ˜ est le point maximisant
la fonction duale de Lagrange :
D(λ) = min
g
L(g, λ, 1− F ∗µx(A′λ)) = λ′y − F ∗µx(A′λ).
La loi p˜x dépend du paramètre λ˜. Pour calculer ce paramètre,
nous réécrivons le problème (P0) sous la forme d’un problème







avec D(λ) = λ′y − F ∗µx(A′λ)




La stricte convexité de F ∗µx pour µx maximale [Ellis  (1985)]
entraîne la stricte concavité du critère dual. Il est facile de véri-
fier que la solution f˜ de (P0) est liée à la solution λ˜ du problè-








Ainsi, la résolution d’un problème posé dans le formalisme
MEM ne nécessite qu’un algorithme d’optimisation classique,
dont la complexité ne dépend pas de la loi a priori µx.
2.3. prise en compte du bruit 
entâchant les mesures
Jusqu’à présent, les mesures y ont été considérées comme déter-
ministes. Une façon de prendre en compte l’incertitude sur les
données proposée dans [Le Besnerais et al. (1999)] est de consi-
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dérer la contrainte y = Af + b, b étant la moyenne d’un pro-
cessus aléatoire B. Le couple (X,B) est alors a priori décrit par
la loi de référence µx,b, qui s’écrit sous la forme µx ∗ µb lorsque
X et B sont indépendants. Le problème consistant à minimiser
la pseudo distance de Kullback entre px,b et µx,b sous cette nou-
velle contrainte AEpx,b(X) +Epx,b(B) = y se ramène à un
problème de la forme (P0) en posant Anouv = (A I) et fnouv
= (f b)′ , I étant la matrice identité. De plus, la séparabilité de
µ entraînant celle de F ∗µ [Le Besnerais et al. (1999)], ceci
implique que pour (X,B) indépendants,
F ∗µx,b(A
′λ+ Iλ) = F ∗µx(A
′λ) + F ∗µb(λ) . 
Le critère à optimiser D(λ) s’écrit donc :
D(λ) = λ′y − F ∗µx(A′λ)− F ∗µb(λ).
3. application du principe
du Maximum d’Entropie






La résolution numérique du problème inverse nécessite sa dis-
crétisation. Ainsi le volume sur lequel nous cherchons à estimer
la distribution du radiotraceur f est divisé en unités de volume
de forme parallépipède, voxels, et nous notons fi la distribution
du traceur dans le voxel i.
La distribution du radiotraceur f peut être considérée comme la
moyenne du vecteur aléatoire d’émission photonique X , qui suit
une loi de Poisson. La loi de référence sur l’objet µx introduite
dans la méthode MEM porte donc sur le vecteur d’émission X
dont chaque composante Xi a pour réalisation le nombre de
photons émis à partir du voxel i dans une direction quelconque.
Si l’on suppose que l’activité dans le voxel i est indépendante de
celle de ses voisins, la loi de référence µx s’écrit comme un pro-






µxi(Xi = xi) = exp(−fi)
fxii
xi!
L’objet d’intérêt f, moyenne du vecteur d’émission X , peut être
considéré comme une réalisation du vecteur aléatoire F. Par la
règle de Bayes, il est possible d’introduire de l’information a
priori sur l’objet d’intérêt f à travers la loi µx :
µxi(Xi = xi) =
∫
fi
µxi|fi(Xi = xi|Fi = fi)µfi(Fi = fi).
Le modèle de la distribution volumique du radiotraceur que nous
considérons est constitué d’un signal de fond et d’hyperfixa-
tions. Il est décrit par un modèle statistique multi-classes
[Amblard (1999)]. Chaque voxel i a une probabilité αi,k d’ap-
partenir à la classe k , représentant un niveau de fixation fk . Le
nombre de photons émis xi suit alors une loi de Poisson de
moyenne fk . Dans le cas particulier d’un modèle à deux classes
(fond et hyperfixation), la loi de référence µx est une loi
Bernouilli-Poisson qui s’écrit :







Chaque voxel i a alors une probabilité αi d’appartenir au fond,
auquel cas son activité a priori est f− et il émet des positons sui-
vant une loi de Poisson de moyenne f− , et une probabilité
(1− αi) d’être hyperfixant, auquel cas son activité a priori est
f+ .
3.2. modèle de bruit
Comme expliqué au paragraphe 2.3, la prise en compte du bruit
se fait par l’introduction d’une variable additive b , considérée
comme la moyenne d’un processus aléatoire B de loi de réfé-
rence µb. Chaque composante yj du vecteur des  mesures y est
une réalisation de la variable Yj qui suit une loi de Poisson de
moyenne [Af ]j . Ainsi, b peut être vu comme une variable
d’écart à la moyenne Epy(Y ) = Af :
bj = yj −Epy(Yj).
b est alors la réalisation d’une variable aléatoire de moyenne
nulle et de même variance que celle de Y. Nous prenons en
compte le bruit entâchant les mesures à l’aide d’une variable
additive B, suivant une loi gaussienne centrée.
3.3. description de l’algorithme
D’après la partie 2.2, l’algorithme de résolution d’un problème
posé dans le formalisme MEM est un algorithme classique d’op-
timisation sans contrainte de la fonction duale strictement
concave associée à (P0). Les lois de référence sur les variables
X et B supposées indépendantes sont écrites aux paragraphes
3.1 et 3.2. L’algorithme de reconstruction  mis en place est l’al-
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gorithme de gradients conjugués à pas optimal [Minoux (1983)].
Le critère à optimiser D(λ) est défini pour le problème dual
(Q0) . L’algorithme est décrit plus en détail en annexe et dans
[Amblard (1999)]. Cette méthode requiert la détermination de
quatre hyperparamètres. La probabilité d’être dans le fond α est
fixée à 0, 9 pour tous les résultats présentés dans la partie 4.
L’activité du fond f− est estimée par le rapport entre le nombre
total d’événements acquis et le nombre total de photons obtenu
par projection d’un objet unité, défini sur le support a priori de
l’objet à reconstruire. L’activité des hyperfixations f+ est calcu-
lée en multipliant f− par un paramètre de contraste fixé à 2 . La
variance du bruit σ2 est grossièrement estimée par la variance
des projections.
4. validation
Nous présentons ici les résultats obtenus à partir de données
TEP simulées et cliniques par la méthode MEM telle que décri-
te dans le paragraphe 3. Les résultats sont comparés à ceux obte-
nus par des méthodes classiquement utilisées en milieu hospita-
lier : la méthode de filtrage rétroprojection (FBP) [Kinahan et al.
(1989)] et Ordered Subset Expectation Maximization (OSEM)
[Hudson et al. (1994)]. L’algorithme FBP utilisé est l’algorith-
me de reprojection 3DRP [Kinahan et al. (1989)]. Nous l’avons
utilisé avec les paramètres par défaut, soit une fenêtre d’apodi-
sation de Hann dont la fréquence de coupure est la fréquence de
Nyquist. L’algorithme OSEM [Hudson et al. (1994)] est une
version accélérée de l’algorithme MLEM qui découpe l’en-
semble des projections acquises en un petit nombre de sous-
ensembles. Chaque sous-ensemble est utilisé tour à tour pour
estimer la distribution d’activité par l’approche MLEM, en
modifiant la distribution d’activité estimée à partir du sous-
ensemble précédemment considéré. L’algorithme OSEM utilisé
est un algorithme OSEM 3D développé par X. Liu et M. Defrise
[Liu et al. (1999)].  Nous l’avons utilisé avec un nombre de
sous-ensembles (Ordered Subsets) égal à 8. 
La caméra sur laquelle ont été acquises les données cliniques est
la caméra HR+ (CTI PET Systems/Siemens, Knoxville, TN,
USA) [Brix et al. (1997)]. En un point situé à une distance radia-
le égale à 10 cm du centre de la caméra, la largeur à mi-hauteur
de la fonction de réponse de la caméra est de l’ordre de 4, 5
× 6, 0 × 5, 3 mm dans les directions tangentielle, radiale et
axiale. Cette résolution intrinsèque ne tient pas compte de la
dégradation apportée par la reconstruction.
4.1. simulations
L’ algorithme de simulation analytique utilisé, développé par 
C. Comtat [Comtat et al. (1998)], permet d’obtenir rapidement
des projections corps entier TEP réalistes, suivant la géométrie
d’acquisition décrite précédemment. Le bruit entâchant les
mesures est de même nature que celui entâchant les acquisitions
réelles. En particulier, le simulateur inclut une modélisation de
l’atténuation par l’objet d’une partie des photons émis, ainsi que
des coïncidences fortuites (détections quasi-simultannées de
deux photons émis par deux annihilations e− /e+ différentes)
et diffusées (détections en coïncidence de deux photons issus de
la même annihilation mais dont la trajectoire de l’un d’entre eux
a été déviée), qui fournissent par conséquent une information
erronée sur la distribution du radiotraceur. Cependant, l’opéra-
teur de projection ne prend pas en compte la fonction de répon-
se du système d’acquisition. Les données fantômes sont norma-
lisées, c’est-à-dire corrigées de l’efficacité non homogène des
détecteurs, mais non corrigées des effets d’atténuation et des
coïncidences fortuites ou diffusées.
4.1.1. le fantôme
Le fantôme simulé est constitué d’un cylindre « fond » de hau-
teur 200 mm et de rayon 100 mm et de 30 sphères hyperfixantes
de rayon 3 mm, d’activité double de celle du fond et réparties
sur 3 coupes transverses du cylindre. Les projections sont simu-
lées avec un nombre de coups total comparable à celui mesuré
sur des acquisitions cliniques réelles, soit 40 millions pour les
événements vrais, 40 millions pour les fortuits et 30 millions
pour les diffusés. Ceci correspond à un nombre de coups moyen
pour chaque détecteur et chaque direction de projection de 4
photons. La figure 3.(a) montre la coupe transverse centrale du
fantôme. Le pas d’échantillonnage utilisé est de 2,53 mm dans
le plan (x, y) , et de 2,425 mm dans la direction axiale.
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Figure 3. – Comparaison d’images reconstruites par FBP, OSEM et MEM.
(a) - Objet de référence (b) - FBP
(c) - OSEM (d) - MEM
4.1.2. stratégie d’évaluation
Afin d’évaluer les résultats en terme de détectabilité, nous avons
défini une stratégie d’évaluation basée sur l’analyse ROC
[DeLong et al. (1988)]. Un indice de contraste local rendant
compte du caractère hyperfixant de différentes zones de l’image
reconstruite est calculé dans des régions de fond et des régions
hyperfixantes. Chaque région sélectionnée en fonction de la
géométrie connue du fantôme est arbitrairement considérée
comme formée d’un agglomérat de points hyperfixants, de taille
proche des foyers d’hyperfixation existants dans le fantôme,
entouré de fond. L’indice quantifie alors le contraste entre l’ag-
glomérat supposé hyperfixant et le fond. Les régions d’hypersi-
gnal auxquelles nous nous intéressons contenant peu de points,
nous utilisons comme indice de contraste la variable de Student,
adaptée à la comparaison des moyennes de deux petits échan-
tillons [Saporta (1990)]. Les variances estimées de ces deux
échantillons étant différentes, nous ajustons le degré de liberté
associé au test. L’indice de contraste retenu est la valeur de la
probabilité que l’hypothèse H0 (la valeur dans l’agglomérat est
identique à la valeur dans le fond) soit vérifiée. La valeur de pro-
babilité est faible lorsque la région sélectionnée contient un
foyer d’hyperfixation, proche de 1 sinon. À partir de l’ensemble
des valeurs de probabilité obtenues pour les différentes régions
considérées, on peut effectuer une analyse ROC. L’aire sous la
courbe ROC quantifie la performance avec laquelle l’indice de
contraste permet de détecter la présence d’une hyperfixation
dans l’image [Hanley et al. (1982)], et donc indirectement, la
propension de l’image à avoir des voxels d’intensité plus élevée
dans les régions hyperfixantes. Pour une acquisition donnée, la
comparaison de différentes méthodes de reconstruction se fait à
partir des aires obtenues sous les courbes ROC par un test non
paramétrique [DeLong et al. (1988)].
4.1.3. résultats
Les figures 3.(b), 3.(c) et 3.(d)  représentent respectivement la
coupe transverse centrale des reconstructions obtenues avec FBP,
à la troisième itération de OSEM et à la cinquième itération de
MEM. Notons que nous avons utilisé un support cylindrique, en
dehors duquel les points sont automatiquement mis à zéro dans
le cas de l’algorithme MEM afin d’accélérer la convergence. Le
pas d’échantillonnage tridimensionnel de l’objet utilisé lors des
reconstructions est de 2, 53× 2, 53× 2, 425 mm. Le nombre
d’itérations des algorithmes itératifs a été optimisé au sens du cri-
tère d’évaluation explicité ci-dessus.
On constate visuellement que les points sources hyperfixants
sont plus faciles à détecter sur l’image reconstruite par MEM
que sur l’image obtenue par OSEM ou FBP. Ce résultat est
confirmé par la figure 4 qui montre les courbes ROC associées
aux reconstructions et par le tableau 1 qui donne les valeurs des
aires sous les courbes ROC. D’après les valeurs du test du χ2
présentées dans le tableau 2, l’image reconstruite par MEM pré-
sente des propriétés de détectabilité significativement meilleures
que celles obtenues avec OSEM ou FBP. En effet, les valeurs du
test du χ2 , 3, 25 et 2, 8 sont significatives au seuil de probabili-
té 0, 1 (correspondant à une valeur du χ2 égale à 2, 71).
On peut donc conclure que, pour le fantôme considéré et dans
les conditions d’utilisation des méthodes FBP, OSEM et MEM
présentées, les performances en terme de détectabilité sont
significativement meilleures pour l’algorithme MEM que pour
OSEM ou FBP.
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Figure 4. – Courbes ROC associées aux images reconstruites 
par FBP, OSEM et MEM.
Tableau 1. – Aires sous les courbes ROC associées aux images 
reconstruites par FBP, OSEM et MEM
Image Aire




Tableau 2. – Comparaison des aires sous les courbes ROC associées aux





Nous présentons les résultats obtenus sur un patient pour lequel
le nombre de lésions thoraciques visualisées sur les images a été
sous-estimé par rapport au nombre de tumeurs identifiées lors de
la chirurgie. Nous présentons une partie du corps entier incluant
la partie thoracique, reconstruite à partir d’acquisitions, norma-
lisées et corrigées de effets des coïncidences fortuites mais non
corrigées de l’atténuation, ni de l’effet des événements diffusés.
Le pas d’échantillonnage tridimensionnel utilisé lors des recons-
tructions est 3, 375× 3, 375× 2, 425 mm. Ceci correspond à la
moitié de la largeur à mi-hauteur de la fonction de réponse du
système. Le volume reconstruit est formé de 114 coupes axiales
de taille 128× 128 pixels dans le plan (x, y). 
Les figures 5.(a), 5.(b) et 5.(c) représentent respectivement une
coupe coronale obtenue avec FBP, à la cinquième itération de
OSEM et à la dixième itération de MEM. Ces images ont été
analysées visuellement par un médecin expert dans l’interpréta-
tion de ce type d’images, qui a détecté avec les 3 méthodes un
foyer d’hyperfixation dans le poumon gauche difficile à identi-
fier. Pour plus de lisibilité, nous avons entouré ce foyer d’hy-
perfixation sur les images. 
On peut remarquer tout d’abord que le bruit entâchant les
images est de nature différente suivant la méthode de recons-
truction utilisée. On voit nettement l’effet de lissage, dû à la
fenêtre d’apodisation de Hann sur la reconstruction FBP et la
nature « granuleuse » du bruit sur l’image OSEM. D’autre part,
on peut remarquer que les vertèbres sont nettement plus discer-
nables sur les images obtenues avec FBP et OSEM que sur celle
obtenue avec MEM. Ceci peut s’expliquer par la simplicité du
modèle a priori à deux classes que nous utilisons. Il n’a pas été
prévu de classe correspondant aux « hypofixations ». Le
contraste entre les hyperfixations et le fond est beaucoup mieux
rendu que le contraste entre les hypofixations et le fond.
Ces résultats montrent la faisabilité de la méthode sur données
cliniques.
5. discussion
La Méthode du Maximum d’Entropie sur la Moyenne, appli-
quée à la résolution d’un problème inverse mal posé, est un pro-
cédé statistique de régularisation. Plusieurs points la différen-
cient des méthodes bayésiennes. En particulier, la modélisation
du bruit dans le formalisme MEM est différente de celle utilisée
dans le cadre bayésien. En effet, les méthodes bayésiennes
considèrent les données comme une réalisation d’un processus
aléatoire et prennent en compte la notion d’incertitude sur les
données au moyen de la vraisemblance. La méthode MEM
considère les mesures comme déterministes et s’affranchit de
l’incertitude sur ces mesures au moyen d’une variable intermé-
diaire, additive et considérée comme la moyenne d’un processus
aléatoire. De plus, lors de l’introduction d’un a priori multimo-
dal, la méthode MEM ne présente aucune difficulté algorith-
mique, alors que les méthodes bayésiennes sont complexes et
peuvent aboutir à une solution correspondant à un minimum
local.
Plusieurs hypothèses concernant le modèle a priori méritent
d’être discutées. En particulier, l’hypothèse d’indépendance
entre les composantes du vecteur X , commode pour la résolu-
tion pratique de la méthode, est discutable. En effet, en réalité,
la distribution d’activité présente une certaine continuité.
L’hypothèse d’indépendance néglige cet a priori de continuité
(valable dans de nombreuses régions anatomiques), mais mini-
mise ainsi le risque de fondre des petites régions hyperfixantes
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Figure 5. – Comparaison d’images reconstruites par FBP, OSEM et MEM.
(c) - Coupe coronale, MEM
(b) - Coupe coronale, OSEM
(a) - Coupe coronale, FBP
dans le fond en « forçant » une continuité qui n’est certainement
pas vérifiée dans les régions pathologiques. Notons que
[Heinrich et al. (1996)] et [Csiszar et al. (1999)] proposent une
manière de prendre en compte la corrélation entre pixels sans
complexifier l’algorithme de reconstruction. De même, l’hypo-
thèse d’indépendance entre X et B n’est pas valide en toute
rigueur. En fait, les résultats obtenus avec et sans modélisation
du bruit sont très similaires [Amblard (1999)]. La méthode
semble donc relativement robuste  vis-à-vis des erreurs com-
mises sur le modèle de bruit et donc peu sensible à la prise en
compte ou non de la dépendance entre X et B. De plus, les
résultats obtenus sur données cliniques font clairement appa-
raître la nécessité d’introduire plus de deux classes dans le
modèle d’objet a priori. Un modèle multi-classes plus complet
pourrait s’écrire :










Une des classes pourrait correspondre aux points d’intensité
nulle et ainsi prendre en compte le fait que certains points de
l’image sont extérieurs au patient. L’introduction d’un tel modè-
le n’impliquerait pas de complication algorithmique, seule les
expressions de F ∗µx et de son gradient se verraient modifiées.
L’estimation des hyperparamètres pourrait être partiellement
effectuée en utilisant les résultats de la segmentation d’une image
préalablement reconstruite par une méthode rapide telle que FBP.
En particulier, une segmentation de l’image permettrait de déter-
miner approximativement le support de l’objet à reconstruire et
donc d’estimer, pour chaque voxel, sa probabilité d’appartenir à
la classe « voxels d’intensité nulle », c’est-à-dire d’être à l’exté-
rieur de l’objet. 
Concernant la sensibilité au choix des hyperparamètres, nous
avons montré dans [Amblard (1999)] que, pour notre applica-
tion, la méthode était peu sensible aux valeurs données aux
hyperparamètres. En effet, les résultats obtenus par MEM sur le
fantôme simulé décrit dans le paragraphe 4.1.1 ne présentent
aucune différence significative, au sens du critère d’évaluation
décrit dans le paragraphe 4.1.2, lorsque le paramètre de mélan-
ge (identique pour tous les voxels) varie entre 0 et 1, le para-
mètre de contraste (identique pour tous les voxels) entre 0 et 10
et la variance du bruit entre σ20 et 100σ20 , σ20 étant la variance
estimée des projections. On peut expliquer la robustesse de la
méthode par rapport aux hyperparamètres du modèle d’objet
α, f+/f− par le fait que dans notre application, les données
sont relativement cohérentes, c’est-à-dire contiennent suffisam-
ment d’informations cohérentes pour une estimation fiable de la
distribution d’activité même en ne considérant pas les a priori.
Concernant le bruit, un modèle de bruit a été introduit au moyen
d’une variable additive gaussienne. Ce modèle n’est qu’une
approximation du bruit réel entâchant les données. La solution
retenue, maximisant la valeur du critère d’évaluation, corres-
pond à un nombre fini d’itérations. Cette solution ne satisfait
évidemment pas rigoureusement le critère d’attache aux don-
nées, que le bruit soit modélisé ou non. L’arrêt des itérations est
un moyen indirect de prendre en compte le bruit qui semble,
pour notre application, aussi efficace qu’une modélisation expli-
cite mais approximative du bruit.
La méthode MEM est de même complexité algorithmique que
les techniques itératives classiquement utilisées en traitement
d’images, où le coût de chaque itération est celui d’une opéra-
tion de projection et de rétroprojection. Les temps de calcul pour
chaque algorithme dépendent fortement de l’optimisation de
l’implantation algorithmique. Dans ce travail, nous avons utilisé
une version commerciale de FBP (donc optimisée pour être très
rapide), une version universitaire de OSEM, et une version de
MEM que nous avons developpée sans soucis d’optimisation.
Dans ces conditions, FBP est 2 fois plus rapide que OSEM, lui
même 5 fois plus rapide que MEM. A titre d’exemple, une
reconstruction FBP de 63 coupes 128× 128 prend
1750 secondes sur une station de travail Sun Ultra Sparc 10. La
comparaison de la complexité algorithmique de EM et de MEM
suggère que les deux approches doivent présenter des temps de
calcul similaire. La mise en œuvre d’un algorithme d’optimisa-
tion autre que l’algorithme du gradient conjugué (par exemple
l’algorithme OS gradient [Kudo et al. (1999)] ou BFGS
[Bonnans et al. (1997)] pourrait également contribuer à accélé-
rer la procédure de reconstruction tomographique par MEM.
6. conclusion
Notre problème consiste à fournir au médecin, à partir d’acqui-
sitions TEP, une image lui permettant d’identifier la présence de
métastases ou de petits foyers tumoraux. La structure de l’objet
à reconstruire, constitué de zones de fond plus ou moins homo-
gènes et de foyers d’hyperfixation à détecter, nous a conduit à
nous intéresser à la méthode du Maximum d’Entropie sur la
Moyenne, permettant de résoudre un problème inverse en intro-
duisant de l’information a priori sur l’objet sous forme d’un
mélange de lois. Cette méthode a été comparée à deux méthodes
classiquement utilisées en milieu hospitalier (FBP et OSEM).
Sur données simulées, les performances de chaque méthode en
terme de détectabilité des lésions ont été caractérisées et mon-
trent que les résultats obtenus par MEM sont significativement
meilleurs que ceux obtenus par OSEM ou FBP au sens de notre
critère d’évaluation. Sur données cliniques, les résultats témoi-
gnent de la faisabilité de la méthode MEM.
7. annexe
Cette annexe présente en détail l’algorithme de reconstruction
implanté. Il s’agit de l’algorithme des gradients conjugués à pas
optimal, utilisé pour rechercher le maximum de la fonction stric-
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tement concave D(λ) définie pour le problème dual (Q0) .
Rappelons que le critère à optimiser s’écrit :
D(λ) = λ′y − F ∗µx(A′λ)− F ∗µb(λ).
La figure 6 décrit l’algorithme.
Les opérateurs de projection A et de rétroprojection A′ sont cal-
culés avec une approche « rayon », généralisation 3D de l’algo-
rithme proposé dans [Joseph (1982)].
L’algorithme ne travaille pas sur le critère D(λ) lui même mais
sur le gradient de ce critère. On note ∇ l’opérateur gradient,
défini pour une fonction g(x1, ..., xn) dérivable, par






Le calcul du gradient de D(λ) nécessite celui du gradient de
F ∗µx(s) et de F
∗
µb
(s). Les voxels étant considérés comme indé-
pendants, ce calcul n’utilise que l’expression de la dérivée  des




Les expressions analytiques de ces dérivées sont :
d
dsi
F ∗µxi (si) =
αif−exp{f−(exp(si)− 1)} + (1 − αi)f+exp{f+(exp(si)− 1)}




F ∗µbi (si) = σ
2si.
Le stockage du vecteur vk évite de rétroprojeter à chaque itéra-
tion le vecteur λk . Le stockage des vecteurs dk et vkpermet d’ef-
fectuer la recherche du pas optimal sans réaliser d’opération de
projection ou de rétroprojection, en utilisant la relation de dua-
lité entre ces opérateurs. Le coût de l’algorithme est donc celui
d’une opération de projection et de rétroprojection par itération. 
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