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ANCIENT MULTIPLE-LAYER SOLUTIONS TO THE
ALLEN-CAHN EQUATION
MANUEL DEL PINO AND KONSTANTINOS T. GKIKAS
Abstract. We consider the parabolic one-dimensional Allen-Cahn equation
ut = uxx + u(1− u2) (x, t) ∈ R× (−∞, 0].
The steady state w(x) = tanh(x/
√
2), connects, as a “transition layer” the
stable phases −1 and +1. We construct a solution u with any given number k
of transition layers between −1 and +1. At main order they consist of k time-
traveling copies of w with interfaces diverging one to each other as t → −∞.
More precisely, we find
u(x, t) ≈
k∑
j=1
(−1)j−1w(x− ξj(t)) +
1
2
((−1)k−1 − 1) as t→ −∞,
where the functions ξj(t) satisfy a first order Toda-type system. They are
given by
ξj(t) =
1√
2
(
j − k + 1
2
)
log(−t) + γjk , j = 1, ..., k,
for certain explicit constants γjk .
1. Introduction and statement of the main result
A classical model for phase transitions is the Allen-Cahn equation [1]
ut = ∆u+ f(u) in R
N , (1.1)
where f(u) = −F ′(u) where F is a balanced bi-stable potential namely F has exactly
two non-degenerate global minimum points u = +1 and u = −1. The model is
F (u) = −1
4
(1− u2)2,
so that f(u) = (1 − u2)u. The constant functions u = ±1 correspond to stable
equilibria of Equation (1.1). They are idealized as two phases of a material. A
solution u(x) whose values lie at all times in [−1, 1] and in most of the space RN
takes values close to either +1 or −1 corresponds to a continuous realization of the
phase state of the material, in which the two stable states coexist. There exists
a large literature on this type of solutions (in the static and dynamic cases). The
main point is to derive qualitative information on the “interface region”, that is
the walls separating the two phases. A close connection between these walls and
minimal surfaces and surfaces evolving by mean curvature has been established
in many works. We refer the reader for instance to [5, 6, 9, 10, 12, 13, 14]. On
the other hand, the main difference between interfaces and surfaces evolving mean
curvature surfaces, is that in the phase transition model different components do
interact giving rise to interesting motion patterns.
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The purpose of this paper is to study multiple-interface interaction in the sim-
plest, one-dimensional scenario. We will construct non stationary solutions defined
at all times, which in the ancient regime multiple, quite separated transitions are
present, with a dynamical law that is rigorously established. More precisely, we
consider the problem of building ancient solutions u(x, t) to the one-dimensional
Allen-Cahn equation [1]
ut = uxx + u(1− u2) in R× (−∞, 0], (1.2)
which exhibit a finite number of transitions that connect the values −1 and +1.
The building blocks of these solutions are the single-transition layer equilibrium
solutions to (1.2)
u′′ + u(1− u2) = 0 in R, lim
x→∞
u(x) = 1, lim
x→−∞
u(x) = −1,
which in phase plane represents a heteroclinic monotone connection between the
constant equilibria ±1. This solution is unique up to translations. The unique one
with u(0) = 0 will be denoted from now on w(x) and it is given in closed form by
w(x) = tanh
(
x√
2
)
. (1.3)
Given an even number k, we want to build a solution u(x, t) to (1.2) that near
each of k ordered, very distant “transition points” ξj(t), j = 1, . . . , k satisfies
u(x, t) ≈ ±w(x − ξj(t)).
More precisely, we want to find a solution of the form
u(t, x) = −1 +
k∑
j=1
(−1)j+1w(x − ξj(t)) + ψ(t, x), (1.4)
with
ξ1(t) < ξ2(t) < ... < ξk(t), ξj(t) = −ξk−j+1(t), (1.5)
where the perturbation function ψ(t, x) goes to zero uniformly as t → −∞ and
satisfies the orthogonality conditions∫
R
ψ(t, x)w′(x− ξi(t))dx = 0 for all i = 1, ..., k, t < −T, (1.6)
for a suitable large T > 0. We shall establish the existence of a solution with this
characteristic. In fact, as we will see the interface dynamic is driven at main order
by the following system of differential equations (a first order Toda system)
1
β
ξ′j − e−
√
2(ξj+1−ξj) + e−
√
2(ξj−ξj−1) = 0, j = 1, ..., k, t ∈ (−∞, 0]. (1.7)
The dynamic law of interface interaction was formally derived in a related Neu-
mann problem by Fusco and Hale [8], see also [2, 3]. In [4] Chen, Guo and Ninomiya
built a solution with two transition layers traveling in opposite directions (the case
k = 2 for us). The argument employed there was based on barriers, and it is not
clear to us how to extend it to multiple transitions. In [7] the first order Toda
system appears in the construction of ancient solutions for the Yamabe flow.
More precisely, we will find
ξj(t) = ξ
0
j (t) + hj(t), j = 1, ..., k,
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for some suitable parameter functions hj(t), such that the parameter functions hj(t)
will decay in |t|, as t → −∞ for all j = 1, ..., k and the functions ξ0j solve the first
order Toda system,
1
β
ξ′j − e−
√
2(ξj+1−ξj) + e−
√
2(ξj−ξj−1) = 0, j = 1, ..., k, t ∈ (−∞, 0], (1.8)
with the conventions
ξk+1 =∞ and ξ0 = −∞,
where T0 > 0 and
β =
6
∫
R
e
2x√
2 (1− w2(x))w′(x)dx∫
R
(w′(x))2dx
. (1.9)
We will see that a solution of the above system is given by
ξ0j (t) =
1√
2
(
j − k + 1
2
)
log(−2
√
2βt) + γjk, j = 1, ..., k, (1.10)
for certain explicit constants γjk.
Our main result states as follows.
Theorem 1.1. Let k ≥ 2 be an even integer and ξ0j be the solution (1.10) of the
Toda system (1.8). Then there exists a number T > 0 and a solution u(t, x) to
(1.2) defined on (−∞,−T ]× R, of the form (1.4)-(1.6), with ξ of the form:
ξj(t) = ξ
0
j (t) + hj(t), j = 1, ..., k.
where the functions ψ(t, x), and hj(t) tend to zero in suitable uniform norms as
t→ −∞.
If k is odd a similar construction can be made, with slightly different asymptotic
configurations. For notational simplicity we will only consider the case of an even
k in this paper.
2. The first approximation
We want to solve the problem,
ut = uxx + f(u), in (−∞,−T )× R,
where f(u) = u(1 − u2), and T is a large positive number whose value can be
adjusted at different steps.
Let k ≥ 2 be an even integer. We set
wi(t, x) = w(x − ξi(t)),
where the functions ξi(t) are ordered and symmetric,
ξ1(t) < ξ2(t) < ... < ξ k
2
(t) < 0 < ξ k
2+1
< ... < ξk(t), ξj(t) = −ξk−j+1(t).
We set ξ(t) = (ξ1(t), ...., ξk(t))
T . And we write
ξ(t) := ξ0(t) + h(t), (2.1)
where
ξ0j =
1√
2
(
j − k + 1
2
)
log(−2
√
2βt) + γj ,
β has been defined in (1.9) and γj are constants which we will determine them
later. In addition, the function h(t) satisfies ||h(t)||L∞ + ||(t− 1)h′(t)||L∞ ≤ 1 and
limt→−∞ |h(t)|+ |h′(t)| = 0.
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We look for a solution of the form
u(t, x) =
k∑
j=1
(−1)j+1wj(t, x) − 1 + ψ(t, x). (2.2)
Set
z(t, x) =
k∑
j=1
(−1)j+1wj(t, x) − 1. (2.3)
We would like ψ to satisfy
ψt = ψxx + f
′(z(t, x))ψ + E +N(ψ)−
k∑
i=1
ci(t)w
′(x− ξi(t)), (−∞,−T )× R,
(2.4)∫
R
ψ(t, x)w′(x− ξi(t))dx = 0, ∀i = 1, ..., k, t < −T, (2.5)
where
E =
k∑
j=1
(−1)j+1w′(x− ξj(t))ξ′j(t) + f(z(t, x))−
k∑
j=1
(−1)j+1f(wj(t, x)), (2.6)
N(ψ) = f(ψ(t, x) + z(t, x))− f(z(t, x))− f ′(z(t, x))ψ,
and ci(t) have been chosen such that ψ satisfies the orthogonality condition (2.5),
namely in such a way that the following (nearly diagonal) system holds
k∑
i=1
ci(t)
∫
R
w′(x − ξi(t))w′(x− ξj(t))dx
=
∫
R
(ψxx(t, x) + f
′(z(t, x))ψ(t, x))w′(x− ξj(t))dx
− ξ′j(t)
∫
R
ψ(t, x)w′′(x− ξj(t))dx
+
∫
R
(E +N(ψ))w′(x− ξj(t))dx, ∀i = 1, ..., k, t < −T. (2.7)
Later we will choose h(t) such that ci(t) = 0, for all i = 1, ..., k.
In the rest of this work we use the following notations
Notation 2.1. i)
ξ = ξ0 + h, (2.8)
where h : R 7→ Rk is a function that satisfies
sup
t≤−1
|h(t)|+ sup
t≤−1
|t||h′(t)| < 1. (2.9)
ii)
z(t, x) =
k∑
j=1
(−1)j+1w(x − ξj(t)) − 1.
In the following lemma we find a bound for the error term E = E(t, x) in (2.6).
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Lemma 2.2. Let T0 > 1, 0 < σ <
√
2, we define
Φ(t, x) = eσ(−x+ξ
0
j−1(t)) + eσ(x−ξ
0
j+1(t)),
if
ξ0j (t) + ξ
0
j−1(t)
2
≤ x ≤ ξ
0
j (t) + ξ
0
j+1(t)
2
, j = 1, ..., k,(2.10)
with ξ00 = −∞ and ξ0k+1 = ∞. Then there exists a uniform constant C > 0 which
depends only on k, such that
|E(t, x)| ≤ CΦ(t, x), ∀(t, x) ∈ (−∞,−T0]× R,
where E is the error term in (2.6) and ξ satisfies the assumptions (2.8) and (2.9).
Proof. First note that there exists a positive constant c := c(γ1, ..., γk, β) > 0 such
that the following inequality holds
sup
x∈R
{
w′(x− ξj(t))
Φ(t, x)
}
≤ c|t| σ√2 , ∀ j = 1, ..., k.
Using the fact that
|ξ′j | ≤ C1(β, k)|t|−1,
we obtain that there exists a positive constant C2 = C2(k) such that
sup
x∈R
{
w′(x − ξj(t))
Φ(t, x)
}
|ξ′j | ≤ C2|t|
σ√
2
−1
, ∀ j = 1, ..., k.
Now, let
ξ0j (t) + ξ
0
j−1(t)
2
≤ x ≤ ξ
0
j (t) + ξ
0
j+1(t)
2
, j = 1, ..., k,
with ξ00 = −∞ and ξ0k+1 =∞.
If i ≤ j − 1, by our assumptions on ξi, there exists a uniform constant C > 0
such that
|w(x − ξi(t))− 1| ≤ Ce
√
2(−x+ξ0j−1(t)).
Similarly if i ≥ j + 1
|w(x − ξi(t)) + 1| ≤ Ce
√
2(x−ξj+1(t)).
We set
g =
j−1∑
i=1
(−1)i+1 (w(x − ξi)− 1) +
k∑
i=j+1
(−1)i+1 (w(x − ξi) + 1) .
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Then∣∣∣∣∣f (g + (−1)j+1w(x − ξj(t)))−
k∑
i=1
(−1)i+1f(wi(t, x))
∣∣∣∣∣
=
∣∣∣∣∣f(g) + (−1)j+1f(wj(t, x)) − (−1)j+13g2wj − 3gw2j −
k∑
i=1
(−1)i+1f(wi(t, x))
∣∣∣∣∣
≤ C|g|+
∣∣∣∣∣∣f(g)−
k∑
i=1, i6=j
(−1)i+1f(wi(t, x))
∣∣∣∣∣∣
≤ C

j−1∑
i=1
|w(x − ξi)− 1|+
k∑
i=j+1
(−1)i+1|w(x − ξi) + 1|

 .
Combining all above and using the properties of ξ we can reach to the desired
result. 
3. The linear problem
This section is devoted to build a solution to the linear parabolic problem
ψt = ψxx + f
′(z(t, x))ψ + h(t, x) −
k∑
j=1
ci(t)w
′(x − ξj(t)), in (−∞,−T0]× R,
(3.1)∫
R
ψ(t, x)w′(x− ξi(t))dx = 0, ∀i = 1, ..., k, t ∈ (−∞,−T0], (3.2)
for a bounded function h, and T0 > 0 fixed sufficiently large.
The numbers ci(t) are exactly those that make the relations above consistent,
namely, by definition for each t < −T0 they solve the linear system of equations
k∑
i=1
ci(t)
∫
R
w′(x − ξi(t))w′(x − ξj(t))dx =
∫
R
(ψxx + f
′(z)ψ)w′(x− ξj(t))dx
− ξ′j(t)
∫
R
ψ(t, x)w′′(x− ξj(t))dx
+
∫
R
hw′(x− ξj(t))dx, j = 1, ..., k.
(3.3)
This system can indeed be solved uniquely since if T0 is taken sufficiently large, the
matrix with coefficients
∫
R
w′(x− ξi(t))w′(x− ξj(t))dx is nearly diagonal.
Our purpose is to build a linear operator ψ = A(h) that defines a solution of
(3.1)-(3.2) which is bounded for norm suitably adapted to our setting.
Let CΦ((s, t)× R) is the space of continuous functions with norm
||u||CΦ((s,t)×R) =
∣∣∣∣∣∣ u
Φ
∣∣∣∣∣∣
L∞((s,t)×R)
,
where Φ has been defined in (2.10).
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Proposition 3.1. There exist positive numbers T0 and C such that for each h ∈
CΦ((−∞, 0) × R), there exists a solution of problem (3.1)-(3.2) ψ = A(h) which
defines a linear operator of h and satisfies the estimate
||ψ||CΦ((−∞,t)×R) ≤ C||h||CΦ((−∞,t)×R), ∀t ≤ −T0. (3.4)
The proof will be a consequence of intermediate steps that we state and prove
next. Let g(t, x) ∈ CΦ ((−∞,−T )× R) . For T > 0 and s < −T we consider the
Cauchy problem
ψt = ψxx + f
′(z(t, x))ψ + g(t, x), in (s,−T ]× R,
ψ(s, x) = 0, in R, (3.5)
which is uniquely solvable. We call T s(t, x) its solution. By standard regularity
theory we have T s ∈ C0,α((s,−T )× R).
3.1. A priori estimates for the solution of the problem (3.5). We will es-
tablish in this subsection a priori estimates for the solutions T s of (3.5) that are
independent on s.
Lemma 3.2. Let T s ∈ CΦ ((s,−T )× R) be a solution of the problem (3.5)
and g(t, x) ∈ CΦ ((s,−T )× R) , satisfies∫
R
g(t, x)w′(x− ξj(t))dx = −
∫
R
(T sxx(t, x) + f
′(z(t, x))T s(t, x))w′(x− ξj(t))dx
+ ξ′j(t)
∫
R
T s(t, x)w′′(x− ξj(t))dx, ∀i = 1, ..., k, s < t < −T. (3.6)
∀i = 1, ..., k, t < −T.
Then there exists a uniform constant T0 > 0 such that for any t ∈ (s,−T0], the
following estimate is valid
||T s||CΦ((s,t)×R) ≤ C||g||CΦ((s,t)×R), (3.7)
where C > 0 is a uniform constant.
Proof. We note here that the assumption (3.6) implies∫
R
T s(t, x)w′(x− ξi(t))dx = 0, ∀i = 1, ..., k, s < t < −T. (3.8)
Indeed since T s is the solution of (3.5), using w′(x − ξj(t)) for test function, we
have for any t ∈ (s,−T ]∫
R
T st w
′(x− ξj(t))dx = −
∫
R
T sxw
′′(x− ξj(t))dx +
∫
R
f ′(z(t, x))T sw′(x− ξj(t))dx
+
∫
R
g(t, x)dx.
But by (3.6) we have ∀ t ∈ (s,−T ]∫
R
g(t, x)w′(x− ξj(t))dx =
∫
R
T sx(t, x)w
′′(x − ξj(t))dx
−
∫
R
f ′(z(t, x))T s(t, x)w′(x − ξj(t))dx + ξ′j(t)
∫
R
T s(t, x)w′′(x− ξj(t))dx.
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Thus combining all above we have that∫
R
T st w
′(x− ξj(t))dx = ξ′j(t)
∫
R
T s(t, x)w′′(x− ξj(t))dx⇔
d
dt
∫
R
T sw′(x− ξj(t))dx = 0⇔
∫
R
T sw′(x− ξj(t))dx = c.
Using the fact that T s(s, x) = 0 by above equality we deduce that T s satisfies the
orthogonality condition (3.8).
Set
A
(s,t)
j =
{
(τ, x) ∈ (s, t)× R : ξ
0
j (τ) + ξ
0
j−1(τ)
2
< x <
ξ0j (τ) + ξ
0
j+1(τ)
2
}
,
with ξ00 = −∞, ξ0k+1 =∞ and
A
(s,t)
j,R =
{
(τ, x) ∈ (s, t)× R : |x− ξ0j (τ)| < R+ 1
}
.
We will prove (3.7) by contradiction. Let {si}, {ti} be sequences such that
si < ti ≤ −T0, and si ↓ −∞, ti ↓ −∞. We assume that there exists gi such that
gi satisfies (3.6) and ψi solves (3.5) with s = si, −T = ti and g = gi. Finally we
assume that ∣∣∣∣
∣∣∣∣ψiΦ
∣∣∣∣
∣∣∣∣
L∞((si,ti)×R)
= 1, (3.9)
∣∣∣∣∣∣gi
Φ
∣∣∣∣∣∣
L∞((si,ti)×R)
→ 0,
First we note that we can assume
si + 1 < ti.
Indeed let λ > 0 then the function ψi = e
λ(t−si)vi(t, x) satisfies
vt = vxx + (−λ+ f ′(z(t, x)))v + e−λ(t−si)g(t, x), in (s,−T ]× R,
v(s, x) = 0, in R. (3.10)
Let M > 0 be large enough. Set
φj(t, x) =M
(
eσ(−x+ξ
0
j+1(t)) + eσ(x−ξ
0
j−1(t))
)
,
next observe that there exists C > 0 independent of t such that
Φ(t, x) ≤ Cφj(t, x), ∀(t, x) ∈ (−∞,−1)× R. (3.11)
Now since |f ′(z(t, x)))| ≤ C0 where C0 does not depend on t, we can choose λ > 2C0
independent of t such that the function φj satisfies for any (t, x) ∈ (s,−1]× R
(φj)t − (φj)xx + (λ− f ′(z(t, x)))φj ≥ c1φj(t, x) ≥ c2MΦ(t, x) ≥ e−λ(t−si)gi(t, x),
where c1, c2 > 0 are independent of t and
M =
1
c2
∣∣∣∣∣∣gi
Φ
∣∣∣∣∣∣
L∞((si,ti)×R)
.
Thus we can use φj like barrier to obtain
|vi(t, x)| ≤ φj(t, x)⇒ |ψi(t, x)| ≤ Ceλ(t−si)Φ(t, x)
∣∣∣∣∣∣gi
Φ
∣∣∣∣∣∣
L∞((si,ti)×R)
. (3.12)
Thus by the above inequality we can choose si + 1 < ti.
To reach at contradiction we need the following assertion,
ANCIENT SOLUTIONS TO THE ALLEN-CAHN EQUATION 9
Assertion 1. Let R > 0 then we have
lim
i→∞
∣∣∣∣
∣∣∣∣ψiΦ
∣∣∣∣
∣∣∣∣
L∞(A
(si,ti)
j,R
)
= 0, for all j = 1, ...k. (3.13)
Let us first assume that (3.13) is valid. Set
µi,j :=
∣∣∣∣
∣∣∣∣ψiΦ
∣∣∣∣
∣∣∣∣
L∞(A
(si,ti)
j,R
)
−→i→∞ 0, ∀j = 1, ...k,
and let
ξj(t) + ξj−1(t)
2
≤ x ≤ ξj(t) + ξj+1(t)
2
, j = 1, ..., k,
with ξ0 = −∞ and ξk+1 =∞.
If n ≤ j − 1, then we have by our assumptions on ξn
|w(x − ξn(t)) − 1| ≤ Ce
√
2(−x+ξn−1(t)) ≤ Ce−
√
2
2 (ξj−ξj−1(t)) ≤ C√
t
.
Similarly if n ≥ j + 1
|w(x − ξn(t)) + 1| ≤ 2e
√
2(x−ξn+1(t)) ≤ C√
t
.
Moreover if we assume that |x− ξj(t)| > R+ 1, then we have that
|w(x − ξj(t))| ≥ w(R).
Combining all above for any 0 < ε <
√
2 there exists i0 ∈ N and R > 0 such that
−f ′(z(t, x)) ≥ 2− ε2, ∀t ≤ ti, x ∈ R \ ∪kj=1A(si,ti)j,R and i ≥ i0. (3.14)
Consider the function
φi,j(t, x) =M
(
eσ(−x+ξ
0
j+1(t)) + eσ(x−ξ
0
j−1(t))
)(∣∣∣∣∣∣gi
Φ
∣∣∣∣∣∣
L∞((si,ti)×R)
+ sup
1≤j≤k
µi,j
)
,
where M > 1 is large enough which does not depend on si, ti.
Let ε > 0 be such that 2 − ε2 > σ2. Then we can choose i0 such that for any
i > i0 and ∀ (t, x) ∈ ((si, ti)× R) \ ∪kj=1A(si,ti)j,R , the function φi,j(t, x) satisfies
(φi,j)t − (φi,j)xx − f ′(z(t, x))φi,j ≥ c1φi,j ≥ c2MΦ(t, x) ≥ gi(t, x), (3.15)
where the constants 0 < c2 < c1 < 1 are independent of t, M ≥ 1c2 and we have
used (3.11).
Let 0 ≤ η ≤ 1 be a smooth function in C∞0 R such that η = 1 if |x| < 1 and η = 2
if |x| > 2. Set ζ = η2( t
R
)max(ψi(t, x)− φi,j(t, x), 0).
Note that by (3.12) we can choose M > 0 such that
max(ψi(t, x) − φi,j(t, x), 0) = 0, ∀ (t, x) ∈ ∪kj=1A(si,ti)j,R ,
thus by (3.14) and (3.15) we can easily obtain
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∫ ti
si
∫
R
(ψi − φi,j)tζdxdt +
∫ ti
si
∫
R
(ψi − φi,j)xζxdxdt
+ (2− ε2)
∫ ti
si
∫
R
(ψi − φi,j)ζdxdt ≤ 0.
By the last inequality and by standard arguments we obtain
|ψi(t, x)| ≤ |φi,j(t, x)|, ∀(t, x) ∈ ((si, ti)× R) \ ∪kj=1A(si,ti)j,R , j = 1, ...k, i ≥ i0.
Thus we have
|ψi(t, x)| ≤ |φi,j(t, x)|, ∀(t, x) ∈ (si, ti)× R, j = 1, ...k.
Hence by (3.10) we can easily obtain that
1 =
∣∣∣∣
∣∣∣∣ψiΦ
∣∣∣∣
∣∣∣∣
L∞((si,ti)×R)
≤M
(∣∣∣∣∣∣gi
Φ
∣∣∣∣∣∣
L∞((si,ti)×R)
+ sup
1≤j≤k
µi,j
)
,
which is clearly a contradiction if we choose i large enough.
Proof of Assertion 1. We will prove Assertion 1 by contradiction in four steps.
Let us give first the contradict argument and some notations. We assume that
(3.13) is not valid. Then there exists j ∈ {1, ..., k} and δ > 0 such that∣∣∣∣
∣∣∣∣ψiΦ
∣∣∣∣
∣∣∣∣
L∞(A
(si,ti)
j,R
)
> δ > 0, ∀i ∈ N.
Let (ti, yi) ∈ A(si,ti)j,R such that ∣∣∣∣ψi(ti, yi)Φ(ti, yi)
∣∣∣∣ > δ. (3.16)
We observe here that by definition of Φ
Φ(ti, yi) = e
σ(−yi+ξj−1(ti)) + eσ(yi−ξj+1(ti)). (3.17)
We set y = x+ ξj(t+ ti), yi = xi + ξj(ti) and
φi(t, x) =
ψi(t+ ti, x+ xi + ξj(t+ ti))
Φ(ti, xi + ξj(ti))
.
Then φi satisfies
(φi)t = (φi)xx − ξ′j(t+ ti)(φi)x + f ′(z(t+ ti, x+ xi + ξj(t+ ti)))φi
+
gi(t+ ti, x+ xi + ξj(t+ ti))
Φ(ti, xi + ξj(ti))
, in (si − ti, 0]× R,
φi(si − ti, x) = 0, in R. (3.18)
Also set
Bti,n,j =
{
(t, x) ∈ (si − ti, 0]× R :
ξ0n(t+ ti) + ξ
0
n−1(t+ ti)
2
− ξj(t+ ti)− xi
≤ x ≤ ξ
0
n(t+ ti) + ξ
0
n+1(t+ ti)
2
− ξj(t+ ti)− xi
}
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and
BMti,n,j = Bti,n,j ∩
{
(t, x) ∈ (si − ti, 0]× R : |x+ ξj(t+ ti) + xi − ξ0n(t+ ti)| > M
}
,
where n = 1, ...., k and M > 0. We note here that |xi| < R+1, ∀ i ∈ N, |φi(0, 0)| =
|ψi(ti, yi)/Φ(ti, yi)| > δ > 0. Also in view of the proof of (3.12) and the assumption
(3.16) we can assume that
lim inf ti − si >∞.
Without loss of generality we assume that xi → x0 ∈ BR+1(0), limi→∞ ti− si =∞
(otherwise take a subsequence).
Step 1
We assert that φi → φ locally uniformly, φ(0, 0) > δ and φ satisfies
φt = φxx + f
′(w(x + x0))φ, in (−∞, 0]× R. (3.19)
Let (t, x) ∈ Bti,n,j, 1 ≤ n ≤ k. By (3.9) and (3.17) we have that
|φi(t, x)| ≤
∣∣∣∣ψi(t+ ti, x+ xi + ξj(t+ ti))Φ(ti, xi + ξj(ti))
∣∣∣∣
≤
∣∣∣∣Φ(t+ ti, x+ xi + ξj(t+ ti))Φ(ti, xi + ξj(ti))
∣∣∣∣
=
eσ(−(x+xi+ξj(t+ti))+ξn−1(t+ti)) + eσ(x+xi+ξj(t+ti)−ξn+1(t+ti))
eσ(−(xi+ξj(ti))+ξj−1(ti)) + eσ(xi+ξj(ti)−ξj+1(ti))
≤ eσ(−(x+xi+ξj(t+ti)−ξn(t+ti))−(ξn(t+ti)−ξn−1(t+ti))+xi+(ξj(ti))−ξj−1(ti))
+ eσ((x+xi+ξj(t+ti)−ξn(t+ti))+(ξn(t+ti)−ξn+1(t+ti))+xi+(ξj+1(ti))−ξj(ti))
≤ C0(β, ||h||L∞ , sup
1≤j≤k
|γj |, σ, R)
×
(
ti
t+ ti
) σ√
2
eσ|x+ξj(t+ti)−ξn(t+ti)|, ∀i ∈ N, (t, x) ∈ Bti,n,j, (3.20)
where in the last inequality we have used (2.1).
Now note here that
∪∞i=1Bti,j,j = (−∞, 0]× R.
Thus the proof of the assertion of this step is complete.
Step 2 In this step we prove the following orthogonality condition for φ∫
R
φ(t, x)w′(x+ x0)dx = 0, ∀t ∈ (−∞, 0]. (3.21)
Let t ∈ ∩∞i=i0 (si − ti, 0], for some i0 ∈ N, and
x ∈Bt,ti,n,j =
{
x ∈ R : ξ
0
n(t+ ti) + ξ
0
n−1(t+ ti)
2
− ξj(t+ ti)− xi
≤ x ≤ ξ
0
n(t+ ti) + ξ
0
n+1(t+ ti)
2
− ξj(t+ ti)− xi
}
.
By (3.20) we have that∣∣∣∣∣
∫
Bt,ti,j,j
φi(t, x)w
′(x+ xi)dx
∣∣∣∣∣ ≤ C0
∫
R
e−(
√
2−σ)|x|dx < C. (3.22)
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Let n > j, then there exists i0 such that for any i > i0 we have x > 0. Also by
(3.20), the assumptions on ξ (see Notation 2.1) and the fact that |x| < R + 1 we
have that
∣∣∣∣∣
∫
Bt,ti,n,j
φi(t, x)w
′(x+ xi)dx
∣∣∣∣∣
≤ C0
∫ ξ0n(t+ti)+ξ0n+1(t+ti)
2 −ξj(t+ti)−xi
ξ0n(t+ti)+ξ
0
n−1(t+ti)
2 −ξj(t+ti)−xi
e−
√
2x+σ|x+ξj(t+ti)−ξn(t+ti)|dx
= C0e
−√2(ξn(t+ti)−ξj(t+ti))
∫ ξ0n(t+ti)+ξ0n+1(t+ti)
2 −ξn(t+ti)−xi
ξ0n(t+ti)+ξ
0
n−1(t+ti)
2 −ξn(t+ti)−xi
e−
√
2y+σ|y|dy.
Now ∫ ξ0n(t+ti)+ξ0n+1(t+ti)
2 −ξn(t+ti)−xi
ξ0n(t+ti)+ξ
0
n−1(t+ti)
2 −ξn(t+ti)−xi
e−
√
2y+σ|y|dy
=
∫ ξ0n(t+ti)+ξ0n+1(t+ti)
2 −ξn(t+ti)−xi
0
e−
√
2y+σ|y|dy
+
∫ 0
ξ0n(t+ti)+ξ
0
n−1(t+ti)
2 −ξn(t+ti)−xi
e−
√
2y+σ|y|dy
≤ C
(
e−
√
2−σ
2 (ξ
0
n+1(t+ti)−ξ0n(t+ti)) + e
√
2+σ
2 (ξ
0
n(t+ti)−ξ0n−1(t+ti))
)
+ C1
≤ C
(
e
−
√
2−σ
2
√
2
(log(−2√2β(t+ti)) + e
√
2+σ
2
√
2
(log(−2√2β(t+ti)))
)
+ C1.
But
e−
√
2(ξn(t+ti)−ξj(t+ti)) ≤ Ce−
√
2(ξn(t+ti)−ξn−1(t+ti)) ≤ Ce− log(−2
√
2β(t+ti)).
Thus combining all above we have∣∣∣∣∣
∫
Bt,ti,n,j
φi(t, x)w
′(x+ xi)dx
∣∣∣∣∣ ≤ Ce−
(
√
2−σ)
2
√
2
log(−2√2β(t+ti)) →i→∞ 0. (3.23)
Similarly the estimate (3.23) is valid if n < j. Now note that
∫
R
φi(t, x)w
′(x + xi)dx =
∫
R
ψi(t+ ti, x+ xi + ξj(t+ ti))
Φ(ti, xi + ξj(ti))
w′(x+ xi)dx
=
1
Φ(ti, xi + ξj(ti))
∫
R
ψi(t+ ti, x)w
′(x− ξj(t+ ti))dx = 0. (3.24)
By (3.23), (3.22) and (3.24) we have that
0 =
∫
R
φi(t, x)w
′(x+ xi)dx→
∫
R
φ(t, x)w′(x+ x0)dx
and the proof of this assertion follows.
Step 3 In this step we prove the following assertion:
There exists C = C(R, σ) > 0, such that
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|φ(t, x)| ≤ Ce−σ|x|, ∀(t, x) ∈ (−∞, 0]× R. (3.25)
Now, note that if (t, x) ∈ Bti,n,j, by definition of ξ (Notation 2.1), we have
eσ|x+ξj(t+ti)−ξn(t+ti)| ≤ C0(β, ||h||L∞ , sup
1≤j≤k
|γj |, σ, R)eσ|x|.
Thus, in view of the proof of (3.20) we have that∣∣∣∣gi(t+ ti, x+ xi + ξj(t+ ti))Φ(ti, xi + ξj(ti))
∣∣∣∣ ≤ C
∣∣∣∣∣∣gi
Φ
∣∣∣∣∣∣
L∞((si,ti)×R)
eσ|x|, ∀i ∈ N.
In view of the proof of Asertion 1 we can find i0 and M > 0 such that we use
G(t, x) =M
(
e−σ|x| +
∣∣∣∣∣∣gi
Φ
∣∣∣∣∣∣
L∞((si,ti)×R)
eσ|x|
)
,
as barrier, to prove
|φi(t, x)| ≤ G(t, x), ∀(t, x) ∈ BMti,j,j ∀i ≥ i0.
And the proof of (3.25) follows if we send i→∞.
Step 4 Here we prove the assertion (3.13).
If we multiply (3.19) by φ and integrate with respect x we have by Proposition
3.3
0 =
1
2
∫
R
(φ2)tdx+
∫
R
|φx|2 − f ′(w(x))|φ|2dx
≥ 1
2
∫
R
(φ2)tdx+ c
∫
R
|φ(t, x)|2dx.
Set a(t) =
∫
R
|φ(t, x)|2dx, we have that there exists a c0 such that
a′(t) ≤ −c0a(t)⇒ a(t) > a(0)ec0|t|,
which is a contradiction since
||eσ|x|φ||L∞((−∞,−T0−t˜0)×R) < C.

The following Proposition is well known, we give a proof for the convenience of
the reader.
Proposition 3.3. Consider the Hilbert space
H = {ζ ∈ H1(R) :
∫
R
ζ(x)w′(x)dx = 0}.
Then the following inequality is valid∫
R
|ζ′(x)|2 − f ′(w(x))|ζ|2dx ≥ c
∫
R
|ζ(x)|2dx, ∀ζ ∈ H ∩ L2(R). (3.26)
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Proof. Let ζ ∈ H. Set ζ = w′φ. Then∫
R
|ζ′(x)|2 − f ′(w(x))|ζ|2dx =
∫
R
|w′′|2|φ|2dx+
∫
R
|w′|2|φ′(x)|2
+
∫
R
w′′w′(φ2)′dx−
∫
R
f ′(w(x))|w′φ|2dx
=
∫
R
|w′|2|φ′(x)|2 ≥ 0.
Thus
∫
R
|ζ′(x)|2 − f ′(w(x))|ζ|2dx = 0 if and only if ζ = cw′,
for some constant c, which implies that ζ = 0.
Now we assume that there exists a sequence {φn}∞n=1 ∈ H such that∫
R
φ2ndx = 1
and ∫
R
|φ′n(x)|2 − f ′(w(x))|φn |2dx ≤
1
n
. (3.27)
Thus φn ⇀ φ in H and φn ⇀ φ in L
2(K) for any compact subset of R. Which
implies
0 =
∫
R
φn(x)w
′dx→
∫
R
φw′dx = 0,
φ ∈ H and ∫
R
|φ′(x)|2 − f ′(w(x))|φ|2dx = 0.
Thus φ = 0.
But by (3.27) we have
2 = 2
∫
R
|φ|2dx ≤ 3
∫
R
(1− w2)|φ|2dx,
which implies that φ 6= 0, which is clearly a contradiction

3.2. The problem (3.5) with g(t, x) = h(t, x) −∑kj=1 ci(t)w′(x − ξj(t)). In this
subsection, we study the following problem.
ψt = ψxx + f
′(z(t, x))ψ + h(t, x)−
k∑
j=1
ci(t)w
′(x− ξj(t)), in (s,−T0]× R,
ψ(s, x) = 0, in R, (3.28)
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where h ∈ CΦ((s,−T )×R) and ci(t) satisfies the following (nearly diagonal) system
k∑
i=1
ci(t)
∫
R
w′(x− ξi(t))w′(x− ξj(t))dx
=
∫
R
(ψxx(t, x)w
′(x− ξj(t)) + f ′(z(t, x)ψ(t, x)) dx
− ξ′j(t)
∫
R
ψ(t, x)w′′(x − ξj(t))dx
+
∫
R
h(t, x)w′(x − ξj(t))dx, ∀i = 1, ..., k, t < −T. (3.29)
We note here that if ψ is a solution of (3.28) and ci(t) satisfies the above system
then g(t, x) = h(t, x) −∑kj=1 ci(t)w′(x − ξj(t)) satisfies (3.6). Thus in view of the
proof of (3.8) we have that ψ satisfies the orthogonality conditions
∫
R
ψ(t, x)w′(x − ξi(t))dx = 0, ∀i = 1, ..., k, s < t < −T0.
The main result of this subsection is the following
Lemma 3.4. Let h ∈ CΦ((s,−T )× R). Then there exist a uniform constant T0 ≥
T > 0, and a unique solution T s of the problem (3.28).
Furthermore, we have that T s satisfies the orthogonality conditions (2.5), ∀s <
t < −T0, and the following estimate
||T s||CΦ((s,t)×R) ≤ C||h||CΦ((s,t)×R), (3.30)
where C > 0 is a uniform constant.
To prove the above Lemma we need the following result.
Lemma 3.5. Let T > 0 big enough, h ∈ CΦ((s,−T ) and ψ ∈ CΦ((s,−T )×R). Then
there exist ci(t), i = 1, ..., k such that the nearly diagonal system (3.29) holds.
Furthermore the following estimates for ci are valid, for some constant C > 0
that does not depends on T, s, t, ψ, f
|ci(t)| ≤ C
((
1
|t|
)1+ σ
2
√
2
∣∣∣∣
∣∣∣∣ψΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
+
(
1
|t|
) σ√
2
∣∣∣∣
∣∣∣∣ hΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
)
,
∀ t ∈ [s,−T ], ∀ i = 1, ..., k,
∣∣∣∣ci(t)w′(x − ξi(t))Φ(t, x)
∣∣∣∣ ≤ C
((
1
|t|
)1− σ
2
√
2
∣∣∣∣
∣∣∣∣ψΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
+
∣∣∣∣
∣∣∣∣ hΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
)
,
∀ t ∈ [s,−T ], ∀ i = 1, ..., k.
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Proof. For i < j, we have
∫
R
w′(x− ξi(t))w′(x− ξj(t))dx =
∫
R
w′(x+ (ξj(t)− ξi(t)))w′(x)dx
= C
∫
R
(
1
e
√
2
2 (x−(ξj(t)−ξi(t))) + e
√
2
2 (−x+(ξj(t)−ξi(t)))
)2(
1
e
√
2
2 x + e−
√
2
2 x
)2
dx
= C
1
e
√
2(ξj(t)−ξi(t))
∫
R
(
1
e
√
2
2 (x−2(ξj(t)−ξi(t))) + e−
√
2
2 x
)2(
1
e
√
2
2 x + e−
√
2
2 x
)2
dx
= C
1
e
√
2(ξj(t)−ξi(t))
∫
R
F (t, x)dx,
where
F (t, x) =
(
1
e
√
2
2 (x−2(ξj(t)−ξi(t))) + e−
√
2
2 x
)2(
1
e
√
2
2 x + e−
√
2
2 x
)2
.
Now
∫ ∞
2(ξj(t)−ξi(t))
F (t, x)dx < C,
∫ 0
−∞
F (t, x)dx < C,
∫ 2(ξj(t)−ξi(t))
0
F (t, x)dx ≤ C((ξj(t)− ξi(t)) + 1),
where the constant C > 0 does not depend on t.
Thus we can easily obtain
∫
R
w′(x − ξi(t))w′(x − ξj(t))dx ≤ C | log |t||
t
, ∀i 6= j, i, j = 1, ...k,
where in the above inequality we have used the assumptions on ”ξj” see (Notation
2.1). Thus the system is nearly diagonal and we can solve it for T big enough.
Also we have
∫ ∞
−∞
Φ(t, x)dx =
k∑
j=1
∫ ξ0j (t)+ξ0j+1(t)
2
ξ0
j
(t)+ξ0
j−1(t)
2
eσ(−x+ξ
0
j−1(t)) + eσ(x−ξ
0
j+1(t))dx
≤ C
(
1
|t|
) σ
2
√
2
, (3.31)
where ξ00 = −∞, ξ0k+1 =∞.
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∣∣∣∣
∫
R
(ψxx + f
′(z(t, x))ψ)w′(x− ξj(t))dx
∣∣∣∣
=
∣∣∣∣
∫
R
(f ′(w(x − ξj(t)))− f ′(z(t, x)))ψ(t, x)w′(x− ξj(t))dx
∣∣∣∣
=
∣∣∣∣
∫
R
(f ′(w(x)) − f ′(z(t, x+ ξj(t))))ψ(t, x+ ξj(t))w′(x)dx
∣∣∣∣
≤ C
∣∣∣∣
∣∣∣∣ψΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
×
∫
R
|(−1)j+1w(x) − z(t, x+ ξj(t))|Φ(t, x + ξj(t))w′(x)dx
≤ C
∣∣∣∣
∣∣∣∣ψΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
1
|t|
∫
R
Φ(t, x+ ξj(t))dx
≤ C
∣∣∣∣
∣∣∣∣ψΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
(
1
|t|
)1+ σ
2
√
2
. (3.32)
In the last inequality we have used the fact that, if i > j, then
|w(x+ ξj − ξi) + 1|w′(x) ≤ C 1
e
√
2(ξj(t)−ξi(t))
.
Similarly we have that∣∣∣∣ξ′j(t)
∫
R
ψ(t, x)w′′(x− ξj(t))dx
∣∣∣∣ ≤ C
∣∣∣∣
∣∣∣∣ψΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
(
1
|t|
)1+ σ
2
√
2
, (3.33)
∣∣∣∣
∫
R
h(t, x)w′(x− ξj(t))dx
∣∣∣∣ ≤ C
∣∣∣∣
∣∣∣∣ hΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
(
1
|t|
) σ√
2
.
Thus, by the above inequalities we have
|ci(t)| ≤ C
∣∣∣∣
∣∣∣∣ψΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
(
1
|t|
)1+ σ
2
√
2
, ∀ i = 1, ..., k.
Now if
ξ0i−1(t)+ξ
0
i (t)
2 ≤ x ≤
ξ0i+1(t)+ξ
0
i (t)
2 , we have∣∣∣∣ci(t)w′(x − ξi(t))Φ(t, x)
∣∣∣∣
≤ C|t| σ√2
((
1
|t|
)1+ σ
2
√
2
∣∣∣∣
∣∣∣∣ψΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
+
(
1
|t|
) σ√
2
∣∣∣∣
∣∣∣∣ hΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
)
≤ C
((
1
|t|
)1− σ
2
√
2
∣∣∣∣
∣∣∣∣ψΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
+
∣∣∣∣
∣∣∣∣ hΦ
∣∣∣∣
∣∣∣∣
L∞((s,−T )×R)
)
. (3.34)
Combining all above the proof of Lemma is complete.

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Proof of Lemma 3.4. First we recall that
k∑
i=1
ci(t)
∫
R
w′(x− ξi(t))w′(x− ξj(t))dx
=
∫
R
(ψxx(t, x)w
′(x− ξj(t)) + f ′(z(t, x)ψ(t, x))ψdx
− ξ′j(t)
∫
R
ψ(t, x)w′′(x − ξj(t))dx
+
∫
R
h(t, x)w′(x − ξj(t))dx, ∀i = 1, ..., k, t < −T.
We will prove that there exists a unique solution of the problem (3.28) by using
a fix point argument.
Let
Xs = {ψ : ||ψ||CΦ((s,s+1)×R) <∞}.
We consider the operator As : Xs → Xs given by
As(ψ) = T s(h− C(ψ)),
where T s(g) denotes the solution to (3.5) and C(ψ) =
∑k
j=1 ci(t)w
′(x− ξj(t)). Also
by standard parabolic estimates we have
||As(ψ)||CΦ((s,s+1)×R) ≤ C0
(||h− C(ψ)||CΦ((s,s+1)×R)) , (3.35)
for some uniform constant C0 > 0. We will show that the map A
s defines a con-
traction mappping and we will apply the fixed point theorem to it. To this end, set
c = C0||h||CΦ((s,−T )×R) and
Xsc = {ψ : ||ψ||CΦ((s,s+1)×R) < 2c},
where constant C0 taken from (3.35), for C(T, s) = C(s+ 1, s). We note here that
by standard parabolic theory, the constant C(T, s) = C0|(−T − s)|.
We claim that As(Xsc ) ⊂ Xsc , indeed by inequality (3.35) we have
||As(ψ)||CΦ((s,s+1)×R) ≤ C0
(||h− C(ψ)||CΦ((s,s+1)×R))
≤ C0
(||h||CΦ((s,−T )×R) + ||C(ψ)||CΦ((s,s+1)×R))
≤ C0√|s+ 1|
(||ψ||CΦ((s,s+1)×R))+ c
≤ c+ c,
where in the above inequalities we have used Lemma 3.5 and we have chosen |s|
big enough. Next we show that As defines a contraction map. Indeed, since C(ψ)
is linear in ψ we have
||As(ψ1)−As(ψ2)||CΦ((s,s+1)×R)
≤ ||C(ψ1)− C(ψ2)||CΦ((s,s+1)×R) = ||C(ψ1 − ψ2)||CΦ((s,s+1)×R)
≤ C√|s+ 1| ||(ψ1 − ψ2)||CΦ((s,s+1)×R)
≤ 1
2
||(ψ1 − ψ2)||CΦ((s,s+1)×R).
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Combining all above, we have by fixed point theorem that there exists a ψs ∈ Xs
so that As(ψs) = ψs, meaning that the equation (3.28) has a solution ψs, for
−T = s+ 1.
We claim that ψs(t, x) can be extended to a solution on (s,−T0]×R, still satisfies
the orthogonality condition (2.5) and the a priori estimate. To this end, assume
that our solution ψs(t, ·) exists for s ≤ t ≤ −T, where T > T0 is the maximal time
of the existence. Since ψs satisfies the orthogonality condition (2.5), we have by
(3.7)
||ψs||CΦ((s,−T )×R) ≤ C||h− C(ψ)||CΦ((s,−T )×R).
Thus if we choose T0 big enough, we have by Lemma 3.5 that
||ψs||CΦ((s,−T )×R) ≤ C||h||CΦ((s,−T )×R) ≤ C||h||CΦ((s,−T0)×R).
It follows that ψs can be extended past time −T, unless T = T0. Moreover, (3.30)
is satisfied as well and ψs also satisfies the orthogonality condition. ✷
Proof of Proposition 3.1 Take a sequence sj → −∞ and ψj = ψsj where ψsj
is the function (3.28) with s = sj . Then by (3.7), we can find a subsequence {ψj}
and ψ such that ψj → ψ locally uniformly in (−∞,−T0)× R.
Using (3.7) and standard parabolic theory we have that ψ is a solution of (3.28)
and satisfies (3.4). The proof is concluded.
4. The nonlinear problem
Going back to the nonlinear problem, function ψ is a solution of (2.4) if and only
if ψ ∈ CΦ((−∞,−T0)× R) solves the fixed point problem
ψ = B(ψ), (4.36)
where
B(ψ) := A(E(ψ))
and A is the operator in Proposition 3.1.
Let T0 > 1, we define
Λ = {h ∈ C1(−∞,−T0] : sup
t≤−T0
|h(t)|+ sup
t≤−T0
|t||h′(t)| < 1}
and
||h||Λ = sup
t≤−T0
(|h(t)|) + sup
t≤−T0
(|t||h′(t)|).
The main goal in this section is to prove the following Proposition.
Proposition 4.1. Let σ <
√
2 and ν =
√
2−σ
2
√
2
. There exists number T0 > 0,
depending only on σ such that for any given functions h in Λ, there is a solution ψ =
Ψ(h) of (4.36), with respect ξ = ξ0 + h. The solution ψ satisfies the orthogonality
conditions (2.9)-(2.10). Moreover, the following estimate holds
||Ψ(h1)−Ψ(h2)||CΦ((−∞,−T0)×R) ≤
C
T ν0
||h1 − h2||Λ, (4.37)
where C is a universal constant.
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To prove Proposition 4.1 we need to prove some lemmas first.
Set
XT0 = {ψ : ||ψ||CΦ((−∞,−T0)×R) < 2
C0
T ν0
},
for some fixed constant C0.
We denote by N(ψ, h) the function N(ψ) in (3.2) with respect ψ and ξ = ξ0+h.
Also we denote by zi the respective function in (2.3) with respect ξ = ξi = ξ
0 + hi,
i = 1, 2.
Lemma 4.2. Let h1, h2 ∈ Λ and ψ1, ψ2 ∈ XT0 . Then there exists a constant
C = C(C0) such that
||N(ψ1, h1)−N(ψ2, h2)||CΦ((−∞,−T0)×R)
≤ C
T ν0
(||ψ1 − ψ2||CΦ((−∞,−T0)×R) + ||h1 − h2||Λ) .
Proof. First we will prove that there exists constant C > 0 which depends only on
C0 such that
||N(ψ1, h1)−N(ψ2, h1)||CΦ((−∞,−T0)×R) ≤
C
T ν0
||ψ1 − ψ2||CΦ((−∞,−T0)×R). (4.38)
By straightforward calculation we can easily show that
|N(ψ1, h1)−N(ψ2, h1)| ≤ C
T ν0
|ψ1 − ψ2|(Φ + Φ2),
where the constant C depend on C0 and the proof of (4.38) follows.
Now we will prove that
||N(ψ2, h1)−N(ψ2, h2)||CΦ((−∞,−T0)×R) ≤ C||h1 − h2||Λ. (4.39)
where the constant C depends on C0.
By straightforward calculations we have
|N(ψ2, h1)−N(ψ2, h2)| = | − (z1 + ψ2)3 + z31 + 3z21ψ2 + (z2 + ψ2)3 − z32 | − 3z22ψ2
≤ C
T ν0
|h1 − h2|Φ2, (4.40)
which implies (4.39). By (4.38) and (4.39) the result follows. 
We denote by E(ψ, h) the function N(ψ) in (3.2) with respect ψ and ξ = ξ0+h.
Lemma 4.3. Let h1, h2 ∈ Λ. Then there exists constant C = C(C0) such that
||E(h1)− E(h2)||CΦ((−∞,−T0)×R) ≤
C
T ν0
||h1 − h2||Λ. (4.41)
Proof. Set ξ = ξ0 + h1, ζ = ξ
0 + h2. Let
ξ0j (t) + ξ
0
j−1(t)
2
≤ x ≤ ξ
0
j (t) + ξ
0
j+1(t)
2
, j = 1, ..., k,
with ξ00 = −∞ and ξ0k+1 =∞. Note here that, there exists µ ∈ [−1, 1] such that
|w(x − ξj−1(t))− w(x − ζj−1(t))| ≤ C|h1 − h2||w′(x− ξ0j−1(t) + µ)|
≤ C|h1 − h2||w′(x− ξ0j−1(t))|.
ANCIENT SOLUTIONS TO THE ALLEN-CAHN EQUATION 21
Thus in view of the proof of Lemma 2.2 and the above inequality we have
|f(z1(t, x)) −
k∑
j=1
(−1)j+1f(w(x − ξj))− f(z2(t, x)) +
k∑
j=1
(−1)j+1f(w(x − ζj))
≤ C|h1 − h2||w′(x− ξ0j−1(t))|.
Also, we can easily show that
|
k∑
j=1
(−1)j+1w′(x− ξj(t))ξ′j(t)−
k∑
j=1
(−1)j+1w′(x− ζj(t))ζ′(t)| ≤ C
t
||h1 − h2||Λ.
But for any
ξ0j (t) + ξ
0
j−1(t)
2
≤ x ≤ ξ
0
j (t) + ξ
0
j+1(t)
2
, j = 1, ..., k,
we have
1
Φ
≤ C|t| σ√2
and
1
Φ
|w′(x− ξ0j−1(t))| ≤ C|t|−ν .
Combining all above we have the desired result. 
Lemma 4.4. Let h1, h2 ∈ Λ, ψ1, ψ2, ψ ∈ X. Also let C(ψ, h, t) = (c1(t), ..., ck(t))
satisfy
k∑
i=1
ci(t)
∫
R
w′(x− ξi(t))w′(x− ξj(t))dx
=
∫
R
(−f ′(w(x − ξj)) + f ′(z(t, x)))ψ(t, x)w′(x− ξj(t))dx
− ξ′j(t)
∫
R
ψ(t, x)w′′(x − ξj(t))dx
+
∫
R
(E(h) +N(ψ, h))w′(x − ξj(t))dx, ∀j = 1, ..., k, t < −T.
with respect ψ and ξ = ξ0 + h. Then
|C(ψ1, h1, t)−C(ψ2, h2, t)| ≤ C|t|1+ σ2√2
||ψ1−ψ2||CΦ((−∞,−T0)×R)+
C
|t|ν+ σ√2
||h1−h2||Λ,
(4.42)
for some positive constant C0 which depend only on C0.
Proof. For the proof of Lemma, we do very similar calculations like in Lemmas 3.5,
4.2, 4.3 and we omit it. 
Proof of Proposition 4.1 a) We consider the operator B : CΦ((−∞,−T0)×R)→
CΦ((−∞,−T0)×R), where B(ψ) denotes the solution to (4.36). We will show that
the map B defines a contraction mapping and we will apply the fixed point theorem
to it. First we note by Lemma 2.2 and Proposition 3.1 that
||B(0)||CΦ((−∞,−T0)×R) ≤
C0
T ν0
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and by Proposition 3.1 and Lemma 3.4
||B(ψ1)− B(ψ2)||CΦ((−∞,−T0)×R)
≤ C
T ν0
(||ψ1 − ψ2||CΦ((−∞,−T0)×R)) ,
providing
||ψi||CΦ((−∞,−T0)×R) ≤ 2
C0
T ν0
.
Thus if we choose T0 big enough we can apply the fix point theorem in
XT0 = {ψ : ||ψ||CΦ((−∞,−T0)×R) < 2
C0
T ν0
},
to obtain that there exists ψ such that B(ψ) = ψ.
b) For simplicity we set ψ1 = Ψ(h1) and ψ
2 = Ψ(h2). The estimate will be
obtained by applying the estimate (3.7). However, because each ψi satisfies the
orthogonality conditions (2.5) with ξ(t) = ξi(t) := ξ0(t) + hi(t), the difference
ψ1−ψ2 doesn’t satisfy an exact orthogonality condition. To overcome this technical
difficulty we will consider instead the difference Y := ψ1 − ψ2, where
ψ
2
= ψ2 −
k∑
i=1
λi(t)w
′(x− ξ1i ),
with
k∑
i=1
λi(t)
∫
R
w′(x − ξ1i (t))w′(x− ξ1j (t))dx =
∫
R
ψ2(t, x)w′(x− ξ1j (t))dx,
j = 1, ..., k. Clearly, Y satisfies the orthogonality conditions (2.5) with ξ(t) = ξ1(t).
Denote by Lit the operator
Litψ
i = ψit − ψixx + f ′(zi(t, x))ψi.
By Lemmas 4.2, 4.3 and 4.4 and the fact that
w′(x− ξ1i )
Φ
≤ C|t| σ√2 , ∀ k = 1, ...k
we can easily prove
||Y ||CΦ((−∞,−T0)×R) ≤
C
T ν0
(||ψ1 − ψ2||CΦ((−∞,−T0)×R) + ||h1 − h2||Λ)
+ C
(
k∑
i=1
sup
t∈(−∞,−T0)
|t| σ√2 |λi(t)|
)
. (4.43)
Now, by orthogonality conditions (2.5) and (3.31), we have∣∣∣∣
∫
R
ψ2(t, x)w′(x− ξ1j (t))dx
∣∣∣∣ =
∣∣∣∣
∫
R
ψ2(t, x)(w′(x − ξ1j (t))− w′(x− ξ2j (t)))dx
∣∣∣∣
≤ C
T ν0
|t|− σ√2 ||h1 − h2||Λ. (4.44)
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Now ∣∣∣∣∣d
∫
R
ψ2(t, x)w′(x− ξ1j (t))dx
dt
∣∣∣∣∣
=
∣∣∣∣∣d
∫
R
ψ2(t, x)(w′(x− ξ1j (t))− w′(x− ξ2j (t)))dx
dt
∣∣∣∣∣ . (4.45)
But ∫
R
ψ2t (t, x)(w
′(x− ξ1j (t)) − w′(x− ξ2j (t)))dx
= −
∫
R
ψ2xx(t, x)(w
′(x− ξ1j (t))− w′(x− ξ2j (t)))dx
+
∫
R
L2tψ
2(w′(x− ξ1j (t))− w′(x− ξ2j (t)))dx
−
∫
R
f ′(z2(t, x))ψ2(t, x)(w′(x− ξ1j (t))− w′(x− ξ2j (t)))dx
=
∫
R
ψ2(t, x)(w′′′(x− ξ1j (t))− w′′′(x− ξ2j (t)))dx
+
∫
R
L2tψ
2(w′(x− ξ1j (t))− w′(x− ξ2j (t)))dx
−
∫
R
f ′(z2(t, x))ψ2(t, x)(w′(x− ξ1j (t))− w′(x− ξ2j (t)))dx.
By the fix point argument in a) we have that∣∣∣∣
∫
R
ψ2t (t, x)(w
′(x− ξ1j (t)) − w′(x− ξ2j (t)))dx
∣∣∣∣ ≤ CT ν0 |t|−
σ√
2 ||h1 − h2||Λ. (4.46)
By (4.44), (4.45), (4.46) and definitions of λi we have that
|λi(t)| + |λ′i(t)| ≤
C
T ν0
|t|− σ√2 ||h1 − h2||Λ.
Combining all above we have that
||Y ||C0Φ((−∞,−T0)×R) ≤
C
T ν0
||ψ1 − ψ2||CΦ((−∞,−T0)×R) + C||h1 − h2||Λ.
But
||ψ1 − ψ2||CΦ((−∞,−T0)×R) ≤ ||Y ||CΦ((−∞,−T0)×R) + C
(
k∑
i=1
sup
t∈(−∞,−T0)
|t| σ√2 |λi(t)|
)
≤ C
T ν0
||ψ1 − ψ2||CΦ((−∞,−T0)×R) +
C
T ν0
||h1 − h2||Λ
and the proof of inequality (4.37) follows if we choose T0 big enough. ✷
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5. the choice of ξi
Let T0 big enough,
√
2
2 < σ <
√
2 and ψ ∈ CΦ((−∞,−T0) × R) be the solution
of the problem (2.4). We want to find ξi such that
0 =
∫
R
(−f ′(w(x − ξj(t))) + f ′(z(t, x)))ψ(t, x)w′(x − ξj(t))dx
− ξ′j(t)
∫
R
ψ(t, x)w′′(x − ξj(t))dx
+
∫
R
(E +N(ψ))w′(x − ξj(t))dx, ∀j = 1, ..., k, t < −T,
where
E =
k∑
j=1
(−1)j+1w(x − ξj(t))ξ′j + f(z(t, x))−
k∑
j=1
(−1)j+1f(w(x − ξj(t))),
N(ψ) = f(ψ(t, x) + z(t, x))− f(z(t, x))− f ′(z(t, x))ψ.
First we study the error term E. Let 1 < j < k, then we have that∫
R
(
f(z(t, x))−
k∑
i=1
(−1)i+1f(w(x− ξi(t)))
)
w′(x− ξj(t))dx
=
∫
R
(
f(z(t, x+ ξj(t)))−
k∑
i=1
(−1)i+1f(w(x+ ξj(t)− ξi(t)))
)
w′(x)dx.
For simplicity we assume that i is even. Set
g =
j−2∑
i=1
(−1)i+1 (w(x + ξj(t)− ξi(t)) − 1)
+
k∑
i=j+2
(−1)i+1 (w(x + ξj(t)− ξi(t)) + 1) ,
g1 = w(x + ξj − ξj−1)− 1
and
g2 = w(x + ξj − ξj+1) + 1.
Using the fact that
∫
R
f(w(x))w′(x)dx = 0, we have∫
R
f(z(t, x− ξj(t))w′(x)dx
=
∫
R
(g + g1 − w(x) + g2))
(
1− (g + g1 + g2 − w(x))2
)
w′(x)dx
=
∫
R
(
g1 + g2 − 3w2(x)g1 − 3w2(x)g2 + 3w(x)g21 + 3w(x)g22 − g31 − g32
)
w′(x)dx
+
∫
R
F0(t, x)w
′(x)dx, (5.1)
where
F0(t, x) = O(g) +O(g1g2).
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We note that ∫
R
|g|w′(x)dx ≤C
k∑
i=1, i6=j−1,j,j+1
e−σ|ξi(t)−ξj(t)|,
∫
R
|g1g2|w′(x)dx ≤Ce−
√
2|ξj+1(t)−ξj−1(t)|.
Let F1(t, x) =
∑k
i=1, i6=j−1,j,j+1 f(w(x+ ξi(t)− ξj(t))), then
∫
R
(
k∑
i=1
(−1)j+1f(w(x + ξj(t)− ξi(t)))
)
w′(x)dx
=
∫
R
(f(g1 + 1) + f(g2 − 1))w′(x)dx +
∫
R
F1(t, x)w
′(x)dx
=
∫
R
(−2g1 − 3g21 − g31 − 2g2 + 3g22 − g32)w′(x)dx +
∫
R
F1(t, x)w
′(x)dx. (5.2)
Also we have that∫
R
|F1(t, x)|w′(x)dx ≤ C
k∑
i=1, i6=j−1,j,j+1
e−σ|ξi(t)−ξj(t)|.
By (5.1), (5.2) we have
∫
R
(
f(z(t, x− ξj(t)))−
k∑
i=1
(−1)i+1f(w(x + ξj(t)− ξi(t)))
)
w′(x)dx
= 3
∫
R
(g1 + g2)(1 − w2(x))w′(x)dx + 3
∫
R
g21(1 + w(x))w
′(x)dx
+ 3
∫
R
g22(w(x) − 1)w′(x)dx +
∫
R
F0(t, x)w
′(x)dx −
∫
R
F1(t, x)w
′(x)dx
and ∫
R
g1(1− w2(x))w′(x)dx
=
∫
R
−2e−
√
2
2 (x+ξj−ξj−1)
e
√
2
2 (x+ξj−ξj−1) + e−
√
2
2 (x+ξj−ξj−1)
(1 − w2(x))w′(x)dx
= −2e−
√
2(ξj−ξj−1)
∫
R
1
e
√
2x + e−
√
2(ξj−ξj−1)
(1− w2(x))w′(x)dx
= −2e−
√
2(ξj−ξj−1)
∫
R
e−
√
2x(1− w2(x))w′(x)dx
− 2e−
√
2(ξj−ξj−1)
∫
R
(
1
e
√
2x + e−
√
2(ξj−ξj−1)
− e−
√
2x
)
(1− w2(x))w′(x)dx
= −2e−
√
2(ξj−ξj−1)
×
(∫
R
e−
√
2x(1− w2(x))w′(x)dx +
∫
R
F2(t, x)(1 − w2(x))w′(x)dx
)
.
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Now ∣∣∣∣
∫
R
F2(t, x)(1 − w2(x))w′(x)dx
∣∣∣∣
= e−
√
2(ξj−ξj−1)
∫
R
1
e
√
2x
(
e
√
2x + e−
√
2(ξj−ξj−1)
)(1 − w2(x))w′(x)dx
≤ C(ξj − ξj−1)e−
√
2(ξj−ξj−1).
Similarly for g2 we have∫
R
g2(1− w2(x))w′(x)dx = 2e−
√
2(ξj−ξj−1)
×
(∫
R
e−
√
2x(1− w2(x))w′(x)dx +
∫
R
F3(t, x)(1 − w2(x))w′(x)dx
)
,
where ∣∣∣∣
∫
R
F3(t, x)(1 − w2(x))w′(x)dx
∣∣∣∣
≤ C(ξj+1 − ξj)e−
√
2(ξj+1−ξj).
Now ∫
R
g21(1 + w(x))w
′(x)dx
≤ Ce−2
√
2(ξj−ξj−1)
∫
R
1
e2
√
2x + e−2
√
2(ξj−ξj−1)
(1 + w(x))w′(x)dx.
But ∫
R
1
e2
√
2x + e−2
√
2(ξj−ξj−1)
(1 + w(x))w′(x)dx
=
∫ −ξj−ξj−1
−∞
1
e2
√
2x + e−2
√
2(ξj−ξj−1)
(1 + w(x))w′(x)dx
+
∫ 0
−ξj−ξj−1
1
e2
√
2x + e−2
√
2(ξj−ξj−1)
(1 + w(x))w′(x)dx
+
∫ ∞
0
1
e2
√
2x + e−2
√
2(ξj−ξj−1)
(1 + w(x))w′(x)dx
≤ C((ξj − ξj−1) + 1).
Thus we have ∫
R
g21(1 + w(x))w
′(x)dx ≤ C(ξj − ξj−1)e−2
√
2(ξj−ξj−1).
Similarly ∫
R
g22(1 − w(x))w′(x)dx ≤ C(ξj+1 − ξj)e−2
√
2(ξj+1−ξj).
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By assumptions on ψ we have∫
R
|N(ψ)|w′(x − ξj(t))dx
≤ C
∫
R
Φ2(t, x)w′(x− ξj(t))dx = C
∫
R
Φ2(t, x+ ξj(t))w
′(x)dx
≤ C
k∑
i=1
∫ ξ0i (t)+ξ0i+1(t)
2 −ξj(t)
ξ0
i
(t)+ξ0
i−1(t)
2 −ξj(t)
(
e2σ(−x−ξj(t)+ξ
0
i−1) + e2σ(x+ξj(t)−ξ
0
i+1)
)
w′(x)dx.
Now note that
∫ ξ0j (t)+ξ0j+1(t)
2 −ξj(t)
ξ0
j
(t)+ξ0
j−1(t)
2 −ξj(t)
e2σ(x+ξj(t)−ξ
0
j+1)w′(x)dx ≤ Ce(−σ−
√
2
2 )(ξj+1−ξj(t)).
Thus we can easily prove that∫
R
|N(ψ)|w′(x− ξj(t))dx ≤ C
k∑
i=1, i6=j
e(−σ−
√
2)|ξi(t)−ξj(t)|.
Also we have
k∑
i=1
(−1)j+1ξ′i
∫
R
w′(x− ξi(t))w′(x− ξj(t))dx = −ξ′j(t)
∫
R
|w′(x)|2dx+ F4(t),
where
|F4(t)| ≤ C
k∑
i=1, i6=j
|ξ′i|e−σ|ξi−ξj |.
Finally∣∣∣∣ξ′j(t)
∫
R
ψ(t, x)w′′(x − ξj(t))dx
∣∣∣∣ ≤ C|ξ′j(t)|
∫
R
Φ(t, x+ ξj(t))w
′′(x)dx
≤ C|ξ′j(t)|
(
e(−
σ
2−
√
2)|ξj+1(t)−ξj(t)| + e(−
σ
2−
√
2)|ξj−1(t)−ξj(t)|
)
.
Similarly for j = 1, ..., k, we can reach at the respective ODE, for ξ = (ξ1, ..., ξk)
1
β
ξ′j − e−
√
2(ξj+1−ξj) + e−
√
2(ξj−ξj−1) = Fi(ξ′, ξ), j = 1, 2, ..., k, t ∈ (0,−T0],
(5.3)
with ξk+1 =∞ and ξ0 = −∞.
We recall here that, we assume T0 > 1 and we denote by
Λ = {h ∈ C1(−∞,−T0] : sup
t≤−T0
|h(t)|+ sup
t≤−T0
|t||h′(t)| < 1}
and
||h||Λ = sup
t≤−T0
(|h(t)|) + sup
t≤−T0
(|t||h′(t)|).
We set
F (h′, h) = F (ξ′, ξ),
where ξ = ξ0+h.Working like above and Lemmas 4.44, 4.45, 4.46 and using (4.37)
we have the following result.
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Proposition 5.1. Let
√
2
2 < σ <
√
2 and h, h1, h2 ∈ Λ. Then there exists a
constant C = C(σ) such that
|F (h′, h)| ≤ C
|t| 12+ σ√2
,
and
|F (h′1, h2)− F (h′1, h2)| ≤
C
|t| 12+ σ√2
||h1 − h2||Λ.
In the rest of this section we will study the system 5.3 using some ideas from [7].
5.1. the choice of ξ0. Let k ≥ 4 be an even number. First, we want to find a
solution of the problem
1
β
ξ′j − e−
√
2(ξj+1−ξj) + e−
√
2(ξj−ξj−1) = 0, j = 1, 2, ..., k, t ∈ (0,−T0], (5.4)
with ξk+1 =∞ and ξ0 = −∞. We set
Rl(ξ) := −e−
√
2(ξj+1−ξj) + e−
√
2(ξj−ξj−1)
and
R(ξ) =


R1(ξ)
...
Rk(ξ)

 .
We want to solve the system ξ′ + βR(ξ) = 0. To do so we find first a convenient
representation of the operator R(ξ). Let us consider the auxiliary variables
v :=
[
v
vk
]
, v =


v1
...
vk−1

 ,
defined in terms of ξ as
vl = ξl+1 − ξl with l = 1, ..., k − 1, vk =
k∑
l=1
ξl
and define the operators
S(v) :=
[
S(v)
0
]
, S(v) =


S1(v1)
...
Sk−1(v1)

 ,
where Sl(v) : Rl+1(ξ)−Rl(ξ) ={ 2e−√2v1 − e√2v2 if l = 1
−e
√
2vl−1 + 2e−
√
2vl − e
√
2vl−1 if 2 ≤ l ≤ k − 2
2e−
√
2vk − e
√
2vk−1 if l = k − 1
.
Then the operators R and S are in correspondence through the formula
S(v) = BR(B−1v),
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where B is the constant, invertible k × k matrix
B =


−1 1 0 · · · 0
0 −1 1 · · · 0
...
. . .
. . .
. . .
...
0 · · · 0 −1 1
1 . . . 1 1 1


and then through the relation ξ = B−1v the system ξ′ + βR(ξ) = 0 is equivalent
to v′ + βS(v) = 0, which decouples into
v + βS(v) = 0,
v′k = 0,
where
S(v) = C


e−
√
2v1
...
e−
√
2vk−1

 , C =


2 −1 0 · · · 0
−1 2 −1 · · · 0
...
. . .
. . .
. . .
...
0 · · · −1 2 −1
0 . . . −1 2

 . (5.5)
We choose simply vk = 0 and loo for a solution v
0(t) = (v(t)0, 0) of the system,
where v0(t) has the form
v0l (t) =
1√
2
log(−2
√
2βt) + bl, (5.6)
for constants bl to be determined.
Substituting this expression into the system we find the following equations for
the numbers bl
C


e−
√
2b1
...
e−
√
2bk−1

 = 1
β


1
...
1

 .
We compute explicitly,
bl = − 1√
2
log
(
1
2β
(k − l)l
)
, l = 1, ..., k − 1.
Now we note that bl = bk−l for l = 1, .., k − 1, thus by (5.4) we have that
ξk−j+1 = −ξj , j ≤ k
2
,
and
ξj =
1√
2
(
j − k + 1
2
)
log(−2
√
2βt) + γj ,
where
−γj = γk−j+1 = 1
2
k−j∑
i=j
bi, for j ≤ k
2
.
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5.2. the solution of the problem (5.3). We keep the notations of the previous
subsection, and we write problem (5.3) in the form we consider the problem
ξ′ + βR(ξ) = F(ξ′, ξ), in (−∞,−T0].
Let ξ0 = (ξ01 , ..., ξ
0
k)
T where
ξ0j =
1√
2
(
j − k + 1
2
)
log(−2
√
2βt) + γj ,
We look for solution of the form ξ = ξ0 + h. Thus h satisfies
h′ + βDξR(ξ0)h = F(ξ0
′
+ h′, ξ0 + h) + βDξR(ξ0)h− βR(ξ0)
= E(h′, h), in (−∞,−T0].
By Proposition 5.1, we have
|E(0, 0)| ≤ C
(
1
|t|
) 1
2+
σ√
2
,
|E(h′1, h1)−E(h′1, h1)| ≤ C
(
1
t
) 1
2+
σ√
2
|h1 − h2|+ C
(
1
t
) 1
2+
σ√
2
|h′1 − h′2|. (5.7)
Also we are restricting ourselves to symmetric ξ, then h satisfies the symmetry
condition
hk−j+1 = −hj, j ≤ k
2
.
In addition this implies that the solution ψ is even with respect x and thus we have
that
Ek−j+1 = Ej , j ≤ k
2
. (5.8)
Set
v0 = Bξ0 and p = Bh.
Then we have that E(h′, h) = E(B−1h′,B−1h) = E(p′, p), and by
S(v) = BR(B−1v),
we have that
S(v0) = BR(ξ0)B−1.
Thus (5.7) is equivalent to
p′ + βDvS(v0)p = BE(p′, p) := L(p′, p), in (−∞,−T0]. (5.9)
By (5.8) we have that Lk = 0, thus writting p = (p, pk) and L = (L, Lk), the latter
system decouples as
p′ + βDvS(v0) = L(p′, p), in (−∞,−T0],
p′k = 0, (5.10)
where we have simply choose pk = 0.
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Now, by (5.6) we have
DvS(v
0) = −
√
2C


e−
√
2v1 0 · · · 0
0 e−
√
2v2 · · · 0
...
. . .
...
0 0 · · · e−
√
2vk−1


=
1
2βt
C


a1 0 · · · 0
0 a2 · · · 0
...
. . .
...
0 0 · · · ak−1

 ,
where al =
1
2β (k − l)l, l = 1, ..., k − 1, where the matrix C is given in (5.5). C is
symmetric and positive definite. Indeed, a straightforward computation yields that
its eigenvalues are explicitly given by
1,
1
2
, ...,
k − 1
k
.
We consider the symmetric, positive definite square root matrix of C and denote
it by C
1
2 . Then setting
p = C
1
2w, Q(w′, w) = C−
1
2L(C
1
2w′,C
1
2w),
we see that equation (5.10) becomes
w′ +
1
2t
Aw = Q(w′, w), (5.11)
where
A = C
1
2


a1 0 · · · 0
0 a2 · · · 0
...
. . .
...
0 0 · · · ak−1

C 12 .
In particular A has positive eigenvalues λ1, λ2, ..., λk−1. Let the orthogonal matrix
Λ such that D = ΛTAΛ, where D is the diagonal matrix such that Aii = λi, i =
1, ..., k − 1. Set now
ω = ΛTw, Γ(ω′, ω) = ΛTQ(Λω′,Λω),
we have that (5.11) becomes equivalent to
ω′ +
1
2t
Dω = Γ(ω′, ω), in(−∞,−T0). (5.12)
We will solve (5.12) by using the fix point Theorem in a suitable space with initial
data w(T0) = 0. If ω is a solution of the problem (5.12) with initial data then has
the form
ωi(t) = − 1
(−t)√λi
∫ −t0
t
(−s)
√
λiΓi(ω
′, ω)ds. (5.13)
Let A(ω) be a solution of (5.13), then Γ satisfies the same estimates in (5.7) and
we have
|A(0)| ≤ C1
(
1
T0
) σ√
2
− 12
. (5.14)
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Similarly
|t||A(0)′| ≤ C2
(
1
T0
) σ√
2
− 12
, (5.15)
if we choose t0 > 1. Thus we consider the space
X = {h ∈ C1(−∞,−t0] : ||h||Λ ≤ 2c0},
where c0 = C1 + C2 the constants in (5.14) and (5.15). Thus
|A(h1)−A(h2)| ≤ C
(
1
T0
) σ√
2
− 12
||h1 − h2||Λ,
|t||A′(h1)−A′(h2)| ≤ C||h1 − h2||Λ
(
1
T0
) σ√
2
− 12
.
Thus we have
||A(h1)−A(h2)||Λ ≤ C(σ)
(
1
T0
) σ√
2
− 12
.
The result follows by fixed point theorem if we choose T0 big enough.
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