The dynamics of a simple prey predator system is described by a system of two reactiondiffusion equations with biologically reasonable non-linearities (logistic growth of the prey, Holling type II functional response of the predator). We show that, when the local kinetics of the system is oscillatory, for a wide class of initial conditions the evolution of the system leads to the formation of a non-stationary irregular pattern corresponding to spatio-temporal chaos. The chaotic pattern first appears inside a sub-domain of the system. This sub-domain then steadily grows with time and, finally, the chaotic pattern invades the whole space, displacing the regular pattern. ]
INTRODUCTION
The issue of spatial and spatio-temporal pattern formation in biological communities is probably one of the most exciting problems in modern biology and ecology. It is one of the typical features of the dynamics of both aquatic and terrestrial populations in their natural environment. Sometimes, the reasons for the spatial heterogeneity of the species distribution are more or less obvious. Thus, the consideration of the functioning of a biological community in a fragmented habitat leads to the concept of spatially structured populations (Levin et al., 1993; Hanski and Gilpin, 1997; Hanski, 1999) . Another explanation of animal grouping can be found in the social behaviour of higher-organized species like flocks of birds, schools of fish, etc. (Okubo, 1986; Flierl et al., 1999) . However, there are a number of examples where animal aggregation cannot immediately be attributed to an apparent reason.
For instance, it is well known that the spatial horizontal distribution of plankton in the natural marine environment is highly inhomogeneous (Fasham, 1978; Mackas and Boyd, 1979; Greene et al., 1992) . The data of observations show that, on a spatial scale of dozens of kilometers and more, the plankton patchy spatial distribution is mainly controlled by the inhomogeneity of underlying hydrophysical fields like temperature and nutrients (Denman, 1976; Weber et al., 1986) . On a scale of less than one hundred meters, plankton patchiness is controlled by turbulence (Platt, 1972; Powell et al., 1975) . However, the features of the plankton heterogeneous spatial distribution are essentially different (uncorrelated with the environment) on an intermediate scale, roughly, from a hundred meters to a dozen kilometers (Powell et al., 1975; Weber et al., 1986) ; also see (Seuront et al., 1999) . This distinction is usually considered evidence of the biology's``prevailing'' against hydrodynamics on this scale (Levin, 1990; Powell, 1995) .
This problem generated a number of hypotheses about the possible origin of the spatially heterogeneous distribution of species in nature. Several possible scenarios of pattern formation were proposed; cf. Malchow (2000a) for a brief summary. Using non-linear partial differential`d iffusion-reaction'' equations as a mathematical tool (Vinogradov and Menshutkin, 1977; Okubo, 1980; Murray, 1989; Shigesada and Kawasaki, 1997) , many authors attribute the formation of spatial patterns in natural populations to well-known general mechanisms, e.g., to differential-diffusive Turing (Turing, 1952; Segel and Jackson, 1972) or differential-flow-induced (Rovinsky and Menzinger, 1992) instabilities; cf. Malchow (1996 Malchow ( , 2000b . However, these theoretical results, whatever their importance in a general theoretical context, are not directly applicable to the problem of spatial pattern formation in plankton. Actually, the formation of``dissipative'' Turing patterns is only possible under the limitation that the diffusivities of the interacting species are not equal. This is usually not the case in a planktonic system where the dispersal of species is due to turbulent mixing. Also (and this is probably more important) the patterns appearing as a result of a Turing instability are typically stationary and regular while the spatial distribution of plankton species in a real marine community is non-stationary and irregular. The impact of a differential or shear flow may be important for pattern formation in a benthic community as a result of tidal forward backward water motion (Malchow and Shigesada, 1994 ) but seems to be rather artificial concerning the pelagic plankton system. Again, the patterns appearing according to this scenario are usually highly regular which is not realistic.
Although the importance of ecological interactions for the formation of spatial patterns is widely recognized (Levin et al., 1993; Powell, 1995) , the effect of particular processes can be different in different circumstances. A number of authors propose problem-oriented approaches relating pattern formation to a specific inhomogeneity of certain ecosystem parameters (Pascual, 1993) , to particular hydrodynamical processes (Dubois, 1975; Pedley and Kessler, 1992; Malchow and Shigesada, 1994; Abraham, 1998) , or to the special choice of initial conditions (Sherratt et al., 1995) . It seems, however, that these important theoretical results do not provide a complete, satisfactory solution of the problem. Since spatiotemporal pattern formation in natural biological communities is so common, one can expect that besides the mechanisms listed above which are apparently responsible for inhomogeneous species distributions in many particular situations, there might exist a more general mechanism, not necessarily depending on particular or specific conditions. This reflection can serve as the starting point for choosing an adequate mathematical model. Such a model, which should display certain``intrinsic'' mechanisms of pattern formation, must only account for features which are common for various biological communities. The choice of thè`m ost common'' biological properties seems to be rather disputable. Here, we take the view that it is the trophical connection that is both common and strong, actually integrating different species into a community (Vinogradov, 1983) .
With these suppositions, one can conclude that the formation of spatio-temporal patterns in a biological community is, in some sense, a direct consequence of the interspecific interactions. One way to verify these ideas is to consider the dynamics of a distributed two-species prey predator model (another approach could be a host parasitoid model; cf. Comins et al. (1992) ). If the hypotheses are true, such a model, with biologically reasonable functional responses, should be capable of describing the formation of realistic irregular spatiotemporal patterns.
A widespread opinion, however, still is that a twocomponent diffusion-reaction system is too simple to provide a realistic``image'' of real processes. Examples of complex spatio-temporal behaviour of two-species systems with oscillatory local kinetics (e.g., Kopell and Howard, 1973; Murray, 1989; Ermentrout et al., 1997) are usually associated with the specific choice of finite initial conditions (Sherratt et al., 1995; Merkin et al., 1996; Davidson, 1998) . In fact, this restriction is not necessary. Recently, a non-Turing mechanism of pattern formation free from the usual constraints has been reported by . The formation of irregular spatio-temporal patterns in a prey predator model with spatially uniform system parameters appears for a wide class of initial conditions; in that sense a complex dynamics is typical for two-species systems.
In this paper we present the results of a detailed investigation of a simple prey predator mechanism. The mathematical model is formulated in Section 2. Furthermore, the local dynamics of the system is considered. Section 3 gives the results of numerical experiments for various initial conditions and provides an in situ description of the phenomenon. Section 4 contains the results of the analytical calculation of the speed of the interface separating the sub-domains occupied by different patterns. Section 5 deals with the persistence of different patterns and characteristic time scales. The spatial correlation of species variations is considered in Section 6. The paper closes with the discussion of the results in Section 7.
MAIN EQUATIONS
We consider the spatio-temporal dynamics of a relatively simple two-species prey predator community which can be described by the following one-dimensional reaction-diffusion equations (Segel and Jackson, 1972; Levin et al., 1993; Murray, 1989; Shigesada and Kawasaki, 1997) :
Here, u(x, t) and v(x, t) are the concentrations of prey and predator, respectively, x is the spatial coordinate, t is the time, and D is the diffusion coefficient. Since we are especially interested in the possibility of non-Turing pattern formation, we assume that the diffusivities are equal for both species. This is the usual case for natural plankton communities where the mixing is mainly caused by marine turbulence. The form of the functions f (u, v) and g(u, v) is determined by the local biological processes in the community. For biological reasons, they must have the following structure: f (u, v)=P(u)&E(u, v) and g(u, v)=}E(u, v)&+v. The function P(u) describes the local growth and natural mortality of the prey whereas E(u, v) describes the trophical interaction of the species, i.e., predation. The term + is the mortality rate of the predator and } the coefficient of food utilization. The particular choice of the functions P(u) and E(u, v) in Eqs. (1) and (2) may be different, depending on the type of prey population and on the type of functional response of the predator. In this paper we assume that the local growth of the prey is logistic and the predator shows type II trophical response. Then, choosing the simplest mathematical expression for E(u, v) (cf. Murray, 1989; Shigesada and Kawasaki, 1997) , we arrive at the system
:, b, h, and # are certain constants: : stands for the maximum per capita growth rate of the prey, b is the carrying capacity for the prey population, and h is the half-saturation density of the prey. The next step is to introduce dimensionless variables. Considering u~=uÂb, v~=v#Â(:b), t~=:t, x~=x(:ÂD) 1Â2 , from (3) and (4) we obtain
where H=hÂb, m=+Â:, and k=}#Â:. Thus, one can expect that certain properties of the system behaviour, e.g., the structure of the system's local phase space, may depend only on three dimensionless parameters H, m, and k. Before proceeding to the study of spatio-temporal pattern formation, the local system dynamics is considered. For notation simplicity, tildes will be omitted now. One finds by linear stability analysis that the system
possesses three stationary states, (0, 0) (total extinction), (1, 0) (extinction of the predator) and the non-trivial state (u * , v * ) (co-existence of prey and predator), where
with r=mÂk. It is readily seen that (0, 0) is a saddle point for all non-negative values of k, m, and H. The stationary state (1, 0) is either a saddle point if the co-existence state (u * , v * ) lies in the biologically reasonable positive quadrant u>0, v>0 or a stable node otherwise. The stationary co-existence (u * , v * ) can be of any type. Although the parameter space of Eq. (7) is threedimensional, the properties of the local dynamics depend mainly on H and the ratio r=mÂk, showing only a slight explicit dependence on k separately; cf. Malchow (1999, 2000) for more details. This allows one to present the results of the investigation of the system's local kinetics as a map in the parameter plane (r, H); cf. Fig. 1 . Here, domain A1 above curve 1 corresponds to the case of (u * , v * ) being a saddle point (the only attractor in phase plane (u, v) for these parameter values is the stable node (1, 0)), domain A2 between curves 1 and 3 to (u * , v * ) being a stable node, and domain A3 between curves 2 and 3 to (u * , v * ) being a stable focus. Domain A4 between curves 2 and 4 and the domain under curve 4 (cf. the right bottom corner of Fig. 1 ) correspond to an unstable focus and node, respectively, surrounded by a stable limit cycle which appears via Hopf bifurcation when crossing curve 2. Here, curves 1 and 2 are``universal,'' i.e., their positions do not depend on k, and curves 3 and 4 show only a slight dependence on k (for values k< <1 curves 3 and 4 approach curve 2, and for values k> >1 curve 3 gets close to curve 1 while curve 4 approaches axis r). Note that the oscillatory kinetics of the system becomes somewhat different when the point in the parameter plane (r, H) is moving farther away from curve 2: the limit cycle grows in size and approaches the axes u and v, and the period of the limit cycle grows significantly whereas the motion along the cycle becomes strongly non-uniform.
These results provide helpful information as to which parameter values should be chosen for numerical simulations of the full problem (5) (6). If the stable stationarỳ`c o-existence'' state in phase space (domains A2 and A3) exists, the dynamics of the system is typically reduced to the relaxation to the stable stationary spatially homogeneous state u(x, t)#u * , v(x, t)#v * . The details of the process depend on the type of the initial conditions, e.g., for a finite initial distribution of species the relaxation usually takes place after propagation of diffusive fronts (Dunbar, 1986; Murray, 1989; Petrovskii et al., 1998; Petrovskii and Malchow, 2000) . Since in this paper we are more concerned with the formation of non-stationary spatio-temporal patterns, parameter values from the domains below curve 2 are of primary interest (Sherratt et al., 1995; .
RESULTS OF COMPUTER SIMULATIONS: ORDER DISPLACED BY CHAOS
To investigate the spatio-temporal dynamics of the system, Eqs. (5) and (6) are solved numerically by a finite-difference method. We use a semi-implicit twolayer scheme. At each time step, the diffusion terms are approximated with finite differences on the upper layer and the reaction terms are taken from the lower layer. The mesh step sizes 2x and 2t are chosen sufficiently small so that the results do not show any visible dependence on the step size. Furthermore, considering various forms of the non-linearities in Eqs. (5) and (6), we tested the method by comparing the numerical results with some known analytical predictions (Dunbar, 1986; Murray, 1989, p. 279) .
The spatio-temporal dynamics of the system depends to a large extent on the choice of initial conditions. Recently, Eqs. (5) and (6) (9) and (10) in the case of``smooth'' (regular) pattern formation (top, at t=1600 for parameters k=2.0, r=0.4, H=0.3, ==10
&5 , and $=10 &2 ) and``sharp'' (chaotic) pattern formation (middle and bottom, at t=1000 and t=2000, respectively, obtained for ==2_10 &5 and $=&4_10 &2 ; other parameters are the same).
papers (Sherratt et al., 1995; Shigesada and Kawasaki, 1997; Petrovskii et al., 1998; Petrovskii and Malchow, 2000) in connection with the problem of biological invasion when the initial conditions are usually described by finite functions and the dynamics of the community consists mainly of a variety of diffusive populational fronts. In this paper we are interested in another situation. Namely, we suggest that, at the beginning of the process, both populations are spread over the whole area. In a real community, the details of the initial spatial distribution of the species can be caused by quite specific reasons. The simplest and, in some sense, most general form of the allocated initial distribution would be spatially homogeneous initial conditions. However, in this case the distribution of the species stays homogeneous forever and no spatial pattern can emerge. In order to induce a non-trivial spatio-temporal dynamics, one has to perturb the homogeneous distribution. In this paper, a few different forms of the``disturbed'' initial conditions will be considered. We begin with the constant-gradient distribution, where = and $ are certain parameters. The type of system dynamics is determined by the values of = and $. When = is small, the initial conditions (9) and (10) . The spatial distributions gradually vary in time, and the local temporal behaviour of the dynamical variables u and v follows the limit cycle of the homogeneous system .
However, for a slightly different set of parameters (e.g., if the value of the gradient exceeds a certain critical value, = = cr , where = cr may depend on $), the dynamics of the system undergoes principal changes; see Fig. 2 , middle (t=1000) and bottom (t=2000) (calculated for == 2_10 &5 and $=&4_10 &2 ; other parameters are as above). In this case, the initial distribution (9) (10) leads to the formation of a strongly irregular``sharp'' nonstationary pattern inside a sub-domain of the system (see Fig. 2 , middle). The size of the region occupied by this pattern steadily grows with time (cf. middle and bottom of Fig. 2 ) and finally irregular spatio-temporal oscillations prevail over the whole domain. The temporal behaviour of the concentrations u and v also becomes completely different. Figure 3 shows the``local'' phase plane of the system at a fixed point xÄ inside the region invaded by the irregular spatio-temporal oscillations. The trajectory fills nearly the whole domain inside the limit cycle.
The apparent irregularity of the system dynamics in the case of the formation of the``sharp'' pattern, cf. Figs. 2 (middle and bottom) and 3, gives rise to the question about the degree of this irregularity, particularly, whether this regime of the system dynamics can be classified as chaos. Along with irregularity, chaos means sensitivity to the initial conditions; i.e., the difference between perturbed and unperturbed solutions grows exponentially with time until it is of the same order as the solutions themselves. This feature was proved to be equivalent to some other properties, e.g., to the exponential decay of the autocorrelation function and to a special`f lat'' form of the power spectrum (cf. Nayfeh and Balachandran, 1995) . Furthermore, it can be quantified in terms of the (positive) dominant Lyapunov exponent. Thus, in practice a variety of methods can be applied to reveal chaos. The power spectra of he prey and predator density in model (5) (6) were analyzed in ; it was shown that the formation of such irregular spatio-temporal patterns shown in Figs. 2 and 3 corresponds to a chaotic dynamics. The strong sensitivity of the solutions of system (5) (6) to a small variation of the initial conditions in the parameter range corresponding to the formation of irregular non-stationary patterns is shown in Medvinsky et al. (2000) ; the corresponding value of the dominant Lyapunov exponent is estimated as * D $0.001>0. Further on, accounting for these results, we will refer to the``smooth'' and``sharp'' patterns as regular and chaotic ones.
A remarkable property of the system dynamics is that for each moment of time, there exist distinct boundaries or interfaces, separating the regions of chaotic and regular patterns (cf. Fig. 2 , middle and bottom). Our numerical results show that these interfaces propagate with an approximately constant speed in opposite directions, so that the size of the region with chaotic dynamics is always growing until it occupies the whole domain. The width of the front stays approximately constant. Thus, chaos arises as a result of the propagation of thè`w ave of chaos,'' i.e., the moving interface between the two regions. The phenomenon is essentially spatiotemporal: the chaos prevails over the regular pattern bỳ`d isplacing'' it. The dynamics with somewhat more general initial conditions can be even more complicated, showing a phenomenon which may be called``intermittency:'' regular and chaotic patterns alternate in space. As a particular example, we consider the following form of the initial conditions:
In this case, only slightly disturbed initial conditions (see Fig. 4 , top, for = 1 =0.07, ==1.5_10 &5 , $=&3.6_10 &2 , length L=4800; other parameters are the same as in Fig. 2 ) evolve to a spatial distribution of species where two regions with chaotic dynamics are separated by regions with regular dynamics; cf. bottom of Fig. 4 at t=800. As in the previous case, the size of the chaotic regions steadily grows so that, finally, the chaotic pattern invades the whole domain.
Since this scenario of pattern formation appears to be essentially different from those already known for twocomponent diffusion-reaction systems (Turing, 1952; Segel and Jackson, 1972; Rovinski and Menzinger, 1992; Pascual, 1993; Malchow and Shigesada, 1994; Sherratt et al., 1995) , it has to,be studied in more detail. The following questions seem to be of primary interest. First is how the speed of the moving interface depends on the problem parameters; particularly, does the interface propagation always lead to the growth of the domain occupied by the chaotic pattern? And second, what are the limits of the system stability with respect to the excitation of chaotic oscillations and is the chaotic pattern persistent? Below we give an extensive consideration of these issues, thus providing a better understanding of the phenomenon.
In order to carry out a detailed investigation, we choose another form of the species initial distribution,
where x 0 , A, and S are parameters. An advantage of the initial conditions (13) and (14) compared with (9) and (10) or (11) and (12) is that the perturbation of the species homogeneous spatial distribution is now localized and can be virtually described by two parameters: the amplitude A and the magnitude S.
The results of our computer simulations show that for this new form of the species initial distribution the dynamics of the system stays principally the same with only slight modifications. For not too small values of A and S (see Section 5 for details), the evolution of the initial conditions leads to the formation of chaotic patterns, first inside a sub-domain, determined by the position of the initial perturbation, and then, after propagation of the interface, inside the whole domain. In case of initial conditions (13) and (14), the moving front   FIG. 4 . Slightly inhomogeneous non-monotonic initial conditions (11) and (12) (top, for parameters = 1 =0.07, ==1.5_10 &5 , $=&3.6_10 &2 , and L=4800) lead to the formation of an intermittent spatial structure (bottom, at t=800). Solid line for prey, dashed for predator. Other parameters are the same as those in Fig. 2. separates a region occupied by a chaotic pattern from a region with a spatially homogeneous distribution. In order to illustrate the situation, Fig. 5 shows the spatial distribution of species u and v calculated at time t=1600 for k=2.0 , r=0.4, H=0.3, A=0.02, S=100, and x 0 =1500.
To complete this section, we want to mention that the found results do not strongly depend on the chosen FIG. 5. Spatial distribution of species (soli line for prey, dashed for predator) calculated for t=1600 for the locally disturbed homogeneous initial distribution (13) (14) for A=0.02, S=100, and x 0 =1500; other parameters are as in Fig. 2. apparent asymmetry of the initial conditions considered above, where u(x, 0) is constant and v(x, 0) is perturbed. Other forms of initial conditions, e.g., when u(x, 0) is perturbed and v(x, 0) is constant or the distribution of both species is perturbed, lead to qualitatively the same dynamics of the system.
CALCULATION OF THE SPEED OF THE INTERFACE PROPAGATION
We begin with the calculation of the speed of the moving front (interface) by numerical simulations. Generally, a sub-domain occupied by the chaotic pattern is separated from the regular pattern by two interfaces, one of them propagating to the right and the other one propagating to the left (cf. Fig. 2, middle and bottom) . Since Eqs. (5) and (6) are invariant with respect to the change x Ä &x, we have no reason to expect that the value of the speed is different for the two interfaces. Thus, it is sufficient to consider the propagation of only one of them; the analysis presented below investigates the interface propagating to the right.
To calculate the speed, first, the dependence of the front position on time has to be calculated. The determination of the front position inevitably involves a certain convention. Here we define the front position for a given time t as a position x fr where the difference between u * , corresponding to the homogeneous stationary state in front of the interface, cf. Fig. 5 , and the actual value u(x, t) for the first time reaches a preassigned value $u, i.e., |u(x fr , t)&u * | =$u. Naturally, the position of the front defined in this way depends on $u. This uncertainty is not important because we are more interested in the speed of the front than in its position. One can expect that, for sufficiently small $u, the calculated value of the speed does not depend on $u. Figure 6 (top) displays the dependence of the interface position x fr on t obtained in numerical simulations for the parameter values k=2.0, r=0.3, H=0.4 (when (u * , v * ) is an unstable focus) and $u=0.0001; the initial distribution of species is described by Eqs. (13) and (14). One can see that the moving front is clearly non-stationary (oscillating) and also its speed, if defined by the usual expression dx fr (t)Âdt, essentially depends on time. However, it seems more reasonable to define the speed w of the interface as the slope of the envelope; cf. Shigesada et al. (1986) for a similar approach. Since the envelope is apparently a straight line (except for early stages of the process, t 100 in this case), this approach leads to a constant value of the speed. For the parameters of Fig. 6 (top) it is w num =0.39\0.02. We want to mention that the value of the speed determined by this approach is robust to variations of $u in the interval 0 $u 0.01.
The oscillating advance of the interface depends on the type of the stationary point (u * , v * ). Figure 6 (bottom) shows the position of the front vs time calculated for parameters k=0.2, r=0.6 and H=0.05 when (u * , v * ) is an unstable node. In this case, the interface propagates as FIG. 6 . The position of the interface between regular and chaotic patterns vs time for the cases of (u * , v * ) being an unstable focus (top, for k=2.0, r=0.3, H=0.4) and unstable node (bottom, for k=0.2, r=0.6, H=0.05). In the first case, the speed is given by the slope of the envelope. a stationary travelling wave (if being defined for not too large values of $u) and the value of the speed is given by the slope of the plot of x fr (t). For the parameters of Fig. 6 (bottom), we obtain w num =1.21\0.05. Now we proceed to the analytical calculation of the speed of the interface. Let us mention that, in case of initial conditions (13) and (14), the chaotic spatiotemporal oscillations invade the region with a stationary homogeneous distribution of species. Thus, far in front of the interface, the solution of the problem (5) (6), (13) (14) can be written in the form of a small perturbation of the homogeneous stationary state, i.e.,
where P, Q Ä 0 for x Ä + . Substituting (15) into (5) and (6) and taking into account f (u * , v * )= g(u * , v * )=0, one obtains in linear approximation the following equations for P and Q, P t =P xx +a 11 P+a 12 Q, Q t =Q xx +a 21 P+a 22 Q,
where
where f and g~stand for the non-linear terms in Eqs. (5) and (6). Equations (16) are linear; a standard approach for constructing a solution of a linear partial differential equation is to assume that variables x and t can bè`s eparated;'' i.e., functions P and Q can be written in the form P(x, t)= p(t) , 1 (x), Q(x, t)=q(t) , 2 (x), (18) where functions p, q, , 1 , and , 2 are to be determined. Here, , 1 (x) and , 2 (x) tend to zero with increasing distance from the interface. Evidently, they must be of the same order. Thus, for simplicity, we assume that , 1 (x)= , 2 (x)=,(x). Then, substituting (18) into (16), we obtain after standard transformations (e.g., Crank, 1975 ) dp dt =(a 11 +6) p+a 12 q, dq dt =a 21 p+(a 22 +6) q
and
where 6 is a certain constant. Note that, since ,(x) must tend to zero for x Ä + , Eq. (20) has only trivial solution for 6 0. Thus, the constant 6 is positive. Denoting for convenience 6=; 2 , we obtain from Eq.
(20) that ,(x)=exp(&;x).
Therefore, far in front of the advancing interface, the perturbation of the stationary homogeneous species distribution has the form 
i.e.,
with T=a 11 +a 22 , $=a 11 a 22 &a 12 a 21 , and 2=T 2 &4$. Now, the cases of (u * , v * ) being (i) an unstable focus and (ii) an unstable node will be treated separately. For the first case 2<0, and by considering Eqs. (21) and (22), it is not readily seen that the speed of the front is determined by the real part of the eigenvalues. Since Re *=; 2 +(TÂ2), Eq. (21) take the form
v(x, t)&v * =q~(t) exp
where p~(t) and q~(t) are periodical functions. Considering the structure of Eqs. (25) (26), we arrive at the following equation for the speed of the front:
The structure of Eqs. (25) (26) is in good qualitative agreement with the numerical results, cf. Fig. 6 (top) : the periodical functions p~(t) and q~(t) correspond to oscillations at the edge of the front while the other factors describe the average advance of the interface. Thus, the spectrum of possible values of the speed depends on the unknown parameter ;. However, the spectrum (27) has a lower bound, corresponding to the value ; 0 =(TÂ2)
1Â2 . The expression for the lower bound is
In the second case, when the stationary point (u * , v * ) is an unstable node, 2>0, both eigenvalues are real and the perturbation of the homogeneous stationary solution takes the form
v(x, t)&v * =exp 
The expressions (28) and (33) provide a useful estimate of the actual value of the speed of the interface. Note that Eqs. (28) and (33) have been found analytically without any additional assumptions. To obtain these expressions, we have not referred to the particular form of parametrization, i.e., to the non-linear terms on the right-hand side of Eqs. (5) (6). Thus, these expressions have a more general meaning and can be used also for a different choice of the functions P(u) and E(u, v). Principally, Eqs. (28) and (33) give only the lower bound for the speed of the moving interface and not the exact value. In many cases (cf. Dunbar, 1986; Murray, 1989; Shigesada and Kawasaki, 1997) , the actual speed of a moving front in a reaction-diffusion system coincides with the minimal possible value. However, to the best of our knowledge, this fact has not been proved rigorously for a more or less general situation. Moreover, some recent results (Hosono, 1998) indicate that this rule may be not as strict as it is sometimes considered to be. To verify this hypothesis in our case, we compare the value calculated according to (28) or (33), depending on the type of (u * , v * ), with the value of the speed obtained in numerical simulations. For the parameters of Fig. 6 , top and bottom, we obtain w min =0.39 and w min =1.19, respectively. Thus, the theoretical prediction is in very good quantitative agreement with the results of computer experiments and one can expect that the expressions (28) and (33) provide, at least, a good estimate for the real value of the speed of the interface propagation for other value of parameters.
In conclusion for this section, it should be mentioned that the minimal value of the speed, cf. Eqs. (28) and (33), is essentially positive. That confirms our numerical result that the chaotic pattern, once it has appeared, always invades the whole domain.
HIERARCHY OF REGIMES
In the previous sections, we showed that for various initial conditions the dynamics of the system (5) (6) leads either to the formation of a regular spatio-temporal pattern or, via propagation of the``wave of chaos,'' to the formation of a chaotic pattern. In this section, we provide a more detailed analysis of the conditions for the formation of the two different patterns and consider their persistence.
To address the first of these issues, we calculate thè`e xcitation diagram.'' The type of system dynamics with initial condition (13) (14) is checked for a wide range of parameters A and S. We have found that the parameter plane (S, A) consists of three regions; see Fig. 7 (obtained  for k=2.0, r=0.3, and H=0.4) .
The initial perturbation of the stationary homogeneous spatial distribution does not lead to any pattern formation if at least one of the parameters is small FIG. 7 . A sketch of the map in the parametric (S, A) plane (semi-logarithmic) obtained for parameters k=2.0, r=0.3, and H=0.4 for the locally disturbed initial conditions (13) (14). Different domains correspond to the excitation of different regimes (see comments in the text).
enough (region B1). In this case, the homogeneous distribution is restored, the only consequence being that the values of the species densities, u and v, leave the vicinity of the steady state (u * , v * ) and approach the limit cycle. If the values of amplitude A and magnitude S are larger (region B2), then the initial perturbation leads to the excitation of a regular pattern (see Fig. 2 , top, as an (13) (14) leads to the excitation of a chaotic pattern according to the scenario described above. These results are also summarized in the diagram in Fig. 8 ; lines 1, 2, and 3 correspond to parameters from domains B1, B2, and B3, respectively. Note that, for the parameters of Fig. 7 , the value of the stationary species concentrations, u * and v * , are 0.171 and 0.473, respectively, whereas a typical value of the perturbation amplitude A leading to the excitation of a chaotic pattern is quite small: 10 &3 and less. Our numerical results show that, although particular figures can be different for a different set of parameters, the critical values of A and S remain of the same order. Thus, the limit of the system stability with respect to the excitation of chaotic oscillations is low. This fact, considered together with the results of Sections 3 and 4, leads to the conclusion that the formation of the chaotic spatiotemporal pattern is a rather typical phenomenon for a prey predator community with oscillating local dynamics.
The next point of interest is the persistence of the patterns. To investigate this problem, we run long-term numerical simulations. Our results show that the regular pattern is not self-sustainable. This regime of the system dynamics is, in fact, the process of a very slow relaxation (with a characteristic time { gl . rel . &10 5 to 10 6 ) to the spatially homogeneous temporally periodical solution. In this case the dynamics of the system is as follows. First, after a perturbation of the initial homogeneous state, the process of local relaxation takes place (transition 2 in Fig. 8 ): in each point x, the dynamical variables u and v approach the periodical solution corresponding to the limit cycle of the homogeneous system. The time scale of this process is { loc . rel . & 10 2 to 10 3 , depending on the problem parameters. However, the periodical oscillations at different positions take place with different phases. Then, the process of the``global'' relaxation begins (transition 4 in Fig. 8 ) which finally leads, after time { gl . rel . > >{ loc .rel . , to the synchronization of the local oscillations.
This process can also be described in terms of the spatially averaged concentrations, (u) and (v). Their temporal behaviour may be rather complicated at early stages ; however, for large times, i.e., for t { gl . rel . , the trajectory in the ((u), (v) ) plane approaches the limit cycle.
On the contrary, the chaotic pattern is persistent. In this case, there are also two different time scales. The first scale { emb . corresponds to the formation of the``embryo(s)'' of the chaotic pattern; this time is estimated to be of the same order as { loc.rel . . The next time scale { dis corresponds to the growth of the chaotic domain(s) and the propagation of the``wave of chaos.'' The value of { dis depends significantly on the problem parameters; cf. Eqs. (28) and (33). And then, after the chaotic spatio-temporal oscillations have invaded the whole region, the dynamics of the system does not undergo any principal alterations. Particularly, long-term numerical simulations (up to t& 10 6 ) show that the form and size of the attractors remain unchanged in the (u, v) as well as in the ((u), (v)) plane.
We also want to mention that the chaotic pattern, if it appears, is stable with respect to moderate alterations of the problem parameters k, r, and H provided that the local kinetics remains oscillating. The chaotic pattern can only be suppressed by a significant increase in the value of the diffusivity, i.e., when the``diffusive length'' becomes greater than the full length of the system.
ANALYSIS OF SPATIAL CORRELATIONS
It was stated in Section 3 that the regime of irregular spatio-temporal oscillations arising in the prey predator model (5) (6) can be classified as chaos. That conclusion was made based on the results of the consideration of time series of the species densities (specifically, the power spectra), see , and on the analysis of the sensitivity of the solutions to small perturbations (Medvinsky et al., 2000) . However, both approaches account for the spatial properties of the species distribution only in an implicit way. Hence, in order to provide a more quantitative insight into the phenomenon, the issue of correlativity between the temporal variations of the species at different positions in space is of significant interest.
To address this issue, we start from the standard definition of the cross-correlation function of two dynamical variables, (t) and |(t),
(e.g., Nisbet and Gurney, 1982) , where (t) and |(t) are supposed to be centered and scaled to unit variance. Note that the translation-invariance form of Eq. (34) where K depends not separately on the moments t and t+{ but only on the time lag { implies that the process is stationary (in the probabilistic sense). In our case, the variables of interest are the species densities at different positions. For simplicity we set {=0 since in this section we are more interested in spatial phenomena than in temporal behaviour. Then, formally considering the prey density at x 0 and x 1 as two different dynamical variables, we obtain from Eq. (34) (35) where uÄ 0 , uÄ 1 and _ 1 , _ 2 are the mean prey density and the standard deviation, respectively, at positions x 0 and x 1 .
Note that the application of Eq. (34) to the dynamics of a prey predator system produces a number of spatial correlation functions:``prey prey'' (cf. Eq. (35)),``predator predator' ' (Eq. (35) with u changed to v), and``inter-species,'' i.e., between the densities of prey and predator at different positions. Results of our computer simulations show that the``prey prey'' and``predator predator'' spatial correlation functions exhibit a qualitatively similar behaviour. Thus, we are going to present only the results related tò`p rey prey'' correlations; inter-species spatial crosscorrelation will not be considered in this paper.
Strictly speaking, the function K(x 0 , x 1 ) defined by Eq. (35) does not possess translation invariance with respect to x because we consider the dynamics of the species in a bounded domain. However, the results of numerical simulations clearly show that, after the chaotic pattern has invaded the whole domain, the process becomes not only stationary but also``statistically homogeneous'' in space; i.e., the dynamical properties of the FIG. 9 . Spatial cross-correlation function (36) for prey density calculated for a chaotic pattern. Parameters are k=2.0, r=0.4, and H=0.3, and averaging is done over the time interval from t=4000 to t=8000. system do not change from point to point. Denoting x 1 &x 0 =!, we find from Eq. (35)
where _ 1 =_ 2 =_ and uÄ 0 =uÄ 1 =uÄ . Although K formally is still a function of two variables, it does not show any dependence on x 0 . Function K(!) calculated according to (36) is shown in Fig. 9 (for parameter values k=2.0, r=0.4, H=0. 3, x 0 =100, averaging is done over the time interval from t=4000 to t=8000). The behaviour of K(!) is typical for chaotic dynamics (e.g., Nayfeh and Balachandran, 1995) . It should be mentioned here that the irregular oscillations with non-vanishing amplitude in K(!) are the consequence of the finiteness of the averaging interval T; the results of our numerical simulations show that their amplitude tends to zero for increasing T. Thus, the dynamics of the system can be characterized by the correlation length, corresponding to the first zero of K(!). For the parameters of Fig. 9 , L corr r30; this value depends slightly on parameters K, r, and H. The whole domain is``split'' into a number N &LÂL corr of sub-domains, their temporal behaviour being independent of each other.
Since definition (36) of the correlation function takes into account both spatial and temporal aspects, the regime of the system dynamics corresponding to the formation of a chaotic pattern can be more properly classified as spatio-temporal chaos. This conclusion is in agreement with the results of where spatio-temporal chaos in a prey predator system is described in terms of the temporal behaviour of spatially averaged species densities. We want to mention that the term``spatio-temporal chaos'' used here is not just the trivial combination of the words``spatial'' and`t emporal'' coming from the fact that the dynamics of the system (5) (6) is spatio-temporal. The concept of chaos first appeared in connection with the temporal dynamics of spatially homogeneous time-continuous systems with at least three species. In the case of a two-species system, the dynamics of the system may become chaotic only as a result of breaking the homogeneity and the formation of spatial patterns. It seems reasonable to distinguish between these situations.
The results obtained above allow one to interpret the shape of curves 1 and 2 in Fig. 7 . Actually, one can expect that the system shows different stability with respect to perturbations localized inside a single sub-domain (i.e., for S< <L corr ) and to perturbations spread over a few domains (i.e., for S L corr ). The change of the shape of curves 1 and 2 (from being approximately constant for large S to rapidly increasing for small S) occurs at Sr25 which is of the same order as the value of L corr calculated above.
In conclusion for this section, let us mention that the standard definition (34) (or (36) for``statistical homogeneity'') is hardly applicable to a regular spatio-temporal pattern because the corresponding regime of the system dynamics is transient; cf. Fig. 8 . The application of Eq. (36) is formally possible for sufficiently large times t { gl.rel . when the process becomes stationary. However, for this time the distribution of the species becomes spatially homogeneous, temporal variations of species are synchronized throughout the system, and Eq. (36) gives the obvious result K(!)#1.
DISCUSSION AND CONCLUSIONS
We have shown that a non-stationary irregular spatial distribution of species is a rather common phenomenon in a simple two-component prey predator system. The formation of the pattern follows an unusual scenario. Appearing first inside one or a few``embryonic'' domains, irregular spatio-temporal oscillations then invade the whole region as a result of the steady growth of the embryo(s). The dynamics corresponding to the formation of the irregular pattern exhibits spatio-temporal chaos. The interface separating a chaotic embryo from the rest of the region where the dynamics is regular moves as a travelling``wave of chaos.'' The results remain principally the same for a somehow different choice of functional responses P(u) and E(u, v), particularly, if E(u, v) is given by the Ivlev formula; cf. .
It should be emphasized that, although this mechanism of pattern formation is in some sense more general than many of the others because it is free from usual restraints, it can hardly be regarded as a universal one, responsible for the heterogeneous spatial distribution of species in all cases. This follows particularly from the fact that the spatial correlation functions of prey and predator show a similar behaviour whereas in real communities the predator distribution is more patchy on small scale. In order to account for this phenomenon, one has to consider a model allowing for more processes than only standard diffusion, species multiplication, and grazing. A model more complicated than the one described by Eqs. (1) and (2) would early provide more mechanisms of pattern formation. Distinguishing between patterns arising because of that or another mechanism seems to be a very interesting and important problem; however, it was beyond the scope of this paper.
The results obtained in this paper show that a nonstationary irregular pattern appears as the result of the interplay between the species' spatial dispersal and their trophical prey predator interactions. Since these two features are so typical for biological communities, it might mean that patchiness is one of the basic characteristics of the functioning of a community. The formation of patterns due to this scenario corresponds to a chaotic dynamics and thus it leads to the conclusion that spatio-temporal chaos is not a strange or exotic phenomenon but an intrinsic property of population dynamics. This seems to have significant ecological consequences; cf. Scheffer (1991) . Since chaos means sensitivity to the initial condition, it means that a long-term forecast of the development of a natural population will principally never be possible. Particularly, we can calculate an average size of a single patch and the expected time of its existence but we are not able to predict when and where it will actually arise;``we can indicate the range of things that can happen, but cannot predict when they will happen'' (Scheffer, 1991) .
It should be mentioned that our results are consistent with some earlier studies. The``diffusion'' of the species described by Eqs. (1) and (2) is nothing but random migration of the individuals (Okubo, 1980 (Okubo, , 1986 . In this sense, our results can be considered an extension of the classical paper by Comins et al. (1992) where it was shown that inter-site migrations (combined with intra-site reproduction and parasitism) can give rise to complex spatio-temporal pattern formation.
Considering the results of this paper in a more general context, it should be mentioned that the phenomenon of co-existence of two different patterns (cf. Fig. 2 , middle and bottom) is, of course, widely known. However, we want to stress that in all previously described cases the underlying processes are more complex and are described by much more complicated models, e.g., in terms of coupled map lattices (Kaneko, 1993) .
Although we have presented a detailed study of the phenomenon, a number of open problems remain. First, the results should be generalized for systems with more spatial dimensions. As the dynamics of a system in many dimensions is usually more rich than in the 1-D case, one can expect the appearance of even more complicated phenomena. The next interesting problem is the investigation of the properties of the strange attractor responsible for the chaotic dynamics, particularly, how its dimension depends on the system parameters. And, finally, the problem as a whole should receive a more rigorous mathematical treatment. According to our results, the spatio-temporal transition between the regular and chaotic patterns is described by a system of two partial differential equations. The investigation of the conditions of existence of a solution with such an unusual behaviour is a challenging mathematical problem.
