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Abstract
In this thesis, two approaches, namely inserting an interfacial layer and doping a third
component are examined for optimizing the morphology of bulk heterojunction (BHJ)
films in organic solar cells (OSCs). Besides, the effects of solvent additives on the device
stability are investigated on the lower bandgap polymer blends of PTB7-Th:PC71BM and
PffBT4T-2OD:PC71BM based solar cells. The studies are based on combining grazing
incidence X-ray scattering measurements and current-voltage tracking simultaneously.
The results suggest that the escaping of residual solvent additives from the device leads
to a BHJ morphological degradation, causing a decay of the fill factor (FF ). Moreover,
solvent additives can affect the interpenetrating network of BHJ film and the polymer
crystallinity, which have profound effects on the device stability. Thus, this thesis provides
fundamental information for choosing a proper solvent additive for more stable organic
solar cells.
Zusammenfassung
In dieser Arbeit wird sowohl das Einbringen einer Grenzfla¨chenschicht als auch das Dotieren
mit einer dritten Komponente untersucht, um die Morphologie eines Bulk Heterojunction
(BHJ) Films in organischen Solarzellen (OSCs) zu optimieren. Daru¨ber hinaus wer-
den die Auswirkungen von Lo¨sungsmitteladditiven auf die Stabilita¨t des Bauelements
an Polymermischungen mit niedriger Bandlu¨cke auf PTB7-Th:PC71BM- und PffBT4T-
2OD:PC71BM basierten organischen Solarzellen untersucht. Die Untersuchung beruht
auf einer gleichzeitigen Kombination von Ro¨ntgenstreumessungen mit streifendem Ein-
fall und Strom-Spannungs-Messungen. Die Ergebnisse legen nahe, dass das Austreten
von Lo¨sungsmittelresten aus dem Bauteil zu einer morphologischen BHJ-Degradierung
fu¨hrt, was in einem Abfall des Fu¨llfaktors (FF ) resultiert. Daru¨ber hinaus ko¨nnen
die Lo¨sungsmitteladditive das interpenetrierende Netzwerk des BHJ-Films als auch die
Polymerkristallinita¨t beeinflussen, was wesentliche Auswirkungen auf die Stabilita¨t des
Bauteils hat. Somit liefert diese Arbeit fundamentale Informationen zur Auswahl eines
geeigneten Lo¨sungsmittelzusatzes fu¨r stabilere organische Solarzellen.
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1 Introduction
Energy resources are highly demanded for the development of industries and human activ-
ities. To date, fossil fuels, including gas, coal and oil, are the main energy sources, which
are nonrenewable and account for more than 80% of the global primary energy demand [1]
and it is not expected to change significantly until 2030. Also, the combustion of these fos-
sil fuels contribute a tremendous amount of CO2 emission into the atmosphere. In 1900,
the Inter-governmental Panel on Climate Change (IPCC) has announced that human
activities result in the production of four gases, namely carbon dioxide, methane, chlo-
rofluorocarbon and nitrous oxide, significantly contributing to global warming. Whereas,
CO2 has the greatest adverse impact on the greenhouse effect [2]. To meet the rapid
increase of global energy consumption and environmental issues, sustainable and green
resources are expected. Wind, sun, and biomass are considered as the main renewable
energy sources. It has been reported the solar energy that strikes the surface of the earth
in one hour can provide enough energy to power the entire world for a whole year [3].
Thus, it has the capability to meet the world’s large and growing energy demand and
much attention is focused on converting solar power into electricity. Solar cells, or photo-
voltaic cells, are developed to harvest solar energy directly from sunlight and convert it
into electrical power.
The history of photovoltaic devices can be traced back to 1839 when Alexandre-Edmond
Becquerel reported the first observation of the photovoltaic effect from an electrolytic
cell [4]. In 1954, the first practical solar cell based on silicon was announced in the Bell
Laboratories, which yields a power conversion efficiency (PCE) of 6 % [5]. According
to the development of photovoltaic devices, the wafer-based crystalline silicon devices
are called first generation solar cells, which reach a PCE of above 25 % [6, 7]. Silicon
solar cells currently dominate the photovoltaic market, as they have good performance
and high stability. However, manufacturing single crystal silicon and obtaining a desired
thickness level (200-300 µm) of the wafer causes a high production cost and intensive
energy consumption. The second generation of solar cells, also called thin film solar cells,
is development based on amorphous silicon and III–VI semiconductors, such as GaAs,
CdTe, and Cu(In, Ga)(Se, S)2 (CIGS) [8]. This type of solar cells can harvest a large
range of the solar spectrum and the PCEs above 20 % were achieved [6, 9]. However,
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the materials employed in the thin film solar cells are unstable, scarce and toxic, which
seriously hinder the further progress of this thin film solar cell.
The discovery of conductive polymers in 1977 [10] provides a chance to realize lower-
cost and flexible solar cells by using inexpensive, environmentally friendly, and robust
materials. The emerging organic thin-film devices are called third generation solar cells,
including organic solar cells (OSCs) [11], dye-sensitized solar cells (DSSCs) [12], and quan-
tum dot solar cells (QDSCs) [13]. Among them, solution processable OSCs have distinct
advantages: low weight, the potential for low cost production, transparency, flexibility,
and large scale fabrication. Over the last decade, perovskite solar cells, which are consid-
ered as the fourth generation of solar cells, have attracted a lot of researchers’ attention.
The mixed organic-inorganic halide perovskites ABX3 (A = CH3NH3 or NH2CHNH2, B =
Pb or Sn, X = Cl, Br, I or mixed halides) is applied to work as the photovoltaic layer, and
the solar cells based on perovskites have achieved PCEs of beyond 25 % [7, 14, 15]. The
long charge diffusion length, high absorption coefficient, tunable bandgap and solution
processability make perovskite solar cells capable of competing with their counterparts.
However, avoiding toxic Pb and improving long term stability are still the challenges of
perovskite devices.
In this thesis, the environmental friendly OSCs are in the focus. As mentioned before,
the outstanding advantages, such as solution processability, low cost and short energy
payback time [16, 17] make OSCs potentially usable in the real world, which may not be
achievable by other solar cells that even have much higher efficiencies. According to the
working principle of OSCs, the exciton generation, exciton diffusion and dissociation, as
well as charge transport occur in the bulk heterojunction (BHJ) film, which is made by a
blend of the donor (D) and acceptor (A) materials. Therefore, the BHJ morphology plays a
critical role in device performance [18,19]. In general, a typical morphology should contain
sufficient interpenetrating networks between donor and acceptor materials for exciton
dissociation and continuous pathways for charge transport [20]. Recently, the PCEs of
OSCs have been improved to over 17.3 % in tandem devices [21], while the champion device
efficiency for single-junction OSCs is around 16 % [22]. To further improve the efficiency
of OSCs, many efforts are done to optimize the BHJ morphology, such as tuning the
D/A ratio [23–25], film post-treatments (thermal and solvent annealing) [26–29], doping
solvent additives [30–32] and inserting interfacial layers [33–35]. Aside from high PCEs,
another big challenge for the organic photovoltaic community is to have sufficient long-
term stability (≥ 10 years) combined with high performance [36, 37]. The instability of
OSCs originates mainly from chemical and morphological degradation pathways [38–41].
To overcome chemical degradation, suggested solutions are the production of inherently
chemically stable materials and encapsulation of devices [42,43]. In contrast, an approach,
3which can slow down the morphological degradation, is to lock the initially installed
BHJ structure by increasing the crosslinking of the D/A morphology [44]. However, the
mechanisms behind the morphological degradation are still not clear. What drives the
morphology changes in the BHJ layer still needs to be explored further.
The main target of the present thesis is to address the effects of solvent additives on
the stability of OSCs. Doping with solvent additive in the D/A blend solution is con-
sidered as the simplest and fastest method to optimize the BHJ morphology, especially
in comparison with solvent annealing and thermal annealing, which are undesirable for a
large scale fabrication. Here, 1,8-diiodooctane(DIO) and o-chlorobenzaldehyde (CBA) are
used as solvent additives in poly[4,8-bis(5-(2-ethylhexyl) thiophen-2-yl)benzo[1,2-b;4,5-
b’]dithiophene-2,6-diyl-alt-(4-(2-ethylhexyl)-3-fluorothieno[3,4-b]thiophene-)-2-carboxyla
te-2-6-diyl)] (PTB7-Th):[6,6]-phenyl-C71-butyric acid methyl ester (PC71BM) and poly[(5,
6-difluoro-2,1,3-benzothiadiazol-4,7-diyl)-alt-(3,3”’-di(2-octyldodecyl)-2,2’;5’,2”;5”,2”’-
quaterthiophen-5,5”’-diyl)](PffBT4T-2OD): PC71BM based solar cells. The morphology
changes during the device degradation are simultaneously investigated via in-operando
grazing incident X-ray scattering techniques. This thesis starts with the theoretical back-
ground (Chapter 2), which contains the basic theory of polymer phase separation and
conductive polymers, working principles of solar cells, and fundamental theory of the
applied scattering technique. In Chapter 3, the instruments used in this thesis are de-
scribed, including theoretical background and operating parameters. Thereafter, the sam-
ple preparation process, as well as the deposition methods, are presented in Chapter 4.
The research results and corresponding discussions are address from Chapter 5 to Chapter
8. An overview of these research projects is schematically depicted in Figure 1.1.
A hydrophilic PEDOT:PSS film is usually used as a blocking layer in the conventional
structure of OSCs, which can lead to a PCBM-rich interface in the BHJ film. One effective
way to tailor the polymer or PCBM molecule distribution is to introduce a hydrophobic
interfacial layer on the top of PEDOT:PSS layer [33, 45]. However, the interfaces in
contact with the multicomponent BHJ can be beneficial, disadvantageous, or neutral,
concerning the performance of the OPV device. In Chapter 5, a guideline for choosing
an effective interface is discussed and verified. Five interface molecules, with different
surface energies, are introduced as examples. Contact angle measurements with 4 probe
liquids enable calculation of the surface energies, and the results are compared with the
performance of forward-biased OPV devices. Thus, a simple algorithm based upon surface
energy considerations is discussed, when an interfacial layer is for a given BHJ in an OPV
device.
As pointed out above, the crystallinity and morphology of both polymer and fullerene
have a profound influence on the performance of BHJ organic photovoltaic devices. To
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Figure 1.1: Schematic overview of research topics in the present thesis. a) How to properly
choose an interfacial layer for organic solar cells. b) Tailoring polymer crystallinity by
doping PBDTTBT-COOH as a third component in PTB7-Th:PC71BM and PffBT4T-2OD:
PC71BM based solar cells. c) Investigating on the effects of solvent additives on the stability
of PTB7-Th:PC71BM solar cells. d) Studying the effects of solvent additives on the stability
of PffBT4T-2OD:PC71BM solar cells via in-operando GIXS measurements.
improve the light absorption range, crystallization and the compatibility of the D/A ma-
terials, a third component is introduced into the photoactive layer [46, 47]. In Chapter
6, the conjugated polymer PBDTTPD-COOH is employed as a third component in BHJ
films of PTB7-Th:PC71BM and PffBT4T-2OD:PC71BM. Subsequently, the domain sizes,
crystallite sizes and crystalline orientations of donor polymers are investigated. The cor-
relation of crystallinity and morphology of BHJ films and the performance of assembled
devices are discussed. Besides this, the stability of ternary solar cells is compared with
the corresponding binary devices.
To anticipate one outcome, the device performance can be significantly improved by
5introduction of solvent additives, which facilitate to obtain an interpenetrating network
and proper domain sizes in the BHJ layer for charge dissociation and charge transport [48,
49]. However, due to the high boiling point of additive solvents, the influence of residual
solvents in the device on the device stability needs to be figured out. In Chapter 7, PTB7-
Th:PC71BM based solar cells are fabricated without solvent additive and with DIO or
CBA. Morphology degradation during device aging is investigated. The correlations of
the morphology changes during the evaporation of solvent additive and the response of
photovoltaic parameters are discussed.
As the residual solvents in the solar cells can induce morphology degradation, per-
formance of the resulting device will be deteriorated, which is presented in Chapter 7.
However, if the solvents can be removed in the fabrication process, it is also investigated
whether the solvent additives still affect the stability of solar cells. Therefore, in Chapter
8, PffBT4T-2OD:PC71BM based solar cells, including without solvent additive and with
DIO and CBA, are investigated via in-operando GISAXS/GIWAXS measurements. Due
to high temperature spin-coating and thermal annealing, no detectable solvents are left in
the assembled device. The morphology and crystallinity of donor polymer are discussed
in view of device performances.
At last, the research findings of the present thesis are systematically summarized in
Chapter 9. These results provide more approaches and mechanism understanding for
further promoting the development of solar cells. Besides, a brief outlook based on these
results is given for further studies as well.

2 Theoretical aspects
In this chapter, the theoretical background of polymers, organic solar cells and X-ray scat-
tering are briefly introduced. The basic concepts of polymers, phase separation behavior
and polymer conductivity are discussed in section 2.1. The working principles and the
architectures of organic solar cells, as well as degradation mechanisms, are presented in
section 2.2. The chapter ends with an introduction of X-ray scattering techniques in 2.3,
especially on the grazing incidence small/wide angle X-ray scattering.
2.1 Polymer
Polymers are large molecules made up of repeating chemical units known as monomers.
These monomer are linked together via covalent bonds to form a new molecule. The
monomers combining process is called polymerization. The number of monomers in apoly-
mer is defined as the degree of polymerization. If the molecular weight M is larger than
10 kg/mol, we call it a polymer. Otherwise, it is an oligomer (M<10 kg/mol) [50].
In general, polymers present a distribution of the degree of polymerization, rather than
a unique molar mass or a unique chain length. Hereby, polymers are usually described
by statistical mean values, e.g. the number average molar mass Mn and the average
molecular weight Mw.
Mn =
∑
i niMi∑
i ni
(2.1)
Mw =
∑
wiMi =
∑
i niM
2
i∑
i niMi
(2.2)
where ni and Mi represent the macromolecule number and molar mass of component i,
respectively. Moreover, the ratio of Mw to Mn is named as polydispersity index (PDI),
which describes the width of distribution. PDI is given by
PDI = Mw
Mn
= U + 1 (2.3)
where U is the inconsistency, indicating the distribution width of the molar masses. Where
U = 0 means a monodisperse polymer.
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2.1.1 Phase separation in polymer blends
For BHJ organic solar cells, donor polymers are directly dissolved with small molecule
acceptors to increase the interface areas between donor and acceptor for exciton disso-
ciation. Due to the low miscibility between donor and acceptor on the molecular level,
phase separation occurs during the BHJ film formation processing, resulting in a spe-
cific morphology for BHJ films. Device performance has a strong correlation with the
BHJ morphology. Thereby, many approaches are proposed to control and optimize the
BHJ morphology to obtain more effective solar cells. Thereby, understanding the phase
separation of the polymer mixture is essential before modifying the BHJ morphology.
Based on a mean field approach, the Flory-Huggins (FH) theory, a thermodynamic
model that describes the phase separation behavior of polymer blends, is developed [51,52].
In case of a polymer blend consisting of two different components, the mixing Gibbs
free energy (∆Gmix) is applied to describe the phase separation of the mixed polymer
components by
∆Gmix = ∆GAB − (∆GA + ∆GB) (2.4)
Where ∆GAB the Gibbs free energy of the mixture, and ∆GA and ∆GB the Gibbs free
energy of the pure components A and B. In a case ∆Gmix <0, the blend state has lower
Gibbs free energy, which indicates that the molecules prefer the mixed state. While in
case ∆Gmix >0, the blend system possesses a higher Gibbs free energy, suggesting an
unstable state in the mixed system. Therefore, phase separation is favored in this blend
system. Moreover, ∆Gmix can be also expressed by the change of entropy ∆Smix and
enthalpy ∆Hmix at the given temperature during the mixing
∆Gmix = ∆Hmix − T∆Smix (2.5)
In two components blend system, ∆Smix and ∆Hmix are correlated with the degree of
polymerization of the two components (NA, NB), the volume ratio of the two components
(φA, φB) and the FH interaction parameter χAB. Hence, the mixing entropy (∆Smix) is
described by −kB · n · ( φANA lnφA +
φB
NB
lnφB). While the mixing enthalpy is addressed by
kBnTφAφBχAB. Then the ∆Gmix can be written as
∆Gmix = kBNT (
φA lnφA
NA
+ φB lnφB
NB
+ χABφAφB) (2.6)
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Where kB is the Boltzmann constant, n the number of molecules on the lattice model
of the mean field approach, N the Avogadro number and T the temperature. It can be
seen that χAB is the key relevant parameter to ∆Gmix. As φA,B ≤ 1, if χAB <0, mixing
would always occur in the blend components. Otherwise, it needs to evaluate the degree
of polymerization, temperature (T) and χAB to determine the demixing or mixing state
in the solution.
2.1.2 Conductivity in polymers
Polymers are often applied as electrical insulation of cables for electrical devices, as they
are usually insulating materials with high resistivities. However, in 1977, it was reported
that polyacetylene (PAc) shows significant electric conductivity when dopants are applied
(Nobel prize in chemistry in 2000) [10]. It has been found that conjugated polymers pos-
sess a wide range of conductivities, which can be tuned by doping from a typical insulator
(<10−7 S/cm) to a semi-conductor (<104 S/cm) [53, 54]. The electrical conductivity of
these polymers usually has a conjugated pi-electron system with alternating single and
double bonds. The p-orbitals which form the double bonds can overlap to form a delo-
calized pi-system, where the mobility of electrons can be enhanced through the doping
process. Electrons move through the delocalized system and so the polymer can conduct.
Band structure and charge carriers
Figure 2.1: Illustrations of Peierl’s instability theorem: band structures and sketches of
the 1D chain with (a) all atoms located with a periodic distance of α, and (b) the periodic
distance slightly distorted by δ.
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Figure 2.2: Energetic states of the three quasiparticles for the example of polyacetylene. a)
The two mesomeric groundstates of PAc. b) Solitons are shown in their neutral state S0,
positively charged S+, and negatively charged S−. c) Polarons are only observed with either
a positive P+ or negative charge P−. d) Bipolarons are observed with either two positive B+
or two negative charges B+. This image is adapted from Ref [55].
Peierls instability theorem is applied to describe the band structure of polymers with
alternative single and double bonds. In this model, one dimension (1D) metal chain has a
constant periodic distance a, and the band is half-filled up to Fermi level Ef as illustrated
in Figure 2.1a. However, it is not stable that the one-dimensional chain has equally
spaced along with one electron per ion in case of conjugation or dimerization. Therefore,
the periodic distance is distorted and a bandgap (Eg) is formed to reduce the total energy
of the system as depicted in Figure 2.1b. Generally, the Eg of conductive polymers is in
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the range from 1.5 eV to 3 eV, which are impacted by many factors, such as the degree
of polymerization, crystallinity, or dopants.
To illustrate the principles of conduction mechanisms in conducting polymers, PAc is
taken as an example. The chemical structure of PAc is shown in Figure 2.2a. Two corre-
sponding polyene chains R and L (Figure 2.2a) in ground state are interconverted through
the involvement of a mobile charge carrier, a soliton. As most conducting polymers lack
intrinsic charge carriers, partial oxidation with electron acceptors (i.e. anions) or partial
reduction with electron donors (i.e. cations) is required. Therefore, three charged defects,
namely solitons, polarons and bipolarons (2.2a), are introduced into the polymer struc-
tures as a result of the doping process [56]. At first, solitons are a special type of charged
defect that is unique to CPs with a degenerate ground state (e.g. trans-polyacetylene).
Solitons can be neutral, positive and negative charged (Figure 2.2b), namely S0, S+ and
S−. A neutral soliton (S0) is created when two degenerate ground states meet. When an
electron is removed from the polymer chain, a positive charge is left behind, a positive
soliton (S+) is generated. In contrast, a negative soliton (S−) is produced by donating an
electron to the polymer chain. Polarons are achieved by making the conduction/valence
band partially filled. The injection of states into the band gap from the bottom of the
conduction band or the top of the valance band results from the creation of negative
polarons (P−) and position polarons (P+) (as shown in Figure 2.2c). Bipolarons are
generated by further addition/removal of another electron resulting in the formation of
dianion/dication (as shown in Figure 2.2d).
2.2 Organic photovoltaics (OPV)
Organic photovoltaic (OPV) devices are composed of conductive organic polymers or small
organic molecules, for light absorption and charge transport to produce electricity from
sunlight by the photovoltaic effect. Compared with silicon-based devices, OPV devices
are lightweight, potentially portable and inexpensive to fabricate (roll-to-roll fabrication),
flexible, customizable on the molecular level. Additionally, bulk heterojunction (BHJ)
solar cells, in which a blend of electron donor and acceptor materials is cast as a mixture,
open a field of ultrafast charge transfer. The BHJ of organic solar cells in the present
thesis is a blend of a donor polymer and a small molecule. The working principles of
organic solar cells are depicted in section 2.2.1. The solar cells are fabricated with
forward structure and inverted structure (details in section 2.2.2).
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Figure 2.3: Schematic illustration of the light-electricity conversion process. The red and
blue colors indicate the donor and acceptor materials, respectively.
2.2.1 Working principle of OPVs
In organic solar cells, the BHJ film is the main functional layer, in which the conversion
from light to electricity is carried out. Generally, the conversion mechanisms can be de-
scribed by five steps (as shown in Figure 2.3): 1) light absorption and excitons formation,
2) exciton diffusion and 3) dissociation, 4) charge carriers transport in the corresponding
materials and finally (5) collecting free charge carriers at the electrodes.
Light absorption and exciton formation
The presence of a conjugated pi electron system in a donor polymer leads to interesting
optical and electrical properties. The absorption of light by conductive polymers follows
the Lambert-Beer law. When a photon impinges on the donor polymer and the energy
of this photo is larger than the band gap of the polymer, resulting in absorption of
the photon, then an electron will be excited from the HOMO level to the LUMO level.
Simultaneously, a quasiparticle, so-called hole, with equivalent charge exists in the HOMO.
The electron and the hole are bound by the Coulomb interaction, which is called ”electron-
hole pair” or ”exciton”. The exciton in conductive polymers is considered as Frenkel
exciton, having a strong binding of 0.35 eV-0.5 eV.
Exciton diffusion
Upon light absorption, due to the small permittivity (εr ≈ 3-4) of materials, singlet
excitons are promptly generated in organic polymers instead of free charge carriers. The
generated excitons need to diffuse to the interface of donor and acceptor materials to
convert to charge carries before recombination. The exciton diffusion length LD is given
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by LD = (Dτ )0.5, where D is the diffusion coefficient and τ is the exciton lifetime. As the
lifetime of excitons in most conjugated polymer films is short (typically less than 1 ns),
the diffusion length of the excitons is limited to less than 20 nm [57].
The exciton diffusion in semiconductive polymers is described by two energy transfer
processes, namely the trivial energy transfer and the Fo¨rster resonant energy transfer.
The trivial energy transfer process is prominent in the relative long diffusion distance. A
photon is emitted by the donor and then absorbed by the acceptor. Hereby, an exciton
is formed in the acceptor. In short, the exciton lifetime is extended through this process
[58]. It has been estimated that the rate of trivial energy transfer (KETD→A) is inversely
proportional to the squared distance (R2) between the acceptor and donor domains:
KETD→A ∝ R−2 (2.7)
In contrast, Fo¨rster resonant energy transfer is dominant in the short diffusion distance.
This process is also called as the fluorescence resonant energy transfer (FRET). The
energy transfer is resulted by the dipole-dipole coupling between donor and acceptor.
The transfer rate KFRETD→A is given by:
KFRETD→A =
1
τD
R0
R
6 (2.8)
Exciton dissociation
To generate a photocurrent, the bound electron-hole pairs have to be dissociated to get
charge carriers. The excitons can be separated at the interfaces of donor and acceptor,
when the energy offset in the lowest unoccupied molecular orbital (LUMO) between donor
and acceptor materials that is larger than the Coulomb binding energy of electron and
hole. Once the exciton reaches the interface, the dissociation can occur very fast around 10
fs, which is faster than the decay time of an exciton. Two types of exciton dissociation can
take place at the interface: (1) electrons are directly transferred from donor to acceptor, or
(2) energy is firstly transferred from donor to acceptor, followed by holes are transferred
from acceptor back to the donor. However, the exciton dissociation is referred to as
polaron pair dissociation, the charge carriers are also called polarons in the molecules.
The polaron pairs are still Coulomb bound rather than free. Therefore, to get free charge
carriers, further dissociation is needed in the polaron pairs.
Based on two oppositely charged ions with the help of an electric field, the dissociation
of polaron pairs is described by the Braun-Onsager model [59,60]. In this model, the field
dependent polaron pair separation yield P (F ) is given by
P(F ) = kd(F )
kd(F ) + kr
(2.9)
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where kd(F ) is the the possibility of polaron dissociation, kr is the rate of polaron pair
recombination. kd(F ) can be expressed with the mobility: kd(F ) = µκd. While kr is
proportional to the life time of polaron pair τ−1. Therefore, the P (F ) can be addressed
by
P(F ) = κd(F )
κd(F ) + (µτr)−1
(2.10)
Thereby, the polaron separation yield is colsely related to the charge carrier mobility and
polaron pair lifetime [61].
Charge transport
The charge carriers can be transported in the ordered crystals freely along the conju-
gated backbone, which is described by the Su-Schrieffer-Heeger (SSH) theory. The charge
transport along the backbone is the most efficient, but it can only produce a microscopic
scale of current, as the conducting polymer is not highly ordered. Therefore, it requires
that charge carriers must be transported between chains to generate a macroscopic cur-
rent flow. The transport mechanism between chains is referred to as hopping transport,
which typically occurs in the amorphous regions or for crystalline regions with defects
and impurities.
The hopping process is also described as electron tunneling and thermal activation.
The hopping rate is parametrized by Miller and Abrahams [62]
νij = ν0exp(−2γ∆Rij)

exp
− εj − εi
κT
; εj > εi
1; εj ≤ εi
(2.11)
where ν0 is model prefactor, γ is the inverse localization radius, Rij is the distance be-
tween j and i sites. In this model, when the energy of site j is larger than that of the
starting site i (upward hopping), the hopping rate is described as Boltzmann-like hopping
probability. In contrast, the site j has lower energy, the hopping rate is 1. Furthermore,
Miller-Abrahams mode is extended by Ba¨ssler via Monte-Carlo simulation to predict the
macroscopic hopping transport. In the Ba¨ssler model, the mobility µ of macroscopic
hopping transport is given by [63]
µ = µ∞exp
−
 2σ
3κT
2 + Cbas
 σ
κT
2 − Ω
√E
 ∝ exp√E (2.12)
The µ∞ and Cbas are model parameters. σ and Ω at the energetic distribution width and
a measure of spatial disorder, respectively.
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A Gaussian distribution is used to describe the energetic disorder of density of state as
shown in Figure 2.4. In this model, the energetic disorder of hopping sites is assumed
to be Gaussian distributed with a width of σ. The center of the Gaussian distribution
is the so-called transport energy. The center of charge density is below the center of the
density of state by −σ2/κBT , which is referred to as an effect of the thermalization of
charge carriers. The energy of charge carriers in that gap can be potentially thermalized.
Figure 2.4: Schematic depiction of hopping transport in a polymer. The total density of
states is descibed as a Gaussian distribution in the left image. The red line is the charge
density. The transport mechanism is present in the right image. The ecited charge relaxes
to a quasi-equilibrium (magenta arrows), and then either hops along the transfer energy with
thermal activation (black arrows) or continuously relaxes down to a trap state (grey arrows).
Extracted from [34].
Charge extraction
At last, the charge carriers are needed to be extracted at the corresponding electrodes. In
general, it highly depends on accumulation at the interface, the device architecture, the
mobility of charge carriers and the energy levels of the device. However, the mechanism
behind the charge carrier extraction at electrodes is still under debate. A model, which
16 Chapter 2. Theoretical aspects
combines the the Braun-Onsager model [60] and the Sokel and Huges model [61], is usually
applied to describe the extracted photocurrent Jph, expressed by
Jph = qP (F )GppL
exp(qVκT + 1)
exp(qV
κT
− 1)
− 2κT
q
 (2.13)
Where q is the elementary charge, P(F) is the polaron dissociation yield, Gpp is the
generation rate of polaron pairs, L is the thickness, V is the internal voltage.
2.2.2 Architecture of organic solar cells
Figure 2.5: Illustration of OSC archtectures and corresponding schematic band structures.
a) and b) single layer cell. c) and d) bilayer solar cell. e) and f) bulk heterojunction solar
cells.
The earliest architecture of OSCs is a sandwich structure, in which the organic molecules
layer is placed between two electrodes of different workfunctions (as shown in Figure
2.5 a), also known as single layer solar cells. The difference of work function in the
anode and cathode facilitates the movement of charge carriers. A Schottky barrier can
be formed between the polymer and the lower work function electrode (see in Figure 2.5
b) [64]. The excitons are separated at the interfaces of the organic layer and the electrodes.
However, in such single layer solar cells, charge recombination can easily occur, leading to
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a very poor efficiency [65]. Afterwards, the bilayer concept was introduced in the device
architecture to reduce the charge transport distance and recombination. It is depicted in
Figure 2.5 c, an electron donor layer and an electron acceptor layer, which is sandwiched
between the electrodes. In general, the workfunctions of electrodes should match the
highest occupied molecular orbital of donor and lowest unoccupied molecular orbital of
acceptor [66]. In 1986, the efficiency of a device with bilayer structure had the first
breakthrough, which presented the power conversion efficiency (PCE) of approximately
1 % [67]. Due to the limited exciton diffusion length (10 nm - 20 nm), the thickness
of the polymer layer is limited. Therefore, the thin polymer film will lead to poor light
absorption. Moreover, the interface area between donor and acceptor is very small for the
exciton splitting. Thus, a concept of bulk heterojunction (BHJ) was proposed (as shown
in Figure 2.5 e), which is aimed to overcome the issue of limited exciton diffusion lengths
and limited interfaces between donor and acceptor in organic solar cells. The BHJ layer,
an interpenetrating network of donor and acceptor domains, is obtained via demixing of
the two components during the fabrication process. Nowadays, BHJ architecture is the
most efficient concept and the PCE of BHJ solar cells has been exceeding 15 % [22, 68].
The photovoltaic performance of the BHJ solar cells highly depends on the morphology
of the BHJ layer. Adequate D/A interfaces and connected charge transport pathways are
expected in the BHJ films. The morphology of the BHJ layer can be modified by many
methods, such as thermal annealing [69], solvent annealing [70], suitable solvents and
solvent additives [71], or molecule modification [72]. To achieve an optimal morphology,
a trade-off between forming D/A interfaces and connecting charge pathways exists in
the BHJ layer. The exciton dissociation requires fine domains, in which excitons can
effectively arrive the D/A interfaces within their lifetime to be separated. However, rather
coarse and connected domains are desired for smooth charge transport. Thus, to get a
high performance photovoltaic device, it needs to compromise between efficient exciton
splitting and charge transport.
Conventional and Inverted Geometries
The organic solar cells can be fabricated in either conventional or inverted geometry.
Figure 2.6a presents the conventional structure of photovoltaic devices. The transparent
conductive layer (TCL) of indium tin oxide (ITO) or fluorine doped tin oxide (FTO),
deposited on the top of the glass, acts as the anode in these solar cells. Then an electron
blocking layer (EBL), such as PEDOT:PSS, tungsten oxide (WO3), molybdenum oxide
(MOO3), is applied to help the charge extraction and reduce the charge recombination.
Thus, the work function of the EBL needs to be located between the one of the TCL
and the HOMO level of donor. Afterwards, a BHJ layer is followed, where the light is
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Figure 2.6: Schematic architecture of an organic solar cell in a) conventional and b) in-
verted geometry. Layer stack with anode/cathode, electron blocking layer (EBL)/hole block-
ing layer(HBL), bulk heterojunction layer (BHJ), HBL/EBL, and metal cathode/anode.
absorbed and the charge carriers are generated. The working principles are introduced in
detail in section 2.2.1. On the top of the BHJ layer, the hole blocking layer (HBL), e.g.
LiF, is optionally chosen to improve the charge extraction and transport. At last, the
metal electrode with low work function, such as Al, is evaporated on the top, acting as
the cathode. In the inverted geometry, the TCL and metal electrode layer now act (Au,
Ag or Al) as cathode and anode, respectively. A ZnO or TiO2 layer is applied on the
TCL to act as the HBL. A EBL is deposited on the BHJ layer. It has been found that
the devices with inverted architecture present a longer lifetime. [49]
2.2.3 Degradation mechanisms of organic solar cells
Low stability strongly limits the further development of organic solar cells. Without en-
capsulation devices could fully degrade in 24 hours. In general, the various degradation
processes occurring in OSCs can be roughly divided into two types, namely chemical and
physical degradation [38,73]. The chemical degradation is mainly attributed to the reac-
tion between water and oxygen with the materials in the device. If devices are in oxygen
and moisture atmosphere, oxidation of the low work function metal by oxygen or oxidation
by water could occur in the device, which will lead to contact delamination and reduce the
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effective contact area of the metal electrode. Thus, the TCL and metal electrode can be
corroded via the chemical/electrochemical reactions, resulting in impurity diffusion into
the BHJ layer. Moreover, oxygen and water can diffuse through the device via pinholes
in the metal electrode or the porous substrates [73, 74]. Besides, photochemical reaction
in the BHJ is a big issue inducing the device degradation. If the device is exposed to oxy-
gen and water during the illumination, the oxidation of donor polymer can be triggered
by light [75–77]. Furthermore, the light may induce the rearrangement/break of C-H or
C-O-C bands, leading to more defects in BHJ film, especially at the interfaces of donor
and acceptor [78–80]. Typically some defects cause a decrease of VOC .
In contrast, physical degradation is considered to arise mainly from the morphology
deterioration of bulk heterojunction (BHJ) films. It has been reported by Schaffer et al.
that the polymer domains (P3HT) are getting coarse during the long-term photovoltaic
characterizations, resulting in the loss of short circuit current [39]. For another BHJ
system, the evaporation of residual solvent additive during the operation time induces a
shrinkage of polymer domains (PCPDTBT), resulting in more traps in the BHJ layer and
a decay of fill factor [40]. However, what drives the morphology changes in the BHJ layer
still needs to be further explored, which is the main topic of the present work.
2.3 Scattering techniques
As discussed in section 2.2.1, the BHJ morphology plays a critical role in the photovoltaic
device performance. In general, real-space imaging techniques, like SEM and AFM, can
only provide the surface morphology, which is not sufficient to represent the whole mor-
phology of the BHJ film. Therefore, X-ray scattering techniques are applied to investigate
the inner morphology of thin films with a resolution up to a few to hundreds of nanome-
ters. The scattering measurements are non-destructive and of high statistical relevance.
Moreover, the high brilliant X-ray source of a synchrotron makes it possible to follow
changes with time with high time resolution via scattering methods, such as in-operando
experiments in chapter 7 and 8. The scattering principles are discussed in section 2.3.1.
Next, grazing incidence small and wide angle x-ray scattering (GISAXS/GIWAXS) are
introduced in section 2.3.2 and 2.3.3, respectively.
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2.3.1 Scattering basics
X-rays are electromagnetic waves with a wavelength ranging from 0.01 nm to 10 nm. The
electric field ~E(~r) can be expressed as a plane electromagnetic wave
~E(~r) = ~E0 exp(i~ki~r) (2.14)
where ~E0 describes the polarization and amplitude of the electric field, ~ki is the wave
vector and ~r is the position vector. The propagation of such an electromagnetic wave
through a medium with position dependent refractive index n(~r) can be described by the
Helmholtz equation [81]
∆~E(~r) + k2n2(~r) ~E(~r) = 0 (2.15)
In the present thesis, exclusively elastic scattering phenomena are considered, in which
the kinetic energy is conserved, but its direction of propagation is modified. The modulus
of the scattering wave vector ki =|~ki|=| ~kf |= 2pi
λ
keeps constant, where λ is the wavelength
of the radiation. As in equation 2.16, the refractive index is described with a real and
an imaginary part, corresponding to the dispersion (δ(~r)) and absorption(β(~r)) of the
material, respectively
n(~r) = 1− δ(~r) + iβ(~r) (2.16)
where the dispersion and absorption parts can be respectively written as
δ(~r) = λ
2
2piρ(~r) = re
λ2
2piρe(~r) (2.17)
β(~r) = λ
2
2piµ(~r) (2.18)
whereby ρ = reρe is the scattering length density (SLD) of the penetrated medium, and
re = 2.814 × 10−5 A˚ is the classical electron radius, ρe is the electron density of the
investigated materials, and µ is the mass absorption coefficient of the studied material.
The contrast between two phases within the same film is addressed by
∆δ2 + ∆β2 = (δ1 − δ2)2 + (β1 − β2)2 (2.19)
where the subscripts 1 and 2 indicate the two phases. According to equation 2.16, 2.17 and
2.18, the scattering contrast in X-ray scattering experiments depends on the difference in
electron density.
The scattering geometry is schematically depicted in Figure 2.7. The X-ray beam
impinges on a sample with an incident angle αi, then the reflected beam exits the sample
with an angle αf . If αf = αi and the beam stays in the xz-plane, it is called specular
reflection (2.7a). If the reflected beam with an additional angle ψf presents in the xy-
plane, as shown in 2.7b, it is known as diffuse scattering. The momentum transfer of the
scattered beam is described by the scattering vector ~q:
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~q = ~kf − ~ki (2.20)
The X-ray beam can be also transmitted after interacted with the material with an
angle αf , shown in Figure 2.7a. The angle of the transmitted beam depends on the
incident angle and the refractive indices (n) of the studied material, expressed by Snell’s
law:
n0 cos(αi) = n cos(αt) (2.21)
where n0 =1 is the refractive index of air. if αt = 0, indicating that the beam is totally
reflected. In this case, the incident angle is taken as the critical angle (αc ) of the material.
With the small angle approximation, the critical angle is written as:
αc ≈ cos(αc) = n cos(αi) ≈
√
2δ = λ
√
ρ/pi (2.22)
Therefore, the incident angle determines the X-ray scattering depth during the scattering
measurements. If αi < αc, the X-ray beam is completely reflected and the scattering
depth is around several nanometers. In case αi > αc, the beam can penetrate the whole
film, thus the diffuse scattering signal originates from a relatively large sample volume.
Figure 2.7: Basic definitions of angles and directions in the geometry of a) specular scat-
tering and b) diffuse scattering.
2.3.2 Grazing incidence small angle X-ray scattering (GISAXS)
GISAXS is a powerful technique to probe thin film structures on a length scale ranging
from several nanometers up to micrometers. The X-ray beam impinges on the sample
with a shallow angle to ensure large footprints on the sample. Thus, good statistics data
and high-intensity signals can be obtained over large sample areas despite the low film
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thickness. In the present work, the X-ray scattering is considered as elastic scattering,
which means the absolute value of the incoming and exiting photon momenta is conserved.
In GISAXS experiments, the diffuse scattering of X-rays after interaction with investigated
films is collected. The scattering geometry is shown in Figure 2.7b. The scattering vector
~q is given by [82]
#–q = 2pi
λ

qx
qy
qz
 = 2piλ

cos(αf ) cos(ψ)− cos(αi)
cos(αf ) sin(ψ)
sin(αf ) + sin(αi)
 (2.23)
The diffuse scattering is commonly described in the distorted wave Born approximation
(DWBA) [83, 84], in which the scattering is considered as the perturbation of an ideal
system. In the ideal system, the interfaces are perfectly smooth, the perturbations are
the film roughness and the lateral structures. Therefore, within the DWBA, the scattering
cross-section can be expressed as
dσ
dΩ =
Spi2
λ4
(
1− n2
)2 | Ti |2| Tf |2 Pdiff (~q) ∝ Pdiff (~q) (2.24)
being S the illuminated area, and Pdiff (~q) the diffuse scattering factor [85]. Ti and Tf
are the Fresnel transmission coefficients of the incoming and scattered beam respectively,
which can reach a maximum at the critical angle of the investigated material. Thus,
the maximum intensity at αc is called material sensitive Yoneda peak [86]. Therefore, in
the present thesis, horizontal line cuts of GISAXS are performed at the Yoneda peak of
study materials. Thereby, Ti,f is an overall scaling factor of the scattering intensity and
the intensity of the scattered wavevector is proportional to the diffuse scattering factor
Pdiff (~q).
Pdiff (~q) is described with two terms, namely the form factor of each object F (~q) and
the structure factor S(~q):
Pdiff (~q) ∝ N |F (~q)|2S(~q) (2.25)
where N is the number of scattering objects with random orientation. The form factor
F (~q) is the Fourier transform of the electron distribution of the objects, and the structure
factor S(~q) refers to the distance of objects, which is approximated by a one-dimensional
paracrystalline lattice (1DDL) [87].
Within the framework of DWBA, four different types of scattering events can occur [55].
As shown in Figure 2.8, radiation can be directly scattered at the object(2.8a), and
first reflected on the substrate, then scattered on the object (2.8b), and first scattered
on the objects, then reflected on the substrate (2.8c), and reflected on the substrate,
followed by scattering on the object, and then reflected on the substrate (2.8d). The local
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monodisperse approximation (LMA) is applied to describe the distribution of sizes, which
is considered as a Gaussian distribution. In the approximation, it is assumed that the
objects of the same sizes are spatially grouped together, hereby coherent scattering is only
allowed for the same objects, which indicates that different objects are independent and
therefore the final scattering intensity is contributed by a sum of that of each objects [88].
Figure 2.8: Schematic description of four type scattering contributions in the DWBA.a)
directly scattered beam, b) first reflected, then scattered beam, c) first scattered, then reflected
beam, d) reflected - scattered - reflected beam.
2.3.3 Grazing incidence wide angle X-ray scattering (GIWAXS)
Grazing incidence wide angle X-ray scattering (GIWAXS) is quite similar to GISAXS
but with a much shorter sample-detector distance. Thus, the scattering signal at large
q-values can be observed, which is corresponding to the structures with sub-nanometer
scales. In GIWAXS measurements, the incident angle is fixed with a small angle, which
is larger than the critical angle of the investigated material but smaller than that of the
substrate to avoid the scattering from the substrate. In the present thesis, GIWAXS is
applied to investigate the crystallinity of donor polymers in organic photovoltaic films.
The origin of the scattering intensity in GIWAXS is the same as the typical diffraction.
As shown in Figure 2.9a, the atoms in a crystal lattice provide the scattering center and
are considered as periodic gratings for X-rays. The incoming X-ray beams with an incident
angle of Θ scatter at the periodic lattice plane. Then the exiting beam is deflected by
an angle of 2Θ versus the incoming beam. If the optical path difference ∆λ between
two waves is a multiple of the full wavelength, a diffraction maximum appears, which
is called constructive interference. The lattice plane distance (d) can be obtained via
Bragg’s equation:
d = n2pi
q
= nλ2sin(θ) (2.26)
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Figure 2.9: Sketch of X-ray diffraction and Ewald’s sphere. a) a description of Bragg’s
law: the incoming beam scatters at a hkl-plane. b) Construction of the Ewald’s sphere:
Diffraction patterns occur when the momentum transfer vectors fulfill the Laue condition.
Figure 2.9b shows that the diffuse scattering signal comes at a fixed incident beam ki,
the scattered wavevector kf describes a sphere in reciprocal space, the so-called Ewald
sphere, and the reciprocal lattice points are described as +-signs. to get the observable
scattering, the momentum transfer vectors must fulfill two conditions: 1) starting and
ending on the surface of the Ewald’s sphere; 2) satisfying the Laue condition ~q = ~G.
In GIWAXS, the small-angle approximation is no longer valid, which means that the
outgoing radiations are no longer decoupled from each other. The momentum transfer
~q is projected onto a flat detector in two dimensions, which is depicted by qy and qz
directions. However, both of them contain a non-negligible contribution of qx direction.
Therefore, the raw GIWAXS images contain a distortion, which is induced by the conflict
between the spherical and flat hypersurfaces of the Ewald’s sphere and the flat crystalline
planes. To properly present GIWAXS data, the ~q map is displayed with qz versus qr,
where qr =
√
q2x + q2y . This is the so-called χ-correction, and more details can be found in
the literature [89, 90].
In the present thesis, GIWAXS measurements are applied to detect the crystallinity
of donor polymers. It can be found in Chapters 5, 6 and 8 that the out-of-plane (100)
Bragg peak is prominent for the studied polymer. Therefore, the evaluation of the polymer
crystalline state is based on this peak. The correlated cuts are performed on the GIWAXS
images, then the peaks are fitted by Gaussian functions to extract the peak position, the
2.3. Scattering techniques 25
peak full width at half maximum value (∆FWHM) and peak intensity. The crystalline size
L is calculated via the Scherrer equation
L = Kλ∆FWHMcos(θ)
(2.27)
where K ≈ 0.9 is the Scherrer form factor, varying with the shape of the crystallites [91].

3 Characterization methods
In the present chapter, all characterization techniques, adopted to probe BHJ films, solar
cells and interfaical layers, are described with instrument specifications, working principles
and the principles of data analysis. The absorption characteristics of thin films are probed
by spectroscopic methods. The surface and inner structures of BHJ films are detected via
real–space and reciprocal–space techniques, respectively. The film’s surface energies are
determined by measuring contact angles.
3.1 Optical microscopy (OM)
Optical microscopy (OM) is utilized to evaluate the device area out of solar cells and
the surface morphology of BHJ films. The measurements are carried on an Axiolab
A microscope from Carl Zeiss, which is equipped with objectives for 1.25, 10, 50 and
100–fold magnifications. A PixeLink PL-S621CU CCD sensor (1280 × 1024 pixels, 8.52
mm sensor diagonal) is mounted to record digital micrographs. The real–space distance
can be calculated based on the resolutions per pixel, provided in Table 3.1. In this thesis,
the samples are imaged at the magnifications of 1.25. The images are analyzed by using
ImageJ [92].
magnification resolution [µm/pixel]
1.25 6.26
2.5 3.11
10 0.82
50 0.17
100 0.082
Table 3.1: Resolution of the optical microscope for various magnifications.
27
28 Chapter 3. Characterization methods
3.2 Contact angle
The most common method for the calculation of the surface free energy (SFE) of solids
is utilizing the results of contact angle measurements, which is first described by Thomas
Young in 1805. It is a common method for determining the interaction energy between
a liquid (L) and a solid (S) [93]. The equilibrium contact angle of a droplet placed
on a smooth surface is determined by the interfacial tensions through Young’s relation
(Figure 3.1):
γSV = γSL + γLV cos(θ) (3.1)
where γSV (mN/m), γSL (mN/m) and γLV (mN/m) are the solid-vapor, solid-liquid and
liquid-vapor solid-liquid interfacial tensions respectively. θ is the contact angle.
Figure 3.1: Schematic representation of the Young’s equation
For the static case, Dupre later expressed the work of adhesion (Wadh) between a solid
and a liquid, which is in terms of the surface tension and equals the change in free energy
of the system [93,94]. The equation for work of adhesion can be written as
Wadh = γSV + γLV − γSL (3.2)
when combined with Young’s relation, gives the Young-Dupre equation [95]:
Wadh = γLV (1 + cos(θ)) (3.3)
In this present work, the acid-base model is applied to do surface energy calculation.
The solid-liquid interfacial tension is represented by the expression
γSV = (
√
γLWSV −
√
γLWLV )2 + 2(
√
γ+SV −
√
γ+LV )(
√
γ−SV −
√
γ−LV ) (3.4)
where γLW stands for the Lifshitz-van der Waals interaction. γ+ and γ− are Lewis acid
and base components, respectively.
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Contact angle measurements are carried out using a First Ten Angstroms FTA200
goniometer, which is equipped with a 360 frames per second camera, a focused microscope,
a dispense pump and a tip Z control. For each different surface, contact angles were
collected using four different probe liquids: diiodomethane, water, ethylene glycol and
formamide. The volume of solvent drops is controlled at 0.4 µL and contact angles of a
minimum of 8 droplets are recorded. Each drop was allowed to equilibrate for 15 s until
a stable contact angle was reached.
3.3 UV-Vis Spectroscopy
Ultraviolet-Visible (UV-Vis) spectroscopy is applied to probe the absorption of light of
solid BHJ films in the ultraviolet-visible spectral region, providing the information about
the energetic levels of materials. The measurements presented in this work were carried
out on a Lambda 35 spectrometer by PerkinElmer. The spectrometer is equipped with a
deuterium lamp and a tungsten halogen lamp, which generate UV light in a wavelength
range of 190 nm - 326 nm and light in the visible and near infrared spectrum (326 nm
- 1100 nm), respectively. The lamps are automatically switched at the wavelength of
326 nm. The generated light is monochromatized by an optical grating. Subsequently,
the monochromatic beam is equally split into two beams of which one probes the sample
and the other one detects a reference sample. At last, the transmission intensity of both
beams is detected by two photodiodes. To obtain the absorbance (A) from transmission
spectrum, the Lambert-Beer law is applied
A(λ) = −log10
(
It(λ)
I0(λ)
)
= a(λ)Llog10e (3.5)
I t(λ) is the transmitted intensity of probed the sample and I0(λ) is the transmitted
intensity of reference sample.α(λ) is the specific absorption coefficient, L is the light path
length through the sample, and e is the Euler’s number.
ITO-coated glass substrates are used to support the measured films in the present work.
Scanning speed of 120 nm/min is applied with a wavelength resolution of 1 nm.
3.4 Time-of-Flight secondary ion mass spectrometry
(TOF-SIMS)
TOF-SIMS depth profiles are used to probe the polymer gradient in BHJ films in Chapter
6. The experiments were performed using an ION-TOF TOF.SIMS 5-100 (ION-TOF
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GmbH, Mu¨nster, Germany) equipped with two ion sources, having a base pressure better
than 5 × 10−9 mbar. During depth profiling, both beams hit the target at an angle of
45°. Bi+ ions were used as the analytical source, operated at 25 kV; Cs+ ions were used
as the sputtering source, operated at 500 V, with an ion current of 20 nA. By alternating
these two ion beams on samples, depth profiles were generated. The craters sputtered
were about 300 × 300 µm2, while acquisition areas of profiles were 40 × 40 µm2 in the
centers of the craters.
3.5 IV characterization
Organic photovoltaics are generally characterized by current-voltage analysis. Solar cells
are measured under dark and illumination conditions, respectively. For dark measure-
ments, an external bias is applied on the device to exam the diode properties of respective
devices. However, for illumination tests, external bias and simulated sunlight (AM 1.5,
100 mW/cm2) are both applied to solar cells. The generated electric current is recorded
by a computer-controlled Keithley 2400 source meter.
Figure 3.2: An exemplary J-V curve of an organic solar cell. The VOC , JSC and maximal
power point (MPP) are indicated by a red dot, a purple dot and a white dot, respectively. The
orange and blue rectangles indicate the maximal output power and the theoretical maximal
output power, respectively.The FF corresponds to the ratio between the grey and blue areas.
Photovoltaic performance of solar cells is quantified by the parameter called power con-
version efficiency (PCE). The PCE is impacted by the device characteristic photovoltaic
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parameters, namely the short-circuit current density at V = 0 V (Jsc) (see Figure 3.2),
the open-circuit voltage at I = 0 A (Voc) (see Figure 3.2), the fill factor (FF ), the serial
resistance at I = 0 A (Rs) and the shunt resistance at V = 0 V (Rsh). The FF is the ratio
of the power at the maximum power point (MPP) (indicated by violet rectangle) and the
theoretically maximum possible power of Pmax = VocJsc (indicated by blue rectangle), is
given by
FF = PMPP
Pmax
= VMPPJMPP
VocJsc
(3.6)
The PCE is defined as the ratio of the device output power (PMPP ) and the irradiation
input power (Pin). Thus, PCE can be given by
PCE = PMPP
Pin
= VocJscFF
PAM1.5
(3.7)
with Pin(AM 1.5) = 100 mW/cm2.
In the present work, the light intensity is calibrated by measuring the light power via a
thermopile (XLP12–3S–H2) or by a silicon-based calibration solar cell (WPVS Reference
Solar Cell Typ RS-ID-3 by Fraunhofer ISE) before J-V measurements. The bias voltage V
is swept from -1.5 V to 1 V with a 0.05 V increment. Each device is performed in sequence
with one dark and several light measurements to sort out the best device performance.
For an in-operando measurements in Chapters 7 and 8, the devices are tested in a loop
to track the evolution of photovoltaic parameters along with time.
3.6 Atomic force microscopy (AFM)
Atomic force microscopy (AFM) is a high-resolution scanning probe microscopy with three
major abilities, namely force measurement, imaging, and manipulation. In Figure 3.3, a
schematic overview of the AFM instrument is shown which consists of a cantilever with
a sharp tip at its end that is used to scan the sample surface. When the tip is scanning
the sample, forces between the tip and the atoms, molecules and crystals on the sample
surface will lead to a deflection of the cantilever according to Hooke’s law [96]. According
to the different interactions between tip and sample, three main scanning modes, which are
contact mode, tapping mode and non–contact mode, are developed. In the present thesis,
AFM is used to investigate the surface morphology of BHJ films. The measurements
are performed in tapping mode using a Digital Instruments/Veeco multimode tapping
atomic force microscope. The tip positioned on the cantilever has a curvature radius of 7
nm. The spring constant of the cantilever (OMCL–AC240TS–R3, Asylum Research) is 2
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Figure 3.3: A simplified sketch of the AFM set–up. The cantilever with a tip performs scan
over the sample surface, which is placed on a piezoelectric sample’s stage. The deflection of
the cantilever is measured by a laser beam and the reflected beam is detected by a photodiode
detector.
Nm−1 with a resonance frequency of 70 kHz. The cantilever is firstly driven to oscillate
close to its resonance frequency. Then the cantilever is brought downwards till the tip
is very close to the film surface. Afterwards, the tip touches the film surface repeatedly
during the taping mode operation. Due to the film’s surface structure and roughness,
the interaction between molecules on the film surface and the tip changes with scanning
time. Therefore the amplitude of the oscillating cantilever changes, which can be detected
by the reflected laser beam shown in Figure 3.3. The laser beam gets reflected a second
time at a mirror and then detected by a position–sensitive photodiode detector which
consists of four segments. In this way, the height and phase images are recorded based
on the stage’s motion. The collected data are analyzed using the open source software
Gwyddion [97].
3.7 X-ray reflectivity (XRR)
X-ray reflectivity (XRR) is a scattering technique based on the specular reflection of X-
rays to obtain the vertical structure and composition of thin film samples in reflection
geometry. The working principle of this technique is to reflect a beam of x-rays from a flat
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surface and to measure the intensity of x-rays reflected in the specular direction (reflected
angle equal to incident angle). More details related to the theoretical aspects of XRR are
provided in section 2.3.
In this present work, XRR measurements are performed to obtain film thickness and
polymer density with a Bruker D8 ADVANCE X-ray Reflectometer. Figure 3.4 illustrates
that the XRR instrument consists of three main parts, namely X-ray source, sample stage
and detector. The X-ray beam, generated by a copper Kα- source operated at 40 kV and
40 mA, has a wavelength of 0.1541 nm. To avoid over illumination on the samples, a
knife-edge cutter is applied over the sample with a short edge–to–surface distance. The
incoming beam is collimated with a 0.2 mm slit and the exiting beam is collimated with
a 0.2 mm and a 0.05 mm slit. Measurements are done with a Θ-2Θ mode by moving both
source and detector. The obtained XRR data is analyzed with the aid of the MOTOFIT
package for IGOR [98].
Figure 3.4: Schematic overview of XRR set–up. The generated X-ray beam guided by a
slit before impinging onto the film surface at certain angle θ. The reflected X-ray beam is
collected by a point detector at an exit angle of 2θ. A knife edge is placed close to the sample
surface to avoid overillumination at small angle.
3.8 Grazing-incidence small-angle X-ray scattering
Grazing incidence small angle X-ray scattering (GISAXS) is a non-destructive measure-
ment technique that provides lateral structure information from the film on a large range
of length scales approximately between 1 nm and 1 µm. In contrast to AFM and OM,
it is possible to probe the inter structures of the film volume. A schematic view of the
grazing-incidence geometry is shown in Figure 3.5, where the X-ray beam impinges the
film under a shallow angle. The incident angle is set to be above the critical angles of
target materials in the probed film, but normally below 1°. The photons are scattered
elastically by the film volume. The GISAXS measurements need a long sample-detector
distance (SDD) to zoom in the small angle scattering signals which correspond to the
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Figure 3.5: Schematic view of grazing incidence X-ray scattering setups. The X-ray beam
impinges on the sample with the incident angle αi and is scattered under an angle αf . The
wide and small angle scattering signals are recorded by setting the detector at short and long
sample-detector distance, respectively.
large structure sizes. The GISAXS measurements discussed in this thesis are performed
at the AUSTRIAN SAXS beamline of the Elettra Sincrotrone in Trieste, Italy. The beam
energy is 8 keV and the incident angle is 0.4° which is larger than the critical angle of
polymers (0.16°) and PC71BM (0.19°). The SDD is set to 1.4 m and a vacuum fly tub is
mounted along the path of the scattered X-ray routine to minimize air scattering. Finally,
the scattering signals are collected by a noise-free Pilatus 1M Detector by Dectris, with
a 981 × 1043 pixel array and a pixel size of 172 × 172 µm2. Moreover, the high brilliant
X-ray source and fast readout time of the detector (3.6 ms) make kinetic measurements
(in Chapter 7 and 8) with high temporal resolution possible.
The GISAXS data analysis is carried out by doing vertical line cuts and horizontal line
cuts, which provide information about the vertical film structure relative to the sample
plane and the lateral structures that occur parallel to the substrate, respectively. The cuts
are extracted with the aid of the software DPDAK [99]. Afterwards, the horizontal line
cuts are modeled based on the effective interface approximation and local monodisperse
approximation (LMA), in which it is considered that the height of the scattering objects
is allowed to be decoupled with their radii [85, 100], and the geometry and mean radii
of the scattering objects by a form factor of cylindrical or spherical geometry following a
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Gaussian distribution. Besides, the mean distance of neighboring objects is taken as the
structure factor. More details can be found in Chapter 2.
3.9 Grazing-incidence wide-angle X-ray scattering
In contrast to GISAXS, grazing-incidence wide-angle X-ray scattering (GIWAXS) has a
shorter SDD (see Figure 3.5), where it is possible to collect the scattered beam at wide
angles. Therefore, GIWAXS measurements can access the crystalline lattice distances and
crystallite grain sizes of materials on a sub-nanometer scale. The GIWAXS measurements
in this thesis are conducted at the Elettra beamline as well. The Pilatus 1M detector is
moved close to the sample with a distance of 291 mm. It has been demonstrated that the
corrections of 2D GIWAXS data, e.g. solid angle correction, q-reshaping and conversion,
efficiency correction (air path and pixel sensitivity under oblique angles) and polarization
correction, are required to retrieve the corrected reciprocal space patterns from the raw
data [55]. The correction can be done with the aid of the software Grazing Incidence X-
ray Scattering Graphical User Interface (GIXSGUI) [101]. Afterwards, sector integrals are
used to extract sample crystallite characteristics. To avoid the impact of the background,
the sector cuts are subjected to a background subtraction of a reference sample, resulting
in a flat-background profile (Figure 3.6b). At last, the Bragg peaks are fitted with
Gaussian function to obtain peak position, full width at half maximum (FWHM) and
peak intensity.
Figure 3.6: a) Example of a GIWAXS image of a BHJ film with highlight sector integrals
between the dashed lines. b) A sector cut after background-subtraction and fitted by Gaussian
functions.
In addition, the polymer crystal orientations can be figured out by GIWAXS measure-
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ment. In Figure 3.7, face-on and edge-on orientated poly[(5,6-difluoro-2,1,3-benzothiadiazol-
4,7-diyl)-alt-(3,3”’-di(2-octyldodecyl)-2,2’;5’,2”;5”, 2-quaterthiophen-5, 5”’-diy)] (PffBT4T-
2OD) crystals and corresponding GIWAXS images are exemplary shown. The (100) peak
is attributed to the chain stacking (a) and the (010) peak is contributed by the pi–pi
stacking (b).
Figure 3.7: Schematic representation of PffBT4T-2OD crystals orientation in PffBT4T-
2OD:PC71BM film. a) and c) 2D GIWAXS images of PffBT4T-2OD:PC71BM (1:1.2) films.
c) face-on and d) edge-on orientation of PffBT4T-2OD crystallites. The lattice constants a
and b are depicted as well.
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3.10 In-operando grazing-incidence x-ray scattering
In Chapter 7 and 8, the solar cells are characterized by in-operando GIXS measurements.
Hereby, the device performance and BHJ morphology can be tracked simultaneously,
providing insights in the origins of device degradation. To fulfill the measurement re-
quirements, a custom-made chamber was designed and built by M. Ruderer, J. Schlipf
and B. Kalis. As shown in Figure 3.8a, two Kapton windows allows the X-ray beam to
enter and exit the chamber. A quartz glass window at the bottom enabled the simultane-
ous illumination of the sample. On the left side of the chamber, a PerkinElmer PX5 150
W xenon arc lamp is mounted to simulate the sun’s radiation spectrum. The distance
between the lamp and the device is adjusted by screws. An illumination control shutter
and a reflective mirror are placed under the chamber. On the other side, a vacuum pump
is connected to keep the chamber at vacuum conditions (6×10−2 mbar) during the device
characterization to rule out the decay factors of oxygen and water. Inside the chamber
(Figure 3.8b), the sample is connected by five gold-capped pins for the IV characteri-
zation, which was tracked by a source meter (Keithley 2400). A pattern mask is placed
under the device, which effectively reduced the degradation induced by the illumination
and prevented increased temperatures. Before the in-operando measurements, each device
is aligned so that the beam was positioned on the active layer close to the aluminum top
electrodes.
Figure 3.8: a) Photograph of the experimental setup with the custom-made chamber for
in-operando measurements mounted in the synchrotron beamline. Characteristic parts are
highlighted. b) Inside view of the chamber with a mounted solar cell.
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Each OSC is fixed in a petri dish, then sealed in a aluminum bag under nitrogen
atmosphere to minimize the device aging, induced by water and oxygen in ambient. The
samples are stored in the sealed bags until the in-operando measurement and exposed to
air less than 10 min before being transfered into the measurement chamber. The device
performances are continuously tracked for 2-4 h. The IV curves are recorded constantly
every 16 s. The GIXS measurements are taken every 1 min for the first 10 min. Later,
the GIXS measurements were recorded every 5 min for 5 s.
4 Sample preparation
This chapter gives information about the main materials, sample preparation procedures
and thin deposition techniques applied in Chapter 5-8. In section 4.1, the main materials
used are introduced with chemical structures and their main properties. The subsequent
section is about the thin film fabrication process, which contains the substrate cleaning
process, solution preparation and thin film deposition methods. Finally, the assembly
routines of a solar cell with conventional and inverted architecture are described in sec-
tion 4.3.
4.1 Materials
The chemical structure and basic properties of main materials related to this thesis are
briefly introduced in this section.
Poly[4,8-bis(5-(2-ethylhexyl)thiophen-2-yl)benzo[1,2-b;4,5-b’]dithiophene-2,6-diyl-
alt-(4-(2-ethylhexyl)-3-fluorothieno[3,4-b]thiophene-)-2-carboxylate-2-6-diyl)]
(PTB7-Th)
PTB7-Th is a benzodithiophene-based conjugated photovoltaic polymer with HOMO and
LUMO levels of -5.3 eV and -3.52 eV, respectively. PTB7-Th:PC71BM-based solar cells
present power conversion efficiencies (PCEs) over 9 % without any post-treatment during
the device fabrication [102]. The polymer used in the present work is purchased from
ONE-Material (Chapter 6) Inc or Cal-os Inc (Chapter 7). The molecular weight (Mw) of
the PTB7-Th is around 57 kDa. The chemical structure is shown in Figure 4.1.
Poly[(5,6-difluoro-2,1,3-benzothiadiazol-4,7-diyl)-alt-(3,3”’-di(2-octyldodecyl)-
2,2’;5’,2”;5”,2-quaterthiophen-5,5”’-diy)](PffBT4T-2OD)
PffBT4T-2OD is a novel semiconducting donor polymer with a low band-gap of 1.65 eV
for organic photovoltaics, which has yielded PCEs approaching 11 % [103]. PffBT4T-2OD
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has high crystallinity and a wide range of light absorption. The holes show high mobility
on the order of 10−2cm2V−1s−1 in the PffBT4T-2OD film [104]. The polymer used in the
present work is purchased from ONE-Material Inc (Chapter 5) or Cal-os Inc (Chapter
8). The molecular weight (Mw) of the PffBT4T-2OD is around 112 kDa. The chemical
structure of PffBT4T-2OD is shown in Figure 4.1.
Figure 4.1: Chemical structures of polymer PTB7-Th and PffBT4T-2OD, fullerene PC71BM
and PEDOT:PSS.
[6,6]-Phenyl-C71-butyric acid methyl ester (PC71BM)
PC71BM (Figure 4.1) is a fullerene electron acceptor commonly used in efficient organic
photovoltaic devices. Compared with PC61BM, the non-symmetrical C70 cage of PC71BM
enables energetic transitions, which are forbidden in PC61BM. Besides, there is an im-
provement of the absorption characteristics of PC71BM over PC61BM in the visible range
of the solar spectrum [105]. The HOMO and LUMO levels of PC71BM are at -6.1 eV
and -3.7 eV, respectively. PC71BM used in this work is purchased from ONE-Material Inc
(Chapter 7 and 8) or American Dye Sources Inc (Chapter 5 and 6).
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Poly(3,4-ethylenedioxythiophene):poly(styrenesulfonate) (PEDOT:PSS)
PEDOT:PSS is available as a water-based solution (1.3 ∼ 1.7 wt %), which contains a
blend of semiconducting PEDOT and nonconducting PSS (shown in Figure 4.1). Due to
the high conductivity, transparency and proper work function (5 eV) [106], PEDOT:PSS
films are commonly applied as electron blocking layers in organic photovoltaic devices.
PEDOT:PSS solution is purchased from Heraeus (Clevios P VP AI4083). Before film
casting, the solution is filtered through a 0.2 µm cellulose acetate filter.
2,5-bis(11-(1-carboxyl acid))-3,6-bis-(2-thienyl)-1,4-dioxopyrrolo[3,4-c]pyrrole
(DPP-COOH)
DPP-COOH is synthesized describable in a the previous paper [101]. 1HNMR (500 MHz,
deuterated DMSO) d [ppm]: 11.90 (s, 2H), 8.78 (dd, J = 3.9 Hz, 1.2 Hz, 2H), 8.07 (dd, J
= 5.0 Hz, 1.2 Hz, 2H), 7.38 (dd, J = 5.0 Hz, 3.9 Hz, 2H), 3.98 (t, J = 7.4 Hz, 4H), 2.14
(t, J = 7.4 Hz, 4H), 1.63–1.57 (m, 4H), 1.45–1.42 (m, 4H), 1.30–1.20 (m, 24H). 13CNMR
(500 MHz, deuterated DMSO) d [ppm]: 24.44, 26.06 28,43, 28.48, 28.64, 28.71, 28.74,
29.16, 33.62, 41.36, 106.53, 128.60, 129.03, 132.86, 134.59, 139.26, 160.32, 174.42 ppm.
HRMS (ESI, m/z): calculated for C36H48N2O6S2 [M+Na]: 668.91, found 667.2871.
Zinc oxide (ZnO) precursor
The ZnO precursor solution is made by dissolving zinc acetate dihydrate (1 g) and
ethanolamine (0.28 g) in 2-methoxyethanol (10 mL) and stirring overnight for a hydrolysis
reaction [107]. All related reagents are purchased from Sigma-Aldrich.
Host solvent
Chlorobenzene (CB) and 1,2-dichlorobenzene (DCB) (shown in Figure 4.2) are used as
host solvents for the polymer-fullerene blend solution. Both of them are purchased from
Sigma-Aldrich with a purity > 99.5 %. The boiling temperature of CB is 132 °C, while
for DCB it is 184 °C.
Additive solvent
1,8-diiodooctane (DIO) and o-chlorobenzaldehyde (CBA) (Figure 4.2) are doped in the
BHJ blend solution to modify the morphology of the photoactive layer with a ratio of 3
% and 5 % by volume to all solvents, respectively. DIO and CBA are purchased from
Sigma-Aldrich. The boiling temperature of DIO is 332.5 °C, while for CBA it is 212 °C.
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Figure 4.2: Chemical structures of host solvents and solvent additives.
Silicon wafer
P-doped silicon Si(100) wafers are used as substrates of static film deposition for the X-
ray scattering and X-ray reflectivity measurements. The native oxide layer is important
for proper coverage of film deposition.The wafers are purchased from SiMat (Kaufering,
Germany) with a diameter of 10 cm and a thickness of 525 µm. The silicon substrates
are cut into small pieces (e.g. 10 × 10 mm2) for film application and then cleaned as
introduced in section 4.2.1.
Indium-doped tin oxide-coated glass substrate
Solar cells are fabricated on indium-doped tin oxide (ITO) coated glass substrates, which
are purchased from Delta Technologies Ltd. A 100 nm thick ITO layer is deposited on
the substrate with a typical resistance of 8-12 Ω/sq. The work function of the ITO layer
is around -4.7 eV. Before the film deposition, ITO substrates are cleaned as introduced in
section 4.2.1.
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4.2 Thin film fabrication process
The thin film fabrication process of organic solar cells has a profound impact on device
performance. The soluble materials, e.g. the BHJ blend, PEDOT:PSS and ZnO precursor,
are deposited via spin-coating from solution onto the clean substrates in this work. Next,
thermal evaporation is applied to the insoluble materials to obtain a thin film. More
details are presented in the following section.
4.2.1 Substrate preparation
Cleaning of silicon substrates
Silicon substrates are treated with an acidic cleaning to remove surface impurities before
their utilization. The acid bath is a dilute piranha solution, which consists of 200 mL of
H2SO4 (purity 95.0 %), 70 mL of H2O2 (purity 30.0 %) and 130 mL of deionized water
(DI, purity 99.9 %) [108]. The acid bath is heated to 80 °C by a water bath. Afterwards,
substrates are mounted in a PTFE holder and then immersed in the acid bath for 15 min.
Subsequently, silicon substrates are rinsed thoroughly with deionized water and dried in
a nitrogen flow. After drying, the substrates are carefully restored and ready for use. To
avoid oxidation and other contamination on the surface, the film preparation is performed
on the same day of cleaning.
Cleaning of ITO substrates
To clean ITO substrates, they are put into a PTFE holder, then soaked in four organic
solvents, namely Alconox® detergent solution (16 mg mL−1), ethanol (99.8 %), acetone
(99.9 %) and 2-propanol (99.8 %), in sequence for 10 min each in an ultrasonic bath.
Before film deposition, the ITO substrates are exposed to a plasma oven to further remove
the organic particles and improve the hydrophilic properties of the surface. The plasma
is applied with a power of 200 W and a pressure of 0.4 mbar for 10 min under an oxygen
atmosphere or 5 min air plasma in a Harrick plasma cleaner (0.1 mTorr, PDC 32 G, 18
W).
As present in Chapter 7 and 8, a special solar cell layout is needed for in-operando
measurements to avoid the metallic pins penetrating through the whole layer stack of a
device. As shown in Figure 4.3, ITO substrates are patterned to etch away some parts of
ITO. The remaining ITO part is covered with a scotch tape. The exposed ITO is etched
via a catalytic reaction of zinc powder with HCl (12 M). After etching, the substrates are
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Figure 4.3: ITO Etching. a) Plain ITO-coated glass substrate. b) Central area is covered
by a 15 mm wide sticky tape. c) Edge parts are covered with Zn powder to do etching. d)
The final pattern of ITO substrates.
washed with DI water and dried by a nitrogen flow. Etched ITO substrates undergo the
same cleaning procedure as the substrates without etching.
4.2.2 Solution preparation
Due to the light-sensitive properties of photovoltaic materials and the heating requirement,
brown screw-top vials with PTFE-faced lids supplied by Fisher Scientific, are chosen as
solution containers. Vials are cleaned with CB to avoid contamination.
PTB7-Th:PC71BM
PTB7-Th:PC71BM blends with an overall concentration of 25 mg/mL and a weight ratio
of 1:1.5 are used within this work. In Chapter 6, 3 vol % of DIO is added and different
amounts of PBDTTPD-COOH are doped as the third component in the blend solution,
respectively. PBDTTPD-COOH is dissolved in a mixture of chloroform (CF)/dimethyl
sulfoxide (DMSO) (10:1) with a concentration of 25 mg/mL. Different weight ratios of
PBDTTPD-COOH are achieved by varying the doping volume of the PBDTTPD-COOH
solution. Afterwards, mixed CF/DMSO is added to ensure the concentrations of PTB7-
Th:PC71BM are the same in all solutions. In Chapter 7, the solutions are prepared
without and with solvent additives, namely 3 vol % of DIO and 5 vol % CBA. The final
solutions are stirred and heated at 70 °C overnight. Notably, the solution needs to return
back to room temperature before film deposition. Typically, 100 µL of PTB7-Th:PC71BM
solution are taken to fabricate each sample (20 × 20 mm2).
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PffBT4T-2OD:PC71BM
The blend of PffBT4T-2OD:PC71BM (volume ratio = 1:1.2, 20 mg/mL in total) is dis-
solved in mixed DCB/CB (volume ratio = 1:1). In Chapters 5 and 6, DIO is used as the
solvent additive for all solar cells with 3 vol %. In Chapter 8, solar cells are prepared
without and with solvent additives. The samples with solvent additives are made by dop-
ing 3 vol % of DIO and 5 vol % CBA, respectively. In Chapter 6, PBDTTPD-COOH is
doped in the PffBT4T-2OD:PC71BM solution as PTB7-Th:PC71BM based ternary solar
cells introduced in section 4.2.2 . All solutions are stirred and heated at 100 °C overnight.
Interfacial layer solution
In Chapter 5, the interfacial layers of adipic acid and terephthalic acid are individ-
ually dissolved in DMSO with a concentration of 0.05 mg/mL. 2,5-bis(11-(1-carboxyl
acid))3,6-bis(2-thienyl)-1,4-dioxopyrrolo[3,4-c]pyrrole (DPP–COOH), C60-SAM and PB-
DTTPD–COOH are dissolved in CF/DMSO (10:1) with a concentration of 0.05 mg/mL,
respectively.
4.2.3 Deposition methods
Spin-coating
In this thesis, all BHJ films, interfacial layers and PEDOT:PSS films are made by spin-
coating, which is a widely-used technique for preparing homogeneous thin films, especially
for lab-scale thin film fabrication. The spin-coated films are fabricated with a WS-650-23
device by Laurell Technologies or a Delta 6 RC TT device by Su¨ss MicroTec Lithography
GmbH. In general, a rotary plate is set in the center of a spin coater, where the sample
is attached by applying a vacuum (as shown in Figure 4.4a). The solution is dropped
and spread over the whole surface of the mounted sample. Afterwards, the substrate is
rotated at a preset angular speed and consequently the excess solution is expelled from
the substrate by centrifugal forces. Finally, a homogeneous thin film is achieved.
The thickness of thin films by spin-coating is below 1 µm. It is determined by the
solvent, the viscosity, and the concentration of the related solution. It can be roughly
evaluated via the Schubert equation [109]:
d = Cω− 12 c0M
1
4
W (4.1)
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where C is an experimental parameter empirically determined by the sample system, ω
is the angular velocity, c0 is the solution concentration and MW is the molecular weight
of the polymer.
Thermal annealing
It has been demonstrated that thermal annealing is available to modify the film morphol-
ogy and crystallinity, as annealing provides molecules sufficient energy to an equilibrium
state [110–112]. Moreover, annealing is key for removing the residual solvents in the film
after spin-coating, while it can impact on the performance of a final device. In this the-
sis, PEDOT:PSS films, ZnO films, interfacial layers and PffBT4T-2OD:PC71BM films are
treated with thermal annealing at a defined elevated temperature for a certain time. All
annealing treatments are carried out at a RCT basic heat plate by IKA Werke GmbH.
A copper plate is equipped to ensure homogeneous temperature distribution. PffBT4T-
2OD:PC71BM films are annealed under a nitrogen atmosphere to avoid the degradation
caused by H2 and O2.
Thermal evaporation
In Chapter 5 and 6, solar cells are made in the conventional forward structure, in which
0.8 nm of LiF, 20 nm of aluminum and 60 nm of magnesium are deposited via thermal
Figure 4.4: Illustration of spin coating (a) and thermal evaporation (b) as deposition tech-
niques for thin film fabrication.
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evaporation. In Chapters 7 and 8, the solar cells are prepared in an inverted structure,
which contains 8 nm of MoO3 as blocking layer and 60 nm of the aluminum film as back
electrode fabricated by thermal evaporation. A schematic of a thermal evaporation setup
is shown in Figure 4.4b. A crucible with the target material is fixed at the bottom of
the chamber. Once the substrates are placed, the chamber is closed and evacuate to 3 ×
10−6 Pa. Afterwards, an electrical current is forced to flow through the crucible to induce
evaporation. The evaporation rate of LiF, MoO3, Al and Mg are controlled at around 0.1
A˚/s, 2 A˚/s, 2 A˚/s and 2.5 A˚/s, respectively.
4.3 Assembly of solar cells
A graphical representation of the most general solar cell preparation routine is shown in
Figure 4.5. The solar cells are fabricated with two architectures, namely forward and
inverted structure. In a forward architecture, a PEDOT:PSS layer is firstly spin-cast on
the top of clean ITO substrates (section 4.2.1) and then is annealed at 150 °C for 10 min.
Afterwards, the BHJ solution is deposited via spin-coating on the PEDOT:PSS surface.
At last, LiF, Al and Mg are evaporated in sequence on the samples to achieve the final
device. In an inverted architecture, a ZnO film replaces the film of PEDOT:PSS to be a
blocking layer and annealed at 150 °C for 30 min. BHJ films are made according to the
procedure in a conventional structure. A MoO3 film is evaporated on the top of the BHJ
layer as a hole transport layer, then the back electrode of Al and Mg is deposited to finish
the device fabrication.
Notably, the polymer PffBT4T-2OD cannot be dissolved in the mixed solvents of DCB
and CB at room temperature. Therefore, PffBT4T-2OD:PC71BM films are spin-cast from
a warm solution. The BHJ solution is stirred and heated at 100 °C overnight. Before spin
coating, ITO substrates are preheated on a hot plate at 120 °C for 1 min. The time gap
from taking a substrate to a spin-coater to starting spin-coating is limited to 10 s.
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Figure 4.5: Schematic illustration of the fabrication process of solar cells in the present
work.
5 Tuning device performance by an
interface modifier
Parts of this chapter have been prepared as a manuscript: How to choose
an interfacial modifier for organic photovoltaics using simple surface energy
considerations (D. Yang et al. in preparation, 2020).
Organic photovoltaics (OPV) continue to attract attention due to the possibility of low-
cost manufacturing, and the seemingly endless number of combinations of materials with
which new device architectures can be assembled [21,66,113–115]. A typical OPV device
comprises a layered structure in which a blend of donor and acceptor materials, the bulk
heterojunction (BHJ), is sandwiched between the anode and cathode. Interfacial layers
are employed in various locations within the sandwich architecture, notably between the
BHJ and the electrodes to facilitate the charge carrier collection [116,117]. Recently, the
power conversion efficiency (PCE) of organic solar cells (OSCs) has been improved to over
17.3 % in tandem devices, [21] while champion device efficiencies for single-junction OSCs
are around 16 % [22,118–120]. In the conventional forward structure, the widely adopted
configuration is ITO/PEDOT:PSS/donor:acceptor BHJ/LiF/Al [46,121,122], which relies
upon PEDOT:PSS and LiF as the key interfacial layers on either side of the BHJ. PE-
DOT:PSS has many known advantages, including high-conductivity, transparency, water-
processability and smoothing the roughness of the underlying ITO [123, 124]. However,
PEDOT:PSS has also disadvantages, such as acidic nature, the presence of ions (sodium
ions in particular), and its intrinsic hydrophilicity.
In general, polymers are more hydrophobic than fullerene. When the BHJ solution
is deposited on the top of hydrophilic PEDOT:PSS film, PC71BM molecules tend to
accumulate close to the hydrophilic layer. Thus, a fullerene-rich layer can form near the
PEDOT:PSS film, whic is an unfavorable position. In the conventional architecture of
OSCs, electrons are transported in the acceptor materials, namely fullerene in our work,
and collected at the top metal electrode. In contrast, holes are transported in the donor
materials (here polymers) and extracted at the bottom anode. Thus, in such a BHJ film,
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Figure 5.1: Chemical structures of interfacial molecules and schematic of solar cell archi-
tecture.
the charges will experience a long transport distance, which brings more chances for charge
recombination, resulting in poor photovoltaic performances. Therefore, it is necessary
to modify the gradient of BHJ materials to short the charge transport distance and
further improve the device performance by . Because PEDOT:PSS is typically in direct
contact with the BHJ, efforts have been directed towards the development of PEDOT:PSS
modifiers that modulate its surface chemistry [125–127].
When designing interfacial modifiers, the molecular structure and resulting electronics
tend to be the focus to enable tuning of interfacial energy levels. Recently, however,
some attention has been paid to the surface energy of the interfacial modifiers and their
role in inducing changes in the local composition, which in a BHJ layer that is less
than 200 nm or even 100 nm thick could have profound effects on the performance of
the solar cell [33, 128]. For example, in previous work, we found that modification of
PEDOT:PSS with a thin layer of a conducting polymer (PBDTTPD–COOH) would lead
to improved efficiencies with certain BHJ combinations, but decreased the performance
with others [33]. We determined that the observed behaviour was related to the relative
surface energies of the interfacial layer, and that of the two components within the BHJ.
Depending upon these relative surface energies, donor or acceptor would accumulate at
that interface, thus affecting charge transport in either a positive or negative manner.
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Here, we generalize this observation and show how one can predict the effects of the
interfacial layer on the efficiencies of a given solar cell with a simple determination of the
surface energies. Comparing solar cell device performance is highly labour intensive due
to the time and resources need to synthesize and test full devices, and thus a shortcut to
choosing an ideal interfacial modifier is useful.
In the present work, we introduce 5 interfacial materials (see Figure 5.1) with differ-
ent surface energy into solar cells individually. Contact angles determined using 4 probe
liquids are determined for each of the ITO/PEDOT:PSS/interfacial layers and the calcu-
lated surface energies are used to predict accumulation of the BHJ donor and acceptor
components, and correlated with the resulting effects on device performance. This work
provides guidelines to enable the selection of an interfacial layer for a given BHJ.
5.1 Surface energy of interfacial layers
In order to calculate the effect on surface energies of these 5 components on a PEDOT:PSS
layer, contact angle measurements are carried out on ITO/PEDOT:PSS/interfacial lay-
ers, glass/PC71BM, and glass/donor polymers, respectively. Four different probe solvents,
diiodomethane, water, ethylene glycol and formamide, are used to perform contact angle
Sample Water Diiodomethane Ethylene Glycol Formamide
[◦] [◦] [◦] [◦]
PffBT4T–2OD 101.2 ± 1.7 90.5 ± 1.7 88.4 ± 1.0 59.7 ± 2.8
P3HT 102.5 ± 0.6 56.1 ± 0.7 76.7 ± 0.4 84.7 ± 0.8
PC71BM 76.7 ± 2.1 14.7 ± 2.5 49.8 ± 2.4 60.5 ± 3.1
ITO/PEDOT:PSS
/adipic acid 29.7 ± 3.5 27.1 ± 2.0 4.0 ± 0.8 3.9 ± 1.2
ITO/PEDOT:PSS
/terephthalic acid 30.1 ± 3.5 21.2 ± 2.1 8.9 ± 1.5 4.4 ± 1.1
ITO/PEDOT:PSS
/DPP–COOH 78.9 ± 3.8 39.6 ± 1.8 28.4 ± 3.1 34.6 ± 7.6
ITO/PEDOT:PSS
/C60 SAM 88.9 ± 3.0 39.3 ± 0.6 34.8 ± 2.8 48.1 ± 5.0
ITO/PEDOT:PSS
/PBDTTPD–COOH 101.0 ± 2.6 42.0 ± 2.6 55.2 ± 3.0 48.5 ± 1.2
Table 5.1: Measured contact angles for the molecules/surfaces used in this study.
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measurements for each surface (as introduced in section 3.2). The mean of the contact
angles and the related standard deviation of each probe liquid and each surface are calcu-
lated and reported in Table 5.1. The surface energy parameters used for the probe liquids
are taken from the literature [33].
The water contact angle of ITO/PEDOT:PSS cannot be measured properly due to
the extreme hydrophilicity of this interface, and is thus near 0◦. As shown in Table
5.1, the minimum water contact angle for the ITO/PEDOT:PSS/ interfacial layers com-
binations is 29.7◦ for adipic acid, and the maximum value of 101.0◦ is noted for the
PBDTTPD–COOH interlayer, as summarized in Table 5.1. An acid-base model (see sec-
tion 3.2) [93], widely applied for macromolecules [129,130] and fullerenes [45,131], is used
to calculate the surface energy components of these ITO/PEDOT:PSS/interfacial layers.
The calculated surface energies of the ITO/PEDOT:PSS/interfacial layers samples fall
between 38.9 mJ/m2 and 52.9 mJ/m2 (Table 5.2), providing a useful range of surface
energies. The degree of interfacial phase segregation is predicted to vary an appreciable
amount in order to see difference in the PCE of these devices. Table 5.2 also shows the
total surface energy of films of the representative donor polymers used (23.5 mJ/m2 and
28.2 mJ/m2), as well as that of PC71BM (45.8 mJ/m2) [45].
5.2 Modeling evaluation of polymer composition
Using the surface energies of the donor polymers, PC71BM, and interfacial materials, it
is possible to predict the relative component concentration of a BHJ at a given interface.
Here, we calculate the relative concentration of donor polymer near the ITO/PEDOT:PSS
/interfacial layer interface. When a species from solution is depositing on an interface,
the energy barrier ∆G of deposition, at the interface can be quantified according to the
following equation [93]:
∆G/2 = −
(√
γLW1 −
√
γLW3
)(√
γLW2 −
√
γLW3
)
+
(√
γ+1 −
√
γ+2
)(√
γ−1 −
√
γ−2
)
−
(√
γ+1 −
√
γ+3
)(√
γ−1 −
√
γ−3
)
−
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γ+2 −
√
γ+3
)(√
γ−2 −
√
γ−3
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(5.1)
With the calculated barrier ∆G and equation 5.2, where γi is the respective surface
energy, the relative composition of polymers near that interface can be calculated. The
details of these calculations are found in the previous work [33].
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γT [mJ/m2] γLW [mJ/m2] γ+ [mJ/m2] γ− [mJ/m2]
PffBT4T–2OD 23.5 ± 0.9 23.5 ± 0.9 0 0.94 ± 0.2
P3HT 28.2 ± 0.4 28.2 ± 0.4 0 0.35 ± 0.1
PC71BM 45.8 ± 1.7 45.8 ± 1.7 0 0.88 ± 0.7
ITO/PEDOT:PSS
/adipic acid 52.9 ± 1.2 45.4±0.8 0.4 ± 0.1 43.2 ± 6.6
ITO/PEDOT:PSS
/terephthalic acid 52.7 ± 0.8 47.4 ± 0.7 0.2 ± 0.08 43.6 ± 3.9
ITO/PEDOT:PSS
/DPP–COOH 43.3 ± 1.8 39.6 ± 0.9 2.7 ±1.2 2.2 ± 0.2
ITO/PEDOT:PSS
/C60-SAM 40.5 ± 0.8 40.0 ± 0.3 2.1 ± 0.6 0.2 ± 0.04
ITO/PEDOT:PSS
/PBDTTPD–COOH 38.9 ± 1.4 38.9 ± 1.4 0.8 ± 0.3 0
Table 5.2: Calculated surface energy components of polymers and interfaces. Values derived
using data from Table 5.1 and the acid-base model of surface energies [93]. γT , γLW , γ+
and γ− are the total, Lifshitz-van der Waals (dispersive), Lewis acid and base surface energy
components.
cinteri =
ci exp(−N1/3A V 2/3i ∆Gi/RT )∑N
n=1 cn exp(−N1/3A V 2/3n ∆Gn/RT )
(5.2)
where NA is the Avogadro constant, cinteri is the interfacial composition of the i − th
component, and Vi is the molar volume of the i component. Using these two equa-
tions and the data in Table 5.2, predictions of relative concentrations of donor polymer
Interfacial layer PffBT4T–2OD [%] P3HT [%]
Adipic acid 49 42
Terephthalic acid 45 40
DPP–COOH 61 47
C60-SAM 60 47
PBDTTPD–COOH 62 51
Table 5.3: Predicted polymer compositions at the ITO/PEDOT:PSS buried interface for
PffBT4T–2OD:PC71BM and P3HT:PC71BM.
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within a given BHJ at the ITO/PEDOT:PSS/interfacial layer are calculated. Table 5.3
summarizes the results of these calculations. In general, the polymer concentration at
the ITO/PEDOT:PSS/interfacial layer interface has a negative correlation with the total
surface energy of the interfacial layer, i.e. the higher the surface energy of the interfacial
layer, the lower the relative polymer concentration at the interface. In a forward-biased
solar cell device, a polymer-rich ITO anode is desired since holes are transported through
the polymer phase to be collected at the ITO anode [132–134]. According to the re-
sults in Table 5.3, BHJs composed of PffBT4T–2OD:PC71BM see the widest range of
polymer concentrations deviation at the ITO/PEDOT:PSS/interfacial layer, from 45 %
to 62 %, while the change is smaller in P3HT:PCBM-based BHJs. For cells containing
PffBT4T–2OD, the donor polymer concentration is lowest (45:55) when terephthalic acid
is used as the interfacial layer, but is enriched with C60-SAM (60:40), DPP–COOH (61:39)
and PBDTTPD–COOH (62:38). Therefore, for an OPV assembled with conventional for-
ward polarity, the ITO/PEDOT:PSS surfaces modified with terephthalic acid have a
lower concentration of donor polymer at this interface, which would theoretically lower
the efficiency of the corresponding devices. In other words, those ITO/PEDOT:PSS elec-
trodes functionalized by more hydrophobic compounds such as C60-SAM, DPP–COOH
and PBDTTPD–COOH, are predicted to have higher efficiencies.
5.3 Device performances
To test this hypothesis, the work functions of the interfacial layers on ITO/PEDOT:PSS
films are measured by ultraviolet photoelectron spectroscopy (UPS). As shown in Fig-
Figure 5.2: UPS spectra of the surfaces with interfacial layers on the ITO/PEDOT:PSS
anode.
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Figure 5.3: Champion J-V curves of PffBT4T–2OD: PC71BM based device with different
interfacial layers on the ITO/PEDOT:PSS anode.
Figure 5.4: Calculated polymer composition at the buried ITO/PEDOT:PSS/interfacial
layer interface vs PCE of the corresponding PffBT4T–2OD:PC71BM devices. PCE val-
ues represent the mean of at least 8 different devices, and the error is taken as the standard
deviation in these values. The solid line is a guide to the eye.
ure 5.3a, the values of the work function are in the range of 5.14 eV to 5.22 eV, which
are comparable to that of ITO/PEDOT:PSS (5.1 eV) [33]. Since the HOMO level of
PffBT4T–2OD is 5.34 eV [135], there is no obvious energy barrier for hole collection. Or-
ganic solar cells, consisting of ITO/PEDOT: PSS/interfacial layer/PffBT4T–2OD:PC71BM
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/LiF/Al/Mg are fabricated, where the champion J − V curves of these devices with each
interfacial layer are shown in Figure 5.3b and the average PCEs with minimum 8 de-
vices are displayed in Table 5.4. To further evaluate and compare the performances
of PffBT4T–2OD:PC71BM solar cells, average shifted histograms [136] are calculated
to distinguish the changes of distributions of photovoltaic parameters with respect to
interfacial layers (Figure 5.5). These results show, that in all cases the improvement
in efficiency is dominated by an increases in Jsc. Figure 5.5 shows a plot of the ef-
ficiencies of the devices against the calculated ratio of donor polymer:PC71BM at the
ITO/PEDOT:PSS/interfacial layer. The highest efficiencies are observed for those inter-
facial layers that are predicted to result in the highest accumulation of donor polymer at
the anode.
Figure 5.5: Comparison of the performance of devices with different in-
terfacial layers with the following architecture, ITO/PEDOT:PSS/interfacial
layer/PffBT4T–2OD:PC71BM/LiF/Al, using average shifted histograms (ASHs).
The use of terephthalic acid as the interfacial layer results in the lowest PCE of 8.6 ± 0.2
% owing to a lower JSC (17.6 ± 0.6 mA/cm2) and Voc (0.72 ± 0.04 V). Adipic acid, with
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a predicted ratio of donor polymer:PC71BM of 49:51 shows an improved performance to
9.9 ± 0.1 %, with a Jsc and Voc of 19.4± 0.7 mA/cm2 and Voc 0.75 ± 0.06 V, respectively.
Finally, with DPP–COOH, C60-SAM and PBDTTPD–COOH as interfacial layers, the
predictions suggest an increase of donor polymer at the ITO:PEDOT:PSS electrode to
60 % from 45 % for the terephthalic acid, and the corresponding efficiencies increased to
10.3 ± 0.4 %, 10.1 ± 0.3 %, and 10.2 ± 0.4 %, respectively.
The apparent connection between the calculated ratio of donor polymer:PC71BM at
the ITO/PEDOT:PSS/interfacial layer surface is further tested with P3HT:PC71BM solar
cells. As seen in Table 5.3, the predicted interfacial composition of P3HT ranges from
40 % to 51 %, which is slightly less than the range for PffBT4T–2OD (45 % to 62 %).
However, in this case, the results are rather different, where the PCE ranges from 4.8 %
to 4.9 % (Figure 5.6) with no statistically significant difference in their values. [137] These
results suggest that increasing the donor concentration at the buried anode interface of a
forward biased BHJ solar does not necessarily improve the PCE.
5.4 Morphology investigation
In this section, the influence of interfacial layers on the BHJ morphology is investigated.
Thus, Time-of-Flight Secondary Ion Mass Spectrometry (TOF-SIMS) is applied to probe
the polymer distribution in the BHJ film. Grazing-incidence wide-angle X-ray scatter-
ing (GIWAXS) is used to reveal the influences of interfacial modifiers on the polymer
crystallinity.
5.4.1 Polymer gradient
Interfacial layer Polymer composition [%] [RB-IR]*100%/RB [%]
Adipic acid 49 17
Terephthalic acid 45 20
DPP–COOH 61 11
C60-SAM 60 10
PBDTTPD–COOH 62 12
Table 5.4: Predicted polymer compositions at the ITO/PEDOT:PSS buried interface for
PffBT4T–2OD:PC71BM and P3HT:PC71BM.
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Figure 5.6: Comparison of the performance of ITO/PEDOT:PSS/interfacial
layer/P3HT:PC71BM/LiF/Al devices with different interfacial layers, using average
shifted histograms. All the p-values are larger than 5 %, suggesting no distinct variation of
device performance with respect to applying these different interfacial layers. This result
is consistent with our prediction that these interfacial layers would be predicted to have no
effect on P3HT:PC71BM devices based on the composition calculation.
Interfacial layer IR RB
Adipic acid 0.089 ± 0.003 0.107 ± 0.002
Terephthalic acid 0.079 ± 0.004 0.098 ± 0.002
DPP–COOH 0.132 ± 0.005 0.149 ± 0.004
C60-SAM 0.128 ± 0.003 0.142 ± 0.004
PBDTTPD–COOH 0.120 ± 0.004 0.135 ± 0.004
Table 5.5: The F:C rato segment at each interface (IR) and the central point of the BHJ
film (RB).
To investigate whether there is indeed a change in the distribution of the donor and
acceptor within the BHJ due to modification of the interfacial layer, depth profile analysis
using ToF-SIMS is a useful analytical tool [138,139]. The fluorine (F)-containing segment,
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only found in the PffBT4T–2OD donor polymer constituent, is used to track the gradient
of the donor polymer in the BHJ layer. The carbon (C)-segment indicates the total carbon
content of blend of donor and acceptor. To work out the changes of the polymer gradient
within a BHJ, we calculate the ratio of the intensity of the fluorine-containing segment to
that of carbon. The results are plotted as the black lines in Figure 5.7. To determine the
location of the interface between the BHJ and interfacial layers, the signal of the sulfur
(S)-containing segment (blue curves in Figure 5.7) are collected. It can be seen that the
intensity of the sulfur-segment in all samples presents a peak at around 4000 s sputter
time. This peak is due to the high concentration of sulfur in the PEDOT:PSS layer.
Therefore, we mark the position of the onset of the sulfur peak as the interface between
the BHJ and the interfacial layers (IR, represented by grey lines in Figure 5.7). The onset
spot is estimated by the intersection of the tangents from before the sulfur peak, and the
beginning of the the sulfur peak (dark red lines in Figure 5.7).
To be more precise, we took a 100 pixel-wide stripe to locate this interface. The IR
values are the average F:C ratio in that 100 pixels. The average F:C ratio of BHJ films,
at the central position of the BHJ layer is represented by the teal stripes and label RB
in Figure 5.8. It is noted that the F:C ratio from the central spot of the BHJ (the
Figure 5.7: ToF-SIMS depth profiles of ITO/PEDOT:PSS/interfacial layer/PffBT4T–2OD:
PC71BM BHJ films with different interfacial layer components. The black line is the inten-
sity ratio of F:C over the sputtering time. The blue line represents the intensity of the
S-segment with sputter time.
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Figure 5.8: Description of how the RB and IR values are determined and the calculation of
the F:C ratios.
point labelled RB) to the intersection with the interfacial layer (labelled IR), calculated
by [RB-IR]*100%/RB, is different depending upon the choice of interfacial layer. For
instance, as shown in Table 5.4, with the high surface energy interfaces of adipic acid
and terephthalic acid, the F:C ratios are higher, 17 % and 20 %, compared to 10-12
% with DPP–COOH, C60-SAM, and PBDTTPD–COOH. The calculation process are
shown in Figure 5.8 and Table 5.5 . These results suggest a higher concentration of donor
polymer at the ITO/PEDOT:PSS/interfacial layer surface with DPP–COOH, C60-SAM,
and PBDTTPD–COOH as the interfacial layer.
5.4.2 Surface morphology
Atomic force microscopy (AFM) measurements are performed to study surface morphol-
ogy of those BHJ films with different interfacial layers. The details about AFM mea-
surements have been introduced in section 3.6. To avoid the influence of the evaporation
process on the film morphology, the measurements are performed on the fabricated de-
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Figure 5.9: AFM micrographs of ITO/PEDOT:PSS/interfacial layer/PffBT4T–2OD:
PC71BM films. The scale bar is 500 nm.The interfacial layer is indicated. a) topograph
and b) phase data are shown.
vices on the areas without top bolcking layer and top contact. The exposed BHJ film
(ITO/PEDOT:PSS/interfacial layer/PffBT4T–2OD:PC71BM films) on the device is cho-
sen to probe. The corresponding height and phase images are shown in in Figure 5.9.
Moreover, the film roughness, obtained via software Gwyddion, is presented on the height
images. There is no significant difference of the morphology and roughness of the these
BHJ films. As such, we conclude that the interface has no influence on the surface mor-
phology of the BHJ films.
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5.4.3 Crystallinity of BHJ films
Figure 5.10: 2D GIWAXS data of ITO/PEDOT:PSS/interfacial layer/PffBT4T–2OD:
PC71BM films with different interfaces. Comparison of devices with different interfacial
layers.
Interfacial layer q [nm−1] crystal size [nm] intensity
adipic acid 2.85 13.9 2981
terephthalic acid 2.84 14.6 1456
DPP–COOH 2.85 13.9 6832
C60-SAM 2.85 14.6 3322
PBDTTPD–COOH 2.85 13.9 2167
Table 5.6: PffBT4T-2OD (100) Bragg peak position, crystal size and peak intensity for the
samples with different interfacial layers.
GIWAXS measurements are carried on the samples of ITO/PEDOT:PSS/interfacial
layer/ PffBT4T–2OD:PC71BM to investigate a possible morphological link between the
interfacial layers and the BHJ. The 2D GIWAXS data are illustrated in Figure 5.10. To
quantify the crystallinity of the materials, vertical sector integrals are taken from the 2D
GIWAXS data and the related cuts are presented in Figure 5.11. It is noted that the
(100), (200), (300) and (010) Bragg peaks of PffBT4T–2OD are visible in the vertical
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Figure 5.11: Vertical sector integrals of 2D GIWAXS data of ITO/PEDOT:PSS/interfacial
layer/PffBT4T–2OD:PC71BM films with different interfacial components (adipic acid,
terephthalic acid, C60-SAM, PBDTTPD–COOH and DPP–COOH, from bottom to top).
The black and orange arrows denote the scattering signal from PffBT4T–2OD and PC71BM
crystallites, respectively. The peak marked with a star is due to the ITO substrate. The
red curves represent Gaussian fits of the (100) Bragg peak. All curves are shifted along the
y-axis for clarity.
cuts. The out-of-plane (100) Bragg peak is found with the highest intensity at qz ≈
2.84 nm−1 in each sample, which means that an edge-on orientation of the polymer is
dominant in these films. The corresponding out-of-plane (010) Bragg peaks at qz ≈ 17.6
nm−1, which correspond to crystallites with a face-on orientation, are relatively weak.
The Bragg peaks are fitted with Gaussian functions to extract the full width at half-
maximum (FWHM) for the determination of crystallites sizes [140]. The calculated (100)
crystal dimensions are summarized in Table 5.6. It can be seen that the (100) crystal sizes
within the PffBT4T–2OD:PC71BM blend films are about 14 nm, which is larger than the
reported value of about 7 nm for similarly prepared films [141]. Moreover, the scattering
intensities of PffBT4T–2OD (100) Bragg peak in the samples with different interfacial
layers are listed in Table 5.6 as well. We can see the lowest scattering intensity present in
the sample with terephthalic acid interfacial layer, which indicates the poorest polymer
crystallinity in this sample. In general, a high crystallinity in the BHJ layer is critical for
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a high device current, as the charge mobility and even the exciton diffusion length are
enhanced in crystallites. [156] Thus, we conclude that the interface of terephthalic acid
leads to poor the polymer crystallnity in the BHJ layer, resulting in the low Jsc value in
the photovoltaic performance of corresponing device.
5.5 Discussions
We learn from the presented data, that the PCE of BHJ solar cells can be modified by
inducing vertical phase segregation in the BHJ. It is typically assumed that a segrega-
tion profile where the BHJ is donor-rich at the hole-collecting anode and acceptor-rich at
the electron collecting cathode will result in an improvement of the PCE [33, 142]. The
improvement in PCE from such a morphology is believed to be due to improved charge
collection/reduced recombination at the electrode interfaces. If this vertical phase segre-
gation does indeed reduce non-geminate recombination, it would be expected that the fill
factor improves with the degree of favourable phase segregation. However, from our data
(Figure 5.4 and Figure 5.5) it is found that the increase in PCE (with respect to a tereph-
thalic acid interfacial layer) is primarily the result of an increase in Jsc. These results are
consistent with those found by Huang et al [128], where a donor enriched buried anode
interface also resulted in a larger Jsc. Moreover, the results for P3HT:PC71BM cells (Fig-
ure 5.6) did not show any improvement in PCE, despite similar differences in predicted
interfacial composition as the PffBT4T–2OD:PC71BM cells. As such, these data suggest
that improvement of PCE by inducing a favourable phase segregation in the BHJ is more
nuanced than simply a reduction in non-geminate recombination.
Several possibilities exist for the improvements in Jsc observed in the PffBT4T–2OD:
PC71BM cells. As proposed by Huang et al [128], improvements in Jsc of BHJ cells with
preferential phase segregation can be attributed to changes in the polymer crystallinity
resulting in increased exciton generation rate. This is certainly a plausible mechanism for
the data presented in this work and is consistent with the P3HT:PC71BM results, which
have a much larger active layer thickness (250 nm), as such the composition gradient
located near the buried anode interface is expected to have much smaller impact on the
total absorption. Another possible mechanism to consider is that the rate of geminate
recombination is lower due to phase segregation resulting in a more percolated morphol-
ogy, e.g. there could be fewer isolated donor/acceptor domains that are not connected
to the anode/cathode interfaces. The relative impact of these two mechanisms could be
quantified by measurement of the internal quantum efficiency.
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5.6 Summary
In general, to find a proper interfacial layer, OPV device assembly and testing requires
statistically significant numbers, up to 500 solar cells per new material. Thus it is a highly
laborious process. In our work, we provide a model to precheck if an interfacial layer is
suitable for the device. We start with the wetting properties of all related materials,
then the polymer composition can be calculated based on the materials surface energies.
According to the polymer composition, we can have a good preview of the effect of the
interfacial modifier.
To test our model, 5 molecules are employed as interfacial layer materials, which show
a wide range of surface energy. Firstly, contact angle measurements are performed on the
sample of ITO/PEDOT:PSS/interfacial layer film, pure polymer film and pure fullerene
film to determine the surface energy via the acid-base model. Afterward, we can get the
polymer composition at the interface by our model. Based on the polymer composition
values, we know that PffBT4T-2OD-based system is more sensitive on these interfacial
layers. Therefore, we predict that the performance of the devices based on PffBT4T-
2OD:PC71BM can be modified by inserting an interfacial layer.
To verify our prediction, we assemble the PffBT4T-2OD:PC71BM and P3HT:PC71BM
devices. We found the PCEs of PffBT4T-2OD:PC71BM based devices are improved, when
the interfacial layer becomes hydrophobic. However, these interfaical layers have no signifi-
cant effects on the P3HT:PC71BM based devices. Furthermore, to track the change caused
by interfacial layers, morphology investigation are carried on the ITO/PEDOT:PSS/
interfacial layer/BHJ films. According to TOF-SIMS characterization, we found the
polymer gradient at the interface is reduced on the hydrophobic interfaces, indicating
that a more homogeneous BHJ film forms. Besides, the interfacial layer doesn’t affect the
crystallnity and surface morphology of BHJ film.
In conclusion, based on the relative surface energies of interfacial modifiers and the
components of the BHJ, a relative accumulation or depletion of the donor or acceptor at
an electrode interface can be predicted. A gradient of donor and acceptor through the
BHJ film could have a beneficial or deleterious effect on device performance. The approach
described here provides a set of simple guidelines to rationally predict, ahead of time, the
role of an interfacial modifier or interface before undergoing laborious device synthesis
and testing. The extension to other BHJ compositions, including small molecule-based
BHJs, is of great interest to further probe the generality of this algorithm.

6 The third component of
PPDTBT-COOH in organic solar
cells
Parts of this chapter have been published in the article: Tailoring mor-
phology compatibility and device stability by adding PBDTTPD-COOH as
third component to fullerene-based polymer solar cells ((D. Yang et al.,
ACS applied Energy materials, vol. 3, 2604-2613, 2020, DOI: 10.1021/ac-
saem.9b02290).
In the previous chapter, a guideline about how to choose a proper interfacial layer
is presented. The effective interfacial layer provides a promising approach to tailor the
composition of the BHJ film at the interface, which can enhance the photovoltaic per-
formance of respective solar cells. However, further enhancement of the performance of
BHJ organic solar cells is limited by an approach based on binary components due to
the problems in balancing the absorption range, the crystallization and the compatibility
of the D/A materials [145, 146]. Irrespective of the improvements by newly synthesized
conjugated polymers, it has been found that for a single homopolymer it is almost im-
possible to absorb the entire visible range of the solar spectrum. An ideal strategy,
which copolymerizes two or more different monomers to get complementary absorptions,
however, has been proven to be hardly realizable because of difficulties in the copolymer-
ization [147–150]. Another possible way to capture a wider band of the solar spectrum
is realized in a tandem or multi-junction solar cell by using several BHJ layers with dif-
ferent bandgaps [151]. However, the manufacturing process becomes significantly more
complex by going from a single junction cell to tandem or multi-junction solar cells.
Although such type of devices is record setting today, a real-world application will be
rather limited due to a significantly more costly and demanding large-scale fabrication.
Alternatively, ternary OSCs formed by a blend of donor1/donor2/acceptor (D1/D2/A) or
donor1/acceptor1/acceptor2 (D1/A1/A2) have attracted considerable attention, because
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Figure 6.1: a)-c) Chemical structures of donor materials PffBT4T-2OD, PTB7-Th and
of the added third component PBDTTPD-COOH. d) UV/Vis absorption spectra of donor
polymers and PBDTTPD-COOH. e) Corresponding energy levels of all materials used in
the OPV stacks of these BHJ devices are obtained from references [33, 43, 143]. Reprinted
with permission from Ref. [144]. Copyright 2020 American Chemical Society.
they allow to maintain the simple craftsmanship used in binary OSCs, and simultane-
ously expand the absorption range [146, 152, 153]. By moving from 2 to 3 components
in the active layer, the complexity is further increased by the larger number of possible
D/A partners. Fundamental knowledge from binary systems cannot be easily transferred
to the ternary devices [152, 154, 155]. For example, the problems of controlled crystal-
lization and tailored compatibility of D/A materials in BHJ need to be investigated in
more details. In general, it has been widely reported that a high crystallinity in the BHJ
layer is critical for a high device current, as the charge mobility and even the exciton
diffusion length are enhanced in extended crystallites [156,157]. Moreover, the control of
the orientation of the crystallites with respect to the electrodes is essential, since charge
transport is commonly anisotropic for the crystallites [48,158]. Another big challenge for
the organic photovoltaics community is to have sufficient long-term stability combined
with high performance, with a generally accepted target being a 10 years lifetime [36,37].
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The instability of OSCs originates mainly from chemical and morphological degradation
pathways [40, 41, 71]. To overcome these challenges, suggested solutions are the produc-
tion of inherently chemically stable materials, encapsulation and crosslinking of the D/A
morphology to lock the initially installed BHJ structure [42–44].
Recently, non-fullerene acceptor materials have been largely used in OSCs [159–163].
Despite the limitations in PCE caused by the use of fullerene acceptors, OSCs based
on fullerene acceptors are still of high interest because many fabrication pathways have
been established for such class of D/A blends and cannot be easily changed. Moreover,
non-fullerene acceptors today are still rather expensive, which renders them presently less
interesting for real world applications.
In this work, poly[(5,6-dihydro-5-octyl-4,6-dioxo-4H-thieno[3,4-c]pyrrole-1,3-diyl)[4,8-
bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b]dithiophene-2,6-diyl]] (PBDTTPD) with a carboxylic
acid-based side chain, PBDTTPD-COOH, is introduced as a third component in two
types of fullerene based BHJ layers. We compare OSCs of poly[4,8-bis(5-(2-ethylhexyl)
thiophen-2-yl)benzo[1,2-b;4,5-b’]dithiophene-2,6-diyl-alt-(4-(2-ethylhexyl)-3-fluorothieno-
thiophene-)-2-carboxylate-2-6-diyl)] (PTB7-Th):[6,6]-phenyl-C71-butyric acid methyl es-
ter (PC71BM) and poly[(5,6-difluoro-2,1,3-benzothiadiazol-4,7-diyl)-alt-(3,3”’-di(2-octyld
odecyl)-2,2’;5’,2”;5”,2”’-quaterthiophen-5,5”’-diyl)] (PffBT4T-2OD):PC71BM in the present
study (Figure 6.1a-c). As shown in the UV-visible absorption spectrum of PBDTTPD-
COOH and both donor materials in films (Figure 6.1d), the main absorption range
of PBDTTPD-COOH is around 500 - 650 nm, while the absorption of PTB7-Th and
PffBT4T-2OD is strong around 600 - 750 nm and 500 - 720 nm, respectively. which
is assigned to intramolecular charge transfer in the conjugated thiophene copolymers.
Thus, the third component PBDTTBT-COOH can slightly broaden the BHJ absorption
spectrum of active layers consisting of PTB7-Th or PffBT4T-2OD. Moreover, the highest
occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO)
energy levels of PBDTTPD-COOH (Figure 6.1e) are located between the corresponding
energy levels of the donors (PTB7-Th and PffBT4T-2OD) and acceptor to form the cas-
cade energy level alignment [33, 143, 164]. Therefore, as shown in Figure 1e, the third
component could work as a charge transport bridge in the BHJs. The excitons generated
in donors can be dissociated into charge carriers at the interfaces of donors and the third
component, respectively [165, 166]. Then the electrons can be effectively transported to
the cathode through the channels formed by the third component, and the holes are col-
lected at the anode [152,167,168]. Moreover, hydrogen bonds are likely to form among the
PBDTTPD-COOH molecules [169], which means that the network between D and A can
be tailored by the presence of the third component in a BHJ film. A direct proof of the
presence of H-bonds remained difficult due to the low concentration of the third component
70 Chapter 6. The third component of PPDTBT-COOH in organic solar cells
(see Figure 6.3). In BHJ solar cells, the film morphology plays a key role for the device
Figure 6.2: FTIR spectra of a) PTB7-Th:PC71BM binary film and PTB7-Th:PC71BM
ternary film, b) PffBT4T-2OD:PC71BM binary film and PffBT4T-2OD:PC71BM ternary
film. Reprinted with permission from Ref. [144]. Copyright 2020 American Chemical Soci-
ety.
performance [170]. In the present work, we focus on morphology changes introduced by
doping PTB7-Th:PC71BM and PffBT4T-2OD:PC71BM blends with PBDTTPD-COOH.
Grazing-incidence small/wide-angle X-ray scattering (GISAXS/GIWAXS) measurements
are applied to evaluate the inner domain sizes and crystallinity of the active layers. The
surface morphology is probed with atomic force microscopy (AFM). The structure infor-
mation is correlated with device data and the long-term stability of the OSCs is analyzed
with respect to the T80 times. The addition of PBDTTPD-COOH turns out to be bene-
ficial for the crystallinity as well as for the device stability.
6.1 Morphologies of BHJ films with the third component
To probe the morphology of BHJ films, the blend solution of polymer and fullerene was
deposited on the PEDOT:PSS/Si substrates for GISAXS (section 6.1.1) and GIWAXS
(section 6.1.2) measurements. Both measurements are performed at the Austrian SAXS
beamline of the ELETTRA-Sincrotrone Trieste synchrotron radiation facility, at an X-ray
energy of 8 keV. For GISAXS measurement, the incidence angle was set to 0.4° and the
sample-detector distance was 1160 mm. For GIWAXS measurement, the grazing incidence
angle was below 0.4° and the sample-detector distance was 296 mm. The exposure time is
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5 s for each sample in the GISAXS and GIWAXS measurements. The surface morphology
observations by AFM and OM are performed on the spare part of the final devices (section
6.1.1).
6.1.1 Inner and surface morphology
Figure 6.3: 2D GISAXS data of BHJ films: a)-c) PTB7-Th:PC71BM and d)-h) PffBT4T-
2OD:PC71BM films with different blend ratio of PBDTTPD-COOH. The specular peak is
shielded with a rectangular beamstop. The black vertical and horizontal stripes are intermodal
gaps of the detector. Reprinted with permission from Ref. [144]. Copyright 2020 American
Chemical Society.
The inner film morphology of BHJ films has an important impact on the device perfor-
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mance. The morphology with small scale interpenetrating domains will allow for an effi-
cient exciton splitting, but could also enhance nongeminate recombination, which would
cause a lower fill factor (FF ) [25, 40, 71]. Large domains induced by a strong phase sep-
aration will reduce nongeminate recombination, but cause a less efficient charge carrier
generation, which would lower the Jsc [40]. Here, GISAXS is applied to probe the inner
Figure 6.4: Horizontal line cuts (black solid squares) and fits (red curves) of 2D GISAXS
data: a) PTB7-Th:PC71BM films with different ratios of the third component (0 wt%, 1.5
wt%, and 3.0 wt% from bottom to top); b) PffBT4T-2OD:PC71BM films with different ratios
of the third component (0 wt%, 0.7 wt%, 1.5 wt%, 3.0 wt% and 5.0 wt% from bottom to
top). All curves are shifted along the y axis for clarity of the presentation. Reprinted with
permission from Ref. [144]. Copyright 2020 American Chemical Society.
morphology of the BHJ films. Figure 6.3 displays the two-dimensional (2D) GISAXS data
of the BHJ films with different weight ratio of PBDTTPD-COOH as additive. To extract
the scattering information of the polymer domains, horizontal line cuts are performed at
the critical angle of the respective polymers (PTB7-Th and PffBT4T-2OD). These line
cuts are displayed in Figure 6.4. To estimate the characteristic length scales of the poly-
mer domains, the horizontal line cuts are modeled within the framework of the distorted
wave born approximation (DWBA) [88]. Best fits (red curves in Figure 2) are achieved by
assuming three independent cylindrically-shaped structures within the local monodisperse
approximation (LMA) [100, 171]. The resulting fit parameters are shown in Figure 6.5.
In the reference PTB7-Th:PC71BM film (without third component) the three structures
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Figure 6.5: Extracted characteristic length scales: a) polymer domain radius in BHJ films
of PTB7-Th:PC71BM with different PBDTTPD-COOH content and b) polymer domain
radius in BHJ films of PffBT4T-2OD: PC71BM with PBDTTPD-COOH content. Blue, red
and black colors represent three substructures in the samples, respectively. Reprinted with
permission from Ref. [144]. Copyright 2020 American Chemical Society.
have radii of 19 ± 2 nm, 6.3 ± 0.4 nm and 2.9 ± 0.2 nm, respectively. When 1.5 wt%
of PBDTTPD-COOH is added to the PTB7-Th:PC71BM film, the polymer domain radii
increase to 23 ± 2 nm, 7.5 ± 0.6 nm, and 2.9 ± 0.1 nm, respectively. A further increase
of the PBDTTPD-COOH content to 3.0 wt% reduces the domain radii to 17 ± 2 nm, 6.0
± 0.3 nm and 2.8 ± 0.1 nm, respectively.
In case of the PffBT4T-2OD:PC71BM series the behavior is different. The largest
polymer structure becomes successively bigger from 53 ± 3 nm to 67 ± 3 nm, when the
amount of PBDTTPD-COOH is increased from 0 wt% to 5 wt%. The middle size polymer
structure has its largest value of 13 ± 1 nm at 0.7 wt% of PBDTTPD-COOH. The small
sized polymer structure is almost not affected by the addition of the third component.
Considering characteristic exciton diffusion lengths in OPV (10 to 20 nm) [172]. We
conclude that the third component does not drastically change the domain sizes to an
extend which would be easily attributed to an improved exciton splitting. However,
all films have domains, which are well within the favorable range (10-20 nm) [173] for
exciton splitting so that high currents can be expected. Moreover, the morphology with
the largest domains (PTB7-Th:PC71BM at 1.5 wt% and PffBT4T-2OD:PC71BM at 0.7
wt% of PBDTTPD-COOH) can be expected to show the largest FF values, which can
contribute to higher PCE values.
The surface morphology of the BHJ films is studied by atomic force microscopy (AFM)
measurements. The height images are shown in Figure 6.6a-i and the surface roughness
is extracted from the AFM images and displayed in Figure 6.6j-k. The reference films,
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Figure 6.6: AFM height images of BHJ films: a-d) PTB7-Th:PC71BM and e-i) PffBT4T-
2OD:PC71BM films with different ratios of PBDTTPD-COOH. The scale bar is 500 nm.
j-k) Corresponding root mean square (RMS) surface roughness. Reprinted with permission
from Ref. [144]. Copyright 2020 American Chemical Society.
namely pure PTB7-Th:PC71BM and PffBT4T-2OD:PC71BM films, are slightly smoother
than the films with the added third component. Moreover, the films are getting rougher
when the amount of PBDTTPD-COOH is increased. We consider that the roughness in-
crease is possibly induced by molecule aggregations in the BHJ films, such as PBDTTPD-
COOH aggregations via hydrogen bonds, or D and A phase separation in the presence
of high content of the third component. However, from the AFM images it is difficult
to precisely figure out which component are located there. On a large scale, the surface
morphology is investigated with optical microscopy (OM) and the images are shown in
Figure 6.7. It can be seen that more black dots appear on the surface of the BHJ films
when increasing the PBDTTPD-COOH content, which indicate molecule aggregations in
the films.
6.1.2 Polymer crystallinity
To investigate the influence of the third component on the crystalline structures of the BHJ
films, GIWAXS measurements are performed. The 2D GIWAXS data are shown in Figure
6.8 and corresponding sector integrals are displayed in Figure 6.9. For a quantitative
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Figure 6.7: Optical images of BHJ films with different blend ratios of PBDTTPD-COOH.
a)-c) PTB7-Th:PC71BM samples containing 0 wt%, 1.5% and 3.0 wt% PBDTTPD-COOH.
d)-h) PffBT4T-2OD:PC71BM samples containing 0 wt%, 0.7 wt%, 1.5 wt%, 3.0 wt% and
5.0 wt% PBDTTPD-COOH. The top bright part is the metal electrode of devices.
analysis, the cuts are fitted with Gaussian functions. The extracted mean q-positions and
full width at half-maximum (FWHM) values are summarized in Table 6.1. In Table 1, we
can see that the binary PTB7-Th:PC
In organic solar cells, the polymer crystal orientation must be taken into account,
as it is strongly related to the charge mobility in the devices [174]. Hole mobilities
are known to be higher along the polymer backbones and in the direction of the pi-pi
stacking than along the side chains [158, 175]. Therefore, a face-on orientation is more
favorable to obtain higher charge mobility than an edge-on orientation in the solar cells,
where the charge carriers are collected at the front and back electrodes [176,177]. In this
work, the thicknesses of PTB7-Th based BHJ films are 100 ± 5 nm, while PffBT4T-2OD
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Figure 6.8: 2D GIWAXS data of BHJ films: a)-c) PTB7-Th:PC71BM and d)-h) PffBT4T-
2OD:PC71BM films with different ratios of PBDTTPD-COOH as indicated. The vertical
and horizontal black stripes are due to the inter-module gaps of the detector. Reprinted with
permission from Ref. [144]. Copyright 2020 American Chemical Society.
based films are 200 ± 7 nm thick. Thus, we consider that doping PBDTTPD-COOH
doesn’t affect the film thickness. The detected film volume via GIWAXS measurements
should be the same in each series. Here, we take the intensity ratio of in-plane (100)
Bragg peak and out-of-plane (100) Bragg peak as an index to quantify the ratio between
face-on and edge-on oriented crystallites in the films. As seen in Table 6.1, the PTB7-
Th:PC71BM film with 1.5 wt% PBDTTPD-COOH and the PffBT4T-2OD:PC71BM film
with 0.7 wt% PBDTTPD-COOH exhibit the highest values of this ratio (0.37 and 5.61)
in the corresponding series. Thus, the third component influences the crystal orientation
and face-on oriented crystallites are enhanced by the addition of the third component.
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Figure 6.9: Horizontal (black curves) and vertical (red curves) sector integrals of 2D GI-
WAXS data for BHJ films with different blend ratios of PBDTTPD-COOH. From bottom to
top in the a) PTB7-Th:PC71BM samples containing 0 wt%, 1.5% and 3.0 wt% PBDTTPD-
COOH from bottom to top. b) PffBT4T-2OD:PC71BM samples containing 0 wt%, 0.7 wt%,
1.5 wt%, 3.0 wt% and 5.0 wt% PBDTTPD-COOH from bottom to top. Reprinted with
permission from Ref. [144]. Copyright 2020 American Chemical Society.
Correspondingly, the best performing solar cells could be expected in case of adding 1.5
wt% PBDTTPD-COOH to PTB7-Th:PC71BM film and 0.7 wt% PBDTTPD-COOH to
PffBT4T-2OD:PC71BM films.
6.2 Solar cell performances
For investigating the solar cell performance, devices with an architecture of glass/ITO/PE-
DOT:PSS/BHJ (with or without the third component)/LiF/Al/Mg are fabricated and
characterized. The representative J − V curves of all devices are shown in Figure 6.10.
The external quantum efficiency (EQE) spectra of reference cells and optimal devices
are recorded over a wide range of 300-800 nm (Figure 6.11), corresponding well to the
absorption of the relevant materials. The average performance values of each device type
are summarized in Table 6.2. It can be seen that the PCEs of the reference samples
are slightly lower than the previous reports [103, 178], which is attributed to using the
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C3rda Out-of-plane (100) Out-of-plane (010) In-plane(100) Rb
q-value FWHM Int. q-value FWHM Int. q-value FWHM Int.
[%] [A˚−1] [A˚−1] [a.u.] [A˚−1] [A˚−1] [a.u.] [A˚−1] [A˚−1] [a.u.] [a.u.]
a) 0 0.28 0.10 673 – – – – – – –
1.5 0.30 0.07 222 – – – 0.30 0.09 82 0.37
3.0 0.30 0.09 697 – – – 0.30 0.08 245 0.35
b) 0 0.28 0.04 749 1.78 0.12 649 0.29 0.03 2871 3.83
0.7 0.29 0.05 561 1.79 0.14 728 0.29 0.03 3150 5.61
1.5 0.29 0.05 631 1.78 0.14 835 0.29 0.04 3131 4.96
3.0 0.29 0.05 1239 1.78 0.13 1434 0.29 0.04 3037 2.45
5.0 0.29 0.05 1302 1.78 0.12 851 0.30 0.04 2101 1.61
Table 6.1: Extracted quantities from GIWAXS data analysis of a) PTB7-Th:PC71BM se-
ries and b) PffBT4T-2OD:PC71BM series. athe concentration of the third component; bthe
scattering intensity ratio of in-plane (100) to out-of-plane (100). Reprinted with permission
from Ref. [144]. Copyright 2020 American Chemical Society.
equivalent solvent of CB and DMSO (10:1) to keep the concentration of donor and acceptor
constant. As to be expected, the Voc values in each series are hardly affected by the third
component. In the PTB7-Th:PC71BM series, optimal devices are obtained from a BHJ
with 1.5 wt% of PBDTTPD-COOH, which show a PCE of 10 %. Compared to other
devices of the PTB7-Th:PC71BM series the photovoltaic parameters Jsc and FF are
improved by 10 % and 7 %, respectively. The increasing trend of Jsc is consistent with
the calculated result from EQE (Figure 6.11a).In the PffBT4T-2OD: PC71BM series, the
best performance is achieved by adding 0.7 wt % PBDTTPD-COOH. It causes a PCE
increase from 7.8 % to 8.9 % due to an increase in Jsc (17.6 to 18.3 mA/cm2) and FF (59
to 64 %). A similar trend of JSC was observed in the case of the EQE spectra and the
respective calculated values of Jsc (Figure 6.11b) as well. Thus, in both types of low band
gap BHJ series the device performance can be enhanced by adding a suitable amount
of the third component, and the improvement mainly originates from the photovoltaic
parameter of Jsc and FF . Samples with higher amount of PBDTTPD-COOH result in a
decrease in all photovoltaic parameters.
Based on the GISAXS and GIWAXS results, the optimal conditions for Jsc and FF
can be identified. The proper amount of added PBDTTPD-COOH results in more face-
on oriented crystallizes in the films, which promote a better charge mobility and charge
transport, causing an improved current density. A higher FF is closely related to a better
D/A network in the BHJ films [179]. Hereby, the present of the third component leads to
a better morphology for exciton dissociation and charge transport in the devices.
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Figure 6.10: Representative J−V curves of a) PTB7-Th:PC71BM devices and b) PffBT4T-
2OD:PC71BM devices with different ratios of PBDTTPD-COOH as indicated. Reprinted
with permission from Ref. [144]. Copyright 2020 American Chemical Society.
C3rda Jsc Voc FF PCE
[%] [mA/cm2] [V] [%] [%]
a) 0 18.8 ± 0.5 0.781 ± 0.001 55 ± 1 8.3 ± 0.1
0.7 19.7 ± 0.3 0.783 ± 0.001 56 ± 1 8.8 ± 0.1
1.5 20.1 ± 0.5 0.790 ± 0.001 59 ± 1 10.1 ± 0.1
3.0 19.1 ± 0.4 0.783 ± 0.001 50 ± 1 7.5 ± 0.2
b) 0 17.6 ± 0.8 0.754 ± 0.003 59 ± 1 7.8 ± 0.2
0.7 18.3 ± 0.4 0.765 ± 0.004 64 ± 1 8.9 ± 0.1
1.5 16.7 ± 0.4 0.766 ± 0.004 65 ± 1 8.3 ± 0.1
3.0 16.3 ± 0.4 0.754 ± 0.009 60 ± 1 7.3 ± 0.1
5.0 16.0 ± 0.4 0.753 ± 0.005 57 ± 1 6.8 ± 0.1
Table 6.2: Mean photovoltaic parameters of devices with different amount of PBDTTPD-
COOH. a) PTB7-Th:PC71BM series and b) PffBT4T-2OD:PC71BM series. a the concen-
tration of the third component. Reprinted with permission from Ref. [144]. Copyright 2020
American Chemical Society.
6.3 Device stability
To investigate the impact of the third component on the device stability, accelerated long-
term stability tests are carried out for the reference devices and for the optimized devices
of each series [180,181]. The I-V measurements are performed periodically on the device
for around 4 h under illumination in ambient conditions. The temporal evolution of the
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Figure 6.11: EQE spectra of a) PTB7-Th:PC71BM reference cell (black) and optimal ternary
device (red) and of b) PffBT4T-2OD:PC71BM reference cell (black) and optimal ternary
device (red). Reprinted with permission from Ref. [144]. Copyright 2020 American Chemical
Society.
photovoltaic parameters Jsc, Voc, FF and PCE is extracted from the I-V measurements
and plotted in Figure 6.12. To realize accelerated degradation, the devices are not en-
capsulated. Thus, Jsc, Voc and FF decay and cause a degradation of PCE over time.
The addition of the third component increases the stability of a PTB7-Th:PC71BM device
significantly. A value of 80 % of PCE (T80 lifetime)[68] is maintained after 3.7 h in the
devices with added third component, whereas the reference devices show only 35 % of the
initial PCE at that time. Thus, the T80 lifetime is increased to about 3.7 h by adding
PBDTTPD-COOH as compared to 0.35 h in the original binary device. The increase in
stability originates from a more stable Jsc and FF . In ternary PffBT4T-2OD:PC71BM
devices, the PCE decreases to 78 % of its original PCE after 4.5 h as compared with
72 % in case of the reference sample. Also in this series, the more stable PCE is mainly
caused by an improved stability in Jsc and Voc. Also in the ternary devices the T80 value
of 4.3 h is significantly improved as compared to the binary reference devices (T80 ∼2.6
h). Thus, PBDTTPD-COOH works as a morphological stabilizer, which is beneficial to
maintain the interpenetrating network of donor and acceptor materials in the BHJ films
to prevent morphological degradation commonly causing aging in solar cells with BHJ
morphology [38].
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Figure 6.12: Time evolution of the normalized photovoltaic parameters (Jsc, Voc, FF and
PCE) probed under illumination in ambient conditions. a) PTB7-Th:PC71BM reference
cell, b) PTB7-Th:PC71BM with PBDTTPD-COOH, c) PffBT4T-2OD:PC71BM reference
cell, d) PffBT4T-2OD:PC71BM with PBDTTPD-COOH. Jsc, Voc, FF and PCE are nor-
malized to their maximum values. Reprinted with permission from Ref. [144]. Copyright
2020 American Chemical Society.
6.4 Summary
To improve the compatibility of donor and acceptor materials in the photovoltaic layer,
a conjugated polymer PBDTTPD-COOH is applied as a third component into two series
of low band gap binary organic solar cells, namely PTB7-Th:PC71BM and PffBT4T-
2OD:PC71BM. To figure out the effects of the third component on the BHJ films, inner
and surface film morphology of binary and ternary films are probed by GISAXS and
AFM measurements, respectively. The results present that properly doping PBDTTPD-
COOH does not significantly affect the polymer domain sizes, especially for domains
in the size of charge diffusion length. However, further adding the dopant will lead
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to an aggregation in the film, which shows high roughness in the AFM measurements.
Besides, GIWAXS characterization is employed to track the polymer crystallinity with the
addition. It has been found that the size of polymer crystallites and crystal orientation
are modified by doping PBDTTPD-COOH. More face-on oriented crystallites are formed
in the ternary films, which is favorable for charge transport. When the corresponding
devices are assembled, we observe that Jsc and FF are improved by an adding optimal
content PBDTTPD-COOH, which is caused by the optimized polymer crystallinity and
morphology. Furthermore, the stability tests show that PBDTTPD-COOH significantly
improves the device stability. The T80 lifetime values of the optimized devices (3.7 and
4.3 h) enlarge by the addition of PBDTTPD-COOH as compared to the corresponding
references (0.35 and 2.6 h). Therefore, our study presents a new and efficient strategy to
optimize crystallinity and compatibility of BHJ materials as well as device stability, and
could thereby contribute to further development of OSCs towards real world applications.
7 Influence of additives on the stability
of PTB7-Th:PC71BM based devices
Parts of this chapter have been published in the article: In-operando study of
the effects of solvent additives on the stability of organic solar cells based on
PTB7-th:PC71BM [71] (D. Yang et al., ACS Energy Letters, vol. 4, 464–470,
2019, DOI: 10.1021/acsenergylett.8b02311).
Our previous work shows approaches to optimize the BHJ morphology to achieve high
efficiency. The polymer composition at the interface can be modified by inserting a hy-
drophobic interfacial layer in the device architecture (chapter 5). The modified polymer
gradient at the interface makes the charge transport more effective, resulting in an increase
of Jsc. In chapter 6, doping PBDTTPD-COOH in the binary BHJs of PTB7-TH:PC71BM
and PffBT4T-2OD:PC71BM improves both the device efficiency and stability. The mor-
phology, crystallite orientation and size are optimized for better device performance by
the proper amount of the third component. Aside from optimizing the initial PCE of
solar cells, their long-term stability is considered as a key factor for successful commercial
use of OSCs [38,182,183]. Therefore, more and more attention is paid to understand the
degradation mechanism of OSCs [184–186]. In general, the various degradation processes
occurring in OSCs can be roughly divided into two types, namely chemical and physical
degradation [38, 187]. The chemical degradation is mainly attributed to the reaction be-
tween water and oxygen with the materials in the device [37, 188]. Hence, encapsulation
techniques and more stable materials are being developed to avoid these problems. In
contrast, physical degradation is considered to arise mainly from the morphology dete-
rioration of bulk heterojunction (BHJ) films [38]. However, the mechanism behind the
morphological change in the BHJ layer is not fully understood and therefore, needs to be
further explored.
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Solvent additives are widely used to modify the morphology of BHJ films to achieve
an optimal interpenetrating network of donor and acceptor materials, which is beneficial
for the exciton dissociation and charge transport [48, 189–191]. In previous studies, the
additives were classified as either non-aromatic or aromatic. [192] Both types of solvent
additives need to fulfil two features: 1) their boiling point (bp.) has to be much higher
than the one of the host solvent and 2) one component of the blend has to be more soluble
in the additive than the other one [103,193]. A famous example of non-aromatic additives
is 1,8-diiodooctane (DIO), which has been applied in various devices using low-band gap
polymers to obtain high efficiencies [103, 193, 194]. Due to its high bp. of 332.5 °C and
selective solubility for fullerenes, a highly phase-separated morphology can be developed
to balance charge carrier mobility and reduce charge recombination in bulk heterojunction
(BHJ) solar cells [192, 195]. Recently, o-chlorobenzaldehyde (CBA) with a bp. of 212 °C
has been used as an aromatic additive, which is beneficial for 200 up to 300 nm thick
active layers to form nanoscale morphologies [47]. It has been reported in a previous
work, that the residual solvent additive in the final device leads to an obvious decay of
the fill factor (FF ) during operation when the leftover solvent is escaping from the device
under vacuum [40]. Therefore, the effect of different solvent additives on the stability of
an optimized active layer morphology of OSCs should be identified.
In the present chapter, we explore the BHJ morphology changes induced by solvent
additives during the device degradation process. Three kinds of devices based on the high-
efficiency low-band gap benzodithiophene copolymer mixed with a fullerene derivative
(PTB7-Th:PC71BM) are fabricated, namely without any solvent additives, with 3 vol%
DIO and with 5 vol% CBA.
7.1 In-operando GISAXS measurement
GISAXS measurement can provide lateral structure information from the film on a large
range of length scales approximately between 1 nm and 1 µm. Furthermore, kinetic
investigations of the film morphology are enabled by a high brilliance X-ray source, such
as synchrotron. When the morphology change is monitored with GISAXS, while the solar
cell is under illumination, the measurement is called in-operando. In the experiment,
J-V and GISAXS measurements are performed simultaneously at the same sample. The
details are explained in section 3.10.
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Figure 7.1: a) Color mapping of vertical line cuts of all 40 GISAXS measurements and b)
horizontal line cuts of the 2D GISAXS data stacked, measured during the radiation damage
test experiment. The beamstop shielding the detector is indicated by the gray area. (Reprinted
with permission from Ref. [71]. Copyright 2019 American Chemical Society.)
7.1.1 Setup and protocol
In-operando GISAXS is used to investigate the morphology changes during the device ag-
ing. All in-operando measurements are performed in a custom-made measurement cham-
ber, which is mounted into the Austrian SAXS beamline of the ELETTRA synchrotron
source in Trieste, as described in section 3.10. A pattern mask with 8 illumination holes
for the individual solar cell pixels is positioned below the sample to reduce the device
temperature as well as the photodegradation. Vacuum conditions are applied to avoid
degradation from oxygen and moisture. It should be noted, that with special encapsula-
tion in general organic solar cells can be improved in their lifetimes, however, to match the
accessible time scale of a synchrotron radiation experiment, no encapsulation is used. The
in-operando GISAXS measurements start with device illumination. The incident X-ray
beam with a wavelength of 1.5 A˚ impinges on the sample at a shallow angle of 0.4◦. The
sample-detector distance is 1160 mm.
Radiation damage caused by the high-brilliance X-ray beam needs to be taken into
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consideration during the measurements with synchrotron radiation. Therefore, a radia-
tion damage test is essential before the real in-operando measurements can be performed.
In our test, 40 GISAXS measurements were continuously done at one fixed spot (around
5 mm away from the electrode) of a solar cell with 5 s exposure time for a single mea-
surement. Figure 7.1a shows the corresponding mapping of these 40 measurements by
showing the vertical line cuts of all measurements. No changes in the intensity during this
exposure time are visible. Furthermore, horizontal line cuts are performed at the Yoneda
peak position of PTB7-Th and plotted together in Figure 7.1b. All horizontal line cuts
overlap very well. Hence, we conclude that radiation damage do not occur within the
total exposure time of 200 s. In the entire in-operando measurement the total exposure
time was set to 110 s, so that radiation damage is excluded.
To avoid scattering signals from the metal contacts of the probed solar cells, the devices
are aligned in such a way that the X-ray beam impinges on the active layer close to the
electrodes. Before illuminating the solar cells, an initial two-dimensional (2D) GISAXS
data set is measured (denoted as 0 min). After starting the illumination, current-voltage
curves are periodically recorded every 26 s via a source meter for 120 minutes. In parallel,
2D GISAXS data are taken with an exposure time of 5 s after 3, 10, 20, 40, 60, 90 and
120 min of illumination.
7.1.2 BHJ morphology tracking during device aging
The BHJ morphology is closely related with the device performance. To figure out the
morphology changes during the device degradation, in-situ GISAXS measurements are
performed on the solar cells during the operation process. Figure 7.2 shows the 2D
data from the device without additive, with DIO and with CBA. Since the morphological
degradation stems mainly from the photoactive layer, horizontal line cuts are performed
at the strongest scattering signal (Yoneda region) [196] of PTB7-Th. In order to exper-
imentally determine this Yoneda position, X-ray reflectivity (XRR) measurements were
performed on a pure PTB7-Th film with a Siemens D5000 diffractometer at a wavelength
of 0.154 nm (Cu-Kα radiation). The XRR curve was fitted using the IGOR Pro program
combined with its Motofit plugin. From the XRR fit (Figure 7.3), the scattering length
density (SLD) of PTB7-Th was found to be 10.50×10−6 A˚−2, which corresponded to a
density of PTB7-Th of 1.15 g/cm3 and a critical angle of 0.16◦. The respective horizontal
line cuts for each device are plotted in Figure 7.4. The horizontal line cuts from the 2D
GISAXS data look very similar on the first view, which indicates small changes in the
film morphology during aging. To extract the changes, a rigorous data analysis via model
fitting is needed. Here, the data are modelled based on the effective interface approximate
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Figure 7.2: 2D GISAXS data of solar cells after different illumination times as indicated:
(a) device without additive, (b) device with DIO additive, and (c) device with CBA addi-
tive.(Reprinted with permission from Ref. [71]. Copyright 2019 American Chemical Society.)
and local monodisperse approximation (details are introduced in section 2.3.2). The av-
erage structure sizes of polymer domains in the active layer are extracted from the fitting
of the horizontal line cuts.
Figure 7.5 shows the size evolution of different structures present in the active layer of
the studied device. To fit the horizontal line cuts, we need two characteristic structures
for the films prepared with and without solvent additive. Thus, the morphology of active
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Figure 7.3: X-ray reflectivity data (black) and the model fit (red) of a pure PTB7-Th film
on a silicon substrate.
Figure 7.4: Horizontal line cuts (black dots) and modelling results (red lines) measured for
devices without solvent additive (a), with addition of DIO (b) and with CBA (c). From
bottom to top: In-operando measurement after 0, 3, 10, 20, 40, 60, 90 and 120 minutes of
device operation. The curves are shifted for clarity along the y axis. The area shielded by
the beamstop is marked in grey.(Reprinted with permission from Ref. [71]. Copyright 2019
American Chemical Society.)
layers is modified by the use of a solvent additive as known from literature [197,198]. For
the device fabricated without solvent additive (Figure 2a), the polymer domain sizes grow
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Figure 7.5: Temporal evolution of diameters of small (black) and large (red) polymer struc-
tures present in the devices without additive solvent (a), with DIO (b) and with CBA (c).
(Reprinted with permission from Ref. [71]. Copyright 2019 American Chemical Society.)
with increasing operation time, whereas the devices with solvent additive show the inverse
trend of domain shrinkage. According to this, we conclude that solvent additives cause
different morphology changes, which could result in different degradation mechanisms, as
discussed in the following.
7.2 Photovoltaic performances
The solar cells based on PTB7-Th:PC71BM are fabricated as the introductions in the sec-
tion 4.2.2 and 4.3. The respective photovoltaic parameters of PTB7-Th:PC71BM devices
are list in Table 7.1 and the J-V curve of the champion device is presented in Figure 7.6.
Notably, the mean performance of solar cells are is concluded from 8 or more devices. It
can be seen that devices without additive have PCEs of 3.8 %, which is very close to
published results [199,200]. The PCEs of devices with solvent additive are around 8.0 %,
which match also with reported results of PTB7-Th:PC71BM solar cells [197,201,202].
Figure 7.7 shows the temporal evolution of the photovoltaic parameters of the solar cell
without solvent additive. In the beginning, the open-circuit voltage (Voc) shows the most
pronounced decrease, but stabilizes quickly and does not fall below 90 % of its original
value. In contrast, the decay of the fill factor (FF ) and Jsc become the main factors of
the degradation only after around 20 minutes of operation. Especially, the decay rate
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Jsc [mA/cm2] Voc [V] PCE [%] FF PCEmax [%]
without 13.91 ± 0.25 0.73 ± 0.01 3.8 ± 0.1 0.38 ± 0.01 3.9
DIO 20.72 ± 0.12 0.71 ± 0.01 7.8 ± 0.1 0.53 ± 0.01 7.9
CBA 20.22 ± 0.07 0.75 ± 0.01 8.3 ± 0.2 0.54 ± 0.01 8.5
Table 7.1: Mean photovoltaic parameters of devices with different solvent additives.
(Reprinted with permission from Ref. [71]. Copyright 2019 American Chemical Society.)
of the FF is quickly overpassed by that of the Jsc, which then dominates the entire
device degradation (see Figure 7.12). Such a decrease in the Jsc can be attributed to the
increasing polymer domain sizes, which reduces the chances of charge carrier separation
and thereby reached Jsc. A similar behavior was already reported by Schaffer et al. for
organic solar cells based on P3HT:PC61BM [39].
Figure 7.5b and 7.5c reveal the temporal evolution of characteristic structure sizes in
devices with solvent additive DIO and CBA. Irrespective of the type of additive, the
polymer domain sizes decrease during device operation. It was proposed by Schaffer et
al. that such a decrease is caused by the evaporation of the solvent additive [40]. As a
result, the connection of neighboring polymer domains in the interpenetrating network is
Figure 7.6: Representative J-V curves of PTB7-Th: PC71BM devices without and with
additives solvent, as indicated. (Reprinted with permission from Ref. [71]. Copyright 2019
American Chemical Society.)
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lost [40]. Such disconnected domains, which are like isolated islands in the active layer,
will act as traps for free charge carriers. Therefore, smaller domain sizes result in higher
chances of charge carrier recombination, thereby reducing the FF . However, a decrease
in the domain sizes can also cause a more efficient exciton splitting, which results in more
free charge carriers to be transported and collected. Consequently, a trade-off between
Jsc and FF would occur in shrinking domains [40]. We find this trend also in the present
J-V characteristics. Figure 7.7b and 7.7c show the time-resolved photovoltaic parameters
of the devices with solvent additive DIO and CBA. The FF decays the strongest in
case of CBA solvent additive similar to what was reported earlier for OSCs based on
PCPDTBT:PC71BM with 1,8-octanedithiol (ODT: bp. 270 °C) [40]. Meanwhile, a slight
increase of Jsc can be observed from 80 min to 120 min (Figure 7.7c), which is due to more
collected free charge carriers from the smaller domains. In contrast, for DIO the FF does
not play the key role in the degradation process for the full period under observation. For
the first 2400 s, the FF decay dominates the performance of this solar cell. At longer
time scales, the FF decrease is less pronounced, while the Jsc exhibits a strong decrease,
which dominates degradation. Thus, the Jsc decay dominates the degradation of the
device without solvent additive, while the main decay factor is the decay of the FF in
the sample with solvent additives.
Figure 7.7: Time evolution of the photovoltaic characteristics of devices without solvent
additive (a), with DIO (b) and with CBA (c) solvent additive. PCE (black), Voc (red), Jsc
(blue) and FF (purple) are normalized to their initial values for clarity of the presentation.
(Reprinted with permission from Ref. [71]. Copyright 2019 American Chemical Society.)
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7.3 Evidences of solvent additives evaporation
Figure 7.8 shows the appearance of the active layers with different additives after spin-
coating. The film produced without solvent additive is dark brown (Figure 7.8a), the
film with DIO is dark green (Figure 7.8b) and the film with CBA is brown (Figure 7.8c).
The film colors indicate that partial DIO or CBA is left in the active layer and that the
residual amount of DIO is larger as compared with CBA. Although the concentrations
of DIO and CBA are 3 vol % and 5 vol %, respectively, there is more DIO left in the
active layer after the fabrication process since DIO has a higher bp. than CBA. To prove
the escaping of solvent additives during the measurements, we analysis the in-operando
GISAXS data according.
Figure 7.8: Photographs of PTB7-Th:PC71BM films a) without solvent additive, b) with
DIO additive and c) with CBA additive after spin-coating. The lines are the precut lines on
the back side of ITO substrates. The chip size is 2.5 * 2.5 cm.
7.3.1 In-operando GISAXS data
To determine the content of the residual additive solvent, we calculate the ratio of the
intensity around the critical angle of an additive solvent to that of PTB7-Th in the
vertical line cuts. The temporal evolution of the scattering intensity ratio (Iadd−sol/Ipol)
is summarized in Figure 7.9 during the in-operando study. It can be observed that both
scattering intensity ratios decrease with time, which indicates a loss of residual DIO or
CBA during the device operation. Moreover, the stronger decay in the intensity ratio in
the case of DIO doping indicates a larger loss of residual DIO as compared to CBA.
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Figure 7.9: Temporal evolution of the scattering intensity ratio Iadd−sol/Ipol during the in-
operando study determined for DIO (a) and CBA (b). The scattering intensities are taken
around the Yoneda peak of additive (DIO or CBA) and PTB7-Th. (Reprinted with permis-
sion from Ref. [71]. Copyright 2019 American Chemical Society.)
7.3.2 Optical images before and after in-operando measurements
Optical microscopy (OM) images confirm these observations (Figure 7.10), which extend
the morphology information towards more macroscopic surface structures. The few black
dots in the OM images appear on the surface of a device with DIO only after the in-
operando experiment. It has been widely reported, that DIO selectively dissolves PCBM
aggregates in the BHJ solution [49, 179, 203]. Figure 7.10c shows that the dots are origi-
nally blurry in the film, but after 2h of operation in the vacuum chamber, the dots become
clear and obvious. This phenomenon is only observed in the devices with DIO, as DIO has
the highest boiling point among the applied solvents and it was verified that some residual
DIO existed in the film after device fabrication [48, 204, 205]. Moreover, the top surface
should contain PC71BM domains due to the kinetics of film formation and processing [33].
Therefore, we conclude that the few black dots are ascribed to domains of PC71BM. DIO
evaporation causes PC71BM to phase separate and form domains. Without additive DIO
and CBA the surfaces do not undergo changes on length scales resolved in the OM images.
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Figure 7.10: Optical microscopy images of the devices a,b) without solvent additive, c,d)
with DIO additive, and e,f) with CBA additive before the exposure to illumination (a,c,e)
and after 2h of illumination (b,d,f), respectively. (Reprinted with permission from Ref. [71].
Copyright 2019 American Chemical Society.)
7.3.3 Vertical film structure
To further understand the more complex behavior of the devices with DIO additive (FF
decay at the beginning of the device operation), we analyze the vertical film structure.
Vertical line cuts of 2D GISAXS data at qy = 0 are shown in Figure 7.11. The amplitude
of the resonant diffuse scattering along the qz direction increases significantly with time
(Figure 7.11b) for the device with DIO. The increase of these interference fringes with
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Figure 7.11: Vertical line cuts of the 2D GISAXS data measured after different operation
times: a) device without additive, b) device with DIO additive, and c) device with CBA
additive. The curves are shifted along the y axis for clarity. The beamstop shielding the
detector and detector gaps are indicated by the gray area. (Reprinted with permission from
Ref. [71]. Copyright 2019 American Chemical Society.)
increasing time indicates the formation of a strongly correlated interface during device
operation [206, 207]. The thickness of this correlated layer (d) can be determined by
the distance between adjacent minima in the intensity via d = 2pi/∆qz [208, 209], as the
resonant diffuse scattering fulfills the one dimensional Bragg condition [83, 210]. In this
approach, the significantly smaller qx component is neglected [207]. Thus, we conclude
that a distinguished top layer is formed based on the GISAXS observation, which has a
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thickness of 35 nm and might be hardly detectable by other characterization methods.
Assuming that DIO is more likely evaporated from the top part of the active layer, we
can identify a 35 nm thick layer forming at the film surface by DIO evaporation in the
in-operando measurement. After 60 min, the intensity of the resonant diffuse scattering
almost remains constant, meaning that this formed layer does not change during the
further operation of the device for the probed times.
When analyzing the amplitude of the resonant diffuse scattering for the devices with
CBA a different behavior is observed. Already right after preparation the intensity oscil-
lations are present, meaning that the initial film has a layered structure in the vertical
direction. Likely, this is induced by CBA evaporation during film preparation. During
device operation, slight changes in the diffuse scattering are visible in terms of decreasing
the amplitudes of the intensity oscillations at larger qz values. This indicates that the
interlayer is disappearing, which can be explained by the evaporation of a small amount of
residual CBA from the active layer. During device operation, the active layer is becoming
more homogenous. Hereby, we conclude that the residual CBA in the active layer can be
almost fully evaporated, which causes the changes in the lateral film structure discussed
earlier accompanied with a continuous degradation of the FF .
7.4 Discussions
To further investigate the influence of the particular types of solvent additive on the
device degradation, we separately compare the decay rates of PCE, Voc, Jsc and FF of
the devices (Figure 7.12). Figure 7.12a tells us that the PCE in the device with DIO has
higher decay rate than that of other two samples. From Figure 7.12b, 7.12c and 7.12d it
becomes obvious that the degradation of Voc, Jsc and FF of the device with DIO additive
are more significant than for the other devices. From the IV curves we know that the
device with DIO additive has the lowest Voc value (0.71 V) as compared with solar cells
fabricated with additive (0.73 V) or with CBA (0.75 V) (Table 7.1). The lower Voc value
can be explained with defect states at the interface between the polymer and PC71BM
being dissolved in the residual DIO and thus additive dependent [211]. In Figure 7.12d,
we can see that the FF undergoes a big change during the first 2400 s, in which DIO
is evaporating. However, the temporal evolution of Jsc is more complex when the device
is made with DIO. Since the changes in the vertical and horizontal direction inside the
active layer all will impact the actual value of Jsc, no easy correlation is found. In general,
we conclude that the presence and type of residual solvent additive has a considerable
influence on the stability of solar cells.
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Figure 7.12: Temporal evolution of the degradation rates of the photovoltaic parameters a)
PCE, b) Voc, c) Jsc and d) FF for the studied devices without additive (black), with DIO
additive (red) and with CBA additive (blue). (Reprinted with permission from Ref. [71].
Copyright 2019 American Chemical Society.)
In conclusion, we investigate and compare the degradation of PTB7-Th: PC71BM based
solar cells fabricated without and with different types of solvent additives by in-operando
measurements. The solar cell performance is probed simultaneously to a structure char-
acterization via GISAXS measurements. Figure 7.13 schematically summarizes the mor-
phological changes found in the active layers in the solar cells without solvent additive,
with DIO and with CBA during operation. Without solvent additive (Figure 7.13a),
the polymer domain sizes increase. With solvent additives DIO (Figure 7.13b) or CBA
(Figure 7.13c), the polymer domains become smaller and more isolated after the residual
solvent additives are evaporated during the in-operando process. Since DIO has a higher
boiling point, more of it is left in the film compared to CBA. The final film still contains
some DIO.
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Figure 7.13: Schematic illustration of changes of the morphology of PTB7-Th:PC71BM
solar cells without solvent additive (a), with DIO (b) and with CBA (c) from the initial
state (left) to an operated state (right). The different components are indicated. Residual
solvent is shown by the color bar. (Reprinted with permission from Ref. [71]. Copyright
2019 American Chemical Society.)
7.5 Summary
In the present chapter, the effects of solvent additives on the stability of PTB7-Th:
PC71BM based solar cells without and with solvent additives (DIO and CBA) are in-
vestigated via in-operando GISAXS measurements. In detail, the degradation of the
device without solvent additive is dominated by the decay of Jsc. Accoding to the in-
operando GISAXS measurements, the polymer domains in this solar cells become larger
during operation. The increase domain sizes lead to an extended charge transport dis-
tance, and provide more chances for charge recombination, resulting in a lower Jsc. In
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contrast, PTB7-Th domains in the device with solvent additives (DIO and CBA) decrease
in size since the residual solvent additives are evaporated from the active layer during the
operation process. Initially, connected domains loose connection when polymer domains
shrink and charge carriers get trapped in such not well-connected structures. Conse-
quently, charge recombination increases and causes degradation driven by a decrease in
the FF . Moreover, the presence and temporal change of vertical structures further com-
plicate the morphological degradation process. As DIO has a high boiling point, only a
part of residual DIO in the active layer can be evaporated during the in-operando experi-
ment from PTB7-Th:PC71BM. It can be found that a vertical film structure is induced in
the PTB7-Th:PC71BM films by fabrication (CBA) or established during operation (DIO).
The results give us a better understanding of the complex degradation processes in
organic solar cells when using low-band gap polymers and solvent additives. Two major
types of morphological degradation processes, namely domain growth or domain shrink-
age, are confirmed for the high efficiency system PTB7-Th:PC71BM depending on the
presence of solvent additives. Such general knowledge will be important to improve the
stability of organic solar cells and thereby contribute to successful real-world use of this
class of next generation solar cells.

8 Stability study of PffBT4T-2OD:
PC71BM based devices
Parts of this chapter have been published in the article: In-operando GISAXS
and GIWAXS stability study of organic solar cells based on PffBT4T-2OD:
PC71BM with and without solvent additive (D. Yang et al., Advanced sci-
ence, accepted, 2020, DOI: 10.1002/advs.202001117).
In Chapter 7, we investigate the effects of solvent additives on the stability of PTB7-
Th:PC71BM based solar cells via in-operando GISAXS measurements. The experiments
are carried out on three kinds of solar cells, namely without solvent additives, with DIO
and with CBA additive. According to the results of the in-operando GISAXS measure-
ments, we find that the polymer domain sizes become larger in the device without solvent
additives during the device aging, which leads to a decay of the Jsc, as the excitons are
getting harder to reach the D/A interfaces to separate. However, the solvent additives
(DIO and CBA) with high boiling points cannot be entirely removed from the devices
during the fabrication process, which is confirmed by the optical microscopy and GISAXS
measurements. Thus, the residual solvent additives are evaporated during the in-operando
measurements, resulting in a shrinkage of polymer domain sizes, and a top interface layer
formed in the BHJ film with DIO additive. In contrast, since CBA has a lower boiling
point than that of DIO, the interface layer in the BHJ film with CBA additive is formed in
the fabrication process, and is disappearing during the in-operando measurements. The
structure domains in the BHJ layers make BHJ morphology more disconnected and cause
more traps for charge carriers, which results in the degradation of the FF .
In general, a solvent additive should have a higher boiling point than that of host
solvents [103,193]. Thus, it can extend the film drying process and bring more chooses for
the morphology self-assembly. Therefore, doping with solvent additives is beneficial for
achieving a good interpenetrating network of the D/A materials, which is expected to have
a benficial impact on the device performance [48, 189–191, 212, 213]. Moreover, based on
the previous study, we know that the evaporation of residual solvents causes a shrinkage of
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the domain sizes, resulting in a decay of the FF . Therefore, avoiding the residual solvents
in the final device should be taken into consideration. Here, poly[(5,6-difluoro-2,1,3-
benzothiadiazol-4,7-diyl) -alt-(3,3”’-di(2-octyldodecyl)-2,2’,5’,2”,5”,2”’-quaterthiophen-5,
5”’-diyl)] (PffBT4T-2OD) and [6,6]-phenyl-C71-butyric acid methyl ester (PC71BM) are
chosen as the donor and acceptor materials, respectively. PffBT4T-2OD:PC71BM films
are spun-cast at 110 °C and thermal annealing followed at 85 °C for 5 min under nitrogen
atmosphere, which is considered that solvent additives can be removed as much as possible
during the device fabrication process. Moreover, PffBT4T-2OD is a highly crystalline
polymer [29, 142, 214], which is expected for high charge mobility [215–217] and provides
a possibility to do a crystallinity investigation via GIWAXS measurements. The solar cells
are fabricated as well without a solvent additive, with DIO (boiling point at 332 °C) and
with CBA (boiling point at 212 °C) additive, respectively. We intend to detect further
effects of solvent additives on the device degradation behavior, even though almost all
solvent additives are assumed to be removed during the device fabrication process.
8.1 Photovoltaic performances
Firstly, we do the photovoltaic performance investigation of related solar cells. Three
kinds of devices based on PffBT4T-2OD:PC71BM are fabricated, namely without any
solvent additives, with 3 vol% DIO and with 5 vol% CBA additive, which are the optimal
volume ratios for solar cells according to the literature [47, 191]. During the in-situ GI-
Figure 8.1: Time evolution of PCE (black), FF (purple), Jsc (blue) and Voc (red) of the
devices without solvent additive (a), with DIO additive(b) and with CBA additive(c) additive,
respectively.
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Jsc [mA/cm2] Voc [V] PCE [%] FF
without 9.3±0.3 0.76±0.01 3.4±0.1 0.48±0.01
DIO 18.1±0.2 0.72±0.01 7.7±0.1 0.58±0.01
CBA 10.0±0.1 0.76±0.01 3.8±0.2 0.48±0.01
Table 8.1: The average photovoltaic performances of PffBT4T-2OD: PC71BM devices with-
out and with solvent additives. The average values are taken from 8 or more devices.
WAXS measurements, the photovoltaic performances of the different devices are recorded
periodically and the temporal evolution of the normalized photovoltaic parameters of the
devices are displayed in Figure 8.1. As the device performances are tracked during in-situ
GISAXS and in-situ GIWAXS measurement individually, two sets of long-term photo-
voltaic performances are obtained. Figure 8.2 shows the time resolved normalized photo-
voltaic parameters of all devices, tracked during the in-situ GISAXS experiments. Small
individual differences in the decrease of the parameters are see in particular in the initial
burn-in phase. At later stages of the device degradation, the overall temporal character-
istics agree well for the in-operando GISAXS and GIWAXS experiments. The individual
differences arise from the well-known spread in the photovoltaic parameters among dif-
ferent devices of the same type. The average photovoltaic performance of all devices is
shown in Table 8.1, as measured in the lablaboratory. The PffBT4T-2OD:PC71BM solar
cells fabricated with DIO additive have higher PCE values than the other devices, and
Figure 8.2: Temporal evolution of PCE (black), FF (purple), Jsc (blue) and Voc (red) of
the devices without solvent additive (a), with DIO additive (b) and with CBA additive(c)
during in-operando GISAXS measurements, respectively.
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Figure 8.3: Extending the temporal evolution of the PCE decay curves (black symbols) from
the measurements towards times t  120 min with modelling via exponential functions (red
lines). The corresponding devices are indicated.
doping with CBA additive cannot further enhance the device performance, which is at-
tributed to the small difference of the boiling points between 1,2-dichlorobenzene (DCB,
180 ◦C) and CBA (212 ◦C). However, comparing the temporal evolution of the normalized
PCE values of all devices (Figure 8.1), it can be seen that the devices with CBA additive
are the most stable and the devices with DIO additive show the strongest decay of thr
device performance, To make the comparison clearer, we model the PCE decay curves via
exponential functions (Figure 8.3) and find that the 85 % of the PCE maintain even after
2000 min in the device with CBA treatment, but only 66 % of the PCE preserves in the
device with DIO additive, which directly indicates that solvent additives can affect the
device stability. The 10 % loss of the short circuit current (Jsc) is the main degradation
factor in the device fabricated without a solvent additive. However, for the samples with
solvent additives, the FF now is the most stable parameter whereas the device aging is
mainly from the decay of the Voc. Above all, we can know that the solvent additives have
a different effect on the degradation of PffBT4T-2OD:PC71BM based solar cells compared
to the solar cells in Chapter 7.
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8.2 BHJ morphology tracking during device aging
In-operando GISAXS/GIWAXS characterizations are successfully used to determine to
determine the correlation between the evolution of BHJ morphology and the photovoltaic
device performances [39–41, 218]. Here, GISAXS/GIWAXS are sequentially performed
on a series of PffBT4T-2OD based devices, namely with and without a solvent additive,
to reveal the structure changes of nanostructures and crystallinity in the BHJ layer dur-
ing the aging process. The measurement chamber, the experimental protocol and other
experimental details are described in section 3.10. As a general remark, the devices are
measured without any kind of cell encapsulation. Owing to compensation to this the cells
are held under vacuum atmosphere during the data acquisition.
8.2.1 Setup and protocol
In Chapter 7, the used measurement setup has already been introduced in detail. To
collect the morphology evolution, GISAXS/GIWAXS and current-voltage measurements
are simultaneously performed on the devices. The chamber is maintained at vacuum
conditions (p ≈ 6×10−2 mbar) during the operation process to avoid degradation via
oxygen and water. A PerkinElmer PX5 150 W xenon arc lamp is applied to simulate
a sun radiation spectrum illuminating the solar cells, and the photovoltaic performance
is recorded by a source meter (Keithley 2400). Two Kapton windows were equipped on
the front and backside of the chamber to allow the X-ray beam to enter and exit the
chamber. To avoid the strong scattering signals from the metal electrode, the beam is
aligned to probe the active layer film close to the electrode (1 mm distance from metal
contact). Before the in-operando experiments, two-dimensional (2D) GISAXS/GIWAXS
data are measured to characterize the initial device state (denoted as 0 min). Afterwards,
the devices are illuminated, and current-voltage curves are recorded periodically every 26
s for 120 minutes in total. In parallel, 2D GISAXS/GIWAXS data are taken after 3, 10,
20, 40, 60, 90 and 120 min of illumination with an exposure time of 5 s each.
8.2.2 Inner morphology evolution
Changes of the morphology of the BHJ layer is tracked on a nanometer scale during the
device degradation process via in-operando GISAXS. Figure 8.4 displays the 2-dimensional
(2D) GISAXS data of each device at selected times in the operation process. Detailed
observations of morphological changes are determined via extracting the scattering signals
of PffBT4T-2OD at the Yoneda [196] region via horizontal line cuts of the 2D GISAXS
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Figure 8.4: 2D GISAXS data of solar cells after different illumination times as indicated:
a) device without additive, b) device with DIO additive, and c) device with CBA additive.
data. The horizontal line cuts are shown in Figure 8.5. To evaluate the nanostructures
of the polymer, these horizontal line cuts are modeled based on the effective interface
approximation and the local monodisperse approximation (LMA) [219,220]. The effective
interface approximation of the distorted wave Born approximation (DWBA), which works
well for modeling GISAXS data of polymer films, is chosen to model scattering data in
the small angle regime. In addition, to deal with data containing several average sizes of
objects, the LMA is applied [219,220], which is based on the assumption that local domains
have the size of the coherence length of the beam, only monodisperse objects. In this
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model, the total scattering signal can be approximated by the incoherent superposition
of the scattering intensities of the individual substructures that appear within the film, if
the length scales of the distinct substructures are sufficiently separated [221].
Figure 8.5: Horizontal line cuts of the 2D GISAXS data measured after different operation
times: a) device without additive, b) device with DIO additive, and c) device with CBA
additive. From bottom to top: the GISAXS measurement after 0, 3, 10, 20, 40, 60, 90 and
120 minutes of device operation. The curves are shifted along the y axis for clarity. The
q-range shielded by the beamstop is indicated by the gray area. The fitting model can be
found in the previous publications [40, 71].
In our model (red curves in Figure 8.5), three characteristic cylinder nanostructures are
applied to for the samples with and without solvent additive. The average radii of the
polymer domains at the respective times are plotted for each device in Figure 8.6. It can
be seen that the initial radii of the largest polymer domains in the sample without solvent
additive is around 11.5 ± 0.3 nm, which is smaller than in the devices with DIO (15.5
± 0.3 nm) and CBA (15 nm ± 0.4) additive. The slight increase in the polymer domain
sizes in the devices with solvent additives is due to polymer aggregation in solution. Thus,
the addition of DIO and CBA leads to a morphology modification in the active layers,
which agrees well previous reports [48, 179, 222]. During operation, the average radii of
the largest polymer domains increase with time in the device fabricated without solvent
additive (Figure 8.1a). Contrary no obvious changes of the polymer domain radii are
visible in the devices with DIO (Figure 8.1b) and CBA (Figure 8.1c) additive. Solvent
additives, having a high boiling point and selectively dissolving PC71BM, provides a better
integration of the PC71BM molecules into donor polymer aggregates [179,223]. The more
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Figure 8.6: Temporal evolution of the average radii of three polymer structures in the device
without a solvent additive (a), with DIO (b) and with CBA (c).
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Figure 8.7: Vertical line cuts of the 2D GISAXS data measured after different operation
times: a) device without additive, b) device with DIO additive, and c) device with CBA
additive. The curves are shifted along the y axis for clarity. The non-accessible q-regions
due to the beamstop shielding the detector and detector gaps are indicated by grayed-out
areas.
pronounced interpenetration between donor and acceptor molecules in the system with an
additive is, the smaller is the gives less opportunity for the migration of molecules, which
can explain the more stable BHJ morphology for devices with DIO and CBA additive.
An efficient charge carrier separation and transport highly depends on the sizes of the
nano-structured domains in the BHJ layer [224, 225]. As the exciton diffusion length is
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typical in the range of 10 to 20 nm for conjugated polymers, the domain sizes determine if
excitons can reach the D/A interface to get dissociated. Thus, the inner nanostructure of
the active layer directly impacts on the device performance [226, 227]. We conclude that
the continuous decay of Jsc (Figure 8.1a) in the device without an additive is induced
by the increase of polymer domains with time, probed in the GISAXS measurement,
which leads to a decrease of the chances for charge carrier separation. The differences in
the decay of Jsc between the devices with DIO and CBA solvent additive illustrate the
complexity of the morphology impact on individual device parameters. Besides the simple
size of the polymer domains also other morphology parameters such as their connectivity
and crystallinity are of importance.
The loss of residual solvent additives from the BHJ layer was identified to cause a
shrinkage of the polymer domains, which reduced the connectivity of domains and caused
a decrease of the FF [40, 71]. In contrast in the present work, the FF is observed to
be the most stable photovoltaic parameter in the devices fabricated with solvent additive
(DIO or CBA Figure 8.1b and c), which we attribute to having no more additive left
inside the active layers to be removed during the device operation. Actually, we detect
no solvent additive losses from the vertical line cuts of the 2D GISAXS data (Figure
8.7), because the distance and amplitude of the resonant diffuse scattering along the qz
direction are almost stable during the entire measurement time. The in-operando GISAXS
measurements provide polymer morphology changes during the device aging process. An
increase of polymer domain sizes is found in the device without a solvent additive, while
the polymer domain sizes are quite stable with time in the device with solvent additives
(DIO and CBA).
8.2.3 Crystallinity evolution
As shown in Figure 8.1b and c, the decrease of the Voc dominates the device degradation
in the devices with solvent additive (DIO or CBA). Voc is impacted by many factors, such
as recombination rates, density-of-state (DOS) shape, charge carrier and exciton mobility
in the organic photovoltaics [228, 229]. All these impact factors are closely related with
the crystalline state of the materials in the BHJ layer [211, 225, 230]. Thus, in-operando
GIWAXS measurements are sequentially applied to reveal changes of crystalline parts
of the active layer during the in-operado measurements. Figure 8.8 shows the collected
2D GIWAXS data of each device at selected times during operation. Cake cuts of the
2D GIWAXS data are performed to extract the respective crystalline information. The
pronounced (100) Bragg peak located at qz = 0.27 A˚−1 is ascribed to the PffBT4T-
2OD crystallites, whereas the polymer (010) Bragg peak and the fullerene peak are both
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Figure 8.8: 2D GIWAXS data of solar cells after different illumination times as indicated:
a) device without additive, b) device with DIO additive, and c) device with CBA additive.
weak in intensity and broad (Figure 8.12). Thus, an edge-on orientation of the polymer
crystallites is dominant in these films while the face-on orientation is strongly suppressed.
The fullerene peak is located at q = 1.3 A-1. Changes in crystallinity caused by device
operation are seen from a comparison of the initial and the final vertical cake cuts of
the device with DIO as example, since the polymer (010) Bragg peak is only observed
for this device (Figure 8.13). We find that the PC71BM peak and the polymer (010)
Bragg peak are almost constant during the measurements, whereas the polymer (100)
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Figure 8.9: Time resolved of the (100) PffBT4T-2OD Bragg peak. As a function of time,
the peak intensity (blue), peak center position (black), and peak FWHM (pink) are displayed
for the samples without a solvent additive (a), with DIO (b) and with CBA (c), respectively.
The error bars are obtain from the fitting model.
Bragg peak changes. Consequently, we determine changes of the polymer crystalline state
during the operation process by tracking the PffBT4T-2OD (100) Bragg peak. By fitting
with Gaussian functions, we obtain the q-position, the crystalline grain size (estimated
via Scherrer equation) and the peak intensity for all devices. The respective results
are summarized in Figure 8.9. Prior to the GIWAXS analysis, efficiency-, solid-angle-
and χ-correction were performed on the raw GIWAXS data to obtain correct qz vs. qr
images, because a distortion originating from by the conflict between the spherical and
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flat hypersurfaces of the Ewald’s sphere and the flat crystalline planes and qx needs to
be accounted for in GIWAXS measurements, especially for large exit angles [90]. In
this work, the corrections are done by the aid of the GIXSGUI 1.6.1 software [101].
Subsequently, the reference GIWAXS data of the pure ITO substrate is subtracted from
the 2D GIWAXS data to remove the contribution from the substrate and background
(section 3.9). Afterwards, cake cuts were extracted from the background-corrected data
across the (100) Bragg peak along q across in the perpendicular direction, as introduced
in section 3.9. At last, the cake cuts were fitted by the Gaussian distributions to obtain
the intensity, q-position and FWHM value of the (100) PffBT4T-2OD Bragg peak. The
crystalline grain sizes were evaluated via the Scherrer equation along the crystal direction
[hkl] = [100]. Due to the intensity fluctuation of X-ray beam, the peak intensity was
corrected based on the intensity of Kapton window (q = 0.46 A˚−1).
Figure 8.10: Time evolution of the polymer crystalline grain size of devices with DIO. Red
data points correspond to the GIWAXS measurements under solar illumination, whereas
black data points correspond to a control measurement in the dark. The data are normalized
to the value at 10 min.
It should be noted that the initial stage, marked in Figure 8.9 with grey dashed lines,
is considered as a “burn-in” phase, since the peak intensity shows a fast increase in the
beginning of the operation for samples [231]. A ‘burn-in’ stage was reported in the lit-
erature before, while its origin is still debated. Oxygen trapped within the films, the
broad polydispersity of the polymers, and organic or inorganic impurities in the polymers
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Figure 8.11: Time comparison of estimated crystalline grain size (pink) along the crystal
direction (100) vs Voc (red) for the samples of without a solvent additive (a), with DIO (b)
and with CBA (c), respectively. The data are normalized to the value at 10 min.
(such as palladium catalysts) were suggested as possible origin of the “burn-in” phenom-
ena [232–235]. Since the “burn-in” is followed by the device degradation, we will restrict
to the aging in the present work. In Figure 8.9, it can be observed that the q-position of
the (100) Bragg peak stays almost unchanged during the operation process in all devices
after the initial “burn-in” stage. Thus, the polymer crystallizes undergo no changes of
the crystal lattice during operation. The crystalline grain sizes of PffBT4T-2OD remain
constant in the devices without an additive and with CBA additive, whereas they de-
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Figure 8.12: Vertical cuts of the initial GIWAXS data of all samples without any correction
treatment: without additives (black line), with DIO (red line) and with CBA (blue line).
crease in the device with DIO additive. To further determine the influence of the applied
bias voltage and the used vacuum conditions on the crystallinity of the BHJ film, a dark
in-operando measurement is carried on another fresh DIO device. The bias voltage is
periodically applied on the device without illumination and an in-situ GIWAXS measure-
ment is performed like for the illuminated device. The results of the dark in-operando
measurements are shown in Figure 8.10. The crystalline grain sizes almost stay constant
within the error bars after the burn-in stage in the dark control experiment, indicating the
morphological changes observed in the illuminated sample require the presence of voltage
and illumination. It was reported in a previous study that a codependence exists between
crystalline states of the BHJ layer and the Voc value probed during the aging process [41].
In Figure 8.11, the crystalline grain sizes and Voc values are plotted together for all three
devices. We can see that the change of Voc shows a close correlation with the evolution of
the crystalline grain sizes after the burn-in stage. The crystal grain sizes and Voc value in
the device without an additive and with CBA additive are almost stable after the burn-in
stage, while the crystalline grain sizes and Voc value show a correlated decrease in the
device with DIO additive. Thus, the shrinkage of the crystalline grain sizes causes the ob-
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Figure 8.13: Vertical cake cuts of the initial (black) and the final (brown) GIWAXS data
of the device with DIO additive after correction. The fullerene peak (q = 1.3 A−1) and the
polymer (010) Bragg peak are labelled.
served decrease of the Voc values in the device with DIO additive, as seen before in case of
P3HT based devices [41]. Moreover, the initial Voc value of the device with DIO additive is
0.72 V, which is lower than that of the devices without an additive and with CBA additive
(0.76 V, as shown in Table 8.1). Based on the GIWAXS observations, we know that the
crystallite sizes in the device with DIO additive are slightly larger than those present in
the samples with CBA additive and without any additive. It was demonstrated that the
donor crystallites with extended pi-conjugation could cause a slight increase of the highest
occupied molecular orbital (HOMO) level of the donors and therefore result in a decrease
of the Voc value [185,236]. Furthermore, the lower degree of polymer crystallinity in the
device with DIO additive, obtained by comparing the initial Bragg peak intensities of
all devices (Figure 8.9), might lead to a lower Voc value as well [237]. In detail, we can
also observe that the Bragg peak intensities almost remain constant in the device without
an additive and with DIO additive along with time during operation. However, a slight
decrease of Bragg peak intensity is recorded in the device with CBA additive, suggesting
a decrease of the polymer crystallinity during the operation time and resulting in a loss
of Jsc. Above all, the GIWAXS measurements suguest that the Voc value has a closely
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correlation with the polymer crystalline, and the decrease sizes of the polymer crystallites
lead to the decay of the Voc.
8.3 Discussions
Figure 8.14: Schematic illustration of the morphology of PffBT4T-2OD:PC71BM solar cells
without solvent additive (a), with DIO (b) and with CBA (c).
Notably, the intensity of the Bragg peak indicates the crystallinity degree. Figure 8.9
also tells us that the absolute peak intensities in the sample with CBA additive are sig-
nificantly higher than that of the devices without an additive and with DIO additive.
Therefore, we propose that a competition of polymer molecules between forming inter-
penetrating D/A networks and growing crystallites is triggered by an additive in the BHJ
films. In conclusion, combining the results of GISAXS and GIWAXS measurements, we
know that the polymer morphology experiences a phase separation during the device ag-
ing in the device without solvent additives, which may cause by a motion of polymer
molecules. As shown in Figure 8.14a, the polymer domains become larger during the in-
operando measurements. GIWAXS measurements we observe that, the polymer crystals
are more stable in this device, which means that the growth of the domains is not caused
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by growing polymer crystals but by the addition of amorphous polymers. In contrast,
from the use of a high boiling point additive like DIO, an interpenetrating D/A network
is promoted(8.14b), resulting in a better Jsc and FF (Table 8.1) [49,179]. A lower boiling
point additive like CBA, is also beneficial for polymer molecule aggregation as well, but
more favorable for polymer crystallite growth (8.14c) [223]. Moreover, the extended film
drying time in the case of doping with solvent additives is also beneficial for forming face-
on orientated crystallites [238]. The out-of-plane (010) and (100) Bragg peaks correspond
to the face-on and edge-on crystallites of the polymer phase [176]. Figure 8.12 shows the
initial vertical cake cuts of all devices. There are almost no face-on crystallites in the BHJ
film prepared without solvent additives. However, for the devices fabricated with solvent
additives, the (010) Bragg peak becomes obvious, and especially in the sample with DIO
additive, it is more pronounced than that in the sample with CBA additive, as compared
with the (100) Bragg peak.
8.4 Summary
In the present chapter, we focus on investigating the influences of solvent additives on the
stability of PffBT4T-2OD:PC71BM based solar cells via in-operando GISAXS/GIWAXS
measurements. We still use DIO and CBA as solvent additives in the BHJ blend solution,
and two corresponding devices are fabricated to compare them with the reference device.
Thermal spin-coating and thermal annealing are involved in the device assembly process,
hereby, no substantial residual solvents are released during the device operation. The
photovoltaic performances show that the degradation of the device without a solvent
additive is mainly caused by the decay of the Jsc. This is attributed to the increase of
polymer domain sizes according to the results of in-operando GISAXS measurements,
which makes the exciton dissociation harder. However, the polymer domains are quite
stable during the measurements in the samples with solvent additives. We consider the
stable morphology is due to the more interpenetrating network in the BHJ films, which
is caused by doping solvent additives, resulting in a stable fill factor (FF ).
Moreover, the decay of the devices with solvent additives is dominated by the degra-
dation of the Voc, which is closely related to the polymer crystallinity. Thus, in-operando
GIWAXS measurements are carried out for these three devices individually. We find that
the polymer crystallinity is stable in the device without solvent additives, and the stable
Voc values present in this device during the operation. However, the polymer crystallites
undergo a decrease during the in-operando GIWAXS measurements in the devices with
DIO additive, and the decay trend of crystallites is coincides well with the trend of the
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Voc changes along with time. Therefore, we conclude that the stability of polymer crys-
tallinity has profound effects on the photovoltaic parameter of the Voc during operation.
Also, based on the peak intensity of (100) Bragg peak, we propose that solvent additives
can cause competition between forming a D/A interpenetrating network and crystallite
growth in donor polymer molecules. DIO enhances the polymer’s ability to form interpen-
etrating networks in the BHJ film, but it lowers the polymer crystallinity, and results in a
lower Voc. Our work gives a further understanding of the degradation mechanism behind
solvent additives. The findings can help to choose a suitable solvent additive, which can
well balance the interpenetrating network character and the crystallinity in a BHJ film
for next generation solar cells.

9 Conclusion and outlook
The main aim of this thesis is to optimize the morphology and compatibility of donor and
acceptor materials in the BHJ film, and investigate the degradation mechanism of the
active layer doped with solvent additives. Solar cells based on P3HT:PC71BM, PTB7-
Th:PC71BM and PffBT4T-2OD:PC71BM are studied. To address these issues, a model,
based on the polymer composition at interfaces, is built to decide whether an interfacial
layer can affect the polymer gradient in the BHJ layer. A third component (PBDTTPD-
COOH) is introduced into the D/A blend to improve the compatibility of donor and
acceptor molecules and the light absorption. Also, in-operando X-ray scattering mea-
surements are applied to investigate the polymer morphology and crystallinity dynamics
during the device aging.
Five interfacial modifiers, with a wide range of surface energy, are employed to provide
a model based on the relative polymer accumulation at the interfacial layer/BHJ inter-
face. The prediction is confirmed by the photovoltaic performance of the corresponding
assembled devices and the polymer gradient changes, which are detected by ToF-SIMS.
The approach described there provides a set of simple guidelines to rationally predict, in
advance, the role of an interfacial modifier or interface before undergoing for laborious
device assembly and testing.
A conjugated polymer, PBDTTPD-COOH, is doped into the D/A blend solution
(PTB7-Th:PC71BM and PffBT4T-2OD:PC71BM) with different concentrations. The ef-
fects of the third component on the polymer crystalline size and order, film morphology,
device performances and stability are studied. It has been found that the addition of
PBDTTPD-COOH is beneficial since it optimizes the polymer crystallite size and orien-
tation simultaneously in BHJ films. The size of the favorable domain is increased and
more face-on oriented crystallites present in the BHJ films when the third component
is added. Furthermore, the stability tests show that PBDTTPD-COOH significantly im-
proves the device stability. The T80 lifetime values of the optimized devices (3.7 h and 4.3
h) is enhanced by the addition of PBDTTPD-COOH as compared to the corresponding
references (0.35 h and 2.6 h). Therefore, our study presents a new and efficient strategy to
optimize the crystallinity and compatibility of BHJ materials as well as device stability,
and could thereby contribute to further development of OSCs.
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To figure out the effects of solvent additives on the device stability, the investigation
is firstly carried on the solar cells based on PTB7-Th:PC71BM without and with solvent
additives (DIO and CBA) by in-operando measurements. The solar cell performance is
probed simultaneously to a structure characterization via GISAXS measurements. The
morphological changes are found in the active layers in the solar cells without solvent
additive, with DIO and with CBA during operation. The increase of polymer domain
sizes is shown in the sample without a solvent additive and the device degradation is
dominated by a decay of Jsc. Due to no post-treatments in the device fabrication process,
DIO and CBA with high boiling points are likely to be residual in the device after the
assembly. Therefore, the polymer domains become smaller and more isolated after the
residual solvent additives are evaporated during the in-operando process, resulting in a
decay of FF . Moreover, DIO has a higher boiling point, and therefore more of it is left
in the film compared to CBA. The final film after the measurement still contains some
DIO. The in-operando characterizations give us a better understanding of the complex
degradation processes in organic solar cells. Two major types of morphological degrada-
tion processes, namely domain growth and domain shrinkage, are confirmed for the high
efficiency system PTB7-Th:PC71BM depending on the presence of solvent additives. Such
general knowledge will be important to improve the stability of organic solar cells and
thereby contribute to a successful real-world use of this class of next generation solar cells.
To avoid residual solvent additives in the solar cells, further investigations are performed
on the PffBT4T-2OD:PC71BM based solar cells without and with solvent additives (DIO
and CBA) by in-operando GISAXS and GIWAXS measurements. As high temperature
spin-coating and thermal annealing are carried out on the BHJ films, almost all solvent
can be removed during the assembly process, which is confirmed by in-operando GISAXS
measurements that no escaping solvent is detected during the in-operando measurements
and FF is the most stable photovoltaic parameter. However, the decay of Voc has a
significant codependence with the polymer crystallinity obtaining from in-operando GI-
WAXS measurements. Comparing the behaviors of these three devices, we conclude that
doping with solvent additives helps to obtain more donor and acceptor interpenetration
networks in a BHJ layer to form a stable morphology, which reflects on a stable fill factor
(FF). However, solvent additives also can cause competition between forming a D/A in-
terpenetrating network and crystallite growth in donor polymer molecules. DIO enhances
the polymer’s ability to form interpenetrating networks in BHJ film, but it interrupts
the polymer crystallinity, and results in a lower Voc. Thereby, our work gives an insight
in the degradation mechanism of BHj processed with solvent additives. These findings
can help choosing a suitable solvent additive, which can well balance formation of an
interpenetrating network and crystallinity in a BHJ film for next generation solar cells.
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Several aspects are feasible for further exploration based on this present thesis. Firstly,
as mentioned before, the third component can improve the polymer crystallinity and
D/A compatibility, which means doping the third component can improve the capability
of forming polymer crystallites but competes with forming an interpenetrating network.
Therefore, further investigations can have to carried out on the ternary solar cells with
solvent additive. Solar cells with high efficiency and long-term stability can be expected
from the optimal volumes of solvent additive and a third component. Secondly, non-
fullerene based OSCs are emerging in the recent years. Solvent additives are still widely
used in this system. To understand whether the observed degradation mechanisms are still
present in non-fullerene system, more experiments have to be taken into consideration. At
last, we cannot skip the large-scale fabrication process before the solar cells can develop
as a real world application. To well control the film morphology, the understanding of film
morphology development is essential, especially when processing with solvent additives.
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