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Abstract 
A triangulation of a graph G is a chordal graph on the same vertex-set that contains G as 
a partial subgraph. In this paper we point out the use of the homogeneous decomposition of 
graphs for the purpose of triangulation. As a direct application we show how to compute in 
linear time the minimum fill-in and the treewidth of graphs which - in a certain local sense - 
contain only a small number of induced P4’s. Thereby, we extend and generalize known results 
about cographs. 0 1998 Elsevier Science B.V. All rights reserved. 
Keywords: Triangulation; Minimum fill-in; Treewidth; Homogeneous decomposition; Graphs 
with few Pa’s 
1. Introduction 
We address the problem of triangulating a graph such that either the number of 
added edges or the clique number of the generated graph is as small as possible. The 
two associated graph parameters are known as the minimum fill-in and the treewidth, 
respectively. The values of these and related parameters play an important role in 
sparse matrix factorization and have a number of other applications in areas such as 
VLSI-layout, gate matrix layout and algorithmic graph theory (see e.g. [l, 7, 2.51). 
Formally, the minimum jill-in or the chordal yruph completion number cc(G) of a 
graph G is the smallest number of edges which must be added to G in order to obtain 
a chordal graph, i.e. 
cc(G) = min{ IE(H) - E(G) ( 1 H chordal; E(G) C E(H)}. 
Computing the minimum fill-in of a graph is known to be NP-hard, even when restricted 
to complements of bipartite graphs [28]. On the other side, polynomial algorithms 
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are known, among others, for cographs [ 111, for Pa-sparse graphs [20], for distance- 
hereditary graphs [9] for circle and for circular arc graphs [23]. 
The original definition of the treewidth can be found e.g. in [22]. For our purposes, 
the following equivalent definition is more convenient. The treewidth h(G) of a graph 
G equals the smallest size of a maximum clique of all chordal graphs which contain 
G as a partial subgraph, reduced by one, i.e. 
b(G) = min{w(H) 1 H chordal; E(G) C E(N)} - 1, 
where o(H) denotes the clique number of H. Determining the treewidth of a graph 
is already NP-hard for bipartite graphs [2] and cocomparability graphs [15]. On the 
other hand, the treewidth can be computed in polynomial time for a number of classes 
including cographs [8], distance-hereditary graphs [9], circular arc graphs [27], chordal 
bipartite graphs, cotriangulated graphs, permutation graphs and circle graphs [22]. 
Very recently, Jamison and Olariu [21] introduced a new type of graph decomposi- 
tion, called the homogeneous decomposition, which extends the well known modular 
decomposition (see e.g. [24]) in the sense that it goes further in decomposing graphs 
which are prime with respect to the modular decomposition. As with the modular de- 
composition, the result of the homogeneous decomposition is a tree which is unique 
up to labeled tree isomorphism. 
Given an arbitrary graph G with the associated tree representation T, we show how 
to compute the parameters of G from the parameters of subgraphs that correspond 
to subtrees of T. As a direct application, we point out that the minimum fill-in and 
the treewidth can be determined in linear time for several interesting classes of (q, t)- 
graphs. These graphs have been introduced by Babel and Olariu [4] as a generaliza- 
tion of known graph classes with simple Pd-structure including cographs, Pd-reducible, 
Pd-sparse and Pd-extendible graphs. 
In the next section we give a brief outline of the homogeneous decomposition. Then 
we describe techniques which allow to split the problem of triangulating a graph into 
smaller problems in subgraphs which are defined by the homogeneous decomposition. 
In Section 4 we recall important structural properties of (q, t)-graphs and adapt our 
results to these classes of graphs. Finally we pose some open problems. 
2. The homogeneous decomposition 
All graphs in this paper are finite, with no loops nor multiple edges. For all graph- 
theoretic notions not defined here we refer to the book of Golumbic [14]. 
Let G = (V, E) be a graph with vertex-set V and edge-set E. If U !& V then G(U) 
stands for the graph induced by U. Occasionally, to simplify the exposition, we shall 
blur the distinction between sets of vertices and the subgraphs they induce, using the 
same notation for both. E(U) denotes the set of all edges joining vertices from U. We 
write N(U) for the set of vertices outside U which are adjacent to vertices from U. 
The complement of G is denoted by G. A clique is a set of pairwise adjacent vertices, 
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a stable set is a set of pairwise nonadjacent vertices. G is termed a split graph if its 
vertices can be partitioned into a clique and a stable set. 
As usual, we let Pk stand for the chordless path with k vertices and k - 1 edges. In 
a P4 uvwx consisting of vertices u, (I, w,x and edges ur, t!~?, IKX we refer to D and 1% 
as the midpoints whereas u and x are called the endpoints. 
Adapting the terminology of [21], a graph G = ( V, E) is Pb-connected, or p-connected 
for short, if for every partition of V into nonempty disjoint sets VI and V2 there exists 
a crossing P4, that is, a P4 containing vertices from both VI and V2. The p-connected 
components of a graph are the maximal induced subgraphs which are p-connected 
(note that the p-connected components are just the components of the graph which 
contains only the edges belonging to some Pd). It is easy to see that the p-connected 
components of a graph G are closed under complementation and are connected sub- 
graphs of G and ??. Moreover, each graph has a unique partition into p-connected 
components. This partition can be obtained in linear time (see [3]). 
A subset H of V with I < lN( <(VI is termed a ho~nogeneous et if each vertex 
outside H is either adjacent to all vertices of H or to none of them. A homogeneous set 
H is muximul if no other homogeneous set properly contains H. The graph obtained 
from a p-connected graph G by shrinking every maximal homogeneous set to one 
single vertex is called the charucteristic~ qruph of G. 
A p-connected graph is termed sepuruble if its vertex-set V can be partitioned into 
two nonempty disjoint sets VI and V, in such a way that each crossing P4 has its 
midpoints in VI and its endpoints in Vl. We say that (VI, V2) is a sepurution of G. 
The next statement, presented in [21], gives detailed information about the structure of 
separable p-connected graphs. 
Theorem 2.1. Let G be sepuruble p-connected with sepurution (VI, VI). Then G( V,) 
(respectively G( VI )) is disconnected. Furthermore, every component of G( Vz) (re- 
spectively G(Vl)) with at least t,zo vertices is u homogeneous set in G. 
This result implies the following characterization of separable p-connected graphs 
(note that the characteristic graphs of G( VI ) and G( VZ) are a clique and a stable set). 
Corollary 2.2. A p-connected gruph is sepuruble iJ’und only ifits churucteristic graph 
is a split yruph. 
The introduction and study of separable p-connected graphs is justified by the fol- 
lowing general structure theorem which has been found by Jamison and Olariu [21]. 
Theorem 2.3 (Structure Theorem). For an arbitrary yruph G exactly one oj’ the fol- 
lowiny conditions is satisfied: 
(1) G is disconnected. 
(2) G is disconnected. 
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(3) 
(4) 
Fig. 1. A graph and the associated homogeneous decomposition tree. 
There is a unique proper separable p-connected component H of G with sepa- 
ration (VI, Vz) such that every vertex outside H is adjacent to all vertices in VI 
and to no vertex in V2. 
G is p-connected. 
This theorem in a quite natural way suggests a tree representation for arbitrary graphs 
which is unique up to isomorphism. The tree associated with a graph G is called the 
primeval tree of G. The internal nodes of the tree are labeled by integers i E { 0, 1,2}, 
where an i-node means that the graph which is associated to the subtree with this node 
as a root is obtained from the graphs corresponding to its sons by an @operation. The 
leaves of the tree are the p-connected components of G. 
The operations @ , @ and @ reflect the first three cases of the Structure Theorem. 
A graph G arises from disjoint graphs Gi, i = 1,2,. . . , k, by means of a @ operation 
if G is the disjoint union of the graphs Gi. If G arises by a @ operation then G is 
the disjoint sum of the graphs Gj (the disjoint sum is the operation complementary to 
the disjoint union). Finally, let Gi be a separable p-connected graph with separation 
(VI, V2) and GZ be an arbitrary graph disjoint from Gi . The graph G results from Gi 
and G2 by means of a @ operation if all vertices from G2 are linked to all vertices 
from VI. In the primeval tree the subtree associated to Gi becomes the left son, the 
subtree associated to G2 becomes the right son of a 2-node. 
The homogeneous decomposition [2 l] additionally involves the homogeneous sets 
of the graph. Given the primeval tree, it constructs a new tree representation by - 
loosely speaking - replacing homogeneous sets by single vertices. This substitution 
is reflected by a @ operation. Let Go, HI,. . . , Hk be disjoint graphs and { yl, . . , yk} 
be a set of vertices from Go. A graph G arises from Go, HI,. . . , Hk by means of a 
@ operation if every vertex yi in Go is replaced by the graph Hi in the obvious way. 
In the decomposition tree, the leftmost son of a 3-node represents the characteristic 
graph, the other sons are the subtrees which represent the maximal homogeneous sets 
(for an illustrating example see Figure 1). 
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For a more detailed description including a recursive procedure which constructs the 
tree representation the reader may consult [21]. Based on well known methods to find 
the modular decomposition (see e.g. [12]), Baumann [6] recently developed a linear- 
time method to produce the homogeneous decomposition tree of an arbitrary graph. 
3. Reduction techniques 
Let Gi = (K,E,), i = 1,2,. . . , k, be disjoint graphs. If G is the disjoint union of the 
graphs G; then, in order to make G a chordal graph, we only need to add edges within 
the connected components G, of G. Clearly, a maximum clique is a largest clique 
occuring in any of the graphs G,. Hence we obtain the following result. 
Lemma 3.1. Jf G is the disjoint union qf‘ G,,. ..,Gk then 
cc(G) = c cc(Gi) 
,=I 
(1) 
and 
m(G)= i~~~k m(Gi). (2) 
3 , 
Let now G be the disjoint sum of the graphs G;. Here we use the fact that a chordal 
graph must have a simplicial vertex, that is a vertex such that its neighbors induce 
a clique (see [14]). In the chordal graph completion of G, this simplicial vertex L‘ is 
adjacent to all vertices of G - G, where u is in Gi. Hence, in order to make G chordal, 
all graphs Gj with j # i must become cliques and Gi must become chordal. Clearly, 
a maximum clique consists of a maximum clique in the chordal graph completion of 
Gi together with all vertices of G - G;. With IF,] denoting the number of nonedges in 
Gi we obtain: 
Lemma 3.2. If G is the disjoint sum of G,,. . . , Gk then 
cc(G) = min j=i,...,k { cc(Gr,+g]E”} (3) 
The equalities of the above lemmas reflect the first two states in the Structure Theo- 
rem (they have first been observed in [8, 1 l] and used to compute the minimum fill-in 
and treewidth for cographs). Before we turn to graphs which are in the third state of 
the Structure Theorem, let H be a homogeneous set in an arbitrary graph G. We show 
that the problem of triangulating G can be transformed into problems in graphs which 
either have a smaller number of vertices or a smaller number of cycles than G. 
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Consider all chordless cycles of length at least four in G which contain more than 
one vertex from H. Clearly, for each such cycle precisely one of the following state- 
ments holds: 
l All vertices of the cycle belong to H. 
l The cycle consists of four vertices with two nonadjacent vertices belonging to H. 
In order to destroy the cycles of the second type, we have to add edges in H or in 
N(H). Such a cycle exists as long as there are pairs of nonadjacent vertices in H and 
in N(H). Hence we have to complete at least one of the subgraphs H or N(H) to 
a clique. In the latter case, in order to destroy also the cycles of the first type, we 
additionally have to make H chordal. 
Let GH and GN(H) denote the graphs which arise from G by adding all nonedges 
from H respectively N(H). Then obviously 
cc(G) =min{cc(GH) + IE(WI; CC(GN(H)) + lE(N(H))I) (5) 
and 
w(G)= min {M&t); MGN(H))}. 
Furthermore we have 
(6) 
cc(Gv,,,> =ccW) + CC(GN(H) - H) (7) 
and 
MGN(H)) =max {NH) + IN(H MGN(H) - HI). (8) 
To verify (7), note that a simplicial vertex in the chordal completion of H is also 
simplicial in the whole graph. Clearly, for the computation of the minimum fill-in of 
a graph, its simplicial vertices are of no importance and can be omitted. Now, by this 
argument and since the chordal completion of H has a perfect elimination scheme (see 
[ 141) we can eliminate one vertex of H after the other (another argument would be that 
N(H) is a clique separator). Equality (8) follows from the facts that a clique in G,~(H) 
is completely contained in one of the subgraphs H UN(H) or G,~(H) - H, and that H is 
totally adjacent to N(H). In the following, one has to compute the parameters for GH 
and for H and G,~(H) - H. The first graph has more edges (and less cycles) than G, the 
other two graphs have less vertices. To summarize the previous findings we can state: 
Lemma 3.3. If H is a homogeneous set in G then 
cc(G)= min{cc(GH) + /E(H)/; cc(H) + CC(GN(H) - H) + IE(N(H))I} 
and 
(9) 
m(G) = min{t+v(GH); max {tw(H) + IN(H)J; tw(GNcHj - H)}}. (10) 
Let us apply these considerations to a graph G which is in the third state of the Struc- 
ture Theorem. It follows from Theorem 2.1 and Corollary 2.2 that the characteristic 
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graph of G is a split graph (note that the vertices outside the separable p-connected 
component H of G induce a homogeneous set). We consider, more generally, an 
arbitrary graph G such that its characteristic graph is a split graph. Denote the as- 
sociated partition of the vertices by (K,S) and let K = lJ:‘=, K, and S = U: =, S,, 
where K,, K2, , K,. (resp. Si, S,, . . . ,S,) is the partition of K (resp. S) into maximal 
homogeneous sets and single vertices. Choose an arbitrary homogeneous set of K, say 
K,. By equality (5) we have 
cc(G) = min {cc(GK, > + IE(KI )I; CC(GX(~, )> + IE(N(K, ))I}. (11) 
Involving the sets K2,. . . , K,. in a similar way, we recursively obtain 
oC(GK)+el6(Kj)l; CC(G.N(I(,)) + IE(N(Ki))I 
j=l 
(12) 
In the graph GK all sets K, have been completed to cliques, i.e. it remains a graph 
consisting of the clique K and the sets Si , . . . , S, which are adjacent to K. In order to 
make GK chordal it suffices to make the graphs induced by the sets Si chordal. Hence, 
the minimum fill-in of this graph is given by 
cc(G~) = 2 cc(Sj). (13) 
j=l 
Due to (7) we have 
~~(GN(K, ) > = CC(K > + CC(GN(K, ) - K; 1. (14) 
The graph GN(K,) - Ki has a simple structure: It consists of the clique N(K,) and the 
sets Sj, ,j $11, namely all sets Sj which are nonadjacent to K,. In particular, each set 
N(Sj) with j @‘Ii is complete. This immediately implies 
CC(GN(K ) - Ki) = C Cc(Sj). (15) 
I B L 
Similarly, we can also determine the treewidth of G from the corresponding values 
of the homogeneous sets. By (6) we have 
m(G) = min {MGK, ); ~(GNcK, ~1). 
Recursively one obtains 
(16) 
m(G) = min {M(GK); MGN(K,J)}. I = I,....? (17) 
A largest clique in the chordal completion of GK consists either of a largest clique in 
the chordal completion of one of the sets Sj together with its neighborhood in K, or 
it consists of the vertices from K. Therefore 
tw(GK)= max MS,) + IN(S 2 IKi/ - 1 ‘I 
j = I ,,.., I 
r=I I 
) (18) 
52 L. Babel1 Discrete Applied Mathematics 89 (1998) 45-57 
Moreover, we obtain 
~(Gc.(K,))=~~T {w(K) + IN(&)]; NSj) + IN(Sj 
where Ii again contains the indices of the sets Sj which are adjacent to Ki. 
Altogether we obtain 
(19) 
Lemma 3.4. u G results from a split graph by replacing the vertices of the clique 
by graphs K1 , . . , K,. and the vertices of the stable set by graphs SI, . . . , S, then 
cc(G) = min i=, ,,, r & ccCsj) +2 IEtKj)l; cc(Ki) + IECNCKi))I + C cc(sj) 
, > 
j=1 ,/=I j@, 
(20) 
and 
(21) 
In other words, we either complete all sets K, to cliques and make all sets S, to 
chordal graphs, or we complete the neighborhood of Ki to a clique and make Ki and all 
sets Sj which are nonadjacent to Kj to chordal graphs. This shows that the minimum 
fill-in (resp. the treewidth of G) can be computed efficiently from the values cc(Ki) 
and cc(Sj) (resp. tw(Ki) and tw(Sj)) of the maximal homogeneous sets. 
4. Graphs with few Pd’s 
The study of graphs with a simple P4-structure was motivated by a number of highly 
interesting structural and algorithmic results obtained for the class of cographs (see 
[lo] for a discussion). This class - characterized by the absence of an induced path 
of length three - has been extended by Jamison and Olariu to graphs which contain 
a restricted number of induced P4’s. The most important of these classes are called 
P4-reducible, PJ-sparse and Pa-extendible. In particular, P4-reducible graphs [ 171 are 
defined as those graphs where no vertex belongs to more than one Pd. A graph is called 
P4-sparse [ 191 if no set of five vertices induces more than one P4. Obviously, Pd-sparse 
graphs generalize both cographs and P4-reducible graphs. P.+-extendible graphs [ 181 are 
graphs where each p-connected component consists of at most five vertices. 
A spider (see Fig. 2) is a split graph consisting of a clique and a stable set of equal 
size at least two, such that each vertex of the stable set has precisely one neighbor (resp. 
nonneighbor) in the clique and each vertex of the clique has precisely one neighbor 
(resp. nonneighbor) in the stable set. 
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Fig. 2. The spiders with eight vertices. 
In [4] Babel and Olariu proposed to call a graph a (9, t)-,qwpph if no set of at most 
q vertices induces more than t distinct PUS. In this sense, the cographs are precisely 
the (4,0)-graphs and the Pd-sparse graphs coincide with the (5,1)-graphs. Furthermore, 
it turned out that the Cs-free Pb-extendible graphs are exactly the (6,2)-graphs. The 
following theorem, presented in [4], characterizes p-connected (q, q - 4)-graphs. 
Theorem 4.1. Let G = (Y, E) he p-connected 
(a) If G is u (5, I)-graph then G is a spider. 
(b) [f G is a (7,3)-graph fhen 1 VI < 7 or G is u spider. 
(c) If’ G is u (q, q - 4)-graph, q = 6 or q 3 8, thrn / VI <q. 
Consider first the primeval tree of a (q,q - 4)-graph with 0,l and 2-nodes and 
leaves representing the p-connected components of the graph. The previous theorem 
implies that the subgraphs corresponding to the leaves either have less than q vertices 
or are isomorphic to spiders. Then - according to the homogeneous decomposition - 
we decompose the separable p-connected components. As pointed out in Section 2, 
we have to generate a 3-node such that the first son represents the characteristic graph 
(which is a split graph) and the other sons represent the maximal homogeneous sets. 
For the nonseparable p-connected components we ignore a further decomposition by 
means of homogeneous sets (which, of course, may be possible). For our purposes, 
this simplified shape of the homogeneous decomposition tree is sufficient. 
We now show how to find - in linear time - the treewidth of a (q,q - 4)-graph 
(with fixed q 24) if the decomposition tree is given. First we have to compute the 
parameters for the leaves of the tree. If the subgraph corresponding to a leaf contains 
less than q vertices then its treewidth can be determined in constant time. Otherwise 
the subgraph is a spider and hence chordal. Clearly, a spider with 2k vertices has 
clique number k. Consequently, its treewidth is k - I. 
Then we progress in postorder from the leaves to the root. For a O-node with sons 
G, = (Vi, EL), i = 1,2,. . . , k, compute according to (2): 
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for a l-node compute / VI = Cf=, 161 and according to (4) 
m(G)= $nk(tW(Gi) + /I’/ - lvll> 
, , 
Clearly, the number of performed operations for a O-node or a l-node is linear in the 
number of its sons. 
Consider now a 2-node with sons Gi, GZ and assume that the left son Gi is a leaf. 
Then G1 contains no homogeneous sets. Hence, by Theorem 2.1, G1 must be a split 
graph. If Gi has at least q vertices then it is a spider. In order to make the graph G 
associated to the 2-node chordal, we only have to make G2 chordal. Let (K,S) be the 
separation of G,. Then 
w(G) = ~~((72) + IKI, 
since a largest clique consists of a largest clique in the chordal completion of GZ 
together with the vertices from K. If the left son Gi of the 2-node is not a leaf then 
it must be a 3-node. 
In the case of a 3-node let K,, . , K,. and Si,. . . ,S, be the maximal homogeneous 
sets and the remaining single vertices of K and S, respectively, where (K, S) denotes 
the separation of the associated graph. If the 3-node is the left son of a 2-node then we 
proceed to this 2-node and define Sl+i := H, I:= 1+ 1, where H is the graph associated 
to the other son of the 2-node. Now we can apply the results of the previous section 
and compute the treewidth of the graph G associated with the 3-node or 2-node by 
means of the formulas (17))(19). 
In order to compute the treewidth of GK and all graphs GN(K,) we first determine 
aj:=ti(Sj)+CIk;l, j=1,2,...,Z, 
iEJ, 
where Jj is the index-set of all sets K; which are adjacent to Sj and, with IKI = 
C:c, Irc,l> 
bi :=oiO(Ki) + C ISil + IKI - IKll, i=1,2,...,~, 
.iGL 
where Ii contains the indices of all sets Sj which are adjacent to Ki. In order to find 
ci := max a,j, i= 1,2 )...) Y, 
iPz 
we order the values aj and renumber the indices such that al >a2 2 ’ . . aat Then we 
mark all aj with j E Z;. The first unmarked entry in the list is ci. Now we have 
@(GK) = max{ai, IKI - I} and ~~(GN(K,)) = max{bi,ci}. 
Note that, for a 3-node, the characteristic graph of G either has less than q vertices or 
is isomorphic to a spider. For a 2-node, it has at most q vertices or is isomorphic to a 
spider with one further vertex which is adjacent precisely to the vertices of the clique. 
Again one gets a time bound linear in the number of sons. 
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With these considerations it is straightforward to verify that the effort is linear in the 
size of the decomposition tree (we omit a detailed formulation of the algorithm which 
should be standard routine). 
Theorem 4.2. For ezjery fixed q, the treewidth oj’ u (q, q - 4)-graph G = (V, E) with 
gicen homogeneous decomposition tree can be computed in time 0( 1 V j ). 
In order to compute the minimum fill-in of a (q,q -4)-graph (with q 24 again being 
a fixed integer) we first note that the minimum fill-in of a spider is equal to 0. On the 
other hand, for graphs with less than q vertices the minimum fill-in can be determined 
in constant time. 
After having found the minimum fill-in for the leaves we again progress in postorder 
from the leaves to the root. As shown in ( 1 ), for a O-node with sons Gi = ( 6, E, ), i = 
1,2,. . . ,k, we have to compute 
cc(G) = c cc(G;). 
i=l 
For a l-node we first determine IEI = cf=, I??l, where lEil= 1/21Vl(lK/il - 1) - IEil 
is again the number of nonedges in Gi. Then according to (3) we compute 
cc(G)= iymk{cc(Gi) + IEI - IEil}. 
1 . 
Recall that for a 2-node with sons Gt and G2 such that the left son G1 is a leaf, it 
suffices to make Gl chordal. Hence we have 
cc(G) = cc(G2). 
If a 3-node is the left son of a 2-node then, analogously as done before, we proceed to 
this 2-node. For such a 2-node and for the other 3-nodes we can apply (20). In order 
to compute the right side of (20) efficiently, we first determine all values IE(K,)/ and 
IE(,S,)I and set IE(K)I = C:=, IE(K,)I and cc(S) = Ci_, cc(Si). Then we have 
cc(G) = min cc(S) + IE(K)I; cc(K) + IE(N(K,))I + cc(S) - Ccc(S,) . 
i=l,....r 
iE1, 
It remains to determine IE(N(K/))I. Let ai := Cir,, ISil be the number of neighbors of 
Ki in S and h, := CltJ, /K;/ th e number of neighbors of Si in K. With 1K / = c:_, 1 K, I 
we obtain 
IE(N(K,))I = IE(K)I - IE(K)I + C lEtSi)\ + C ilsjl(a; - Isjl> 
/EL iE1, 
+ C ISJCIKI - bj). 
iEt, 
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It easily follows that cc(G) can be determined in time linear in the size of the char- 
acteristic graph of G if the minimum fill-in of the graphs induced by the sets K; and 
Sj is known. 
Now, again, for each node the number of performed operations is linear in the 
number of its sons. Hence we can state: 
Theorem 4.3. For every fixed q, the minimum Jill-in of a (q, q - 4)-graph G = (V, E) 
with given homogeneous decomposition tree can be computed in time 0( 1 V I). 
Since the homogeneous decomposition tree is available in time O((Vl + IEI), the 
previous results imply linear-time algorithms to compute the parameters of a (q, q - 4)- 
graph. 
5. Conclusions 
We demonstrated the use of the homogeneous decomposition for the problem of tri- 
angulating a graph. Our results implied linear-time methods to determine the minimum 
fill-in and the treewidth of graphs with few PJ’s, thereby extending known algorithms 
for cographs. This comes into line with other problems that can be solved in linear 
time on graphs with few Pd’s, e.g. maximum clique, minimum stable set, minimum 
coloring [3, 201, hamiltonicity [ 10, 161, dominating set and Steiner tree [5], recognition 
and isomorphism [3, 41. 
It is straightforward to adapt the methods of this paper to the classes of extended P4- 
reducible, extended P4-sparse [ 131 and P4-extendible graphs [ 181, since the p-connected 
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