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1. Introduction 
Hypergraphs are widely used for modeling and representing relationships between entities, one such field where their 
application is prolific is in bioinformatics [1] and [2]. In the present era of big data, sizes and complexity of these 
hypergraphs grow exponentially, it is impossible to process them manually or even visualize their interconnectivity 
superficially. A common approach to tackle their complexity is to cluster similar data nodes together in order to create a 
more comprehensible representation. This enables similarity discovery and hence, extract hidden knowledge within the 
hyper graphs. Several state-of-the-art algorithms have been proposed for partitioning and clustering of hypergraphs. 
Nevertheless, several issues remain unanswered, improvement to existing algorithms are possible, especially in 
scalability and clustering quality. This article presents a concise survey on hypergraph-clustering algorithms with the 
emphasis on knowledge-representation in systems biomedicine. It also suggests a novel approach to clustering quality 
by means of cluster-quality metrics which combines expert knowledge and measurable objective distances in existing 
biological ontology. 
2. Hypergraph-based knowledge representation and clustering: the 
Parkinson Disease case study 
Knowledge representation using graph formalism is often achieved by encoding entities as graph nodes and relations 
between them as graph entities. A research domain greatly benefiting from such an approach is systems biomedicine, 
where entire (patho)biological processes are perceived as systems, and information about them is encoded as graphs. 
However, graph representation is insufficient for complex relationships between multiple elements, for instance enzyme-
catalyzed biochemical reactions. In such situations the notion of graph has to be generalized to a hypergraph. For instance, 
Open Biological Expression Language (OpenBEL) format [3], used for biomedical knowledge representation, is based 
implicitly on hypergraph formalism.  
A hypergraph is defined as H = (V, X), where V is a set of all vertices in the graph and X is a non-empty subset of 
vertices in V which are named as a hyperedges. We illustrate our problem by the hypergraph created from curated 
Parkinson disease (PD) knowledge from literature. A biomedical resource, called PD map [4] is available in OpenBEL 
format. Each OpenBEL statement contains the ID of biological entities (proteins, genes, etc.) and their relationships 
(catalyticActivity, directlyIncreases, etc.). By connecting entities in the same statement based on their relationships 
and/or connecting  different statements together, the result is a hypergraph where subsets in E are connected by an arc 
(in this case, for simplification, the orientation of the arcs are not considered and thus treated as edges). By utilizing the 
given information in each statement, we extend the notation of the hypergraph by attributes, defining as H = (V, X, E, 
AV, AE) where E is set of all edges (or arc),  AV is introduced as the set of all possible attributes of the vertices in V and 
AE is the set of all possible attributes of the edges in E. The example graph is shown in figure 1. Each shaded area 
represent hyperedge and one hyperedge can be a part of another hyperedge or connect to another hyperedge. Let us 
highlight that the PD map hypergraph is sparse  continues to grow at an alarming rate as more is known about the 
parkinson-disease is known.  As commonly known, graph-clustering problem is NP -Hard [2] and [5], meta-heuristic is 






Figure 1 Hypergraph 
3. Related Work 
A hypergraph can be transformed into a collection of graphs, this allows set of vertices in the hypergraph be treated as 
set of vertices in an ordinary graph. This transformation makes it possible to apply graph algorithms in order to extract 
useful information.  Edges can then be added to connect vertices in the same hyperedge resulting in a clique for each 
hyperedge. 
Partitioning algorithms such as Kernighan-Lin (KL) algorithm and Fidduccia-Mattheyses (FM) as described in [7] are 
two of the most used vertex-swapping approaches used for hypergraph clustering, i.e. after applying the above-mentioned 
transformation from hypergraph to graph. These two algorithms have their application in VLSI circuits design. Moreover, 
general clustering algorithms like “K-mean”, “Minimum Cut” and “Spectral clustering” can also be applied [5]. This 
extends to other community-based clustering algorithm such as MetaFac [8], Louvain Algorithm [9], RG+[10], MCL 
[11] and K-Clique-Community [12]. Abovementioned algorithms cluster the graph based on its structure and leave out 
the node-based attributes of the graph, which may improve clustering quality. From the survey, several algorithms had 
been proposed such as k-SNAP [13] and SA-Cluster [14] for attributed graph clustering. Both algorithms reported a better 
result comparing to clustering algorithm that find clusters based on the structure of the graph alone [13,14]. There are 
also works that include the edge attribute in clustering process as can be seen in [6] where the authors applied clustering 
algorithm on the signed social network. One of the critical weakness of all of these algorithms is the computation 
complexity is such that they do not scale well when the graph is large. Most of the algorithms were tested against sparse 
graphs with about 1000-10000 nodes [5, 7, 10, 11, 12] which cannot be compared to the size of biomedical graphs since 
they are exceedingly larger than a thousand nodes. In fact, we have experimented on the Louvain Algorithm [9] and K-
Clique-Community [12], only to find that they cannot handle Erdos-Renyi Random Graph with 10000 nodes and p = 
0.025 - 0.1 [15] on a robust notebook (Intel core i7, 16GB RAM). This stresses once more the need of heuristic and 
metaheuristic algorithms. 
As the clustering problem can be reduced to cluster quality metric optimization, mataheuristic algorithms can be applied 
easily. Examples of metaheuristic algorithms that can be used are Tabu Search and Simulated Annealing [7], Genetic 
Algorithm, Ant Colony Optimization, Particle Swarm Optimization and other hybrid algorithms [16, 17, 18, 19]. In [17], 
the authors compared existing metaheuristic clustering algorithms for wireless networks with some of the work used a 
graph to represent the network. These algorithms tried to solve the energy consumption problem to prolong the network 
lifetime in a dynamic environment where nodes move from one region to another. Most algorithms also adapted to 
dynamic environments by allowing a variable number of clusters. 
More efforts have been put in to make the metaheuristic based clustering algorithm become more autonomous or 
parameterless to overcome the parameter problem in many state-of-the-art clustering algorithm. As in [18], the author 
proposed a genetic algorithm which employs different number of clusters per solution along with four fitness functions 
that are mostly based on structural aspects. This eliminate the burden of deciding number of cluster and eliminate the 
bias that may hinder the analysis. Another GA-based-clustering technique was proposed in [19]. The authors 
Evolutionary Algorithm resulted in a two-phase clustering algorithm where EA is used to refine the solutions before 
feeding to GA and improve the end result. Yet again, the fitness function is based on the graph structure (i.e. ratio of 
Intra- and Inter-connectivity). Even though many efforts have been focusing on clustering techniques, little has been done 
on improving the current quality metrics such as Modularity, Connectivity, and Coverage [10, 16]. 
In [20], the authors explore user-guided clustering. In this work, the seed clusters are selected based the consolidation 
of multiple criteria from multiple users. Then the local clustering algorithm is applied on each seed clusters. This idea 
appears to be particularly suited for the proposed use case.   
4. Conclusion and research directions 
There exist several algorithms for hypergraph clustering. They differ in terms of both problem complexity and objectives. 
Each algorithm has its own limitation and shortcomings. Therefore, improvement can be made and there are scenarios 
where existing algorithms cannot offer satisfactory solutions. 
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This article proposes an approach where hidden knowledge may be extracted by an attempt to cluster the Parkinson 
Disease map (i.e. the hypergraph). The approach comprises the following characteristics : 
1. Meta-heuristic-based approach: Due to the NP -hard nature of clustering, meta-heuristic is a suitable approach 
to tackle the complexity and the large size of the Parkinson Disease map. 
2. Node-based and edge-based knowledge extraction: The result of the clustering of the hypergraph of the 
Parkinson Disease map ought to enable knowledge extraction hidden in the nodes and edges. 
3. Multi-objective approach: Assessing the clustering quality is a multi-objective problem which implies a 
hierarchical approach, a combination or a pareto-based approach for the various objectives and metrics. 
4. Expert-driven search. As many possibilities of clusters as well as traversal paths may exist, expert knowledge 
has to be incorporated in order to find satisfactory solutions 
We intend to design such algorithm as upcoming work and collaborate the assessment with biologists. 
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