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Abstract. This paper presents a computer program for solving general linear programming models. The program 
supports all types of linear constraints and objective functions, has a easy-to-use user interface, and implements 




Decision support systems (DSS) are computer programs offering support to decision 
makers in capturing and analysing information relevant to a decision task.  
 Turban [1988, 1992] proposes four main characteristics for a DSS: (1) DSS 
incorporate both data and models; (2) DSS are intended to assist managers in their decision 
making for tasks or decision problems that may have varying levels of structure; (3) DSS are 
designed to be used to support and not to replace managerial judgement and (4) DSS are 
designed with the objective of improving the effectiveness of decisions, they will also, 
generally also improve the efficiency of decision making through speed and the ease with 
which decision processes may be repeated at will.  
 Some decision problems are optimization problems, which can be solved using well-
known mathematical models. This paper presents the OPTLIN program – part of the 
LINMOD computer package, containing several programs dedicated to solve decision 
problems that can be modeled using linear programming techniques. 
 The current version of LINMOD package is described in [Pârv 2004 and 2005a] and 
contains several other computer applications, all implemented in Microsoft Visual Basic. For 




The general mathematical programming problem is stated as follows: 
 
maximize (minimize) the function: 
 ),...,,()( 21 nxxxfxf =  
where x = (x1, x2, ..., xn) is subject to: 
 0),..,,()( 21 ≤= nii xxxgxg , i = 1, 2, ..., m. 
The variables x = (x1, x2, ..., xn) are known as decision variables, the function f is 
called objective function, and gi (i = 1, 2, ..., m) are constraints. 
 When the objective function and the constraints are linear, the problem becomes the 
linear programming problem: 
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The well-known method for solving linear programming problems is the Simplex 
algorithm [Dantzig, 1963]. Our program uses a variant given by Zuhovitski-Avdeeva 
described in [Maruşciac, 1975], consisting of a sequence of Jordan modified steps. The pivot 
element is chosen following specific rules.  
Consider the linear programming problem written in the following form:  
 
maximize the function: 
         nn xcxcxcxf +++= ...)( 2211  
subject to: 
         ininiii bxaxaxaxg ≤+++= ...)( 2211 , i = 1, 2, ..., m. 
 
By writing the constraints in the form: 
 
0)(...)()( 2211 ≥+−++−+−= ininiii bxaxaxay , i = 1, 2, ..., m.  (1) 
 
then the Simplex table attached to the above linear programming problem is: 
 
  -x1 -x2 ... -xn 1 
y1 = a11 a12 ... a1n b1 
y2 = a21 a22 ... a2n b2 
  ... ... ... ... ... 
ym = am1 am2 ... amn bm 
f = -c1 -c2 ... -cn 0 
 
The Zuhovitski-Avdeeva variant of the Simplex algorithm has three main steps: 
S1. Eliminating of the independent variables. 
S2. Finding a basic solution. 
S3. Improving the basic solution and finding the optimum solution. 
 
S1. Eliminating of independent variables 
 
In the general case, there are variables which does not fulfill the non-negativity 
constraints. These variables are called free variables. The Simplex algorithm works in the case 
rank A = n; otherwise, our optimisation problem reduces to a minimum with bounds problem, 
not discussed here.  
This first step consists of performing n Jordan modified steps in order to eliminate all 




  -y1 -y2 ... -yn 1 
x1 = c11 c12 ... c1n d1 
x2 = c12 c22 ... c2n d2 
  ... ... ... ... ... 
xn = cn1 cn2 ... cnn dn 
yn+1 = cn+1,1 cn+1,2 ... cn+1,n dn+1 
  ... ... ... ... ... 
ym = cm1 cm2 ... cmn dm 
f = q1 q2 ... qn Q 
 




jkjk dycx +−= ∑
=1
, k = 1, 2, ..., n      (2) 
and, for the moment, their rows can be neglected. Equations (2) are used to find the optimal 
solution of the programming model. Thus, the simplex table becomes: 
   
  -y1 -y2 ... -yn 1 
yn+1 = cn+1,1 cn+1,2 ... cn+1,n d n+1 
yn+2 = cn+2,1 cn+2,2 ... cn+2,n d n+2 
  ... ... ... ... ... 
ym = cm1 cm2 ... cmn dm 
f = q1 q2 ... qn Q 
 
and the first step of the Simplex algorithm is done. 
 
S2. Finding a basic solution 
 
This step means making positive all coefficients in the free term column d = (dn+1, 
dn+2, ..., dm) of the Simplex table. There are two ways of finishing this: (a) all coefficients in d 
column are non-negative or (b) the process cannot be performed completely.  
A step in the process starts with establishing the row r for which there is dr < 0. If 
there are more negative coefficients in column d, r is chosen arbitrarily. If all coefficients crs 
≥ 0 (1 ≤ s ≤ n), we are in the situation (b) above, and our problem has no solution (the 
problem is inconsistent or the solution domain is void), and the Simplex algorithm is 
terminated. Otherwise, if there is at least one coefficient crs < 0, then s is the pivot column 
pivot and we chose the pivot element sic ,0  as: 



















 If there are more coefficients crs < 0, the pivot column s is arbitrarily chosen.The same 
if there are more minimal positive ratios. It is proven that the choice of the pivot by the above 
rule guarantees that, after performing a modified Jordan step, the new free term dr will be 
positive.  
 This step repeats until one of the above cases is reached. The case (b) was discussed 
above, whereas in the case (a), all d coefficients are non-negative (d ≥ 0), which means that 
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the column d represents an admisible (basic) solution of the linear programming problem. 
More precisely, y = (0, d) is such a solution, y = (0, 0, ..., 0, dn+1, dn+2, ..., dm). 
 This step does not involve the objective function row. 
 
S3. Finding the optimal solution 
 
The last step of the algorithm tries to make non-negative all coefficients of the 
objective function row q. Again, there are two possible outcomes: (a) all q coefficients are 
non-negative, or (b) the process cannot be performed completely. The case (a) leads to an 
optimal solution, while case (b) means that the solution domain is not finite.  
A step in the process starts with choosing the column s corresponding to the 
coefficient qs < 0. If there are more negative coefficients in column q, s is chosen arbitrarily. 
If all coefficients crs ≤ 0, (1 ≤ r ≤ n) the problem has an infinite solution (or solution domain is  
infinite), and the simplex algorithm is terminated. This situation corresponds to the case (b) 
above. Otherwise, if there is a row r with crs > 0, then s is the pivot column and the pivot 
element  sic ,0  is chosen such that: 


















If the row r contains more than one coefficients crs > 0, the pivot column s is chosen 
arbitrarily. The same if there are more minimal positive ratios. Again, it is proven that the 
choice of the pivot by the above rule guarantees that, after performing a modified Jordan step, 
the new free term qs will be positive. 
This step repeats until one of the above cases is reached. The case (b) was discussed 
above, whereas in the case (a), all q coefficients are non-negative (q ≥ 0), which means that 




 This section presents briefly the OptLin user interaction and operation. The user can 
perform sensitivity analysis, by merely changing the coefficients and observing the relevant 
changes in the results. 
 The main window of the program, shown in Figure 1, contains widgets for data input 
and presentation, as well a command button for processing - Prelucreaza. Input data are 
entered interactively and can be saved to a text file for later processing (Salveaza and Incarca 
command buttons). 
 A linear programming problem contains the following: its description (Denumirea 
problemei text box), the number of variables (Numarul de variabile textbox) and constraints 
(Numarul de restrictii textbox), and a grid containing the problem definition. This grid is 
automatically configured by pressing the Seteaza command button. 
 The grid has active cells arranged in m+2 rows and n+2 columns, as follows: 
• the first m rows and first n columns contain aij coefficients (i = 1, ..., m; j = 1, ..., n) 
• the first n columns in the m+1 row contain the coefficients cj of the objective function, 
followed by the type of the optimum (min, MAX), in the n+1 column; 
• the first m rows in the n+1 column contain the types of the constraints; 
• the first m rows in the n+2 column contain free terms of the constraints; 




Figure 1. OPTLIN – main window 
 
 After entering, checking, and saving the problem data, the user is ready to press the 
Prelucreaza command button in order to solve the problem. Before doing this, he/she has the 
opportunity to set some display options, in the form of four check boxes grouped in the 
Parametri de afisare frame. These options include: 
• Problema dată – the linear programming problem; 
• Tabelul simplex iniŃial – the initial Simplex table; 
• Paşii intermediari – the Simplex table after each modified Jordan step; 
• Tabelul simplex final - the final Simplex table, after the last modified Jordan step. 
When Prelucreaza command button is pressed, the program does all the computations 
and displays the results (according to current setting of display options) in a separate window, 
as in Figure 2. 
 
CONCLUSION AND FUTURE WORK 
 
 The program is intended to ease the way a user uses modeling in order to solve 
common problems. Pidd (1999) discusses six principles of modeling: (1) simplicity vs 
complexity, (2) gradual development of models, (3) division of larger models into smaller 
components, (4) use of analogies, (5) proper use of data, and (6) ordered process. Our opinion 
is that the program presented comply with these principles, and help the user to better 
understand the modeling process. 
 Our future plans include the development of new computer applications to be added to 
the LINMOD package, for solving other decision problems like master production schedule, 
materials requirement planning, factory planning and so on. 
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