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ABSTRACT 
For a polynomial f and a matrix A we obtain formulas for f(A) and bounds for 
jlf(A)II which are expressed in terms of the entries of A and the values off at the 
eigenvalues of A. 
1. THREE FORMULAS FOR f (A) 
In this first section we obtain three formulas for f(A) (see the three 
theorems below), where f is a polynomial and A is a matrix. The first and 
main formula is significant in that it expresses f(A) in terms of products 
involving entries of A and divided differences (of various orders) of the 
values of f on the set of eigenvalues. This is in contrast to the well-known 
Lagrange-Sylvester interpolation formula for f(A). Our second formula ex- 
presses f(A) in terms of f and certain partition entries for A. The third 
formula expresses f(A) in terms of f(C), where C is the companion matrix 
for the minimal polynomial of A (see definition preceding Theorem 1.3). 
To state our first and main formula for f(A) we need some definitions 
and notation. 
In this paper, by a matrix we mean a matrix with complex entries, and by 
a polynomial we mean a polynomial in one variable with complex 
coefficients. For a matrix A = (a$ we also use Aij to denote aii. 
Let m be a positive integer and A = (aik) an m X m upper triangular 
matrix. Let hi = aii, so that hi,, . . , A,,, are the eigenvalues of A including 
multiplicity. We call Z = ( jo, il,. . , , j,) a multi-index if 1 < ia < ii < . . . < j, and 
r is a positive integer. We call r the length of I. If jr < m, then A, denotes the 
product aioilai, i2 + . . ai,_, i. 
For a sequence x0x,, . . . , x, of complex numbers (not necessarily distinct) 
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and a polynomial f with complex coefficients, we define the divided dif- 
ference [x0, xi,. . . ,x,](f) as 
where y is a simple closed curve which encircles x0,. . . ,x, and the integral is 
taken in the sense of complex variable theory. It is shown in [I, p, 441 that in 
case x0,. . . , x, are distinct, [x,, . . . , x,](f) is determined by the relations 
h(f) =f(4 
(1) 
Corresponding to (Xi,. . . ,A,,,) and 1 with jr < m, we let X, denote 
(A,, . . . > A/,). In particular, [h,](f) denotes [hv . . . , A,]( f). 
THEOREM 1.1. Zf f is u polynomial, and if A = (a+) is an upper triangu- 
lar matrix with Xi = aii and i < k, then 
f CA)&= f: ikAI[hll(f )a (Fl) 
where IZik denotes the sum ocer all multi-indices I which begin with i and 
end with k. 
Proof. For the proof we need two more notations. If n and r are positive 
integers, we define S,,(q, . . . , x,) as the sum of all monomials of degree n in 
the variables x i, . . .,x,. We define &(x1,. . . , x,)tobelifn=OandtobeOifn 
is a negative integer. Let t,(I) denote S, _ ,(hiO, . . . , AJ. 
We will first prove that 
(A”)ik= E idISn-r(~I)~ i < k, n=1,2,..., (2) 
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where r is the length of I. The proof is by induction on YZ. Clearly (2) holds 
for n = 1. Assume (2) is true for n. Clearly, 
(A”+l)ik= Z)U~~(A”)/~=~~(A”)~~+ c %jlA”) jk+ i’k)“%. 13) 
i i+l<j<k-1 
We now collect all terms on the right hand side of (3) which have factors A, 
for Z of a given length. For Z of length 1, we have 
hiUi/$” (i, k) + (Xk)“Uik. (4 
Since hit, (i,k)= t,+,(i,k) - (h,J’, (4) is equal to uikt,+,(i,k), which is the sum 
of the terms in (2) for n + 1 corresponding to Z of length 1. The sum of the 
terms on the right hand side of (3) which have factors A, for I of length 2 is 
Since 4 t, (i, j, k) + t, ( j, k) = t, + 1( i, j, k), we see that (5) is the sum of terms in 
(3) for n + 1 corresponding to Z of length 2. By continuing in this manner, we 
see that the right hand side (3) is equal to the right hand side of (2) for n + 1. 
Thus we have proved (2). 
Now consider a general polynomial f(x) = zc,x” with complex 
coefficients. It follows from (2) that 
We will now prove 
(6) 
Fl) 
where f(x) = E,c,,x” is a polynomial and x0,. . . , x, is a sequence of complex 
numbers. 
The proof of (F,) follows from (6) and (G,). 
We prove (G,) by induction. Assume (G,) holds for T. Suppose 
x0,. . * 3 q, q+ 1 are distinct first of all. Then 
[%>.?~~,i lif)=(~o-n;+~)-1{[~o~...~~,l~j‘~-[~,~...~r,+,l~f~} 
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and it is easy to see that the latter is 
Thus, (G,) holds for r+ 1 when the x0,, . . . , x~+~ are distinct. A simple limit 
argument shows that (G,) also holds for r+ 1 in general. This completes the 
proof of (G,). n 
REMARK 1. The Cayley-Hamilton theorem for upper triangular matrices 
follows from (F,), since each [h,](f) = 0, if f is the characteristic polynomial 
of the matrix. 
The next formula expresses f(A), for certain A, in terms of functions of a 
matrix of dimension one less than A. 
THEOREM 1.2. Suppose that f is a polynomial and A is a matrix that 
can be partitioned in the form 
where B is an (m - 1) X (m - 1) matrix, u 
m - 1, and h is a complex number. Then 
f(A)= o f(BiO 
i 
where g(x)={f(X)-f(x)}@-x)-l. 
U 
1 h ’ 
is a column oector of dimension 
g(B)u 
1 f(h) ’ 
(F2) 
Proof. By induction it is easily seen that 
i 
B” 
A”= u?l 
0 . . . 0 (A)” ’ 
where the column vector u, satisfies the recurrence relation 
u,,=Bu,_,+X”-‘u, n= 1,2 1*.., 
(7) 
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where ui = u and ua is interpreted as the zero vector. It follows that 
So, corresponding to the polynomial f(x) =~c,x”, the column vector for 
f(A) is Cc,u,; and, since 
n-1 
g(x) = 2 c, 2 Xn-l-jxi, 
n i=O 
it follows that g(B)u is the column vector for the partitionedf(A). The other 
partition members of f(A) are easily obtained from (7). n 
By the companion matrix corresponding to the manic polynomial a, + a,x 
+ . . . +a,_,x m-1 + x”’ we mean the m x m matrix with l’s on the diagonal 
just below the main diagonal, with (- a,, - a,, . . . , - a,,_,)T as its mth 
column vector, and with all other entries 0. 
THEOREM 1.3. If f is a polynomial with complex coefficients, A a matrix 
with minimal polynomial p,, and C the companion matrix of p,, then 
f(A)= 5 f(C)ilAi-l. (F3) 
j=l 
Proof. Let p(x)=bo+b,x+*.. + b,x’ be an arbitrary polynomial of 
any degree. We let R ( p) denote the unique polynomial of degree Q m - 1 
such that p=9po+R(p) f or some polynomial 9. If degp < m- 1, we define 
Sp to be R(xp(x)) and p- to be (bo,b,,...,b,,_,), where m is the degree of 
the minimal polynomial p,. Let r, = R (x”). Since x”= 9,po+ r,, and z”+i= 
9” + 1 p, + r,,, 1 = ~9~p, + XT,, it is clear that r, + 1 = Sr,,. Therefore, 
r, = s “To. (8) 
By noting the values of S on the basis polynomials 1,x, xX2,. . ,x”-l, it is easy 
to verify that 
(Sp)_= cp-, degp<m-1. (9) 
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For any polynomial f(x) = Zc,x”, 
f(A) =Gc,(A) =C.cn(S”r,,)(A) = (f(s b,)(A). (1fJ) 
Since (f(S)r,)-=f(C)r; and r;=(l,O,O,...,O), we see that 
(fw”M)= 5 f(c)@-‘~ 
j=l 
and (Fa) follows from (10) and (11). 
(11) 
n 
2. BOUNDS FOR ilf(A)il 
The main result in this section is the bound in Theorem 2.1. At the end of 
the section we give two further bounds for Ilf(A)(I. We use the following 
notation. E,,, denotes all complex m-tuples x = (-rr, . . , ,I-,,,). 11 XII is defined as 
(xp+. . +x:)112. For an mXm matrix A, l(AI\ is defined as sup{ l[Arll: llxll 
< l}. Orthogonality refers to the usual dot product on Em. Finally, if f is a 
polynomial, /I fllA denotes the supremum of 1 f(z)1 as z varies over the convex 
hull of the eigenvalues of the matrix A. 
THEOREM 2.1. If A is an m X m mutrir and f is a polynomial, then 
Pl) 
Proof. We will prove (B,) by induction. Clearly (B,) holds for m = 1. 
Assume the theorem is true for m. Let A be an (m + 1) X (m + 1) matrix. 
From the Jordan form it is clear that there is a vector u in E,,,, 1, an 
eigenvalue h of A and a subspace Y of E,,, + 1 such that 
(1) dimY=m, 
(2) Y is an invariant subspace of A, 
(3) u B Y, and 
(4) (h- A)u E Y. 
Let c’ = u - u’, where u’ denotes the orthogonal projection of u onto Y. Thus, 
Ao=Au- (Au)‘+ (Au)‘-Au’ 
={hu-(h-A)u}-{hu-(X-~)~}‘+{~(u-u’)}’ 
=X(u-u’)+{A(u-u’)}‘. 
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Thus, Au=Au+w, WEY, /Iwl( Q IlAll Iloll. Clearly, 
n-1 
A”u=h”c+ z A”-l-iAiw, n=O,l )...). 
i=O 
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(12) 
For the polynomial f(x) = Cc,,x” we obtain from (12) the identity 
~(A)G =f(h)c + 2 c, 2 h”-rPiA&=f(X)z? + g(A)w, 
n j = 0 
where g(x) = (h- x)-r{ f(x) -f(x)}. S’ mce o and g(A)w are orthogonal and 
the induction hypothesis applies to g(A) restricted to Y, we have 
where A, denotes A restricted to Y. 
We will now express II g(‘)ll A0 in terms off, We obtain from the Leibnitz 
rule that 
1 
1 f’k’(X) 
g(r)(x)=r!(h-X)‘+l f(A)- kzo T(A_X)k . I (13) 
The factor [ ] in (3) is the rth remainder in the Taylor formula of complex 
variable theory, namely, 
and since (r+ l)/A(l- t)‘dt= 1, we see that g(‘) (x) = (r+ l)-‘a, where z is in 
the convex hull of the range of (r + 1) - tf(” ‘) on the interval in the complex 
plane endpoints x and h. In particular, 
(14) 
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If we combine (12) and (14) we obtain 
From the induction hypothesis we know that (15) holds if u is replaced by 
any w in Y. Since 0 is perpendicular to Y, we have proved (B,) for the case 
nz+ 1. n 
REMARK 2. If f is a polynomial, A a matrix, and C the companion matrix 
of the minimal polynomial p of A, and m the degree of p, then 
i% 
This follows from (FJ and the fact that lAiil < I/A,11 for any matrix A. 
REMARK 3. If f is a polynomial, A an m, X m, matrix, C the companion 
matrix of the minimal polynomial pO, and m the degree of p,,, then 
This follows from (B,) and (B,). Note that in this bound, only derivatives off 
of order up to m - 1 appear, whereas in (B,) derivatives up to order ml - 1 
appear. 
REMARK 4. The spectral radius formula, /I T”(j’/“-+p(T) as n-+co, holds 
for any bounded linear operator T on a Banach space. For a matrix A, 
Theorem 2.1 gives a bound for Ij A “]I which is much sharper than the bound 
implied by the general spectral radius formula and which is uniform for A in 
certain classes. The precise result is: 
If A is an 172 X m matrix, ]/Al/ < K, p(A) < r, then jlA”jl < 
eKfl”r-lmax{r”,r”~“‘+‘}, n> m-l. 
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