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014.01.00Abstract Cloud computing is a new generation of computing based on virtualization technology.
An important application on the cloud is the Database Management Systems (DBMSs). The work
in this paper concerns about the Virtual Design Advisor (VDA). The VDA is considered a solution
for the problem of optimizing the performance of DBMS instances running on virtual machines
that share a common physical machine pool. It needs to calibrate the tuning parameters of the
DBMS’s query optimizer in order to operate in a what-if mode to accurately and quickly estimate
the cost of database workloads running in virtual machines with varying resource allocation.
The calibration process in the VDA had been done manually. This manual calibration process is
considered a complex, time-consuming task because each time a DBMS has to run on a different
server infrastructure or to replace with another on the same server, the calibration process poten-
tially has to be repeated. According to the work in this paper, an Automatic Calibration Tool
(ACT) has been introduced to automate the calibration process.
Also, a Greedy Particle Swarm Optimization (GPSO) search algorithm has been proposed and
implemented in the VDA instead of the existed greedy algorithm to prevent the local optimum
states from trapping the search process from reaching global optima. The main function of this
algorithm is to minimize the estimated cost and enhance the VMs conﬁgurations.
The ACT tool and the GPSO search algorithm have been implemented and evaluated using TPC-
H benchmark queries against PostgreSQL instances hosted in Virtual Machines (VMs) on the Xen
virtualization environment.
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21. Introduction
Cloud computing is a new generation of computing. It allows
users to use computational resources and services of data cen-
ters (i.e., machines, network, storage, operating systems, appli-
cation development environments, application programs) over
the network to deploy and develop their applications [1]. The
main feature of cloud computing is providing self-service pro-aculty of Computers and Information, Cairo University.
2 F.A. Omara et al.visioning, which allows the users to deploy their own sets of
computing resources [2]. The cloud computing technology is
based on virtualization. Virtualization is a technology that sep-
arates computation functions from physical hardware. It al-
lows the users to partition and multiplex physical machine
infrastructure (e.g., CPU, memory, I/O, storage, and network
interface cards) [3]. The applications are running on virtual
machines instead of physical ones. The Virtual Machine
(VM) is a software implementation of a computing environ-
ment to simulate a physical machine directly executing on
physical hardware [4]. The Virtual Machine Monitor (VMM)
is used to create and manage the VMs (e.g., Xen, VMware,
VirtualBox, and KVM) [5]. The virtual machine conﬁguration
or resource allocation controls the sharing of physical re-
sources (CPU, memory, I/O bandwidth) allocated to VMs.
The problem of optimizing the performance of the virtualized
applications (i.e., the applications that run on VMs) is critical
to the success of the cloud computing paradigm, because VM
conﬁguration affects the application performance [2,6].
On the other hand, The Database Management System
(DBMS) is considered one of the applications deployed on
the cloud. Each DBMS instance has its own tuning parame-
ters. The tuning parameters interact with cost model in DBMS’
query optimizer to change the performance (e.g., CPU param-
eters and buffer parameters) [7]. DBMS needs to calibrate its
tuning parameters in order to be aware of virtualized environ-
ment and produce an accurate estimated cost. Indeed, DBMS
faces a challenge of tuning resource allocation because each
workload (a set of SQL statements) has different characteris-
tics and needs different resource allocation. In other words,
how DBMS instances can get a beneﬁt of resource allocation
for each VM in the shared physical pool, this called Virtualiza-
tion Design Problem (VDP) [7–9]. Virtual Design Advisor
(VDA) is a technique that offers a solution for such problem.
It gives recommended conﬁgurations for multiple VMs run-
ning different workloads among shared resources [2,7–9]. It ex-
plores the characteristics of workloads to distinguish their
intensity (e.g., CPU or I/O intensive, etc.) and makes a deci-
sion for best resource allocation for VM which run this work-
load. The DBMS has a query optimizer tool to choose the best
execution plan based on the estimated cost. The cost model is a
module in the query optimizer tool which is responsible for the
cost estimation. Database cost model expresses the total re-
sources consumption for a given workload. It depends on sta-
tic assumptions for tuning parameters to generate the
execution plan. In fact, the accuracy of the execution of the
current resources consumption is considered a problem for
database’s cost model.
In other words, the query optimizer’s cost model is not
aware of virtualized environment because it takes the default
values of tuning parameters. So, the query optimizer parame-
ters are needed to be calibrated in order to be aware of differ-
ent resource allocation in virtualized environment. Each time,
the DBMS instance moves from one infrastructure to another,
or the DBMS instance is replaced by another DBMS instance
in the same infrastructure, the calibration process is repeated.
Unfortunately, this process had been executed manually. So,
the calibration process is needed to be automated in order to
save time, money and produce an accurate estimated cost. In
this paper, an Automatic Calibration Tool (ACT) has been
introduced to tune parameters of DBMS query optimizer invirtualized environment to solve the manual calibration prob-
lem in the VDA.
On the other hand, a Particle SwarmOptimization (PSO) is
considered a modern evolutionary algorithm which is used to
explore the search space of a given problem [10]. It is used
to ﬁnd optimal or near-optimal solutions for maximization/
minimization search problems. As stated previously, the
VDP is considered a search problem which tries to minimize
the allocation cost of virtualized resources for database sys-
tems in cloud environment [2,7–9]. In this paper, a search algo-
rithm called Greedy Particle Swarm Optimization (GPSO) has
been proposed to overcome the local optimum problem of the
existed greedy algorithm in the VDA. The proposed GPSO
algorithm is considered an amalgamation of heuristic greedy
search and particle swarm optimization to optimize conﬁgura-
tions based on the workload proﬁle in virtualized environ-
ments. The GPSO algorithm has been implemented in the
VDA enumerator module, which initially makes an equal re-
source allocation of VMs and adapts these allocations based
on the estimated cost obtained by cost models of the database
system query optimizer.
To evaluate the ACT tool and the GPSO search algorithm,
prototype experiments have been conducted based on the opti-
mal CPU allocation for the different virtual machines. Tests
have been performed using PostgreSQL 8.4.8, running TPC-
H benchmark queries as workloads [11,12]. The experimental
results show that the ACT runtime increases linearly with
the number of calibration sampling points, and the GPSO
algorithm can provide effective conﬁgurations for different
types of workloads than that the existed greedy algorithm.
The rest of this paper is organized as follow; the related
works are described in Section 2. The calibration problem in
the VDA is described in Section 3. The proposed automatic
calibration tool for DBMS query optimizer is discussed in Sec-
tion 4. In Section 5, the optimization problem in the VDA will
be handled. In Section 6, the proposed GPSO algorithm will be
discussed. In Section 7, the ACT and the GPSO algorithm
evaluation results are introduced. In Section 8, the paper is
concluded; also a brief outlook into the future work is given.
2. Related work
There are many research papers in the ﬁeld of performance
optimization of applications running in virtualized environ-
ments [8,9,13], and resource allocation [14,15]. A related prob-
lem to the work of this paper is the virtualization design
problem which addresses the question of how to optimally
(with respect to application throughput) partition the re-
sources of a physical machine over a number of VMs, each
running a potentially different database appliance (i.e., pre-
conﬁgured DBMS and a set of workload queries) [7–9]. In
[8,9], the virtual design advisor has been presented to solve
the virtualization design problem by using the query optimizer,
which is typically built-in in most DBMSs, as a cost model to
evaluate potential resource partitioning conﬁgurations. This
‘‘what-if’’ usage of the query optimizer has also been used in
non-virtualized environments to justify upgrades of resources
based on the predictions of the expected improvement in work-
load performance [16,17]. In [2], the virtual design advisor has
been used to optimize the performance of database appliances
that had been deployed in the Amazon EC2 cloud. Ideally, the
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many performance optimization problems [8,9,18,19]. When
the calibration process is tedious, its automation becomes of
beneﬁt to the overall optimization framework.
The virtual design advisor employs a white-box approach
for modeling the performance of the DBMS [8,9]. On the other
hand, the black-box approach for performance modeling has
been used in [13] to drive an adaptive resource control system
that dynamically adjusts the resource share of each tier of a
multi-tier application within a virtualized data center. The
two approaches; black-box and white-box have been used to
solve the resources provisioning problem for DBMS on the
top of IaaS cloud [20].
Soundararajan et al. [15] have considered the storage re-
source in addition the CPU and memory resources. They
found that the resource conﬁguration would affect the perfor-
mance which is considered a challenge in the resource alloca-
tion problem. The resource allocation problem is a classical
problem that gets instantiated with emerging resource consol-
idation settings, such as machine virtualization and cognitive
radio networks [14]. In the latter, radio spectrum is shared
among cognitive radios, and the resource allocation problem
is formulated as an optimization problem to achieve max–
min rate sharing among the users.
Recently, resource allocation is one of the most important
challenges in the cloud computing technology sector that face
the cloud provider regardless of the hierarchy of services. Espe-
cially, how the cloud provider can meet the clients’ Service Le-
vel Agreements (SLAs) and maximize total proﬁt. In [21,22],
the SLA-based resource allocation problem for multi-tier
cloud applications is considered for a distributed solution for
each processing power, data storage, and communication re-
sources. The problem is cast as a three-dimensional optimiza-
tions problem. Also, the cost-performance tradeoff in cloud
IaaS has been addressed, where the problem has been formu-
lated as a multi-objective optimization [23]. The proposed
model was built based on a ﬁne grained charging model and
a normalized performance model. The implementation using
genetic algorithms and the experimental results have proved
the effectiveness of the proposed model.
On the other hand, there is a wealth of existing proposed
approaches using a Particle Swarm Optimization (PSO) in var-
ious domains in general and in dynamic environments in par-
ticular. The basic PSO is as an optimization technique for
static environments [10]. In the real world, however, many
applications are non-stationary optimization problems; they
are dynamic, meaning that the environment and the character-
istics of the global optimum can change timely. Several suc-
cessful PSO algorithms have been developed for dynamic
environments. One of these algorithms is fast multi-swarm
optimization algorithm (FMSO) [24]. It uses two types of
swarm; one to detect the promising area in the whole search
space and the other swarm is used as a local search method
to ﬁnd the near-optimal solutions in a local promising region
in the search space. Another approach is used to adapt PSO
in dynamic environments [25]. It is based on tracking the
change of the goal periodically. This tracking is used to reset
the particle memories to the current positions allowing the
swarm to track a changing goal with minimum overhead
[25]. Cooperative Particle Swarm Optimizer (CPSO) has been
introduced for employing cooperative behavior to signiﬁcantly
improve the performance of the original PSO algorithm [26].This is achieved by using multiple swarms to optimize different
components of the solution vector cooperatively. While the
original PSO uses a population of D-dimensional vectors,
CPSO partitions these vectors into D swarms of one-dimen-
sional vectors, each swarm representing a dimension of the ori-
ginal problem.
According to the work in this paper, an algorithm, called
Greedy Particle Swarm Optimization (GPSO) has been pro-
posed to optimize the allocation of shared resources to mini-
mize the estimated cost and enhance VM conﬁguration.
3. Calibration problem in virtual design advisor
The Virtualization Design Problem (VDP), the Virtual Design
Advisor (VDA) solution, and the calibration problem in VDA
will be discussed.
3.1. Virtualization Design Problem (VDP)
In the VDP, N VMs run on a shared physical machine pool
and each VM runs its own instance of a N instances of a
DBMS [8,9]. The shared physical pool is represented byM dif-
ferent resources.
Each VM has a workload, whereby Wi represents the work-
load on the ith VM. The VDP raises the following question:
‘‘What fraction rij of each shared physical resource j should be
allocated to each VMi to optimize the overall performance of
the workloads Wi?’’ [7–9,27]. The set of resource allocated
shares to the ith VM can be represented as a vector:
R ¼ ½r1; r2; . . . ; rM ð1Þ
For example, without loss of generality, with three shared re-
sources (CPU, memory, I/O), that is, M= 3, an allocation
of 50% CPU, 30% memory, and 25% I/O to VM1 results in
the vector R1 = [0.5,0.3,0.25]. We assume that each workload
Wi has a relevant cost under resource allocation Ri. This cost is
represented by:
CostðWi;RiÞ ð2Þ
The total cost for all workloads is represented by:
CostðRÞ ¼
XN
i¼1
CostðWi;RiÞ ð3Þ
The objective of the VDP is getting an appropriate resource
allocation to minimize the overall cost for all workloads, that
is, to ﬁnd:
arg minðcostðRÞÞ ð4Þ
The VDP was deﬁned and solved in [7–9]. The next section ex-
plains in detail the virtual design advisor as a solution for the
VDP.
3.2. Virtual Design Advisor (VDA)
The architecture and design of the Virtual Design Advisor
(VDA), which was introduced as a solution for the virtualiza-
tion design problem is shown in Fig. 1 [8,9]. The VDA is di-
vided into two modules; conﬁguration enumeration, which
includes the search algorithm, and the cost model. The mod-
ules interact to produce the recommended conﬁgurations using
a calibration process. The calibration process tunes the cost
Figure 1 Virtualization Design Advisor (VDA) architecture.
4 F.A. Omara et al.model parameters according to each enumerated conﬁgura-
tion. A brief description of both modules is presented next.3.2.1. Conﬁguration enumeration module
The conﬁguration enumeration module is used to enumerate
resource allocation for the VMs. It implements a search algo-
rithm, such as greedy search and dynamic programming, for
enumerating candidate resource allocation. The VDA uses a
greedy search algorithm, which is based on iterating until no
performance gain can be incrementally achieved [8,9]. Each
iteration, a small fraction of a resource is de-allocated from
the VM that will get hurt the least and allocated to the VM
that will beneﬁt the most. The greedy algorithm makes the
decisions of increasing and decreasing the resources allocated
to VMs based on the estimated cost of the given workloads.3.2.2. Cost model
The VDA employs the cost model of the DBMS query opti-
mizer after augmenting it with virtualization awareness. The
cost model reﬂects a VM with a certain resource allocation
by setting appropriate parameter values of the query opti-
mizer. The query optimizer in a DBMS estimates the cost of
an execution plan of a given SQL workload (Wi) on a DBMS
instance (Di) using the following vector of optimizer tuning
parameters:
Pi ¼ ½pi1; pi2; . . . ; pilÞ ð5Þ
The optimizer’s tuning parameters strongly affect the best exe-
cution plan choice. The DBMS cost model can be described by
the following function [11]:
CostDBðWi;Pi;DiÞ ð6Þ
The VDA faced a problem to tune the cost model of a DBMS
instance that runs in a virtualized environment. This problem
can be described as the DBMS cost model which depends on a
set of query optimizer tuning parameters (Pi), whereas the con-
ﬁguration enumerator outputs candidate resource allocation
(Ri). So, a calibration process is needed to map this resource
allocation into the relevant tuning parameter values.3.3. Calibration problem in VDA
In the VDA, calibration is a process that is used for mapping
each resource allocation into a corresponding set of values of
the query optimizer’s tuning parameters. For each tuning
parameter, there is a calibration equation which used to de-
scribe the relationship between the tuning parameter and the
corresponding resource allocation. In general, the calibration
equation is described as:
Pi ¼ fðRiÞ ð7Þ
where Ri is the set of resource fractions allocated to the ith
VM.
This process uses a calibration model that is constructed
empirically and consists of a set of calibration equations
[8,9,27]. By this, the query optimizer becomes aware of the vir-
tualized environment it runs in. In other words, the query opti-
mizer chooses an optimal execution plan by estimating and
comparing the costs of a set of plans based on the given re-
source allocation.
Unfortunately, the calibration process is done manually,
which is considered a tedious process and has to be repeated
for each different combination of DBMS and server hardware
speciﬁcations. By automating the calibration process would
save both time and efforts. This paper focuses on the design
and implementation of a tool to automate the manual calibra-
tion process. In other words, this paper addresses the question:
‘‘how much time would be saved by automating the calibration
process to avoid repeating the manual process every time the
DBMS has to run on a different server infrastructure, or the
DBMS is replaced with another DBMS?’’ The proposed tool
will be described in Section 4.
4. Automatic calibration tool
The Automatic Calibration Tool (ACT) is considered the ﬁrst
contribution of this paper. The ACT automates the cost model
calibration process, which is considered an important part in
the virtual design advisor. The ACT hides the details and com-
plexities of the calibration process from the DB administrator.
The output of ACT, namely the calibration model, is used to
adapt the query optimizer’s tuning parameters to the virtual
machine’s resources allocation.
The calibration model is basically a set of equations that
calculate the tuning parameter values based on given resource
allocation. This section starts by an overview of the architec-
ture and conﬁguration of the ACT followed by a description
of its two modules, namely the controller module and the
worker module.
4.1. The ACT overview
According to Fig. 1, the calibration process maps between re-
source allocations and the tuning parameters of the query opti-
mizer’s cost model. According to the manual calibration, the
calibration process has to be repeated manually when the
VDA is to be redesigned for different DBMSs, and when the
same DBMS is moved to a new physical infrastructure with
different CPU speed, physical memory size, etc. So, the more
possible conﬁgurations a physical infrastructure can offer,
the more time and complexity it takes for the calibration pro-
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calibration is more accurate and useful than manual calibra-
tion because of time and cost saving.
We assume that the user of ACT has an expert knowledge
of the DBMS’s query optimizer and cost model, as well as, the
internals of the DBMS cost model to know which tuning
parameters should reﬂect the runtime environment (e.g.,
CPU speed and memory size) of the DBMS, which resource
allocation affects which tuning parameters, and which param-
eters are dependent on other parameters, so that the parameter
equation (PE) needs more than one calibration query to eval-
uate it [8,9]. This information is needed to craft the calibration
queries and deﬁne their corresponding cost Eq. (6). Also, the
ACT allows its user to choose the type of the automatic cali-
bration, either cold-cache or warm-cache. In cold-cache cali-
bration, the ACT starts with empty buffer pool cache in the
DBMS. In the warm-cache calibration, the calibration data-
base’s buffer pool is warmed up before measuring the calibra-
tion queries’ runtime. Fig. 2 depicts the architecture of the
ACT tool. It contains two main modules, the controller and
the worker, that interact to automate the calibration process
of the query optimizer’s tuning parameters. The controller
module runs on the host machine while the worker module
runs on a virtual (guest) machine with different allocations.
4.2. Controller module
The controller is the main module in the ACT. It runs on the
host machine (called Dom0 in Xen terminology [28]). It re-
ceives inputs from the tool user, and produces the calibration
model as a set of equations, in which the independent variables
are the resource allocations, and the dependent variables are
the tuning parameters. To prepare the inputs to the controller,
the system of cost equations (CEs) is solved by the tool user,
whereby the unknowns are the calibration (tuning) parameters
and the equations represent the costs corresponding to care-
fully crafted SQL queries (called calibration queries). The cost
of each calibration query is represented by exactly one cost
equation that is formulated in terms of the calibration param-
eters. The inputs to the controller module are the calibration
queries and the solution of the cost equations (CEs), that is,
a set of parameter equations (PEs) with calibration query costs
as the independent variables and calibration parameters as the
dependent variables. The worker module (will be described in
the next subsection) evaluates the cost of the calibration que-Figure 2 ACT tool architecture.ries for each conﬁgured resource allocation and calculates
the corresponding tuning parameter values by direct substitu-
tion into the PEs. The controller module outputs a calibration
model by running a regression analysis on the (resource alloca-
tion, calibration parameter) value pairs. The work ﬂow of this
module is shown in Fig. 3.
4.3. Worker module
The worker is the second module in the ACT. It runs in a guest
VM. The worker module receives its inputs from the controller
module and sends its output back to the controller. It uses the
calibration database for executing the input queries.
As mentioned earlier, the worker module evaluates the cost
of the calibration queries for each conﬁgured resource alloca-
tion and calculates the corresponding tuning parameter values
by direct substitution into the PEs. Whereas the query cost in
the cost equations (CEs) is measured in units of sequential
page read, the measured cost by the worker is in seconds.
Therefore, a renormalization process takes place to convert be-Figure 3 Controller module operations.
Figure 4 Worker module operations.
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CEs [8]. To this end, a Renormalization Factor (RNF) is cal-
culated as an estimate of a single sequential I/O operation. The
work ﬂow of this module is shown in Fig. 4.
5. Optimization problem in virtual design advisor
The search algorithm in the virtual design advisor uses the cal-
ibration process to enumerate conﬁgurations for the VMs. The
search algorithms use the ‘‘what-if’’ mode of the query opti-
mizer’s cost model [7]. The ‘‘what-if’’ mode can be expressed
as what will be the estimated cost of the given query workload
under the candidate resource allocation. The search algorithm
modiﬁes the query optimizer’s tuning parameters using the cal-
ibration process. The calibration process can proﬁle the inten-
sively of workload even CPU-intensive or non-CPU-intensive
and guides the VDA to allocate the suitable amounts of re-
sources to each VM. The VDA uses a heuristic greedy algo-
rithm, which suffers from the problem of being trapped in
local optimums [8,9]. So, a new algorithm, called GPSO is
introduced, based on PSO to overcome local optimum
problem.
6. The proposed Greedy Particle Swarm Optimization (GPSO)
algorithm
Currently, the VDA uses a greedy search algorithm, which is
based on iteratively improving the cost function until no cost
reduction can be achieved [8,9]. More speciﬁcally, in each iter-
ation, a small fraction (called a share) of a resource is de-allo-
cated from the VM that will get hurt the least and allocated to
the VM that will beneﬁt the most. In more details, the greedyalgorithm makes a decision for increasing and decreasing the
allocated resources to VMs based on the estimated cost of
the given workloads. At the end, the greedy search algorithm
gives a report of the recommended conﬁguration for all
VMs. The greedy algorithm suffers from the problem of being
trapped in local optimums [8,9]. So, the particle swarm optimi-
zation search algorithm based on greedy algorithm will be used
to reduce trapping in local optimum. First, a brief description
of PSO will be given.
6.1. Particle swarm optimization
A Particle Swarm Optimization is one of the modern evolu-
tionary algorithms used to explore the search space of a given
problem. Kennedy and Eberhart ﬁrst have proposed this algo-
rithm in 1995 [10]. PSO simulates the social behavior of indi-
viduals (particles) of certain kinds of animals (e.g., birds’
ﬂocks and ﬁsh schools). In PSO, the population of particles
is typically called a swarm, whereas each the swarm. The idea
of PSO is based on introducing the observation of swarming
movement to the ﬁeld of evolutionary computation [29,30].
Each particle moves in a D-dimensional space (D usually
represents the number of decision variables). Each particle is
thus described by a tuple of vectors (Xi, ViPi, Gi), where each
vector represents the current position, the velocity vectors,
the personal best position that the particle has achieved, and
the global best position that is tracked by the entire swarm
to ith particle along each of the D dimensions respectively.
Initially, the PSO algorithm chooses candidate solutions
randomly within the search space. Then, they move in ran-
domly-deﬁned directions based on best of itself and of its
peers. Each iteration of the algorithm, the particles evaluate
their positions toward a goal. They update their own velocities
using globally best positions and their previous positions and
then use these velocities to adjust their new positions. The used
equation to update the velocity and position for each particle
are:
vidðtþ 1Þ ¼ wvidðtÞ þ c1r1½pbestidðtÞ  xidðtÞ
þ c2r2½gbestdðtÞ  xidðtÞ ð8Þ
xidðtþ 1Þ ¼ xidðtÞ þ vidðtþ 1Þ ð9Þ
where all of parameters are represented in dth dimension at
time t, vid(t) is the velocity of ith particle, wÆvid(t) is the inertia
component responsible for keeping the particle moving in the
same direction, w(w e [0.8,1.2]) is an inertia weight that deter-
mines how much the previous velocity is preserved [31], xid(t) is
the position of the ith particle, pbestid(t) is the personal best
position for the ith particle, gbestd(t) is the globally best posi-
tion (the swarm’s global best candidate solution at time t), c1,
c2 are positive acceleration coefﬁcients ranging from 0 to 4,
and r1, r2 are random numbers drawn from the uniform distri-
bution U [0,1]. The search is a repetitive process, and the stop-
ping criteria are that either the maximum number of iterations
is reached or the minimum error condition is satisﬁed.
6.2. Greedy particle swarm optimization algorithm
A hybrid of the heuristic greedy search and intelligent particle
swarm optimization is proposed as a new algorithm to over-
come the local optimum states to global ones. This algorithm
Resource Allocation        Share           Estimated Cost  
PSO 
Greedy Heuristic  
Figure 5 GPSO in VDA enumerator module.
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proposed GPSO algorithm is required more computation but
is succeeded to enhance the result VM conﬁgurations in many
cases. Fig. 5 depicts the idea of the proposed GPSO algorithm.
The main idea is that the GPSO algorithm uses PSO algorithm
to tune the share parameter of the heuristic greedy algorithm
to reduce the situations in which the greedy algorithm gets
trapped into local optima. Two modules have been imple-
mented within GPSO algorithm which they interact to ﬁnd
the recommended conﬁguration as follows:
(1) The greedy module enumerates resource allocations for
the VMs based on the estimated cost of the given
workloads.
(2) The PSO module sends to the greedy module candidate
shares (particles) and VMs conﬁgurations and then
receives the updated VMs conﬁgurations and the corre-
sponding estimated cost for these conﬁgurations.
In this setting, the particles of the PSO module are the
shares parameters to be tuned and the dimensions of the par-
ticles are the number of resources. This work focuses on one
resource (the CPU), and thus, the particles in PSO has a single
dimension. In the other words, the share parameter serves as
the only dimension of particle position. The improved PSO,
SSM-PSO, is used to avoid invalid-solution cases [32]. The ef-
fect of the GPSO algorithm is achieved by iteratively running
the heuristic greedy algorithm with a new share computed
using PSO. In each iteration, the heuristic greedy is started
from the last solution (the conﬁguration of the global best)
reached in the previous iteration, which is considered as a local
optimum. The GPSO algorithm has been implemented in the
VDA enumerator (search) module.
6.3. Conﬁgure of standard PSO factors
The parameters of PSO inﬂuence the optimization performance.
PSO needs to predeﬁne numerical coefﬁcients (the maximum
velocity, inertia weight, momentum factor, societal factor, and
individual factor) and swarm size. The ability to globally opti-
mize the solution relies greatly on the setting of these parame-
ters. The maximum velocity and inertia weight are employed
to balance global exploration and local exploitation. A large va-
lue of inertia weight facilitates better global exploration ability,
whereas a small value enhances local exploitation capability. In
other words, they affect the ability of escaping from local opti-
mization and reﬁning global optimization. The societal and indi-
vidual factors determine the ability of exploring and exploiting.
The size of swarm balances the requirement of global optimiza-
tion and computational cost [30,33,34].
In GPSO algorithm, the coefﬁcients of PSO component, r1
and r2, are generated randomly, c1 = c2 = 2, and a constantmomentum factor, mc= 0.3, is adopted. The PSO component
has a gradually decreasing inertia weight factor. The inertia
factor w decreases linearly between 0.9 and 0.4 as in the follow-
ing equation [33]:
w ¼ ðwmax  wminÞ  ðItermax  IternowÞ
Itermax
þ wmin ð10Þ
where Itermax is the maximum number of PSO iterations,
Iternow is the current number of iterations in the running
PSO, wmax is the maximum inertia value, which equals 0.9
and wmin is the minimum inertia value, which equals 0.4.
6.4. Fitness function
To evaluate each particle (share parameter) performance, the
total of estimated costs is calculated using given workloads un-
der candidate VMs conﬁguration as described in Eq. (3).
6.5. The GPSO algorithm
The GPSO algorithm steps are listed as follows:
(1) Initially, equal allocation of each resource is assumed as
the initial conﬁguration for all VMs (1/N of each
resource is allocated to each VM).
(2) The ﬁtness function is deﬁned to minimize the cost as
described in Eq. (3), and then the positions (share val-
ues) of the particles are chosen randomly. The search
space includes all the possible fractions except the frac-
tions that cause a resource allocation that is either
greater than the maximum allocation (100%) or less
than the minimum allocation (0%). These constraints
reduce error occurrence and can be described by the
following:Min ðRiÞ  share > 0Max ðRiÞ þ share < 100
Moreover, the search space boundaries [Xmin, Xmax]
D are
restricted in [0.001,0.1]. This restriction means that each
share parameter can be any value between 0.1% and
10%. In this work, only one resource, CPU, is used
(i.e., one-dimensional vectors for particles), and thus,
GPSO is used to ﬁnd a best particle (share value) to tune
CPU allocation X= (x1,x2, . . . ,xn).(3) GPSO operates then in iterations. Iteratively, each par-
ticle evaluates its position by running the greedy algo-
rithm and determines its personal best position. The
global best share and VM conﬁguration are then deter-
mined. The initial VM conﬁguration of the greedy algo-
rithm for each particle is the VM conﬁguration which
was tuned by the global best particle of the previous iter-
ation. Each particle then updates its own velocity using
its previous velocity, the inertia weight, its previous posi-
tion, its personal best position, and best particle in terms
of ﬁtness in the entire population (global best position).
Each particle then uses the calculated velocity to adjust
its new position.
(4) After the iterations terminate, the conﬁguration of the
best particle so far is output as the ﬁnal VM conﬁgura-
tion R.
8 F.A. Omara et al.As stated previously in the listed steps, for each iteration
and for each particle, the greedy algorithm uses the new share
and the previous optimal conﬁguration as the initial state. The
previous conﬁguration is the local optimum, and when the
share value is changed by PSO, this allows the greedy algo-
rithm to escape from the trap of the local optimal solution
to a global optimal solution.7. The ACT tool and GPSO algorithm evaluation
This section presents an experimental evaluation of the pro-
posed ACT tool and GPSO algorithm.
7.1. Experiment setup
The experiment described here uses PostgreSQL 8.4.8 database
system installed in a machine with Core2 Duo T5870 2.00 GHz
processor, 4 GB memory, and CentOS 5.5 operating system.
The virtual machine monitor used was Xen [28], which is an
open source virtualization platform. Xen-based para-virtual-
ization has been used to improve the hypervisor performance
when it maps resources directly into the guest operating system
[5]. Amazon EC2 is based on Xen virtualization, and thus, this
experiment setup is similar to a cloud computing environment.
7.2. Performance metrics
Four metrics are used to measure the performance.
(1) The speed of the ACT tool, measured in units of time
(minutes).
(2) The total estimated cost of workloads (in terms of
sequential page fetches) is computed by selecting CPU
parameters (cpu_tuple_cost and cpu_operator_cost) as a
shared resource then setting these parameters appropri-
ately according to the resulted calibration model on a
warm database.
(3) Cost improvement measures relative performance as in
the formula [8,9,23]. This metric is computed based on
the estimated cost of the query optimizer. In this work,
using two algorithms (greedy and GPSO), the formula is
as follows:improvment ¼ Est CostGreedy  Est CostGPSO
Est CostGreedy
ð11Þwhere Est_CostGreedy and Est_CostGPSO are the total esti-
mated cost under greedy and GPSO conﬁguration,
respectively.
(4) Cost improvement per unit time is computed as follows:
Cost improvment per time ¼ Cost improvment
avgðruntimeÞ ð12Þ7.3. The ACT tool evaluation
Two of PostgreSQL descriptive parameters have been used in
this evaluation. The cpu_tuple_cost represents an estimate of
the CPU cost of processing one database tuple. The cost ismeasured in terms of the cost of a sequential page fetch from
the disk. The cpu_operator_cost represents an estimate of the
CPU cost of processing each operator in a WHERE clause
[8]. This subsection presents a step-by-step scenario of running
ACT’s calibration process followed by the ACT speed mea-
sure. Fig. 6 depicts the scenario of using ACT in calibrating
two of PostgreSQL’s tuning parameters, namely (cpu_opera-
tor_cost, cpu_tuple_cost). The scenario steps were described
in details in [27].
On the other hand, to assess the speed of ACT tool, its total
runtime (i.e., runtime of both the controller and worker mod-
ules) has been measured under a varying number of resource
allocation conﬁgurations with both cold-cache and warm-
cache calibration. Other factors that affect the runtime include
the DBMS, physical machine computing power, and values
(not just number) of conﬁgurations.
With cold-cache, the controller restarts the worker’s VM
with each resource conﬁguration, increasing the total runtime.
With one, the ACT tool consumed 4 min to run one conﬁgura-
tion (50% CPU and 50% memory) with cold-calibration. On
the other hand, with warm cache, the worker module is started
ﬁrst, before ACT tool runs, and the calibration database is
warmed up. With one conﬁguration (50% CPU and 50%
memory), it took ACT 1.6 min to ﬁnish the calibration pro-
cess. Fig. 7 shows that ACT runtime linearly increased with
number of conﬁgurations even cold or warm cache. Also,
cold-cache experiment takes long time comparable with
warm-cache experiment.
7.4. The GPSO algorithm evaluation
This section presents an experimental comparison between the
proposed GPSO algorithm and the greedy algorithm.
7.4.1. GPSO algorithm swam size variation
We vary the size of the swarmin the PSO module of the GPSO
algorithm within the range [10–100] to test the GPSO algo-
rithm for two different workloads running on two VMs. We
repeat each experiment ten times and report the average. We
found that the total (and variance) estimated cost of the work-
loads for small swarm size is greater than the estimated cost of
large swarm size. Consequently, the cost improvement per unit
time is calculated in next subsection using different swarm sizes
and two search spaces to obtain the best swarm size.
7.4.2. GPSO algorithm search space ranges variation
The GPSO algorithm performance is evaluated by varying the
swarm size in two search space boundaries, [0.01% -10%] and
[0.1%-10%], to choose the feasible swarm size. The ﬁrst search
space contained 100 points, whereas the second contained 1000
points. Each point in search space represents a value of the
share parameter, which is used as a controller of the greedy
heuristic algorithm. The GPSO cost improvement over greedy
per time unit is used to compare the two search spaces using
Eq. (12) (see Fig. 8).
According to the results in Fig. 8, the ﬁrst search space
improvement is better than the second until the swarm size
reaches 50, at which point the improvement decreased in the
two search spaces nearly with the same ratio. As a result, the
ﬁrst search is used with swarm size 10 in the following experi-
ments. Table 1 gives the experimental setup of the GPSO algo-
Figure 6 PostgreSQL experiment scenario using ACT tool.
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Table 1 The parameter values for GPSO experiments.
Swarm size (number of particle) 10
Number of iterations 50
Number of executions 10
Search space range values 0.1%-10%; 100 points
Optimum Resource Allocation of Database in Cloud Computing 9rithm. The number of executions represents the number of
independent experiments done. The greedy algorithm starts
with equal allocations for all VMs and with a share parameter
of (5%).
7.4.3. GPSO algorithm with identical workloads
The aim of this experiment is to conclude that the GPSO algo-
rithm partitions the shared resource, CPU, into equal alloca-
tions when the workloads are identical – i.e., the GPSO
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Figure 10 Cost comparison for up to 20 random workloads on
TPC-H database.
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Figure 11 The GPSO algorithm cost improvement over greedy
algorithm.
10 F.A. Omara et al.algorithm is efﬁcient in detecting the identical workloads,
which reﬂects the fair distribution of the shared resource.
Fig. 9 shows the estimated costs for 10 VMs that run 10 iden-
tical copies of TPC-H Q1 query workloads. The graph plots
three estimated costs as identical columns of the two algo-
rithms, greedy and GPSO, and the default conﬁguration.
7.4.4. GPSO algorithm with random workloads
In this experiment, random TPC-H workloads are generated
to test the improvement of overall performance. Twenty que-
ries are generated by the same method described in the [8].
Each workload consists of a random combination of between
10 and 20 workload units. A workload unit can be either 1
copy of TPC-H query Q17 or 66 copies of a modiﬁed version
of TPC-H query Q18 [8,9]. Each VM runs one workload. Each
algorithm starts with 2 VMs and increases by 1 VM until it
reaches 20 VMs. Fig. 10 shows the total estimated costs for
three conﬁgurations and shows the decreased ratio in the
GPSO algorithm estimated cost. The estimated cost obtained
by the GPSO algorithm is lower than the estimated cost ob-
tained by the greedy algorithm. In other words, the GPSO
algorithm outperforms the greedy algorithm with respect of
estimated cost.
The performance improvement of the proposed GPSO
algorithm is calculated using the Eq. (11). The results are plot-
ted in Fig. 11. It is noted that the greatest improvement ap-
peared when the greedy algorithm has local optimum at 19
workloads. The greedy cannot improve conﬁguration and
stopped in initial conﬁguration (default conﬁguration) while
the GPSO algorithm can be improve by using another share
to escape from this local optimum.
According to the result, the GPSO algorithm achieves bet-
ter allocations in terms of total cost at the expense of runtime.
Although, there is time overhead of execution runtime that the
GPSO algorithm is slower as compared to the greedy algo-
rithm. Since the distribution of shared resources is considered
an off-line process in VDA, the GPSO algorithm is acceptable
for obtaining near optimal conﬁgurations for VMs.
The combination of the GPSO algorithm with any proﬁling
technique for random workloads characteristics in terms of re-
source consumption (e.g., CPU, Memory, and I/O) gives the
perception for the intensivity of workloads. This perception
can guide the cloud provider to allocate an appropriate0.0 E+00
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Figure 9 Cost for identical workloads.amount of resources to incoming workloads. The provider
can arrange the workloads over multiple pools based on the
intensively of workloads or use cloud bursting to maintain
strict SLA even when some incoming workloads are heavily
CPU-intensive. Where cloud bursting means that an applica-
tion deployment model in which an application runs in a pri-
vate cloud or data center bursts into a public cloud when the
demand for computing capacity spikes [35]. The advantage
of such hybrid cloud deployment is that an organization only
pays for extra compute resources when they are needed [35].
On the other hand, the GPSO algorithm can be used continu-
ously to capture the randomness of the dynamic workloads
variation by implementing it again periodically or on particu-
lar events and changed the resource allocation periodically in
each time interval.
8. Conclusions and future work
According to the work in this paper, the virtual design advisor
has been improved by proposing, and implementing the Auto-
matic Calibration Tool (ACT) tool. The function of this pro-
posed tool is to automate the process of calibrating the
tuning parameters of the query optimizer of databases in a
what-if mode, so that it can estimate the cost of running work-
loads in virtualized environments quickly and accurately. The
Optimum Resource Allocation of Database in Cloud Computing 11ACT has been evaluated using an experiment to tune parame-
ters of the PostgreSQL DBMS. The experimental results show
that the ACT runtime increased linearly with the number of re-
source conﬁgurations.
Also, a hybrid particle swarm optimization based on the
heuristic approach namely, GPSO, which used to minimize
the total cost of workloads on the cloud environment has been
introduced. The GPSO algorithm has been evaluated using
TPC-H queries and PostgreSQL database. According to the
results, it is found that the GPSO algorithm behaves better
than the heuristic approach by enhancing the ﬁtness value to
avoid a local optimum and ﬁnd global optimum when possible.
This work can be extended in at least two ways. First, the
ACT tool can be extended to automate ‘‘black-box’’ calibra-
tion, which does not need the DBMS’s cost model internals.
Second, the ACT tool can be extended to intelligently select
the resource conﬁgurations (sampling points in the regression
analysis) that results in quick convergence to the calibration
model equations. This will be making by building a proﬁling
technique to obtain the statistical methods that deal with dif-
ferent workloads behavior.
Another option to extend this work is considering other re-
sources such as I/O performance and network bandwidth, and
mix of QoS to provide a more ﬂexible approach.
On the other hand, the GPSO algorithm ﬁtness function
could be upgraded for dynamic workloads to involve two fac-
tors: (1) weighted factor of cost and time to inﬂuence the share
parameter in order to improve the GPSO to choose the best
share toward minimizing the GPSO estimated cost and run-
time and (2) deﬁne penalty factor which reﬂects the SLA be-
tween the users and cloud provider to handle the SLA
violation.
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