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Abstract
In the framework of perturbative quantum field theory a new, uni-
versal renormalization condition (called Master Ward Identity) was
recently proposed by one of us (M.D.) in a joint paper with F.-M.
Boas. The main aim of the present paper is to get a better under-
standing of the Master Ward Identity by analyzing its meaning in
classical field theory. It turns out that it is the most general identity
for classical local fields which follows from the field equations. It is
equivalent to a generalization of the Schwinger-Dyson Equation and
is closely related to the Quantum Action Principle of Lowenstein and
Lam.
As a byproduct we give a self-contained treatment of Peierls’ man-
ifestly covariant definition of the Poisson bracket.
∗Work supported by the Deutsche Forschungsgemeinschaft.
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1 Introduction
The hard question in the renormalization of a perturbative quantum field
theory (QFT) is whether the symmetries of the underlying classical theory
can be maintained in the process of renormalization. The difficulties are
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connected with the singular character of quantized fields which forbids a
straightforward transfer of the arguments valid for the classical theory. Typ-
ically the various symmetries which one wants to be present in the quantized
theories are implied by certain identities (the Ward identities) which one
imposes as renormalization conditions.
Traditionally, the impact of symmetries of the classical theory on the
structure of quantum theory was analyzed in terms of the functional formu-
lation of QFT (see [19, 20, 21, 22] and, e.g. [27]). In order to avoid infrared
problems, it is, however, preferable to focus, in the spirit of algebraic quan-
tum field theory, on the algebra of interacting fields. Actually, this becomes
mandatory for quantum field theories on generic curved spacetimes (see, e.g.
[3] and [16]). In the functional approach, the algebraic properties of the in-
teracting fields are not immediately visible. In causal perturbation theory a`
la Bogoliubov-Epstein-Glaser [2, 12], on the other hand, the local algebras
of observables of the interacting theory can be constructed directly [3] and,
hence, we work with this method.
In causal perturbation theory a general treatment of symmetries is the
Quantum Noether Condition (QNC) of Hurth and Skenderis [17]. It ad-
dresses the problem: given a free classical theory with a symmetry, find a
deformed classical Lagrangean which possesses a deformed symmetry, and
extend the symmetry to the quantized theory. In case of the BRS-current
the QNC is closely related to the ’perturbative gauge invariance’ of [9], see
the last Remark in Sect. 4.5.2 of [7] (published version).
The main motivation for our works [5], [7] and to a certain extent for
this paper is to give a construction of the local algebras of observables in
quantum gauge theories, i.e. the elimination of the unphysical fields and the
construction of physical states in the presence of an adiabatically switched off
interaction. In [5] this construction was performed under certain conditions
which were shown to be satisfied in QED. However, it turned out that in non-
Abelian gauge theories additional relations, beyond QNC and perturbative
gauge invariance, had to be fulfilled, in order to allow a local construction of
the algebra of observables.
The Master Ward Identity (MWI) (postulated in [7]) is a universal formu-
lation of symmetries. In [7] it was shown that the MWI implies field equa-
tions, energy momentum conservation, charge conservation and a rigorous
substitute for equal-time commutation relations of quark currents. Applica-
tion of the MWI to the ghost- and to the BRS-current of non-Abelian gauge
theories yields ghost number conservation and the ’Master BRST Identity’
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[7]. These symmetries contain the information which is needed for our local
construction of non-Abelian gauge theories.
Reference [7] addresses the following problem.
(I) Given a free theory, find a mapping from free fields to interacting fields,
as a function of an interaction.
The MWI was obtained there in the following way: the difference between
different orders of differentiation and time-ordering,
∂νx1T˜ (W1, ...,Wn)(x1, ..., xn)− T˜ (∂
νW1, ...,Wn)(x1, ..., xn) (1)
(T˜ (W1, ...,Wn)(x1, ..., xn) denotes the time-ordered product of the Wick poly-
nomials W1(x1), ...,Wn(xn) in free fields), is formally computed by means of
the Feynman rules and the causal Wick expansion (see Sect. 4 of [12]) (or
equivalently the normalization condition (N3) [5]). The MWI requires then
that renormalization has to be done in such a way that this heuristically de-
rived result is preserved. The main motivations for imposing this condition
were, on the one hand side, the many, important and far-reaching conse-
quences of the MWI, and on the other hand side, the experience that the
MWI can nearly always be fulfilled.
In this paper we give a further important argument in favor of the MWI:
it is the straightforward generalization to QFT of the most general classical
identity for local fields which can be obtained from the field equations and the
fact that classical fields may be multiplied point-wise (see (11)). Since quan-
tum fields are distributions which cannot, in general, be multiplied point-
wise, the derivation of the MWI in classical field theory is not transferable to
quantum field theory. There, the MWI is a highly non-trivial normalization
condition which contains much more information than merely the field equa-
tions. In order that the MWI is a well-defined and solvable renormalization
condition also in models with anomalies it must be generalized, a certain de-
viation from classical field theory must be admitted. This has been worked
out in Sect. 5 of [7].
The present paper is mainly dedicated to the problem:
(II) given a classical theory, find an appropriate dictionnary, relating clas-
sical fields to quantum fields.
We formulate identities in classical field theory in such a way that they remain
meaningful in quantum field theory; concerning symmetries these identities
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are classical versions of the Schwinger-Dyson equations. As far as we know,
our formulation is new (see however the papers [4, 23]).
As just indicated we start our study of the MWI with another equation,
which will turn out to be equivalent to the MWI. Namely we first formulate
the most general identity which follows in classical field theory from the field
equations. Due to formal similarity we call it the Generalized Schwinger-
Dyson Equation (GSDE). In this form it does not depend on a splitting of
the Lagrangian into a free and an interaction part. We then introduce such
a splitting and obtain the perturbative version of the GSDE which can be
imposed as renormalization condition.
It turns out that it is appropriate to use an off shell formalism where the
entries of time-ordered products are classical fields not subject to any field
equation, as advocated by Stora [32]. The MWI then gives a formula for
time-ordered products of fields where one of the entries vanishes if the free
field equations are imposed. In the traditional version of causal perturbation
theory all calculations are done in terms of Wick products of free fields. There
the same identity becomes visible as a non-commutativity of differentiation
and time-ordering (1). In order to understand the connection between both
formalisms we introduce a map σ which associates free fields to general (off
shell) fields. The time-ordered products T of off shell fields in this paper are
then related to the time-ordered products T˜ (1) of on shell fields by
T˜ (W1(x1), . . . ,Wn(xn)) = T (σ(W1)(x1), . . . , σ(Wn)(xn)) . (2)
In contrast to T˜ , there is no reason why T should not commute with deriva-
tives. Therefore, we adopt here the proposal of Stora [32] and postulate that
T can be freely commuted with derivatives. Stora calls this the Action Ward
Identity (AWI), because it means that the interacting fields as well as the
S-matrix depend on the interaction Lagrangian only via its contribution to
the action.1
With that the non-commutativity of T˜ with derivatives is traced back
to the non-commutativity of σ with derivatives. So, the MWI of [7] can be
formulated in terms of time ordered products where one of the entries is of
the form [∂µ, σ](W ). The latter expression vanishes if the free field equations
are imposed, hence the MWI of [7] is a special case of the MWI proposed in
this paper. Actually, under a natural condition on the choice of σ, the two
formulations are even equivalent.
1It might be that Lemma 1 in [22] or Lemma 1 in [19] actually implies the AWI, but
due to the rather different formalisms this conjecture could not yet be verified.
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A puzzling observation was that the MWI of [7] seemed to provide renor-
malization conditions already on the tree level, involving, in general, free
parameters, in spite of the fact that the classical theory is unique. The so-
lution to this puzzle is that the map σ is non-unique: the freedom in the
choice of parameters in the Feynman propagators of derivated fields (see [9]
and [7]) is converted in the present formalism into the freedom in the choice
of σ. Formula (2) can be interpreted in the following way: a fixed choice of
σ gives a solution of problem (I) in terms of a solution of problem (II).
The use of off shell fields has another advantage: it facilitates the in-
troduction of auxiliary fields which in the presence of derivative couplings
or in the definition of the BRS transformation may lead to a more elegant
formulation. On the other hand, the use of auxiliary fields introduces more
free parameters in the choice of σ.
Our analysis might be compared with the formulation of the Quantum
Action Principle of Lowenstein [21, 22] and Lam [19, 20]. These authors
showed in the framework of BPHZ renormalization how classical symmetries
can be transferred into renormalized perturbation theory. In contrast to
these works, we emphasize the structural similarity of classical and quantum
perturbative field theory. As a consequence, our arguments do not rely on
the rather involved combinatorics of BPHZ renormalization. However, we did
not yet investigate the structure of anomalies of the MWI. Another difference
is that the formalism of Lam seems to be inconsistent for vertices containing
higher than first derivatives of the basic fields, see Sect. V of [19]. We over-
come these difficulties by means of the map σ (cf. the Example (112)). To
the best of our knowledge, a general prescription for the renormalization of
terms with higher order derivatives does not seem to exist in the framework
of causal perturbation theory (prior to [7], cf. the remark by Stora in [32]).2
The paper is organized as follows: in Sect. 2.1 we study the canonical
structure of classical field theory. We use Peierls’ covariant definition of the
Poisson bracket [26] which does not rely on a Hamiltonian formalism. In
Sect. 2.2 we determine the perturbative expansion of the classical fields as
formal power series. The coefficients of this expansion are the retarded prod-
ucts. We prove that they satisfy the GLZ relations [13]. We briefly discuss
the possibility of eliminating derivative couplings by introducing auxiliary
fields in Sect. 2.3.
2The treatment of vertices containing higher than first derivatives is not an academic
problem, e.g. the free BRS-current contains second derivatives of the gauge fields.
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In Sect. 3 we formulate the GSDE and the MWI, introduce the map σ
and discuss the relation to the formulation of the MWI in [7].
In Sect. 4 we introduce the perturbative expansion of the interacting
quantum fields (as formal power series) by the principle that as much as
possible of the classical structure is maintained in the process of quantization,
in particular the GLZ relation, the AWI and the MWI. All these conditions
are formulated in terms of the retarded products, because in this formulation
the conditions have the same form in the classical theory as well as in the
quantum theory. In quantum theory, on the other hand, one can equivalently
formulate everything in terms of the more familiar time-ordered products.
The resulting formalism is not completely equivalent to the one given in [7].
We clarify the significance of the difference.
In Sect. 5 we derive the ’Master BRST Identity’ [7] (which results from the
application of the MWI and AWI to the free BRS-current) in the formalism
of this paper. We also use the MWI and AWI to determine the admissible
interaction of a BRS-invariant local gauge theory. By a modification of this
procedure one can derive the conditions which are used in [7] to express BRS-
invariance of the interaction from more fundamental principles. This is done
in Appendix B. As a byproduct this will clarify the relation to perturbative
gauge invariance (in the sense of [9]).
Appendix A gives an explicit formula for the map σ and shows its unique-
ness in a particular framework.
2 Classical field theory for localized interac-
tions
2.1 Retarded product and Poisson bracket
To keep the notations simple we consider only one real scalar field ϕ (on the
d-dimensional Minkowski space M, d > 2) and Lagrangians
L = L0 + Lint (3)
where the free part L0 is fixed. We will vary the interaction part
Lint = −gP (ϕ, ∂µϕ)
def
= : −gLint, (4)
which is a polynomial P = Lint in ϕ and ∂µϕ (later we will also allow for
higher derivatives of ϕ) multiplied by a test function g ∈ D(M). The latter is
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interpreted as a space-time dependent coupling constant. We assume that the
Cauchy problem is well posed for all Lagrangians in our class. For simplicity
we restrict our formalism to smooth solutions. In non-linear theories, classical
fields which are initially smooth may get singularities. But, in this paper,
we are mainly interested in perturbation theory. It follows from the analysis
in Sect. 2.2 that there is a unique smooth perturbative solution, if the given
incoming free solution is smooth.
Let CL be the set of smooth solutions f : M → R of the Euler-Lagrange
equation
∂µ
∂L
∂(∂µϕ)
=
∂L
∂ϕ
, (5)
with compactly supported Cauchy data. We consider CL as the classical
phase space. (This is equivalent to the traditional point of view in which an
element of the phase space is the set of the corresponding Cauchy data, e.g.
the functions (f, f˙), f ∈ CL, restricted to the time x
0 = 0.)
We interpret the field ϕ as the evaluation functional on C
def
= C∞(M,R): 3
ϕ(x)(f)
def
= f(x), f ∈ C∞(M,R) . (6)
Functionals of the field
F (ϕ) ≡
N∑
n=0
∫
dx1...dxn ϕ(x1) . . . ϕ(xn)tn(x1, ..., xn), N <∞, (7)
then lead in a natural way to functionals on C,
F (ϕ)(f)
def
= F (f), f ∈ C. (8)
Here t0 ∈ C and the tn are suitable test functions where we admit also certain
distributions with compact support, in particular δ4(n−1)(x1 − xn, ..., xn−1 −
xn)f(xn), f ∈ D(M). More precisely, we admit all distributions with compact
support whose Fourier transform decays rapidly outside of the hyperplane
{(k1, . . . , kn),
∑
i ki = 0}. We denote the algebra of functionals of the form
(7) by F(C) and, when restricted to CL, by F(CL).
The field ϕL which satisfies the field equation (5) is obtained as the re-
striction of ϕ to CL,
ϕL
def
= ϕ|CL , (9)
3A complex scalar field is the analogous evaluation functional on C∞(M,C) and we
define ϕ∗(x)(f) ≡ f∗(x).
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This restriction induces a homomorphism of the algebras of functionals F
F (ϕ)→ F (ϕ)L = F (ϕL). (10)
In particular, the factorization property
(AB)L(x) = AL(x)BL(x) (11)
holds for polynomials A,B in ϕ and their partial derivatives. (The algebra
of these polynomials will be denoted by P,
P =
∨
{∂aϕ, a ∈ Nd0} . ) (12)
It is a main difficulty of quantum field theory that the factorization property
(11) is no longer valid.
To compare theories with different Lagrangians we use the fact that by
the assumed uniqueness of the solution of the Cauchy problem there exists
to each f2 ∈ CL2 precisely one f1 ∈ CL1 which coincides with f2 outside of
the future of the region where the respective Lagrangians differ, f1(x) =
f2(x) ∀x 6∈ (supp (L1 − L2) + V +).
4 We denote the corresponding map (the
’wave operator’) by rL1,L2:
rL1,L2 : CL2 → CL1 , f2 7→ f1. (13)
Obviously it holds rL1,L2 ◦ rL2,L3 = rL1,L3. Analogously we define aL1,L2 :
CL2 → CL1 , f2 7→ f1 by requiring that f1 and f2 agree in the distant future.
This bijection between the spaces of solutions can be used to express the
interacting fields as functionals on the space of free solutions. We call
AretLint(x)
def
= A(x) ◦ rL0+Lint,L0 : CL0 → R (14)
for A ∈ P the ’retarded field’. The retarded field is a functional on the
free solutions which solves the interacting field equation. We will define the
perturbation expansion of classical interacting fields as the Taylor series of
the retarded fields as functionals of the interaction Lagrangian,
AretLint(x) =
∞∑
n=0
1
n!
Rn,1(L
⊗n
int , A(x)) . (15)
4V± denote as usual the forward and backward light-cones, respectively, and V ± their
closures.
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The retarded products Rn,1 will be constructed in Sect. 2.2. Note
∂µx A
ret
Lint
(x) = (∂µA)retLint(x) (16)
and that the factorization property (11) holds for the retarded fields, too.
Besides the commutative and associative product (11) there is a second
product for classical fields: the Poisson bracket. Peierls [26] has given a def-
inition of the Poisson bracket without recourse to a Hamiltonian formalism.
We now review his procedure. It is convenient to generalize our formalism
somewhat: we admit also non-local interactions, i.e. the interaction part of
the action S does not need to be of the form Sint =
∫
dxLint(x), but may be
replaced by an arbitrary functional F ∈ F(C). The field equations are still
obtained by the principle of least action, but in contrast to (5) they may in-
volve non-local terms. The classical phase space CL, the field ϕL, F (ϕ)L and
the maps rL1,L2, aL1,L2 (13) are defined in the same way as before, but now
denoted by CS, ϕS, F (ϕ)S and rS1,S2, aS1,S2 . (10) and the factorization (11)
hold still true. We will not discuss whether solutions of the general Cauchy
problem for these non-local actions exist. It is sufficient for our purpose that
perturbative solutions always exist and are unique.
Let F ≡ F (ϕ) and G ≡ G(ϕ) be functionals from F(C). We introduce
the retarded product RS(F,G) and the advanced product AS(F,G),
RS(F,G)
def
=
d
dλ
|λ=0G ◦ rS+λF,S , (17)
AS(F,G)
def
=
d
dλ
|λ=0G ◦ aS+λF,S (18)
which are functionals on CS. Note that the entries of the retarded and ad-
vanced products are unrestricted functionals of the field. In general it is
not possible to replace them by their restriction to the space of solutions,
as the following example shows: let S =
∫
dxL0(x) with L0 =
1
2
∂µϕ∂
µϕ,
F =
∫
dx g(x)ϕ(x) and G = ϕ(y). Then ϕ(y) ◦ rS+λF,S(f) = f(y) + λg(y)
and hence RS(F, ϕ(y)) = g(y), but FS = 0.
The retarded and advanced products have the following important prop-
erties [4, 23]:
Proposition 1. (a) The retarded product can be expressed in terms of the
retarded Green function,
RS(F,G) = −
∫
dx dy
( δG
δϕ(x)
∆retS (x, y)
δF
δϕ(y)
)
S
. (19)
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(b) The advanced and retarded products are related by
AS(F,G) = RS(G,F ) . (20)
Here ∆retS is the unique retarded Green function of
δ2S
δϕ(x)δϕ(y)
considered as an
integral operator, i.e. it satisfies the equations
∫
dy∆retS (x, y)
δ2S
δϕ(y)ϕ(z)
= δ(x− z) =
∫
dy
δ2S
δϕ(x)ϕ(y)
∆retS (y, z), (21)
and (in case S is local)
supp ∆retS ⊂ {(x, y) | x ∈ y + V +}. (22)
For non-local interactions with compact support we may construct the re-
tarded Green function (and also the retarded product) in the sense of formal
power series.
Since δ
2S
δϕ(x)ϕ(y)
is symmetric, it follows that
∆advS (x, y)
def
= ∆retS (y, x) (23)
is the advanced Green function. Similarly to the proof of (a) one finds that
the advanced product AS(F,G) fulfills (19) with ∆
ret
S replaced by ∆
adv
S . This
and (23) immediately imply (b).
Example: The abstract formalism may be illustrated by the example of a
real Klein Gordon field with a polynomial interaction, S =
∫
dx 1
2
[∂µϕ∂µϕ−
m2ϕ2−gP (ϕ)]. We obtain δ
2S
δϕ(x)δϕ(y)
(f) = −(+m2+g(x)P ′′(f(x)))δ(x−y),
and
∆retS (x, y)(f) = −∆
ret(x, y; gP ′′(f)), (24)
is the unique retarded Green function of the Klein-Gordon operator with a
potential gP ′′(f), where f is the classical field configuration on which the
functionals are evaluated.
We will use the formula (19) as definition of the retarded product outside
of the space of solutions f ∈ CS (and analogously for the advanced products),
as it was done by Marolf [23].
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Proof. It remains to prove (a).
Let f ∈ CS and rS+λF,S(f) = f + λh+O(λ
2). Then
0 =
d
dλ
|λ=0
δ(S + λF )
δϕ(y)
(f + λh) =
δF
δϕ(y)
(f) +
∫
dz
δ2S
δϕ(y)ϕ(z)
(f)h(z) (25)
and (in the case of a local action S) h(z) = 0 if z 6∈ supp (F ) + V¯+. Hence,
RS(F, ϕ(x))(f) = h(x) = −
∫
dy∆retS (x, y)
δF
δϕ(y)
(f), (26)
and by means of
RS(F,G)(f) =
d
dλ
|λ=0G(ϕ)(f + λh) =
∫
dx
δG
δϕ(x)
(f)h(x) (27)
we obtain the assertion (19). (In the case of a non-local action the condition
on the support of h has to be appropriately modified.)
Definition 1. The Peierls bracket associated to an action S is a product
on F(C) with values in F(CS) defined by
{F,G}S
def
= RS(F,G)− RS(G,F ) = RS(F,G)− AS(F,G). (28)
The Peierls bracket depends only on the restriction of the functionals to
the space of solutions,
{F,G}S = {F
′, G}S if FS = F
′
S . (29)
Namely, let F be a functional which vanishes on the space of solutions. This
is the case if F is of the form5
F =
∫
dxG(x)
δS
δϕ(x)
. (30)
Then the retarded product with a functional H is
RS(F,H) =∫
dx dy dz
(δG(x)
δϕ(y)
δS
δϕ(x)
+G(x)
δ2S
δϕ(x)δϕ(y)
)
∆retS (y, z)
δH
δϕ(z)
. (31)
5We tacitly assume here that the ideal JS generated by the field equation (i.e. the set
of functionals of the form (30)) is identical with the set of functionals which vanish on the
space of solutions. This seems to be true in relevant cases. Otherwise, we have to replace
the restriction map F 7→ FS by the quotient map with respect to JS .
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The first term vanishes on the space of solutions, therefore we obtain
RS(F,H) =
∫
dz G(z)
δH
δϕ(z)
. (32)
The same expression is obtained for the advanced product, thus the Peierls
bracket of F and H vanishes. We may therefore define the Peierls bracket
for functionals on the space of solutions by
{FS, GS} = {F,G}S .
It is easy to see that for the example of the Klein Gordon field with a
polynomial interaction without derivatives the Peierls bracket coincides with
the Poisson bracket obtained from the Hamiltonian formalism. The Peierls
bracket, however is defined also for derivative couplings and even for non-
local interactions where the Hamiltonian formalism has problems. Moreover,
it is manifestly covariant and does not use a splitting of space-time into space
and time.
We now want to show that the Peierls bracket fulfils in general the usual
properties of a Poisson bracket. Antisymmetry, linearity and the Leibniz
rule are obvious 6, but the Jacobi identity is non-trivial (actually it is not
discussed in the paper of Peierls, however in [4, 23]). We will see that the
Jacobi identity follows from the fact that rS2,S1 commutes with the Peierls
bracket (hence it is a canonical transformation).
Proposition 2. (a) The retarded wave operator rS2,S1 preserves the Peierls
bracket (28),
{F ◦ rS2,S1, G ◦ rS2,S1}S1 = {F,G}S2 ◦ rS2,S1 (33)
and the same statement holds for aS2,S1.
(b) The Peierls bracket (28) satisfies the conditions which are required for a
Poisson bracket, in particular the Jacobi identity
{FS, {HS, GS}}+ {GS, {FS, HS}}+ {HS, {GS, FS}} = 0 . (34)
Proof. It suffices to prove (33) for an infinitesimal change of the interaction:
setting S1 = S and S2 = S + λH , the infinitesimal version of (33) reads
{RS(H,F ), GS}+ {FS, RS(H,G)} =
RS(H, {F,G}) +
d
dλ
|λ=0(RS+λH(F,G)− AS+λH(F,G)) (35)
6Linearity and the Leibniz rule hold already for the retarded and advanced products.
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where we used in the last term the extended definition of the retarded and
advanced products outside of the space of solutions introduced after Propo-
sition 1.
We now insert the formula for the retarded product of Proposition 1
everywhere in (35). Applying δ
δϕ
to (21) we find
δ
δϕ(z)
∆advS (x, y) = −
∫
dv dw∆advS (x, v)
δ3S
δϕ(v)δϕ(w)δϕ(z)
∆advS (w, y), (36)
and analogously
d
dλ
|λ=0∆
adv
S+λH(x, y) = −
∫
dv dw∆advS (x, v)
δ2H
δϕ(v)δϕ(w)
∆advS (w, y). (37)
With that (35) can be verified by a straightforward calculation.
By an analogous calculation we prove that the advanced transformation
aS2,S1 is a canonical transformation. The infinitesimal version is (35) where
in the first three terms RS is replaced by AS and where the last term, the
term with the λ-derivative, is unchanged. Hence, considering the difference
of these two versions of (35), the latter term drops out, and we obtain the
Jacobi identity (34).
2.2 Higher order retarded products and perturbation
theory
In analogy to equation (17) we define the higher order retarded products by
RS(F
⊗n, G) =
dn
dλn
|λ=0G ◦ rS+λF,S . (38)
They have a unique extension to (n + 1)-linear functionals on F(C) which
are symmetric in the first n variables. With that the perturbative expansion
of G ◦ rS+λF,S in λ reads
G ◦ rS+λF,S ≃
∞∑
n=0
λn
n!
RS(F
⊗n, G) ≡: RS(e
λF
⊗ , G) (39)
in the sense of formal power series. If S is the free part of the action, this is
the perturbative expansion of the retarded fields (14) in terms of free fields.
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In the first paper of [6], equation (71), we gave an explicit formula for R
in the case where all functionals are local and where F and G do not contain
derivatives. It took the form of a retarded multi-Poisson bracket. In case of
derivative couplings this can no longer be true, as we already know from the
discussion of the retarded product of two factors, cf. the counter example
after equation (18).
The general case where S, F and G might be non-local can be obtained
from the formula
d
dλ
RS(e
λF
⊗ , G) = RS(e
λF
⊗ , RS+λF (F,G)) (40)
which is the Taylor series expansion of
d
dλ
G ◦ rS+λF,S = RS+λF (F,G) ◦ rS+λF,S , (41)
the latter identity following directly from the definition of the retarded prod-
ucts. On the r.h.s. of (40) we understand RS+λF (F,G) as an unrestricted
functional, i.e. RS+λF (F,G) ∈ F(C). Comparing the coefficients on both
sides of (40) yields a recursion relation:
RS(F
⊗(n+1), G) = −
n∑
l=0
(
n
l
)
RS
(
F⊗l,
∫
dx dy
δF
δϕ(x)
∆
adv (n−l)
S+λF (x, y)
δG
δϕ(y)
)
,
(42)
where
∆
adv (k)
S+λF (x, y)
def
=
dk
dλk
|λ=0∆
adv
S+λF (x, y)
= (−1)kk!
∫
dv1...dvk dz1...dzk∆
adv
S (x, v1)
·
δ2F
δϕ(v1)δϕ(z1)
∆advS (z1, v2)...
δ2F
δϕ(vk)δϕ(zk)
∆advS (zk, y) .
This shows the existence of solutions in the sense of formal power series.
Peierls’ formula for the Poisson bracket together with the fact that the
retarded wave operators rS,S0 are canonical transformations lead to an inter-
esting relation between the higher order retarded products.
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Let F,G and S1 be functionals from F(C) and let S = S0 + λS1. Then
we have
{F ◦ rS,S0, G ◦ rS,S0}S0 = (RS(F,G)−RS(G,F )) ◦ rS,S0 . (43)
According to the definition of the retarded products it holds
RS(F,G) ◦ rS,S0 =
d
dµ
|µ=0G ◦ rS+µF,S0
where we used the composition property of the wave operators. If we now
take the n-th derivative with respect to λ on both sides of (43) we find
∑
I⊂{1,...,n}
{RS0(⊗i∈IHi, F ), RS0(⊗j 6∈IHj, G)}S0 =
RS0(⊗
n
i=1Hi ⊗ F,G)−RS0(⊗
n
i=1Hi ⊗G,F ) (44)
with Hi ∈ F(C). This relation is in quantum field theory known as the
GLZ-Relation (see below). It plays an important role in renormalization.
In case S and F are local, we can find an elegant expression for the
retarded products. We introduce the following differential operator on the
space of functionals F(C)
R(x) := −
∫
dy
( δF
δϕ(x)
∆retS (y, x)
δ
δϕ(y)
)
. (45)
Note that R(x) is smooth in x since ∆retS maps smooth functions with com-
pact support onto smooth functions. According to (19) we have
RS(F,G) =
∫
dx (R(x)G)S . (46)
The n-th order case looks quite similar:
Proposition 3. The n-th order retarded product is given by the formula
RS(F
⊗n, G) = n!
∫
x01≤...≤x
0
n
dx1 . . . dxn(R(x1) · · ·R(xn)G)S (47)
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Proof. We first show that the power series defined by the r.h.s. of formula
(47)
G 7→ G(λ) = R0S(exp⊗ λF,G) (48)
defines a homomorphism on the algebra of functionals G ∈ F(C). This means
that for two functionals G and H we have the factorization
R0S(F
⊗n, GH) =
n∑
k=0
(
n
k
)
R0S(F
⊗k, G)R0S(F
⊗n−k, H) . (49)
We use the fact that the operators R(x) are functional derivatives of first
order. Hence from Leibniz’ rule we get
R(x1) · · ·R(xn)GH =
∑
I⊂{1,...,n}
(
∏
i∈I
R(xi)G)(
∏
j 6∈I
R(xj)H) . (50)
It remains to check the time ordering prescription. For any n-tupel of times
t = (x01, . . . , x
0
n) we choose a permutation πt with x
0
pit(1)
≤ . . . ≤ x0pit(n). We
obtain
R0S(F
⊗n, G) =
∫
dnx(R(xpit(1)) . . .R(xpit(n))G)S . (51)
If we insert (50) into (51) we see that the permutation πt restricted to I as
well as to the complement of I yields the correct time ordering. The n-fold
integral factorizes, and the integrals over (xi, i ∈ I) and (xj , j 6∈ I) do not
depend on the choice of I, but only on the cardinality of I. This proves (49).
We now show that the formal power series for the retarded field (48)
with action S + λF satisfies the field equation δ
δϕ(x)
(S + λF ) = 0 and thus
coincides with RS(exp⊗ λF,G) because of (49) and the uniqueness of the
retarded solutions. We have to show R0S(exp⊗ λF,
δ(S+λF )
δϕ(x)
) = 0. So we insert
G = δ
δϕ(y)
S into (48), use
R(x)
δ
δϕ(y)
S = −
δF
δϕ(x)
∫
dz∆retS (z, x)
δ2S
δϕ(x)δϕ(z)
= −
δF
δϕ(x)
δ(x− y) .
(52)
and obtain the wanted field equation where we exploit the fact thatR(y) δF
δϕ(x)
=
0 if y is not in the past of x.
Since we are mainly interested in local functionals, we change our point
of view somewhat. Let P denote as before the set of polynomials of ϕ and
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its derivatives (12). Each field A ∈ P defines a distribution with values in
F(C),
A(f) =
∫
dxA(x)f(x) , f ∈ D(M) .
We fix a local action S which later will be the free action. We now define the
retarded products of fields as F(CS) valued distributions in several variables
by
Rn,1(A1 ⊗ · · · ⊗ An, B)(f1 ⊗ · · · ⊗ fn, g) ≡∫
d(x, y)Rn,1(A1(x1), . . . , An(xn);B(y))f1(x1) · · · fn(xn)g(y)
def
=
RS(A1(f1)⊗ · · · ⊗ An(fn), B(g)) (53)
The retarded products Rn,1 are multi-linear functionals on P with values in
the space of F(CS) valued distributions. We may equivalently consider them
as distributions on the space of P⊗n+1 valued test functionsD(Mn+1,P⊗n+1) =
(P ⊗D(M))⊗n+1, i.e. we sometimes write RS(A1f1 ⊗ · · · ⊗Anfn, Bg)
In Sect. 4 we will define perturbative quantum fields by the principle
that as much as possible of the structure of perturbative classical fields is
maintained in the process of quantization. For this purpose we are going to
work out main properties of the retarded products Rn,1 (53).
• The causality of the retarded fields,
BS+A(f)(x) = BS(x), if supp f ∩ (x+ V−) = ∅ (54)
(where f ∈ D(M), A,B ∈ P) translates into the support property:
supp Rn,1 ⊂ {(x1, ..., xn, x)|xl ∈ x+ V−, ∀l = 1, ..., n}. (55)
• A deep property of the retarded products Rn,1 is the GLZ-Relation.
In (44) we formulated it for general retarded products. For the retarded
products of local fields the GLZ-Relation reads
∑
I⊂{1,...,n}
{R|I|,1(⊗i∈Ifi; f), R|Ic|,1(⊗k∈Icfk; g)} =
Rn+1,1(f1 ⊗ ...⊗ fn ⊗ f ; g)− Rn+1,1(f1 ⊗ ...⊗ fn ⊗ g; f) (56)
for f1, ..., fn, f, g ∈ P ⊗ D(M).
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Glaser, Lehmann and Zimmermann (GLZ) [13] found this formula in
the framework of non-perturbative QFT for the retarded products in-
troduced by Lehmann, Symanzik and Zimmermann [25]. In causal
perturbation theory [12] the GLZ-relation is a consequence of Bogoli-
ubov’s definition of interacting fields [2], see Proposition 2 in [5]. The
important point is that the retarded products on the l.h.s. in (56) are
of lower orders, |I|, |Ic| < n+ 1.
• From their definition (53) it is evident that the retarded products
Rn,1 commute with partial derivatives
∂µxlRn,1(. . . , Al(xl), . . .) = Rn,1(. . . , ∂
µAl, . . .) , l = 1, . . . , n+ 1 , (57)
where A1, . . . , An+1 ∈ P. Note that the kernel of the linear map
P ⊗D(M) −→ F(C) : A⊗ g 7→ A(g) (58)
is precisely the linear span of {∂µA⊗ g+A⊗ ∂µg |A ∈ P, g ∈ D(M)}.
(57) expresses the fact that the retarded products Rn,1 depend on the
functionals (i.e. the images of the map (58)) only. This can be inter-
preted in physical terms: Lagrangians which give the same action yield
the same physics. This is the motivation for Raymond Stora to require
(57) for the retarded (or equivalently: time ordered) products of QFT,
and he calls this the Action Ward Identity (AWI) [32], see Sect. 4.
• We now assume that S is at most quadratic in the fields. Then the
second derivative is independent of the fields, and therefore also the
Green functions. We set
∆S(x, y)
def
= −∆retS (x, y) + ∆
adv
S (x, y) . (59)
We look at the Poisson bracket of a retarded product with a
free field. Let A,B ∈ P and f, g, h ∈ D(M). We are interested in
{Rn,1(A
⊗n, B)(f⊗n, g), ϕ(h)}S . (60)
By definition of the retarded products of local fields this is equal to
{RS(A(f)
⊗n, B(g)), ϕ(h)}S (61)
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We apply Proposition 1 to compute the Poisson bracket. From Propo-
sition 3 it follows that RS commutes with functional derivatives if S is
a quadratic functional. Hence we obtain∫
dx
∫
dy
(
RS(n
δA(f)
δϕ(x)
⊗ A(f)⊗n−1, B(g))+
RS(A(f)
⊗n,
δB(g)
δϕ(x)
)
)
∆S(x, y)h(y) (62)
Using the formula∫
dx
δA(f)
δϕ(x)
k(x) =
∑
a
∫
dx
∂A
∂(∂aϕ)
(x)f(x)∂ak(x) (63)
for the functional derivative of a local functional, we finally arrive at
the formula
{Rn,1(f1, . . . , fn+1), ϕ(h)}S =
n+1∑
k=1
∑
a
(Rn,1(f1, . . . ,
∂fk
∂(∂aϕ)
∂a∆Sh, . . . , fn+1) (64)
where f1, . . . , fn+1 ∈ D(M,P), h ∈ D(M) and where ∆S was considered
as an integral operator acting on h.
The requirement that this relation holds also in perturbative QFT plays
an important role in the inductive construction of perturbative quan-
tum fields (see Sect. 4).
• Symmetries: there are natural automorphic actions αL and βL of the
Poincare group (L ∈ P↑+) on (P⊗D(M))
⊗n+1 and on F(C), respectively.
The retarded products are Poincare covariant: Rn,1 ◦αL = βL ◦Rn,1,
provided S is invariant. A universal formulation of all symmetries which
can be derived from the field equations in classical field theory is given
by the MWI, see Sect. 3.
• The factorization (AB)retLint(x) = A
ret
Lint
(x)BretLint(x) and the Leibniz rule
for the retarded product of two factors yield, in general, ill-defined
expressions in QFT. It is the Master Ward Identity which allows to
implement the consequences of the factorization property of classical
field theory into quantum field theory.
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2.3 Elimination of derivative couplings
Interaction Lagrangians containing derivatives of fields usually cause com-
plications in the canonical formalism. They also change relations between
different fields, as may be seen by the non-linear term in the formula which
expresses the field strength F µν of a Yang-Mills theory in terms of the vec-
tor potential Aµ. A convenient way to deal with these complications is the
introduction of auxiliary fields.
As an example we consider the Lagrangian
L(ϕ, ∂µϕ) =
1
2
∂µϕ∂µϕ−
m2
2
ϕ2 + Lint(ϕ, ∂
µϕ) (65)
of a real scalar field ϕ with the Euler-Lagrange equation
(+m2)ϕ =
∂Lint(ϕ, ∂
µϕ)
∂ϕ
− ∂ν
∂Lint(ϕ, ∂
µϕ)
∂ ∂νϕ
. (66)
To eliminate ∂µϕ in Lint we introduce a vector field ϕ
µ and a Lagrangian
L(ϕ, ∂µϕ, ϕµ) = −
1
2
ϕµϕµ + ϕµ∂
µϕ−
m2
2
ϕ2 + Lint(ϕ, ϕ
µ). (67)
with the Euler-Lagrange equations:
0 = −ϕµ + ∂µϕ+
∂Lint(ϕ, ϕ
µ)
∂ϕµ
, (68)
∂µϕ
µ = −m2ϕ+
∂Lint(ϕ, ϕ
µ)
∂ϕ
, (69)
which are equivalent to (66). We see that precisely in the case when the
interaction Lagrangian depends on ∂µϕ the interacting field ϕµ differs from
∂µϕ.
Example: By explicit calculation we are going to show that the retarded
products RL0(ϕ
ν(y), ∂µϕ(x)) and RL0(ϕ
ν(y), ϕµ(x)) are different, although
∂µϕL0 = ϕ
µ
L0
(where L0 is the free part of the Lagrangian (67)), so we
see again that the entries of the retarded products must not be replaced
by their restriction to the space of solutions. The fastest way to compute
these retarded products is to use Proposition 1(a), as in (24). However, we
find it more instructive to go back to Peierls’ definition of retarded products
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(17): by definition rL0+λδyϕν ,L0(f0, h0) is the solution (f, h) of (68)-(69) with
Lint(z) = λδ(z − y)ϕ
ν(z) which agrees in the distant past with (f0, h0). We
obtain
ϕ(x) ◦ rL0+λδyϕν ,L0(f0, h0) = f(x) = f0(x)− λ∂
ν∆ret(x− y),
ϕµ(x) ◦ rL0+λδyϕν ,L0(f0, h0) = h
µ(x)
= hµ0 (x)− λ(∂
µ∂ν∆ret(x− y)− gµνδ(x− y)). (70)
Hence,
RL0(ϕ
ν(y), ∂µϕ(x)) = ∂µxRL0(ϕ
ν(y), ϕ(x)) = −∂ν∂µ∆ret(x− y), (71)
but
RL0(ϕ
ν(y), ϕµ(x)) = −(∂ν∂µ∆ret(x− y)− gνµδ(x− y)). (72)
3 The Master Ward Identity
3.1 Generalized Schwinger-Dyson Equation
It is an immediate consequence of the field equations
(
δS
δϕ
)
S
= 0 for a given
local action S that all functionals of the form(
A
δS
δϕ
)
(h) (73)
(by which we mean the point-wise product of an arbitrary classical field
A ∈ P with δS
δϕ
smeared out with the test function h) vanish on the space of
solutions CS .
If we set S = S0 + λS1, and differentiate with respect to λ at λ = 0 we
obtain the identity
RS0
(
S1, A
δS0
δϕ
(h)
)
+
(
A
δS1
δϕ
(h)
)
S0
= 0. (74)
For A ≡ 1 this equation looks similar to the Schwinger-Dyson equation
i
~
〈TS1
δS0
δϕ
〉+ 〈
δS1
δϕ
〉 = 0, (75)
which holds for the vacuum expectation values of time ordered products for
a quantum field theory with action S0 (see, e.g. [15]). (Note that the factor
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i
~
is absorbed in (74) in the retarded part of the Poisson bracket.) For this
reason we call (74) the retarded Schwinger-Dyson Equation and the
vanishing of (73) the generalized Schwinger-Dyson Equation (GSDE).
Note that the retarded Schwinger-Dyson Equation has the same form in
classical physics as in quantum physics.
In the retarded Schwinger-Dyson equation we may permute the two en-
tries in the retarded product. Namely, the difference is just the Poisson
bracket which vanishes if one of the entries vanishes on the space of solu-
tions.
For the retarded products of local fields we obtain the perturbative version
of the generalized Schwinger-Dyson Equation,
Rn,1
(
f1, . . . , fn, h
δS0
δϕ
)
+
n∑
l=1
Rn−1,1
(
f1, . . . , fl−1, fl+1, . . . , fn, h
δfl
δϕ
)
= 0 (76)
with fi, h ∈ D(M,P), i = 1, . . . , n, and where the functional derivative of
f ∈ D(M,P) is defined by
δf
δϕ
(x) =
δ
∫
dy f(y)
δϕ(x)
, (77)
i.e.
δf
δϕ
=
∑
a
(−1)|a|∂a
∂f
∂(∂aϕ)
. (78)
Proceeding by induction on n and using the GLZ-Relation (56), we obtain
an equivalent formula for the case that the term h δS0
δϕ
is one of the first n
entries of Rn,1, namely
Rn,1
(
f1, . . . , fn−1, h
δS0
δϕ
, fn
)
+
n∑
l=1
Rn−1,1
(
f1, . . . , fl−1, h
δfl
δϕ
, fl+1, . . . , fn
)
= 0. (79)
The equations (76) and (79) remain meaningful in perturbative QFT.
Also there they are equivalent since the GLZ-Relation still holds. We require
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either of them as a renormalization condition (see Sect. 4). Equivalently, an
analogous identity may be postulated for the time ordered products (where
the two versions above coincide in view of the symmetry of time ordered
products). It is a generalization of the condition (N4) in [5].7 But there, fol-
lowing the tradition in causal perturbation theory, we considered the entries
of time ordered or retarded products as Wick polynomials of the free field.
Therefore, time ordering and partial derivatives did not commute, and the
formulation of identities involving derivatives of fields contained many free
parameters. A consistent choice of these parameters was made possible by
the MWI proposed in [7].
The QFT version of (76) or (79) seems to correspond to the ’broomstick
identity’ of Lam given in Fig. 8 of [20]. We think that Lam is unable to write
down this identity as an equation because the arguments of his time-ordered
products are on shell fields; and compared to [7] (which uses also an on shell
formalism, cf. Sect. 4) he is not equipped with the ’external derivative’.
We will see that the MWI is equivalent to the generalized Schwinger-
Dyson Equation (76). Therefore, the MWI can be interpreted as a quantum
version of all identities for local fields which follow in classical field theory
from the field equations.
3.2 Definition of a map σ from free fields to unre-
stricted fields
To keep the formulas simple, we consider the case of one real scalar field ϕ.
The procedure, however, applies to a general model. Let J denote the ideal
in the algebra P of polynomials of fields which is generated from the free
field equation,
J = {
∑
a
Aa∂
a(+m2)ϕ, Aa ∈ P, a ∈ N
d
0} , (80)
let P0 = P/J be the algebra of free fields and let π : P → P0 be the canonical
surjection. Since J is translation invariant, we may define derivatives with
respect to space-time coordinates in P0 by ∂
µπ(B)
def
= π(∂µB), and in this
sense the free field equation holds true for πϕ.
7A first generalization (in the framework of causal perturbation theory) of the renor-
malization condition (N4) was given in an unpublished preversion of [28].
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The wanted map σ is a section σ : P0 → P. In contrast to the surjection π,
the section σ is not canonically given. We restrict its choice by the following
requirements:
(i) π ◦ σ = id, i.e. σ is a section.
(ii) σ is an algebra homomorphism.8
(iii) The Lorentz transformations commute with σπ.
(iv) σπ(P1) ⊂ P1, where P1 is the subspace of fields which are linear in
∂aϕ.
(v) σπ does not increase the mass dimension of the fields, i.e. σπ(B) is a
sum of terms with mass dimension ≤ dim (B). In particular we find
σπ(ϕ) = ϕ.
(vi) P is generated by fields in the image of σ and their derivatives. In
the present case (one real scalar field), this condition is automatically
satisfied.
By (i) σπ : P → P is a projection: σπσπ = σπ. The linearity of σ and
condition (i) imply ker σπ = ker π = J , and hence
σπϕ = −m2σπϕ . (81)
We are now looking for the most general explicit formula for σπ which satisfies
the above requirements. Due to (ii) it suffices to determine σπ(∂aϕ). By
definition of π and σ it must hold
σπ(A)− A ∈ J ∀A ∈ P (82)
and hence
σπ∂aϕ = ∂aϕ+
∑
b
cab∂
b( +m2)ϕ (83)
with constants cab ∈ R.
The determination of an admissible section σ satisfying conditions (i) to
(v) is equivalent to the determination of a complementary subspace K =
8In case of complex fields we additionally require σ(A∗) = σ(A)∗.
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σπ(P1) of J1
def
= J ∩P1 which is Lorentz invariant and satisfies the condition
that already the subspaces with mass dimension ≤ n are complementary,
K(n) + J
(n)
1 = P
(n)
1 . (84)
Since the finite dimensional representations of the Lorentz group are com-
pletely reducible, this is always possible. Namely, for the lowest mass dimen-
sion n0 = (d−2)/2 the subspace generated by the field equation is zero, thus
K(n0) = P
(n0)
1 = Rϕ. From this the existence of K
(n+1) may be proved by
induction on n. One just has to choose a Lorentz invariant complementary
subspace L(n+1) of K(n)+J
(n+1)
1 in P
(n+1)
1 and to set K
(n+1) = K(n)+L(n+1).
The arbitrariness in the choice of L(n) depends on the multiplicity in
which the irreducible subrepresentations of the Lorentz group occur in the
respective subspaces. In the present case it turns out that σ is unique (see
the second part of Appendix A).
In case one introduces the auxiliary field ϕµ, the choice of σ involves free
parameters. A special choice for σ is given in the first part of Appendix
A. For the lowest derivatives we obtain the following general solution of the
requirements (i)-(vi):
σπ(ϕ) = ϕ, (85)
σπ(∂µϕ) = σπ(ϕµ) = γϕµ + (1− γ)∂µϕ, γ ∈ R \ {0}, (86)
σπ(∂µ∂νϕ) = σπ(∂νϕµ) = (1 + 2α)∂µ∂νϕ
−α(∂µϕν + ∂νϕµ)−
1 + 2α
d
gµνϕ−
1
d
gµνm2ϕ+
2α
d
gµν∂σϕσ, (87)
where γ and α ∈ R are free parameters. The condition γ 6= 0 is necessary and
sufficient for (vi) provided (i)-(v) are satisfied. A preferred choice is γ = 1.
3.3 The Master Ward identity
Let A be a functional of the field which vanishes according to the field equa-
tion derived from the action S0, i.e. AS0 = 0. A is of the form (cf. the
remark in footnote 3)
A =
∫
dxG(x)
δS0
δϕ(x)
, (88)
with G(x) ∈ F(C). (This formula states that A is an arbitrary element of the
ideal JS0 generated by the field equation belonging to S0.) We may introduce
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the derivation
δA =
∫
dxG(x)
δ
δϕ(x)
(89)
on F(C). The GSDE imply
(MWI) RS0(e
S1
⊗ , A) = −RS0(e
S1
⊗ , δA(S1)) ∀S1 ∈ F(C) (90)
and, by using the GLZ equation
RS0(e
S1
⊗ ⊗A,B) = −RS0(e
S1
⊗ ⊗δA(S1), B)−RS0(e
S1
⊗ , δA(B)) ∀S1, B ∈ F(C) .
(91)
This equation (in a different form, see (110) below) was proposed by Boas and
Du¨tsch [7] under the name Master Ward Identity (MWI) as a universal
renormalization condition in perturbative QFT. In the present formulation
it is evidently equivalent to the GSDE. Note that up to now (in contrast to
[7]) the formulation of the MWI makes sense also in the case that S0 is not
a quadratic functional of the field. Similarly to the GSDE, the MWI holds
also non-perturbatively:
AS0+S1 = −
(
δA(S1)
)
S0+S1
, A ∈ JS0, S1 ∈ F(C). (92)
Example: As a typical application let us look at the free complex scalar field
with the conserved current
jµ =
1
i
(ϕ∗∂µϕ− ϕ∂µϕ
∗) . (93)
Let A = 〈∂j, g〉 ≡
∫
dx ∂µjµ(x)g(x) with g ∈ D(M). We have
A =
1
i
(
〈gϕ∗,
δS0
δϕ∗
〉 − 〈gϕ,
δS0
δϕ
〉
)
(94)
and hence
δA =
1
i
(
〈gϕ∗,
δ
δϕ∗
〉 − 〈gϕ,
δ
δϕ
〉
)
. (95)
If g ≡ 1 on the localization region of F ∈ F(C), δAF is the infinitesimal
gauge transformation of F , and inserting A into the MWI yields the well
known Ward identity of the model.
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A problem with the MWI in the form presented above is the non-uniqueness
of the derivation δA for a given A, e.g. for
A =
∫
dx h(x)((+m2)ϕ∗(x))(+m2)ϕ(x) (96)
in case of the complex scalar field. We therefore turn now to the free field case
and use the techniques and conventions developed in the preceding section.
We will give a unique prescription to write any A =
∫
dx h(x)B(x)
with B ∈ J ⊂ P and h ∈ D(M) (i.e. A ∈ JS0) in the form A =∫
dx h(x)
∑
j Bj(x)bj(x) with bj ∈ P1 ∩ J . Then we may set
δA =
∫
dx h(x)
∑
j
Bj(x)δbj(x) (97)
with
δbj(x)(F ) = −RS0(bj(x), F ) , F ∈ F(C) , (98)
where we used (31) and the fact that for terms which are linear in the field the
first term on the right hand side vanishes, such that (32) holds everywhere,
not only on the space of solutions.
To give the mentioned prescription let B ∈ J . Then B = p(B) where p =
1−σπ is a projection from P onto J . Since σπ is an algebraic homomorphism
we find
p(B1B2) = B1p(B2) + p(B1)σπ(B2) . (99)
Hence, we may write every B ∈ J in the form
B =
∑
χ∈G
Bχp(χ) (100)
where we introduced the set G of generators of the field algebra P,
G
def
= {∂aϕ | a ∈ Nd0} (101)
which is a vector space basis of P1. The coefficients Bχ can be found in
the following way: Any B ∈ P is a polynomial P in finitely many different
elements χ1, . . . , χn ∈ G, B = P (~χ), ~χ = (χ1, . . . , χn). Since B ∈ J we have
B = B − σπ(B) = P (~χ)− P (σπ(~χ)) (102)
=
∫ 1
0
dλ
d
dλ
P (λ~χ+ (1− λ)σπ(~χ)) (103)
=
n∑
i=1
Pi(~χ, σπ(~χ))p(χi) (104)
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with
Pi(~χ, σπ(~χ)) =
∫ 1
0
dλ∂iP (λ~χ+ (1− λ)σπ(~χ)). (105)
Hence we may set Bχi = Pi(~χ, σπ(~χ)), i = 1, . . . , n and Bχ = 0 if χ 6∈
{χ1, . . . χn}.
Example: Let ϕ be a real scalar field. For χ = ϕ, ∂µϕ the expression p(χ)
vanishes. But for χ = ∂µ∂νϕ we obtain p(χ) = g
µν
d
( +m2)ϕ = g
µν
d
δS0
δϕ
and
hence
δp(χ)(x)(F ) =
gµν
d
δF
δϕ
. (106)
In many applications one wants to compare derivatives in the free theory
with those in the interacting theory. One is therefore interested in expressions
of the form
A =
∫
dx h(x)(∂µσπ(B)(x)− σπ(∂µB)(x)) (107)
with B ∈ P and h ∈ D(M). To get a more general identity we even admit
h ∈ D(M,P). Clearly, [∂µ, σπ](B) ∈ J , hence A ∈ JS0. Using the Leibniz’
rule ∂µB =
∑
χ∈G
∂B
∂χ
∂µχ we find
[∂µ, σπ](B) =
∑
χ∈G
σπ(
∂B
∂χ
)[∂µ, σπ](χ) (108)
and get the formula
δA =
∫
dx h(x)
∑
χ∈G
σπ(
∂B
∂χ
)(x)δ[∂µ,σpi](χ)(x) . (109)
In terms of the retarded fields (14) we end up with
(MWI′)
(
h([∂µ, σπ]B)
)
Lint
=
∑
χ,ψ∈G
(
h σπ
(∂B
∂χ
)
δµχ,ψ
∂Lint
∂ψ
)
Lint
, (110)
where the differential operator δµχ,ψ is defined by
δµχ,ψf(x) = −
∫
dy RS0
(
[∂µ, σπ](χ)(x), ψ(y)
)
f(y) , f ∈ D(M,P) . (111)
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Note that RS0
(
[∂µ, σπ](χ)(x), ψ(y)
)
is a linear combination of partial deriva-
tives of δ(x− y).
Example: Let χ = ∂νϕ. Then [∂µ, σπ](χ) = g
µν
d
(+m2)ϕ. Hence δ[∂µ,σpi](χ) =
gµν
d
δ
δϕ
, therefore one obtains for the difference between derivatives of free or
interacting fields
∂µ(∂νϕ)S0+S1 − (σπ∂
µ∂νϕ))S0+S1 =
gµν
d
(
δS1
δϕ
)
S0+S1
. (112)
We think that the non-vanishing of [∂µ, σπ](∂νϕ) compared to [∂µ, σπ](ϕ) = 0
explains why the formalism of Lam becomes inconsistent for vertices contain-
ing higher than first derivatives of the basic fields (cf. Sect. V of [19]).
We derived (110) as a consequence of the MWI (92). It is even equivalent
if J ∩ P1 is spanned by fields of the form [∂
µ, σπ](ψ) and their derivatives,
with ψ ∈ P1, since then the l.h.s. of the MWI (90) can be written as a linear
combination of fields of the form of the l.h.s. of (110). In the case of the
free scalar field this condition is clearly fulfilled, since [∂µ, σπ](∂µϕ) = ( +
m2)ϕ. In the enlarged model with the auxiliary field ϕµ we find [∂
µ, σπ](ϕ) =
γ(∂µϕ−ϕµ) and [∂µ, σπ](ϕµ) = (∂
µϕµ+m
2ϕ) + (γ − 1)∂µ(ϕµ− ∂µϕ), hence
here it follows from γ 6= 0. Also in general it follows from condition (vi) on
σ in Sect. 3.2. Namely, let χ ∈ J ∩ P1. According to (vi) and (iv), χ is of
the form
χ =
∑
k,a
∂aσπ(ψk,a) ψk,a ∈ P1 .
Hence,
χ = χ− σ(πχ) =
∑
k,a
[∂a, σπ]σπ(ψk,a) .
The result now follows from the derivation property of the commutator
[∂µ1 · · ·∂µn , σπ] =
∑
k
∂µ1 · · ·∂µk−1 [∂µk , σπ]∂µk+1 · · ·∂µn .
We point out that the MWI (in the original form (90) or (91) as well as
in the second form (110)) is well defined in perturbative QFT, too. This is
a main ingredient of the next Section.
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4 Quantization: defining properties of per-
turbative quantum fields
The structure of perturbative classical field theory which was analyzed in
this paper can to a large degree be preserved during quantization. The
main change is the replacement of the commutative product of functionals
F ∈ F(C) by a ~-dependent non-commutative associative product, and by
the replacement of the Poisson bracket by 1
i~
times the commutator. The
definition of the product can be read off from Wick’s Theorem,
F ∗~ G =
∞∑
n=0
~n
n!
∫
d(x, y)
δnF
δϕ(x1) · · · δϕ(xn)
n∏
i=1
∆+(xi − yi)
δnG
δϕ(y1) · · · δϕ(yn)
(113)
where ∆+ denotes the positive frequency fundamental solution of the Klein
Gordon equation. This abstract algebra (which we still denote by F(C)) can
be represented on Fock space by Wick polynomials
π(F ) =
∑
n
1
n!
∫
dnx
δnF
δϕ(x1)...δϕ(xn)
|ϕ=0 : ϕ(x1)...ϕ(xn) : , (114)
the kernel of this representation being the set of functionals F vanishing on
CL0 , cf. [6].
A direct construction of solutions of the field equations in the case of local
interactions is, in general, not possible because of ultraviolet divergences.
One may, however, start from the ansatz
BLint(f) =
∞∑
n=0
1
n!
Rn,1(L
⊗n
int , Bf) (115)
in analogy to (15) and try to determine the retarded products Rn,1 as polyno-
mials in ~ such that they satisfy the following properties: They are (n+ 1)-
linear continuous functionals on D(M,P) with values in F(C) which are
symmetric in the first n entries, have retarded support (55) and satisfy the
GLZ-Equation (56). Moreover they have to fulfil the unitarity condition
Rn,1(f1 ⊗ ...⊗ fn, f)
∗ = Rn,1(f
∗
1 ⊗ ...⊗ f
∗
n, f
∗). (116)
It turns out, that already by these properties, the retarded products Rn,1
are uniquely determined outside of the total diagonal x1 = . . . = xn+1 in
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terms of the lower order retarded products where the lowest order is defined
by R0,1(Bf) = B(f)|CL0 . Renormalization then means the extension of the
retarded products to the diagonal. This is a variant of the Bogoliubov-Epstein-
Glaser renormalization method and, in the adiabatic limit g ≡ 1, it has
been worked out by Steinmann [30]. A modernized and local version of the
procedure will be presented in [8].
The main work which remains to be done is the so-called finite renormal-
ization, i.e., the analysis of the ambiguities in the extension process.
In a first step, the condition (64) (condition (N3) of [5]) can be used to
reduce the extension problem to a problem for numerical distributions. By
requiring translation invariance these numerical distributions depend only
on the differences of coordinates, thus one has to study the mathematical
problem of extending a distribution which is defined outside of the origin to
an everywhere defined distribution. The possible extensions can be classified
in terms of Steinmann’s [30] scaling degree, and it is a natural requirement
that the scaling degree should not increase during the extension process. In
addition one can show that the extension can always be done such that the
retarded products are Lorentz covariant.
The steps described above can always be performed and leave, for every
numerical distribution, a finite set of parameters undefined. The proposal is
now to add two further conditions.
One is the Action Ward Identity (57) proposed by Stora [32]. A proof
that it can always be satisfied and is compatible with the other normalization
conditions will be given in [8]. We require then the Master Ward Identity
in the form (90) or (91), or, equivalently, the generalized Schwinger-Dyson
equation in the form (76) or (79). Here anomalies may occur, and one has to
check in a given model whether these identities can be satisfied. Fortunately,
for a typical application, one needs these identities only for special cases
which may be characterized by the polynomial degree of the fields and the
number of derivatives which are involved.
The formalism given here is not completely equivalent to the one of [7].
The algebras of symbols P and P0 given in [7] may be identified with our
algebras P and P0 of classical fields. The main difference is the absence of
the Action Ward Identity, thus derivatives could not freely be shifted from
fields to test functions. Therefore, in [7] an ’external derivative’ ∂˜µ on P0
was introduced which generates new symbols ∂˜aA (A ∈ P0, a ∈ N
d
0). The
argument of the retarded product of [7] (we denote it here by R˜n,1) is an
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element of
(P˜0 ⊗D(M))
⊗(n+1) where P˜0
def
=
∨
{∂˜aA |A ∈ P0, a ∈ N
4
0} (117)
(for details see [7]). The retarded products R˜n,1 of symbols with external
derivative(s) can be defined in terms of retarded products without external
derivative (normalization condition (N˜)). The MWI is then expressed by a
further normalization condition (N), combined with (N˜). In particular (N˜)
and (N) imply
R˜n,1(W1g1, . . . , (∂˜
νWl)gl +Wl∂
νgl, . . . ,Wn+1gn+1) = 0 ,W1, ...Wn+1 ∈ P0 .
(118)
To clarify the relation of the two formalisms we extend σ to a map σ˜ :
P˜0 → P by setting
σ˜(∂˜aA)
def
= ∂aσ(A), A ∈ P0, (119)
and requiring that σ˜ is an algebra ∗-homomorphism, similarly to [7]. The
defining property (vi) of σ means that σ˜ is surjective. But σ˜ is not injective,
even if the auxiliary field ϕµ is introduced. So, from the retarded product
Rn,1 of this paper, we can construct a retarded product R˜n,1 in the sense of
[7], by defining
R˜n,1(W1g1, . . . ,Wn+1gn+1)
def
= Rn,1(σ˜(W1)g1, . . . , σ˜(Wn+1)gn+1). (120)
But, in general, it might happen that R˜n,1 does not vanish if one entry is in
(ker σ˜), and then it would be impossible to construct Rn,1 from R˜n,1. If the
Rl,1, l ≤ n, satisfy all defining properties given here (including the AWI and
the MWI), then the corresponding R˜l,1, l ≤ n, (120) fulfill the requirements
on a retarded product given in [7], in particular (N˜) and (N).
We see, that the normalization conditions on R˜n,1 are weaker than the
normalization conditions on Rn,1: (118) can always be fulfilled by definition
(see [7]), even for W1, ...,Wn+1 ∈ P˜0. On the other side it is still unclear
whether one can always satisfy the ’Action Ward Identity’. It seems, however,
that the formalism given here is the natural one when departing from classical
field theory.
Remark: In the formalism of [7] and in [9] the Feynman (or retarded) prop-
agators of perturbative QFT contain undetermined parameters, if there are
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at least two derivatives present (in d = 4 dimensions). On the classical
side (retarded) fields and their perturbative expansion are unique. The non-
uniqueness is located in the choice of the map σ: the free parameters in σ can
be identified with the free parameters in the Feynman propagators of QFT.
This is obvious from
∆retϕ0,χ0(x− y)
def
= R˜1,1(χ0(y);ϕ0(x)) = R1,1(σ˜(χ0)(y), σ˜(ϕ0)(x)). (121)
In the non-enlarged formalism (without ϕµ), in which σ is unique, a particular
choice of the parameters in the Feynman propagators of [7] is done.
5 Application to BRS-Symmetry
5.1 Motivation
The canonical formalism as developed in this paper cannot directly be applied
to gauge theories because there the Cauchy problem is ill posed due to the
existence of time dependent gauge transformations. As usual, one may add
a gauge fixing term as well as a coupling to ghost and antighost fields to the
Lagrangian such that the Cauchy problem becomes well posed. The algebra
of observables is then obtained as the cohomology of the BRS transformation
s [1] which is a graded derivation which is implemented by the BRS charge Q.
In QFT one finally constructs the space of physical states as the cohomology
of Q (see e.g. Sects. 4.1-4.2 of [5]).
The implementation of this program in the case of perturbative gauge
field theory meets the problem that in general the BRS operator Q is changed
due to the interaction [5]. It is a major problem to exhibit the corresponding
Ward identities which generalize the Slavnov Taylor identities to the case of
couplings of compact support.
In the case of a purely massive theory one may adopt a formalism due to
Kugo and Ojima [18] who use the fact that in these theories the BRS charge
Q can be identified with the incomimg (free) BRS charge, which we denote
by Q0. For the S-matrix to be a well defined operator on the physical Hilbert
space of the free theory one then has to require
[Q0, T ((gL)
⊗n)]|kerQ0 → 0 (122)
in the adiabatic limit g → 1, see e.g. [11, 14]. This is the motivation
to require ’perturbative gauge invariance’ [9, 10, 29], which is a somewhat
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stronger condition than (122) but has the advantage that it is well defined
independent of the adiabtic limit. The condition (122) (or perturbative gauge
invariance) can be satisfied if additional scalar fields (corresponding to Higgs
fields) are included. Unfortunately, in the massless case, it is unlikely that
the adiabatic limit exists.9
So, in the general case an S-matrix formalism is problematic. One should
better rely on the construction of local observables in terms of couplings with
compact support. But then Q is a formal power series with zeroth order term
Q0, and it is not obvious which conditions one should put on the retarded
(or time ordered) products.
The difficulty is that one has to formulate symmetry conditions for the
perturbed fields which themselves are deformed due to the interaction. But
using the formalism of the present paper we can disentangle these two prob-
lems. Namely, we first use the MWI together with the AWI to compute the
commutator of the free BRS charge Q0 with the retarded (or time ordered)
products. The resulting family of identities is called the Master BRST Iden-
tity and may be used as a renormalization condition in its own right. One
then can formulate conditions on the interaction which ensure that the Mas-
ter BRST Identity implies BRS-invariance of the interacting theory.
5.2 The free BRS-transformation
We illustrate the general ideas on the example of N massless gauge fields
Aµa , a = 1, ..., N , each of them accompanied by a pair of fermionic ghost
fields u˜a, ua. We may also introduce auxiliary fields Ba (the Nakanishi-
Lautrup fields [24]). We work in Feynman gauge, in which the free field
equations read
Aµa = 0, ua = 0 = u˜a, ∀a (123)
together with the equation for the auxiliary field
∂µA
µ
a = Ba . (124)
We omit in what follows the colour index a by using matrix notation.
9To motivate perturbative gauge invariance in that case one can derive it from a suitable
form of conservation of the BRS-current. To lowest orders this results (as a byproduct)
from Appendix B.
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The free BRS-current
jµ
def
= B∂µu− (∂µB)u (125)
is conserved due to the free field equations, ∂µj
µ = Bu − uB. The
corresponding charge
Q0
def
=
(∫
x0=const.
d3xj0(x)
)
S0
, (126)
is nilpotent, i.e. Q20 = 0 and
{Q0, Q0}S0 = 0 , (127)
where we introduced a grading into our Poisson bracket corresponding to
ghost number.
Using current conservation as well as the GLZ relation we find for the
Poisson bracket of Q0 with a retarded product
{Q0, RS0(F1, . . . , Fn)}S0 = −RS0(〈∂j, h〉, F1, . . . , Fn) , (128)
where h ≡ 1 on a causally complete open region O containing the localization
regions of all Fi ∈ F(C), i = 1, . . . , n (cf. the analogous argument for time
ordered products in [6]).10 To avoid signs which are due to ferminoic permu-
tations, we assume that all (local) functionals F1, ..., Fn are bosonic, i.e. a
10It is instructive to derive (128) in terms of retarded products: let ∂µh = bµ − aµ
with supp bµ ∩ (V + + O) = ∅ and supp aµ ∩ (V − + O) = ∅. Since RS0(F1, . . . , Fn)
is localized in O, we may vary bµ in the spacelike complement of O without affecting
{〈jµ, b
µ〉S0 , RS0(F1, . . . , Fn)}. In this way and by using (∂
µjµ(x))S0 = 0 we find
{Q0, RS0(F1, . . . , Fn)}S0 = {〈jµ, b
µ〉S0 , RS0(F1, . . . , Fn)}. (129)
By means of the support property (55) of the retarded products and the GLZ-Relation
(56) we obtain for the r.h.s. of (129)
=
∑
I⊂{1,...,n−1}
{RS0((Fl)l∈I , 〈j, b〉), RS0((Fk)k∈Ic , Fn)}
= RS0(〈j, b〉, F1, . . . , Fn)−RS0(F1, . . . , Fn, 〈j, b〉)
= RS0(〈j, b〉, F1, . . . , Fn) = −RS0(〈∂j, h〉, F1, . . . , Fn) . (130)
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field polynomial with an odd ghost number is smeared out with a Grassmann
valued test function.
The free field equations are derived from the Lagrangian
L0 =
1
2
∂µAν(∂
νAµ − ∂µAν) + ∂µu˜ ∂
µu− B∂µA
µ +
1
2
B2 (131)
hence
u = −
δS0
δu˜
, B = ∂µ
δS0
δAµ
(132)
with S0 =
∫
L0. Thus we obtain
δ∂j(x) = −B(x)
δ
δu˜(x)
− u(x)∂µ
δ
δAµ(x)
def
= s˜0(x) , (133)
hence
δ〈∂j,h〉 =
∫
dx h(x)s˜0(x)
def
= s0 (134)
on fields localized in the region where h ≡ 1, i.e. we obtain the free BRS
transformation
s0(u˜) = −B , s0(B) = 0 , s0(Aµ) = ∂µu , s0(u) = 0 , (135)
which is obviously nilpotent. Note that the ’local’ free BRS-transformation
s˜0(x)
∫
dy f(y) (where f ∈ P ⊗D(M)) differs from s0f(x) by a sum of diver-
gences. We now apply the MWI to (128) and find the identity
{Q0, RS0(F1, . . . , Fn)}S0 =
n∑
k=1
RS0(F1, . . . , s0(Fk), . . . , Fn) . (136)
In [7] this identity (in a somewhat different form, see (142) and (145) below)
is called ’Master BRST Identity’.
We may ask how the Master BRST Identity (136) changes if one elim-
inates the Nakanishi-Lautrup field B by using the field equation B = ∂A.
The problem is that the ideal JB generated from B − ∂A in the algebra PB
of all polynomials in the fields and their derivatives is not stable under s0.
We discuss two possibilities.
• The quotient algebra P = PB/JB may be identified with the subalgebra
of polynomials in PB which do not contain B or its derivatives. Let
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σB : P → PB denote this identification (i.e. σB(∂
aB + JB) = ∂
a∂νA
ν)
and πB : PB → P : X → X + JB the canonical homomorphism. Then
we set
t = πBs0σB (137)
i.e.
t(u˜) = ∂A , t(Aµ) = ∂µu , t(u) = 0 . (138)
This choice has the disadvantage that t2 6= 0. On the other hand, it has
the advantage that it commutes with derivatives. Another advantage is
that the arising form of the Master BRST identity is equally simple as
in the model with the auxiliary field B. Namely, let F be a functional
of the fields Aµ, u, u˜. The image under s0 might depend on B, but
s0(F )− t(F ) =
∫
dx (B(x)− ∂A(x))
δF
δu˜(x)
(139)
and B − ∂A = δS0
δB
. Hence if we replace in the Master BRST identity
s0 by t the correction terms due to the MWI involve derivatives with
respect to B. Hence if none of the functionals Fi depends on B, we
obtain the Master BRST Identity (second form)
{Q0, RS0(F1, . . . , Fn}S0 =
n∑
k=1
RS0(F1, . . . , t(Fk), . . . , Fn) (140)
where now the field B has been eliminated.
• Another possibility is to use the fact that on the algebra P0 = P/J ,
where J is the ideal of P which is generated by the free field equations,
the BRS transformation sˆ0 is well defined e.g. by the adjoint action
of Q0 (w.r.t. the Poisson bracket). Using the section σ : P0 → P of
Sect. 3.2 11 we set
tˆ
def
= σsˆ0π = σπt, (141)
π denoting the canonical homomorphism P → P0 (as in Sect. 3.2). tˆ
has vanishing square but does not commute with derivatives. It natu-
rally occurs if one considers the entries of retarded (and time-ordered)
products as functionals of the free fields, as traditionally done in causal
11The avoidance of the field B contradicts the requirement (vi) on σ, but this is no
harm. To do so we choose σpi(∂νA
ν) = ∂νA
ν , cf. (86).
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perturbation theory. The price to be paid is a more complicated form
of the Master BRST Identity. Namely, (t− tˆ)(F ) = (1−σπ)t(F ) ∈ JS0 ,
hence from the MWI we find the Master BRST identity (third form)
{Q0, RS0(F1, . . . , Fn)}S0 =
n∑
k=1
RS0(F1, . . . , tˆ(Fk), . . . , Fn)
−
∑
k 6=l
RS0((Fi)i<max(l,k), δ(t−tˆ)FkFl, (Fj)j>max(l,k)) . (142)
In many applications tˆ(P ), P ∈ P, can be written as the divergence of
another field polynomial P ′ν ∈ P by using the free field equations, i.e.
πtˆ(P )
(
≡ πt(P )
)
= π(∂νP
′ν), or equivalently
tˆ(P ) = σπ(∂νP
′ν). (143)
In the next Subsect. we will see that an admissible interaction Lint
must fulfil this property. So let us assume that in (142)
Fk = fkPk with tˆ(Pk) = σπ(∂νP
′ν
k ) , fk ∈ D(M), k = 1, ..., n.
(144)
In RS0(F1, . . . , fkσπ(∂νP
′ν
k ), . . . , Fn) we would then like to move the
derivative to the test function fk (i.e. outside of the unsmeared retarded
product). This produces corrections which can directly be read off from
the second formulation of the MWI (110):
{Q0, RS0(f1P1, . . . , fnPn)}S0 =
−
n∑
k=1
RS0(f1P1, . . . , (∂νfk)σπ(P
′ν
k ), . . . , fnPn)
+
∑
k 6=l
RS0((fiPi)i<max(l,k), G((Pk, P
′
k)fk, Plfl), (fjPj)j>max(l,k)) , (145)
where
G((P1, P
′
1)f1, P2f2)
def
= −δ(t−tˆ)f1P1(f2P2)−
∑
χ,ψ∈G
f1σπ
(∂P ′1ν
∂χ
)
δνχ,ψ
∂(f2P2)
∂ψ
.
(146)
Obviously, there is also a mixed formula in which the step from (136)
(or (140), or (142)) to (145) is done for some of the factors Fk only
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(not for all). In the forms (142) and (145) the Master BRST Identity
was found in [7] with δ(t−tˆ)FkFl corresponding to the terms G
(1)(Fk, Fl).
(G(. . .) (146) denotes the same terms.)
Note that the Master BRST Identity (in either form) is independent of
the choice of an interaction and is therefore well suited for the formalism of
causal perturbation theory where one aims at finding the retarded (or time
ordered) products not only for the interaction Lagrangian itself but for a
whole class of fields.
Given the free (quantum) gauge fields, requirements on the interaction
are formulated in [7], in particular a suitable form of BRS-invariance. These
requirements determine the interaction to a far extent [31, 10, 29]. Then it
is demonstrated that for such an interaction the validity of particular cases
of the Master BRST Identity and of ghost number conservation (which is
another consequence of the MWI) suffices for a construction of the net of
local algebras of observables. This construction yields also a space of physical
states and an explicit formula for the computation of the BRS-transformation
of an arbitrary quantum field.
In that reference the requirements expressing BRS-invariance of the in-
teraction have been motivated by the particular case of purely massive gauge
models (122) (in which the adiabatic limit exists, see e.g. [11, 14, 9]), and by
what has been used in the construction and holds true in the most important
examples. However, it is desirable to derive these conditions from more fun-
damental principles without using the adiabatic limit. The MWI and AWI
are well suited tools for such a derivation, as it is demonstrated in Appendix
B. However, in the next Subsection we determine the admissible interaction
of a local gauge theory independently of the corresponding procedure in [7].
This is a further important application of the MWI and AWI.
5.3 Admissible interaction
By an admissible interactions we understand an interaction for which a de-
formed BRS charge Q exists12. Let the free action S0 and the free BRS-
12For simplicity we do not investigate the existence of Q as an operator (which is used
for the construction of physical states in [5] and [7]). This existence involves an infrared
problem which can be avoided by a spatial compactification [5]. Here, we only require
that Q implements a nilpotent (graded) derivation on the interacting fields (150)-(151),
which is a deformation of the free BRS-transformation s0 (134).
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current be given. We make the ansatz
Sint =
∑
n≥1
Snλ
n (147)
with Sn =
∫
dxg(x)nLn(x), Ln ∈ P, g ∈ D(M), g ≡ 1 on some causally com-
plete open region O1. We want to find a conserved current of the interacting
theory
jµ =
∑
n≥0
j(n)µ λ
n (148)
where j
(0)
µ is the free BRS current. The BRS-transformation s : P → P, will
be constructed in the form
s =
∑
n≥0
∫
dx s˜n(x)λ
n (149)
with s˜n(x) a local (graded) derivation, and s˜0(x) given by (133). In addition
we require that s is nilpotent on the space of solutions and fulfills
(s(F ))S = sˆ(FS) , (150)
where sˆ is defined in terms of the BRS-current j (148) by
sˆ(FS) = {Q,FS} , Q
def
= 〈j, b〉S , ∀ local F with supp F ⊂ O (151)
(with S = S0 + Sint). Thereby, O is a causally complete open region with
O ⊂ O1. Due to current conservation there is a rather large freedom in the
choice of b = (bµ). It only needs to be a smooth version of a delta function
on a Cauchy surface of O with supp b ⊂ O1. For later purpose we choose b
in the following way: let h ∈ D(O1) with h ≡ 1 on O. Then the bµ which
we will use later on is obtained from ∂µh by the same causal splitting as in
(129). Note that for an arbitrary given local F ∈ F(C) the regions O, O1 as
well as h and b can be suitably adjusted.
We require current conservation within the region O1 (where g is con-
stant) only,
RS0(e
Sint
⊗ , ∂j(x)) = 0 , ∀x ∈ O1 . (152)
To zeroth order in λ this is simply the condition that the free BRS current
is conserved in the free theory
∂j(0) ≡: G0 ∈ J (153)
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and apply the MWI,
0 = RS0(e
Sint
⊗ , s˜0(x)Sint −
∑
n≥1
∂j(n)(x)λn) , x ∈ O1, (154)
where s˜0(x) = δG0(x) (133).
To first order we find the requirement
s˜0(x)S1 − ∂j
(1)(x) ≡: −G1(x) ∈ J . (155)
Therefore we can apply again the MWI and obtain
0 = RS0(e
Sint
⊗ , s˜1(x)Sint + s˜0(x)
∑
n≥2
Snλ
n−
∑
n≥2
∂j(n)(x)λn) , x ∈ O1, (156)
with s˜1(x) = δG1(x). Iterating the procedure we obtain the conditions
s˜0(x)Sn + s˜1(x)Sn−1 + . . .+ s˜n−1(x)S1 − ∂j
(n)(x) ≡: −Gn(x) ∈ J , (157)
and set s˜n(x) := δGn(x). We see that at every order, Sn must be chosen such
that
n−1∑
k=0
s˜k(x)Sn−k ∈ Pdiv + J (158)
where Pdiv = {∂
µfµ , fµ ∈ P}. This inductive determination of s and Sint
by requiring ∂j = 0 has some similarity with the procedure in [17], cf. Ap-
pendix B. Since Gn(x) = δGn(x)S0 = s˜n(x)S0 the relation (157) and current
conservation imply ’local’ BRS-invariance of the action S = S0 + Sint within
O1:
s˜(x)S =
∑
n≥0
λn
n∑
k=0
s˜k(x)Sn−k = ∂j(x) , x ∈ O1 , (159)
and hence (
s˜(x)S
)
S
= 0 , ∀x ∈ O1 . (160)
It remains to verify that the so constructed BRS-transformation s (149)
satisfies (150) and the nilpotency
0 = (s2(F ))S = sˆ
2(FS) ∀F . (161)
To prove the first property we choose h and b as in (129). Analogously to
(130) we find
{Q,FS} = −RS(〈∂j, h〉, F ) . (162)
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Because 〈∂j, h〉 ∈ JS we can apply the MWI:
{Q,FS} = (δ〈∂j,h〉F )S = (s(F ))S . (163)
In the last step we have used (159) as well as supp h ⊂ O1 and h ≡ 1 on
supp F .
Finally, we want to check the nilpotency of sˆ. Using the Jacobi identity
we find
(s2(F ))S =
1
2
{Q(b), {Q(b′), FS}}+
1
2
{Q(b′), {Q(b), FS}}
= {{Q(b′), Q(b)}, FS} (164)
for all admissible test functions b, b′ (depending on the support of F ). We
may now choose b, b′ such that b′ satisfies the conditions also with respect to
the support of b (and of course supp b′ ⊂ O1). Then
(s2(F ))S = {s(〈j, b〉)S, FS} . (165)
We now assume that
s(jµ) = ∂
νCµν +Hµ (166)
with an antisymmetric tensor field Cµν ∈ P and Hµ ∈ JS . Then
(s2(F ))S = {〈∂
νCµν , b
µ〉S, FS} =
1
2
{〈Cµν , ∂
µbν − ∂νbµ〉S, FS} = 0 (167)
since the support of (∂νbµ − ∂µbν) is spacelike to the support of F .13
For massless gauge fields without matter fields (i.e. the model studied in
the preceding Subsect.) the usual expression for the BRS-current
jµ = B ·Dµu− ∂µB · u+
1
2
∂µu˜ · (u× u) (168)
(where (Dµu)a = ∂
µua + fabcA
µ
b uc) is BRS-invariant: s(j
µ) = 0. So the
assumption (166) is trivially satisfied.
In cases where the condition (166) cannot be directly checked one may
use a perturbative formulation. Set
H
def
= s(j)− ∂C (169)
13In supp F + V¯± we have b = 0 or b
µ = ∂µh.
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for some choice of C = (Cµν). The condition H ∈ JS means that
RS0(e
Sint
⊗ , H) = 0 . (170)
for all λ. In zeroth order we find that H(0) ∈ JS0. Set K
(0) = −H(0). We
apply the MWI and get
RS0(e
Sint
⊗ , δK(0)Sint +H
(n≥1)) = 0 . (171)
In lowest order this implies
K(1)
def
= − δK(0)S1 −H
(1) ∈ JS0 . (172)
We now define recursively
K(n)
def
= −
n∑
k=1
δK(n−k)Sk −H
(n) (173)
and prove by induction that
RS0(e
Sint
⊗ ,
n∑
k=1
δK(n−k)Sl≥k +H
(l≥n)) = 0 . (174)
The lowest order term of (174) is (−K(n))S0 , henceK
(n) ∈ JS0. The recursion
problem can be solved if for every n there exists an antisymmetric tensor field
C(n) and a vector field K
(n)
µ ∈ JS0 such that
n∑
k=1
δK(n−k)Sk +
n∑
k=0
sn−k(j
(k)) = ∂C(n) −K(n) . (175)
In the given derivation we have used various cases of the MWI. In QFT
it may therefore happen that the appearance of anomalies restricts the set
of admissible interactions further, e.g. models with (non-compensated) axial
anomalies must be excluded.
The conditions on a gauge interaction found here differ somewhat from
the corresponding conditions in [7] (cf. Appendix B) or in [29]. For example:
to ensure renormalizability it is required Sl = 0 for all l ≥ 3 in [7]. And the
condition (190) (which is the input for the derivation of the conditions of [7]
given in Appendix B) is stronger than (152). However, for the class of renor-
malizable (by power counting) interactions we expect that the requirements
derived here and the ones given in [7] have precisely the same solutions.
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6 Appendix A: Construction of the map σ
We work in d = 4 dimensions. In the first part we construct recursively a
particular σ in the enlarged model (i.e. with the field ϕµ). This construction
applies also to the non-enlarged model. For the latter we prove that σ is
unique (in the second part of this Appendix).
6.1 Particular solution for σ
We define
Hµ1...µss,n
def
= n∂µ1 ...∂µsϕ− (−m2)nσπ(∂µ1 ...∂µsϕ), (176)
which is obviously an element of the ideal J (80) and totally symmetrical in
µ1, ..., µs. Hence, these properties hold true also for
F ν1...νrr,n =
(−1)n
Nr,n
∑
1≤j1<...<j2n≤r
∑
pi∈S2n
1
2nn!
gνjpi1νjpi2 ...
...g
νjpi(2n−1)νjpi2nHν1...jˆ1...jˆ2n...νrr−2n,n , n = 1, ...,
[r
2
]
, (177)
(the hat means that the corresponding index is omitted, and [r/2] = r
2
if r
even and [r/2] = r−1
2
if r odd) where
Nr,n =
n∏
l=1
(2− 2l + 2r). (178)
We now claim that
σπ(∂ν1 ...∂νrϕ) = σπ(∂ν1 ...∂νr−1ϕνr) = ∂ν1 ...∂νrϕ+
[ r
2
]∑
n=1
F ν1...νrr,n (179)
yields a particular solution for σπ(∂ν1 ...∂νrϕ) for r ≥ 2 by recursion with
respect to r. Together with the formulas (85)-(86) for r = 0, 1 this determines
a map σ completely.
Proof : The only non-trivial point is to verify σπ(∂a∂µϕ
µ) = −m2σπ(∂aϕ).
Because the r.h.s. of (179) is totally symmetrical in ν1, ..., νr, it suffices to
show
gν1ν2σπ(∂
ν1 ...∂νrϕ) = −m2σπ(∂ν3 ...∂νrϕ). (180)
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For this purpose we set Nr,0
def
= 1 and
Gν3...νrr,s
def
=
∑
3≤j1<...<j2s≤r
∑
pi∈S2s
1
2ss!
gνjpi1νjpi2 ...
...g
νjpi(2s−1)νjpi2sHν3...jˆ1...jˆ2s...νrr−2(s+1),s+1 (181)
for 0 ≤ 2s ≤ r − 2, and Gr,s
def
= 0 for 2s > r − 2. By inserting the definitions
we find that the identity
gν1ν2F
ν1...νr
r,n =
(−1)n
Nr,n−1
Gν3...νrr,n−1 +
(−1)n
Nr,n
Gν3...νrr,n , n = 1, ...,
[r
2
]
, (182)
implies the assertion (180).
To prove (182) we write F ν1...νrr,n in the following form:
F ν1...νrr,n =
(−1)n
Nr,n−1(2− 2n+ 2r)
[
gν1ν2Gν3...νrr,n−1+∑
3≤l<k≤r
(gν1νlgν2νk + gν1νkgν2νl)
∑
g......Hr−2n,n+
∑
3≤l≤r
[gν1νl
∑
g......Hν2...r−2n,n + (ν1 ↔ ν2)]
]
+
(−1)n
Nr,n
∑
g......Hν1ν2...r−2n,n. (183)
Contraction of the second (third respectively) line with gν1ν2 gives 2(n −
1)Gν3...νrr,n−1 (and 2(r − 2n)G
ν3...νr
r,n−1 resp.). In the last line we use
gµ1µ2H
µ1...µs
s,n = H
µ3...µs
s−2,n+1, (184)
and end up with
gν1ν2F
ν1...νr
r,n =
(−1)n
Nr,n−1(2− 2n+ 2r)
(4 + 2(n− 1) + 2(r − 2n))Gν3...νrr,n−1
+
(−1)n
Nr,n
Gν3...νrr,n . (185)
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6.2 Uniqueness of σ for a single real Klein-Gordon field
We will prove that the map σ is unique for P and J given by (12) and
(80). Obviously, the relations σπ(ϕ) = ϕ, σπ(∂µϕ) = ∂µϕ and the recursive
formula (179) give a solution for σ which we denote by σ0. Analogously to
(83) and by the requirements (iii) and (v) on σ we conclude that the most
general solution for σ is of the form:
σπ(∂ν1 ...∂νrϕ) = σ0π(∂
ν1 ...∂νrϕ) +Mν1...νr ,
Mν1...νr
def
=
1
r!
∑
pi∈Sr
[r/2]∑
l=1
l∑
j=1
al,jg
νpi1νpi2...gνpi(2l−1)νpi2l∂νpi(2l+1) ...∂νpir(l−j)( +m2)ϕ,
(186)
where al,j ∈ R is a constant. An ǫ-tensor is excluded in M
ν1...νr by the total
symmetry in ν1, ..., νr. We are now going to show that gνr−1νrM
ν1...νr = 0
(see (180)) yields al,j = 0, ∀l, j. We use the equation
gνr−1νr
1
r!
∑
pi∈Sr
gνpi1νpi2 ...gνpi(2l−1)νpi2l∂νpi(2l+1) ...∂νpir =
1
(r − 2)!
∑
pi∈Sr−2
{Nr,lg
νpi1νpi2...gνpi(2l−3)νpi(2l−2)∂νpi(2l−1) ...∂νpi(r−2)
+Mr,lg
νpi1νpi2...gνpi(2l−1)νpi2l∂νpi(2l+1) ...∂νpi(r−2)} (187)
whereNr,l andMr,l are non-vanishing combinatorical factors, exceptMr,[r/2] =
0. The requirement gνr−1νrM
ν1...νr = 0 gives the following chains of equations
as,sNr,s = 0, al,sMr,l + al+1,sNr,l+1 = 0 ∀l ∈ {s, s+ 1, ..., [r/2]− 1},
(188)
where the chains are labeled by s = 1, 2, ..., [r/2]. We find indeed al,j = 0,
∀l, j.
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7 Appendix B: Formulation of BRS-invariance
of the interaction used in [7]
To derive the conditions which are used in [7] to express BRS-invariance of
the interaction14 we only require current conservation (152) but generalized
to all x ∈ M. The latter makes possible an integration over x ∈ M, which
removes ∂j(n) from (157) and replaces s˜0(x) by s0. This generalization is done
by admitting that current conservation at x is violated by a term of the form
Mν(x)∂
νg(x). Since we want to obtain conditions on the interaction which
are expressable in terms of free fields, we require that Mν is in the range of
σ: Mν = σπ(Kν) for some Kν . In detail our input is the requirement that
there exist an interaction Sint (147), a BRS-current jµ (148) (with compact
support15 of j
(n)
µ ∀n ≥ 1) and a formal power series
Kν(x) =
∑
n≥1
λnK(n)ν (x), K
(n)
ν ∈ P ⊗ C(M) , (189)
such that
RS0(e
Sint
⊗ , ∂j(x)− σπ(Kν)(x)∂
νg(x)) = 0 , ∀x ∈M , ∀g ∈ D(M) . (190)
So, in a formalism with auxiliary fields, Sint and j depend on the choice of
σ, but this dependence drops out when the auxiliary fields are eliminated.16
The condition (190) corresponds to the ’Quantum Noether condition in terms
of interacting fields’ [17], however the formalisms are quite different.
In working out the consequences of (190) we will frequently use the AWI
and the MWI (in particular various formulations of the Master BRST Iden-
tity) without mentioning it. As in [7] we use a formalism without B-field;
so we may replace s0 by t due to (139). Similarly to (157) our requirement
(190) is equivalent to the sequence of conditions
s˜0(x)Sn + s˜1(x)Sn−1 + . . .+ s˜n−1(x)S1 − ∂j
(n)(x) + σπ(K(n)ν )(x)∂
νg(x)
≡: −Gn(x) ∈ J , n ≥ 1 , (191)
14We shall not obtain that conditions in full generality. However, as far as we know, the
particular version which we shall obtain determines the interaction to the same extent,
see below.
15Usually we expect supp j
(n)
µ ⊂ supp g for n ≥ 1.
16We explain this for the 4-gluon interaction in the formalism of [7]. For a σ correspond-
ing to CA = −
1
2 this coupling is generated by S1, but for CA = 0 it appears in S2, cf. the
Remark at the end of Sect. 4.
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and (153) for n = 0, where s˜n(x)
def
= δGn(x). We will proceed in the following
way: first we insert formulas which are inductively known into s˜1(x)Sn−1 +
. . . + s˜n−1(x)S1. Then we integrate the resulting equation over x ∈ M.
Thereby, we take into account that j(n) has compact support.
• To first order we obtain
(tS1)S0 = (∂
ν σπ(K(1)ν ))(g)S0 = σπ(∂
νK(1)ν )(g)S0 . (192)
Since g is arbitrary we end up with the condition that there must exist
L1, K
(1)
ν ∈ P with
tˆL1 = σπ(∂
νK(1)ν ) . (193)
• To second order n = 2 we multiply equation (191) by 2. Then we insert
once
(s˜1(x)S1)S0 = −RS0(G1(x), S1)
= −RS0(∂j
(1)(x), S1) +RS0(s˜0(x)S1, S1) +RS0(σπ(K
(1)
ν )(x)∂
νg(x), S1)
(194)
and once (s˜1(x)S1)S0 = −RS0(S1, G1(x)) = ... . Integration yields
{Q0, R
N
S0
(S1, S1)} = −R
N
S0
(σπ(K(1)ν )∂
νg, S1)−R
N
S0
(S1, σπ(K
(1)
ν )∂
νg) ,
(195)
where
RNS0(S1, S1)
def
= RS0(S1, S1) + 2(S2)S0 (196)
and
(RNS0 −RS0)(σπ(K
(1)
ν )f, S1) :
def
= σπ(K(2)ν )(f)S0
def
= : (RNS0 −RS0)(S1, σπ(K
(1)
ν )f) . (197)
are shorthand notations which we will interpret below. We find the
additional requirement that there must exist L2 ∈ P, K
(2)
ν ∈ P⊗C(M)
with
tˆL2(g
2) + σπG((L1, K
(1))g,L1g) + σπ(K
(2)
ν )(∂
νg) = 0 . (198)
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• To third order n = 3 we multiply equation (191) by 3! = 6. Then we
insert twice (s˜1(x)S2)S0 = −RS0(S2, G1(x)) = ... (cf. (194)) and
(s˜2(x)S1)S0 = −RS0(G2(x), S1) = −RS0(∂j
(2)(x), S1)
+RS0(s˜0(x)S2, S1) +RS0(δG1(x)S1, S1) +RS0(σπ(K
(2)
ν )(x)∂
νg(x), S1) ,
(199)
as well as four times (s˜1(x)S2)S0 = −RS0(G1(x), S2) = ... and (s˜2(x)S1)S0 =
−RS0(S1, G2(x)) = ... . Next we use
RS0(δG1(x)S1, S1) + RS0(S1, δG1(x)S1) = −RS0(G1(x), S1, S1)
= −RS0(∂j
(1)(x), S1, S1) +RS0(s˜0(x)S1, S1, S1)
+RS0(σπ(K
(1)
ν )(x)∂
νg(x), S1, S1) (200)
and RS0(S1, δG1(x)S1) = −
1
2
RS0(S1, S1, G1(x)) = ... . By integration we
obtain
{Q0, R
N
S0
(S1, S1, S1)} =
−2RNS0(σπ(K
(1)
ν )∂
νg, S1, S1)− R
N
S0
(S1, S1, σπ(K
(1)
ν )∂
νg) , (201)
where
RNS0(S1, S1, S1)
def
= RS0(S1, S1, S1)+2RS0(S2, S1)+4RS0(S1, S2)+6(S3)S0
(202)
and
(RNS0 − RS0)(σπ(K
(1)
ν )f, S1, S1) :
def
= 2RS0(σπ(K
(1)
ν )f, S2)
+RS0(σπ(K
(2)
ν )f, S1) +RS0(S1, σπ(K
(2)
ν )f) + 2σπ(K
(3)
ν )(f) ,
(RNS0 −RS0)(S1, S1, σπ(K
(1)
ν )f) :
def
=
2RS0(S2, σπ(K
(1)
ν )f) + 2RS0(S1, σπ(K
(2)
ν )f) + 2σπ(K
(3)
ν )(f) . (203)
With H
def
= tS2+G((L1, K
(1))g,L1g)+σπ(K
(2)
ν )(∂νg) and by using also
a mixed version of the Master BRST Identity,
{Q0, RS0(S1, S2)} = −RS0(σπ(K
(1)
ν )∂
νg, S2)
+RS0(S1, tS2) +G((L1, K
(1))g, S2)S0 , (204)
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we find the following additional requirement: there must exist L3, K
(3)
with
(tL3(g
3))S0 +G((L1, K
(1))g,L2g
2)S0 +σπ(K
(3)
ν )(∂
νg)S0− (δHS1)S0 = 0 ,
(205)
where we have used H ∈ JS0 (198). For the models studied in [7] it
holds G((L1, K
(1))g,L2g) ∈ ran σ and it is possible to fulfill (205) with
L3 = 0 = K
(3). With that we may write H = (t− tˆ)S2 by using (198),
and the condition (205) reduces to
−π δ(t−tˆ)S2S1 + πG((L1, K
(1))g,L2g
2) = 0 . (206)
• In general it may happen that the higher orders n ≥ 4 of (190) restrict
L1,L2 and L3 further and non-vanishing expressions for Lj andK
(j) are
possible for arbitrary high j. We do not work this out here. Because for
the models treated in [7] any solution (L1,L2,L3 = 0, K
(1), K(2), K(3) =
0) of (193), (198) and (206) fulfills (190) to all higher orders n ≥ 4 with
Ll = 0 = K
(l), ∀l ≥ 4 (up to anomalies, i.e. violations of the MWI and
the AWI).
In [7] generalizations of (193), (198) and (206) have been used to de-
termine the interaction, namely (141)17, (209) and (216) in the published
version. However, at least for the models studied in [7] it seems that any
solution of (193), (198) and (206) with L3 = 0 = K
(3) satisfies also these
generalizations.
So far this Appendix applies to classical field theory and QFT. The fol-
lowing discussions are restricted to QFT. The definition RNS0(h)
def
= RS0(h)
for h = S1, σπ(K
(1)
ν )f (zeroth order), and the above given first order (196)-
(197) and second order definitions (202)-(203) of RNS0 are compatible with
the main properties of a retarded product. By the latter we mean linearity,
symmetry of Rn,1 in the first n entries, causal support (55) and in particu-
lar the recursion given by the GLZ-relation. The continuation (by analogy)
of our inductive evaluation of (190) yields the definitons of RNS0(S
⊗n
1 , S1),
RNS0(S
⊗n
1 , σπ(K
(1)
ν )f) and RNS0(σπ(K
(1)
ν )f ⊗ S
⊗n−1
1 , S1) for all n ≥ 3. We ex-
pect that these whole sequences are compatible with the (just mentioned)
17More precisely we mean here (141) and the antisymmetry of the Lµν2 which appears
in that formula.
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main properties of a retarded product. If this holds true we can proceed sim-
ilarly to formula (214) in [7] (which is a particular simple case of Theorem
3.1 in [28]): to all orders we extend RNS0 to arbitrary factors such that R
N
S0
agrees with RS0 as far as possible and that RS0 −→ R
N
S0
is an admissible finite
renormalization (i.e. the main properties of a retarded product are preserved
in this replacement). However, in general the RNS0 violate some normaliza-
tion conditions, in particular (64) (i.e. (N3)), the AWI and the MWI, see
[7]. With RNS0 being an admissible retarded product, the equations (195) and
(201) are perturbative gauge invariance (in the sense of [9, 10, 29]) to second
and third order. So, we have shown to lowest orders that our condition (190)
implies that the interaction is such that perturbative gauge invariance can
be fulfilled by admissible finite renormalizations. From the requirement that
the latter property holds true one can derive the interaction (including the
Lie-algebraic structure [31]) of massless and massive spin-1 gauge fields and
the couplings of spin-2 gauge theories (for an overview see [29]).
To interpret the RNS0-products in terms of simple equations we go over to
the corresponding time-ordered products18 TN . As far as they are determined
by (196)-(197) and (202)-(203) they fulfil
T (eSint⊗ ) = T
N(eS1⊗ ) ,
T (eSint⊗ ⊗
∑
n≥1
λnσπ(K(n)ν )f) = T
N(eS1⊗ ⊗ σπ(K
(1)
ν )f) (207)
as formal power series in λ, and we expect that this holds true also for the
higher orders. But understood as series with respect to the order n of Tn and
TNn , the equations (207) express a reordering: the contributions to Tn of the
terms Sl, σπ(K
(l)
ν ) with l ≥ 2, appear on the r.h.s. in time ordered products
TNm of higher orders: (m− n) ≥ (l − 1). The R
N
S0
(S⊗n1 , σπ(K
(1)
ν )f) satisfy
RS0(e
Sint
⊗ ,
∑
n≥1
λnσπ(K(n)ν )f) = R
N
S0
(eS1⊗ , σπ(K
(1)
ν )f) , (208)
however the corresponding relations for RNS0(S
⊗n
1 , S1) and R
N
S0
(σπ(K
(1)
ν )f ⊗
S⊗n−11 , S1) are more involved.
18We are not aware of a good notion of ’time-ordered products’ in classical field the-
ory. But in QFT the retarded products {Rn,1 | 0 ≤ n ≤ N} determine uniquely the
corresponding time-ordered products {Tn | 1 ≤ n ≤ N + 1} and vice versa, see e.g. [12].
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