In many frequency domain adaptive filters Fast Fourier Fourier Transforms (FFTs) are used to transform signals which are augmented with zeros. The overall computational complexity of these adaptive filters is mainly determined by these windowed FFTs, rather than by the filtering operation itself. This contribution presents a new way of calculating these windowed FFTs efficiently. In addition, a method is deduced for implementing non-windowed FFTs of overlapping input data using the previously mentioned efficient windowed FFTs. Also, a method is presented for implementing the windowed FFTs in the update part even more efficient.
INTRODUCTION
Large adaptive filters can be implemented with low complexity using Block Frequency Domain approaches. The resulting computational complexity of such a Block Fkequency Domain Adaptive Filter (BFDAF) is mostly determined by the five (1)FFTs involved [ This contribution is concerned with the efficient implementation of these transforms and is outlined as follows. First, an overview is given of the BFDAF. A new method for efficiently calculating windowed (1)FFTs is presented in Section 4. In Section 5 it is shown that an FFT of overlapping data can be calculated using a windowed FFT. An efficient method for implementing the FFT and IFFT in the update algorithm is given in Section 6.
The number of real floating point operations (flops), i.e. the sum of the real multiplications and additions, will be considered as a measure of computational complexity throughout. Also, it is assumed that 4 real multiplications and 2 real additions are used for l complex multiplication.
NOTATION
Throughout, time and frequency signals will be denoted by lower case antd upper case characters respectively. A character which denotes a vector will be underlined. Superscripts denote the vector or matrix dimensions, a matrix with one superscript is square.
Also, A*, AT and A-' denote complex conjugate, matrix transpose and matrix inverse respectively. Elementwise multiplication is denoted by B. The expectation operator will be denoted by E{.}. The N x N matrix identity and the K x L zero matrix will be denoted by IN and O K y L respectively. In figures, FFTs will be depicted as boxes with a double line a t one side. The most recent time sample and the highest frequency bin are at the side of this double line, so that splitting of the input and output busses is depicted in a unique way.
BLOCK FRIEQUENCY DOMAIN ADAPTIVE FILTER
Large adaptive filters can be implemented efficiently in frequency domain using FFTs [l] . The BFDAF is such a frequency domain adaptive filter and is depicted in Figure 1 . First the input signal 2 4 .
1 is segmented into blocks of length B by a serial to parallel converter.
Next, the segments are overlapped
The overlapping data is transformed to the frequency domain using 
where (E, [kB])-l is the elementwise inverse of the estimate of the signal power which is defined as
The update part is depicted in Figure 2 and the update equation is discussed in Section 6. From the above it follows that all Fourier transforms are windowed, either at the input or at the output, except for the FFT in (2) that transforms the overlapping input data. First a new method is presented in the next section which efficiently performs the windowed transforms.
EFFICIENT COMPUTATION OF WINDOWED FFTS
A new efficient method for calculating windowed FFTs of real data and windowed IFFTs that yield real data is presented. Both the FFT length M and the window length Q are assumed to be powers of 2. The number of flops needed to calculate such an FFT and IFFT is denoted as @FFT{M, Q} and @FFT{M, &}. A windowed length M FFT of real input data is defined as 
When calculating IFFTs, a similar procedure can be followed which yields
for Q < T. Note that the FFT can be implemented with even lower complexity for Q = M than that indicated by (12) by starting with lengths 4 FFT which requires *FFT{4,4} = 6 flops. Also, a more efficient implementation of the IFFT is achieved for Q = M and Q = T by starting with length 4 IFFTs which requires * I F F T {~,~} = 8 and J!IFFT{~,~} = 6 flops respectively. Four (1)FFTs in the BFDAF can be calculated using the windowed procedure described above. The FFT which transforms the overlapping input data does not contain a window and will therefore be the largest computational burden. An efficient method for implementing this FFT is presented in the next section.
EFFICIENT RECURSIVE COMPUTATION OF FFTS OF OVERLAPPING DATA
In this section a method is presented which performs the FFT of the overlapping input data using a win- 
