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ABSTRACT
This paper proposes an efficient bitwise solution to the single-
channel source separation task. Most dictionary-based source sepa-
ration algorithms rely on iterative update rules during the run time,
which becomes computationally costly especially when we employ
an overcomplete dictionary and sparse encoding that tend to give
better separation results. To avoid such cost we propose a bitwise
scheme on hashed spectra that leads to an efficient posterior prob-
ability calculation. For each source, the algorithm uses a partial
rank order metric to extract robust features that form a binarized
dictionary of hashed spectra. Then, for a mixture spectrum, its
hash code is compared with each source’s hashed dictionary in one
pass. This simple voting-based dictionary search allows a fast and
iteration-free estimation of ratio masking at each bin of a signal
spectrogram. We verify that the proposed BitWise Source Separa-
tion (BWSS) algorithm produces sensible source separation results
for the single-channel speech denoising task, with 6-8 dB mean
SDR. To our knowledge, this is the first dictionary based algorithm
for this task that is completely iteration-free in both training and
testing.
Index Terms— Speech Enhancement, Source Separation, Win-
ner Take All Hashing, Dictionary Learning, Low-power Computing
1. INTRODUCTION
The single-channel source separation problem has been widely stud-
ied as a latent variable model. The most common practice is to learn
a source-specific dictionary from each source during training so that
the source spectra can be reconstructed by a linear combination of
the dictionary items. In this way a dictionary defines a discrimi-
native subspace, where its corresponding source spectrum can re-
side. Using this kind of concept, the source separation procedure
for a newly observed mixture spectrum performs another dictionary
learning process, where the dictionaries are fixed from the ones the
training part, while their activations are estimated using iterative al-
gorithms. Nonnegative Matrix Factorization (NMF) [1, 2, 3] and
Probabilistic Latent Semantic Indexing (PLSI) [4, 5, 6] are a popular
choice for the modeling job. Meanwhile, a large overcomplete dic-
tionary is another preferable option to preserve the manifold struc-
ture of the source spectra. It can be either learned by a manifold pre-
serving quantization technique [7] or simply using the entire source
spectra directly as in [8, 9].
As those approaches are based on an iterative algorithm to es-
timate the activation, a practical source separation system needs to
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be careful about the necessary resources. Iterative algorithms are
not advantageous in two different senses. First, it is not a straight-
forward decision as to when to stop the iteration unless we have a
dedicated predictor for this job [10]. Second, when it comes to the
large overcomplete dictionaries, the accordingly enlarged activation
matrix calles for even more computation.
Deep learning-based solutions tend to predict the separation re-
sults in an iteration-free manner by simply running a feedforward
pass [11, 12, 13, 14, 15]. However, the single feedforward pass
during the test time also needs a lot of resources, e.g. millions of
floating-point operations, due to its enlarged structure. Therefore,
an efficient dictionary-based solution is still an option especially for
a smaller separation problem with a lesser amount of training data.
To this end, a hashing-based speed-up was proposed in [9],
which employes Winner Take All (WTA) hashing [16, 17] to ex-
pedite the reformulated EM updates. It first finds out the nearest
neighbors of the current source estimation in the dictionaries based
on the Hamming distance between the hashed spectra. Then, it
refines the search results by doing a more exact search using cross
entropy between the normalized spectra. In this way, the EM up-
dates become faster as their operation can skip non-neighbors in the
dictionary. However, it still involves the full cross entropy-based
matching procedure as well as the EM iterations.
In this paper we propose a fully BitWise Source Separation
(BWSS) scheme, where the dictionary search is done entirely among
the hash codes. To this end, we propose to compare each of the
partial rank orders for a randomly chosen magnitude Fourier coeffi-
cients of the mixture spectrum with the corresponding one from the
source dictionaries, hoping that the partial rank orders of a source is
preserved in the mixture. It is based on the W-disjoint orthogonality
[18], which assumes that there exists a dominant source component
in a time-frequency bin. It is convenient that WTA hashing approxi-
mately encodes this partial rank orders, so that the dictionary search
job during the test time boils down to bitwise operations.
2. RELATED WORK
2.1. Dictionary-based Source Separation
Dictionary-based source separation methods commonly assume
source-specific dictionaries, each of which contains a set of spectral
templates that can linearly combine the test mixture. For example,
for speech denoising we employ S and N that respectively contain
TS and TN F -dimensional dictionary items. The dictionary can
be learned by latent variable models, such as NMF [6] or PLSI
[19], but we use the entire magnitude spectra of the training sig-
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nals as they are as in [8, 7, 9]. Once we prepare the dictionaries,
the separation job during the test time is to compute the posterior
probability of the latent variables at the given time-frequency bin
of the mixture spectrum Xf,t, namely P (Zf,t = z|Xf,t,S,N),
where Zf,t indicates all the dictionary items from both sources, i.e.
z ∈ {1, · · · , TS , TS + 1, · · · , TS + TN}. Note that the indices are
conveniently grouped into the speech and noise parts. In the EM
formulation, E-step computes the posterior probabilities as follows:
P (Zf,t = z|Xf,t,W = [S,N]) = W:,zHz,:
WH
, (1)
whereH denotes their activation, which we estimated during the M-
step, while W = [S,N] is the concatenated dictionaries that stay
fixed. For example, if we adapt PLSI, the update rule forH is
H =
∑
f P (Zf,t = z|Xf,t,W)Xf,t∑
f,z P (Zf,t = z|Xf,t,W)Xf,t
. (2)
After the convergence, we eventually consolidate the posterior
probabilities to compute the new posterior probability over the two
sources P (Yf,t = y|Xf,t,W), where y indicates one of the two
sources: y = {0, 1}. For example,
P (Yf,t = 0|Xf,t,W) =
∑TS
z=1P (Zf,t = z|Xf,t,W),
P (Yf,t = 1|Xf,t,W) =
∑TS+TN
z=TS+1
P (Zf,t = z|Xf,t,W), (3)
which will work like a mask to recover the sources.
Although using larger dictionaries can lead to a better separa-
tion [8, 7, 9], the computational complexity of the EM-based update
rules linearly grows as the size of the dictionaries TS and TN become
larger. In [9], this issue was addressed by reformulating the estima-
tion procedure of the activation matrixH as a nearest neighborhood
search problem by using WTA hashing, but it is still based on the
EM-based iterative algorithm. This paper investigates an iteration-
free dictionary-based method that finds the nearest neighbors in a
bitwise manner using the partial rank order as hash codes.
2.2. Winner Take All (WTA) Hashing
WTA hashing [17] is a partial rank order based hashing algorithm
which has been used to reduce a high dimension feature space
to a low dimension feature space while partially preserving the
topology of the data. Given a F dimensional feature space WTA
hashing first proposes a set of L permutations Θ whose `th entry,
θ` = {i`1, · · · , i`F }, is a random permutation of the original index,
{1, · · · , F}. For a data point x = {x1, · · · , xF }, we index it with θ`
and extract the first K dimensions as a random subset of the F fea-
tures : x˜` = {xi`1 , · · · , xi`K}. Let k`=arg maxk{xi`k , 1 ≤k≤ K}.
Then xk` is the winner of all K feature values of x˜`. We repeat this
procedure for all the L permutations in Θ, then we have L integers
{k1, · · · , kL} as the WTA hash code of x.
The meaning of k` is worth some discussion as it is closely re-
lated to our motivation of using it as a feature for computing similar-
ity measure in later steps. Suppose two data points a and b have the
same winning dimension k`. This implies that in the `th permutation
θ`, the same dimension wins over the other same K − 1 dimensions
in x1 and x2. In the magnitude spectrum domain, it means there is a
salient peak both at ak` and bk` . When comparing each `
th integer
hash code k` of a and b, we are estimating a binarized cosine similar-
ity where 1 means two vectors have same dominant dimension and 0
means otherwise. The more matched permutation tests are, the more
similar a and b are. WTA hashing has shown good performance in
object detection [16] and source separation [9].
3. THE PROPOSED BITWISE SOURCE SEPARATION
3.1. Voting-based Likelihood Estimation:
A Fast Dictionary Search in the Hash Code Space
We propose a nonparametric algorithm for estimating the posterior
probability of a signal being one of two sources. To this end, we
first calculate the likelihood of observing a time-frequency bin given
one of the sources, but based on a simple vote-counting method by
finding matches between hashed spectra. This algorithm works on
two preprocessed dictionaries of clean speech and noise. For a new
mixture spectra, the algorithm scans the two dictionaries to generate
a mixture distribution of speech and noise, which can be then used
to calculate the posterior probability of one of the sources given the
time-frequency bin as in (4).
For example, suppose there is a magnitude spectrogram of a
mixture signal X ∈ RF×T+ (e.g. a mixture of speech and noise).
We first use a partial rank order metric as described in section 2.2 to
generate L integer embeddings of each column vector X:,t, call each
X`,t, where ` ∈ {1, · · · , L}. The same procedure generates non-
negative integer embedding matrices S ∈ ZL×TS+ andN ∈ ZL×TN+
for the dictionaries, respectively.
For separation, for each element X`,t we scan S`,: and N`,: to
count the number of matches with each dictionary in the `th permu-
tation sample, call it S`,t and N`,t. Recall X`,t is the integer index
of the winning element out of K random dimensions: {i`1, · · · , i`K}
in the `th permutation sample of X:,t. Combining X`,t and θ` we
are able to track back to the corresponding original frequency bin
j = i`X`,t , the true winner of θ` for X:,t. Thus the total counts of
matches for jth frequency bin with each dictionary that are possibly
spread inL slots of S:,t andN:,t are defined as follows, respectively:
S¯j,t =
∑
` S`,t and N¯j,t =
∑
` N`,t.
The total counts S¯j,t and N¯j,t approximate the similarity of Xj,t
to the two sources, respectively. Therefore, they also approximate
the likelihood of observing Xj,t given one of the sources. In `th
permutation Xi`1:i`K ,t, where Xj,t has won, it is greater than the rest
K−1 frequencies. Because we encode the rank order of onlyK < F
partial dimensions, the same relationship can be likely to be found
in one of the source dictionaries more than in the other.
3.2. Estimation of the Posterior Probability
Once we calculate the likelihoods in the form of the number of par-
tial matches to the two dictionaries as in section 3.1, the rest of the
job is to compute the posterior probabilities over the sources given
the mixture spectrogram as in (3). In the proposed BWSS system,
we escape from the EM iterations, but instead does the job by calcu-
lating the ratio of counts to estimate the posterior probabilities.
Let Yj,t denote a Bernoulli random variable where 1 is clean
speech and 0 is noise. Thus the likelihood of observing Xj,t is
P (Xj,t) =
∑
Yj,t={0,1} P (Yj,t)P (Xj,t|Yj,t). We define a prior
distribution on Yj,t with a Bernoulli distribution with p = 0.5 to
give a fair chance to both sources. Another assumption is that each
frequency bin is independent of all the other bins in a different time
frame, while it is dependent on the other frequency bins in the same
time frame due to the rank ordering during hashing.
To adjust for the difference in the number of frames of the two
dictionaries, we normalize the count of matches accordingly. Fi-
nally, the posterior probability for a given time-frequency bin is:
P (Yj,t = 1|Xj,t,S,N ) = S¯j,t/
(
S¯j,t + N¯j,t · r
)
,
P (Yj,t = 0|Xj,t,S,N ) = (N¯j,t · r)/
(
S¯j,t + N¯j,t · r), (4)
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Fig. 1. Spectrograms and the estimated masks (Female speaker,
noise type 8, K = 64, L = 8). (a) clean speech (b) noisy speech (c)
denoised speech (d) estimated posterior probability mask (1 means
speech while 0 is for noise). The original low frequency impulsive
noise has been removed.
where r is a tuning parameter which depends on the available clean
speech and noise used to construct dictionaries; for example, we can
set r = TS/TN . Recall S¯j,t and N¯j,t are counts of matches with
clean speech and noise dictionaries for a given frequency bin Xj,t.
For S¯j,t, it is the number of votes on the clean speech dictionary
for Xj,t based on all the permutation samples that Xj,t has been
involved in comparison and won; similarly N¯j,t corresponds to the
number of votes that Xj,t received from the noise dictionary. Thus,
P (Yj,t = 1|X,S,N ) reflects the proportion of votes from clean
speech dictionary for a frequency bin. Figure 1 shows an estimated
mask using this posterior probability for source separation.
3.3. Computational Efficiency
Likewise, we designed an efficient bitwise separation algorithm
suitable for resource-efficient environments such as embedded sys-
tems. It only requires a single pass per binarized source dictio-
nary for an integer of the mixture hash code, whose complexity is
O(LKTSTN ). Moreover, the matching can be done using the cheap
bitwise AND operation. Therefore, the speed depends on the model
parameters L and K as well as the size of the dictionaries.
4. EXPERIMENTS
4.1. The Data Set
TIMIT training set contains 136 female and 326 male speakers,
while the testing set contains 56 female and 112 male speakers,
which are from eight dialect regions in the US. Each TIMIT speaker
has 10 short utterances. TSP dataset has over 1400 short utterances
from 25 speakers. We downsample the TSP dataset, so that all
signals are with a 16kHz sampling rate. We mix each test utterance
with 10 kinds of noises as proposed in [19]. These noises are: 1.
birds, 2. casino, 3. cicadas, 4. computer keyboard, 5. eating chips,
6. frogs, 7. jungle, 8. machine guns, 9. motorcycles, and 10.
ocean. Short-Time-Fourier-Transform (STFT) with a Hann window
of 1024 samples and a hop size of 256 transforms the signals. To
evaluate the final results, we used Signal-to-Distortion Ratio (SDR)
as an overall source separation measurement along with Signal-to-
Interference Ratio (SIR), and Signal-to-Artifact Ratio (SAR) [20],
and Short-Time Objective Intelligibility (STOI) [21].
4.2. Experiment Design
In our experiments, we first construct the hash code dictionaries as
described in section 2.2, which yields a set of clean speech dictionar-
ies and 10 noise dictionaries. During source separation, an unseen
noisy utterance is processed using the corresponding clean speech
dictionary and a noise dictionary of the same noise type. Since the
noise type is known, we vary between known and unknown speaker
identity to perform supervised and semi-supervised separation.
Our algorithm has three parameters K, L, and r, and there is
no clear guideline in choosing their values. As in dictionary based
source separation, [19] and [22] empirically choose the parameters
for number of NMF or PLCA basis vectors. For BKL-NMF [22],
there is an additional regularization parameter λ . We take similar
approach to searches for the optimal parameter combination for each
testing case. Further details are discussed in section 4.3.
Experiment #1 Speaker-dependent supervised separation
with small dictionaries: For each TIMIT speaker we use the first 9
out of 10 utterances to create a speaker-specific speech dictionary.
By mixing the 10th one with 10 noise types with 0 dB Signal-to-
Noise Ratio (SNR) we get 462 × 10 noisy test utterances for 462
speakers. Supervised separation was done by assuming the noise
type and the identity of the speaker are known.
Experiment #2 Speaker-dependent supervised separation
with large dictionaries: We suspect that a larger speech dictionary
better represents the speaker. For this we use the TSP dataset with
roughly 56 utterances per speaker. For each speaker, we once again
hold out one last utterance for testing and build the dictionary from
the rest. This gives us 25 × 10 = 250 noisy utterances. Supervised
separation is done as in Experiment #1.
Experiment #3 Pooled-speaker semi-supervised separation:
We apply BWSS in a semi-supervised setting where speaker identity
is unknown during separation, while the gender is known. From each
dialect of TIMIT training set we select 4 males and 4 females. This
gives us 4×8×10 = 320 clean utterances for each gender, which are
pooled into one clean speech dictionary for each gender. For testing,
we select 1 male and 1 female from each dialect of TIMIT testing
set and mix their utterances with 10 noises to create 2 × 8 × 10 ×
10 = 1600 noisy utterances. During separation, we use the clean
speech dictionary of same gender and the noise dictionary of same
noise type, which is still a semi-supervised separation with unknown
speaker identity.
4.3. Separation Results
• Variations in parameters: There are three model parameters in
the BWSS algorithm, L, K, and r. L is the number of permutation
samples to be drawn from a time frame X:,t. As L goes to ∞, the
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Fig. 2. Mean SDR distributions of 16 speakers in Exp-3. Box 1-
10 represent noise type 1-10. Box 11 represents the mean-of-means
SDR over 10 noise types.
Table 1. Experiment Results (dB)
SDR SIR SAR STOI
BWSS Experiment #1 supervised (TIMIT)
Male 6.6433 8.7644 9.1727 0.0077
Female 6.7548 8.8735 9.3551 0.0063
Male and Female 6.6761 8.7965 9.2264 0.0073
BWSS Experiment #2 supervised (TSP)
Male and Female 6.9898 9.3538 9.6739 0.0128
BWSS Experiment #3 semi-supervised (TIMIT)
Male 7.4213 9.7257 9.2759 -0.0104
Female 7.5271 10.343 9.4262 -0.0050
Male and Female 7.4742 10.035 9.351 -0.0077
KL-NMF (TIMIT) [22]
Male (supervised) 10.23 - - -
Male (semi-supervised) 7.22 - - -
BKL-NMF+USM (TIMIT) [22]
Male (supervised) 10.41 - - -
Male (semi-supervised) 6.23 - - -
Online PLCA (NOIZEUS) [19]
Male and Female 6.180 11.710 8.450 -
sample posterior probability will converge to the true mixing dis-
tribution. In our experiment we found the algorithm approximates
stable posterior probability quickly as we increase L. For L = 2F
the result is already very close to L = 8F . K is the size of each
permutation sample. More random samples means the distribution
of X:,t is more exploited, and the better approximation to the poste-
rior probability of each frequency bin Xj,t. However, it is not always
guaranteed, because a too large K value can break down the locality
of the comparison process. The relative sizes of clean speech dictio-
nary S and noise dictionaryN are compensated by the parameter r.
This is because of the possibility that a larger dictionary with more
repeating training samples can exaggerate the number of matches for
that source. However, note that because of the other chance that the
dictionary is indeed with many unique items, the choice of r is not
always related to good separation. Also, large L and K increase the
computational complexity as discussed in Section 3.3.
To investigate the relation between L,K, r and noise types, we per-
form grid search for best parameters for different noise types, which
was done during Exp. #3. In there, each {noise type, gender} pair
has its own optimal (L,K, r), e.g. (8F, 16, 0.4) for {noise type 3,
female}, which is shared across all female test speakers. The effect
of noise type on separation performance is shown in Fig. 2. On the
other hand, in Exp. #1 and #2 the search is for each speaker-noise
pair as the speaker identity is assumed to be known.
• Size of clean speech dictionary: In a fully supervised setting,
both the speaker identity and noise type are known, and the proposed
algorithm achieves 6.68 dB mean SDR on TIMIT dataset (Exp. #1)
and 6.99 dB mean SDR on TSP dataset (Exp. #2), as shown in Table
1. Although in Exp. #2, each clean speech dictionary has roughly
5 times more speakers than Exp. #1, we see the performance gap
is not very large. Therefore, we conclude that the BWSS algorithm
works reasonably well on small, but quality speech dictionaries.
• Speaker identity and pooled dictionary: We notice that knowing
speaker identity does not provide significant improvement in sep-
aration performance compared to the semi-supervised setting with
a very large dictionary. For Exp. #3 the test speaker is unseen,
but noise type is known in advance, where the proposed algorithm
achieves a mean SDR of 7.47 dB which is 0.80 dB higher than in
supervised setting (Exp. #1). Note that this gender-specific dictio-
nary of 32 speakers is larger than USM’s 20 speaker model [22], and
would be computationally demanding to handle if it were not for the
proposed bitwise mechanism.
• Comparison with other dictionary based methods: In Table 1,
we include results of two NMF-based methods reported in [22] and
one PLSI-based method reported in [19] in addition to BWSS re-
sults. All these experiments use the same 10 noise types. In [22]
20 male speakers from TIMIT were used as training set, learning
10 basis vectors from each speaker. In [19] 3 male and 3 female
speakers from NOIZEUS formed the training set. The proposed al-
gorithm achieves competitive results using hashed spectra, so that it
can employ large training data in a memory-saving manner. Also, its
iteration free separation is a plus for the run-time efficiency.
Since the experimental setup is different, a fair comparison is not
possible to those existing methods, but we can still gauge the per-
formance of BWSS. For example, a completely supervised model
where both the speaker identity and noise type is known (KL-NMF
supervised), the usual KL-NMF performs very well (10.23 versus
6.99 dB in Exp. #2). For the semi-supervised case using KL-NMF, a
direct comparison is not possible because it assumes unknown noise,
while in Exp. #3 we assumed anonymity of speakers (7.22 versus
7.47 dB). USM catches up the performance by introducing a larger
dictionary and the block sparsity as regularizer, whose supervised
case loosely corresponds to Exp. #3 (10.41 versus 7.47 dB).
Another comparison would be with [19], where an online PLCA al-
gorithm was proposed, but tested with a different speech dataset. For
a rough comparison, in all three BWSS experiments, we obtained
better SDR and SAR than online PLCA, but marginally worse SIR.
From this comparison, we see that BWSS does not outperform
the existing dictionary-based algorithm. Also note that the STOI
improvement of BWSS results are not very impressive. However,
BWSS performs reasonably well given its low operational cost
thanks to its bitwise operations. For example, BWSS can be a viable
solution in an extreme environment with little resource. Or, it can be
used to better initialize the full NMF/PLCA-based models.
5. CONCLUSION AND FUTURE WORK
We proposed a fully bitwise source separation algorithm. By re-
formulating the dictionary-based separation algorithm in the bi-
nary hash code domain, partial rank orders in particular, we could
achieve a nonparametric and iteration-free posterior estimation pro-
cess which is based on bitwise operations on the binarized feature
space. Experiment shows convincing separation results for speech
denoising tasks, showcasing the potential of the proposed method
in small devices with limited resources. Giving a temporal struc-
ture to the algorithm and its application to NMF basis vectors are
potentially interesting future directions.
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