SIGNIFICANCE AND EXPLANATION
A Minimax arguments from the calculus of variations serve as an important tool in establishing the existence of nonlinear vibrations of discrete mechanical systems as modelled by Hamilton's equations.
In these arguments One of the variants of the Borsuk-Ulam Theorem states that if 9 is a bounded neighborhood of 0 in R n which is symmetric with respect to the origin and is a continuous odd map of a3 into a proper subspace of Rn, then f has a zero on 0 [I). An extension of this result to an infinite dimensional setting for a class of Fredholm maps was carried out by Granas (2) and more quantitative versions of the result which provide lower bounds for a topological measure of the size of f-(0) 30 both in finite and infinite dimensions have been given by Holm and Spanier (3). ISee also (41).
Our main goal in this paper is to obtain analogous results when 0 is invariant and f equivariant with respect to an S1 rather than a Z 2 action. For a class of such actions which are fixed point free on R 2n to), available tools such as the index theory of [51 lead to an S1 version of the can be used to obtain a Borsuk-Ulam Theorem for a class of non-free S actions. In §1 some properties of this index theory will be developed in a restricted setting. (A more systematic development will be carried out in a future paper). Some S I versions of the Borsuk-Ulam Theorem will be proved in §2. A special case is the following analogue of the Z2 result:
Sponsored 
A Relative Index
Throughout this section G -S 1 , the group of complex numbers of norm 1. Suppose X is a paracompact G-space, i.e. G(-S') acts on X. As usual, the fixed point set under this action is given by x w (x a X : gx -x for all g 6 G).
Also, for x 6 X, the isotropy subgroup at x 6 X is given by G {g a G : gx -x}. x
Note, that because G -S 1 , G x is a finite cyclic group when x # XG.
Following 151, let n -(tG'PB G ) denote the universal G-bundle, e.g. (because G -S 1 and coefficients are rational). When X is a finite dimensional separable metric space, so is X/G and hence Hn(X,XG) vanishes for n sufficiently large.
We now proceed to calculate an important example. Suppose that G -S1
acts linearly on Rn -R x --x R, the n-fold cartesian product of the real 
HG (GHG

G
Proof.
Consider the short exact sequence of H*(BG)-modules
+ * (S)X-).
Let j and I denote the fundamental class of S n -1
and sA-i respectively, and Y -(1 j 1), 0 -( 0 ). Then, we have two cases:
In either case ,(a n .0) is in the image of i' while the elements (a j 6 8), j < n', are not. This gives the desired result.
Proof of Proposition (1.5).
Apply the previous lemma.
Proposition (1.5) is the key to the following Theorem.
(cf. Proposition Proposition (1.11) (Piercing Property). Let X denote a paracompact Gand X x I the corresponding G-space with action g(x,t) -(gx,t), g 0 G, We next consider special forms of the monotonicity and additivity properties which will be useful in the next section. If G does not have prime order, the problem is more complicated.
We close this section with the following result which was not included in
[5] and will also prove useful.
Proposition (1.15). When X is compact and X G -1, then
Proof. For x Q X, the orbit Qc -G/Gx, where G. is the isotropy group at x. G x is a finite cyclic group and Index,(Gx) -1 ([51, Proposition
6.12). A suitable neighborhood N(Gx) of this orbit also has
Index N(Gx) -1. Since X is compact, a finite number of such neighborhoods cover X and subadditivity (51, Proposition 6.6) completes the proof.
-11- We now proceed to determine the index of the zero set Z.
Theorem (2.3). Under the hypotheses of (2.2), if Z -f-(0)
n Ind Z ) a' -b'.
-13-
ii. 
H-1 (K)
. we ee that a t0-0so that a' 4 s.t < (a'-bl) + bo a as which is a contradiction. Thus, Ind. Z 3 a' -bl.
H> (K,KG)
G id 1 4 -L1((an)G) 6> L ()). 1_1 ( ) G- Hl(ag, (aa)G)
Corollary (2.4). if ft A *
is the identity map on A0and Z isaas above, then
3. Applications.
In this section some applications of Theorem 2.3 will be given. First some finite and infinite dimensional intersection theorems will be obtained.
Then these results will bb used to prove an abstract critical point theorem in an S 1 setting. In the applications below we will be dealing with situations in which X n FixS 1 .
Hence XG = and indC(xxG) = Ind QX,)
*
Index X ([51).
As a convenience we list the properties of Ind a from [5)
(and (1.14)) we will require below, and at the same time suppress the a
We also let Ck(X,Y) denote the set of k times continuously Frechet differentiable mappings from X to Y. i. Choosing B -K 0 , we see (I) and the continuity of I imply that sup I < .
E0
Theorem 3.14: Suppose that ZS1 batisfy (*) and I 6 C 1 (K,R) is a G- . One cannot obtain Theorem 3.14 by merely restricting to a subgroup of 81 of order two and e.g. appealing to (7). (ii) if B r I and Z is an invariant set with With the aid of these sets r, we define a sequence of minimax values:
. ,er ue X7Y m -m 0 -(m-m0-1) -1 ?b complete the proof of Theorem 3.14, we will show grown more rapidly than quadratically in an appropriate sense. see [7] .
Remark 3.30: The novelty of Theorem 3.14 is not so much the conclusion of the theorem, since it is close to results of [91 and (11] but in the minimax characterization it provides for the critical values cj. This characterization has proved to be useful in some recent perturbation results (6].
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