Abstract. This paper is based on the first author's lectures at the 2012 University of Regina Workshop "Connections Between Algebra and Geometry". Its aim is to provide an introduction to the theory of higher secant varieties and their applications. Several references and solved exercises are also included.
Introduction
Secant varieties have travelled a long way from 19th century geometry to nowadays where they are as popular as ever before. There are different reasons for this popularity, but they can summarized in one word: applications. These applications are both pure and applied in nature. Indeed, not only does the geometry of secant varieties play a role in the study projections of a curve, a surface or a threefold, but it also in locating a transmitting antenna [Com00] .
In these lectures we introduce the reader to the study of (higher) secant varieties by providing the very basic definition and properties, and then moving the most direct applications. In this way we introduce the tools and techniques which are central for any further study in the topic. In the last lecture we present some more advanced material and provide pointers to some relevant literature. Several exercises are included and they are meant to be a way for the reader to familiarize himself or herself with the main ideas presented in the lectures. So, have fun with secant varieties and their many applications! The paper is structured as follows. In Section 2 we provide the basic definition and properties of higher secant varieties. In particular, we introduce one of the basic result in the theory, namely Terracini's Lemma, and one main source of examples and problems, namely Veronese varieties. In Section 3 we introduce Waring problems and we explore the connections with higher secant varieties of Veronese varieties. Specifically, we review the basic result by Alexander and Hirschowitz. In Section 4, Apolarity Theory makes in its appearance with the Apolarity Lemma. We see how to use Hilbert functions and sets of points to investigate Waring problems and higher secant varieties to Veronese varieties. In Section 5 we give pointers to the literature giving reference to the topics we treated in the paper. We also provide a brief description and references for the many relevant topics which we were not able to include in the lectures because of time constraints. Finally, we provide solutions to the exercises in Section 6.
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Lecture One
In what follows, X ⊂ P N will denote an irreducible, reduced algebraic variety; we work over an algebraically closed field of characteristic zero, which we assume to be C.
The topic of this lecture are higher secant varieties of X.
Definition 2.1. The s-th higher secant variety of X is σ s (X) = P1,...,Ps∈X P 1 , . . . , P s , where the over bar denotes the Zariski closure.
In words, σ s (X) is the closure of the union of s-secant spaces to X.
1
Example 2.2. If X ⊂ P 2 is a curve and not a line then σ 2 (X) = P 2 , the same is true for hypersurfaces which are not hyperplanes. But, if X ⊂ P 3 is a non-degenerate curve (i.e. not contained in a hyperplane), then σ 2 (X) can be, in principle, either a surface or a threefold.
We note that the closure operation is in general necessary, but there are cases in which it is not. Exercise 2.3. Show that the union of chords (secant lines) to a plane conic is closed. However, the union of the chords of the twisted cubic curve in P 3 is not.
In general, we have a sequence of inclusions
If X is a linear space, then σ i (X) = X for all i and all of the elements of the sequence are equal.
Remark 2.4. If X = σ 2 (X) then X is a linear space. To see this consider a point P ∈ X and the projection map π P : P N P N −1 . Let X 1 = π P (X) and notice that dim X 1 = dim X − 1 and that σ 2 (X 1 ) = X 1 . If X 1 is a linear space also X is so and we are done. Otherwise iterate the process constructing a sequence of varieties X 2 , . . . , X m of decreasing dimension. The process will end with X m equal to a point and then X m−1 a linear space. Thus X m−2 is a linear space and so on up to the original variety X.
Exercise 2.5. For X ⊂ P N , show that, if σ i (X) = σ i+1 (X) = P N , then σ i (X) is a linear space and hence σ j (X) = σ i (X) for all j ≥ i.
1 Some authors use the notation S(X) for the (first) secant variety of X, which corresponds to σ 2 (X), and S k (X) to denote the kth secant variety to X, which corresponds to σ k+1 (X). We prefer to reference the number of points used rather than the dimension of their span because this is often more relevant for applications because of its connection to rank.
Using this remark and Exercise 2.5, we can refine our chain of inclusions for X a non degenerate variety (i.e. not contained in a hyperplane).
Exercise 2.6. If X ⊆ P N is non-degenerate, then there exists an r ≥ 1 with the property that X = σ 1 (X) σ 2 (X) . . . σ r (X) = P N .
In particular, all inclusions are strict and there is a higher secant variety that coincides with the ambient space.
It is natural to ask: what is the smallest r such that σ r (X) = P N ? Or more generally: what is the value of dim σ i (X) for all i?
As a preliminary move in this direction, we notice that there is an expected value for the dimension of any higher secant variety of X that arises just from the naive dimension count. That is to say, if the secant variety doesn't fill the ambient space, a point is obtained by choosing s points from an n-dimensional variety and one point in the P s−1 that they span.
Definition 2.7. For X ⊂ P N , set n = dim X. The expected dimension of σ s (X) is expdim(σ s (X)) = min{sn + s − 1, N }.
Notice also that the expected dimension is also the maximum dimension of the secant variety. Moreover, if the secant line variety σ 2 (X) does not fill the ambient P N , then X can be isomorphically projected into a P N −1 . This interest in minimal codimension embeddings is one reason secants were classically studied.
Exercise 2.8. Let X ⊆ P n be a curve. Prove that σ 2 (X) has dimension 3 unless X is contained in a plane. (This is why every curve is isomorphic to a space curve but only birational to a plane curve.)
There are cases in which expdim(σ i (X)) = dim(σ i (X)) and these motivate the following Definition 2.9. If expdim(σ i (X)) = dim(σ i (X)) then X is said to be i-defective or simply defective. Remark 2.10. Notice that dim(σ i+1 (X)) ≤ dim(σ i (X)) + n + 1, where n = dim X. This means that if σ i (X) = P N and X is i-defective, then X is j-defective for j ≤ i.
Let's now see the most celebrated example of a defective variety, the Veronese surface in P 5 .
Example 2.11. Consider the polynomial ring S = C[x, y, z] and its homogeneous pieces S d . The Veronese map ν 2 is the morphism
In coordinates this map can be described in terms of the standard monomial basis x, y, z for S 1 and the standard monomial basis x 2 , 2xy, 2xz, y 2 , 2yz, z 2 for S 2 . Thus the Veronese map can be written as the map
The Veronese surface is then defined as the image of this map, i.e. the Veronese surface is X = ν 2 (P 2 ) ⊆ P 5 .
We now want to study the higher secant varieties of the Veronese surface X. In particular we ask: is dim σ 2 (X) = expdim(σ 2 (X)) = 5? In other words, does σ 2 (X) equal P 5 ? To answer this question, it is useful to notice that elements in S 2 are quadratic forms and, hence, are uniquely determined by 3 × 3 symmetric matrices. In particular, P ∈ P 5 can be seen as P = [Q] where Q is a 3 × 3 symmetric matrix. If P ∈ X then Q also has rank equal one. Thus we have,
where H is the projective variety determined by the set of 3 × 3 symmetric matrices of rank at most two. Clearly H is the hypersurface defined by the vanishing of the determinant of the general 3 × 3 symmetric matrix and hence X is 2-defective.
Exercise 2.12. Let M be an n × n symmetric matrix of rank r. Prove that M is a sum of r symmetric matrices of rank 1.
Exercise 2.13. Show that H = σ 2 (X).
Exercise 2.14. Repeat the same argument for X = ν 2 (P 3 ). Is X 2-defective?
In order to deal with the problem of studying the dimension of the higher secant varieties of X we need to introduce a celebrated tool, namely Terracini's Lemma, see [Ter11] .
Lemma 2.15 (Terracini's Lemma). Let P 1 , . . . , P s ∈ X be general points and P ∈ P 1 , . . . , P s ⊂ σ s (X) be a general point. Then the tangent space to σ s (X) in P is
Remark 2.16. To get a (affine) geometric idea of why Terracini's Lemma holds, we consider an affine curve γ(t). A general point on P ∈ σ 2 (γ) is described as
. A neighborhood of P is then described as
Hence the tangent space T P (σ s (γ)) is spanned by
and this is the affine span of the affine tangent spaces {γ(s 0 ) + αγ ′ (s 0 ) : α ∈ R} and {γ(t 0 ) + βγ
As a first application of Terracini's Lemma, we consider the twisted cubic curve.
Example 2.17. Let X be the twisted cubic curve in P 3 , i.e. X = ν 3 (P 1 ) where ν 3 is the map ν 3 :
We want to compute dim σ 2 (X) = dim T P (σ 2 (X)) at a generic point P . Using Terracini's Lemma it is enough to choose generic points P 1 , P 2 ∈ X and to study the linear span T P1 (X), T P2 (X) .
In particular, σ 2 (X) = P 3 if and only if the lines T P1 (X) and T P2 (X) do not intersect, that is, if and only if there does not exist a hyperplane containing both lines.
If H ⊂ P 3 is a hyperplane, then the points of H ∩ X are determined by finding the roots of the degree three homogeneous polynomial g(s, t) defining ν −1 3 (H) ⊂ P 1 . If H ⊃ T P1 (X) then g has a double root. However, the homogeneous polynomial is smooth and thus, in the general case, no hyperplane exists containing both tangent lines.
In conclusion, σ 2 (X) = P 3 .
Exercise 2.18. Prove that if H ⊃ T P (X), then the polynomial defining ν 
In coordinates, using suitable monomial bases for S 1 and S d , ν d is the morphism
where N = Example 2.21. The rational normal curve X = ν 2 (P 1 ) ⊂ P 2 is an irreducible conic. It is easy to see that σ 2 (X) = P 2 = P(S 2 ). This equality can also be explained by saying that any binary quadratic form Q is the sum of two squares of linear forms, i.e. Q = L 2 + M 2 .
Exercise 2.22. Consider the rational normal curve in P 3 , i.e. the twisted cubic curve X = ν 3 (P(S 1 )) ⊂ P(S 3 ). We know that σ 2 (X) fills up all the space. Can we write any binary cubic as the sum of two cubes of linear forms? Try x 0 x 2 1 . Exercise 2.23. We described the Veronese variety X = ν d (P n ) in parametric form by means of the relation: [F ] ∈ X if and only if F = L d . Use this description and standard differential geometry to compute T [L d ] (X) (describe this as a vector space of homogeneous polynomials). This can be used to apply Terracini's Lemma, for example, to the twisted cubic curve.
Lecture Two
In the last lecture we spoke about higher secant varieties in general. Now we focus on the special case of Veronese varieties. Throughout this lecture we will consider the polynomial ring S = C[x 0 , . . . , x n ].
An explicit description of the tangent space to a Veronese variety will be useful, so we give it here.
We can use this to revisit the Veronese surface example.
Example 3.2. Consider the Veronese surface X = ν 2 (P 2 ) ⊂ P 5 . To compute dim(σ 2 (X)) we use Terracini's Lemma. Hence we choose two general points
] ∈ X and we consider the linear span of their tangent spaces
By applying Grassmann's formula, and noticing that
we get dim T = 3 + 3 − 1 − 1 = 4 and hence σ 2 (X) is a hypersurface.
The study of higher secant varieties of Veronese varieties is strongly connected with a problem in polynomial algebra: the Waring problem for forms, i.e. for homogeneous polynomials, see [Ger96] . We begin by introducing the notion of Waring rank.
Definition 3.3. Let F ∈ S be a degree d form. The Waring rank of F is denoted rk(F ) and is defined to be the minimum s such that we have
It is 1 if L and N are proportional and 2 otherwise. For more than two factors the computation of the Waring rank for a sum of powers of linear form is not trivial.
We can now state the Waring problem for forms, which actually comes in two fashions. The big Waring problem asks for the computation of
for a generic element F ∈ S d , i.e. for a generic degree d form in n + 1 variables. The little Waring problem is more ambitious and asks us to determine the smallest integer
Remark 3.5. To understand the difference between the big and the little Waring problem we can refer to a probabilistic description. Pick a random element F ∈ S d , then rk(F ) ≤ G(n, d) and with probability one rk(F ) = g(n, d) (actually equality holds). However, if the choice of F is unlucky, it could be that rk(F ) > g(n, d). Note also that these notions are field dependent, see [CO12] for example. The big Waring problem has a nice geometric interpretation using Veronese varieties -this interpretation allows for a complete solution to the problem. Also the little Waring problem has a geometric aspect but this problem, in its full generality, is still unsolved.
Remark 3.7. As the Veronese variety X = ν d (P n ) ⊂ P N parameterizes pure powers in S d , it is clear that g(n, d) is the smallest s such that σ s (X) = P N . Thus solving the big Waring problem is equivalent to finding the smallest s such that secant variety σ s (X) fills up P N . On the other hand, as taking the Zariski closure of the set P1,...,Ps∈X P 1 , . . . , P s is involved in defining σ s (X), this is not equivalent to solving the little Waring problem. Let's consider two examples to better understand the difference between the two problems.
Example 3.9. Let X = ν 2 (P 1 ) ⊂ P 2 be the rational normal curve in P 2 , i.e. a non-degenerate conic. We know that σ 2 (X) = P 2 and hence g(n = 1, d = 2) = 2. But we also know that each point of P 2 lies on the span of two distinct points of X -every 2 × 2 symmetric matrix is the sum of two rank-one symmetric matrices -thus G(n = 1, d = 2) = 2. In particular this means that the Waring rank of a binary quadratic form is always at most two.
Example 3.10. Let X = ν 3 (P 1 ) ⊂ P 3 be the rational normal curve. Again, we know that σ 2 (X) = P 3 and hence g(n = 1, d = 3) = 2. However, there are degree three binary forms F such that rk(F ) = 3, and actually G(n = 1, d = 3) = 3.
To understand which the bad forms are, consider the projection map π P from any point P = [F ] ∈ P 3 . Clearly, if P ∈ X, π p (X) is a degree 3 rational plane curve. Hence, it is singular, and being irreducible, only two possibilities arise. If the singularity is a node, then P = [F ] lies on a chord of X, and thus F = L 3 + N 3 . But, if the singularity is a cusp, this is no longer true as P lies on a tangent line to X and not on a chord. Thus, the bad binary cubics lie on tangent lines to the twisted cubic curve. In other words, the bad binary cubics are of the form L 2 N .
Exercise 3.11. For binary forms, we can stratify PS 2 using the Waring rank: rank one elements correspond to points of the rational normal curve, while all the points outside the curve have rank two. Do the same for binary cubics and stratify
We can produce a useful interpretation of Terracini's Lemma in the case of Veronese varieties. We consider the Veronese variety
Remark 3.12. If H ⊂ P N is a hyperplane, then ν 
n . This is clearly true since ν
Remark 3.14.
n . This can be seen using apolarity or by direct computation choosing
We illustrate the last remark in an example. Exercise 3.16. Repeat the argument above to prove the general statement: if
We will now elaborate on the connection between double point schemes and higher secant varieties to Veronese varieties.
Definition 3.17. Let P 1 , . . . , P s ∈ P n be points with defining ideals ℘ 1 , . . . , ℘ s respectively. The scheme defined by the ideal ℘ 2 1 ∩ . . . ∩ ℘ 2 s is called a 2-fat point scheme or a double point scheme.
There is a bijection between
and {degree d hypersurfaces of P n singular at P 1 , . . . ,
Using the double point interpretation of Terracini's Lemma we get the following criterion to study the dimension of higher secant varieties to Veronese varieties.
Lemma 3.19. Let X = ν d (P n ) ⊂ P N and choose generic points P 1 , . . . , P s ∈ P n with defining ideals ℘ 1 , . . . , ℘ s respectively. Then
Example 3.20. We consider, again, the Veronese surface X in P 5 . To determine dim σ 2 (X) we choose generic points P 1 , P 2 ∈ P 2 and look for conics singular at both points, i.e. elements in (℘ 2 1 ∩ ℘ 2 s ) 2 . Exactly one such conic exists (the line through P 1 and P 2 doubled) and hence σ 2 (X) is a hypersurface.
Exercise 3.21. Solve the big Waring problem for n = 1 using the double points interpretation.
We now return to the big Waring problem. Notice that the secant variety interpretation and a straightforward dimension count yields an expected value for g(n, d) which is d+n n n + 1 .
This expectation turns out to be true except for a short list of exceptions. A complete solution for the big Waring problem is given by a celebrated result by Alexander and Hirschowitz, see [AH92] .
, any n where rk(F ) = n + 1.
• d = 4, n = 2 where rk(F ) = 6 and not 5 as expected.
• d = 4, n = 3 where rk(F ) = 10 and not 9 as expected.
• d = 3, n = 4 where rk(F ) = 8 and not 7 as expected.
• d = 4, n = 4 where rk(F ) = 15 and not 14 as expected.
Remark 3.23. A straightforward interpretation of the Alexander and Hirschowitz result in terms of higher secants is as follows. The number g(n, d) is the smallest s such that σ s (ν d (P n )) = P N , unless n and d fall into one of the exceptional cases above.
Remark 3.24. Actually the Alexander and Hirschowitz result gives more for higher secant varieties of the Veronese varieties, namely that ν d (P n ) is not defective, for all s, except for the exceptional cases.
Let's now try to explain some of the defective cases of the Alexander-Hirschowitz result.
Example 3.25. For n = 2, d = 4 we consider X = ν 4 (P 2 ) ⊂ P 14 . In particular, we are looking for the smallest s such that σ s (X) = P 14 . We expect s = 5 to work and we want to check whether this is the case or not. To use the double points interpretation, we choose 5 generic points P 1 , . . . , P 5 ∈ P 2 and we want to determine dim(℘ 2 1 ∩ . . . ∩ ℘ 2 5 ) 4 . To achieve this, we want to know the dimension of the space of quartic curves that are singular at each P i . Counting conditions we have 15 − 5 × 3 = 0 and expect
In fact, there exists a conic passing through the points P i and this conic doubled is a quartic with the required properties. Thus,
) 4 ≥ 1, and dim σ 5 (X) ≤ 14 − 1 = 13.
Exercise 3.26. Show that σ 5 (ν 4 (P 2 )) is a hypersurface, i.e. that it has dimension equal to 13.
Exercise 3.27. Explain the exceptional cases d = 2 any n.
Exercise 3.28. Explain the exceptional cases d = 4 and n = 3, 4.
Exercise 3.29. Explain the exceptional case d = 3 and n = 4. (Hint: use Castelnuovo's Theorem which asserts that there exists a (unique) rational normal curve passing through n + 3 generic points in P n .)
Lecture Three
In the last lecture we explained the solution to the big Waring problem and showed how to determine the Waring rank rk(F ) for F a generic form. We now focus on a more general question: given any form F what can we say about rk(F )?
The main tool we will use is Apolarity and, in order to do this, we need the following setting. Let S = C[x 0 , . . . , x n ] and T = C[y 0 , . . . , y n ]. We make T act on S via differentiation, i.e. we define
i.e. y i • x j = 1 if i = j and it is zero otherwise. We then extend the action to all T so that ∂ ∈ T is seen as a differential operator on elements of S; from now on we will omit •. If A is a subset of a graded ring, we let A d denote the degree d graded piece of A.
Definition 4.1. Given F ∈ S d we define the annihilator, or perp ideal, of F as follows:
Exercise 4.2. Show that F ⊥ ⊂ T is an ideal and that it also is Artinian, i.e.
Exercise 4.3. Let S i and T i denote the degree i homogenous pieces of S and T respectively. Show that the map
Remark 4.4. Recall that Artinian Gorenstein rings are characterized by the property that they are all of the form A = T /F ⊥ . Moreover, a property of such an A is that it is finite dimensional, and the Hilbert function is symmetric. In what follows we will make use of Hilbert functions, thus we define them here.
Definition 4.6. For an ideal I ⊂ T we define the Hilbert function of T /I as
Example 4.7. Let F ∈ S d . We see that HF (T /F ⊥ , t) = 0 for all t > d, in fact all partial differential operators of degree t > d will annihilate the degree d form F and hence (T /F ⊥ ) t = 0, for t > d. From the remark above we also see that
is a symmetric function with respect to d+1 2 of t. An interesting property of the ideal F ⊥ is described by Macaulay's Theorem (see [Mac1927] ).
an Artinian Gorenstein ring with socle degree d. Conversely, if T /I is an Artinian Gorenstein ring with socle degree
Let's now see how apolarity relates to the Waring rank. Recall that s = rk(F ) if and only if F = 
We want to show that in case 1 we have F = L 3 . From the Hilbert function we see that (F ⊥ ) 1 = ∂ 1 . From the perfect pairing property we see that
Thus we can find L 0 ∈ S 1 such that ∂ 1 L 0 = 1 and
We now perform a linear change of variables and we obtain a polynomial We want now to show that in case 2 we have rk(F ) = 2 or rk(F ) = 3. We note that rk(F ) = 1, otherwise (F ⊥ ) 1 = 0. As in this case (F ⊥ ) 1 = 0, we consider the degree two piece, (F ⊥ ) 2 = Q . We have to possibilities Q = ∂∂ ′ , where ∂ and ∂ ′ are not proportional, or Q = ∂ 2 .
If Q = ∂∂ ′ , where ∂ and ∂ ′ are not proportional, we can construct a basis for
and
Then we perform a change of variables and obtain
, and show that the degree 3 polynomial H is the zero polynomial. To do this, it is enough to show that (H ⊥ ) 3 = T 3 . We now compute that ∂ 3 H = 6aL − 6aL = 0 and ,
We then notice that
2 we assume by contradiction that rk(F ) = 2, thus F = N 3 + M 3 for some linear forms N and M . There exist linearly independent differential operators ∂ N , ∂ M ∈ S 1 such that
⊥ and this is a contradiction as Q is the only element in (F ⊥ ) 2 and it is a square.
Remark 4.11. We consider again the case of binary cubic forms. We want to make a connection between the Waring rank of F and certain ideals contained in F ⊥ . If rk(F ) = 1 then we saw that F ⊥ ⊃ (∂ 1 ) and this is the ideal of one point in
and this the ideal of two distinct points in P 1 ; as (F ⊥ ) 1 = 0 there is no ideal of one point contained in the annihilator. Finally, if rk(F ) = 3, then F ⊥ ⊃ (∂ 2 ) and there is no ideal of two points, or one point, contained in the annihilator. However, (F ⊥ ) 3 = T 3 and we can find many ideals of three points.
There is a connection between rk(F ) and set of points whose ideal I is such that I ⊂ F ⊥ . This connection is the content of the Apolarity Lemma, see [IK99] .
Lemma 4.12. Let F ∈ S d be a degree d form in n+1 variables. Then the following facts are equivalent:
Example 4.13. We use the Apolarity Lemma to explain the Alexander-Hirschowitz defective case n = 2 and d = 4. Given a generic F ∈ S 4 we want to show that rk(F ) = 6 and not 5 as expected. To do this we use Hilbert functions.
Thus by computing HF (T /F ⊥ , t) we get information on the Hilbert function of any ideal contained in the annihilator, and in particular for ideal of sets of points. t 0 1 2 3 4 5 6 HF (T /F ⊥ , t) 1 3 6 3 1 0 →
In particular, HF (T /F ⊥ , 2) = 6 means that for no set of 5 points its defining ideal I could be such that I ⊂ F ⊥ . It is in general very difficult to compute the Waring rank of a given form and (aside from brute force) no algorithm exists which can compute it in all cases. Lim and Hillar show that this problem is an instance of the fact that, as their title states, "Most tensor problems are NP-Hard," [HL09] . However, we know rk(F ) when F is a quadratic form, and we do have an efficient algorithm when F is a binary form. Exercise 4.17. Compute rk(F ) when F is a quadratic form.
Remark 4.18. The Waring rank for monomials was determined in 2011 in a paper of Carlini, Catalisano and Geramita, see [CCG12] , and independently by Buczyńska, Buczyński, and Teitler, see [BBT13] . In particular, it was shown that
where 1 ≤ a 0 ≤ a 1 ≤ . . . ≤ a n .
We conclude this lecture by studying the Waring rank of degree d forms of the kind 3 . We want to know rk(F ). For a generic choice of a and b, we have rk(F ) = 2, but for special values of a and b rk(F ) = 3. The idea is that the rank three element of PS 3 lie on the tangent developable of the twisted cubic curve, which is an irreducible surface. Hence, the general element of the plane
has rank two, but there are rank three elements.
whenever L, M and N are linearly independent linear forms.
Lecture Four
In the last lecture we introduced the Apolarity Lemma and used it to study the Waring rank of a given specific form. In this lecture we will go back to the study of higher secant varieties of varieties that are not Veronese varieties.
The study of higher secant varieties of Veronese varieties is connected to Waring's problems, and hence with sum of powers decompositions of forms. We now want to consider tensors in general and not only homogenous polynomials, which correspond to symmetric tensors.
Consider C-vector spaces V 1 , . . . , V t and the tensor product
Elementary tensors are the building blocks of V . More specifically, there is a basis of V consisting of elementary tensors, so any tensor T ∈ V can be written as a linear combination of elementary tensors; in this sense elementary tensors are analogous to monomials.
A natural question is: given a tensor T what is the minimum s such that T = s 1 T i where each T i is an elementary tensor? The value s is called the tensor rank of T and is the analogue of Waring rank for forms. Of course we could state tensor versions of the Waring's problems and try to solve them as well.
In order to study these problems geometrically, we need to introduce a new family of varieties.
Definition 5.2. Given vector spaces V 1 , . . . , V t the Segre map is the map
and the image variety is called a Segre variety or the Segre product of PV 1 , . . . , PV t .
If the vector spaces are such that dim V i = n i + 1, then we will often denote by
the image of the Segre map. In particular, X ⊂ P(V 1 ⊗ . . . ⊗ V t ) = P N where N + 1 = Π(n i + 1). Note that dim X = n 1 + . . . + n t .
By choosing bases of the vector spaces V i we can write the Segre map in coordinates Example 5.3. Consider X = P 1 × P 1 , then X ⊂ P 3 is a surface. The Segre map is
If z 0 , z 1 , z 2 , and z 3 are the coordinates of P 3 , then it is easy to check that X has equation
Thus X is a smooth quadric in P 3 .
Example 5.4. Consider again X = P 1 × P 1 ⊂ P 3 . We identify P 3 with the projectivization of the vector space of 2 × 2 matrices. Using this identification we can write the Segre map as
Thus X represents the set of 2×2 matrices of rank at most one and the ideal of X is generated by the vanishing of the determinant of the generic matrix z 0 z 1 z 2 z 3 .
Exercise 5.5. Workout a matrix representation for the Segre varieties with two factors P n1 × P n2 .
Before entering into the study of the higher secant varieties of Segre varieties, we provide some motivation coming from Algebraic Complexity Theory.
Example 5.6. The multiplication of two 2 × 2 matrices can be seen as bilinear map
or, equivalently, as a tensor
It is interesting to try to understand how many multiplications over the ground field are required to compute the map T . If we think of T as a tensor, then we can write it as a linear combination of elementary tensors and each elementary tensor represents a multiplication. The naive algorithm for matrix multiplication, which in general uses n 3 scalar multiplications to compute the product of two n × n matrices, implies that T can be written as
and, even more, that T is the sum of 7 elementary tensors
Strassen's algorithm actually holds for multiplying matrices over any algebra. Thus by viewing a given n × n matrix in one with size a power of 2, one can use Strassen's algorithm iteratively. So 2 m × 2 m matrices can be multiplied using 7 m multiplications. In particular, this method lowers the upper bound for the complexity of matrix multiplication from n 3 to n log 2 7 ≃ n 2.81 . After Strassen's result, it was shown that the rank of T is not smaller than 7. On the other hand, much later, Landsberg proved that the border rank of T is 7, that is to say that T ∈ σ 6 (P 3 × P 3 × P 3 ), [Lan06] .
The question of the complexity of matrix multiplication has recently been called one of the most important questions in Numerical Analysis [Tre12] . The reason for this is that the complexity of matrix multiplication also determines the complexity of matrix inversion. Matrix inversion is one of the main tools for solving a square system of linear ODE's.
Williams, in 2012, improved the Coppersmith-Winograd algorithm to obtain the current best upper bound for the complexity of matrix multiplication [Wil12] , but it would lead us to far afield to discuss this here. On the other hand, the current best lower bounds come from the algebra and geometry of secant varieties. These bounds arise by showing non-membership of the matrix multiplication tensor on certain secant varieties. To do this, one looks for non-trivial equations that vanish on certain secant varieties, but do not vanish on the matrix multiplication tensor. Indeed, the best results in this direction make use of representation theoretic descriptions of the ideals of secant varieties. For more, see [Lan12b, LO11a] .
5.1. Dimension of secant varieties of Segre varieties. In the 2 × 2 matrix multiplication example, we should have pointed out the fact that σ 7 (P 3 × P 3 × P 3 ) actually fills the ambient space, so almost all tensors in P(C 4 ⊗ C 4 ⊗ C 4 ) have rank 7. For this and many other reasons we would like to know the dimensions of secant varieties of Segre varieties.
Like in the polynomial case, there is an expected dimension, which is obtained by the naive dimension count. When X is the Segre product
We would like to have an analogue of the Alexander-Hirschowitz theorem for the Segre case, however, this is a very difficult problem. See [AOP09] for more details. There are some partial results, however. For example Catalisano, Geramita and Gimigliano in [CGG11] show that σ s (P 1 × · · · × P 1 ) always has the expected dimension, except for the case of 4 factors.
Again, the first tool one uses to study the dimensions of secant varieties is the computation of tangent spaces together with Terracini's lemma.
Exercise 5.7. Let X = PV 1 × · · · × PV t and let [v] = [v 1 ⊗ · · · ⊗ v t ] be a point of X. Show that the cone over the tangent space to X at v is the span of the following vector spaces:
Exercise 5.8. Show that σ 2 (P 1 × P 1 × P 1 ) = P 7 .
Exercise 5.9. Use the above description of the tangent space of the Segre product and Terracini's lemma to show that σ 3 (P 1 × P 1 × P 1 × P 1 ) is a hypersurface in P
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and not the entire ambient space as expected. This shows that the four-factor Segre product of P 1 s is defective.
There are two main approaches to the study of the dimensions of secant varieties of Segre products: [CGG05a] and [AOP09] . In [CGG05a] the authors introduce and use what they call the affine-projective method. In this way, the study of the dimension of higher secant varieties of Segre, and Segre-Veronese, varieties reduces to the study of the postulation of non-reduced schemes supported on linear spaces. In [AOP09] , the authors show that the "divide and conquer" method of Alexander and Hirschowitz can be used to set up a multi-step induction proof for the non-defectivity of Segre products. They are able to obtain partial results on non-defectivity by then checking many initial cases, often using the computer. On the other hand, for the remaining cases there are many more difficult computations to do in order to get the full result.
5.2. Flattenings. Often, the first tool used to understand properties of tensors is to reduce to Linear Algebra (when possible). For this, the notion of flattenings is essential. Consider for the moment the three-factor case. We may view the vector space C a ⊗ C b ⊗ C c as a space of matrices in three essentially different ways as the following spaces of linear maps:
(A priori there are many more choices of flattenings, however, in the three-factor case the others are obtained by transposing the above maps.) When there are more than 3 factors the situation is similar, with many more flattenings to consider. For V 1 ⊗ · · · ⊗ V t , a p-flattening is the interpretation as a space of matrices with p factors on the left:
For a given tensor T ∈ V 1 ⊗ · · · ⊗ V t we call a p-flattening of T a realization of T in one of the above flattenings. This naturally gives rise to the notion of multi-linear rank, which is the vector the ranks of the 1-flattenings of T , see [CK11] .
Exercise 5.10. Show that T has rank 1 if and only if its multilinear rank is (1, . . . , 1).
Recall that a linear mapping T : (C a ) * → C b has rank r if the image of the map has dimension r and the kernel has dimension a − r. Moreover, since the rank of the transpose is also r, after re-choosing bases in C a and C b one can find rdimensional subspaces in C a and C b so that T ∈ (C r ) * ⊗C r . This notion generalizes to tensors of higher order. In particular, it is well known that T ∈ V 1 ⊗ · · · ⊗ V t has multilinear rank ≤ (r 1 , . . . , r t ) if an only if there exist subspaces
The Zariski closure of all tensors of multilinear rank (r 1 , . . . , r t ) is known as the subspace variety, denoted Sub r1,...,rt . See [LW07b] for more details.
The connection between subspace varieties and secant varieties is the content of the following exercise.
Exercise 5.11. Let X = PV 1 × · · · × PV t . Show that if r ≤ r i for 1 ≤ i ≤ t, then σ r (X) ⊂ Sub r1,...,rt .
Notice that for the 2-factor case, σ r (P a−1 × P b−1 ) = Sub r,r . Aside from the case of binary tensors (tensor products of C 2 s), another case that is well understood is the case of very unbalanced tensors. (For the more refined notion of "unbalanced" see [AOP09, § 4].) Again consider C a ⊗C b ⊗C c and suppose that a ≥ bc. Then for all r ≤ bc we have σ r (P a−1 × P b−1 × P c−1 ) = σ r (P a−1 × P bc−1 ) = Sub r,r .
Therefore we can always reduce the case of very unbalanced 3-fold tensors to the case of matrices. More generally a tensor in V 1 ⊗ · · · ⊗ V t is called very unbalanced if (n i + 1) ≥ j =i (n j + 1). In the very unbalanced case we can reduce to the case of matrices and use results and techniques from linear algebra. [Rai12] . While the result of Exercise 5.11 implies that minors of flattenings give some equations of secant varieties, often they provide no information at all. For example, consider the case of 3 × 3 × 3 tensors. One expects that σ 4 (P 2 × P 2 × P 2 ) fills the entire ambient P 26 , however this is not the case. On the other hand, one cannot detect this from flattenings since all of the flattenings are 3 × 9 matrices, which have maximum rank 3, and there are no 5 × 5 minors to consider.
Strassen noticed that a certain equation actually vanishes on σ 4 (P 2 × P 2 × P 2 ), and moreover, he shows that it is a hypersurface. Strassen's equation was studied in more generality by [LM08] , put into a broader context by Ottaviani [Ott09] generalized by Landsberg and Ottaviani [LO11b] . Without explaining the full generality of the construction, we can describe Ottaviani's version of Strassen's equation as follows.
Suppose T ∈ V 1 ⊗ V 2 ⊗ V 3 with V i ∼ = C 3 and consider the flattening
Choose a basis {v 1 , v 2 , v 3 } for V 1 and write T as a linear combination of matrices
The 3 × 3 matrices T i are called the slices of T in the V 1 -direction with respect to the chosen basis. Now consider the following matrix:
where all of the blocks are 3 × 3.
Exercise 5.12.
(1) Show that if T has rank 1 then ϕ T has rank 2. (2) Show that ϕ is additive in its argument, i.e. show that ϕ T +T ′ = ϕ T + ϕ T ′ .
The previous exercise together with the subadditivity of matrix rank implies that if T has tensor rank r then ϕ T has matrix rank ≤ 2r. In particular, if T has tensor rank 4, the determinant of ϕ T must vanish. Indeed det(ϕ T ) is Strassen's equation, and it is the equation of the degree 9 hypersurface σ 4 (P 2 × P 2 × P 2 ).
Remark 5.13. This presentation of Strassen's equation det(ϕ T ) is very compact yet its expansion in monomials is very large, having 9216 terms.
This basic idea of taking a tensor and constructing a large matrix whose rank depends on the rank of T is at the heart of almost all known equations of secant varieties of Segre products -see [LO11b] . One exception is that of the degree 6 equations in the ideal of σ 4 (P 2 × P 2 × P 3 ). The only known construction of these equations comes from representation theoretic considerations. For more details see [BO11a, LM04] .
Despite this nice picture, we actually know surprisingly little about the defining equations of secant varieties of Segre products in general, and this is an ongoing area of current research.
Solution of the exercises
In what follows if S is a subset of P n , then S denotes the smallest closed subset of P n containing S with the reduced subscheme structure. On the other hand, S denotes the smallest linear subspace of P n containing S.
Exercise 2.3. Show that the union of chords (secant lines) to a plane conic is closed. However, the union of the chords of the twisted cubic curve in P 3 is not.
Solution. Let X ⊆ P 2 be a plane conic. It suffices to show that ∪ p,q∈X p, q = P 2 . If y ∈ P 2 \X then there exists a line containing y and intersecting X in two distinct points p and q. Thus, y ∈ p, q so ∪ p,q∈X p, q = P 2 . Let X ⊆ P 3 be the twisted cubic. Exercise 2.8 implies that σ 2 (X) = P 3 . On the other hand, direct calculation shows that the point [0 : 1 : 0 : 0] ∈ P 3 lies on no secant line of X. Hence, ∪ p,q∈X p, q is not equal to its closure and hence is not closed.
Solution. It suffices to prove that, for
Since the singular locus of σ k (X) is a proper closed subset of σ k (X) there exists a non-singular point z ∈ σ k (X) such that z ∈ ∪ pi∈X p 1 , . . . , p k . Now for all y ∈ X the line y, z is contained in ∪ x∈X x, z and passes through z. Hence ∪ x∈X x, z ⊆ T z ∪ x∈X x, z . Using (1), we deduce
Hence X ⊆ T z σ k+1 (X). In addition, since σ k+1 (X) = σ k (X) we deduce
Since z is non-singular, dim T z σ k (X) = dim σ k (X). Finally, since T z σ k (X) is irreducible and σ k (X) is reduced we conclude
Exercise 2.6. If X ⊆ P N is non-degenerate then there exists an r ≥ 1 with the property that
Solution. In the notation of Exercise 2.5, set k 0 := min{k | σ k (X) = X }. It suffices to prove that there exists the following chain of strict inclusions
If σ k (X) = σ k+1 (X) then, by Exercise 2.5, σ k (X) = X and hence k ≥ k 0 .
Exercise 2.8. Let X ⊆ P n be a curve. Prove that σ 2 (X) has dimension 3 unless X is contained in a plane.
Solution. Let X := {( p, q , y) : y ∈ p, q } ⊆ G(1, 3) × P n be the incident correspondence corresponding to the (closure) of the secant line map (
Let us prove that X is contained in a plane. First note that for a fixed p ∈ X, ∪ q∈X p, q is reduced, irreducible, has dimension dim X + 1 and is contained in σ 2 (X). Hence, if σ 2 (X) has dimension dim X + 1, σ 2 (X) = ∪ q∈X p, q . Hence, there exists a non-singular x ∈ σ 2 (X) such that x ∈ ∪ q∈X p, q and such that
Since σ 2 (X) has dimension 2 then T x σ 2 (X) is a plane. Finally, note that if σ 2 (X) has dimension 1 then σ 2 (X) = σ 1 (X). Hence σ 2 (X) = X so σ 2 (X) and hence X is a line.
Solution. By performing elementary row and column operations it is possible to find an invertible n × n matrix P and complex numbers λ 1 , . . . , λ n such that
Moreover, if M has rank r then there exists {i 1 , . . . , i r } ⊆ {1, . . . , n} such that λ i = 0 for i ∈ {i 1 , . . . , i r } and λ i = 0 for i ∈ {i 1 , . . . , i r }. For k = 1, . . . , n, set m k ij := λ k p ik p jk and let M k be the matrix with i, j entry m
It remains to show that M k has rank at most 1. Let P k be the matrix with i, j entry p ik p jk . Since M k is a scalar multiple of P k it suffices to show that P k has rank at most 1. For this, we show that all 2 × 2 minors of P k are zero. Indeed an arbitrary 2 × 2 minor of P k is the determinant of the 2 × 2 matrix formed by omitting all rows except row α, β and columns γ, δ, that is, the determinant p αk p γk p αk p δk p βk p γk p βk p δk which is zero.
Exercise 2.13. Let X = ν 2 (P 2 ). Let H be the locus of 3 × 3 symmetric matrices of rank at most 2. Prove that H = σ 2 (X).
Solution. Using Exercise 2.12 we deduce that X is the locus of 3 × 3 symmetric matrices of rank at most 1. On the other hand we know that X ⊆ σ 2 (X) ⊆ H. Moreover, if M is a symmetric matrix of rank 2 then, by Exercise 2.12, M is a sum of two symmetric matrices of rank 1. Hence M ∈ σ 2 (X).
Exercise 2.14. Let H be the locus of 4 × 4 symmetric matrices of rank 2. Let X = ν 2 (P 3 ). Prove that H = σ 2 (X). Is X 2-defective?
Solution. Using Exercise 2.12 we deduce that X is the locus of 4 × 4 symmetric matrices of rank at most 1. On the other hand we know that X ⊆ σ 2 (X) ⊆ H. Moreover, if M is a symmetric matrix of rank 2 then, by Exercise 2.12, M is a sum of two symmetric matrices of rank 1. Hence M ∈ σ 2 (X). To see that X is 2-defective note that expdim(σ 2 (X)) = 7 while the locus of 4 × 4 symmetric matrices of rank at most 2 have dimension 6.
Exercise 2.18. Prove that if H ⊃ T P (X), then the polynomial defining ν −1
(H) has a double root.
Solution. This is a special case of the following more general claim which is also Exercise 3.16.
Claim: Let L ∈ S 1 be a liner form. If Λ is a hyperplane in P N containing
Proof. We can find a basis for S 1 of the form {L, L 1 , . . . , L n } where L i are linear forms. With respect to this basis, in coordinates, and using the notation Lecture 1, the image of [L] in P N is the point p = [1 : 0 : · · · : 0]. For i = 0, . . . , n let p i be the point of P N with homogeneous coordinates
into our coordinates for P n and P N with respect to the basis {L, L 1 , . . . , L n } for S 1 we conclude that T P (ν(P n )) = p 0 , . . . , p n . Let F Λ be a linear form defining Λ. Then
Clearly the partial derivatives of f vanish at q = [1 : 0 : · · · : 0] which is identified with [L] . Hence the zero locus of f , a degree d hypersurface, is singular at q. On the other hand, the zero locus of f is ν
Exercise 2.22. Consider the rational normal curve in P 3 , i.e. the twisted cubic curve X = ν 3 (P(S 1 )) ⊂ P(S 3 ). We know that σ 2 (X) fills up all the space. Can we write any binary cubic as the sum of two cubes of linear forms? Try x 0 x 2 1 .
Solution. Direct calculation shows that we cannot write x 0 x 2 1 as a linear combination of cubes of two linear forms.
Use this description and standard differential geometry to compute
Solution. Let L be a linear form. Consider an affine curve passing through L. It will have the form (L + tM ) where M is allowed to be any linear form. Considering the image in P N we have
Taking the derivative with respect to t and setting t = 0 we deduce that
Solution. Let X ⊆ P 3 be the rational normal curve. If p is a point of P 3 which does not lie on X, then considering the image of X in P 2 by projecting from p we see that either p lies on a tangent line to X or that p lies on a secant line to X. Suppose that q is not a point of X but that q lies on a tangent line. If X is the twisted cubic and p = [L 3 ] then
where M is any linear form which is not a scalar multiple of L. Thus, without loss of generality, to show that p can be written as a sum of 3 cubes it suffices to show that x 2 y is a sum of three cubes. For this, observe that
Thus, P 3 is stratified by Waring rank. Those points of rank 1 correspond to points of X. Those points of Waring rank 2 correspond to points which lie on no tangent line to X. Those points of Waring rank 3 correspond to points which lie on a tangent line and are not on X. All three of these sets are locally closed.
Exercise 3.16. Prove the general statement. If Λ is a hyperplane containing
Solution. See the solution to Exercise 2.18.
Solution. We have
Exercise 3.26. Show that σ 5 (ν 4 (P 2 )) is a hypersurface, i.e. that it has dimension equal 13.
Solution. Since σ 5 (ν 4 (P 2 )) = P 13 we conclude dim σ 5 (ν 4 (P 2 )) ≥ dim σ 4 (ν 4 (P 2 )) + 2. On the other hand we know dim σ 5 (ν 4 (P 2 )) ≤ 13. Hence it suffices to show dim σ 4 (ν 4 (P 2 )) ≥ 11. To see this we note that it costs at most 3 linear conditions for a plane curve to be singular at a point hence dim(p 2 1 ∩ . . . p 2 4 ) 4 ≥ 15 − 12 = 3 for all collections of 4 points. Applying the double point lemma for a general collection of points, we deduce that dim σ 4 (ν 4 (P 2 )) ≥ 11.
Exercise 3.27. Explain the exceptional cases d = 2 and any n.
Solution. Let us prove that g(n, 2) = n+1. A general n+1×n+1 symmetric matrix has rank n + 1 and is hence a linear combination of n + 1 symmetric matrices of rank 1 and is not a linear combination of any smaller number of rank 1 symmetric matrices. On the other hand, symmetric matrices of rank 1 are exactly those in the image of the quadratic Veronese map. This explains the exceptional case d = 2 for all n.
Solution. We want to show that g(3, 4) = 10 and not 9 and that g(4, 4) = 15 and not 14. In both cases a parameter count shows that we can find quadrics through 9 points and 14 points in P 3 and P 4 respectively. Squaring these forms produces a quartic singular at these points. Applying the double point lemma we conclude that σ 9 (ν 4 (P 3 )) and σ 14 (ν 4 (P 4 )) fail to fill up the space. On the other hand a parameter count also shows that σ 10 (ν 4 (P 3 )) and σ 15 (ν 4 (P 4 )) fill up the space.
Solution. By the double point lemma it suffices to pick 7 general points p 1 , . . . , p 7 ∈ P 4 and prove that there exists a degree 3 hypersurface in P 4 singular at p 1 , . . . , p 7 . So choose p 1 , . . . , p 7 general points. By Castelnuovo's Theorem, there exists a rational quartic curve X in P 4 passing through the points p 1 , . . . , p 7 . It suffices to prove that σ 2 (X) is a degree 3 hypersurface singular along X.
To show that σ 2 (X) is singular along X if x ∈ X, then we can show that X ⊆ T x σ 2 (X) so that X ⊆ T x σ 2 (X). Since X is non-degenerate we conclude that T x σ 2 (X) = P 4 , for all x ∈ X. Since σ 2 (X) has dimension 3 we conclude that σ 2 (X) is singular along X.
To compute the degree we project to P 2 from a general secant line and count the number of nodes. Since the resulting curve is rational the number of nodes equals the arithmetic genus of a plane curve of degree 4 which is 3. 
Hence Soc(A) is 1 dimensional and nonzero only in degree d which implies that A is Gorenstein with socle degree d.
is a symmetric function of t.
Solution. Let A = T /F
⊥ and let d be the socle degree of A. It suffices to show that for 0
Let's prove that y ∈ Soc(A). Since Soc(A) is zero in degrees less than d we will arrive at a contradiction.
To prove that y ∈ Soc(A) it suffices to prove that y annihilates every homogeneous element of A which has positive degree. If M ∈ A n and n > d − l then yM ∈ A l+n = 0 since l + n > d. On the other hand we have by assumption that yA d−l = 0. Descending induction with base case d − l proves that yA l = 0 for 0 < l < d − l. Indeed suppose 0 < n < d − l and let M ∈ A n . Suppose that yM = 0. We have M x i ∈ A n+1 for i = 0, . . . , n. By induction yM x i = 0. Hence yM m = 0 so yM ∈ Soc(A). Since deg yM < d this is a contradiction. Hence y ∈ Soc(A) which is also a contradiction.
Exercise 4.14. Use the Apolarity Lemma to compute rk(x 0 x 2 1 ). Then try the binary forms
Exercise 4.15. Use the Apolarity Lemma to explain the Alexander-Hirschowitz exceptional cases.
Solution. We explain the exceptional cases d = 4 and n = 2, 3 or 4. Then exceptional case d = 3 and n = 4 can be treated via syzygies. Since 2+2 2 = 6 > 5 if I is the ideal of 5 points in P 2 , then I contains a quadric. Since = 10 > 9 if I is the ideal of 9 points in P 3 , then I contains a quadric. Since = 15 > 14 if I is the ideal of 14 points in P 4 , then I contains a quadric. On the other hand, if F is a general form of degree 4, in C[x 0 , .., x n ], for n = 2, 3 or 4, then F ⊥ contains no quadrics. We work out the case n = 2 explicitly. The case n = 3 or 4 is similar.
Let S = C[x, y, z]. Every form F ∈ S 4 determines a linear map from the vector space of differential operators of degree 2 to the space of degree 2 polynomials in S. This map is determined by applying the differential operators to F . Explicitly, if for the target space, the matrix for this map is given by         12a 3b 3c 2d e 2f 6b 4d 2e 6g 2h 2i 6c 2e 4f 2h 2i 6j 2d 3g h 12k 3l 2m 2e 2h 2i 6l 4m 6o 2f i 3j 2m 3o 12p
Elements in the kernel of this map correspond to elements of (F ⊥ ) 2 . The collection of forms for which this map is injective is given by the non-vanishing of the determinant of this matrix. We conclude that (F ⊥ ) 2 is zero for a general quartic form in S 4 .
Note that we have shown that if F is a general form of degree 4 in C[x 0 , .., x n ], for n = 2, 3 or 4, then t 0 1 2 3 4 5
On the other hand, for every ideal I of respectively, 5 points in P 2 , 9 points in P 3 , or 14 points in P 4 , we have shown that
Thus, using the Apolarity Lemma, a general quartic form in C[x 0 , .., x n ], for n = 2, 3 or 4, cannot have rank respectively, 5, 9, or 14.
To see an issue which arises in the case exceptional case d = 3 and n = 4, note that if F is any cubic form in C[x 0 , x 1 , x 2 , x 3 , x 4 ] then t 0 1 2 3 4 HF (T /F ⊥ , t) 1 5 5 1 0 → Thus the Hilbert function HF (T /F ⊥ , t) is the same for all
Nevertheless, the exceptional case d = 3 and n = 4 can still be explained using the Apolarity Lemma, although a more detailed study is needed to conclude that F ⊥ for a general F ∈ C[x 0 , x 1 , x 2 , x 3 , x 4 ] 3 contains no ideal of 7 points in P 3 . See the paper [RS00] for a more detailed discussion. 
Solution. It is clear that rk(L
is not less than 3, without loss of generality it suffices to consider the case that
would contain a linear form which it does not.
Solution. Let
. Now consider A ⊗ B as a space of matrices A * → B. Then, by choosing bases of A and B, we may represent a as a column vector (a 1 , . . . , a n1+1 ) t (an element of A * ) and b as a row vector (b 1 , . . . , b n2+1 ) so that the tensor product a ⊗ b becomes the product of a column and a row:
So we see that (up to scale) elements of Seg(P n1 × P n2 ) correspond to rank-one (n 1 + 1) × (n 2 + 1) matrices.
Show that the cone over the tangent space to X at v is the span of the following vector spaces:
Solution. The cone over the tangent space to a variety X at a point v may be computed by considering all curves γ : [0, 1] → X such that γ(0) = v, and taking the linear span of all derivatives at the origin:
All curves γ(t) on X through v are of the form γ(t) = v 1 (t) ⊗ · · · ⊗ v t (t), where
Now apply the product rule, and for notational convenience, set v
i can be anything in V i we get the result.
Solution. Let a ⊗ b ⊗ c +ã ⊗b ⊗c be a general point on σ 2 (PA × PB × PC), with A ∼ = B ∼ = C ∼ = C 2 . By the previous exercise, we have
and similarly
Now by Terracini's lemma we have
Because we chose a general point, we have {a,b} = A and similarly for B and C. Now consider the linear space in (2). We see that we can get every tensor monomial in A ⊗ B ⊗ C -all monomials with 0 or 1˜occur in the first 3 summands, while all monomials with 2 or 3˜occur in the second 3 summands. So the cone over the tangent space at a general point is 8 dimensional, so the secant variety (being irreducible) fills the whole ambient space.
15
Solution. This should be done on the computer. Take the following to be a general point: ′ etc., vary produce 16 vectors that span the tangent space. Now compute the rank of the matrix with these vectors as columns. It gets hard to do by hand, but the next section produces an easier way to do the problem.
The "easier way" is to consider all 3 essentially different 2-flattenings, and show that two of them are algebraically independent. If ϕ i,T has rank 1 then dim A i = 1. So, we must have T ∈ A 1 ⊗ . . . A n . But every tensor in A 1 ⊗ A 2 ⊗ . . . A n has rank 1 if all the factors have dimension 1.
Conversely, if T = a 1 ⊗ . . . a n ∈ V 1 ⊗ · · ·⊗ V n the image of φ i,T is the line through a i , so the multilinear rank is (1, 1, . . . , 1) .
Exercise 5.11. Let X = PV 1 × · · · × PV t . Show that if r ≤ r i for 1 ≤ i ≤ t, σ r (X) ⊂ Sub r1,...,rt .
Solution.
A general point on σ r (X) is p = r s=1 t i=1 a i,s , where for fixed i the a i,s ∈ V i are linearly independent. Set A i = {a i,1 , . . . , a i,r }. Then p ∈ A 1 ⊗ · · ·⊗ A t , so p ∈ Sub r1,...,rt . Now take the orbit closure of p to obtain the result.
(1) Show that if T has rank 1 then ϕ T has rank 2.
(2) Show that ϕ is additive in its argument, i.e. show that ϕ T +T ′ = ϕ T + ϕ T ′ .
Solution. If T has rank 1, after change of coordinates we may assume that T = v 1 ⊗ w 1 ⊗ x 1 . Then the matrix ϕ T has precisely two ones in different rows and columns, so clearly has rank 2. 
Looking forward, further readings
This series of lectures draws from many sources from a large group of authors. We do our best to collect representative works here so that the reader may have some starting points for further study. A general introductory reference for the material we treated is the booklet is [Ger96] . Here we collect a few guiding questions and an extensive list of references.
Guiding questions. In our opinion, there are a few leading topics that are still driving current research in the area of secant varieties. These topics are dimension, identifiability, decomposition, and equations. More specifically here are 4 leading questions:
(1) For a variety X what are the dimensions of the higher secant varieties to X? There is much interest when X is the variety of elementary tensors of a given format (partially symmetric, skew symmetric, general).
(2) Suppose p ∈ σ s (X) is general, when does p have a unique representation as a sum of s points from X? When uniqueness occurs we say that σ s (X) is generically identifiable. (3) Suppose X ⊂ C N and p ∈ C N . If X is not degenerate, then we know that there is some s so that p has a representation as the linear combination of s points from X. For special X (Segre, Veronese, etc.,) find: (a) determine the minimal s explicitly, and (b)find efficient algorithms when s is relatively small to find such a decomposition of p. (4) How do we find equations σ s (X) in general? What is the degree of σ s (X)?
Is σ s (X) a Cohen-Macaulay variety? Again, there is much interest when X is the variety of elementary tensors of a given format. [CCG12] and an alternative proof can be found also in [BBT13] where the apolar sets of points to monomials are described. See also [BCG11] .
The polynomial Waring problem over the reals was investigated by Comon and Ottaviani, [CO12] , with some solutions to their questions provided by [Ble12, CR11, Bal12] . The case of real monomials in two variables is discussed in [BCG11] . For typical ranks of tensors see [CtBDLC09, Fri12, SSM13] 
