Abstract: This study presents a new approach to improve the performance of FastSLAM. The aim of the study is to obtain a more robust algorithm for FastSLAM applications by using a Kalman filter that uses Stirling's polynomial interpolation formula. In this paper, some new improvements have been proposed; the first approach is the square 
Introduction
SLAM is a method for building a map of unknown environment using the position data of a robot or an autonomous vehicle in simultaneous processes [1, 2] . In SLAM applications, classical methods generally use Kalman filter (KF)-based applications. However, a particle filter and its variants have been recently proposed for the solution of the SLAM problem [3] [4] [5] [6] [7] [8] [9] [10] .
FastSLAM applications are well-known methods as a solution for the SLAM problem [3] [4] [5] [6] . FastSLAM can present the desired performance for large-scale map calculations in real-time applications due to its parallelized structure. Variations of FastSLAM methods are as follows: FastSLAM I, FastSLAM II, and U-FastSLAM and improved versions that have previously been applied in the literature [3] [4] [5] [6] [7] [8] [9] [10] . Some of them estimate paths of vehicles by using Rao-Blackwellized particle filters [11] and positions of the features (landmarks) by * Correspondence: hankishan@baskent.edu.tr using an extended KF (EKF) or unscented KF (UKF). Besides their good performances, FastSLAM methods can also be used in non-Gaussian environments in real-time applications [3] [4] [5] [6] . One of the most important abilities of the FastSLAM methods is the accurate estimation of uncertainty. Additionally, this algorithm gives information about the entire path history of the vehicle and its associated map. Another advantage of the FastSLAM algorithm is the success of data association, which is carried out by the advantage of the sampling distribution of each particle [12] . Each particle can have different numbers of feature (landmark) observations. In this algorithm, a novel approach is implemented for solving decision problems and is associated with different particles for different features. This is one of the characteristics of FastSLAM, which is the motivation of interest in multiple-hypothesis problems [12] . This has some advantages: vehicle motion noise does not affect the data association. If the data association is accurate for a particle and the other particles are incorrect, then incorrect particles have lower probabilities and they are removed in the next step [12] . Thus, the method eliminates incorrect associations.
There are some problems in FastSLAM applications. One of them is the degeneration problem, which is also a particle filter problem where weights of particles converge to zero in the resampling stages. Consequently, this phenomenon results in degeneration in EKF-based FastSLAM [13] [14] [15] . Another problem in EKF-FastSLAM is computational complexity of particles due to the number of particles. Selecting a large number of particles causes long computation time, and moreover the results converge to the real position of the robot or autonomous vehicle. On the contrary, in the case of using an insufficient number of particles, the performance is not good as desired.
In previous studies, unscented transformation (UT)-based filter approaches have been proposed for the solution of the linearization problem of EKF-FastSLAM approaches [5, 6] . These studies have shown that the degeneration problem can be solved by using the UKF in the position estimation of vehicles and maps of the features (landmarks). Moreover, it was claimed in [6] that UKF-based FastSLAM can also solve the computational complexity of particle filter. However, there are some drawbacks in UKF-based (U)-FastSLAM, as follows:
-Adjusting three scaling parameters for calculating optimal sigma points is required at filter initialization.
-Computational complexity of the particle filter is still a problem in U-FastSLAM that is needed to be improved by any optimization algorithm.
-Covariance matrix is required to be positive semidefinite in each time step.
-Additional time is required due to the square root calculation of the covariance matrix.
There are some Kalman-based filters that can solve these kinds of problems in the literature. One of them is central difference-based Kalman filters (CDKFs). Square root central difference SR-CDKF shares some similarities with the UKF algorithm, such as pointwise evaluation of nonlinearities and weighted sum calculation. However, SR-CDKF has one important property different from the UKF algorithm. SR-CDKF uses Stirling's polynomial interpolation formula to approximate the Bayesian integrals, whereas the UKF uses scaled unscented transformation (SUT) [16] . It was shown in [17] that SR-CDKF guarantees the positive semidefiniteness of the state covariance matrix. Moreover, instead of taking the square root of state covariance in the UKF, state covariance will be propagated directly in the SR-CDKF, which avoids the need to refactorize in each time step [18] . Additionally, SR-CDKF has a good advantage over UKF such that SR-CDKF is more adaptive than UKF [19] . In Gaussian distributions, the optimal value of scalar scaling parameters should be appropriately selected in the UKF for different applications. However, SR-CDKF has only one scaling parameter, h , which is equal to √ 3 for all Gaussian random variables. One study [20] used SR-CDKF in the SLAM problem with the SR-unscented Kalman filter (SR-UKF)-based model. The results showed that SR-CDKF could be a good alternative to address the SLAM problem.
There are some naturally inspired optimization algorithms available for reducing the computational complexity of the particle filter in the literature [21] [22] [23] . One of them is the differential evolution (DE) algorithm.
DE is a simple and efficient evolutionary optimization algorithm introduced by Storn and Price [24] . In the last decade, DE has been applied in a wide range of optimization problems [24] [25] [26] and its superiority has been proven in comparative studies. In this study, unlike previous ones, SRCD-based FastSLAM and its improved version (DE-improved SRCD-FastSLAM) have been used for the SLAM problem. It is able to reduce the computational complexity of particle filters using a minimum number of particles. In the sampling stage, particles can be moved from the low likelihood region to the high likelihood region with the help of DE. It is seen that DE not only improves particles, but also improves the computational efficiency of the SRCD-FastSLAM, and thus is able to obtain more robust results and less mean square error (MSE) than in previous studies.
Background of FastSLAM
Before the definition of the FastSLAM algorithm, we should explain the SLAM problem. It can be defined as simultaneous estimation of the vehicle position and building of the map of its observable environment. Recently, particle filters have been proposed for the solution of this problem [3] [4] [5] [6] [7] [8] [9] [10] . In applications, joint probability distribution p(x t , Θ|z t , u t , n t ) of the model is estimated for the path of the vehicle x t = x 1 , ..., x t and posterior density of feature maps Θ. The path of the vehicle and map of the environment at time t are calculated using information of the previous state and knowledge of control information at time t -1 [3, 4] .
Feature-based mapping methods in SLAM assume that there are N features (landmarks) at t by Θ , and then the posterior is shown as
where n t = n 1 , ..., n t represents data association between features and measurement information, z t = z 2 , ..., z t is the observation sequence, and u t = u 1 , ..., u t is the control input. In probabilistic perspective, a nonlinear motion model for computing the posterior can be given as
where x t represents current position, u t is control, and x t−1 is the previous position of the vehicle. However, the measurement model owing to the probabilistic perspective is given as
In FastSLAM applications, the state of the model is estimated in two stages as the path of the vehicle and the features map. This process is carried out by using a Rao-Blackwellized particle filter [11] . Posterior distribution is given as
where θ k represents the k th feature at time t. Each particle builds its own map at a particular time. The map building process is done by parallel EKF in FastSLAM I and II and UKF in U-FastSLAM. Each particle forms the following:
where i is the particle index x t,i , and µ i 1,t , Σ i 1,t represent state and mean and covariance of the model, respectively. In the method, the new position is estimated from the last motion model as given in Eq. (6) .
Not all FastSLAM approaches use the importance distribution computation and current measurement information. For example, FastSLAM I computes the posterior distribution by only using the motion model information. However, this approach results in some errors, since the model assumes that observation model noise information is known, which is not true in practical applications. To solve this problem the FastSLAM II method was proposed in [4] . This approach converges to the new position using both instant measurement and the motion model, and the new position is given in Eq. (7).
In unscented (U)-FastSLAM and FastSLAM II, importance sampling is given as follows.
For details on the importance sampling derivation, the reader is referred to [4] and [6] .
The map of the environment can be shown as a Gaussian distribution set in FastSLAM, so there is no need to calculate linear and quadratic computations in FastSLAM approaches. It was shown in [4] that this process reduces the computational complexity from M xN to M xlogN . However, this model has some drawbacks despite the improvements. In FastSLAM I and II (EKF-based FastSLAM) applications, due to the linearization, particle weights converge to zero in the resampling stage of the vehicle and feature position estimations, resulting in degeneration problems. Other studies [5, 6] overcame this drawback by using SUT in FastSLAM II. In the U-FastSLAM approach, unlike FastSLAM I and II, the unscented Kalman filter (UKF) is used for computing vehicle position estimation, feature (landmark) position estimation, and importance weight calculation.
Proposed FastSLAM approach and computational complexity
There are some available studies related to the modified FastSLAM in the literature [3] [4] [5] [6] [7] [8] [9] [10] . However, these approaches have some drawbacks. In this study, alternative improved FastSLAM approaches are proposed to overcome these drawbacks. Using the proposed methods to achieve better estimation accuracy and less computation time is the aim.
DE-based SRCD-FastSLAM
In this study, the proposed approaches perform computations in three stages as in FastSLAM II and UFastSLAM: 1) vehicle state estimation, 2) feature state estimation, and 3) importance weight calculation.
Vehicle state estimation
Importance weight estimation has a significant role in Rao-Blackwellized particle filters. To achieve the proposal distribution it is required to obtain a correct a posteriori distribution. If the proposal distribution is greater than the statistical distribution, convergence of the proposal to the correct distribution may not be appropriate. There are some studies available in the literature [4, 6, 12, 13] that used heuristic techniques to improve the accuracy of the proposal distribution. One such study [4] proposed the use of EKF-based FastSLAM approaches for the SLAM solutions. It was observed that the degeneration problem of particles in FastSLAM I and II occurred. In [6] , the UKF-based FastSLAM approach was used for the solution of the SLAM problem. Instead of linearization, the U-FastSLAM method estimates sigma points using a deterministic approach to compute more accurate means and correct uncertainty of the vehicle. However, SRCD-FastSLAM, similar to U-FastSLAM, uses Stirling's polynomial formula to calculate sigma points deterministically and propagate these points into the nonlinear function, so it computes a more correct mean and more precise uncertainty of the vehicle (see the Appendix) [19] .
Because observations need not be taken in each time step in SLAM, proposal distribution and the vehicle position can occur in two steps: prediction and update steps.
SR-CDKF prediction stage
The vehicle state augmented vector and augmented covariance matrix are calculated by using control input and the observation, which are given as
where x a,i t−1 is the augmented state and x i t−1 is the state of the i th particle. In SR-CDKF, sigma points are calculated with the help of the scaling parameter ( h). This symmetrical set of 2 N + 1 sigma points χ a(k),i t−1 , which is similar to the SUT, for the vehicle augmented state vector can be calculated as
where k represents the k th column of a matrix. In SR-CDKF, each sigma point χ
has state, control, and measurement components, which are given by
These sigma points are the same as SUT propagates through to a nonlinear function (f ) with control information and added noise information.
In SR-CDKF, Stirling's polynomial interpolation method estimates the posterior mean, covariance, and crosscovariance of vehicles and weighted regression of transformed sigma points, which are given as in [19] :
where weight w
is used to compute the posterior mean, and the other weight w
is used to compute covariance and cross-covariance. These weights are calculated as shown below.
SR-CDKF update stage
Sigma points are calculated in the measurement update stage.
If the measurement information is available in SLAM applications, data association will be required to update vehicle state, covariance, and cross-covariance for each feature. The measurement equation is given as shown below.Z
Here, µ im ,t−1 is the mth previous feature mean, andẑ i t is the predicted measurement. In SR-CDKF, measurement update equations are given as in [18, 19] .
Here, S − z,t represents innovation covariance and K i t represents Kalman gain. x i t and S i t represent the estimated mean and its covariance at time t , respectively. The mean and its covariance generate a Gaussian for each particle, and the mean is sampled as
If there is no feature information, the vehicle state is estimated from the available measurement. However, if there is feature information, the measurement update equations (Eqs. (16)- (18)) are repeated for each observed feature. The sigma point χ
is refreshed by Eq. (13).
Feature state estimation
There are some SLAM applications available in the literature that use CDKF [17, 19, 20] . These studies use CDKF for feature estimations as described in the following subsections.
Feature update stage
In FastSLAM applications, the feature update stage defines the sigma points that use the previously registered mean and feature covariance. In the proposed algorithm, sigma points' calculation and covariance estimation for each feature are given as follows.
Here, L is the state dimension ( L = 2 for the landmarks), χ (k),i represents sigma points of features, i is the index of the i th particle, and P i Lt,t−1 is a 2 × 2 feature covariance matrix. The weights of features are given in Eq. (14) . Measurement update equations for the features are also given as 
Finally, updated feature mean µ i Lt,t and its covariance P i Lt,t of the i th particle are calculated.
Here, z t is the true measurement. Each feature is updated by Cholesky factorization. As a result of using this method, the algorithm becomes more stable. Moreover, because of sigma point calculation increasing the computational complexity of model, the SRCD-based model does not calculate the square root of the covariance matrix for each time step directly using it, so some processing time is saved. Feature initialization has an important role in SLAM applications. This process is realized with the available measurement information and noise covariance.
Feature initialization stage
In the SRCD-FastSLAM approach, the feature initialization algorithms for each particle is given as follows.
Calculation of importance weight and resampling
Importance weights corresponding to the last observation are calculated as follows:
where
. The effective numbers of particles in the resampling stage are calculated as follows:
where M is the total number of particles andŴ i is the normalized i th particle. When T ef f decreases below 50% of the threshold of number of particles resampling is realized.
SRCD-FastSLAM improved by DE
Optimization algorithms are recently used for moving particles from the low likelihood to the high likelihood region in particle filters. In this study, DE, which is a well-known optimization algorithm, was chosen because the DE algorithm has some advantages compared with particle swarm optimization (PSO) and the genetic algorithm (GA). For instance, a small number of parameters need to be set. The algorithm is based on the difference in the population, and so it obtains diversity and converges to the best results. Another advantage of the algorithm is that it has a more robust convergence property to true values than PSO [26] . In comparative studies, it is shown that DE has a more suitable convergence property [25, 26] . It is thought that this kind of positive advantages will provide good results for the DE-based FastSLAM model in SLAM applications. The algorithm works in an iterative way in SLAM. The DE algorithm is given in four steps:
Initialization: Like the other population-based algorithms, DE starts with distributing the population into the search space, which has a predefined size N p . In DE, the population at the g th iteration, P g , consists of N p target vectors represented as x g,i where i is the vector index. In the first generation target vectors are initialized as
where j = 1,2, . . . ,D represents the dimension number of the vector.
Mutation:
To diversify the population, DE uses two operators: mutation and crossover. The mutation operator simplifies the used vector differences to obtain a mutant vector. DE varies according to the used base vector in mutation operation. Variants of DE are represented as DE/x/y/z, where x denotes the base vector, y denotes the number of difference vectors used, and z represents the crossover method. In the classic variant of DE, represented as DE/rand/1/bin, the mutant vector is obtained as
where r 0 , r 1 , and r 2 are randomly chosen distinct indexes and different from target index i . The scale factor, F ∈ (0, 1+), is a positive number generally selected smaller than 1. In this study we use the best vector as the base vector that yields a faster convergence generally. The mutant vector is then given as
Crossover: In crossover, the mutant vector is used to be recombined with the target vector by the crossover operator, which mixes the parameters of two vectors as
where u i,g is the trial vector .
Selection: Finally, in the selection process, the objective function value of the trial vector is simply compared with the target vectors and the best vector is kept as the target vector for the next generation. This cycle is repeated for all N p vectors and the updated target population becomes ready for the next one at the end of a generation.
A fitness function must be defined for the particle's optimization. The recommended fitness function is:
where R v t represents vehicle measurement noise variance, z t,new the last obtained measurement, andẑ i t,pred the estimated measurement. With the help of the calculated fitness function, all particles will move to the optimal particle position. Two scaling parameters that are used for adjusting DE include the mutation scaling factor. In this study, it is chosen as F = 0.4, and crossover probability is chosen as C r = 0.8. These values, which are adjusted optimal values, were obtained from different C r and F values in the simulations. Updated particles depending on the fitness function during sampling of particles are reused in the distribution. The optimization process of particles is carried out in the sampling stage of the particle filter.
Computational complexity of the DE-SRCD-FastSLAM
In this section, the proposed models will be compared with the U-FastSLAM and FastSLAM II methods. As is known, weight importance may converge to zero in time steps, leading to degeneration of particles. Moreover, another important problem is the computational complexity of the particle filter, which causes a negative impact on the system processing time. U-FastSLAM eliminates the degeneration problem of EKF-based FastSLAM approaches [6] . U-FastSLAM is sigma point KF-based SLAM approach. Without linearization, UKF-based SLAM uses a deterministic approach to estimate sigma points from probability, and these points propagate to the nonlinear function. The degeneration problem that is encountered in EKF-based FastSLAM can be solved with this model. However, state error covariance must be positive semidefinite and the calculation time of sigma points is another problem in UKF-based FastSLAM. The time for FastSLAM approaches is O(MN ) with features in FastSLAM I, FastSLAM II, and U-FastSLAM. The SRCD-FastSLAM approach needs less time than FastSLAM II and U-FastSLAM for simulation because the improved version of SRCD-FastSLAM uses a minimum number of particles in simulations. Its results show that while using fewer particles it can provide results as efficient as those of U-FastSLAM and FastSLAM II. In the simulation results, it will be shown that the minimum numbers of particles are selected. The flowchart for the DE-improved SRCD-based FastSLAM approach is given in Figure 1. 
Results and discussion
Simulation results were carried out in four stages: in the first application, the FastSLAM II, U-FastSLAM, SRCD-Aided FastSLAM, SRCD particle filter-based FastSLAM, and SRCD-FastSLAM methods were compared. In the first simulation, data association was assumed to be known. In the second simulation, U-FastSLAM, SRCD-FastSLAM, and DE-improved (DE)-SRCD-FastSLAM approaches were compared with the new scenario. In this simulation, data association was assumed to be unknown, and the nearest neighbor method was used for the data association problem. The third simulation was examined to calculate filter consistencies for the SLAM problem. The DE-SRCD-FastSLAM results were compared with the U-FastSLAM and FastSLAM II approaches. The data association was assumed to be known for this simulation. The last simulation was applied to the Victoria Park dataset that is an outdoor SLAM application. The results were compared with FastSLAM II, U-FastSLAM, and SRCD-FastSLAM. 
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Simulation I
Bailey et al. [1] developed a SLAM simulator and opened it to all SLAM researchers. The different SLAM algorithms can be easily compared with this simulator. Moreover, [1] showed the consistency of the FastSLAM II with this simulator. As the simulator allows the comparison of different algorithms, we chose to use this software. In this simulation, selected parameters are given as vehicle speed of 3 m/s, wheelbase of 4 m, and control frequency of 40 Hz. However, control and observation noise variances are given as:
Observation parameters are maximum laser range of 30 m and vehicle scanning frequency between observations of 5 Hz. In this simulation, data association is assumed to be known. Related scenario results are given in Figure 2 , and obtained estimation results are given in Figure 3 .
Simulation results have shown that the FastSLAM II approach has the greatest MSE between 3500 and 6000 time steps. It is observed that the position MSE of the vehicle is quite high in comparison with other proposed methods. The reason for this great error is thought to be the fact that the Kalman-based filter (EKF) badly affects the FastSLAM model. Figure 3 and 4 show that the best estimation results are obtained by SRCD-FastSLAM. MSE results of the position and heading angles are given in Table 1 . FastSLAM II results are compared with other methods that have higher MSEs than the SRCD-based FastSLAM approaches. In FastSLAM II, vehicle position, feature position, and importance weights estimations were calculated by EKF. Due to the linearization in the EKF, FastSLAM II has some drawbacks such as risk of particle depletion overtime and the vehicle state mean divergence. Thus, an undesired mapping will be created. The proposed SR-CDKF-based approaches provide feasible results that can be seen in Figure 3 . However, there is an important detail in Figures 2 and 3 . The SRCD particle filter-based FastSLAM and SRCD-FastSLAM approaches' results are very close to each other. Despite SRCD-aided FastSLAM results being better than those of FastSLAM II, they are fairly lower than those of the other proposed SRCD-based FastSLAM approaches. It is seen that path estimations of the vehicle are better than position estimations of the features in the SRCD-based 
Simulation II: performance comparison of U-FastSLAM and SRCD-based FastSLAM
In this simulation, it is assumed that the data association is unknown and the nearest neighbor method is used for the association. DE-SRCD-FastSLAM results are compared with SRCD-FastSLAM and U-FastSLAM. A scenario was created by making use of the software developed in [1] . The chosen particle number for the U-FastSLAM and SRCD-FastSLAM methods is 30; however, for DE-SRCD-FastSLAM it is 3. The system and observation parameters have been adjusted similar to Simulation I and the knowledge of control and measurement noise is the same as in Simulation I. DE algorithm crossover probability (C r ) is 0.8 and mutation scale factor ( F ) is 0.4. The results are given in Figure 5 , MSE results are given in Figure 6 , and numeric values of the MSE of position and heading angles are given in Table 2 . Figure 6 because DE improves each particle and moves particles from the low to the high likelihood region. This leads to improvement in the performance of the approach, so in terms of MSE better results are obtained for the path of the vehicle. In Figure 6 , the MSE and variance values have grown at the about same rate for SRCD-FastSLAM and UFastSLAM methods. However, DE-SRCD-FastSLAM position MSE and heading angle errors are lower than in the other methods and they do not grow in parallel with them. As seen in the simulation the SRCD-based FastSLAM performances are good in comparison with both EKF-and UKF-based FastSLAM approaches. The first advantage of the methods is to solve the depletion problem of particles. In addition, the computational complexity of particle filters could be reduced by using a minimum number of particles with the help of DE. It is shown in Table 2 that U-FastSLAM must calculate the square root of the covariance matrices for the requirement of being positive semidefinite, and scaling parameters such as α , β , and λ must be adjusted depending on the Gaussian distribution at filter initialization. However, SRCD-based FastSLAM approaches only used one scaling parameter (h). The optimal h parameter is equal to the kurtosis values of the a priori random variable. Although Kim et al. [5, 6] said that U-FastSLAM reduced the computational complexity of FastSLAM in comparison with EKF-based FastSLAM approaches, we can see that U-FastSLAM is still insufficient to solve these problems, and it needs to be improved by using an optimization algorithm. For this reason, in this study, we have used DE for optimization of particles.
Simulation III: evaluation of DE-SRCD-FastSLAM consistency
In this section we try to evaluate the filters' consistency depending on the average normalized estimation error squared (NEES) being used as a measure. We performed thirty Monte Carlo simulations for each filter with the two-sided 95% probability region. The related acceptance interval was between 2.19 and 3.93. Figure 7 that the best results are obtained by DE-SRCD-FastSLAM. With the help of DE particle distribution is improved, and consequently minimum variances are obtained in landmarks and the estimated vehicle path becomes the closest one to the true path. In other words, the desired accuracy is obtained due to the particles' correct distribution around the posterior.
As seen in Figure 8 , the best results are again obtained by DE-SRCD-FastSLAM. DE-SRCD-FastSLAM maintains consistency in the required interval and its result is more prolonged than the FastSLAM II and U-FastSLAM approaches' results. In this simulation, DE-SRCD-FastSLAM used 10 particles; however, FastSLAM II and U-FastSLAM used 100 particles.
Simulation IV: outdoor SLAM application
In this simulation, an outdoor SLAM application is carried out. The SRCD-FastSLAM method was compared to FastSLAM II and U-FastSLAM using the Sydney Victoria Park dataset, which is a popular dataset in the SLAM community. A Victoria Park image with GPS data represented by an intermittent yellow line is given in Figure 9 .
The used vehicle information is a wheelbase of 2.83 m equipped with the SICK laser range finder with a 180
• frontal FOV. The velocity and the steering angle were obtained by encoders. While measuring the information, some undesired errors occurred due to wheel slippage and vehicle movement. Therefore, the odometry information coming from the encoder is poor.
We thank Guivant and Nedot [27] for generating the Victoria Park dataset. In the park, although the vehicle was equipped with GPS, the sensor gave intermittent information owing to the limited satellite information. However, ground true position of the vehicle was enough to estimate the vehicle state of the filter. Estimation results of the SRCD-FastSLAM algorithm with 3 particles is given in Figure 10 , and comparative estimation results of FastSLAM II, U-FastSLAM, and SRCD-FastSLAM algorithms are given in Figure 11 . It is seen that the performance of SRCD-FastSLAM with 3 particles is better than the results of the other approaches. The best estimated path result, which is compatible with the GPS data, was obtained by SRCD-FastSLAM. Since the used SR-CDKF provides better estimation results compared with others with GPS data, the uncertainties are propagated well and the accuracy of the vehicle state estimation has been improved with the proposed method. As seen, the U-FastSLAM result being better than that of FastSLAM II is owing to the used unscented-based Kalman filter. • , and measurement noises are σv = 0.5 m/s and συ = 1.5
• . In this simulation it is assumed that data association is unknown and nearest neighbor method was used with the 2 σ acceptance region.
Conclusions
In the literature, EKF-and UKF-based approaches are generally examined in FastSLAM applications. These approaches have some drawbacks, such as EKF-based approaches leading to the particles undergoing degeneration over time. This problem may lead to some undesired results in the case of building the map of the environment and obtaining vehicle position. In addition, the computational complexity of EKF-based FastSLAM is another problem. However, it is clear in the literature that UKF-based approaches can also solve the degeneration problem, but the sigma point calculation of the UKF-based FastSLAM increases the computational complexity and the a posteriori covariance matrix needs to be positive semidefinite. The tuning of the scaling parameters, which are important for calculation of sigma points, is the other difficulty. SRCD-based approaches use only one scaling parameter ( h) for estimating the sigma points in Gaussian distribution. Moreover, SRCD-based FastSLAM approaches are also able to solve the degeneration problem. Simulation results show that the desired method improves the vehicle position estimation and the building of the map of the environment according to the previous methods. The other contribution of the proposed method is the reduced computational complexity of the covariance matrix, which is directly calculated in the SRCD-based FastSLAM. Simulation results show that the best performances in terms of both the position and the heading angle errors are obtained by the DE-SRCD-FastSLAM approach.
