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Introduction
The positive zeros of cylinder functions have many applications in physics, technology and applied mathematics. Let us denote by c ν,s the sth positive zero of a cylinder function C ν (x) = cos αJ ν (x) − sin αY ν (x), (0.1) which satisfies the recurrence relations C ν+1 (x) + C ν−1 (x) = 2ν
x C ν (x), C ν (x) = (C ν−1 (x) − C ν+1 (x))/2.
(0.2)
Several approximations exist to evaluate the zeros of Bessel functions of the first and second kinds J ν (x) and Y ν (x). In particular, McMahon's and Olver's asymptotic expansions and Olver's uniform asymptotic expansions ( [1, 14, 11, 26] ) can be used to obtain zeros for large ν and/or large s. Series expansions [17] , rational approximations [15] , Chebyshev series expansions [16] , and further asymptotic expansions [2, 5] have been developed which can serve as complement to McMahon's and Olver's asymptotic expansions. Additional information on monotonicity and convexity properties of the zeros, bounds for the first zeros of Bessel functions, and
In this paper, a simple and easy to implement procedure for finding the positive real zeros of any real solution of equations 0.2 is presented. The method gives with certainty all the positive roots of the equation cos αJ ν (x) − sin αY ν (x) = 0 inside any given interval [x min , x max ], x min > 0, for any real α and ν.
The following ingredients will be taken into account in order to build this procedure:
1. Two globally convergent Newton methods based on the functions f i,ν (x) = −ix 2iν−1 C ν (x)/C ν+i (x), i = ±1, which generalize the Newton iteration presented in [20] . 2. Bounds for differences of adjacent zeros |c ν,s − c ν±1,s |, with s, s such that c ν,s ∈ ]c ν,s , c ν±1,s [. 3 . Forward (c ν,k → c ν,k+1 ) and backward (c ν,k+1 → c ν,k ) iterative relations between consecutive zeros of cylinder functions C ν (x) which are based on the two globally convergent Newton iterations and the bounds on differences of adjacent zeros. Numerical examples will illustrate the method to find the positive roots of C ν (x) inside real intervals.
Global Newton methods
In this section, two globally convergent Newton iterations based on the monotonic functions
will be built. First, the concepts of consecutive and adjacent zeros of Bessel functions are introduced.
Then the monotonicity and convexity properties of f +1,ν (x) are proved to follow immediately from those already shown for f −1,ν (x) . Z ν will denote the set of positive zeros of a cylinder function C ν . Similarly, Z ν+i is the set of positive zeros of C ν+i (x) with i = +1 or i = −1.
The zeros c ν,s and c ν,s+1 are, for obvious reasons, said to be consecutive.
A zero c ν±1,s which lies between two consecutive zeros c ν,s and c ν,s+1 , will be said to be adjacent to them (and vice versa). In other words: 
Remark 1.5. Considering Theorem 1.1, it becomes obvious that
Let us now state a well known theorem on the distance between consecutive zeros [23] . Theorem 1.6 will be useful in order to prove several results in Sections 3 and 4. Later (Section 2), bounds on the distance between adjacent zeros will be established. Theorem 1.6 (Bounds for differences of consecutive zeros). Let c ν,s , c ν,s+1 be two positive zeros of C ν (x).
1
Theorem 1.6 can be proved using Sturm's comparison theorem [23] .
1.2. The monotonic functions f ±1,ν (x). In reference [20] , the function f −1,ν (x) (equation 1.1) was shown to be monotonic in the positive real axis except at the zeros of C ν−1 (x) (Z ν−1 ). A global Newton method to find the zeros of cylinder functions C ν (x) for any real order ν was built. That method was based on the monotonicity and convexity properties of f −1,ν (x). Let us show that a second global Newton algorithm can be built based on the
. First, we define in compact form the functions under study (keeping temporarily the angle α in the notation):
The following relations can be proved with ease.
Proof. Use the reflection formula C −ν (x, α) = C ν (x, α + νπ) [20] . Remark 1.9. We will use the notation
for any fixed α and i = ±1. Lemma 1.8 demonstrates that the monotonicity and convexity properties of the functions H −1,ν (x) and f −1,ν (x) have their counterpart for H +1,ν (x) and f +1,ν (x). Lemma 1.10 generalizes some of the results presented in [20] . 
The proof of Lemma 1.10 is omitted because all the properties described were demonstrated for i = −1 in [20] . The generalization to i = ±1 becomes straightforward by taking into account Lemma 1.8.
Considering Lemma 1.10, parts 2 and 5, the next corollary follows.
This result together with the formula for H i,ν (x) (Lemma 1.10) will be used to derive bounds on differences of adjacent zeros.
Global convergence of the Newton iterations.
Global Newton methods can be built based on the functions f i,ν (x), i = ±1. In order to generalize the global Newton method presented in reference [20] , one only needs to replace [20] . The functions T i,ν (x) resulting from such replacement (Definition 1.12) constitute a pair of global Newton iterations (Theorem 1.13).
Definition 1.12 (Globally convergent Newton iterations
T i,ν (x), i = ±1). T i,ν (x) = Θ(T i,ν (x))T i,ν (x) + Θ(−T i,ν (x))αx, 0 < α < 1, Θ(y) = 1 for y > 0, Θ(y) = 0 for y ≤ 0, T i,ν (x) = x −S i,ν (x) ,S i,ν (x) =H i,ν (x) 1 +H i,ν (x) 2 , H i,ν (x) =      H i,ν (x) |H i,ν (x)| min(1, |H i,ν (x)|), x / ∈ Z C ν+i , 1, x ∈ Z C ν+i .
Theorem 1.13 (Global convergence). Let us denote by
Remark 1.14. By taking into account Remark 1.5 one observes that given any x 0 > 0 there is one and only one branch
Thus, by virtue of Theorem 1.13 and given x 0 > 0, either 
Bounds on the differences |c ν,s − c ν±1,s | between adjacent zeros
The iteration of T i,ν converges to c ν,s (Theorem 1.13) for any a starting value x 0 ∈ B i (c ν,s ). In Section 3, we will describe how to evaluate c ν,s±1 once c ν,s is known. Bounds on the differences of adjacent zeros are required in order to build such (iterative) relations between c ν,s and c ν,s±1 .
Theorem 2.1 (Bounds for differences of adjacent zeros). Let
Proof. Let δ i (ν) = 0 (the case δ i (ν) = 0 is trivial). From Lemma 1.10 we know that 
and then
In particular, the inequality holds ∀x ∈ B 
Writing
By integrating we obtain
and by taking into account Corollary 1.11 
Iterative relations between consecutive zeros c ν,s , c ν,s±1
Once two global Newton iterations have been defined and bounds on differences of adjacent zeros have been given, iterative relations between consecutive zeros of C ν (x) can be established.
In this section, the main result is Theorem 3.6 part 2: once a zero c ν,s is known, the starting value c ν,s ± π guarantees convergence to c ν,s±1 by appropriately choosing one of the two Newton iterations.
First, it is shown that c ν,s ± π is inside B i (c ν,s±1 ) either for i = +1 or i = −1 (there is a possible exception when |ν| < 1/2). This result (Lemma 3.5), together with the global convergence of the Newton iterations T i,ν (x) (Theorem 1.13) is enough to prove the main result (Theorem 3.6). 
Proof. Let c ν,s , c ν+i,s be adjacent zeros. Considering that sign(δ i (ν)) = sign(iν) when |ν| > 1/2, we have that (see Theorem 2.1) Proof. For |ν| < 1/2, the result is a consequence of Lemma 3.3. The proof for |ν| > 1/2 follows from Lemma 3.2 for the particular case γ = π, since
Finally, the main result follows from Lemmas 3.3, 3.5 and Theorem 1.13. 
Algorithms to find all the positive real zeros in an interval
The iterative relations given by Theorem 3.6 enable us to build algorithms capable of finding all the zeros of any real cylinder function inside a given interval [x min , x max ], with x min > 0. For example, taking
can be generated in decreasing order. However, the exception in the results of Section 3 will have to be overcome in order to obtain with certainty c ν,1 once c ν,2 has been evaluated.
The zeros can also be generated in increasing order by using the forward iterative relations, starting from x min . We will now prove that, for any x min > 0 and any real values of ν and α, lim n→∞ T (n) sign(ν),ν (x min ) is a positive zero of C ν (x). This fact ensures that the forward sweep is always valid and that no a priori estimations for the zeros are needed to start this sweep.
Being the globally convergent Newton iteration, we know from Theorem 1.13 that lim n→∞ T in which the forward iteration may not to converge to a positive zero of C ν (x) is when x min ∈ B sign(ν) (0 ν ), which is the same as saying that 0 < x min < c ν+sign(ν),1 < c ν,1 ; however, this situation cannot take place: Theorem 4.1 (Ordering between c ν,1 and c ν+sign(ν),1 ) . The following statements are equivalent and hold for any real values of ν and α:
Proof. Statements 1 and 2 are clearly equivalent, given Definition 1.4. On the other hand, since f sign(ν),ν (x) is monotonic, we have that
Thus, 2 and 3 are also equivalent. Given the symmetry between positive and negative orders (Lemma 1.8) all that remains to be proved is that
By noticing that, as
and writing C ν (x) = cos αJ ν (x) − sin αY ν (x) we see that, when
for ν ≥ 0 and α = 0, f +1,0 (x) − log 2 x for ν = 0 and α = 0,
for ν > 0 and α = 0.
From Theorems 1.13 and 4.1 easily follows that the iteration T sign(ν),ν (x) always converges to a positive real zero of C ν (x) for any starting value x 0 > 0 and, differently from T − sign(ν),ν (x), it will never converge to 0. In particular, we have: Proof. The zeros of two different real cylinder functions of a same order ν are interlaced (see [26] ); in particular, the zeros of C ν (x) (α = kπ , k ∈ Z) and J ν (x) are interlaced; thus, c ν,2 > j ν,1 . Given that j ν,1 = π and that 
we have that
∀α. 
Numerical examples
In this section, several examples of the application of Lemmas 4.3 and 4.4 are provided. Both the forward and backward sweeps have been proven to be capable of obtaining all the real zeros of any real cylinder function. Therefore, a sufficiently accurate method of evaluation of cylinder functions is all that is needed to evaluate their zeros.
As discussed in [20] and [21] , a continued fraction (CF) can be used for first kind Bessel functions to evaluate J ν (x)/J ν+i (x), i = ±1. The use of the CF gives rise to a short and accurate method of computation.
To obtain the zeros of combinations cos αJ ν (x) − sin αY ν (x) with α = 0, a continued fraction is no longer available since the resulting cylinder function is no longer minimal with respect to recursion over orders. However, we can evaluate both J ν (x) and Y ν (x) by using some external program. We use SLATEC routines DBESJ and DBESY to evaluate J ν (x) and Y ν (x) for ν ≥ 0, and we apply Lemma 1.8 for ν < 0.
Overflows in the evaluation of cylinder functions can be expected. The main problem is due to the fact that Y ν (x) goes to −∞ as x → 0 + . This behaviour causes rounding problems when trying to obtain the first positive zero for ν > 0 and α = kπ − with 0 < 1 (c ν,1 → 0 + as → 0 + ). For ν < 0 the same cancellation problems appear when −νπ + α = kπ − , 0 < 1. This limitation is difficult to overcome and was also present in the evaluation of the zeros of J ν (x) [21] for negative orders ν = −k + .
In addition, one has to detect and avoid overflows in the ratio C ν (x)/C ν+i (x) (i = ±1) when x is close to a zero of C ν+i (x). As discussed in [20] and [21] , the use of the Lentz-Thompson algorithm [19, 24] to evaluate the CF for J ν (x)/J ν±1 (x) overcomes this problem while, for general combinations, one has to take explicit precautions. This overflow problem can be handled with ease.
Apart from the roundoff error limitations, to evaluate the first positive zeros in the cases when c ν,1 is small, the application of Theorems 4.3 and 4.4 provides a general algorithm to find all real roots of any real cylinder function. As an illustration, the zeros for C ν (x) for ν = 0.2 and ν = 10 and α varying in [0, π[ (taking steps ∆α = 0.1) are shown in Figure 1 . We also show the zeros of the contiguous cylinder functions C ν±1 (x) and starting values used both by the forward and backward algorithms.
The left figure shows the zeros found in the interval [15, 35] for C ν (x) with ν = 10 , 9 , 11 and α ∈ [0, π[. In this figure, the smallest zeros are the first positive zeros. Starting values used to evaluate the zeros of C 10 (x), for both the forward and backward sweep are shown (×-points).
Note that for a fixed value of α the starting values for the backward iteration always lie between two consecutive zeros of C 9 (x) ( -points) which are adjacent to the zero of C 10 (x) to which the Newton iteration converges (Theorem 1.13). The last starting value (the lowest) is such that the Newton iteration would converge to zero, which is the situation corresponding to the stopping rule 3(b) of Theorem 4.4.
On the other hand, the starting values for the forward iteration always lie between two consecutive zeros of C 11 (x) (+-points) which are adjacent to a same zero of C 10 (x). The last (highest) starting value lies outside the interval [15, 35] and gives convergence to a zero outside this interval (stopping rule of Theorem 4.3).
A graphical explanation for the different Newton iterations used by the forward and backward sweeps can be given by considering Figure 1 (left) . Given two consecutive starting values for the backward sweep there is one and only one curve of -points (zeros of C 9 (x)) crossing between both starting values. In addition, between each two consecutive starting values for the forward sweep there is one and only one curve of +-points crossing (zeros of C 11 (x)). This property shows that two consecutive starting values always lie in consecutive (and different) branches B sign(iν) (c ν,s ), B sign(iν) (c ν,s±1 ) (i = +1 for the forward sweep, i = −1 for the backward case). However, we see in Figure 1 (left) that there is a case in which two lines of -points cross between two consecutive starting values for the forward sweep; one can also observe that there are two consecutive starting values for the backward The starting values for the forward sweep guarantee convergence to all zeros in the interval [0.001, 10]. The finding of zeros stops when a zero larger than x max = 10 is found.
In a similar way, all the starting values for cos(α) = 0 used by the backward sweep guarantee, without exception, convergence to all positive zeros in the interval [0.001, 10]. The last starting value is negative given that c ν,1 < π (stopping rule 3(c) of Theorem 4.4).
Finally, the starting values for the backward algorithm when cos α −1, illustrate the exception to Theorem 3.6 and the necessity of stopping rule 4 in Theorem 4.4. Observe that 0 c ν,1 < c ν,2 < π so that, after c ν,2 has been evaluated, the new starting value c ν,2 − π is smaller than zero. The algorithm stops due to rule 3(c) but the first zero can be evaluated a posteriori by using rule 4 with x min = 0.001.
Conclusions
Two global Newton iterations have been built, based on the monotonic functions f ±1,ν (x). This pair of global Newton iterations (Theorem 1.13), complemented with the bounds on differences of adjacent zeros (Theorem 3.2), enabled us to find forward and backward iterative relations (Theorem 3.6) between consecutive zeros of general cylinder functions C ν (x). By using these iterative relations all the zeros of any real cylinder function inside a given interval [x min , x max ], x min > 0, can be found. Forward or backward sweeps have been built which are able to perform this calculation (Theorems 4.3 and 4.4).
These global methods are expected to be particularly efficient for the evaluation of the smallest zeros for low |ν| (as happened for J ν (x) [21] ), precisely when asymptotic expansions tend to fail. Furthermore, the method presented here is valid for any real cylinder function of any real order.
