Abstract
Introduction
The intersection graph of a family of Ò sets is the graph where the vertices are the sets, and the edges are the pairs of sets that intersect. Every graph is the intersection graph of some family of sets [13] . An graph is an interval graph if there is a way to order the universe from which the sets are drawn so that each set is consecutive. Equivalently, a graph is an interval graph if it is the intersection graph of a finite set of intervals on a line. A graph is a circular-arc graph if it is the intersection graph of a finite set of arcs on a circle. (See Figure 1 .) An interval graph is a special case of a circular-arc graph; it is a circular-arc graph that can be represented with arcs that do not cover the entire circle.
Interval graphs and circular-arc graphs arise in scheduling problems and other combinatorial problems. Before the structure of DNA was well-understood, Seymour Benzer [1] was able to show that the set of intersections of a large number of fragments of genetic material in a virus were an interval graph. This provided strong evidence that genetic information was arranged inside a linear structure, which we now know to be true. Benzer earned the Nobel Prize partly for this work.
Being able to determine whether a graph is an interval graph or circular-arc graph constitutes recognition of these graph classes. However, having a representation of a graph with intervals or arcs can be helpful in solving combinatorial problems on the graph, such as isomorphism testing and finding maximum independent sets and cliques [4, 11] . Therefore, a stronger result than just recognizing the class is being able to produce the representation whenever a graph is a member of the class.
Fulkerson and Gross [8] gave an Ç´Ò µ algorithm for solving this problem on interval graphs. Booth and Lueker later improved this to linear-time [3] . Until now, a lineartime bound for circular-arc graphs has been elusive. It was initially conjectured by Booth [2] that recognition of circular-arc graphs was NP-complete. Tucker disproved this with an Ç´Ò ¿ µ algorithm [22] .
Hsu improved this to
Ç´ÒÑµ, where Ñ is the number of edges [11] , and Eschen and Spinrad further improved this to Ç´Ò ¾ µ [7] . We give an Ç´Ò · Ñµ bound.
One reason that the problem is harder on circular-arc graphs is that there are two ways to travel between a pair of points on a circle, and only one on a line. This introduces the need for an algorithm to make choices that are not required in the interval-graph recognition problem. Also, in an interval graph the maximal cliques correspond to regions of maximal overlap among the intervals, and there are therefore Ç´Òµ maximal cliques. This plays an important role in Booth and Lueker's algorithm. The number of maximal cliques in a circular-arc graph can be exponential in Ò [22] .
Our algorithm is based on modular decomposition, transitive orientation of comparability graphs, and algorithms on permutation graphs and interval graphs. For overviews of these topics, their applications, and their relationships to circular-arc graphs, see the books by Golumbic [10] and Roberts [20] , and the survey article by Moehring [17] . A detailed presentation of the results that we give in this abstract can be found in [14] .
Preliminaries
Let ´Î µ be a graph. Let We may assume without loss of generality that no endpoints of arcs coincide. Let us call the clockwise endpoint of an arc Ü the left endpoint, Ð´Üµ, and the counterclockwise endpoint the right endpoint, Ö´Üµ. We find it convenient to let Ü stand both for a vertex in and for the arc Ð´Üµ ÖÜµ in the realizer. The actual positions of the endpoints on the circle are irrelevant; we consider the realizer Ê to be the cyclic ordering of Ð´Üµ Ü ¾ Î Ö´Üµ Ü ¾ Î . Analogous observations apply in the special case of an interval realizer.
If is a graph or Ê a realizer, and Î , we let and Ê be the subgraph or realizer induced by members of . We treat a matrix as the adjacency matrix of a complete edge-labeled graph on Î , where the members of Î are numbered. The label in row and column of the matrix is the label of´Ú Ú µ in this graph. An unlabeled graph can be treated as a special case; the adjacency matrix implicitly labels all edges of a complete graph with 0s and 1s. This gives an obvious generalization of many concepts from graphs to matrices. For instance, we may speak of the set Î of "vertices" of a matrix and the restriction Å of the matrix to a set of vertices.
A module of a matrix [5, 6] and its singleton subsets  are members of , and whenever and are overlapping  members of , then  ,  ,  , , and µ ´ µ are members of . The strong members of are those members that properly overlap with no other member of . The transitive reduction of the containment relation on strong members is a tree. The nodes of the tree can be labeled prime and degenerate so that every member of is either a node of the tree or a union of children of a degenerate node. This is the decomposition tree for the family [5, 6, 18, 19] . The modules of a graph or matrix are an example of a tree-decomposable family, and its decomposition tree is the modular decomposition. An undirected graph is a special case of a digraph where each undirected edge represents two oppositely oriented directed edges. A digraph is transitive if, for every pair´ µ and´ µ of directed edges,´ µ is also a directed edge.
A transitive dag is a natural model of a partial order. A transitive orientation of an undirected graph is the elimination of one of the two directed edge from each undirected edge so that what remains is a transitive dag. A graph is a comparability graph if there exists a transitive orientation of it. Finding a transitive orientation of a comparability graph takes Ç´Ò · Ñµ time [16] . The relation on an undirected graph is a relation on its directed edges where, if and are two undirected edges with common vertex and the two other vertices and nonadjacent,´ µ ´ µ and µ ´ µ. The implication classes are the groups of directed edges that are directly or indirectly related to each other. It is easily seen that any transitive orientation that contains a directed edge´ µ must contain the implication class that contains´ µ. The implication class containinǵ µ is given by the transpose of the class containing´ µ.
The union of an implication class and its transpose is a color class. It is easily seen that the vertices spanned by a color class are a module, and the subgraph induced by a module must contain all edges of a color class if it contains any of them. This defines a type of duality between the color classes and the modules; either of them can be used to represent the other.
The complement of an interval graph is a comparability graph; the order of left endpoints in a realizer is a linear extension of a transitive orientation of it. A permutation graph is a graph derived from two orderings of Î : for Ü Ý ¾ Î , ÜÝ is an edge iff Ü is before Ý in one of the orders, and after Ý in the other. The two orderings are a realizer of the permutation graph. Reversing one of the two orderings causes the realizer to realize the complement of the graph. Both orders are linear extensions of transitive orientations of the graph.
Summary of the approach
Given a circular-arc realizer, let Î denote the set of arcs. We can partition the edges of the complete graph on Î into the following subgraphs: ½ is the pairs of circular arcs that each contain one endpoint of the other, ¾ is the pairs that cover the circle so that each contain both endpoints of the other, is the pairs where one arc contains the other, and Ò is non-intersecting pairs of arcs. Let be the orientation of where´Ü Ýµ is a directed edge iff arc Ü is contained in arc Ý.
We may think of ½ , ¾ , ,´ µ Ì , and Ò as constituting an Ò ¢ Ò adjacency matrix whose nonzero entries are labeled with the type of intersection. (In practice, we use the corresponding labeling of an adjacency-list representation.) Let us call this an intersection matrix. When we wish to emphasize that it is known that there is a circular-arc realizer, we will call it a circular-arc matrix. A circular-arc matrix is an interval matrix if there exists a realizer that does not cover the circle; this happens only if the corresponding graph is an interval graph. We use multiple subscripts to denote unions of these edge sets. For instance, if
is the circular-arc graph it represents. A departure of our approach from previous ones is the use of a operation on a realizer that we will call a geometric flip. This consists of replacing an arc Ü with one that has the same endpoints, but travels the opposite way around the circle. (Figure 2 ). This changes the types of relationships involving Ü's arc in a predictable way, which we will call an algebraic flip:´Ü
One matrix being obtainable from another by a sequence of algebraic flips is an equivalence relation on intersection matrices. Let us call this relation flip-equivalence. Every flip-equivalence class on circular-arc matrices contains an interval matrix: in a circular-arc realizer of a matrix Ì , if one picks a point on the circle that does not coincide with an endpoint of an arc and flips all arcs containing the point, the resulting set of arcs will fail to cover the circle at that Our algorithm produces a circular-arc realizer of if it is a circular-arc graph. If it is not a circular-arc graph, it may return the realizer of another graph, but it is easy to check in linear time whether the returned realizer realizes . Algorithm 3.1 summarizes the approach. 
Computing a circular-arc matrix for
In this section, we describe the implementation of Step 1 of Algorithm 3.1. By a reduction given in [11] , we may assume that has no duplicated neighborhoods of the form AE Ü AE Ý , and no universal vertices of the form
Let Ì´ µ denote the Ò ¢ Ò matrix Ì of labels that is defined as follows: only for the special case of a circular-arc graph that is coverable with two cliques. We need a linear time bound for arbitrary circular-arc graphs. We outline the proof in the remainder of this section. We take advantage of this observation by computing part of a graph À that would result from adding copies of a set of arcs in Ì´ µ that may be involved in ¾ relationships, flipping these copies, and testing neighborhood containments involving them. In particular, whenever Ü and Ý are adjacent, AE Ü AE Ý Î , and the degree of Ü in is at least the degree of Ý in , we make sure that there is a copy 
Finding an interval realizer of an interval matrix
The left-endpoint order in an interval realizer Ê of an interval matrix Ì is a linear extension of a transitive orientation ½Ò of ½Ò in the matrix. Let us call ½Ò an interval orientation; ½Ò is uniquely defined by the left endpoint order (or, symmetrically, by the right endpoint order). Conversely, the left endpoint order is given by´ µ Ì ½Ò and the right endpoint order is given by ½Ò . 
A -like relation for interval orientations
Let us define an analog ¡ of the relation for the problem of finding an interval orientation instead of just a transitive orientation. (The relation involves two edges joined at one end, resembling the letter , while ¡ involves three relationships that make a triangle.) Let Ò denote the relation on Ò , let ½ denote the relation on ½ , and let ½Ò denote the relation on ½Ò . 
Theorem 5.6 If Ì is an interval matrix, then an orientation of ½Ò is an interval orientation iff it is a union of ¡ implication classes.
The proofs are similar to the analogous one for standard modules and transitive orientations of comparability graphs given in [10, 17] .
The following is a corollary of Theorems 5.5 and 5.6: The proof proceeds by induction on the number of pivots, using the ¡ relationships between edges of ½Ò that already go between parts and edges of ½Ò that go between ½ , and Ò .
An algorithm for finding a realizer of an interval matrix
Suppose there are no modules of the interval matrix other than Î and its singleton subsets. When one selects an arbitrary vertex Ü and begins with initial partitioń If the interval matrix has nontrivial modules, then pivoting will fail to break up any module that starts out in a single part. We show that during the second partition that starts with initial partition´ Ý Î Ý µ, every one of these modules is a ¡ module. By Theorem 5.6, edges internal to these modules may be oriented independently of edges external to them. Thus, the ¡ modules encountered can be dealt with by recursion. We get a linear bound by extending the linear-time approach of [16] to work on symmetric matrices that have nontrivial modules and Ç´½µ different kinds of entries.
Turning a circular-arc matrix into an interval matrix.
In this section, we describe the implementation of Step 2 of Algorithm 3.1.
We proceed by incrementally performing flips to transform an intersection matrix for the original input graph into an interval matrix. At each point, we will let Ì denote the current state of the matrix, and let , Ò , ½ , and ¾ refer to those graphs in Ì . The matrix passes through the following stages: either contain ´ ½ µ or are disjoint from it. These can be distinguished from each other by their relationship to any member of ½ in Ì ¿ .
Ì : Flipping the arcs in Ì ¿ that contain ´ ½ µ leaves the region of the circle adjacent to Ô and outside of ´ ½ µ uncovered by any arc. Ì is therefore an interval matrix. we may suppose without loss of generality that all left endpoints of arcs in precede all left endpoints of arcs in , and that all right endpoints of arcs in precede all right endpoints of arcs in . Every right endpoint of reaches at least as far into Ï as any arc in , and from the same direction, hence . The following is now quite easy to show: The remaining steps are easy to bound using elementary observations.
Relationship to Other Work
Tucker was the first to recognize the importance of finding neighborhood containments in recognizing circular-arc graphs [22] . This step was a bottleneck in his algorithm. Eschen and Spinrad's innovations for this step in [7] are obviously critical for our time bound. ¡ trees are reminiscent of trees used by Hsu [11] for representing sets of possible arrangements of endpoints in a circular-arc realizer of a particular circular-arc matrix, rather than an interval matrix. Because the domain is more general, they are more difficult to describe, and many of the mathematical and algorithmic tools that we have developed for ¡ trees are difficult to apply to them.
Johnson and Spinrad [12] have independently found an Ç´Ò ¾ µ solution to the problem mentioned in Section 4 of finding an interval realizer of a probe interval graph. They were motivated by its applications in genetics. They use a tree that is also reminiscent of Hsu's, and whose leaves are the endpoints of intervals, rather than the vertices. It represents all possible endpoint placements in a realizer of an interval graph, rather than an interval matrix. An Ç´Ò · Ñ ÐÓ Òµ bound for finding a realizer of a probeinterval graph is given in [15] . Additional applications and properties of ¡ trees are also given there.
