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1 Introduction
The decay B0! K0+  proceeds via a b ! s quark avour-changing neutral current
(FCNC) transition. In the Standard Model (SM) the decay is therefore forbidden at tree
level and occurs, at lowest order, via electroweak penguin and box processes. In extensions
of the SM, new particles may enter in competing processes and can signicantly change
the branching fraction of the decay and the angular distribution of the nal-state particles.
Angular observables are of particular interest, since theoretical predictions of such observ-
ables tend to be less aected by the hadronic uncertainties associated with the B0 ! K0
transition. Throughout this paper K0 is used to refer to the K(892)0 resonance.
The LHCb collaboration previously determined a set of angular observables in the
B0! K0+  decay,1 using data collected during 2011, corresponding to an integrated
luminosity of 1:0 fb 1 [1]. Dierent subsets of these angular observables have also been
measured by the BaBar, Belle, CDF and CMS collaborations [2{7] and all of these mea-
surements are in good agreement with SM predictions. The LHCb collaboration has also
used the 2011 dataset to determine an alternative set of angular observables that have re-
duced theoretical uncertainties [8]. In contrast to the previous analyses, these observables
cannot be extracted from single angle distributions. This second LHCb analysis found a
local deviation with respect to the SM prediction in one observable, P 05, with a signicance
corresponding to 3.7 standard deviations. Possible interpretations of this discrepancy and
the consistency of all of the measurements of b! s transitions have been widely discussed
in the literature [9{21].
The present paper describes an updated angular analysis of the B0! K0+  decay,
using the LHCb Run 1 data sample, corresponding to an integrated luminosity of 3:0 fb 1.
The data were recorded in pp collisions at centre-of-mass energies of 7 and 8 TeV during
2011 and 2012, respectively. All previous analyses of the B0 ! K0+  decay have
extracted only part of the information available, by tting simplied forms of the angular
distribution. This paper presents a complete set of observables for the rst time, based on
the full angular distribution. The simultaneous determination of these observables allows
correlations between the measured quantities to be computed, enabling the use of the results
in global ts to theoretical models. This is critical to understand whether SM dynamics
are sucient to explain the above discrepancy, or if extensions to the SM are necessary.
The structure of this paper is as follows. In section 2, the angular distribution and
observables for the B0! K0+  decay are presented. Section 3 describes the exper-
imental setup. The reconstruction and selection of the B0 ! K0+  candidates and
sources of background are presented in section 4. The method used to correct the angular
1The inclusion of charge conjugate processes is implied throughout this paper, unless otherwise noted.
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distribution for experimental eects is detailed in section 5 and the parameterisation of the
mass distribution is described in section 6. The determination of the angular observables
is detailed in section 7, and section 8 discusses sources of systematic uncertainty. Results
are given in section 9 and the compatibility with predictions based on the Standard Model
is discussed in section 10. Finally, conclusions are presented in section 11.
2 Angular distribution and observables
The nal state of the decay B0! K0+  can be described by q2, the invariant mass
squared of the dimuon system, and three decay angles ~
 = (cos l; cos K ; ). The angle
between the + ( ) and the direction opposite to that of the B0 (B0) in the rest frame of
the dimuon system is denoted l. In this analysis, the K
0 meson is reconstructed through
the decay K0 ! K+ . The angle between the direction of the K+ (K ) and the B0
(B0) in the rest frame of the K0 (K0) system is denoted K . The angle between the
plane dened by the dimuon pair and the plane dened by the kaon and pion in the B0
(B0) rest frame is denoted . More details of the angular basis adopted in this analysis
are given in appendix A of ref. [1].
The dierential decay rates of B0! K0+  and B0! K0+  decays, in terms
of q2 and the three angles, are given by
d4 [B0! K0+ ]
dq2 d~

=
9
32
X
i
Ii(q
2)fi(~
) and
d4 [B0! K0+ ]
dq2 d~

=
9
32
X
i
Ii(q
2)fi(~
) ;
(2.1)
where   ( ) refers to decays involving a b (b) quark and hence a B0 (B0) meson, the terms
fi(~
) are formed from combinations of spherical harmonics and the Ii (Ii) are q
2-dependent
angular observables. The Ii can be expressed as bilinear combinations of six complex decay
amplitudes, AL;R0;k;?, which correspond to the dierent transversity states of the K0 meson
and the dierent (left- and right-handed) chiralities of the dimuon system. An additional
sux s or c is conventionally added to some of the Ii terms to indicate that they have a
sin2 K or cos
2 K dependence. When q
2 is suciently large (q2 > 1 GeV2=c4), the muons
can be considered massless. The list of the angular terms and observables that remain in
this massless limit is given in table 1.
Following the notation of ref. [22], q2-dependent CP averages, Si, and CP asymmetries,
Ai, can be dened as
Si =
 
Ii + Ii
. d 
dq2
+
d 
dq2

and
Ai =
 
Ii   Ii
. d 
dq2
+
d 
dq2

:
(2.2)
In the massless limit, the CP -averaged observables S1(s;c) and S2(s;c) obey the relations
S1s = 3S2s, S1c =  S2c and 34(2S1s + S1c)  14(2S2s + S2c) = 1 (see for example ref. [22]).
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These relationships reduce the number of independent CP -averaged observables from eleven
to eight. The relations between the observables also hold to a good approximation for q2 <
1 GeV2=c4 and are therefore adopted for the full q2 range. The S1c observable corresponds to
the fraction of longitudinal polarisation of the K0 meson and is therefore more commonly
referred to as FL, with
FL = S1c =
jAL0 j2 + jAR0 j2
jAL0 j2 + jAR0 j2 + jALk j2 + jARk j2 + jAL?j2 + jAR?j2
: (2.3)
It is also conventional to replace S6s by the forward-backward asymmetry of the dimuon sys-
tem AFB, with AFB =
3
4S6s. The CP -averaged angular distribution of the B
0! K0+ 
decay can then be written as
1
d(  +  )=dq2
d4(  +  )
dq2 d~

=
9
32

3
4
(1  FL) sin2 K + FL cos2 K
+
1
4
(1  FL) sin2 K cos 2l
  FL cos2 K cos 2l + S3 sin2 K sin2 l cos 2
+ S4 sin 2K sin 2l cos+ S5 sin 2K sin l cos
+
4
3
AFB sin
2 K cos l + S7 sin 2K sin l sin
+ S8 sin 2K sin 2l sin+ S9 sin
2 K sin
2 l sin 2

:
(2.4)
Additional sets of observables, for which the leading B0 ! K0 form-factor uncer-
tainties cancel, can be built from FL and S3{S9. Examples of such optimised observables
include the transverse asymmetry A
(2)
T [23], where A
(2)
T = 2S3=(1 FL), and the P (0)i series
of observables [24]. In this paper the notation used is
P1 =
2S3
(1  FL) = A
(2)
T ;
P2 =
2
3
AFB
(1  FL) ;
P3 =
 S9
(1  FL) ;
P 04;5;8 =
S4;5;8p
FL(1  FL)
;
P 06 =
S7p
FL(1  FL)
:
(2.5)
The denition of the P 0i observables diers from that of ref. [24], but is consistent with the
notation used in the LHCb analysis of ref. [8].
In addition to the resonant P-wave K0 contribution to the K+ +  nal state,
the K+  system can also be in an S-wave conguration. The addition of an S-wave
component introduces two new complex amplitudes, AL;RS , and results in the six additional
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angular terms that are given in the lower part of table 1. In the analyses described in
refs. [1, 8] the S-wave contribution, which is expected to be approximately 5%, was treated
as a systematic uncertainty. The presence of a K+  system in an S-wave conguration
modies the angular distribution to
1
d(  +  )=dq2
d4(  +  )
dq2 d~


S+P
= (1  FS) 1
d(  +  )=dq2
d4(  +  )
dq2 d~


P
+
3
16
FS sin
2 l
+
9
32
(S11 + S13 cos 2l) cos K
+
9
32
(S14 sin 2l + S15 sin l) sin K cos
+
9
32
(S16 sin l + S17 sin 2l) sin K sin ;
(2.6)
where FS denotes the S-wave fraction,
FS =
jALS j2 + jARS j2
jALS j2 + jARS j2 + jAL0 j2 + jAR0 j2 + jALk j2 + jARk j2 + jAL?j2 + jAR?j2
; (2.7)
and the terms S11, S13{S17 arise from interference between the S- and P-wave ampli-
tudes. Note that FS replaces the terms S10 and S12, with FS = 3S10 =  3S12. Through-
out this paper, FS and the interference terms between the S- and P-wave are treated as
nuisance parameters.
Due to the avour specic nal state of the decay, the CP asymmetries Ai can be
determined from dierences in the angular distributions between B0 and B0 decays.
In this analysis, three separate techniques are used to study the angular distribution:
1. An unbinned maximum likelihood t is used to determine the CP -averaged observ-
ables FL, AFB, and S3{S9, as well as the CP asymmetries A3{A9, averaged over
bins of q2. In addition, the P
(0)
i observables are determined by reparameterising the
likelihood t. The data are analysed in q2 bins of approximately 2 GeV2=c4 width
and also in wider 1:1 < q2 < 6:0 GeV2=c4 and 15:0 < q2 < 19:0 GeV2=c4 bins for
which there are particularly precise theoretical predictions. The unbinned maximum
likelihood t is described in section 7.1.
2. The same observables are also determined using principal angular moments. This
so-called method of moments gives an approximately 15% less precise determination
of the observables than the likelihood t but is particularly robust for low signal
yields and does not require a complex angular t [25]. This allows the observables
to be determined in approximately 1 GeV2=c4 wide q2 bins, which gives additional
shape information that is useful in regions where the observables vary rapidly with
q2. The method is described in section 7.2.
3. Finally, the observables S4, S5 and AFB vary as a function of q
2 and are known
to change sign in the SM. By tting for the decay amplitudes as a function of q2,
the q2 values at which these observables cross zero can be determined. At leading
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i Ii fi
1s 34
h
jALk j2 + jAL?j2 + jARk j2 + jAR?j2
i
sin2 K
1c jAL0 j2 + jAR0 j2 cos2 K
2s 14
h
jALk j2 + jAL?j2 + jARk j2 + jAR?j2
i
sin2 K cos 2l
2c  jAL0 j2   jAR0 j2 cos2 K cos 2l
3 12
h
jAL?j2   jALk j2 + jAR?j2   jARk j2
i
sin2 K sin
2 l cos 2
4
q
1
2Re(AL0ALk +AR0ARk ) sin 2K sin 2l cos
5
p
2Re(AL0AL?  AR0AR? ) sin 2K sin l cos
6s 2Re(ALkAL?  ARkAR? ) sin2 K cos l
7
p
2Im(AL0ALk  AR0ARk ) sin 2K sin l sin
8
q
1
2 Im(AL0AL? +AR0AR? ) sin 2K sin 2l sin
9 Im(ALk AL? +ARk AR?) sin2 K sin2 l sin 2
10 13
jALS j2 + jARS j2 1
11
q
4
3Re(ALSAL0 +ARSAR0 ) cos K
12  13
jALS j2 + jARS j2 cos 2l
13  
q
4
3Re(ALSAL0 +ARSAR0 ) cos K cos 2l
14
q
2
3Re(ALSALk +ARSARk ) sin K sin 2l cos
15
q
8
3Re(ALSAL?  ARSAR? ) sin K sin l cos
16
q
8
3 Im(ALSALk  ARSAR? ) sin K sin l sin
17
q
2
3 Im(ALSAL? +ARSAR? ) sin K sin 2l sin
Table 1. Angular observables Ij and their corresponding angular terms for dimuon masses that
are much larger than twice the muon mass. The terms in the lower part of the table arise from
the K+  S-wave contribution to the K+ +  nal state. The Ii coecients are obtained by
making the substitution A ! A, i.e. by complex conjugation of the weak phases in the amplitudes.
order these zero-crossing points are free from B0 ! K0 form-factor uncertainties
and consequently provide a precision test of the SM [26, 27]. The method is applied
in the range 1:1 < q2 < 6:0 GeV2=c4 and is described in section 7.3.
The three methods are complementary, but their results are correlated and cannot be
combined. Method 1 is the most precise and is therefore used to compare to the SM
predictions. The q2 bins used for the likelihood t of the angular observables and the
method of moments are given in tables 4 and 7 of appendix A, respectively.
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3 Detector and simulation
The LHCb detector [28, 29] is a single-arm forward spectrometer, covering the
pseudorapidity range 2 <  < 5, designed for the study of particles containing b or c
quarks. The detector includes a high-precision tracking system consisting of a silicon-strip
vertex detector surrounding the pp interaction region, a large-area silicon-strip detector
located upstream of a dipole magnet with a bending power of about 4 Tm, and three sta-
tions of silicon-strip detectors and straw drift tubes placed downstream of the magnet.
The tracking system provides a measurement of momentum, p, of charged particles with
a relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200 GeV=c. The
minimum distance of a track to a primary pp interaction vertex (PV), the impact param-
eter, is measured with a resolution of (15 + 29=pT)m, where pT is the component of the
momentum transverse to the beam, in GeV=c. Dierent types of charged hadrons are distin-
guished using information from two ring-imaging Cherenkov (RICH) detectors. Photons,
electrons and hadrons are identied by a calorimeter system consisting of scintillating-
pad and preshower detectors, an electromagnetic calorimeter and a hadronic calorimeter.
Muons are identied by a system composed of alternating layers of iron and multiwire pro-
portional chambers. The online event selection is performed by a trigger, which consists of
a hardware stage, based on information from the calorimeter and muon systems, followed
by a software stage, which applies a full event reconstruction [30].
Simulated signal events are used to determine the impact of the detector geometry,
trigger, reconstruction and candidate selection on the angular distribution of the signal. In
addition, simulated samples are used to estimate the contribution of possible background
processes. In the simulation, pp collisions are generated using Pythia [31, 32] with a spe-
cic LHCb conguration [33]. Decays of hadronic particles are described by EvtGen [34],
in which nal-state radiation is generated using Photos [35]. The interaction of the gen-
erated particles with the detector, and its response, are implemented using the Geant4
toolkit [36, 37] as described in ref. [38]. Data-driven corrections are applied to the simula-
tion to account for a small level of mismodelling of the detector occupancy, B0 momentum
and B0 vertex quality. Similarly, the simulated particle identication (PID) performance
is corrected to match that determined from control samples selected from the data.
4 Selection of signal candidates
The B0 ! K0+  signal candidates are required to pass a hardware trigger, which
selects events containing at least one muon with pT > 1:48 GeV=c in the 7 TeV data or
pT > 1:76 GeV=c in the 8 TeV data. In the subsequent software trigger, at least one of
the nal-state particles is required to have both pT > 0:8 GeV=c and impact parameter
larger than 100m with respect to all PVs in the event. Finally, the tracks of two or
more of the nal-state particles are required to form a vertex that is signicantly displaced
from any PV.
Signal candidates are formed from a pair of oppositely charged tracks that are identied
as muons, combined with a K0 meson candidate. The K0 candidate is formed from two
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charged tracks that are identied as a kaon and a pion, respectively. The four tracks of the
nal-state particles are required to have a signicant impact parameter with respect to all
PVs in the event. The tracks are then tted to a common vertex, which is required to be
of good quality. The impact parameter of the B0 candidate with respect to one of the PVs
is required to be small and the vertex of the B0 candidate is required to be signicantly
displaced from the same PV. The angle DIRA between the reconstructed B
0 momentum
and the vector connecting the PV to the reconstructed B0 decay vertex is required to be
small. Candidates are required to have reconstructed B0 invariant mass, m(K+ + ),
in the range 5170 < m(K+ + ) < 5700 MeV=c2. Finally, the reconstructed mass of the
K+  system, m(K+ ), is required to be in the range 796 < m(K+ ) < 996 MeV=c2.
Background formed by combining particles from dierent b- and c-hadron decays
(referred to as combinatorial background) is further reduced using a boosted decision
tree (BDT) [39, 40], which is trained using data. As a proxy for the signal decay,
B0! J= K0 decays are used to train the BDT, where the J= is reconstructed through
its decay into + . Candidates from the upper mass sideband 5350 < m(K+ + ) <
7000 MeV=c2 are used as a proxy for the background. As input variables, the BDT uses the
reconstructed B0 lifetime and vertex t quality, the momentum and transverse momentum
of the B0 candidate, cos DIRA, particle identication information from the RICH detec-
tors and the muon system, as well as variables describing the isolation of the nal state
tracks [41]. To best exploit the data available for training, the k-folding technique [42] is
employed with k = 10. At the chosen working point, the BDT has a background rejection
of 97% and a signal eciency of 85%. The signal eciency and background rejection of
the BDT is uniform in m(K+ + ) and m(K+ ). The distortion induced in q2 and
the angular distributions is discussed in section 5.
The K+ +  invariant mass versus q2 for candidates that pass the full selection is
shown in gure 1. The B0! K0+  signal candidates are clearly visible as a vertical
band. The contributions from the decays B0 ! J= K0 and B0 !  (2S)K0, which
proceed through tree-level b ! ccs transitions, have a dimuon mass consistent with the
known J= or  (2S) meson mass and m(K+ + ) consistent with that of the known B0
meson mass. The horizontal bands are formed from combinatorial background comprising
a genuine J= or  (2S) meson and a K0 candidate selected from elsewhere in the event.
4.1 Background composition
In addition to combinatorial background, there are several sources of background that
accumulate in m(K+ + ) and can potentially mimic the signal decay if they are
mis-reconstructed in the detector. These are referred to as peaking backgrounds. Contam-
ination from peaking backgrounds is estimated using samples of simulated events.
The tree-level decays B0 ! J= K0 and B0 !  (2S)K0 dominate in the regions
8:0 < q2 < 11:0 GeV2=c4 and 12:5 < q2 < 15:0 GeV2=c4, respectively, and these q2 regions
are therefore excluded from the analysis of the signal decay. However, these decays can still
form a source of background if the   (+) is misidentied as a   (K+) and the   (K+)
is misidentied as a   (+). To remove this background, candidates are rejected if the  
(K+) satises the muon identication criteria and the mass of the  + (K+ ) system,
{ 7 {
J
H
E
P
0
2
(
2
0
1
6
)
1
0
4
]2c) [GeV/-µ+µ-pi+K(m
5.2 5.3 5.4 5.5 5.6 5.7
]
4
c/
2
 [
G
e
V
2
q
0
2
4
6
8
10
12
14
16
18
20
1
10
210
310
410
LHCb
Figure 1. Invariant mass of the K+ +  system versus q2. The decay B0 ! K0+  is
clearly visible inside the dashed vertical lines. The horizontal lines denote the charmonium regions,
where the tree-level decays B0! J= K0 and B0!  (2S)K0 dominate. These candidates are
excluded from the analysis.
when the   (K+) is assigned the muon mass, is consistent with that of a J= or  (2S)
meson. Possible pollution from B0! K0(! + ) decays is removed by excluding from
the analysis the q2 region 0:98 < q2 < 1:10 GeV2=c4.
The decay 0b! pK + , which can proceed via e.g. the (1520) resonance, can be
a source of peaking background if the proton is misidentied as a pion. This background
is suppressed by rejecting candidates where the pion is not unambiguously identied by
the RICH detectors and which have a mass close to the known 0b mass, when the pion is
assigned the proton mass. Similarly, 0b! pK +  backgrounds with double misiden-
tication of the hadrons, i.e. where the proton is misidentied as a kaon and the kaon is
misidentied as a pion, are suppressed using PID information.
The decay B0s! (! K+K )+  can mimic the signal decay if one of the kaons is
misidentied as a pion. This background is suppressed by requiring stringent PID criteria
if, after assigning the kaon mass to the pion candidate, the reconstructed invariant masses
of the B0 and K0 candidates are consistent with the known B0s and  masses.
The decay B+ ! K++  can form a background if a low momentum pion from
elsewhere in the event is added to form a four-particle nal state. The resulting invariant
mass m(K+ + ) will be larger than the known B0 mass but can contribute to the
upper mass-sideband. Such decays can therefore distort the estimate of the angular distri-
bution of the residual background, which is assessed from this sideband. This background
is suppressed by removing candidates with 5220 < m(K++ ) < 5340 MeV=c2. It is also
possible to have backgrounds from B0;+! K0;++  decays, where the pion from the
K meson is replaced by another pion from the rest of the event. This background does
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not peak in the signal region and is considered as part of the combinatorial background.
Finally, B0! K0+  decays can form a background to B0! K0+  decays (and
vice versa) if the K+ (K ) is misidentied as the + ( ) and the   (+) is misidenti-
ed as the K  (K+). These misidentied decays are referred to as signal swaps and are
suppressed using PID information.
After all vetoes are applied, the largest peaking background contribution is from 0b !
pK +  decays. The residual background from these decays is expected to be at a level
of (1:0  0:4)% of the signal yield. The next largest backgrounds are B0 ! K0+ 
signal swaps at (0:64  0:06)%, misidentied B0s ! +  events at (0:33  0:12)% and
B0! J= K0 decays with double misidentication at (0:05  0:05)% of the signal yield.
All of the sources of peaking background are suciently small such that they are neglected
in the angular analysis but are considered further as sources of systematic uncertainty.
The background from b-hadron decays where two hadrons are misidentied as muons is
negligible. The largest residual background is combinatorial in nature and varies smoothly
with m(K+ + ), m(K+ ) and the decay angles.
5 Angular acceptance
The triggering, reconstruction and selection criteria distort the distributions of the decay
angles l, K and , as well as the q
2 distribution, giving rise to so-called acceptance
eects. The dominant acceptance eects come from momentum and impact parameter
requirements. In particular, the implicit momentum threshold that is required for tracks
to traverse the magnetic spectrometer removes low momentum particles. In contrast to
the previous LHCb analyses [1, 8], the acceptance is not assumed to factorise in the three
decay angles. Instead, the eciency is parameterised in four dimensions, according to
"(cos l; cos K ; ; q
2) =
X
ijmn
cijmnLi(cos l)Lj(cos K)Lm()Ln(q
2); (5.1)
where the terms Lh(x) denote Legendre polynomials of order h and the observables are
rescaled to the range  1 < x < +1 when evaluating the polynomial. For cos l, cos K
and , the sum in eq. (5.1) encompasses Lh(x) up to fourth, fth and sixth order, respec-
tively. The q2 parameterisation comprises Lh(x) up to fth order. The coecients cijmn
are determined using a principal moment analysis of simulated three-body B0! K0+ 
phase-space decays. As the eciency is parameterised in terms of all of the relevant kine-
matic variables needed to describe the decay, it does not depend on the model used in
the simulation.
The angular acceptance in cos l, cos K and  is shown for 0:10 < q
2 < 0:98 GeV2=c4
and 18:0 < q2 < 19:0 GeV2=c4 in gure 2. The acceptance varies smoothly as a function of
q2 between these extremes. The acceptance as a function of q2, after integrating over the
decay angles, is also shown. The description of the angular acceptance is cross-checked, for
q2 = m2(J= ), using the decay B0! J= K0. This decay can be selected in the data with
background contamination below 1% and the angular structure has been determined by
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Figure 2. Relative eciency in cos l, cos K ,  and q
2, as determined from a principal moment
analysis of simulated three-body B0! K0+  phase-space decays. The eciency as a function
of cos l, cos K and  is shown for the regions 0:1 < q
2 < 0:98 GeV2=c4 (black solid line) and
18:0 < q2 < 19:0 GeV2=c4 (red dashed line). The eciency as a function of q2 is shown after
integrating over the decay angles. The histograms indicate the distribution of the simulated three-
body B0! K0+  phase-space decays used to determine the acceptance.
measurements made by the BaBar, Belle and LHCb collaborations [43{45]. With the ac-
ceptance correction derived using the above method, the B0! J= K0 angular observables
obtained from the LHCb data are in good agreement with these previous measurements.
The angular t of the B0! J= K0 data is shown in gure 15 of appendix B.
6 The K+ +  and K+  mass distributions
The K+ +  invariant mass is used to discriminate between signal and background.
The distribution of the signal candidates is modelled using the sum of two Gaussian func-
tions with a common mean, each with a power-law tail on the low-mass side. The parame-
ters describing the signal mass-shape are determined from a t to the B0! J= K0 decay in
the data, as shown in gure 3, and are subsequently xed when tting the B0! K0+ 
candidates. In samples of simulated B0 ! K0+  decays, the mass resolution is ob-
served to vary with q2 by 2{8%. A scale factor is therefore taken from the simulation
and is used to correct the width of the Gaussian functions in the dierent q2 bins. A
component is included in the t to account for B0s! J= K0 decays, which are at a level
of 0.8% of the B0 ! J= K0 signal yield [46]. However, the B0s ! K0+  decay is
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Figure 3. Invariant mass m(K+ + ) for (left) the control decay B0! J= K0 and (right)
the signal decay B0 ! K0+ , integrated over the full q2 range (see text). Overlaid are the
projections of the total tted distribution (black line) and the signal and background components.
The signal is shown by the blue shaded area and the background by the red hatched area.
neglected when tting B0! K0+  candidates. Combinatorial background is described
well by a single exponential distribution in m(K+ + ). The B0! K0+  signal
yield integrated over the q2 ranges 0:1 < q2 < 8:0 GeV2=c4, 11:0 < q2 < 12:5 GeV2=c4 and
15:0 < q2 < 19:0 GeV2=c4 is determined to be 2398  57. The signal yield in the range
1:1 < q2 < 6:0 GeV2=c4 is 624 30.
As detailed in sections 7.1 and 7.2, the likelihood t and the method of moments use
additional information from the m(K+ ) distribution to constrain the fraction of K+ 
S-wave present in the data. To describe this distribution, the K0 signal component is
modelled using a relativistic Breit-Wigner function for the P-wave component and the
LASS parameterisation [47] for the S-wave component. The combinatorial background is
described by a linear function in m(K+ ). There is no evidence for a K0 component in
the background m(K+ ) distribution. When tting for K0 decay amplitudes, m(K+ )
is integrated over, as detailed in section 7.3.
7 Angular analysis of the decay
The three methods used to determine the CP -averaged angular observables, CP asym-
metries and the zero-crossing points of S4, S5 and AFB are detailed below. Section 7.1
describes the determination of the observables in bins of q2 using a maximum likelihood
t. Section 7.2 discusses the determination of the same set of observables using a principal
moment analysis. Finally, section 7.3 describes a t to the angular and q2 distribution of
the decay, parameterised in terms of the decay amplitudes rather than the observables.
This t is used to determine the zero-crossing points of S4, S5 and AFB.
7.1 Determination of angular observables with a likelihood t
In each q2 bin, an unbinned maximum likelihood t to m(K+ + ) and the three
decay angles cos l, cos K and  is used to determine the angular observables introduced
in section 2. The angular distribution of the signal is described using eq. (2.6). The
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background angular distribution is modelled with second order polynomials in cos l, cos K
and , the parameters of which are left free in the t. The angular distribution is assumed
to factorise in the three decay angles. This assumption has been validated in the upper
mass sideband.
In order to describe the signal angular distribution, the angular acceptance discussed in
section 5 must be accounted for. The acceptance is treated in one of two ways, depending
on the q2 range being tted. In the narrow q2 bins, the acceptance is treated as being
constant across each bin and is included in the t by multiplying eq. (2.6) by the acceptance
function evaluated at the bin centre. In the wider 1:1 < q2 < 6:0 GeV2=c4 and 15:0 < q2 <
19:0 GeV2=c4 bins, the shape of the acceptance can vary signicantly across the bin. In
this case, the candidates are weighted in the likelihood t by the inverse of their eciency.
The event weights are scaled such that this pseudo-likelihood t has condence intervals
with the correct coverage.
The K+ +  invariant mass is included in the t to separate signal from back-
ground. The signal and background mass distributions are parameterised as described
in section 6. In order to better constrain the S-wave fraction, a simultaneous t of the
m(K+ ) distribution is performed using the parameterisation described in section 6. The
signal fraction and FS are common parameters in the simultaneous ts to the m(K
+ )
distribution and to the angular and m(K+ + ) distributions. Figure 4 shows the
projections of the tted probability density function on the angular and mass distributions
for the 1:1 < q2 < 6:0 GeV2=c4 q2 bin. Good agreement of the tted function with the data
is observed. Projections for the other q2 bins are provided in appendix B.
The P
(0)
i observables introduced in section 2 are determined by reparameterising
eq. (2.4) using a basis comprising FL, P1;2;3 and P
0
4;5;6;8. The CP asymmetries are de-
termined by modifying the angular convention, introducing a relative sign between the
angular terms f3(~
){f9(~
) for B
0 and B0 decays, such that eq. (2.4) is given in terms of
FL and the CP asymmetries A3{A9. The B
0 or B0 avour is determined from the charge
of the nal-state kaon.
To ensure correct coverage for the uncertainties of the angular observables, the
Feldman-Cousins method [48] is used with nuisance parameters treated according to the
plug-in method [49]. Angular observables are considered one at a time, with the other
angular observables treated as nuisance parameters. The nuisance parameters also include
the signal fraction, the background parameters, FS and the angular terms that arise from
interference between the S- and P-wave.
7.2 Determination of angular observables using the method of moments
The angular observables are also determined using a principal moment analysis of the
angular distribution, without making any angular t to the data [25, 50]. As a continuous
function of q2, the moments are given by
Mi(q
2) =
Z 
1
d(  +  )=dq2

d4(  +  )
dq2 d~

fi(~
)d~
 : (7.1)
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Figure 4. Angular and mass distributions for 1:1 < q2 < 6:0 GeV2=c4. The distributions of
m(K+ ) and the three decay angles are given for candidates in the signal mass window 50 MeV=c2
around the known B0 mass. The candidates have been weighted to account for the acceptance.
Overlaid are the projections of the total tted distribution (black line) and its dierent components.
The signal is shown by the blue shaded area and the background by the red hatched area.
The average Mi(q
2) in a bin of q2 is estimated by replacing the integral in eq. 7.1 with
a sum over the candidates in the dataset. The angular acceptance is accounted for by
weighting the candidates in the sum,
cMi = 1P
ewe
X
e
wefi(~
e) : (7.2)
The sum is evaluated for candidates within 50 MeV=c2 of the B0 mass. The weight, we, is
the reciprocal of the candidate's eciency and is computed as described in section 5. The
mass window contains more than 95% of the signal candidates. This sum is also computed
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for candidates with 5350 < m(K+ + ) < 5700 MeV=c2 and the resulting value of cMi is
used to subtract the background contribution from the 50 MeV=c2 window. The functions
fi are given in table 1. Due to their dependence on the spherical harmonics, most of the
angular terms are orthogonal. For fi=3{9,Z
fi(~
)fj(~
)d~
 = iij ; (7.3)
such that the moments give the CP -averaged observables S3 to S9 with a coecient, i,
that takes into account the normalisation. In the limit of massless muons, the moments
are related to the observables by the expressions
Mi =
8>>>>>><>>>>>>:
8
25
(1  FS)Si if i = 3; 4; 8; 9;
2
5
(1  FS)Si if i = 5; 6s; 7;
2
5
(1  FS)(2  FL) + 2
3
FS if i = 1s;
(7.4)
where, as noted previously, AFB =
3
4S6s. The relevant signal and background yields and
the S-wave fraction FS are determined from a two-dimensional extended unbinned maxi-
mum likelihood t to the m(K+ + ) and m(K+ ) distributions, using the shapes
described in section 6.
The statistical uncertainties of the angular moments are estimated using a bootstrap-
ping technique [51]. Condence intervals are dened such that they include the 16th{84th
percentiles of the bootstrap distribution of the observables. When computing the P
(0)
i ob-
servables, bootstrapped data with unphysical FL (FL < 0 or FL > 1) are added at 1 to
ensure that the resulting intervals do not undercover. As in the likelihood method, the CP
asymmetries are determined by ipping the sign of the relevant B0 angular terms. The
resulting moments are then used to determine the CP asymmetries by substituting Ai for
Si in eq. (7.4).
In the moment analysis, an additional angular observable that is not present in the
massless limit is determined. This observable is sensitive to large new scalar or tensor
contributions to the decay and is associated with a new forward-backward asymmetry
of the dimuon system, f6c(~
) = cos
2 K cos l [22, 52]. The corresponding observable is
highly correlated to AFB but can be determined from the moments M6c and M6s, using
S6c = 8M6c   2M6s.
7.3 Determination of zero-crossing points using the decay amplitudes
In the 1:1 < q2 < 6:0 GeV2=c4 region, it is also possible to determine the ampli-
tudes AL;R0;k;?, appearing in table 1, using a smoothly varying q2-dependent parameteri-
sation. For q2 > 6:0 GeV2=c4, resonant cc states make a simple parameterisation of the
q2-dependence impossible. A similar problem exists below 1.1 GeV2=c4 due to the presence
of light resonances.
The amplitudesAL;R0;k;? are complex functions of q2 and therefore, at each point in q2, the
decay B0! K0+  is described by twelve real degrees of freedom. Several symmetries
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leave the angular distribution of the nal-state particles unchanged [53]. These symmetries
allow four components of the amplitudes to be set to zero. This simplication results in
eight independent degrees of freedom which completely describe the B0! K0+  decay.
In this paper, the choice
Re(AR0 ) = Im(AR0 ) = Im(AL0 ) = Im(AR?) = 0 (7.5)
is made and the P-wave amplitudes are expressed using the form
AL;Ri=0;k;?(q2) = L;Ri + L;Ri q2 +
L;Ri
q2
; (7.6)
where L;Ri , 
L;R
i and 
L;R
i are complex coecients. The choice of which amplitude com-
ponents to x to zero and the form of the parameterisation are motivated in ref. [54].
In the q2 range considered, the S-wave amplitudes are expected to vary slowly with
q2 [55]. To simplify the t, these amplitudes are therefore assumed to be constant in q2
and are described with a single complex parameter. The systematic uncertainty related
to this approximation is negligible. After applying the symmetry constraints, the B0 and
B0 decays are each described by 24 real parameters for the P-wave amplitudes and four
real parameters for the S-wave amplitudes. With the 3 fb 1 dataset, it is not possible to
determine the parameters describing both the B0 and B0 decays separately. It is therefore
assumed that CP symmetry holds in the decay such that the amplitudes describing the B0
and B0 decays are identical.
An unbinned maximum likelihood t to the distributions of m(K+ + ), cos l,
cos K ,  and q
2 is used to determine the amplitude parameters. The integral of the
angular distribution is required to be consistent with the number of signal candidates in
the t. For simplicity, m(K+ ) is not included in the t. The variation of the amplitudes
with m(K+ ) is accounted for by replacing products of amplitudes AL;Ri AL;Rj with
AL;Ri AL;Rj
Z
gi(m(K
+ ))gj (m(K
+ ))dm(K+ ) ; (7.7)
where gi(m(K
+ )) describes the variation of the amplitude AL;Ri with m(K+ ). The
same models are used for the S- and P-wave lineshapes as in sections 7.1 and 7.2. The
acceptance as a function of cos l, cos K ,  and q
2 (as described in section 5) is included in
the amplitude t. The combinatorial background is parameterised by a linear function in q2.
The background angular distribution is assumed to be independent of q2 and is described by
the product of three second-order polynomials. The background model and its factorisation
in the decay angles and q2 is checked using candidates in the m(K+ + ) sideband.
Figure 5 shows the projections of the tted probability density functions on the angular
and q2 distributions of the candidates. In contrast to gure 4, the eect of the selection
eciency on the angles and q2 is included in the signal distribution. The gure therefore
shows the distribution of the candidates rather than the candidates weighted by the inverse
of their selection eciency. Good agreement of the tted function and the data is observed.
The amplitude parameters are used to construct observables as continuous functions
of q2. The observables S4, S5 and AFB have zero-crossing points and these are determined
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Figure 5. Angular and q2 distribution of candidates overlaid by the result of the amplitude t.
The distribution of candidates in q2 and the three decay angles is given in a 50 MeV=c2 window
around the known B0 mass. Overlaid are the projections of the total tted distribution (black line)
and its dierent components. The signal is shown by the blue shaded area and the background by
the red hatched area.
by solving a quartic equation. The dierent solutions of this equation are separable based
on the sign of the slope of the observable in the vicinity of the zero-crossing point. Only
zero-crossing points in the range 1:1 < q2 < 6:0 GeV2=c4 with a local slope consistent with
the data above 6:0 GeV2=c4 are retained.
The large number of parameters oating in the t, coupled with the limited number
of signal candidates present in the dataset, results in a non-parabolic likelihood surface.
Therefore, as in the determination of the angular moments, the statistical uncertainties
of the q2-dependent observables and their corresponding zero-crossing points are deter-
mined using a bootstrapping technique [51]. The statistical coverage of the resulting in-
tervals is checked using simulated events and is found to be correct for the observables
S4, S5 and AFB. Despite the coverage being correct, approximately 10% of the boot-
strapped datasets result in no zero-crossing point with the correct slope in the q2 range
1:1 < q2 < 6:0 GeV2=c4. In these cases, the zero-crossing point is added to the bootstrap
distribution at 1 to ensure that the method does not undercover. The determination of
the q2-dependent amplitudes in principle allows the full observable basis to be determined.
However, pseudoexperiments indicate that a larger dataset is required in order to guarantee
the correct coverage of the uncertainties on the observables other than S4, S5 and AFB.
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Source FL S3{S9 A3{A9 P1{P
0
8 q
2
0 GeV
2=c4
Acceptance stat. uncertainty < 0:01 < 0:01 < 0:01 < 0:01 0:01
Acceptance polynomial order < 0:01 < 0:02 < 0:02 < 0:04 0:01{0:03
Data-simulation dierences 0:01{0:02 < 0:01 < 0:01 < 0:01 < 0:02
Acceptance variation with q2 < 0:01 < 0:01 < 0:01 < 0:01 |
m(K+ ) model < 0:01 < 0:01 < 0:01 < 0:03 < 0:01
Background model < 0:01 < 0:01 < 0:01 < 0:02 0:01{0:05
Peaking backgrounds < 0:01 < 0:01 < 0:01 < 0:01 0:01{0:04
m(K+ + ) model < 0:01 < 0:01 < 0:01 < 0:02 < 0:01
Det. and prod. asymmetries | | < 0:01 < 0:02 |
Table 2. Summary of the dierent sources of systematic uncertainty on the angular observables.
Upper limits or typical ranges are quoted for the dierent groups of observables. The column
labelled q20 corresponds to the zero-crossing points of S4, S5 and AFB.
8 Systematic uncertainties
Eects that can alter the mass or angular distribution of either the signal or background
candidates are sources of systematic uncertainty. The various sources of systematic un-
certainty are discussed in detail below and are summarised in table 2. In general, the
systematic uncertainties are signicantly smaller than the statistical uncertainties.
The size of each systematic uncertainty is estimated using pseudoexperiments in which
one or more parameters are varied. The angular observables are determined from these
pseudoexperiments using the nominal model and the systematically varied model. For each
observable, in each q2 region, the systematic uncertainty is then taken as the average of the
dierence between the two models. The pseudoexperiments are generated with signal yields
many times larger than that of the data, in order to render statistical uctuations negligible.
The main systematic eects associated with the signal modelling arise from the es-
timate of the angular acceptance. Four separate sources of systematic uncertainty are
considered: the statistical uncertainty on the acceptance correction resulting from the lim-
ited size of the simulation sample from which it is determined; an uncertainty associated
with the parameterisation that is used to describe the acceptance function; an uncertainty
arising from residual data-simulation dierences; and, for the likelihood t of the angular
observables in narrow q2 bins, an uncertainty associated with evaluating the acceptance at
a xed point in q2.
The statistical uncertainty on the acceptance function is evaluated using pseudoexper-
iments that are generated by coherently uctuating the acceptance parameters according
to the covariance matrix for the angular moments of the acceptance function. To evaluate
the uncertainty associated with the particular choice of order for the polynomials used to
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describe the acceptance function, pseudoexperiments are produced in which the polynomial
order is simultaneously increased by two in q2 and in each of the angles.
After the B0 momentum spectrum, detector occupancy and PID performance of the
simulation are corrected to match the data, there is very good agreement between the
properties of simulated and genuine B0 ! J= K0 decays. There are, however, some
small remaining dierences in the momentum and transverse momentum spectra of the
reconstructed pion that can aect the determination of the acceptance correction. A new
acceptance correction is derived after re-weighting the simulated phase-space sample to
account for the observed dierences. A more conservative variation has also been considered
in which an acceptance correction is derived without any of the data-simulation corrections
applied. The larger of the variations observed is added as a systematic uncertainty.
When determining the angular observables in the narrow q2 bins with the maximum
likelihood t, the acceptance is evaluated using the q2 value of the bin centre. Pseudoex-
periments are generated to assess the bias generated by this choice, using instead the value
of q2 of the left- or right-hand bin boundary.
Possible contributions from the tails of higher mass K states in the 796 < m(K+ ) <
996 MeV=c2 window are also considered. Simulation studies indicate that any bias
arising from these states is negligible compared to the statistical uncertainty on the
angular observables.
For the background modelling, two sources of systematic uncertainty are considered.
The rst source is associated with the choice of second-order polynomials to model the
background angular distribution in the ts of the angular observables and the q2-dependent
decay amplitudes. It is not possible to t a more complex model to the data because of the
small number of background candidates. Therefore, to test the model, the BDT require-
ment is relaxed and the background candidates are tted with a fourth-order polynomial
in each of the three angles. This shape is used when generating the pseudoexperiments.
The second source is associated with the t to the q2-dependent decay amplitudes. In this
case, the q2 dependence of the background model is modied from a linear function to a
third-order polynomial.
Systematic uncertainties are assessed for the dierent sources of peaking background
that are neglected in the analysis. As detailed in section 4.1, the most important back-
grounds are those from 0b! pK +  and B0s! +  decays, where a kaon or proton
is misidentied as pion; and B0! K0+  decays, where the kaon and pion are both
misidentied. Taking the angular distribution of the background from simulated events,
pseudoexperiments are generated with these backgrounds included, and the angular ob-
servables determined as if the background were not present. Pseudoexperiments are also
generated in which the angular distribution of the B0s ! +  and 0b ! pK + 
decays are taken from data. These decays are selected by removing PID information from
the BDT and inverting the background vetoes.
Systematic uncertainties are also assessed for the signal mass-modelling in
m(K+ + ) and m(K+ ). To assess the model of m(K+ + ), a t is per-
formed to B0! J= K0 data using the sum of two Gaussian distributions without the
power law tails. To assess the modelling of m(K+ ), pseudoexperiments are produced
by systematically varying the S- and P-wave line-shape parameters. For the S-wave, the
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LASS line-shape is also exchanged for the sum of resonant K0 (800)0 (sometimes referred
to as the  resonance) and K0 (1430)0 contributions.
For the t to the q2-dependent decay amplitudes, an additional uncertainty is assigned
for the choice of the q2 parameterisation of the S-wave components. As described in
section 7.3, the S-wave amplitudes are taken to be constant in q2. Motivated by ref. [55], a
systematic variation is considered by assuming that the S-wave amplitudes AL;RS have the
same q2 dependence as the longitudinal P-wave amplitudes AL;R0 .
The measured CP asymmetries can be biased due to detection and production asym-
metries. The B0 production asymmetry is measured to be less than 1% [56, 57]. The eect
of this asymmetry is further suppressed due to B0-B0 mixing. The kaon detection asym-
metry was measured in ref. [58]. In contrast to the other sources of systematic uncertainty,
the shift due to the detection and production asymmetries is calculated directly without
generating pseudoexperiments. The systematic uncertainty on the angular observables Ai
due to production and detection asymmetries is found to be less than 0:01. The eect of
these asymmetries on the CP -averaged observables is negligible.
In the q2-bin 0:10 < q2 < 0:98 GeV2=c4, the muon mass-squared is comparable to
q2 and the relations between S1(s;c), S2(s;c) and FL (see section 2) are only approximate.
The assumption that these relations hold has no impact on the measured values of S3{S9
or A3{A9 but results in a biased estimate of FL and hence of the P
(0)
i observables. In
pseudoexperiments based on the SM, this bias is typically at the level of 0:02. This can be
accounted for in the SM predictions for this q2-bin and hence is not considered as a source
of systematic uncertainty.
For FL and AFB, the largest source of systematic uncertainty comes from the data-
simulation comparison of the pion momenta. The systematic uncertainty assigned to this
eect is at the level of 0:01   0:02, depending on the q2 bin. This uncertainty constitutes
up to 30% of the statistical uncertainty on FL and 20% of the statistical uncertainty
on AFB. For S5 and A5, the largest source of systematic uncertainty comes from the
choice of polynomial order for the angular acceptance. If polynomials two orders higher
are used, a variation of  0:01 is observed. For the remaining CP -averaged and CP -
asymmetric observables, the uncertainties arising from the data-simulation comparison
and the acceptance are small. However, there are three other non-negligible sources of
systematic uncertainty. Throughout the full q2 range, peaking backgrounds introduce a
systematic uncertainty at the level of 0:01 or less. For the likelihood t of the angular
observables, in the rst two q2 bins (where the acceptance changes most rapidly), the
uncertainty arising from using the bin centre, as opposed to a bin edge, is at the level
of 0:01 or less. Finally, at high q2, the statistical precision on the acceptance correction
leads to a systematic uncertainty at the level of 0:01 or less. For the P
(0)
i observables, the
situation is more complex and the systematic uncertainty is shared more evenly between
the dierent sources (see table 2). The dominant sources of systematic uncertainty can all
be reduced in future analyses with larger datasets.
Propagating the above sources of systematic uncertainty to the zero-crossing points
yields uncertainties at the level of 0:07 GeV2=c4 for S4, 0:02 GeV
2=c4 for S5 and 0:03 GeV
2=c4
for AFB. These uncertainties are negligible compared to the statistical uncertainties.
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9 Results
The CP -averaged observables that are obtained from the likelihood ts are shown together
with the SM predictions in gure 6. The CP asymmetries are shown in gure 7. The SM
predictions are based on the prescription of ref. [19]. In contrast to the alternative SM
predictions that are available in refs. [20, 59{64], these predictions update the calculations
from ref. [65] to account for the known correlation between the dierent form factors [66].
Light-cone sum rule predictions, which are valid in the low-q2 region, are also combined
with lattice determinations at high q2 [67, 68] to yield more precise determinations of the
form factors over the full q2 range. The predictions are made in the regions 0:1 < q2 <
6:0 GeV2=c4 and 15:0 < q2 < 19:0 GeV2=c4. No predictions are made for the region close to
the narrow cc resonances, the J= and  (2S), where many of the assumptions that go into
the SM predictions are thought to be invalid. Reference [19] does not make predictions for
the S7;8;9 and the Ai observables. These observables are all expected to be close to zero
in the SM.
The results of the ts for the optimised angular observables are shown together with
their SM predictions in gure 8. For the P
(0)
i observables, predictions from ref. [14] are
shown using form factors from ref. [69]. The SM predictions are restricted to the q2 range
q2 < 8:0 GeV2=c4. The variation in the size of the uncertainties on the P
(0)
i observables
arises from their dependence on FL. When FL is large, the (1  FL) term in the denition
of the observables gives a large uncertainty that can be signicantly asymmetric.
The results of the likelihood t for the angular observables are given in tables 3{6 of
appendix A, with the statistical and systematic uncertainties separated. In general, the
correlations between the observables are small. The most notable exceptions are the cor-
relations between AFB and FL, which can be as large as 60%, and the correlations between
the dierent P
(0)
i observables in the range 2:5 < q
2 < 4:0 GeV2=c4. The correlations be-
tween AFB and FL arise from the requirement that the dierential decay rate in eq. (2.4)
be positive across the entire phase space. The correlations between the P
(0)
i observables
originate from their common dependence on FL. The correlation matrices for all of the q
2
bins are available in appendices C, D and E. The values of FS obtained from the ts are
consistent with the S-wave contribution of approximately 5% observed in B0! J= K0
data [43{45]. Considering the observables individually, the results appear largely in agree-
ment with the SM predictions. The exception to this is the observable S5 and the related
observable P 05. Small dierences can also be seen in the measured AFB distribution, where
the data lie systematically below the SM predictions in the range 1:1 < q2 < 6:0 GeV2=c4.
No signicant CP asymmetry is seen.
The discrepancy in P 05 conrms the result of the previous LHCb analysis [8], where a
dierence was seen between the data and the SM predictions in the q2 range 4:30 < q2 <
8:68 GeV2=c4. In the present analysis, a deviation from the SM prediction is observed in
each of the 4:0 < q2 < 6:0 GeV2=c4 and 6:0 < q2 < 8:0 GeV2=c4 bins at a level of 2.8 and
3.0 standard deviations, respectively. The SM predictions for the optimised observables
that are used in this analysis are taken from ref. [14]. The predictions are an update of
the SM calculation from ref. [70], which was used to compare the previous LHCb P
(0)
i
measurements to the SM.
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Figure 6. The CP -averaged observables in bins of q2, determined from a maximum likelihood t
to the data. The shaded boxes show the SM predictions based on the prescription of ref. [19].
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Figure 7. The CP -asymmetric observables in bins of q2, determined from a maximum likelihood
t to the data.
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Figure 8. The optimised angular observables in bins of q2, determined from a maximum likelihood
t to the data. The shaded boxes show the SM prediction taken from ref. [14].
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Figure 9. The CP -averaged observables in bins of q2, determined from a moment analysis of the
data. The shaded boxes show the SM predictions based on the prescription of ref. [19].
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Figure 10. The CP -asymmetric observables in bins of q2, determined from a moment analysis of
the data.
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Figure 11. The optimised angular observables in bins of q2, determined from a moment analysis
of the data. The shaded boxes show the SM predictions taken from ref. [14].
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Figure 12. The observable S6c in bins of q
2, as determined from a moment analysis of the data.
The results of the moment analysis are shown in gures 9, 10 and 11 and given in
tables 7, 8 and 9 of appendix A. The same behaviour is seen as in the likelihood t, where
some dierences are observed between the SM predictions and the data in S5 (and P
0
5) at
low values of q2. The observable S6c is also included in table 7 and shown in gure 12.
This observable is consistent with zero, as expected in the SM. As a cross-check,
the observables have also been determined by a moment analysis in the approximately
2 GeV2=c4 q2 bins used in the likelihood t of the angular observables. The dierences
between the central values of the two methods are compatible with those expected from
pseudoexperiments. The correlation matrices for all of the q2 bins are available in appen-
dices F{H.
Figure 13 shows the observables S4, S5 and AFB resulting from the t to the q
2-
dependent decay amplitudes. The results are in agreement with those obtained from the
likelihood t of the angular observables and the moments analysis. For AFB, the best-t
to the data (the line in the gure) has two zero-crossing points in the range 1:1 < q2 <
6:0 GeV2=c4 with dierent slopes. As discussed in section 7.3, only the solution consistent
with the data in the range q2 > 6:0 GeV2=c4 is cited, i.e. the solution with the positive
slope (see gures 6 and 9). The zero-crossing points determined from the amplitude t are
q20(S5) 2 [2:49; 3:95] GeV2=c4 at 68% condence level (C.L.) ;
q20(AFB) 2 [3:40; 4:87] GeV2=c4 at 68% C.L. :
It is not possible to determine if S4 has a zero-crossing point at 68% condence level. If
there is a zero-crossing then
q20(S4) < 2:65 GeV
2=c4 at 95% C.L. :
The correlations between the measured values are less than 10%. The measured zero-
crossing points are all consistent with their respective SM expectations. Standard Model
predictions for q20(AFB) are typically in the range 3:9 4:4 GeV2=c4 [71{73] and have relative
uncertainties below the 10% level, for example, q20(AFB) = 4:36
+0:33
 0:31 GeV
2=c4 [72].
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Figure 13. The observables S4, S5 and AFB determined by tting for the q
2 dependent decay
amplitudes. The line indicates the best-t to the dataset. The band indicates the 68% interval on
the bootstraps at each point in q2. Note that, the correlation between points in the bands means
it is not possible to extract the uncertainty on the zero-crossing points from these gures.
10 Compatibility with the Standard Model
The EOS software package [59] is used to determine the level of compatibility of the data
with the SM. It provides predictions for the observables integrated over the q2 bins used
in the analysis. A 2 t is performed to the CP -averaged angular observables FL, AFB and
S3{S9 obtained from the likelihood t to the data. The 
2 t uses observables in the range
q2 < 8:0 GeV2=c4 and a wide q2 bin covering the range 15:0 < q2 < 19:0 GeV2=c4. Previous
analyses [9{12, 19{21] have shown that the existing measurements of decays involving
a b ! s quark transition, including the previous LHCb P 05 result from ref. [8], can be
accounted for by modifying only the real part of the vector coupling strength of the decays,
conventionally denoted Re(C9). An analysis considering additional eective couplings would
require a global t to all of the measurements of b ! s quark transitions and is beyond
the scope of this paper. Note that modifying just the axial-vector coupling strength, C10,
would lead to a branching fraction for the B0s! +  decay that is excluded by existing
measurements [74].
In the 2 t, the correlations between the dierent observables are taken into account.
The oating parameters are Re(C9) and a number of nuisance parameters associated with
the form factors, CKM elements and possible sub-leading corrections to the amplitudes.
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Figure 14. The 2 distribution for the real part of the generalised vector-coupling strength,
C9. This is determined from a t to the results of the maximum likelihood t of the CP -averaged
observables. The SM central value is Re(CSM9 ) = 4:27 [11]. The best t point is found to be at
Re(C9) =  1:04 0:25.
The sub-leading corrections to the amplitudes are expected to be suppressed by the size of
the b-quark mass relative to the typical energy scale of QCD. The nuisance parameters are
treated according to the prescription of ref. [11] and are included in the t with Gaussian
constraints. In the 2 minimisation procedure, the value of each observable (as derived
from a particular choice of the theory parameters) is compared to the measured value.
Depending on the sign of the dierence between these values, either the lower or upper
(asymmetric) uncertainty on the measurement is used to compute the 2.
The minimum 2 corresponds to a value of Re(C9) shifted by Re(C9) =  1:04 0:25
from the SM central value of Re(C9) = 4:27 [11] (see gure 14). From the dierence in 2
between the SM point and this best-t point, the signicance of this shift corresponds to
3.4 standard deviations. As discussed in the literature [9{12, 14{21], a shift in C9 could be
caused by a contribution from a new vector particle or could result from an unexpectedly
large hadronic eect.
If a t is instead performed to the CP -averaged observables from the moment analysis in
the same q2 ranges, then Re(C9) =  0:680:35 is obtained. As expected, the uncertainty
on Re(C9) is larger than that from the likelihood t. Taking into account the correlations
between the two methods, the values of Re(C9) are statistically compatible.
11 Conclusions
This paper presents the rst analysis of the full angular distribution of the B0! K0+ 
decay. The analysis uses the complete LHCb Run 1 dataset and supersedes the results
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presented in refs. [1, 8]. In addition to CP -averaged observables, a complete set of CP
asymmetries of the angular distribution are measured for the rst time. Correlations
between the dierent observables are computed to allow the results to be included in
global ts of b! s data.
Three separate techniques are used to analyse the data. An unbinned maximum likeli-
hood t to the full angular distribution is made in approximately 2 GeV2=c4 wide q2 bins.
Observables are also determined by computing moments of the angular distribution in q2
bins approximately 1 GeV2=c4 wide. In addition, for the rst time, a q2-dependent t is
performed to the angular distribution in order to determine the six complex decay ampli-
tudes that describe the decay. The position in q2 at which several observables cross zero is
determined using these amplitudes.
A global analysis of the CP -averaged angular observables determined from the maxi-
mum likelihood t indicates dierences with the presently-available SM predictions at the
level of 3.4 standard deviations. These dierences could be explained by an unexpectedly
large hadronic eect that changes the SM predictions [15, 19]. The dierences could also
be explained by contributions to the decay from non-SM particles [9{12, 14{21].
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A Tables of results
The results of the likelihood ts described in section 7.1 are given in tables 3{6 below. The
results of the method of moments described in section 7.2 are given in tables 7{9 below.
1:1 < q2 < 6:0 GeV2=c4 15:0 < q2 < 19:0 GeV2=c4
FL 0:690
+0:035
 0:036  0:017 0:344+0:028 0:030  0:008
S3 0:012
+0:038
 0:038  0:004  0:163+0:033 0:033  0:009
S4  0:155+0:057 0:056  0:004  0:284+0:038 0:041  0:007
S5  0:023+0:050 0:049  0:005  0:325+0:036 0:037  0:009
AFB  0:075+0:032 0:034  0:007 0:355+0:027 0:027  0:009
S7  0:077+0:050 0:049  0:006 0:048+0:043 0:043  0:006
S8 0:028
+0:058
 0:057  0:008 0:028+0:044 0:045  0:003
S9  0:064+0:042 0:041  0:004  0:053+0:039 0:039  0:002
P1 0:080
+0:248
 0:245  0:044  0:497+0:102 0:099  0:027
P2  0:162+0:072 0:073  0:010 0:361+0:025 0:026  0:010
P3 0:205
+0:135
 0:134  0:017 0:081+0:060 0:059  0:005
P 04  0:336+0:124 0:122  0:012  0:597+0:080 0:085  0:015
P 05  0:049+0:107 0:108  0:014  0:684+0:078 0:081  0:020
P 06  0:166+0:108 0:108  0:021 0:101+0:090 0:092  0:011
P 08 0:060
+0:122
 0:124  0:009 0:059+0:094 0:093  0:008
A3  0:072+0:038 0:038  0:004  0:035+0:043 0:042  0:010
A4 0:012
+0:057
 0:056  0:005  0:079+0:047 0:048  0:008
A5  0:044+0:049 0:047  0:005  0:035+0:047 0:047  0:010
A6 0:020
+0:061
 0:060  0:009  0:110+0:052 0:051  0:013
A7  0:045+0:050 0:050  0:006  0:040+0:045 0:044  0:006
A8  0:047+0:058 0:057  0:008 0:025+0:048 0:047  0:003
A9  0:033+0:040 0:042  0:004 0:061+0:043 0:044  0:002
Table 3. CP -averaged angular observables evaluated by the unbinned maximum likelihood t,
in the range 1:1 < q2 < 6:0 GeV2=c4 and 15:0 < q2 < 19:0 GeV2=c4. The rst uncertainties are
statistical and the second systematic.
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0:10 < q2 < 0:98 GeV2=c4 1:1 < q2 < 2:5 GeV2=c4 2:5 < q2 < 4:0 GeV2=c4
FL 0:263
+0:045
 0:044  0:017 0:660+0:083 0:077  0:022 0:876+0:109 0:097  0:017
S3  0:036+0:063 0:063  0:005  0:077+0:087 0:105  0:005 0:035+0:098 0:089  0:007
S4 0:082
+0:068
 0:069  0:009  0:077+0:111 0:113  0:005  0:234+0:127 0:144  0:006
S5 0:170
+0:059
 0:058  0:018 0:137+0:099 0:094  0:009  0:022+0:110 0:103  0:008
AFB  0:003+0:058 0:057  0:009  0:191+0:068 0:080  0:012  0:118+0:082 0:090  0:007
S7 0:015
+0:059
 0:059  0:006  0:219+0:094 0:104  0:004 0:068+0:120 0:112  0:005
S8 0:079
+0:076
 0:075  0:007  0:098+0:108 0:123  0:005 0:030+0:129 0:131  0:006
S9  0:083+0:058 0:057  0:004  0:119+0:087 0:104  0:005  0:092+0:105 0:125  0:007
4:0 < q2 < 6:0 GeV2=c4 6:0 < q2 < 8:0 GeV2=c4 11:0 < q2 < 12:5 GeV2=c4
FL 0:611
+0:052
 0:053  0:017 0:579+0:046 0:046  0:015 0:493+0:049 0:047  0:013
S3 0:035
+0:069
 0:068  0:007  0:042+0:058 0:059  0:011  0:189+0:054 0:058  0:005
S4  0:219+0:086 0:084  0:008  0:296+0:063 0:067  0:011  0:283+0:084 0:095  0:009
S5  0:146+0:077 0:078  0:011  0:249+0:059 0:060  0:012  0:327+0:076 0:079  0:009
AFB 0:025
+0:051
 0:052  0:004 0:152+0:041 0:040  0:008 0:318+0:044 0:040  0:009
S7  0:016+0:081 0:080  0:004  0:047+0:068 0:066  0:003  0:141+0:072 0:074  0:005
S8 0:167
+0:094
 0:091  0:004  0:085+0:072 0:070  0:006  0:007+0:070 0:072  0:005
S9  0:032+0:071 0:071  0:004  0:024+0:059 0:060  0:005  0:004+0:070 0:073  0:006
15:0 < q2 < 17:0 GeV2=c4 17:0 < q2 < 19:0 GeV2=c4
FL 0:349
+0:039
 0:039  0:009 0:354+0:049 0:048  0:025
S3  0:142+0:044 0:049  0:007  0:188+0:074 0:084  0:017
S4  0:321+0:055 0:074  0:007  0:266+0:063 0:072  0:010
S5  0:316+0:051 0:057  0:009  0:323+0:063 0:072  0:009
AFB 0:411
+0:041
 0:037  0:008 0:305+0:049 0:048  0:013
S7 0:061
+0:058
 0:058  0:005 0:044+0:073 0:072  0:013
S8 0:003
+0:061
 0:061  0:003 0:013+0:071 0:070  0:005
S9  0:019+0:054 0:056  0:004  0:094+0:065 0:067  0:004
Table 4. CP -averaged angular observables evaluated by the unbinned maximum likelihood t. The
rst uncertainties are statistical and the second systematic.
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0:10 < q2 < 0:98 GeV2=c4 1:1 < q2 < 2:5 GeV2=c4 2:5 < q2 < 4:0 GeV2=c4
A3 0:006
+0:064
 0:065  0:005 0:042+0:097 0:087  0:005  0:111+0:087 0:109  0:006
A4  0:068+0:071 0:073  0:009 0:235+0:125 0:109  0:005  0:007+0:130 0:135  0:007
A5 0:001
+0:061
 0:059  0:018  0:114+0:099 0:105  0:009  0:005+0:107 0:106  0:008
A6s 0:122
+0:076
 0:075  0:011 0:037+0:102 0:091  0:016 0:022+0:115 0:096  0:010
A7 0:076
+0:061
 0:060  0:006  0:087+0:091 0:093  0:004  0:032+0:109 0:115  0:005
A8  0:031+0:074 0:074  0:007  0:044+0:108 0:113  0:005  0:071+0:124 0:131  0:006
A9 0:030
+0:062
 0:061  0:004  0:004+0:092 0:098  0:005  0:228+0:114 0:152  0:007
4:0 < q2 < 6:0 GeV2=c4 6:0 < q2 < 8:0 GeV2=c4 11:0 < q2 < 12:5 GeV2=c4
A3  0:173+0:070 0:079  0:006 0:064+0:067 0:064  0:011 0:132+0:075 0:073  0:005
A4  0:168+0:086 0:085  0:008  0:037+0:073 0:073  0:011  0:100+0:082 0:077  0:009
A5  0:059+0:071 0:073  0:011 0:129+0:067 0:066  0:012 0:027+0:077 0:076  0:010
A6s  0:023+0:082 0:075  0:005 0:047+0:062 0:060  0:011 0:024+0:069 0:067  0:013
A7 0:041
+0:083
 0:082  0:004 0:035+0:065 0:067  0:003  0:008+0:073 0:073  0:005
A8 0:004
+0:093
 0:095  0:005  0:043+0:070 0:069  0:006 0:014+0:075 0:073  0:005
A9 0:062
+0:078
 0:072  0:004 0:110+0:061 0:060  0:005  0:057+0:057 0:059  0:006
15:0 < q2 < 17:0 GeV2=c4 17:0 < q2 < 19:0 GeV2=c4
A3  0:034+0:056 0:055  0:007  0:056+0:075 0:073  0:017
A4  0:071+0:064 0:064  0:008  0:071+0:073 0:073  0:011
A5  0:076+0:065 0:063  0:010 0:008+0:073 0:075  0:010
A6s  0:085+0:062 0:060  0:012  0:127+0:080 0:076  0:018
A7  0:105+0:058 0:059  0:005 0:047+0:070 0:069  0:013
A8 0:048
+0:063
 0:063  0:003 0:022+0:072 0:073  0:005
A9 0:091
+0:059
 0:059  0:004 0:043+0:066 0:067  0:005
Table 5. CP -asymmetric angular observables evaluated by the unbinned maximum likelihood t.
The rst uncertainties are statistical and the second systematic.
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0:10 < q2 < 0:98 GeV2=c4 1:1 < q2 < 2:5 GeV2=c4 2:5 < q2 < 4:0 GeV2=c4
P1  0:099+0:168 0:163  0:014  0:451+0:519 0:636  0:038 0:571+2:404 1:714  0:045
P2  0:003+0:051 0:052  0:007  0:373+0:146 0:199  0:027  0:636+0:444 1:735  0:015
P3 0:113
+0:079
 0:079  0:006 0:350+0:330 0:254  0:015 0:745+2:587 0:861  0:030
P 04 0:185
+0:158
 0:154  0:023  0:163+0:232 0:240  0:021  0:713+0:410 1:305  0:024
P 05 0:387
+0:132
 0:133  0:052 0:289+0:220 0:202  0:023  0:066+0:343 0:364  0:023
P 06 0:034
+0:134
 0:135  0:015  0:463+0:202 0:221  0:012 0:205+0:962 0:341  0:013
P 08 0:180
+0:174
 0:169  0:007  0:208+0:224 0:270  0:024 0:091+0:650 0:432  0:025
4:0 < q2 < 6:0 GeV2=c4 6:0 < q2 < 8:0 GeV2=c4 11:0 < q2 < 12:5 GeV2=c4
P1 0:180
+0:364
 0:348  0:027  0:199+0:281 0:275  0:025  0:745+0:207 0:230  0:015
P2 0:042
+0:088
 0:087  0:011 0:241+0:061 0:062  0:013 0:418+0:053 0:046  0:005
P3 0:083
+0:187
 0:184  0:023 0:057+0:148 0:139  0:013 0:007+0:141 0:138  0:010
P 04  0:448+0:169 0:172  0:020  0:599+0:131 0:135  0:010  0:567+0:169 0:187  0:014
P 05  0:300+0:158 0:159  0:023  0:505+0:122 0:122  0:024  0:655+0:147 0:160  0:015
P 06  0:032+0:167 0:166  0:007  0:095+0:135 0:135  0:011  0:282+0:146 0:151  0:007
P 08 0:342
+0:188
 0:185  0:009  0:171+0:142 0:143  0:006  0:015+0:145 0:142  0:005
15:0 < q2 < 17:0 GeV2=c4 17:0 < q2 < 19:0 GeV2=c4
P1  0:436+0:134 0:147  0:018  0:581+0:225 0:263  0:037
P2 0:421
+0:042
 0:035  0:005 0:314+0:046 0:048  0:007
P3 0:029
+0:082
 0:084  0:006 0:145+0:107 0:102  0:008
P 04  0:672+0:113 0:151  0:016  0:556+0:133 0:156  0:016
P 05  0:662+0:109 0:127  0:017  0:676+0:133 0:152  0:017
P 06 0:127
+0:119
 0:122  0:006 0:092+0:148 0:152  0:025
P 08 0:007
+0:125
 0:129  0:005 0:027+0:147 0:147  0:009
Table 6. Optimised angular observables evaluated by the unbinned maximum likelihood t. The
rst uncertainties are statistical and the second systematic.
{ 34 {
J
H
E
P
0
2
(
2
0
1
6
)
1
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0:10 < q2 < 0:98 GeV2=c4 1:1 < q2 < 2:0 GeV2=c4 2:0 < q2 < 3:0 GeV2=c4 3:0 < q2 < 4:0 GeV2=c4
FL 0:242
+0:058
 0:056  0:026 0:768+0:141 0:130  0:025 0:690+0:113 0:082  0:023 0:873+0:154 0:105  0:023
S3  0:014+0:059 0:060  0:008 0:065+0:137 0:127  0:007 0:006+0:100 0:100  0:007 0:078+0:131 0:122  0:008
S4 0:039
+0:091
 0:090  0:015 0:127+0:190 0:180  0:027  0:339+0:115 0:140  0:041  0:046+0:193 0:196  0:046
S5 0:129
+0:068
 0:066  0:011 0:286+0:168 0:172  0:009 0:206+0:131 0:115  0:009  0:110+0:163 0:169  0:004
AFB  0:138+0:095 0:092  0:072  0:333+0:115 0:130  0:012  0:158+0:080 0:090  0:008  0:041+0:091 0:091  0:002
S7 0:038
+0:063
 0:062  0:009  0:293+0:180 0:176  0:005  0:252+0:127 0:151  0:002 0:171+0:175 0:158  0:002
S8 0:063
+0:079
 0:080  0:009  0:114+0:185 0:196  0:006  0:176+0:149 0:165  0:006 0:097+0:189 0:184  0:002
S9  0:113+0:061 0:063  0:004  0:110+0:140 0:138  0:001  0:000+0:100 0:102  0:003  0:203+0:112 0:132  0:002
S6c  0:098+0:132 0:134  0:005  0:010+0:223 0:212  0:003  0:239+0:268 0:263  0:001  0:031+0:359 0:337  0:000
4:0 < q2 < 5:0 GeV2=c4 5:0 < q2 < 6:0 GeV2=c4 6:0 < q2 < 7:0 GeV2=c4 7:0 < q2 < 8:0 GeV2=c4
FL 0:899
+0:106
 0:104  0:023 0:644+0:130 0:121  0:025 0:644+0:089 0:084  0:025 0:609+0:103 0:082  0:025
S3 0:200
+0:101
 0:097  0:007  0:122+0:119 0:126  0:009  0:069+0:089 0:091  0:004  0:054+0:097 0:099  0:005
S4  0:148+0:154 0:154  0:047  0:273+0:174 0:184  0:048  0:311+0:111 0:118  0:052  0:236+0:116 0:136  0:058
S5  0:306+0:138 0:141  0:004  0:095+0:137 0:142  0:004  0:339+0:108 0:114  0:008  0:386+0:105 0:135  0:007
AFB 0:052
+0:080
 0:080  0:004 0:057+0:094 0:090  0:006 0:058+0:064 0:063  0:009 0:241+0:080 0:062  0:012
S7  0:082+0:129 0:128  0:001 0:038+0:135 0:135  0:002 0:009+0:123 0:124  0:004  0:094+0:123 0:130  0:003
S8 0:107
+0:144
 0:146  0:003  0:037+0:160 0:159  0:003 0:080+0:131 0:129  0:002  0:295+0:119 0:139  0:002
S9 0:181
+0:105
 0:099  0:001  0:080+0:117 0:120  0:001 0:061+0:091 0:091  0:001 0:030+0:100 0:098  0:001
S6c 0:485
+0:309
 0:317  0:001 0:447+0:328 0:333  0:001 0:219+0:249 0:250  0:002 0:249+0:209 0:208  0:002
11:0 < q2 < 11:75 GeV2=c4 11:75 < q2 < 12:5 GeV2=c4 15:0 < q2 < 16:0 GeV2=c4 16:0 < q2 < 17:0 GeV2=c4
FL 0:502
+0:090
 0:082  0:022 0:734+0:107 0:094  0:018 0:385+0:067 0:066  0:013 0:295+0:058 0:062  0:013
S3  0:217+0:077 0:090  0:008  0:157+0:090 0:098  0:008  0:060+0:085 0:088  0:006  0:250+0:079 0:092  0:007
S4  0:252+0:095 0:113  0:063  0:309+0:099 0:111  0:056  0:321+0:082 0:099  0:007  0:246+0:083 0:096  0:029
S5  0:235+0:095 0:115  0:013  0:366+0:096 0:112  0:012  0:360+0:074 0:092  0:006  0:254+0:069 0:081  0:010
AFB 0:370
+0:076
 0:054  0:015 0:293+0:064 0:052  0:014 0:396+0:068 0:047  0:009 0:451+0:071 0:048  0:007
S7  0:110+0:108 0:114  0:002  0:212+0:110 0:118  0:002 0:040+0:092 0:089  0:002 0:144+0:091 0:085  0:005
S8  0:079+0:120 0:122  0:003  0:090+0:108 0:111  0:003  0:057+0:093 0:095  0:005 0:055+0:090 0:088  0:005
S9  0:084+0:097 0:102  0:003 0:030+0:093 0:091  0:002  0:054+0:083 0:087  0:005  0:014+0:084 0:086  0:004
S6c 0:082
+0:220
 0:223  0:003 0:392+0:293 0:294  0:004  0:273+0:164 0:161  0:004  0:112+0:127 0:129  0:003
17:0 < q2 < 18:0 GeV2=c4 18:0 < q2 < 19:0 GeV2=c4 15:0 < q2 < 19:0 GeV2=c4
FL 0:363
+0:073
 0:072  0:017 0:421+0:100 0:100  0:013 0:357+0:035 0:035  0:011
S3  0:099+0:091 0:092  0:011  0:131+0:128 0:130  0:012  0:135+0:046 0:050  0:012
S4  0:229+0:090 0:096  0:045  0:607+0:153 0:170  0:059  0:314+0:046 0:054  0:027
S5  0:305+0:081 0:088  0:015  0:534+0:131 0:150  0:015  0:335+0:041 0:047  0:007
AFB 0:274
+0:069
 0:061  0:008 0:354+0:111 0:099  0:012 0:367+0:037 0:029  0:007
S7 0:022
+0:094
 0:093  0:011 0:058+0:123 0:124  0:006 0:066+0:049 0:046  0:014
S8  0:007+0:098 0:098  0:001 0:149+0:139 0:138  0:010 0:024+0:040 0:048  0:009
S9  0:090+0:092 0:095  0:002  0:079+0:122 0:121  0:007  0:056+0:046 0:047  0:014
S6c  0:195+0:169 0:170  0:003 0:187+0:201 0:207  0:001  0:125+0:082 0:084  0:032
Table 7. CP -averaged angular observables evaluated using the method of moments. The rst
uncertainties are statistical and the second systematic.
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0:10 < q2 < 0:98 GeV2=c4 1:1 < q2 < 2:0 GeV2=c4 2:0 < q2 < 3:0 GeV2=c4 3:0 < q2 < 4:0 GeV2=c4
A3  0:040+0:059 0:061  0:007  0:134+0:126 0:136  0:003  0:018+0:101 0:100  0:001  0:118+0:120 0:132  0:007
A4  0:047+0:090 0:092  0:013 0:283+0:191 0:181  0:028 0:261+0:146 0:123  0:042 0:002+0:194 0:196  0:045
A5  0:008+0:066 0:066  0:011  0:110+0:166 0:176  0:008 0:028+0:124 0:120  0:008 0:015+0:167 0:168  0:005
A6s 0:167
+0:128
 0:127  0:016 0:213+0:161 0:155  0:005 0:077+0:121 0:111  0:004  0:047+0:121 0:125  0:001
A7 0:112
+0:064
 0:062  0:010  0:193+0:167 0:200  0:006  0:162+0:130 0:144  0:003  0:004+0:165 0:162  0:003
A8 0:021
+0:080
 0:080  0:012 0:130+0:203 0:180  0:008  0:060+0:152 0:161  0:006 0:005+0:188 0:185  0:003
A9 0:043
+0:062
 0:062  0:009  0:126+0:136 0:153  0:010 0:013+0:102 0:101  0:007  0:129+0:115 0:125  0:003
4:0 < q2 < 5:0 GeV2=c4 5:0 < q2 < 6:0 GeV2=c4 6:0 < q2 < 7:0 GeV2=c4 7:0 < q2 < 8:0 GeV2=c4
A3  0:064+0:098 0:098  0:005  0:076+0:119 0:122  0:004  0:073+0:089 0:091  0:007 0:168+0:104 0:093  0:005
A4 0:076
+0:155
 0:154  0:047  0:457+0:174 0:187  0:048  0:104+0:121 0:120  0:052 0:058+0:132 0:127  0:058
A5 0:051
+0:143
 0:142  0:005  0:011+0:139 0:139  0:006 0:040+0:117 0:116  0:006 0:084+0:122 0:117  0:007
A6s  0:085+0:107 0:107  0:009 0:116+0:124 0:121  0:003 0:063+0:087 0:083  0:005 0:100+0:096 0:088  0:006
A7  0:146+0:13 0:13  0:003 0:058+0:135 0:135  0:003 0:181+0:125 0:122  0:005 0:064+0:129 0:125  0:004
A8 0:183
+0:150
 0:146  0:001  0:195+0:156 0:167  0:007 0:004+0:131 0:130  0:003 0:078+0:131 0:127  0:002
A9 0:160
+0:103
 0:100  0:008  0:001+0:118 0:120  0:002 0:125+0:092 0:090  0:005 0:195+0:108 0:093  0:003
11:0 < q2 < 11:75 GeV2=c4 11:75 < q2 < 12:5 GeV2=c4 15:0 < q2 < 16:0 GeV2=c4 16:0 < q2 < 17:0 GeV2=c4
A3 0:124
+0:090
 0:083  0:008 0:124+0:096 0:090  0:008  0:108+0:085 0:091  0:005 0:016+0:087 0:087  0:006
A4  0:058+0:101 0:105  0:063  0:242+0:102 0:112  0:056 0:059+0:094 0:091  0:007  0:110+0:087 0:093  0:028
A5  0:042+0:102 0:106  0:013 0:097+0:105 0:102  0:012 0:039+0:087 0:085  0:007  0:138+0:073 0:079  0:008
A6s 0:016
+0:091
 0:089  0:003  0:099+0:076 0:081  0:003  0:117+0:076 0:081  0:010  0:035+0:079 0:081  0:010
A7  0:064+0:110 0:113  0:002 0:144+0:116 0:110  0:002  0:124+0:087 0:094  0:004  0:081+0:087 0:092  0:006
A8 0:072
+0:123
 0:121  0:003  0:017+0:112 0:107  0:003 0:087+0:095 0:092  0:005 0:013+0:089 0:089  0:005
A9  0:082+0:097 0:102  0:003  0:014+0:092 0:092  0:002 0:145+0:089 0:082  0:007 0:058+0:086 0:084  0:004
17:0 < q2 < 18:0 GeV2=c4 18:0 < q2 < 19:0 GeV2=c4 15:0 < q2 < 19:0 GeV2=c4
A3  0:145+0:090 0:094  0:010 0:050+0:133 0:129  0:011  0:053+0:047 0:048  0:011
A4  0:071+0:093 0:095  0:045  0:120+0:155 0:162  0:059  0:049+0:049 0:052  0:027
A5  0:020+0:085 0:086  0:015 0:186+0:134 0:131  0:015  0:010+0:044 0:044  0:008
A6s  0:109+0:087 0:091  0:009  0:167+0:132 0:139  0:007  0:096+0:045 0:044  0:008
A7  0:025+0:093 0:094  0:011 0:022+0:125 0:122  0:006  0:062+0:048 0:049  0:014
A8 0:131
+0:100
 0:097  0:004  0:029+0:140 0:138  0:010 0:059+0:050 0:049  0:010
A9 0:116
+0:095
 0:092  0:006  0:147+0:121 0:128  0:007 0:065+0:048 0:045  0:016
Table 8. CP -asymmetries evaluated using the method of moments. The rst uncertainties are
statistical and the second systematic.
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0:10 < q2 < 0:98 GeV2=c4 1:1 < q2 < 2:0 GeV2=c4 2:0 < q2 < 3:0 GeV2=c4 3:0 < q2 < 4:0 GeV2=c4
P1  0:038+0:157 0:158  0:020 0:439+1:916 1:013  0:012 0:055+0:677 0:756  0:007 0:421+18:35 1:190  0:018
P2  0:119+0:080 0:081  0:063  0:667+0:149 1:939  0:017  0:323+0:147 0:316  0:033  0:117+0:485 4:435  0:015
P3 0:147
+0:086
 0:080  0:005 0:363+1:088 0:506  0:001 0:005+0:362 0:364  0:012 0:905+17:51 0:258  0:009
P 04 0:086
+0:221
 0:209  0:026 0:266+0:648 0:406  0:057  0:765+0:271 0:359  0:099  0:134+0:810 1:343  0:108
P 05 0:300
+0:171
 0:152  0:023 0:606+0:769 0:326  0:017 0:461+0:313 0:256  0:019  0:295+0:508 7:112  0:023
P 06 0:086
+0:152
 0:145  0:024  0:632+0:347 0:753  0:009  0:549+0:276 0:393  0:005 0:449+19:04 0:397  0:007
P 08 0:143
+0:195
 0:184  0:022  0:244+0:433 0:645  0:012  0:393+0:332 0:388  0:002 0:303+1:394 0:719  0:006
4:0 < q2 < 5:0 GeV2=c4 5:0 < q2 < 6:0 GeV2=c4 6:0 < q2 < 7:0 GeV2=c4 7:0 < q2 < 8:0 GeV2=c4
P1 2:296
+17:71
 0:694  0:024  0:540+0:521 1:100  0:025  0:353+0:469 0:602  0:026  0:284+0:513 0:548  0:025
P2 0:174
+3:034
 0:376  0:010 0:089+0:227 0:155  0:012 0:104+0:136 0:115  0:013 0:393+0:231 0:093  0:013
P3  0:801+0:221 17:42  0:007 0:178+0:465 0:286  0:007  0:161+0:246 0:291  0:001  0:063+0:244 0:298  0:002
P 04  0:415+0:438 1:911  0:104  0:561+0:345 0:465  0:101  0:641+0:222 0:294  0:106  0:503+0:253 0:288  0:118
P 05  0:799+0:266 18:19  0:022  0:197+0:287 0:334  0:018  0:713+0:228 0:268  0:015  0:808+0:226 0:303  0:010
P 06  0:215+0:397 1:243  0:006 0:074+0:309 0:288  0:005 0:017+0:267 0:261  0:007  0:201+0:261 0:274  0:007
P 08 0:293
+1:522
 0:441  0:006  0:068+0:338 0:372  0:006 0:162+0:289 0:267  0:005  0:623+0:255 0:295  0:005
11:0 < q2 < 11:75 GeV2=c4 11:75 < q2 < 12:5 GeV2=c4 15:0 < q2 < 16:0 GeV2=c4 16:0 < q2 < 17:0 GeV2=c4
P1  0:869+0:304 0:408  0:030  1:002+0:502 1:360  0:030  0:199+0:280 0:285  0:014  0:726+0:239 0:241  0:014
P2 0:494
+0:134
 0:071  0:013 0:637+0:599 0:100  0:008 0:433+0:074 0:054  0:005 0:430+0:063 0:049  0:007
P3 0:166
+0:221
 0:192  0:005  0:105+0:349 0:42  0:004 0:087+0:144 0:135  0:007 0:019+0:122 0:119  0:006
P 04  0:522+0:203 0:222  0:128  0:701+0:215 0:342  0:114  0:673+0:178 0:199  0:013  0:552+0:191 0:213  0:055
P 05  0:485+0:203 0:224  0:028  0:827+0:205 0:357  0:026  0:758+0:165 0:179  0:013  0:567+0:157 0:186  0:014
P 06  0:233+0:227 0:224  0:004  0:473+0:233 0:344  0:004 0:083+0:189 0:187  0:004 0:328+0:192 0:195  0:012
P 08  0:159+0:241 0:250  0:007  0:211+0:255 0:274  0:007  0:120+0:192 0:198  0:010 0:122+0:199 0:196  0:010
17:0 < q2 < 18:0 GeV2=c4 18:0 < q2 < 19:0 GeV2=c4 15:0 < q2 < 19:0 GeV2=c4
P1  0:313+0:286 0:293  0:019  0:450+0:440 0:447  0:022  0:424+0:139 0:150  0:028
P2 0:288
+0:075
 0:064  0:006 0:393+0:159 0:100  0:011 0:385+0:035 0:036  0:010
P3 0:144
+0:149
 0:147  0:002 0:134+0:219 0:208  0:010 0:089+0:071 0:072  0:019
P 04  0:486+0:190 0:200  0:092  1:221+0:280 0:388  0:119  0:663+0:102 0:105  0:055
P 05  0:646+0:176 0:190  0:027  1:070+0:237 0:349  0:029  0:709+0:093 0:090  0:016
P 06 0:047
+0:198
 0:197  0:023 0:128+0:246 0:265  0:012 0:140+0:101 0:100  0:032
P 08  0:006+0:199 0:215  0:001 0:300+0:297 0:276  0:022 0:049+0:106 0:102  0:021
Table 9. Optimised observables evaluated using the method of moments. The rst uncertainties
are statistical and the second systematic.
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B Likelihood t projections
Figure 15 shows the projection of the tted probability density function on the angular
and mass distributions for the B0! J= K0 control sample. Similarly, gures 16{24 show
the projections for the B0! K0+  data in the dierent q2 bins. The candidates in
gure 24 have been weighted to correct for the detector acceptance according to section 5.
In the other gures, the acceptance is included in the shape of the signal distribution.
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Figure 15. Angular and mass distribution of B0! J= K0 candidates in data. A small signal
component is also included in the t to account for B0s ! J= K0 decays. Overlaid are the
projections of the total tted distribution (black line) and its dierent components. The signal is
shown by the solid blue component and the background by the red hatched component.
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Figure 16. Angular and mass distributions for 0:10 < q2 < 0:98 GeV2=c4. The distributions of
m(K+ ) and the three decay angles are given for candidates in the signal mass window 50 MeV=c2
around the known B0 mass. Overlaid are the projections of the total tted distribution (black line)
and its dierent components. The signal is shown by the solid blue component and the background
by the red hatched component.
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Figure 17. Angular and mass distributions for 1:1 < q2 < 2:5 GeV2=c4. The distributions of
m(K+ ) and the three decay angles are given for candidates in the signal mass window 50 MeV=c2
around the known B0 mass. Overlaid are the projections of the total tted distribution (black line)
and its dierent components. The signal is shown by the solid blue component and the background
by the red hatched component.
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Figure 18. Angular and mass distributions for 2:5 < q2 < 4:0 GeV2=c4. The distributions of
m(K+ ) and the three decay angles are given for candidates in the signal mass window 50 MeV=c2
around the known B0 mass. Overlaid are the projections of the total tted distribution (black line)
and its dierent components. The signal is shown by the solid blue component and the background
by the red hatched component.
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Figure 19. Angular and mass distributions for 4:0 < q2 < 6:0 GeV2=c4. The distributions of
m(K+ ) and the three decay angles are given for candidates in the signal mass window 50 MeV=c2
around the known B0 mass. Overlaid are the projections of the total tted distribution (black line)
and its dierent components. The signal is shown by the solid blue component and the background
by the red hatched component.
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Figure 20. Angular and mass distributions for 6:0 < q2 < 8:0 GeV2=c4. The distributions of
m(K+ ) and the three decay angles are given for candidates in the signal mass window 50 MeV=c2
around the known B0 mass. Overlaid are the projections of the total tted distribution (black line)
and its dierent components. The signal is shown by the blue shaded area and the background by
the red hatched area.
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Figure 21. Angular and mass distributions for 11:0 < q2 < 12:5 GeV2=c4. The distributions of
m(K+ ) and the three decay angles are given for candidates in the signal mass window 50 MeV=c2
around the known B0 mass. Overlaid are the projections of the total tted distribution (black line)
and its dierent components. The signal is shown by the blue shaded area and the background by
the red hatched area.
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Figure 22. Angular and mass distributions for 15:0 < q2 < 17:0 GeV2=c4. The distributions of
m(K+ ) and the three decay angles are given for candidates in the signal mass window 50 MeV=c2
around the known B0 mass. Overlaid are the projections of the total tted distribution (black line)
and its dierent components. The signal is shown by the blue shaded area and the background by
the red hatched area.
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Figure 23. Angular and mass distributions for 17:0 < q2 < 19:0 GeV2=c4. The distributions of
m(K+ ) and the three decay angles are given for candidates in the signal mass window 50 MeV=c2
around the known B0 mass. Overlaid are the projections of the total tted distribution (black line)
and its dierent components. The signal is shown by the blue shaded area and the background by
the red hatched area.
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Figure 24. Angular and mass distributions for 15:0 < q2 < 19:0 GeV2=c4. The distributions of
m(K+ ) and the three decay angles are given for candidates in the signal mass window 50 MeV=c2
around the known B0 mass. Overlaid are the projections of the total tted distribution (black line)
and its dierent components. The signal is shown by the blue shaded area and the background by
the red hatched area.
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C Correlation matrices for the CP -averaged observables from the max-
imum likelihood t
Correlation matrices between the CP -averaged observables in the dierent q2 bins are
provided in tables 10{19 for the likelihood t.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:06 0:00 0:03 0:04  0:02 0:07 0:08
S3 1:00 0:01 0:10  0:00  0:07  0:01  0:03
S4 1:00 0:08 0:11  0:00 0:07 0:02
S5 1:00 0:05  0:01 0:00 0:04
AFB 1:00 0:03  0:07 0:02
S7 1:00 0:01 0:11
S8 1:00 0:02
S9 1:00
Table 10. Correlation matrix for the CP -averaged observables from the maximum likelihood t in
the bin 0:10 < q2 < 0:98 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:09 0:07 0:07 0:09  0:05  0:04 0:08
S3 1:00  0:04 0:04 0:01 0:13 0:09 0:12
S4 1:00  0:22  0:01  0:00  0:05 0:03
S5 1:00  0:14  0:11  0:03  0:21
AFB 1:00  0:03  0:10  0:11
S7 1:00  0:11 0:23
S8 1:00  0:04
S9 1:00
Table 11. Correlation matrix for the CP -averaged observables from the maximum likelihood t in
the bin 1:1 < q2 < 2:5 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00  0:13  0:14 0:01  0:03 0:10  0:03  0:01
S3 1:00  0:06 0:09 0:07  0:02 0:01  0:07
S4 1:00  0:19  0:09  0:05 0:12 0:07
S5 1:00  0:01 0:05  0:02 0:10
AFB 1:00  0:01  0:10 0:10
S7 1:00 0:07  0:05
S8 1:00  0:01
S9 1:00
Table 12. Correlation matrix for the CP -averaged observables from the maximum likelihood t in
the bin 2:5 < q2 < 4:0 GeV2=c4.
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FL S3 S4 S5 AFB S7 S8 S9
FL 1:00  0:03 0:09 0:10  0:05  0:10 0:04 0:00
S3 1:00  0:04  0:03 0:09  0:10  0:00  0:12
S4 1:00 0:10  0:10  0:02  0:04 0:04
S5 1:00  0:06  0:03  0:01  0:04
AFB 1:00 0:03 0:07  0:03
S7 1:00 0:06  0:15
S8 1:00 0:03
S9 1:00
Table 13. Correlation matrix for the CP -averaged observables from the maximum likelihood t in
the bin 4:0 < q2 < 6:0 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:03 0:06 0:03  0:31  0:08  0:01  0:06
S3 1:00  0:16  0:23 0:01 0:02 0:02  0:07
S4 1:00  0:13  0:12  0:01  0:11 0:01
S5 1:00  0:16  0:14  0:01  0:04
AFB 1:00  0:01 0:04 0:02
S7 1:00 0:10  0:05
S8 1:00  0:10
S9 1:00
Table 14. Correlation matrix for the CP -averaged observables from the maximum likelihood t in
the bin 6:0 < q2 < 8:0 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:25 0:02  0:02  0:62 0:03 0:05 0:02
S3 1:00 0:05  0:35  0:24  0:04 0:06  0:02
S4 1:00  0:02 0:06  0:05  0:12  0:08
S5 1:00 0:01  0:04  0:09  0:24
AFB 1:00  0:01  0:06 0:07
S7 1:00 0:27  0:19
S8 1:00  0:09
S9 1:00
Table 15. Correlation matrix for the CP -averaged observables from the maximum likelihood t in
the bin 11:0 < q2 < 12:5 GeV2=c4.
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FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:26  0:10 0:09  0:50  0:02  0:06 0:14
S3 1:00  0:08  0:03  0:00  0:04  0:05 0:10
S4 1:00 0:26  0:16  0:05 0:19 0:05
S5 1:00  0:20 0:12  0:01 0:05
AFB 1:00 0:05  0:02  0:08
S7 1:00 0:25  0:23
S8 1:00  0:11
S9 1:00
Table 16. Correlation matrix for the CP -averaged observables from the maximum likelihood t in
the bin 15:0 < q2 < 17:0 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:07 0:06 0:04  0:35 0:07 0:07 0:08
S3 1:00  0:15  0:39  0:05  0:06  0:04  0:07
S4 1:00 0:10  0:17 0:03 0:18  0:04
S5 1:00  0:11 0:04 0:01  0:00
AFB 1:00  0:02  0:09  0:03
S7 1:00 0:34  0:15
S8 1:00  0:11
S9 1:00
Table 17. Correlation matrix for the CP -averaged observables from the maximum likelihood t in
the bin 17:0 < q2 < 19:0 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00  0:04 0:05 0:03 0:05  0:04  0:01 0:08
S3 1:00  0:05  0:00 0:05 0:01 0:01  0:01
S4 1:00  0:05  0:11  0:02  0:01 0:05
S5 1:00  0:07  0:01  0:02  0:04
AFB 1:00 0:02  0:02  0:04
S7 1:00 0:04  0:01
S8 1:00  0:03
S9 1:00
Table 18. Correlation matrix for the CP -averaged observables from the maximum likelihood t in
the bin 1:1 < q2 < 6:0 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:17  0:03  0:02  0:39 0:01  0:00 0:11
S3 1:00  0:15  0:19 0:05  0:02  0:04  0:02
S4 1:00 0:06  0:12 0:03 0:14 0:01
S5 1:00  0:12 0:12 0:04 0:02
AFB 1:00 0:00  0:02  0:01
S7 1:00 0:24  0:19
S8 1:00  0:13
S9 1:00
Table 19. Correlation matrix for the CP -averaged observables from the maximum likelihood t in
the bin 15:0 < q2 < 19:0 GeV2=c4.
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D Correlation matrices for the CP -asymmetric observables from the
maximum likelihood t
Correlation matrices between FL and the CP -asymmetric observables in the dierent q
2
bins are provided in tables 20{29 for the likelihood t.
FL A3 A4 A5 A6s A7 A8 A9
FL 1:00  0:00 0:02 0:01  0:07  0:01  0:01  0:03
A3 1:00  0:04  0:07 0:00  0:03 0:02  0:05
A4 1:00 0:05  0:08 0:02 0:09  0:03
A5 1:00  0:04 0:08 0:03 0:02
A6s 1:00  0:04  0:07 0:01
A7 1:00 0:00  0:14
A8 1:00  0:01
A9 1:00
Table 20. Correlation matrix for the CP -asymmetric observables from the maximum likelihood t
in the bin 0:10 < q2 < 0:98 GeV2=c4.
FL A3 A4 A5 A6s A7 A8 A9
FL 1:00 0:07  0:14  0:06  0:04 0:06  0:04  0:10
A3 1:00  0:05  0:11 0:01  0:04 0:05  0:05
A4 1:00 0:09  0:26 0:03  0:15 0:10
A5 1:00 0:03 0:03 0:06 0:01
A6s 1:00 0:10 0:11 0:01
A7 1:00 0:19 0:12
A8 1:00 0:03
A9 1:00
Table 21. Correlation matrix for the CP -asymmetric observables from the maximum likelihood t
in the bin 1:1 < q2 < 2:5 GeV2=c4.
FL A3 A4 A5 A6s A7 A8 A9
FL 1:00 0:13  0:04 0:07 0:10  0:08 0:08 0:11
A3 1:00 0:19  0:00  0:07  0:03 0:09 0:11
A4 1:00 0:21  0:12 0:02 0:13 0:09
A5 1:00 0:11 0:08 0:01 0:06
A6s 1:00  0:05  0:28  0:05
A7 1:00 0:31  0:03
A8 1:00 0:10
A9 1:00
Table 22. Correlation matrix for the CP -asymmetric observables from the maximum likelihood t
in the bin 2:5 < q2 < 4:0 GeV2=c4.
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FL A3 A4 A5 A6s A7 A8 A9
FL 1:00 0:03 0:02 0:03 0:01 0:05 0:08 0:01
A3 1:00 0:08 0:19 0:10  0:16 0:06  0:08
A4 1:00 0:06  0:01  0:01  0:01  0:03
A5 1:00 0:08 0:00 0:01  0:12
A6s 1:00  0:12 0:06  0:05
A7 1:00 0:05  0:01
A8 1:00 0:13
A9 1:00
Table 23. Correlation matrix for the CP -asymmetric observables from the maximum likelihood t
in the bin 4:0 < q2 < 6:0 GeV2=c4.
FL A3 A4 A5 A6s A7 A8 A9
FL 1:00  0:07  0:06 0:03  0:03  0:01 0:02  0:15
A3 1:00 0:08 0:12  0:07  0:01 0:01  0:06
A4 1:00  0:07 0:08 0:01  0:00 0:05
A5 1:00 0:13  0:03 0:01 0:01
A6s 1:00 0:02 0:05  0:06
A7 1:00  0:11 0:12
A8 1:00 0:06
A9 1:00
Table 24. Correlation matrix for the CP -asymmetric observables from the maximum likelihood t
in the bin 6:0 < q2 < 8:0 GeV2=c4.
FL A3 A4 A5 A6s A7 A8 A9
FL 1:00  0:09  0:01 0:00  0:01  0:02 0:01 0:06
A3 1:00 0:05 0:19 0:02  0:16 0:08 0:11
A4 1:00  0:26 0:20  0:10 0:02  0:01
A5 1:00 0:11  0:03  0:06 0:04
A6s 1:00  0:06 0:11  0:02
A7 1:00  0:22 0:19
A8 1:00 0:04
A9 1:00
Table 25. Correlation matrix for the CP -asymmetric observables from the maximum likelihood t
in the bin 11:0 < q2 < 12:5 GeV2=c4.
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FL A3 A4 A5 A6s A7 A8 A9
FL 1:00 0:04 0:02 0:02 0:06  0:07 0:04  0:07
A3 1:00 0:05 0:16 0:02  0:00  0:02 0:04
A4 1:00  0:25 0:16  0:07 0:10  0:01
A5 1:00 0:12 0:09  0:07  0:07
A6s 1:00  0:01 0:04 0:03
A7 1:00  0:17 0:11
A8 1:00 0:08
A9 1:00
Table 26. Correlation matrix for the CP -asymmetric observables from the maximum likelihood t
in the bin 15:0 < q2 < 17:0 GeV2=c4.
FL A3 A4 A5 A6s A7 A8 A9
FL 1:00  0:00 0:03  0:00 0:09  0:04 0:07  0:03
A3 1:00 0:14 0:18  0:01  0:07  0:05  0:06
A4 1:00  0:09 0:10  0:11 0:04  0:09
A5 1:00 0:11 0:04  0:11  0:04
A6s 1:00  0:01  0:08  0:08
A7 1:00  0:03 0:14
A8 1:00 0:01
A9 1:00
Table 27. Correlation matrix for the CP -asymmetric observables from the maximum likelihood t
in the bin 17:0 < q2 < 19:0 GeV2=c4.
FL A3 A4 A5 A6s A7 A8 A9
FL 1:00 0:04 0:00  0:00  0:01 0:01 0:04  0:01
A3 1:00 0:05 0:04 0:04  0:08 0:05 0:01
A4 1:00 0:12  0:09  0:02 0:03 0:03
A5 1:00 0:05 0:05  0:01 0:01
A6s 1:00  0:02 0:05  0:03
A7 1:00 0:18 0:00
A8 1:00 0:06
A9 1:00
Table 28. Correlation matrix for the CP -asymmetric observables from the maximum likelihood t
in the bin 1:1 < q2 < 6:0 GeV2=c4.
FL A3 A4 A5 A6s A7 A8 A9
FL 1:00 0:02 0:01  0:01 0:06  0:04 0:04  0:04
A3 1:00 0:07 0:17 0:03  0:02  0:02 0:02
A4 1:00  0:19 0:13  0:06 0:06  0:03
A5 1:00 0:11 0:06  0:07  0:05
A6s 1:00  0:00  0:01  0:01
A7 1:00  0:11 0:13
A8 1:00 0:05
A9 1:00
Table 29. Correlation matrix for the CP -asymmetric observables from the maximum likelihood t
in the bin 15:0 < q2 < 19:0 GeV2=c4.
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E Correlation matrices for the optimised angular observables from the
maximum likelihood t
Correlation matrices between FL and the optimised P
(0)
i basis of observables in the dierent
q2 bins are provided in tables 30{39 for the likelihood t.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00 0:02 0:03 0:00  0:07  0:12  0:03 0:01
P1 1:00  0:00 0:04 0:01 0:09  0:07  0:02
P2 1:00  0:02 0:11 0:04 0:03  0:08
P3 1:00  0:02  0:04  0:11  0:01
P 04 1:00 0:09 0:00 0:07
P 05 1:00  0:00  0:00
P 06 1:00 0:01
P 08 1:00
Table 30. Correlation matrix for the optimised angular observables from the maximum likelihood
t in the bin 0:10 < q2 < 0:98 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:11  0:48 0:23 0:03 0:15  0:17  0:09
P1 1:00 0:06  0:13  0:05 0:01 0:15 0:11
P2 1:00  0:02  0:03  0:19 0:06  0:04
P3 1:00  0:01 0:24  0:26 0:01
P 04 1:00  0:22  0:00  0:05
P 05 1:00  0:13  0:04
P 06 1:00  0:10
P 08 1:00
Table 31. Correlation matrix for the optimised angular observables from the maximum likelihood
t in the bin 1:1 < q2 < 2:5 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00 0:23  0:79 0:61  0:60  0:05 0:29 0:06
P1 1:00  0:14 0:19  0:20 0:08 0:06 0:02
P2 1:00  0:53 0:43 0:04  0:23  0:11
P3 1:00  0:41  0:11 0:21 0:04
P 04 1:00  0:12  0:21 0:06
P 05 1:00 0:03  0:03
P 06 1:00 0:08
P 08 1:00
Table 32. Correlation matrix for the optimised angular observables from the maximum likelihood
t in the bin 2:5 < q2 < 4:0 GeV2=c4.
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FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00 0:04 0:02 0:06 0:02 0:06  0:10 0:09
P1 1:00 0:09 0:12  0:04  0:03  0:11 0:00
P2 1:00 0:03  0:09  0:05 0:02 0:07
P3 1:00  0:04 0:04 0:14  0:02
P 04 1:00 0:10  0:02  0:04
P 05 1:00  0:03  0:01
P 06 1:00 0:06
P 08 1:00
Table 33. Correlation matrix for the optimised angular observables from the maximum likelihood
t in the bin 4:0 < q2 < 6:0 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:05 0:11 0:11  0:01  0:03  0:09  0:03
P1 1:00 0:02 0:06  0:16  0:23 0:03 0:02
P2 1:00 0:01  0:11  0:16  0:05 0:04
P3 1:00  0:01 0:03 0:05 0:10
P 04 1:00  0:13  0:01  0:11
P 05 1:00  0:13  0:01
P 06 1:00 0:10
P 08 1:00
Table 34. Correlation matrix for the optimised angular observables from the maximum likelihood
t in the bin 6:0 < q2 < 8:0 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:12 0:13  0:02 0:03  0:02 0:03 0:05
P1 1:00  0:13 0:03 0:04  0:35  0:05 0:05
P2 1:00  0:12 0:10  0:01 0:01  0:04
P3 1:00 0:08 0:24 0:19 0:09
P 04 1:00  0:02  0:05  0:12
P 05 1:00  0:04  0:09
P 06 1:00 0:27
P 08 1:00
Table 35. Correlation matrix for the optimised angular observables from the maximum likelihood
t in the bin 11:0 < q2 < 12:5 GeV2=c4.
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FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00 0:06 0:19  0:12 0:07 0:25  0:05  0:07
P1 1:00 0:16  0:07  0:06  0:04  0:04  0:04
P2 1:00  0:01  0:22  0:12 0:04  0:07
P3 1:00  0:07  0:07 0:23 0:11
P 04 1:00 0:28  0:06 0:18
P 05 1:00 0:10  0:02
P 06 1:00 0:25
P 08 1:00
Table 36. Correlation matrix for the optimised angular observables from the maximum likelihood
t in the bin 15:0 < q2 < 17:0 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:14 0:14 0:03 0:20 0:21 0:05 0:07
P1 1:00  0:05 0:07  0:18  0:41  0:07  0:06
P2 1:00 0:00  0:13  0:06 0:01  0:05
P3 1:00 0:05 0:01 0:16 0:12
P 04 1:00 0:14 0:03 0:19
P 05 1:00 0:05 0:02
P 06 1:00 0:34
P 08 1:00
Table 37. Correlation matrix for the optimised angular observables from the maximum likelihood
t in the bin 17:0 < q2 < 19:0 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:01  0:20 0:07  0:03 0:01  0:08 0:00
P1 1:00 0:05 0:00  0:05  0:00 0:01 0:01
P2 1:00 0:03  0:10  0:07 0:04  0:02
P3 1:00  0:05 0:04 0:00 0:03
P 04 1:00  0:05  0:02  0:01
P 05 1:00  0:01  0:02
P 06 1:00 0:04
P 08 1:00
Table 38. Correlation matrix for the optimised angular observables from the maximum likelihood
t in the bin 1:1 < q2 < 6:0 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:03 0:14  0:05 0:11 0:15  0:01  0:01
P1 1:00 0:13 0:04  0:14  0:19  0:02  0:04
P2 1:00  0:05  0:13  0:11 0:01  0:03
P3 1:00  0:02  0:03 0:19 0:13
P 04 1:00 0:08 0:03 0:14
P 05 1:00 0:11 0:04
P 06 1:00 0:24
P 08 1:00
Table 39. Correlation matrix for the optimised angular observables from the maximum likelihood
t in the bin 15:0 < q2 < 19:0 GeV2=c4.
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F Correlation matrices for the CP -averaged observables from the
method of moments
Correlation matrices between the CP -averaged observables in the dierent q2 bins are in
tables 40{54 for the moment analysis. The correlations are determined by a bootstrapping
technique.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:02 0:00  0:05 0:23 0:02  0:01 0:05
S3 1:00 0:04 0:09  0:01 0:01  0:04 0:05
S4 1:00  0:24  0:05  0:07 0:06 0:03
S5 1:00 0:12 0:00  0:09  0:02
AFB 1:00 0:09  0:07  0:04
S7 1:00  0:09 0:10
S8 1:00 0:03
S9 1:00
Table 40. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 0:10 < q2 < 0:98 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00  0:02 0:06 0:16  0:05  0:03  0:04 0:09
S3 1:00  0:01 0:03 0:08 0:10  0:03 0:08
S4 1:00 0:00  0:03  0:13 0:00  0:06
S5 1:00  0:07  0:05  0:11  0:06
AFB 1:00 0:04  0:06  0:10
S7 1:00  0:05 0:01
S8 1:00  0:01
S9 1:00
Table 41. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 1:1 < q2 < 2:0 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00  0:12  0:14  0:04 0:11  0:18 0:04 0:01
S3 1:00  0:09 0:06 0:04 0:08  0:04  0:01
S4 1:00  0:08 0:00 0:03  0:05  0:06
S5 1:00  0:10  0:08 0:04  0:08
AFB 1:00  0:01  0:10 0:04
S7 1:00  0:12 0:01
S8 1:00  0:07
S9 1:00
Table 42. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 2:0 < q2 < 3:0 GeV2=c4.
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FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:10  0:01  0:03 0:01 0:01  0:16 0:05
S3 1:00  0:01  0:04 0:03  0:08  0:04  0:11
S4 1:00 0:18 0:05 0:01  0:05  0:02
S5 1:00 0:00  0:01 0:02  0:03
AFB 1:00 0:04  0:03  0:01
S7 1:00 0:18  0:08
S8 1:00  0:03
S9 1:00
Table 43. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 3:0 < q2 < 4:0 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00  0:01 0:03  0:12  0:02  0:07 0:04 0:10
S3 1:00  0:10  0:11 0:03 0:08  0:12 0:07
S4 1:00 0:15  0:03  0:07 0:21 0:04
S5 1:00  0:03 0:10  0:02  0:09
AFB 1:00 0:11  0:15 0:00
S7 1:00 0:07  0:07
S8 1:00 0:0
S9 1:00
Table 44. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 4:0 < q2 < 5:0 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00  0:03  0:06  0:04  0:01  0:03  0:09  0:02
S3 1:00  0:01  0:06  0:11  0:05 0:02 0:11
S4 1:00 0:10  0:03 0:08 0:02 0:01
S5 1:00  0:08  0:03 0:06 0:07
AFB 1:00 0:01 0:00 0:00
S7 1:00 0:07  0:09
S8 1:00  0:13
S9 1:00
Table 45. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 5:0 < q2 < 6:0 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:00  0:24  0:14  0:04 0:08 0:07  0:03
S3 1:00  0:09  0:17  0:08 0:02  0:04  0:02
S4 1:00 0:13  0:12  0:03  0:01  0:04
S5 1:00  0:07  0:01  0:01  0:04
AFB 1:00 0:02  0:01  0:05
S7 1:00 0:21  0:11
S8 1:00  0:06
S9 1:00
Table 46. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 6:0 < q2 < 7:0 GeV2=c4.
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FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:07  0:13  0:22  0:08  0:07  0:01 0:09
S3 1:00  0:12  0:15 0:07 0:05 0:02  0:01
S4 1:00 0:15  0:09  0:05 0:06 0:00
S5 1:00  0:15 0:13 0:00 0:03
AFB 1:00  0:02  0:16 0:04
S7 1:00 0:07  0:11
S8 1:00  0:07
S9 1:00
Table 47. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 7:0 < q2 < 8:0 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:15 0:16 0:03  0:34  0:05  0:12  0:01
S3 1:00  0:06  0:21  0:06 0:04 0:00  0:02
S4 1:00 0:19  0:19  0:11  0:15  0:04
S5 1:00  0:11  0:13  0:10  0:09
AFB 1:00 0:03  0:03  0:04
S7 1:00 0:24  0:03
S8 1:00  0:10
S9 1:00
Table 48. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 11:00 < q2 < 11:75 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:04  0:05  0:01  0:17  0:08 0:05 0:00
S3 1:00  0:13  0:14 0:00 0:02 0:00 0:05
S4 1:00 0:16  0:22 0:10 0:18  0:02
S5 1:00  0:17 0:16 0:08  0:10
AFB 1:00  0:08  0:12 0:07
S7 1:00 0:16  0:16
S8 1:00  0:08
S9 1:00
Table 49. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 11:75 < q2 < 12:50 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:05  0:01  0:09  0:34 0:01 0:03  0:01
S3 1:00  0:15  0:29 0:06  0:03 0:02  0:09
S4 1:00 0:33  0:06  0:02  0:17  0:01
S5 1:00  0:10  0:13  0:02  0:05
AFB 1:00  0:01  0:03  0:04
S7 1:00 0:12  0:10
S8 1:00  0:12
S9 1:00
Table 50. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 15:0 < q2 < 16:0 GeV2=c4.
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FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:16  0:02 0:01  0:33 0:16 0:03  0:01
S3 1:00  0:12  0:13 0:04 0:05  0:01  0:03
S4 1:00 0:21  0:20 0:08  0:02 0:06
S5 1:00  0:14 0:02 0:07 0:20
AFB 1:00  0:05 0:01  0:02
S7 1:00 0:15  0:13
S8 1:00  0:08
S9 1:00
Table 51. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 16:0 < q2 < 17:0 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:06  0:08 0:05  0:21  0:05 0:06 0:00
S3 1:00  0:12  0:19 0:03 0:09 0:01  0:08
S4 1:00 0:14  0:07 0:05  0:12 0:00
S5 1:00  0:06  0:17 0:07 0:06
AFB 1:00 0:01 0:03 0:03
S7 1:00 0:11  0:20
S8 1:00  0:05
S9 1:00
Table 52. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 17:0 < q2 < 18:0 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:20  0:21  0:16  0:21 0:01 0:10 0:02
S3 1:00  0:18  0:21  0:03 0:00 0:05  0:02
S4 1:00 0:36  0:18 0:03 0:00 0:00
S5 1:00  0:24  0:01  0:03 0:02
AFB 1:00  0:04 0:02 0:05
S7 1:00 0:19  0:17
S8 1:00  0:01
S9 1:00
Table 53. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 18:0 < q2 < 19:0 GeV2=c4.
FL S3 S4 S5 AFB S7 S8 S9
FL 1:00 0:11  0:07  0:04  0:28 0:04 0:04  0:01
S3 1:00  0:15  0:21 0:04 0:02 0:01  0:06
S4 1:00 0:24  0:11 0:04  0:07 0:02
S5 1:00  0:11  0:08 0:03 0:07
AFB 1:00  0:02 0:00 0:00
S7 1:00 0:14  0:15
S8 1:00  0:07
S9 1:00
Table 54. Correlation matrix for the CP -averaged observables obtained for the method of moments
in the bin 15:0 < q2 < 19:0 GeV2=c4.
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G Correlation matrices for the CP -asymmetric observables from the
method of moments
Correlation matrices between the CP asymmetries in the dierent q2 bins are provided in
tables 55{69 for the moment analysis. The correlations are determined by a bootstrapping
technique.
A3 A4 A5 A6s A7 A8 A9
A3 1:00 0:04 0:09  0:02 0:01  0:04 0:05
A4 1:00  0:24  0:07  0:08 0:07 0:02
A5 1:00 0:07 0:00  0:07  0:01
A6s 1:00 0:08  0:11 0:00
A7 1:00  0:09 0:12
A8 1:00 0:01
A9 1:00
Table 55. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 0:10 < q2 < 0:98 GeV2=c4.
A3 A4 A5 A6s A7 A8 A9
A3 1:00  0:01 0:04 0:06 0:12  0:05 0:08
A4 1:00  0:06 0:04  0:16 0:04  0:10
A5 1:00  0:05 0:01  0:11  0:07
A6s 1:00  0:06  0:07  0:09
A7 1:00  0:12 0:10
A8 1:00  0:04
A9 1:00
Table 56. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 1:1 < q2 < 2:0 GeV2=c4.
A3 A4 A5 A6s A7 A8 A9
A3 1:00  0:10 0:06 0:03 0:07  0:04  0:02
A4 1:00  0:07 0:07 0:06  0:06  0:05
A5 1:00  0:10  0:07 0:04  0:07
A6s 1:00  0:03  0:11 0:04
A7 1:00  0:15 0:02
A8 1:00  0:07
A9 1:00
Table 57. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 2:0 < q2 < 3:0 GeV2=c4.
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A3 A4 A5 A6s A7 A8 A9
A3 1:00 0:00  0:04 0:03  0:12  0:05  0:06
A4 1:00 0:18 0:06 0:01  0:05  0:01
A5 1:00 0:01  0:01 0:01  0:01
A6s 1:00 0:03  0:05 0:00
A7 1:00 0:18  0:05
A8 1:00  0:03
A9 1:00
Table 58. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 3:0 < q2 < 4:0 GeV2=c4.
A3 A4 A5 A6s A7 A8 A9
A3 1:00  0:12  0:11 0:02 0:06  0:12 0:06
A4 1:00 0:17  0:03  0:06 0:19 0:03
A5 1:00  0:04 0:14  0:06  0:09
A6s 1:00 0:10  0:14 0:00
A7 1:00 0:04  0:08
A8 1:00 0:02
A9 1:00
Table 59. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 4:0 < q2 < 5:0 GeV2=c4.
A3 A4 A5 A6s A7 A8 A9
A3 1:00  0:03  0:07  0:09  0:04 0:03 0:11
A4 1:00 0:10  0:03 0:08 0:07 0:03
A5 1:00  0:08  0:04 0:07 0:07
A6s 1:00 0:01  0:01  0:01
A7 1:00 0:07  0:09
A8 1:00  0:12
A9 1:00
Table 60. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 5:0 < q2 < 6:0 GeV2=c4.
A3 A4 A5 A6s A7 A8 A9
A3 1:00  0:08  0:15  0:09 0:02  0:05  0:02
A4 1:00 0:21  0:15  0:03  0:04  0:04
A5 1:00  0:10  0:02  0:03  0:05
A6s 1:00 0:03 0:00  0:05
A7 1:00 0:22  0:11
A8 1:00  0:05
A9 1:00
Table 61. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 6:0 < q2 < 7:0 GeV2=c4.
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A3 A4 A5 A6s A7 A8 A9
A3 1:00  0:07  0:11 0:04 0:06 0:04  0:01
A4 1:00 0:18  0:07  0:02 0:05 0:01
A5 1:00  0:11 0:14  0:02 0:02
A6s 1:00  0:03  0:14 0:07
A7 1:00 0:07  0:11
A8 1:00  0:08
A9 1:00
Table 62. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 7:0 < q2 < 8:0 GeV2=c4.
A3 A4 A5 A6s A7 A8 A9
A3 1:00  0:08  0:20  0:10 0:06 0:03  0:02
A4 1:00 0:16  0:14  0:10  0:15  0:04
A5 1:00  0:09  0:11  0:09  0:10
A6s 1:00  0:02  0:07  0:05
A7 1:00 0:25  0:02
A8 1:00  0:09
A9 1:00
Table 63. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 11:00 < q2 < 11:75 GeV2=c4.
A3 A4 A5 A6s A7 A8 A9
A3 1:00  0:12  0:16 0:01 0:01 0:03 0:06
A4 1:00 0:17  0:21 0:08 0:15  0:05
A5 1:00  0:17 0:14 0:12  0:09
A6s 1:00  0:07  0:17 0:05
A7 1:00 0:19  0:15
A8 1:00  0:08
A9 1:00
Table 64. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 11:75 < q2 < 12:50 GeV2=c4.
A3 A4 A5 A6s A7 A8 A9
A3 1:00  0:14  0:26 0:05  0:02 0:02  0:10
A4 1:00 0:36  0:12  0:02  0:17 0:00
A5 1:00  0:16  0:12  0:02  0:04
A6s 1:00  0:02  0:03  0:05
A7 1:00 0:13  0:09
A8 1:00  0:12
A9 1:00
Table 65. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 15:0 < q2 < 16:0 GeV2=c4.
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A3 A4 A5 A6s A7 A8 A9
A3 1:00  0:08  0:09 0:00 0:01  0:03  0:04
A4 1:00 0:21  0:22 0:05  0:02 0:06
A5 1:00  0:14  0:01 0:05 0:19
A6s 1:00 0:02 0:02  0:01
A7 1:00 0:15  0:13
A8 1:00  0:08
A9 1:00
Table 66. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 16:0 < q2 < 17:0 GeV2=c4.
A3 A4 A5 A6s A7 A8 A9
A3 1:00  0:10  0:16  0:01 0:00 0:00  0:06
A4 1:00 0:18  0:10 0:07  0:14 0:03
A5 1:00  0:10  0:16 0:05 0:09
A6s 1:00 0:00 0:05 0:01
A7 1:00 0:09  0:20
A8 1:00  0:06
A9 1:00
Table 67. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 17:0 < q2 < 18:0 GeV2=c4.
A3 A4 A5 A6s A7 A8 A9
A3 1:00  0:18  0:20  0:06  0:01 0:04  0:03
A4 1:00 0:28  0:10  0:02 0:01 0:07
A5 1:00  0:15  0:05 0:00 0:04
A6s 1:00  0:01  0:01 0:03
A7 1:00 0:21  0:19
A8 1:00  0:03
A9 1:00
Table 68. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 18:0 < q2 < 19:0 GeV2=c4.
A3 A4 A5 A6s A7 A8 A9
A3 1:00  0:12  0:18 0:00 0:01 0:01  0:05
A4 1:00 0:26  0:14 0:02  0:08 0:03
A5 1:00  0:13  0:09 0:02 0:07
A6s 1:00 0:0 0:01  0:01
A7 1:00 0:14  0:15
A8 1:00  0:07
A9 1:00
Table 69. Correlation matrix for the CP -asymmetric observables obtained for the method of
moments in the bin 15:0 < q2 < 19:0 GeV2=c4.
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H Correlation matrices for the optimised observables from the method
of moments
Correlation matrices between the optimised asymmetries in the dierent q2 bins are pro-
vided in tables 70{84 for the moment analysis. The correlations are determined by a
bootstrapping technique.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00 0:00 0:12 0:09  0:04  0:23  0:04  0:08
P1 1:00  0:02  0:05 0:04 0:08 0:01  0:04
P2 1:00 0:06  0:05 0:11 0:08  0:08
P3 1:00  0:04  0:01  0:10  0:03
P 04 1:00  0:22  0:07 0:07
P 05 1:00 0:01  0:07
P 06 1:00  0:08
P 08 1:00
Table 70. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 0:10 < q2 < 0:98 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00 0:02  0:09 0:03 0:21 0:44  0:35  0:17
P1 1:00  0:17 0:03 0:01 0:08 0:04  0:04
P2 1:00  0:31  0:17  0:40 0:31 0:11
P3 1:00 0:10 0:18  0:10  0:04
P 04 1:00 0:16  0:24  0:07
P 05 1:00  0:32  0:21
P 06 1:00 0:09
P 08 1:00
Table 71. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 1:1 < q2 < 2:0 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:09  0:39 0:00  0:45 0:20  0:40  0:12
P1 1:00 0:11 0:01  0:03 0:02 0:11  0:01
P2 1:00  0:03 0:35  0:24 0:31 0:04
P3 1:00 0:04 0:07  0:01 0:06
P 04 1:00  0:23 0:30 0:08
P 05 1:00  0:23  0:03
P 06 1:00 0:00
P 08 1:00
Table 72. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 2:0 < q2 < 3:0 GeV2=c4.
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FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
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FL 1:00  0:23 0:08  0:33  0:08  0:23 0:30 0:07
P1 1:00  0:11 0:38  0:01  0:05  0:04  0:03
P2 1:00  0:28 0:06 0:07  0:05  0:05
P3 1:00  0:03  0:11 0:18 0:04
P 04 1:00 0:18  0:03  0:06
P 05 1:00  0:14  0:03
P 06 1:00 0:21
P 08 1:00
Table 73. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 3:0 < q2 < 4:0 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:34  0:08 0:24  0:27  0:55  0:24 0:25
P1 1:00 0:31  0:64  0:14  0:24  0:03 0:00
P2 1:00  0:37  0:13  0:23  0:01  0:01
P3 1:00 0:13 0:38 0:17  0:13
P 04 1:00 0:36 0:07 0:03
P 05 1:00 0:28  0:25
P 06 1:00  0:05
P 08 1:00
Table 74. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 4:0 < q2 < 5:0 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:28 0:14 0:19  0:25  0:14 0:01  0:13
P1 1:00  0:18  0:21 0:08 0:00  0:04 0:06
P2 1:00 0:13  0:14  0:11 0:01  0:04
P3 1:00  0:11  0:11 0:08 0:07
P 04 1:00 0:17 0:06 0:06
P 05 1:00  0:04 0:07
P 06 1:00 0:07
P 08 1:00
Table 75. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 5:0 < q2 < 6:0 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:21 0:20  0:15  0:41  0:33 0:09 0:12
P1 1:00  0:13 0:06 0:02  0:07 0:00  0:07
P2 1:00 0:00  0:22  0:16 0:05 0:02
P3 1:00 0:12 0:10 0:09 0:04
P 04 1:00 0:25  0:04  0:05
P 05 1:00  0:03  0:04
P 06 1:00 0:21
P 08 1:00
Table 76. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 6:0 < q2 < 7:0 GeV2=c4.
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FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
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FL 1:00  0:08 0:58  0:18  0:26  0:41  0:13  0:16
P1 1:00  0:01 0:03  0:08  0:09 0:06 0:03
P2 1:00  0:19  0:28  0:45  0:12  0:26
P3 1:00 0:05 0:06 0:12 0:11
P 04 1:00 0:26  0:01 0:13
P 05 1:00 0:17 0:11
P 06 1:00 0:10
P 08 1:00
Table 77. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 7:0 < q2 < 8:0 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:32 0:60 0:17 0:15 0:02  0:06  0:13
P1 1:00  0:24  0:05  0:12  0:19 0:06 0:06
P2 1:00 0:16  0:03  0:09  0:03  0:14
P3 1:00 0:05 0:09 0:01 0:07
P 04 1:00 0:19  0:11  0:14
P 05 1:00  0:12  0:10
P 06 1:00 0:24
P 08 1:00
Table 78. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 11:00 < q2 < 11:75 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:41 0:55  0:10  0:46  0:47  0:37  0:10
P1 1:00  0:48 0:05 0:15 0:16 0:20 0:04
P2 1:00  0:19  0:55  0:57  0:40  0:13
P3 1:00 0:11 0:18 0:20 0:09
P 04 1:00 0:52 0:40 0:23
P 05 1:00 0:45 0:16
P 06 1:00 0:22
P 08 1:00
Table 79. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 11:75 < q2 < 12:50 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:03 0:41 0:09 0:12 0:06 0:00 0:05
P1 1:00 0:07 0:09  0:15  0:28  0:03 0:01
P2 1:00 0:08  0:02  0:11  0:01  0:01
P3 1:00 0:02 0:06 0:10 0:12
P 04 1:00 0:34  0:02  0:16
P 05 1:00  0:13  0:02
P 06 1:00 0:12
P 08 1:00
Table 80. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 15:0 < q2 < 16:0 GeV2=c4.
{ 67 {
J
H
E
P
0
2
(
2
0
1
6
)
1
0
4
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:09 0:33 0:03 0:17 0:23 0:06  0:01
P1 1:00 0:07 0:03  0:12  0:14 0:01  0:02
P2 1:00 0:04  0:15  0:06 0:02 0:02
P3 1:00  0:06  0:18 0:13 0:08
P 04 1:00 0:25 0:09  0:02
P 05 1:00 0:02 0:06
P 06 1:00 0:14
P 08 1:00
Table 81. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 16:0 < q2 < 17:0 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:07 0:28 0:11 0:04 0:21  0:06 0:06
P1 1:00 0:02 0:07  0:12  0:20 0:10 0:00
P2 1:00 0:00  0:07 0:01  0:01 0:06
P3 1:00 0:00  0:03 0:19 0:05
P 04 1:00 0:15 0:04  0:12
P 05 1:00  0:17 0:08
P 06 1:00 0:11
P 08 1:00
Table 82. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 17:0 < q2 < 18:0 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00 0:03 0:39 0:10  0:06  0:01 0:00 0:06
P1 1:00 0:02 0:03  0:14  0:18 0:00 0:03
P2 1:00 0:00  0:27  0:29  0:03 0:07
P3 1:00  0:01  0:03 0:17 0:02
P 04 1:00 0:38 0:03 0:01
P 05 1:00  0:01  0:03
P 06 1:00 0:19
P 08 1:00
Table 83. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 18:0 < q2 < 19:0 GeV2=c4.
FL P1 P2 P3 P
0
4 P
0
5 P
0
6 P
0
8
FL 1:00  0:05 0:33 0:08 0:08 0:13 0:01 0:03
P1 1:00 0:05 0:05  0:14  0:21 0:02 0:01
P2 1:00 0:03  0:10  0:07  0:01 0:02
P3 1:00  0:02  0:06 0:15 0:07
P 04 1:00 0:24 0:04  0:07
P 05 1:00  0:07 0:03
P 06 1:00 0:14
P 08 1:00
Table 84. Correlation matrix for the optimised angular observables obtained for the method of
moments in the bin 15:0 < q2 < 19:0 GeV2=c4.
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