WC present the first results of a project called LOOP, on formal methods for the object-oriented language Java. It aims at verification of program properties, with support of modern tools. We use our own front-end tool (which is still partly under construction) for translating Java classes into higher order logic, and a back-end theorem prover (namely PVS, developed at SRI) for reasoning.
Introduction
Being able to reason about programs has always been one of the central objectives of research in computer science. Progress in this area is slow, because the subject matter is complicated.
In order to reason about a program, one first has to assign meaning to this program (usually as some function acting on states), and then reason (using a suitable logic) about what this program does. Such reasoning is often subtly different from ordinary mathematical reasoning because of typical imperative phenomena, like side-effects, or because of different forms of partiality (ordinary or abrupt termination, e.g. via exceptions). This paper concentrates on reasoning about Java [5, lo] . Java is quickly becoming one of the most widely used programming languages.
Being able to reason about programs and classes in Java--and hence being able to establish correctness or incorrectness of a Java implementation with respect to some specification, see explicitly in Subsection 4.6 ---is of considerable interest. We use a proof tool (namely PVS [22] ) for reasoning, and avoid arguments "by hand'-which are generally considered less trustworthy. Using such a proof assistant in this area has definite advantages. l A proof tool keeps track of which results have and which have not been proved.
It can easily tell a user if all the assumptions on which a certain result relies These are typical bureaucratic activities, which can best be done by tools, because they often lead to mistakes, when done by humans.
Other such bookkeeping activities include keeping track of all case distinctions in a proof---which there are usually many, when reasoning about programs.
Program verification involves much routine equational and Boolean reasoning.
A tool can do this very well, once it has been loaded with appropriate rewrite rules (and decision procedures).
Side-effects
are important when dealing with imperative programs.
However, they are notoriously hard to reason about. Once they are properly incorporated in PVS theories, the proof tool helps the user to keep track of all these side-effects, and to make the right deduction steps.
Side-conditions which are required to hold before an auxiliary lemma can be applied are enforced by the tool. This helps to prevent small mistakes.
In brief, a proof assistant is like a "sceptic colleague" who patiently checks all details and is willing to do routine tasks.
An assertional approach (as used by such a proof tool, or possibly also by someone reasoning by hand) has a definite advantage over testing: by testing one only checks a limited number of cases'.
In contrast, using assertional methods one can prove statements of the form: for all parameters it is the case that .... This achieves an appropriate level of generality (and thus, confidence). So far we have discussed the use of a proof assistant in our project.
Such a tool is used as a back-end, to our own tool, which we call LOOP (for Logic of Object-Oriented Programming).
The LOOP tool translates Java classes into higher order logic, thus providing input for the back-end proof tool 'Selecting appropriate test cases is indeed a major issue in this area.
PVS. In translating .Java classes to logic, the LOOP tool provides a logical semantics for Java. This will be an important topic in the paper.
The LOOP tool is still under development, but what we discuss here is a version which automatically translates a non-trivial part of Java. For example, it handles inheritance and late binding in Java classes, but it does not handle threads.
What we shall describe is a part of a more general LOOP tool described in [13] for translating object-oriented specifications into higher order logic. The tool performs the following transformations.
First it reads (lexes and parses) classes in CCSL (Coalgebraic Class Specification
Language, see [13] ) or Java, and transforms these in some internal representation in the programming language Ocaml [24, 201 (the implementation language of LOOP).
This representation is subjected to certain internal analyses, e.g. for establishing the inheritance relationships between classes. Finally, it is transformed into theories (and proofs) of the PVS theorem prover [22] . Much of the internal code of the tool is shared for both the translations from CCSL and Java classes to PVS. The earlier paper [13] on CCSL showed the merits of a coalgebraic approach in the mathematically clean world of specification. Here, in contrast, we show that the coalgebraic framework can properly handle the messy details that come with an existing real-world object-oriented programming language (for which we use Java as an example).
In doing so, we use many of the semantical ideas and results that have been developed over the past few decades.
This LOOP tool (on Java classes) is typically used as follows.
Assume a user wishes to prove a certain property about a particular Java class (or about a collection of classes).
For example, that a certain method always terminates normally, or that some property is an invariant of a class. The user can run the LOOP tool on the class2, say with name MyClass.
The tool then produces a new file, called MyClass-basic .pvs3. It contains a translation into the higher order logic of PVS of the Java class in the original file. This forms the basis for the user's own work: (s)he can now create a separate file, say MyClass-user. pvs, with ' We always assume that Java classes which are fed into the LOOP tool are accepted by a (standard) Java compiler. Also, at this stage, all Java classes that have to be translated are required to be in one input file for the LOOP tool.
3Actually, it also produces a file MyClass-basic.prf, containing proofs of standard results in the file NyClass_basic.pvs. This proof file is not relevant here.
user-defined theories in which the generated theories from MyClass-basic .pvs are imported.
Here the statements that the user wishes to prove about the (translated) Java class should appear.
All these ( .pvs) files can be loaded into the PVS theorem prover, and the user can start trying to prove the desired results, using result of the translation of the LOOP tool. Summarising: I Java classes v I theories and proofs + QED, hbpefully 4
In this paper we describe several examples of this twostep approach, usually by presenting:
(1) the original Java class(es) on which the LOOP tool is run, (2) some relevant details of the resulting translation, (3) some propositions in PVS that we wish to prove, and possibly, for while loops ( [16] ).
In the current paper we shall not use Hoare logic, and our reasoning is directly based on definitions.
The work on the LOOP project can be divided into the following categories (with initials of the authors who contribute most to these parts):
(1) Java semantics (BJ, MH), (2) automatic translation (JvdB, MvB, BJ), (3) proofs and proof methods (MH, BJ), (4) general LOOP infrastructure (UH, HT). We should emphasise that this is very much work in progress, and that we are nowhere near a complete translation of all possible Java classes. The most important restrictions are discussed in Section 3. But, as we hope that the examples below demonstrate, we can already handle a substantial part of the language. The manner in which it is done is of general interest, and the main topic of this paper.
So far we have tested our tool only on microscopic examples: our tests are not as big as possible, but as sick as possible.
A semantics for a language like Java should of course also include programs which are generally considered bad style (e. The approach we use to give semantics to Java (as implemented in the LOOP tool) is based on coalgebras, and is thus perfectly able to handle such (statement and expression)
functions.
41n the actual translation, Self will be instantiated as OM?, describing the global memory, see the end of this section. involving four data types in PVS, see Figure 1 . The two output types PreStatResult? and PreExprResult? describe the possible outcomes of statements and expressions, as state transformer functions. A (translated) statement in a particular state can either hang (yield outcome hang?), terminate normally (with outcome norm? lx), where x is a new state in Self), or terminate abnormally/abruptly (with outcome abnorm? (y) , with y describing the kind of abnormality). The latter is used to model exceptions and statements affecting the control flow like break, return, and continue. In contrast an outcome hang? corresponds to non-termination.
The PVS expressions hang?, norm? and abnorm? are the constructors of the datatype PreStatResult?.
The associated recognisers are hang??, norm?? and abnorm??, telling whether an element in PreStatResult?
is of the form hang?, norm? (x1 or abnorm? (y) , respectively.
The associated accessors are ns? (extracting the x in norm?(x)) and dev? (extracting y in abnorm?(y)). We describe a few more functions, that will be used below. Every 'Assignments in Java can be expressions, like j = 5 in i = (j = 5). (Actually, this is a simplified version of the real translation which additionally involves a LET construct for handling the parameters da, db, see Figure 2 for a complete translation.
FORALL(da
The above serves to convey the main idea.)
All in the main memory OM? together with a coalgebra (of the class) acting on this position p. An object is then basically a reference to a memory cell.
Here we conclude our brief sketch of the translation that the LOOP tool performs. We emphasise that this translation is far from complete. For example, it does not handle threads, and some of the language constructs are not, covered yet (like constructors).
However, the tool translates many statements and expressions already. Besides being incomplete, the translation also simplifies matters. For example, both floating point types float and double in Java are translated to the PVS type real. The latter is introduced axiomatically in PVS, and is for example dense and equipped with a complete order 5. The former are approximations of real numbers (described precisely in the IEEE 754 floating point format).
In order to translate accurately, one would have to formalise this IEEE format in PVS. This is a non-trivial exercise, which is a project on its own, see e.g. [7] . Similarly, we translate all Java integer types (byte, short, int, long and char) to the PVS type int of integers, without taking bounds into account. Another (temporary) simplification involves exceptions. These are translated as sets of natural numbers (e.g. IndexOutOfBoundsException is {x : nat I50 <= x AND x < 60}, which is a completely arbitrary choice). Catching an exception then involves checking a subset relationship.
This simplification works well in many situations because an exception object (like the e in the WeirdExpr class in the next section) is rarely really used (with as possible exception, in a print statement). The motivation behind these simplifications is to be able to get a rudimentory translation off the ground, and not to be held up by initially irrelevant details.
Examples
In this section we elaborate some examples. In particular, we discuss: several Java classes, their translation into PVS by the LOOP tool, some results that a user may wish to prove (on the basis of the translation), and proofs of such results. Only the first example will be described in some detail.
Many of the proofs of the results about Java classes that we present below are done by automatic rewriting. This is very convenient and useful. But it is important to stress that this only works for "simple" (non-looping) statements, such as assignments, conditionals, or operations. The more difficult statements with while or for loops or with recursion still require steering of the user at essential points (e.g. in order to find loop invariants).
But also within such proofs the routine calculations can be done by automatic rewriting.
A weird method
Consider the following (silly) Java class It contains an integer field i and a method lets-calculate yielding an integer after some intricate computation involving a conditional operator ? : and a remainder operation %. The latter throws an exception, if its second argument is 0. The computation in itself is uninteresting, but the challenge is to express the integer outcome (if any) of this method, in terms of the values of the parameter j, and the field i. In order to determine this outcome we have to take the following into account (among many other things). l The evaluation strategy: in the remainder expression i++ i! --j one computes the value of i as first argument, then i is incremented, then j is decremcnted, and the resulting value (of j) is taken as second argument, so that the remainder can finally be determined. l Exception handling: if the parameter j is 1, then the Java remainder operation % (translated as //) throws an ArithmeticException, which is caught by the subsequent catch clause--because ArithmeticException is a subclass of Exception; this causes a particular flow of control. One of the subtleties in this example is that the increment expression i++ only has a visible effect if the exception is thrown-because otherwise it is overruled by the *= assignment. l Return handling: the first return statement causes a jump of control to the end of the method.
The latter two points are handled by the abnorm? option in statements and expressions (as discussed in the previous section). Special functions TRYPCATCH and CATCHEXPRRETURN? are defined which detect such abnormal outcomes. They remove certain abnormalities and take appropriate action. The first point is handled by suitable PVS representations of the (pre-and post-) increment/decrement and remainder operations, so that arguments are evaluated in the right order. See the analogous definitions of the AND and ANDTHEN functions in the previous section.
Running the LOOP tool on this class yields a series of PVS theories. They contain the translation of the method lets..calculate, given in Figure 2 . This translation is probably unreadable, and not really meant for human consumption, but is included only to show what really comes out. Hopefully, the reader will recognise the main structure of this Java method in its PVS translation, e.g. the Java conditional operator ? : translated as CHJESTION? in PVS. It is not feasible to explain the whole translation in detail, so we will focus on some significant details. The c and x variables in lets-calculate(c) (x, j) on the left hand side of the equation refer to the coalgebra of the current class (i.e. of WeirdExpr) and the current state, respectively. Recall that methods and fields are always described with respect to some coalgebra. l A special local variable ret?lets-calculate (together with an associated assignment) is used for the output result of this method (which is returned at the end, by the CATCHEXPRRETURN? function). Another special Java variable par?j holds the value of the PVS variable j (set at the beginning). It is used because PVS variables are different from Java variables (for which there are assignments)r.
For both these variables a new memory cell is allocated at the next free position, given by top?-after which the top? is incremented by topinc?. l A pre increment or decrement operation is translated simply by an assignment (which returns a value, see the previous section). For a post increment or decrement operation we use the ## operation between two expressions, as described in the previous section. ' Using such an auxiliary variable also ensures that parameters are passed by value, see [S, 2.6.11.
FORALL (j : int-java)
: lets-calculate(c)(x, j) = F2E?(i(c) ) > const? (5))) (( (F2E?(i(c) ) tt A2E?(i_becomes(c))(inc(F2E?(i(c))))) // A2E?(par?j_becomes)(dec(F2E?(par?j))))) (const? (8)))))) 
The lemma states that for all integers j, running the method lets-calculate with respect to the WeirdExpr coalgebra d(p) (acting in memory location p) in state x with parameter j terminates normally (expressed by norm??(-)), and the resulting output value res?(-) satisfies the IF ... THEN .. ELSE clause. It expresses the outcome of the method run in state x in terms of the values of the field i in state x and of the parameter j. Notice that the result involves a universal quantifier FORALL. It achieves a level of generality which can never be obtained by simply testing (i.e. by running the method for specific values and checking the outcome). This shows the power of a theorem proving approach to formal verification.
The above lemma can be proved in PVS by using basically only two proof commands: (load-rewrite-theories .) and (do-rewrite).
All the expressions in the lemma are then suitably rewritten (following the evaluation strategy of Java, as incorporated in the definitions of the prelude, see Section 2) to the required result. This involves 222 single rewrite steps'. Such rewriting must be done in a clever manner, because the number of possibilities in each step is large: in principle, each expression and statement can hang, terminate normally, or terminate abruptly (involving various possible abnormalities).
Just unfolding the definitions describing all possible outcomes quickly leads to screens full of unreadable PVS code. This complexity is managed by using many small rewrite steps for all cases in expressions and statements from the prelude files (and by letting LOOP generate additional rewrite rules which are specific for the translated class), so that in principle, complete definitions never have to be expanded.
'0" the fastest machines at our disposal (a Pentium II 300 with 128M RAM, or an UltraSPARC 2 (model 2200) with 1OOOM RAM admitting maximally 1 CPU per user) this takes in interactive mode (with prover output to the screen, via emacs) about 2 min. run time, and a bit less than 3 min. realtime (including garbage collecting). In batch mode, it takes less than half of the run time.
4.2
Inheritance:
overriding, hiding and late binding
The previous example does not involve any typically objectoriented aspects. In this subsection we consider some examples with inheritance.
At the level of interfaces (in PVS), inheritance is handled by nesting. For example, suppose we have classes: In this manner the non-hidden field s from A is directly available in B. And the hidden field r is also available, but under a different name A-r. This mechanism avoids subtyping. It also underlies inheritance in CCSL [13] . At the level of method definitions we have to be careful, because of overriding and late binding. In a class C we repeat all method definitions from super classes of C, but instantiated with a coalgebra from C. Late binding then works automaticallv.
but some care is needed to make sure that " appropriate fields are selected.
As an examole we consider the translation of the following series of >ava classes Parent -Child -Grandchild, defined via inheritance. The declaration int i in Child "hides" the i from Parent, see [lo, Section 8.31, but running deriv in Child will affect i in Parent, and not i in Child. In contrast, running deriv in Grandchild will affect i in Child, but not i in Parent, due to the late binding mechanism which determines that within the Grandchild class deriv will call the (redefined) base method from Grandchild.
The aim is to prove the right values of the i's and j after running deriv in Child and in Grandchild, via automatic rewriting.
The difficulty in this example is not located in the complexities of the expressions involved, but in getting the bindings right. The LOOP tool solves this difficulty by suitably repeating method definitions from superclasses in subclasses.
Using the LOOP translation of these Java classes into PVS we first show that the method deriv terminates normally (and does not hang or terminate abruptly). Then we can express the values of the fields in the resulting state after deriv in terms of the original values as follows. For a Child coalgebra d(p) acting on an arbitrary memory position p this is expressed in the following result.
The first assertion in the conjunction states that running the method deriv(d ( The method fat has a parameter n, a local variable i and it returns a value of type int. Local variables, just like parameters are handled in the LOOP translation via LETS in PVS, using a fresh memory location (see Figure 2 ). This will guarantee that whenever a new block is started (which may happen frequently, like in the above recursive method) new storage capacity is available.
Recursion is handled by explicitly calculating the least fixed point of a suitable functional. This is done by determining if there is a number n so that after n iterations the method does not hang. If this is the caSe the recursive definition is unfolded, the least such n times; otherwise the method hangs. The least fixed point of this functional provides the semantics for the recursive definition. The fixed point approach actually works for mutually recursive functions as well, because we do not iterate individual methods but the whole coalgebra (incorporating all methods). Details will be described elsewhere.
Using this formalisation we can prove, fat-lem : LEMMA FORALL(x : OM?, n : int-java) : IF n >= 0 THEN norm??(fac(c(p))(x, n)) AND res?(fac(c(p))(x, n)) = pvs-fat(n) ELSE hang??(fac(c(p))(x, n)) ENDIF where pvs-f ac is the usual factorial function, defined in PVS (for positive numbers).
The proof proceeds by reasoning about iterations (using induction over the natural numbers). 4 It involves a while loop in Java which terminates because of a break. Reasoning about while loops generally involves (see e.g. [3, 11, 9 , 41) a loop invariant and also a variant. The latter is a function from Self to some well-founded set,, which decreases with every execution of the loop body. Variants are used for proving termination.
Using this approach we can prove the following.
res?-break-loop : LEMMA norm??(break-loop(c(p))(x, i)) AND res?(break-loop(c(p))(x, i)) = max(i, 20) More details of reasoning about such while loops with abnormalities will appear in [16] .
An invariance result
So far we have only seen examples of user statements about individual methods in a Java class. The next two examples will consider a class as a whole, first in showing that a certain predicate is an invariant of a class, and second in showing that a class can be a model (or implementation) of a specification.
As mentioned briefly in the introduction, the LOOP tool not only translates Java classes into PVS, but also generates for each class appropriate notions of invariant and bisimulation. This involves some basic constructions from the theory of coalgebras (see [18] ), which are ultimately based on ideas in categorical logic (see [14] ). Here we concentrate on invariants. These are predicates on the state space, which, once they are true for a state x, will remain true no matter which public" methods (or assignments for public variables) are applied to x. The definition of invariance is different for every class, because it depends, for example, on the method types.
Consider for example the following Java class, describing a simple counter modulo max.
class Counter { private int max; private int val; int maximum0 C return max; 1 int value0 C return val; ) void next0 I if ( val < max ) I val = val + 1; 1 else t val = 0; ) 1 void clear0 ( val = 0; ) Counter(int n) t max = n; ) 1 An invariant for this class is a predicate which is closed under application of maximum, value, next and clear-but not under assignments for the private variables max and val. Intuitively it is clear that the following predicate on the global memory OM? is an invariant.
"In Java there are many visibility modifiers, see [lo, Section 6.61 many of which are related to Java's package system, but the LOOP tool only has public and private.
The LOOP translation sends private in Java to private, and everything else to public. Within the LOOP tool, these visibility modifiers are (currently) only relevant for the notions of invariant and bisimulation. 
Proving this formally amounts to proving the next lemma,
in which invariant? is a predicate which is generated by the LOOP tool. It is not hard to prove this result, since most of the work is done via automatic rewriting. 4.6 A Java implementation satisfying a CCSL class specification The introduction of this paper describes how the LOOP tool accepts and translates both class specifications (in a language called CCSL, see [13] ) and class implementations (in Java) as input. These translations can be combined, so that one can check in PVS whether a Java class implements a CCSL specification. We briefly illustrate this combination by (re)considering the Java counter class from the previous subsection. A specification of such a counter (modulo max) is presented in Figure 3 . It is written in CCSL [13] , and this language is hopefully self-explanatory.
We concentrate on the (validity of the) assertions". The LOOP tool translates the CCSL counter specification into "In principle, the creation conditions for constructors are handled similarly. a series of PVS theories. In one of these theories, the assertions in Figure 3 are combined into a single predicate In order to show that the Java implementation forms a model of this CCSL specification we first have to transform a coalgebra describing the Java class into a coalgebra for this CCSL class, and then show that the assertions of the CCSL class are satisfied. In PVS these steps are as follows. The latter lemma establishes the desired implementation result. It is proved automatically by rewriting'". Casting in Java introduces a difference between fields and methods (see [5, Section 3.41 ): suppose B is a subclass of A, and both A and B have a field f and a method m (of the same type). Thus f from A is "hidden" in B and m from A is "overridden" in B. Let b be of type B, and consider its cast a = (A)b to A. Then a.f is f in A, whereas a.m is m in B. This difference is highly relevant for reasoning about casting14.
"The definition of the counter function also generates several obligations ("tee's") to prove that the Java methods terminate normally, so that their result res? or resulting normal state ns? can be accessed. Also these obligations are handled by automatic rewriting.
13The reason is that in order to perform the translation of a cast from class A to class B we need to know both A and 8. This information can only be obtained by letting LOOP typecheck Java programs, because casting is often done implicitly. Java typechecking is currently being added to the LOOP tool.
140nr translation "by hand" handles this difference by letting a look at b with an adapted coalgebra. This can also be expressed in terms of "two references" to a, see [5, page 691 : "one reference as its actual class and the other as its superclass".
Conclusions and further work
We have sketched the essential ingredients of a (partial) translation of Java classes into the higher order logic of PVS, as performed by the LOOP tool. Also we have shown how this allows us to prove some elementary properties about Java classes in PVS. This may be seen as applied semantics of programming languages. Space restrictions prevent us from describing all details here, but more will be presented in future work.
It may be clear that this project is far from finished. We will continue to extend the translation to aspects of Java which arc currently not covered. Being able to reason about threads is a long-term goal, which will first require a fundamental study of the semantics of threads in Java (see also [8] ) within the coalgebraic approach underlying the LOOP tool. Another future extension is to define an appropriate "Annotated Java" language consisting of standard Java with correctness assertions added as comments. These should be translated into appropriate verification conditions. To conclude, we would like to emphasise that this is very much a research project and that major applications are not foreseen in the near future.
