e w n n−|w| h + e w then there exists a child w of r such that p ∈ e(r, w) Proposition 5. When the global MV is on one of the adjacent edges of r, let a random variable X indicate the distance of the global MV to the root; then, E(X) = 0.
Proposition 6. Let p be a point on an edge (u, v) of tree T with distance d(p, u) = x. If we let p vary along edge (u, v) and consider var(p) as a function of variable x with parameters u and v, then:
in which α = 2ST (u) − 4(SI(v) + |v|e v ) n and β = 1 − 2|v| n (S2)
Extra notations
For two points p and p , potentially on different edges, we let path(p, p ) denote the directed path from p to p . For two nodes p and u, we define Cld p (u) as the clade under u if the tree T is rerooted at p. For ease of notation we use |p u| to denote the size of Cld p (u). For a point p on tree T and another point p on either the same edge or an edge connected to p (if p is a node), we let − → pp denote a direction of p. It is easy to see that any point on a tree has at least two directions, and any node that is not the root has at least three directions. We call − → pp a dominant direction of p if and only if
Proof of ST relation. Recall that ST (v) is the sum of distances of all leaves from the node v (i.e. ST (p) = i∈Cld(p) (d i (p)). We need to prove that
We have
Let p ≡ v, we get Eq. S4.
Proof of Proposition 6. Recall that ST (p) = i∈L d i (p).
The first term of the RHS of S6 can be expanded as follow:
Fig
A. An example tree T rooted at r with a point p on edge (u, v).
where the last line is simply derived from the definition:
n ); the second term can be expanded as follow:
Substitute S7 and S8 to S6, we obtain:
Thus, we get Eq. S1
Useful Lemmas
Below are useful lemmas that will be used later in the proofs.
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Lemma 1. Any point on a tree either is a balance point or has at least one dominant direction.
Proof. On tree T , consider an arbitrary point p that is adjacent to nodes
It is easy to see that − − → pv m is a dominant direction of p.
Lemma 2. If a point p 0 is not a local MV of tree T , there exists at least one point p on T such that var(p ) < var(p 0 ).
Lemma 3. Consider an edge e = (u, v) of tree T . If − → uv is a dominant direction of u and − → vu is a dominant direction of v, then there exists a balance point on edge e.
(Lemmas 2 and 3 are proved later)
Proofs of Proposition 1 and Lemma 2
We start by some definitions and derivations that are used in proofs of both Proposition 1 and Lemma 2. Consider a point p 0 on tree T and any arbitrary point p on the same edge as p 0 or on an edge adjacent to p 0 if p 0 is a node. Note that when p 0 is in the middle of a edge, p can be a point above or below it on the same edge, but when p 0 is a node, p can be a point on any of the three (or more) edges adjacent to p.
We divide the leaf set L of T into two disjoint groups: the leaves inside Cld p0 (p) (group 1), and the remaining leaves (group 2). Let x = d(p 0 , p), n be the size of T , and k be the size of group 1; the size of group 2 is therefore n − k. .., d n be the distances of the leaves in group 2 to p. Also let µ and µ be the averages of the leaf distances to p 0 and p. Then:
Let x → 0, we have
Proof of Proposition 1. We consider both directions. a. Suppose p 0 is a local MV of T then by Eq. S15
Thus, p 0 is also a balance point, which completes one direction of Proposition 1.
b. Suppose p 0 is a balance point of T ; then,
which means, p 0 is a local MV. This completes the proof for Proposition 1.
Proof of Lemma 2. Suppose p 0 is not a local MV. By Lemma 1, there is a point p 1 on the same edge or an adjacent edge to p 0 such that − − → p 0 p 1 is a dominant direction of p 0 . Letting y = d(p 0 , p 1 ), replacing p with p 1 in Eq. S15, we get:
where the inequality follows from the fact that − − → p 0 p 1 is a dominant direction (see Eq. S3). Because the derivative at p 0 approaching from p 1 is negative, there exist a point p in a small local neighborhood of p 0 towards p 1 such that var(p ) < var(p 0 ).
Proofs of Proposition 2 -5 and Lemma 3
Proof of Lemma 3. For the the edge (u, v) (where u = p(v)), let m
, and similarly, m
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By definition of dominant direction (Eq. S3), m 
. We have:
By Lemma 3 and Proposition 1, there is a local MV point p on e k .
Thus, we can always find at least one local MV in a tree T (if tree T is finite). This completes the proof of Proposition 2. Proof of Proposition 4. On tree T , let p be the global MV and x = d(p, r), w denote the child of r that is on the same side as p, and d i be the shorthand for d i (r) (i.e. the distance from r to leaf i of tree T ). We prove that x ≤ (1 − )e w , and therefore, p ∈ e(r 0 , w). Note that T 0 and T have the same topology but are different in branch lengths. In this proof we use e v to denote the length of the edge (p(v), v) of T 0 .
Follow the lemma condition
By Proposition 1 and 3, p is a balance point. Therefore, 1 |p| i∈Cld(p)
Also,
From Eq. S20 and S21, we have
Recall that under our model, T 0 is an ultrametric tree, so that for each leaf i, v∈path(i,r) e v = h. Also, T was obtained by multiplying each edge of T 0 by a random variable with support [ 
Hence, there exists a child w of r such that the global MV belongs to edge (r, w).
Proof of Proposition 5. Let D i be the random variable corresponding to the distribution of d i (r) and P be a random variable giving the position of the global MV root. Then,
By the global balance property of P , we can compute
and thus, 13.5906 ANOVA tests were performed on the D1 (30-taxon) dataset for pairs of methods. Matching-split (MS) error is used as the metric. The tests were performed on the subset of D1 where outgroup exists. For true gene trees, the true root is known. For estimated gene trees, the Ideal is the rooting position that minimizes triplet error to the true gene trees. p-values are shown for the significance of differences between the error of the two methods specified in each row, and for the differences in error among the three levels of clock divergence parameter, respectively. 
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