This paper provides a model of the use of computer algebra experimentation in algebraic graph theory. Starting from the semisymmetric cubic graph L on 112 vertices, we embed it into another semisymmetric graph N of valency 15 on the same vertex set. In order to consider systematically the links between L and N a number of combinatorial structures are involved and related coherent configurations are investigated. In particular, the construction of the incidence double cover of directed graphs is exploited. As a natural by-product of the approach presented here, a number of new interesting (mostly non-Schurian) association schemes on 56, 112 and 120 vertices are introduced and briefly discussed. We use computer algebra system GAP (including GRAPE and nauty), as well as computer package COCO.
Introduction
Some of the most striking meeting points between geometry, combinatorics and graph theory, on one hand, and algebra and group theory, on the other, appear when investigating the symmetry of a combinatorial object. Semisymmetric graphs are the central topic of this paper. By a semisymmetric graph we mean a graph Γ which is regular (that is all valencies of its vertices are equal), and such that its automorphism group Aut(Γ) acts transitively on the edge set E(Γ) but not on the vertex set V (Γ).
We shall focus our attention on two particular semisymmetic graphs, both on 112 verties: the Nikolaev graph N having valency 15 and the Ljubljana graph L with valency 3 (see, e.g., [Conder et al. (2005) ], [wikipedia (2010) ]). We shall study their properties and links between them. We shall find, for example, that L is a spanning subgraph of N .
We shall also point out numerous links between L and N and a number of combinatorial structures such as assocation schemes and partial geometries. Our aim is to combine in one paper the features of at least three different genres in mathematical literature: an expository text about semisymmetric graphs; a tutorial on scientific computation in algebraic graph theory; and a report about new results achieved in our research.
Writing on the border-line between algebra, combinatorics, graph theory and computer algebra, it is difficult to give a self-contained account of all the necessary background information. Instead we shall outline a brief guide to the main ingredients supported by those references which, in our opinion, best help to fill in our brief sketch.
For permutation groups we recommend the book [Dixon and Mortimer (1996) ]. Invariant binary relations play a central role in our presentation. Given a permutation group (G, Ω) we extend, in the natural way, the action (G, Ω) to the action (G, Ω 2 ). An invariant binary relation is simply a union of the orbits of this action. Following Wielandt, we call the orbits of (G, Ω 2 ) the 2-orbits of (G, Ω). The set 2 − orb(G, Ω) of all 2-orbits of (G, Ω) will be the subject of our careful attention for a number of concrete permutation groups. This concept of an invariant relation of a permutation group (G, Ω) was coined and used in [Wielandt (1969) ]. We refer to [Klin et al. (1988) ] and [Faradžev et al. (1994) ] for an introduction to this line of Wielandt's methodology.
For each transitive permutation group (G, Ω) the pair (Ω, 2 − orb(G, Ω)) provides a model of an association scheme; each such a model is called a Schurian association scheme, cf. [Faradžev et al. (1994) ]. Non-Schurian schemes exist, the smallest one having 15 points.
The classic book [Bannai and Ito (1984) ] is still an excellent source for association schemes. For the more general concept of a coherent configuration the reader is refered to ([Higman (1970) ], [Cameron (1999) ]). For the matrix analogue of a coherent configuration, that is, a coherent algebra, see [Higman (1987) ].
We assume from the reader a modest acquaintance with simple concepts from graph theory and how a graph's symmetries are related to permutation groups. An introduction to this aspect of graph theory can be found in Chapters 1,2 of [Lauri and Scapellato (2003) ], and the references in this book may also be quite helpful.
This paper is mainly about computer experimentation in Algebraic Graph Theory (AGT) (the classic book [Biggs (1993) ] as well as [Godsil and Royle (2001) ] and ] are highly recommended sources in AGT, while, for example, [Klin et al. (2007) ], and ] are good introductions to the techniques involved in the use of computer algebra). We use a few computer packages, namely COCO ( [Faradžev and Klin (1991) ], [Faradžev et al. (1994) ]) and GAP ([GAP (2008) ]) with its extension package GRAPE ( [Soicher (1993) ]) which relies on nauty ([McKay (1990) ]).
Double covers
The operation of a double cover of a graph plays an essential role in our presentation. The reader must be warned about a possible difference between our definition of double covers and that found in graph theoretical literature. Our main definition follows the one from [Ivanov and Iofinova (1985) ]. Here and elsewhere in this paper, if a graph ∆ is not a digraph we usually turn it into a digraph by replacing each {x, y} with the two arcs (x, y) and (y, x). Such a pair of arcs is said to be self-paired. In general, for a digraph ∆ = (V, R) the digraph ∆ t is defined to be (V,
We will call the graph Γ the incidence double cover (briefly IDC) of ∆.
A number of simple cases presented in Example 2.1 will hopefully provide the reader with a helpful context in which to understand better the definition of IDC. In each of the series of figures, we present diagrams of the graph or digraph ∆ and the corresponding Γ = IDC(∆).
The only example needing some comment is (g) which shows the Paley tournament P (7). The vertices of P (7) are the elements of the finite field Z 7 . There is an arc (x, y) in P (7) if and only if y − x is a non-zero square in Z 7 , that is y − x ∈ {1, 2, 4}. The notation of vertices 0, . . . , 6 and 7, . . . , 13 in part (g) for the graph Γ corresponds to the pairs (0, 1), . . . , (6, 1) and (0, 2), . . . , (6, 2). In this case, Aut(∆) is the Frobenius group F 21 of order 21, while Aut(Γ) ∼ = P SL(3, 2) : Z 2 is a group of order 336.
Proposition 2. Let ∆ be a graph, Γ = IDC(∆). Then (i) if ∆ is a regular graph of valency k, then Γ is also regular of the same valency k;
(ii) if ∆ is a bipartite graph then Γ is disconnected; (iii) if ∆ is undirected graph then the group Aut(Γ) contains as a subgroup the direct product Aut(∆) × Z 2 .
Proof. Straightforward, see e.g. [Zelinka (1982) ]. 2
Note that in our example in cases (d) and (f) we get the equality Aut(Γ) = Aut(∆) × Z 2 , while in all other cases the group Aut(∆)×Z 2 appears as a proper subgroup of Aut(Γ). Those undirected graphs ∆ for which equality holds are called stable graphs following [Marušič et al. (1989) ]. The question of when the equality Aut(Γ) = Aut(∆) × Z 2 holds for an undirected graph Γ turns out to be of an independent interest.
Semisymmetric graphs
Recall that an undirected graph Γ = (V, E) is called semisymmetric if it is regular (of valency k) and Aut(Γ) acts transitively on E and intransitively on V . The proposition below is attributed by F. Harary to Elayne Dauber, its proof appears in [Harary (1969)] and [Lauri and Scapellato (2003) ].
Proposition 3. A semisymmetric graph Γ is bipartite with the partitions V = V 1 ∪ V 2 , |V 1 | = |V 2 |, and Aut(Γ) acts transitively on both V 1 and V 2 .
Interest in semisymmetric graphs goes back to the seminal paper [Folkman (1967) ], where they were called admissible graphs. The wording "semisymmetric" was suggested in [Klin (1981) ].
Following [Ivanov and Iofinova (1985) ] let us call a semisymmetric graph Γ = (V, E), V = V 1 ∪ V 2 of parabolic type if the stabilizers H 1 , H 2 of, respectively, two adjacent vertices x ∈ V 1 and y ∈ V 2 , are not conjugate in the symmetric group Sym(V ). (Note that we slightly modify the original definition in [Ivanov and Iofinova (1985) ].) Otherwise the graph Γ will be said to be of non-parabolic type. In a more naive wording, a semisymmetric graph Γ of a parabolic type belongs to an "easy" case of such graphs. This means that one can distinguish that the vertices x and y are in different orbits with the aid of simple arguments, using suitable numerical or structural invariants of the vertices. It turns out that the semisymmetric Ljubljana graph L on 112 vertices (see Section 5) is one of the smallest examples of the non-parabolic case: here both groups H 1 and H 2 are cyclic groups of order 3, and are conjugate in S 112 . As a result, the proof of the fact that L is indeed semisymmetric is naturally a more sophisticated task in comparison with that for graphs of parabolic type. For the purpose of investigation of such a case we will use techniques of incidence double covers in conjunction with the ideas which were introduced in [Ivanov and Iofinova (1985) ].
Let Γ be a bipartite graph with partition V = V 1 ∪ V 2 of its vertices. In what follows we assume that Γ is an edge-transitive regular graph of valency k. Then it follows from Proposition 3 that the group Aut(Γ) either acts transitively on V or acts intransitively with two orbits V 1 and V 2 of equal length. It might be convenient to denote by Aut − (Γ) the subgroup of Aut(Γ) which stabilizes each set V 1 and V 2 separately. Then clearly [Aut(Γ) : Aut − (Γ)] = 1 or 2, depending on whether Aut(Γ) acts on V transitively or intransitively respectively. Now let G be a finite group, and H 1 and H 2 subgroups of G of equal index k. Denote by Γ(G, H 1 , H 2 ) the bipartite graph whose vertices are cosets of H 1 and H 2 in G and vertices H 1 g 1 and H 2 g 2 are adjacent if and only if H 1 g 1 ∩ H 2 g 2 = ∅. We will call Γ the coset graph of G with respect to the pair of subgroups H 1 , H 2 . For our needs, the main result, slightly modified from [Ivanov and Iofinova (1985) ], is the following.
Theorem 4 (Criterion of Iofinova-Ivanov). Let (G, Ω) be a 2-closed permutation group. Assume R is an antisymmetric 2-orbit of (G, Ω), therefore ∆ = (Ω, R) is a directed graph. Let Γ = IDC(∆). Assume that the graph Γ is a connected semisymmetric graph such that Aut(Γ) ∼ = G. Then (i) ∆ is connected; (ii) ∆ is not bipartite; (iii) ∆ and ∆ t are not isomorphic; (iv) Aut(∆) = G.
Nikolaev graph N
Let us now consider the graph N , which was discovered on October 30, 1977 at Nikolaev (Ukraine). It is the first member of an infinite family of semisymmetric graphs. The result was published in [Klin (1981) ], where the term "semisymmetric" was coined.
The main motivation of [Klin (1981) ] was to provide an affirmative answer to a question of Folkman [Folkman (1967) ] about the existence of a semisymmetric graph with n vertices and valency k, such that gcd(n, k) = 1. Indeed, for the graph N we get gcd(112, 15) = 1. The construction of N = (V, E) is as follows:
Let the set of vertices (ii) Aut(N ) ∼ = S 8 .
Proof. Clearly, N is a regular graph of valency 15, and the symmetric group S 8 acts transitively on the sets V 1 , V 2 and E. Let G = Aut(N ). Regarding N as the incidence graph of a symmetric incidence structure S, let us consider the point graph P(S) and the block graph B(S) defined on the sets V 1 and V 2 respectively. Easy arguments reveal that the automorphism groups of the graphs P(S) and B(S) are imprimitive and primitive respectively. Therefore graph N is indeed semisymmetric. Consideration in addition of the 2-closure of the induced symmetric group S 8 , acting on the set
, (cf. [Klin (1974) ], ], [Faradžev et al. (1990) ]), shows that Aut(B(S)) = S 8 . Therefore, finally we get also that Aut(N ) ∼ = S 8 . 2
The proof of Proposition 5, outlined above, works for any arbitrary member of the infinite series of semisymmetric graphs introduced in [Klin (1981) ]. Note that the actual proof in [Klin (1981) ], is of a more elementary nature, basing entirely on the counting of simple combinatorial invariants of the graph N .
Thus the graph N serves as a nice example of an "easy" case of semisymmetric graph: here, the fact that Aut(N ) acts intransitively on the set V can be justified by simple arguments of a combinatorial or group-theoretic nature.
Ljubljana graph L
The number three is the smallest possible valency of a semisymmetric graph. This implies a natural interest in the investigation of the smallest cubic semisymmetric graphs. Two such small graphs were known for a long while: the Gray graph G on 54 vertices (see, for example, [Bouwer (1968) ], [Marušič and Pisanski (2000) ]) and a biprimitive graph J on 110 vertices which was discovered by A. A. Ivanov [Ivanov (1994)] .
A computer based search [Conder et al. (2005) ], [Conder et al. (2006) ] showed that L is the unique cubic semisymmetric graph on 112 vertices and the third smallest one after the graphs G and J. In [Conder et al. (2006) ], cubic semisymmetric graphs are considered in a much wider context, relying on a beautiful meeting of diverse techniques from group theory, topological graph theory and computer algebra.
The paper [Conder et al. (2005) ] indeed provides a lot of important information about the graph L, which is defined quite naturally using voltage assignments.
We however think that there is still an unexploited potential in reconsidering the graph L once more together with the group Aut(L), paying special attention to a few association schemes and coherent configurations naturally related to L, as well as to the embeddings of L into the graph N .
A master association scheme on 56 points
In our attempts to get a new understanding of the graph L we started from the group
Clearly, |G| = 8 · 7 · 3 = 168 and G acts naturally on the set of elements of the Galois field F 8 as a 2-transitive permutation group. Identifying F 8 with the set [0, 7] , we use the presentation G = g 1 , g 2 , g 3 , where g 1 = (1, 2, 3, 4, 5, 6, 7), g 2 = (0, 1)(2, 4)(3, 7)(5, 6), g 3 = (2, 3, 5)(4, 7, 6), as it appears in [Sims (1970) ].
G is a subgroup of S 8 , therefore there is good reason to consider again the induced action of G on the same set V = V 1 ∪ V 2 , as it was defined in Section 4.
With the aid of a computer it was discovered that, in this way, we obtain exactly 8 distinct copies of the same (up to isomorphism) graph L, which are invariant with respect to the induced intransitive action (G, V ). Each such copy appears as a spanning subgraph of a suitable copy of N .
The stabilizer of an arbitrary vertex in L has order 3; thus both stabilizers of a pair of adjacent vertices are isomorphic to the cyclic group Z 3 and are conjugates in G. Therefore, in comparison with the "easy" case of N , this view of L stresses that it belongs to a more difficult case. In the following we aim to interpret the graph L (as well as its embeddings to N ), starting from the association scheme formed by the 2-orbits of the transitive permutation group (G, V 1 ). At the first we will essentially rely on the analysis of some computations carried out with the aid of computer algebra packages.
Thus let now Ω = V 1 = {(x, y)|x, y ∈ F 8 , x = y} and let (G, Ω) be the induced transitive action of G = AΓL(1, 8) on Ω of degree 56.
Proposition 6. The permutation group (G, Ω) has rank 20.
Proof. The rank of a transitive permutation group by definition is equal to the number of orbits of the stabilizer of an arbitrary point. The stabilizer of any point from Ω is similar to the induced cyclic group (Z 3 , Ω), Z 3 = g 3 , whereg 3 denotes the action of g 3 on Ω. With the aid of the orbit counting lemma (CFB lemma in [Klin et al. (1988) ]), we obtain for the rank r of (G, Ω) that r = 1 3 ( 8 2 + 2 · 2) = 20. 2 Using COCO in conjunction with GAP, we could construct and investigate our master association scheme M = (Ω, 2 − orb(G, Ω)). According to the criterion, presented in Section 3, there is again good reason to construct the incidence double cover on 112 vertices, starting from each pair {R, R t } of connected antisymmetric basic graphs of valency 3. Clearly the IDC of R and R t are isomorphic (undirected) graphs of valency 3. With the aid of GAP we distinguish the 6 pairs into 4 "good" pairs, which all provide isomorphic copies of L and 2 "bad" pairs, which provide a vertex transitive disconnected graph, isomorphic to 8 copies of the Heawood graph.
To explain better the observed phenomena, we further consider the normalizer N S56 ((G, Ω)) of G in S(Ω), which in this case coincides with the group CAut(M). The second part of the corresponding computer aided results is presented below.
and has order 336.
(ii) The quotient group N S56 ((G, Ω))/G acts on the 16 antisymmetric 2-orbits as a group of order 2. (iii) Each "good" 2-orbit R is mapped to a 2-orbit R * from another "good" pair under this action. (iv) Each "bad" 2-orbit is mapped to 2-orbit from another "bad" pair.
For the reader's convenience, the main numerical results related to the above propositions are presented in Table 1 . Here we first list number i of class R i , representative x ∈ Ω such that (0, x) ∈ R i , and description of x = (a, b), a, b ∈ F 8 . In the last column of the table we refer to the number of a merging of M which is the coherent closure of R i , according to the list of all mergings, which appears in Supplement B.
Note that we get 11 isomorphism classes of basic graphs of M, while 4 such classes from the 4 "good" pairs. The IDC covers split into 4 isomorphism classes, described in column "cl v". The class 3 provides the graph L.
Embeddings of L into N
We now wish to understand better all possible embeddings of the graph L into N . Note that the union of each "good" pair of relations R and R * is again an antisymmetric relation (of valency 6). Moreover, each such relation is a 2-orbit of the group
Therefore there is a sense to consider also an association scheme M, resulting from the group G. In principle, M appears as a merging (#1) of M. Nevertheless, for us it was more convenient to investigate M independently, using again COCO, and constructing the scheme of 2-orbits of G. This way we obtained that ( G, Ω) has rank 12 with 4 pairs of antisymmetric 2-orbits of valency 6. For each such 2-orbit we again construct its IDC; for two pairs the resulting cover turns out to be a semisymmetric graph on 112 vertices of valency 6, the automorphism group of which is the group G. We prefer to call this graph of valency 6 the natural double Ljubljana graph and denote it by N L.
Again GAP was used in conjunction with COCO to obtain our next result.
Proposition 9. (i) The union of edges from IDC L of a "good" relation R and L * of R * provides a semisymmetric double Ljubljana graph N L of valency 6 on 112 vertices.
(iii) N L appears as an incidence double cover of the antisymmetric 2-orbit R ∪ R * of the group G = CAut(M). Thus we have managed to explain more clearly the essence of the embeddings of a "difficult" case of L into an "easy" case of N . Since Aut(L) respects this embedding, we obtain a new proof of the fact that L is a semisymmetric graph.
It is clear that at this stage all the results presented depend essentially on the use of a computer. In next sections we aim to remove, at least in part, such dependence. For this purpose, additional combinatorial structures will be introduced and investigated.
The Ljubljana configuration
We maintain that each semisymmetric graph may and should be regarded as the Levi graph (in the sense of [Coxeter (1950) ]) of a symmetric incidence structure (very frequently it happens to be a configuration), which is not self-dual. Let C and C T be two such configurations, defined by the graph L. The diagrams of this pair of configurations are depicted in Figure 5 of [Conder et al. (2005) ]; they are realized as geometric configurations of points and lines in the Euclidean plane.
Below we develop an alternative, combinatorial approach to the representation and investigation of the two 56 3 Ljubljana configurations and exploit its advantages.
First, let us consider a copy of a Paley tournament P (7) with the vertex set [1, 7] and isolated vertex 0, as it is depicted in Figure 3 .
It is easy to check that Aut(P (7)) = g 1 , g 3 is a Frobenius group F 21 of order 21 and degree 7. Recall that this copy of F 21 is simultaneously the stabilizer of the point 0 in the group (G, [0, 7] 
Consider now the orbit O of this graph P (7) under the action of (G, F 8 ). This orbit O contains 8 copies of P (7), where each element from [0, 7] appears exactly once as an isolated vertex. For each copy of P (7) in O and for each vertex x of P (7) we get the induced subgraph T (x), generated by the out-neighbors of x. Clearly, T (x) is a directed triangle. Denote by B the collection of all such triangles, T (x). We are ready to present our first construction.
Let us identify a tuple (x, y) in Ω (Ω is defined as above) with vertex y of the copy of P (7) that has x as an isolated point. Also, consider the incidence structure S = (Ω, B) with inclusion in the role of incidence relation. Proof. The proof of (i) is a trivial consequence of the 2-transitivity of (G, F 8 ).
For the proof of the remaining parts the reader is referred to the extended version of this paper [Klin et al. (Preprint) ]. 2
More auxiliary structures
We are now in a position to present a new way to glance at all possible embeddings of the Ljubljana graph L into the Nikolaev graph N . With this aim in mind, let us consider some extra concepts and related combinatorial structures. An arbitrary permutation group (H, X), according to [Betten (1977) ], is called a geometric group if it appears as the full automorphism group of a graph or a hypergraph with the vertex set X. Here, a hypergraph is a collection of subsets of the set X (hyperedges) together with the entire (vertex) set X. In other words, a geometric permutation group can be interpreted as the group of all symmetries of a suitable incidence structure.
According to [Klin et al. (In preparation) ], let us call a permutation group (H, X) a geometric group of the second order if (H, X) is the full automorphism group of a suitable collection of graphs or hypergraphs.
Let us now consider again the group G = AΓL(1, 8). This group, of course, is not the full automorphism group of any graph. Counting orbits of (G, Ω) on the 3− and 4−subsets of F 8 , and comparing the obtained numbers with the similar ones for an overgroup AGL(3, 2) of (G, F 8 ) in Sym(F 8 ) (cf. e.g. [Sims (1970) ]) it is easy to reveal that (G, Ω) is not a geometric group (for details see, e.g., [Klin et al. (In preparation) 
]).
At this point let us consider again one more famous structure, namely the projective plane F = P G(2, 2), commonly known under the name of Fano plane. The classical picture in Figure 4 (a) depicts a difference set model for F .
Indeed, the seven lines of this model are obtained from the line {1, 2, 4} via consecutive cyclic shift with the aid of the permutation g 1 (see Section 6).
In a similar manner one more model (depicted in part (b) of the same Figure) appears from the line {3, 5, 6}. Let us call these two models of F the standard model and the nonstandard model respectively. Clearly, the two models are isomorphic and have disjoint sets of lines. Both models are invariant with respect to the same cyclic group g 1 of order 7.
According to [Colbourn and Rosa (1999) ], an overlarge set O(v, k) of Steiner triple systems S(2, 3, v) is a partition of the set of all 3-element subsets of a (v + 1)-element set into v + 1 disjoint Steiner systems, each of type S (2, 3, v) . A similar definition may be formulated for the case of Steiner systems S(k−1, k, v). A pioneering paper, in which such overlarge sets were investigated is [Sharry and Street (1988) ] (though the name itself was coined later on).
It was proved in [Sharry and Street (1988) ] that up to isomorphism, there exist 11 different O(7, 3) on 8 points, having groups of order 1344, 168, 96, 64, 48, 24, 24, 8, 8, 8, 6 . Of course, all these groups provide particular examples of geometric groups. The two most symmetric models for O(7, 3) are of a particular interest in this text. Below we briefly repeat the representations of these models, as they are described in [Klin et al. (In preparation) ].
For this purpose, first we introduce a copy E 8 of an elementary Abelian group of order 8 acting regularly on the set F 8 = [0, 7] . E 8 contains exactly 7 involutions t i as follows: t 1 = (0, 1)(2, 4)(3, 7)(5, 6), t 2 = (0, 2)(1, 4)(3, 6)(5, 7), t 3 = (0, 3)(1, 7)(2, 6)(4, 5), t 4 = (0, 4)(1, 2)(3, 5)(6, 7), t 5 = (0, 5)(1, 6)(2, 7)(3, 4), t 6 = (0, 6)(1, 5)(2, 3)(4, 7), t 7 = (0, 7)(1, 3)(2, 5)(4, 6).
Note that t 1 = g 2 ; it is easy to check that the group AGL(1, 8) = g 1 , t 7 has order 56, acts sharply 2-transitively on F 8 and is a subgroup of index 3 in our group G.
Construction 9.1. Let us now regard our standard (non-standard) copy of F as a copy F 0 carrying an extra isolated point 0. Then we define 7 new copies of F as the respective images F i := F ti 0 . Finally, we denote by O S (7, 3) (or O N (7, 3)) the collection of 8 Fano planes {F 0 , . . . , F 7 }, depending on which model of F (standard or non-standard) is used for the initial copy F 0 . Proof. A computer free proof is presented in [Klin et al. (In preparation) ], though of course, the reader can easily confirm it with the aid of a computer, or even by routine hand computations. 2
Corollary. The group G = (AΓL (1, 8) , Ω) is a geometric group of the second order. Remark. A mysterious (at first sight) distinction between the standard and nonstandard models of F relies on the different role of the selected copy of E 8 with respect to the two prescribed models of the Fano plane.
Using these ideas we can now present the following. A8 of non-standard and "skew" standard overlarge sets respectively under the action of A 8 . Check that |O
A8 and consider the incidence structure (P, L) with incidence defined by inclusion.
Remark. In this construction, we need a shifted (skew) copy of the standard overlarge set with the aid of an odd permutation. So, for example, we here take z to be the permutation (2, 6)(3, 7)(4, 5), which makes O z S another isomorphic copy of O S (7, 3).
Proposition 12. (i) The incidence structure (P, L) provides a model of a partial geometry P G(8, 9, 4). (ii) The automorphism group of this partial geometry is isomorphic to the alternating group A 8 .
Proof. A proof which is computer-free but relies on a number of combinatorial and group theoretical arguments is available in [Klin et al. (In preparation) ]. 2
In the next section we will try to benefit, at least implicitly, from the consideration of the presented A 8 -geometry.
Embeddings of L into N revisited
Here we are interested in investigating once more all embeddings of L into a prescribed copy of N , provided certain natural requirements are satisfied. These requirements will be formulated in group theoretical terms.
First, we start from the action of the group S 8 on the set V as it appears in Section 4. It is easy to understand that there are two copies of the graph N which are invariant with respect to (A 8 , V ): the one with the edge set E (as in Section 4) and the one with the edge set E ′ = {{(x, a), {a, b, c}}|x ∈ {a, b, c}}. Both copies N and N ′ have the same group Aut(N ) = Aut(N ′ ) ∼ = S 8 . Moreover, these two copies are interchanged with the aid of the involution τ , which transposes pairs (a, b) and (b, a) from V 1 and fixes each element of V 2 .
Thus, in principle, one may consider the group S 8 × S 2 , acting on the set V , and classify all embeddings into either N or N ′ . We nevertheless prefer to fix a concrete master copy of the Nikolaev graph, say N . In this fashion, the group S 8 = Aut(N ) still remains our "universal" group.
Let us now consider a concrete copy of the group G = AΓL(1, 8) as a subgroup of S 8 , and let us investigate all copies of the graph L, which are invariant with respect to this selected group G and which are spanning subgraphs of the master graph N . As we may easily deduce from the analysis of the master association scheme M, there exist exactly 8 different copies of L which are invariant with respect to (G, V ). However computer analysis shows that only two of these copies are spanning subgraphs of the same copy of N .
Proposition 13.
(1) For a given copy N of the Nikolaev graph and the group Aut(N ) = S 8 there exists exactly 1920 copies of the graph L, which are invariant with respect to a suitable subgroup of S 8 , isomorphic to G.
(2) 480 copies of L in addition are spanning subgraphs of the master copy N and form two orbits with respect to S 8 . (3) Each of the above two orbits of embeddings of N splits into two of length 120 with respect to the group (A 8 , V ).
Now we wish to define a representative L of one of four orbits of A 8 . For this purpose first we need to use an alternative construction of O N (7, 3).
Construction 10.1. An alternative construction of O N (7, 3). Start with a prescribed copy of S(3, 4, 8) and with its group AGL(3, 2) of order 1344. This group has 8 conjugate subgroups of order 168, each isomorphic to our group G. Select a copy of such a group G, and observe that the group G acts transitively on the set X of 56 4-subsets which is complementary to the block set of our Steiner design S (3, 4, 8) . Note that for each point x the stabilizer G x of order 21 contains the unique cyclic subgroup Z 7 of order 7. The 28 elements from X which contain x split into two orbits of G x of the length 7 and 21. Consider the orbit of length 7 and remove x from each 4-subset. Obtain a copy of the Fano plane with the point set X \ {x}. In this way we obtain eight copies of the Fano plane (with all possible isolated points) which form a copy of O N (7, 3).
For the reader's convenience, in Supplement A we provide a list of all 8 Fano planes in the resulting copy of the same O = O N (7, 3). Now we are ready to describe a copy of the graph L. It has again vertex set V = V 1 ∪V 2 , exactly like graph N in Section 4. Consider vertex (a, b) from V 1 . Find a copy F a of Fano plane in our overlarge set O which does not contain vertex a. Find in this copy F a three lines through the point b. Substitute b by a in each of the three lines. Get the three neighbours of (a, b) in our copy L. For example, for the pair (0, 1), according our procedure, we obtain triples {0, 2, 6}, {0, 3, 4}, {0, 5, 7}. It is clear that the resulted graph L is indeed a spanning subgraph of N as it appears in Section 4.
In what follows we will call the above copy of L = (V, E) the canonical Ljubljana subgraph of the master copy N (with respect to a prescribed copy G of the group AΓL (1, 8) ). The orbit of A 8 on the 120 copies of the canonical copy L should be called the canonical set E of the embeddings of L into the master copy of N . This canonical set E is, in fact, the subject of our further investigations.
We consider transitive permutation group (A 8 , E) and investigate it with the use of COCO. Let X = (E, 2 − orb(A 8 , E)) be the Schurian association scheme formed by the 2-orbits of (A 8 , E).
Proposition 14.
(1) The group (A 8 , E) has rank 5; valencies of non-reflexive 2-orbits R i , 1 ≤ i ≤ 4, are 42, 14, 56, 7; all the orbits are symmetric. (2) X has 6 non-trivial mergings X 1 = (1, 2), X 2 = (1, 3), X 3 = (3, 4), X 4 = (1, 2)(3, 4), X 5 = (1, 3, 4), X 6 = (1, 2, 3) (we use here brief COCO notation for the mergings). (3) The strongly regular graphs corresponding to the mergings X 4 , X 5 , X 6 , have parameters (120, 56, 28), (120, 14, 13), (120, 7, 6) respectively. (4) |Aut(X 4 )| = 1290240 = 2 5 · 8!.
Additional analysis shows that the strongly regular graph generating the rank 3 scheme X 4 is isomorphic to the graph which was described in ].
This gives extra interest to the association scheme X . In addition we observe that the basic graph Γ 3 of valency 56 is Deza graph (in the sense of [Deza and Deza (1994) ], [Erickson et al. (1999) ]). We again summarize our computer aided discoveries.
Proposition 15. The rank 5 Schurian association scheme X is generated by the Deza graph Γ 3 .
The elaboration of a computer free proof of the theorem deserves special attention, though it is out of the scope of the current paper.
According to the terminology introduced in ], the scheme X provides an example of a Schurian Deza family in a Higmanian house. To best of our knowledge, this fact is new. Moreover, it seems that after the Schurian example on 40 points described in ], the current example on 120 points is the second non-trivial one which appears in the literature.
The Dejter approach to the Ljubljana graph
An alternative approach to the Ljubljana graph was developed by I. Dejter et al in a sequence of papers [Dejter and Guan (1991) ], [Dejter and Weichsel (1993) ], [Brouwer et al. (1993) ], [Dejter (1994) ], [Dejter and Pujol (1995) ], [Borges and Dejter (1996) ], [Dejter (1997) ]. This approach is quite original and it strictly differs from the other ways already presented. We shall only give a brief summary of his method here.
Denote by E n the full automorphism group Aut(Q n ) of the n-cube Q n . It is wellknown that |E n | = 2 n · n!; the group E n (as an abstract group) is isomorphic to the wreath product of the symmetric groups of degree n and 2.
Let us now consider the Hamming code H 3 as the induced subgraph of Q 7 . It is easy to check that it forms a coclique of Q 7 and thus each vertex from H 3 has all 7 neighbors in the set V (Q 7 ) \ H 3 , which in this section will be denoted by Ω. The proposition below describes all the information that is required at this stage about the stabilizer F of H 3 in E 7 = Aut(Q 7 ). Though this proposition was also obtained with the aid of a computer, it may be proved using computer free arguments. (iv) The subgraph D of Q 7 , induced by the vertex subset Ω, has valency 6 and is vertexand edge-transitive.
In what follows we will call the graph D the Dejter graph. One would wish here to provide for the graph D a self contained computer free description, which allows also us to figure out easily its full automorphism group. Such a task requires considering more combinatorial structures. Although this proof is not difficult, we omit it here because it consists of a long list of case-by-case analysis. (Details are available in [Klin et al. (Preprint)] .)
The main reason for our interest in the Dejter graph in the context of this paper was the fact, originally observed by Dejter et al, that D splits into two copies of the graph L. The proof of the existence of such a split depends on the selected model of the Dejter graph. An outline of such a proof for the model D, that is induced subgraph of Q 7 , was provided in [Brouwer et al. (1993) ]. (See also [Klin et al. (Preprint) ].)
Finally we mention a few new interesting non-Schurian association schemes which were discovered in the course of the investigation of the centralizer algebra of the group F = Aut(D).
The centralizer algebra W of the group F has rank 16. In fact, it is a direct product of two centralizer algebras of orders 56 and 2 and ranks 8 and 2 respectively. With the aid of COCO we investigated all coherent subalgebras of W . There are 81 such (non-trivial) subalgebras, the rank of which varies between 3 and 11. It turns out that a few of these algebras are non-Schurian: a quite rare occurrence for the direct product of two Schurian algebras such that each of them contains only Schurian subalgebras. Of a special interest is a commutative subalgebra of rank 7 and valencies 1, 6, 7, 7, 21, 28, 42 , having the same group F of order 2688. There is also a pair of isomorphic rank 5 non-Schurian algebras with valencies 1, 7, 28, 28, 48, which belongs to the intersection of classes I and II in the sense of [Higman (1995) ]. (We refer to the paper where the problem of investigation of association schemes of rank 5, as it was formulated in [Higman (1995) ], is considered in the flavor of computer algebra experimentation.) The automorphism group in this case is isomorphic to S 2 × (E 64 : P SL(3, 2)), has order 21504 and rank 10. In our view, these non-Schurian coherent algebras deserve special attention in the future.
Some association schemes on 56 points
We now come back to the consideration of all merging schemes of our master association scheme M on 56 points as it was presented in Section 6. Although we discovered this scheme in our attempts to understand the graphs L, N L and N , in this section we shall see that this scheme and its mergings take on a life of their own and are worthy of an independent study. In fact, this association scheme and its mergings turns out to be one of the most important by-products of our investigations.
Recall that there are altogether exactly 50 merging schemes, which split into 43 isomorphism classes under the action of the group CAut(M). The isomorphism classes are as follows (only those consisting of two schemes are listed; the remaining ones form classes consisting of a single scheme): {2, 3}, {18, 19}, {22, 33}, {35, 39}, {37, 41}, {38, 40}, {46, 47} (see Supplement B).
Among the 50 merging schemes not all are of equal interest. The most important ones are the eight non-Schurian schemes, two of rank 6 and six of rank 5. A detailed analysis of these eight non-Schurian schemes can be found in the preprint [Klin et al. (Preprint) ]. The results of the investigation which we present in [Klin et al. (Preprint) ] is work in progress and will be published elsewhere together with a wider panorama of the entire collection of all mergings of M, both Schurian and non-Schurian. For the reader's convenience in [Klin et al. (Preprint) ] we also provide the Hasse diagram for all (up to isomorphism) 43 merging association schemes of the scheme M.
Two-fold isomorphisms and related concepts
The modified Iofinova-Ivanov criterion, presented in Section 3, gives a necessary condition for Γ = IDC(∆) to be a semisymmetric graph. We know that if, in addition, the permutation group (G, Ω) is primitive, then this necessary condition also becomes sufficient.
But, as soon as (G, Ω) is imprimitive this condition is not sufficient. Indeed, relations R i , i = 3, 4, 8, 12 (see Table 6 .1) provide counterexamples although all properties in the criterion are satisfied.
In our view, the observed phenomenon is one of the most significant by-products of this paper. Further clarification of this phenomenon is necessary. One of the helpful concepts to be considered for such a purpose is two-fold automorphisms and two-fold 2-orbits, as they were recently introduced in [Lauri et al. (2004) ], [Lauri et al. (2011)] .
Thus, let G be a subgroup of Sym(V ) 2 and let Γ be a graph or digraph on the vertex set V . For (a, b) ∈ G and (x, y) an arc of Γ, let (a, b) : (x, y) → (x a , y b ). When the following condition holds: "(x, y) is an arc of Γ if and only if (x a , y b ) is also an arc", then (a, b) is said to be a TF-automorphism of Γ.
We believe that TF-automorhisms provide a natural language whenever there is the posibility of considering simultaneously the same matrix A(Γ) as the incidence matrix I(S) of an incidence structure S. Our first attempts at analysing the symmetries of graphical matrices from this point of view indicate that TF-automorhisms can create the suitable context for bringing out the relationship between the combinatorial and the formal algebraic understanding of these symmetries.
We should also mention here that it seems that Bohdan Zelinka (1940 Zelinka ( -2005 , whose contribution to AGT is probably underrated, was actually the first mathematician who studied TF-automorphisms (see [Zelinka (1972) ], [Zelinka (1982) ] and [Zelinka (1983) ], for example).
Further work
Computer algebra experimentation in AGT is the main subject of this paper. Our approach was to start from the consideration of two concrete graphs, L and N , both on 112 vertices and from there to follow simply, in a logical and natural way, the path of computer aided investigation of association schemes and diverse structures which were naturally linked to the starting graphs. The discovery of a number of new, quite interesting, association schemes on 56, 112 and 120 points confirmed that our methodology was natural: it detected links of the investigated graphs with many other structures considered in AGT which could otherwise have remained hidden from sight.
Several interesting additional links between the objects considered by us are discussed in [Klin et al. (Preprint) ] within the wider context of AGT, in much more detail and with more references. Now, to end this paper we wish to suggest a few concrete formulations of tasks for further research which are, in our view, closely related to the area of scientific computation and AGT. Problem 1. To carry out the constructive enumeration of all (up to isomorphism) small semisymmetric graphs (thus extending the results in [Ivanov (1987) ]), paying a special attention to the graphs of non-parabolic type. It seems that relying in particular on catalogs of transitive permutation groups currently available in GAP, this task may be fulfilled at least to n = 86 vertices.
Problem 2. To arrange an extensive computer aided experimentation in order to measure the efficiency of the Iofinova-Ivanov criterion, as it is modified in Theorem 4. The goals would be to find new nice examples of the cases where it does not work, and/or to reach further strengthening of the criterion, relying on the properties of the revealed examples.
Problem 3. To apply the techniques of two-fold automorphisms to the study of the Doyle-Holt graph on 27 vertices and its automorphism group of order 54 (see [Holt (1981) ], [Weisstein (2010) ], [Klin et al. (2010) ] and references in it). The double cover of this graph (as well as of the corresponding antisymmetric 2-orbit) may provide a worthwhile training ground for a better understanding of the similarities and distinctions in the behavior of the IDC for directed and undirected graphs.
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