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Abstract
Time synchronization algorithms for OFDM systems using
the short and long training symbols are investigated in this
paper. We only consider efcient low complexity schemes
that are feasible for practical implementations. Different al-
gorithms are compared in the context of IEEE 802.11 Wire-
less Local Area Network (WLAN) systems. Based on the
simulation results, some recommendations are made as to
how the short and long training symbols can be effectively
utilized for synchronization purposes.
1 Introduction
Orthogonal frequency division multiplexing (OFDM) has
been widely adopted in broadband wireless communication
systems, such as IEEE 802.11a [1], due to its robustness
against the effects of multi-path propagation. However,
OFDM systems are more sensitive to synchronization
errors than single carrier systems. Timing and frequency
synchronizations are crucial parts of OFDM receiver de-
sign, and often give rise to challenging problems [2, 3, 4].
Synchronization of an OFDM signal requires nding the
symbol timing and carrier frequency offset. Incorrect tim-
ing can introduce inter-symbol interference (ISI) and inter-
carrier-interference (ICI), which can degrade the system
performance severely [5]. Several approaches [6, 7, 8] have
been proposed on the basis of using preamble symbols or
using cyclic prex and pilot subcarriers. For burst mode
transmission such as wireless LAN, the method of using
preamble symbols [6] is preferred for fast time synchro-
nization. In this paper, we will discuss different synchro-
nization schemes using the preamble specied in the IEEE
802.11 standard.
2 System model
The system model is based on the IEEE 802.11a stan-
dard [1], which employs the unscheduled packet-switched
technique, the receiver needs to perform a start-of-packet
detection (where the start of a packet is dened by the start
of the preamble), frequency synchronization, and channel
estimation before actually data bits can be decoded. To this
end, the standard denes a preamble by which above tasks
can be performed.
The rst part of the preamble consists of 10 identical short
training (ST) symbols with duration of 0.8 µs each. The
ST sequence (STS) is used for coarse time and frequency
synchronization. It is followed by two long training (LT)
symbols, each of which is 3.2 µs plus a 1.6-µs prex called
long guard interval (LGI) which precedes the long training
symbol. The LT sequence (LTS) is used for ne time syn-
chronization and channel estimation. The preamble is fol-
lowed by the signal eld and data. The total training length
is 16 µs. A ST symbol consists of 12 subcarriers, which are
modulated by the elements of the sequence S, given by [1]
S
−26,26 =
√
13/6× {0, 0, 1 + j, 0, 0, 0,−1− j, 0, 0, 0,
1 + j, 0, 0, 0,−1− j, 0, 0, 0, 1 + j, 0, 0, 0, 0, 0, 0, 0,−1− j,
0, 0, 0,−1− j, 0, 0, 0, 1 + j, 0, 0, 0, 1 + j, 0, 0, 0, 1 + j, 0, 0},
(1)
where the multiplication by a factor of
√
13/6 is to
normalize the average power of the resulting OFDM
symbol, which utilizes 12 out of 52 subcarriers.
A long OFDM training symbol consists of 53 subcarriers
(including a zero value at dc), which are modulated by the
elements of the sequence L, given by [1]
L
−26,26 = {1, 1,−1,−1, 1, 1,−1, 1,−1, 1, 1, 1, 1, 1, 1,−1,
− 1, 1, 1,−1, 1,−1, 1, 1, 1, 1, 0, 1,−1,−1, 1, 1,−1, 1,−1,
1,−1,−1,−1,−1,−1, 1, 1,−1,−1, 1,−1, 1,−1, 1, 1, 1, 1}.
(2)
In IEEE 802.11a, OFDM modulation method is used for
data transmission. Consider an OFDM system employing
N subcarriers for the transmission of parallel data streams
of width Nu. At the transmitter, the data stream is mapped
into N complex symbols in the frequency domain, includ-
ing null data symbols for virtual subcarriers. These N com-
plex symbols are modulated on to the N subcarriers by us-
ing Inverse Fast Fourier Transform (IFFT) to get a time do-
main complex OFDM symbol, which is represented as
x(n) =
1√
N
N−1∑
k=0
X(k)e
j2pikn
N , n = 0, 1, . . . , N − 1
(3)
where X(k) denotes the data symbol in subcarrier k,
x(n) is the nth sample of the OFDM symbol. The last
Ng samples of the IFFT outputs are copied and added to
form the cyclic prex at the beginning of each OFDM
symbol. In IEEE802.11a, N is equal to 64, Nu is equal to
52 (including 4 pilot subcarriers) and Ng is equal to 16.
The time domain symbols are interpolated, D/A converted,
mixed with a carrier and transmitted.
At the receiver, the received signals are down-converted,
ltered, A/D converted and decimated to reconstruct the
baseband signals. The received signal transmitted through
multi-path channels is expressed by
r(n) =
L−1∑
i=0
x(n− τ − i)h(i)e j2pifonN + w(n), (4)
where h(i) is the complex channel impulse response (CIR),
L is the number of channel taps, τ is the time offset, fo
is the carrier frequency offset and w(n) is additive white
Gaussian noise (AWGN). With the CIR conned to the
cyclic prex length, after removing the cyclic prex the re-
ceived signals are demodulated via FFT, the demodulated
signal in subcarrier k is given by
Y (k) = X(k)H(k)e
−j2pikτ
N , (5)
where H(k) is the channel frequency response in the kth
subcarrier, e−j2pikτN is the phase rotation introduced by the
time offset τ . If the time offset is not in the range of cyclic
prex, it will cause ISI and ICI.
3 Time synchronization algorithms
Time synchronization in IEEE 802.11 is performed in two
steps, i.e., coarse synchronization and ne synchronization.
The task of coarse synchronization is to identify the
preamble in order to detect a packet arrival. The term
coarse timing is used here since it provides a reference
point as to where to start the ne timing process.
Most timing synchronization schemes can be grouped
into two categories: auto-correlation based algorithms and
cross-correlation based algorithms. The former utilize
the repetition structure of the training sequence or the
guard intervals (GI) of OFDM symbols to acquire timing
synchronization [6]. Cross-correlation based algorithms
use the good auto-correlation property of training se-
quences to achieve a more precise timing [9, 10]. There
are some other synchronization methods, which use the
maximum-likelihood (ML) mechanism to achieve better
performance [11, 12]. However, their computational
complexity usually is much higher than that of the above
mentioned schemes, which makes them impractical. In
what follows, we shall discuss different synchronization
techniques (including cross-correlation, auto-correlation,
energy detection schemes) that are feasible for practical
implementations.
With the cross-correlation approach for the coarse time syn-
chronization, we use one ST symbol as local reference sig-
nal at the receiver and cross-correlate it with the incoming
signal
Mcs(n) =
∑Ncs−1
m=0 r(n + m)S
∗(m)∑Ncs−1
m=0 |S(m)|2
, (6)
where Ncs is the length of the correlation window, and (·)∗
stands for the conjugate operation.
For the ne time synchronization, we use the two LT sym-
bols as local reference signal at the receiver and cross-
correlate them with the incoming signal
Mcl(n) =
∑Ncl−1
m=0 r(n + m)L
∗(m)∑Ncl−1
m=0 |L(m)|2
. (7)
where Ncl is the length of the correlation window.
With the repeated short training symbols specied in
IEEE802.11a, we can readily use the auto-correlation
method to do initial coarse timing synchronization. We
calculate the normalized auto-correlation timing metric be-
tween the received signal and itself with a delay of one short
symbol Ns
Mauto(n) =
∑Ns−1
m=0 r(n + m)r
∗(n + m + Ns)∑Ns−1
m=0 |r(n + m)|2
. (8)
Next, we introduce an alternative coarse time synchroniza-
tion scheme based on a measure of the energy of the incom-
ing data. In this case, there is no need to have a specically
designed preamble or a training symbol. In the absence of
data, the received signal only contains noise samples, which
are uncorrelated to each other. The received signal can be
expressed as
r(n) =
{
w(n) in the absence of data
x(n) + w(n) in the presence of data
, (9)
where r(n), x(n) and w(n) denote the received signal,
transmitted data and noise, respectively. The accumula-
tion of the energy of the signal over a window will result
in small values for AWGN, and there will be a rise in the
energy level after the start of the packet edge. This energy
based detection method can be expressed as
Men(n) =
Nen−1∑
m=0
|r(n + m)|2, (10)
where Nen is the window length.
4 Numerical results
The performance of the discussed algorithms are evaluated
by computer simulations. We use the following channel
model adopted by the IEEE 802.11 working group [13]
hk = N(0, 0.5σ
2
k) + jN(0, 0.5σ
2
k);
σ2k = σ
2
0
exp(−kTs/TRMS);
σ2
0
= 1− exp(−Ts/TRMS), (11)
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Coarse time synchronziation, SNR=20dB
Figure 1: Coarse time synchronization with cross-
correlation using STS.
where hk is the complex channel gain of the kth tap, TRMS
is the RMS delay spread of the channel, Ts is the sampling
period, σ2
0
is chosen so that the condition
∑
k σ
2
k = 1
is satised to ensure same average received power. The
number of samples to be taken in the impulse response
should ensure sufcient decay of the impulse response tail,
e.g., kmax = 10 × TRMS/Ts. The parameter setting in our
simulations follows the IEEE 802.11a standard [1], i.e, the
number of subcarriers is N = 64, and Nu = 52 subcarriers
are used for transmission. One OFDM symbol duration
is 3.2 µs, and sample duration is 3.2/64 = 0.05µs. The
RMS delay spread is set to be TRMS = 50ns and the
sampling rate fs = 1/Ts = 20MHz. The short and long
training symbols are generated according to (1) and (2), re-
spectively. The SNR is set to 20 dB unless otherwise stated.
Fig. 1 illustrates the coarse time synchronization with
the cross-correlation approach. The transmitter sends the
preamble after 16 µs null transmission, i.e., the samples
corresponding to the rst 16 µs only contain AWGN.
Ncs = 16 sample correlation is performed to calculate the
metric expressed in (6). As can be seen from the gure,
the cross-correlation between the received signal and the
ST symbol as local reference signal produces 10 peak
correlation values, with the rst one at the starting point of
the preamble, which is exactly at 16.05µs. The peaks can
be detected by using threshold or sorting out 10 maximum
values at the output of the correlator.
Fig. 2 illustrates the coarse time synchronization with
auto-correlation approach. The correlation window size
in (8) equals the length of a ST symbol, i.e., Ns = 16. It
creates a plateau of the length of nine short symbols. The
left cliff of the plateau corresponds to the starting point of
ST symbol, and it can be detected by setting a threshold
value. However, the spikes caused by the noise before
the plateau can exceed the threshold value and leads to
synchronization errors. This problem can be circumvented
by processing the correlator output with some low pass
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Figure 2: Coarse time synchronization with autocorrela-
tion.
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Figure 3: Improved time synchronization with low-pass l-
tering.
lter. Fig. 3 shows the results after applying a moving
average low-pass lter to the original auto-correlation
output. The spikes shown in Fig. 2 have been smoothed
out, leading to more accurate time synchronization.
Coarse time synchronization based on the signal energy
detection is demonstrated in Fig. 4. The window length
in (10) is chosen to be Nen = 16. As shown in the
gure, this energy detection approach is less prone to
noise effect compared to the auto-correlation approach.
All the investigated coarse time synchronization schemes
have comparable computational complexity since they
all involve a 16-sample correlation. However, we have
observed that the cross-correlation approach yields the best
synchronization performance, it is therefore a preferred
solution.
Fig. 5 shows the ne time synchronization using the LTS.
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Figure 4: Coarse time synchronization based on the signal
energy detection.
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Figure 5: Fine time synchronization with cross-correlation
using LTS.
In this case, the correlation window size in (7) equals the
duration of two LT symbols, i.e., Ncl = 128. It gives one
peak correlation value, indicating the starting point of the
LTS, which occurs at 9.6µs after the start of the preamble.
5 Conclusions
In the WLAN standard adopted by the IEEE 802.11 stan-
dard group, each data packet starts with a preamble, which
consists of 10 short training symbols followed by 2 long
training symbols. We have discussed different timing syn-
chronization algorithms using the short and long training
symbols in this paper. Among different equal-complexity
schemes, such as the ones using auto-correlation, cross-
correlation, energy detection, we observed that the cross-
correlation approach gives the most reliable performance.
The work presented in this paper provides a useful refer-
ence for the practical implementation of the IEEE 802.11
products.
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