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Abstract
The paper deals with local and global existence for the solutions of the wave
equation in bounded domains with nonlinear boundary damping and source terms.
The typical problem studied is
utt  Du ¼ 0 in ð0;NÞ  O;
u ¼ 0 on ½0;NÞ  G0;
@u
@n
¼ jutjm2ut þ jujp2u on ½0;NÞ  G1;
uð0;xÞ ¼ u0ðxÞ; utð0; xÞ ¼ u1ðxÞ on O;
8>>><
>>>:
where OCRn ðnX1Þ is a regular and bounded domain, @O ¼ G0,G1; m > 1; 2ppor;
where r ¼ 2ðn  1Þ=ðn  2Þ when nX3; r ¼N when n ¼ 1; 2; and the initial data are
in the energy space. We prove local existence of the solutions in the energy space
when m > r=ðr þ 1 pÞ or n ¼ 1; 2; and global existence when ppm or the initial data
are inside the potential well associated to the stationary problem.
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1. Introduction and main results
Consider the problem
utt  Du ¼ 0 in ð0;NÞ  O;
u ¼ 0 on ½0;NÞ  G0;
@u
@n
¼ Qðt; x; utÞ þ f ðx; uÞ on ½0;NÞ  G1;
uð0; xÞ ¼ u0ðxÞ; utð0; xÞ ¼ u1ðxÞ on O;
8>>><
>>>:
ð1Þ
where u ¼ uðt; xÞ; tX0; xAO; D denotes the Laplacian operator, with respect
to the x variable, O is a bounded open subset of Rn ðnX1Þ of class C1 (see
[4]), @O ¼ G0,G1; G0-G1 ¼ |; where G0 and G1 are measurable over @O;
endowed with the ðn  1Þ-dimensional Lebesgue measure. These properties
of O; G0 and G1 will be assumed, without further comments, throughout the
paper. The initial data are in the energy space, that is u0AH1ðOÞ and
u1AL2ðOÞ; with the compatibility condition u0 ¼ 0 on G0: Moreover, Q
represents a nonlinear boundary damping term, i.e. Qðt; x; vÞvX0:
Problems like (1) were studied when f 	 0 or f ðx; uÞup0; that is when f is
missing or it represents an attractive force. We refer to [5–8,13–16,30] where,
under several assumptions on Q and f ; global existence and decay properties
for the solutions of (1) were proved for arbitrarily large initial data.
When f ðx; uÞuX0; that is when f represents a source term, the situation is
quite different, since the solutions of (1) can blow-up in ﬁnite time. To
describe brieﬂy the results, which are known in the literature, we shall
restrict ourselves to source terms of the form f ðx; uÞ ¼ jujp2u; p > 2: In
[17,19] (1) is studied in the case Q 	 0; i.e.
utt  Du ¼ 0 in ð0;NÞ  O;
u ¼ 0 on ½0;NÞ  G0;
@u
@n
¼ jujp2u on ½0;NÞ  G1;
uð0; xÞ ¼ u0ðxÞ; utð0; xÞ ¼ u1ðxÞ on O;
8>>><
>>>:
ð2Þ
when the ðn  1Þ-dimensional Lebesgue measures ln1ðG0Þ and ln1ðG1Þ are
assumed to be positive. In particular, in [17] it is proved that, when the
initial energy
Eð0Þ ¼
1
2
jju1jj2L2ðOÞ þ
1
2
jjru0jj2L2ðOÞ 
1
p
Z
G1
ju0jp ð3Þ
is negative, solutions of (2) blow-up in ﬁnite time. In [19] global existence for
solutions of (2) is proved when, roughly, the initial data u0 and u1 are small
(so that all initial data with negative energy cannot be considered), and
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when 2opor; where
r ¼
2ðn  1Þ
n  2
if nX3;
N if n ¼ 1; 2
8<
: ð4Þ
is the critical value of the trace—Sobolev embedding H1ðOÞ+Lpð@OÞ:
Moreover, a variational characterization of the set of the initial data for
which the solution is global is given.
In [28] the case Qðt; x; vÞ ¼ aðxÞv; aX0; aALNðG1Þ; again when ln1ðG0Þ
and ln1ðG1Þ are positive, is studied. Blow-up when, roughly, the initial
datum u0 is large enough and u1 is not too large is proved, so that all
possible initial data with negative energy are considered. In [27] a related
problem was considered.
In [11], the related problem
utt  Du þ jutj
m2ut ¼ juj
p2u in ð0;NÞ  O;
u ¼ 0 on ½0;NÞ  @O;
uð0; xÞ ¼ u0ðxÞ; utð0; xÞ ¼ u1ðxÞ on O;
8><
>: ð5Þ
when mX2 and 2opp2ðn  1Þ=ðn  2Þ (if nX3), is studied. Global
existence for arbitrary initial data is proved when ppm; while blow-up
is shown when p > m and the initial energy associated to the solutions
of (5) is sufﬁciently negative. The blow-up result is extended in [18] to the
case of negative initial energy and m > 1 (and to abstract evolution
problems). It is worth noting that, for the problem (5), when nX3; the
critical exponent is exactly 2n ¼ 2n=ðn  2Þ; and not 2ðn  1Þ=ðn  2Þ;
because it arises from the related Sobolev embedding H1ðOÞ+LpðOÞ: Of
course, 2ðn  1Þ=ðn  2Þ is strictly less than 2n; so that in [11] the full
subcritical range is not covered, due to the presence of the damping
term, and clearly the case 1omo2; which is rather delicate when
p > 2ðn  1Þ=ðn  2Þ; is not treated.
The Cauchy problem associated to (5), when O is replaced by the
entire space Rn; when the data are of compact support, is studied
in the forthcoming paper [25]. Also in this case the full range
m > 1 and 2ppo2n is not considered. Indeed, in the paper it
is assumed that m > 1; 2ppo2n; and that m > 2n=ð2n þ 1 pÞ if p >
2ðn  1Þ=ðn  2Þ:
In this paper we consider problem (1) when f ðx; uÞ ¼ jujp2u; pX2; and
Qðt; x; vÞ ¼ jvjm2v; m > 1; that is
utt  Du ¼ 0 in ð0;NÞ  O;
u ¼ 0 on ½0;NÞ  G0;
@u
@n
¼ jutjm2ut þ jujp2u on ½0;NÞ  G1;
uð0; xÞ ¼ u0ðxÞ; utð0; xÞ ¼ u1ðxÞ on O:
8>>><
>>>:
ð6Þ
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The main aim of the paper is to show that the presence of the superlinear
damping term jutj
m2ut; when 2pppm; implies that the solutions of (6) are
global in time, for arbitrary initial data, in opposition with the blow-up
phenomenon occurring when m ¼ 2op: This extends to (6) the same result
proved in [11] for (6). Global existence is proved here through a local
existence theorem for the solutions of (6). For simplicity we state our main
results only in the case nX3:
Theorem 1. Suppose that m > 1;
2ppor and m > r=ðr þ 1 pÞ: ð7Þ
Then, given initial data u0AH1G0 ðOÞ and u1AL
2ðOÞ; there is T > 0 and a weak
solution u2 of (6) on ð0; TÞ  O such that
uACð½0; T ; H1G0 ðOÞÞ-C
1ð½0; T ; L2ðOÞÞ; ð8Þ
utALmðð0; TÞ  G1Þ; ð9Þ
1
2
jjutjj
2
2 þ
1
2
jjrujj22j
t
s þ
Z t
s
jjutjj
m
LmðG1 Þ
¼
Z t
s
Z
G1
jujp2uut ð10Þ
holds for 0psptpT : Moreover, T ¼ Tðjju0jj2H1G0 ðOÞ þ jju1jjL2ðOÞ; m; p;O;G1Þ
is decreasing in the first variable.
Remark 1. Of course, the restriction m > r=ðr þ 1 pÞ in Theorem 1 does
not allow to cover the full subcritical range por and m > 1 (see Fig. 1), and
also the critical case p ¼ r: This situation also appears in [11,25], as recalled
above, and is due to the presence of the nonlinear damping term. To
overcome this difﬁculty we use the monotonicity method of Lions (see [20]
or [22]), so that the energy identity (10) has an essential role. In view of the
regularity of the initial data, the best regularity of the solution u that one can
expect is that given by (8). Furthermore, a priori boundary estimates on ut
only give utALmðð0; TÞ  G1Þ: Then, in view of the trace, Sobolev embedding
H1ðOÞ+Lpð@OÞ and of Ho¨lder inequality, the integral on the right-hand
side of (10) makes sense only if mXr=ðr þ 1 pÞ:
The further restrictions por and m > r=ðr þ 1 pÞ; i.e the fact that critical
values cannot be considered, comes from the a priori estimate of (6), which
give no Lipschitz continuity of the solution u in the space
Cð½0; T ; H1G0 ðOÞÞ-C1ð½0; T ; L2ðOÞÞ; but only a Ho¨lder continuity. Conse-
quently, a standard contraction argument can be no longer used, and a
compactness argument (Schauder ﬁxed point theorem) is instead used. This
immediately explains why the case p ¼ r cannot be considered, since in this
2The precise deﬁnition of weak solution will be given in the next section.
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case the embedding H1ðOÞ+Lpð@OÞ is not compact. Moreover, since
the estimate used involves the nonlinear damping term, also condition
m > r=ðr þ 1 pÞ appears in the strict form.
The fact that we use Schauder ﬁxed point theorem also explains why
uniqueness of the solutions of (6) is not asserted, a difﬁculty already found
in [25]. We cannot use a contraction argument even with further (non-
trivial) restrictions on the parameters p and m; as those of [11], since here the
boundary damping term cannot be naturally estimated in the L2 norm.
The global existence result is
Theorem 2. If
2pppm and por; ð11Þ
then any solution given by Theorem 1 can be extended to the whole of
ð0;NÞ  O:
Theorem 2 is the ﬁrst attempt, in the author’s knowledge, to show that a
superlinear boundary damping term can force global existence for the
solutions with arbitrary initial data of wave equations with source terms.
Since in [11] the condition ppm was proved to be optimal to ensure the
global existence of the solutions of (5), we conjecture that the same
phenomenon happens for (6), especially in view of the blow-up result of [28].
Fig. 1. The picture describes the two regions in the ðp;mÞ plane related to the result we obtained
for problem (6). In region I global existence for arbitrary initial data is proved (Theorem 2). In
region II local existence for arbitrary initial data (Theorem 1) and global existence for initial
data in the potential well (Theorem 3) when ln1ðG0Þ > 0 are obtained.
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The second aim of the paper is to extend the global existence result
of [19] to problem (6), that is (roughly) to prove global existence
for small initial data, without the further restriction ppm used in
Theorem 2. The set of initial data that we consider is the same introduced
in [19], which will be deﬁned below for clarity. First we introduce the
notations
jj  jjq ¼ jj  jjLqðOÞ; jj  jjq;G1 ¼ jj  jjLqðG1Þ; 1pqpN;
the Hilbert space
H1G0 ðOÞ ¼ fuAH
1ðOÞ : ujG0 ¼ 0g;
(ujG0 is in the trace sense), the functionals
JðuÞ ¼
1
2
jjrujj22 
1
p
jjujjpp;G1 and KðuÞ ¼ jjrujj
2
2  jjujj
p
p;G1 ð12Þ
deﬁned on H1G0 ðOÞ:
When ln1ðG0Þ > 0; Poincare` inequality holds (see [29]), so that jjrujj2 is
an equivalent norm on H1G0ðOÞ; and the number
d ¼ inf
uAH1G0
ðOÞ;ujG1c0
sup
l>0
JðluÞ ð13Þ
is positive. For the proof of this fact we refer to [19] (see also Lemma 3
below, in which a different characterization of d is given). The set W of the
initial data, for which global existence is proved in [19], is deﬁned by
W ¼ fðu0; u1ÞAH1G0ðOÞ  L
2ðOÞ : Kðu0ÞX0 and Eð0Þodg: ð14Þ
We can now state
Theorem 3. Suppose that m > 1;
2ppor; m > r=ðr þ 1 pÞ
and ln1ðG0Þ > 0: If ðu0; u1ÞAW ; then there is a global solution u of (6) on
ð0;NÞ  O such that ðuðtÞ; utðtÞÞAW for all tX0;
uACð½0;NÞ; H1G0 ðOÞÞ-C
1ð½0;NÞ; L2ðOÞÞ; ð15Þ
utALmðð0;NÞ  G1Þ ð16Þ
and the energy identity
1
2
jjutjj
2
2 þ
1
2
jjrujj22j
t
s þ
Z t
s
jjutjj
m
m;G1 ¼
Z t
s
Z
G1
jujp2uut ð17Þ
holds for 0psptoN:
Remark 2. It is easy to see that the set W is bounded in H1G0ðOÞ  L
2ðOÞ;
so that the solution u is also of class LNð0;N; H1G0 ðOÞÞ; with
utALNð0;N; L2ðOÞÞ:
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To prove Theorem 1 we ﬁrst study, for any ﬁxed T > 0; the problem
utt  Du ¼ 0 in ð0; TÞ  O;
u ¼ 0 on ½0; TÞ  G0;
@u
@n
¼ jutjm2ut þ gðt; xÞ on ½0; TÞ  G1;
uð0; xÞ ¼ u0ðxÞ; utð0; xÞ ¼ u1ðxÞ on O;
8>>><
>>>:
ð18Þ
where m > 1 and g is a given forcing term acting on G1: Global existence and
uniqueness for the solution of (18) is also established in Theorem 4 below.
Finally, in the last section of the paper Theorems 1–3 are extended to
problem (1), under suitable assumptions on the nonlinearities f and Q:
The paper is organized as follows. Section 2 is devoted to the preliminary
study of (18), in Section 3 we prove our main results, and ﬁnally Section 4 is
devoted to the extension of these results to problem (1).
Notations and preliminaries
Let us collect some notation and preliminaries which shall use in the
paper:
q0 Ho¨lder conjugate of q > 1; i.e. 1=q þ 1=q0 ¼ 1;
ð; Þ scalar product in L2ðOÞ;
CNc ðOÞ space of compactly supported C
N function on O;
Cð½a; b; X Þ space of strongly continuous functions from ½a; b to X ;
Ccðða; bÞ; X Þ space of compactly supported strongly continuous
functions from ½a; b to X ;
Cwð½a; b; X Þ space of weakly continuous functions from ½a; b to X ;
X 0 the dual space of X ;
/; SX the duality product between X and X 0;
H1ðOÞ the dual space of H10 ðOÞ;
LðX ; X 0Þ the space of linear bounded operators from X to X 0;
where X is a Banach space and O any open subset of Rk: Moreover, we shall
call the trace theorem the continuous embedding H1G0 ðOÞ+L
2ðG1Þ: We shall
also refer to the continuous embedding as the trace-Sobolev embedding
(see [1]):
H1G0 ðOÞ+L
pðG1Þ for 2ppor:
2. Global existence and uniqueness for a forced wave equation
In this section we prove global existence and uniqueness for the solutions
of problem (18), for any ﬁxed T > 0: More precisely we prove the following.
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Theorem 4. Suppose that gALm
0
ðð0; TÞ  G1Þ: If u0AH1G0 ðOÞ and u1AL
2ðOÞ;
then there is a unique weak solution u of (18) on ð0; TÞ  O: Moreover,
uACð½0; T ; H1G0 ðOÞÞ-C
1ð½0; T ; L2ðOÞÞ; ð19Þ
utALmðð0; TÞ  G1Þ ð20Þ
and the energy identity
1
2
jjutjj22 þ
1
2
jjrujj22j
t
s þ
Z t
s
jjutjjmm;G1 ¼
Z t
s
Z
G1
gut ð21Þ
holds for 0psptpT :
By a weak solution of (18) we mean a distributional solution, or more
precisely uALNð0; T ; H1G0ðOÞÞ-W 1;Nð0; T ; L2ðOÞÞ such that
(a) the trace of u on ð0; TÞ  @O; which exits by the trace theorem, has a
distributional time derivative on ð0; TÞ  @O; whose restriction to
ð0; TÞ  G1 belongs to Lmðð0; TÞ  G1Þ (i.e. (20) holds),
(b) for all fACcðð0; TÞ; H1G0 ðOÞÞ-C1ðð0; TÞ; L2ðOÞÞ-Lmðð0; TÞ  G1Þ;Z T
0
Z
O
utft þrurfþ
Z T
0
Z
G1
ðjutjm2ut  gÞf ¼ 0; ð22Þ
(c) uð0Þ ¼ u0 and utð0Þ ¼ u1:
Note that, in (c), uð0Þ makes sense since uACð½0; T ; L2ðOÞ; and utð0Þ makes
sense since, using (6), it follows that utACð½0; T ; H1ðOÞÞ: By a weak
solution of (6) we mean a function u as before, satisfying (22) with g replaced
by jujp2u:
The ﬁrst step in the proof of Theorem 4 is the following technical result.
Lemma 1. Let
zALm
0
ðð0; TÞ  G1Þ; ð23Þ
and suppose that u is a weak solution of
utt  Du ¼ 0 in ð0; TÞ  O;
u ¼ 0 on ½0; TÞ  G0;
@u
@n
¼ z on ½0; TÞ  G1;
8><
>: ð24Þ
i.e.
uALNð0; T ; H1G0ðOÞÞ; ð25Þ
such that
utALNð0; T ; L2ðOÞÞ-Lmðð0; TÞ  G1Þ ð26Þ
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and Z T
0
Z
O
utft þrurf
Z T
0
Z
G1
zf ¼ 0 ð27Þ
for all fACcðð0; TÞ; H1G0 ðOÞÞ-C1ðð0; TÞ; L2ðOÞÞ-Lmðð0; TÞ  G1Þ: Then
uACð½0; T ; H1G0 ðOÞÞ-C
1ð½0; T ; L2ðOÞÞ; ð28Þ
and the energy identity
1
2
jjutjj22 þ
1
2
jjrujj22j
t
s ¼
Z t
s
Z
G1
zut ð29Þ
holds for 0psptpT :
Proof. This result is an extension of [26, Theorems 4.1 and 4.2], which
cannot be directly applied, as we shall see in a moment. Denote
H ¼ L2ðOÞ; V ¼ H1G0 ðOÞ; W ¼ L
mðG1Þ; Z ¼ Lmðð0; TÞ  G1Þ:
In order to directly apply the results of [26], it is necessary that H and W
are contained in a common linear space, and that V-W is dense in V and
W ; with V regarded as a continuously imbedded subspace of H: This is
impossible since V-W is empty or, if H with W are considered as spaces of
distributions, then V-W ¼ f0g:
Nevertheless, the arguments of [26] can be applied here. Since V is dense
in H ; using [26, Theorem 2.1] and (25)–(26), we obtain that
uACwð½0; T ; V Þ: ð30Þ
Next denote by AALðV ; V 0Þ the operator deﬁned by
/Av; wSV ¼
Z
O
rvrw; ð31Þ
and X ¼ fuAV : ujG1AWg: We identify zðt; Þ with z
0ðtÞAX 0 deﬁned by
/z0ðt; Þ; vSX ¼
Z
G1
zðt; Þv; vAX :
We see that u is a distribution solution of
utt þ Au ¼ z in X 0; ð32Þ
so that u solves (32) in X 0 for almost all tAð0; TÞ: Then uttAL1ð0; T ; X 0Þ; so
that, since H+X 0 continuously, by (26) we have utACð½0; T ; X 0Þ: Since X is
dense in H and X is reﬂexive (being isometric to a subspace of V"W ),
H ¼ H 0 is dense in X 0; so that, using again [26, Theorem 2.1], we obtain that
utACwð½0; T ; HÞ: ð33Þ
The approximation procedure of [26] now allows to conclude the proof.
We give, for the reader’s convenience, the adaptation of this method to
problem (24).
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The key point is to show that (29) holds. With this aim, ﬁxed 0psptpT ;
we set y0 to be the characteristic function of the interval ½s; t: For small d > 0
let yðtÞ ¼ ydðtÞ be 1 for tA½s þ d; t  d; zero for teðs; tÞ; and linear in the
intervals ½s; s þ d and ½t  s; t: Next let Ze be a standard mollifying
sequence, that is Z ¼ ZeAC
NðRÞ; supp ZeCðe; eÞ;
RþN
N Ze ¼ 1; Ze even and
nonnegative, and Ze ¼ e
1Z1ðt=eÞ: Let * denote the time convolution.
We approximate u; extended as zero outside ½0; T ; with v ¼
Z*ðyuÞAC
N
c ðR; V Þ: Since Z* ðyutÞAC
N
c ðR; HÞ; we have
0 ¼
Z þN
N
d
dt
ðjjrvjj22 þ jjZ* ðyutÞjj
2
2Þ
¼
Z þN
N
ðrv;rvtÞ þ ðZ*ðyutÞ; ðZ* ðyutÞÞtÞ: ð34Þ
Using standard convolution properties and Leibnitz rule, we see that vt ¼
Z*ðy
0uÞ þ Z* ðyutÞ in H and ðZ* ðyutÞÞt ¼ Z* ðy
0utÞ þ Z*ðyuttÞ in X
0; so that
Z*ðyutÞAC
N
c ðR; V Þ and Z* ðyuttÞAC
N
c ðR; HÞ: Then, by (34),
0 ¼
Z þN
N
ðZ* ðyruÞ; Z*ðy
0ruÞÞ þ
Z þN
N
ðZ* ðyruÞ;rðZ* ðyutÞÞÞ
þ
Z þN
N
ðZ*ðyutÞ; Z* ðy
0utÞÞ þ
Z þN
N
ðZ*ðyutÞ; Z*ðyuttÞÞ: ð35Þ
Next we observe that, by (31) and (32),
/utt;fSX ¼ / Au;fSV þ/z
0;fSX ¼ ðru;rfÞ þ
Z
G1
zf ð36Þ
for all fACNc ðR; X Þ: Using (26) we can take f ¼ Z*Z* ðyutÞ in (36) and, by
standard properties of convolution, we can evaluate the second and the
fourth term in (35) in the following way:Z þN
N
ðZ*ðyruÞ;rðZ*ðyutÞÞ þ
Z þN
N
ðZ* ðyutÞ; Z*ðyuttÞÞ
¼
Z þN
N
y½ðru;rfÞ þ/utt;fSX  ¼
Z þN
N
y
Z
G1
zZ*Z* ðyutÞ
¼
Z þN
N
Z
G1
Z* ðyzÞZ* ðyutÞ: ð37Þ
Combining (35) and (37), and recalling that y ¼ yd; we obtain the ﬁrst
approximate energy identity
0 ¼
Z þN
N
ðZ* ðydruÞ; Z* ðy
0
druÞÞ þ
Z þN
N
ðZ*ðydutÞ; Z* ðy
0
dutÞÞ
þ
Z þN
N
Z
G1
Z* ðydzÞZ* ðydutÞ :¼ I1 þ I2 þ I3: ð38Þ
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Now we shall examine each term in (38) separately as d-0 and
e (i.e. Z) is ﬁxed. Since yd-y0 a.e., jjZ* ðydzÞjjm0 ;G1pjjzjjm0;G1 and
jjZ*ðydutÞjjm;G1pjjutjjm;G1 ; using (23), (26) and the Lebesgue-dominated
converge theorem we have
I3-
Z þN
N
Z
G1
Z* ðy0zÞZ* ðy0utÞ: ð39Þ
Next we decompose the term I1 as
I1 ¼
Z þN
N
ðZ* ðy0ruÞ; Z*ðy
0
druÞÞ
þ
Z þN
N
ðZ* ½ðyd  y0Þru; Z*ðy
0
druÞÞ
:¼ I4 þ I5: ð40Þ
Since yd-y0 in L1ðRÞ; by (25) we have that Z* ½ðyd  y0Þru-0 strongly in
LNð0; T ; HÞ: Moreover, by (25),
jjZ* ðy
0
druÞjjL1ð0;T ;HÞp jjy0djjL1ðRÞjjZjjLNðRÞjjrujjLNð0;T ;HÞ
p 2jjZjjLNðRÞjjrujjLNð0;T ;HÞ;
so that
I5-0 as d-0: ð41Þ
Next we note that, by the properties of convolution and the speciﬁc form of
yd
I4 ¼
Z þN
N
y0dðZ*Z* ðy0ruÞ;ruÞ
¼
1
d
Z sþd
s
ðZ*Z* ðy0ruÞ;ruÞ 
1
d
Z t
td
ðZ*Z*ðy0ruÞ;ruÞ:
By (30) the function ðZ*Z* ðy0ruÞ;ruÞ is continuous so
I4-ðZ*Z*ðy0ruÞðsÞ;ruðsÞÞ  ðZ*Z* ðy0ruÞðtÞ;ruðtÞÞ ð42Þ
as d-0:
We can decompose the term I2 as we did for I1; and argue in a similar
way, to prove that
I2-ðZ*Z*ðy0utÞðsÞ; utðsÞÞ  ðZ*Z*ðy0utÞðtÞ; utðtÞÞ: ð43Þ
Combining the convergences (39)–(43), recalling that Z ¼ Ze and letting re ¼
Ze *Ze; we obtain the second approximate energy identity
ðre * ðy0ruÞ;ruÞ þ ðre* ðy0utÞ; utÞj
t
s ¼
Z þN
N
Z
G1
Ze *ðy0zÞZe * ðy0utÞ: ð44Þ
Now we consider the convergence of the two sides of (44) as e-0: By
standard arguments, using (23), re* ðy0utÞ-y0ut strongly in L
mðð0; TÞ  G1Þ
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so that, using (23), the right-hand side of (44) tends toZ þN
N
Z
G1
y20zut ¼
Z t
s
Z
G1
zut:
As for the left-hand side of (44), we note that supp reCð2e; 2eÞ; 0pre ¼
Oðe1Þ andZ þN
0
re ¼
Z 0
N
re ¼
1
2
Z þN
N
re ¼
1
2
:
Therefore, for sufﬁciently small e;
ðre * ðy0ruÞðtÞ;ruðtÞÞ þ ðre *ðy0utÞðtÞ; utðtÞÞ 
1
2
ðjjruðtÞjj22 þ jjutðtÞjj
2
2Þ
¼
Z þN
0
reðtÞ½ðruðt  tÞ  ruðtÞ;ruðtÞÞ
þ ðutðt  tÞ  utðtÞ; utðtÞÞ dt:
Since, by (30) and (33), the function between squared brackets is continuous
in t and is zero for t ¼ 0; we conclude that, as e-0;
ðre * ðy0ruÞðtÞ;ruðtÞÞ þ ðre *ðy0utÞðtÞ; utðtÞÞ-
1
2
ðjjruðtÞjj22 þ jjutðtÞjj
2
2Þ:
The same result, of course, continues to hold when t is replaced by s: Then
we can pass to the limit in (44) and conclude the proof of (29).
To show that (28) holds, we note that, by (29) it follows that
t/jjruðtÞjj22 þ jjutðtÞjj
2
2 is continuous. Then, by (25)–(26), also t/jjuðtÞjj
2
V þ
jjutðtÞjj
2
H is continuous. Now ﬁx t in ½0; T  and let tk-t: Using (30) and (33)
we have
jjuðtkÞ  uðtÞjj2V þ jjutðtkÞ  utðtÞjj
2
H
¼ jjuðtkÞjj
2
V þ jjuðtÞjj
2
V  2/uðtkÞ; uðtÞSV
þ jjuðtkÞjj2H þ jjuðtÞjj
2
H  2/uðtkÞ; uðtÞSH
-0;
as k-N; concluding the proof. &
The second step in the proof of Theorem 4 is
Proposition 1. The statement of Theorem 4 holds if we also suppose that
gAH1ð0; T ; L2ðG1ÞÞ:
Proof. We apply the Faedo–Galerkin procedure. Let ðwkÞk be a sequence of
linearly independent vectors in X ¼ fuAH1G0ðOÞ : ujG1AL
mðG1Þg whose ﬁnite
linear combinations are dense in X : By (eventually) using the Grahm–
Schmidt orthogonalization process we can take ðwkÞk to be orthonormal in
L2ðOÞ: Since X is dense in H1G0 ðOÞ (the simple proof is given, for the reader’s
convenience, in Appendix A) and in L2ðOÞ there are u0k; u1kA½w1;y; wk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(the span of the vectors w1;y; wk) such that
u0k-u0 in H
1
G0ðOÞ and u1k-u1 in L
2ðOÞ: ð45Þ
For any ﬁxed kAN we look for approximate solutions of (18), that is, for
solutions of the ﬁnite-dimensional problem
ðuktt; wjÞ þ ðru
k;rwjÞ þ
R
G1
jukt j
m2ukt wj ¼
R
G1
gwj ; j ¼ 1;y; k;
ukð0Þ ¼ u0k; ukt ð0Þ ¼ u1k:
(
ð46Þ
Since wjALmðG1Þ for j ¼ 1;y; k; using Carathe´odory’s theorem
(see [9, Theorem 1.1]) it is easy to see that (46) has a local solution
ukðtÞ ¼
Pk
j¼1 qjkðtÞwj ; for some qjkAW
2;1ð0; tkÞ; j ¼ 1;y; k and tk > 0:
Multiplying (46) by q0jk and summing for j ¼ 1;y; k we obtain the energy
identity
d
dt
1
2
jjukt jj
2
2 þ
1
2
jjruk jj22
	 

þ jjukt jj
m
m;G1 ¼
Z
G1
gukt : ð47Þ
To estimate the right-hand side of (47) we note that ukAH1ð0; tk; H1G0 ðOÞÞ
and then, by the trace theorem, ukAH1ð0; tk; L2ðG1ÞÞ: HenceZ
G1
gukt ¼
d
dt
Z
G1
guk 
Z
G1
gtu
k: ð48Þ
Using the trace theorem again and Young’s inequalityZ
G1
gtu
k

p12 jjgtjj22;G1 þ k1jjruk jj22 ð49Þ
for some k1 ¼ k1ðOÞ > 0: Integrating (47) on ½0; t; 0ototk; and using
(48)–(49)
1
2
jjukt jj
2
2 þ
1
2
jjruk jj22 
Z
G1
guk

	 
t
0
þ
Z t
0
jjukt jj
m
m;G1
p1
2
jjgjj2H1ð0;T ;L2ðG1ÞÞ þ k1
Z t
0
jjruk jj22: ð50Þ
By the trace theorem and weighted Young’s inequality, for any positive e;
there is CðeÞ > 0 such thatZ
G1
guk

pejjruk jj22 þ CðeÞjjgjj22;G1 : ð51Þ
Combining (50) and (51), taking e sufﬁciently small and using (45) we obtain
the main estimate
jjukt jj
2
2 þ jjru
k jj22pk2 þ k3
Z t
0
jjruk jj22 ð52Þ
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for some ki ¼ kiðO; u0; u1; gÞ > 0; i ¼ 2; 3: Finally, we can estimate the L2ðOÞ
norm of un since
jjuk jj2pjju0kjj2 þ
Z t
0
jjukt jj2pjju0k jj2 þ T jjukt jjLNð0;tk ;L2ðOÞÞ: ð53Þ
Starting from (52)–(53), a standard procedure (see [20,21]) yields that
tk ¼ T ; that, up to a subsequence,
uk-u weakly
n in LNð0; T ; H1G0ðOÞÞ;
ukt-c1 weakly
n in LNð0; T ; L2ðOÞÞ;
ukt-c2 weakly in L
mðð0; TÞ  G1Þ;
jukt j
m2ukt-w weakly in L
m0 ðð0; TÞ  G1Þ;
ð54Þ
c1 ¼ ut and uð0Þ ¼ u0: Now we claim that c2 ¼ ut a.e. in ð0; TÞ  G1:
More precisely, since the weak limit of ukt on ð0; TÞ  @O is equal to c2
on ð0; TÞ  G1 and to zero on ð0; TÞ  G0; and since u ¼ 0 on ð0; TÞ  G0;
the claim is that the weak limit of ukt on ð0; TÞ  @O is the distribution
time derivative of u on ð0; TÞ  @O: Passing to the limit as k-N in the
identity
Z
ð0;TÞ@O
ukt f ¼ 
Z
ð0;TÞ@O
ukft for all fAC
1
c ðð0; TÞ  @OÞ:
Using the weak convergence of ukt in L
mðð0; TÞ  @OÞ in the left-hand side,
the weakn convergence of uk in LNð0; T ; H1G0ðOÞÞ and the trace theorem in
the right-hand side, we have that
Z
ð0;TÞ@O
c2f ¼ 
Z
ð0;TÞ@O
uft for all fAC
1
c ðð0; TÞ  @OÞ;
so that the claim follows.
Next, multiplying (46) by fACNc ð0; TÞ; integrating on ð0; TÞ; passing to
the limit as k-N (using (54)), and ﬁnally using the density of the ﬁnite
linear combinations of ðwkÞk in X we obtain

Z T
0
ðut; wÞf
0 þ
Z T
0
ðru;rwÞfþ
Z T
0
Z
G1
wwf ¼
Z T
0
Z
G1
gwf ð55Þ
for all wAX ; fACNc ð0; TÞ: This shows (the operator A was deﬁned in (31))
that u is a distribution and then a.e. solution of
utt þ Au þ w ¼ g in X 0; ð56Þ
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and that uttAL1ð0; T ; X 0Þ: Multiplying (56) by fAC1c ð½0; T ; X Þ we obtain,
for 0ptpT ;Z t
0
/utt;fSX þ
Z t
0
ðru;rfÞ þ
Z t
0
Z
G1
wf ¼
Z t
0
Z
G1
gf:
One can easily prove as in [4] that
½/ut;fSX t ¼ /u  tt;fSX þ/ut;f
0SX :
Moreover, /ut;f
ðjÞSX ¼ ðut;f
ðjÞÞ for j ¼ 0; 1 since utðtÞAL2ðOÞ for almost
all tA½0; T : Then

Z T
0
ðut;f
0Þ þ
Z T
0
ðru;rfÞ þ
Z T
0
Z
G1
wf ¼
Z T
0
Z
G1
gf: ð57Þ
Using the density of C1c ð½0; T ; X Þ in the space
Ccð½0; T ; H1G0ðOÞÞ-C
1ð½0; T ; L2ðOÞÞ-Lmðð0; TÞ  G1Þ;
which can be established by standard convolution methods re-
gularizing f in time (see [4]), we conclude that (57) holds for all
fACcð½0; T ; H1G0 ðOÞÞ-C1ð½0; T ; L2ðOÞÞ-Lmðð0; TÞ  G1Þ:
The proof now can be completed arguing as in [20] or [21]; namely, we
ﬁrst prove that utð0Þ ¼ u1: Then, applying Lemma 1 with z ¼ w g; we
obtain that u satisﬁes the energy identity. The monotonicity method then
allows to conclude that w ¼ jutjm2ut a.e. on ð0; TÞ  G1: Applying the energy
identity again and arguing as in the quoted papers, we prove the uniqueness
of u; concluding the proof. &
We are now ready to give the
Proof of Theorem 4. We ﬁrst extend g to R @O (to be zero outside
ð0; TÞ  G1). Then, using the regularity of O; standard approximation results
and a partition of the unity over the compact set ½0; T   @O (see for example
[4, Lemme IX.3]), we ﬁnd a sequence gkAC1ðR @OÞ such that
gk-g in Lm
0
ðð0; TÞ  @OÞ:
Applying Proposition 1, for any kAN there is a solution uk of the problem
uktt  Du
k ¼ 0 in ð0; TÞ  O;
uk ¼ 0 on ½0; TÞ  G0;
@uk
@n
¼ jukt j
m2ukt þ g
k on ½0; TÞ  G1;
ukð0; xÞ ¼ u0ðxÞ; ukt ð0; xÞ ¼ u1ðxÞ on O:
8>>><
>>>>:
ð58Þ
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Writing the energy identity for uk and using Ho¨lder inequality we obtain, for
0ptpT ;
1
2
jjukt jj
2
2 þ
1
2
jjruk jj22j
t
0 þ
Z t
0
jjukt jj
m
m;G1pjjg
k jjLm0 ðð0;TÞG1Þjju
k
t jjLmðð0;TÞG1Þ:
ð59ÞThen, for t ¼ T ;
jjukt jj
m
Lmðð0;TÞG1Þ
p1
2
jju1jj
2
2 þ
1
2
jjru0jj
2
2 þ jjg
k jjLm0 ðð0;TÞG1Þjju
k
t jjLmðð0;TÞG1Þ:
Since ðgkÞk is bounded in L
m0 ðð0; TÞ  G1Þ; the last inequality, together with
the elementary estimate
xmpA þ Bx; A; B; xX0; m > 1 ) xpð1þ A þ BÞ1=ðm1Þ; ð60Þ
implies that ðukt Þk is bounded in L
mðð0; TÞ  G1Þ: Then, using (59) again, we
obtain that ðukt Þk and ðru
kÞk are bounded in L
Nð0; T ; L2ðOÞÞ: Since
jjuk jj2pjju0jj2 þ T jjukt jjLNð0;T ;L2ðOÞÞ;
we obtain that ðukÞt is bounded in L
Nð0; T ; H1G0 ðOÞÞ: Applying standard
methods we prove that, up to a subsequence,
uk-u weaklyn in LNð0; T ; H1G0ðOÞÞ;
ukt-ut weakly
n in LNð0; T ; L2ðOÞÞ;
ukt-
*c weakly in Lmðð0; TÞ  G1Þ;
jukt j
m2ukt-*w weakly in L
m0 ðð0; TÞ  G1Þ; ð61Þ
and then we conclude the proof with the same argument used for
Proposition 1. &
3. Local and global existence results
In this section we prove Theorems 1–3. To prove Theorem 1 we shall use
the following compactness result, the proof of which is given in Appendix B,
for the reader’s convenience.
Lemma 2. Let m > 1 and 1op0or: Then the embedding
Y :¼ fuALNð0; T ; H1G0 ðOÞÞ : utAL
mðð0; TÞ  G1Þg+Cð½0; T ; Lp0ðG1ÞÞ
is compact, where Y is endowed with the natural norm
jjujjY ¼ jjujjLNð0;T ;H1G0 ðOÞÞ
þ jjutjjLmðð0;TÞG1Þ:
We can now give the
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Proof of Theorem 1. We set, for any T > 0; the Banach space
YT ¼ fuACð½0; T ; H1G0ðOÞÞ-C
1ð½0; T ; L2ðOÞÞ; utALmðð0; TÞ  G1Þg;
endowed with the norm
jjujj2YT ¼ jjujj
2
LNð0;T ;H1G0
ðOÞÞ þ jjutjj
2
LNð0;T ;L2ðOÞÞ þ jjutjj
2
Lmðð0;TÞG1Þ;
and the closed convex set
XT ¼ XT ðu0; u1Þ ¼ fuAYT : uð0Þ ¼ u0; utð0Þ ¼ u1g:
Take uAXT : Assumption (7) yields that ðp  1Þm0or and then, since G1 is
bounded, using Ho¨lder’s inequality, we have jujp2uALm
0
ðð0; TÞ  G1Þ: Then,
applying Theorem 4, there is a unique solution v of
vtt  Dv ¼ 0 in ð0; TÞ  O;
v ¼ 0 on ½0; TÞ  G0;
@v
@n
¼ jvtj
m2vt þ juj
p2u on ½0; TÞ  G1;
vð0; xÞ ¼ u0ðxÞ; vtð0; xÞ ¼ u1ðxÞ on O:
8>>><
>>>:
ð62Þ
We denote by v ¼ FðuÞ the solution v of (62) which corresponds to u; so that
F :XT-XT : We shall see that the Schauder ﬁxed point theorem (see [10,
Corollary 3.6.2]) can be applied to F :BR-BR; where BR ¼
fuAXT : jjujjYTpRg; provided that R is suitably large and T is suitably
small, so that F is a ﬁxed point in BR: Note that BR is closed and convex,
and it is non-empty for RXR0; where R20 ¼ jju1jj
2
2 þ jju0jj
2
H1G0
ðOÞ:
Step 1. We show that F maps BR into itself for R sufﬁciently large and T
small enough. Take uABR: Writing the energy identity (21) for the function
v; with g ¼ jujp2u and s ¼ 0 and using Ho¨lder’s inequality, we obtain, for
0ptpT ;
1
2
jjvtjj
2
2 þ
1
2
jjrvjj22 þ
Z t
0
jjvtjj
m
m;G1
p1
2
jju1jj
2
2 þ
1
2
jjru0jj
2
2 þ
Z T
0
Z
G1
jujp1jvtj
p1
2
jju1jj
2
2 þ
1
2
jjru0jj
2
2 þ
Z T
0
Z
G1
jujðp1Þm
0
	 
1=m0
jjvtjjm;G1 : ð63Þ
Since ðp  1Þm0or by (7), applying Ho¨lder inequality in the space variable
again, and then the trace-Sobolev embedding and Ho¨lder’s inequality in the
time variable, we obtain, for 0ptpT (here and in the rest of the proof,
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ki will denote positive constants depending only on p; m; G1 and O),
1
2
jjvtjj22 þ
1
2
jjrvjj22 þ
Z t
0
jjvtjjmm;G1
p 1
2
jju1jj22 þ
1
2
jjru0jj22 þ k1
Z T
0
jjujjp1r;G1 jjvtjjm;G1
p 1
2
jju1jj22 þ
1
2
jjru0jj22 þ k2R
p1T1=m
0
jjvtjjLmðð0;TÞG1Þ: ð64Þ
Writing (64) with t ¼ T and using (60) we obtain
jjvtjjLmðð0;TÞG1Þpk3ð1þ 12 jju1jj22 þ 12 jjru0jj22 þ Rp1T1=m
0
Þ1=ðm1Þ:
Since
ðA þ BÞtpmaxf1; 2t1gðAt þ BtÞ for A; BX0; t > 0; ð65Þ
we have
jjvtjjLmðð0;TÞG1Þpk4ð1þ R
2=ðm1Þ
0 þ R
ðp1Þ=ðm1ÞT1=mÞ: ð66Þ
Combining (64) and (66) we obtain, for 0ptpT ;
1
2
jjvtjj
2
2 þ
1
2
jjrvjj22
p1
2
R20 þ k5R
p1T1=m
0
ð1þ R2=ðm1Þ0 þ R
ðp1Þ=ðm1ÞT1=mÞ ð67Þ
and so
jjvtjj
2
LNð0;T ;L2ðOÞÞ
pR20 þ k6Rp1T1=m
0
ð1þ R2=ðm1Þ0 þ R
ðp1Þ=ðm1ÞT1=mÞ: ð68Þ
Since, using (65) with t ¼ 2;
jjvjj22p jju0jj2 þ
Z t
0
jjvtjj2
	 
2
p 2jju0jj22 þ 2T2jjvtjj2LNð0;T ;L2ðOÞÞ
p 2R20 þ 2T2jjvtjj2LNð0;T ;L2ðOÞÞ;
by (68) we have
jjvjj22p 2ð1þ T2ÞR20 þ 2k6Rp1T2þ1=m
0
 ð1þ R2=ðm1Þ0 þ R
ðp1Þ=ðm1ÞT1=mÞ: ð69Þ
Combining (67) and (69)
jjvjj2LNð0;T ;H1G0 ðOÞÞ
p ð3þ 2T2ÞR20 þ k7Rp1T1=m
0
ð1þ T2Þ
 ð1þ R2=ðm1Þ0 þ R
ðp1Þ=ðm1ÞT1=mÞ: ð70Þ
By (66), (68) and (70) we obtain, ﬁrst choosing R sufﬁciently large and then
T sufﬁciently small, that vABR; and that T ¼ TðR20; m; p;O;G1Þ should be
taken as decreasing in the ﬁrst variable.
Step 2. We now prove that, with this choice of R and T ; the map F is
continuous on BR and that FðBRÞ is relatively compact in YT : Let u; %uABR;
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and denote v ¼ FðuÞ; %v ¼ Fð %uÞ; w ¼ v  %v: Clearly w is a solution of the
problem
wtt  Dw ¼ 0 in ½0; TÞ  O;
w ¼ 0 on ð0; TÞ  G0;
@w
@n
¼ jvtjm2vt þ j%vtjm2 %vt þ jujp2u  j %ujp2 %u on ½0; TÞ  G1;
wð0; xÞ ¼ wtð0; xÞ ¼ 0 on O:
8>>><
>>>:
ð71Þ
Since vt; %vtALmðð0; TÞ  G1Þ; we also know that jvtjm2vt and j %vtjm2 %vt belong
to Lm
0
ðð0; TÞ  G1Þ: Moreover, by (7) the functions jujp2u and j %ujp2 %u belong
to Lm
0
ðð0; TÞ  G1Þ: Then we can apply Lemma 1, so that the energy identity
(29) becomes
1
2
jjwtjj22 þ
1
2
jjrwjj22 þ
Z t
0
Z
G1
½jvtjm2vt  j %vtjm2 %vtwt
¼
Z t
0
Z
G1
½jujp2u  j %ujp2 %uwt ð72Þ
for 0ptpT : To estimate from the above the right-hand side of (72) we use
the elementary inequality
jju1jp2u1  ju2jp2u2jpk8ju1  u2jðju1jp2 þ ju2jp2Þ ð73Þ
for u1; u2AR; since pX2: To estimate from below the integral on the left-
hand side of (72) we use the elementary inequality
ðjv1jm2v1  jv2jm2v2Þðv1  v2ÞXk9jv1  v2jm ð74Þ
for all mX2; v1; v2AR; with m ¼ m; v1 ¼ vt; v2 ¼ %vt when mX2; and with
m ¼ m0; v1 ¼ jvtjm2vt; v2 ¼ j %vtjm2 %vt when 1omo2 (note that m0  1 ¼ 1=
ðm  1Þ). Then, from (72) we obtain
1
2
jjwtjj
2
2 þ
1
2
jjrwjj22 þ k9jjwtjj
m
Lmðð0;tÞG1Þ
pk8
Z T
0
Z
G1
ju  %ujðjujp2 þ j %ujp2Þjwtj ð75Þ
when mX2; while
1
2
jjwtjj22 þ
1
2
jjrwjj22 þ k9jjjvtj
m2vt  j%vtjm2 %vtjjm
0
Lm
0 ðð0;tÞG1Þ
pk8
Z T
0
Z
G1
ju  %ujðjujp2 þ j %ujp2Þjwtj ð76Þ
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when 1omo2: To estimate
I1 :¼
Z T
0
Z
G1
ju  %ujðjujp2 þ j %ujp2Þjwtj;
using (7), we choose r0Aðp; rÞ such that
r
r  p þ 1
o r0
r0  p þ 1
om: ð77Þ
By (77) we can set sAð0; 1Þ such that
1
m
þ
1
r0
þ
1
s
¼ 1:
Applying (65) and Ho¨lder inequality
I1p2s1
Z T
0
jju  %ujjr0;G1 ðjjujj
p2
sðp2Þ;G1
þ jj %ujjp2sðp2Þ;G1 Þjjwtjjm;G1 :
Since the right-hand side inequality in (77) can be written as sðp  2Þor0; by
Ho¨lder’s inequality and the trace-Sobolev embedding
I1p k10
Z T
0
jju  %ujjr0;G1 ðjjrujj
p2
2 þ jjr %ujj
p2
2 Þjjwtjjm;G1
p 2k10Rp2
Z T
0
jju  %ujjr0;G1 jjwtjjm;G1 :
Applying Ho¨lder inequality in time
I1p2k10Rp2T1=m
0
jju  %ujjLNð0;T ;Lr0 ðG1ÞÞjjwtjjLmðð0;TÞG1Þ:
Since R0pR; using (66)
I1p k11Rp2½ð1þ R2=ðm1ÞÞT1=m
0
þ Rðp1Þ=ðm1ÞT 
 jju  %ujjLNð0;T ;Lr0 ðG1ÞÞ: ð78Þ
Combining (75), (76) and (78) we get the estimates
jjvt  %vtjj2LNð0;T ;L2ðOÞÞpK jju  %ujjLNð0;T ;Lr0 ðG1ÞÞ; ð79Þ
jjrv r%vjj2LNð0;T ;L2ðOÞÞpK jju  %ujjLNð0;T ;Lr0 ðG1ÞÞ ð80Þ
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and
jjvt  %vtjj
m
Lmðð0;TÞG1ÞpK jju  %ujjLNð0;T ;Lr0 ðG1ÞÞ; ð81Þ
when mX2; while
jjjvtjm2vt  j%vtjm2 %vtjjm
0
Lm
0 ðð0;TÞG1Þ
pK jju  %ujjLNð0;T ;Lr0 ðG1ÞÞ; ð82Þ
when 1omo2; where K ¼ Kðp; m;G1;O; T ; RÞ > 0: From vð0Þ ¼ %vð0Þ ¼ u1 it
results that, for 0ptpT ;
jjv  %vjj2p
Z T
0
jjvt  %vtjj2pT jjvt  %vtjjLNð0;T ;L2ðOÞÞ;
hence, by (79) we get
jjv  %vjj2LNð0;T ;L2ðOÞÞpKT2jju  %ujjLNðð0;T ;Lr0 ðG1ÞÞÞ: ð83Þ
Estimates (79)–(83) show that F is continuous on BR: To prove that FðBRÞ is
relatively compact in YT ; let ðukÞk be a sequence in BR: The sequence u
k is in
BR; so that, by Lemma 2, it is relatively compact and then, up to a
subsequence, it is a Cauchy sequence, in Cð½0; T ; Lr0 ðG1ÞÞ: Hence, applying
(79)–(81), and (83) with u ¼ ui; %u ¼ uj ; i; jAN; it follows that, when mX2;
vk ¼ fðukÞ is a Cauchy sequence in YT :
When 1omo2; by (82), jvkt jm2vkt is a Cauchy sequence in the space
Lm
0
ðð0; TÞ  G1Þ: Then, by [4, The´ore`me IV.9], there is w0AL
m0 ðð0; TÞ  G1Þ
such that (up to a subsequence) jvkt j
m1pw0 on ð0; TÞ  G1 and vkt is a.e.
convergent in ð0; TÞ  G1: Then, by the Lebesgue-dominated convergence
theorem, vkt is convergent in L
mðð0; TÞ  G1Þ: Then, using (79), (80) and (83),
vk is a Cauchy sequence in YT also, when 1omo2: Since YT is a complete,
this concludes the proof. &
Now we can give the
Proof of Theorem 2. Since T ¼ Tðjju0jj2H1G0 ðOÞ
þ jju1jj22; m; p;O;G1Þ is decreas-
ing in the ﬁrst variable, we can apply the standard continuation procedure
of ordinary differential equations (see also [24]) to conclude that either the
solution u is global or there is TmaxoN such that
lim sup
t-Tmax
jjuðtÞjj2H1G0 ðOÞ
þ jjutðtÞjj22 ¼N: ð84Þ
We shall prove that (84) cannot happen.
We note that uAW 1;pð0; T ; LpðG1ÞÞ; since ppm: Moreover, the potential
operator u-jjujjpp;G1 is Freche`t differentiable in L
pðG1Þ: Then
d
dt
jjuðtÞjjpp;G1 ¼
Z
G1
juðtÞjp2uðtÞutðtÞ ð85Þ
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for almost all tAð0; TÞ; and the energy identity (10) can be written in the
equivalent form
1
2
jjutjj
2
2 þ
1
2
jjrujj22 
1
p
jjujjpp;G1

t
s
þ
Z t
s
jjutjj
m
m;G1 ¼ 0 ð86Þ
for 0psptoTmax: Inspired by [11] we now introduce the auxiliary
functional
HðtÞ ¼
1
2
jjutjj22 þ
1
2
jjrujj22 þ
1
p
jjujjpp;G1 : ð87Þ
By (85)–(86)
H0ðtÞ ¼ jjutjjmm;G1 þ 2
Z
G1
jujp2uut: ð88Þ
Then, by Young’s inequality,
H0ðtÞp jjutjjmm;G1 þ
1
p
jjutjj
p
p;G1 þ
2p
0
p0
jjujjpp;G1 : ð89Þ
If pom; using Ho¨lder’s inequality and the boundness of G1;
H0ðtÞp jjutjjmm;G1 þ C1jjutjj
p
m;G1 þ
2p
0
p0
jjujjpp;G1
for some C1 ¼ C1ðm; p;G1Þ > 0; and then
H0ðtÞpCð1þ jjujjpp;G1 Þ; ð90Þ
with a suitable Cðm; p;G1Þ > 0: If p ¼ m estimate (90) is a direct consequence
of (89), since pX2: By (87) and (90)
H0ðtÞpCð1þHðtÞÞ; ð91Þ
with a possibly different choice of C > 0: Then, by Gronwall’s Lemma, we
have HALNð0; TmaxÞ: Then
jjutjj2; jjrujj2AL
Nð0; TmaxÞ: ð92Þ
Moreover,
jjujj2pjju0jj þ
Z Tmax
0
jjutjj2pjju0jj2 þ TmaxjjutjjLNð0;Tmax;L2ðOÞÞ; ð93Þ
which, together with (92), contradicts (84), concluding the proof. &
We can now turn to the proof of Theorem 3. We ﬁrst give an alternative
and more explicit characterization of the set W given in (14) and of the
number d deﬁned in (13). Since ln1ðG0Þ > 0; as can be recalled, the Poincare`
inequality holds (see [29]) and we can take jjrujj2 as an equivalent norm in
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H1G0 ðOÞ: Then, using the trace-Sobolev embedding, since por;
BN :¼ sup
uAH1G0
ðOÞ;uc0
jjujjp;G1
jjrujj2
oN: ð94Þ
We set
lN ¼ Bp=ðp2ÞN and EN ¼
1
2

1
p
	 

l2N
and
W1 ¼ fðu0; u1ÞAH1G0ðOÞ  L
2ðOÞ : jjru0jj2olN; Eð0ÞoENg:
We can then give
Lemma 3. Suppose ln1ðG0Þ > 0; and let d the number and the set and W
defined in (13) and (14), respectively. Then EN ¼ d and W ¼ W1:
Proof. An easy calculation shows that, for any uAH1G0 ðOÞ such that ujG1c0;
we have
sup
l>0
JðluÞ ¼ JðlðuÞuÞ ¼
1
2

1
p
	 

jjrujj2
jjujjp;G1
 !2p=ðp2Þ
;
where
lðuÞ ¼
jjrujj2=ðp2Þ2
jjujjp=ðp2Þp;G1
:
Then, by (94), it is easy to see that d ¼ ð1=2 1=pÞB2p=ðp2ÞN ; so that
d ¼ EN:
To show that W ¼ W1 we ﬁrst prove that WCW1: Let ðu0; u1ÞAW :
Hence Kðu0ÞX0; and so jju0jj
p
p;G1pjjru0jj
2
2 by (12). Moreover Eð0Þod ¼ EN;
so that 1
2
jjru0jj
2
2 
1
p
jju0jj
p
p;G1oEN: Then
EN >
1
2

1
p
	 

jjru0jj22:
Now, if jjru0jj2XlN; it follows that
EN > ð1=2 1=pÞl
2
N ¼ EN;
a contradiction. In conclusion WCW1:
To prove that W1CW ; let ðu0; u1ÞAW1; and suppose by contradiction that
Kðu0Þo0: Then, using (94),
jjru0jj
2
2ojju0jjpp;G1pB
p
Njjru0jj
p
2;
and hence jjru0jj2 > B
p=ðp2Þ
N ¼ lN; a contradiction. &
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Remark 3. The number d ¼ EN above is equal (see [28]) to the Mountain
Pass level associated to the elliptic problem
Du ¼ 0 in O;
u ¼ 0 on G0;
@u
@n
¼ jujp2u on G1;
8><
>:
that is to the number (see for example [2])
inf
gAL
sup
tA½0;1
JðgðtÞÞ;
where
L ¼ fgACð½0; 1; H1G0ðOÞÞ : gð0Þ ¼ 0; Jðgð1ÞÞo0g:
Proof of Theorem 3. As in the proof of Theorem 2 it is enough to prove that
(84) leads to a contradiction. To a solution of (6) we can associate the
generalized energy function
EðtÞ ¼
1
2
jjutjj
2
2 þ
1
2
jjrujj22 
1
p
jjujjpp;G1 ; ð95Þ
so that (86) can be written as
EðtÞ  EðsÞ ¼ 
Z t
s
jjutjj
m
m;G1 ð96Þ
for 0psptoTmax:
By Lemma 3 we have
jjru0jj2olN and Eð0Þod ¼ EN: ð97Þ
By (94)
EðtÞX
1
2
jjrujj22 
1
p
BpNjjrujj
p
2 :¼ hðjjrujj2Þ: ð98Þ
The function hðlÞ ¼ l2=2 ðBpN=pÞl
p is increasing for 0ololN; decreasing
for l > lN and hðlNÞ ¼ EN: Since by (96) the energy function EðtÞ is
decreasing, by ð97Þ2 we have that
EðtÞoEN for all tA½0; TmaxÞ: ð99Þ
Then hðjjruðtÞjj2ÞoEN for all tA½0; TmaxÞ; by (98), so that jjruðtÞjj2alN for
all tA½0; TmaxÞ: Since the function t/jjruðtÞjj2 is continuous, by ð97Þ1 it
follows that
jjruðtÞjj2olN for all tA½0; TmaxÞ: ð100Þ
Using (94) and (100) we can also conclude that jjujjpp;G1AL
Nð0; TmaxÞ: By (95)
and (99) then, also jjutjj2AL
Nð0; TmaxÞ; concluding the proof. &
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Remark 4. To prove Theorem 3 we used, in an essential way, the statement
of Theorem 1, which deals with local existence for solutions of (6). It is also
possible to give a more direct proof of Theorem 3, without using this
argument. This alternative proof is simpler than the combination of the
proofs of Theorems 1 and 3, so should be considered preferable from an
‘‘abstract’’ point of view. We refer the interested reader to the proof of
Theorem 8 in Section 4 where, handling more general equations, we shall
follow this different approach. In the economy of this section the proof we
gave is preferable.
4. More general equations
In this section we extend our results to problem (1), where Q and f satisfy
some speciﬁc assumptions which generalize the speciﬁc behavior of jutjm2ut
and jujp2u: As for the term Q we suppose that there is Y > 0 such that
(Q1) Q is a Carathe´odory real function deﬁned on ð0;YÞ  G1  R such
that Qðt; x; 0Þ ¼ 0 for almost all ðt; xÞAð0;YÞ  G1; and there is an
exponent m > 1 and positive constants c1; c2; c3 and c4; possibly
dependent on Y; such that
c1jvj
m1pjQðt; x; vÞjpc2jvjm1; when jvjX1
and
c3jvj
m1pjQðt; x; vÞjpc4; when jvjp1
for almost all ðt; xÞAð0;YÞ  G1 and all vAR;
(Q2) the function Qðt; x; Þ is increasing for almost all ðt; xÞAð0;YÞ  G1:
In most (but not all) of our results we shall suppose also a stronger version
of (Q2), namely
(Q3) there is c5 > 0 such that, when mX2;
ðQðt; x; vÞ  Qðt; x; wÞÞðv  wÞXc5jv  wjm ð101Þ
while, when 1omo2;
ðQðt; x; vÞ  Qðt; x; wÞÞðv  wÞXc5jjvj
m2v  jwjm2wjm
0
ð102Þ
for almost all ðt; xÞAð0;YÞ  G1; all v; wAR:
Remark 5. Using (74) with m ¼ m when mX2; and with m ¼ m0 when
1omo2; one easily checks that assumptions (Q1)–(Q3) are satisﬁed by any
Q ¼ QðvÞ such that
QAW 1;1loc ðRÞ; Qð0Þ ¼ 0; lim inf
v-0
jQðvÞj
jvjm1
> 0; ð103Þ
lim sup
jvj-N
jQðvÞj
jvjm1
oN; lim inf
jvj-N
jQðvÞj
jvjm1
> 0 ð104Þ
E. Vitillaro / J. Differential Equations 186 (2002) 259–298 283
and
Q0ðvÞXq0jvj
m2 for almost all vAR ð105Þ
for some positive constant q0:
The same is true for
Q0ðt; x; vÞ ¼ aðt; xÞjvjc2v þ bðt; xÞjvjm2v; 1ocpm; ð106Þ
provided that
a; bALNðð0;YÞ  G1Þ; aX0; bXb0 ð107Þ
for almost all ðt; xÞAð0;YÞ  G1; some Y > 0 and a positive constant
b0 ¼ b0ðYÞ:
Remark 6. Let us note, for a future use, that (Q1)–(Q2) yield that there are
positive constants c6 and c7 such that
jQðt; x; vÞjpc6ð1þ jvjm1Þ ð108Þ
and
Qðt; x; vÞvXc7jvj
m ð109Þ
for almost all ðt; xÞAð0;YÞ  G1 and all vAR:
Concerning the term f ; we only assume at the moment that f is a
Caratheodory real function deﬁned on G1  R: We shall see case by case the
suitable assumptions required.
4.1. Forced wave equation
Our ﬁrst result, which is needed in the sequel, generalizes Theorem 4 of
Section 2 to the problem
utt  Du ¼ 0 in ð0; TÞ  O;
u ¼ 0 on ½0; TÞ  G0;
@u
@n
¼ Qðt; x; utÞ þ gðt; xÞ on ½0; TÞ  G1;
uð0; xÞ ¼ u0ðxÞ; utð0; xÞ ¼ u1ðxÞ on O;
8>>><
>>>:
ð110Þ
where g is a given forcing term acting on G1 and T > 0 is ﬁxed.
Theorem 5. Suppose that (Q1)–(Q2) hold with Y ¼ T ; and that
gALm
0
ðð0; TÞ  G1Þ:
Then, given initial data u0AH1G0 ðOÞ and u1AL
2ðOÞ there is a unique weak
solution u of (110) on ð0; TÞ  O: Moreover (19)–(20) hold, and u satisfies the
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energy identity
1
2
jjutjj
2
2 þ
1
2
jjrujj22j
t
s þ
Z t
s
Z
G1
Qð; ; utÞut ¼
Z t
s
Z
G1
gut ð111Þ
for 0psptpT :
Remark 7. In accord with the deﬁnition of solutions of (18) given in Section
2, a solution of (110) is uALNð0; T ; H1G0ðOÞÞ-W 1;Nð0; T ; L2ðOÞÞ such that
utALmðð0; TÞ  G1Þ; (22) is veriﬁed with jutjm2ut replaced by Qð; ; utÞ; and
uð0Þ ¼ u0; utð0Þ ¼ u1: Note that the modiﬁed term in (22) still makes sense
due to (108). By a solution of (1) we shall mean u as before, satisfying this
modiﬁed version of (22) with g ¼ f ð; uÞ:
Proof of Theorem 5. We adapt the arguments of Section 2 to problem (110).
The ﬁrst step in the proof, that is Lemma 1, needs no modiﬁcations.
The second step is the proof of the theorem under the additional
assumption that gAH1ð0; T ; L2ðG1ÞÞ; i.e. the extension of Proposition 1. The
approximating ﬁnite-dimensional problem (46) is generalized to
ðuktt; wjÞ þ ðru
k;rwjÞ þ
R
G1
Qð; ; ukt Þwj ¼
R
G1
gwj ; j ¼ 1;y; k;
ukð0Þ ¼ u0k; ukt ð0Þ ¼ u1k;
(
ð112Þ
which by (108) and Carathe´odory’s theorem has a local solution. The energy
identity for the solutions of (112) is
d
dt
1
2
jjukt jj
2
2 þ
1
2
jjruk jj22
	 

þ
Z
G1
Qð; ; ukt Þu
k
t ¼
Z
G1
gukt : ð113Þ
We estimate the integral on the left-hand side of (113) from below
by using (109) and then, arguing as in Proposition 1, we obtain the
estimate
1
2
jjukt jj
2
2 þ
1
2
jjruk jj22 
Z
G1
guk

	 
t
0
þc7
Z t
0
jjukt jj
m
m;G1
p1
2
jjgjj2H1ð0;T ;L2ðG1ÞÞ þ k1
Z t
0
jjruk jj22; ð114Þ
which generalizes (50). Then, still using (108) and (109), and arguing as in
the proof of Proposition 1, we show the convergence (54), with jukt j
m2ukt
replaced by Qð; ; ukt Þ: The proof can then be completed as in Proposition 1,
since by (Q2) we can apply the monotonicity method to show that w ¼
Qð; ; utÞ and, by (108), we can apply Lemma 1 to obtain the energy identity
and the continuity of the solution.
The same arguments allow to repeat the third step in the proof, that is to
extend the result without the further regularity gAH1ð0; T ; L2ðG1ÞÞ: &
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4.2. Local existence
To generalize Theorem 1 we assume that
(F1) f ðx; 0Þ ¼ 0 and there are exponents 1oqo2pp and c8 > 0 such that,
for almost all xAG1 and all u1; u2AR;
jf ðx; u1Þ  f ðx; u2Þj
p c8½ju1  u2jð1þ ju1jp2 þ ju2jp2Þ þ ju1  u2jq1:
Remark 8. Assumption (F1) is satisﬁed by any f ¼ f ðuÞ; derivable for large
juj; such that
fAC0;q1loc ðRÞ; f ð0Þ ¼ 0; jf
0j ¼ Oðjujp2Þ as juj-N; ð115Þ
where C
0;q1
loc ðRÞ denotes the space of locally ðq  1Þ-Ho¨lder continuous real
functions on R:
Using the elementary inequality (73) one easily proves that
f0ðx; uÞ ¼ gðxÞjujq2u þ dðxÞjujp2u; 1oqop; ð116Þ
satisﬁes (F1) whenever g; dALNðG1Þ:
Remark 9. We remark that (F1) yields that there is c9 > 0 such that
jf ðx; uÞjpc9ð1þ jujp1Þ ð117Þ
for almost all xAG1 and all uAR:
We can now state
Theorem 6. Suppose that (Q1), (Q3), (F1) hold, together with (7) when nX3:
Then, given initial data u0AH1G0ðOÞ and u1AL
2ðOÞ there is T > 0 and a weak
solution u of (1) on ð0; TÞ  O: Moreover, (19)–(20) hold, together with the
energy identity
1
2
jjutjj22 þ
1
2
jjrujj22j
t
s þ
Z t
s
Qð; ; utÞut ¼
Z t
s
Z
G1
f ð; uÞut ð118Þ
for 0psptpT : Moreover,
T ¼ Tðjju0jj2H1G0 ðOÞ
þ jju1jj22; m; p;O;G1;Y; c7; c9Þ
is decreasing in the first variable and increasing in c7:
Proof. We keep the same notations of the proof of Theorem 1. Then, taking
TpY and uAXT ; by (7) and (117), we have f ð; uÞALm0 ðð0; TÞ  G1Þ: Then,
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by Theorem 5, there is a unique solution v of
vtt  Dv ¼ 0 in ð0; TÞ  O;
v ¼ 0 on ½0; TÞ  G0;
@v
@n
¼ Qðt; x; vtÞ þ f ðx; uÞ on ½0; TÞ  G1;
vð0; xÞ ¼ u0ðxÞ; vtð0; xÞ ¼ u1ðxÞ on O;
8>>><
>>>:
ð119Þ
which will be denoted by v ¼ FðuÞ: We shall apply the Schauder ﬁxed point
theorem adapting the proof of Theorem 1.
Step 1. We write the energy identity (111) for v; with g ¼ f ð; uÞ; s ¼ 0 and
uABR: First using (109) and (117), and then Ho¨lder’s inequality and (65) we
obtain
1
2
jjvtjj22 þ
1
2
jjrvjj22 þ c7
Z t
0
jjvtjjmm;G1
p 1
2
jju1jj22 þ
1
2
jjru0jj22 þ c9
Z T
0
Z
G1
ð1þ jujp1Þjvtj
p 1
2
jju1jj
2
2 þ
1
2
jjru0jj
2
2
þ 2m
01c9
Z T
0
Z
G1
1þ jujðp1Þm
0
	 
1=m0
jjvtjjm;G1 ; ð120Þ
which generalizes estimate (63). Then, arguing as in the proof of Theorem 1
we arrive at the estimate
1
2
jjvtjj22 þ
1
2
jjrvjj22 þ c7
Z t
0
jjvtjjmm;G1
p 1
2
jju1jj22 þ
1
2
jjru0jj22 þ k1ð1þ R
p1ÞT1=m
0
jjvtjjLmðð0;TÞG1Þ ð121Þ
(here and in the rest of the proof ki will denote positive constants dependent
on p; m; G1; O; as in the proof of Theorem 1, and on c5; c7; c9), which is
essentially (64). Taking RX1 we can estimate 1þ Rp1p2Rp1 and then
complete the ﬁrst step as in the proof of Theorem 1, where now T ¼
TðR20; m; p;O;G1;Y; c7; c9Þ: In this procedure, in particular, estimate (66) is
still obtained with k4 also dependent on c5; c7 and c9: The form of (109)
immediately yields that T can be taken as increasing in c7:
Step 2. We note that, by (7), (108) and (117) we can still use Lemma 1 and
write the energy identity for w ¼ FðuÞ  Fð %uÞ (which solves the obvious
generalization of (71)) that is the identity
1
2
jjwtjj
2
2 þ
1
2
jjrwjj22 þ
Z t
0
Z
G1
½Qð; ; vtÞ  Qð; ; %vtÞwt
¼
Z t
0
Z
G1
½f ð; uÞ  f ð; %uÞwt
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for 0ptpT : Using (F1) and (Q3) we have
1
2
jjwtjj
2
2 þ
1
2
jjrwjj22 þ c5jjwtjj
m
Lmðð0;TÞG1Þ
pc8
Z T
0
Z
G1
½ju  %ujð1þ jujp2 þ j %ujp2Þ þ ju  %ujq1jwtj; ð122Þ
when mX2; while
1
2
jjwtjj22 þ
1
2
jjrwjj22 þ c5jjjvtj
m2vt  j %vtjm2 %vtjjm
0
Lm
0 ðð0;TÞG1Þ
pc8
Z T
0
Z
G1
½ju  %ujð1þ jujp2 þ j %ujp2Þ þ ju  %ujq1jwtj; ð123Þ
when 1omo2: To estimate the right-hand side of (122) and (123) we ﬁrst
note that to estimate
I2 :¼
Z T
0
Z
G1
ju  %ujð1þ jujp2 þ j %ujp2Þjwtj;
since G1 is bounded, we can use the same arguments employed for term I1 in
the proof of Theorem 1, and prove (remember that RX1) that
I2p k2ð1þ 2Rp2ÞðR2=ðm1ÞT1=m
0
þ Rðp1Þ=ðm1ÞTÞ
jju  %ujjLNð0;T ;Lr0 ðG1ÞÞ; ð124Þ
generalizing (78). To estimate
I3 :¼
Z T
0
Z
G1
ju  %ujq1jwtj;
we use Ho¨lder’s inequality again to get
I3p
Z T
0
jju  %ujjq1m0ðq1Þ;G1 jjwtjjm;G1
and then, since m0ðq  1Þpm0ðp  1Þor0 by (77), we obtain
I3pk3
Z T
0
jju  %ujjq1r0;G1 jjwtjjm;G1 :
Using (66) again
I3pk4ðR2=ðm1ÞT1=m
0
þ Rðp1Þ=ðm1ÞTÞjju  %ujjq1LNð0;T ;Lr0 ðG1ÞÞ: ð125Þ
Combining (122)–(125) we get the estimates
jjvt  %vtjj2LNð0;T ;L2ðOÞÞ
pKðjju  %ujjLNð0;T ;Lr0 ðG1ÞÞ þ jju  %ujj
q1
LNð0;T ;Lr0 ðG1ÞÞ
Þ;
jjrv r %vjj2LNð0;T ;L2ðOÞÞ
pKðjju  %ujjLNð0;T ;Lr0 ðG1ÞÞ þ jju  %ujj
q1
LNð0;T ;Lr0 ðG1ÞÞ
Þ
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and
jjvt  %vtjjmLmðð0;TÞG1ÞpKðjju  %ujjLNð0;T ;Lr0 ðG1ÞÞ þ jju  %ujj
q1
LNð0;T ;Lr0 ðG1ÞÞ
Þ
when mX2; while
jjjvtj
m2vt  j%vtj
m2
%vtjj
m0
Lm
0 ðð0;TÞG1Þ
pKðjju  %ujjLNð0;T ;Lr0 ðG1ÞÞ þ jju  %ujj
q1
LNð0;T ;Lr0 ðG1ÞÞ
Þ; ð126Þ
when 1omo2; where K ¼ Kðp; m;G1;O; T ; R; c5; c7; c9Þ > 0: Starting from
these estimates, which generalize (79)–(82), the proof can be completed as
for Theorem 1. &
4.3. Global existence for arbitrary initial data
Our generalization of Theorem 2 is
Theorem 7. Suppose that (Q1)–(Q3) hold for all Y > 0; with c1 and c3
independent of Y; that f satisfies (F1) and
(F2) there are c10 > 0 and kX0 such that
F ðx; uÞXc10juj
p  k
for almost all xAG1 and all uAR; where
F ðx; uÞ ¼
Z u
0
f ðx; ZÞ dZ; ð127Þ
and finally that
2pppm and por:
Then any solution given by Theorem 6 can be extended to the whole of
ð0;NÞ  O:
Remark 10. Clearly if Q ¼ QðvÞ satisﬁes (103)–(105), then it veriﬁes (Q1)–
(Q3) for all Y > 0; with c1 and c3 independent of Y: The same is true for Q0
deﬁned in (106), provided that
a; bALNlocð½0;NÞ; L
NðG1ÞÞ; aX0; inf
ð0;NÞG1
b > 0:
This occurs, for example, when a and b are independent of x and
a;bACð½0;NÞÞ; aX0; b > 0 and lim inf t-NbðtÞ > 0:
Moreover, any f ¼ f ðuÞ; derivable for large u; satisfying (115) and such
that
lim inf
juj-N
f ðuÞ
jujp2u
> 0
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satisﬁes (F1) and (F2). The same is true for f0 deﬁned in (116), provided that
g; dALNðG1Þ and infG1d > 0:
Proof of Theorem 7. At ﬁrst we note that, for any T0X0; the time-translated
damping term Qðt  T0; ; Þ satisﬁes (Q1) and (Q3), with c1; c3 (and then c7)
independent of T0: Hence Theorem 6 can be applied to the Cauchy problem
with initial time T0; and the length T 0 of the maximal interval of existence
½T0; T0 þ T 0Þ is independent of T0 and depends on jju0jj2H1G0 ðOÞ
þ jju1jj22; as a
decreasing function. We can still apply the standard continuation procedure
of ordinary differential equations to conclude that either the solution u is
global or there is TmaxoN such that (84) holds.
To prove that (84) cannot occur we generalize the arguments given in the
proof of Theorem 2. The energy identity can now be written as
1
2
jjutjj
2
2 þ
1
2
jjrujj22 
Z
G1
F ð; uÞ

t
s
þ
Z t
s
Z
G1
Qð; ; utÞut ¼ 0 ð128Þ
for 0psptoTmax: We now introduce the modiﬁed auxiliary functional
HðtÞ ¼
1
2
jjutjj
2
2 þ
1
2
jjrujj22 þ
Z
G1
F ð; uÞ þ kln1ðG1Þ: ð129Þ
Clearly,
H0ðtÞ ¼ 
Z
G1
Qð; ; utÞut þ 2
Z
G1
f ð; uÞut: ð130Þ
Using (117), Young’s weighted inequality and ﬁnally (65) with t ¼ p0; for
any e > 0 we haveZ
G1
f ð; uÞut

pc9½epjjutjjpp;G1 þ 2p01ep0 ðln1ðG1Þ þ jjujjpp;G1 Þ:
Then, choosing e ¼ ðc7=2c9Þ
1=p;Z
G1
f ð; uÞut

p12 c7jjutjjpp;G1 þ Cð1þ jjujjpp;G1 Þ ð131Þ
for some C ¼ Cðp; c7; c9;G1Þ > 0: Recalling that c7 is independent of Y; so
that (109) holds for all tA½0; TmaxÞ; by (109), (130) and (131) we obtain
H0ðtÞp c7jjutjjmm;G1 þ c7jjutjj
p
p;G1 þ 2Cð1þ jjujj
p
p;G1 Þ;
from which, as in the proof of Theorem 2, we obtain (90). Now, by (F2),Z
G1
F ð; uÞXc10jjujj
p
p;G1  kln1ðG1Þ; ð132Þ
and then by (129)
c10jjujj
p
p;G1pHðtÞ;
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so that, by (90), we still obtain (91). Since, by (132),
HðtÞX12 jjutjj
2
2 þ
1
2 jjrujj
2
2 þ c10jjujj
p
p;G1X0: ð133Þ
ThenHALNð0; TmaxÞ by Gronwall’s lemma. The proof can be completed as
for Theorem 2. &
4.4. Global existence in the potential well
We suppose that f satisﬁes the following assumption:
(F3) there is c11 > 0 such that
F ðx; uÞpc11
p
jujp
for almost all xAG1 and all uAR:
To extend Theorem 3 we ﬁrst need to modify suitably the deﬁnition
of the stable set W given in (14). We shall use the characterization
of W given in Section 3. With this aim we note that, by (94) and (F3), when
ln1ðG0Þ > 0;
KN :¼ sup
uAH1G0
ðOÞ;a0
R
G1
F ð; uÞ
jjrujjp2
pc11
p
BpN: ð134Þ
Put
lN ¼ ðpKNÞ
1=ðp2Þ; EN ¼
1
2

1
p
	 

l2N;
if KN > 0; and lN ¼ EN ¼ þN if KNp0: Deﬁne
W ¼ fðu0; u1ÞAH1G0ðOÞ  L
2ðOÞ : jjru0jj2olN; and Eð0ÞoENg:
Remark 11. Clearly, when f ðx; uÞ ¼ jujp2u; the above deﬁnitions of lN; EN
and W are in agreement with those given in Section 3. Moreover, when
f ðx; uÞ ¼ sðxÞjujp2u; sALNðG1Þ; sX0; it can be shown as in [28] that EN is
the Mountain Pass level associated to the elliptic problem
Du ¼ 0 in O;
u ¼ 0 on G0;
@u
@n
¼ sjujp2u on G1:
8><
>:
This should not be true if we had kept the deﬁnition of EN given in Section
3, which is not optimal in this more general case. The last example is f 	 0;
so that lN ¼ EN ¼ þN; and W ¼ H1G0ðOÞ  L
2ðOÞ as expected, since in
this case we have no source terms in the equation.
We can now state
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Theorem 8. Let (Q1) and (Q2) hold for any Y > 0; and (F3), (117) hold.
Suppose that m > 1;
2ppor and m > r=ðr þ 1 pÞ;
and that ln1ðG0Þ > 0: Then, given initial data ðu0; u1ÞAW ; there is a global
weak solution of (1) (in the sense of Remark 7) on ð0;NÞ  O: Moreover
ðuðtÞ; utðtÞÞAW for all tX0;
uACð½0;NÞ; H1G0ðOÞÞ-C
1ð½0;NÞ; L2ðOÞÞ;
utALmðð0; TÞ  G1Þ for all T > 0;
and the energy identity (118) holds. Finally, if c1 and c3 can be taken
independent of Y; then utALmðð0;NÞ  G1Þ; and if also c2 and c4 can be taken
independent of Y; then also Qð; ; utÞALm
0
ðð0;NÞ  G1Þ:
Remark 12. Examples of damping terms satisfying (Q1)–(Q2) for all Y > 0
are given by Q ¼ QðvÞ verifying (103)–(105) and by Q0 deﬁned in (106)
provided that
a; bALNlocð½0;NÞ; L
NðG1ÞÞ; aX0; b > 0;
1=bALNlocð½0;NÞ; L
NðG1ÞÞ:
This occurs, for example, when a and b are independent of x and
a;bACð½0;NÞÞ; aX0; b > 0: Note, in particular, that the fact C1 and C3 are
not required to be independent on y:
Examples of f satisfying (F3) and (117) are given by f ¼ f ðuÞ; fACðRÞ;
jf ðuÞj ¼ Oðjujp1Þ as juj-N and f ðuÞupConst: jujp for small u; or by f0
deﬁned in (116) provided that g; dALNðG1Þ; gp0 almost everywhere on G1:
Proof of Theorem 8. When the assumptions of Theorem 6 are satisﬁed it is
possible to prove the result by adapting conveniently the arguments used in
Theorem 3. To handle with this in more general setting we adopt a more
direct approach inspired by [19] (see also Remark 4). Let X and ðwkÞk; u0k
and u1k be as in the proof of Proposition 1. We apply the Faedo–Galerkin
procedure, so, ﬁxed kAN; we consider the problem
ðuktt; wjÞ þ ðru
k;rwjÞ þ
R
G1
Qð; ; ukt Þwj ¼
R
G1
f ð; ukÞwj ;
j ¼ 1;y; k;
ukð0Þ ¼ u0k; ukt ð0Þ ¼ u1k:
8><
>: ð135Þ
We can argue as in Proposition 1 and conclude that (135) has a local
solution ukðtÞ ¼
Pk
j¼1 qjkðtÞwj ; for some qjkAW
2;1ð0; tkÞ; j ¼ 1;y; k; and
tk > 0: Next we deﬁne the Lagrangian function
Lkðqk; ’qkÞ ¼
1
2
j ’qk j
2 
1
2
Xk
i;j¼1
ðrwi;rwjÞqikqjk þ
Z
G1
F ;
Xk
j¼1
qjkwj
 !
;
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where qk ¼ ðq1k;y; qkkÞ: Then (135) can be written in the form
d
dt
@Lk
@ ’qk
	 


@Lk
@qk
¼ Qkð ’qkÞ;
qkð0Þ ¼ q0k; ’qkð0Þ ¼ q
1
k;
8><
>: ð136Þ
where
u0k ¼
Xk
j¼1
q0jkwj ; u1k ¼
Xk
j¼1
q1jkwj ;
q0k ¼ ðq
0
1k;y; q
0
kkÞ; q
1
k ¼ ðq
1
1k;y; q
1
kkÞ
and
Qkð ’qkÞ ¼
Z
G1
Q ; ;
Xk
j¼1
’qjkwj
 !
w1;y;
Z
G1
Q ; ;
Xk
j¼1
’qjkwj
 !
wk
 !
:
The energy function and the energy identity associated to the Lagrangian
system (136), respectively, are
EkðtÞ ¼
1
2
j ’qkj
2 þ
1
2
Xk
i;j¼1
ðrwi;rwjÞqikqjk 
Z
G1
F  ;
Xk
j¼1
qjkwj
 !
¼
1
2
jjukt jj
2
2 þ
1
2
jjruk jj22 
Z
G1
F ð; ukÞ ð137Þ
and
EkðtÞ  EkðsÞ ¼ 
Z t
s
Qkð ’qkÞ ’qk ¼ 
Z t
0
Z
G1
Qð; ; ukt Þu
k
tp0 ð138Þ
for 0psptotk: We note that, by integrating (117), we easily see that
jF ðx; uÞjpc12ð1þ jujpÞ ð139Þ
for almost all xAG1; all uAR; and c12 ¼ c12ðp; c9Þ > 0: By (45), since por; it
follows that u0k-u0 in L
pðG1Þ as k-N: Then, by (139) and the continuity
of the Nemitskii operators (see for example [3, p. 16]),R
G1
F ð; u0kÞ-
R
G1
F ð; u0Þ as k-N: Then, still using (45),
Ekð0Þ ¼
1
2
jju1kjj
2
2 þ
1
2
jjru0k jj
2
2 
Z
G1
F ð; u0kÞ-Eð0Þ ð140Þ
as k-N: Now, to carry out the variational arguments of [19] in this
different setting we introduce, for all kAN; the numbers
Kk ¼ sup
uA½w1;y;wk ;ua0
R
G1
F ð; uÞ
jjrujjp2
: ð141Þ
Clearly,
KkpKkþ1pKN for all kAN: ð142Þ
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Now we distinguish two cases:
(i) either Kkp0 for all kAN;
(ii) or Kk > 0 for kX %k; %kAN:
In the ﬁrst caseZ
G1
F ð; ukÞp0 for all kAN; ð143Þ
and then, by (138),
1
2
jjukt jj
2
2 þ
1
2
jjruk jj22 þ
Z t
0
Qð; ; ukt Þu
k
tpEkð0Þ: ð144Þ
By (140) we have Ekð0ÞpC0 for some C0 ¼ C0ðu0; u1Þ > 0: Hence by (109)
and (144), for any T > 0;
1
2
jjukt jj
2
2 þ
1
2
jjruk jj22pC0; ð145Þ
jjukt jjLmðð0;TÞG1Þpc17 C0; ð146Þ
where c7 is the constant appearing in (109) for Y ¼ T : Then, by (108),
jjQð; ; ukt ÞjjLm0 ðð0;TÞG1ÞpC1 ð147Þ
for some C1 ¼ C1ðu0; u1; m;G1; c6ðTÞ; c7ðTÞÞ > 0 (here c6 is the constant
appearing in (108) for Y ¼ T).
In the second case we deﬁne, for kX %k;
lk ¼ ðpKkÞ
1=ðp2Þ; Ek ¼
1
2

1
p
	 

l2k: ð148Þ
By (142) it follows that
lNplkþ1plk; ENpEkþ1pEk for kX %k: ð149Þ
By (45), (140) and the deﬁnition of W it follows that
jjru0kjj2olN and Ekð0ÞoEN for kX %k;
taking %k sufﬁciently large. Then, from (148) and (149) it follows that
jjru0kjj2olk and Ekð0ÞoEk for kX %k: ð150Þ
By (137) and (141),
EkðtÞX1
2
jjruk jj22  Kkjjru
k jjp2 :¼ hkðjjru
kjj2Þ
and the function hkðlÞ ¼ l
2=2 Kkl
p has the same behavior of the function
h deﬁned in the proof of Theorem 3, assuming global maximum in lk; with
hkðlkÞ ¼ Ek: Hence, we can argue as in the proof of that theorem and
conclude that
jjrukðtÞjj2plk and EkðtÞoEk
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for tA½0; tkÞ and kX %k: Then, using (149),
jjrukðtÞjj2pl1 and EkðtÞoE1 ð151Þ
for tA½0; tkÞ and kX %k: By (139), (151) and the trace-Sobolev embedding,
since por;Z
G1
F ð; ukÞpC2; ð152Þ
where C2 ¼ C2ðG1;O; p; c12; l1Þ > 0: By (137), (138) and (150)
1
2
jjukt jj
2
2 þ
1
2
jjruk jj22 
Z
G1
F ð; ukÞpEkð0ÞpEk ð153Þ
and then, by (149), (152) and (153) it follows
jjukt jj
2
2p2C2 þ 2E1: ð154Þ
By (151) and (154) it follows that tk ¼N:
By (138), (149) and (150), for any positive T ;Z T
0
Z
G1
Qð; ; ukt Þu
k
tpEkð0Þ þ
Z
G1
F ð; ukÞpE1 þ C2:
Then, by (108) and (109)
jjukt jjLmðð0;TÞG1ÞpC3; ð155Þ
jjQð; ; ukt ÞjjLm0 ðð0;TÞG1ÞpC3; ð156Þ
with C3 ¼ C3ðG1;O; p; c6; c7; c12; l1; u0; u1Þ > 0:
Starting from estimates (145)–(147) or (151), (154)–(156), and using
Lemma 2 with p0 ¼ p; a standard argument yields that, up to a subsequence,
uk-u weakly
n in LNð0; T ; H1G0ðOÞÞ and
strongly in Cð½0; T ; LpðG1ÞÞ;
ukt-ut weakly
n in LNð0; T ; L2ðOÞÞ and
weakly in Lmðð0; TÞ  G1Þ;
Qð; ; ukt Þ-w weakly in L
m0 ðð0; TÞ  G1Þ:
Arguing as in the proof of Proposition 1, we use Lemma 1 to obtain
the energy identity (which is possible since (7) and (117) yield
f ð; uÞALm
0
ðð0; TÞ  G1Þ) and (Q2) to prove that w ¼ Qð; ; utÞ: This yields
the existence of a solution on ð0; TÞ  O; for all T > 0: Since the same
argument can be applied for the Cauchy problem with any initial time, the
solution can be extended to the whole of ð0;NÞ  O:
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Finally, by (96) and (F3) we obtain, for all t > 0;Z t
0
Z
G1
Qð; ; utÞutp
1
2
jju1jj22 þ
1
2
jjru0jj22 þ
Z
G1
F ð; uÞ 
Z
G1
F ð; u0Þ
p 1
2
jju1jj22 þ
1
2
jjru0jj22 
Z
G1
F ð; u0Þ þ
c11
p
jjujjpp;G1
and then, arguing as in the proof of Theorem 3, we prove that
jjujjp;G1AL
Nð0;NÞ; so that we have Qð; ; utÞutAL1ðð0;NÞ  G1Þ: When c1;
c3 (and then c7) can be taken independent of Y; we have utALmðð0;NÞ 
G1Þ; and if also c2; c4 (and then c6) can be taken independent of Y we also
obtain that Qð; ; utÞALm
0
ðð0;NÞ  G1Þ completing the proof. &
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Appendix A. An elementary result
This appendix is devoted to prove
Lemma A1. Let O be a bounded and regular subset of Rn: Then
H1G0 ðOÞ-LmðG1Þ is dense in H1G0ðOÞ:
Proof. We shall indeed prove that H1G0ðOÞ-LNðG1Þ is dense in H1G0ðOÞ; so
that the result follows at once since G1 is bounded.
Given uAH1ðOÞ and kAN we denote by uk the truncated function of u; i.e.
uk ¼ k  ½2k  ðu þ kÞþþ ¼
u if jujpk;
ku=juj if juj > k:
(
ðA:1Þ
It is well known (see [12, Lemma 7.6]) that ukAH1ðOÞ: We use the identity
uþj@O ¼ ðuj@OÞ
þ for all uAH1ðOÞ ðA:2Þ
and the inequality
jjvjjLNð@OÞpjjvjjN for all vAH1ðOÞ-LNðOÞ; ðA:3Þ
which can be proved by the density in H1ðOÞ and using the trace theorem.
Then, given uAH1G0 ðOÞ; by (A.2) and (A.3) we have that u
k 	 0 on G0; and
by (A.3) we have that uk is bounded on G1: Then ukAH1G0 ðOÞ-LNðG1Þ: Now
it is well known that uk-u in H1ðOÞ; completing the proof. &
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Appendix B. Proof of Lemma 2
Let uAY : Then uALNð0; T ; Lp0 ðG1ÞÞ by the trace theorem and, taking
0psptpT ; by interpolation inequality (see [4]) we have
jjuðsÞ  uðtÞjjp0;G1pjjuðsÞ  uðtÞjj
Y
1;G1 jjuðsÞ  uðtÞjj
1Y
r;G1 ;
where YAð0; 1Þ is deﬁned by
1
p0
¼ Yþ 1Y
r
:
Since m > 1; using Ho¨lder’s inequality twice
jjuðsÞ  uðtÞjj1;G1p
Z t
s
jjutjj1;G1pCðG1Þ
Z t
s
jjutjjm;G1
pCðG1Þjt  sj1=m
0
jjutjjLmðð0;TÞG1Þ;
for some positive constant CðG1Þ: Then, by the trace-Sobolev embedding,
jjuðsÞ  uðtÞjjp0;G1pCðG1ÞYjs  tjY=m
0
jjutjjLmðð0;TÞG1ÞjjruðsÞ  ruðtÞjj
1Y
2
and hence, taking a bounded sequence uk in Y ; uk is an equicontinuous
sequence in Cð½0; T ; Lp0 ðG1ÞÞ: Since the embedding H1ðOÞ+Lp0ðG1Þ is
compact (see [1, Theorems 6.2, 7.50] and use the partitions of unit standard
technique), the sequence ðukðtÞÞk is relatively compact in L
p0ðG1Þ for all
tA½0; T : Then, applying Ascoli’s theorem (see [23]), uk is relatively compact
in Cð½0; T ; Lp0ðG1ÞÞ; concluding the proof.
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