The time domain solution of the equations of motion of structures subjected to a stochastic wind field is often obtained by a step-by-step integration approach. The loading is described by simulated time histories of the aerodynamic force. Recently, autoregressive and moving average (ARMA) recursive models have been utilized to simulate the time series of wind loads. Based on the system dynamic characteristics, the time-integration schemes require that the time increment should not exceed a prescribed value. This study focuses on the development of procedures to simulate realizations of wind loading with small time increments which are required by the time-integration schemes. An ARMA algorithm based on a three-stage-matching method and a scheme which combines ARMA and digital interpolation filters are presented to efficiently simulate realizations of wind loads at the prescribed time increments.
INTRODUCTION
The time domain analysis of structures subjected to stochastic wind loading requires simulation of the discrete time histories of wind loading. The simulated time series are required to match single-point power spectral density functions and multiple-point correlation structures. Among the various simulation techniques, ARMA (autoregressive and moving average) modelling offers a computationally efficient scheme and requires minimum computer storage (e.g., Spanos and Mignolet14) . A structure subjected to wind is generally discretized into a number of sections to describe wind loads effectively by taking into account the spatio-temporal characteristics of the wind velocity field. The correlated wind field at different sections is described by a multi-variate ARMA system. The coefficient matrices may be determined by the maximum entropy method (MEM). However, for the multi-variate ARMA models MEM requires solving a large number of nonlinear equations. Many other techniques have been developed to reduce this computational effort. A typical example is the two-stage-matching method for developing ARMA models (e.g., Samaras et al? ° and Spanos and Schultz13) . While most of the previous studies have focused on matching a univariate or a multivariate ARMA model to a prescribed spectral description of wind field, little attention has been paid to the requirement of time-integration schemes concerning the choice of the time increment. This requirement is primarily the time increment used in the integration scheme, which is often quite small to ensure that the energy content of the highest frequency component that is likely to excite the structure is accurately described. This paper focuses on the development of ARMA models for the wind field and its load effects with particular emphasis on the efficient simulation techniques to generate time series with small time steps.
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WIND FLUCTUATIONS AND LOAD EFFECTS
The wind velocity field is characterized by a multidimensional multi-variate random process. However, in the applications dealing with the digital simulation of wind field and its interaction with engineering structures the description of wind is often limited to the longitudinal field. This simplification is justified at this time due to a lack of quantitative models that describe the flow field in the separated flow regions. In the longitudinal direction, the quasi-steady and strip theories are successfully utilized to model wind. The longitudinal wind velocity at a location r=(x,z) is described by a mean and a fluctuating component U(t, r) = U(z) + u (t, r) (1)
The mean longitudinal wind velocity is described by a logarithmic law or a power law (Simiu and Seanlan12) . The latter has been widely used in many design codes because of its simplicity.
In order to formulate the total fluctuating wind loading on a structure, it is necessary to formulate expressions for the single or multiple-point statistics of the wind velocity field. At the simplest level, a power spectral density represents the frequency content of wind fluctuations at any location. There are several descriptions of the power spectra available in the literature over a variety of terrains. In general, the spectral forms tend to agree in that they approach the Kolmogorov limit at high frequency, but all the spectra differ in their treatment of the low frequencies (Kareem6). The spectral descriptions due to Davenport 2 and Harris 3 are most commonly used for land-based structures, while for offshore applications spectrum due to Kareem 5 is more suitable. These spectra will be utilized to derive the ARMA models for the simulation of the wind field.
The next level of the wind velocity field description involves multiple-point statistics, i.e., the cross-spectral density function, which is given by
where Ch and C~ are generally equal to 10 and 16, respectively (Davenport2). The wind load effects on structures can be simulated either by generating a space-time structure of the wind field or by directly generating fluctuating loads induced by wind fluctuations. In the first approach the wind velocity fluctuations are simulated at the centroid of various sections of the discretized structure. The wind is assumed to be fully correlated on each section and the corresponding wind force on the ith section is given by
in which p, A~, C° denote air density, the ith sectional area and drag coefficient, respectively, U~(t) denotes wind velocity at the centroid of the ith section, and/)~(t) is the structural velocity. The assumption of full-correlation of wind velocity field on each section may overestimate the total wind load. However, for compliant offshore structures, e.g., tension leg platform (LIT), the low frequency parts of the fluctuating wind field are of interest which are nearly fully-correlated over a small section.
Alternatively, the fluctuating wind force may be directly estimated by ignoring the quadratic and the structural velocity terms in the previous equations. In this formulation, the integration of wind force expressed over a section incorporates the lack of correlation (Davenport 2 and KareemS). The power spectral density of the wind force acting on the ith section and the cross-spectral density function between the ith and jth wind forces are expressed as (5)
in which G,,,(f) is the spectral density function of wind fluctuation and Yi~(f) is defined in equation (3), and
where
in which B and D are the width and height of a section. In this approach, a vector of time series of wind loading, F(n At) is directly generated by a multi-variate ARMA model matched to the wind force spectral description.
ARMA systems in wind engineering: Y. Li and A. Kareem
ARMA MODELLING An ARMA model of orders P and Q is defined as a linear filter that permits simulation of the wind velocity or force y(At) (of order M) by its past time histories and the past and present white noise processes:
r=l r=O in which A, and B, are AR and MA coefficient matrices, and 8._, is a vector containing white noise with a zero mean and a unit variance. The coefficient matrices are determined from the specified spectral description of the random field to be simulated. A desirable feature of ARMA modelling is that the model orders and the error are small, since the total order translates into the number of multiplications and additions at each discrete time interval during the simulation procedure. The transfer function of an ARMA model is given by
Accordingly, the spectral density function is expressed as
in which * denotes complex conjugation.
The model error can be defined as
where f. is the Nyquist frequency. The transfer functions of ARMA models are characterized by zeros and poles. The versatility of an ARMA process is demonstrated by the fact tha~a stationary time series can often be described by an AR~A model involving fewer parameters than an MA or AR process individually. A low-order ARMA model could produce a small error if the coefficients are suitably selected. The application of the maximum entropy method to determine the coefficient matrices of a multivariate ARMA model requires the solution of a large number of nonlinear equations. Therefore, alternative techniques have been developed to circumvent this difficulty. One of these approaches is the twostage-matching method, by which an ARMA model is developed based on a prior AR model. There are a number of different approaches to the two-stagematching method, e.g. Samaras et al. 1° and Spanos and Shultzl 3. The basic concept involves an AR model with order P' that is first matched to the covariance matrices Cyy(r At) (r=O, 1 ..... P'). Then the covariance functions between y(n At) and 8 n, Cy~(m At), are obtained by the AR model, Alternatively, the derivation of ARMA models may be based on a moving average (MA) linear system which does not introduce the difficulties experienced in the previous approach (Spanos and Mignolet~4) . In this manner, an ARMA model can be formulated by the solution of a number of linear equations. Computationally, this procedure is very convenient (Spanos and Mignolet14) .
In the two-stage matching method involving the initial AR model, the ARMA model coefficients with given P and Q are not unique, since they depend on the prior AR order P'. There are three parameters to be selected: P', P, and Q and the time increment At. Samaras et al) ° used the following relationship between these parameters,
P=Q
and P'>~P+Q+2 (15) Optimal model orders may only be obtained from a larger number of combinations of the above parameters. In the present study, an interactive computer algorithm was developed to study the effects of various combinations of the parameters on the model accuracy. The model errors in terms of P', P, Q and At were evaluated by means of an example of fluctuating wind velocities at two locations (x = 0, z~ = 300 ft and z 2 = 60 ft) described by the Harris and Davenport wind spectra. Figures l(a) and (b) illustrate the effect of P' on the model error for given values of P + Q and At. In these figures G l, and G,2 denote the spectral density function of the wind velocity at section 1 and ~oss-spectral density function between velocities at sections 1 and 2, respectively. It is noted in these figures that an increase in P' is generally favourable to the model accuracy. Since P' does not appear in the time simulation procedure, a large value of P' may not influence the final simulation scheme. On the other hand, a large value of P' could require very extensive computational effort in the initial development of the ARMA model. An empirical relation based on the present study suggests
One further remark is appropriate here. For a fixed P + Q, a selection of P and Q can affect the model error, as shown in Fig. 2 . For the wind field, it is recommended based on this For example, an ARMA model used to match the wind spectrum with a finite value at zero frequency, such as the Harris spectrum, has higher accuracy than an ARMA model for the wind spectrum with a zero value at the zero frequency, such as the Davenport spectrum.
Error in terms of prior-AR order (Davenport
It is important to note that the ARMA matching is also sensitive to the accuracy of the correlation functions derived from the given spectral density functions. Typical examples of the comparisons between the target spectra and the estimated spectra are shown in Fig. 3 , and the comparisons of the coherence functions are shown in Fig. 4 . It is noted that an ARMA model can be matched to the Harris wind spectrum with almost no discernible error in the entire frequency range. The difficulty in matching the Davenport wind spectrum is primarily due to the representation of the sharp drop in the spectral ordinates near the zero frequency.
In most of the above examples, the time series were simulated for large At (/> 2 sec), in which the spectral density of the wind velocity at the Nyquist frequency still has significant energy. However, it is generally required to have a much smaller At due to the following reasons: (1) The natural frequency of the highest mode of interest may be high; (2) The structure may be subjected to other environmental loads, such as wave loads, earthquakes, etc., which have high frequencies, hence, the time series of wind loads must have a small time increment to be consistent with the time series of other loads; (3) Depending on the numerical scheme, the accuracy and stability during the time-integration procedure may require that the time increment does not exceed a prescribed maximum value. If the required time increment is 0.5 sec, then the Nyquist frequency would be 1 Hz, but generally a significant portion of wind energy is less than 0.1 Hz. Also the coherence function is often significant only within a small portion ofthe entire frequency range. Therefore, it becomes quite difficult to match an ARMA model to wind fields with small At. In the following sections, the discussion focuses on two methodologies developed in this study to alleviate such difficulties: a three-stage-matching method and interpolation models.
THREE-STAGE MATCHING METHOD
A three-stage-matching method is proposed that involves the introduction of a suitable parameter ct which transforms the target process y(Ant) into z(n At)
Utilizing the backshift operator B, the preceding equation reduces to
The (i,j)th element of the spectral density matrix of z(t) becomes
If ~t=l, then equation (19) is similar to the seasonal difference method in the Box-Jenkins approach (Box and Jenkins 1). However, ~ = 1 leads to a zero spectral ordinate in equation (20), and it is not invertible. Hence, ~ is selected such that 0< ~t < 1 which ensures a slow decrease in the spectral ordinates of z(n At) with an increase in frequency. For the Harris wind spectrum, it is recommended to use =0.94,--0.98. Table 1 ) is used to illustrate this approach. The building face is divided into five segments. It is required to have the wind load simulated at an interval of at least 0.5 see. Figure 5 demonstrates the spectral densities of the wind loads at the 5th level before and after the transformation given in equation (18) 
In this example, an ARMA (4, 4) model from a prior AR (30) model has been matched for z(n At). Subsequently, ARMA model (5, 4) for y(n At) is formulated. The spectral density and the coherence functions of the target wind loads and those represented by the ARMA model are plotted in Fig. 6(a), (b), (c) and Fig. 7 , and the errors are listed in Table 2 . For convenience the frequency range is divided into 0,-,0.1 Hz, 0.1 ~0.45 Hz and 0.45 ~ 1 Hz, in which different coordinate resolutions are used (Fig. 6(a), (b) and (c) ). The input coherence function is negligible for f>0.1 Hz, so Table 2 only provides the spectral and cross-spectral density errors below 0.1 Hz, and spectral density errors beyond 0.1 Hz. These figures and the table demonstrate the closeness between the target and estimated spectral functions, especially at high frequencies. However, there are some discrepancies in the cross-spectral density function for the Table 3 .
The ARMA model formulated by the three-stagematching method is especially suitable for the representation of the high frequency spectra. If the low frequency wind loads are not important, it is possible to obtain a very low order ARMA model, e.g., ARMA (3, 1) for the above example (Fig. 8) . The ARMA (3, 1) parameters are given in Table 4 . The three-stage matching method involves selecting the parameter 0t in addition to P', P and Q. However, it does modify the shape of the spectral density functions which facilitates a convenient modelling, but it cannot modify the shape of the coherence function. This would result in some error in the cross-spectral density function, which is particularly amplified for largely spaced locations which generally exhibit a low level of correlation (Table 2 ). This method can be applied to most of the wind spectra, such as the Harris or Kareem spectra (Kareem6). For some wind spectra, such as the Davenport spectrum, which has a zero ordinate at the zero frequency, this method is not suitable.
INTERPOLATION MODELS
A more general method to simulate time series of wind field involves a combination of an ARMA model and an interpolation model. Let the time increment in the ARMA y [(nS+[3) ft] are the same as those of y(n At) when the frequency is less than 1/2At, and zeros in the frequency range 1/2At ~ 1~2ft.
The interpolation techniques may be classified as linear, polynomial or trigonometric. Frequently, a piecewise linear interpolation of the discrete data is utilized. Although this method is the simplest, it may introduce large error in the spectral density function. The polynomial interpolation is the next level of interpolation. For example, Li T developed a cubic polynomial interpolation which results in a process continuous at its first-order time derivative and involves three multiplications and additions at each discrete time interval. The trigonometric interpolation utilized by Saunders and Collings 11 and further developed in this study is found to be the most suitable choice for wind engineering applications. In the following a basic concept of the trigonometric interpolation developed in this study is provided.
The discrete time series can be viewed as a process, yA'(t), consisting of numerous pulses: 
Fig. 9(b). Transfer functions of interpolation models
with the same interpolation model order, the transfer function represented by the interpolation form introduced by the present study is closer to the ideal transfer function. Further improvement is possible by utilizing a higher order filter.
Considering that ym(m3t) = 0 for mist v~ n At in which n is an arbitrary integer number, equation (33) 
r= -Qt+l An example of this interpolation model is considered here. A fluctuating component of wind velocity according to the Davenport spectrum is simulated by an ARMA model with At = 2 sec, and is further interpolated to form the wind velocity with 6t =0.5 sec. This interpolation is performed by the above described interpolation model of order 8 (Table 5 ). In order to validate the interpolation model, the discrete time series before interpolation is taken from a continuous time function instead of an ARMA model. In Fig. 10 , the continuous time function and the discrete time series before and after the interpolation are plotted. It is noted in this figure that the continuous function and the time series simulated by interpolation axe almost coincident. 
CONCLUDING REMARKS
The simulation of wind velocity and wind force fields can be performed by ARMA models. The ARMA representation of such processes is possible by a number of matching procedures of which the two-stage-matching procedures is most widely used. However, the nature of the dynamic systems and the numerical schemes utilized for solving the dynamic response often require a small time increment, which renders a straightforward application of ARMA models difficult. A three-stage-matching method is developed in which a multivariate ARMA model utilizing small time increments can be matched to a target wind spectrum. A salient feature of this method is that despite the low order of the model the simulated and target spectral density functions are in good agreement for typical wind engineering applications involving wind sensitive structures. A more general technique utilizing the interpolation approach is presented. First, the time series is generated from an ARMA model with relatively widely spaced time increments selected according to the maximum frequency of interest. Then, by using the interpolation technique intermediate values at desired time increments are obtained. The interpolation procedure must ensure that the interpolation does not introduce significant spectral contents of high frequency. In this research a digital filter utilizing trigonometric interpolation is developed based on a discrete convolution of finite and infinite waveforms. The two-stage-approach involving the generation of time series by the ARMA model at a convenient time increment and a subsequent interpolation to a desired time increment offers a computationally efficient simulation scheme for processes which otherwise pose difficulty in utilizing straightforward ARMA models.
