Purpose: In this study, five different units based on three different technologies-traditional computed radiography ͑CR͒ units with granular phosphor and single-side reading, granular phosphor and dual-side reading, and columnar phosphor and line-scanning reading-are compared in terms of physical characterization and contrast detail analysis. Methods: The physical characterization of the five systems was obtained with the standard beam condition RQA5. Three of the units have been developed by FUJIFILM ͑FCR ST-VI, FCR ST-BD, and FCR Velocity U͒, one by Kodak ͑Direct View CR 975͒, and one by Agfa ͑DX-S͒. The quantitative comparison is based on the calculation of the modulation transfer function ͑MTF͒, noise power spectrum ͑NPS͒, and detective quantum efficiency ͑DQE͒. Noise investigation was also achieved by using a relative standard deviation analysis. Psychophysical characterization is assessed by performing a contrast detail analysis with an automatic reading of CDRAD images. Results: The most advanced units based on columnar phosphors provide MTF values in line or better than those from conventional CR systems. The greater thickness of the columnar phosphor improves the efficiency, allowing for enhanced noise properties. In fact, NPS values for standard CR systems are remarkably higher for all the investigated exposures and especially for frequencies up to 3.5 lp/mm. As a consequence, DQE values for the three units based on columnar phosphors and line-scanning reading, or granular phosphor and dual-side reading, are neatly better than those from conventional CR systems. Actually, DQE values of about 40% are easily achievable for all the investigated exposures. Conclusions: This study suggests that systems based on the dual-side reading or line-scanning reading with columnar phosphors provide a remarkable improvement when compared to conventional CR units and yield results in line with those obtained from most digital detectors for radiography.
I. INTRODUCTION
Digital radiography systems are replacing films over a broad range of examinations. Historically, the first step toward digital imaging is due to the introduction in the radiology scenario, a few decades ago, of the storage phosphor plates. To our days, computed radiography ͑CR͒ systems are a widespread mean to acquire radiographic examinations. [1] [2] [3] [4] A major advantage of CR systems is that they are a cost effective way for getting digital images since they allow the reutilization of the existing x-ray equipment. CR cassettes utilize storage phosphors where electrons trapped during the exposure are subsequently extracted from traps through a laser scanner. The effect exploited by CR systems is known as "laser-stimulated luminescence." After the reading step, the cassette is erased with a process which extracts all the remaining trapped electrons. It is then possible to proceed with a new exposure. Conventional CR systems are based on screens composed of granular phosphors and reading scanners that employ a single-side spot reading ͑i.e., the laser impinges the phosphor only at one point on one side͒.
Since its introduction, CR has been continuously improved and two major advances have been introduced in the scenario during the past few years. In the first place, new reading scanners have been developed either reading the phosphors from both sides or through the line-scan technology. [5] [6] [7] In the "dual-side" reading, the support plate is made of a transparent material which allows reading the light both from the "front" and the "rear" sides of the cassette. In this case, two optical subsystems are included into the reading scanner. In the "line-scan" technique, the phosphor plate is scanned one line at a time rather than one point at a time. This is done by illuminating the cassette with a linear array of lasers. These two reading modalities allows for an enhanced detection efficiency and a fast readout of the entire image. In the second place, columnar phosphors have been introduced for CR cassettes, usually based on CsBr crystals. [8] [9] [10] That allows light to be channeled out of the screen with little lateral spread, making it possible to use thicker screens, thus improving absorption efficiency without much loss in the spatial resolution.
Some of the systems investigated in this work were already analyzed by other studies in the past years. 5, 11, 12 However, no direct objective comparison has been made on the basis of the same exposure conditions. The aim of this paper is to achieve a direct comparison among various CR systems based on three different technologies and marketed by three of the major manufacturers on the basis of the same exposure conditions. This study presents a summary of the performance of the currently available CR systems by comparing the basic objective image performance characteristics of resolution, noise, and detective quantum efficiency ͑DQE͒. In addition, we are also performing the comparison in terms of contrast detail ͑CD͒ analysis, thus providing a more complete evaluation of the various systems. Here, we analyze five different CR systems based on photostimulable storage phosphor. These systems are based on different technologies, such as granular or columnar phosphors, single-side, dualside, or line-scanning techniques. Two systems are based on the conventional granular phosphor with a single-side laser scanner technology. Another one utilizes the same granular phosphor and a dual-side reading scanner. The last two systems are based on columnar phosphors and line-scanning technique-the latest technology available. We have assessed the physical characterization in terms of spatial resolution and noise analysis. Specifically, the modulation transfer function ͑MTF͒, noise power spectra ͑NPS͒, relative standard deviation ͑RSD͒, and DQE have been estimated for all the systems using the same acquisition setup. A CD analysis has also been performed using the CDRAD phantom ͑Arti-nis, Medical Systems B.V., Zetten, The Netherlands͒. The CDRAD phantom can help in the assessment of the imaging characteristics of digital radiographic systems and is used to evaluate their contrast detail response. An automatic reading of the phantom was obtained with a software developed by our group. 13 The overall goal is to provide a characterization for some of the most common photostimulable phosphor based systems available on the market and determine the variations in physical parameters due to the different technologies employed.
II. MATERIALS AND METHODS
The five systems analyzed in this paper are three FUJIF-ILM units, namely, one FCR Profect CS Reader with ST-VI plate ͑FCR ST-VI͒, one FCR Profect CS Reader with ST-BD plate ͑FCR ST-BD͒, one FCR Velocity U Reader with FP plate ͑FCR Velocity͒, one Kodak unit, Direct View CR 975 Reader with GP plate ͑CR 975͒, and finally, one Agfa unit, DX-S Reader with HD plate ͑DX-S͒. All the units are currently used in radiology departments and their main characteristics are summarized in Table I . The FCR ST-VI and CR 975 units are based on the well-known CR technology consisting of granular phosphors and single-side flying spot readers. The FCR ST-BD unit applies a dual-side reading system to the same granular phosphor cassettes used in the previous two systems. The last two systems ͑FCR Velocity and DX-S͒ are based on columnar phosphors and linescanning readers-the latest technology available on the market. The line scanning technology employs a CCD detector for reading the light. All measurements were made using a common radiographic technique. Specifically, a fixed tube voltage equal to 70 kVp with 21 mm additional aluminum filtration ͑IEC Standard 61267: Standard beam condition RQA5͒ have been used. 14 In all image acquisitions, the exposure to the detector was measured using a calibrated ionization chamber ͑UNFORS Xi, Unfors Instruments, Billdal, Sweden͒. The source-to-image distance was nearly 180 cm for all the systems.
II.A. Physical characterization
The response curve of all the systems was determined by exposing the detector to a wide range of uniform x-ray exposures. At each exposure, we estimated the average pixel values from a ROI located at the center of the detector. The five clinical CR systems' physical characteristics were then analyzed in terms of MTF, NPS, and DQE. Presampling MTF was measured, adopting the well-known edge technique. 15, 16 An oversampled line spread function was derived by slightly rotating ͑about 2°-4°͒ a tungsten edge test device ͑TX 5, IBA Dosimetry, Schwarzenbruck, Germany͒ with respect to the direction along which the MTF was being measured. The MTFs were measured in both the horizontal and vertical directions. For DQE calculation, the average of the MTF along the two directions was considered. NPS was computed by using flat field images at three different exposure levels ͑around 2.5, 5, and 10 Gy͒. For each exposure level, four images were acquired. A fixed ROI was extracted from each image and subdivided into 256ϫ 256 regions. The 2D normalized noise power spectrum ͑NNPS͒ was then derived by averaging square modulus of the Fourier transform of each sub-ROI. Finally, the result was normalized for the square mean signal value of the ROI. The 1D NNPS was then extracted from the 2D NNPS on a radial direction at 45°, excluding the values along the axes. Noise was also studied through an RSD analysis. 17 We estimated the RSD on the same ROIs used for NNPS calculation. We then fitted the experimental RSD data computed over all the ROIs with the following function:
where x is the x-ray exposure, while ␣, ␤, and ␥ are the contributions of the quantum-statistical ͑Poisson͒ noise source of a dose related ͑multiplicative͒ noise source and of a dose independent ͑additive͒ noise source, respectively.
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The additive factor can be interpreted as the noise connected to electronics ͑e.g., dark current͒, whereas the multiplicative component could be related to a structured noise arising from variations in sensitivity across the detector. The photon number per unit area q was derived from tabulated values for the standard RQA5 beam. We then calculated DQE combining 1D NNPS curves with the fluence measures and the corresponding MTFs in order to get the final DQE curves,
where f is the spatial frequency and q is the photon number per unit area.
II.B. Contrast detail analysis
CD analysis was done using the CDRAD 2.0 phantom ͑Artinis, Medical Systems B.V., Zetten, The Netherlands͒. Such a phantom was developed with the purpose of estimating the perception of details on a range of sizes and contrasts and is composed of 225 squared cells organized as an array of 15 rows and 15 columns. Each cell contains two identical holes, one at the center and one in a randomly chosen corner. The size of the disks varies logarithmically from 0.3 to 8 mm in both diameter and depth. For each exposure, four images were acquired and the CDRAD phantom was randomly repositioned after each exposure. The repositioning allows one to get images with different phantom-object positions with respect to the pixels of the detector. In this way, we avoided that a small detail always remained in the same detector region. Images were acquired at the same exposures used for the physical characterization.
Reading CD phantoms by human observers is a very tedious and time consuming task. To overcome this shortcoming, automatic methods have been developed and evaluated. 18, 19 Such methods reduce inter-and intraobserver subjective variability and dramatically decrease the time needed to analyze scores of images. Our group has developed a software that automatically reads the CDRAD images, 13 which is written in IDL™ ͑RSI, Pearl East Circle Boulder, CO͒ and can be freely downloaded at www.df.unibo.it/medphys. First of all, the software requires a manual registration of the phantom. After that, it scans all the cells of the phantom. For each cell a few parameters for the central disk are estimated for obtaining the CD curve. Specifically, a few ROIs positioned within the central details and on the background of the cell are used to calculate the signal-to-noise ratio ͑SNR͒ for each cell of the phantom. The noise is computed as the standard deviation of the gray-level distribution of the background. Finally, the contrast detail curve is determined by calculating the inverse of the SNR as a function of the contrast. For each exposure, a contrast detail curve was obtained by averaging results of the four images acquired with that exposure. More details about the procedure used to estimating the automatic CD curves can be found in Ref. 13 . We completed the statistical analysis of the CD curves by using the SPSS package ͑version 13.0; SPSS, Inc., Chicago, IL͒. We tested the statistically significantly difference of two CD curves by performing a nonparametric test ͑Mann-Whitney͒. We tested both the curves consisting of all the phantom details together and also the subset of data including only details with a diameter greater than 1 mm. A p value of less than 0.05 was considered to indicate a statistically significant difference between two curves. Table II .
III. RESULTS

III.A. Physical characterization
The response curves of the five systems are reported in Fig. 1 . The fitting curves used to linearize CR response and the corresponding goodness of fit ͑R 2 ͒ are shown in Table II . All systems presented a logarithm response, except the Agfa unit, which showed a linear behavior over the entire range of investigated exposure levels. All the systems manufactured by FUJIFILM basically present the same curve, whereas the CR975 has still a logarithmic response, but it can provide a wider dynamic range, thanks to the 12 bit quantization. We considered the fitting functions shown in Table II for linearizing all the images used for the physical characterization.
Presampling MTF curves resulting from the average of the horizontal and vertical directions for the five CR systems are shown in Fig. 2 . No appreciable variations in MTF were found when changing the exposure value. In Fig. 3 the differences between the MTFs calculated along the two main directions are plotted. Figure 4 shows an example of the 2D NNPS for an exposure of 5 Gy. Figure 5 shows the 1D NNPS results obtained on the radial direction at 45°from the 2D NNPS, ignoring values along the principal axes. Figure 6 shows the RSD plotted as a function of the air kerma for the five systems. The experimental data were fitted with the function given in Eq. ͑1͒ and the fitting functions coefficients are summarized in Table III . These parameters can help understand the different components of the noise. Figure 7 shows the product of NNPS multiplied by the exposure ͑air kerma͒ as a function of the spatial frequency. This product remains constant for every exposure when a detector is quantum noise limited.
Finally, DQE results are shown in Fig. 8 for the three investigated exposure values. Figure 9 shows the CD curves obtained by the five systems at an exposure of 10 Gy. The systems based on the latest technologies offer better results, with respect to the conventional CR units, especially for medium-large details. The same trend for the CD curves can be observed at the other two investigated exposures even if for the lowest exposure no statistically significant differences were observed.
III.B. Contrast detail analysis
IV. DISCUSSION
The two systems based on CCD detectors ͑FCR Velocity and DX-S͒ have a different response curve. In fact, the DX-S unit preserves the linear response typical of CCD detectors, whereas for the FCR Velocity system, a logarithmic transform is applied during the reading step.
The best MTF is obtained with the DX-S unit. In fact, even if the phosphor layer used for this system is thicker than in most of the other systems, there is no appreciable deterioration of the MTF, thanks to its columnar structure. This suggests that it is possible to improve efficiency and noise properties, without reducing too much the spatial resolution. On the other hand, the even thicker phosphor used for FCR Velocity does not allow for MTF values comparable to those from the DX-S. Most likely, the thickness of the phosphor for FCR Velocity unit was chosen to give spatial resolutions comparable to those of the standard CR systems. The unit based on dual-side reading presents basically the same MTF of the FCR ST-VI system in spite of the thicker phosphor employed. Although all systems use a mechanical scanning along one direction, we note that some of them ͑i.e., Kodak and Agfa units͒ presented small differences, whereas others ͑especially FCR ST-VI and FCR Velocity͒ showed more accentuated variations. These results could be also explained by taking into account the 2D NNPS shown in Fig. 4 . All systems except CR975 appear to use a software filtering acting differently on the two directions. In particular, the FCR ST-VI unit has a remarkable difference between the NNPS on the two directions as if a low pass filter was used only on the horizontal direction. This effect was detectable with lesser intensity in the FCR Velocity system most likely because of the different reading technologies ͑line scan͒, while it was practically undetectable in the dual-side reading technology ͑FCR ST-DB͒. In this case, the different behaviors along the two directions appear to be due to an antialiasing filter used in the majority of FUJIFILM systems, as noted in other studies. 11, 20, 21 The FCR Velocity spectrum shows very low values along the horizontal axis: We believe that this contribution is lowered through a software filtering process. The Kodak and Agfa systems have an almost perfectly isotropic response, as shown also by the small differences in their MTF along the two directions. The DX-S unit has a FIG. 5. 1D NNPS for the five systems at the three investigated exposures: ͑a͒ 2.5 Gy, ͑b͒ 5 Gy, and ͑c͒ 10 Gy. 1D NNPS is obtained on the radial direction from the 2D NNPS.
FIG. 6. RSD analysis: Experimental data for RSD
2 values ͑points on the graph͒ and the fitting curves used for estimating the various components of the system's noise, as described in Eq. ͑1͒. The coefficients of the fitting functions are summarized in Table II. spectrum with some equispaced hollows along the vertical axis, as already noted by Mackenzie et al. 22 They attributed their presence to the image processing that compensates for the variation in transmission from the linear lens array. We agree that these troughs are caused by image processing ͑or filtering͒ whose effect is the same as that obtained with a notch filter applied during the reading process. 23 It is worth noting as the two systems based on the dated technology ͑FCR ST-VI and CR975͒ have a remarkably higher noise for all the investigated exposures. This differ- ence is evident at frequencies up to about 3.5 lp/mm, while it diminishes at higher frequencies. Again, we note that this is connected to the improved detection efficiency of the three advanced systems as a result of the greater thickness of the phosphor layer ͑for FCR Velocity and DX-S͒ and the dualside reading ͑for FCR ST-BD͒. A major outcome of the RSD analysis is that for all the systems, the statistical noise is dominant: In fact, the multiplicative and additive components are always smaller and often negligible with respect to the statistical noise. As a consequence, this suggests that all the CR systems examined in this study are able to work in quantum noise limited condition. We also note that the two units based on the latest technology present an higher additive noise and a smaller multiplicative noise with respect to the other systems. The high additive noise should be related to the CCDs used in line-scanning technology, whose additive noise is intrinsically higher than that of the PMTs used in the standard CR systems. 1, 12 By looking at the product of NNPS and exposure, we notice that all the systems, thanks to their low additive noise, are limited by statistical noise for the entire range of investigated exposures. Further, at the highest exposure ͑10 Gy͒ a slightly worse response is observed in detectors with higher multiplicative noise ͑FCR ST-VI, FCR ST-BD, and CR975͒ due to the overwhelming multiplicative component.
Systems based on the new technologies show DQE values roughly twice as better than those for standard CR unitsespecially at low frequencies-as a consequence of the overall improved efficiency due to increased thickness of the columnar phosphor ͑FRC Velocity and DX-S͒, and to the dualside reading ͑FCR ST-BD͒. As for the line-scanning technology, at low exposures, the DX-S showed a slightly better performance compared to FCR Velocity, while results are inverted for high exposures, especially at middle-low frequencies. This could be related to the thicker phosphor used in FRC Velocity and to the fact that the higher multiplicative noise of DX-S increases its weight at high exposures. Dualside reading and line-scanning systems are quite similar, but the latter technology shows an improvement at frequencies higher than 1.5 lp/mm. It is worth remarking that at low frequencies the units based on columnar phosphors have DQE values quite similar to those of the dual-side reading, whereas differences appear at high frequencies, especially for the DX-S unit. This improvement is due to the better response in terms of the spatial resolution of the needleshaped scintillator. All the systems have DQE almost independent of the exposure, revealing a quantum noise limited condition for all the investigated exposures. These results agree reasonably with other results obtained for the same systems in similar conditions. can be exploited either to enhance the image quality, or to reduce the dose to the patients, as already assessed by other researchers. 25 The DQE of the three best systems investigated in this paper is also comparable to some of the flatpanel detectors for radiography available in the market. [26] [27] [28] The CD results confirm that the improved efficiency helps achieve a lower contrast threshold. In fact, for details with a diameter greater than 1 mm, the FCR ST-VI and the CR975 systems present a statistically significant different response, with respect of both the FCR Velocity unit ͑with p Ͻ 0.01͒ and the DX-S system ͑p Ͻ 0.05͒. Our results agree with other studies that showed that CR systems with needle phosphors have superior image quality when compared to the conventional ones. 29, 30 
V. CONCLUSION
In this paper, we compared five different CR systems for radiology based on three different technologies: Conventional powder phosphors with single-side reading, powder phosphors with dual-side reading, and columnar phosphors with line scanning. The most advanced units based on columnar phosphors provide spatial resolutions not lower to those obtained with conventional CR systems in spite of their thicker phosphors. On the other hand, the greater thickness of the columnar phosphor allows for an improved efficiency and hence better noise properties. In fact, the standard CR systems present a remarkable higher NNPS at all investigated exposures, especially at frequencies up to 3.5 lp/mm. As a consequence, the three units based on columnar phosphors and line-scanning reading, or granular phosphor and dual-side reading, provide DQE values noticeably better than the conventional CR systems. Actually, DQE of about 40% are easily achievable at all the investigated exposures. These values are comparable to those obtained with some of the flat-panel detectors for radiography available on the market. The contrast detail analysis by means of an automatic reading of the CDRAD phantom basically confirms the superiority of the most advanced systems.
In conclusion, this study suggests that CR systems based on the most advanced technologies ͑dual-side or linescanning reading and columnar phosphors͒ provide a remarkable improvement in performance with respect to conventional CR units, giving results comparable to those achieved by most flat-panel detectors for radiography. 
