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Abstract
We show that the theory of sorting by reversals fits into the well-established
theory of circuit partitions of 4-regular multigraphs (which also involves the
combinatorial structures of circle graphs and delta-matroids). In this way, we
expose strong connections between the two theories that have not been fully
appreciated before. We also discuss a generalization of sorting by reversals
involving the double-cut-and-join (DCJ) operation. Finally, we also show that
the theory of sorting by reversals is closely related to that of gene assembly in
ciliates.
Keywords: sorting by reversals, sorting by DCJ operations, genome
rearrangements, 4-regular graphs, local complementation, gene assembly in
ciliates
1. Introduction
Edit distance measures for genomes can be used to approximate evolutionary
distance between their corresponding species. A number of genome transforma-
tions have been used to define edit distance measures. In this paper we consider
the well-studied chromosome transformation called reversal, which is an inver-
sion of part of a chromosome [34]. If two given chromosomes can be transformed
into each other through reversals, then the difference between these two chro-
mosomes can be represented by a permutation, where the identity permutation
corresponds to equality. As a result, transforming one chromosome into the
other using reversals is called sorting by reversals. The reversal distance is the
least number of reversals needed to accomplish this transformation (i.e., to sort
the permutation by reversals). In [27] a formula is given for the reversal dis-
tance, leading to an efficient algorithm to compute reversal distance. The proof
of that formula uses a notion called the breakpoint graph. Subsequent stream-
lining of this proof led to the introduction of additional notions [31] such as the
overlap graph and a corresponding graph operation. A reversal can be seen as
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a special case of a double-cut-and-join (DCJ) operation that can operate either
within a chromosome or between chromosomes. Similar as for reversals, one can
define a notion of DCJ distance, and a formula for DCJ distance is given in [4].
The theory of circuit partitions of 4-regular multigraphs was initiated in [33]
and is currently well-developed with extensions and generalizations naturally
leading into the domains of, e.g., linear algebra and matroid theory. In this pa-
per we show that this theory can be used to study sorting by reversals, and more
generally sorting by DCJ operations. Moreover, we show how various aspects
of the theory of circuit partitions of 4-regular multigraphs relate to the topic
of sorting by reversals. In particular, we show that the notion of an overlap
graph and its corresponding graph operation from the context of sorting by re-
versals [31] correspond to circle graphs and the (looped) local complementation
operation, respectively, of the theory of circuit partitions of 4-regular multi-
graphs. This leads to a reformulation of the Hannenhalli-Pevzner theorem [27]
to delta-matroids. We remark however that the theory of circuit partitions of
4-regular multigraphs is too broad to fully cover here, and so various references
are provided in the paper for more information.
It has been shown that various other research topics can also be fit into
the theory of circuit partitions of 4-regular multigraphs: examples include the
theory of ribbon graphs (or embedded graphs) [8, 20] and the theory of gene
assembly in ciliates [17]. As such all these research topics arising from different
contexts turn out to be strongly linked, and results from one research topic
can often be carried over to another. Indeed, it is not surprising that the
Hannenhalli-Pevzner theorem has been independently discovered in the context
of gene assembly in ciliates [23, 16].
This paper is organized as follows. In Section 2 we recall sorting by rever-
sals and in Section 3 we associate a 4-regular multigraph and a pair of circuit
partitions to a pair of chromosomes (where one is obtainable from the other by
reversals). This leads to a reformulation of a known inequality of the reversal
distance in terms of 4-regular multigraphs. In Section 4 we associate a circle
graph to the two circuit partitions and we show that the adjacency matrix repre-
sentation of this circle graph reveals essential information regarding the reversal
distance. We recall local complementation in Section 5 and the Hannenhalli-
Pevzner theorem in Section 6, and reformulate the Hannenhalli-Pevzner theorem
in terms of delta-matroids in Section 8. Before discussing delta-matroids, we
also recall sorting by DCJ operations in Section 7. We discuss the close connec-
tion of sorting by reversals and gene assembly in ciliates in Section 9. Finally,
a discussion is given in Section 10.
2. Sorting by reversals
In this section we briefly and informally recall notions concerning sorting
by reversals. See, e.g., the text books [34, 25] for a more formal and extensive
treatment.
During the evolution of species, various types of modifications of the genome
may occur. One such modification is the inversion (i.e., rotation by 180 degrees)
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1 −6 7 4 −2 −5 3 1 2 3 4 5 6 7
chromosome of some species A chromosome of some species B
Figure 1: Difference of two chromosomes of species A and B. The difference is described with
respect to the ordering of the chromosome segments of B.
1 −6 7 4 −2 −5 3
1 2 −4 −7 6 −5 3
1 2 −4 −3 5 −6 7
1 2 3 4 5 −6 7
1 2 3 4 5 6 7
reversal connecting 1 with 2
reversal connecting 3 with 4
reversal connecting both (i) 2 with 3 and (ii) 4 with 5
reversal connecting both (i) 5 with 6 and (ii) 6 with 7
Figure 2: Optimal sorting of the signed permutation of Figure 1 by reversals.
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of part of a chromosome, called a reversal. In Section 7, we recall that this
inversion is the result of a so-called double-cut-and-join operation. The reversal
distance between two given chromosomes is the minimal number of reversals
needed to transform one into the other, and it is a measure of the evolutionary
distance between the two species. Figure 1 shows two toy chromosomes which
have seven segments in common, but their relative positions and orientations
differ (by, e.g., −5 we mean segment 5 in inverted orientation, i.e., rotated by 180
degrees). Figure 2 shows that the reversal distance between the chromosomes
of Figure 1 is at most four.
We can concisely describe the chromosomes of Figure 1 by the sequences
(1,−6, 7, 4,−2,−5, 3) and (1, 2, 3, 4, 5, 6, 7). These sequences are called signed
permutations in the literature, and we will adopt this convention here (although
we won’t treat them as permutations in this paper). A signed permutation of
the form (1, 2, · · · , n) is called the identity permutation. The reversal distance
of a single signed permutation pi, denoted by dr(pi), is the minimal number
of reversals needed to transform pi into the identity permutation. Thus, for
pi = (1,−6, 7, 4,−2,−5, 3) of Figure 1, we have dr(pi) ≤ 4 by Figure 2.
Viewing the chromosome of species B of Figure 1 as the “sorted” chromo-
some, the transformation using reversals of the chromosome of species A to the
chromosome of species B is called sorting by reversals.
Remark 1. For any signed permutation pi = (pi1, pi2, · · · , pin), the signed per-
mutation pi = (−pin,−pin−1, · · · ,−pi1) represents the same chromosome (just
considered 180 degrees rotated). The reversal distance of pi and pi may how-
ever differ (this difference is, of course, at most one because pi can be turned
into pi using one “full” reversal). Therefore, one could argue that a better no-
tion of the reversal distance of pi would be the minimum value of the reversal
distances of both pi and pi. Equivalently, one could view both (1, 2, · · · , n) and
(−n,−(n − 1), · · · ,−1) as identity permutations. We revisit this issue in Sec-
tions 3 and 7.
3. Four-regular multigraphs
In this paper, graphs are allowed to have loops but not multiple edges, and
multigraphs are allowed to have both loops and multiple edges. We denote the
sets of vertices and edges of a (multi)graph G by V (G) and E(G), respectively.
For graphs, each edge e ∈ E(G) is either of the form {v} (i.e., v is a looped
vertex) or of the form {v1, v2} (i.e., there is an edge between v1 and v2). A
vertex v is said to be isolated if no edge is incident to it (in particular, v is not
looped). A 4-regular multigraph is a multigraph where each vertex has degree
4, a loop counting as two.
A standard tool for the calculation of the reversal distance is the so-called
breakpoint graph of a signed permutation. In this section we instead assign a
4-regular multigraph and two of its circuit partitions to a signed permutation.
The main reason for considering this graph instead of the breakpoint graph is
that in this way we can use the vast amount of literature concerning the theory of
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Figure 3: Circularizing and expanding the signed permutation of Figure 1.
circuit partitions of 4-regular multigraphs, which began with the seminal paper
of Kotzig [33], and extended, e.g., in [1, 26]. We also note that a drawback
of using the breakpoint graph is that the identity of the vertices is important,
while the theory of circuit partitions of 4-regular multigraphs is independent of
the identity of the vertices.
We now describe the construction of the 4-regular multigraph (along with
two circuit partitions). As usual, the boundaries between adjacent segments of
(the chromosomal depiction of) a signed permutation pi are called breakpoints.
Because reversals can also be applied on endpoints of a chromosome, we treat
the endpoints of a signed permutation as breakpoints as well. We do this by
circularizing the signed permutation, see Figure 3. Note, however, that the
location of the endpoints is important. Indeed, e.g., the signed permutation
(1, 2, · · · , n), with n ≥ 2, has a different reversal distance than any of its proper
conjugations (i.e., the signed permutations (i, i+ 1, · · · , n, 1, 2, · · · , i−1) for i ∈
{2, . . . , n}). Therefore, we have anchored the two endpoints to a new segment,
which is denoted by $. This corresponds to the usual procedure of framing the
signed permutation in the theory of sorting by reversals, see, e.g., [3]. The next
step, which we call here the expand step, is to insert an intermediate segment
Ii between each two adjacent segments, see again Figure 3.
Next, we represent the circularized and expanded signed permutation by
a digraph Dpi. In Dpi, each breakpoint is represented by a vertex and each
segment is represented by an arrow. The arrow is labeled by the segment x
it represents and goes from the left-hand breakpoint of x to the right-hand
breakpoint of x, see Figure 4. Moreover, the boundaries/breakpoints of the
original segments i and i+1 that coincide after the sorting procedure are given a
common vertex label vi. For example, the right-hand side breakpoint of segment
3 and the left-hand side breakpoint of segment 4 are given a common vertex
label v3, see again Figure 4. Notice that the orientation is important here: the
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Figure 4: Digraph Dpi representing the circularized and expanded signed permutation of
Figure 3.
right-hand side breakpoints of segment 1 and the right-hand side breakpoint of
segment −2 are given a common vertex label because segment −2 is segment 2
in inverted orientation (i.e., rotated by 180 degrees). Since segment $ represents
the endpoints, for the arrow corresponding to $, the head vertex is labeled by
v0 and the tail vertex is labeled by vn.
From the digraph Dpi of Figure 4, we construct a 4-regular multigraph,
denoted by Gpi, by turning each arrow into an undirected edge, removing the
signs from the edge labels, and finally merging each two vertices with the same
label, see Figure 5.
LetG be a multigraph and let l be the number of connected components ofG.
A (unoriented) circuit of G is a closed walk, without distinguished orientation
or starting vertex, allowing repetitions of vertices but not of edges. A circuit
partition of G is a set P of circuits of G such that each edge of G is in exactly
one circuit of P . Note that |P | ≥ l. If |P | = l, then we say that P is an Euler
system of G. Note that an Euler system contains an Eulerian circuit (i.e., a
circuit visiting each edge exactly once) for each connected component of G. In
particular, if G is connected, then an Euler system is a singleton containing an
Eulerian circuit of G.
As illustrated in Figure 6, the circularized and expanded signed permuta-
tion of Figure 3 belongs to a particular circuit partition PA of the 4-regular
multigraph Gpi of Figure 5 (this can also be verified by comparing Figure 6 with
Figure 4). In this way, PA is the circuit partition belonging to the chromosome
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Figure 5: The 4-regular multigraph Gpi of the running example.
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Figure 6: Circuit partition PA of Gpi representing the chromosome of species A of Figure 1.
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Figure 7: Circuit partition PB of Gpi containing a circuit C = (1, 2, · · · , 7, $) that represents
the chromosome of species B of Figure 1.
of species A. Notice that PA is an Euler system, in fact, since Gpi is connected
for every signed permutation pi, PA contains an Eulerian circuit of Gpi. Another
circuit partition PB is illustrated in Figure 7. It is the unique circuit partition
that includes the circuit C = (1, 2, · · · , 7, $). As such, PB is the circuit par-
tition belonging to the chromosome of species B. Notice that, besides C, PB
contains four other circuits in this example. Each of these four circuits consists
of intermediate segments (recall that these are the segments of the form Ii for
some i).
We remark that Figures 6 and 7 (corresponding to PA and PB , respectively)
can be obtained from Gpi by “splitting” each vertex in an appropriate way. This
splitting is considered in [24] in the context of gene assembly in ciliates (we
recall gene assembly in ciliates in Section 9).
While we do not recall the notion of a cycles of a signed permutation (see,
e.g., [27, 3]), we mention that it is easy to verify that these cycles correspond
one-to-one to circuits of intermediate segments of the circuit partition PB . By
using 4-regular multigraphs, we have given these cycles a more “physical” in-
terpretation, cf. Figure 7.
Let c(pi) be the number of cycles of a signed permutation pi. The following
result is well known (in fact, this result has been extended into an equality in
[27]).
Theorem 2 ([2]). Let pi be a signed permutation with n elements. Then dr(pi) ≥
n+ 1− c(pi).
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Figure 8: The three possible routes a circuit partition can take.
The proof idea of Theorem 2 is to show that (1) if pi is the identity permutation,
then c(pi) = n+ 1 and (2) if pi′ is obtained from pi by applying a single reversal,
then c(pi′)− c(pi) ∈ {−1, 0, 1}.
We remark that the inequality of Theorem 2 usually takes the form dr(pi) ≥
n′ − c(pi), where n′ is the number of segments of the framed/anchored signed
permutation and is natural when segment $ is instead denoted by n′ = n+ 1.
For our running example we see by Figure 7 that c(pi) = 4. Thus dr(pi) ≥
7 + 1 − 4 = 4. We have seen in Section 2, and in particular Figure 2, that
dr(pi) ≤ 4. Consequently, dr(pi) = 4.
Notice that a circuit partition takes, for each vertex of the 4-regular multi-
graph, one of three possible routes, see Figure 8. Since care must be taken in the
case of loops, the four hi’s are not edges but actually “half-edges”, where two
half-edges form an edge. If circuit partitions P1 and P2 take a different route at
each vertex of G, then we say that P1 and P2 are supplementary. Notice that
PA and PB are supplementary circuit partitions.
For a given circuit partition P and vertex v of G, let P ′ and P ′′ be the
circuit partitions obtained from P by changing the route of P at vertex v. It is
well known that the cardinalities of two of {P, P ′, P ′′} are equal, to say k, and
the third is of cardinality k + 1.
Remark 3. In terms of 4-regular multigraphs, the issue discussed in Remark 1
translates to the question of whether the anchor should be $ or −$ (in other
words, $ in inverted orientation). We assume the former, but the latter anchor
is equally valid and may sometimes obtain a reversal distance that is one smaller.
We revisit this issue in Section 7.
4. Circle graphs
To study the effect of sequences of reversals, we turn to circle graphs. Let
us fix two supplementary circuit partitions P1 and P2 of a 4-regular multigraph
G, where P1 is an Euler system.
A vertex v of G is called oriented for P1 with respect to P2 if the circuit
partition P ′ obtained from P1 by changing the route of P1 at v to coincide with
the route of P2 at v, is an Euler system. We say that vertex v of Gpi is oriented
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Figure 9: Chord diagram corresponding to the Eulerian circuit depicted in Figure 6.
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v7
Figure 10: Circle graph Hpi for the signed permutation pi of the running example.
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for a signed permutation pi if v is oriented for PA with respect to PB . Thus
{v1, v2, v4, v6} is the set of oriented vertices of our running example.
To construct the circle graph, we assume first, for convenience, that G is
connected, i.e., P1 contains a single Eulerian circuit C. We draw C as a circle
and connect each two vertices with the same label by a chord to obtain a chord
diagram. See Figure 9 for the chord diagram of the Eulerian circuit of Figure 6.
We construct a (looped) circle graph H for G with respect to P1 and P2 as
follows. The set V (H) = V (G) and two distinct vertices of H are adjacent
when the corresponding two chords intersect in the chord diagram. Finally, a
loop is added for each vertex that is oriented for P1 with respect to P2. In the
general case where G is not necessarily connected, the circle graph for G is the
union of the circle graphs of each connected component of G. The circle graph
Hpi for signed permutation pi is the circle graph of Gpi with respect to PA and
PB . The circle graph for our running example is depicted in Figure 10.
Remark 4. We remark that a circle graph is called an “overlap graph” in the
literature of sorting by reversals. However, we use here the term circle graph
because circle graph is the usual name for this notion in mathematics. Also, the
vertices of an overlap graph in the literature on sorting by reversals are often
decorated by white or black labels instead of loops (black labels correspond to
loops). The rest of this section shows why using loops instead of vertex colors is
very useful when going to other combinatorial structures and matrices.
We now recall the well-known notion of an adjacency matrix of a graph.
First, the rows and columns of the matrices we consider in this paper are not
ordered, but are instead indexed by finite sets X and Y , respectively. We call
such matrices X×Y -matrices. Note that the usual notions of rank and nullity of
such a matrix A are defined — they are denoted by r(A) and n(A), respectively.
The adjacency matrix of a graphG, denoted by A(G), is the V (G)×V (G)-matrix
over the binary field GF (2) where for v, v′ ∈ V (G), the entry indexed by (v, v′)
is 1 if and only if v and v′ are adjacent (a vertex v is considered adjacent to
itself precisely when v has a loop).
The adjacency matrix A(Hpi) of the circle graph Hpi of Figure 10 is as follows:
A(Hpi) =

v0 v1 v2 v3 v4 v5 v6 v7
v0 0 0 0 0 0 0 0 0
v1 0 1 1 1 1 1 0 1
v2 0 1 1 0 1 1 0 0
v3 0 1 0 0 0 1 0 0
v4 0 1 1 0 1 1 0 0
v5 0 1 1 1 1 0 1 1
v6 0 0 0 0 0 1 1 0
v7 0 1 0 0 0 1 0 0

.
We now recall the following result from [36, Theorem 4].
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Theorem 5 ([36]). Let G be a 4-regular multigraph with l connected compo-
nents and let P1 and P2 be supplementary circuit partitions of G with P1 an
Euler system. Let H be the circle graph for G with respect to P1 and P2. Then
n(A(H)) = |P2| − c.
We have the following corollary to Theorem 5, which considers the case
where H is of the form Hpi.
Corollary 6. Let pi be a signed permutation. Then n(A(Hpi)) = c(pi).
Proof. By Theorem 5, n(A(Hpi)) = |PB | − |PA| = |PB | − 1 since PA contains
an Eulerian circuit of Gpi. Recall from Section 3 that c(pi) is the number of
circuits of PB excluding the circuit (1, . . . , n, $). Thus c(pi) = |PB | − 1. 2
Corollary 6 illustrates the usefulness of using loops instead of vertex colors for
circle graphs (cf. Remark 4).
For our running example, we have that c(pi) = |PB | − 1 = 5 − 1 = 4, so
n(A(Hpi)) = c(pi) = 4.
Using Corollary 6, we can translate the inequality of Theorem 2 as follows.
Theorem 7. Let pi be a signed permutation with n elements. Then dr(pi) ≥
r(A(Hpi)).
Proof. By Theorem 2 and Corollary 6, dr(pi) ≥ n+1−c(pi) = n+1−n(A(Hpi)).
The result follows by observing that |V (Hpi)| = n+ 1. 2
Lemma 8. Let pi be a signed permutation. Then pi is the identity permutation
if and only if r(A(Hpi)) = 0.
Proof. Let pi have n elements. Note that pi is the identity permutation if
and only if each intermediate segment forms a circuit of length 1 if and only
if c(pi) = n + 1. By Corollary 6, this is equivalent to n(A(Hpi)) = n + 1 and
therefore equivalent to r(A(Hpi)) = 0. 2
Note that r(A(H)) = 0 simply means that H contains no edges (i.e., consists
of only isolated vertices).
5. Local complementation
In order to study the effect of reversals on circle graphs, we recall the fol-
lowing graph notions. For a graph H and vertex v, the neighborhood of v in H,
denoted by NH(v), is {v′ ∈ V (G) | {v, v′} ∈ E(H), v′ 6= v}.
Definition 9. Let H be a graph and v a looped vertex of H. The local com-
plement of H at v, denoted by H ∗ v, is the graph obtained from H by comple-
menting the subgraph induced by NH(v).
In other words, for all p ⊆ V (H) = V (H ∗ v) with |p| ∈ {1, 2}, we have
p ∈ E(H ∗ v) if and only if either (1) p /∈ E(H) and p ⊆ NH(v) or (2) p ∈ E(H)
and p 6⊆ NH(v).
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Moreover, we denote by H ∗c v the graph obtained from H ∗ v by removing all
edges incident to v (including the loop on v). Thus v is an isolated vertex of
H ∗c v. Equivalently, H ∗c v complements the subgraph induced by the “closed
neighborhood” {v′ ∈ V (H) | {v, v′} ∈ E(H)}. Finally, we denote by H|v the
graph obtained from H ∗c v by removing the isolated vertex v. Note that each
of these three operations (∗v, ∗cv and |v) are only allowed on looped vertices v;
we say that such an operation is applicable to H if v is a looped vertex of H.
The interest of local complement for the topic of sorting by reversals is that
it corresponds to applying some particular type of reversal [31].
Theorem 10. Let pi be a signed permutation and let pi′ be the signed permuta-
tion obtained from pi by applying a reversal on the breakpoints corresponding to
an oriented vertex v. Then Hpi′ = Hpi ∗c v.
It turns out that local complementation has interesting effects on the under-
lying adjacency matrix (see, e.g., [15]).
Lemma 11. Let H be a graph and v a looped vertex of H. Then n(A(H|v)) =
n(A(H)). In other words, r(A(H ∗c v)) = r(A(H))− 1.
While Lemma 11 can be proved directly, another way is to (1) observe that
A(H|v) is obtained from A(H) by applying the Schur complementation matrix
operation [35] on the submatrix induced by {v} and (2) recall from, e.g., [39]
that Schur complementation preserves nullity. We remark that while A(H|v) is
obtained from A(H) by applying Schur complementation, A(H ∗ v) is obtained
from A(H) by applying the principal pivot transform matrix operation, which
is a partial matrix inversion operation, see, e.g., [38, 14].
Let H be a graph and let σ = (v1, . . . , vk) be a sequence of mutually distinct
vertices of H. A sequence ϕ = ∗cv1 ∗c v2 · · · ∗c vk of ∗c operations that is
applicable to H (associativity of ∗c is from left to right) is called an lc-sequence
for H. We say that an lc-sequence is full if Hϕ contains only isolated vertices.
Since (1) by Lemma 11, ∗c decreases rank by one and (2) a graph H contains
only isolated vertices if and only if r(A(H)) = 0, we directly recover the following
property observed in [21, Corollary 4] (see also [13, Section 6]).
Corollary 12. Let H be a graph and let ϕ be an lc-sequence of length k for H.
Then ϕ is full if and only if k = r(A(H)).
Note that if a full lc-sequence ϕ exists for Hpi with pi a signed permutation,
then by Theorem 7 and Lemma 8 we have that dr(pi) = r(A(Hpi)). So, each full
lc-sequence corresponds to an optimal sorting of pi.
6. Hannenhalli-Pevzner theorem
We now recall the so-called Hannenhalli-Pevzner theorem which gives a pre-
cise criterion on arbitrary graphs H for the existence of a full lc-sequence. This
theorem has been shown in [27] in terms of signed permutations pi, but has
later been extended to arbitrary graphs H (instead of essentially restricting to
13
circle graphs Hpi). Also, this result was shown independently in [23, 16] in the
context of gene assembly in ciliates (we recall this topic in Section 9). We give
here another proof of this result, closely following the reasoning of [3].
Let L be the set of looped vertices of a graph H. For all v ∈ V (H), we
denote N lH(v) = NH(v) ∩ L and NulH (v) = NH(v) \ L. Also, H is said to be
loopless if L = ∅.
Lemma 13. Let H be a connected graph and let v ∈ V (H) be looped. If H ′ is
a loopless connected component of H|v, then both (1) V (H ′) ∩N lH(v) 6= ∅ and
(2) NulH (v) ⊆ NulH (w) and N lH(w) ⊆ N lH(v) for all w ∈ V (H ′) ∩N lH(v).
Proof. Let H ′ be a loopless connected component of H|v. Since local comple-
mentation changes only edges between vertices of NH(v), V (H
′) ∩NH(v) 6= ∅.
Because local complementation complements the loop status of each vertex of
NH(v) and H
′ is loopless, V (H ′) ∩N lH(v) = V (H ′) ∩NH(v) 6= ∅.
Let w ∈ V (H ′) ∩N lH(v).
Firstly, let x ∈ NulH (v). Then x is looped in H|v. Since H ′ is loopless,
{x,w} /∈ E(H|v). Thus {x,w} ∈ E(H) (because x,w ∈ NH(v)). Consequently,
x ∈ NulH (w). Thus NulH (v) ⊆ NulH (w).
Secondly, let x ∈ N lH(w). If x /∈ N lH(v), then x ∈ N lH|v(w) which contra-
dicts the fact that w belongs to a loopless connected component of H|v. Thus
N lH(w) ⊆ N lH(v). 2
For a vertex v of H, define s(v) = |NulH (v)|− |N lH(v)|. Let MS(H) be the set
of looped vertices v of H such that s(w) ≤ s(v) for all w ∈ N lH(v). Note that
for any graph H with looped vertices, MS(H) is nonempty since it contains all
looped vertices that are (globally) maximal with respect to function s.
Lemma 14. Let H be a connected graph and v ∈ MS(H). Then each loopless
connected component of H|v consists of only an isolated vertex.
Proof. Let H ′ be a loopless connected component of H|v. Since v ∈ MS(H),
we have by Lemma 13, NulH (v) = N
ul
H (w) and N
l
H(w) = N
l
H(v) for some w ∈
V (H ′). Since v and w are moreover looped and adjacent, we have that w, and
therefore H ′, is an isolated vertex of H|v. 2
By iteration of Lemma 14, we obtain the following.
Theorem 15. Let H be a graph. Then there is a full lc-sequence for H if
and only if each loopless connected component of H consists of only an isolated
vertex.
Corollary 16 ([27]). Let pi be a signed permutation. If each connected compo-
nent of Hpi has at least one looped vertex or consists of only an isolated vertex,
then dr(pi) = n+ 1− c(pi).
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Figure 11: The DCJ operation.
w x
y z
Figure 12: Alignment corresponding to a reversal.
7. DCJ operations and multiple chromosomes
A reversal is a special case of a double-cut-and-join (DCJ for short) opera-
tion, also called recombination in other contexts. A DCJ operation is depicted
in Figure 11. A DCJ operation consists of three stages: first two distinct break-
points align, then both breakpoints are cut, and finally the ends are glued back
together as depicted in Figure 11. Since we consider endpoints to be break-
points as well, any of w, x, y and z may be nonexistent. From the alignment of
Figure 12 one observes that a reversal is a special case of a DCJ operation. DCJ
operations are allowed to be intermolecular as well, and so sorting by DCJ op-
erations may involve multiple chromosomes (for example a whole genome) and
each chromosome may be linear or circular. The DCJ distance of two genomes
gA and gB , denoted by dDCJ(gA, gB), is the minimal number of DCJ operations
needed to transform one genome into the other. A toy example of two genomes
gA and gB of species A and B, respectively, consisting of both linear and circular
chromosomes is given in Figure 13.
If gA and gB contain only circular chromosomes, then the method of Section 3
to construct a 4-regular multigraph applies essentially unchanged — the only
difference is that the circularization step is not done (and so no anchor $ is
introduced) because the chromosomes are circular already. Thus, we directly
apply the expand step to all chromosomes of gA and then construct the 4-
regular multigraph G as before. It is now a special case of [4, Theorem 1] that
dDCJ(gA, gB) = n − c, where n is the number of vertices of G (i.e., n is the
number of segments in gA and gB) and c is the number of circuits containing
intermediate segments of the circuit partition PB belonging to gB . The result
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Figure 13: The genomes of species A and B.
in [4] is not stated in terminology of circuit partitions of a 4-regular multigraph,
but instead in terms of a graph called an “adjacency graph”2. More precisely,
in [4] c is defined as the number of cycles in the adjacency graph, and it can
be readily verified that cycles in the adjacency graph correspond one-to-one to
circuits of PB containing intermediate segments.
While the construction of a 4-regular multigraph as outlined in Section 3
works when both genomes have only circular chromosomes, there are issues
for genomes containing linear chromosomes such as in Figure 13. Indeed, the
circularization of the linear chromosomes of gB in Figure 13 leads to two anchors
$1 and $2 which somehow need to be reconciled with the single anchor $ in the
linear chromosome of gA. Also, the issue discussed in Remarks 1 and 3 (which
concerns the issue of whether to use $ or −$ as the anchor) is exasperated when
there are several linear chromosomes. We leave it as an open problem to resolve
this issue of the absence of a canonical 4-regular multigraph for two genomes.
We mention that [4, Theorem 1] is able to calculate the DCJ distance in this
general setting (i.e., with linear chromosomes). The formula takes the form
dDCJ(gA, gB) = n− (c+ i/2), where i is the number of connected components of
the adjacency graph that are odd-length paths. Very roughly, one way to explain
this formula in terms of 4-regular multigraphs is that each odd-length path
corresponds to a side of a linear chromosome and an anchor (which increases n
by one) can be introduced in such a way that both sides of a linear chromosome
end up in different circuits (which increases c by two). So, the net effect of two
sides of a linear chromosome is one, hence the contribution of i/2.
Recall that the construction of a circle graph from Section 4 requires two
supplementary circuit partitions PA and PB of a 4-regular multigraph G where
PA is an Euler system. While in the theory of sorting by reversals PA is always
an Euler system (in fact, PA contains an Eulerian circuit of Gpi), the circuit
2The notion of adjacency graph is not to be confused with the different notion of adjacency
matrix as recalled earlier in this paper.
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partition PA belonging to a genome gA is not necessarily a Euler system. In
Section 8 we recall the notion of a delta-matroid which can function as a sub-
stitute for circle graphs in scenarios where circle graphs do not exist. In fact, as
we will see, delta-matroids are useful even in scenarios where circle graphs do
exist, such as in the theory of sorting by reversals.
8. Delta-matroids
It was casually remarked in the discussion of [28] that the Hannenhalli-
Pevzner theorem might be generalizable to the more general setting of delta-
matroids, which are combinatorial structures defined by Bouchet [5]. Indeed,
we recall now how delta-matroids can be constructed from circuit partitions
in 4-regular multigraphs and from circle graphs. In this way, various results
concerning the theory of sorting by reversals can be viewed in this more general
setting.
A set system D = (V, S) is an ordered pair, where V is a finite set, called
the ground set, and S a set of subsets of V . For set systems D1 = (V1, S1) and
D2 = (V2, S2) with disjoint ground sets, we define the direct sum of D1 and D2,
denoted by D1⊕D2, as the set system (V1 ∪V2, {X1 ∪X2 | X1 ∈ S1, X2 ∈ S2}).
In this case we say that D1 and D2 are summands of D. A set system D is
called connected if it is not the direct sum of two set systems with nonempty
ground sets. Also, D = (V, S) is called even if the cardinalities of all sets in S
are of equal parity. Let us denote symmetric difference by ∆. A delta-matroid
D = (V, S) is a set system where S is nonempty and, moreover, for all X,Y ∈ S
and x ∈ X ∆Y , there is an y ∈ X ∆Y (possibly equal to x) with X ∆{x, y} ∈ S
[5].
Let G be a 4-regular multigraph and let P1 and P2 be two supplementary
circuit partitions of G. Denote by DG(P1, P2) the set system (V (G), S), where
for X ⊆ V (G) we have X ∈ S if and only if the circuit partition P obtained
from P1 by changing, for each v ∈ X, the route of P1 at v to coincide with the
route of P2 at v, is an Euler system.
The following result is stated in [5, Theorem 5.2] (see also [7, Theorem 5.2]).
Theorem 17 ([5]). Let G be a 4-regular multigraph and let P1 and P2 be two
supplementary circuit partitions of G. Then DG(P1, P2) is a delta-matroid.
Example 18. Let Gpi be from Figure 5, PA = {C} be from Figure 6 and PB
be from Figure 7. Then DGpi (PA, PB) = (V (G), S), where
S = {∅, {v1}, {v2}, {v4}, {v6}, {v1, v3}, {v1, v5}, {v1, v6}, {v1, v7}, {v2, v4}, {v2, v5},
{v2, v6}, {v3, v5}, {v4, v5}, {v4, v6}, {v5, v6}, {v5, v7}, {v1, v2, v3}, . . .}.
For a graph H and X ⊆ V (G), we denote by H[X] the subgraph of H
induced by X (i.e., all vertices outside X are removed including their incident
edges). Also, denote by DH the set system (V (H), S), where for X ⊆ V (H),
X ∈ S if and only if the matrix A(H[X]) is invertible. As usual, the empty
matrix is invertible by convention.
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Theorem 19 (Theorem 4.1 of [7]). Let H be a graph. Then DH is a delta-
matroid.
The delta-matroids of the form DH for some graph H are called binary normal
delta-matroids [7].
We now recall the close connection between delta-matroids of circle graphs
and of circuit partitions of 4-regular multigraphs.
Theorem 20 (Theorem 5.3 of [7]). Let H be the circle graph of a 4-regular
multigraph G with respect to the supplementary circuit partitions P1 and P2 with
P1 an Euler system. Then DH = DG(P1, P2).
Note that Gpi, PA and PB as used in Example 18 are also used to construct
the circle graph Hpi of Figure 10. So, DGpi (PA, PB) of Example 18 is equal to
DHpi .
Notice, e.g., that the looped vertices of H precisely correspond to the sin-
gletons in DG(P1, P2). Indeed, the adjacency matrix of a subgraph containing
a single vertex v is invertible precisely when v is looped.
By Theorem 20, DG(P1, P2) corresponds to a circle graph if P1 an Euler
system. Recall that in the case of the sorting of genomes by DCJ operations
(see Section 7), the usual construction of a circle graph does not work since
the input does not necessarily correspond to an Euler system. However, we can
construct DG(P1, P2) and so delta-matroids allow one to work with combinato-
rial structures similar to circle graphs in cases (such as in Section 7) where a
corresponding circle graph does not seem to exist. This is one important reason
for considering delta-matroids. Another reason is that delta-matroids are often
more easy to work with than circle graphs (even in the cases where circle graphs
exist) since the operation of local complementation (on looped vertices) is much
more simple in terms of delta-matroids. We will recall this now.
For a set system D = (V, S) and X ⊆ V , define the twist of D on X, denote
by D ∗ X, as the set system (V, S′) with S′ = {X ∆Y | Y ∈ S}. Notice that
(D ∗X) ∗X = D. Also, it is easy to verify that if D is a delta-matroid, then so
is D ∗X.
Theorem 21. Let H be a graph and v ∈ V (H) be looped. Then DH∗v =
DH ∗ {v}.
By Theorem 21, DH∗cv is obtained from DH ∗{v} by removing all sets containing
v.
We can translate the notion of a full lc-sequence for graphs to the realm of
delta-matroids. Let D = (V, S) be a set system. A sequence σ = (v1, v2, . . . , vk)
of mutually distinct elements of V is a lc-sequence for D if for all i ∈ {0, . . . , k},
{v1, . . . , vi} ∈ S. Note that, in particular, ∅, {v1, . . . , vk} ∈ S. An lc-sequence
σ = (v1, v2, . . . , vk) for D is said to be full if {v1, . . . , vk} ∈ max(S), where
max(S) is the set of maximal elements of S with respect to inclusion.
Lemma 22. Let H be a graph. Then σ = (v1, v2, . . . , vk) is an lc-sequence for
DH if and only if ϕ = ∗cv1 ∗c v2 · · · ∗c vk is an lc-sequence for H. Moreover, in
this case, σ is full if and only if ϕ is full.
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Proof. We prove the first statement by induction on k. If k = 0, then σ and
ϕ are empty sequences and so the result holds trivially. Assume that k > 0 and
that the result holds for k′ = k − 1.
First, let σ be an lc-sequence for DH . In particular, σ′ = (v1, v2, . . . , vk−1) is
an lc-sequence for DH . By the induction hypothesis, ϕ′ = ∗cv1 ∗c v2 · · · ∗c vk−1
is an lc-sequence for H. Assume to the contrary that ϕ is not an lc-sequence.
Then vk is not a looped vertex of Hϕ
′. Thus {vk} is not a set of DHϕ′ . By
the sentence below Theorem 21, {vk} is not a set of DH ∗ {v1, v2, . . . , vk−1}. In
other words, {v1, v2, . . . , vk} is not a set of DH — a contradiction.
Second, let ϕ be an lc-sequence for H. In particular, ϕ′ = ∗cv1∗cv2 · · ·∗cvk−1
is an lc-sequence for H. By the induction hypothesis, σ′ = (v1, v2, . . . , vk−1) is
an lc-sequence for DH . It suffices now to show that {v1, v2, . . . , vk} is a set of
DH . By the sentence below Theorem 21, {vk} is a set of DH ∗{v1, v2, . . . , vk−1}.
Thus {v1, v2, . . . , vk} is a set of DH .
We now prove the second statement. By the strong principal minor theorem,
see [32] and also [13, Lemma 12], each set in max(S) is of cardinality r(A(H)).
Thus lc-sequence σ is full if and only if k = r(A(H)) if and only if ϕ is full (by
Corollary 12). 2
We are now ready to rephrase Theorem 15 in delta-matroid terminology as
follows.
Theorem 23. Let D be a binary normal delta-matroid. Then there is a full lc-
sequence for D if and only if each even connected summand of D with nonempty
ground set is of the form ({v},∅) for some element v in the ground set of D.
Proof. Since D is a binary normal delta-matroid, we have that D = DH for
some graph H. By Lemma 22, there is a full lc-sequence for D if and only if there
is a full lc-sequence for H. Also observe that, if a graph H ′ consists of only an
isolated vertex v, then DH′ = ({v},∅). By Theorem 15, it suffices to recall that
(1) a graph H ′ is loopless if and only if DH′ is even (the if-direction is immediate
and the only-if direction follows from the well-known fact that invertible zero-
diagonal skew-symmetric matrices have even dimensions, see, e.g., [11]) and (2)
for all X ⊆ V (G), the subgraph of H induced by X is a (possibly empty) union
of connected components of H if and only if there is a summand of DH with
ground set X [9, Proposition 5]. 2
Theorem 23 does not hold for arbitrary delta-matroids. Indeed, the delta-
matroid D = (V, S) with |V | = 3 and S = {X ⊆ V | |X| 6= 1} is connected but
not even and so the right-hand side of the equivalence of Theorem 23 trivially
holds. However, D does not have a full lc-sequence since D does not contain
any singletons. It would be interesting to see to which class of delta-matroids
Theorem 23 can be generalized.
We briefly mention that delta-matroids have been generalized to multima-
troids in [10]. In this general setting, delta-matroids translate to a class of
multimatroids called 2-matroids. Therefore, this section could also have been
phrased in the setting of 2-matroids. Another class of multimatroids, called
19
tight 3-matroids can also be associated to 4-regular multigraphs. See [12] for
the case where the 4-regular multigraph is derived from the context of gene
assembly in ciliates, which is a theory closely related to that of sorting by re-
versals, see Section 9. Although it is out of the scope of this paper, it would be
interesting to study tight 3-matroids associated to 4-regular multigraphs from
the context of sorting by reversals.
9. A closely related theory: gene assembly in ciliates
Gene assembly is a process taking place during sexual reproduction of uni-
cellular organisms called ciliates. During this process, a nucleus, called the
micronucleus (or MIC for short), is transformed into another, very different,
nucleus, called macronucleus (or MAC for short). Each gene in the MAC is
one block consisting of a number of consecutive3 segments called MDSs. These
MDSs also appear in the corresponding MIC gene, but they can appear there
in (seemingly) arbitrary order and orientation with respect to the MAC gene
and they are moreover separated by noncoding segments called IESs. A (toy)
example of a gene consisting of seven MDSs M1, . . . ,M7 is given in Figures 14
and 15, where the IESs are denoted by I1, . . . , I8 and if an MDS Mi in the
MIC gene is in inverted orientation (i.e., rotated by 180 degrees) with respect
to the MAC gene, then this is denoted by Mi (this is the standard notation in
this theory, and would of course be written with a minus sign, i.e., −Mi, in the
theory of sorting by reversals).
The postulated way in which a MIC gene is transformed into its MAC gene
is through DCJ operations (called DNA recombination in this context), where
MDSs that are not adjacent in the MIC gene but are adjacent in the MAC gene
are aligned, cut and glued back such that the two MDSs become adjacent like
they appear in the MAC. For example, segments w and z of Figure 11 may
be MDSs Mi and Mi+1, respectively, and x and y IESs. In the intramolecu-
lar model, the application of DCJ operations is restricted in such a way that
they cannot result in MDSs appearing in different molecules [22] (however, it
is allowed to apply two DCJ operations simultaneously, when each of them
separately would result in a split of the molecule).
Starting from the MIC gene, Figure 14, we can construct a 4-regular multi-
graph in a similar way as for the theory of sorting by reversals. However, unlike
before, the left-hand side of the first MDS M1 and the right-hand side of the
last MDS M7 are not considered breakpoints. Hence, in Figure 14, we merge
adjacent segments I1 and M1 (M7 and I4, respectively) in the MIC gene into
a single segment called I1M1 (M7I4, respectively). Moreover, recall that before
we introduced an anchor segment $ during the circularization, because the end-
points of a chromosome are breakpoints too. In the case of MIC genes, there
are no endpoints that are breakpoints and so we omit the anchor segment $.
3Actually, the MDSs overlap slightly in the MAC (the overlapping regions are called point-
ers), but this is not relevant for this paper.
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Figure 14: MIC form of a gene
M1 M2 M3 M4 M5 M6 M7
Figure 15: MAC form of a gene
Instead, during the circularization the rightmost segment I8 is merged with the
leftmost segment I1M1 in the MIC gene into a single segment called I8; I1M1,
see Figure 16. Finally, because the “signed permutation” of Figure 14 already
contains intermediate segments (the IESs), we also do not have an expand step
like in Figure 3. In this way, the intermediate segments are physical, while they
are “virtual” in the theory of sorting by reversals.
The construction of a 4-regular multigraph from Figure 16 is now identical
as in the theory of sorting by reversals. Due the similarity of the “signed per-
mutations” of Figures 1 and 14, we see that the circle graph corresponding to
Figure 16 is obtained from the circle graph of Figure 10 by removing vertices
v0 and v7. See [17] for more details on how the 4-regular multigraphs, circle
graphs and delta-matroids can be used to study gene assembly in ciliates.
From the discussion above it is not surprising that the theory of sorting by
reversals and the theory of gene assembly in ciliates partly overlap. For example,
in both theories local complementation plays an important role — indeed, as
we mentioned in Section 6 the Hannenhalli-Pevzner theorem was discovered
independently in both theories. We remark that links between gene assembly
in ciliates and sorting by reversals have also been appreciated in [18, 29, 30].
10. Discussion
We have shown that the theory of 4-regular multigraphs, including their
accompanying combinatorial structures such as circle graphs and delta-matroids,
can be applied to the topic of sorting by reversals. The fact that a notion such
as local complementation has been rediscovered in the context of sorting by
reversals signifies the importance of the theory of 4-regular multigraphs.
This paper may serve as an introduction to the theory of 4-regular multi-
graphs for the audience familiar with sorting by reversals. This paper has cov-
ered only very little of the extensive body of knowledge that the theory of
4-regular multigraphs provides and that can be applied to the topic of sorting
by reversals. Indeed, we also mention for example the notion of touch graph [6,
Section 6] (see also, e.g., [37]) of a circuit partition P that is likely to be useful
for sorting by reversals. Indeed, while omitting details, the touch graph of a
circuit partition PB belonging to species B in the context of sorting by reversals
21
I8
;I
1
M
1
I2
M
6
I 3
M
7
I 4
M4
I5
M
2
I
6
M
5
I7
M
3
Figure 16: Circularization of the MIC gene of Figure 14.
(and also in the context of gene assembly in ciliates) is of a very special form,
that of a star graph, which likely have interesting consequences. Indeed, while
only implicitly stated in [19], this star graph property is key in the main result
of [19] from the context of gene assembly in ciliates.
Since the theory of gene assembly in ciliates can also be fit into the theory
of 4-regular multigraphs, we have also extended the links between the theories
of gene assembly in ciliates and sorting by reversals as observed in [18, 29, 30].
Finally, we have formulated the open problem of using the theory of 4-regular
multigraphs in the case of DCJ operations in the presence of linear chromosomes
(see Section 7) and also the open problem of generalizing the Hannenhalli-
Pevzner theorem from graphs to a suitable subclass of delta-matroids (see Sec-
tion 8).
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