Abstract: Continuous Annular Electro-Chromatography (CAEC) is a novel high performance continuous separation process for high value substances. It results from the combination of the two techniques of capillary electro-chromatography and annular chromatography. We describe an iterative online optimization scheme for this process based upon measured chromatograms at one fixed location at the outlet. The optimization is based upon a rigorous 2D model of the apparatus and the gradient modification technique that has been proposed for the optimization of batch chromatography by Gao and Engell (2005) . 
INTRODUCTION
Chromatography in the analytical and preparative scale is well established in science and industry since many decades ago. The most widely used technique is batch chromatography where small amounts of the mixture that has to be separated are injected into a column sequentially and the fractions are collected at the outlet. This however leads to low throughput and high dilution of the products. This is overcome by quasi-continuous chromatographic separation techniques as Simulated Moving Bed (SMB) chromatography and Multi-Column Chromatography (MCC, Aumann and Morbidelli, 2007) . An overview of model-based techniques for the optimization and control of batch as well as continuous chromatographic processes is given by Engell and Toumi (2005) . Annular Chromatography is a fully continuous process where the fixed bed is in an annulus between two cylinders and either the feed and the product take-up or the bed is rotating. In the EU-funded project CAEC an apparatus is currently being developed in which the principle of annular chromatography is used with an electrical field as the driving force for the flow of the fluid. For reproducible operation, online control is necessary. For this purpose a sensor is available that provides one chromatogram per rotation measured at one of the multiple outlets of the plant. In this paper we propose a model based online optimizing control scheme for Continuous Annular Electro-Chromatography (CAEC).
CAEC AS A COMBINATION OF CAPILLARY ELECTRO-CHROMATOGRAPHY AND ANNULAR CHROMATOGRAPHY
Capillary electro-chromatography (CEC), the combination of capillary electrophoresis (CE) and high performance liquid chromatography (HPLC), is a very efficient separation tool for analytical applications. The throughput however is too small for its use in the isolation of valuable substances in production. Combining electro-chromatography with the principle of annular chromatography enables the operation of electro-chromatography as a continuous process for preparative, i.e. production scale applications. Fig. 1 shows the resulting process schematically.
Chromatographic separations use the different affinities of the components of a (usually liquid) mixture to a fixed bed that lead to different velocities with which the components move through the bed. In batch chromatography, a certain volume of the mixture is injected, and the different components arrive at the outlet at different times and thus can be collected independently. The strength of the adsorption of the components to the solid bed is described by the adsorption isotherms. If these are nonlinear, sharpening of the fronts may occur in addition to smoothing of the profiles by diffusion and dispersion. 
Capillary electro-chromatography (CEC)
In CEC, the liquid containing the mixture that is separated is moved through the solid bed not by applying pressure but by A detailed description of the underlying physical principals can be found in the work of Bart (2008) . The advantage of this driving force is that the flow is nearly an ideal plug flow and does not depend on the pore size (above a specific lower boundary of the pore size). The resulting dispersion in EOF driven systems is significantly lower than in pressure driven systems (Hlushkou et al., 2007) , which increases the separation efficiency.
Annular Chromatography
Annular chromatography can be described as a system where many batch columns are ordered in a circle as sketched in Fig. 1 . The feed moves from column to column while all remaining columns are fed with pure solvent. The product then can be collected with a time delay depending on the residence time in each column with the same switching period as the feed. From this discrete description the continuous process results by simply neglecting the walls between the columns and transforming the stepwise feed and collecting movement to a continuous rotation. The solid phase is fixed in a slit between two concentric cylinders with a rotating feed needle at the top and a rotating product collecting at the bottom. Alternatively, feed inlet and collecting device can be fixed and the annulus is rotating. The concentration fronts appear as continuously moving bands with a constant angle between feed insertion and product collection. The angle is specific for each component and can be interpreted as a transformed residence time. An important detail is the design of the outlet structure which usually consists of a fixed number of outlets or channels. Compared to batch chromatography, the main physical difference is the dispersion in angular direction due to the additional spatial dimension. The discrete approximation implies a similarity of annular chromatography to conventional single column batch chromatography for the transformation of the characteristic times as summarized in Table 1 . The simulation of a one dimensional chromatographic separation as a tool for process optimization or control does usually not describe all details within the column in a physically correct manner. It rather must precisely predict the chromatograms that result as a summation of all the single effects. In the model parameters, several effects are lumped together and their adaptation provides enough degrees of freedom to match the observed behavior. The separation here takes place in an annular gap in which each section in the annular direction can be interpreted as a single chromatographic separation. Non-homogeneities between these chromatographic subsystems lead to changes in the spatial chromatogram as it is the concentration distribution over all outlets at a fixed point in time. The EOF is one crucial effect that is sensitive to such non-homogeneities because it depends not only on the quality of the packing but also on the charge distribution on the surface of the solid phase, the porosity, the surface roughness and the solvent composition (Yang et al., 2008 , Chen et al., 2005 , Hlushkou et al., 2007 . In order to be able to include such inhomogeneities in the plant model, we use a twodimensional model of the annular system for control and optimization purposes. It can represent a nonhomogenous EOF in circumferential direction as well as peak broadening due to circumferential dispersion.
Modelling
The following assumptions were made:
-The separation of two compounds is investigated.
-The solid phase is a monolith and its porosity is homogeneous on the microscopic scale. It can be described by a characteristic porosity ε. No differentiation between inner particle and inter particle space has to be made.
-The convective flow is only forced by the EOF, not by a pressure drop in axial direction.
-The individual electro mobility of each compound can be lumped into an effective stoichiometric charge number z eff which can also have non-integer values.
-The mass transfer between the liquid phase and the solid phase depends linearly on the difference to the equilibrium (Liapis et al., 1999 ).
-The adsorption equilibrium is described by a Langmuir isotherm.
-The feed mixture enters at the feed angle θ feed with the velocity caused by the EOF at that position. Feed volume flow and EOF are the same.
-Dispersion in angular direction is one order of magnitude lower than in axial direction (Thiele et al., 2001 ).
-The width of the slit is small compared to the radius of the cylinders so that a planar geometry of the chromatographic domain can be assumed.
-The temperature is held constant over the overall annulus.
The resulting differential mass balances for compound i with its concentration in the bulk phase c i and on the solid phase c s,i are given in (1) (with the dispersion coefficients D, the axial velocity u i , the porosity ε, the electrical field E, the Boltzmann constant k, the mass transfer coefficient k f , the temperature T, the elementary charge e and the stoichiometric charge number z i in the axial coordinate z and the circumferential coordinate θ and the time t) (Thiele et al., 2001; Grimes and Liapis, 2001; Hilbrig and Freitag, 2003; Wolfgang and Prior, 2002; Bart et al., 1998) .
The equilibrium load q is a function of the concentration in the liquid phase and is described by a competitive Langmuir isotherm (bottom right in (1)). By multiplying with L/u a dimensionless equation system with the dimensionless coordinates x=z/L, y=θ/B and τ=ut/L is obtained (L and B are height and length of the solid bed).
Numerical Simulation
The differential mass balance of each component in the liquid phase (1) was discretised in space and time by an Exponential High Order Compact Alternating Direction Implicit (EHOC ADI) method (Tian and Ge, 2007) to reduce the partial differential equations (PDE) to an algebraic system. This method is an alternative to the established numerical methods as e.g. Galerkin-methods or collocation on finite elements that are commonly used in the simulation of chromatographic processes (Klatt et al., 2000) . It was developed for the solution of unsteady two dimensional convection-diffusion problems and is 4 th order accurate in space and 2 nd order accurate in time.
The algebraic system (2) in the first step is solved for the intermediate variable C* by inversion of the matrix Z x . The difference operators for the first and second derivative in space and the coefficients of the PDE are lumped into the operators L x, and L y . In the second step the matrix Z y is inverted to obtain the desired liquid concentration C at the time step n+1 on each grid point of the discretised chromatographic domain. The source term S n+1 describes the mass transfer to the solid phase at time step n+1 which is not explicitly known as it depends on C n+1 itself. The solid phase is described by an inhomogeneous ODE system. Besides the mass transfer to the solid phase (1), derivatives of the isotherms and the liquid concentrations in respect to time are needed. They are approximated by finite differences of the discrete time solution given by the EHOC ADI. The resulting ODE system with 6 equations for each grid point is solved by the implicit ODE solver LSODI. The overall solution of the coupled PDE-ODE system is iteratively approximated as shown in Fig. 2 , similar to other numerical methods for the two dimensional solution of the mass balance of AC (Thiele et al., 2001) . The iteration scheme as well as the EHOC ADI were implemented in MATLAB. With a relative convergence tolerance of the solid phase mass balance of 10 -6 , 7 to 15 iterations per time step are needed depending on the parameterization. The scheme is shown schematically in Fig. 2 , and a simulated chromatogram of a separation in a CAEC process is shown in Fig. 3 . The structure of the process, in particular the fact that only one chromatogram is measured per rotation where the individual components are not resolved, has similarities to batch chromatography rather than to other continuous processes like the SMB process and its variants. As in our work on the operation of SMB, we want to optimize the performance of the process by feedback control, also termed "optimizing control" (Engell, 2007) . An important aspect of online optimizing control is how the inevitable plant-model mismatches are handled. plant-model mismatch is to correct not only the absolute values of the predictions but also the partial derivatives (gradients) of the model using empirical gradients (Tatjewski, 2002) . This correction ensures convergence to the true optimum in the presence of model errors, if the true gradients can be estimated from the available measurements. This approach was further developed and applied to batch chromatography in (Gao and Engell, 2005) . A key aspect of this method is how to choose new set-points in the iterative optimization if the gradients cannot be estimated well from the past inputs that resulted from the iterative optimization (Gao and Engell, 2005; Marchetti et al., 2010) . These additional set-points temporarily decrease the performance of the process but improve the estimation of the gradients.
Online parameter estimation and model adaptation can be combined with the gradient modification scheme to improve convergence, in particular if the plant model is structurally correct. In this paper we will focus on the gradient modification scheme. 
Control hierarchy

Purity Control and Optimization
Offline optimization of the manipulated variables
The following qualitative dependencies of the performance parameters (throughput and dilution) on the degrees of freedom (voltage and rotational speed) were observed in simulation studies:
-The peaks get narrow and finally start to overlap if the voltage is increased, resulting in a lower separation factor and yield at a given purity. The throughput increases proportionally.
-The peaks get broader and the separation factor increases if the rotational speed is increased, caused by the fact that the amount of feed introduced per angular section decreases and thus the dilution also increases.
In order to optimize the performance of the CAEC unit, a simple formulation of the optimization problem that represents the conflicting goals of the separation to maximize throughput and to minimize the dilution of the valuable components is used. The optimal performance is achieved when for a complete separation (i.e. the specified purities and yields are reached) at the highest possible voltage (i.e. for the highest possible throughput) the product dilution is minimal. While the throughput is proportional to the applied electrical field, the product dilution reciprocally depends on the rotational speed. The following formulation with the variables voltage U, yield Y, purity Pur and rotational speed ω reflects these conflicting goals (3). The parameters m and n determine the slope of the cost function and can be interpreted as tuning parameters for the solver or as weights to put the priority either on a high throughput or on a low dilution. The choice of m and n is not critical because most of the time U is at the constraint U max . 
Iterative online set-point optimization
The main idea of iterative online set-point optimization is to use a model of the process to calculate optimal set-points while supplementing this calculation with information about the actual behavior of the plant by modifying the gradients with respect to the manipulated variables. An iteration between plant operation and set-point optimization as shown in Fig. 4 is performed. The procedure is similar to a manual optimization in which a small change is applied, the resulting behavior is observed, and the next small change is applied considering the difference between expected and observed behavior of the previous step. The iterative procedure using gradient modification proceeds as follows:
First a set of initial set-points is given to the plant and the plant outputs (chromatograms) are measured. Thereafter an optimization of the set-point within bounds on the change of the set points is performed. for that purpose but are corrected with the true derivatives computed from the measurements by finite differences. The resulting optimum set-point (within the bound of a maximum step size) is then applied to the plant and the output is measured again. The plant is driven to the optimum step by step, although the process model does not exactly predict the plant behavior because of model errors, disturbances or degradation.
We consider a general optimization problem (4a) similar to (3) with J as cost function and the manipulated variable vector u (consisting of the rotational speed and voltage in our case). g describes the inequality constraints on purity and yield which depend on the model output y (4b). In our case, J depends only on u and not on the measured variables. 
where
is given by the plant model. It can be assumed that the calculated costs are equal to the real costs (the rotational speed and the voltage can be measured very accurately), so the problem of model mismatch reduces to errors in the constraints g(u, y) g(u, f (u))  . The constraint function is modified using the acquired plant information in each iteration:
Here (k) g *(u ) is the measured value of the constraint at the set-point (k) u and (k) u (g*) ' (u ) is the gradient of the measured constraint with respect to u at set-point (k) u . The estimation of the true gradient will be discussed in the next section. The modified constraint function has the following properties at (k) u u  :
-The modified constraint has the same value as the real constraint function;
-The modified constraint has the same first order derivative as the real constraint function.
Therefore, the modified constraint function approximates the real constraint function in the vicinity of the set-point. A bound
is added to the optimization problem to limit the search range in the computation of the next set-point such that the approximation is not too inaccurate. Then the modified optimization problem can be stated as:
The gradient at the set-point (k) u is approximated as:
The matrix S has to be inverted in each iteration for the gradient estimation. S consists of the changes in the set-point vector u between iteration k and the previous iterations k-i, i = 1,2…m. m denotes the dimension of vector u which is 2 in our case. If S is ill-conditioned, the gradient estimation becomes inaccurate and additional set-points need to be applied to estimate the gradients reliably.
For CAEC special attention has to be paid to the computation of the gradients. To determine the maximum yield for a given purity constraint, the concentration in all collecting vessels has to be evaluated. The collecting vessels are rotating and are positioned under the outlets. The concentration in each vessel is calculated by integrating the outflow of the corresponding outlet over the time span the vessel is located below this outlet (in the following defined as a collecting step, see Fig. 5 ). The time span for which the outflow of each outlet is collected in one vessel is defined by the rotational speed and the width of the vessel itself. In the ideal case, each outlet contributes the same volume with the same concentration for one vessel, because it moves with the exact same velocity as the concentration front (as implied in Fig. 5 ). Therefore the computation of the yield and purity can already be done after one collecting step. The numbers of vessels which then in sum satisfy the purity constraints are calculated by a mixed integer program which maximizes the yield under the purity constraints by deciding which vessels contribute to the product collection. This MIP also includes a local fine tuning of the collecting vessels to define the optimal relative position of the vessels under the peaks. This is necessary because the simulator in the optimization only provides a chromatogram of the stationary system for fixed inputs. It does not include the exact position of the vessels that is calculated in the control algorithm of the collecting device. This results in large fluctuations and many local optima of the yields depending on the rotational speed as shown in Fig. 7 . For each rotational speed, an adjustment of the starting angle of the first vessel is computed to compensate these fluctuations in order to estimate the gradients reliably (Fig.  7) . The output of this optimization is the maximum yield which can be achieved for each substance. Several strategies for the choice of the additional set-points that are required if S is ill-conditioned were compared (Gao and Engell, 2005) . The most promising one was iterative gradient-modification optimization with gradient estimation based on finite difference method with additional set-point perturbation when necessary (FDPN). In this technique, the additional set-points are chosen by solving an optimization problem which maximizes the inverse condition number d of the matrix S a (a denotes that an additional set-point is included in S) in a limited range +/-∆u around the current set-point (k) u . Solving this non linear optimization problem can however be computationally costly. In order to reduce the overall number of function evaluations, it is beneficial to choose the additional set-point a priori, which can be done if the correlation between the location of the additional setpoint and the error of the gradient estimation is known. In the work of Machetti et al. (2010) this topic is discussed. In our algorithm the additional set-point is chosen by simply taking a feasible set-point at a certain distance orthogonal to the line between the previous two set-points. With this choice, the overall performance could be significantly improved in terms of convergence and computational effort. While the reduction in CPU time can be explained by the significant reduction of function evaluations due to the replacement of the nonlinear optimization problem (10), the improvement in terms of overall iterations and optimality results from the reduction of the gradient estimation error. Table 2 shows a comparison of FDPN and the simple orthogonal step for optimizing a chromatographic batch separation with model mismatch and measurement errors. 20 experiments with each method were performed with a simulated measurement error of 0.3% for the yield and 1% for the purity. The condition number of S was prescribed to be less or equal to 10. The CPU time, the number of iterations, the number of additional set-points and the optimality (closeness to the true optimum) where improved considerably. proposed by Gao and Engell (2005) with the modified scheme; applied for batch chromatography; *percentage of optimal set-point (mean of volume flow and injection time) 
RESULTS OF THE ITERATIVE SET-POINT OPTIMIZATION FOR THE CAEC PLANT
The scheme was tested with a simulated CAEC plant (twodimensional model) as described in section 3. Table 3 shows the parameters of the model used in the optimization and of the virtual plant (simulation model). It was assumed that model mismatches in all important physical properties are present. The convergence of the scheme under the conditions mentioned below proves the viability of the concept for CAEC. It has to be pointed out, that these model errors are quite significant and that they lead to a prediction of a better separation compared to the separation that is achieved in the real (virtual) plant. As can be seen from Fig. 8, 10 and 11, the cost function (3) is successively decreased while the purity and the yield are kept in the feasible range. 
