The top-k error is often employed to evaluate performance for challenging classification tasks in computer vision as it is designed to compensate for ambiguity in ground truth labels. This practical success motivates our theoretical analysis of consistent top-k classification. To this end, we define top-k calibration as a necessary and sufficient condition for consistency, for bounded below loss functions. Unlike prior work, our analysis of top-k calibration handles non-uniqueness of the predictor scores, and extends calibration to consistency -providing a theoretically sound basis for analysis of this topic. Based on the topk calibration analysis, we propose a rich class of top-k calibrated Bregman divergence surrogates. Our analysis continues by showing previously proposed hinge-like top-k surrogate losses are not top-k calibrated and thus inconsistent. On the other hand, we propose two new hinge-like losses, one which is similarly inconsistent, and one which is consistent. Our empirical results highlight theoretical claims, confirming our analysis of the consistency of these losses.
Introduction
Consider a multiclass classifier which is granted k guesses, so its prediction is declared error-free only if any one of the guesses is correct. This conceptually defines the top-k error (Akata et al., 2012 ) (equiv. top-k accuracy). Top-k error is popular in computer vision, natural language processing, and other applied problems where there are a large number of possible classes, along with potential ambiguity regarding the label of a sample and/or when a sample may correspond to multiple labels e.g. an image of a park containing a pond may be correctly labeled as either a park or a pond Russakovsky et al. (2015) ; Xiao et al. (2010) ; Zhou et al. (2018) .
Like the zero-one loss for binary classification, the top-k error is typically not minimized directly because it is discontinuous and only has zero gradients. Instead, practical algorithms depend on minimizing a surrogate loss, often a convex upper bound (Lapin et al., 2015; 2016) .
Most commonly, the predictive model is trained to output a continuous-valued score vector, and the classes corresponding to the top k entries of the score vector constitute the classification prediction (Lapin et al., 2018) . While popular in practice, there is limited work on the theoretical properties of top-k error and its surrogate losses. We are particularly interested in the consistency of surrogate losses, which says whether the learned classifier converges to the Bayes optimal in the infinite sample limit.
We begin by characterizing the Bayes optimal classifier for the top-k error. Our careful analysis reveals precise conditions required for a prediction to be top-k calibrated. Importantly, our analysis does not use implicit uniqueness assumptions in prior work. Our consistency analysis gives rise to the notion of the top-k calibration of a surrogate loss function, which, in the case where a minimizer exists, informally states that any minimizer of the loss also minimizes the top-k error. We further show that this condition, clearly necessary for consistency, is also sufficient assuming the loss function is bounded below.
Following the calibration analysis, we formulate a class of top-k consistent surrogate functions based on Bregman divergences, motivated by Ravikumar et al. (2011) . At this point we generalize our framework to the weighted top-k evaluation metric, where each class has a different misclassification penalty. Rounding up our analysis, we investigate several hinge-like top-k surrogates proposed in Lapin et al. (2015) , while proposing two of our own. We find all but one of the 5 hinge losses to be inconsistent, and one we propose to be consistent.
Main Contributions. In summary, our main contributions are outlined as follows:
• We carefully analyze (weighted) top-k Bayes-optimal classifiers. This results in the formulation of a property fundamental to top-k consistency (top-k preserving) and a notion of calibration which is necessary and sufficient to construct (weighted) consistent top-k sur-rogate losses.
• We propose a family of consistent (weighted) top-k surrogate losses based on Bregman divergences. We show the inconsistency of previously proposed top-k hinge-like surrogate losses and propose new ones, one of which is (weighted) top-k consistent.
In addition to our theoretical analysis, empirical results are provided to highlight our claims. In particular, we are able to empirically observe our results on the consistency of the hinge-like losses in action via a synthetic experiment.
Notation
For any N ∈ Z + , we use [N ] = {1, . . . , N }. We assume there are M classes and denote the input space as X . In addition to associating the label with an index l ∈ [M ], we represent the label as a vector y ∈ {0, 1} M =: Y where y l = 1 and y i = 0 for all i ∈ [M ] \ {l}. We slightly abuse this notation for conciseness so that when y appears in a subscript or as the index in a sum, it refers to the index/label in [M ] . The data is assumed to be generated i.i.d. from some distribution P over X × Y.
Define the probability simplex ∆ M := {v ∈ R M | ∀m ∈ [M ], v m ≥ 0, M m=1 v m = 1}, and let η(x) ∈ ∆ M be the conditional distribution of y ∈ Y given x ∈ X , i.e. η(x) m = P (l = m | X = x) = P (y m = 1 | X = x). Furthermore, given a vector v ∈ R m , let v [j] denote the jth greatest entry of v. For example, if v = (1, 4, 4, 2), then
Related Work
The statistical properties of surrogates for binary classification are well-studied (Zhang, 2004b; Bartlett et al., 2003) . Furthermore, many of these results have been extended to multiclass classification with the accuracy metric (Zhang, 2004a; Tewari & Bartlett, 2005) . Usually, y ∈ {1, . . . , M }, s ∈ R M is a vector-valued score, and the prediction is the index of the entry of s with the highest value. There have also been recent studies on a general framework for consistent classification with more general concave and fractional linear multiclass metrics (Narasimhan et al., 2015) . In the realm of multilabel classification, there is work on extending multiclass algorithms to multilabel classification (Lapin et al., 2018) , characterizing consistency for multilabel classification (Gao & Zhou, 2013) , and constructing a general framework for consistent classification with multilabel metrics (Koyejo et al., 2015) .
On the other hand, statistical properties such as consistency of surrogate loss functions for the top-k error are not so thoroughly characterized. It is known that softmax loss − log (Zhang, 2004a) . However, the consistency of recently proposed improved top-k surrogates such as proposals in Berrada et al. (2018) ; Lapin et al. (2015; 2016; has so far remained unresolved. Our work resolves some of these open questions by showing their inconsistency, in addition to providing a more robust framework for top-k consistency.
Top-k consistency
We begin by formally defining the top-k error. Definition 2.1 (Top-k error). Given label vector y ∈ Y with y l = 1 and prediction s ∈ R M , the top-k error is defined as
where
is the top-k thresholding operator which selects the k indices of the greatest entries of the input, breaking ties arbitrarily.
In general, s is the output of some predictor θ given a sample x ∈ X . The goal of a classification algorithm under the top-k metric is to learn a predictor θ : X → R M that minimizes the risk
Furthermore, we define optimal risk and conditional risk
Analogous population statistics for arbitrary loss functions ψ : R M × Y → R are denoted using the standard notation (i.e. swapping out the metrics) e.g. ψ risk is defined as
Bayes Optimality
Here we define and characterize Bayes optimal predictors for the top-k error. Definition 2.2 (Top-k Bayes optimal). The predictor θ * :
Remark 2.1 shows that nuances of the top-k error can lead to seemingly natural definitions being incorrect. For instance, Lapin et al. (2016; write top-k optimality as:
Consider the following counter-example. Let s = (0, 1, 1), η = (1, 0, 0) and k = 2. Note
. By the above definition, such an s is considered optimal. Yet, it achieves 100% top-k error since it results in a prediction r 2 (s) = {2, 3} even though according to η, the classes {2, 3} have 0 probability of occurring.
We define top-k preserving, a necessary and sufficient property for top-k optimality. This property will be fundamental to our theoretical analysis of top-k consistency.
Definition 2.3 (Top-k preserving). Given x ∈ R M and y ∈ R M , we say that y is top-k preserving with respect to x,
The negation of this statement is ¬P k (y, x). This is not a symmetric condition. For example, although y = (4, 3, 2, 1) is top-2 preserving with respect to x = (4, 2, 2, 1), x is not top-2 preserving with respect to y. Proposition 2.2. θ : X → R M is top-k Bayes optimal for any top-k thresholding operator r k if and only if θ(X) is top-k preserving with respect to η(X) almost surely.
Proof. Fix x ∈ X and s ∈ R M , with η = η(x). We have
The last inequality holds because |r k (s)| = k, so
. Equality occurs if and only
. In the first case, there is an r k such that i ∈ r k (s), because there are at least k indices j ∈ [M ], j = i such that s j ≥ s i . In the second case, there is an r k such that i ∈ r k (s), because s i is one of the top k values of s. In either case, there is an r k such that
is optimal for any thresholding operator r k if and only if P k (s, η), i.e. s is top-k preserving with respect to η.
Finally, we note that
where µ is the conditional distribution of X. It follows that θ minimizes L err k (θ) if and only if θ(X) minimizes L err k (θ(X), η(X)) almost surely. In other words, θ is a Bayes optimal predictor for any r k if and only if P k (θ(X), η(X)) almost surely.
Top-k calibration
We define top-k calibration, which is intended to capture when the minimizer of a loss function leads to the Bayes decision rule. Analogous notions of binary classification calibration can be found in Bartlett et al. (2003) ; Lin (2004) . For multiclass classification (i.e. top-1 classification), Zhang (2004a) calls the notion infinite sample consistent. Definition 2.4 (Top-k calibration). A loss function ψ :
If a minimizer s
* of L ψ (s, η) exists, this implies that s * must be top-k preserving with respect to η.
More generally, if {s
If this condition does not hold, then the classifier learned from minimizing ψ does not return the top-k Bayes rule.
Obtaining consistency
We can convert top-k calibration into top-k consistency for all lower bounded loss functions, i.e. ψ such that ψ(s, y) ≥ B for all s ∈ R M , y ∈ Y and some B ∈ R. WLOG, we assume ψ is nonnegative, i.e. B = 0, because a constant shift does not change the minimization of the loss. We begin with the lemma that L * ψ is continuous.
Proof. See Appendix for full proof. In summary, we first argue that L * ψ is lower semicontinuous by Theorem 10.2 from Rockafellar (1970) , since it is concave and its domain ∆ M is locally simplicial. Then, we directly show that it is upper semicontinuous, completing the proof. Now we obtain that any nonnegative ψ that is top-k calibrated is also top-k consistent.
Theorem 2.4. Suppose ψ is a nonnegative top-k calibrated loss function. Then ψ is top-k consistent in the sense that for any sequence of measurable functions 
is greater than 0 whenever ǫ > 0. I.e., if we do not have 0 top-k error, then there must be a positive constant which lower bounds the loss. We do so by contradiction; if for some ǫ > 0, ∆H(ǫ) = 0, there is a sequence
. We apply top-k calibration and continuity of L *
Bregman Divergence Top-K Consistent Surrogates
Next, we outline top-K consistent surrogates based on Bregman divergences. Given a convex, differentiable func-
D φ (s, ·) can be interpreted as the error when approximating φ(·) by the first order Taylor expansion of φ centered at s. Bregman divergences include squared loss and KL divergence as special cases.
Here, we present the result that any Bregman divergence composed with a reverse top-k preserving function is top-k calibrated. First we define top-k and reverse top-k preserving functions.
We say that f is reverse top-k preserving if ∀x ∈ A,
Now we give the following top-k calibrated Bregman divergence formulation as a theorem.
is top-k calibrated.
Proof. See Appendix.
Examples of top-k calibrated losses
We can use Theorem 3.1 to verify the top-k calibration of loss functions. For example, the commonly used softmax with cross-entropy loss is top-k calibrated:
e s i . φ is strictly convex and differentiable, and g satisfies the assumptions of 3.1. In fact, g satisfies the stronger rank preserving condition,
As a result, ψ(s, y) is top-k calibrated for every k, i.e. rank consistent. An interesting question is whether there is a viable loss which does not satisfy such a strong property, and is top-k calibrated for just a specific k. We eventually answer this by proposing the ψ 5 hinge loss, which is calibrated for particular k. Another top-k loss which is rank consistent is the squared loss:
with φ(x) = x 2 and g(s) = s.
Generalization to cost-sensitive top-k error
In some contexts, it may make sense to penalize not recognizing certain classes more than others. For example, it could be more important for a robot to correctly classify people as people than to correctly classify various inanimate objects. Taking this into account, the cost sensitive top-k error is
It is straightforward to show in the same way as our earlier arguments that given a distribution η ∈ ∆ M , the Bayes optimal weighted top-k error is
The conditions under which s is optimal or ψ is top-k calibrated can be modified for this setting by replacing η with η ′ .
To show that we can discuss the case where c m = 1 for all m ∈ [M ] as we have been doing without loss of generality, we present the following proposition. It states that a top-k calibrated loss function can be modified by a simple weighting to obtain a weighted top-k calibrated loss function.
Proposition 3.2. Suppose ψ is top-k calibrated for the unweighted top-k error. Then, ψ ′ defined by
is top-k calibrated for the cost-sensitive error weighted by c y . The converse holds as well.
Top-k hinge-like losses
Hinge-like losses for top-k classification have been proposed by Lapin et al. (2015) , one of which is a modification of the general class of ranking losses in Usunier et al. (2009) . We begin with a generalization of the multiclass loss proposed in Crammer & Singer (2001) :
This loss is first discussed in Lapin et al. (2015) as a direct extension of the Crammer-Singer multiclass loss. Berrada et al. (2018) describe the main problem with ψ 1 as the sparsity of its gradients, which leads to poor results in practice. Thus, they smooth ψ 1 by rewriting it as a difference in maximums over subsets of [M ] of size k then apply the logsumexp ≈ max trick. On the other hand, Lapin et al. (2015) raise the issue of ψ 1 (s, y) being non-convex in s. They propose the following alternative convex loss and motivate it by pointing out that it is a relatively tight upper bound on ψ 1 (s, y):
where c =1(y) ∈ {0, 1} M is defined by c m = 1 if m = y and c y = 0.
Inspired by the general family of ranking losses proposed in Usunier et al. (2009 ), Lapin et al. (2015 also propose the loss
They note that ψ 2 is a tighter upper bound on ψ 1 than ψ 3 . In fact, we propose a loss which is convex and a tighter upper bound than ψ 2 on ψ 1 (s \y is s with its yth entry removed):
Finally, we propose loss that is similar to ψ 1 , but is a tighter upper bound on err k (s, y), and turns out to be the only topk calibrated hinge loss we have discovered so far:
To see how this upper bounds err k (s, y), notice that 
, then there is an r k such that y ∈ r k (s), giving err k (s, y) = 1.
In Lapin et al. (2016) , the authors leave the top-k calibration of ψ 2 and ψ 3 as an open question. Here, we resolve these open questions. Furthermore, the top-k calibration of ψ 1 has not been discussed in the literature until now. We Table 1 . Discussed hinge-like top-k loss functions along with whether they are top-k calibrated. We use the notation (x)+ = max{x, 0}.
Loss fn. Loss eqn. Ref.
Calib.
show that ψ 1 , ψ 2 , ψ 3 , and ψ 4 are not top-k calibrated, and that ψ 5 is top-k calibrated. Moreover, we derive the explicit solution to arg min s L ψ1 (s, η). Although these losses are not top-k calibrated in general, they may be calibrated under low-noise type restrictions on the set of possible conditional distributions η. However, the precise conditions may differ between losses.
Characterization of hinge-like losses
We precisely characterize the minimizers of the expected loss
Though we arrive at inconsistency, our results also indicate that if η is from the restricted probabil-
Let η ∈ ∆ M , and suppose it has no zero entries. Then,
, then "" iff the conditions in 1. or 2. hold or for some "",
Proof. See Appendix. The following proposition implies that {ψ 2 , ψ 3 , ψ 4 } are not top-k calibrated, and are thus inconsistent. Proposition 4.2. For any ψ ∈ {ψ 2 , ψ 3 , ψ 4 }, if
To show this leads to inconsistency, take η = (1/8, 1/8, 1/12, 1/12, . . ., 1/12) ∈ ∆ 11 with k = 2. η satisfies
, so the optimal is s * = 0. But, s * is not top-k preserving wrt η. This implies that ψ ∈ {ψ 2 , ψ 3 , ψ 4 } is not top-k calibrated. Nonetheless, these loss functions may be effective in practice for well behaved η.
Since ψ 5 is bounded below, by 2.4, it is top-k consistent. It is the only calibrated top-k hinge loss we encounter.
Experiments
Here we describe experiments comparing an assortment of top-k surrogate loss functions on synthetic and real data. Our goal here is to obtain a basic picture of how the different losses compare with each other, especially in the context of the theory discussed. One synthetic experiment empirically showcases our theoretical results on the inconsistency of ψ 1 , ψ 2 , ψ 3 , ψ 4 and consistency of ψ 5 . A second synthetic experiment and experiments on the real data empirically show that the newly proposed top-k hinge loss functions, ψ 4 and ψ 5 , are tighter bounds on the top-k error.
In addition to the proposed top-k hinge-like losses, we use the multiclass loss ψ CS from Crammer & Singer (2001) , classic softmax with cross entropy denoted Ent, and the following truncated cross entropy losses: Lapin et al. (2016) , and we propose Ent Tr 2 by restoring the terms dropped from the Bregman Divergence by Ent Tr1 .
A basic three layer neural net architecture consisting of two layers with relu activations and an output layer is employed with each loss. This architecture is used for each experiment. The neural nets were implemented in Python and Keras (Chollet et al., 2015) and trained on an Intel Core i7 8th-gen CPU with 16GB of RAM.
Synthetic Data
The first synthetic experiment we conduct highlights the consistency/inconsistency of the top-k hinge losses. By Proposition 4.2, if the k + 1 least likely classes altogether have a probability of occurring greater than k k+1 , the predictions made by ψ 2 , ψ 3 , ψ 4 equal a constant vector, and by Theorem 4.1, ψ 1 will assign a value of c + 1 to the k − 1 most probable classes and c to the rest. This behavior is inconsistent. On the other hand, ψ 5 , which is top-k consistent, will still assign values of c + 1 to the k most probable classes, and c to the rest.
We construct training data which matches the above setting. The data contains 68 data points with each input data point equal to the zero vector in R 2 . Each class in {1, 2} is assigned to 10 data points, and each class in {3, 4, 5, 6, 7, 8} is assigned to 8 data points. We set k = 2 so that
68 > 2 3 , as described in Proposition 4.2. We train our neural architecture on the data using batch gradient descent, setting the loss of the last layer to be each of {ψ 1 , . . . , ψ 5 } with k = 2. For each classifier obtained, we evaluate the top-2 error on the training set. This is repeated for 100 trials to ensure the robustness of our results.
One may surmise that even if the theoretical minimizers for a loss are not top-k Bayes optimal, they may be effective in practice due to the optimization process. For example, the learned classifier for ψ 2 could output a vector close to 0, but with the first two entries minutely greater than the rest. Interestingly, this is not the case: the returned classifiers for ψ 2 , ψ 3 , ψ 4 essentially pick randomly amongst the 8 possible classes. The classifier returned by ψ 1 chooses one of {0, 1}, and randomly picks from the rest of the classes. Finally, the classifier returned by ψ 5 returns the Bayes decision rule, {0, 1}. These results closely align with the theoretical optima of these losses.
We report average top-2 accuracy over the 100 trials in Table 2 . For reference, predicting {0, 1} yields a top-2 accuracy of Table 6 in the Appendix. We note that the neural net trained with ψ 5 predicts {0, 1} every trial. To model a more well-separated distribution, we also conduct the following synthetic experiment. Given an input N , we randomly sample from d dimensional Gaussians until we find N vectors which are all at least c √ d apart from each other in ℓ 2 distance. For each vector, we sample kl points from the Gaussian centered at the vector with covariance matrix I ∈ R d×d . Each set of kl points is divided into k classes of l points each. The top-k error is necessary to achieve 0 error because each Gaussian center spawns k classes that are indistinguishable from each other.
We use the same architecture with 64 hidden units for each of the two layers before the output layer. We set d = 5, c = 2, k = 5, l = 20 and vary N in {10, 50, 100} to generate the training set. We generate a test set using the same Gaussians and classes with l = 7. Results are shown in Table 3 , averaged over 10 trials of generating the data followed by training and evaluation of classifiers on the test set. ∆ 1 and ∆ 2 evaluate how well the loss approximates err k -if a loss function is a tight upper bound on err k , we are guaranteed that ∆ 1 small, and we would hope that |∆ 2 | is small, since that would indicate good generalization.
Overall, the hinge-like losses perform similarly in accuracy, with ψ 4 achieving the highest top-5 accuracy amongst hinge losses for each N = 10, 100. While the entropy losses consistently perform well, the performance of the hinge losses suffers when N = 100 -potentially due to their highly sparse gradients, relative to N k = 500 classes. In terms of fidelity to err k as measured by ∆ 1 and ∆ 2 , ψ 5 performs the best, and ψ 4 vastly outperforms its convex hinge counterparts ψ 2 , ψ 3 .
Real Data
Experiments are presented for an array of real datasets selected from those in Lapin et al. (2016) and Cifar100. An overview is given in Table 4 .
We briefly summarize how the datasets were obtained and featurized in the following.
ALOI and Letter were downloaded from the LibSVM website (Chang & Lin, 2011) . Caltech 101 was obtained from Benjamin Marlin's website 2 . For each of these three datasets, the original features were used without modification. The Flower 102 category dataset was downloaded from the Oxford vision website 3 and the CUB 200 dataset (Welinder et al., 2010 ) from the Caltech vision website 4 . CIFAR-100 was downloaded using Keras (Chollet et al., 2015) . The images from Flower 102 and CUB 200 corresponding to the train and test splits were converted to 150× 150 × 3 tensors using Keras and divided by 255. We used pre-trained features obtained from last max-pooling layer of VGGnet-16 (Simonyan & Zisserman, 2014 ) trained on Imagenet, obtained from Keras. The Indoor 67 dataset was downloaded from the website of Antonio Torralba 5 . Pretrained features were extracted from the VGGnet-16 architecture, but trained on Places 365 (Kalliatakis, 2017).
Results averaged over the datasets for each loss are given in Table 5 . The individual results for each dataset are given in Table 7 in the Appendix.
Looking at the average top-5 and accuracy values in 5, we notice that the entropy based losses Ent, Ent Tr 1 , Ent Tr 2 perform the best, with Ent performing the best overall. This may be because the hinge losses minimized by a neu- ral net, rather than the SDCA scheme in Lapin et al. (2015) . Berrada et al. (2018) obtain competitive performance with ψ 1 on a neural net using a smooth approximation; one can consider extending their approach to the rest of the hinge losses to improve neural net performance.
On the other hand, the hinge losses better approximate the top-k error as reflected by lower ∆ 1 , |∆ 2 |. ψ 4 and ψ 5 possess the lowest average values of ∆ 1 and |∆ 2 |, with ψ 5 in particular noticeably outperforming the other losses in this respect, achieving ∆ 1 = 0.126 and ∆ 2 = 0.049. This is in line with them being the tightest bounds on the top-k error:
The performance bottleneck of the hinge losses seems to the difficulty of optimizing them with neural nets. Due to the fidelity of ψ 4 and ψ 5 to the top-k error, one expects their minima to best minimize the top-k error. Combined with the success of a smoothed ψ 1 neural net loss in Berrada et al. (2018) , this suggests that smoothing ψ 4 , ψ 5 is a promising direction for obtaining even lower top-k error.
Conclusion
We have derived a rigorous theoretical framework for top-k classification, introducing and making analytic use of concepts such as top-k preserving and top-k calibration to establish results on the consistency of surrogate losses. We then turned our attention to hinge-like top-k losses, showing that previously proposed ones are not top-k calibrated and thus inconsistent. At the same time, we propose two new hinge-like losses, one which we also show is not calibrated and one which is calibrated. In a synthetic experiment, these losses perform just as predicted by our consistency analysis. In terms of accuracy, the hinge losses perform similarly on real and synthetic data. However, the new hinge losses we propose achieve significantly smaller differences in loss and top-k error. This reflects that they are tighter bounds on the top-k error.
Future directions include providing explicit bounds on the risk in terms of the expected loss, and bounds on the estimation error. Also, we would like to come up with "low noise" conditions on the distribution of the data for top-k classification. If defined properly, we may obtain consistency for a general class of loss functions that are otherwise inconsis- On the Consistency of Top-k Surrogate Losses: Appendix
A. Proofs
In addition to providing the proofs, we restate what is being proved for convenience.
A.1. Proof of Lemma 2.3
Proof. First, note that L * ψ is concave, because it is a pointwise infimum of affine functions of η. Also, it is finite valued, because ψ is lower bounded (thus L * ψ (η) > −∞) and clearly L * ψ (η) < ∞. By Theorem 10.2 of Rockafellar (1970) , any concave function taking finite real values on a locally simplicial subset S ⊆ R M is lower semicontinuous. That is, for all x ∈ S and sequences {x (n) } converging to x, f (x) ≤ lim n→∞ f (x (n) ) if the limit on the right exists. ∆ M is locally simplicial (it is the probability simplex) and L * ψ satisfies the assumptions, so L * ψ is lower semicontinuous. Now we just need to show upper semicontinuity, which can be stated as: for any ǫ > 0, η ∈ ∆ M , there exists δ > 0 where for all η
(taking the max with 1 is to avoid a zero in the denominator), and suppose
The first inequality is by definition of L * , and the second inequality uses the Cauchy-Schwartz inequality. Therefore, L * is upper semicontinuous. Since it is also lower semicontinuous, it is continuous.
A.2. Proof of Theorem 2.4
Theorem A.2. Suppose ψ is a nonnegative top-k calibrated loss function. Then ψ is top-k consistent in the sense that for any sequence of measurable functions
Proof. We place top-k classification in the abstract decision model in Appendix A. of Zhang (2004a) (2004a) we just need to show that for any ǫ > 0,
. In other words, we need to show that given any ǫ > 0, there is a δ > 0 such that ∆L err k (s, η) ≥ ǫ implies ∆L ψ (s, η) ≥ δ. Proof by contradiction. Given ǫ > 0, assume there does not exist δ > 0 such that the above holds. Then, there is a sequence {s
comes from a compact set ∆ M , we may assume that η (n) → η without loss of generality, since otherwise we could take a convergent subsequence. We will show that ∆L ψ (s (n) , η) → 0, which provides a contradiction in the following. Because ψ is top-k calibrated, s (n) is top-k preserving with respect to η for all n greater than some N . This means there exists N where
Proof. Let η ∈ ∆ M . By Theorem 1 from Banerjee et al. (2005) ,
and since ∆ M ⊆ range(g) the last set is nonempty. Let s * be such that g(s * ) = η.
Since g is reverse top-k preserving, P k (s * , η). This holds for any s
To see this, first note E y∼η D φ (g, y) is convex in g while attaining a unique minimum by Banerjee et al. (2005) . Therefore, by Lemma A.4 the sublevel sets {g | E y∼η D φ (g, y) ≤ α} are bounded for any α ∈ R. Then
} is closed by A.3, and for the infimum we only have to consider its intersection with some bounded closed (i.e. compact) set, due to the boundedness of the sublevel sets. Then since continuous functions map compact sets to compact sets, we can switch the infimum to a minimum.
Because g is reverse top-k preserving, P k (s, g(s)). Then, if P k (g(s), η), we see by transitivity of P k that P k (s, η).
Thus, ψ is top-k calibrated.
A.4. Proof of Proposition 3.2 Proposition A.6. Suppose ψ is top-k calibrated for the unweighted top-k error. Then, ψ ′ defined by
is top-k preserving with respect to η ′ for all n. This is precisely the calibration/optimality condition for the weighted top-k error, wherein we choose the indices of the top k weighted probabilities
A.5. Proof of Theorem 4.1 Theorem A.7. Let Π M denote the set of permutations from
, then s * ∈ arg min s L ψ1 (s, η) iff for some c ∈ R and π ∈ Π M which sorts η,
is lower bounded as follows:
In the following, we discuss when equality in (5) is obtained in three cases. We may assume that s τ k+1 is equal to an arbitrary c ∈ R. Shifting each entry of s by a constant does not change the loss value. Before we begin, we note common requirements, regardless of case. Since η has no zero entries, the first line is an equality if and only if s τi ≥ s τ k+1 + 1 = c + 1 for all i ∈ [k − 1], and s τ k+1 = s τ k+2 = . . . = s τM = c. And in any case where the second line is an equality, the sums on the right of both lines equal, which happens if and only if {τ k+1 , . . . , τ M } = {π k+1 , . . . , π M } for some π ∈ Π M which sorts η.
is minimized uniquely at δ = 1 in the interval [0, 1]; by our assumption that η does not have 0 entries and
The equality is achieved if and only if the common requirements hold and δ = 1, giving s τ k = c + 1.
Thus, at optimum 0 ≤ s i < 1 for every i, under which ψ 2 (s, i) = ψ 3 (s, i) = ψ 4 (s, i) for every i. This is because in this regime, max{1 + s j − s i , 0} = 1 + s j − s i , and the kth highest value of1(i) + s coincides with the kth highest value of 1 + s excluding the ith index. Now for all i ∈ [k], we have s i ∈ (0, 1) and thus
The derivative is positive (and constant) in (0, 1), so the minimum value of s i is achieved at 0, for every i. Therefore, L * ψ (η) = 1, achieved by a score vector of 0. This proves the desired statement.
A.7. Proof of Proposition 4.3
Proposition A.9.
We may assume
If either set is empty, define its minimum to be ∞. Furthermore, define the set
There are two cases.
If there exists
. Then, i ∈ I. That is, η i does not appear in the sum j∈I η j . Since |I| ≥ M − k, η i must be replaced with a term
. This implies |I| > M − k, and
B. Discussion of general hinge-like losses
Recall that the hinge loss for binary classification is defined by φ(x) = max{1 − x, 0}. There are several extensions of the binary hinge loss to the setting of multiclass classification (often with multiclass error i.e. top-1 loss). We list them here because they serve as inspiration for designing hinge-like top-k losses, and the analysis of their consistency in the literature also informs the analysis of the top-k case.
The method of Crammer & Singer (2001) (6) When y ∈ Y appears in a subscript it refers to the label as an index in {1, . . . , M }. Furthermore, the notation s \y = (s 1 , . . . , s y−1 , s y+1 , . . . , s M ) ∈ R M−1 denotes the vector s with the yth entry removed.
The method of Weston & Watkins (1999) solves a multiclass SVM problem for which the corresponding loss function is ψ(s, y) = Weston & Watkins (1999) ; Rifkin & Klautau (2004) to be inconsistent, i.e. not top-1 calibrated, and the constrained Lee et al. (2004) to be consistent. These results were also found by Tewari & Bartlett (2005) . Table 6 . Examples of predicted score vector s = f (0) with the zero vector as input, where f is a neural net trained with the losses below. 
