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Abstract
We consider massive Dirac fields evolving in the exterior region of a 5-dimensional Myers-Perry
black hole and study their propagation properties. Our main result states that the local energy of
such fields decays in a weak sense at late times. We obtain this result in two steps: first, using the
separability of the Dirac equation, we prove the absence of a pure point spectrum for the corresponding
Dirac operator; second, using a new form of the equation adapted to the local rotations of the black
hole, we show by a Mourre theory argument that the spectrum is absolutely continuous. This leads
directly to our main result.
1 Introduction
Since the publication of the seminal papers [3, 4, 45, 46], higher dimensional black holes have attracted
considerable attention, in particular in the context of brane-world theories [39, 37]. In these scenarios,
the physical world is represented by a four-dimensional brane embedded in a higher-dimensional bulk
space-time whose geometry can be approximately described by the classical solutions of vacuum Einstein
equations. A fascinating prediction of brane-world theories with large extra dimensions is the possibility
of mini black hole production in high energy colliders such as the Large Hadron Collider [18, 31], raising
in turn the possibility of direct observations, for instance of Hawking radiation, and (possibly) of probes
of large extra dimensions [38].
The metrics describing isolated rotating black holes in higher-dimensions were first constructed by
Myers and Perry [42] as the asymptotically flat generalizations of four-dimensional Kerr vacuum solutions.
Asymptotically (anti-) de Sitter rotating higher-dimensional black holes were then discovered by Hawking
et al in the 5D case [35] and by Gibbons et al. in the general case [29, 30]. We refer to [20] for a
review of higher-dimensional black hole geometries. With this paper, we start a research program on the
propagation and scattering properties of fields evolving in this type of geometries, both in the bulk and
on four-dimensional branes embedded in the bulk. We are ultimately interested in extending the results
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of papers like [5, 6, 40, 33, 7, 19, 49, 13, 14] to this setting, that is to say in studying notions such as the
Hawking effect, the resonances (or quasi-normal modes) and/or inverse scattering problems, phenomena
or mechanisms that should provide a way to put in evidence the existence and influence of the extra
dimensions of space-time.
In this paper, we begin this program by considering massive Dirac fields that propagate in the bulk of
a 5D Myers-Perry black hole and prove local decay of the energy at late times. In other words, we prove
that the probability of finding Dirac particles in any compact region located outside the event horizon
tends to zero as time t goes to infinity. Our result can be stated more precisely as follows. Recall first
that in Boyer-Linquist like coordinates (t, r, θ, ϕ, ψ), a 5D Myers-Perry black hole can be represented by
the manifold
M = Rt × (0,+∞)r × (0, π
2
)θ × (0, 2π)ϕ × (0, 2π)ψ, (1.1)
equipped with the Lorentzian metric (having signature (−1, 1, 1, 1, 1))
g = −dt2+Σr
2
∆
dr2+Σdθ2+(r2+a2) sin2 θdϕ2+(r2+b2) cos2 θdψ2+
µ
Σ
(
dt−a sin2 θdϕ−b cos2 θdψ)2, (1.2)
where
∆ = (r2 + a2)(r2 + b2)− µr2,
Σ = r2 + a2 cos2 θ + b2 sin2 θ.
(1.3)
Myers-Perry black holes are completely determined by three parameters: their mass µ2 and the two
independent angular momenta per unit mass, a, b, measured from infinity. The metric possesses three
Killing vectors ∂t, ∂ϕ, ∂ψ reflecting the time-translation invariance and bi-azimuthal symmetry of the
space-time. Note here that since the rotation group SO(4) possesses two independent Casimir invariants,
a rotating black hole in five dimensions may have two distinct planes of rotation specified by appropriate
azimuthal coordinates - here (ϕ, ψ) -, rather than a single axis of rotation.
We shall restrict our attention to the non-extreme case µ > a2 + b2 + 2|ab|, for which the function ∆
has two distinct positive roots
r± =
1
2
(
µ− a2 − b2 ±
√
(µ− a2 − b2)2 − 4a2b2
)
, (1.4)
and can be written in factorized form as
∆ = (r2 − r2−)(r2 − r2+). (1.5)
The radii r− and r+ are called Cauchy and event horizons respectively and correspond to ”coordinate”
singularities of the metric. We shall in this paper only consider the exterior region of the black hole, that
is the region {r > r+}.
We list here some important properties of the exterior region of a 5D Myers-Perry black hole. First,
it is of Petrov type D, so that its Weyl curvature possesses a pair of real principal null vector fields [51]
V ± =
(r2 + a2)(r2 + b2)
∆
(
∂t +
a
r2 + a2
∂ϕ +
b
r2 + b2
∂ψ
)
± ∂r, (1.6)
that generate a congruence of shearfree null geodesics called principal null geodesics. Because of the
factor 1∆ in (1.6) which blows up when r→ r+, we see that the principal null geodesics will not reach the
event horizon in finite time t. As a consequence, when described using the Boyer-Lindquist coordinate
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system, the event horizon is perceived as an asymptotic region of space-time. The geometry there turns
out to be of asymptotically hyperbolic type. Conversely, when r → +∞, the metric (1.2) tends to the
Minkowski metric written in oblate bi-spheroidal coordinates. The geometry of the region {r = +∞},
which corresponds to spatial infinity, is thus asymptotically flat. Second, the exterior region of a 5D
Myers-Perry black hole is globally hyperbolic, the hypersurface Σ0 = {t = 0} = (r+,+∞)r × S3 being
a Cauchy hypersurface. We are thus able to express the Dirac equation as an evolution equation on the
spatial hypersurface Σ0 which, according to the above discussion, can be viewed as a cylindrical manifold
having two ends - the event horizon {r = r+} and spatial infinity {r = +∞} - with very different
geometries. We generically write this equation in Hamiltonian form as
i∂tψ = Dψ.
The Hamiltonian D acts on the Hilbert space H = L2((r+,+∞)× S3, dVolΣ;C4) with dVolΣ the volume
measure induced by g on the hypersurface Σ0. The main result of this paper is
Theorem 1 The Dirac operator D is a self-adjoint operator on H having purely absolutely continuous
spectrum. Moreover, for all χ ∈ C∞0 ((r+,+∞)) and all ψ ∈ H, we have the local energy decay
lim
t→±∞
‖χ(r)e−itDψ‖ = 0. (1.7)
Hence, the energy - or more precisely, the probability of presence - of massive Dirac fields cannot
remain trapped in any compact set outside the event horizon when t goes to infinity: the essential part of
the fields must escape either to infinity, or to the event horizon at late times. We thus obtain analogous
results to those proved for the Kerr metric [11, 21, 22, 34] in this new setting.
The main ideas used in the proof of our main theorem are the following. Firstly, the absence of pure
point spectrum of the Dirac operator D relies crucially on the fact that the massive Dirac equation in the
5D Myers-Perry metric can be separated into purely radial and angular systems of ODEs [24, 51]. Using
a decomposition of the angular differential operator on a well chosen Hilbert basis, the problem amounts
thus to proving the non-existence of L2 solutions of a system of ODEs in the radial variable r. This, in
turn, is shown using the particular nature of the geometry - of asympotically hyperbolic type - at the
event horizon. Note that the spectrum of D being continuous, we already get a local energy decay (in a
L2 mean sense) as a simple application of the RAGE theorem [47].
Secondly, we show the absence of continuous singular spectrum by means of a Mourre theory argument,
a technique already used in the Kerr setting in [12, 34]. As in these papers, the expression of the Dirac
equation which is adapted to the separation of variables turns out to be inconvenient for the construction
of a locally conjugate operator. Indeed, the Dirac operator in the above separated form cannot be written
as a short-range perturbation (of the same order) of a spherically symmetric like Dirac operator D0, a
situation in which Mourre theory typically works, but only as a long-range perturbation of D0. These
long-range terms are mainly due to the distant effects of the rotations of the space-time. We thus use
another form of the equation that ”minimizes” the effects of the rotations. This is done by choosing
a local Lorentz frame in the calculation of the equation adapted to locally non rotating observers (see
for instance [1]). We then obtain an expression of the Dirac equation that has the convenient form we
expected. The new expression turns out to be quite similar to the one obtained in the Kerr case studied
in [12] and we are able to construct a locally conjugate operator for D and prove the absence of continuous
singular spectrum. Finally, our local energy decay is then a simple consequence of the Riemann-Lebesgue
lemma.
This paper is organized as follows. In Section 2, we first briefly present the Cartan formalism to
calculate the Dirac equation in a curved 5D-space-time. We then find an expression of the Dirac equation
3
in the Myers-Perry metric based on the choice of a local Lorentz frame adapted to the point of view of
locally non-rotating observers. We conclude this section by various simplifications of the initial equation
that is finally put in a convenient Hamiltonian form. In Section 3, we gather all the needed analytical
and spectral properties of the Hamiltonian D needed in the later Mourre analysis. We also use here the
absence of pure point spectrum for D (whose proof is given in Appendix A) to obtain our first local energy
decay in an L2 mean sense. Finally, in Section 4, we first briefly recall the basics of Mourre theory and
then construct a locally conjugate operator for the Hamiltonian D. We conclude the paper by proving
our main Theorem 1.
2 The Dirac equation in the 5D-Myers-Perry metric
2.1 Orthonormal frame formalism for the Dirac equation in 5D curved space-
time
To calculate the massive Dirac equation in a 5D Myers-Perry black hole, we use Cartan’s orthonormal
frame formalism. Let us denote by {eA}A=0,1,2,3,5 a given local Lorentz frame, i.e. satisfying g(eA, eB) =
ηAB where ηAB = diag(−1, 1, 1, 1, 1) is the flat (Lorentz) metric. We also denote by {eA}A=0,1,2,3,5 the
set of dual 1-forms of the frame {eA}. Latin letters A,B will denote in what follows local Lorentz frame
indices, while Greek letters µ, ν run over five-dimensional space-time coordinates indices (t, r, θ, ϕ, ψ).
The massive Dirac equation takes then the generic form
(H+m)φ = [γAeµA(∂µ + Γµ) +m]φ = 0. (2.1)
Here, the γA’s are the gamma Dirac matrices satisfying the anticommutation relations
{γA, γB} = γAγB + γBγA = 2ηAB, (2.2)
and Γ = Γµdx
µ = ΓAe
A stands for the spinor connection 1-form. In order to derive it, we first compute
the spin-connection 1-form ωAB = ωABµdx
µ = fABCe
C thanks to Cartan’s first structural equation
deA + ωAB ∧ eB = 0, ωAB = ηACωCB = −ωBA. (2.3)
To obtain the spinor connection 1-form Γ from ωAB, we make use of the homomorphism between the
SO(4, 1) group and its spinor representation which is derived from the relation (2.2). The so(4, 1)
Lie algebra is defined by the ten antisymmetric generators ΣAB = [γA, γB]/(2i) which gives the spinor
representation, and the spinor connection can be viewed as a so(4, 1) Lie-algebra-valued 1-form. Using the
isomorphism between the so(4, 1) Lie algebra and its spinor representation, i.e. Γµ = (i/4)Σ
ABωAMµ =
(1/4)γAγBωABµ, we can construct the spinor connection 1-form by
Γ =
1
8
[γA, γB]ωAB =
1
4
γAγBωAB =
1
4
γAγBfABCe
C . (2.4)
Now in terms of the local differential operators ∂A = e
µ
A∂µ, the Dirac equation (2.1) can be rewritten in
the local Lorentz frame as
[γA(∂A + ΓA) +m]φ = 0, (2.5)
where the ΓA = e
µ
AΓµ =
1
4γ
BγCfBCA are the components of the spinor connection in the local Lorentz
frame. Finally, note that the Clifford algebra in dimension five has two different reducible representations
(they differ by the factor of a γ5 matrix). It is usually assumed that fermion fields are in a reducible
representation of the Clifford algebra. In other words, we can work with the Dirac equation in a four-
component spinor formalism like in the four-dimensional case, and just need to take the γ5 matrix as the
fifth basis vector component.
4
2.2 The Dirac equation adapted to locally non rotating observers
To calculate the expression of the Dirac operator, we first need to choose a local Lorentz frame {eA}A=0,1,2,3,5.
Note that to any local Lorentz frame there corresponds a particular local observer given by the timelike
unit vector field e0. When dealing with the Dirac equation in rotating black holes, it is common to use
the Petrov type D character of the space-time and the existence of the principal null geodesics generated
by (1.6) to define a local observer. Recall that in the case of 5D-Myers-Perry black holes, the principal
null geodesics are generated by the pair of real principal null vectors
V ± =
(r2 + a2)(r2 + b2)
∆
(
∂t +
a
r2 + a2
∂ϕ +
b
r2 + b2
∂ψ
)
± ∂r,
whose normalized sum defines a local observer
U =
(r2 + a2)(r2 + b2)
∆
(
∂t +
a
r2 + a2
∂ϕ +
b
r2 + b2
∂ψ
)
.
The interest in choosing a local Lorentz frame adapted to the observers described by U is that the
corresponding expression of the massive Dirac equation allows for separation of variables. In Appendix
A, we recall this expression obtained by Wu in [51] and use it to prove the absence of eigenmodes.
However, as mentioned in the Introduction, this form of the Dirac equation turns out not to be con-
venient for our purpose since the resulting Hamiltonian cannot be written as a short-range perturbation
of a spherically symmetric like Dirac operator. Following [11, 34], we thus choose another local Lorentz
frame based on locally non rotating observers. These are described by the vector field T orthogonal to
the spatial hypersurfaces Σt = {t = const} and normalized such that g(T, T ) = −1. To compute the
vector field T , we introduce some notation. The coefficients of the metric (1.2) in the coordinate basis
are given by
gtt = −1 + µ
Σ
, grr =
r2Σ
∆
, gθθ = Σ, gϕϕ =
α sin2 θ
Σ
, gψψ =
β cos2 θ
Σ
,
gtϕ = −2aµ sin
2 θ
Σ
, gtψ = −2bµ cos
2 θ
Σ
, gϕψ =
2abµ sin2 θ cos2 θ
Σ
,
(2.6)
where
α = (r2 + a2)Σ + a2µ sin2 θ, β = (r2 + b2)Σ + b2µ cos2 θ. (2.7)
The coefficients of the inverse metric g−1 are found to be
gtt = − σ
∆Σ
, grr =
∆
r2Σ
, gθθ =
1
Σ
,
gϕϕ =
1
τ
( 1
sin2 θ
+
(r2 + b2)(b2 − a2)− µb2
∆
)
, gψψ =
1
Σ
( 1
cos2 θ
+
(r2 + a2)(a2 − b2)− µa2
∆
)
,
gtϕ = −µa(r
2 + b2)
∆Σ
, gtψ = −µb(r
2 + a2)
∆Σ
, gϕψ = −µab
∆Σ
,
(2.8)
where τ = ∆Σ+ µ(r2 + a2)(r2 + b2).
Remark 1 For later reference, we list several identities that will be systematically used in the course of
the calculations,
τ = ∆Σ+ µ(r2 + a2)(r2 + b2)
= (r2 + a2)(r2 + b2)Σ + (r2 + a2)β + (r2 + b2)α,
= (r2 + a2)(r2 + b2)Σ + a2µ sin2 θ(r2 + b2) + b2µ cos2 θ(r2 + a2),
Στ = αβ − a2b2µ2 cos2 θ sin2 θ.
(2.9)
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The vector field T orthogonal to the Σt is collinear to ∇t. In the basis associated to the Boyer-
Lindquist coordinate system, we thus have
∇µt = gµν∇νt = gµν(dt)ν = gtµ.
Taking into account the normalization condition g(T, T ) = −1, we find
T =
√
τ
∆Σ
(
∂t + Ωa∂ϕ +Ωb∂ψ
)
, (2.10)
where
Ωa =
µa(r2 + b2)
τ
, Ωb =
µb(r2 + a2)
τ
. (2.11)
Remark 2 Note that the functions Ωa,Ωb tend to the constant values ωa = a/(r
2
+ + a
2) and ωb =
b/(r2++b
2) when r tends to r+ (the event horizon) whereas Ωa,Ωb tend to 0 when r →∞. This illustrates
a remarkable property of Myers-Perry black hole, namely the dragging of inertial frames in both the ϕ and
ψ 2-planes of rotation. The non-zero quantities ωa, ωb can thus be interpreted as the angular velocities of
the black hole horizon.
We now choose the following local Lorentz frame corresponding to locally non rotating observers
moving in the ϕ 2-plane [1]:
e0 = T =
√
τ
∆Σ
(
∂t +Ωa, ∂ϕ +Ωb ∂ψ
)
, e1 =
√
∆
Σr2
∂r, e2 =
1√
Σ
∂θ,
e3 =
√
β
τ sin2 θ
(
∂ϕ − abµ sin
2 θ
β
∂ψ
)
, e5 =
√
Σ
β cos2 θ
∂ψ .
(2.12)
The basis of dual 1-forms is given by
e0 =
√
∆Σ
τ
dt, e1 =
√
Σr2
∆
dr, e2 =
√
Σ dθ, e3 =
√
τ sin2 θ
β
(
dϕ− Ωa dt
)
,
e5 =
√
β cos2 θ
Σ
(
dψ − bµ
β
dt+
abµ sin2 θ
β
dϕ
)
.
(2.13)
After considerable algebraic manipulations, the exterior differential of the 1-forms {eA} can be expressed
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as
de0 = −
√
∆
2r
√
Σ
(∂r∆
∆
+
∂rΣ
Σ
− ∂rτ
τ
)
e0 ∧ e1 − 1
2
√
Σ
(∂θΣ
Σ
− ∂θτ
τ
)
e0 ∧ e2,
de1 = − (∂θΣ)
2Σ
3
2
e1 ∧ e2,
de2 =
√
∆
Σ
3
2
e1 ∧ e2,
de3 =
τ sin θ
rΣ
√
β
(∂rΩa) e
0 ∧ e1 + τ sin θ
Σ
√
∆β
(∂θΩa) e
0 ∧ e2,
+
1
2
√
∆
Σr2
(∂rτ
τ
− ∂rβ
β
)
e1 ∧ e3 + 1
2
√
Σ
(∂θτ
τ
+ 2 cot θ − ∂θβ
β
)
e2 ∧ e3
de5 = −bµ(r
2 + a2)(∂rβ) cos θ
rΣ
3
2
√
βτ
e0 ∧ e1 − 2bµ sin θ cos
2 θ
√
∆(b2 − a2)
Σ
3
2
√
βτ
e0 ∧ e2
− abµ
√
∆(∂rβ) sin θ cos θ
Σβr
√
τ
e1 ∧ e3 +
√
∆
2r
√
Σ
( (∂rβ)
β
− (∂rΣ)
Σ
)
e1 ∧ e5
+
abµ cos θ sin θ
Σ
√
τ
(
2 cot θ − (∂θβ)
β
)
e2 ∧ e3 + 1
2
√
Σ
((∂θβ)
β
− 2 tan θ − (∂θσ)
σ
)
e2 ∧ e5.
(2.14)
The spin-connection 1-forms ωAB are now found from the Cartan’s first structural equation (2.3) as follows
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ω01 =
√
∆
2r
√
Σ
(∂r∆
∆
+
∂rΣ
Σ
− ∂rτ
τ
)
e0 +
τ sin θ
2rΣ
√
β
(∂rΩa) e
3 − bµ(r
2 + a2)(∂rβ) cos θ
2rΣ
3
2
√
βτ
e5,
ω02 =
1
2
√
Σ
(∂θΣ
Σ
− ∂θτ
τ
)
e0 +
τ sin θ
2Σ
√
∆β
(∂θΩa) e
3 − bµ sin θ cos
2 θ
√
∆(b2 − a2)
Σ
3
2
√
βτ
e5,
ω03 =
τ sin θ
2rΣ
√
β
(∂rΩa) e
1 +
τ sin θ
2Σ
√
∆β
(∂θΩa) e
2,
ω05 = −
bµ(r2 + a2)(∂rβ) cos θ
2rΣ
3
2
√
βτ
e1 +
bµ sin θ cos2 θ
√
∆(b2 − a2)
Σ
3
2
√
βτ
e2,
ω12 =
(∂θΣ)
2Σ
3
2
e1 −
√
∆
Σ
3
2
e2,
ω13 =
τ sin θ
2rΣ
√
β
(∂rΩa) e
0 − 1
2
√
∆
Σr2
(∂rτ
τ
− ∂rβ
β
)
e3 +
abµ
√
∆(∂rβ) sin θ cos θ
2Σβr
√
τ
e5,
ω15 = −
bµ(r2 + a2)(∂rβ) cos θ
2rΣ
3
2
√
βτ
e0 +
abµ
√
∆(∂rβ) sin θ cos θ
2Σβr
√
τ
e3 −
√
∆
2r
√
Σ
((∂rβ)
β
− (∂rΣ)
Σ
)
e5,
ω23 =
τ sin θ
2Σ
√
∆β
(∂θΩa) e
0 +
1
2
√
Σ
(∂θτ
τ
+ 2 cot θ − ∂θβ
β
)
e3 − abµ cos θ sin θ
2Σ
√
τ
(
2 cot θ − (∂θβ)
β
)
e5,
ω25 = −
bµ sin θ cos2 θ
√
∆(b2 − a2)
Σ
3
2
√
βτ
e0 − abµ cos θ sin θ
2Σ
√
τ
(
2 cot θ − (∂θβ)
β
)
e3
− 1
2
√
Σ
( (∂θβ)
β
− 2 tan θ − (∂θσ)
σ
)
e5,
ω35 = −
abµ
√
∆(∂rβ) sin θ cos θ
2Σβr
√
τ
e1 +
abµ cos θ sin θ
2Σ
√
τ
(
2 cot θ − (∂θβ)
β
)
e2.
(2.15)
We then deduce the local Lorentz frame component ΓA from the spinor connection 1-form
Γ = ΓAe
A = (1/4)γAγBωAB.
We get
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Γ0 =
1
2
[
−
√
∆
2r
√
Σ
(∂r∆
∆
+
∂rΣ
Σ
− ∂rτ
τ
)
γ0γ1 − 1
2
√
Σ
(∂θΣ
Σ
− ∂θτ
τ
)
γ0γ2 +
τ sin θ
2rΣ
√
β
(∂rΩa)γ
1γ3
− bµ(r
2 + a2)(∂rβ) cos θ
2rΣ
3
2
√
βτ
γ1γ5 +
τ sin θ
2Σ
√
∆β
(∂θΩa)γ
2γ3 − bµ sin θ cos
2 θ
√
∆(b2 − a2)
Σ
3
2
√
βτ
γ2γ5
]
,
Γ1 =
1
2
[
γ0γ3 +
bµ(r2 + a2)(∂rβ) cos θ
2rΣ
3
2
√
βτ
γ0γ5 +
(∂θΣ)
2Σ
3
2
γ1γ2 − abµ
√
∆(∂rβ) sin θ cos θ
2Σβr
√
τ
γ3γ5
]
,
Γ2 =
1
2
[
− τ sin θ
2Σ
√
∆β
(∂θΩa)γ
0γ3 +
bµ sin θ cos2 θ
√
∆(b2 − a2)
Σ
3
2
√
βτ
γ0γ5 −
√
∆
Σ
3
2
γ1γ2
+
abµ cos θ sin θ
2Σ
√
τ
(
2 cot θ − (∂θβ)
β
)
γ3γ5
]
,
Γ3 =
1
2
[
− τ sin θ
2rΣ
√
β
(∂rΩa)γ
0γ1 − τ sin θ
2Σ
√
∆β
(∂θΩa)γ
0γ2 − 1
2
√
∆
Σr2
(∂rτ
τ
− ∂rβ
β
)
γ1γ3
+
abµ
√
∆(∂rβ) sin θ cos θ
2Σβr
√
τ
γ1γ5 − 1
2
√
Σ
(∂θτ
τ
+ 2 cot θ − ∂θβ
β
)
γ2γ3
− abµ cos θ sin θ
2Σ
√
τ
(
2 cot θ − (∂θβ)
β
)
γ2γ5
]
,
Γ5 =
1
2
[ bµ(r2 + a2)(∂rβ) cos θ
2rΣ
3
2
√
βτ
γ0γ1 +
bµ sin θ cos2 θ
√
∆(b2 − a2)
Σ
3
2
√
βτ
γ0γ2
+
abµ
√
∆(∂rβ) sin θ cos θ
2Σβr
√
τ
γ1γ3 −
√
∆
2r
√
Σ
( (∂rβ)
β
− (∂rΣ)
Σ
)
γ1γ5
− abµ cos θ sin θ
2Σ
√
τ
(
2 cot θ − (∂θβ)
β
)
γ2γ3 − 1
2
√
Σ
((∂θβ)
β
− 2 tan θ − (∂θσ)
σ
)
γ2γ5
]
.
(2.16)
Moreover, the differential part of the Dirac operator (2.5) is
γA∂A = γ
0
√
τ
∆Σ
(
∂t +Ωa∂ϕ +Ωb∂ψ
)
+ γ2
√
∆
r2Σ
∂r + γ
2 1√
Σ
∂θ
+ γ3
√
β
τ sin2 θ
(
∂ϕ − abµ sin
2 θ
β
∂ψ
)
+ γ5
√
Σ
β cos2 θ
∂ψ.
(2.17)
We are now able to give the expression of the full Dirac equation (2.5) in the particular local Lorentz
frame (2.12). We have
[
γ0
√
τ
∆Σ
(
∂t +Ωa∂ϕ + Ωb∂ψ
)
+ γ2
√
∆
r2Σ
∂r + γ
2 1√
Σ
∂θ
+ γ3
√
β
τ sin2 θ
(
∂ϕ − abµ sin
2 θ
β
∂ψ
)
+ γ5
√
Σ
β cos2 θ
∂ψ + γ
AΓA +m
]
φ = 0.
(2.18)
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Multiplying on the left by −iγ0√ τ∆Σ , we obtain
i∂tφ =
[
iγ0γ1
∆
r
√
τ
∂r + iγ
0γ2
√
δ
τ
∂θ − i
(
Ωa − γ0γ3
√
∆Σβ
τ sin θ
)
∂ϕ
− i
(
Ωb + γ
0γ3
abµ
√
∆Σsin θ
τ
√
β
− γ0γ5
√
∆Σ√
βτ cos θ
)
∂ψ + iγ
0
√
∆Σ
τ
(γAΓA) + imγ
0
√
∆Σ
τ
]
φ
(2.19)
Using (2.16) and the fact that γ5 = −iγ0γ1γ2γ3, we get for the connection term
iγ0
√
∆Σ
τ
(γAΓA) = i
∆
4r
√
τ
(∂r∆
∆
+
∂rΣ
Σ
)
γ0γ1 + i
√
∆
4
√
τ
(∂θΣ
Σ
+ 2 cot θ − 2 tan θ
)
γ0γ2
− i
√
∆τ sin θ(∂rΩa)
4r
√
βΣ
γ1γ3 − i
√
τ sin θ(∂θΩa)
4
√
βΣ
γ2γ3
+ i
bµ(r2 + a2)
√
∆cos θ(∂rβ)
4rΣτ
√
β
γ1γ5 + i
bµ∆(b2 − a2) cos2 θ sin θ
2Στ
√
β
γ2γ5
+
abµ∆(∂rβ) sin θ cos θ
4rβτ
√
Σ
γ2 +
abµ
√
∆sin θ cos θ
4τ
√
Σ
γ1,
(2.20)
an expression that we abbreviate as
iγ0
√
∆Σ
τ
(γAΓA) = i
∆
4r
√
τ
(∂r∆
∆
+
∂rΣ
Σ
)
γ0γ1 + i
√
∆
4
√
τ
(∂θΣ
Σ
+ 2 cot θ − 2 tan θ
)
γ0γ2 + V0. (2.21)
Hence the Dirac equation becomes
i∂tφ =
[
iγ0γ1
∆
r
√
τ
(
∂r +
∂r∆
4∆
+
∂rΣ
4Σ
)
+ iγ0γ2
√
∆
τ
(
∂θ + 2 cot θ − 2 tan θ + ∂θΣ
4Σ
)
− i
(
Ωa − γ0γ3
√
∆Σβ
τ sin θ
)
∂ϕ − i
(
Ωb + γ
0γ3
abµ
√
∆Σsin θ
τ
√
β
− γ0γ5
√
∆Σ√
βτ cos θ
)
∂ψ
+ V0 + imγ
0
√
∆Σ
τ
]
φ
(2.22)
We now further simplify the equation (2.22) in several steps in order to obtain a synthetic expression
adapted to our analysis. We can first get rid of some long range terms appearing in (2.22) by multiplying
the spinor by the measure density of the hypersurface Σ = {t = const} associated to a ”good” radial
variable. We introduce this new radial variable x such that the principal null geodesics (1.6) have radial
speed ±1 with respect to this coordinate. Hence, the ”Regge-Wheeler” like coordinate x is defined
implicitly by
dx
dr
=
(r2 + a2)(r2 + b2)
∆
= 1 + µ
r2
∆
. (2.23)
Using (1.5), we can integrate (2.23) to obtain
x = r +
1
2κ+
ln
(r − r+
r + r+
)
+
1
2κ−
ln
(r − r−
r + r−
)
+ C, (2.24)
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where
κ+ =
r+(r
2
+ − r2−)
(r2+ + a
2)(r2+ + b
2)
> 0, κ− =
r−(r2− − r2+)
(r2− + a2)(r2− + b2)
< 0,
are called the surface gravities of the event and Cauchy horizons respectively, and C is any constant of
integration. Note from (2.24) that the event horizon {r = r+} is now described by {x = −∞}. The
range of the variable x is then clearly R.
The measure dvol induced by the metric on the hypersurface Σ = {t = const} is then
dvol =
√
r2∆Στ
(r2 + a2)2(r2 + b2)2
dxdω,
where dω = sin θ cos θ dθ dϕ dψ is the standard measure on S3. We define the spinor density
u =
( r2∆Στ
(r2 + a2)2(r2 + b2)2
) 1
4
φ,
which satisfies the same equation as the one satisfied by φ except that ∂r and ∂θ are respectively replaced
by
∂r − 1
4
(∂r∆
∆
+
∂rΣ
Σ
+
∂rh
−4
h−4
)
, ∂θ − 1
4
(∂θΣ
Σ
+
∂θτ
τ
)
,
where
h4 =
(r2 + a2)2(r2 + b2)2
r2τ
. (2.25)
Hence the Dirac equation becomes
i∂tu =
[
iγ0γ1
∆
r
√
τ
(
∂r +
∂rh
h
)
+ iγ0γ2
√
δ
τ
(
∂θ + 2 cot θ − 2 tan θ − ∂θτ
4τ
)
− i
(
Ωa − γ0γ3
√
∆Σβ
τ sin θ
)
∂ϕ − i
(
Ωb + γ
0γ3
abµ
√
∆Σsin θ
τ
√
β
− γ0γ5
√
∆Σ√
βτ cos θ
)
∂ψ
+ V0 + imγ
0
√
∆Σ
τ
]
u.
(2.26)
Noting that
∆
r
√
τ
(
∂r +
∂rh
h
)
= h∂xh,
√
∆
τ
(
∂θ +
cot θ
2
− tan θ
2
− ∂θτ
4τ
)
= h
r
√
∆
(r2 + a2)(r2 + b2)
(
∂θ +
cot θ
2
− tan θ
2
)
h,
we obtain
i∂tu =
[
h
(
iγ0γ1∂x + iγ
0γ2
r
√
∆
(r2 + a2)(r2 + b2)
(
∂θ +
cot θ
2
− tan θ
2
))
h
− i
(
Ωa − γ0γ3
√
∆Σβ
τ sin θ
)
∂ϕ − i
(
Ωb + γ
0γ3
abµ
√
∆Σsin θ
τ
√
β
− γ0γ5
√
∆Σ√
βτ cos θ
)
∂ψ
+ V0 + imγ
0
√
∆Σ
τ
]
u.
(2.27)
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Our goal now is to put the equation in the form i∂tu = hD0h +M(x, θ, ∂ϕ, ∂ψ) with D0 a spherically
symmetric like Dirac operator and M a short-range (in r) first order differential operator in ∂ϕ and ∂ψ.
We thus introduce the Dirac operator on S3 given in our coordinates by
DS3 = iγ
0γ2
(
∂θ +
cot θ
2
− tan θ
2
)
+ iγ0γ3
1
sin θ
∂ϕ + iγ
0γ5
1
cos θ
∂ψ , (2.28)
and using the identities
imγ0
√
∆Σ
τ
= h
(
im
r2
√
∆
(r2 + a2)(r2 + b2)
γ0
)
h+ im
√
∆
τ
(
√
Σ− r)γ0,
Ωa = h
a
r2 + a2
h+
ar(µr −√τ )
(r2 + a2)2(r2 + b2)2
, Ωb = h
b
r2 + b2
h+
br(µr −√τ )
(r2 + a2)2(r2 + b2)2
,
we get
i∂tu = h
[
iγ0γ1∂x +
r
√
∆
(r2 + a2)(r2 + b2)
DS3 − ia
r2 + a2
∂ϕ − ib
r2 + b2
∂ψ + im
r2
√
∆
(r2 + a2)(r2 + b2)
γ0
]
hu
− i
( ar(µr −√τ)
(r2 + a2)2(r2 + b2)2
− γ0γ3
√
∆
τ
1
sin θ
(√Σβ
τ
− 1
))
∂ϕu
− i
( br(µr −√τ)
(r2 + a2)2(r2 + b2)2
+ γ0γ3
abµ
√
∆Σsin θ
τ
√
β
− γ0γ5
√
∆
τ
1
cos θ
( Σ√
β
− 1
))
∂ψu
+ V0u+ imγ
0
√
∆
τ
(
√
Σ− r)u.
(2.29)
We shall use the following notations. As usual, we denote by Dx, Dϕ, Dψ the differential operators
−i∂x, −i∂ϕ, −i∂ψ respectively. We introduce the gamma Dirac matrices Γ0 = iγ0, Γj = −γ0γj , j =
1, 2, 3, 5 that satisfy the anticommutation relations
ΓaΓb + ΓbΓa = 2δa,b. (2.30)
Finally we denote the different functions appearing in (2.29) by
a(x) =
r
√
∆
(r2 + a2)(r2 + b2)
, b(x) = m
r2
√
∆
(r2 + a2)(r2 + b2)
,
cϕ(x) =
a
r2 + a2
, cψ(x) =
b
r2 + b2
,
Mϕ(x, θ) =
ar(µr −√τ )
(r2 + a2)2(r2 + b2)2
+ Γ3
√
∆
τ
1
sin θ
(√Σβ
τ
− 1
)
,
Mψ(x, θ) =
br(µr −√τ)
(r2 + a2)2(r2 + b2)2
− Γ3 abµ
√
∆Σsin θ
τ
√
β
+ Γ5
√
∆
τ
1
cos θ
( Σ√
β
− 1
)
,
M0(x, θ) = V0(x, θ) +m
√
∆
τ
(
√
Σ− r)Γ0,
M(x, θ,Dϕ, Dψ) =MϕDϕ +MψDψ +M0.
(2.31)
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The Dirac equation under Hamiltonian form finally reads
i∂tu = Du,
D = h(x, θ)D0h(x, θ) +M(x, θ,Dϕ, Dψ),
(2.32)
where the reference Dirac operator D0 is given by
D0 = Γ
1Dx + a(x)DS3 + b(x)Γ
0 + cϕ(x)Dϕ + cψ(x)Dψ , (2.33)
with h(x, θ), M(x, θ,Dϕ, Dψ), a(x), b(x), cϕ(x), cψ(x) as in (2.25) and (2.31).
3 Spectral properties of the Dirac Hamiltonian
3.1 Self-adjointness
In this section, we start studying the basic properties of the Hamiltonians D0 and D such as their self-
adjointness on a certain domain that we shall describe.
First of all, let us define precisely the Hilbert space framework for our analysis. Thanks to the weight
we have introduced on the spinor, the Hamiltonians D0 and D act naturally on the Hilbert space
H = L2(R× S3, dxdω;C4), (3.34)
where ω denotes the angular variables (θ, ϕ, ψ).
To proceed further, we need to know the asymptotic behaviors of the different functions appearing
in the definition of D0 and D. To do so easily, it is useful to have an abstract analytic framework in
which the behaviors of these different functions can be read off immediately. Since we work now using
the ”Regge-Wheeler” variable x and that all the functions in (2.31) are expressed in the radial variable
r, we need the asymptotic behavior of r in function of x. From (2.24), we see that
r ∼ x, x→ +∞,
r − r+ = O(e2κ+x), x→ −∞.
(3.35)
Note in passing from (1.5) that
∆(r) ∼ x4, x→ +∞,
∆(r) = O(e2κ+x), x→ −∞. (3.36)
This leads us to introduce the following classes of symbols for the functions defined on the hypersurface
Σ0 = Rx × S3. Denoting (1 + x2) 12 by 〈x〉, we define
Sm,n = {f ∈ C∞(Σ0), ∀α ∈ N, β ∈ N3, ∂αx ∂βωf(x, ω) ∈
{
O(〈x〉m−α), x→ +∞,
O(e−nκ+x), x→ −∞, }. (3.37)
Sm = {f ∈ C∞(Σ0), ∀α ∈ N, β ∈ N3, ∂αx ∂βωf(x, ω) ∈ O(〈x〉m−α), |x| → +∞}. (3.38)
Note the following obvious properties for these spaces
(i) Sm,n × Sp,q ⊂ Sm+p,n+q,
(ii) ∂αx : S
m,n −→ Sm−α,n, ∀α ∈ N,
(iii) ∂βω : S
m, −→ Sm,n, ∀β ∈ N.
(3.39)
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To make the link between the x and r variables, we also define for the functions defined on the hypersurface
Σ0 = (r+,+∞)× S3 the space
Πm = {f ∈ C∞(Σ0), ∀α ∈ N, β ∈ N3, ∂αx ∂βωf(r, ω) ∈
{
O(〈r〉m−α), r → +∞,
O(1), r → r+.
}
}. (3.40)
We shall use the following result whose proof is identical to the one given in [32] (Lemma 9.7.1)
Lemma 1
(i) f(r) ∈ Πm =⇒ f(r(x)) ∈ Sm,0, ∀α ∈ N∗, ∂αx f(r(x)) ∈ Sm−α,−2,
(ii) f(x) ∈ Sm,n, g(r) ∈ Πk, =⇒ f(x)g(r) ∈ Sm+k,n. (3.41)
As a first consequence, we see from (3.36) that
∆ ∈ S4,−2,
√
∆ ∈ S2,−1. (3.42)
Let us now give the asymptotics of the functions appearing in the Hamitonians D0 and D. We start with
the functions a, b, cϕ, cψ (depending only on the radial variable x) used in the definition of D0. We have
Lemma 2
(i) a(x) ∈ S−1,−1, ∃ǫ > 0, ∀j ∈ N,
(
a(x) − 1
x
)(j)
∈ O(〈x〉−1−ǫ−j), x→ +∞,
∃a−, a(x)− a−eκ+x ∈ O(e3κ+x), x→ −∞,
(ii) b(x) ∈ S0,−1, b′(x) ∈ S−2,−1, (b(x)−m) ∈ O(〈x〉−1), x→ +∞.
(iii) cϕ(x) ∈ S−3,0, c′ϕ(x) ∈ S−4,−2, cϕ(x) − ωa ∈ O(e2κ+), x→ −∞,
(iv) cψ(x) ∈ S−3,0, c′ψ(x) ∈ S−4,−2, cψ(x) − ωb ∈ O(e2κ+), x→ −∞.
(3.43)
Hence the potential a is exponentially decreasing at the event horizon and of Coulomb type at infinity.
The potential b is also exponentially decreasing at the event horizon and tends to m at infinity. Note that
the difference between b and m is of Coulomb type at infinity. Finally, the potentials cϕ and cψ decay
as 〈x〉−3 at infinity and tend to the constants ωa = ar2
+
+a2
and ωb =
b
r2
+
+b2
at the event horizon but the
differences between cϕ and ωa and cψ and ωb decay exponentially at the event horizon.
We now turn our attention to the function h(x, θ) and the differential operator M(x, θ,Dϕ, Dψ)
appearing in the Hamiltonian D. We have
Lemma 3
(i) h ≥ 1, h− 1, h2 − 1 ∈ S−2,−1, ∂θh ∈ S−2,−2,
(ii) ∀n,m ∈ Z, Mi,j(x, θ, n,m) ∈ S−2,−1, i, j = 1, ..., 4.
(3.44)
The function h(x, θ) is always greater than 1 and the difference between h and 1 is exponentially
decreasing at the event horizon and decays as 〈x〉−2 at infinity. Hence, h− 1 is short-range at both ends
of the exterior region. Also, the differential operatorM(x, θ,Dϕ, Dψ) when decomposed onto the angular
modes {einϕeimψ}n,m∈Z is a matrix-valued function whose components are short-range, exponentially
decreasing at the event horizon and decaying as 〈x〉−2 at infinity.
We shall use Lemmas 2 and 3 as follows. Since the exterior region of a 5D Myers-Perry black hole
possesses a bi-azimuthal symmetry with respect to the variables ϕ and ψ, it will be enough to study
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the spectral properties of D on each angular modes {einϕeimψ}n,m∈ 1
2
+Z. Denoting by D
nm and Dnm0 the
restrictions of D and D0 on these angular modes, we find
D
nm = h(x, θ)Dnm0 h(x, θ) +M(x, θ, n,m), (3.45)
with
D
nm
0 = Γ
1Dx + a(x)DS3 + b(x)Γ
0 + ncϕ(x) +mcψ(x). (3.46)
Note that we kept the full Dirac operator DS3 on S
3 in the expression of Dnm and Dnm0 since our aim
is to compare D with a spherically symmetric Dirac operator. The interest in the expressions (3.45)
and (3.46) is that the terms involving ∂ϕ and ∂ψ can now be treated as potentials. Moreover, using the
decomposition
D
nm = Dnm0 + (h− 1)Dnm0 + Dnm0 (h− 1) + (h− 1)Dnm0 (h− 1) +M(x, θ, n,m),
and using Lemma 3, the Hamiltonian D restricted to each of the angular modes {einϕeimψ}n,m∈ 1
2
+Z can
be viewed as a short-range perturbation of the Hamiltonian D0 restricted to the same angular modes.
The latter is the restriction of a spherically symmetric Dirac operator for which we shall be able to use
a decomposition onto suitably chosen spherical harmonics to deduce its spectral properties.
The operators Dnm and Dnm0 will be thus the operators at the heart of our analysis. From now on, we
shall assume that these operators act on the full Hilbert space H as follows: we make the parts of Dnm
and Dnm0 involving DS3 act on H in the natural way on H whereas we still consider the parts of Dnm and
Dnm0 involving the angular modes n and m as potentials. To avoid confusion, we denote H and H0 the
extension of Dnm and Dnm0 respectively for given (n,m) ∈ 12 + Z. We shall write concisely
H = h(x, θ)H0h(x, θ) +M(x, θ), H0 = Γ
1Dx + a(x)DS3 + b(x)Γ
0 + c(x), (3.47)
where c(x) = ncϕ(x) +mcψ(x). It is important to keep in mind that H0 and H only coincide with D
nm
0
and Dnm on the particular modes einϕeimψ. In what follows, we shall study the spectral properties of
H0 and H and shall be able to obtain equivalent assertions for D0 and D simply by restriction to given
angular modes.
When dealing with the Hamiltonian H0, we can use a decomposition onto well-chosen spin-weighted
spherical harmonics that ”diagonalizes” the Dirac operator DS3 on S
3 to simplify the Hamiltonian.
Precisely, we shall use constantly the following result
Lemma 4 The Hilbert space H can be decomposed onto a Hilbert sum
H =
⊕
l,n,m∈L
Hlnm, L =
{
(l, n,m), l ∈ N∗, (n,m) ∈ 1
2
+ Z
}
,
where the Hlnm’s are subpaces of H, isometric to L2(R, dx;C4), which are let invariant through the action
of H0. Moreover, the restrictions of H0 to Hlnm are
H lnm0 = D
lnm
0 = Γ
1Dx + λlnma(x)Γ
2 + b(x)Γ0 + c(x).
Here, the λlnm ∈ { 32 , 52 , 72 , ...} are the positive eigenvalues of DS3 .
Proof. See Appendix A. ♦
We can use this Lemma to prove
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Proposition 1 The Hamiltonian H0 is self-adjoint on H with domain
D(H0) = {u ∈ H, ‖H0u‖2 <∞} =
{
u ∈ H, u =
∑
l,n,m∈L
ulnm,
∑
l,n,m∈L
(
‖ulnm‖2+‖H lnm0 ulnm‖2
)
<∞
}
.
As a consequence, D0 is self-adjoint on H with domain
D(D0) = {u ∈ H, ‖D0u‖2 <∞} =
{
u ∈ H, u =
∑
l,n,m∈L
ulnm,
∑
l,n,m∈L
(
‖ulnm‖2+ ‖Dlnm0 ulnm‖2
)
<∞
}
.
Proof. The Hamiltonian H0 being spherically symmetric, it is enough to study H
lnm
0 on each Hlnm.
But
H lnm0 = Γ
1Dx + λlnma(x)Γ
2 + b(x)Γ0 + c(x),
where the functions a(x), b(x), c(x) are bounded by Lemma 2. By the Kato-Rellich Theorem, for each
(l, n,m) ∈ L, H lnm0 is self-adjoint on Hlnm with domain
D(H lnm0 ) = {ulnm ∈ Hlnm, ‖H lnm0 ulnm‖2 <∞} = H1(R,C4).
This gives the the result for H0. Since H0 and D0 coincide on a given Hnm the restriction of H to the
angular modes einϕeimψ, we deduce that Dnm0 is self-adjoint on Hnm with its natural domain. Since this
can be done on each Hnm, the second assertion is proved. ♦
To study H and D, we need
Lemma 5 1) h(x, θ)D(H0) = D(H0) and h
−1(x, θ)D(H0) = D(H0).
2) h(x, θ)D(D0) and h
−1(x, θ)D(D0) = D(D0).
Proof. Let u ∈ D(H0) ⊂ H. Since h, ∂xh, ∂θh are uniformly bounded according to Lemma 3, we have
‖H0(hu)‖ =
∥∥∥((Γ1Dx + a(x)Γ2Dθ)h)u+ h(H0u)∥∥∥,
≤ C(‖u‖+ ‖H0u‖) < ∞.
Hence hu ∈ D(H0). Note that the same argument gives h−1u ∈ D(H0).
Conversely, let v ∈ D(H0) et set u = h−1v. Then u ∈ D(H0) from the argument above and hu = v.
The first assertion is thus proved. The proof for D0 is clearly the same. We omit it. ♦
Corollary 1 1) hH0h is self-adjoint on H with domain D(hH0h) = D(H0).
2) hD0h is selfdjoint on H with domain D(hD0h) = D(D0).
Proof. The operator (hH0h,D(H0)) is clearly symmetric according to Proposition 1 and Lemma 5.
Let us prove that D((hH0h)
∗) = D(H0). Suppose that D((hH0h)∗) contains strictly D(H0) et let
v ∈ D((hH0h)∗) \D(H0). Then, there exist η ∈ H such that
〈hH0hu, v〉 = 〈u, η〉, ∀u ∈ D(H0).
Since the operator of multiplication by h is a bounded self-adjoint operator on H with inverse h−1, we
get
〈H0hu, hv〉 = 〈hu, h−1〉, ∀u ∈ D(H0).
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But ϕ = hu ∈ D(H0) by Lemma 5 and ψ = hv /∈ D(H0) by definition of v. Then, there exists η ∈ H
such that
〈H0ϕ, ψ〉 = 〈ϕ, η〉, ∀ϕ ∈ D(H0).
Thus ψ ∈ D(H0)∗ = D(H0) which contradicts our assumption.
The proof for hD0h is identical. ♦
We now can conclude to the self-adjointness of H and D with their natural domains.
Proposition 2 1) H is self-adjoint on H with domain D(H) = {u ∈ H, ‖Hu‖2 <∞} = D(H0).
2) D is self-adjoint on H with domain
D(D) = {u ∈ H, ‖Du‖2 <∞} =
{
u ∈ H, u =
∑
l,n,m∈L
ulnm,
∑
l,n,m∈L
(
‖ulnm‖2 + ‖Dlnmulnm‖2
)
<∞
}
.
Proof. The proof is obvious for H by the Kato-Rellich Theorem and the fact that the potential
M(x, θ, n,m) is bounded for fixed (n,m) ∈ 12 + Z. Hence, we conclude that Dnm is self-adjoint onHnm the restriction of H to the angular modes ǫinϕeimψ with its natural domain. Since this can be done
for each Hnm, n,m ∈ 12 + Z, the second assertion follows. ♦
Finally, thanks to Proposition 2, the solutions of the Dirac equation (2.32) can be written using the
evolution e−itD as u(t) = e−itDu0 where u0 ∈ H is any initial data on the hypersurface Σ0.
3.2 Local energy decay I
We begin this section by collecting some standard results useful for the later Mourre analysis and for our
first version of local energy decay below. We first give a compactness criterion for operators of the form
f(x)g(H0) as well as f(x)g(H) where f, g are functions decaying at infinities. To do so, we need a better
description of the domain D(H0) = D(H). By the same argument as in [34], we know that
D(H) = D(H0) ⊂ H1loc(Σ0;C4). (3.48)
Then we have the standard compactness criterion
Lemma 6 If f = fij , g ∈ C∞(R), then the operator f(x)g(H0) and f(x)g(H) are compact on H.
As a consequence of Lemma 6 and of the Helffer-Sjo¨strand formula [15], we also have
Corollary 2 If χ ∈ C∞0 (R), then the operator χ(H)− χ(H0) is compact.
We shall also need in the next section the following resolvent estimates whose proof is identical to the
one in [34]. There exists a constant C such that for any u ∈ D(H0),
‖a(x)DS3u‖ ≤ C(‖H0u‖+ ‖u‖),
‖Γ1Dxu‖ ≤ C(‖H0u‖+ ‖u‖).
(3.49)
The same estimates remain true if we replace H0 by H .
At last, we state an important property of domain invariance for Dirac operators only (see [50]).
Precisely, the domains D(〈x〉n), n ∈ N are stable under the action of the resolvents of H0 and H .
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Lemma 7 Let n ∈ N, z ∈ C \ σ(H) and χ ∈ C∞0 (R). Then
(H − z)−1D(〈x〉n) ⊂ D(〈x〉n),
χ(H)D(〈x〉n) ⊂ D(〈x〉n). (3.50)
Moreover, the estimates (3.50) remain true if we replace H by H0.
We now start our study of the spectral properties of the Hamiltonian D. From Appendix A, we know
that the spectrum of D is purely continuous, i.e. σpp(D) = ∅. This fact together with the compactness
criterion above entails
Proposition 3 Let χ ∈ C∞0 (R). Then, for all u ∈ H,
1
2T
∫ T
−T
‖χ(x)e−itDu‖2dt → 0.
Proof. By a density argument, it is enough to prove this result for Dnm = Hnm, the restriction of D
onto each of the angular modes {einϕeimψ}, n,m ∈ 12 +Z. But, the spectrum Hnm is clearly also purely
continuous and from Lemma 6, the operator χ(x)(Hnm + i)−1 is compact. Hence, the result follows
directly from the RAGE Theorem (see for instance [47]). ♦
4 Mourre theory
In this section, we prove the absence of singular continuous spectrum for the Hamiltonian H defined in
(3.47) by means of an application of the Mourre theory. Since this Hamiltonian coincide on each angular
modes {einϕeimψ}, n,m ∈ 12 + Z, with the Hamiltonian Dnm, we shall conclude that the spectrum of D
also contains no singular continuous spectrum and thus, is purely absolutely continuous by Proposition
3. Using this fact, we prove the weak local decay energy stated in Theorem 1 by a simple application of
the Riemann-Lebesgue Lemma.
We begin this section recalling the basics of the Mourre theory. To determine then a locally conjugate
operator for H , we use the construction of [12] where the same problem was studied in the case of the
4-dimensional Kerr-Newman metric. It turns out that the expression of the Hamiltonian H given in
(3.47) enters exactly in the analytic framework studied in [12], except that the Dirac operator of the
2D-sphere S2 is now replaced by the Dirac operator DS3 on the 3D-sphere. For the convenience of the
reader, we reproduce the proof with the slight necessary modifications due to the dimension.
4.1 Abstract Mourre theory
In this section, H denotes any self-adjoint operator on a Hilbert space H. Mourre theory is a powerful
tool to study the spectral nature of H . Its principle consists in finding a self-adjoint operator A on H so
that the pair (H,A) satisfies a set of assumptions which we now recall (see [41]).
(M1) e−itAD(H) ⊂ D(H).
(M2) i[H,A] defined as a quadratic form on D(H) ∩D(A) extends to an element of B(D(H),H).
(M3) [A, [A,H ]] well defined as a quadratic form on D(H) ∩ D(A) by (ii), extends to an element of
B(D(H), D(H)∗).
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(M4) Let I ⊂ R an open interval. There exists a strictly positive constant µ and a compact operator K
such that
1I(H)i[H,A]1I(H) ≥ ǫ1I(H) +K. (4.1)
The fundamental assumption here is the Mourre estimate (4.1). Its meaning is that we must find an
observable A which essentially increases along the evolution e−itH . The other conditions are more tech-
nical and turn out to be difficult to check directly in the case where A and H are unbounded self-adjoint
operators having no explicitly known domains. We give below some useful criteria to verify them. If
the pair (H,A) satisfy these assumptions then we say that A is a conjugate operator for H on I. The
existence of a conjugate operator provides important informations on the spectrum of H . Precisely, we
have (see for example [2])
Theorem 2 Let H,A be self-adjoint operators on H. Assume that A is a conjugate operator for H on the
interval I. Then H has no singular continuous spectrum in I. Furthermore, the number of eigenvalues
of H in I is finite (counting multiplicity).
Let us now give some details concerning the conditions (M1), (M2) and (M3) of Mourre theory. One
of the difficulties in Mourre theory consists in working with commutators i[H,A] (see (M2)) between
unbounded self-adjoint operators. One has to be careful when dealing with such quantities since D(H)
andD(A) may be unknown or have an intersection which is not even dense inH. Similarly, the assumption
(M1) is not easy to prove since the action of eisA may also be unknown. Therefore, it is useful to have a
different set of criteria. Let us first define the class of operators Ck(A) introduced in [2].
Definition 1 Given a self-adjoint operator A, we say that a self-adjoint operator H belongs to Ck(A), k ∈
N, if and only if
(ABG) ∃z ∈ C \ σ(H), s −→ eisA(H − z)−1e−isA ∈ Ck(Rs;B(H)),
for the strong topology of B(H).
It is shown in [2] that one can replace the assumptions (M1) and (M2) by the unique assumption H ∈
C1(A) without changing the conclusions of Theorem 2. Roughly speaking, this condition allows for the
following equality
[A, (z −H)−1] = (z −H)−1[A,H ](z −H)−1,
to make sense on H. From [2], H ∈ C1(A) is equivalent to
(i)′ ∃z ∈ C \ σ(H), (H − z)−1D(A) ⊂ D(A), (H − z)−1D(A) ⊂ D(A),
(ii)′ |(Hu,Au)− (Au,Hu)| ≤ C(‖Hu‖2 + ‖u‖2), ∀u ∈ D(H) ∩D(A),
which is similar to the conditions (M1) and (M2). Nevertheless, they remain complicated to check when
the domains of H and A are not explicitly known. One way to remedy this problem consists in finding
first a common core for H and A. This procedure is described in [27]. We only recall the two results we
shall need.
Lemma 8 (Nelson) Let N ≥ 1 a self-adjoint operator on H. Let A a symmetric operator on H such
that D(N) ⊂ D(A). Assume that
‖Au‖ ≤ C‖Nu‖, ∀u ∈ D(N),
|(Au,Nu)− (Nu,Au)| ≤ C‖N 12u‖2, ∀u ∈ D(N). (4.2)
Then A is essentially self-adjoint on D(N). Furthermore every core of N is also a core for A.
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Lemma 9 (Ge´rard, Laba) Let H, H0 and N three self-adjoint operators on H satisfying N ≥ 1,
D(H) = D(H0) and (H − z)−1D(N) ⊂ D(N). Let A a symmetric operator on D(N). Assume that H0
and A satisfy the assumptions of Lemma 8 and
|(Au,Hu)− (Hu,Au)| ≤ C(‖Hu‖2 + ‖u‖2), ∀u ∈ D(N). (4.3)
Then we have
• D(N) is dense in D(A) ∩D(H) with the norm ‖Hu‖+ ‖Au‖+ ‖u‖,
• The quadratic form i[H,A] defined on D(A) ∩D(H) is the unique extension of i[H,A] on D(N),
• H ∈ C1(A).
The operator N above is called a comparison operator. When the assumptions of Lemma 9 are satisfied,
it is enough to compute the commutator i[H,A] as a quadratic form on the common core D(N) or on
any core of N . We finish this brief presentation of Mourre theory by an interesting observation. The
condition H ∈ C1(A) together with the condition (M2) imply the condition (M1) thanks to a result due
to Ge´rard and Georgescu [25]
Lemma 10 Let H and A two self-adjoint operators such that H ∈ C1(A) and i[H,A] ∈ B(D(H),H)
then eisAD(H) ⊂ D(H) for all s ∈ R.
The choice of a locally conjugate operator for Hamiltonians H like (3.47) is not straightforward.
Recall indeed that the evolution described by H can be understood as an evolution on a Riemannian
manifold (given here by Σ0 = Rx × S3) having two different ends. At infinity, the metric on Σ0 tends
to the flat metric. Therefore, we can use the usual generator of dilations there. At the event horizon,
this metric is exponentially large and the choice of a conjugate operator turns out to be much more
complicated. Analogous situations have been studied before, first by Froese and Hislop [23] in the case
of a second-order-elliptic Hamiltonian, then by De Bie`vre, Hislop and Sigal [16] for the wave equation
on classes of non-compact Lorentzian manifolds with several asymptotic ends which are perturbations
of particular simple geometries and more recently by Bouclet [8] for the Laplacian on asymptotically
hyperbolic manifolds. Closer to our model, Ha¨fner and Nicolas [34] treated the case of massless Dirac fields
in a Kerr background, work that was generalized to massive Dirac fields in a Kerr-Newman background
in [12]. The latter two models are in fact almost identical to ours and we shall use here the construction
of a locally conjugate operator given there.
4.2 Locally conjugate operator for D
4.2.1 Preliminaries
In order to separate the problems at the event horizon and infinity, we define two cut-off functions
j± ∈ C∞(R) satisfying
j−(x) = 1, for x ≤ 1
2
, j−(x) = 0, for x ≥ 1,
j+(x) = 1, for x ≥ 2, j+(x) = 0, for x ≤ 3
2
.
In this definition, the support of j− must contain (−∞, 0] whereas the support of j+ only has to contain
a neighbourhood of +∞. Now, for S ≥ 1, we set
R−(x,DS3) = (x+ κ
−1
+ ln |DS3 |) j2−
(x+ κ−1+ ln |DS3 |
S
)
, R+(x) = xj
2
+(
x
S
).
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We define the local conjugate operators A−, A+ by
A− = R−(x,DS3)Γ1, A+ =
1
2
(DxR+(x) + R+(x)Dx).
At infinity, the conjugate operator A+ is like a generator of dilations whereas at the horizon, A− is the
locally conjugate operator introduced in [12]. The true conjugate operator A will be the sum or the
difference between A− and A+ depending on the energy interval we consider. Precisely, let χ ∈ C∞0 (R)
such that supp χ is included in one of the intervals (−∞,−m), (−m,+m), (+m,+∞). Then we define
the conjugate operator Aχ on supp χ by
Aχ = A− +A+ when supp χ ⊂ (+m,+∞),
Aχ = A− −A+ when supp χ ⊂ (−∞,−m),
Aχ = A− when supp χ ⊂ (−m,+m).
We will prove the assumptions (M1) to (M3) for A = A− +A+. The other cases are analogous.
Before starting with the proof, we simplify some notations. In what follows indeed, we shall use
extensively the decomposition onto generalized spherical harmonics for the Dirac operator DS3 introduced
in Lemma 4. Recall that on each Hilbert space Hlnm, the operator H0 reduces to
H lnm0 = Γ
1Dx + λlnma(x)Γ
2 + b(x)Γ0 + c(x),
where λlnm ∈ { 32 , 52 , 72 , ...} are the positive eigenvalues of DS3 . Since H lnm0 only depends on λlnm and for
ease of notations, we shall gather all the indices (l, n,m) corresponding to the same eigenvalues λlnm = k.
Recalling that there exists only a finite number of combinations of (l, n,m) such that λlnm = k, we thus
introduce in a natural way a new decomposition of the Hilbert space H, in the form
H =
⊕
k∈ 3
2
+N
Hk, Hk =
⊕
(l,n,m)/ λlnm=k
Hlnm, Hk ≃ L2(R;C4),
such that
Hk0 = H0 |Hk = Γ
1Dx + ka(x)Γ
2 + b(x)Γ0 + c(x).
Let us now study the operator R−(x,DS3) appearing in A−. On each Hilbert space Hk, it reduces to
multiplication operator R−(x, k) where k ∈ 32 + N. We have
Lemma 11 For all S ≥ 1,
|R−(x, k)| ≤ C〈x〉, uniformly in k,
|R(i)− (x, k)| ≤ C, uniformly in k, i = 1, 2.
As a consequence, the domains of the operators R−(x,DS3) and A− contain D(〈x〉). Moreover, if j1 ∈
C∞(R) satisfies j1(x) = 1, for x ≤ 1 and j1(x) = 0, for x ≥ 32 , then
R
(i)
− (x,DS3) = R
(i)
− (x,DS3 )j
2
1(
x
S
), i = 0, 1, 2.
Proof. The operator R−(x, k) is a translation by κ−1+ ln |k| of the operator of multiplication xj2−( xS ).
Since |k| ≥ 32 , we have
x ≤ x+ κ−1+ ln |k|, ∀k. (4.4)
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Therefore, on supp j− we have
x ≤ x+ κ−1+ ln |k| ≤ S,
and thus
|x+ κ−1+ ln |k|| ≤ max(S, |x|) ≤ C〈x〉, ∀k.
This proves the first assertion.
Now we have
R
(1)
− (x, k) = j
2
−
(x+ κ−1+ ln |k|
S
)
+
(x+ κ−1+ ln |k|
S
)
(j2−)
′
(x+ κ−1+ ln |k|
S
)
.
Since supp (j2−)
′
is compact, the second assertion holds.
Finally, it is immediate from (4.4) that
(j2−)
(i)
(x+ κ−1+ ln |k|
S
)
j21(
x
S
) = (j2−)
(i)
(x+ κ−1+ ln |k|
S
)
, ∀k, i = 0, 1, 2.
This concludes the proof of the lemma. ♦
We shall now prove that the Mourre assumptions (M1) to (M3) hold for (H,A). We first define the
comparison operator
N = D2x + a
2(x)D2S3 + 〈x〉2,
where a(x) is the potential in front of DS3 in the definition of H . By the same proof as in [34], we
can characterize the domain of N by D(N) = D(H2) ∩ D(〈x〉2) = D(H20 ) ∩ D(〈x〉2). From this and
Proposition 7, we have for any z ∈ C \ σ(H),
(H − z)−1D(N) ⊂ D(N). (4.5)
We also state some useful estimates (immediate from the definition of N): for u ∈ D(N),
‖Dxu‖ ≤ C‖N 12u‖, ‖a(x)DS3u‖ ≤ C‖N
1
2u‖, ‖xu‖ ≤ C‖N 12u‖. (4.6)
Our first result shows that the pairs of Hamiltonians (A±, N) and (H0, N) satisfy the hypotheses of
Lemma 8 above. Precisely, we have
Lemma 12 (A±, N) and (H0, N) satisfy the hypotheses of Lemma 8. In particular, the operators A±
and H0 are essentially self-adjoint on D(N).
Proof. We first consider the pair (A±, N). By Lemma 11, D(N) ⊂ D(〈x〉) ⊂ D(A−) and for any
u ∈ D(N), we have
‖A−u‖ ≤ C‖〈x〉u‖ ≤ C‖Nu‖.
Hence, it remains to show that |(u, i[A±, N ]u)| ≤ C‖N 12 u‖2. But, using Lemma 11 and (4.6), we have
|(u, [A−, N ]u)| ≤ 2|(Dxu,R(1)− (x,DS3)Γ1u)| ≤ C‖u‖‖Dxu‖ ≤ C‖N
1
2u‖2.
The proof for A+ is identical to that given in [34]. We omit it.
Let us now consider the pair (H0, N). Using (4.6), we have for any u ∈ D(N)
‖H0u‖ ≤ ‖Dxu‖+ ‖a(x)DS3u‖+ C‖u‖ ≤ C‖Nu‖.
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Moreover,
|(u, [H0, N ]u)| ≤ 2
(
|(u,Γ1a′(x)a(x)D2S3u)|+ |(u,Γ1xu)|+ |(Dxu, a
′
(x)DS3u)|
+|(Dxu, b′(x)u)|+ |(Dxu, c′(x)u)|
)
.
Now remark that there exists a constant C such that |a′(x)| ≤ C|a(x)|. Hence we have
|(u, [H0, N ]u)| ≤ C
(
‖a(x)DS3u‖2 + ‖u‖ ‖xu‖+ ‖Dxu‖(‖a(x)DS3u‖+ ‖u‖)
)
,
≤ C‖N 12u‖2.
This proves the assertion. ♦
Lemma 13 H ∈ C1(A). Moreover, the commutator i[H,A] belongs to B(D(H),H). It follows that the
assumptions (M1) and (M2) of the Mourre theory are satisfied.
Proof : Thanks to Lemma 12, it suffices to show that |(u, i[H,A±]u)| ≤ C(‖Hu‖2+‖u‖2) for all u ∈ D(N)
in order to apply Lemma 9. We only prove it for A− since the proof for A+ is identical to that given in
[34]. We first calculate i[H0, A−]. We have
i[H0, A−] = R
(1)
− (x,DS3) + 2ia(x)R−(x,DS3)DS3Γ
1 + 2ib(x)R−(x,DS3)Γ0Γ1.
Let u ∈ D(N). By Lemma 11, we estimate the first term by ‖R(1)− (x,DS3)u‖ ≤ C‖u‖. We can estimate
the second term by
‖a(x)R−(x,DS3)DS3Γ1u‖ ≤ ‖
a(x)− a−eκ+x
a(x)
j21(
x
S
)R−(x,DS3)‖‖a(x)DS3(H0 + i)−1‖‖(H0 + i)u‖
+ ‖a−R−(x,DS3)eκ+(x+κ
−1
+
ln |D
S3
|) DS3
|DS3 |
Γ1u‖.
(4.7)
Observe that ‖a(x)−a−eκ+xa(x) j21( xS )R−(x,DS3 )‖ is bounded thanks to Lemmas 2 and 11. Furthermore,
‖a(x)DS3(H0 + i)−1‖ and ‖R−(x,DS3)eκ+(x+κ
−1
+
ln |D
S3
|)‖ are bounded by the resolvent estimates (3.49)
for the former and by definition of R−(x,DS3) for the latter. Hence, we get
‖a(x)R−(x,DS3)DS3Γ1u‖ ≤ C(‖H0u‖+ ‖u‖).
Finally, the last term is estimated as follows
‖b(x)R−(x,DS3)Γ0Γ1u‖ ≤ C‖b(x)j21 (
x
S
)R−(x,DS3)‖‖u‖ ≤ C‖u‖,
again by Lemma 2. In summary, we have
i[H0, A−] ≤ C(‖H0u‖+ ‖u‖).
We now estimate i[H,A−]. We have i[H,A−] = h i[H0, A−]h + i[M,A−]. Since h is bounded as an
operator from D(H) = D(H0) into itself, the first term belongs to B(D(H),H) by the previous estimate.
Moreover, since M ∈ S−2(R) according to Lemma 3, the remaining term i[M,A−] is clearly bounded by
Lemma 11. This concludes the proof of the Lemma. ♦
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Lemma 14 The double commutator [i[H,A], A] extends to a bounded operator in B(D(H),H).
Proof : We first estimate [i[H,A−], A−]. We have
[i[H,A−], A−] = h[i[H0, A−], A−]h+ [i[M,A−], A−].
The second term is clearly bounded since M ∈ S−2 and A− is bounded from D(〈x〉) to H. Moreover,
the first term
[i[H0, A−], A−] = 4ia(x)R2−(x,DS3)DS3 + 4ib(x)R
2
−(x,DS3)Γ
0,
is bounded from D(H) to H by the same argument as in the proof of Lemma 13.
Now we estimate [i[H,A−], A+]. We have
[i[H,A−], A+] =
(
i[h,A+][H0, A−]h+ h.c.
)
+ h[i[H0, A−], A+]h+ [i[M,A−], A+], (4.8)
where h.c. denotes the hermitian conjugate of the quantity on its left. Since i[h,A+] = −R+(x)(∂xh) ∈
S−1 by Lemma 3, the first term in (4.8) is bounded from D(H) to H by Lemma 13. From the exact
expression of i[H0, A−], the second term in (4.8) is written as
[i[H0, A−], A+] = iR+(x)R
(2)
− (x,DS3)− 2
(
a(x)R−(x,DS3)
)(1)
R+(x)DS3Γ
1
− 2(b(x)R−(x,DS3))(1)R+(x)Γ0. (4.9)
Recall that R
(i)
− (x,DS3) = R
(i)
− (x,DS3)j
2
1(
x
S ), ∀i = 0, 1, 2 by Lemma 11. We can assume that the function
j+ has been chosen such that supp j1 ∩ supp j+ = ∅. Hence, (4.9) vanishes. Finally, since [M,A−] ∈ S−1,
the last term in (4.8) is also bounded from D(H) to H.
Similarly, [i[H,A+], A−] is bounded from D(H) to H. The same result holds for [i[H,A+], A+] (see
[34]). ♦
In conclusion, we have proved that the pair of self-adjoint operators (H,A) satisfies the technical
assumptions (M1), (M2) and (M3) of Mourre theory. It remains to check that the Mourre estimate (4.1)
holds on suitably chosen intervals.
4.2.2 The Mourre estimate for (H,A)
The strategy in this section is the following. We first establish Mourre estimates between H0 and A−
(resp. H0 and A+). The main difficulties arise with the part of the proof concerned with A−. We shall
use here several technical results from [34] which hold true in our model. Since they are instructive, short
proofs will be sketched in the course of the calculations. The full results can be found in Section 5.5
of [34]. Finally, we will show that the remaining term involving H − H0 is compact on H and thus is
negligible (in the sense of Mourre theory).
Mourre estimate for (H0, A−): When working at the horizon of the black hole, it is convenient to
introduce the operator
He = Γ
1Dx + a−eκ+xDS3 + c−, c− = nωa +mωb,
which corresponds to the formal limit of the operator H0 when x→ −∞ (see (3.47) and Lemma 2). Let
us recall some basic properties of He (see Sections 3.2 and 5.5 in [34]). On each reduced Hilbert space
24
Hk with k ∈ 32 +N, we denote this operator Hke and we have D(Hke ) = {u ∈ Hk, Hke u ∈ Hk} its natural
domain. Then the following properties hold
Resolvent estimates : ∀u ∈ D(Hke ), max(‖Γ1Dxu‖, ‖k eκ+xΓ2u‖) ≤ C(‖Hke u‖+ ‖u‖),(4.10)
self-adjointness : (Hke , D(H
k
e )) is self-adjoint on Hk, (4.11)
Characterization of the domain : D(Hke ) ⊂ [H1(R)]4, (4.12)
Compactness criterion : ∀f, g ∈ C∞(R), f(x)g(Hke ) is compact, (4.13)
Spectrum : Hke has no eigenvalue i.e. σpp(H
k
e ) = ∅. (4.14)
We also denote D(He) = {u =
∑
uk, uk ∈ D(Hke ),
∑
(‖Hke u‖2+ ‖u‖2) <∞} the domain of He. We have
Resolvent estimates : ∀u ∈ D(He), max(‖Γ1Dxu‖, ‖eκ+xDS3u‖) ≤ C(‖Heu‖+ ‖u‖), (4.15)
self-adjointness : (He, D(He)) is self-adjoint on H. (4.16)
Let us state three results which will be useful later.
Lemma 15 Let χ ∈ C∞0 (R) and j ∈ C∞(R) a cut-off function at the horizon, i.e. j = 1 on a neighbour-
hood of −∞ and j = 0 on a neighbourhood of +∞. Then j(x)(χ(H0)− χ(He)) is compact on H.
Proof. We use the Helffer-Sjo¨strand formula (see for instance [15]). We obtain
j(x)(χ(H0)− χ(He)) = i
2π
∫
C
∂z¯χ˜(z)j(x)(z −H0)−1(H0 −He)(z −He)−1dz ∧ dz¯,
where χ˜ is an almost analytic extension of χ. The integral converges in operator norm in view of the
inequality
‖j(x)(z −H0)−1(H0 −He)(z −He)−1‖ ≤ C 〈z〉|Im z|2 ,
and thanks to the properties of χ˜. Hence, it is enough to prove that the operator under the integral is
compact. But
j(x)(z −H0)−1(H0 −He)(z −He)−1 = (z −H0)−1j(x)(H0 −He)(z −He)−1
+ i(z −H0)−1j′(x)Γ1(z −H0)−1(H0 −He)(z −He)−1,
(4.17)
Using that j(x)(H0 −He) = j(x)
(
(a(x) − a−eκ+x)DS3 + b(x)Γ0 + (c(x) − c−)
)
, both terms are compact
by Proposition 2 and the standard compactness criterion Lemma 6. ♦
Lemma 16 Let f, χ ∈ C∞(R). Then
f(x+ κ−1+ ln |k|)χ(Hke ) is compact on Hk. (4.18)
Moreover, for any λ ∈ R and ǫ > 0, there exists δ > 0 such that
‖f(x+ κ−1+ ln |k|)1[λ0−δ,λ0+δ](Hke )‖ < ǫ, uniformly in k. (4.19)
Proof. For any k, the function g(x) := f(x + κ−1+ ln |k|) belongs to C∞(R). Hence the compactness of
f(x+ κ−1+ ln |k|)χ(H lne ) follows from (4.13).
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In order to prove (4.19), let us introduce the unitary operator Uk = e−iκ
−1
+
ln |k|Dx . Conjugating the
operator in (4.19) by Uk, we have to show that for δ small enough
‖f(x)1[λ0−δ,λ0+δ](Γ1Dx + a−eκ+xΓ2 + c−)‖ < ǫ, uniformly in k. (4.20)
Clearly, the operator in (4.20) is independent of k and is compact by (4.18). Hence the result follows
from (4.14). ♦
This lemma immediately yields the following “smallness-result”
Corollary 3 Let f ∈ C∞(R) and λ0 ∈ R. Then for any ǫ > 0, there exists δ > 0 such that
‖f(x+ κ−1+ ln |DS3 |)1[λ0−δ,λ0+δ](He)‖ < ǫ.
Having recalled these technical results, we turn now our attention towards obtaining a Mourre estimate
for (H0, A−).
Lemma 17 Let λ0 ∈ R. Then there exist a function χ ∈ C∞0 (R) with supp χ containing λ0, a strictly
positive constant ǫ and a compact operator K on H such that
χ(H0)i[H0, A−]χ(H0) ≥ ǫ χ(H0)j21 (
x
S
)χ(H0) +K,
for S large enough.
Proof : Recall that
i[H0, A−] = R
(1)
− (x,DS3) + 2ia(x)R−(x,DS3)DS3Γ
1 + 2ib(x)R−(x,DS3)Γ0Γ1.
Let us choose χ ∈ C∞0 (R) such that supp χ contains λ0. We decompose χ(H0)i[H0, A−]χ(H0) into the
sum of four terms
χ(H0)i[H0, A−]χ(H0) = I1 + I2 + I3 + I4,
where
I1 = χ(H0)j
2
1 (
x
S
)χ(H0)
I2 = χ(H0)j
2
1 (
x
S
)
(
j2−
(x+ κ−1+ ln |DS3 |
S
)− 1)χ(H0)
I3 = χ(H0)
{x+ κ−1+ ln |DS3 |
S
(j2−)
′(x+ κ−1+ ln |DS3 |
S
)
+ 2ia−e(κ+x+ln |DS3 |)R−
DS3
|DS3 |
Γ1
}
χ(H0)
I4 = χ(H0)
{
2i
a(x)− a−eκ+x
a(x)
R−a(x)DS3Γ
1 + 2ib(x)R−Γ0Γ1
}
χ(H0).
The term I4 is compact on H. For instance, let us treat the first term in I4. We can write it as
−2i
(
χ(H0)
a(x) − a−eκ+x
a(x)
j21(
x
S
)〈x〉
)(
〈x〉−1R−(x,DS3 )Γ1
)
(a(x)DS3χ(H0)).
Using Lemma 2, we see that the function a(x)−a−e
κ+x
a(x) j
2
1(
x
S )〈x〉 vanishes at both x = ±∞ and thus
χ(H0)
a(x) − a−eκ+x
a(x)
j21(
x
S
)〈x〉
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is compact by Lemma 6. This implies the compactness of the full term since 〈x〉−1R−(x,DS3)Γ1 and
a(x)DS3χ(H0) are bounded by Lemmas 11 and (3.49). The other term in I4 is treated similarly.
Thanks to Lemmata 11 and 15, the term I3 can be written as
χ(He)j1(
x
S
)
{
fS(x+ κ
−1
+ ln |DS3 |) + gS(x+ κ−1+ ln |DS3 |)
DS3
|DS3 |Γ
1
}
j1(
x
S
)χ(He) + K,
where K compact and fS , gS ∈ C∞(R). By Corollary 3, the part involving fS and gS tends to 0 in
operator norm when supp χ is small enough. More precisely, for all S and ǫ0 > 0, we can choose χ with
supp χ small enough such that
I3 ≥ −ǫ0 χ(H0)j21(
x
S
)χ(H0) + K.
We now prove that the term I2 is the sum of compact operator plus a term which tends to 0 in operator
norm when S tends to infinity. We first introduce the bounded operator
W = j1(
x
S
)η
(x+ κ−1+ ln |DS3 |
S
)
,
where η ∈ C∞(R) and η2 = 1− j2−. Using Lemma 15, we have
I2 = χ(H0)W
2χ(H0) = χ(He)W
2χ(He) +K, K compact.
We claim that
lim
S→∞
‖χ(He)W 2χ(He)‖ = 0. (4.21)
To see this, we study the operator B = χ(He)e
κ+xDS3W
2eκ+xDS3χ(He). Since W preserves D(He)
([34], Lemma 5.17), B is well defined on H. Moreover, using (4.15), B is in fact bounded. Now, since W
commutes with eκ+xDS3 , B can be written as χ(He)We
2κ+xD2S3Wχ(He). But, note that on supp η, we
have
eκ+x|DS3 | ≥ eκ+S .
Hence, B ≥ e2κ+Sχ(He)W 2χ(He) and since B is bounded, there exists a constant C such that
χ(He)W
2χ(He) ≤ Ce−2κ+S → 0, S →∞,
which implies (4.21). Finally, using that [χ(He), j1(
x
S )] ∈ O(S−1) and the previous estimate, we obtain:
for any ǫ0 > 0, we can find S0 large enough such that for any S > S0,
χ(H0)W
2χ(H0) ≥ −ǫ0 χ(H0)j21 (
x
S
)χ(H0) + K.
This concludes the proof of the lemma. ♦
The Mourre estimate for (H0, A+): The situation at infinity is more standard. The only subtlety
comes from the choice of a conjugate operator since this choice depends on the energy interval we consider.
In particular, two threshold values appear for which we are not able to establish a Mourre estimate.
Precisely, we have
Lemma 18 (a) For any χ ∈ C∞0 (R) with supp χ ⊂ (+m,+∞), there exist ǫ > 0 and a compact
operator K such that
χ(H0)i[H0, A+]χ(H0) ≥ ǫ χ(H0)j2+(
x
S
)χ(H0) +K. (4.22)
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(b) For any χ ∈ C∞0 (R) with supp χ ⊂ (−∞,−m), (4.22) is true if we replace A+ by −A+.
(c) For any χ ∈ C∞0 (R) with supp χ ⊂ (−m,+m), the operator j2+( xS )χ(H0) is compact on H and
(4.22) is valid for any ǫ > 0.
Proof : Let us show (a). Using (3.49) and the fact that j
′
+(
x
S )χ(H0) is compact, we obtain
χ(H0)i[H0, A+]χ(H0) = χ(H0)j+(
x
S
)Γ1Dxj+(
x
S
)χ(H0)
−χ(H0)R+(x)
{
a
′
(x)DS3 + b
′
(x)Γ0 + c
′
(x)
}
χ(H0) +K,
where K compact. We now make H0 appear in the first term and using that the three operators
χ(H0)j
2
+(
x
S
)
{
xa
′
(x) + a(x)
}
DS3χ(H0),
χ(H0)
{
R+(x)b
′
(x) + (b(x) −m)
}
Γ0χ(H0),
χ(H0)
{
R+(x)c
′
(x) + c(x)
}
χ(H0),
are compact by Proposition 2 and Lemma 6, we get
χ(H0)i[H0, A+]χ(H0) = χ(H0)j+(
x
S
)H0j+(
x
S
)χ(H0)− χ(H0)j2+(
x
S
)mΓ0χ(H0) +K.
Finally, using again that j
′
+(
x
S )χ(H0) is compact and the fact that supp χ ⊂ (+m,+∞), there exists a
strictly positive constant ǫ such that
χ(H0)j+(
x
S
)H0j+(
x
S
)χ(H0) ≥ (m+ ǫ)χ(H0)j2+(
x
S
)χ(H0) +K,
while the second term is obviously estimated by
χ(H0)j
2
+(
x
S
)mΓ0χ(H0) ≥ −mχ(H0)j2+(
x
S
)χ(H0).
This implies (4.22).
The proof of (b) is identical to the preceding one with A+ replaced by −A+.
In order to prove (c), we introduce the self-adjoint operator Hm = Γ
1Dρ +
1
ρDS3 + mΓ
0 acting on
H∞ = L2(R+ρ × S3; ρ2dρdω,C4). The operator Hm is exactly the free Dirac Hamiltonian in 5D-flat
space-time written in polar coordinates. Observe that Hm corresponds to the formal limit of H0 when
x→ +∞ with the identification ρ = x. It is well known that (see for instance [50])
σ(Hm) = σac(Hm) = (−∞,−m] ∪ [+m,+∞),
which implies
χ(Hm) = 0, (4.23)
if supp χ ⊂ (−m,+m). Using (4.23), we can express χ(H0) as the difference χ(H0) − χ(Hm) and we
want to use the Helffer-Sjo¨strand formula and the standard compactness criterion to prove (c). Since H0
and Hm do not act on the same Hilbert space, we have to be cautious with this procedure. We proceed
as follows. Since [j+(
x
S ), χ(H0)] is compact, it is enough to prove that j+(
x
S )χ(H0)j+(
x
S ) is compact.
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Remark that the cut-off function j+(
x
S ) obviously plays the role of a (bounded) identification operator
between H and H∞ (and conversely). Indeed, we have
I : H −→ H∞, I∗ : H∞ −→ H,
ψ(x) −→ j+( ρ
S
)ψ(ρ), ψ(ρ) −→ j+(x
S
)ψ(x), x ≥ 0 and 0 otherwise.
Hence, using these identification operators and (4.23), the following identity makes sense on H
j+(
x
S
)χ(H0)j+(
x
S
) = j+(
x
S
)
(
χ(H0)− χ(Hm)
)
j+(
x
S
).
Now using the Helffer-Sjo¨strand formula, it suffices to show that
L = j+(
x
S
)
(
(z −H0)−1 − (z −Hm)−1
)
j+(
x
S
),
is compact on H. We introduce j˜+ ∈ C∞(R) satisfying j˜+j+ = j+ and j˜+ = 0 on (−∞, 0]. Then we have
L = j+(
x
S
)
(
(z −H0)−1j˜+( x
S
)− j˜+( x
S
)(z −Hm)−1
)
j+(
x
S
),
= j+(
x
S
)(z −H0)−1
(
H0j˜+(
x
S
)− j˜+(x
S
)Hm
)
(z −Hm)−1j+(x
S
),
= j+(
x
S
)(z −H0)−1
{
− i
S
Γ1(j˜+)
′
(
x
S
) + j˜+(
x
S
)(a(x) − 1
x
)DS3
+j˜+(
x
S
)(b(x) −m)Γ0 + j˜+( x
S
)c(x)
}
(z −Hm)−1j+( x
S
).
Thus L is compact using Proposition 2 and Lemma 6. This concludes the proof of the lemma. ♦
Summarizing all the previous results, we have established a Mourre estimate for the pair of Hamilto-
nians (H0, Aχ). Precisely, we have proved
Proposition 4 Let χ ∈ C∞0 (R) such that supp χ is included in one of the intervals (−∞,−m), (−m,+m),
(+m,+∞) and supp χ small enough. Then for S sufficiently large, there exist ǫ > 0 and a compact op-
erator K such that
χ(H0)i[H0, Aχ]χ(H0) ≥ µχ2(H0) +K,
where Aχ = A−+A+ when supp χ ⊂ (+m,+∞), Aχ = A−−A+ when supp χ ⊂ (−∞,−m) and Aχ = A−
when supp χ ⊂ (−m,+m).
The Mourre estimate for (H,Aχ): Let χ ∈ C∞0 (R) satisfying the assumptions of Proposition 4. We
only treat the case supp χ ⊂ (+m,+∞) since the other cases are analogous. We have Aχ = A = A−+A+,
and using Lemma 13 and Corollary 2, we have
χ(H)i[H,A]χ(H) = χ(H0)i[H,A]χ(H0) +K,
where K compact. We write H = H0 + (h− 1)H0 +H0(h− 1) + (h− 1)H0(h− 1) +M = H0 +H1 and
we show that
χ(H0)i[H1, A]χ(H0) is compact.
For instance, we have
χ(H0)i[(h− 1)H0, A]χ(H0) = χ(H0)i[(h− 1), A]H0χ(H0) + χ(H0)(h− 1)i[H0, A]χ(H0).
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But, i[(h − 1), A] = −R+(x)∂xh and h − 1 belong to S−2 by Lemma 3. Hence this term is compact.
The other terms involving h− 1 are treated similarly. Finally, since M ∈ S−2 according to Lemma 3, it
is immediate that [M,A] ∈ S−1 and thus, the last term χ(H0)i[M,A]χ(H0) is also compact. Hence, we
have proved
Proposition 5 Let χ ∈ C∞0 (R) such that supp χ is included in one of the intervals (−∞,−m), (−m,+m),
(+m,+∞) and supp χ small enough. Then for S sufficiently large, there exist ǫ > 0 and a compact op-
erator K such that
χ(H)i[H,Aχ]χ(H) ≥ µχ2(H) +K,
where Aχ defined as in Proposition 4.
We finish this section with some direct corollaries of Theorem 2 and Propositions 4 and 5. The first
result concerns the spectrum of H0. Using the fact that H0 can be decomposed into a family of one-
dimensional Dirac operators (see Lemma 4), we can readily prove that the spectrum of H0 is continuous
(no pure point spectrum) by the same argument as in Proposition 6. Together with the Mourre estimate
obtained in Proposition 4, we thus get
Theorem 3 σ(H0) = σess(H0) = σac(H0) = R.
Since (H − i)−1 − (H0 − i)−1 is compact (see the proof of Corollary 2), it follows from the Weyl
Theorem (see [47], Vol IV) and Theorem 3 that σess(H) = R. Moreover, applying Proposition 5 and
Theorem 2 again, we obtain the following result for the spectrum of H
Theorem 4 The operator H has no singular continuous spectrum (σsing(H) = ∅), σess(H) = R and H
has only eigenvalues of finite multiplicity in R \ {±m}.
Note here that we cannot say that H has no eigenvalue a priori since H is different from D by definition.
However, since H coincides with D on the fixed angular mode einϕeimψ and since σ(D) = ∅, then
σpp(H
nm) = ∅
4.3 Local energy decay II
We prove now our main result that can be restated (in the variable x) as follows
Theorem 5 The Dirac operator D is a self-adjoint operator on H having purely absolutely continuous
spectrum. Moreover, for all χ ∈ C∞0 (R) and all u ∈ H, we have the following local energy decay
lim
t→±∞
‖χ(x)e−itDu‖ = 0. (4.24)
Proof. Since D coincides with H on the angular mode einϕeimψ , we conclude from Theorem 4 that
σsc(D
nm) = ∅. Since this can be done for all n,m ∈ 12 + Z, the first assertion follows.
By a density argument, it is enough to prove (4.24) on each angular mode {einϕeimψ}, n,m ∈ 12 + Z
and for all u in a domain dense in H, for instance D(D). But since the spectrum of D is absolutely
continuous and since χ(x)(Dnm + i)−1 is compact on Hnm by Lemma 6, we have for all unm ∈ D(Dnm)
lim
t→±∞
‖χ(x)e−itDnmunm‖ = 0,
by the Riemann-Lebesgue Lemma (see [47]). This finishes the proof of our main result. ♦
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A The Dirac equation adapted to the separation and absence
of pure point spectrum
In this Appendix, we first recall the expression of the Dirac equation obtained by Wu [51] and follow his
argument to show the separability of the equation into radial and angular systems of ODEs. Using this
form of the equation, we are able to prove that the Dirac equation has no eigenmode, or equivalently that
the pure point spectrum of the corresponding Hamiltonian is empty. In the course of the proof, we recall
how to decompose the angular operator resulting from the separation of variables in a well chosen Hilbert
basis of eigenfunctions. This is also the result we apply to decompose the standard Dirac operator DS3
on S3 in Sections 3 and 4.
Using the local Lorentz frame for the metric (1.2) given by
f0 =
(r2 + a2)(r2 + b2)
r
√
∆Σ
(
∂t +
a
r2 + a2
∂ϕ +
b
r2 + b2
∂ψ
)
,
f1 =
√
∆
r2Σ
∂r,
f2 =
1√
Σ
∂θ,
f3 =
sin θ cos θ
p
√
Σ
(
(a2 − b2) ∂t + a
sin2 θ
∂ϕ − b
cos2 θ
∂ψ
)
,
f5 =
1
rp
(
ab ∂t + b ∂ϕ + a ∂ψ
)
,
(A.1)
where p2 = a2 cos2 θ + b2 sin2 θ, Wu obtained the following expression for the Dirac equation (2.5)
[
γ0
(r2 + a2)(r2 + b2)
r
√
∆Σ
(
∂t +
a
r2 + a2
∂ϕ +
b
r2 + b2
∂ψ
)
+ γ1
√
∆
r2Σ
(
∂r +
∂r∆
4∆
+
r − ipγ5
2Σ
)
+ γ2
1√
Σ
(
∂θ +
cot θ
2
− tan θ
2
− (a
2 − b2) sin θ cos θ
2Σp
iγ5(r − ipγ5)
)
+ γ3
sin θ cos θ
p
√
Σ
(
(a2 − b2) ∂t + a
sin2 θ
∂ϕ − b
cos2 θ
∂ψ
)
+ γ5
1
rp
(
ab∂t + b∂ϕ + a∂ψ
)
+
iab
2r2p2
γ0γ1(r + ipγ5) +m
]
φ = 0.
(A.2)
Let us choose a square root of r+ipγ5 - for instance
√
r + ipγ5 =
√
r+
√
Σ
2 I4+i
√√
Σ−r
2 γ
5 - and introduce
the weighted spinor v = ∆
1
4
√
r + ipγ5φ. Then v satisfies
[(
γ0
(r2 + a2)(r2 + b2)
r
√
∆Σ
+ γ3
sin θ cos θ(a2 − b2)
p
+
(γ5
p
− i
r
)
ab
)
∂t + γ
1
√
∆
r2
∂r+
+ γ2
(
∂θ +
cot θ
2
− tan θ
2
+ γ3
1
p
(
a cot θ∂ϕ − b tan θ∂ψ
)
+ γ5
1
p
(
b∂ϕ + a∂ψ
)
+
(
γ0
a(r2 + b2)
r
√
∆
− ib
r
)
∂ϕ +
(
γ0
b(r2 + a2)
r
√
∆
− ia
r
)
∂ψ +
iab
r2
γ0γ1 +mr − impγ5
]
v = 0.
(A.3)
The matrix-valued function P =
(
γ0 (r
2+a2)(r2+b2)
r
√
∆Σ
+ γ3 sin θ cos θ(a
2−b2)
p + γ
5 ab
p − iabr
)
in front of ∂t is
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invertible with inverse
P−1 = −∆
τ
(
γ0
(r2 + a2)(r2 + b2)
r
√
∆Σ
+ γ3
sin θ cos θ(a2 − b2)
p
+
ab
p
γ5 +
iab
r
)
.
Multiplying (A.3) by P−1 from the left and introducing the Regge-Wheeler variable x as in (2.24), we
thus obtain
i∂tv = P
−1
[
γ1
(r2 + a2)(r2 + b2)
r
√
∆
Dx + DS3 +
(
γ0
a(r2 + b2)
r
√
∆
− ib
r
)
Dϕ +
(
γ0
b(r2 + a2)
r
√
∆
− ia
r
)
Dψ
+
ab
r2
γ0γ1 − imr −mpγ5
]
v.
(A.4)
Using the notations introduced in (2.31), we can write P−1 as
P−1 = −N r
√
∆
(r2 + a2)(r2 + b2)
γ0,
where
N = h4
[
I4 − r
√
∆
(r2 + a2)(r2 + b2)
((a2 − b2)
p
sin θ cos θΓ3 +
ab
p
Γ5 +
ab
r
Γ0
)]
, (A.5)
and we get for the Dirac equation (A.4)
i∂tv = N
[
Γ1Dx +
r
√
∆
(r2 + a2)(r2 + b2)
DS3 +
( a
r2 + a2
+
b
√
∆
(r2 + a2)(r2 + b2)
Γ0
)
Dϕ
+
( b
r2 + b2
+
a
√
∆
(r2 + a2)(r2 + b2)
Γ0
)
Dψ +
ab
√
∆
r(r2 + a2)(r2 + b2)
γ1
+
mr2
√
∆
(r2 + a2)(r2 + b2)
Γ0 − mpr
√
∆
(r2 + a2)(r2 + b2)
Γ5
]
v.
(A.6)
Let us denote
D0 = D0 +
√
∆
(r2 + a2)(r2 + b2)
(
bΓ0Dϕ + aΓ
0Dψ +
ab
r
γ1 −mprΓ5
)
. (A.7)
We finally get the following Hamiltonian form for (A.6)
i∂tv = Dv,
D = ND0,
(A.8)
with N and D0 given by (A.5) and (A.7) respectively.
The Hilbert space framework for the Hamiltonian D is as follows. We define the Hilbert space
G = L2(R× S3, dxdω;C4),
equipped with the scalar product
(u, v)G = 〈N−1u, v〉H, (A.9)
where N−1 is shown to be
N−1 =
[
I4 +
r
√
∆
(r2 + a2)(r2 + b2)
( (a2 − b2)
p
sin θ cos θΓ3 +
ab
p
Γ5 +
ab
r
Γ0
)]
.
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Note that the symmetric bilinear form (A.9) is indeed a scalar product by the following argument. Denote
N−1 = (I4 +M). Then a short calculation shows that (I4 +M)(I4 −M) = I4 −M2 = h−4. Hence
M2 =
h4 − 1
h4
=
∆(r2p2 + a2b2)
(r2 + a2)2(r2 + b2)2
.
Since M∗ =M , we conclude that
‖M‖2 = ∆(r
2p2 + a2b2)
(r2 + a2)2(r2 + b2)2
<
r2(a2 + b2) + a2b2
(r2 + a2)(r2 + b2)
< 1.
As a consequence
N−1 = (I +M) ≥ 0.
Finally, according to (A.7), the Hamiltonian D0 is clearly a short-range perturbation of the Hamil-
tonian D0 when restricted to each angular mode e
inϕeimψ. By the same argument as in Section 3, D0
is thus self-adjoint on H with its natural domain D(D0) = {v ∈ H, ‖D0v‖2 < ∞}. Moreover, since the
operator N is clearly a bounded self-adjoint operator on H, we have
Lemma 19 The Hamiltonian D is self-adjoint on G with the same domain as D0, i.e. D(D) = D(D0).
We now prove the absence of pure point spectrum for D. In the course of the proof, we shall see how
the form of the equation (A.8) allows easily to separate the equations into radial and angular systems of
ODEs which, in turn, permit us to prove the result.
Proposition 6 σpp(D) = ∅.
Proof. Suppose that σpp(D) 6= ∅. There exist thus ω ∈ R and v ∈ G, v 6= 0, such that Dv = ωv. Then
N(D0 − ωN−1) v = 0. More explicitly, we have
{[
Γ1Dx +
r
√
∆
(r2 + a2)(r2 + b2)
DS3 +
( a
r2 + a2
+
b
√
∆
(r2 + a2)(r2 + b2)
Γ0
)
Dϕ
+
( b
r2 + b2
+
a
√
∆
(r2 + a2)(r2 + b2)
Γ0
)
Dψ +
ab
√
∆
r(r2 + a2)(r2 + b2)
γ1
+
mr2
√
∆
(r2 + a2)(r2 + b2)
Γ0 − mpr
√
∆
(r2 + a2)(r2 + b2)
Γ5
]
− ω
[
I4 +
r
√
∆
(r2 + a2)(r2 + b2)
( (a2 − b2)
p
sin θ cos θΓ3 +
ab
p
Γ5 +
ab
r
Γ0
)]}
= 0.
(A.10)
The above equation (A.10) can be rewritten as
r
√
∆
(r2 + a2)(r2 + b2)
[
R+A
]
v = 0, (A.11)
where
R = (r
2 + a2)(r2 + b2)
r
√
∆
Γ1Dx +mrΓ
0 +
(a(r2 + b2)
r
√
∆
+
a
r
Γ0
)
Dϕ
+
(b(r2 + a2)
r
√
∆
+
b
r
Γ0
)
Dψ +
ab
r2
γ1 − ω
((r2 + a2)(r2 + b2)
r
√
∆
+
ab
r
Γ0
)
,
(A.12)
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and
A = DS3 −mpΓ5 − ω
( (a2 − b2) sin θ cos θ
p
Γ3 +
ab
p
Γ5
)
. (A.13)
Note that, once restricted to the angular modes {einϕeimψ}, n,m ∈ 12 + Z, the operators Rnm and Anm
are two matrix ordinary differential operators in the r and θ variables respectively, hence the separation
of variables. We shall use this property as follows
Lemma 20 The Hilbert space H can be decomposed onto a Hilbert sum
H =
⊕
l,n,m∈L
Hlnm, L =
{
(l, n,m), l ∈ N∗, n,m ∈ 1
2
+ Z
}
,
where the Hlnm’s are subpaces of H, isometric to L2(R, dx;C4), and invariant with respect to the actions
of A, Dϕ, Dψ and R. Precisely, for all vlnm ∈ Hlnm ≃ L2(R, dx;C4), the following properties hold:
1) Avlnm := Alnmvlnm = λlnm(ω) Γ2vlnm,
2) Dϕvlnm = n vlnm, Dψvlnm = mvlnm,
3) Rvlnm := Rlnmvlnm where
Rlnm = (r
2 + a2)(r2 + b2)
r
√
∆
Γ1Dx +mrΓ
0 +
(an(r2 + b2)
r
√
∆
+
an
r
Γ0
)
+
(bm(r2 + a2)
r
√
∆
+
bm
r
Γ0
)
+
ab
r2
γ1 − ω
((r2 + a2)(r2 + b2)
r
√
∆
+
ab
r
Γ0
)
.
(A.14)
Assuming for the moment this Lemma to be true, we see that the components vlnm ∈ L2(R, dx;C4)
of the eigenfunction v of D satisfy the system of equations Rlnmvlnm + λlnmΓ2vlnm = 0 which can be
equivalently written as
[
∂x + i
( an
(r2 + a2)
+
bm
(r2 + b2)
− ω
)
Γ1
]
vlnm =
− i r
√
∆
(r2 + a2)(r2 + b2)
Γ1
[
mrΓ0 +
an+ bm
r
Γ0
ab
r2
γ1 − ωab
r
Γ0 + λlnm(ω)Γ
2
]
vlnm.
(A.15)
Let us abbreviate (A.15) as
[∂x + iPnm(x, ω)Γ
1]vlnm = Vlnm(x, ω)vlnm, (A.16)
where we let
Pnm(x, ω) :=
( an
(r2 + a2)
+
bm
(r2 + b2)
− ω
)
, (A.17)
and
Vlnm(x, ω) := −i r
√
∆
(r2 + a2)(r2 + b2)
Γ1
[
mrΓ0 +
an+ bm
r
Γ0
ab
r2
γ1 − ωab
r
Γ0 + λlnm(ω)Γ
2
]
. (A.18)
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Remark that Vlnm(x, ω) ∈ L1(R−, dx ;M4(C)) thanks to the exponential decay of ∆ at the event horizon.
We now set wlnm = exp(iPnm(x, ω)Γ
1)vlnm. Then the components wlnm clearly belong to L
2(R, dx;C4)
and satisfy
∂xwlnm = exp(iPnm(x, ω)Γ
1)Vlnm(x, ω)exp(−iPnm(x, ω)Γ1)wlnm =Wlnm(x, ω)wlnm. (A.19)
Moreover, from (A.17) and (A.18), we have
Wlnm(x, ω) ∈ C∞(R; M4(C)) ∩ L1(R−, dx; M4(C)).
Since Wlnm belong to L
1 near the event horizon, by a standard argument, there exists a unique solution
of (A.19) satisfying wlnm(−∞) = C for all C ∈ C4. The set of solutions of (A.19) being of complex
dimension 4, this property characterizes all possible solutions of (A.19). As a consequence, we conclude
that the unique solution of (A.19) belonging to L2(R, dx;C4) is 0 which immediately leads to a contra-
diction. Hence σpp(D) = ∅. ♦
Proof of Lemma 20. We prove this Lemma in two steps. First, using the fact that the operator A is a
bounded perturbation of DS3 , we show that A has compact resolvent. There exists therefore a sequence
of vector-valued functions Ylnm which are eigenfunctions of A (and also of Dϕ, Dψ) that forms a Hilbert
basis of L2(S3, dω,C4). Second, we construct explicitely the subspaces Hlnm with the required properties
in terms of the eigenfunctions Ylnm.
Recall first that DS3 is the standard Dirac operator on S
3 associated to the metric gS3 = dθ
2 +
sin2 θdϕ2 + cos2 θdψ2 with the ranges 0 ≤ θ ≤ π2 and 0 ≤ ϕ, ψ ≤ 2π. The operator DS3 is self-adjoint
on L2(S3, dω,C4) with its natural domain and it is well known that it has purely discrete spectrum
(see for instance [10]) and has compact resolvent. Since the operator A is clearly a bounded symmetric
perturbation of DS3 for any ω ∈ R, we conclude that A is also self-adjoint on L2(S3, dω,C4) with the
same domain as DS3 by the Kato-Rellich Theorem. Moreover, by the resolvent identity
(A− i)−1 = (DS3 − i)−1 − (A− i)−1(A− DS3)(DS3 − i)−1
we infer that the operator A has also compact resolvent since A−DS3 is bounded. Finally, note that the
operator A commutes with the self-adjoint operators Dϕ and Dψ equipped with anti-periodic boundary
conditions. There exists thus a sequence of vector-valued functions Ylnm = Ulnm(θ)e
inϕeimψ where l ∈ Z∗
and n,m ∈ 12+Z which forms a Hilbert basis of L2(S3, dω;C4) and are common eigenfunctions of the self-
adjoint operators A, Dϕ and Dψ. Here the vector-valued functions Ulnm are solutions of the eigenvalue
equation
AnmUlnm(θ) = λlnm(ω)Ulnm(θ), (A.20)
where the self-adjoint operators Anm are equal to A with Dϕ and Dψ replaced by n and m in 12 + Z
respectively.
Note now that the operator Γ0 (and also Γ1) anticommutes with Anm. Therefore, if Ylnm is an
eigenfunction of Anm associated to λlnm(ω), then Γ0Ylnm is an eigenfunction of Anm associated to
−λlnm(ω). The spectrum of Anm is thus symmetric with respect to 0 and we can adopt the following
convention. For all l ∈ N∗, the eigenfunctions Ylnm correspond to the positive eigenvalues λlnm(ω) listed
in increasing order, i.e. λ1nm ≤ λ2nm ≤ . . . . Note in passing that for (n,m) ∈ 12+Z fixed, the eigenvalues
λlnm of Anm are simple since the Dirac type operator Anm is limit point at θ = 0 and θ = π2 . Moreover,
for all l ∈ −N∗, we set λlnm = −λ(−l)nm and Ylnm = Γ0Y(−l)nm. Furthermore, the operator γ1 = −iΓ0Γ1
commutes with A since Γ0 and Γ1 anticommutes with A. Denoting by P± = 12 (I4 ± γ1) the projectors
onto the positive and negative spectrum of γ1 respectively, we see that the eigenfunctions Ylnm belong
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either to RanP+, or RanP−. We can thus classify the eigenfunctions Ylnm into Y +lnm = P
+Ylnm and
Y −lnm = P
−Ylnm.
Summarising the previous remarks, we have the following decomposition of L2(S3, dω;C4).
L2(S3, dω;C4) =
⊕
l∈Z∗,(n,m)∈ 1
2
+Z
〈Ylnm〉,
=
⊕
l∈N∗,(n,m)∈ 1
2
+Z
〈Ylnm,Γ0Ylnm〉,
=
⊕
l∈N∗,(n,m)∈ 1
2
+Z
〈P+Ylnm, P−Ylnm, P+Γ0Ylnm, P−Γ0Ylnm〉.
Hence, the Hilbert space H can be written as
H = L2(R, dx)⊗ L2(S3, dω;C4),
=
⊕
l,n,m∈L
(
L2(R, dx) ⊗ 〈P+Ylnm, P−Ylnm, P+Γ0Ylnm, P−Γ0Ylnm〉
)
,
:=
⊕
l,n,m∈L
Hlnm,
where L = {(l, n,m), l ∈ N∗, n,m ∈ 12 + Z}. By definition of the subspaces Hlnm, it is clear that each
element Ulnm ∈ Hlnm can be written as
Ulnm = u
1
lnm(x)P
+Ylnm + u
2
lnm(x)P
−Ylnm + u3lnm(x)P
+Γ0Ylnm + u
4
lnm(x)P
−Γ0Ylnm,
with scalar functions ujlnm. Therefore, identifying Ulnm with the vector-valued function
t(u1lnm, u
2
lnm, u
3
lnm, u
4
lnm),
we see that the Hlnm’s are isometric to L2(R, dx;C4).
With this identification at hand and using that
Γ1P± = iP∓Γ0, γ1P± = ±P±, Γ0P± = P∓Γ0,
it is an easy calculation to see that the Hlnm’s are let invariant through the actions of A, Dϕ, Dψ,R and
that, for all Ulnm =
t(u1lnm, u
2
lnm, u
3
lnm, u
4
lnm),
AUlnm = λlnm(ω)M2Ulnm, DϕUlnm = nUlnm, DψUlnm = mUlnm,
RUlnm =
[ (r2 + a2)(r2 + b2)
r
√
∆
M1Dx +mrM0 +
(an(r2 + b2)
r
√
∆
+
an
r
M0
)
+
(bm(r2 + a2)
r
√
∆
+
bm
r
M0
)
+
ab
r2
M3 − ω
((r2 + a2)(r2 + b2)
r
√
∆
+
ab
r
M0
)]
Ulnm,
where the Mj are 4× 4-matrices given by
M1 =
(
0 σ2
σ2 0
)
, M2 =
(
I2 0
0 −I2
)
, M3 =
(
σ3
0 σ3
)
, M4 =
(
0 σ1
σ1 0
)
,
and the σj ’s are the usual Pauli matrices given by
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
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Now, choosing the γj ’s Dirac matrices in such a way that Γ1 = M1, Γ
2 = M2, Γ
0 = M4 (which would
imply that γ1 = −iΓ0Γ1 =M3), then the Lemma is proved. If we choose any other representation of the
γj ’s Dirac matrices satisfying (2.2), then there would exist a nonsingular 4× 4 matrix S such that
SΓ1S−1 =M1, SΓ2S−1 =M2, Sγ1S−1 =M3, SΓ0S−1 =M4,
(see [50]). Thus, any representation of the Dirac matrices are equivalent and the precise decomposition
of the Lemma still holds if we consider the subspaces H˜lnm = SHlnm instead of Hlnm. Without loss of
generality, we can thus always assume that Γ1 =M1, Γ
2 =M2, Γ
0 =M4 and γ
1 = −iΓ0Γ1 =M3.
As a last remark, notice that the same proof applies to Lemma 4 directly. It suffices to replace the
operator A by the simpler operator DS3 in the previous proof. In that case, the positive eigenvalues λlnm
of DS3 are explicitely computable and are known to be given by { 32 , 52 , 72 , . . . } (see for instance [10]).♦
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