Abstract This paper describes the treatment of French pronominal clitics developed for the multilingual Fips parser. Following a brief description of the Fips parser with its object-oriented design and a short review of the basic facts about French clitics, an analysis is presented which distinguishes pronominal chains (in the unmarked case) and argument absorption (for reflexive-reciprocal clitics agreeing with the grammatical subject). Specific data structures and associated procedures are necessary to implement the clitic-trace chain in the first case and the argument absorption in the second case. Exploiting the object-oriented model, we argue that such specific mechanisms should not be part of the basic (universal) model of the parser, but rather should be introduced as a specialization of the base model for languages which display pronominal clitics, such as Romance languages.
Introduction
One of the basic assumptions of modern theoretical linguistics is that all human languages are remarkably similar at some abstract level, no matter how different they may appear at first look. 1 It should be no surprise, therefore, to see that this axiom has been assumed, implicitly or explicitly, by computational linguists committed to theoretical linguistics. For instance, major linguistically-based parsing systems, whether HPSG-based like DELPH-IN (http://www.delph-in.net), or LFGbased such as ParGram (http://pargram.b.uib.no) , consider that their linguistic representation model-as well as the data structures designed to implement syntactic structures-is "universal", i.e. adequate to represent the fundamental syntactic properties of all human languages.
Developers of natural language parsers are well aware that, even if you assume an underlying "universal" view of natural languages, the actual data that the parser must analyze may vary widely from one language to another, and this variation is by far not just a matter of different words, different word orders, or (when parsing written documents) of different alphabets or even different directionalities (left-to-right vs. right-to-left, horizontal vs. vertical) . Indeed, at the surface level languages vary a great deal in terms of their morphosyntactic properties, as attested by the huge body of literature covering language typology (Greenberg 1963; Newmeyer 2005) , as well as descriptive linguistics.
2 Surface diversity of languages poses a real challenge for NLP developers of multilingual systems. At first sight, two alternatives can be considered for the design of a multilingual parser. The first one is to design a model rich enough to accommodate all possible variations among languages-always running the risk of overlooking some particular feature that would not fit the model, or extending the model to such a point that it becomes unmanageable and/or meaningless. The second way consists in splitting the parsing model into several "families"-but then the "universal" axiom is lost.
Object-oriented design offers an attractive alternative by allowing the definition of both data structures (objects) and their associated procedures (methods) at several levels of abstractions (cf. Meyer 1997). For instance, with this methodology one can describe basic linguistic objects at an abstract level-at which languages have similar (perhaps identical) characteristics-as well as specialized objects, at a less abstract level, at which languages can differ widely. Intermediate levels can also be defined, at which properties shared by a group of languages (language family?) could be defined, along with the methods necessary to process them. One of the features that make object-oriented design so powerful is inheritance. Specialized objects inherit all the properties, including the associated procedures, of the base objects. In other words, every feature, procedure associated with the "universal" data model is inherited by, say, language-specific specializations, but not the other way round.
This object-oriented design has been adopted for the development of our Fips multilingual parser, which is now available for several of the main European languages (English, French, German, Spanish, Italian, Portuguese, Greek with partial developments for several other languages Romanian, Russian, Hindi, Japanese and Latin). All those languages (the well-developed as well as the less-well-developed) share the same basic data structures and associated methods. At surface level, they all have specific features, which are associated to specialized objects, to use the objectoriented terminology.
In this paper, I would like to focus on one particular example of a linguistic object which plays an important role in several languages (including Romance languages) but does not exist in many other languages (for instance in the Germanic languages): pronominal clitics. 3 The paper is organized as follows: The next section provides some general information about the Fips parser and its linguistic underpinnings. Section 3 summarizes the basic facts about French pronominal clitics and outlines our analysis of clitics. Section 4 describes how clitics are processed by the Fips parser.
The Fips Parser
The Fips parser is a "deep" linguistic multilingual parser that has been developed at LATL over the last 15 years. It is available on-line (http://www.latl.unige.ch) for the languages mentioned above. A detailed description of this parser and of its grammar model is beyond the scope of this paper and can be found in (Wehrli 2007; Wehrli and Nerima 2014) . In a nutshell, Fips is a constituent parser, which means that it attempts to assign a constituent representation for a given input sentence, using grammatical concepts inspired by generative grammar, but largely and freely adapted to the task of efficient processing. Thus, the constituent structures obey a minimalist version of X theory, with just two levels, the lexical head (X) and the maximal projection (XP). Similarly the use of functional projections and of empty categories has been restricted to very few cases, such as "small clauses" for functional categories, empty subjects and "traces" of wh-phrases and clitic pronouns for empty categories.
The Fips parser follows a bottom-up strategy, reading words from left to right, projecting a syntactic constituent X for each word of category X, and attempting to attach this new constituent to the structure built so far. Two related parts can be distinguished in the analysis process. The first one is the attachment of constituents, which is guided by attachment rules. The second concerns the syntactic interpretation of those constituents, in particular the assignment of grammatical functions. This second task is achieved by specific interpretation procedures, as we will see in Sect. 4.2 with respect to the interpretation of clitics.
French Pronominal Clitics
Our analysis of French clitics distinguishes two classes, phonological clitics and syntactic clitics. A phonological pronominal clitic is a pronoun which occurs in a standard nominal syntactic position, but which is cliticized at the phonological level. In French, this is the case of pronominal subjects ( je, tu, il, elle, on, nous, vous, ils, elles) . 4 Syntactic clitics, on the other hand, are those pronouns which do not occur at the syntactic level in canonical nominal positions, but rather cliticize on a verbal element. We assume that they do not obey the X schema. They constitute lexical heads, phonologically weak, and attach directly to the head of a verbal element (head attachment).
In the following section, we will only consider syntactic pronominal clitics (henceforth simply 'clitics').
As clitics are not maximal projections, their attachment is made to the head of the verbal host rather than to the constituent level, as maximal projection do. French clitics generally attach to the left of the verbal host, as illustrated in examples (1a-c).
Only when the verb is in the imperative mood (and is not preceded by the negative particle ne) do clitics attach to the right of the verbal host. Hence, the contrast between (1d) and (1e).
(1) a. Jean les embrassera.
'Jean will kiss them' b. Jean les aurait embrassés.
'Jean would have kissed them' c. Jean veut les embrasser.
'Jean wants to kiss them' d. Embrasse-les! 'Kiss them' e. Ne les embrasse pas! 'Don't kiss them'
Clitic Types and Order
Following and adapting the analysis of Perlmutter (1971) , we assume that French clitics are partitioned in five classes:
(2) i. me, te, se, nous, vous ii. le, la, les iii. lui, leur iv. y v. en Leaving aside the case of ihnerent clitics-i.e. lexicalized forms of clitics-clitics of type (i), usually referred to as reflexive-reciprocal clitics, have several possible interpretations. First, when agreeing with the grammatical subject, they have a reflexive or reciprocal reading as in (3a). With the exception of se, which must always agree with the grammatical subject, clitics of type (i) which do not agree with the subject, have a first or second person pronominal reading, either as direct object or as indirect object, as illustrated in (3b, c) 5 :
(3) a. Nous nous donnerons des cadeaux. 'We will give each other presents' b. Nous vous donnerons des cadeaux.
'We will give you presents' c. Nous vous présenterons à Paul.
'We will introduce you to Paul' Type (ii) clitics (le, la, les) can only be interpreted as third person direct objects, while clitics of type (iii) (lui, leur) have an indirect object interpretation (either with respect to a verb or with respect to an predicative adjective). The following example contains two clitics, one of type (ii) and one of type (iii):
(4) Paul le leur donnera.
'Paul will give it to them' Type (iv) clitic y has two interpretations, either as argument (5a) or as locative adverbial (5b) 'Paul ate three of (them)'
As illustrated by example (4), several clitics can co-occur in a clitic sequence attached to a given verbal host. Clitic sequences are subject to the following two conditions 6 :
(7) Condition 1-No more than one clitic of each type can occur in a clitic sequence; Condition 2-The order of the clitics is strict, and corresponds to the order of the clitic types given in (2) above.
(8) a. Paul vous le présentera. 'Paul will introduce him to you' b. Paul la lui présentera.
'Paul will introduce her to him' c. Paul les y présentera.
'Paul will introduce them there' d. Paul vous en présentera plusieurs.
'Paul will introduce several of them to you' e. *Paul nous vous présentera.
'Paul will introduce you to us'
Examples (8a-d) show well-formed clitic sequences consisting of two clitics of distinct types respecting the type-order. Sentence (8e), although making perfect sense, is ungrammatical because it contains two clitics of the same type.
Anaphoric Clitics
For anaphoric clitics-i.e. me, te, se, nous, vous when it agrees with the subject-we assume the analysis proposed by Wehrli (1986) . According to this analysis, the relation between an anaphoric clitic and an argument position is not of the binding type but rather an absorption, in the sense that syntactically the argument no longer exists. We will not go here into all the evidence supporting such a mechanism, but recall the observation by Grimshaw (1982) , Kayne (1975) and Wehrli (1986) that a transitive verb whose direct object is realized as a reflexive clitic behaves just like an intransitive verb. Such a distinction between transitive and intransitive verbs occurs both in the causative construction and in the stylistic inversion construction. Consider first the causative facts illustrated in (9).
(9) a. Paul a fait se laver les enfants.
'Paul makes the children wash themselves' b. *Paul a fait se laver aux enfants.
'Paul makes the children wash themselves' c. *Paul l'a fait laver les enfants/*Paul a fait le laver les enfants.
'Paul makes the children wash him' (with and without clitic climbing) d. Paul l'a fait laver aux enfants.
'Paul makes the children wash him' e. Paul l'a fait laver par les enfants.
'Paul had him washed by the children'
The contrast between (9a) and (9c) is clear and undisputed. 7 In both cases, the direct object of laver is realized as a clitic, reflexive in (a), referential in (c, d, e).
The ungrammatical sentence (9c), versus the grammatical (9d, e), shows that the referential direct object clitic, no matter whether it is attached to the infinitival verb or "climbs" to the auxiliary can only occur when the understood subject of the infinitival verb is realized as a prepositional phrase (as opposed to a noun phrase). Interestingly, the option of realization of the subject of the infinitival verb as a prepositional phrase is not available when the direct object is realized as a reflexive or reciprocal clitic, as attested by the ungrammaticality of (9b). This pattern matches exactly the distinction between intransitive and transitive verbs in the causative construction. The subject of an intransitive verb takes the form of a postverbal noun phrase, while the subject of a transitive verb takes the form of a prepositional phrase headed by the preposition à, occasionally by the preposition par.
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A similar argument can be made with respect to the stylistic inversion construction. Subject inversion is fully grammatical with intransitive verbs (10a), but much less acceptable (if at all) with transitive verbs (10b), except when their direct object is realized as a reflexive or reciprocal clitic as in example (10c).
(10) a. Je ne sais pas quand arriveront les enfants.
'I don't know when the children will arrive' b. *?Je ne sais pas où les rencontreront les enfants 'I don't know where the children will meet them' c. Je ne sais pas où se rencontreront les enfants 'I don't know where the children will meet each other' Argument absorption can be viewed (and will be implemented) as a mechanism which modifies the argument structure associated with a verb, without altering its semantics. It can delete any NP argument (subject, direct object or indirect object). Subject absorption yields the so-called middle construction (se-moyen), while direct and indirect object absorption give the reflexive/reciprocal reading.
Arguably, inherent se, as in se suicider ('to commit suicide') could be seen as absorption cases which have been lexicalized. Finally, notice that all the absorption cases are accompanied by a change of auxiliary in the compound tenses, where auxiliary avoir ('have') is replaced by auxiliary être ('be'), as illustrated in the examples below, with clitics and auxiliaries emphasized. 'This book has sold well' (with être auxiliary) c. Nous les avons présentés au public.
'We have presented them to the public' (with avoir auxiliary) d. Nous nous sommes présentés au public.
'We have presented ourselves to the public' (with être auxiliary)
Parsing Pronominal Clitics
As pointed out earlier, a fundamental feature of the Fips parser lies with the distinction drawn between (i) attachment of constituents, which determine the phrase structure that the parser assigns to an input sentence, and (ii) the syntactic interpretation of those constituents, that is their grammatical role in the structure. While attachments are triggered by rules (with conditions, such as agreement, etc.), interpretation is achieved by means of specific procedures.
Clitic Attachment
The same distinction between attachment and interpretation is relevant for clitics. While clitic attachment can be performed immediately when a clitic occurs to the left (or to the right in case of imperatives) of a verbal element, its interpretation must often be delayed until the constituent with respect to which the clitic can be interpreted is read and attached to the structure. As an illustration, consider the following examples:
(12) a. Paul lui a été fidèle. 'Paul has been faithful to him/her'. b. Paul en a mentionné dans son discours la raison principale.
'Paul has mentioned in his talk the main reason of it'
In both examples, the clitic is interpreted with respect to a constituent which is clearly not available at the time the clitic is attached. In sentence (12a), the clitic lui is interpreted as complement of the predicative adjective fidèle ('faithful'), and in (12b), clitic en is interpreted as the complement of the noun raison ('reason'), the semantic head of the direct object.
According to our analysis, clitics are not syntactic constituents (maximal projections). Rather they are simple lexical items which attach to a lexical host, in our case, a verbal lexical host. In the case of preverbal clitics (proclitics), attachment will be made when the verbal item is read and is preceded by one or more clitics. This will trigger a left-head-attachment to the verb, which will also check the proper order of clitics (when more than one is attached). As discussed earlier, we assume a partition of clitics which corresponds to Perlmutter (1971) analysis, with five distinct types (see Sect. 3). Recall also that only one occurrence of each type is possible.
All the machinery needed to check clitic sequences, attach them and more important, transfer the information down to the possible head(s) with respect to which the clitic can be interpreted does not belong to "universal" data structures, but rather to the more specialized "Romance" level, from which the ever more specialized "French", "Italian" or "Spanish" are all derived in our data model.
Clitic Interpretation
The interpretation process, which is non-deterministic, is activated either when a clitic is attached to a (non auxiliary) verbal head (13a), or when a (non auxiliary) verbal constituent is attached to a structure containing uninterpreted clitics (13b), or when a predicative adjective or a direct object is attached to the structure with uninterpreted clitics (13c, d): (13) The interpretation process checks whether an uninterpreted clitic satisfies the argument structure of the current head (verbal or adjectival). In addition, clitic en can be interpreted as a complement of a nominal head, as in example (13d), and, as pointed out earlier, clitic y can have an adverbial (locative) reading when interpreted with respect to a verb.
In all such cases, a chain is created between the clitic and an empty category in the canonical position corresponding to the argument or to the adverb bound by the clitic. This chain mechanism is reminiscent of the one used for A elements, such as fronted wh-elements. However, contrary to wh-chains, clitic-chains are strictly local in the sense that they can never cross a sentence boundary. 9 The chain mechanism which links a clitic to an empty category determine pronominal elements in the sense of the binding theory. However, as pointed out in Sect. 3, type-1 clitics (me, te, se, nous, vous) are anaphors (in the sense of the binding theory) when they agree with the subject. The interpretation mechanism, then, triggers the absorption procedure, which modifies the argument structure of the verb by suppressing the subject, the direct object or the indirect object argument.
A third case must be taken into account, with respect to clitic interpretation. It concerns the so-called inherent clitics, that is clitics which have been lexicalized as part of the verbal lexical item.
(14) a. s'évanouir 'to collapse' b. se la couler douce 'to take it easy' c. en découdre 'to do battle with'
Inherent clitics attach and behave in most respects like non-inherent clitics. However, devoid of grammatical function, they do not trigger either a chain construction mechanism or an absorption mechanism. Their "interpretation" is limited to the selection of the proper lexical item, for instance en découdre ('to do battle with') rather then découdre ('to take the stitches out of').
The clitic interpretation procedure is activated when one or more clitics are attached to a verbal host. The clitics are copied to a temporary data structure which is transferred down along the right edge of the constituent structure as new constituents are added to the structure. Since clitic interpretation is strictly local in French, the data structure cannot cross a sentence boundary. Each time the parser add a constituent, the interpretation procedure checks whether the clitics contain in the temporary structure might be interpreted with respect to this new constituent, either as pronominal argument, as anaphoric clitic-triggering the absorption process, or as inherent clitic. If an interpretation is obtained, the clitic is removed from the data structure. By the end of the parse, a non-empty clitic temporary data structure yields an ungrammatical result. Needless to say, this process is non-deterministic, which means that several competing analyses can be produced, at least locally. To take a trivial example, when a clitic is attached to an occurrence of verb avoir ('have'), the parser doesn't know yet whether this is an auxiliary or a main verb. At that point the interpretation procedure will be activated with the main verb reading, and the clitic will be passed down to the next constituent with the auxiliary reading.
