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SOME NOTES ON DIRAC OPERATORS ON THE S3 AND S2 SPHERES
FABIO DI COSMO AND ALESSANDRO ZAMPINI
Abstract. We describe both the Hodge - de Rham and the spin manifold Dirac operator on the
spheres S3 and S2, following the formalism introduced by Ka¨hler, and exhibit a complete spectral
resolution for them in terms of suitably globally defined eigenspinors.
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1. Introduction
This paper outgrew from the lectures that one of the author was invited to deliver at the Work-
shop on Quantum Physics: foundations and applications at the Centre for High Energy Physics
in Bangalore in february 2016. The aim of these lectures was to outline, in a (hopefully) peda-
gogical manner, the building blocks of the theory allowing to define a Dirac operator on a smooth
riemannian manifold.
The first question to be addressed was to describe that, given a riemannian smooth manifold
(M,g), it is possible to define several Dirac operators: they can all be consistently formulated as
covariant derivatives acting upon a space of spinors which can be defined as a suitable module
(over C∞(M), the algebra of smooth functions on M) with respect to an action of the Clifford
algebra corresponding to the metric tensor g. The section 2 of the paper introduces the notions of
Clifford algebras and spin group at a global level, i.e. corresponding to a metric tensor on a finite
Date: 18 september 2016.
1
dimensional vector space. Upon recalling the notion of smooth manifold and bundle, the section 3
presents the notions of Clifford modules, bundles and (general) Dirac operators. A specific emphasis
is given to the case of the Hodge - de Rham Dirac operator. It was first written by Ka¨hler and can
be defined on any orientable riemannian manifold, and in such a case the relevant space of spinors
can be realised as a subspace of the exterior algebra over M . The section ends by recalling that
specific topological conditions allow to define and suitably characterise, within the set of all possible
Dirac operators, the so called (Atiyah) spin manifold Dirac operator, which plays a prominent role
in several branches of mathematics.
The section 4 presents a detailed analysis of both the Ka¨hler and the spin manifold Dirac opera-
tors on the spheres S3 and S2. The aim of this section is to show the differences between these two
operators via some explicit examples: the emphasis is given to the fact that the Dirac operators
can be studied, upon using some properties of the monopole bundle formulation, within a global
formalism that allows for a complete description of their spectra.
The problem of defining a Dirac operator on a riemannian manifold has been so deeply studied
from several different perspectives that the literature on it is ovewhelming. The first sections of
this paper are strongly influenced by [6, 7, 9, 14, 15, 20], the last by [3].
2. The Ka¨hler-Atiyah algebra over a vector space
Let V be a finite N -dimensional vector space over R. Its tensor algebra (T(V ),⊗) is the infinite
dimensional vector space over R given by
T(V ) = ⊕∞k=0 V ⊗k (2.1)
where V ⊗0 = R and V ⊗k = V ⊗ · · · ⊗ V (k-times), together with the usual associative tensor
product of its elements. Notice that this tensor algebra is Z-graded, namely V ⊗j ⊗ V ⊗k ⊂ V ⊗j+k.
Let J ⊂ T(V ) be the two-sided ideal generated by the elements a ⊗ a ∈ V ⊗2 for any a ∈ V , that
is J = T(V ) ⊗ (a ⊗ a)⊗ T(V ). The exterior algebra (Λ(V ),∧) is the quotient
Λ(V ) = T(V )/J (2.2)
where we denote by the wedge symbol, as usual, the associative product induced on Λ(V ) by the
tensor product in T(V ). Notice that, since J is homogeneous with respect to the Z-grading in
T(V ), the quotient (2.2) preserves the grading, and one has the finite direct sum
Λ(V ) = ⊕Nk=0 Λk(V ) (2.3)
where Λ0(V ) = V, Λ1(V ) = V, Λk(V ) = V ⊗k/J for k ≥ 2, with Λj(V ) ∧ Λk(V ) ⊂ Λj+k(V ).
It is clear that Λk(V ) = {0} for k > N and dim Λk(V ) = N !/(k!(N − k)!) so that, as a vector
space, dim Λ(V ) = 2N . The wedge product is indeed graded commutative, namely
a ∧ b = (−1)jkb ∧ a (2.4)
with a ∈ Λj(V ) and b ∈ Λk(V ).
Let a bilinear symmetric form g be defined on V and consider the two-sided ideal K ⊂ T(V )
generated by elements a ⊗ a − g(a, a) for any a ∈ V , that is
K = T(V ) ⊗ (a ⊗ a − g(a, a)) ⊗ T(V ). (2.5)
The Clifford algebra (Cl(V, g),∨) is the quotient
Cl(V, g) = T(V )/K (2.6)
where the associative product ∨ is induced by the tensor product in T(V ). Since K has inhomo-
geneous terms of even degree in T(V ), the Clifford algebra naturally inherits a Z2-grading, so that
we may write
Cl(V, g) = Cle(V, g) ⊕ Clo(V, g) (2.7)
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where Cle(V, g) (Clo(V, g)) is given by the images of elements of even (odd) degree in T(V ). The
Clifford product satisfies the rule
a ∨ b + b ∨ a = 2g(a, b) (2.8)
for any a, b ∈ V . This relation allows to easily prove that:
(1) as a vector space, dim Cl(V, g) = 2N . The map
Λ(V ) → Cl(V, g)
v1 ∧ · · · ∧ vk 7→ 1
k!
∑
σ∈Sk
(−1)pi(σ)vσ(1) ∨ · · · ∨ vσ(k) (2.9)
(with Sk the permutation group of k elements, and π(σ) the parity of the permutation σ)
is a vector space isomorphism between the exterior algebra over V and a Clifford algebra
over V (irrespective of the bilinear symmetric form g on it).
(2) if the bilinear form g is degenerate, the Clifford product coincides with the exterior product
on images of elements in T(V ) generated by vectors v ⊂ V0 ⊆ V where V0 is the null sub-
space of g. In what follows we shall restrict our attention to Clifford algebras corresponding
to non degenerate symmetric bilinear forms g, i.e. (not necessarily positive definite) metric
tensors.
The metric tensor g allows to define suitable contraction map on Λ(V ). For each element v ∈ V
one defines the linear map iv : Λ
k(V ) → Λk−1(V ) by setting
iv(λ) = 0 ∀λ ∈ Λ0(V ) ∼ R,
iv(w) = g(v,w), ∀w ∈ V (2.10)
and extending the action of iv upon all elements in Λ(V ) by requiring it to be linear and to satisfy
a graded Leibniz rule with respect to the wedge product. Given the basis {ej}j=1,...,N for V and
its dual basis {ǫk}k=1,...,N for V ∗, with ǫk(ej) = δkj , one writes gab = g(ea, eb) so that one has
g = gabǫ
a ⊗ ǫb or equivalently g = gabea ⊗ eb on (V ∗)∗ with gabgbc = δac . If one recalls the vector
space isomorphism between the exterior algebra Λ(V ) and the Clifford algebra Cl(V, g), one can
write the Clifford product on Λ(V ) by
φ ∨ ω =
∑
s
(−1)
(
s
2
)
s!
ga1b1 · · · gasbs(γˇs{iea1 · · · ieas φ}) ∧ {ieb1 · · · iebs ω}, (2.11)
where φ, ω ∈ Λ(V ) and γˇ(ω) = (−1)kω if ω ∈ Λk(V ). This means that the exterior algebra Λ(V )
is an associative unital algebra with respect to both the wedge and the Clifford product. The set
(Λ(V ), g,∧,∨) is usually called the Ka¨hler-Atiyah algebra over (V, g).1
It is well known that a metric tensor g on V provides the exterior algebra Λ(V ) a natural scalar
product. Elements in Λk(V ) and Λk
′
(V ) are defined orthogonal if k 6= k′, while one sets (recall
(2.10)):
〈ea1 ∧ . . . ∧ eas | eb1 ∧ . . . ∧ ebs〉 = ieas . . . iea1 (eb1 ∧ . . . ∧ ebs) (2.14)
1A direct proof of (2.11) is in [10], while the following argument, which can be used toward proving (2.11), is
described in [6]. Consider the map Φ : V → End(Λ(V )) defined on a basis of V via (with ω ∈ Λ(V ))
Φ(ea) : ω 7→ ea ∧ ω + ieaω. (2.12)
Such a map satisfies the identity
Φ(v)Φ(w) + Φ(w)Φ(v) = 2g(v, w) (2.13)
for any pair v, w ∈ V . By the universality of the Clifford algebra, this map extends to a unique algebra homomorphism
Φ : Cl(V, g) → End(Λ(V )), and upon evaluating Φ at 1 ∈ Λ(V ) one gets an isomorphism between Cl(V, g) and
Λ(V ) whose explicit form is (2.11).
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Such a scalar product on Λ(V ) allows to define a scalar product on Cl(V, g). One sets
〈ea1 ∨ . . . ∨ eas | eb1 ∨ . . . ∨ ebs〉Cl = 〈1 | eas ∨ . . . ∨ ea1 ∨ eb1 ∨ . . . ∨ ebs〉 (2.15)
where the rhs is defined via (2.14).
Given the Clifford algebra Cl(V, g), one defines the corresponding Pin(V, g) as a subgroup of the
group of units of Cl(V, g), namely
Pin(V, g) = {va1 ∨ · · · ∨ vaj : g(vak , vak ) = ±1}. (2.16)
For each v ∈ Pin(V, g)∩ V one may define the map (an adjoint action) Adv : V → End(V ) given
by
x ∈ V, Adv(x) = −v ∨ x ∨ v−1 = x − 2 g(x, v)
g(v, v)
v : (2.17)
this map reflects x with respect to a hyperplane perpendicular to v. The map Ad can be clearly
multiplicatively extended to the whole Pin(V, g) group, giving an adjoint action of Pin(V, g) upon
V . It is well known that the following sequence of group homomorphisms
1 −→ {±1} −→ Pin(V, g) Ad−→ O(V, g) −→ 1 (2.18)
is exact: the Pin(V, g) group is a double covering of the orthogonal group O(V, g) ⊂ End(V ) given
by linear maps T satisfying the relation g(Tv, Tw) = g(v,w) for any v,w, ∈ V . The Spin(V, g)
group is defined as
Spin(V, g) = Pin(V, g) ∩ Cle(V, g) : (2.19)
it is given by the even part of the Pin(V, g) group. One has the following exact sequence of group
homomorphisms:
1 −→ {±1} −→ Spin(V, g) Ad−→ SO(V, g) −→ 1. (2.20)
The Spin(V, g) is a double covering of the special orthogonal SO(V, g) group, that is the subgroup
of orthogonal transformations T ∈ O(V, g) with detT = 1.
We close this section by considering the Clifford algebra defined on a finite dimensional complex
vector space. Since a complex quadratic form has no signature, every finite dimensional complex
quadratic vector space is isomorphic to an orthogonal direct sum (CN , g) = Cr(0) ⊕ Cs(1) where
C
r(0) is the r dimensional kernel of g, while Cs(1) is the s-dimensional complex vector subspace
of V with an orthonormal basis {vaj}j =1,...,s giving g(vak , vap) = δkp. If (V, g) is a N -dimensional
real vector space, it can be complexified: one has VC = V ⊗RC and gC(zv, z′v′) = zz′g(v, v′) with
v, v′ ∈ V and z, z′ ∈ C. It is easy to see that
Cl(VC, gC) ≃ Cl(V, g) ⊗R C. (2.21)
In the following we shall denote Cl(V, g) = Cl(V, g). With respect to such a complexified Clifford
algebra, one defines the analogue of the Spin(V, g) group as
Spinc(V, g) = {va1 ∨ · · · ∨ va2k : vaj ∈ VC, gC(v∗aj , vaj ) = 1} (2.22)
with v∗ denoting the complex conjugate of v ∈ VC. The Ad map defined in (2.17) can be immedi-
ately extended to the complex case, so one has the short exact sequence
1 −→ U(1) −→ Spinc(V, g) Ad−→ SO(V, g) −→ 1. (2.23)
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3. Clifford algebra bundles and Dirac operators
3.1. An inner calculus over an exterior algebra. Let M be a real N -dimensional smooth
manifold, and π : E → M a rank k real vector bundle on it, with typical fiber a k-dimensional
real vector space Ex. We denote by E = Γ(M,EC) the set of complex valued sections of the bundle,
which is a finitely generated projective symmetric2 A = C∞(M)-bimodule. Some refinements of
the celebrated theorem by Serre and Swan prove that the category of smooth vector bundles over a
smooth manifold M is equivalent to the category of finitely generated projective modules over A.
A (smooth) metric structure on the vector bundle π : E → M is given by a real non degenerate
symmetric A-bilinear form γ : E × E → A. By real form it is intended that γ(σ, σ′) is a real
function on M if σ, σ′ are real sections in E ; by symmetry and bilinearity it is intended that
γ(hσ, σ′) = γ(σ′, hσ) = hγ(σ, σ′) with h ∈ A; the non degeneracy clearly amounts to say that the
condition γ(σ, σ) = 0 for any real σ ∈ E implies σ = 0. An hermitian structure on E is defined
by
〈σ | σ′〉 = γ(σ∗, σ′). (3.1)
It is immediate to see that, if E = TM – the tangent bundle to M – then such a metric structure
can be identified with a metric tensor g on M . The metric structure on the vector bundle E
allows to consider each typical fiber Ex equipped with a metric gx (here x ∈ M), and then
the corresponding Clifford algebra Cl(Ex, gx) which is a 2
k-dimensional vector space. The set
Cl(E, g) = ∐x∈MCl(Ex, gx) can be given the structure of a smooth vector bundle with typical fiber
Cl(Ex, gx), and it is called the Clifford bundle corresponding to π : E → (M,g). If E = T ∗M –
the cotangent bundle on M – then from (2.9) one sees that
Γ(M,Cl(T ∗M,g)) ≃ Λ(M) = ⊕Nj=1Λj(M),
Γ(M,Cl(T ∗M,g)) ≃ Λ(M)⊗R C = ⊕Nj=1Λj(M)⊗R C, (3.2)
i.e. the set of sections of the Clifford bundle is isomorphic, as a A-bimodule, to the set of exterior
forms defined onM . This isomorphism allows to extend the Clifford product from Γ(M,Cl(T ∗M,g))
to ΛC(M).
AssumeM is given a suitable smooth atlas and {xj}j=1,...,N is the corresponding local coordinate
system, with ∂j = ∂/∂x
j the local basis for the set of vector fields X(M) = Γ(M,TCM) and
{dxj}j=1,...,N its dual local basis for exterior 1-forms, so that one can write g = gab∂a ⊗ ∂b for the
metric tensor. The Clifford product on Λ(M) takes the form
φ ∨ φ′ =
∑
s
(−1)
(
s
2
)
s!
ga1b1 · · · gasbs(γˇs{ia1 · · · ias φ}) ∧ {ib1 · · · ibs φ′}, (3.3)
where φ, φ′ are elements in Λ(M), one has γˇ(φ) = (−1)kφ for φ ∈ Λk(M) (γˇ is the degree
operator) and ia = i∂a is the contraction operator on Λ(M)
3. One clearly has
dxa ∨ dxb = dxa ∧ dxb + gab,
dxa ∨ dxb + dxb ∨ dxa = 2gab. (3.6)
2Symmetry for the A-bimodule E means that the left and the right multiplication of A upon E coincide.
3Given a vector field X ∈ X(M), the contraction map iX : Λ
k(M) → Λk−1(M) is the natural generalization of
the contraction map introduced in the previous pages on a vector space. Such a map is linear and uniquely defined
by:
iX (f) = 0, ∀ f ∈ Λ
0(M)
iX(φ) = φ(X), ∀φ ∈ Λ
1(M)
iX(φ ∧ φ
′) = (iX(φ)) ∧ φ
′ + (−1)kφ ∧ iX(φ
′), ∀φ ∈ Λk(M). (3.4)
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What we have described above shows that K(M,g) = ∐x∈MCl(T ∗xM,gx) can be given the structure
of a smooth bundle over M of Clifford algebras, whose sections can be identified with ΓK(M,g) =
Λ(M)⊗RC = ΛC(M). The expression (3.3) shows that we may then consider such a set of sections
ΓK(M,g) = (ΛC(M),∨,∧,d, iX ) (3.7)
as the Ka¨hler-Atiyah algebras over (M,g). The unital algebraic structure (ΛC(M),∨) is called,
after Ka¨hler, an inner product over an exterior algebra.
3.2. Clifford modules and Dirac operators. Given the smooth real finite dimensional manifold
equipped with a metric tensor (M,g), we say that a finitely generated projective bimodule (E , 〈 | 〉)
over A = C∞(M), with 〈 | 〉 an hermitian structure on it, is a Clifford module if the two following
conditions are satisfied:
(1) E is a left module with respect to a left action of the Clifford (inner) algebra structure
(ΛC(M),∨), that is a linear A-homomorphism ν : (ΛC(M),∨) → End(E) exists;
(2) the elements in the range of the homomorphism ν provide selfadjoint maps on (E , 〈 | 〉),
that is
〈σ | ν(θ)σ′〉 = 〈ν(θ∗)σ | σ′〉 (3.8)
with θ ∈ ΛC(M), σ, σ′ ∈ E .
In order to introduce the notion of Dirac operator on a Clifford module, we recall the notion of
covariant derivative (connection) on a finitely generated projective module. Let E be a finitely
generated projective A-module, that is a A-linear map p : A⊗s → A⊗s (with s a suitable integer)
exists, such that E = pA⊗s with p = p† = p2. A connection on E is a map
δ : Λk(M) ⊗A E → Λk+1(M)⊗A E (3.9)
such that a graded Leibniz rule is satisfied,
δ(θ σ) = (dθ)σ + (−1)kθ δσ (3.10)
for any σ ∈ E and θ ∈ Λk(M). A connection is completely characterized by its restriction
δ : E → Λ1(M)⊗A E , satisfying
δ(fσ) = (df)σ + f δσ
(with f ∈ A) and then extended by using the Leibniz rule. The composition
δ2 = δ ◦ δ : Λk(M)⊗A E → Λk+2(M)⊗A E
is Λ(M)-linear, the restriction F = δ2 to E is the curvature corresponding to the connection δ,
with δ2(θ σ) = θ δ2(σ), θ ∈ Λ(M) and σ ∈ E . Connections always exist on a projective module;
the set of connections is an affine space, since any two connections δ and δ′ differ by a matrix
valued 1-form element, i.e. δ− δ′ ∈ Ms(A)⊗AΛ1(M), so one can write δ = δ0 + A with δ0 = p d
(it is the Grassmann connection) and A ∈ Λ1
C
(M) ⊗A Ms(A) with pA = Ap. The element A
is referred to as the vector potential of the connection δ. The operator δX = iX ⊗ 1 : E → E
evaluates the covariant derivative δ along the vector field X ∈ X(M).
Notice that iX iY = −iY iX for any pair of vector fields X,Y ∈ X(M). On the exterior algebra the exterior derivative
operator d : Λk(M) → Λk+1(M) is uniquely defined by
df(X) = X(f) = LXf, ∀ f ∈ Λ
0(M), X ∈ X(M)
d(φ ∧ φ′) = (dφ) ∧ φ′ + (−1)kφ ∧ dφ′, ∀φ ∈ Λk(M)
d2φ = 0, ∀φ ∈ Λ(M), (3.5)
where LXf denotes the Lie derivative of the function f along the vector field X. One denotes by (Λ(M),∧,d, iX)
the exterior algebra over M equipped with its natural exterior differential calculus: the Cartan identity – that is
LX = d iX + iXd when acting upon elements in Λ(M) – holds.
6
Let us assume that {Xa}a=1,...,N gives a (local) basis for X(M) and {θa}a=1,...,N its dual (local)
basis on Λ1(M). Along such a basis, the metric tensor onM can be written as g = gabXa⊗Xb. Let
{ǫj}j=1,...,s be a basis for the free A-(bi)module A⊗s, with E = {f jǫj : f j ∈ A, p(f jǫj) = f jǫj}.
A covariant derivative on E is completely characterised by
δ(ǫj) = θ
lA qlj ǫq (3.11)
with A qlj ∈ A and j, q ∈ 1, . . . , s while l ∈ 1, . . . , N = dimM , so that
δ(f jǫj) = (df
j)⊗A ǫj + f jδ(ǫj) = θl{Xlf q + A qlj f j}ǫq. (3.12)
If the projective module E is given an hermitian structure, then a connection is called riemannian
when
δX〈σ | σ′〉 = 〈δXσ | σ′〉 + 〈σ | δXσ′〉. (3.13)
If (E , 〈 | 〉) is a Clifford module over (M,g), a connection δ on it is called compatible with the
Clifford structure if it is riemannian and if
δX(θ ∨ σ) = (∇Xθ) ∨ σ + θ ∨ (δXσ) (3.14)
(with X ∈ X(M), θ ∈ ΛC(M) and σ ∈ E) where we have denoted via the Clifford product symbol
the left (Clifford) action of ΛC(M) ≃ ΓK(M.g) upon E
θ ∨ σ = ν(θ)σ
and ∇ is the Levi-Civita connection4 corresponding to g acting on ΛC(M). Given an hermitian
finitely generated projective module E over (M,g), each compatible connection defines a Dirac
operator upon E , given via
Dσ = θa ∨ δXaσ = ν(θa) δXaσ (3.18)
It is clear that ν(θa) ∈ A ⊗A Ms(C). The matrices ν(θa) = γ(a) are the gamma-matrices cor-
responding to the Clifford module E (notice that they depend also on the choice of the frame
{θa}a=1,...,N ), and they satisfy the relation
γ(a)γ(b) + γ(b)γ(a) = 2gab. (3.19)
From (3.12) one can write the action of the Dirac operator (3.18) as
D(f jǫj) = {Xlf q + A qlj f j}ν(θl)ǫq (3.20)
= {Xlf q + A qlj f j}(γ(l))tqǫt : (3.21)
upon the components f j ∈ A of σ ∈ E one has
D(f j) = (γ(l))jq{Xlf q + A qls f s}. (3.22)
4It is well known – as a specific case of the general theory described above – that the Levi-Civita connection
corresponding to (M, g) is defined on X(M) = Γ(M,TM) and Λ1(M) = Γ(M,T ∗M) via
∇ : Λ1(M) → Λ1(M) ⊗A Λ
1(M),
∇ : X (M) → Λ1(M) ⊗A X (M), (3.15)
with (compare such expression with (3.12))
∇(dxa) = −dxs ⊗ Γasbdx
b
,
∇(∂a) = dx
s ⊗ Γbsa∂b (3.16)
where Γabc are the Christoffel symbols of the connection.
Γmji = Γ
m
ij =
1
2
g
mk (∂jgki + ∂igkj − ∂kgij) . (3.17)
The action of ∇ is extended to Λ(M) via requiring it to satisfy the Leibniz rule with respect to the wedge product.
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For a given smooth manifold equipped with a metric tensor (M,g) it is then possible to define
several Dirac operators. In the following pages we shall focus on two specific examples.
3.3. The Hodge-de Rham Dirac operator. Following [10], we review how the Hodge - de
Rham operator can be defined on the exterior algebra over a manifold (M,g), and how it can be
formulated as a suitable Dirac operator. For any φ ∈ Λk(M), its exterior covariant derivative is
defined via
Dφ = dxa ∧ ∇aφ, (3.23)
where ∇a = ∇∂a . The action of the Ka¨hler operator is defined as:
Dφ = dxa ∨ ∇aφ. (3.24)
The action of this operator can immediately be extended to ΛC(M). From the identification (3.7)
it is evident that ΛC(M) is a Clifford module with respect to the Clifford (inner) product on itself;
the Ka¨hler operator D is the Dirac operator (3.18) corresponding to the Levi-Civita connection on
ΛC(M) with δXa = ∇a. From (3.3) one immediately sees that
Dφ = Dφ + gabib∇aφ. (3.25)
A direct computation shows that Dφ = dφ, so one has
Dφ = dφ + gabib∇aφ : (3.26)
if φ ∈ Λk(M), the image Dφ has a component of degree k + 1 and a component of degree k − 1.
Notice that Dφ has a well defined parity with respect to the Z2 grading of Λ(M). One can prove
that, for φ ∈ Λk(M),
Dφ = dφ + (−1)N(k−1) ⋆ d ⋆ φ (3.27)
where one has introduced the Hodge duality operator corresponding to the metric g, i.e. a A-
bimodule map ⋆ : Λk(M) → ΛN−k(M) defined on a basis by
⋆ (dxa1 ∧ · · · ∧ dxak) = ga1b1 · · · gakbkibk · · · ib1 µ, (3.28)
with µ = |g|1/2dx1 ∧ · · · ∧ dxN is the invariant volume form corresponding to the metric g (here
|g| denotes the determinant of the matrix gab). The relation
⋆2 (φ) = (−1)k(N−k)(sgn g)φ (3.29)
holds, for φ ∈ Λk(M), with (sgn g) the signature of the metric tensor g. Via a metric g on a
manifold, one can introduce a scalar product among exterior forms. For homogeneous φ and φ′
with the same degree we set
〈φ | φ′〉 =
∫
M
φ ∧ ⋆φ′, (3.30)
where the integration measure on M comes from the volume form µ previously defined. Homo-
geneous forms φ, φ′ are defined orthogonal if their degrees are different (this amounts to say that
Λk(M) is orthogonal to Λk
′
(M) for k 6= k′). Notice that such a scalar product is the natural
generalization to the exterior algebra Λ(M) of the scalar product introduced in (2.14)5. Given any
α ∈ Λk(M) and β ∈ Λk+1(M), upon defining d∗ = (−1)N(k−1)+1 ⋆ d⋆ : Λk(M) → Λk−1(M) one
proves that
〈dα | β〉 = 〈α | d∗β〉 +
∫
M
d(α ∧ ⋆β). (3.31)
5 It is easy to prove that, if the exterior algebra Λ(M) is a free A-module (which amounts to eventually consider
only a local description for a manifold which is not globally parallelasible) then the expression (3.30) defines a Hodge
duality once a non degenerate hermitian scalar product is given on the whole Λ(M).
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This relation shows that the operator d∗ can then be considered – under suitable conditions on its
domain – the adjoint of d in Λ(M) with respect to the scalar product (3.30). The action (3.27) of
the Dirac operator can be cast in the form
Dφ = dφ − d∗φ : (3.32)
from (3.29) we have that d∗d∗ = 0, making it immediate to prove the following relation
D2φ = −(dd∗ + d∗d)φ = (−1)kN{⋆d ⋆ dφ + (−1)Nd ⋆ d ⋆ φ} (3.33)
for φ ∈ Λk(M). The square of the Dirac operator gives a version of the Hodge - de Rham Laplacian
on Λ(M)6.
3.4. Algebraic Spinors. It is easy to see that the action of the Dirac - Ka¨hler operator upon
ΛC(M) defined in (3.24) is highly reducible. The aim of the present section is to review a for-
malism developed in [9], which allows to introduce the notion of irreducible spinors with respect
to such action. Since the Clifford algebra (Λ(M),∨) is semi simple (simple for even N)7 , its fi-
nite dimensional irreducible representations are given by its minimal (left) ideals I ⊂ Λ(M), with
Λ(M) ∨ I ⊂ I. The decomposition of this algebra into minimal ideals can be characterized by a
spectral set Pj of ∨-idempotents in (Λ(M),∨), i.e. a set of elements satisfying:
(1)
∑
j Pj = 1
(2) Pj ∨ Pk = δjkPj
(3) the rank of Pj is minimal (non trivial), where the rank of Pj is given by the dimension of
the range of the Λ(M)-morphism ψ 7→ ψ ∨ Pj .
Under these conditions one has that
Ij = {ψ ∈ Λ(M) : ψ ∨ Pj = ψ} (3.40)
6The following relation is usually referred to as a Green’s identity,
〈D2φ | φ′〉 − 〈φ | D2φ′〉 =
∫
M
d{(d∗φ′) ∧ ⋆φ + φ′ ∧ ⋆dφ − φ ∧ ⋆(dφ′) − (d∗φ) ∧ ⋆φ′} (3.34)
with φ, φ′ ∈ Λk(M), and allows to analyze the condition under which the operator D2 is self-adjoint. An identity
generalizing to the Dirac operator D the expression (3.31) valid for d exists. In order to describe it, one considers
exterior forms
α =
N∑
k=0
α(k), β =
N∑
k=0
β(k) (3.35)
with α(k), β(k) ∈ Λ
k(M) and defines
ΛN (M) ∋ (α, β) =
N∑
k=0
α(k) ∧ ⋆β(k). (3.36)
From (3.30) one sees that the quantity
∫
M
(α, β) is the scalar product between α and β defined in (3.35) as the sum
of inhomogeneous terms. One then defines
Λ(M) ⊗ Λ(M) → ΛN−1(M)
α ⊗ β 7→ (α, β)1 = ik(dx
k ∨ α, β) (3.37)
which gives
(α, β)1 =
N∑
k=0
{α(k) ∧ ⋆β(k+1) + β(k) ∧ ⋆α(k+1)}, (3.38)
showing that (α, β)1 = (β, α)1. It is indeed easy to prove that
(α,Dβ) + (Dα, β) = d(α, β)1, (3.39)
thus generalizing the identity (3.31).
7An interesting description of the representation theory for both real and complex Clifford algebras is in [6].
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and Λ(M) = ⊕jIj . Elements in Ij are called spinors with respect to the idempotent Pj . Different
sets of spinors, that is different ideals Ij, Ik, are called equivalent if an element ǫ ∈ Pin(M,g) exists
such that
Pj = ǫ ∨ Pk ∨ ǫ−1. (3.41)
Different sets of spinors are called strongly equivalent if the condition (3.41) is satisfied by an
element ǫ ∈ Spin(M,g). Notice that this notion of equivalence among spinors amounts to say that
two sets Ij, Ik of spinors are equivalent if and only if for each element ψj ∈ Ij there is an element
ǫ ∈ Pin(M,g) such that ψj ∨ ǫ ∈ Ik.
The action of the Dirac operator D defined in (3.27) is meaningful on a set of spinors, i.e. D
maps elements of Ij into elements in Ij with Ij the left ideals of the Clifford algebra (Λ(M),∨), if
and only if the condition
Pj ∨∇aPj = 0 (3.42)
for any ∇a = ∇∂a holds.
Let {Ua ⊆ M} be the local charts of a smooth atlas for M , with local coordinates {xa}a=1,...,N .
Let P be a suitable projector for the Clifford algebra (Λ(U),∨) whose range is denoted by IP ⊂
Λ(Ua). We denote by {wi}i=1,...,s with s = rank IP a basis for it: IP is a free module over C∞(Ua)
given by
IP ∼ Cs ⊗ C∞(Ua) ∋ ψ = ψiwi (3.43)
with ψi ∈ C∞(Ua). We have
dxa ∨ wi = (γ(a))jiwj. (3.44)
This equation defines the s-dimensional gamma matrices γ(a) which generate the action of the
Clifford algebra Cl(Ua,∨) upon IP . The relation (3.20) can be written as:
Dψ = D(ψiwi) = (∇kψi) dxk ∨ wi + ψi dxk ∨ (∇kwi)
= (∂kψ
j + ψiA jki) dx
k ∨ wj (3.45)
= (∂kψ
j + ψiA jki) (γ
(k))sjws (3.46)
where we have defined
∇kwi = A jkiwj : (3.47)
notice that such a definition is meaningful since the relation (3.42) holds. Such an identification
shows that the Hodge - de Rham Dirac operator – as defined by Ka¨hler in (3.24) – acts on the
space of spinors IP as a covariant derivative, with a vector potential given by (3.47)
3.5. The spin manifold Dirac operator. Given the equivalence between finitely generated pro-
jective modules over A = C∞(M) and finite rank smooth vector bundles over M , the problem of
describing Clifford bundles as spaces of sections of bundles associated to suitable principal bundles
over M is studied in detail in several textbooks, see for example [8, 15]. We assume (M,g) to be
an orientable N -dimensional smooth manifold equipped with the metric tensor g and introduce the
orthonormal frame bundle PSO(g)(M), i.e. a principal SO(g)-bundle over M . A spin structure for
the manifold (M,g) is a principal Spin(g)-bundle PSpin(g)(M) with basis M such that a 2-sheeted
covering
π : PSpin(g)(M) → PSO(g)(M) (3.48)
satisfying π(p γ) = π(p)π0(γ) for p ∈ PSpin(g), γ ∈ Spin(g) and π0 : Spin(g) → SO(g) is the
2-covering from (2.20). We recall that a spinor structure on (M,g) exists if and only if w2(M) = 0,
i.e. the second Stiefel-Whitney class on M (rigorously on TM) is trivial. By Spin(g) we mean the
spin group corresponding to the metric vector space (V, g) = (T ∗xM,gx) given by the typical fiber
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of T ∗M . Let W be a finite dimensional left (rank s) Cl(V, g)-module, i.e. let us assume that an
algebra homomorphism ρ : Cl(V, g) → Aut(W ) exists. By a real spinor bundle we mean
S(M) = PSpin(g) ×ρ W, (3.49)
that is the vector bundle associated to the Spin(g)-principal bundle PSpin(g)(M) via the represen-
tation ρ of Cl(V, g) on W . Notice that the map ρ defines a representation of Spin(g) on W since
Spin(g) ⊂ Cl0(V, g). If we consider the complex Clifford algebra ClC(V, g) and a complex vector
space W we get the complex spinor bundle
SC(M) = PSpin(g) ×ρ W. (3.50)
We denote by Γ(S) the set of sections of the vector bundle S(M). The action ρ of Cl(V, g) upon W
induces an action of Cl(V, g) upon Γ(S), the Clifford product being obviously represented as the
matrix multiplication in M(W ).
In the example of the Ka¨hler - Dirac operator defined above one is considering Cl(M,g) as a left
A-module over itself whose action is given by the left multiplication. One easily sees that this is
the associated bundle
SC(M) = PSpin(g) ×λ Cl(V, g) (3.51)
with λ denoting the left multiplication. The elements in the A-bimodule Γ(S) (or Γ(SC)) are called
spinors. The associated bundle is called irreducible if the algebra homomorphism ρ defined above
is irreducible.
We close this section by describing how to define the well known spin Dirac operator on a
manifold (M,g) which admits a spin structure. On the space of section Γ(S) corresponding to a
real spinor bundle (like in (3.49)), with ψ ∈ Γ(S), the operator
δ∇ : ψ 7→ (d + 1
4
γ(a)γ(b) ωab)ψ ∈ Λ1(M)⊗ Γ(S) (3.52)
is the spin connection covariant derivative on Γ(S), with (we adopt the same notations as in the
subsection 3.4 for a local chart system, and further assume that within such a coordinate system
the metric is cast into normal form, so that g = ηabdx
a ⊗ dxb with ηab = ±1 depending on the
signature of g)
ωab = dx
r ηas Γ
s
rb (3.53)
the spin connection 1-form, given by the lift to PSO(g)(M) of the Levi Civita connection on TM , so
that ωab = −ωba. We write (locally) Γ(S) ∋ ψ = ψiwi with {wi} a basis forW and ψi ∈ C∞(Ua),
we have
δ∇ψ = dxr δ∇r ψ. (3.54)
This expression defines the spin connection covariant derivative δ∇r : Γ(S) → Γ(S) along the
coordinate directions ∂r:
δ∇r ψ = (∂rψ
i +
1
4
ψiηasΓ
s
rbγ
(a)γ(b))wi (3.55)
The corresponding Dirac operator is /D : Γ(S) → Γ(S):
/Dψ = γa δ∇a ψ : (3.56)
this is the spin connection Dirac operator, following the definition given by Atiyah and Singer. The
analysis above shows that the action (3.56) comes, via the representation ρ, from the action of the
operator
/Dψ = θa ∨ δ∇a ψ (3.57)
upon a set of spinors Γ(S) which is a suitable left Cl(V, g)-module. The action of the spin Dirac
operator defined in (3.57) closely resembles that of the Hodge - de Rham Dirac operator defined
(3.45), when one identifies IP with Γ(S) and the corresponding actions of the Clifford algebra
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generated by the differential 1-forms. It is immediate to see that the spin manifold Dirac operator
acts upon IP as a covariant derivative characterized by a vector potential given by
Λ1(Ua) ⊗ Ms(C) ∋ δ∇wi = θaA jaiwj =
1
4
θaηksΓ
s
ab(γ
(k)γ(b)wi) (3.58)
on an orthonormal basis for Λ1(Ua). It is clear that the spin connection covariant derivative defined
in (3.55) and the covariant derivative defined in (3.46) may differ, when the metric tensor has a
non vanishing curvature8. One can see that [19], upon the identification IP ∼ Γ(S), the relation
(δ∇a − ∇a)wi =
1
4
wi ∨ {(ηsb∇aθs) ∧ θb} (3.59)
holds. It is moreover possible to prove that the two covariant derivative above are not gauge related.
The spin manifold Dirac operator on a compact riemannian smooth manifold (M,g) can be
indeed interestingly characterised by suitable conditions [20, 7]. Define
B =
{
Γ(M,Cl(T ∗M)), if dim M = 2m
Γ(M,Clo(T
∗M)), if dim M = 2m+ 1. (3.60)
By comparing such a definition with (3.2) one sees that B is a vector bundle whose fibers are simple
algebras (with respect to the Clifford ∨ product) of finite dimension 22m. One can prove that
(1) the pair (M,g) has a Spinc(g)-structure if and only if there exists a finite projective hermitianA-
module S carrying a self-adjoint action (i.e. this action satisfies (3.8)) of B such that EndA(S) ≃
B;
(2) a Spinc(g)-structure on (M,g) can be refined to a Spin(g)-structure if and only if an antilinear
endomorphism C (called a charge conjugation map) of S exists, such that9
(a) C(σf) = C(σ)f for any σ ∈ S and f ∈ A,
(b) C(uσ) = χ(u¯)C(σ) for any σ ∈ S and u ∈ B,
(c) C is antiunitary, i.e. 〈Cσ | Cσ′〉 = 〈σ′ | σ〉 for any σ, σ′ ∈ S,
(d) C2 = ±1 on S for M connected.
The module S is a Clifford module with respect to B. If the pair (S,C) defines a Spin(g)-structure
for (M,g), then there is only one connection δ : S → Λ1(M)⊗AS which is riemannian (see (3.13)),
compatible (see (3.14)) with the Clifford algebra structure given by B and real, i.e. [δX , C] = 0 for
any real vector field X onM . Such a connection turns out to be the spin manifold Dirac connection
that can be defined, if and only if w2(M) = 0, in terms of principal Spin(g)-bundles over (M,g).
The equivalence of the two approaches is described in [17, 18]. Notice that such a uniqueness for
the spin manifold connection strongly depends on the (Morita) condition EndA(S) ≃ B, which
amounts, in a principal bundle language, to restrict our attention only on spinors given as sections
of associated bundle corresponding to irreducible representations of the relevant Clifford algebras.
4. Dirac operators on a class of spheres
In this section we focus our attention to the spheres S3 and S2. We start by realising the sphere
S3 as the SU(2) Lie group manifold, i.e. the set of elements
γ =
(
u −v¯
v u¯
)
, u¯u+ v¯v = 1. (4.1)
Our aim is to describe the global differential calculus on it. From the relation
[σa, σb] = 2iǫ
c
abσc
8This point is elucidated in [16].
9Notice that the map χ is defined by χ(v1 ∨ . . . ∨ vj) = (−1)
j v¯1 ∨ . . . ∨ v¯j .
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expressing the commutator of the Pauli matrices, we set Ta = −iσa/2 as a basis of the Lie algebra
su(2), with
[Ta, Tb] = ǫ
c
abTc. (4.2)
The Maurer-Cartan 1-form
γ−1dγ = Ta ⊗ θa (4.3)
implicitly defines a left-invariant basis {θa}a=1,...,3 of Λ1(SU(2)), with
θx = i(udv − vdu+ v¯du¯− u¯dv¯),
θy = udv − vdu− v¯du¯+ u¯dv¯,
θz = 2i(u¯du+ v¯dv) = −2i(udu¯+ vdv¯), (4.4)
while the following vector fields
Lx =
i
2
(v¯∂u − v∂u¯ − u¯∂v + u∂v¯),
Ly =
1
2
(−v¯∂u − v∂u¯ + u¯∂v + u∂v¯),
Lz = − i
2
(u∂u − u¯∂u¯ + v∂v − v¯∂v¯) (4.5)
give the dual left-invariant basis for X(SU(2)), naturally closing the Lie algebra structure given by
[La, Lb] = ǫ
c
abLc. Notice that one usually defines the ladder operators
L− =
1√
2
(Lx − iLy) = i√
2
(v¯∂u − u¯∂v),
L+ =
1√
2
(Lx + iLy) =
i√
2
(u∂v¯ − v∂u¯) (4.6)
with
[L−, L+] = iLz, [L−, Lz] = −iL−, [L+, Lz] = iL+, (4.7)
and dual 1-forms given by
θ− =
1√
2
(θx + iθy) = i
√
2(udv − vdu),
θ+ =
1√
2
(θx − iθy) = i
√
2(v¯du¯− u¯dv¯). (4.8)
The differential calculus is finally characterized by
dθa = −1
2
f abc θ
b ∧ θc (4.9)
in terms of the Lie algebra structure constants along a given left invariant basis, with
Laθ
b = − f bac θc. (4.10)
We define a riemannian structure on the group manifold via the Cartan-Killing metric tensor
g = θx ⊗ θx + θy ⊗ θy + θz ⊗ θz = θ− ⊗ θ+ + θ+ ⊗ θ− + θz ⊗ θz (4.11)
associated to the Lie algebra structure of su(2). From (3.28) it is straightforward to compute that,
for the Hodge duality map one gets, with τ = θx ∧ θy ∧ θz, the following expressions on a basis
⋆ 1 = τ, ⋆θa = −dθa (4.12)
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with ⋆2 = 1 on Λ(S3). With respect to the metric tensor (4.11) on SU(2), the Levi Civita
connection acts upon a left-invariant non holonomic basis as
∇a(Lb) = 1
2
f sab Ls,
∇a(θb) = 1
2
f bsa θ
s, (4.13)
while the Riemann curvature tensor gives (indices are raised and lowered via the CK-metrics)10
R(La, Lb)θ
s = − 1
2
∇[La,Lb]θs. (4.14)
4.1. The standard spin Dirac operator on S3. The formalism described in the previous lines
allows to define the Ka¨hler-Atiyah algebra (Λ(S3),∧,∨), which is globally defined with a Clifford
product given by
θa ∨ θb + θb ∨ θa = 2δab. (4.15)
It is well known that S3 has a spin structure, the complexified ClC(S
3, g) has one (up to equivalences)
irreducible representation given by σ : θa 7→ σa ∈ M(C2). On the corresponding complex spinor
bundle SC(S
3) = PSpin(g)(S
3)×σC2, with Spin(g) = SU(2) one has, for the spin connection 1-form,
that
ωab = − 1
2
εabcθ
c, (4.16)
giving the following spin connection covariant derivative
δ∇ = d − i
4
δabσ
aθb
= θb ⊗ {Lb − i
4
δabσ
a} (4.17)
so that the action of the spin Dirac operator is
Γ(S) ∼ F(S3) ⊗ C2 ∋ ψ 7→ /Dψ = σbLbψ − 3i
4
ψ. (4.18)
The spin connection Dirac operator is equivalent to a covariant derivative – acting upon spinors in
SC(S
3) – whose connection 1-form is
Λ1(S3) ⊗ End(C2) ∋ − i
4
θbδabσ
a = − i
4
(
θ3 θ1 − iθ2
θ1 + iθ2 −θ3
)
=
1
2
γ−1dγ. (4.19)
Notice that such a connection gives the so called meron solution for Yang-Mills equations on S3
with gauge group SU(2) [12, 5].
We are interested in explicitly computing the spectrum of such a Dirac operator. Since S3
is compact and boundaryless, it is known that /D has a pure point spectrum made of discrete
eigenvalues [8]; in matrix form, the spectral equation to solve for the relevant part of the operator
defined in (4.18) is
( /D + 3i/4)ψ = λψ ⇔ (σaLa)ψ = λψ
⇔
(
Lz
√
2L−√
2L+ −Lz
) (
ψ1
ψ2
)
= λ
(
ψ1
ψ2
)
, (4.20)
where ψi ∈ L(S3, τ) – i = 1, 2 – are the components of the spinor ψ. We consider the set of
square integrable spinors Γ(S) = L2(S3, τ) ⊗ C2, with the space of square integrable functions on
10Notice that the Christoffel symbols on such a non holonomic basis are given by the structure constants of the
Lie algebra. The torsion tensor associated to it consistently (we are considering the Levi-Civita connection) vanishes,
since one has ∇aLb −∇bLa = [La, Lb].
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S3 given by a suitable completion of the set o polynomials in the variables (u, v, u¯, v¯) defined in
(4.1). The Peter-Weyl theorem proves that the Wigner functions Djmn with j = 1/2, 1, 3/2, . . . and
m,n ∈ (−j,−j + 1, . . . , j − 1, j) give an orthonormal basis for L2(S3, τ), fullfilling the relations11
L2Djmn = −j(j + 1)Djmn,
LzD
j
mn = inD
j
mn,
RzD
j
mn = imD
j
mn, (4.21)
where L2 =
∑3
s=1 LsLs is the Casimir operator (we refer to [21] for the details of the geometry of
S3) in the Lie algebra su(2). Our aim is to exhibit a basis for Γ(S) given by eigenspinors for /D.
Since the action of /D is written only in terms of order one left invariant derivations, /D commutes
with L2, so it is natural to consider the vector space decomposition L2(S3, τ) = ⊕jWj with Wj the
vector space spanned by the elements Djmn. For example, the four elements D
1/2
mn span W1/2. Such
elements are customarily cast in a 2× 2 matrix
D1/2mn =
(
u v¯
v u¯
)
, (4.22)
while the elements Djmn are written, for an arbitrary j, as
Djmn =

 u2j . . . v¯2j. . . . . . . . .
v2j . . . u¯2j

 . (4.23)
Elements in the the same column share the same eigenvalue under the action of Lz, while elements
in the same row share the same eigenvalue under the action of Rz (see (4.21)): that is m is related
to the row index, n to the column index, the dimension of the matrix is 2j + 1. The action of L+
shifts an element (up to suitable coefficients) to its left along the same row, i.e. Djmn 7→∝ Djm,n−1;
the action of L− shifts an element (up to suitable coefficients) to its right along the same row, i.e.
Djmn 7→∝ Djm,n+1. A basis for the Wigner functions is given by
Djmn =∝ R2mz (vj−nu¯j+n). (4.24)
In order to solve the equation (4.20) we start by making an ansatz, i.e. we restrict our attention
to the following set of spinors
ψ =
(
ψ1 = D
j
mn
ψ2 = ξ L+ψ1
)
(4.25)
where j is fixed, since it labels irreducible subspaces of L2(S3, τ) with respect to the action of SU(2),
and ξ ∈ C. Upon inserting the condition (4.25), the eigenvalue equation (4.20) turns out to be
equivalent, with n 6= −j, to the following eigenvalue problem,(
in {n2 − n− j(j + 1)}/√2√
2 i(1− n)
) (
1
ξ
)
= λ
(
1
ξ
)
, (4.26)
whose eigenvalue equation is12
λ2 − iλ + j (j + 1) = 0, (4.28)
11The Rs are the right invariant vector fields on S
3.
12Notice that the relevant identities to obtain (4.26) are (from (4.7)):
2L−L+ = L
2 − L2z + iLz ,
2L+L− = L
2 − L2z − iLz , (4.27)
.
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with solutions (for the eigenvalue λ and its corresponding eigenspinor)
λ+ = i(j + 1), ψ+ =
(
ψ1 = D
j
mn
ψ2 = − i
√
2
j+n L+ψ1
)
(4.29)
λ− = −ij, ψ− =
(
ψ1 = D
j
mn
ψ2 =
i
√
2
j+1−n L+ψ1
)
. (4.30)
Notice that, for n = −j, it is L+Djm,−j = 0: the correct eigenspinor for n = −j is, by a direct
inspection, only
λ− = −ij, ψ− =
(
Djm,−j
0
)
(4.31)
The elements Djm,−j give the first column of the matrix (4.23). An element with j = −n originates,
via the ansatz (4.25) only one eigenspinor, while an element with j = n originates two eigenspinors
corresponding to two different eigenvalues. Moreover, a direct inspection shows that the spinors
ψ =
(
0
Djmj
)
(4.32)
are eigenspinors of the operator (4.20), with eigenavalue λ− = −ij. It is then possible to sum the
above results up, and to write that E−(j), the eigenspace corresponding to the eigenvalue λ−, has
a basis given by
E−(j) =
{(
ψ1 = D
j
m,n 6=±j
i
√
2
j+1−n L+ψ1
)
,
(
ψ1 = D
j
m,−j
0
)
,
(
0
ψ2 = D
j
m,j
)}
, (4.33)
so dimE−(j) = 2j(2j + 1) + 2(2j + 1). Analogously, the eigenspace E+(j) corresponding to the
eigenvalue λ+ has the following basis of eigenspinors
E+(j) =
{(
ψ1 = D
j
m,n 6=−j
− i
√
2
j+n L+ψ1
)}
, (4.34)
with dimE+(j) = 2j(2j + 1). For a fixed j we have that dim(E−(j) ⊕ E+(j)) = 2(2j + 1)2. This
integer exactly gives the dimension of the subspaceWj⊗C2, so one can writeWj = E−(j)⊕E+(j).
This means that via the procedure outlined above we have been able to give a (square integrable)
basis for Γ(S) given by eigenspinors of /D. Its spectrum is given, with the proper degeneracies, by
λ = λ+ − 3i/4 = i(j − 1/4), and λ = λ− − 3i/4 = −i(j + 3/4).
4.2. A digression: comparing different methods to compute the spectrum of the Dirac
operator. There are many papers that address the problem of giving a spectral resolution for the
spin manifold Dirac operator on S3 and in general on any sphere Sn. The most cited references
for this topic are [8] and [2]. The method to obtain the spectrum for /D and the corresponding
eigenspinors is based on the notion of Killing spinor. An introduction to the subject is in [8], it
indeed traces back to works by Lichnerowitz. The aim of this digression is to sketch how this
method works, and in which sense it is equivalent to the one developed above.
A spinor φ ∈ Γ(S) (without entering into a general discussion for the topic, we describe it for
the geometry on the sphere S3) is a Killing spinor with Killing factor α if the conditions
Laφ = ασaφ (4.35)
hold. Notice that the existence of Killing spinors for a given spin structure is a non trivial problem.
It is immediate to see that, if φ is a Killing spinor, than it is also an eigenspinor for D = σaLa, i.e.
σaLaφ = 3αφ. (4.36)
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For an arbitrary element ψ ∈ Γ(S) and f ∈ L2(S3, τ), the following two identities come as an easy
computation from the Leibnitz rule:
D(fψ) = (Laf)(σ
aψ) + fDψ, (4.37)
D2(fψ) = i(Laf)(σ
aψ) + 2(Laf)(Laψ) + (L
2f)ψ + fD2ψ. (4.38)
If one considers a Killing spinor φ with factor α, the above relations (4.37), (4.38) give
{D − (α+ i/2)}2(fφ) = {(α + i/2)2 − 3α(2α + i) + 9α2}(fφ) + (L2f)φ (4.39)
If one selects f ∈ Wk ⇔ L2f = −k(k + 1)f , then the above relation takes the form
{D − (α+ i/2)}2(fφ) = {(α+ i/2)2 − 3α(2α + i) + 9α2 − k(k + 1)}fφ (4.40)
This means that fφ is an eigenspinor of {D − (α+ i/2)}2 and that a subset of the spectrum of D
is given by considering the square root of the relation above, namely
sp(D) ⊃ (α + i/2) ± {(α + i/2)2 − 3α(2α + i) + 9α2 − k(k + 1)}1/2 (4.41)
= (α+ i/2) ± {(2α − i/2)2 − k(k + 1)}1/2 (4.42)
The conditions to get a Killing spinors are quite strict. The Killing spinors for the geometry we
are considering are the following, both with Killing factor α = i/2:
φ =
(
v¯
u
)
, φ′ =
(
u¯
−v
)
(4.43)
Why are these the only Killing spinors for our system? Let us write the conditions (4.35) for
φ = (φ1, φ2). Such are(
Lzφ1
Lzφ2
)
= α
(
φ1
−φ2
)
,
(
L+φ1
L+φ2
)
= α
( √
2φ2
0
)
,
(
L−φ1
L−φ2
)
= α
(
0√
2φ1
)
.
(4.44)
The conditions L+φ2 = 0 and L−φ1 = 0 say that φ2 must be an element in the linear span of
{Djm,−j}, i.e. the first columns of the matrices Djmn, while φ1 must be spanned by the elements
{Djm,j} out of the last columns of Djmn. The conditions L+φ1 ∝ φ2 and L−φ2 ∝ φ1 can be
satisfied only if φ1 and φ2 are spanned by elements out of two columns D
j
mn, L+D
j
mn ∝ Djm,n−1.
This means that the only way to fullfill the equations (4.44) is to consider elements in D
1/2
mn , and
the only solutions one gets are the spinors (4.43). For α = i/2, for the spectrum (4.41) of D one
has
sp(D) ⊃ i (1 ± (k + 1
2
)) (4.45)
One can prove [2] that the expression (4.45) exhausts the spectrum of D, and the degeneracy of
each eigenvalue can be explicitly calculated.
The comparison between the eigenspinors defined in (4.33), (4.34) and those defined as ψ = f φ
with L2f = −k(k + 1)f and φ a Killing spinor is not immediate. In some cases one has Wk φ ⊂
Wj=k+1/2 with eigenvalue of D given by λ+ = i(k + 3/2) = i(j + 1); in some other cases, because
of the radial condition u¯u+ v¯v = 1, one may have φWk ∈ Wj=k−1/2. To elucidate this point, one
may consider the following examples. In (4.33) we have seen that
ψ(1) =
(
u
0
)
, ψ(2) =
(
v
0
)
, ψ(3) =
(
0
u¯
)
, ψ(4) =
(
0
v¯
)
(4.46)
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are eigenspinors for D. It seems that they cannot be obtained as the product fφ with a given f
and one of the Killing spinors. Well, they can be suitably obtained, as the following lines show
ψ(1) =
(
u
0
)
= vuφ + u2 φ′,
ψ(2) =
(
v
0
)
= v2 φ + uv φ′,
ψ(3) =
(
0
u¯
)
= u¯2 φ − u¯v¯ φ′,
ψ(4) =
(
0
v¯
)
= u¯v¯ φ − v¯2 φ′, (4.47)
The eigenspinors (4.47) belong to the same eigenspace for D, corresponding to the eigenvalue
λ− = i(−k + 1/2) with k = 1.
We conclude this digression by noticing that the method developed in the previous section –
which is indeed specific for S3 – makes it easier to obtain the the right degeneracy for the spectrum
and a basis of eigenspinors, since we do not need to multiply functions and only afterwards to get
the corresponding eigenvalue. With respect to the paper [4], our method moreover provides the
eigenspinors in terms of globally defined quantity, not depending on a local trivialisation.
4.3. The Hodge - de Rham Dirac operator on S3. We now adopt the algebraic approach
outlined in section 3.4, in order to define a Hodge - de Rham Dirac operator following the approach
by Ka¨hler. The first step is to get a Clifford algebra ClC(S
3, g)-idempotent P satisfying the relation
(3.42). A direct proof shows that no idempotent P whose range is 2-dimensional satisfies such a
condition. We then consider the element
P =
1
2
(1 − i τ), (4.48)
reading P ∨ P = P (since τ ∨ τ = −1) and ∇aP = 0. The corresponding spinor space IP is four
dimensional, with a basis given by (here a = 1, . . . , 3)
w0 = 1− iτ,
wa = δab(θ
b − i
2
εb stθ
s ∧ θt) = δab(θb + idθb) = δab(θb − i ⋆ θb). (4.49)
The Clifford product
θa ∨ wb = iεsabws + δabw0
θa ∨ w0 = wa (4.50)
gives the θa∨ 7→ γ(a) matrices representation for the action of the Clifford algebra upon IP . Along
the basis {w0, wa}, one has
γ(1) =


0 1 0 0
1 0 0 0
0 0 0 −i
0 0 i 0

 , γ(2) =


0 0 1 0
0 0 0 i
1 0 0 0
0 −i 0 0

 , γ(3) =


0 0 0 1
0 0 −i 0
0 i 0 0
1 0 0 0

 . (4.51)
The action of the Levi Civita covariant derivative upon IP reads a vector potential (see (3.47))
∇jw0 = 0 ⇒ A sj0 = 0, A 0j0 = 0
∇jwa = 1
2
εb jawb ⇒ A sja =
1
2
εs ja, A
0
ja = 0 (4.52)
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so that the corresponding connection 1-form A on IP reads
Λ1(S3) ⊗ M(C4) ∋ A = 1
2


0 0 0 0
0 0 −θ3 θ2
0 θ3 0 −θ1
0 −θ2 θ1 0

 . (4.53)
The action of the Hodge - de Rham Dirac operator D = θa ∨ ∇a : IP → IP is
D : ψ0w0 7→ δab(Laψ0)wb,
: ψawa 7→ (Lkψk)w0 + i(εskaLkψa − ψs)ws. (4.54)
The corresponding Laplacian operator acts as
D2 : ψ0w0 7→ (L2ψ0)w0,
: ψawa 7→ (L2ψj + εjbsLbψs − ψj)wj , (4.55)
where we have denoted L2 = δabLaLb.
In order to study the spectrum of such a Dirac operator, one writes its action in a matrix form,
so that the eigenvalue equation is
Dψ =


0 L+ Lz L−
L− Lz − i −L− 0
Lz −L+ −i L−
L+ 0 L+ −i− Lz




ψ0
ψ−
ψz
ψ+

 = λ


ψ0
ψ−
ψz
ψ+

 (4.56)
along the basis w0, wz , w±. One is able to exhibit a basis of eigenspinors for D for the space of
spinors identified as IP = L(S3, τ) ⊗ C4 by developing ansa¨tze similar to that introduced before.
The spectrum of D turns out to be given by the following sectors:
(1) for j 6= ±n, one has
λ± = ±i
√
j(j + 1), ψ± =


λ±D
j
mn
L−D
j
mn
LzD
j
mn
L+D
j
mn

 , (4.57)
λ = ij, ψ =


0
i
j−n L−D
j
mn
Djmn
− ij+n L+Djmn

 , (4.58)
λ = −i(j + 1), ψ =


0
− ij+n+1 L−Djmn
Djmn
i
j+1−n L+D
j
mn

 ; (4.59)
(2) for j = n one has
λ± = ±i
√
j(j + 1), ψ± =


λ±D
j
mj
0
LzD
j
mj
L+D
j
mj

 , (4.60)
19
λ = −i(j + 1), ψ =


0
0
−iDjmj
L+D
j
mj

 , (4.61)
λ = −i(j + 1), ψ =


0
0
0
Djmj

 ; (4.62)
(3) for j = −n one has
λ± = ±i
√
j(j + 1), ψ± =


λ±D
j
m,−j
L−D
j
m,−j
LzD
j
m,−j
0

 , (4.63)
λ = −i(j + 1), ψ =


0
L−D
j
m,−j
−iDjm,−j
0

 , (4.64)
λ = −i(j + 1), ψ =


0
Djm,−j
0
0

 . (4.65)
By noticing thatm is a degeneracy label for the eigenspinors corresponding to any given eigenvalue,
we easily see that we have a basis for Wj ⊗ C4, and then of all IP made by eigenspinors.
4.4. The spin manifold Dirac operator upon algebraic spinors. Following the general anal-
ysis described in section 3.5, we turn now to the construction of the spin manifold Dirac operator /D
acting upon IP . This means that we construct a complex spinor bundle over S
3 via W = C4 since
dim IP = 4 and ρ : ClC(S
3, g) → Aut(C4) given by θa 7→ γ(a) defined by (4.50). It is immediate
to compute that (see (4.18))
/D = γa(La − i
4
δabγ
b) = (γaLa − 3i
4
) (4.66)
and
/D : ψ0w0 7→ −3i
4
ψ0w0 + δ
ks(Lkψ
0)ws,
: ψawa 7→ (Lkψk)w0 + i(εbkaLkψa −
3
4
ψb)wb. (4.67)
Such a Dirac operator can be seen as a covariant derivative acting upon IP with a suitable vector
potential. From
1
4
θaηksΓ
s
ab(γ
kγbwi) = −1
4
θa(εjiawj − δaiw0)
1
4
θaηksΓ
s
ab(γ
kγbw0) = − i
4
θawa (4.68)
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we see that the corresponding connection 1-form (see (3.58)) is given by
Λ1(Ua) ⊗ End(CK) ∋ A = − 1
4


0 iθ1 iθ2 iθ3
iθ1 0 θ3 −θ2
iθ2 −θ3 0 θ1
iθ3 θ2 −θ1 0

 . (4.69)
The Hodge - de Rham Dirac operator and the spin Dirac operator can both be seen as covariant
derivatives acting upon the same spinor space IP , with different vector potentials, since the one in
(4.69) differs from the one in (4.53). The corresponding Laplacian is
/D
2
: ψ0w0 7→ (L2ψ0 − 9
16
ψ0)w0 − i
2
(Lkψ
0)δksws
: ψawa 7→ − i
2
(Lkψ
k)w0 + (L
2ψj +
1
2
εjsaLsψ
a − 9
16
ψj)wj . (4.70)
As we did for the Dirac operator we have previously analysed, we turn now to the problem of
determining the spectrum of the operator /D + 3i/4 = γaLa acting upon the algebraic spinors IP
as in (4.67). The matrix form of the corresponding eigenvalue equation is
γaLaψ =


0 L+ Lz L−
L− Lz −L− 0
Lz −L+ 0 L−
L+ 0 L+ −Lz




ψ0
ψ−
ψz
ψ+

 = λ


ψ0
ψ−
ψz
ψ+

 (4.71)
along the basis w0, wz, w±. Notice that the difference between (4.56) and (4.71) resides in the
constant terms along the diagonal. Exploring ansa¨tze close to the one already considered, one can
check that the spectrum for the operator (4.71) can be written as follows:
(1) for j 6= ±n,
λ+ = i(j + 1)
λ− = −ij ψ± =


Djmn
1
λ±−i L−D
j
mn
− n1+iλ± D
j
mn
1
λ±−i L+D
j
mn

 , ψ˜± =


− n1+iλ± D
j
mn
1
−λ±+i L−D
j
mn
Djmn
1
λ±−i L+D
j
mn

 ; (4.72)
(2) for n = −j, since L+Djm,−j = 0, one has
λ− = −ij, ψ(1) =


Djm,−j
0
Djm,−j
0

 , ψ(2) =


Djm,−j
i L−D
j
m,−j
0
0

 , ψ(3) =


0
Djm,−j
0
0

 ,
(4.73)
λ+ = i(j + 1), ψ(4) =


Djm,−j
−ij−1Djm,−j
−Djm,−j
0

 ; (4.74)
21
(3) for n = j, with L−D
j
mj = 0, one has
λ− = −ij, ψ˜(1) =


Djmj
0
−Djmj
0

 , ψ˜(2) =


Djmj
0
0
−i L+Djmj

 , ψ˜(3) =


0
0
0
Djmj

 ,
(4.75)
λ+ = i(1 + j), ψ˜(4) =


Djmj
0
Djmj
−ij−1Djmj

 . (4.76)
Upon counting the multiplicities of the above eigenvalues, one can conclude that they give the
whole spectrum of the operator (4.71).
4.5. The Ka¨hler-Dirac operator on S2. It is well known that the quotient of the right action
of a U(1) subgroup upon S3 is the basis S2 of the principal Hopf bundle. If we choose Lz as the
infinitesimal generator of such a principal action, then we identify Lz as the vertical vector field
of the fibration and realise the exterior algebra Λ(S2) over the basis as the set of horizontal and
U(1)-equivariant forms over S3, i.e.
Λ(S2) = {φ ∈ Λ(S3) : Lzφ = 0, iLzφ = 0}, (4.77)
so we may write
Λ(S2) ∋ f + c−θ− + c+θ+ + ih θ− ∧ θ+ (4.78)
under the conditions that (f, c−, c+, h) are elements in F(S3) fulfilling the conditions
Lzf = Lzh = 0
Lzc± = ∓ic±. (4.79)
Notice that the conditions on the second line originate from (4.5) and (4.8), reading Lzθ
± = iθ±.
We are assuming Λ(S2) to have complex coefficients.
Since the exterior algebra over S2 is realized as a subset of the exterior algebra over S3, we
wonder how the Ka¨hler-Dirac operator defined on S3 acts upon differential forms over S2. From
(4.6)-(4.11) it is straightforward to compute that, on S3, one has
dθ− = −i θ− ∧ θz,
dθ+ = i θ+ ∧ θz,
dθz = i θ− ∧ θ+ (4.80)
while, for the Hodge duality map on S3 one gets, with τ = i θ−∧ θ+∧ θz, the following expressions
on a basis
⋆ 1 = τ, ⋆θa = dθa (4.81)
with ⋆2 = 1 on Λ(S3). One can explicitly calculate that, if f ∈ F(S3), Lzf = 0, then
D(fθ− ∧ θ+) /∈ Λ(S2). (4.82)
The action of the Hodge - de Rham Dirac operator on S3 does not induce a meaningful operator
when its domain is restricted to Λ(S3). The formalism described so far allows indeed to introduce
a meaningful Hodge - de Rham Dirac operator on the euclidean sphere S2.
The set Λ(S2) is a free bimodule over F(S2) of dimension 8. This claim has an easy proof.
Following [11] we consider the array of elements in F(S3) (see (4.1))
ϕ = (u2,
√
2uv, v2), ϕ¯ = (u¯2,
√
2u¯v¯, v¯2) (4.83)
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with (componentwise)
∑
j ϕjϕ¯j = 1. From (4.5) it is immediate to see that
Lz c− = i c− ⇔ c− =
∑
j
αjϕ¯j ,
Lz c+ = −i c+ ⇔ c+ =
∑
j
βjϕj , (4.84)
with Lzαj = 0; Lzβj = 0.
We now explore how to obtain irreducible actions of the Dirac operator upon a set of algebraic
spinors on S2. The subset Λ(S2) is a Clifford subalgebra of (Λ(S3),∧,∨), as one can compute
c±θ± ∨ c′±θ± = 0,
c−θ− ∨ c+θ+ = c−θ− ∧ c+θ+ + 1
c−θ− ∨ c+θ+ + c+θ+ ∨ c−θ− = 2. (4.85)
These relations allows to prove the following identity:
(f + c−θ− + c+θ+ + ihθ− ∧ θ+) ∨ (f ′ + c′−θ− + c′+θ+ + ih′θ− ∧ θ+) = (4.86)
(ff ′ + c−c′+ + c
′
−c+ − hh′) + (fh′ + f ′h− ic−c′+ + ic+c′−)iθ− ∧ θ++
(fc′− + f
′c− + ihc′− − ih′c−)θ− + (fc′+ + f ′c+ − ihc′+ + ih′c+)θ+.
We look now for idempotent elements in Λ(S2,∧,∨), that is we look for elements satisfying the
identity P ∨ P = P . From the relation above, one easily sees that Λ(S2) ∋ P = f = c−θ− +
c+θ
+ + ihθ− ∧ θ+ is a projector if and only if
f =
1
2
, 2c−c+ =
1
4
+ h2. (4.87)
We stress that solutions for such equations exist only if we complexify the Clifford algebra on S3
and on S2. We consider the element
P =
1
2
(1 − θ− ∧ θ+) = 1 − 1
2
θ− ∨ θ+ (4.88)
which satisfies the identity P ∨ P = P . From (4.86) it is straightforward to prove that
c−θ− ∨ P = c−θ−,
c+θ
+ ∨ P = 0,
θ− ∨ θ+ ∨ P = 0 (4.89)
so that
IP = {Λ(S2) ∋ ψ = f + c−θ− − 1
2
f θ− ∨ θ+} (4.90)
where (f, c−) are complex valued elements in F(S3) satisfying the conditions (4.79). As a module
on F(S2), IP is free and 4-dimensional. In order to introduce a Dirac operator we need to introduce
a suitable Hodge duality on Λ(S2). The way to do that is to restrict the scalar product defined on
Λ(S3) as in (2.14) to its subalgebra Λ(S2), and to prove that with respect to such a restriction a
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meaningful Hodge ⋆S2 can be defined
13, reading
⋆S2(f) = ifθ
− ∧ θ+,
⋆S2(c−θ
−) = −ic−θ−,
⋆S2(c+θ
+) = ic+θ
+,
⋆S2(ifθ
− ∧ θ+) = f (4.91)
We can write (4.90) as
IP = {Λ(S2) ∋ ψ = f ψ1 + (
∑
j
αjϕ¯j)θ
−} (4.92)
with ψ1 =
1
2 (1− θ− ∧ θ+). We have
D(fψ1) = (L−f)θ− =
∑
j
{ϕj L−f}(ϕ¯jθ−),
D(
∑
j
αjϕ¯jθ
−) = {L+(
∑
j
αjϕ¯j)}(1 − θ− ∧ θ+) = 2 (L+
∑
j
αjϕ¯j)ψ1, (4.93)
with
Lz(
∑
j
{ϕj L−f} = 0,
Lz(L+
∑
j
αjϕ¯j) = 0. (4.94)
Along the basis (ψ1, ϕ¯jθ
−) of IP , the action of the Dirac operator has the following matrix form:
D =


0 2(ϕ¯1L+ + (L+ϕ¯1)) 2(ϕ¯2L+ + (L+ϕ¯2)) 2(ϕ¯3L+ + (L+ϕ¯3))
ϕ1L− 0 0 0
ϕ2L− 0 0 0
ϕ3L− 0 0 0

 (4.95)
where the terms ϕ¯jL+ are meaningful order 1 differential operators upon functions on S
2, while
the terms (L+ϕ¯j) are to be read as meaningful multiplication operators upon functions on S
2 (see
(4.94)).
We are interested in computing the spectrum of the operator D defined above. We define a
spinor ψ = (ψ0, ψ1, ψ2, ψ3), so that the eigenvalue equation Dψ = λψ turns out to be equivalent
to the following componentwise equations, with k = 1, 2, 3,∑
k
2{ψk(L+ϕ¯k) + ϕ¯k(L+ψk)} = λψ0, (4.96)
ϕk(L−ψ0) = λψk (4.97)
Since one already knows (Lichnerowitz identity) that λ 6= 0, one casts the expression ψk =
λ−1ϕk(L−ψ0) into (4.96) and, after some algebra, obtains
2L+L−ψ0 = λ2ψ0 (4.98)
From the Lie algebra relations for the rotation group one has the identity 2L+L− = L2 − L2z − iLz.
From (4.79) we characterise the set L2(S2, izτ) of square integrable functions on S2 as the KerLz
13See the footnote 5 and the references [13, 22], where a Hodge duality for the non commutative sphere S2q has
been defined via a frame bundle approach which can be directly adapted to the classical case we are considering.
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acting upon square integrable functions on S3. This means that each ψ0 = D
j
m,0 is a solution of
(4.98) with λ2 = −j(j + 1). The spectrum resolution of the Dirac operator D turns out to be
λ± = ± i
√
j(j + 1), ψ± =


ψ0 = D
j
m,0
ψ1 = λ
−1
± ϕ1 L−ψ0
ψ2 = λ
−1
± ϕ2 L−ψ0
ψ3 = λ
−1
± ϕ3 L−ψ0

 (4.99)
Notice that the above expression is meaningful only for integer j = 1, 2, 3, . . ..
4.6. A local description of the Ka¨hler-Dirac operator on S2. The aim of this section is to
report some explicit calculations developed within the local manifold formalism for S2 equipped
with the usual Riemannian metric tensor. We consider a local chart for S2 with a coordinate system
given by θ ∈ (0, π), ϕ ∈ [0, 2π) and the metric tensor given by
g = dθ ⊗ dθ + sin2 θ dϕ⊗ dϕ = θˆ ⊗ θˆ + ϕˆ⊗ ϕˆ, (4.100)
where the zweibein for such a metric structure is given by θˆ = dθ, ϕˆ = sin θ dϕ, so we have a
local Ka¨hler-Atiyah algebra (Λ(S2),∧,∨), with the volume form τ = θˆ ∧ ϕˆ = sin θ dθ ∧ dϕ.
The set of projectors P with P ∨ P = P satisfying the integrability condition (3.42) is given by
P±(β) =
1
2
(1± iτ) + β(θˆ ± iP) (4.101)
with β ∈ C. The set of algebraic spinors, that is the set
Λ(S2) ⊇ I±(β) = {ψ : ψ ∨ P±(β) = ψ}
is a 2-dimensional F(S2)-bimodule with basis given by
ψ
(±)
1 = 1± iτ, ψ(±)2 = θˆ ± iϕˆ. (4.102)
Notice that I±(β) does not depend on β. The Pin(S2, g) group is given by elements
ǫ = Aθˆ + Bϕˆ, A, B ∈ C : A2 +B2 = ±1 (4.103)
and the notion of equivalence in the set of projectors given by (3.41) reads
ǫ ∨ ǫ = 1 ⇒ ǫ ∨ P±(β) ∨ ǫ−1 = P∓((A∓ iB)2β),
ǫ ∨ ǫ = −1 ⇒ ǫ ∨ P±(β) ∨ ǫ−1 = P∓((±iA+B)2β), (4.104)
while the corresponding transformation ψ 7→ ψ ∨ ǫ for the set of spinors reads I± ∨ ǫ = I∓. Upon
spinors in I− along the basis {ψ(−)1,2 } the action of the Ka¨hler-Dirac operator has the matrix form
D =
(
0 cos θsin θ + ∂θ − isin θ ∂ϕ
∂θ +
i
sin θ ∂ϕ 0
)
. (4.105)
To prove this result one easily checks that the Clifford action of the generators θˆ, ϕˆ upon the above
basis in I− reads the 2-dimensional irreducible representation given by
θˆ∨ 7→ σx, ϕˆ∨ 7→ σy, (4.106)
(these identities give the first order differential terms of the operator D) while the identities
D : ψ(−)1 7→ 0, D : ψ(−)2 7→
cos θ
sin θ
ψ
(−)
1 (4.107)
are responsible for the curvature term in (4.105).
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Which is the action of the spin Dirac operator on sections of the usual spinor bundle over S2? If
one identifies the spinor space by I−, following [6], one gets
/D =
(
0 cos θ2 sin θ + ∂θ − isin θ ∂ϕ
cos θ
2 sin θ + ∂θ +
i
sin θ ∂ϕ 0
)
. (4.108)
This operator coincides with the one written in [1]. One easily sees that D and /D are not gauge
related. Moreover, a local description of both operators is given in [20], where D is not presented
as acting upon algebraic spinors.
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