We consider the conjecture of Brutman and Pasow on a totality divided differences and prove the conjecture for continuous functions.
where Ω(x) := (x − x 0 ) . . . (x − x n ). As usual we define the finite differences:
(−1) n+j f (x + jh).
From binomial theorem it is easy to see that:
In [1] is formulated the following: Conjecture (Brutman and Pasow). Let f ∈ C[0, 1]. Suppose that the divided differences f [0, 1/n, 2/n, ..., 1] = 0, n = 1, 2, ... and f (0) = 0, then f (x) = 0 for all x ∈ [0, 1].
Let ∆ n 1 n f (0) = 0 and Q n (f ; x) be the Interpolation polynomial of Lagrange of degree n at the knots 0, 1/n, 2/n, ..., 1. It is known that the leading coefficient of Q n (f ; x) is f [0, 1/n, 2/n, ..., 1]. Using this, we may formulate the conjecture of Brutman and Pasow in the following equivalent form:
Let f ∈ C[0, 1] and f (0) = 0 suppose that the Interpolation polynomial of Lagrange of degree n at the knots 0, 1/n, 2/n, ..., 1. is in fact of degree n − 1 for each n ≥ 1. Does this imply thatf (x) = 0 for all x ∈ [0, 1].
Let us mention, that the conjecture of Brutman and Pasow is true for polynomials. Really, let f be polynomial f = a n x n + a n−1 x n−1 + . . . + a 0 and from integral representation of finite-differences
we in strict succession obtain, that a n = a n−1 = . . . = a 0 = 0 and f ≡ 0. In [3] the conjecture was proved for entire functions of exponential type. Proof. First, we set for any x / ∈ [0, 1], f (x) = 0. Take any x and y in [0, 1]. Say y = x + n!h. Now x < y for each integer j = 1, . . . , n, write n! = jj ′ .. We use the formula for infinity interval from [2] and obtain
Now we put y = 1, and have f (y + ijh) = 0 for every ij, Q n (f ; y) = 0. For the first term ot right side
Using (2) and above considaration we get
From (3) we obtain that Q n (f ; x) ≡ 0. We obtain f (x) = 0 in interpolation knots 0, 1 n . . . n n , for every natural n. Finally continuous function f (x) = 0 in rational points in [0, 1], therefore f ≡ o.
