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Abstract
By means of the variational iteration method the solution of the equal-width wave equation is numerically obtained and
compared with that obtained by the Adomian decomposition method. Numerical results show that the variational iteration method
can readily be implemented with excellent accuracy to nonlinear equations.
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1. Introduction
The world around us can be modeled in terms of nonlinear equations [1]. Nonlinear evolution equations are widely
used to describe complex physical phenomena in various fields of sciences, especially in fluid mechanics, solid
state physics, plasma physics, plasma wave and chemical physics [1]. Nonlinear equations also cover the cases of
the following types: surface waves in compressible fluids, hydromagnetic waves in cold plasma, acoustic waves in
anharmonic crystal, etc. The wide applicability of these equations is the main reason why they have attracted so much
attention from many mathematicians.
The variational iteration method was first proposed by Ji-Huan He in 1998 [2,3] and systematically illustrated
in 1999 [4] and was successfully applied to autonomous ordinary differential equations [5], to nonlinear wave
equations [6], to nonlinear polycrystalline solids [7], to circuit theory [8], and other fields [9–13]; a review on
applications of the method is available in Ref. [14]. The variational iteration method has many merits and has a
great advantage over the Adomian method [12,13].
The variational iteration method is a powerful tool in the search for approximate solutions or even closed form
analytical solutions of nonlinear evolution equations. In addition, neither linearization nor perturbation is required by
the method. The motivation of this paper is to apply the method to equal-width wave equation, and to compare the
results with those obtained by the Adomian decomposition method [15–17].
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2. He’s variational iteration method
To illustrate the basic concepts of the variational iteration method, we consider the following general nonlinear
system:
Lu(x)+ Nu(x) = g(x), (1)
where L is a linear operator part while N is the nonlinear operator part, and g(x) is a known analytic function.
According to the variational iteration method [4], a correction functional can be constructed as follows
un+1(x) = un(x)+
∫ x
0
λ(Lun(ξ)+ Nu˜n(ξ)− g(ξ))dξ, (2)
where λ is a general Lagrange multiplier, which can be identified optimally via the variational theory [18,19], the
subscript n denotes the nth approximation, and u˜n is considered to be a restricted variation [14] i.e. δu˜n = 0.
The variational iteration method can solve effectively, easily, and accurately a large class of nonlinear problems
with approximations converging rapidly. For linear problems, exact solutions can be obtained by only one iteration
step owing to the fact that the Lagrange multiplier can be exactly identified.
3. Equal-width wave (EW) equation
Consider the EW equation, derived for long waves propagating in the positive x-direction which has the form
ut + u.ux − uxxt = 0, (3)
with the initial condition
u(x, 0) = 3 sech2
(
x − 15
2
)
. (4)
In the fluid problem u is related to the vertical displacement of the water surface, while in the plasma application u is
the negative of the electrostatic potential. In this section we introduce the solution of the initial value problem for EW
by the variational iteration and Adomian decomposition methods.
Using the fourth-order Runge–Kutta method a numerical simulation and explicit solution of the EW equation were
obtained by Raslan [20]. Dogan applied Galerkin’s method to the equal width wave equation [21]. Zaki applied the
least square finite element scheme to the EW equation [22]. Also Zaki showed that the behavior of the regularized
long-wave RLW and EW equations under forced boundary conditions is qualitatively similar in that a train of solitary
waves of decreasing amplitude generated at a constant rate [23].
3.1. He’s variational iteration method for the EW equation
According to the variational iteration method, we can construct a correction functional as follows:
un+1(x, t) = un(x, t)+
∫ t
0
λ{unξ (x, ξ)+ u˜n(x, ξ )˜unx (x, ξ)− u˜nxxξ (x, ξ)}dξ. (5)
Making the above correction functional stationary, and noting that δu˜n = 0, we obtain
δun+1(x, t) = δun(x, t)+ δ
∫ t
0
λ{unξ (x, ξ)+ u˜n(x, ξ )˜unx (x, ξ)− u˜nxxξ (x, ξ)}dξ = 0, (6)
or
δun+1(x, t) = δun(x, t)+ λδun(x, ξ)|ξ=t −
∫ t
0
dλ
dξ
δun(x, ξ)dξ = 0, (7)
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which yields the following stationary conditions:
(1+ λ)|ξ=t = 0 (8)
dλ
dξ
= 0. (9)
The general Lagrange multiplier, therefore, can be identified:
λ(ξ) = −1. (10)
As a result, we obtain the following iteration formula:
un+1(x, t) = un(x, t)−
∫ t
0
[unξ (x, ξ)+ un(x, ξ)unx (x, ξ)− unxxξ (x, ξ)]dξ. (11)
We start with an initial approximation u0 = u(x, 0) given by Eq. (4). Using the above iteration formula (11), we
can directly obtain the other components as follows:
u1 = 3 sech2
(
x − 15
2
)
+
[
9 sech4
(
x − 15
2
)
tanh
(
x − 15
2
)]
t, (12)
u2 = 3 sech2
(
x − 15
2
)
+
[
sech4
(
x − 15
2
)[
135
2
tanh3
(
x − 15
2
)
− 45
2
tanh
(
x − 15
2
)]]
t
+
[
sech6
(
x − 15
2
)[
189
4
tanh2
(
x − 15
2
)
+ 27
4
]]
t2
+
[
sech8
(
x − 15
2
)[
135
2
tanh3
(
x − 15
2
)
− 27
2
tanh
(
x − 15
2
)]]
t3, (13)
and so on. The remaining components of the iteration formula (11) can be obtained in a similar way.
3.2. Adomian decomposition method for EW equation
In this section, we will apply the Adomian decomposition method [15] to the same problem given in Eqs. (3) and
(4). It is convenient to rewrite Eq. (3) in the form
Lu = −u.ux + uxxt , (14)
where the differential operator L is defined by
Lu = ∂
∂t
. (15)
It is clear that Lis invertible so that the integral operator is defined by
L−1(·) =
∫ t
0
(·)dt. (16)
Applying L−1 to both sides of Eq. (14) and using the initial condition (4) lead to
u(x, t) = 3 sech2
(
x − 15
2
)
+ L−1 (−uux + uxxt ) . (17)
In this paper, only the form of the solution will be emphasized, because the complete details of the decomposition
method are found in [15] and in many related works. In addition, the concept of convergence of this method was
extensively addressed in [24]. With this method, we usually represent u(x, t) in Eq. (17) by the decomposition series
u(x, t) =
∞∑
n=0
un(x, t). (18)
Accordingly, the main concern here is formally to determine the components un(x, t), n ≥ 0. To this end, we
substitute Eq. (18) into both sides of Eq. (17) to obtain
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∞∑
n=0
un(x, t) = 3 sech2
(
x − 15
2
)
− L−1
( ∞∑
n=0
An
)
+ L−1
( ∞∑
n=0
unxxt
)
, (19)
where the nonlinear terms u.ux are represented by the so-called Adomian polynomials An(x, t), i.e.
u.ux =
∞∑
n=0
An . (20)
The Adomian polynomials An(x, t) are generated specifically according to algorithms previously published by
Adomian [15]. The evaluation of the Adomian polynomials has been discussed for various classes of nonlinearities
in [15–17]. Let us write the first few polynomials An(x, t) for the nonlinearities given by (20) as
A0 = u0u0x ,
A1 = u1u0x + u0u1x ,
A2 = u2u0x + u1u1x + u0u2x .
(21)
To determine the components u0, u1, . . . , un of u(x, t), we follow the recursive relationship
u0(x, t) = 3 sech2((x − 15)/2), (22)
un+1(x, t) = −
∫ t
0
Andξ +
∫ t
0
unxxξdξ. (23)
Using the above recursive relations (22) and (23), we can obtain the other components as
u1 = 9 sech4(x/2− 15/2) tanh(x/2− 15/2)t, (24)
u2 = [36 sinh(x/2− 15/2) sech5(x/2− 15/2)− (135/2) sech7(x/2− 15/2) sinh(x/2− 15/2)]t
+ ((81/2) sech6(x/2− 15/2)− (189/4) sech8(x/2− 15/2))t2, (25)
u3 = [144 sech5(x/2− 15/2) sinh(x/2− 15/2)− ((1755)/2) sech7(x/2− 15/2) sinh(x/2− 15/2)
+ 945 sech9(x/2− 15/2) sinh(x/2− 15/2)]t + [((1053)/2) sech6(x/2− 15/2)
− (7101/4) sech8(x/2− 15/2)− (7101/4) sech8(x/2− 15/2)+ (10 449/8) sech10(x/2− 15/2)]t2
+ [216 sech9(x/2− 15/2) sinh(x/2− 15/2)− (1215/4) sech11(x/2− 15/2) sinh(x/2− 15/2)]t3. (26)
Consequently, we obtain the following approximate solution
u =
3∑
n=0
un, (27)
i.e.
u(x, t) = 3 sech2(x/2− 15/2)+ [189 sech5(x/2− 15/2) sinh(x/2− 15/2)− 945 sech7(x/2− 15/2)
× sinh(x/2− 15/2)+ 945 sech9(x/2− 15/2) sinh(x/2− 15/2)]t + [567 sech7(x/2− 15/2)
− (3645/2) sech8(x/2− 15/2)+ (10 449/8) sech10(x/2− 15/2)]t2 + [216 sech9(x/2− 15/2)
× sinh(x/2− 15/2)− (1215/4) sech11(x/2− 15/2) sinh(x/2− 15/2)]t3. (28)
4. Numerical simulation
The analytical solution u(x, t) of Eqs. (3) and (4) in the closed form is
u(x, t) = 3 sech2
(
x − 15− t
2
)
. (29)
For EW equation, there are only three conservation laws, corresponding to conservation of mass, momentum and
energy; for the periodic conditions, they are [20]
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Fig. 1. The profile of analytical solution at time t = 0.005.
Table 1
Comparison between the absolute error of the solution of EW equation by He’s variational iteration method (VIM) and Adomian decomposition
methods (ADM) at various values of (x, t)
t x = 0 x = 5 x = 10
VIM ADM VIM ADM VIM ADM
0.001 3.668× 10−9 3.668× 10−9 5.382× 10−7 5.429× 10−7 3.611× 10−5 4.852× 10−5
0.002 7.333× 10−9 7.334× 10−9 1.075× 10−6 1.085× 10−6 7.228× 10−5 9.698× 10−5
0.003 1.099× 10−8 1.099× 10−8 1.612× 10−6 1.627× 10−6 1.085× 10−4 1.453× 10−4
0.004 1.465× 10−8 1.465× 10−8 2.149× 10−6 2.168× 10−6 1.448× 10−4 1.936× 10−4
0.005 1.830× 10−8 1.830× 10−8 2.685× 10−6 2.709× 10−6 1.811× 10−4 2.418× 10−4
0.01 3.652× 10−8 3.652× 10−8 5.357× 10−6 5.405× 10−6 3.637× 10−4 4.819× 10−4
t x = 15 x = 20 x = 25
VIM ADM VIM ADM VIM ADM
0.001 5.137× 10−5 6.000× 10−6 3.605× 10−5 4.860× 10−5 5.387× 10−7 5.434× 10−7
0.002 2.055× 10−5 2.400× 10−5 7.205× 10−5 9.728× 10−5 1.078× 10−6 1.087× 10−6
0.003 4.623× 10−5 5.400× 10−5 1.080× 10−4 1.460× 10−4 1.617× 10−6 1.632× 10−6
0.004 8.220× 10−5 9.600× 10−5 1.438× 10−4 1.948× 10−4 2.158× 10−6 2.177× 10−6
0.005 1.284× 10−4 1.500× 10−4 1.797× 10−4 2.437× 10−4 2.699× 10−6 2.722× 10−6
0.01 5.137× 10−4 6.000× 10−4 3.580× 10−4 4.894× 10−4 5.412× 10−6 5.459× 10−6
I1 =
∫ b
a
udx, (30)
I2 =
∫ b
a
(u2 + u2x )dx, (31)
I3 =
∫ b
a
u3dx . (32)
For computational reasons, we have chosen the interval as [0, 80].
The accuracies of He’s variational iteration method in (13) and Adomian decomposition method in (28) are
compared in Table 1 for various values of time t . Table 1 gives the absolute error along x = 0, 5, 10, 15, 20 and 25.
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Table 2
Computed quantities I1, I2 and I3 for EW equation by VIM and ADM
t I1 Exact I1VIM I1ADM
0.001 11.99999633 11.99999636 11.99999637
0.002 11.99999633 11.99999636 11.99999637
0.003 11.99999634 11.99999636 11.99999636
0.004 11.99999634 11.99999636 11.99999636
0.005 11.99999634 11.99999636 11.99999636
0.01 11.99999637 11.99999636 11.99999636
t I2 Exact I2VIM I2ADM
0.001 28.80000000 28.80014584 28.80913169
0.002 28.80000000 28.80058191 28.83652549
0.003 28.79999998 28.80130870 28.88218237
0.004 28.80000001 28.80232622 28.94610301
0.005 28.80000000 28.80363453 29.02828846
0.01 28.79999999 28.81453942 29.71324514
t I3 Exact I3VIM I3ADM
0.001 57.60000001 57.60009994 57.60863445
0.002 57.60000001 57.60039822 57.63453659
0.003 57.60000000 57.60089544 57.67770778
0.004 57.60000004 57.60159154 57.73814947
0.005 57.60000004 57.60248656 57.81586374
0.01 57.60000001 57.60994790 58.46363419
The profile of the solitary wave at t = 0.005 given in Fig. 1 is indistinguishable from the analytic solution. The
absolute errors for 25 < x ≤ 80 are not given in Table 1 since they are very small (cf. Fig. 1).
We analyze the conservation laws i.e. I1, I2 and I3 for the EW equation with initial conditions (4), the results are
given in Table 2.
The computation time by variational iteration method is 208.56 s while that by the Adomian decomposition method
is 221.76 s.
5. Conclusion
In this paper, we have presented a scheme to obtain a numerical solution of the EW equation with initial conditions
using He’s variational iteration method and the Adomian decomposition method. The results reported here show that
He’s variational iteration method has many merits and a great advantage over the Adomian decomposition method.
The variational iteration method is a powerful mathematical tool for obtaining the solution of an EW equation; it is
also a promising method to solve other nonlinear or coupled equations.
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