Based on the idea of maximum determinant positive definite matrix completion, Yamashita proposed a sparse quasi-Newton update, called MCQN, for unconstrained optimization problems with sparse Hessian structures. Such an MCQN update keeps the sparsity structure of the Hessian while relaxing the secant condition. In this paper, we propose an alternative to the MCQN update, in which the quasi-Newton matrix satisfies the secant condition, but does not have the same sparsity structure as the Hessian in general. Our numerical results demonstrate the usefulness of the new MCQN update with the BFGS formula for a collection of test problems. A local and superlinear convergence analysis is also provided for the new MCQN update with the DFP formula.
is large, the direct use of the quasi-Newton method is not possible due to the storage of an nn  matrix. In order to overcome this difficulty, several methods have been proposed. The limited-memory BFGS (L-BFGS) method (Liu and Nocedal, 1989; Nocedal, 1980) is only to store a few curvature pairs ( , ) ii sy in the construction of the Hessian approximation. Since there is no need to know any information about the Hessian, the L-BFGS method is friendly to users and has been widely used in practice. For many large-scale problems, the function f can be written in the form f depends only on a few variables. In this case, the partitioned quasiNewton method, developed by Griewank and Toint (see Toint, 1982a, 1982b; Griewank and Toint, 1984 ; and the references therein), performs very well in practice, and is now regarded as one of the important practical optimization algorithms. Their basic idea is to update a Hessian approximation i k B for each element function i f and then to assemble these matrices to obtain an approximation k B to the whole Hessian of f. Further, they determine the search direction by solving the linear system =1 ( ) = ( ) . There are also many large-scale problems where the function Hessian 2 () fx  is sparse and the sparsity structure is available. Suppose that for all ,
where F is some subset of II  and = {1, 2, , }. In In this case, it is possible to establish faster optimization methods by exploiting the sparsity structure of the Hessian. Toint (1977) and Fletcher (1995) (Sorensen, 1982) ). Inspired by the successful use of positive definite matrix completion in (Fukuda et al., 2000) for semidefinite programming, Yamashita (2008) 
(This function is introduced in (Byrd and Nocedal, 1989) 
. (Yamashita, 2008) , we call the above update MCQN (Matrix Completion Quasi-Newton). The use of DFP and BFGS methods in step (i) are considered in (Yamashita, 2008) .
Further, Yamashita showed that, if the sparsity pattern of the Hessian is such that there is not any fill-in in its Cholesky factorization, or equivalently, the graph induced by the Hessian is chordal (see (Yamashita, 2008) for details), problem (6) is equivalent to finding a maximum-determinant positive definite matrix completion of , ,
.
The above problem can be easily solved by analyzing the clique tree of the graph induced by the Hessian (see (Yamashita, 2008) for details). In addition, it is shown in (Yamashita, 2008 ) that the update does not suffer from the drawback in Sorensen's example (Sorensen, 1982) . Therefore by relaxing the secant equation, the MCQN update is easy to implement and is well-posed.
The numerical experiments in (Yamashita, 2008) show that, the MCQN update with BFGS obviously performs better than the MCQN update with DFP. As seen from the above procedure, the MCQN update by Yamashita keeps the sparsity structure of the Hessian, but does not satisfy the quasi-Newton condition. Nevertheless, local and superlinear convergence results are only established for an MCQN update with DFP. Dai and Yamashita (2007) extended the results to the MCQN update with Broyden's family.
In this paper, we propose an alternative of the MCQN update, in which the quasi-Newton matrix satisfies the secant condition, but does not have the same sparsity structure as the Hessian in general (see the next section). A local and superlinear convergence analysis is also provided for the new MCQN update with DFP (see Section 3). Our numerical results for a collection of test problems demonstrate that the new MCQN update with BFGS clearly outperforms the previous MCQN update with BFGS (see Section 4). Conclusions and discussions are presented in the last section.
The new MCQN method
Looking back to the MCQN update by Yamashita (2008) , the whole sequence of quasi-Newton matrices, which were used for the calculations of search directions, keep the same sparsity structure as the function 
where, again S  denotes the set of symmetric positive semidefinite matrices and F is some subset of II  such that (4) holds. If the graph induced by the Hessian is chordal (otherwise, we extend the set F such that the induced graph has such property), we know that S k H possesses the sparse structure and has the following form of sparse clique factorization
where , = 1, 2, , i P i l and Q are some sparse matrices (see (Yamashita, 2008) A description of the new sparse quasi-Newton method is given as follows.
Algorithm 2.1 (NMCQN)
Step 1 Step 3. 1 = ( ).
Step 4. Obtain the sparse clique-factorization formula (9) of .
 by some ordinary quasi-Newton update.
Step 6. Set := 1 kk  and go to Step 2. 
Convergence analysis
In this section, we show the local and superlinear convergence of NMCQN-DFP, namely, Algorithm 2.1 with 1 = DFP( , , ).
The results are established in a manner similar to (Yamashita, 2008) .
We give the following assumptions on the objective function, where  means the two-norm.
Assumption 3.1 Let * x be a solution of (1) (i) The objective function f is twice continuously differentiable on .
(ii) There exist positive constants m and M such that 
and 2 *2 ( ) ,
where
Moreover, there exists a positive constant 3 L such that for all 12 , zz ,
Therefore, we have
From Eq. (8.1.2) of (Nocedal and Wright, 1999) we have =,
where k G is the average Hessian defined by
For convenience, the following notations are used in the analysis. (Yamashita, 2008) . 
In a manner similar to the use of Eqs. (8.45) in (Nocedal and Wright, 1999) , we can show that
Moreover, simple calculations show that 
It follows from (19), (20), (21) and (22) 
Lemmas 3.2 and 3.3 give ln 1 1 2 1 = 3 
which completes the proof. □ Using inequality (25), the local and superlinear convergence will be shown. Proof. Suppose that (0,1).
 
The following inequalities will be shown to hold for all k, 
where 1 , L M and  are the constants specified in (12), Assumption 3.1(ii) and (13), respectively. Moreover, according to Lemma 4 in (Yamashita, 2008) , by choosing x  and H  to be sufficiently small, there exists (0, )
and 3 , 12
where H is a symmetric positive definite matrix, 1/2 1/2 **
=, H H HH


and c is the constant specified in Lemma 3.1.
We prove the theorem by induction. When = 0, k the inequality (27) holds from (29) 
 where the second inequality follows from (15), the third inequality follows from (12) and (30), the forth inequality follows from Assumption 3.1(ii) and 0* , 10  40  37  IV  100  211  324  1000  589  121  10000  998  97  10  30  52  V  100  56  54  1000  49  61  10000 56 52
The results in Table 1 show that NMCQN-BFGS is the best among the methods compared. For Problems IV and V, we only present numerical results for MCQN-BFGS by Yamashita (2008) The dimension of the test problems are fixed to be = 1000. n We list the number of iterations of the two methods for different test problems in Table 3 . The results show that NMCQN-BFGS is better than MCQN-BFGS. Therefore the new method, NMCQN-BFGS, is a promising alternative of MCQN-BFGS especially for large-scale problems.
Conclusions and discussion
In this paper, we have proposed an alternative to the sparse quasi-Newton update method (MCQN) by Yamashita (2008) . The quasi-Newton matrix in the new MCQN method (denoted by NMCQN) satisfies exactly the secant condition, but does not possess the same sparsity structure as the function Hessian in general. We have established the local and superlinear convergence of NMCQN with the DFP updating formula, namely, NMCQN-DFP. The numerical experiments showed that NMCQN-BFGS is promising especially for large-scale problems. 
