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Chapter 1
Introduction
Interactions between the microscopic constituents of a solid—a many-body system—
can lead to novel phases and exotic physical phenomena. In this context, the fractional
quantum hall effect [1] is a paradigmatic example, in which strong electron-electron in-
teractions lead to a new collective state of the electrons. This collective state exhibits a
topological degeneracy and provides a vacuum for unusual excitations carrying fractions
of the elemental charge of an electron [2]. The collective ground state of a many-body
system may also be described by emergent gauge fields such as the Chern-Simons the-
ory for the fraction quantum hall effect [3, 4]. In the context of this thesis, a prominent
example for an emergent gauge field is water ice or spin ice, a magnetic variant of the
former, where local constraints result in emergent Maxwell’s equations [5].
The concept of frustration provides the ground for such exotic phenomena. It can
prevent a many-body system from establishing long-range order down to the lowest
temperatures due to competing interactions. In particular, the contributions to the en-
ergy of the interactions cannot all be minimised simultaneously. If the lattice structure
alone precludes Néel order expected for a primarily antiferromagnetic coupling, the
frustration is said to be geometrical. Considering antiferromagnetically coupled spins
with interactions along links of a lattice with odd-length loops, e.g. triangles, such
interactions can never all be satisfied simultaneously. A second source of frustration
arises from competing exchange interactions, hence the name exchange frustration. It
is caused by strongly anisotropic exchange or if the exchange competes between near-
est and next-nearest neighbors. In any case, strong frustration can give rise either to
unconventional order or even to disordered and liquid-like phases of matter. In the
latter case, any spontaneous symmetry breaking is suppressed such that the system re-
mains paramagnetic, yet highly correlated. Thence, such a state was coined a collective
paramagnet by Villain in 1979 [6] or a spin liquid.
Historically, common hexagonal water ice is the paragon of geometric frustration.
In the 1930s experiments by Giauque et al. [7] revealed a discrepancy in the entropy
1
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between spectroscopic measurements and when integrating over the specific heat. This
discrepancy stems from an extensive residual entropy as has been explained by Paul-
ing [8]. His explanation is based on the ice-rules that were proposed by Bernal and
Fowler [9]: the proton configuration is disordered, but subject to local constraints leav-
ing a set of ground states whose size grows exponentially with system volume. This
implies the extensive residual entropy. Two decades later, it was noted by Anderson [10]
that the ice-rules are applicable to certain magnetic systems, providing a first glimpse
on materials named spin ice more recently [11–13].
Besides the extensive ground state degeneracy exhibited by classical models, it is
their excitations that possess exotic features. The excitations in spin ice—by breaking
the ice-rule constraint locally—may be considered as monopoles, which can only be
created pairwise out of a single spin flip. By flipping consecutive spins, the monopoles
get separated without further breaking any constraints. Thence, the cost of energy for
separating the two monopoles is purely determined by their interaction and turns out to
be bounded: the spin flip fractionalizes into two deconfined magnetic monopoles. The
monopoles interact with each other following an emergent Coulomb law, that emerges
from the interplay of the constituents forming the many-body ground state. Such a
Coulomb law is a priori of purely entropic origin, but it is enhanced energetically by a
dipolar exchange of the spins as occurs in spin ice compounds. As a consequence, the
monopoles can be described as quasiparticles with an entropic or magnetic charge [14]
instead of an electric one. Once again, the many-body ground state provides the vacuum
for exotic quasiparticles—magnetic monopoles—not found elsewhere.
A second origin of frustration appears due to strong coupling between spin and
orbital degrees of freedom. The particular hybridization of orbitals of neighboring
atoms allows for spatially anisotropic spin exchange between magnetic ions and results
in effective so-called compass models [15]. One example that has attracted a lot of
interest in the last decade is the two-dimensional Kitaev model [16]. It exhibits strongly
anisotropic Ising exchange between spin-12 degrees of freedom. As such, the interactions
are subject to frustration and their constituents enter a quantum spin liquid ground
state. A quantum spin liquid, first introduced by Anderson in 1973 [17] in the context
of resonating valence bonds, describes a novel zero-temperature phase of matter without
any spontaneous symmetry breaking, but distinct from a simple paramagnet with long-
ranged entangled constituents.
As with (spin-)ice, it is the excitations that harbor many interesting properties:
a local spin excitation fractionalizes into free gapless Majorana fermions and static
fluxes, the vison excitations of a Z2-gauge field. Generally, fractional quasi-particles
confined to two dimension have the remarkable feature that they do not need to exhibit
boson or fermion exchange statistics [18]. Upon exchange of quasi-particles, the many-
body wave function describing the ground state can either acquire a general eiφ phase,
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or exchanges may even be non-commuting. Such fractional quasi-particles are called
anyons [19], abelian in the former and non-abelian in the latter case. The existence of
anyons in two or higher dimension is generally associated with topological order [20].
A system is in a topologically ordered phase, if its ground state degeneracy depends
only on the genus of the manifold it is placed on. The topological sector—one of the
degenerate ground states—can only be changed upon a global action on the system.
Any local perturbation would not change the topological sector, which motivates the
idea of topologically protected qubits and topological quantum computation [21].
The absence of any order parameter in strongly frustrated systems—due to not
breaking any symmetry spontaneously—immediately raises the question about possible
experimental probes of spin-liquids and their fractional excitations. Dynamic probes,
like inelastic neutron scattering or Raman scattering, provide an experimental method
to detect signatures of fractionalised quasiparticles. The energy and momentum trans-
ferred in a scattering event is split between the fractional quasiparticles, generically
resulting in a broad continuum in the spectra.
On the theory side, computing such dynamical signatures beyond one spatial dimen-
sion is generally a difficult task. Only in rare instances—as for the Kitaev model [22]—is
it possible to derive an exact solution for the spectrum. However, once a more general
model is studied, advanced numerical methods are needed. In this thesis, numerical
methods like density matrix renormalisation group [23] and matrix product states [24–
26] are used extensively to study strongly frustrated magnets and their dynamics in
a non-perturbative way. As some of the techniques used have been developed very
recently, an introduction of the methods is presented in chapter 3.
A major part of the thesis covers the Kitaev model and the effect of additional
spin-exchanges relevant in Kitaev-like frustrated magnets or how a magnetic field acts
on the spin liquid. The interplay of the Kitaev exchange with these additional spin-
exchanges gives rise to many different phases, among them spin liquids, but also long
range ordered phases. The main questions addressed here concern the stability of the
quantum spin liquid phase, its excitations and dynamical signatures within the spin
liquid, but also in adjacent phases.
A high-energy continuum has been observed in inelastic neutron measurements of
α-RuCl3 [27, 28], a magnetic material which is believed to exhibit Kitaev exchange.
In this context, it has been suggested that α-RuCl3 may be considered to be a proxi-
mate spin-liquid compound. In a first attempt to address the high-energy continuum,
the dynamics of the Kitaev-Heisenberg model are investigated in chapter 4. For small
Heisenberg exchange, but sufficiently strong to enter an ordered phase adjacent to the
Kitaev spin liquid, significant weight of dynamical spectra is shifting to a high-energy
continuum not easily explainable utilizing conventional methods. In this view, the
Kitaev-Heisenberg model may resemble similar high-energy features as found experi-
3
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mentally, however, the nature of the high-energy continuum is still debated.
Likewise, the precise couplings of α-RuCl3 are still subject of ongoing discussion.
The symmetric off-diagonal Γ-exchange has been suggested also to be of relevant mag-
nitude and it is studied in chapter 5. A large part of the Kitaev-Γ phase diagram
contains a quantum paramagnetic phase. A recently established mapping between the
complex eigenvalues of the transfer matrix and the excitation spectrum is utilized and
reveals coherent excitations of the quantum paramagnetic phase. The lower edge of the
excitation spectrum moves coherently in momentum space in a well-defined fashion as
a function of Γ/K, implying a non-trivial nature of these excitations.
Even more recently, many experiments have been carried out on α-RuCl3 in a
magnetic field. Thence, it is of general interest to study the effect of a magnetic field
on the Kitaev spin liquid beyond perturbation theory. As discussed in chapter 6, an
enigmatic, possibly gapless, phase at intermediate fields exists that is only present for
antiferro-type Kitaev exchange. The critical field, when transitioning into the high-
field polarized phase, differs by an order in magnitude depending on the sign of the
Kitaev exchange. Furthermore, dynamical signatures of the topological and the field-
polarized phases close to the transition are studied. In the former, the magnetic field
allows the fluxes to hop and to acquire dispersion. Consequently, the dynamical spin-
structure factor attains mores structure. The gap to the lower edge of the spectrum
reduces towards the transition into the intermediate phase. In the latter, the magnon
modes of the polarized phase flatten and reduce in energy towards the transition until
they get obscured by interactions with the multi-magnon continuum. Remarkably, the
gap between the ground state and the continuum appears to close across the entire
reciprocal space.
Chapter 7 addresses the magnon modes in the high-field polarized phase separately.
They are found to be topologically non-trivial. The non-zero Chern numbers of the
magnon bands are extracted using linear spin wave theory and magnonic edge states
are observed numerically to underline the topological nature of the magnons.
In the second part, a classical minimal model of water ice is studied, in particular
the effect of how its extensive ground state degeneracy is lifted by an external field
(cf. Ch. 8). Field directions exist for which the remaining degrees of freedom map to
an effective dimer model. Dimers are objects that occupy two neighboring sites of a
lattice. None of the lattice sites shall be un- or doubly occupied. Such a model does
not exhibit long-range order if the dimers have a similar probability to occupy different
bonds. A transition of Kasteleyn-type into an ordered state occurs when a bond or
orientation is preferred sufficiently strongly.
4
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Emergent Gauge Fields
2.1 Introduction
This chapter introduces two physical models that exhibit frustration and whose con-
stituent form a collective many-body ground state with an emergent gauge theory.
Historically, the first gauge theory occurs in Maxwell equations describing electromag-
netism. One refers to a gauge theory, if a model or physical description contains a
certain redundancy in its degrees of freedom. Take Maxwell’s equations as an example,
they remain invariant under a transformation of the vector field by the gradient of a
scalar field, A → A′+∂a. In fact, Maxwell’s equations describe an U(1) gauge theory.
We will encounter a lattice version of Gauss law, one of Maxwell’s equation, in the first
model presented in section 2.2. There, Gauss law emerges from the interplay of the
constituents subject to the ice rules, a local constraint on the allowed configurations,
cf. Sec. 2.2.1. As the name suggests, such ice rules are essential in explaining the
proton configuration in common hexagonal ice, but also in a particular set of magnetic
compounds named spin ice.
The second part, Sec. 2.3, reviews the Kitaev model, which incorporates strongly
anisotropic Ising exchanges between spin-12 degrees of freedom. An extensive set of
commuting plaquette operators defines a static Z2-gauge field. A free Majorana fermion
hopping problem remains to be solved. In this view, the spin degrees of freedom
fractionalize into static Z2 fluxes—or equivalently visons of the Z2-gauge field—and
free Majorana fermions. Returning to the original spin language, the ground state of
the Kitaev model is a quantum spin liquid.
2.2 Emergent Maxwell’s Equation in (Spin-)Ice
In this section, frustration in ice-like systems will be studied, such as common hexag-
onal water ice Ih, but also the cubic water ice Ic and its magnetic variant, spin ice on
5
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(a) (b)
Figure 2.1: Structure of hexagonal ice Ih with one arbitrary proton configuration
satisfying the ice rules.
the pyrochlore lattice. The first subsection 2.2.1 states the ice rules, both for water
ice as well as spin ice. A consequence of these ice rules is an extensive ground state
degeneracy, i.e. with an extensive residual entropy. A remarkably accurate yet simple
estimate of this entropy has been given by Pauling [8] and is presented in Sec. 2.2.2.
Fluctuations between different ground states of the extensively degenerate set form a
classical spin-liquid ground state with the spins satisfying emergent Maxwell’s equation,
see 2.2.3. The lowest energy excitations will break the ice-rules locally, revealing rich
microscopic structure including fractionalization and emergent magnetic monopoles, cf.
2.2.4. Applying an external field, either magnetic in the case of spin ice or electric for
water ice, generically lifts the ground state degeneracy. As we will see in 2.2.5, magne-
tization plateaus occur and depending on the particular field direction, the transition
into an ordered, fully polarized phase may be of Kasteleyn-type. The Kasteleyn tran-
sition is a finite temperature transition between an ordered phase at low temperature
without any fluctuations into a high-temperature phase exhibiting fluctuations due to
excitations that span the whole system.
2.2.1 Ice-Rules
Let us first describe the structure of the common water ice Ih [29]. Ice Ih has a bipartite
lattice with a hexagonal primitive cell containing four oxygen atoms and eight protons,
cf. Fig. 2.1.1 The oxygen atoms form a tetrahedral structure of P63/mmc symmetry
with four nearest neighbor oxygen atoms. The following symmetries exist: a sixfold
rotation axis, a twofold rotation axis perpendicular to the z-axis, and a horizontal
reflection plane. Within the unit cell, eight distinct oxygen-oxygen links exist having
one proton each. Each proton has two valid positions arranged symmetrically around
1Structure illustrations are done using VESTA. [30]
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(a) (b)
Figure 2.2: A single tetrahedron of (a) water ice with an arbitrary configuration
respecting the ice rules, and (b) corresponding spin configuration as would appear
in spin ice.
the midpoint of a link. The low energy state of the proton is described by the ice
rules [9]:
(I1) On each link between two neighboring oxygen atoms resides one proton. It can
either be covalently bonded with the left oxygen having a hydrogen atom with
the right oxygen (O-H· · ·O) or vice versa (O· · ·H-O).
(I2) Two protons are covalently bonded to each oxygen forming H2O molecules at each
vertex in a natural way.
These rules give rise to an exponentially growing number of possible configurations im-
plying an extensive degeneracy and finite entropy [8] as will be shown below. Further-
more, the ice rules prevent the protons from ordering. Water ice is therefore considered
to be a paragon of geometrical frustration.
Remarkably, a magnetic equivalent of these ice rules exist in magnets with a py-
rochlore structure. Already in 1956 Anderson noted a connection between certain mag-
netic compounds and the proton ordering problem of water ice in the context of spinels
and ferrites [10]. More than three decades later, Ho2Ti2O7 [11] and Dy2Ti2O7 [12] are
the first pyrochlore spin ice compounds investigated experimentally. The pyrochlore
structure is composed of corner-sharing tetrahedra formed by the magnetic ions, e.g.,
Dy3+ or Ho3+, with a large magnetic moment. Due to the crystal field, the magnetic
dipoles are aligned parallel (or antiparallel) to the links between the center of two
neighboring tetrahedra. The low-energy subspace of the dipoles is given by the famous
two-in-two-out rule of spin ice:
(M) Of the four magnetic moments, or classical spins, of a tetrahedron, two point in
and two out.
Both sets of ice rules are equivalent in the low-energy sector. Let’s assume the
ice rule (I1) is already satisfied. Then (I2) and (M) are essentially equivalent. The
7
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relative positions of the protons with respect to the center of the Oxygen–Oxygen link
correspond to the magnetic moments stemming from magnetic ions placed at the center
of such a link.
If we are considering perfect lattices, defects are introduced by breaking the cor-
responding ice rule. By flipping a single spin, the two-in-two-out rule is violated at
two neighboring tetrahedra, one of which has one spin pointing inwards and three out,
whereas at the other tetrahedron the spins point three-in-one-out. These defects turn
out to be magnetic monopoles for reasons that become clear in section 2.2.4. Here
we can already observe that flipping subsequent spins along a string does violate the
two-in-two-out rule only at the ends of the string. Thus, moving the defects does not
cost any additional energy due to the ice rules.
For the sake of completeness, a second kind of defect is possible in water ice only
by violating (I1). A single Oxygen–Oxygen link could either be doubly occupied or not
occupied at all. These defects are called Bjerrum-defects [31] and will not be discussed
further.
As we have seen that the low-energy description of water ice and spin ice is equiva-
lent, we will only use the language in terms of spin ice below with its magnetic moments
or classical Ising spins. At any time, the spin can simply be replaced by the correspond-
ing proton in one of the two possible sites and the water ice picture is restored.
2.2.2 Pauling’s residual entropy of Ice
The ice-rules leave an extensive degeneracy of the ground states leading to a residual
finite entropy. When considering a single tetrahedron with four Ising spins, out of
the 16 different configurations six remain respecting the ice rules. However, fixing the
configuration at one tetrahedron, diminishes the number of possible configurations at
neighboring tetrahedra. Hence, Pauling uses the following counting argument [8]. The
lattice of tetrahedra is bipartite with a sublattice A and B. Considering first sublat-
tice A, six configurations per tetrahedron are valid. Next considering a tetrahedron on
sublattice B, all 16 configurations would appear if we were only fixing the configurations
on A. Thus, an additional factor 6/16 enters and we arrive at the following number
WN of configurations
WN = 6
N
2
(
6
16
)
N
2
=
(
3
2
)N
, (2.1)
where N is the number of tetrahedra. The number of degenerate states is growing
exponentially leaving an extensive entropy of
SN = kB logWN = NkB log
3
2
, (2.2)
which is the famous Pauling residual entropy of ice.
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Corrections to this estimate occur due to loops [32], but turn out to be small. In
particular, an exact solution for the two-dimensional ice on the square lattice exists [33].
Pauling’s line of arguing carries over to the square ice enabling a direct comparison to
the exact value
WPauling =
3
2
vs. Wsq. ice =
(
4
3
)
3
2
= 1.5396007 . . . , (2.3)
where W = limN→∞W
(1/N)
N is the number of configurations per vertex or per two
spins, respectively.
An exact solution does not exist in three dimension. However, estimates suggest
that corrections due to loops are even smaller for ice and pyrochlore spin than for square
ice. Using a series expansion, Nagle obtains an estimate of W = 1.50685±0.00015 [32],
Extracted via numerical integration, Isakov et al. obtain W = 1.5071 ± 0.0003 [34],
and very recently, Vanderstraeten et al. [35] employed Projected Entangled Pair States
getting W = 1.5074562.
2.2.3 Emergent Maxwell’s Electrostatics
We may consider the Heisenberg model with classical spins placed on the links of a
pyrochlore (or ice Ih) lattice
2
HHeis. = −J
∑
〈i,j〉>
Si · Sj , (2.4)
which exhibits a disordered ground state with correlations decaying algebraically as
O( 1
r3
) [37, 38]. The degrees of freedom of the Heisenberg spins can be reduced to Ising
spins due to the crystal field providing the same ice-like rules as for water ice.
Let us rewrite the spin configuration of spin ice or the proton configuration of water
ice to obtain a simplified model. In spin ice, spins are placed at the corners of corner-
sharing tetrahedra or, equivalently, the midpoints of links connecting the midpoint
of neighboring tetrahedra. Thus, the spins are placed on the nodes of a pyrochlore
lattice (the midpoints of the tetrahedra form a diamond lattice). A spin is oriented
(anti-)parallel to such a link and is described by
Si = siêi , (2.5)
where si = ±1 is an Ising variable and the direction of the link i itself is given by the
unit vector êi with the convention to point from sublattice A to B,
2Spin ice compounds have a dipolar coupling, which is suppressed in this discussion. Isakov et
al. [36] showed that the dipolar term leads to the same ice-rule ground-state manifold in the T → 0
limit.
9
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For water ice, a proton is placed at ri = Ri + δsiêi, where Ri denotes its midpoint
and δ is the displacement from the midpoint along a link. The only variable remaining
is the Ising-like variable si = ±1. By construction ice rule (I1)—only one proton per
link—is satisfied. Using the notation of an electric dipole, we arrive at di = siδêi. This
description provides a one-to-one mapping of the corresponding low-energy degrees of
freedom of water ice or of spin ice to Ising variables s.
Using (2.5), the Hamiltonian HHeis. in Eq. 2.4 simplifies to a minimal model of Ising
spins si first discussed by Anderson [10]
H =
J
6
∑
〈i,j〉
sisj + c =
J
6
∑
α
L2α + c . (2.6)
where c is a constant and Lα =
∑
i∈⊠α si represent a sum of Ising spins on a single
tetrahedron ⊠α.
In the limit of small temperature J ≫ T the ice rule (I2)—or (M), respectively—get
restored as
Lα = ηα
∑
i∈⊠α
si = 0 , (2.7)
where ηα = ±1 is a sign prefactor depending on whether the tetrahedron is an up or
down tetrahedron.3 Equation (2.7) represents the lattice version of a divergence-free
condition know as Gauss law. Consider a volume V: the sum of all si of links cut by
its surface ∂V, ΦV =
∑
〈i〉∈∂V sij , defines a flux through ∂V and is identical zero.
Let us introduce the spin field (proportional to the magnetization) of a tetrahe-
dron [5, 39]
Ωα =
∑
i∈⊠α
Si (2.8)
in terms of the oriented spins Si, cf. Eq. (2.5). A single tetrahedron can have six
different configurations resulting the different local spin fields [39] Ωα = (±1, 0, 0),
(0,±1, 0), or (0, 0,±1).
The next step is to transfer to a continuum description by coarse-graining over
tetrahedra in the neighborhood Ωα → Ω(r), such that Ω(r) varies continuously. Upon
such a coarse-graining, equation (2.7) turns into the continuum variant of Gauss law
∇ ·Ω = 0 . (2.9)
Thus, Ω can be described by introducing a gauge field A with Ω = ∇×A.
We may consider a section of the lattice and fix the flux through its surface. The
entropy, which is the number of accessible configurations or microstates subject to
3Or in other words, whether the tetrahedron belongs to sublattice A or B of the diamond lattice,
which is dual to the pyrochlore lattice. The atoms of the pyrochlore lattice are situated at the midpoints
of the bonds of the diamond lattice.
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the flux condition, is expected to maximize for zero flux and, equivalently, vanishing
total magnetization. If instead a non-zero flux is chosen, the number of accessible
configurations decreases. Following renormalisation group ideas, one may consider a
general action with operators Ω2, Ω4, (∇ ·Ω)2, etc. respecting the symmetries (here
isotropy). After a renormalisation procedure, Ω2 is the most relevant operator. Thence,
the probability for a given field Ω is conjectured to be [39–41]
P [Ω] ∝ e− 1V
∫
V
d3r κ
2
|Ω|2 , (2.10)
around the zero flux configuration, and given ∇ · Ω = 0 is satisfied. The constant κ
reflects the stiffness of fluctuations, which has to be extracted by other means, e.g., by
Monte-Carlo simulations. As a remark, Eq. (2.10) represents Gaussian fluctuations of
the field.4
From (2.10) follows a free-energy of purely entropic origin
F
T
= S =
1
V
∫
V
d3r
κ
2
|Ω|2 . (2.11)
Upon Fourier transforming, we arrive at
F
T
=
∑
k
κ
2
|Ω(k)|2 . (2.12)
Assuming that the free energy is split evenly across all the components Ωµ(k) of the
spin field, one arrives at a correlator 〈Ωµ(−k)Ων(k)〉 = δµν/κ. However, we still have
to account for Gauss law, which after a Fourier transform reads k ·Ω(k) = 0. Thence,
by projecting out the correlations that do not satisfy Gauss law, the correlator is
〈Ωµ(−k)Ων(k)〉 =
1
κ
(
δµν −
kµkν
|k|2
)
. (2.13)
Fourier transforming back to direct space yields
〈Ωµ(r)Ων(0)〉 =
4π
κ
(
r2δµν − 3rµrν
r5
)
(2.14)
for large r. Equation 2.14 reveals the structure of dipole-dipole correlations [42, 43].
The correlations decay algebraically with a power law ∝ 1
r3
. Such systems are said to
be in a Coulomb phase.
Furthermore, we note the anisotropy in the correlations, which give rise to so called
4A priori, one might also invoke the Central Limit Theorem (CLT) to obtain Eq. (2.10) as argued in
[41]. The CLT states that the sum of independent identically distributed random variables approaches
a Gaussian distribution. However, Ω(r) are not independent, but correlated variables. In fact, as
follows below, the correlations 〈Ω(r)Ω(0)〉 decay even algebraically satisfying a power law.
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(a) (b) (c)
Figure 2.3: Typical scattering features. (a) Bragg peak occurring from a lattice,
(b) homogeneous diffuse scattering due to (white) noise, and (c) pinch-point with
a bow-tie like intensity. The latter occurs if local constraints like the ice rules lead
to an anisotropic scattering profile..
bow tie intensity profiles around pinch points. The second term of Eq. 2.13 has two
different limits at k = 0. E.g. take the component 〈Ωx(−k)Ωx(k)〉 = 1κ
(
δxx − kxkx|k|2
)
,
which is zero along kx, but acquires a finite value for k perpendicular to kx. Typical
scattering features including bow ties are illustrated in Fig. 2.3. These pinch points
are not bound to appear at k = 0. The precise lattice structure and the form factors
will shift them to integer multiples of the reciprocal lattice vectors. Such pinch points
with a bow tie intensity were first noted by Youngblood et al. [44–46] in the context of
ice-rule ferroelectrics. Scattering experiments on spin-ice compounds using polarized
neutron provide clearly recognizable pinch points [47].
2.2.4 Fractionalization and Magnetic Monopoles
Given a spin-configuration satisfying the ice rules, the simplest local excitation is a
single spin flip. Such a spin flip leads to a violation of the ice rules at two neighboring
tetrahedra such that instead of two-in-two-out, there is one tetrahedron with three-in-
one-out and one with one-in-three-out. The lattice divergence, cf. Eq. 2.7, acquires a
finite values
Lα = −Lβ = ±1
of opposite sign on the tetrahedron. The defects can now hop to different sites without
further violating the ice rules by flipping consecutive spins. It is in that sense, that
the initial excitation—the single spin flip—is fractionalized into monopole and anti-
monopole [14]. Those monopoles con only be created pairwise upon a local excitation.
Creating a single defect would require to flip consecutive spins along a line reaching
the boundary. Thence, the monopoles are topological defects.
Remarkably, the interaction between monopoles follows a Coulomb law of purely
entropic origin [41]
Fint.(r1, r2)
T
=
κq1q2
4π|r2 − r1|
, (2.15)
where κ is the stiffness first introduced in Eq. (2.10) and q1,2 = ±qm are the charges of
magnetic (anti-)monopoles.
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B[001]
B[110]
B[111]
Figure 2.4: Edge-sharing tetrahedra of Pyrochlore spin ice with relevant field di-
rections: B[001], B[110], and B[111].
A model that allows to quantify qm introduces dumbbells of charges for each spin [14]
exploiting the basic principle of electrostatics that two opposite charges form a dipole.
The dumbbell model maps to the dipolar spin-ice model including a (energetic) dipolar
interaction, the latter not being discussed here. Nonetheless, the dumbbell model
provides a clear picture of fractionalization and magnetic monopoles. Each spin gets
replaced by a pair of opposite charges at adjacent tetrahedra. Four charges are placed
within each tetrahedron. The energy of the configuration of dipoles is given (up to
order O(1/r5)) by the pairwise Coulomb interaction between the charges [14]
Vαβ =



µ0
4π
QαQβ
|rα−rβ | (rα 	= rβ)
1
2v0Q
2
α (rα = rβ)
, (2.16)
where Q is the total charge on a single tetrahedron, and v0 a constant on-site repulsion.
In the limit of v0/T large, a charge neutrality ∀α : Qα = 0 is enforced. Then the two-
in-two-out rule is satisfied.
Flipping a spin leads to two oppositely charged tetrahedra adjacent to the flipped
spin. Additional to the cost of the spin flip, the interaction energy of the two charges
is then given by the Coulomb term in (2.16). The energy to separate the two charges is
bounded and thence the monopoles are deconfined. This coulombic monopole-monopole
interaction is verified to agree with the dipolar spin-ice model by a direct numerical
simulation [14].
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2.2.5 Magnetization Plateaus
Generally, applying a field will lift the ground state degeneracy caused by the ice rules.
However, due to the spatial orientation of the spins, different scenarios depending on
the direction of the field exist. The degeneracy may either be lifted fully leading to
saturated magnetization, or only partially. A review can be found in Ref. [48, Ch. 12.5.1]
and in [49].
Magnetic Field along [110]
A field along [110] pins two of the four spins, one-in-one-out, on a tetrahedron. One-
dimensional chains of spins perpendicular to the field remain. Those chains, if the spins
satisfy the ice rules, have only two possible orientations irrespective of the number of
spins a chain contain. Thence, the remaining entropy is subextensive. For a cubic
system with linear dimension L the entropy is S ∝ L2 ∝ N 23 . Inter-chain exchange is
expected for spin-ice compounds due to dipolar couplings and drive the system into an
ordered state [50].
Magnetic Field along [001]
In a field along a cubic axis, e.g., [001], each spin has a projection of the same magnitude
onto the field direction. In a sufficiently large ratio of magnetic field and temperature,
B[001]/T , a single, fully polarized state remains that satisfies the ice-rules. Let us
consider an excitation out of the fully polarized state. Upon flipping a single spin, the
ice rules are violated at the tetrahedra adjacent to the flipped spin. In order to restore
the ice rules anywhere in the bulk, the defects have to be transported to the surface5
by flipping consecutive spins. Due to the fully polarized state with all spins pointing
in field direction, one defect can only transported opposite to the field and the second
defect only in field direction. The excitation out of the fully polarized state consists of
a string of consecutive spins and spans the entire system. The energy of such a string
defect grows with the linear dimension of the system. Consequently, string defects are
completely suppressed at sufficiently large B[001]/T . On the other side at low B[001]/T ,
if even only one such string defect exists, its precise trajectory through the system can
fluctuate freely enabling a gain of entropy.
The critical condition can be obtained following a simple argument involving the
free energy. Let us consider the fully polarized configuration and add a string defect.
Its internal energy is U/N = µS ·B[100] = 2µB/
√
3 per spin flipped. On the other hand,
two spins can be flipped at each tetrahedron accumulating an entropy of S/N = log 2.
5Or if periodic boundary conditions are considered, one defect can be threaded around the system
until it meets and annihilates the second defect. As a result, a loop of spins has been flipped and the
ice rules are restored anywhere.
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We can now ask, whether creating such a random chain of flipped spins results in an
increase or decrease of the free energy, F = U −ST . The change of the free energy per
spin is
∆F/N = 2µB/
√
3− T log 2 . (2.17)
If the free energy increases, ∆F > 0, spin flips are suppressed and no fluctuation occur.
The spins remain in the fully polarized state. But if the free energy decreases, ∆F < 0,
spin flips occur and the (local) magnetization fluctuates. The critical ratio (B[001]/T )crit
is obtained from the condition ∆F = 0 and is given as [51]
(
T
B
)
crit
=
2µ√
3 log 2
. (2.18)
Such an asymmetric transition, fluctuation-free below the critical temperature and
exhibiting fluctuations above, is known from hardcore dimer models and is named a
Kasteleyn transition, see also next Sec. 2.2.6. More precisely, pyrochlore spin ice in
a magnetic field along [001] exhibits a three-dimensional variant of such Kasteleyn
transition [51].
Magnetic Field along [111]
A field along [111] pins one of the four spins, which has the major projection along
the field. The pinned spins form a triangular lattice, while the remaining degrees of
freedom lie on decoupled Kagomé layers with alternating triangles of two-in-one-out
or one-in-two-out. Due to its similarity to the ice rules, such a state has been named
Kagomé ice [52, 53]. Its residual entropy is reduced, but remains extensive [10, 54].
The magnetization of the Kagomé ice state is only saturated partially. Upon further
increasing the field and once the Zeeman energy exceeds the energy scale of violating
the ice-rule, an alternating three-in-one-out or one-in-three-out state is favored. The
different energy scales involved lead to a magnetisation plateau with the Kagomé ice
state over a finite range of the field strength. Matsuhira et al. [52] reported such a
magnetization plateau in Dy2Ti2O7.
The Kagomé ice state maps to a full covering of hard-core dimers on a honeycomb
lattice [54, 55]. Upon tilting the field, a second way of reaching saturation without
breaking the ice rules is provided. Tilting the field reduces the degrees of freedom in
the Kagomé layers until eventually a Kasteleyn transition [56] into an ordered state
occurs. Again, depending on the energy scales, a magnetization plateau is expected.
2.2.6 Kasteleyn Transition of Dimers
A Kasteleyn transition [56] is a particular classical transition between an ordered and a
disordered phase of a dimer tiling on a planar graph. A dimer is an object that occupies
15
CHAPTER 2. EMERGENT GAUGE FIELDS
two neighboring sites. Any site shall be occupied, but none doubly occupied. Placing
a dimer on an edge (or link) may cost or gain energy, which is reflected in assigning
Boltzmann weights to the edges. The honeycomb and the square lattice graphs are of
particular interest in the thesis at hand. A mathematical introduction can be found in
the lecture notes by Kenyon [57] and in the earlier literature [58, 59].
Generally, the goal is to provide an expression for the partition function [56]
Z =
∑
{n1,n2,...,nN}
g(n1, n2, · · · , nN )z
n1
1 z
n2
2 · · · z
nN
N , (2.19)
where the Boltzmann weight zi = e
−βEi belongs to edge i with an occupation number
ni = {0, 1}. g() is a generating function. Kasteleyn has proven that Z can be written
in terms of a Pfaffian [56]
Z = |Pf K| (2.20)
of a skew-symmetric matrix K. The Pfaffian of a skew-symmetric matrix is defined via
the determinant as (Pf A)2 = detA. The matrix K is the directed adjacency matrix
of a graph—here lattices—with weights zi and an additional phase factor φi. φi has to
be chosen such that a loop around a face with 0 mod 4 edges acquires a negative sign
and a positive sign around a face with 2 mod 4 edges [56]. This ensures, that all the
terms generated in Pf K have the same sign and Eq. (2.20) is valid.
A simplification exists for bipartite lattices. If the nodes of the lattice are numbered
such that the nodes of sublattice A get indices {0, 1, . . . , N/2− 1} and the nodes of B
indices {N/2, . . . , N − 1}, then K has the structure
K =
(
0 K̃
−K̃T 0
)
. (2.21)
Here, K̃ denotes the Kasteleyn matrix, which is the (reduced) adjacency matrix. Rows
of the adjacency matrix represent nodes of sublattice A and columns represent nodes
of B. In contrast to K, the reduced K̃ is not defined with respect to a directed lattice.
Since det K = (det −K̃T )(det K̃) = (det K̃)2 ,6 Eq. (2.20) simplifies to
Z = | det K̃| . (2.22)
Our interest lies in computing the partition function for dimers on lattices that are
infinite, bipartite, and planar (for convenience put on a torus). A lengthy mathematical
construction [60] arrives at
1
N
logZ =
1
(2πi)2
∫
C1
dw
w
∫
C2
dz
z
log
(
det K̃(w, z)
)
, (2.23)
6The minus sign vanishes due to the number of nodes being even.
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Figure 2.5: (a) Sketch of a single unit cell for the honeycomb lattice with weights
as used in K̃(w, z) in the main text. (b) Phase diagram of dimers on the edges of
an honeycomb lattice.
where K̃(w, z) is the Kasteleyn matrix of a fundamental domain or simply unit cell.
Links to adjacent unit cells—by translating along lattice vectors, i.e. G = ma+ nb—
obtain a factor wm, zn. The integration is carried out over a closed loop |w| = 1 in the
complex plane, and analogously |z| = 1.
Dimers on the Honeycomb Lattice
Let us first consider close-packed hardcore dimers on an honeycomb lattice. Each of
the edges has a Boltzmann weights a, b, or c assigned to it with parallel edges having
the same weight. Following the convention of the unit cell and the weights pictured
in Fig. 2.5, we get the following Kasteleyn ’matrix’ K̃(w, z) = a+ bw + cz [57], which
is just a scalar since the lattice is bipartite and the unit cell contains only two sites.
Thence,
1
N
logZH =
1
(2πi)2
∫
C1
dw
w
∫
C2
dz
z
log
(
a+
b
w
+ cz
)
. (2.24)
This integral is quickly computed for a > b+c (or permutations thereof) as the function
has only one pole within the integration contour. One can apply the residue theorem
to obtain
F
N
=
1
N
logZ =









log a (a > b+ c)
log b (b > a+ c)
log c (c > a+ b)
(2.25)
This result reflects that the dimer configurations are long-range ordered, if one of
the weights exceeds the sum of the remaining two [56]. Fig. 2.5 illustrates the phase
diagram.
Returning to spin ice, a magnetization plateau may exist on a pyrochlore lattice
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in a magnetic field applied along [111], in which one of four spin is aligned with the
field and the remaining spins form decoupled Kagomé layers. A one-to-one mapping
to a full covering of hardcore dimers on a honeycomb lattice exists [55]. Upon slightly
tilting the field, the three directions acquire different weights zi = e
−βǫi depending on
the energies ǫi =
∑
i∈△ si ·h⊥ of the underlying spin configuration {si} in the tilt field
h ⊥. As above, an ordered state is entered as soon as z0 ≥ z1 + z2 (or permutations).
Within the ordered phase, the partition sum is given by (2.25) and no fluctuations
occur.
In chapter 8 we study similar mappings to hardcore dimers that exist in the hexag-
onal water ice structure. There, a field direction can be found, for which the remaining
degrees of freedom map one-to-one to dimers on a square lattice.
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2.3 Emergent Z2-Gauge Theory in the Kitaev Model
This section is devoted to the Kitaev model on a honeycomb lattice. The Kitaev
model is an SU(2) spin-12 model with strongly anisotropic Ising-like interactions giving
rise to exchange frustration resulting. Already the classical Kitaev model with O(3)
Heisenberg spins features a classical spin liquid with an extensively degenerate ground
state manifold [61, 62]. The ground state degeneracy bears some similarity to dimer
coverings on the hexagonal lattice [61].
In this thesis, its quantum variant is studied as introduced by Kitaev in his seminal
paper [16]. In the spin-12 Kitaev model, frustration and quantum fluctuations lead to
quantum spin liquid phases with fractionalized excitations: the spin degrees of freedom
separate into Majorana fermions and fluxes of an emergent Z2 gauge field. Upon either
adding a magnetic field or making the interactions spatially anisotropic, the excitation
spectrum of the Majorana fermions gaps out and topologically ordered phases are
entered hosting anyons.
The structure of this section is as follows. First in section 2.3.1, the Kitaev model
is introduced. As is outlined in 2.3.2, the Kitaev model exhibits an extensive number
of conserved quantities: fluxes—or visons—of a static Z2 gauge field. Fixing the fluxes
enables to solve the Kitaev model exactly, cf. 2.3.3, and reveals the excitation spectrum
of the Majorana fermions, cf. 2.3.4. In his seminal paper, Kitaev studied how the
magnetic field affects the Kitaev model using perturbation theory. Aspects of his
work are summarized in 2.3.5 exposing a topologically ordered phase hosting non-
abelian anyons. Properties of the topological phase and its excitations are discussed in
section 2.3.6. Then, in section 2.3.7 the focus shifts towards probing the Kitaev spin
liquid by discussing its dynamical spin-structure factor. As will be explained in 2.3.8,
the Kitaev exchange can be mediated via spin orbit coupling and may play a role in
magnetic compounds including Na2IrO3, Li2IrO3, and α-RuCl3.
2.3.1 Kitaev model
The Hamiltonian of the Kitaev model is defined as [16]
H = Kx
∑
〈i,j〉x
Ŝxi Ŝ
x
j +Ky
∑
〈i,j〉y
Ŝyi Ŝ
y
j +Kz
∑
〈i,j〉z
Ŝzi Ŝ
z
j , (2.26)
where Ŝγi =
1
2 σ̂
γ
i are spin operators defined via Pauli operators σ̂. The Ŝ
γ
i act on spin-
1
2
degrees of freedoms at the sites i of the honeycomb lattice. On the honeycomb lattice,
parallel links or bonds with one of three different orientations are labeled γ = {x, y, z},
see also Fig. 2.6(a). Two nearest-neighbor spins 〈i, j〉γ adjacent to a bond with label γ
are coupled by an Ising exchange Sγi S
γ
j . With this particular structure, the exchange
interactions cannot all be simultaneously minimized in energy. This frustration stems
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Figure 2.6: (a) Honeycomb lattice with lattice vectors n1 and n2. The bonds are
labeled with γ = {x, y, z}. A single Kitaev exchange term Sxi S
x
j is highlighted in
orange. The filled black and white nodes depict the two sublattices. (b) Plaquette
operator ŴP with eigenvalues wP = ±1 for a single hexagon.
solely from the exchange and is therefore titled exchange frustration.
Generalizations of the Kitaev model to other lattices exist, like the triangular [63,
64], the decorated triangle-honeycomb [65], and to three-dimensional lattices [66]. In
the remainder of this thesis, whenever the Kitaev model is stated, it is meant to be
placed on the honeycomb lattice. We continue now with examining the properties of
the Kitaev model.
2.3.2 Static Z2 Fluxes
The Kitaev model contains an extensive set of conserved quantities, static Z2-fluxes,
that are obtained via the following plaquette operator ŴP . Consider a loop denoted
with P, then ŴP is defined as [16]
ŴP =
∏
i∈P
σ
γP (i)
i , (2.27)
where σγ are the Pauli operators and γP(i) selects the label of the bond at site i, that
is not part of the loop. On the honeycomb lattice, the smallest loop winds around
a hexagonal plaquette. Such an operator ŴP winding around a plaquette with sites
(1, 2, 3, 4, 5, 6), thus ŴP = σ
z
1σ
y
2σ
x
3σ
z
4σ
y
5σ
x
6 , is illustrated in Fig. 2.6(b). The ŴP for
all possible loops around single plaquettes commute with each other and with each
of the Sγi S
γ
j terms of the Hamiltonian, Eq. (2.26). Its corresponding eigenvalues are
wP = ±1 defined via ŴP |ψ〉 = wP |ψ〉 with |ψ〉 being the eigenstates of the Kitaev
model. Larger, contractible loops can simply be composed as a product of WP ’s for
each plaquette within the loop its eigenvalue is the product of eigenvalues wP ’s of the
plaquettes.
As each of the ŴP commutes with the Hamiltonian, they define a set of quantum
numbers {∀j : wPj} separating the full Hilbert space H into disjunct subsets H{wP}.
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By fixing all wP , the Kitaev model can be solved exactly, cf. 2.3.3.
As a remark, non-contractible loops exist depending on the genus of the surface on
which the Kitaev model is placed. Here, we are mainly concerned with cylinder and
torus geometries due to the numerical method employed later. Likewise, an operator
ŴL for a non-contractable loop L commutes with the Hamiltonian and separates the
full Hilbert space into two subspaces with corresponding eigenvalues wL = ±1. ŴL
is essentially equivalent to a Wilson loop, which may differentiate different degenerate
ground states of a topologically ordered phase. These loops will be of particular interest
in chapter 6 where a topologically ordered phase is studied, but is also of some relevance
in chapters 4 and 5.
The fluxes are, as will be clarified below, the physical excitations of a Z2 gauge field:
fluxes can only be created pairwise by applying a single σγi operator. Such a creation of
a pair of fluxes costs a finite amount of energy. Thence, fluxes are gapped excitations.
Furthermore, the properties on a geometry with genus larger than one are not trivial
in the sense, that topologically degenerate ground state exist. Let us create a pair of
fluxes, move one of the fluxes along either circumference of a torus, and annihilate the
two fluxes again. In doing so, we end up in exactly the same local configuration {wP},
but the flux of the non-contractible loop changed its sign. This construction leads to
a 2g degeneracy of the Z2 flux configuration on a surface with genus g. On a torus the
degeneracy is fourfold with four topological sectors.
Note, that at this stage the energy cost of a flux-pair is not clearly defined, but
will become so in the construction given below. The construction also elucidates the
resemblance to a Z2-gauge theory.
2.3.3 Exact solution via Majorana operators
In the original solution [16], the Hamiltonian in Eq. (2.26) was solved by replacing the
spin-12 with Majorana degrees of freedom. An alternative solution utilizes a Jordan-
Wigner transformation [67]. However, only the former approach is summarized below.
Let us recall some properties of Majorana fermions. Given a complex fermion with
creation and annihilation operators a† and a, it can be recast into a pair of Majorana
fermions γ1 and γ2 by
γ1 = a+ a
† γ2 = i(a− a†) . (2.28)
They have the property that the operator γi is its own hermitian conjugate, γ
†
i = γi.
Furthermore, the γi satisfy the anticommutator relation
γiγj + γjγi = 2δij ,
and thus c2i = 1 and cicj = −cjci if i 	= j.
Upon applying the following mapping of spin- to Majorana operators, a single spin
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gets replaced by four Majorana fermions. Let these four Majorana operators at site j
be denoted as bxj , b
y
j , b
z
j , cj , then the mapping is defined as
2Sxj → ibxj cj 2Syj → ib
y
j cj 2S
z
j → ibzjcj . (2.29)
Such a mapping enlarges the Hilbert space from dim(H) = 2N to dim(H̃) = 4N . In
particular, the local Hilbert space of the spin model is two, whereas in the Majorana
representation it is four. Note that the physical subspace is given by all |φ〉 that satisfy
∀j : Dj |φ〉 = |φ〉 where Dj = bxj byj bzjcj . (2.30)
This can be recognized by noting that the Pauli operators satisfy σxj σ
y
j σ
z
j = i1. Upon
applying the mapping, σxj σ
y
j σ
z
j becomes (ib
xc)(ibyc)(ibzc) = ibxbybzc. The latter has
eigenvalues ±i. Thence, by projecting on states |ψ〉 that have eigenvalues ∀j : Dj = +1,
the original Pauli matrix identity is restored and the physical subspace is selected.
Applying mapping to Majorana fermion operators to the original Hamiltonian,
Eq. (2.26), yields [16]
H̃ = −
∑
〈j,k〉γ
Kγ
4
(ibγj b
γ
k)(icjck) , (2.31)
where the sum runs over all nearest neighbor pairs 〈i, j〉, and γ = {x, y, z} is the label
of the bond connecting both sites.
Similar to the conserved fluxes wP in the spin Hamiltonian, the Hamiltonian in
(2.31) has a set of conserved quantities appearing as bond variables ûjk = ib
γ
j b
γ
k with
eigenvalues ujk = ±1. By fixing all ujk, which fixes all wP , a Hamiltonian quadratic
Majorana fermion operators remains. Eq. (2.31) simplifies to [16]
H̃ = − i
4
∑
j,k
Ajkcjck , (2.32)
where the matrix Ajk is defined as
Ajk =



Kγ
2 ujk if j, k along γ
0 otherwise
. (2.33)
Ajk is real-valued and antisymmetric. The commutation relation of the Majorana
fermions cjck = −ckcj imply ûjk = −ûkj , and consequently ujk = −ukj . The anti-
symmetric Ajk together with the imaginary i as a prefactor render the Hamiltonian
hermitian.
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The flux variables of the spin Hamiltonian are covered by the ujk via
wP =
∏
〈jk〉AB∈P
ujk ,
where the convention is used that j belongs to sublattice A and k to B.
The Z2 gauge theory is more evident now and its terminology can be introduced.
All the configurations {ukl} that produce the same flux configurations {wP} belong to
the same gauge equivalence class. A map between two gauge equivalent configurations
is called a gauge symmetry or gauge transformation. In case of the Kitaev model, the
previously introduced flux operator ŴL =
∏
i∈L σ
γi
i along arbitrary loops provides such
a gauge transformation. A single σγi changes the sign of uik (i, k connected by γ). By
proceeding along a loop, 0 mod 2 bonds per plaquette get flipped leaving their wP
invariant but changing one configuration {ukl} to a gauge-equivalent one {ũkl}.
Upon flipping a single ukl, two fluxes adjacent to the bond (k, l) are created. The
energy to create such a pair (locally) is now given by the difference in ground state
energy of the quadratic Majorana fermion Hamiltonian containing the two fluxes and
the flux-free ground state energy.
This Z2 gauge symmetry has been introduced by the Majorana representation and
is thus artificial. Nonetheless, the Z2-fluxes are physical and its properties captured
correctly. In order to return to the spin representation, one needs to average over
equivalent gauge field configurations {ujk} given they belong to the physical subspace.
2.3.4 The Spectrum of the Fermion Problem
Now, the quadratic Hamiltonian of the matter fermions remains to be solved. The
ground state will be in the flux-free sector [68], in particular ∀P : wP = +1. One choice
to satisfy the flux-free condition is to set ujk = +1, with an orientation such that site
j belongs to sublattice A and k to sublattice B. With such a choice, Eq. 2.32 is solved
by a Fourier transform [16]
Hiso =
1
2
∑
k,α,β
ĩA(k)cα,−kcβ,k with iÃ(k) =
(
0 if(k)
−if(k)∗ 0
)
, (2.34)
where α and β denote the sublattice and f(k) is a complex valued function
f(k) =
1
2
(
Kxe
i(q·n1) +Kye
i(q·n2) +Kz
)
. (2.35)
Here, n1 = (−1/2,
√
3/2) and n2 = (1/2,
√
3/2) are the lattice vectors of the honeycomb
lattice as depicted in Fig. 2.6(a). Consequently, the energy spectrum is given as E(k) =
±|f(k)|. The spectrum is gapless if f(k) = 0, which occurs if the Kγ are chosen such
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Figure 2.7: (a) Phase diagram of the Kitaev model upon varying Kx, Ky, and Kz.
The isotropic limit is at the center, the corners represent the anisotropic limits
Kγ ≪ Kα + Kβ . (b) First Brillouin zone with the reciprocal lattice vectors k1
and k2. In the isotropic limit Kγ = K, the (Majorana) Dirac cones are situated
at the K high-symmetry point and have a linear dispersion.
that for any permutation (α,β, γ) = P (x, y, z)
|Kα| ≤ |Kβ |+ |Kγ | . (2.36)
A gap opens as soon as one of the Kγ exceeds the sum of the remaining two. The
corresponding phase diagram is illustrated in Fig. 2.7(a).
Returning to the gapless phase, the spectrum has a linear dispersion E(k0 + δk) =
ǫ|δk| near its gapless nodes at k0. Two such Majorana cones exist, one each at k0
and −k0. At isotropic couplings Kγ = K, the gapless nodes are situated at the K
and K ′ = −K high-symmetry points at the corners of the first Brillouin zone, cf.
Fig. 2.7(b). Hence, the spectrum resembles a Majorana variant of the Dirac cones, e.g.,
as occurring in graphene [69, 70]. Upon varying the Kγ , the gapless nodes move in
reciprocal space. At the transition to the gapped phase, both gapless nodes join and
gap out when the anisotropy is increased further.
In the strongly isotropic case, e.g., |Kx| ≫ |Ky| + |Kz|, the toric code model [21]
is recovered. The toric code, similarly a Z2-gauge theory, is known to be topologically
ordered and exhibits abelian anyons.
Now, that we obtained the spectrum in terms of Majorana fermions hopping in a Z2
gauge field background, let us return to the original Hamiltonian, Eq. (2.26), in terms
of spin-12 degrees of freedom. First, we need to obtain a physical state, which is done
by averaging over all gauge-equivalent states in the physical subspace. Given a ground
state |φ̃u〉 of H̃, cf. Eq. (2.32), with a choice of {ukl}, such that the flux-free condition
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Sz
+ ++
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+ − − +
Figure 2.8: Applying a spin operator like Sz changes the flux configuration.
is fulfilled, then [16]
|φ〉 =
∏
i
1 +Di
2
|φ̃u〉 ,
performs such an averaging and projects onto the physical subspace.
Due to the fluxes separating the Hilbert space, any operator that changes the flux
configuration has a vanishing ground state expectation value. The Majorana represen-
tation demonstrates, that applying a single spin operator, e.g., 2Szi = ib
z
i ci introduces a
Majorana fermion and a flux-pair adjacent to the z-bond (cf. Fig. 2.8). Consequently,
the ground state has no magnetic moment. Furthermore, the spin-spin correlators are
strictly nearest neighbor
〈ψ|Sαi Sβj |ψ〉 =









1
4δαβ if i = j
Cδαβ if i, j connected along bond α
0 otherwise
, (2.37)
as the second spin operator Sβj has to annihilate the flux-pair again in order to restore
the original flux-free configuration. Here, C is a constant which is C ≈ 0.131 for
isotropic Kγ = K and in the thermodynamic limit. Thus, magnetic long-range order is
suppressed in the ground state of the Kitaev model, yet the gapless Majorana spectrum
implies a strongly correlated ground state with diverging correlation length7ξ. The
ground state of the Kitaev model is a quantum spin liquid. The spins do not break any
symmetry spontaneously nor do they exhibit long-range order.
2.3.5 The Kitaev Model in a Magnetic Field: Perturbation Theory
Let us now restrict to the isotropic Kitaev model and study how a magnetic field affects
its ground state. Generally, the magnetic field breaks time-reversal symmetry and the
gapless spectrum of the matter fermions is expected to open.
Based on a perturbative treatment, Kitaev [16] identified two third order terms
Sxi S
y
j S
z
k as the first relevant terms breaking time-reversal and leaving the flux sector
7With respect to some correlations other than spin-spin.
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Figure 2.9: (a) A single exemplarily shown three-spin term Sxi S
z
jS
y
k of HK3 de-
fined in Eq. (2.38). (b) All symmetric variants of the three-spin term on a single
plaquette with the orientation employed.
unchanged. One of these terms leads to a four-fermion exchange and breaks integrability
of the Kitaev model. It has been argued by Kitaev to be irrelevant to the Majorana
fermion spectrum.
The second term couples three neighboring spins in a way, that is illustrated in
Fig. 2.9. Including a sum over all symmetric variants of the three-spin term, the
Hamiltonian reads
HK3 =
∑
〈i,j〉γ
KγS
γ
i S
γ
j +K3
∑
〈〈i,j,k〉〉
Sxi S
y
j S
z
k , (2.38)
which in the remainder is considered as the extended Kitaev model. In Eq. (2.38),
〈〈.〉〉 denotes an ordered tuple (i, j, k) of neighboring sites such that the Sx, Sy, and
Sz at the outer two sites coincide with the label of the bond adjacent to the central
site. The magnitude of K3 ∝ hxhyhz/K2 depends on the direction of the magnetic
field h = (hx, hy, hz)
T [16]. Hence, this term relies on a magnetic field with non-zero
components along all three components, or is not relevant otherwise.
HK3 remains exactly solvable in the same way as the bare Kitaev model is. The
flux operators WP commute with HK3 and its eigenvalues wP ± 1 serve as quantum
numbers separating the Hilbert space. Following the same construction via Majorana
operators, a Hamiltonian quadratic in the matter fermions c remains. This Hamiltonian
is of similar structure as in Eq. 2.32, yet Ajk obtains additional next nearest neighbor
terms
Ajk =









Kγ
2 ujk if j, k along γ
K3
4 ujlukl if j, k connected via l
0 otherwise
. (2.39)
Here, we still use the orientation convention for ujk with j ∈ A and k ∈ B sublat-
tice. Similarly, the ground state lies in the flux free sector[16, 68] and fixing the ujk
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accordingly leads to the spectrum [16]
Hiso =
1
2
∑
k,α,β
ĩA(k)cα,−kcβ,k with iÃ(k) =
(
∆(k) if(k)
−if(k)∗ −∆(k)
)
, (2.40)
where ∆(k) is a trigonometric function and f() is defined as before, cf. Eq. (2.35). The
energy spectrum gets
E(q) = ±
√
|f(k)|2 +∆(k)2 . (2.41)
Most importantly, ∆(k) ∝ K3 such that a gap in the Majorana fermion spectrum opens
linearly with K3.
The fermionic bands are topologically non-trivial by featuring Chern numbers ±1
and thus implying the existence of gapless edge modes. Thus, the extended Kitaev
model with a finite K3 enters a topologically ordered phase, and, as we will see in the
next section, hosts non-abelian anyons. Note that the structure in Eq. (2.40) is similar
to that of a p + ip superconductor, see for example the review [71]. Thence it shares
the same physical properties.
A remark is on order regarding the Kitaev model with a magnetic field. The three-
spin term may resemble the effect on the matter fermion spectrum upon applying a
field, but does not account for fluxes. In particular, the treatment above relies on the
fact that the three-spin term does not change the flux configuration and, consequently,
the fluxes are static. However, a Zeeman coupling to a magnetic field −h
∑
i Si creates
(or annihilates) flux-pairs. In case that a flux already exist, applying a Sγ moves this
flux perpendicular to the bond with label γ. Thence, a magnetic field enables the fluxes
to acquire a finite hopping amplitude and the fluxes are expected to have dispersion.
How a magnetic field affects the Kitaev model beyond the integrable points is studied
numerically and discussed in detail in chapter 6.
2.3.6 Topological Order and Anyonic Excitations
A quantum spin liquid in two dimensions is intimately connected to topological order
and anyonic excitations. A phase is defined to be topological ordered if it is a gapped
state of matter, that exhibits a degeneracy of the ground state depending on the genus
of the surface the system is placed on [20, 72]. The degeneracy is a consequence of the
existence of anyonic quasiparticles. Imagine a pair of quasiparticles is created locally,
one particle is wind along a non-contractable loop, e.g., along the circumference of a
torus, until the pair is annihilated again. Such a movement changes the initial state
to a different state within the set of degenerate ground states, but leaves the local
observables invariant. If the circumference is finite, the degeneracy may be slightly
lifted, yet as long as any local excitation has a larger energy than the splitting of the
degeneracy, the above description is still valid [73].
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Topological order cannot be detected by any local measurement. However, the
entanglement entropy, a measure of how strongly entangled two adjunct subsystems
are, provides a way of determining topological order. The entanglement entropy is
defined as the von-Neumann entropy
SE = Tr(ρA log ρA)
of the reduced density matrix ρA = TrBρ obtained by partially tracing the density
matrix ρ of the full system. The entanglement entropy of a ground state of a gapped
system satisfies an area law: The entanglement entropy grows with the length of the
boundary between the two subsystem A and B. In a topologically ordered phase, the
area law acquires a correction γ, which is called Topological Entanglement Entropy [74,
75].
A ground state of the (extended) Kitaev model has the property, that its entangle-
ment entropy of a bipartition has two separate contributions [76]
SE = SF + SG ,
where SF originates from the matter fermions ci and SG from the gauge field {ukl}.
Both contributions can be computed exactly [76, 77] predicting a non-zero topological
entanglement entropy of γ = log 2 for two gapped phases of the extended Kitaev model.
Thus, both gapped phases are topologically ordered [16]. Namely, the gapped phase
existing for sufficiently anisotropic Kitaev exchange is adiabatically connected to the
Toric Code [21] and exhibits besides the vacuum 1, an m, an e, and a composite
ǫ = e × m particle with abelian exchange statistics. The gapped phase appearing
for (nearly) isotropic Kitaev exchange and finite K3 hosts instead non-abelian anyons,
composite quasiparticles of a Majorana fermion ǫ bound to a flux σ. The σ is also
referred to as a vortex in the context of p + ip superconductors. In chapter 6, the
non-abelian topological phase is discussed in more detail. In particular, the topological
entanglement entropy of each quasiparticle is extracted numerically, see also 3.1.3 for
the methodology.
2.3.7 Dynamical Spin-Structure Factor
We have seen so far that the (extended) Kitaev model exhibits fractionalization of
spin-12 degrees of freedom into fluxes and Majorana fermions of which the latter may
be gapless depending on the particular set of parameters. Such fractionalization is
most evident in dynamical probes. The dynamical spin-structure factor is of particular
interest as it connects directly to inelastic neutron scattering experiments.
The dynamical spin-structure factor is defined as the spatio temporal Fourier trans-
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Figure 2.10: Schematic plots of the dynamical spin-structure factor S(k = 0,ω)
as represented in Ref. [78]: (a) for the isotropic Kitaev model, Kγ = K, and (b)
the isotropic Kitaev model with finite three-spin interaction K3 > 0 as arises in a
perturbation theory of a magnetic field along the [111] axis.
form
Sαβ(k,ω) =
1
2π
∑
ij
∫ ∞
−∞
eiωt−ik·(rj−ri)Cαβij (t) dt (2.42)
of the dynamical spin-spin correlation
Cαβij (t) = 〈ψ0|Sαi e−iHtS
β
j |ψ0〉 , (2.43)
where α,β = {x, y, z} are the spin components and |ψ0〉 the ground state, zero tem-
perature, wave function. Rewriting S(k,ω) in terms of eigenstates |n〉, the Lehmann
spectral representation
Sγγ(k,ω) ∝
∑
n
∣
∣〈n|Sγk|0〉
∣
∣
2
δ(ωn − ω) (2.44)
reveals that the dynamical spin-structure factor contains information about the ex-
citation spectrum. Here, wn are the energy eigenvalues corresponding to |n〉. Thus,
(2.44) sums all eigenenergies weighted by an amplitude stemming from the overlap
〈n|Sγk|0〉. Fractionalization leads to a continuum in S(k,ω) due to exciting multiple (at
least two) quasiparticles with fractional statistics. The energy and momentum transfer
splits across the excited quasiparticles allowing for a continuum of scattering channels.
Knolle et al. [22, 78, 79] provide an exact calculation of Sγγ(k,ω) for all the phases
of the extended Kitaev model. The basic ingredient comes from the separability of
fluxes and Majorana fermions. Applying a spin operator creates a pair of static fluxes
and a Majorana fermion. The static fluxes change locally the potential landscape in
which the Majorana moves. Thence, the dynamical spin-spin correlations, Eq. (2.43),
can be written as [22]
Cαβij (t) = −i〈M0|eiH0tcie−i(H0+V〈ij〉α )tcj |M0〉δαβδ〈ij〉α , (2.45)
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already taking into account that the initially created pair of fluxes has to be annihilated
with the second spin operator, which results in the conditions δαβδ〈ij〉α . Here, H0 is
the Hamiltonian acting on the Majorana fermion subsystem given there are no fluxes
and |M0〉 is its ground state. Whereas H0 − Vα is the Hamiltonian given a flux-pair
adjacent to bond 〈i, j〉α. In this view, the problem of computing Sγγ(k,ω) is analogous
to a quantum quench problem. Furthermore, the dynamic spin-spin correlator remains
strictly zero beyond nearest neighbors for all times similar to the zero-time spin-spin
correlator in Eq. 2.37.
In the isotropic case of the Kitaev model, cf. Figures 2.10(a) for ferromagnetic
Kitaev coupling, the Kitaev model exhibits a broad continuum with a lower edge at
the two-flux gap, ∆, corresponding to the two fluxes created by applying a single spin
operator. The upper edge of the continuum is determined by the upper edge in the
density of states. Due to Cαβij (t) being strictly zero beyond nearest neighbor, S(k,ω)
is broad and rather featureless with respect to k. The two different signs in the Kitaev
model, lead to either ferromagnetic or antiferromagnetic nearest neighbor spin-spin
correlation. For the latter, most of the spectral weight shifts from the Γ high-symmetry
point (k = 0) towards the Γ′ point (k = ±k1,2,1+2).
Upon applying K3, cf. Fig. 2.10, the fermionic spectrum gaps out lifting also the
lower edge of the continuum to an energy given by the sum of a Majorana and a flux
pair, εF2 +∆. A sharp in-gap mode exists at ε
F
1 +∆ corresponding to a composite of
a single Majorana bound to a flux-pair. This bound state does not exhibit dispersion,
since the flux pair is localized.
2.3.8 Kitaev Materials
The Kitaev exchange may be realised in compounds with strong spin-orbit coupling
as noted by Jackeli and Khaliullin [80]. Spin-orbit coupling entangles spin and orbital
degrees of freedom and an effective interaction of spins is mediated via the electronic
interaction between neighboring orbitals.
In particular for the iridates A2IrO3 (A=Na,Li) and for the ruthenate α-RuCl3, the
Na3+ and Ru3+ are placed in the center of octahedra formed by oxygen or chloride ions.
The octahedra are arranged on a honeycomb lattice. See Fig. 2.11(a) for an illustration.
Let us focus on α-RuCl3for the description of the realisation of the Kiteav exchange.
8
The spin exchange is mediated by the electronic orbitals, in particular the d-orbitals
of ruthenium and the p-orbitals of chloride. Two symmetric exchange path via the
chloride exist, the left and the right path in Fig. 2.11(b). Destructive interference
between both paths suppresses the spin exchange. The next higher eigenstates of
the orbital multiplet become dominant. Now, different edges of the octahedra are
8The explanation for the iridates is similar. Just replace oxygen by chloride and ruthenium by
sodium or lithium.
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Figure 2.11: Anisotropic spin exchange interaction mediated by spin-orbit coupling.
(a) Sketch of the structure of α-RuCl3: Ru
3+-ions form a hexagonal lattice (black)
and the Cl− form octahedral structures (orange) around the Ru3+-ions. (b) Two
interaction paths between electronic orbitals two neighboring Ru3+-ions exist via
a Cl−-ion [80]. A similar structure applies to the iridates A2IrO3.
shared with neighbors along different spatial directions and thus leaving to generally
anisotropic coupling including the above discussed the Kitaev model with anisotropic
Ising exchange.
However, additional couplings are allowed by symmetry [81, 82]. The following
symmetries exist on a single bond: inversion, two-fold rotation around the bond, and
the composition of both resulting in a mirror plane that is perpendicular to the bond.
The point group at the center of the hexagon is Dd3, generated by the S6 rotoreflection
(note that S63 is the inversion) and the mirror plane.
Considering an x-bond and the sites 1, 2 adjacent to it, the inversion at the center
of the bond exchanges the two sites without affecting the spin components, Sα1 → Sα2 .
The two-fold rotation does only act on the spin components Sxi → −Sxi , S
y
i → −Szi ,
and Szi → −S
y
i without exchanging the sites
9
In total, the following invariants exist along the γ = {x, y, z}-bond
Sγ1S
γ
2
Sα1 S
α
2 + S
β
1 S
β
2
Sα1 S
β
2 + S
β
1 S
α
2
Sγ1S
α
2 + S
α
1 S
γ
2 + S
γ
1S
β
2 + S
β
1 S
γ
2 ,
where (α,β, γ) = P(x, y, z) are permutations of (x, y, z), such that β, γ = {x, y, z} are
distinct labels β 	= γ and distinct from β, γ 	= α. One may arrive at the following effec-
9The Sα component of the spin is perpendicular to the α = {x, y, z} bond and, with the constraint
that the components form an orthogonal basis, there are eight possible choices of axis convention.
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tive Hamiltonian with corresponding pre-factors (only incorporating nearest neighbor
interactions)
H =
∑
〈i,j〉γ
2KγS
γ
i S
γ
j +
∑
〈i,j〉
Ji,jSi · Sj
+
∑
〈i,j〉γ ,α=β =γ
Γγ
(
Sαi S
β
j + S
β
i S
α
j
)
+
∑
〈i,j〉γ ,α=β =γ
Γ
′
γ
(
Sγi S
α
j + S
α
i S
γ
j + S
γ
i S
β
j + S
β
i S
γ
j
)
(2.46)
where the first term is the Kitaev exchange, the second term is the isotropic Heisenberg
exchange, and the third and fourth terms are the symmetric off-diagonal exchanges Γ
and Γ′.
An extensive literature on the ground state phase diagram is available for the
Kitaev-Heisenberg model [83–86] and on the JKΓ-model [82]. In this thesis, the dy-
namical properties of the Kitaev-Heisenberg model are studied in chapter 4. Signatures
of an extended quantum spin liquid phase in the Kitaev-Γ model are discussed in chap-
ter 5 Exchanges between further nearest neighbors will also occur, and may be relevant
for stabilizing ordered phases, but are not studied here.
Metal-Organic frameworks have been discussed as a further route to realizing Kitaev
interactions [87]. Here, RuO6 octahedra form an hexagonal lattice and organic ligands
connect the edges of neighboring octahedra. Direct exchange interaction is suppressed
and the same Jackeli-Khaliullin mechanism as above applies.
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Methods
Within this chapter, the main tools and methods used to study the ground state and
the dynamics of strongly correlated and frustrated systems in one- or two-dimensions
will be presented. The first section introduces matrix product states (MPS) to store a
quantum mechanical wave function efficiently and extract quantum mechanical prop-
erties like entanglement. Within the concept of matrix product states, density matrix
renormalisation group becomes an iterative variational method for obtaining the ground
state by optimising with respect to the energy. Ground states of a system with a gapped
spectrum can principally be represented exactly. However, those of a system with a
gapless spectrum are always an approximation in the sense that an MPS induces an
effective gap depending on its dimensions. Nevertheless, increasing the dimensions of
an MPS increases its correlation length and entanglement entropy following a simple
law, the finite-χ scaling which becomes particularly useful in combination with infinite
matrix product states (iMPS).
Section 3.2 presents the concept of a transfer matrix applied to an iMPS. A transfer
matrix is easily constructed from an iMPS and contains all possible correlations within
the wave function. Using a mapping of the complex eigenvalues of the transfer matrix,
the correspondence between correlation length and excitation gap is extended to the ex-
citation spectrum in reciprocal space. The transfer matrix spectrum of the anisotropic
XY-Heisenberg chain will illustrate this correspondence. An additional comparison to
the two-dimensional Kitaev model is given at the time the TM spectrum is employed
to study coherent excitations within the Kitaev-Γ model, see chapter 5.
In order to connect to dynamical probes used in experiments, section 3.3 gives an
introduction on how to obtain the dynamical structure factors using a matrix product
operator based time-evolution. Matrix product operators are a natural extension of
the concept of matrix product states to operators. Using such a time-evolution allows
to efficiently capture long-range exchange interactions occurring when two-dimensional
system are studied using MPS.
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3.1 Matrix Product States
Generally, an arbitrary wave function can be represented in terms of local degrees of
freedom as
|ψ〉 =
∑
(j0,j1,...,jN )
Ψj0,j1,...jN |j0〉|j1〉 . . . |jN 〉 , (3.1)
where
|j0〉|j1〉 . . . |jN 〉 = |j0〉 ⊗ |j1〉 ⊗ . . . |jN 〉 (3.2)
form a basis of the full Hilbert space H by direct products of local Hilbert spaces and
their basis. Let d denote the dimension of local Hilbert space, then the dimension of
the full Hilbert space is dN . ψj0,j1,...jN is a coefficient matrix of the same dimension.
Thus, ψj0,j1,...jN is growing exponentially with system size and the limits are reached
quickly of what can be calculated numerically and stored on a modern computational
cluster. This motivates to represent wave functions more efficiently by neglecting not
relevant degrees of freedom, delaying the discussion of what not relevant may mean for
now. A renowned approach is to rewrite the coefficient matrix ψj0,j1,...jN into a product
of matrices, with a single matrix for each local degree of freedom
|ψ〉 = A0A1A2 · · ·AN , (3.3)
where the Ai are rank-3 tensors, such that
[
A(i)
]
ai−1ai
=
∑
ji
[
A(i)
]ji
ai−1ai
|ji〉 . (3.4)
Here, the matrix products are carried out over the indices ai that are named auxiliary
bonds. Such a state is called a matrix product state (MPS). A graphical representation
of an MPS is given in figure 3.1. An MPS is not a priori an approximation, but becomes
one once the dimension of each matrix is limited to the bond dimension χ. Now, the
dimension reduced to order O(Nχ2), but the question remains: How to decide what
’not relevant’ states are?
To answer this, we will first convert a generic wave function, Eq. (3.1), to an MPS,
Eq. (3.3). This is done by a Schmidt decomposition, a variant of the singular value
decomposition, but in the context of separating Hilbert spaces.
A0 A1 A2 A3 A4 A5
|ψ〉
Figure 3.1: Graphical representation of a matrix product state.
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|ψ〉
skU V †
Figure 3.2: Graphical representation of a Schmidt decomposition of H into two
subspaces HA and HB with Schmidt values sk.
3.1.1 Schmidt Decomposition
Let us consider a separation of H into two subspaces HA and HB with dimension NA
and NB, and with a orthonormal basis set {|j〉A} and {|j〉B}, then Eq. (3.1) reads
|ψ〉 =
∑
1≤i≤NA
1≤j≤NB
Ψi,j |i〉A ⊗ |j〉B . (3.5)
Following a singular value decomposition of Ψi,j , we obtain
Ψ = USV † , (3.6)
where U and V are unitary matrices of dimension NA×NA or NB ×NB,
† denotes the
complex transpose, and S is a rectangular matrix NA × NB. The square part of Si,j ,
that is for i, j ≤ min(NA, NB), forms a diagonal matrix with singular values si, which
are real and nonnegative. The remainder of S is identical zero. By absorbing U and
V † into the basis |i〉A ⊗ |j〉B, Eq. (3.5) changes to
|ψ〉 =
∑
1≤k≤min(NA,NB)
sk |sk〉A ⊗ |sk〉B , (3.7)
where |sk〉A ⊗ |sk〉B forms an orthonormal basis called the Schmidt basis. Figure 3.2
provides a graphical representation of a single Schmidt decomposition. In the following,
we return to the local basis |j0〉 · · · |jN 〉. One arrives at the MPS representation through
subsequent iteration of the Schmidt decomposition from left to right or vice versa on
all local degrees of freedom
|ψ〉 = Γ0s0Γ1 · · ·ΓN−1sN−1ΓN (3.8)
which is represented graphically in Fig. 3.3. Here, Γ(i) is a similar mathematical object
as A(i) defined in equation (3.4), and s(i) are real valued vectors of length χi containing
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(a)
s0Γ0 s1Γ1 s2Γ2 V
†
2
|ψ〉
(b)
s0Γ0 s1Γ1 s2Γ2 s3Γ3 s4Γ4 Γ5
|ψ〉
Figure 3.3: Graphical representation of an iterative Schmidt decomposition running
over subsequent sites from left to right to obtain an MPS.
the Schmidt values.
Note, that the representation in Eq. (3.8) is linked to previous Eqs. (3.5) and (3.6)
when considering a single Schmidt decomposition and obtaining the unitary matrices
U and V . Let us consider a decomposition at site k, then
Uk = Γ0s0Γ1 · · · sk−1Γk , (3.9)
and
(Vk)
† = Γk+1sk+1Γk+2 · · · sN−1ΓN . (3.10)
The fact that Uk and Vk are unitary implies that an MPS is left- and right-
normalised, which reads as follows
UkU
†
k = 1 V
†
k Vk = 1 , (3.11)
where 1 denotes the identity matrix.
Now we can return to the question about what ’not relevant’ states are and how to
choose an suitable approximation of a general wave function. Generally, the Schmidt
values (or singular values) are non-negative real numbers. If a Schmidt value is large,
this state of the Schmidt basis has large weight in the wave function, whereas a small
Schmidt value implies that the corresponding state has a low weight and is less relevant.
If a Schmidt value is zero, it does not contribute at all and can be neglected in any
case. Thence, the Schmidt values provide a criteria to truncate an MPS, i.e., by saying
that all Schmidt states with its Schmidt values being below a certain threshold are
neglected. For practical purposes, one also provides an upper threshold for the bond
dimension. Then the Schmidt values of the truncated states give a first estimate of the
accuracy of the MPS.
When discussing the Schmidt values and their distribution, one has to differ between
the possible physical origin of the wave function. Having a ground state wave function
of a system with a gapped spectrum, then the Schmidt values decay quickly with at
most an exponential scaling. Whereas for a system with gapless spectrum, its ground
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state wave function exhibits a distribution of Schmidt values decaying algebraically,
that is following a power law. In the first case, an MPS representation with sufficiently
large bond dimension is generally a good approximation of the exact wave function. For
some theoretical models, like the Affleck-Kennedy-Lieb-Tasaki model [88], exact low-
dimensional MPS representations of the ground state exist, not counting those models,
that exhibit a simple product state as a ground state, e.g., the Ising model.
For gapless systems, however, the MPS representation is always an approximation.
Long range correlations of an MPS always decay exponentially similar to how correla-
tions decay in a gapped ground state. The MPS representation induces a gap due to
truncating. Upon increasing its bond dimension, the accuracy of the MPS improves
and the length enhances over which correlations are represented correctly. The correla-
tion length increases accordingly enabling a scaling approach for gapless ground states,
which is discussed in section 3.1.3.
In order to investigate gapless systems, one needs a way of approaching system sizes
in the thermodynamic limit. Infinite matrix product states (iMPS) provide an elegant
way to achieve this. They will be introduced now.
3.1.2 Infinite Matrix Product States
The concept of matrix product states can be extended to infinite boundary condi-
tions in a natural way by exploiting translational invariance and using left- and right-
normalisation.
Without loss of generality, let us assume a two-site unit cell. Then, the infinite
sequence of matrix products
· · ·Γi−1si−1ΓisiΓi+1si+1Γi+2si+2 · · ·
becomes a periodic sequence
· · ·ΓBsBΓAsAΓBsBΓAsA · · ·
corresponding to sublattices A and B. The part before and after the unit cell are
contracted to a left and a right environment. Physically one is interested in computing
overlaps 〈ψ|Ô|ψ〉, where Ô can be any local operator. An operator is considered to be
local if its support is finite, e.g., if only nearest neighbor term are present. Then, when
computing an overlap, parts left and right of the support simplify to unity and only at
the support a contraction of the tensor network is needed.
The assumption of translational invariance allows to construct a transfer matrix,
that inherits all possible correlations. This transfer matrix will be introduced in detail
in section 3.2.
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3.1.3 Entanglement
Returning to a single bipartition of the Hilbert space into two subsystems A and B, the
Schmidt decomposition, Eq. (3.7), allows an efficient computation of the entanglement
entropy SE .
Let ρ = |ψ〉〈ψ| be the density matrix of the full system and ρA or ρB may denote
the reduced density matrices obtained by a partial trace
ρA = TrB|ψ〉〈ψ| ρB = TrA|ψ〉〈ψ| . (3.12)
Here, TrA denotes the partial trace over subsystem A. Then, the entanglement entropy
SE is defined as the von-Neumann entropy of the reduced density matrix
SE = TrρA log ρA = TrρB log ρB . (3.13)
In an MPS, this bipartition is done by construction. Using Eq. (3.7) and taking the
partial trace over B, the reduced density matrix gets
ρA =
∑
k
s2k|sk〉A A〈sk| . (3.14)
Through combining Eqs. (3.13) and (3.14), the entanglement entropy can be simply
read off a given MPS as
SE =
∑
k
s2k log s
2
k , (3.15)
where sk are the Schmidt values related to the bond cut by the bipartitioning.
Area Law of Entanglement
The physical reason of why the MPS representation turns out to be very beneficial
when studying ground states of many-body systems lies in the area-law scaling of
entanglement. For a review see [89].
The area law states that the entanglement entropy of a bipartition of the full Hilbert
space H into two distinct subspaces A and B, such that H = HA⊗HB, grows with the
area of the boundary L as
SE = αL− γ + . . . , (3.16)
where α is a non-universal constant and γ is a correction occurring in topological
ordered systems as will be discussed separately in the next subsection. This scaling is
strictly true for ground states of gapped systems with local Hamiltonians. Otherwise,
e.g., for critical systems, corrections of order logN occur [90], where N is the system
size.
To put emphasize on how peculiar such an area law is, let us consider an arbitrary
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state at an energy sufficiently above the ground state. The entanglement of such a state
would generally scale with the volume of the systems, SE ∝ V . Thus, ground state wave
functions are located in a tiny subset of the full Hilbert space, a subset that satisfies an
area law of entanglement. It is this dimensional reduction, which makes the concept of
MPS and DMRG so successful, since, by construction, an MPS representation restricts
to this subset of area-law states.
Topological Entanglement Entropy
As already hinted at, the area law possesses a correction, if the system exhibits topo-
logical order [20, 72]. Topological order is a zero-temperature phase of matter that
cannot be classified by a Landau order parameter. It manifest itself in a ground state
degeneracy depending on the genus of the surface and hosts anyonic excitations. One
of the models in this context is the Kitaev model, which exhibits two different topolog-
ically ordered phases. One of them occurs, when a magnetic field is applied and will
be discussed in detail in chapter 6.
The correction γ in equation (3.16) is referred to as the topological entanglement
entropy (TEE) [74, 75]. If it is non-zero, the TEE signals a topologically ordered phase.
The TEE is connected to the total quantum dimension
D = log
√
∑
a
d2a , (3.17)
where the sum runs over all the superselection sectors, the (almost) degenerate ground
state, which are associated with quasiparticles. da denotes the quantum dimension of
each quasiparticle. The quantum dimension of abelian anyons is da = 1, whereas for
non-abelian anyons da is generally larger than one [71]. As a consequence, γ depends
on the quasiparticle sector [74]
γa = log
D
da
, (3.18)
if the bipartition is along a non-contractable loop [91].
One approach of extracting the TEE is, to do a finite size scaling of the entanglement
entropy [92]. E.g., if a cylindrical geometry is used, the circumference Lcirc can be varied
resulting in a Lcirc-dependent SE(Lcirc). Upon utilizing linear regression, γ is obtained
by identifying it with the offset.
Finite-Entanglement Scaling
An MPS cannot capture algebraic correlations typical for a ground state wave function
of systems with gapless spectrum, or critical systems, respectively. However, increasing
the bond dimension gives an increasingly accurate approximation of the wave func-
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Figure 3.4: Graphical representation of a matrix product operator.
tion. Calabrese and Cardy [90] have shown that the entanglement entropy SE scales
logarithmically with the correlation length ξ. In the MPS formalism, this is known as
Finite-Entanglement Scaling providing a scaling law of the entanglement entropy SE
and the correlation length ξ as
SE,χ =
c
6
log ξχ + const. , (3.19)
where χ is the bond dimension of the MPS and c is the chiral central charge [93, 94].
Thus, by varying χ and measuring SE and ξ the central charge, a universal property
of a critical or gapless system, can be obtained even though the MPS itself remains an
approximation to the ground state (as long a χ is finite).
3.1.4 Matrix Product Operators
Before the DMRG algorithm can be explained, an efficient description for the Hamilto-
nian is needed. However, the following description does not just apply to a Hamiltonian,
but to any (sufficiently local) operator, e.g., for the unitary time evolution discussed
later. Given an operator Ô, it can be brought in a product of matrices with a matrix
for each local degree of freedom similar to an MPS
Ô =
N
∏
i=1
Ŵi . (3.20)
where Ŵi is the operator acting on the local Hilbert space spanned by {|pi〉} at site i:
[
Ŵ(i)
]
ai−1,ai
=
∑
pi,p′i
[
W(i)
]pi,p
′
i
ai−1,ai
|pi〉〈p′i| . (3.21)
Here, ai denote the auxiliary bonds over which the matrix product in (3.20) is carried
out, and pi are the physical bonds connecting to the local, physical degrees of free-
dom. Any operator can be rewritten in MPO form by using a variant of the Schmidt
decomposition described in section 3.1.
Let us turn to the structure of an Hamiltonian, which shall be composed as sum
of local operators. Then the Hamiltonian can be decomposed at an arbitrary bond
(i, i+1) into a part Ĥi,L that purely acts on sites left of of the bond, a part Ĥi,R acting
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only on sites right of the bond, and an interacting part hLi ⊗ hRi
H = HLi ⊗ 1Ri + 1Li ⊗HRi +
N
∑
ai=1
hLi,ai ⊗ hRi,ai , (3.22)
where the sum runs over all Ni interactions ai crossing that bond. The decomposition
of a Hamiltonian into MPO form can be conveniently recast into a recursion relation



HRi−1
hRi−1,ai−1
1Ri−1



=



1̂ Ĉ D̂
0 Â B̂
0 0 1̂



(i)
⊗



HRi
hRi,ai
1Ri



, (3.23)
revealing the structure of the local Ŵi of a Hamiltonian. Here, the operators Â(i), B̂(i),
Ĉ(i), D̂(i), and the identity 1̂ act on the local degrees of freedom at site i. The identity 1̂
and the on-site operator D̂ are of dimension (1, 1, d, d), where d is the dimension of the
local Hilbert space. Â(i) is of dimension (Ni−1, Ni, d, d). Ĉ(i) and B̂(i) are of dimension
(1, Ni, d, d) and (Ni−1, 1, d, d), respectively.
In order to illustrate the function of each of these operators, let us assume a two-site
interaction Sxi S
x
i+n. Then Ĉ(i) contains S
x, the operators Â(i+1), . . . , Â(i+n−1) contain
an identity operator carrying Sxi over to the matrix at site i+n, where B̂(i+n) contains
the second Sx. Thus, upon conducting the matrix product, a term
Sxi ⊗ 1i+1 ⊗ . . .⊗ 1i+n−1 ⊗ Sxi+n (3.24)
adds to the Hamiltonian.
As a remark, the Hamiltonian and also the time-evolution operator, to be discussed
later in section 3.3, have an illustrative representation as a finite state machine [95, 96].
3.1.5 Density Matrix Renormalisation Group
Density matrix renormalisation group (DMRG) is an iterative, variational method to
optimise the wave function with respect to the energy. Within the MPS framework,
DMRG sweeps through the matrices of an MPS and updates them by an optimised
one. Here, the modern DMRG description based on the MPS framework is presented.
Furthermore, only the basic ideas are provided, more technical details can be found in
extensive reviews, e.g., by Schollwöck [97, 98], and in numerous freely available lecture
notes.
The goal is to find the ground state and its energy of an Hamiltonian, that is one
wants to solve the static Schrödinger equation
H|ψ〉 = E|ψ〉 (3.25)
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Figure 3.5: Illustration of winding the one-dimensional
cylinder. This allows for mapping cylindrical geometries
cost of introducing longer ranged interactions.
for the lowest eigenvalue and related eigenvector. This is usually a hard problem due
to the exponential scaling of the Hilbert space the eigenvector belongs to. Using MPS,
this Hilbert space is reduced drastically and additionally a reduced, local eigenvalue
problem will be solved instead. The DMRG update contains the following steps.
1. Make an initial guess for |ψ〉 represented as an MPS.
2. Sweep from left to right performing DMRG updates on each site (two-site update):
(a) Combine two sides together: Θi = ΓisiΓi+1
(b) Solve the (local) eigenvalue problem: HΘ′i = EΘ
′
i keeping all other matrices
constant. Here, an eigensolver that only provides the lowest eigenvalue and
its vector is sufficient, e.g., Lanczos method.
(c) Perform a Schmidt decomposition: Θ′ → Γ′is′iΓ′i+1
(d) Move to the next side: i → i+ 1
3. Sweep from right to left performing similar DMRG updates as above.
4. Repeat left- and right sweeps until convergence.
Other DMRG variants exist, where the two-site update has been exchanged for one-
site update or multiple-site updates. The former has the advantage of reducing the
dimensions of the local eigenvalue problem, but may be more likely to get stuck in local
minima. In contrast, the multiple-site update reduces the likelihood of being stuck in a
local minimum and needs generally less DMRG sweeps at an increased cost per DMRG
update.
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3.1.6 Extension to Two-Dimensional Lattices
An MPS has a linear structure naturally suitable for one-dimensional systems. In
this thesis, the MPS framework is applied to two-dimensional systems, even though
two-dimensional generalisations like Projected Entangled Pair States [99] have been
developed. However, MPS provide a well controlled framework.
We utilize the MPS structure for two-dimensional systems by wrapping the lattice
on a cylinder and winding a chain around the cylinder. See figure 3.5 for an illustration.
The two-dimensional system is effectively reduced to a one-dimensional one and MPS
based methods can be used. This happens at the cost of introducing long-ranged
interaction, which consequently limit the circumference of the cylinder that can be
reached as the necessary bond dimension grows exponentially with the circumference.
The latter follows from the linear growth of the entanglement entropy SE with the
circumference, cf. Sec. 3.1.3, and the bond dimension χ needed to encode a state with
entropy SE increases exponentially, such that
χ ∝ eSE ∝ eLcirc . (3.26)
Nonetheless, circumferences of the order of ten sites may be reached even in highly
entangled states of, e.g., quantum spin liquid phases.
By using the infinite variant iMPS, the dimension along the cylinder axis is in the
thermodynamic limit, whereas the second dimension along the circumference is finite.
Due to the latter, the momentum is discretized along one reciprocal lattice vector and
continuous along the second. Thence, the accessible momenta are placed along lines
in reciprocal space. Specific details about the cylinder geometries, their unit-cell and
their lines of allowed momenta are given in the corresponding chapter.
3.2 Transfer Matrix Spectrum
The transfer matrix (TM) of a wave function encoded as an infinite matrix product
state (iMPS) contains full information about the static correlations [100]. Intuitively,
the TM translates the iMPS by a lattice vector along the chain or the cylinder in two
dimensions. For Hamiltonians with only local interactions, the static correlations are
related to the spectral gap [101], e.g. ξ ∼ 1/∆ for z = 1. This statement has been
extended by Zauner et al. [100] to also include momentum, such that the length scale
of the decay of static correlations with a momentum k gives an upper bound on the
spectral gap ǫ(k̃) at a momentum k̃ in the vicinity of k. Hence, the TM spectrum, a
ground state property, provides information about the position of the minimal energy
excitation within the reciprocal space. A connection between the TM eigenvalues and
the exact excitation energies can only be made knowing the Lieb-Robinson velocity
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T : Λi = λi Λi
(b)
T T : T Λ̃i = λ̃i Λ̃i
(c)
qi
qj
Λ̃0 = δi,je
iqi
Figure 3.6: Schematic representation of (a) the regular and (b) the mixed trans-
fer matrix T with translation T applied along the circumference. (c) Dominant
eigenvector Λ̃0 of T
T determines the q quantum numbers associated with each
bond leg.
[102], e.g., from dynamics. If the Lieb-Robinson velocity is not known, the quasi-
energies Ei = − log λi, where λi are the eigenvalues of the TM, are only given up to an
overall energy scale of the Hamiltonian.
On the cylinder geometry and if the symmetry upon translation along the cylinder’s
circumference is not broken, the transverse momentum ky is a good quantum number.
Then, for each ky independently a set of λi exists with a longitudinal momentum
kx = arg λi corresponding to the momentum of minimal energy excitation.
The interested reader will find a rigorous and detailed explanation as well as more
examples in Zauner et al. [100]. Here, the emphasis lies on the technical implementa-
tion in the context of iMPS and particularly in the context of two-dimensional models.
One examples, the anisotropic XY-Heisenberg chain, is provided to illustrate the cor-
respondence between TM spectrum and the excitation spectrum. The TM spectrum
of the exactly solvable Kitaev model on a honeycomb lattice is provided and discussed
in chapter 5.
3.2.1 Implementation
We turn now to the technical realization of obtaining the momentum resolved TM
spectrum. Let λi be the eigenvalues of the transfer matrix with the ordering |λ0| >
|λ1| ≥ |λ2| ≥ ... . By definition the dominant eigenvalue is |λ0| = 1. Generally, λi
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are complex and can be decomposed as λi = |λi|e
iη. The angle η is connected to the
momentum kx along the chain or cylinder. Exploiting the rotational invariance of the
Hamiltonian on the cylinder geometry yields the transverse momentum ky as will be
explained now. In the following, the iMPS shall be in canonical form[103]. A translation
with a lattice vector along the circumference keeps the Hamiltonian invariant and as
such ky can be treated as a regular quantum number. We extract ky by computing the
dominant eigenvector Λ̃0 of the mixed transfer matrix constructed out of the ground
state iMPS and a iMPS with the translation applied, see also Fig. 3.6(b). We like to
remark, that the translation along the circumference is simply given by a permutation
of sites within a ring. If the iMPS is sufficiently converged and the applied translation
is indeed a symmetry, then the dominant eigenvalue λ̃0 of the mixed TM equals unity.
Its eigenvector Λ̃0 has a diagonal form with eigenvalues |λ̃i|e
iq and q being discretized in
steps 2π/n, where n is the number of unit cells around the cylinder. If Schmidt values
are degenerate, the diagonal form becomes block diagonal with blocks for each set of
degenerate Schmidt values. Each block can be diagonalized separately by a unitary
transformation which is then applied to the non-translated iMPS. The momentum
quantum number qi are associated with the entries i along a bond leg in the same way
as Schmidt values are. The TM connects states i and j with corresponding qi and qj ,
hence the transverse momentum is given by ky,(i,j) = qj − qi. The ky label of λi can be
read off from its eigenvector Λi due to the fact, that Λi has only non-zero entries with
the same change of the quantum number qi − qj .
3.2.2 Example: Anisotropic XY-Heisenberg Chain
In Fig. 3.7 we illustrate an exemplary TM spectrum for the anisotropic XY-Heisenberg
chain with transverse field h and anisotropy γ:
H = −J
∑
i
[
(1 + γ)Sxi S
x
i+1 + (1− γ)Syi S
y
i+1 + hS
z
i
]
, (3.27)
This model can be solved exactly [104–108] and its energy spectrum is known [108]. The
plot compares the TM spectrum Ei(ki) = − log λi (blue dots) with the analytical single-
and multi-particle excitations (lines) for a choice of parameter, where the spectrum is
gapped. The position ki = arg(λi) of the minimal eigenvalues Ei coincide nicely with
the minimum in the excitation bands with an even number of particles. Single particle
excitations are not present in the regular TM of the anisotropic XY chain [100]. In
comparison to the dynamical spin-structure factor discussed later, cf. Sec. 3.3.3, we
observe that the TM spectrum includes also four and more particle excitations as long as
an even number is excited. This can be explained by noting, that the TM is not defined
with respect a specific operator. The eigenvalues of the TM spectrum correspond to
any correlation, that is sufficiently relevant to be captured in the ground state MPS.
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Figure 3.7: Quasi-energies E(k) = − log λi of the regular transfer matrix spectrum
λi compared to analytical excitation energies for single- (thin dotted), two- (solid),
four- (dashed), and six-particle excitations (dash-dotted) of the anisotropic XY-
Heisenberg chain with transverse field. The parameters are: γ = 0.1, h = 0.75.
The analytical results are scaled by a factor a = 1.73 in order to match themin(Ei)
with min(E2p(k)), where E2p(k) is the lower edge of the two-particle excitation
band.
3.3 Matrix Product Operator Based Time-Evolution
Dynamical probes provide insights into frustrated systems exhibiting spin liquid be-
haviour. The symmetry of a quantum spin liquid ground state may not be distinguish-
able from a paramagnet, yet its dynamics can be surprisingly rich including fractional-
isation or emergent gauge fields. This motivates to study its dynamics.
3.3.1 Protocol for Time-Evolution
We are interested in the dynamical spin-structure factor S(k,ω) in particular, as intro-
duced in Sec. 2.3.7. Here, the diagonal S(k,ω) =
∑
γ={x,y,z} S
γγ(k,ω) is considered,
where Sγγ(k,ω) is the spatio-temporal Fourier transform of the dynamical correlations
Cγγab (t)
Sγγ(k,ω) = N
∫
dt eiωt
∑
a,b
ei(rb−ra)·k Cγγab (t) , (3.28)
where γ = {x, y, z} is the spin component, ra and rb are the spatial positions of the
spins, and diagonal elements Sxx, Syy, and Szz are considered. N is determined by
normalizing Sγγ(k,ω) as
∫
dω
∫
dk Sγγ(k,ω) =
∫
dk.
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γ
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Figure 3.8: Graphical representation of 〈ψ0|Sγj U(t)S
γ
i |ψ0〉 using the tMPO scheme.
U(t) is discretized in time and constructed in matrix product operator form.
The dynamical spin-spin correlation Cγγab (t) reads
Cγγab (t) = 〈ψ0|Sγa (t)S
γ
b (0)|ψ0〉
= 〈ψ0|U(−t)SγaU(t)Sγb |ψ0〉
= 〈ψ0|SγaU(t)Sγb |ψ0〉 , (3.29)
where the unitary time-evolution operator U(t) = e−i(H−E0)t is modified by subtracting
the ground state energy E0. Thus, the time-evolution U(−t) acts trivially on the ground
state 〈ψ0|U(−t) = 〈ψ0|.
Equation (3.29) provides a numerical protocol: (i) Obtain the ground state wave
function |ψ0〉 encoded as iMPS using DMRG and enlarge the iMPS unit cell along
the cylindrical axis to make room for the excitation to spread spatially, (ii) apply spin
operator Sγi at site i, (iii) time-evolve the MPS by U(t), (iv) apply S
γ
j at j, and (v)
compute the overlap. For an illustration of the protocol see Fig. 3.8.
The crucial part is to perform the real-time evolution. As we intend to study two-
dimensional systems, which by mapping them back to chain introduce couplings beyond
nearest neighbor, standard methods like time-evolving block decimation are inefficient
if even applicable at all. Instead, Zaletel et al. [96] developed a method by representing
the time-evolution operator U(t) as a matrix product operators (MPO).
3.3.2 Represent the Time-Evolution Operator as MPO
To implement the numerical protocol, Fig. 3.8, an efficient time-evolution is needed.
Zaletel et al. [96] introduce an MPO representation of the time-evolution operator
U(t) = etH , (3.30)
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assuming that a Hamiltonian H written in a compact MPO form, Eq. (3.23), is given.
Let H =
∑
iHi be a sum of local terms, then Eq. (3.30) can be rewritten in a series
expansion
U(t) = 1 + t
∑
i
Hi +
t2
2
∑
i,j
HiHj +
t3
6
∑
i,j,k
HiHjHk +O(t
4) . (3.31)
In order to proceed from here, approximations are necessary.
For a first MPO representation of Eq. (3.30), any product containing two or more
overlapping Hi, Hj will be neglected. Then, Eq. (3.31) gets
U I(t) = 1 + t
∑
i
Hi + t
2
∑
i<j
HiHj + t
3
∑
i<j<k
HiHjHk + · · · . (3.32)
This is an approximation affecting the second and higher order terms, thus leading to
an error of O(t2). Note, that prefactors of 1/2 or 1/6 are absent due to a different
counting of the terms. U I(t) allows for an exact MPO representation
Ŵ I(i)(t) =
(
1̂ + t
√
D̂
√
tĈ√
tB̂ Â
)
(i)
, (3.33)
where Â, B̂, Ĉ, and D̂ are known from the MPO representation of the Hamiltonian, cf.
Eq. 3.23. From the dimensions of those local operators, one obtains a bond dimension
of χ = 1 +Ni for W
I
(i), which is reduced by one compared to the MPO representation
of the Hamiltonian.
One can improve the approximation (3.32), by additionally considering terms which
overlap by a single site. Then, the time-evolution operator reads
U II(t) = 1 + t
∑
i
Hi +
t2
2
∑
〈ij〉
HiHj +
t3
6
∑
〈ijk〉
HiHjHk + · · · . (3.34)
Here, 〈ij〉 denote such pairs of local terms Hi, Hj , that do not overlap at all or at a
single site. Still, the approximation enters in the second and higher order terms and
the error is of order O(t2) per site, or O(Lt2) in total. However, on-site terms are
now captured correctly to all orders. Casting (3.34) into MPO form, needs further
approximations, but of lower order O(Lt3), and are thus not relevant. How to obtain
Ŵ II is more complicated and is thus not captured here, but the reader finds more
details in Ref. [96]. Applying Ŵ I/II to a wave function encoded as MPS increases the
bond dimension of the MPS to χ′MPS,i = χMPO,i ·χMPS,i. To keep the time-evolved MPS
compact, it has to be truncated after each time-steps either by Schmidt decomposition,
or by variational methods [98].
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Figure 3.9: Dynamical spin-structure factor
Heisenberg chain with transverse field. The
used: γ = 0.1, h = 0.75. Analytical results
excitations (dotted lines) and the two particle continuum (solid lines with white
shading in between). Bright areas highlight large intensity.
A higher order approximation, let us say with errors of order O(Ltp), can be ob-
tained by a subsequent application of W I/II(ti) with a particular sequence of times
t1, t2, . . . , tn, that is
W (t1)W (t2) · · ·W (tn) = U(t) +O(Lt
p) . (3.35)
Comparing order by order of (3.35) up to the desired accuracy gives constraints on the
time sequence. Ref. [96] provides a sequence for a second-order time stepper
W (t1)W (t2) = U(t) +O(Lt
3) , (3.36)
with two steps and times t1 = (1 + i)t/2 and t2 = (1 − i)t/2. As with any numerical
time-integration method, improving to order of the error or the accuracy requires to
increase the number steps in a sequence. In particular, going to order O(Lt4) needs
four steps, O(Lt5) requires seven steps, etc . . . . To keep the MPS representation of the
time-evolved wave function compact, it would be preferable to apply the truncation
after each step. However, the truncation error imposed on the multi-step schemes is
not included in the above method and may be checked separately.
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3.3.3 Example: Anisotropic XY-Heisenberg Chain
As done for the transfer matrix spectra, cf. Sec. 3.2.2, an example is provided, which
is based on the anisotropic XY-Heisenberg chain with transverse field
H = −J
∑
i
[
(1 + γ)Sxi S
x
i+1 + (1− γ)Syi S
y
i+1 + hS
z
i
]
. (3.37)
In Fig. 3.9 the dynamical spin-structure factor Syy(k,ω) is presented using a set of
parameters within the ferromagnetic phase (with ferromagnetic order along the x com-
ponent). Applying an Sy operator flips a spin and creates two domain walls. Conse-
quently, there is no spectral weight for a single quasiparticle (single domain wall). The
energy induced by the spin-flip splits across the two domain walls and forms a contin-
uum. The continuum reaches from the minimum of the sum of two single-particle bands
ε2(k) = mink=k1+k2(ε1(k1) + ǫ1(k2)) to the corresponding maximum. In the present
model, a single spin flip does not induce more than two domain walls and multi-particle
excitations beyond two particles are not captured by Syy(k,ω). This is to be seen in
contrast to the transfer matrix spectrum, which does contain also multi-particle exci-
tation beyond two quasi particles.
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Kitaev-Heisenberg Model
4.1 Introduction
The Kitaev-Heisenberg model has been introduced and discussed as a minimal model for
several materials including Na2IrO3, Li2IrO3 [85], and α-RuCl3 [109]. The pure Kitaev
model is an exactly solvable spin-1/2 model harbouring quantum spin liquid ground
states with anyonic excitations. The Heisenberg term, here only between nearest neigh-
bors, can be thought of as being the simplest extension of the Kitaev model relevant
to real materials. Questions about the stability of the quantum spin liquid phase arise,
as well as possible experimental signatures within or when being proximate to it. First
numerical studies of the ground state phase diagram of the Kitaev-Heisenberg model
have shown an extended quantum spin liquid phase for small J and four symmetry
broken phases for larger J [85].
The dynamical response functions of the pure Kitaev model are known exactly and
reveal characteristic features [22, 110], such as a spectral gap in the dynamical spin
structure factor due to a spin flip creating a gapless Majorana and also a gapped flux-
pair excitation. This feature is perturbatively stable to small J [111], but the influence
of J on high-energy features or, non-perturbatively at low energies, is unclear and of
ongoing interest [112]. Furthermore, the possibility of high-energy features signifying
to be proximate to a spin liquid is of recent interest [113, 114], such as for the currently
much-studied α-RuCl3 [28, 109, 114–122], whose low-energy physics is consistent with
spin waves on an ordered background, but whose broad high-energy features resemble
those of the Kitaev quantum spin liquid (KSL). In particular, for intermediate energy
scales there are star-like features [28] apparently arising from a combination of spin
wave and quantum spin liquid (QSL) physics.
Here, a combination of the infinite density-matrix renormalization group method
for obtaining the ground state and a matrix-product operator based time-evolution
will be utilized as introduced in chapter 3. The latter enables to extract dynamical
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response functions for generic two-dimensional spin systems in a non-perturbative way.
With this, dynamics of exotic phases can be accessed that can occur in frustrated
systems. Moreover, it is also very useful for regular ordered phases where one would
conventionally use large-S approximations, which in some cases cannot qualitatively
explain certain high energy features [28, 123].
This chapter is divided into the following sections. First, the ground state phase
diagram is revisited and previously found phases are confirmed. The infinite cylin-
der geometry allows to numerically confirm that the gaplessness of the KSL remains
throughout the entire phase when a small Heisenberg perturbation is applied. Secondly,
the matrix product operator based time evolution algorithm [96] is utilized to obtain
the dynamical spin-structure factor of different (non-soluble) phases of the Kitaev-
Heisenberg model. Most notably, broad high energy continua are observed even in the
ordered phases, which are moreover similar to the high energy features in the nearby
spin liquid phase. This provides a concrete realisation of the concept of a proximate
spin liquid, which was recently invoked in the context of neutron scattering experiments
on α-RuCl3.
4.2 Ground State Phase Diagram
The Hamiltonian of the Kitaev-Heisenberg model (KHM), as a part of Eq. (2.46), reads
H =
∑
〈i,j〉γ
2KγS
γ
i S
γ
j + J
∑
〈i,j〉
Si · Sj . (4.1)
The first term is the pure Kitaev model exhibiting strongly anisotropic spin-exchange
coupling [16]. Neighboring spins couple depending on the direction of their bond γ with
SxSx, SySy or SzSz (Fig. 4.1). This strongly anisotropic coupling leads to exchange
frustration and harbours a quantum spin liquid ground state. See section 2.3 for more
details. The second term in Eq. (4.1) is the SU(2)-symmetric Heisenberg term. Here,
the coupling J and K are varied using a trigonometric parametrization J = cosα
and K = sinα with isotropic Kγ = K. For α = ±
π
2 , the pure Kitaev model in the
gapless phase (B-phase) is recovered, which is stable under time-reversal symmetric
perturbations [16].
The phase diagram of the KHM on a honeycomb lattice is mapped out by employing
infinite Density Matrix Renomalization Group (iDMRG) as introduced in Sec. 3.1. The
lattice is wrapped on an infinite cylinder with its unit cell and circumference Lcirc chosen
such that the corresponding momentum cuts contain the gapless Majorana modes of
the Kitaev spin liquid. For the pure isotropic Kitaev model, there are gapless Majorana
cones at K and K ′ on the corners of the first Brilluoin zone, Fig. 4.1(b). The full KHM
retains the C6 symmetry of the Kitaev model on a honeycomb lattice implying that in
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(a)
x y
z
n2 n1
n2 n1
k2 k1
(b)
Figure 4.1: (a) x, y, and z edges of an honeycomb lattice, which correspond to
Kitaev exchange couplings Sγi S
γ
j with γ = x, y, z. (b) Allowed k-vectors (or-
ange lines) for an infinite long cylinder with circumference Lcirc = 6 and periodic
boundary condition along n2. Black nodes picture the position of the gapless
Majorana cones.
the two-dimensional limit these cones cannot shift. The iDMRG method determines
the ground state of systems of size Lx × Lcirc where Lcirc is finite with up to 12 sites.
Lx is defined along the cylinder’s axis and by contruction in the thermodynamic limit.
An iDMRG cluster is repeated along Lx to mimic the thermodynamic limit. As such
the cluster has to be sufficiently sized to fit relevant ordering patterns, e.g., in case of
magnetic order, the iDMRG cluster size has to be an integer multiple of the magnetic
unit cell both along the axis and the circumference of the cylinder.
The resulting phase diagram for Lcirc = 12 is shown in Fig. 4.2, which agrees with
previous studies [83–86, 124, 125]. For this Lcirc, the system is compatible with the
Klein-duality, that is a four-sublattice transformation mapping the zigzag to antifer-
romagnetic and the stripy to ferromagnetic order [83]. Plotted are the ground state
energy and the entanglement or von-Neumann entropy
S = −Trρred log ρred , (4.2)
of the reduced density matrix ρred for a bipartitioning of the cylinder by cutting along a
ring. Both the cusps in the energy density and the discontinuities of the entanglement
entropy indicate first order transitions. A careful finite size scaling is difficult because of
the large bond dimension needed and thus it is not possible to make definite statements
about the order of the transitions in the limit Lcirc → ∞.
The symmetry broken phases can be identified by measuring the local magnetic
moment: (i) a Néel phase extending around the pure antiferromagnetic (AF) Heisenberg
point, −0.185 < α/π < 0.487, (ii) a zigzag phase ranging from 0.513 < α/π < 0.894,
(iii) a ferromagnetic (FM) phase ranging from 0.894 < α/π < 1.427 around the pure
FM Heisenberg point, and (iv) a phase with stripy order from 1.559 < α/π < 1.815.
The FM and its dual phase with stripy order are characterised by an almost saturated
staggered magnetisation, cf. Fig. 4.3. Quantum fluctuations are absent at α = π and
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Figure 4.2: Phase diagram for an infinite cylinder with circumference Lcirc = 12
obtained using iDMRG. The black l corresponds to the ground state energy density
and the blue line to the entanglement entropy for a bipartition of the cylinder into
a left and right half. The insets illustrate the ordering pattern of the magnetic
phases. Two spin liquid phases exist around the pure Kitaev model (α = 0.5π
and 1.5π). Dashed lines illustrate the phase boundaries. A bond dimension of
χ = 1200 states per site is used.
1.75π and remain small in the full range of the corresponding phases.
Note that due to the mapping of the two-dimensional lattice onto a chain, Mermin-
Wagner-Coleman [126] applies at the pure AF-Heisenberg point and suppresses long
range Néel order. In fact it is replaced by a gapped symmetry-preserving state, which
extends over a finite region in parameter space [127, SM]. Because of the bond dimen-
sion χ = 1200 not being large enough to capture the symmetry-preserving state for
cylinders with Lcirc = 12, the expected ordered phases are observed with a finite, but
presumably reduced, staggered magnetisation, cf. Fig. 4.3.
The two Kitaev spin liquid phases between Néel and zigzag as well as between FM
and stripy are characterised by the conserved fluxes 〈Wp〉 ≈ 1. Furthermore, the KSL
are gapless, as expected for the B-phase. In order to observe the gapless sector, one
has to note that the KSL exhibits two sectors on the cylinder determined by a Wilson
loop encircling the cylinder. Similar to the plaquette operators Wp =
∏
j∈P σ
γj
j , let us
define a loop operator around the cylinder as
Wl =
∏
j∈loop
σ
γj
j , (4.3)
where γi = {x, y, z} corresponds to the bond at site i that is not part of the loop.
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Figure 4.3: Several observables complementing the phase diagram in Fig. 4.2:
staggered magnetisation |M | normalised to 1 (top), average of plaquette fluxes
〈Wp〉 (mid), and the cylinder flux Wl corresponding to a loop around the cylinder
(bottom). Dashed lines illustrate the phase boundaries.
Following Sec. 2.3.2, Wl can be expressed in terms of Z2 gauge field variables ujk [16]
W̃l =
∏
(j,k)∈loop
ujk . (4.4)
For here chosen lattice periodicity, cf. Fig. 4.1, both loop operators are related by a
minus sign. Thus, Wl → +1 (periodic boundary condition of the fermions) translates
to Wl → −1, which corresponds to the gapless sector assuming a cylinder geometry is
used such that cuts in reciprocal space go through the nodes of the Majorana cones.
The second sector (antiperiodic boundary condition of the fermions) is always gapped
and has a lower ground state energy than the gapless sector. Thus, the gapless state is
a metastable state.
Regarding the computation of the ground state, iDMRG is initialized with a state
|ψ〉 that has 〈ψ|Wl|ψ〉 = ±1 depending on the desired sector. Table 4.1 contains the
phase transitions for the gapped and the gapless sector and compares it to results
using exact diagonalization (ED) [112] and infinite Projected Entangled Pair States
(iPEPS) [86]. As the gapped sector with a non-zero flux through the cylinder has a lower
energy, its stability is enhanced and the stability of the KSL phase is overestimated.
This effect is more pronounced for a small circumference L2 = 6 because of the energy
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Table 4.1: Transition points in α/π for different circumferences and sectors com-
pared to exact diagonalization (ED)[112] and infinite Projected Entangled Pair
States (iPEPS)[86].
ED iPEPS DMRG
L2 = 6 L2 = 12
gapped gapless gapped gapless
AF/KSL 0.488 0.487 0.484 0.494 0.485 0.487
KSL/ZZ 0.510 0.513 0.523 0.513 0.514 0.512
FM/KSL 1.399 1.432 1.405 1.44 1.421 1.428
KSL/ST 1.577 1.557 1.573 1.548 1.562 1.558
0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2
log(ξ)/6
1.6
1.7
1.8
1.9
2.0
2.1
2.2
S
α = 1.500π
α = 1.530π
α = 1.540π
α = 1.546π
Figure 4.4: Entanglement entropy S of a bipartition of the cylinder vs the logarithm
of correlation length ξ for different bond dimensions up to χ = 1024 and a narrow
cylinder with L2 = 6 sites circumference. The lines correspond to a central charge
of c = 1.
splitting depending inversely on the circumference. With this in mind, it is notable how
well the phase boundaries obtained using iDMRG agree with those from the iPEPS
simulations, which are by construction working in the two dimensional limit.
Further on, employing a finite entanglement scaling approach [90, 93, 94] in the
gapless sector confirms the expected chiral central charge c = 1 for both KSLs. Fig. 4.4
shows S and log ξ for various χ of up to 1024. The lines serve as a guide to the eye
corresponding to a slope with c = 1. The numerical data for the KSL at α = 3/2π
agrees well with the scaling. This reflects the fact, that the KSL can be mapped to a free
fermion problem with two Majorana cones in the first Brillouin zone, each contributing
1/2 to the central charge. The gapless nature persists within the whole KSL phase
with small Heisenberg interaction.
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4.3 Dynamical Spin Structure Factor
Starting from a ground state |ψ0〉 obtained using iDMRG and encoded as a matrix-
product state (MPS), the dynamical spin-structure factor S(k,ω), Eq. (2.42), is ob-
tained by a spatio-temporal Fourier transform of the dynamical correlation function
Cγγij (t) = 〈ψ0|S
γ
i (t)S
γ
j (0)|ψ0〉 , (4.5)
where γ = {x, y, z} and Sγi is the spin component at site i.
The real-time correlations Cγγij (t) are computed using the matrix-product operator
based time evolution method (tMPO) [96] described in Sec. 3.3. In contrast to standard
methods like time-evolving block decimation, tMPO allows to efficiently handle the
long-range interactions stemming from unraveling the cylinder to a one-dimensional
system. Applying a local excitation, like Sγi (0), breaks the translational invariance used
to encode the infinite wave function. Thus, the ground state MPS is modified in that
the unit cell size is enlarged and the infinite boundaries are pushed further out. This
provides room for the excitation to spread (which in case of a gapped system happens
in a light cone fashion) and provides an upper limit for the time-evolution, as we can
only expect the time-evolution to represent the physics of an infinite system as long as
the excitation does not hit the boundary. This follows the general strategy laid out in
Refs. [128–130]. The entanglement will not only spread but also grow locally. However,
this entanglement growth and the resulting growth of the required number of states is
expected to be slow as the ground state gets only perturbed locally. Thus, long times
can be reached even in the cylinder geometry. The data is processed further to avoid
oscillations due to the finite-time window. Firstly, the real-time data is extended in
time using linear predictive coding. Secondly, the extended real-time data is multiplied
with a Gaussian (σt ≈ 0.43T ) to suppress long time oscillations. This corresponds to
a broadening in ω-space (σω ≈ 2.3T ). Linear predictive coding is used to allow room for
the tail of the Gaussian, but σt is chosen such that only a small fraction of the spectral
weight contributes from the predicted part [131]. If not stated otherwise, results for
the diagonal S(k,ω) =
∑
γ S
γγ(k,ω) are presented. The results of the numerical time-
evolution presented for the KHM are obtained by Ruben Verresen, a collaborator on
the joint publication [127]. The main aspects are summarized below.
Figure 4.5 shows S(k,ω) in different phases of the KHM along the central cut
k2 = 0 including the Γ and M high-symmetry points. All plots have an intrinsic
broadening σω ≈ 0.06 caused by the above mentioned Gaussian envelope. The first
panel, Fig. 4.5(a), for α = 1.1/π within the ferromagnetic phase features a well resolved
magnon mode in agreement with linear spin-wave theory (LSWT). Note, that LSWT
is not able to capture the small gap ∆ ≈ 0.05|J | at Γ, which is caused by the Kitaev
coupling 2K = 0.65J .
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Figure 4.5: S(k,ω) for cuts k
a ω-resolution σω ≈ 0.06. Dashed
the data for all allowed cuts.
Antiferromagnet with small spin
solid blue line shows next order
proximity of the KSL (L2 = 6).
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For the second panel, Fig. 4.5(b), a small XXZ anisotropy ∆XXZ = 1.1 is added
to the pure AF Heisenberg coupling α = 0 to induce a small gap and stabilize the
Néel ordering1. The tMPO result features significant deviations from LSWT. However,
second order spin wave theory for the XXZ-model [132] improves. Moreover, the spec-
tral weight in the spin wave is reduced, indicating higher-order magnon contributions
becoming more important. The third panel, Fig. 4.5(c), shows S(k,ω) for α = 0.455π
still within the Néel phase but closer to the quantum spin-liquid phase and without
the XXZ anistropy. Here, the magnon band flattens and attains a broader line shape.
Lots of the spectral weight shift from the magnon band to higher energies. LSWT
describes a flattening of the magnon band. The high-energy continuum is generically
not accounted for, as is a possible repulsion of the magnon band due to the nearby
continuum. As in the FM phase at α/π = 1.1, the Kitaev coupling induces a gap not
captured within LSWT.
Higher order spin-wave theory may help to gain insight, but has not been applied
so far.
Let us turn now to a discussion about the dynamics of the zigzag phase. The zigzag
ordering is observed in α-RuCl3 [28, 114, 115]. To allow a phenomenological comparison
between experiment and the dynamical spin-structure factor obtained with tMPO, the
presentation in Fig. 4.6 is changed to constant energy cuts. One representative cut each
for low, intermediate, and high energy. The top row shows the exact results for the two-
dimensional quantum spin-liquid phase in the Kitaev limit α = 0.5π. Subsequent rows
show the tMPO result for increasing α/π = {0.55, 0.7, 0.8}. Here, the circumference is
increased to Lcirc = 12 to obtain more cuts in reciprocal space. This, however, requires
to shorten the time cut-off to T = 10 and leads to an intrinsic broadening in frequency
of σω ≈ 0.23. The latter recovers to some extent the integration over energy applied
to the scattering data. Data for smaller circumferences, but longer times, is presented
in the supplemental material of Ref. [127]. For the tMPO data, an averaging over all
three ordering directions is taken.
At low-energies, the Kitaev quantum spin liquid (KSL) exhibits broad features
with vanishing weight at the central Γ-point and large spectral weight at Γ′ (edges
of the second Brillouin zone), reflecting the antiferromagnetic nearest neighbor spin-
spin correlations. During the time-evolution, the spin-spin correlations remain strictly
zero beyond nearest neighbor causing the broad continuum in k-space. Moving to the
zigzag phase, the onset of spin-wave bands appears at the M -points. For α = 0.55π,
the intensities at the M -points are different due to finite-size effects on the cylinder
geometry breaking the C6-symmetry of the Kitaev-Heisenberg model. At intermediate
1The small XXZ anisotropy is necessary to gap the magnons and allow long-range order. The pure
Heisenberg AFM does not have a long-range ordered ground state on the cylinder geometry due to a
gapless Higgs mode and Mermin-Wagner-Coleman [126] applying.
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Figure 4.6: S(k,ω) at three different energies for four models: KSL at α = 0.5π
(analytic result, 2D), and zigzag order at α = 0.55π, 0.7π, 0.8π with L2 = 12.
Figure is taken from [127].
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and high energies, the KSL has generally less spectral weight, but with a maximum
at Γ forming a broad circular feature. It appears, that this broad circular feature
carries over to the zigzag phase with declining energy and spectral weight as α is tuned
away from the KSL phase. It is this persistence of the broad high energy features
characteristic of the KSL phase across the transition into the zigzag phase, which is
the essence of the idea of a proximate spin liquid. This concept was recently invoked
for the putative Kitaev-compound α-RuCl3 [28, 85, 109, 114]. However, its specific
microscopic Hamiltonian likely contains important terms beyond the KHM studied in
this chapter [116, 133–135], e.g., among others the symmetric-antisymmetric Γ exchange
studied in chapter 5.
A direct comparison of the tMPO data at α = 0.7π with experimental data for
α-RuCl3 [28], in particular Fig. 2 and Fig. 3 therein, reveals some phenomenological
similarities: at high energies both exhibit characteristic broad feature at Γ that de-
forms to a star-like shape with prongs at the M -points presumably due to overlapping
with the diffuse remnants of the spin waves. The onset of the spin wave dispersion
is clearly visible as high-intensity dot around M . However, α-RuCl3 also features low
energy spectral weight at Γ not present in the spectrum of the KHM. This feature may
be caused by two-magnon processes that are allowed if a significant Γ-exchange and
ferromagnetic K is considered, but such two-magnon processes would be suppressed
for antiferromagnetic K [135].
4.4 Conclusion
In this chapter, the phase diagram of the Kitaev-Heisenberg model has been revisited
using the (quasi-)two-dimensional iDMRG method. The transitions points from the
ordered phases into the Kitaev spin liquid are slightly renormalized in comparison to
exact diagonalization which is known to be prone to finite-size effects. Utilizing a
cylindrical geometry with one dimension being infinite enables to verify the gapless
nature of the Kitaev spin liquid: the finite-χ scaling of the MPS is consistent with a
central charge of c = 1.
A new method for obtaining the dynamical properties of generic lattice spin model
in (quasi-)two dimensions has been applied. An extended continuum in the ordered
phases close to the Kitaev spin liquid is observed that possesses high-energy features
similar in appearance within reciprocal space to those of the Kitaev spin liquid. These
features are beyond spin-wave theory and, thus, provide a concrete of the concept of a
proximate spin liquid. The spectrum of the zigzag phase bears some resemblance with
the neutron scattering data for α-RuCl3 at high energies. However, at low energies
α-RuCl3 exhibits spectral weight at the Γ high-symmetry point, which is not observed
in the Kitaev-Heisenberg model.
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Chapter 5
Kitaev-Gamma Model
5.1 Introduction
Despite first studies [83, 114] suggesting the Kitaev-Heisenberg model, see chapter 4,
as a minimal approach to describe experimental inelastic neutron scattering data of
α-RuCl3 [28, 114, 136], follow up ab initio computations indicate that the symmetric-
anisotropic Γ-interaction may be even more dominant [137]. This dominance of K- and
Γ-interactions is also pointed out in studies of multi-orbital Hubbard model [134]. Fur-
thermore, metal-organic frameworks with Ru3+ or Os3+ ions are proposed as possible
quantum spin liquid materials with significant K–Γ [87]. Using exact-diagonalization
on finite size clusters Catuneanu et al. [138] suggest already that the K–Γ model may
host quantum spin liquid phases in an extended region of the phase diagram. Such a
method is prone to finite-size effects and, in fact, in the ED study they introduced a
spatial anisotropy in the Kitaev interaction as an attempt to circumvent such finite size
effects. Adding a small J3, third nearest neighbor Heisenberg, leads to a transition to
the zig-zag ordered ground state that is observed experimentally for α-RuCl3.
Classically, both the pure Kitaev and the pure Γ model are spin liquids with an
extensive ground state degeneracy [61, 139]. Turning on quantum fluctuations results
in a quantum spin liquid phase in the Kitaev limit [16], but a clear understanding is
lacking in pure Γ limit.
In this chapter, the K–Γ model is studied using matrix product states (MPS) and
the infinite density matrix renormalization group (iDMRG) method [23, 140, 141], as
introduced in Sec. 3.1. Being a standard method for one-dimensional systems, it has
been applied successfully in two dimensions by wrapping the lattice on a cylinder a
winding a chain around the cylinder. This allows to use a non-perturbative technique
to investigate frustrated or strongly correlated methods, but the cylinder geometry may
cause finite-size effects which have to be examined carefully.
First, we focus on ground state properties like energy, entanglement entropy, flux-
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average, magnetization, and static structure factor for the K–Γ model. An extended
region in the phase diagram ranging from ferromagnetic Kitaev- to the antiferromag-
netic Γ-interaction exhibits a quantum paramagnetic state. At the same time, the
entanglement entropy remains comparably high as in the gapped sector of pure Kitaev
limit. In comparison, the entanglement entropy of a magnetically ordered phase for
antiferromagnetic Kitaev interaction is much lower, because it extends around a point
dual to the ferromagnetic Heisenberg-limit [142].
Once the ground state wave function is obtained using iDMRG and encoded as an
MPS, its transfer matrix (TM) is utilized to test for possibly coherent excitations. In
a recent work Zauner et al. [100] proofed a mapping between the complex eigenvalues
and low-energy excitation spectra as a function of momentum. Furthermore, exploiting
the translation symmetry around the cylinder [143] enables to map out the low-energy
excitation spectra along cuts in reciprocal space. The main finding is, that the lower
edge of the excitation spectra moves coherently in momentum space in a well-defined
fashion as a function of Γ/K. This may already suggest that these states are non-
trivial and likely correspond to a quantum spin liquid. More so, the TM spectrum has
an emergent symmetry in its momentum dependence, The same symmetries are found
in the single- and two-particle spectra of a Majorana mean-field theory.
This chapter is organized as follows. The K–Γ model is defined in the next section
5.2 including the iDMRG results and its phase diagram. In section 5.3 the transfer
matrix (TM) spectrum is introduced and discussed. A short summary of a Majorana
based MFT is given in section 5.4 and compared to the TM spectrum. A discussion of
the results follows in section 5.6
5.2 Ground State Phase Diagram
The K–Γ model is a part of the general Hamiltonian under consideration of the sym-
metries relevant to the Kitaev compounds, cf. Sec. 2.3.8. The Hamiltonian of the K–Γ
model is given by
H =
∑
〈ij〉∈x
KxS
x
i S
x
j + Γx(S
y
i S
z
j + S
z
i S
y
j )
+
∑
〈ij〉∈y
KyS
y
i S
y
j + Γy(S
x
i S
z
j + S
z
i S
x
j )
+
∑
〈ij〉∈z
KzS
z
i S
z
j + Γz(S
x
i S
y
j + S
y
i S
x
j ), (5.1)
where Sαi are spin-1/2 operators at site i of a honeycomb lattice. Unless otherwise
noted, the isotropic case is considered, Kγ = K,Γγ = Γ. Throughout the following, K
and Γ are parameterized using a trigonometric parametrisations such that K = − cosφ
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Figure 5.1: Top: Plaquette-flux average 〈Wp〉, see main text for more details. The
lines in gray are the minimal and maximal values of Wp. Bottom: Ground state
energy density, EGS , of the K–Γ model, and the corresponding entanglement en-
tropy, SE , for a bipartition of the cylinder determined using iDMRG for cylinders
with circumference Lcirc = 6. Cusps in EGS are indications of first order phase
transitions. The inset illustrates the unit cell used for iDMRG.
and Γ = sinφ. The iDMRG method with bond dimensions of up to χ = 400 is used to
obtain the ground state of this model on a narrow infinite cylinder with a three unit cell
circumference (Lcirc = 6). Figure 5.1 shows the ground state energy density, EGS , as
a function of the parameter 0 < φ < π. Starting from the ferromagnetic Kitaev limit,
φ = 0, EGS evolves smoothly through the Γ limit, φ = π/2. A discontinuity appears at
φ ≈ 0.6π and again slightly before the anti-ferromagnetic Kitaev limit, φ = π. The two
discontinuities are associated with a transition into, and out of, a magnetically ordered
vortex state, which becomes an exact product state for φ = 3π/4. This is evident in a
plot of the entanglement entropy, SE , also in Fig. 5.1, showing a vanishing SE at this
point. Notice that the entanglement entropy remains of comparable magnitude as that
of the Kitaev limit in the entire region of 0 < φ < 0.6π. The plaquette flux around a
hexagon Wp =
∏
i∈P σ
γ(i)
i , where γ(i) is the label of the bond at site i that is not part
of the loop, commutes with the bare Kitaev Hamiltonian, φ = {0,π}, and splits the
Hilbert space into subspaces. In that limit, the ground state is in the flux-free sector,
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Figure 5.2: Staggered magnetization
tom), calculated using iDMR
symmetry points.
〈Wp〉 = +1. The average plaquette
the same point where SE has a cusp. Beyond that Wp stays almost constant with slight
cusps where the magnetically ordered state is entered, and a kink back to Wp = +1
signaling the transition to the KSL at φ/π = 0.96. Within the magnetically ordered
state, Wp is not translationally invariant. One out of the three sublattices formed by
the hexagons has Wp = −1. Thus, the selected magnetically ordered ground state is
related to the classical ground state manifold discussed for the pure Γ-model [139].
Consequently, iDMRG shows a finite staggered magnetization in 0.6π < φ < 0.96π, as
well as an enhanced spin-structure factor, Fig. 5.2, all consistent with a magnetically
ordered phase illustrated in Fig. 5.3. This phase extends around a point, φ/π = 0.75,
with hidden SU(2)-symmetry [142]: a six-sublattice transformation maps the Kitaev-
and Γ-interaction to the ferromagnetic Heisenberg model, whose ground state is a simple
product state with a global SU(2)-symmetry. Being a product state, the entanglement
entropy is strictly zero. Applying the sublattice transformation breaks the global SU(2)
symmetry and leads to a plethora of seemingly different ground states including Néel or
the coplanar 120◦ state discussed in [142]. However, on the K–Γ axis a different order
is selected, where the spins are pairwise antiparallel and the pair alternately aligned
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〈Sz〉
〈Sy〉
〈Sx〉
Figure 5.3: Illustration of the spatial magnetisation within the magnetically ordered
phase. The spins are aligned along the cubic axis.
along the x-, y-, or z-direction.
The subsequent sections address the question of the nature of the ground state
outside of the magnetically ordered state. The large entanglement and lack of magnetic
order suggest that the ground state in this region is occupied by quantum spin liquid
phases. However, a small discontinuity at φ ≈ 0.025π in both the entanglement entropy
and the spin-structure factor as well as the vanishing Kitaev-fluxes raise the question
whether there exists a subtle transition between different kinds of spin liquid phases.
To address this issue, and to gain insight into the low-energy physics of the K–Γ model
as φ is tuned from the Kitaev to Γ limits, a detailed examination of the transfer matrix
spectrum follows.
5.3 Transfer Matrix Spectrum
The transfer matrix is constructed from an infinite MPS, which encodes the ground
state being obtained using iDMRG. As introduced in section 3.2, the eigenvalues λi of
the transfer matrix are complex in nature, λi = e
−ǫi+iηi . Its argument arg λ is identi-
fied with the longitudinal momentum along the cylinder axis, kx,i ∼ ηi = arg λi. The
transverse momentum ky follows from the translational invariance along the circumfer-
ence and is discretized, ky = 2πn/Lcirc, depending on the circumference Lcirc. Here, a
cylinder with Lcirc = 3 is used, thus transverse momenta ky = 0,±2π/3 are available.
Zauner et al. [100] have been demonstrating the correspondence between the complex
eigenvalues of the transfer matrix and the excitation spectrum, E(k) ∼ E(kx, ky), with
the above momenta and the energy identified via Ei ∼ ǫi = − ln |λi|.
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Figure 5.4: Quasi-energies E(k)− log |λ| with each point corresponding to a single
eigenvalue λ, where λ = |λ|eiη and η is identified with the momentum kx along the
cylinder. ky denotes the transverse momentum obtained as a quantum number
with respect to translation along the cylinder. Top: isotropic Kitaev model with
Kx = −1, Ky = −1., and Kz = −1., Bottom: anisotropic Kitaev model with
Kx = −1, Ky = −1.2, and Kz = −0.9. Lines display the analytic results of
the single-particle (solid) and two-particles (dashed) lowest energy excitation [16]
on the corresponding momentum cuts: ky = 0 (blue), ky = 2π/3 (red), and
ky = −2π/3 (green). The analytic results are scaled by a factor a = 0.38.
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5.3.1 Kitaev Limit
Taking the limit φ → 0 of Eq. 5.1 one obtains the exactly solvable Kitaev model
on a honeycomb lattice [16]. If the Kitaev couplings are isotropic Kx = Ky = Kz,
the model exhibits gapless Dirac nodes at the K-points of the Brillouin zone. More
specifically, there exist two (Majorana) Dirac nodes at K and K ′ = −K. In the TM
spectrum plotted in Fig. 5.4(a), the gapless excitations become apparent as pillars of
eigenvalues at k = (kx, ky) = (2π/3,−2π/3) (green) and similarly at (−2π/3, 2π/3)
(not shown). Two particle low-energy excitations occur at K +K ′ = Γ = (0, 0) (blue),
and at K ′ + K ′ = K (green). The latter lies exactly on top of the gapless single
particle excitations and cannot be distinguished. Once the Kitaev couplings, Kγ , are
tuned away from isotropy, cf. Fig. 5.4(b), the Dirac node moves and odd-numbered
particle excitations get separated in reciprocal-space from even-numbered. Here, the
anisotropy is chosen such that the Dirac nodes leave the allowed momentum cuts of
the cylinder, and a small gap is introduced. The agreement between the (kx, ky) of the
TM eigenvalues and the minima of excitation bands are striking. Remarkably, the TM
spectrum recovers single-, three-, etc. particle excitations as well as two-, four-, etc.
particle excitations.
5.3.2 K–Γ Model
Moving away from the exactly solvable Kitaev limit, we now turn to analyze the transfer
matrix spectrum of the K–Γ model, Fig. 5.5, which shows the transfer matrix spec-
trum, E(kx, ky), for various values of φ. Similarly to the Kitaev limit, minima in the
continuum of excitations are clearly identified at k = (0, 0), (π/3, 2π/3), (2π/3,−2π/3),
and (π, 0). All, however, are gapped. This can be understood in the context of Majo-
rana fermions by noting that the cylindrical geometry breaks the symmetry between x
bonds and y, z bonds, which in turn can lead, for Γ > 0, to anisotropic hopping ampli-
tudes, and the gapping out of the fermions. To corroborate this point, Fig. 5.6 depicts
the energy density per bond as a function of φ, displaying that indeed the symmetry
between bonds is broken for φ > 0.
Several additional minima appear for φ > 0, with their momentum position moving
as φ is increased. Strikingly, these additional minima seem to obey an underlying
symmetry, i.e., a considerable number of eigenvalues obey E(kx, ky) = E(kx+2π/3, ky−
2π/3). For instance, the φ = 0.1π panel in Fig. 5.5 has a minimum near (π/6,−2π/3)
(green +), which has a symmetric counterpart near (5π/6, 2π/3) (red x), i.e., shifted
in momentum by (2π/3,−2π/3). An additional counterpart is located near (π/2, 0)
(blue circle), which can be reached by inversion k → −k, followed by the same shift
in momentum. Interpreting the TM spectrum as being associated with two-particle
excitations, the above symmetry suggests the existence of single-particle excitations
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Figure 5.5: Quasi-energies E(k)− log |λ| with each point corresponding to a single
eigenvalue λ, where λ = identified with the momentum kx along the
cylinder. ky denotes the momentum obtained as a quantum number
with respect to translation cylinder. Shown are the transfer matrix
spectra for (a) φ = 0.02π, (b) φ = 0.025π, and (c) φ = 0.03π.
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Figure 5.5 (Cont.): Transfer matrix spectra for (d) φ = 0.05π, (e) φ = 0.10π, and
(f) φ = 0.20π.
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Figure 5.5 (Cont.): Transfer matrix spectra for (g) φ = 0.35π, and (h) φ = 0.50π.
which, in addition to inversion symmetry ε(−k) = ε(k), obey also ε(k) = ε(k ± K),
where ±K are the momenta at the Brillouin zone corners, K and K ′, respectively.
Figure 5.7 shows the positions of the soft two-particle excitations, for φ = 0.03π and
φ = 0.2π, further demonstrating the above symmetry.
In summary, the features of the TM spectrum strongly indicate that the param-
agnetic phase of the K–Γ model harbours coherent excitations commonly associated
with quantum spin liquids. However, it is difficult to determine the nature of this spin
liquid phase, based on the iDMRG data alone. On the one hand, the TM features
suggest that in the region 0 < φ < 0.6π the K–Γ model harbours Majorana fermion
excitations, sharing basic properties with the ground state of the ferromagnetic Kitaev
model. On the other hand, transition at φ = 0.025π may indicate that
there are two distinct spin liquid a sharp transition between them. In the
next section a mean-field approximation is summarized and its results used to shed
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Figure 5.6: Energy density per bond, as obtained using iDMRG, for systems
a three (L = 6) and six (L = 12) unit cell circumference.
ky kx
ky = − 2π3
ky = 0
ky =
2π
3
K ′
M
K
Figure 5.7: Brillouin zone with lines of accessible momenta. The black circles de-
note the leading soft modes at the K, K ′, and M high-symmetry points. The
TM spectra exhibits additional soft modes, that are illustrated by the solid poly-
gons for: φ/π = 0.03 (triangles), and φ/π = 0.2 (squares). The soft modes shift
continuously in reciprocal space as φ is varied within the paramagnetic regime.
light on the transfer matrix spectra.
5.4 Majorana Mean Field Theory
The following derivation has been carried out by a coauthor of the joint publications,
Ref. [144]. It is only sketched here to provide a discussion in the context of the transfer
matrix spectra.
The motivation is to derive a fermionic mean-field theory which closely resembles
the exact solution of the Kitaev model. Therefore, following Kitaev [16] (cf. Sec. 2.3.3),
the spin operators in the Hamiltonian 5.1 get replaced by products of Majorana fermion
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Figure 5.8: (a) Single Majorana fermion spectrum εc(k) for the isotropic Kitaev
model, Kx = Ky = Kz = −1, on a cylinder with a three unit cell circumference.
(b) Corresponding minimum energy for two-particle excitations, Ωmin.(q).
operators, 2Sαi → ibαi ci,
H̃ = −
∑
〈ij〉αβ
Kαβij ib
α
i b
β
j icicj , (5.2)
where for 〈ij〉 a z-type bond,
Kαβij =
1
4





K α = β = z
Γ α 	= β 	= z
0 otherwise
. (5.3)
Similar definitions follow for x and y-type bonds. Here, the Majorana fermion oper-
ators are normalized such that {bαi , b
β
j } = 2δijδαβ and {ci, cj} = 2δij . The physical
Hilbert space of the spin Hamiltonian H is then obtained by projecting the Majorana
Hamiltonian H̃ onto the subspace of states |Ψ〉 which obey Di |Ψ〉 ≡ bxi b
y
i b
z
i ci |Ψ〉 = |Ψ〉.
Within a mean-field approach, we can approximate H̃ with
HMF =−
∑
〈ij〉αβ
Bij K
αβ
ij ib
α
i b
β
j −
∑
〈ij〉
Aij icicj +
∑
〈ij〉
AijBij , (5.4)
where the fields Aij and Bij obey the mean-field self-consistency equations on each
bond,
Aij =
∑
αβ
Kαβij 〈ibαi b
β
j 〉B , (5.5)
Bij = 〈icicj〉A . (5.6)
Given the ground state |Ψ0〉MF of HMF , it is possible to construct an approximate
ground state for H by projection onto the physical Hilbert space, |Ψ0〉 ≈
∏
i(1 +
Di)/2 |Ψ0〉MF .
It is straightforward to obtain a uniform, Z2-flux-free, solution of Equations (5.5)
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Figure 5.9: Band structure of c (red) and b (blue) Majorana fermions, plotted
along high symmetry lines of the Brillouin zone, for several values of φ in the
two dimensional thermodynamic limit. The flat bands for φ = 0 are three-fold
degenerate; for φ/π = 0.5, the lower energy flat bands are two-fold degenerate.
When φ/π ∼ 0.2, there is a finite density of zero energy b fermion states, around
the K (and Γ) points in the Brillouin zone. At φ/π = 0.4 the b fermion bands are
still dispersive, but gapped.
and (5.6), in the two-dimensional thermodynamic limit. In the following we use the
convention that in Aij , Bij etc., the subscript i indicates a site on the odd sublattice
and j a site on the even sublattice. Assuming that Aij ≡ A on all bonds, we obtain
Bij ≡ B = 0.5248, which is independent of A. Similarly, A is independent of B, but
it does depend on the ratio K/Γ. The mean-field ground state energy per bond is
given by EMF = −AB. By solving HMF , it is possible to obtain the Majorana fermion
spectrum, shown in Fig. 5.9 along high symmetry lines in the Brillouin zone, for several
values of φ. In the Kitaev limit, φ = 0, one finds a single dispersing c-fermion band,
with Dirac nodes at the K points of the Brillouin zone, and whose band width is set by
A = K. Three flat bands describe the b-fermions, which are localized on the bonds. For
φ = π/2, one obtains a similarly dispersing c-fermion band, with band width A = 4Γ/3,
and three flat bands which describe the b-fermions localized on the hexagons. When
both K and Γ are nonzero, the b-fermions are dispersive, and become gapless in the
parameter range 0.15 < φ/π < 0.25.
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Figure 5.10: b + c (solid) and c + c (dashed) two-Majorana fermion spectrum
plotted along the three momentum cuts allowed on a cylinder with a three unit
cell circumference (see fig. 5.7)
5.5 Two-Majorana Spectrum, iDMRG vs. MFT
We have suggested that the TM spectrum can be associated with two-particle continua
of fractionalized excitations, some of which obey a symmetry relation E(kx, ky) =
E(kx + 2π/3, ky − 2π/3). Interestingly, the Majorana mean-field Hamiltonian, Eq.
(5.4), exhibits this symmetry for the b fermion spectrum, εb(k) = εb(k ± K) (see
Sec. 5.5.1), inducing the same symmetry in the two-particle spectrum, Ωb+c(q,k) =
|ε(q − k)|+ |ε(k)|, as well. We note that this symmetry, Ωb+c(q ±K,k) = Ωb+c(q,k),
holds irrespectively of the properties of the c-fermion spectrum. In Sec. 5.5.1, we show
that this is consistent with the iDMRG results, which exhibit this symmetry in the TM
spectrum even when the K–Γ coupling are anisotropic such that the minima in the c
spectrum move away from the K,K ′ points.
Thus, the form ofHMF may give a good description of the fractionalized excitations,
as probed by iDMRG. However, due to the strongly interacting nature of the K–Γ
model, the actual amplitudes Aij and Bij which should be used for such a description,
as well as the value of φ itself, will most likely be very different from their values
as determined by MFT. Nevertheless, we may still compare the MF spectra with the
TM spectra, demonstrating the usefulness of HMF . To do so let us study the same
cylindrical geometry considered above using iDMRG. As in the iDMRG calculation
where the cylindrical geometry breaks the symmetry between x and y, z bonds, here
different amplitudes Aij , Bij for different bonds are chosen. Figure 5.10 contains a plot
of the minimal energies required to excite two Majorana fermions, as given by
Ωmin.(q) = min
k
(|εb,c(q − k)|+ |εc(k)|) , (5.7)
where εb,c(k) is the Majorana spectrum of HMF . For finite anisotropy, εb,c(k) opens a
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φ/π = 0.10, a = 1.1
/π η/π
φ/π = 0.35, a = 1.1
Figure 5.11: Quasi-energies E(k) of the anisotropic K–Γ model for φ = 0.1 (top)
and φ = 0.35 (bottom) with an anisotropy a = 1.1 according to Eq. 5.8.
gap at all allowed momenta, and consequently, also in Ωmin.(q). Nevertheless, the K
and K ′ points remain soft, as in the TM spectrum. Furthermore, additional soft modes
appear at finite Γ in the b + c spectrum, which obeys the symmetry Ωmin.(q ± K) =
Ωmin.(q). For example, shifting the solid green π/3) in Fig. 5.10 by
qx = 2π/3, yields the solid red curve (qy = 2π/ demonstrating this symmetry,
we may conclude that HMF may give a good description of the low energy excitations
of the K–Γ model, as seen in the TM spectrum.
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minimum energy for b+ c excitations. The spectra are plotted along the allowed
momentum cuts, as in Fig. 5.7.
5.5.1 Anisotropic Coupling
Let us introduce an anisotropy by scaling the coupling parameter Kγ ,Γγ by a factor a
(Kx,Γx) → (aKx, aΓx)
(Ky,Γy) → ((3/2− a/2)Ky, (3/2− a/2)Γy)
(Kz,Γz) → ((3/2− a/2)Kz, (3/2− a/2)Γz) ,
(5.8)
with respect to the x-bond. The anisotropy leads to a shift of the minimum in the
c-fermion spectrum away from the K-point as is apparent in the MFT spectrum Fig.
5.12. The TM spectra, Fig. 5.11, do not display such a shift of the eigenvalues at the
K-point (green +), neither for φ/π = 0.1 nor for 0.35. Furthermore, the symmetry
Ωmin.(k ±K) = Ωmin.(k) is unaffected by the anisotropy, which is consistent with the
MFT prediction for the b and the b + c fermion spectrum. In fact, the symmetry
εb(k±K) emerges from the Majorana mean-field Hamiltonian, Eq. (5.4). As shown in
Ref. [144, App. B], a unitary transformation exists, which takes K(k ± K) → K(k).
Therefore, the spectrum at the shifted momentum must be the same. As this symmetry
holds irrespective of the details of the c fermion spectrum, it is therefore always induced
in the b+ c spectrum as well. Figure 5.12 shows the single and two particle spectrum
with fully anisotropic mean-field couplings. The minimum in the c fermions spectrum is
clearly shifted away from the K point (2π/3,−2π/3), while the b+ c spectrum exhibits
the symmetry Ωmin.(k ±K) = Ωmin.(k).
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5.6 Conclusion
In this chapter, a spin model with both the Kitaev (K) and symmetric-anisotropic (Γ)
interactions on the honeycomb lattice was studied using iDMRG and Majorana mean-
field theory. This model is strongly motivated by recent experiments on α-RuCl3, where
K and Γ are considered as the possibly dominant exchange interactions.
Numerical indication was presented for the existence of a quantum spin liquid for
arbitrary ratio of Γ/K for ferro-type Kitaev interactions in iDMRG. In particular,
the entanglement entropy remains high in this entire region while there is no sign of
magnetic order in iDMRG computations. In contrast, we found a magnetically ordered
state with very small entanglement entropy on the antiferro-type Kitaev side. Moreover,
coherent two-dimensional multi-particle excitations exist as was demonstrated using the
correspondence between transfer-matrix eigenvalues and the lower boundary of multi-
particle excitation spectrum. The cylinder geometry in iDMRG induces an anisotropy
in bond-dependent energy, which is expected to move the locations in momentum space
of low energy excitations. This can indeed be seen in the transfer-matrix spectra. The
existence of such two-dimensional coherence excitations without magnetic order is a
very strong evidence of quantum spin liquid. Majorana mean-field theory was used
to gain analytical insight in these numerical results. For example, we computed single
and two-particle excitation spectra for the K–Γ model showed they exhibit an emergent
symmetry in their momentum dependence, which is also found in the transfer matrix
spectrum.
We may conclude that the scattering continuum seen in the neutron scattering
experiment on α-RuCl3 may come from a nearby quantum spin liquid supported by
K–Γ interactions. In our numerical computations, the spin liquid phases at finite
Γ/K show (to some extent) qualitatively the same behavior as the Kitaev spin liquid.
However, a jump in the bond-dependent energy at a small value of Γ/K exists in
iDMRG on a cylinder geometry, which causes a small kink in the entanglement entropy.
This may be interpreted as a “meta-nematic” transition, where the bond-anisotropy (or
broken 3-fold rotation symmetry) increases abruptly. Whether such a transition would
survive in the two-dimensional limit is not clear at present. If it does survive, two
possible scenarios could be considered. (i) The transfer matrix spectra on both sides
of the transition share some qualitative features, suggesting that they are actually the
same spin liquid phase, while the apparent transition may be interpreted as a Lifshitz
transition on the Fermi surface topology of the underlying quasiparticles. As such it
would be sensitive to the cylindrical geometry. (ii) Although the transfer matrix spectra
may be described using Majorana fermions both before and after the transition, the
underlying spin liquid ground states may be distinct. These questions will have to
be addressed in future theoretical investigations. Further experimental data, e.g., in
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external magnetic field, would provide additional clues for the validity of the assumption
that the K–Γ or K–Γ–J3 is a good minimal model for α-RuCl3.
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Chapter 6
Kitaev-Model in [111] Magnetic
Field
6.1 Introduction
On the theory side, significant insight into the physics of Quantum Spin Liquids (QSL)
comes from the study of exactly solvable models. A prominent example is the Kitaev
model on the honeycomb lattice [16], which exhibits a QSL phase featuring fraction-
alization of spin-1/2 degrees of freedom into fluxes and Majorana excitations as intro-
duced in Sec. 2.3. The Kitaev interaction, a strongly anisotropic Ising exchange appears
to be realized approximately in compounds with strong spin-orbit interaction [80, 145–
148], such as the iridates Na2IrO3, Li2IrO3 [85], and α-RuCl3 [109, 114, 149]. It may
also be realized in metal-organic frameworks [87]. In such materials, additional in-
teractions are important and typically lead to long-range magnetic order, nonetheless
signatures of being in the proximity to the Kitaev QSL are discussed [28, 114, 133].
Recent attention has shifted to applying a magnetic field [133, 136, 144, 150–154], in
particular experiments on the Kitaev compound α-RuCl3 (with an in-plane magnetic
field) reveal a single transition into quantum paramagnetic phase with spin-excitation
gap [115, 155–160].
In this chapter, the Kitaev model in a magnetic field along the [111] axis is con-
sidered, such that the field couples to the spins in a symmetry-equivalent way and the
field does not prefer any bond in particular. While the magnetic field breaks integra-
bility, Kitaev has identified two three-spin exchange terms within perturbation theory,
that break time-reversal symmetry and open a gap in the spectrum. One of the terms
retains integrability and upon adding to the Kitaev model, leads to a topologically
ordered phase hosting non-abelian anyons [16]. However, numerical simulations [84]
reveal that the same topological phase occurs for small magnetic fields and ferromag-
netic Kitaev coupling. The topological phase turns out to be more stable, by one order
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of magnitude in the critical field strength, if an antiferromagnetic coupling is consid-
ered [161]. Remarkably, an additional regime, possibly gapless, between the low-field
topological and the high-field polarized phase appears to exist [161].
The ground state phase diagram of the Kitaev model in a magnetic field along [111]
is obtained utilizing large scale infinite density matrix renormalisation group (iDMRG)
methods [23, 129, 140, 141] and simulate its dynamics using a matrix-product operator
(MPO) based time-evolution [96].
The topologically ordered phase is characterized by its finite topological entangle-
ment entropy (TEE) [74, 75]. By subtracting contributions of the Majorana fermions
and the Z2-gauge field from the numerically obtained entanglement entropy of a bi-
partition, one can extract a remainder which is identical to the TEE in the integrable
case. In doing so, a clear signature of non-abelian anyonic quasiparticles n the topo-
logical phase is obtained. In a magnetic field, this remainder is still consistent with the
existence of non-abelian anyons. Furthermore, the correlation length decreases with
magnetic field in a way that is consistent with a cubic opening of the gap as found for
the three-spin exchange [16]. However, the dynamical spin-structure factor in presence
of a field behaves very differently compared to what is known for the three-spin ex-
change [78]. The magnetic field causes the flux degrees of freedom to become mobile.
As a consequence the low-energy spectrum contains more structure and the gap in the
dynamical spin-structure factor is reduced.
Approaching the intermediate regime from the polarized phase, the magnon modes
reduce in frequency and simultaneously flatten. This resembles the phenomenology
within linear spin wave theory (LSWT) [150, 162], but the transition is significantly
renormalised to lower fields. Close to the transition, a broad continuum exists that,
within our reachable resolution in frequency, reaches down to zero frequency and merges
with the single magnon branches. At the transition, the appears to be (nearly) gapless
in the entire reciprocal space.
The remainder of this chapter is structured as follows: In Sec. 6.2 the model con-
sisting of Kitaev term, Zeeman coupling to a magnetic field along [111], and three-spin
exchange is introduced. In Sec. 6.3, the ground state phase diagram is discussed for
both signs of the Kitaev coupling. We then focus on the antiferromagnetic Kitaev cou-
pling in Sec. 6.4 and study its dynamical signatures within the low-field topological as
well as the high-field polarized phases. The latter phase exhibits topological magnons,
that are addressed separately in the next chapter 7. A summary and discussion follows
in Sec. 6.5.
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6.2 Model
The Hamiltonian describing the Kitaev model in a magnetic field along [111] direction
reads
H =
∑
〈i,j〉γ
KγS
γ
i S
γ
j − h
∑
i
(Sxi + S
y
i + S
z
i ) , (6.1)
where the first term is the pure Kitaev model (cf. Sec. 2.3.1) exhibiting strongly
anisotropic spin exchange coupling [16]. Neighboring spins couple depending on the
direction of their bond γ with SxSx, SySy or SzSz. The second term is the Zeeman-
coupling of the spins to a magnetic field applied in [111] direction. Note that, the factor
of 2 in front of Kγ as in Eq. (2.46), cf. Sec. 2.3.8, is not added throughout this chapter.
In the zero field limit, the Kitaev model exhibits a quantum spin liquid ground state
with fractionalized excitations [16]. Depending on Kγ , the spectrum of the fermions is
either gapped (A-phase) or gapless (B-phase). Let the Kγ be sorted as Kα ≥ Kβ ≥ Kγ ,
then the gapless B-phase occurs if |Kα| ≤ |Kβ | + |Kγ | and the A-phase if |Kα| >
|Kβ |+ |Kγ |. In the remainder, we consider the isotropic case Kγ = K = ±1.
As introduced in Sec. 2.3.2, the full Hilbert space gets separated (in the h = 0 limit)
by an extensive set of quantum numbers, so called fluxes, defined as Wp =
∏
i∈P σ
γ(i)
i
with eigenvalues wp = ±1. After fixing all the fluxes wp, a free fermion problem remains
to be solved. The ground state lies in the flux-free sector, that is ∀i : Wp,i = +1.
For later use, let me comment on placing the Kitaev model on a cylinder. A second
flux operator of a non-contractable loop C going around the cylinder can be defined:
Wl =
∏
i∈C σ
γ(i)
i . Similarly to Wp, Wl commutes with the Hamiltonian, has eigenvalues
±1, and separates the full Hilbert space in two subspaces. With respect to the free
fermions, Wl = −1 (flux-free) corresponds to periodic and +1 to antiperiodic boundary
conditions along the circumference of the cylinder. The ground state within each of the
two sectors are separated in energy by ∆E, which depends on the circumference Lcirc
and vanishes in the limit Lcirc → ∞.
Applying a magnetic field h along [111], as in Eq. (6.1), breaks time-reversal symme-
try and opens a gap in the fermionic spectrum. The lowest order terms breaking time-
reversal and not changing the flux configuration are the three-spin exchanges Sxi S
y
j S
z
k .
Two such terms appear in a perturbation theory approach [16], see also Sec. 2.3.5.
Here, only the three spin term is taken into account, that preserves integrability. The
corresponding Hamiltonian reads
HK3 =
∑
〈i,j〉γ
KγS
γ
i S
γ
j +K3
∑
〈〈i,j,k〉〉
Sxi S
y
j S
z
k , (6.2)
where 〈〈.〉〉 denotes an ordered tuple (i, j, k) of neighboring sites such that the Sx, Sy,
and Sz at the outer two sites coincide with the label of the bond connecting to the
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Figure 6.1: Geometries used for iDMRG and their corresponding accessible mo-
menta (orange lines) in reciprocal space with respect to the first Brillouin zone
(inner hexagon). The second Brillouin zone is shown partially. The roman num-
bers label links across the boundary. (a) rhombic geometry with three unit cells,
Lcirc = 6 sites, along the circumference and (b) its corresponding reciprocal space.
(c,d) rhombic-2 geometry with five unit cells circumference, Lcirc = 10 sites.
central site. The flux operators Wp and Wl still commute with HK3 and separate the
Hilbert space. The remaining fermionic Hamiltonian is quadratic with the correspond-
ing bands having non-zero Chern number ±1 and yielding composite excitations with
anyonic exchange statistics [16].
6.3 Ground State Phases
The ground state is obtained using the matrix product state (MPS) based infinite den-
sity matrix renormalisation group (iDMRG) method [23, 129, 140, 141]. Being a stan-
dard technique for one-dimensional systems, it has been used in two dimensions by
wrapping the lattice on a cylinder and mapping the cylinder to a chain with longer
range interactions.
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We employ a rhombic-2 geometry with a circumference of Lcirc = 10 sites and a
rhombic geometry with Lcirc = 6 as illustrated in Fig. 6.1. Both geometries capture the
K−points in reciprocal space and hence are gapless for pure Kitaev-coupling (h = 0).
A main advantage of the rhombic-2 geometry is its translational invariance of the
chain winding around the cylinder. While the mapping to a cylinder for the rhombic
geometry requires an iDMRG unit cell of at least Lcirc sites, a single fundamental
unit cell with two sites is sufficient to simulate an infinite cylinder using the rhombic-
2 geometry. Different iDMRG cells have been used to test for possible breaking of
translational symmetry and corresponding results will be presented when of relevance.
Bond dimensions of up to χ = 1600 are used for the computation of the phase diagram.
We confirm the existence of two phases and a single transition for ferromagnetic
Kitaev coupling [84, 161] (FMK, K < 0), and of at least three phases for antiferromag-
netic Kitaev coupling [161] (AFK, K > 0). For both, FMK and AFK, a topological
phase at low field and a field-polarized phase at high field exist. Only for AFK, an
intermediate, seemingly gapless, phase can be identified.
6.3.1 Topological Phase
For small h, the system forms a non-abelian topological phase [16]. Its stability upon
applying h vastly differs depending on the sign of the Kitaev interaction. Employing a
rhombic-2 geometry with Lcirc = 10, we find, in case of AFK, that this phase ranges up
to hc1,AF ≈ 0.22, whereas for FMK it ranges only up to hc,FM ≈ 0.014. Both values are
based on the peaks in the second derivative −d2E/dh2 of the energy with respect to the
magnetic field. However, subtle features are present for AFK at slightly lower h ≈ 0.2,
which become less pronounced with larger bond dimension χ. In comparison to values
reported earlier [84, 161] we find a nearly 30% lower value for the FMK transition
hc,FM . This is due to the fact that for rather small circumferences, the ground state
energy within the topological phase is strongly sensitive to the boundary condition
as has already been noted in Ref. [16]. The rhombic-2 geometry we employ has the
same twisted boundary condition as the (Ln1, Ln2 + n1) geometry employed in [16],
which is shown to converge better in energy when increasing L or Lcirc, respectively.
The transition field hc,FM may still decrease slightly upon further increasing Lcirc and
approaching the two-dimensional limit Lcirc → ∞.
For small h, the staggered magnetisation (not shown here) grows proportionally
with h. The two sectors found on the cylindrical geometry and determined by Wl = +1
or Wl = −1 are distinguished by their behaviour of the entanglement entropy SE and
the correlation length ξ. The Wl = +1 sector is characterized by finite ξ and SE due to
being gapped by imposing antiperiodic boundary conditions on the Majorana fermions,
see also the remark in Sec. 2.3.2. In contrast, the Wl = −1 sector has divergent ξ and
SE when h = 0, where it is gapless. In the latter, encoding the wave function as MPS
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Figure 6.2: Several observables of the Kitaev model with antiferromagnetic cou-
pling, K > 0, in a magnetic field along [111]. From top to bottom: Second deriva-
tive −d2E/dh2 of the energy with respect to the field h, entanglement entropy SE
of a bipartition of the cylinder divided by the number Ly of bonds cut, correlation
length ξ, average of plaquette fluxes Wp, and flux Wl of a non-contractible loop
around the cylinder. At least three phases are observed: topological phase for
h < hc1,AF ≈ 0.22, intermediate possibly gapless hc1,AF < h < hc2,AF ≈ 0.36, and
a subsequent field-polarised phase. Solid blue lines are for the Wl = −1 sector,
dashed blue lines for Wl = +1, and its intensity encodes the bond dimension χ
used, where dark blue refers to a large χ. Thin dashed black lines depict the phase
transitions obtained from the peaks in −d2E/dh2.
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Figure 6.3: Comparison of correlation length ξ between (a) the rescaled mag-
netic field h → 8h3 and (b) the three-spin exchange K3. The solid red line
is a guide-to-the-eye corresponding to a 1/K3 or 1/(32h
3) scaling. Within
0.05 < K3, 32h
3 < 0.2, that is where numerical convergence is achieved, the
behaviour of ξ is consistent with a predicted opening of the gap as ∆E ∝ h3 or
as ∆E ∝ K3, respectively.
with a finite χ induces an effective gap that limits ξ and SE . In fact, the growth of ξ and
SE with increasing χ is connected via SE,χ = c/6 log ξχ + const [90, 93], where c is the
universal central charge. This has been named finite entanglement scaling and allows
to confirm c = 1 (for h = 0, Wl = −1) as has been checked previously on a different
cylinder geometry [127]. As a side remark, the notion of a central charge is applicable
due to using a cylinder geometry and effectively mapping the model in question to a
one-dimensional system.
In a magnetic field, 〈Wp〉 as well as the cylinder flux Wl begin to slowly deviate
from ±1 until they vanish close to the transition. The plaquette fluxes Wp, as defined
in the integrable limit, are not conserved anymore for finite h as the application of
a single Sγi creates a flux each on the two plaquettes adjacent to bond γ at site i.
However, an adiabatically connected operator W̃l of Wl is expected to exist, such that
W̃l ≈ ±1 [163]. Such a dressed Wilson loop W̃l separates the two sectors found on the
cylinder for any h within the topological phase.
Numerical convergence, that is ξ and SE become χ-independent, is achieved for
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0.1 < h < 0.18. In that range ξ reflects the physical excitation gap [101] via ∆E ∝ 1/ξ.
Figure 6.3, where the x-axis has been rescaled h → 32h3, enables a direct comparison
with the three-spin exchange K3 in HK3 . Both exhibit a very similar decrease of ξ
with a ξ ∝ 1/x scaling, where x is either 32h3 or K3. ξ reaches a plateau at x = 0.2
with a low ξ ≈ 1. If h is applied, a small χ-dependent dip and the phase transition
into the intermediate regime follows, whereas for K3 the plateau ranges up to K3 = 1,
from where ξ increases again1. The entanglement entropy SE reaches, in the case of a
magnetic field, a plateau already at 32h3 ≈ 0.06 (h ≈ 0.12) beyond which it raises again
until the transition field hc1,AF is reached. At all fields the entanglement remains larger
than for the corresponding K3. A more detailed discussion about the entanglement in
the context of topological excitations and topological entanglement entropy follows
below. The Wl = +1 sector has χ-independent ξ and SE up to h ≈ 0.18. Before the
transition (0.18 < h < hc1,AF ) both sectors exhibit a χ-dependents which suggests a
closing of the gap at the transition and, thence, indicates that the transition might be
continuous.
Let us now focus on the characterization of the topological order occurring at low
magnetic fields h or when non-zero K3 is considered. First, recall some facts about
topologically ordered systems on an infinite cylinder [73, 164]. Generally, topological
order leads to a ground state degeneracy with a number of degenerate states being
equal to the number of emergent quasiparticle species. These ground states are conve-
niently represented as minimally entangled states (MES) [91, 164], say |ψi0〉, where the
superscript i denotes the particular quasiparticle. By utilizing iDMRG, such MES are
selected naturally, and the obtained MPS corresponds to one of the quasiparticles [73,
92].
Upon cutting a cylinder into two semi-infinite halves, the entanglement entropy
grows proportional with the circumference Lcirc as [74]
SE = αLcirc − γi , (6.3)
where γi denotes the topological entanglement entropy (TEE) [74, 75]. A non-zero
TEE γi = log(D/di) reveals topological order and is connected to the total quantum
dimension D, which itself is a sum of the quantum dimension di of each quasiparticle
D =
√
∑
i
d2i . (6.4)
The quantum dimension is related to the fusion vector space, which is spanned by all the
different ways anyons can fuse to yield a trivial charge [71, 74]. The quantum dimension
1For large K3 ≫ 1, the flux gap reduces and vanishes. The ground state is then not in a flux-free
sector anymore.
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Figure 6.4: Remainder ∆SE of the entanglement entropy of a bipartition of the
cylinder after subtracting a fermionic and a gauge field contribution following Eq.
(6.7). The magnetic field has been rescaled, h → 32h3, based on the behaviour of
the correlation length in Fig. 6.3. The vertical dashed lines signal the transitions
in a magnetic field. The horizontal lines correspond to log(D/di) as discussed in
the main text.
of abelian anyons is di = 1, whereas for non-abelian anyons di is generally larger than
one [71]. The gapped phase of the Kitaev model upon applying K3 is known to exhibit
topological order hosting non-abelian Ising anyons [16]. The following quasiparticles
exist: 1 (vacuum), ǫ (fermion), and σ (vortex), of which σ has a quantum dimension
dσ =
√
2 and the other two d1 = dǫ = 1. From (6.4) follows a total quantum dimension
of D = 2.
The Kitaev model has two separate contributions [76] to the entanglement entropy
SE = SG + SF . (6.5)
The first contribution, SG, originates from the static Z2-gauge field and is stated to
be [76, 77]
SG =
(
Ny
2
− 1
)
log 2 , (6.6)
where Ny is the number of unit cells along the circumference and equals the number
of bonds cut by the bipartition, thus Ny = Lcirc/2. The second contribution, SF ,
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describes the entanglement of the matter fermions [76]. By comparison with Eq. (6.3),
the constant part in Eq. (6.6) reflects the aforementioned TEE, γi = log 2.
Turning to the iDMRG results now, the entanglement entropy is readily available
from the MPS representation of the ground state wave function. As will become clear
later, the following quantity is considered
∆SE = SE − SF −
Ny
2
log 2 ≈ γi , (6.7)
where SE is the entanglement entropy extracted numerically using iDMRG. SF can
be computed exactly via the eigenvectors of the fermion hopping matrix if HK3 is
considered [76, 165]. SF is computed on a torus with one dimension equalling Lcirc and
the second dimension being much larger. Note that a bipartition of a torus leaves two
cuts of length Lcirc, whereas on the cylinder there is only one such cut. Thence, only
half of S̃F of a torus is considered in Eq. (6.7).
In the exactly solvable case of HK3 , ∆SE reproduces the TEE, such that ∆SE,K3 =
γi for all K3, except when iDMRG is not converged with respect to χ. From Fig. 6.4,
we recover the following TEE
γi =



log 2 (Wl = +1),
log 2√
2
(Wl = −1),
(6.8)
which depends on the sector Wl = ±1. In the gapless limit of the Wl = −1 sector
(K3 = 0), SF is divergent. Thus, at small K3 the MPS improves with increasing χ
similar to the behaviour of ξ discussed before. Nonetheless, from (6.8) a total quantum
dimension of D = 2 can simply be read off. The Wl = −1 sector contains a non-abelian
anyon, a vortex σ, with quantum dimension di =
√
2. The ground state of the Wl = +1
sector is doubly degenerate with di = 1 for both states. Thus, the expected degeneracy
is recovered.
Upon applying the magnetic field, the integrability of HK3 in Eq. (6.2) is lost and
the fermionic contribution SF cannot be computed exactly. Based on the fact that we
observe a similar opening of the gap in the fermionic spectrum for K3 and h when the
magnetic field is rescaled as h → 32h3, we assume that SF as a function of the rescaled
magnetic field SF (32h
3) is similar to SF (K3) as a function of K3. This assumption
is at least justified in the limit of small h. Figure 6.4(a) displays ∆SE in a magnetic
field, where it approaches the same values of γi for small h. At elevated fields, ∆SE
begins to deviate from γ = log 2 or γσ = log
√
2. ∆SE increases monotonically until
the transition into the intermediate phase is reached.
In a magnetic field, the separability of fluxes and fermions is lost and generically
additional entanglement between fluxes and fermions is created. Such entanglement
generates an additional contribution SF⊗G to the entanglement entropy, which is not
90
6.3. GROUND STATE PHASES
accounted for in Eqs. (6.5) and (6.7). As this deviation occurs continuously, we like to
argue that the topological phase in a low magnetic field is adiabatically connected to
the topological phase of HK3 at non-zero K3.
As a remark, the difference of ∆SE between the Wl = ±1 sectors is not constant.
This is due to the correlation length of the fermions being enhanced in the −1 sector,
particularly near the gapless limit (h = 0), where it diverges. Thus, the fermions may
build up entanglement with the fluxes in an increased area near the cut resulting in an
enhanced SF⊗G.
In conclusion, we find numerical evidence for a total quantum dimension D = 2 with
non-abelian anyons having quantum dimension di =
√
2 in the exactly solvable model
using the three-spin term. The results using the magnetic field, breaking integrability
of the original model, are still consistent with the results above. However, a significant
contribution to the entanglement entropy arises at increased magnetic fields.
6.3.2 Intermediate Regime
Only for AFK, an intermediate region exists ranging from hc1,AF < h < hc2,AF , where
hc1,AF ≈ 0.22 (for rhombic-2, Lcirc = 10) marks the transition from the topological
phase and hc2,AF ≈ 0.36 the transition into the field-polarised phase.
The flux expectation values Wp and Wl approach zero continuously. Interestingly,
the coexistence of both sectors found in the topological phase, Wl|h=0 = ±1, persists
beyond the transition hc1,AF . The peak in −d2E/dh2 signaling this transition is inde-
pendent of the particular sector.
The ground state within the intermediate regime requires to go to comparably large
bond dimensions χ ≈ 1000. Using smaller χ, the ground state is very sensitive to
the cylindrical geometry as well as the size of the iDMRG cell. However, based on a
1/χ-extrapolation of the ground state energy, that is presented below, we find evidence
for a translationally invariant ground state. In particular, when using a larger iDMRG
cell, translational symmetry gets restored upon reaching a sufficiently large χ.
Finite size dependence
Let us focus on issues arising due to finite-size as well as finite bond dimension of the
matrix product state (MPS). Figure 6.5 provides a comparison of the ground state
energy EGS for two different geometries, rhombic with Lcirc = 6 or rhombic-2 with
Lcirc = 10, as well as several different sizes of the iDMRG cluster at a magnetic field of
h = 0.275. Similar checks are done at different h.
In case of rhombic-2 with Lcirc = 10 (green symbols), the smallest cluster is sim-
ilar to a single fundamental unit cell with two sites (green circles), that is repeated
along a chain winding around the cylinder. Next larger clusters are: four sites (n = 2
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Figure 6.5: Comparison of the ground state energy EGS vs. bond-dimension χ for
different geometries and sizes of the iDMRG cluster at a single field strength of
h = 0.275. For small χ, larger iDMRG cluster have a smaller EGS . However,
in the limit 1/χ → 0, EGS is of very similar value for all geometries used. In
fact, large iDMRG cluster show a phase transition from an ordered ground state
at small χ to a translational invariant ground state at large χ captured by the
smallest iDMRG cluster.
fundamental unit cells, green ’x’), 10 sites (n = 5, green ’+’), 20 sites (n = 10, green
lower triangle), and 30 sites (n = 15, green upper triangle). When using small bond-
dimensions χ < 500, larger iDMRG clusters result in lower ground state energies EGS .
Upon increasing χ, the different energies approach each other until eventually a transi-
tion to the ground state of a smaller cluster occurs, e.g., at χ ≥ 512 the 10 site cluster
(’x’) has the same ground state properties as the fundamental unit cell (circles). Such
a χ-transition is unphysical and a mere property of truncating the MPS.
In case of rhombic with Lcirc = 6 (black symbols) in Fig. 6.5, the smallest iDMRG
cluster is a single ring with three fundamental unit cell along the circumference (’3x1’,
black circles). Larger clusters of three repetitions along the cylinder (’3x3’, black tri-
angles) and six repetitions (not shown, but equivalent to ’3x3’) are checked. As above,
a similar χ-transition at χ ≈ 800 is found, where for smaller χ the ’3x3’ has a lower
EGS , but transitions to the same state as ’3x1’ for larger χ.
In conclusion, the ground states for larger χ are not exhibiting any broken transla-
tional symmetry and may resemble the physical ground state. Thus, the use of iDMRG
cell composed of a single fundamental unit cell is justified for computing the phase di-
agram shown in Fig. 6.2.
This motivates the use of the rhombic-2 geometry with an iDMRG cell equivalent
to a single fundamental unit cell, which on the one hand suppresses ground states with
enlarged unit cells due to broken translational symmetry, but on the other hand saves
computational resources better spent in reaching larger χ.
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Figure 6.6: Entanglement entropy S of a bipartition of the cylinder over correlation
length ξ for various bond dimension χ to check for possible finite-χ scaling. Data
is shown for different magnetic field strength h = 0.25, 0.275, 0.3, 0 325, 0.35
the intermediate regime. Lines are fits to the five points with largest ξ
field.
Finite-χ scaling
Returning to its physical properties, the intermediate region exhibits a behaviour typ-
ical for a gapless phase. Both correlation length ξ and entanglement entropy SE are
not converged with respect to χ, where ξ increases slowly with χ, while SE increases
somewhat faster than in the gapless Kitaev limit. As we are studying effectively a one-
dimensional system due to the cylindrical geometry, the finite-χ scaling [93] extracting
a central charge may be applicable [166]. In that context, the behaviour of SE and ξ
indicate a larger central charge c, than found in the B-phase of the bare Kitaev model.
To get more specific, let us assume the MPS do reflect physical properties of the
underlying phase and apply a finite-χ scaling. For h = 0.275, 0.3, 0.325, and 0.35 we
obtain a SE,χ = c/6 log ξχ + const scaling typical for a gapless phase [90, 93], see Fig.
6.6. Linear regression of the five points with largest χ reveal slopes corresponding to
central charges of c = 3.49 at h = 0.275, c = 3.31 at h = 0.30, c = 4.54 at h = 0.325,
and c = 4.01 for h = 0.35, all for rhombic-2 with Lcirc = 10. Not all of the c represent
physical central charges. h = 0.3 has a very similar behaviour in terms of SE vs. ξ, but
a slightly smaller c, which may converge to 3.5 for larger χ. For h = 0.25, χ does not
yet suffice to enter a linear SE ∝ log ξ regime. In summary, the finite-χ scaling does
not reveal a conclusive c, and the extracted central charges are to be taken with care.
In particular, the range of ξ over which linear regression is applied is rather limited.
Furthermore, the behaviour ξ for larger χ ≥ 800 suggests a separation of the inter-
mediate region into three phases, of which the middle one grows in extent with larger χ.
Given the large entanglement and the sensitivity to boundary conditions, our iDMRG
results can only be suggestive for the nature of the ground state in the two-dimensional
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limit.
6.3.3 Polarized Phase
A transition to the large-h field-polarized phase occurs at hc2,AF ≈ 0.36 (AFK), or
hc,FM ≈ 0.014 (FMK), respectively. The polarized phase is gapped, which is signaled
by the DMRG simulations by a finite correlation length ξ and finite entanglement
entropy SE . The entanglement SE decreases with increasing field h and vanishes once
the magnetic moments approach saturation, where the ground state is a simple product
state. At the transition both, FMK and AFK, exhibit a longitudinal magnetic moment
of ≈ 55% of saturation along the [111] direction without any transverse component.
The longitudinal moment grows with h reaching 90% saturation near h ≈ 0.6 (AFK)
and h ≈ 0.2 (FMK). Large magnetic moments motivate perturbative methods like
spin wave-theory [162]. In comparison to linear spin wave theory (LSWT) [150], the
transition gets renormalized significantly from hLSW,AF = 1/
√
3 ≈ 0.58 down to hc2,AF .
For FMK, LSWT predicts a transition at exactly zero [150], whereas in iDMRG it occurs
at small, non-zero field.
6.4 Dynamical Spin-Structure Factor
The dynamical spin-structure factor S(k,ω) contains information about the excita-
tion spectrum and is experimentally accessible via scattering experiments, in partic-
ular inelastic neutron scattering. S(k,ω), here considering the diagonal S(k,ω) =
∑
γ={x,y,z} S
γγ(k,ω), is defined as the spatio-temporal Fourier transform of the dy-
namical correlations Cγγab (t) that is computed numerically utilizing a matrix-product-
operator based method outlined in Sec. 3.3.
On the technical side, we first compute the spatial Fourier transform of Cγγab (t),
extend the time-signal using linear predictive coding [131], and multiply with a gaussian
to suppress ringing due to the finite-time window. The extension of the time-signal
allows for much wider finite-time windows keeping a significant part of the simulated
real-time dynamics. All spectra shown in the remainder have a broadening of σω =
0.018 due to multiplying the real-time data with a Gaussian of width σt = 55.8. The
real-time data is obtained for times up to T = 120 on cylinders with rhombic geometry
and Lcirc = 6.
In the following, we discuss S(k,ω) within the topological phase and the polarized
phase. Simulating the dynamics within the intermediate regime is left for future work
as the necessary bond dimension for encoding the ground state is to large to achieve
appreciably long times in the time-evolution.
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Figure 6.7: Dynamical spin-structure factor Sxx(k,ω) along Γ–M–Γ′ at: (a) h =
0.0, (b) h = 0.1, (c) h = 0.20, (d) h = 0.0, K3 = −0.25, (e) h = 0.10,K3 = −0.25,
(f) h = 0.175, K3 = −0.25 within the topological phase. (a)-(f) have a logarithmic
color scale ranging over two decades.
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Figure 6.7 (Cont.): (g,h) Sxx(k,ω) at high-symmetry points Γ, K, M , and Γ′ for
different h and K3. An vertical offset is used for better visibility. In all plots,
Sxx(k,ω) is normalized as given in the main text.
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6.4.1 Topological Phase
Near h = 0, see Fig. 6.7(a), the numerically obtained S(k,ω) exhibits the features of the
analytic solution [22, 78] with some adjustments due to the cylindrical geometry [127].
Firstly, this involves a low-energy peak at ω = 0.03 of which its spectral weight is
shifted towards Γ′ due to the antiferromagnetic nearest-neighbor spin-spin correlation
caused by the antiferromagnetic Kitaev exchange. When using a cylindrical geometry,
an additional δ-peak with finite spectral weight occurs at the two-flux energy. This
δ-peak, together with the finite-time evolution and subsequent broadening in frequency
space, hides the two-flux gap. Nevertheless, the δ-peak position coincides with the
two-flux gap2, ∆2 ≈ 0.03.
Secondly, a broad continuum exists, that is cut off near ω ≈ 1.5. Increasing h to
0.1 and 0.2, cf. Fig. 6.7(b) and (c), only leads to minor changes of the spectrum. Most
notably, the low-energy peak develops a shoulder towards slightly elevated energies, and
the cut-off at ω = 1.5 is somewhat blurred out. Both features are more prominent in
the line plots, Fig. 6.7(g). Any changes to the low-energy spectrum near or even below
the two-flux gap are hidden in the energy resolution caused by the finite time-evolution.
In order to get a qualitative view on how te magnetic field affects the spectrum,
let us investigate the effect of both, K3 and h. For K3 = −0.25 and h = 0.0, Fig.
6.7(d), the low-energy peak gets elevated to ω ≈ 0.2. This peak originates from a
single fermion bound to a pair of fluxes [78] and its shift is caused by K3 increasing
the two-flux gap. The fermion continuum starts at ω ≈ 0.4, and the upper cut-off of
the continuum remains near ω = 1.5. Both edges are sharp. Note that, K3 = −0.25
has a similar correlation length as h = 0.2 as discussed above in relation to Fig. 6.3.
Yet, the corresponding spectra, Fig. 6.7(c) and Fig. 6.7(d), are qualitatively different
in that for h = 0.2 the spectral weight is significantly closer to zero frequency with no
observable gap within the achieved energy resolution.
Upon increasing h to 0.1, the low-energy peak splits into at least three peaks, two of
them develop a dispersion. Due to the field, the fluxes acquire a finite hopping ampli-
tude and become mobile. The fluxes are thence no longer required to lie on neighboring
plaquettes, but instead may separate. Hence, the mode describing a fermion bound to
the two-flux pair generally attains more structure [167]. Moreover, interaction between
fluxes may induce further dispersion [168, 169]. At further elevated fields, cf. Fig. 6.7(f)
at h = 0.175, somewhat before the phase transition into the intermediate regime3, the
splitting increases with lots of the spectral weight shifting to the peak that is lowest
in energy. The spectral gap reduces significantly with h and has its minimum at the Γ
and Γ′ high-symmetry points.
2The two-flux gap is shifted towards smaller frequencies for narrow cylinders.
3In analogy to the findings in [84], the additional K3 term shifts the critical field. For K3 = −0.25
the transition occurs at hc1,AF = 0.19.
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Figure 6.8: Dynamical spin-structure factor S(k,ω) in the field-polarized phase
along Γ–M–Γ′ at: (a) h = 0.58, (b) h = 0.5, (c) h = 0.425, and (d) h = 0.375. In
all plots, S(k,ω) is normalized as given in the main text.
6.4.2 Polarized Phase
From linear spin-wave theory (LSWT) it is known that the magnons are topological.
Their bands carry a ±1 Chern number and chiral edge modes have been observed on
a slab geometry [162, 170]. But LSWT is only applicable for fields above the classical
critical field hclas = 1/
√
3 ≈ 0.58. Here, we focus on the bulk excitation spectrum at
fields between the numerically observed, hc2,AF ≈ 0.36, and the classical critical field.
Results for larger fields are presented in Ref. [162] using the same method.
Beginning the discussion at the classical critical field h = 0.58 shown in Fig. 6.8(a),
two magnon-bands are found with a minimum of ω ≈ 0.15 at the high-symmetry points
Γ and Γ′. The two-magnon continuum has some overlap with the upper magnon band.
With lowering the field, the magnon bands move down in energy and flatten in the sense
that their bandwidth decreases. At h = 0.5, cf. Fig. 6.8(b), the continuum already
overlaps with major parts of the upper magnon band. This opens decay channels,
limiting its lifetime, and consequently broadening the mode.
Approaching the transition, cf. Fig. 6.8(d) at h = 0.375 and (c) at h = 0.425,
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Figure 6.8 (Cont.): (e) S(k,ω) at high-symmetry points K, M , and Γ′ for different
h. An vertical offset is used for better visibility.
S(ω,k) shows a very broad continuum ranging down to almost zero energy, where also
most of the spectral weight is observed. The upper magnon band is completely obscured
by the multi-magnon continuum and lots of the spectral weight is distributed over a
wide range in energy. The lower edge of the spectrum flattens towards the transition,
which is even more evident in the line plots shown in Fig. 6.8(e). In particular at
h = 0.375 the low-energy peaks shift down to almost zero energy simultaneously at the
K, M , and Γ′ high-symmetry points, with most of the spectral weight still appearing
above the Γ′-point.
This reproduces to some extent the phenomenology of LSWT, namely that the
lower magnon band flattens completely while decreasing to zero energy [150, 162], yet
it occurs at lower fields than in LSWT. On the other hand, a clear remnant of the single
magnon branch cannot be observed close to the transition as it overlaps and merges
with the multi-magnon continuum. It may be possible that the single magnon branch
is still dispersive, even though with a significantly reduced bandwidth.
A feature in the spectrum not mentioned so far, emerges at around ω ≈ 1 at
magnetic fields near the transition. Initially this high-energy feature is very broad in
energy, but sharpens and moves to higher energy upon increasing the field. At h = 0.5
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(h = 0.58) it appears around ω ≈ 1.25 (ω ≈ 1.5) and exhibits a slight dispersion.
At even larger fields, beyond what is presented here, the high-energy feature moves
up in energy with a linear dependence on the field and twice the slope compared to
the single-magnon excitations. Furthermore, the high-energy feature is situated at the
upper edge of the two magnon continuum. Its intensity first increases, but starts to
decrease at higher fields. It would be interesting to investigate, if this may be due to
the appearance of an anti-bound state [171] of two magnons experiencing a repulsive
interaction on account of the antiferromagnetic Kitaev exchange interaction between
two adjacent flipped spins.
6.5 Conclusion
We confirm the vastly different phenomenology between ferromagnetic and antiferro-
magnetic Kitaev interaction, if a magnetic field along [111] direction is applied. In case
of ferromagnetic Kitaev coupling, only a single magnetic transition is observed, that
separates a low-h topological phase from the large-h field-polarized phase. Whereas
for antiferromagnetic Kitaev coupling, the topological phase is more stable and an in-
termediate regime exists, that is possibly gapless. The topological order of the low-h
phase and its non-abelian anyonic excitations are verified by extracting the topological
entanglement entropy. In addition to Ref. [84], the topological order obtained with
a finite three-spin term or when applying a weak magnetic field is the same also for
antiferromagnetic Kitaev coupling.
Upon applying the magnetic field, the spectral gap in the dynamical spin-structure
factor remains within the frequency resolution and the overall spectrum exhibits only
minor changes. However, the dynamical spin-structure factor is remarkably different
when applying the three-spin term lifting the spectral gap, both due to the flux gap
increasing and the fermions gapping out. When a combination of magnetic field and
three-spin term is applied, we observe a drastic reduction of the spectral gap with
increased field and more structure in the low-energy peak corresponding to a bound
state of a flux pair and a fermion. This additional structure is due to the fluxes
becoming mobile and the flux-pair may separate providing a richer energy manifold for
that bound state. Upon approaching the intermediate regime, the spectral gap reduces
with a minimum at the Γ′ high-symmetry point. We can conclude, that even though
the energy gap opens in a similar manner when either the magnetic field or three-
spin term is varied, the dynamical spin-structure factor exhibits a remarkably different
low-energy structure. Thus, additional terms in perturbation theory, other then the
three-spin term preserving integrability, are relevant to describe the dynamical spin-
structure factor in the topological phase.
When approaching the intermediate region from high-fields, we observe a strong
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reduction in frequency with a simultaneous flattening of the lower magnon band. A
broad continuum develops, that ranges down to the lowest frequencies and merges with
the single magnon branch. It remains an open question, whether this flattening could
be attributed to the collapse of the lower magnon branch, as observed within LSWT, or
rather to multi-magnon excitations obscuring any dispersion of the very same magnon
branch. Nonetheless, the flat gap closing as such is interesting in various aspects as it
may indicate exotic spin states like a quantum spin liquid.
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Chapter 7
Topological Magnons in Kitaev
Magnets at High Fields
7.1 Introduction
One of the most important concepts in recent condensed matter physics is the notion
of a topological band structure. Such band structures may carry nontrivial topological
indices that protect certain features of the spectrum of a solid at its boundaries [172,
173]. Most famous examples include the quantum Hall effect, topological insulators, as
well as Weyl and Dirac semimetals.
Similarly, magnon bands may as well carry nontrivial topological indices implying
the existence of protected edge modes. In the past, some models have been proposed
to exhibit such Chern bands [174–181], however, the robustness of the corresponding
chiral edge modes against interactions remains to be demonstrated. In comparison to
electronic topological insulators, their bosonic analogue, like the topological magnons
discussed here, are more likely to possess interactions possibly resulting in a break down
of the single particle picture. In the case of the kagome ferromagnet with Dzyaloshinskii-
Moriya, it has been argued that magnon-magnon interactions broaden the bulk bands
on a scale comparable to the bulk gap so that the band topology cannot be understood
in terms of single magnons [182]. The question remains open whether any model can
be found in which the prediction of chiral edge modes in a magnonic band structure
survives in the strong coupling limit.
The purpose of this chapter is to expose the possibility of Kitaev materials to
exhibit topological magnons, if a strong magnetic field along [111] is applied. In the
context of bare Kitaev interactions, this chapter links directly to chapter 6 and the
high-field paramagnetic state discussed therein. However, topological magnons exist
also in the general Kitaev model including Heisenberg, and symmetric off-diagonal Γ
and Γ′, cf. Eq. (2.46), and thus may be observable in compounds like Na2IrO3, Li2IrO3,
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and α-RuCl3. In particular, number non-conserving terms open a gap in the spectrum
allowing for non-trivial Chern numbers. By tuning the field, a separation of energy
scales is achieved such that multi-magnon excitation do not overlap with the in-gap
edge mode. Consequently, no low-energy scattering channels into the continuum exist
and the lifetime of single magnons is not limited.
This chapter is structured as follows. First, cf. Sec. 7.2, the linear spin-wave the-
ory for the Kitaev-Heisenberg model in a strong magnetic field along the [111] axis is
introduced. The Berry curvature of the magnon bands reveals the non-trivial Chern
numbers. In Sec. 7.3, the effect of magnon-magnon interactions is studied within the
dynamical structure factor obtained using higher-order spin-wave theory and infinite
density matrix renormalization group (iDMRG) method applied on the bulk. Subse-
quently, cf. Sec. 7.4, chiral edge modes as a signature of the topological magnon band
structure are observed on a slab geometry using DMRG and a matrix product operator
based time-evolution, see Ch. 3. The extension to the more general JKΓΓ′ model is
captured in Sec. 7.5.
7.2 Linear Spin Wave Theory and the Non-Trivial Chern
Number
In the high-field limit h → ∞, the magnetic moments saturate along the field direction.
This polarized yet paramagnetic ground state may be used as a starting point of a
spin-wave theory. Using the Holstein-Primakoff ansatz [183] the spin operators Sγ get
replaced by bosonic construction and annihilation operators ζk =
(
ak, bk, a
†
−k, b
†
−k
)T
,
with a pair each for the two sites within the unit cell. Note that, the Ansatz is applied
to the rotated frame, such that S̃z acts along the [111] direction.
LSWT for the Kitaev-Heisenberg Model at High Fields
To lowest order in 1/S, the linear spin-wave Hamiltonian contains only quadratic terms
in a, b and after performing a Fourier transform it has the general structure
HLSW =
1
2
∑
k∈BZ
ζ
†
k ·MLSW (k) · ζk , (7.1)
where M is a 4 × 4 matrix. For the Kitaev-Heisenberg model, cf. Ch. 4, with a
Zeeman-coupling of the spins to a magnetic field along the [111] axis,
HKH =
∑
〈i,j〉γ
2KγS
γ
i S
γ
j +
∑
〈i,j〉
JijSi · Sj − h
∑
i
(Sxi + S
y
i + S
z
i ) , (7.2)
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M is given as [150]
MLSW =
(
A(k) B(k)
B†(k) AT (−k)
)
, (7.3)
with
A(k) =
√
3h
(
1 0
0 1
)
+ (3J + 2K)S
(
−1 γ∗0,k
γ0,k −1
)
(7.4)
B(k) = 2KS
(
0 γ∗1,k
γ2,k 0
)
. (7.5)
Here, a spin-12 system is considered and thus S = 1/2. The γi,k are introduced for
convenience
γ0,k =
1
3
(
e−ik·δx + e−ik·δy + e−ik·δz
)
γ1,k =
1
3
(
e−ik·δx−2πi/3 + e−ik·δy+2πi/3 + e−ik·δz
)
(7.6)
γ2,k =
1
3
(
e−ik·δx+2πi/3 + e−ik·δy−2πi/3 + e−ik·δz
)
.
The δx,y,z denote the lattice vectors with the choice [162]: δx = (0, 1), δy =
(
−
√
3/2,−1/2
)
,
and δz =
(√
3/2,−1/2
)
. Equation (7.1) can be diagonalized by a Bogoliubov transform,
i.e. as in Ref. [184].
Figure 7.1 summarizes the findings within LSWT. Following the convention in Ch. 4,
a trigonometric parametrization K = sinα, J = cosα is used. The critical field is
identified from the closing of the gap to the lower magnon band. Depending on α the
critical field varies: it is zero above the ferromagnetic phase, and increases towards
the antiferromagnetic phase, in which it the critical field reaches a maximum. The
gap in between the magnon modes vanishes if K = 0 (bare Heisenberg exchange) or
3J+2K = 0. For all other α, this in-between gap is either minimal at the K point, the
M point, or at both K and M in the vicinity of bare Kitaev coupling. See Fig. 7.1(b).
Note that within LSWT the critical field at the ferromagnetic Kitaev exchange (FMK) is
zero, whereas for the antiferromagnetic exchange (AFK) it is finite, h = 2/
√
3 ≈ 1.15.
In comparison to the findings in Ch. 6, the critical field is slightly lifted for FMK,
hc,FM = 0.028, and significantly reduced for AFK when utilizing iDMRG, hc,AF =
0.72. This rescaling is likely affecting a broader range around α = π/2. In a classical
treatment [150], numerous long-range ordered phases are observed within the shaded
area below the critical field.
To gain more insight about the magnons, let us apply a Schrieffer-Wolf transforma-
tion [185], that perturbatively diagonalizes the Hamiltonian by a unitary transforma-
105
CHAPTER 7. TOPOLOGICAL MAGNONS IN KITAEV MAGNETS AT HIGH FIELDS
(a)
(b)
C = ±1
ΓΓ
Γ
K
K
K K K
KM KM
M M
4
3
2√
3h
1
0
2
1
0
∆
−1 −1/2 0 1/2 1
α/π
F
M
K
it
ae
v
A
F
M
H
ei
s.
A
F
K
it
ae
v
Figure 7.1: (a) Phase boundary between the high-field paramagnetic phase and
the low field phases (shaded area) as obtained from linear spin-wave theory. The
entire paramagnetic phase has topological magnons with Chern number C = ±1
with the exception of K = 0 and 3J + 2K = 0, see below. The gap closing of the
lower magnon branch occurs either at the K (black line) or the Γ (blue line) high-
symmetry point, except above the pure Kitaev points, where the lower magnon
band becomes flat and condenses in the entire reciprocal space. Possible semi-
classical phases [150] or effects due to interaction, cf. Ch. 6, are not captured in
this plot. (b) Magnitude and position of the minimal gap in between both magnon
modes at the critical field. The in-between gap vanishes if K = 0 or 3J +2K = 0.
At these two points, the Berry curvature is not well defined. This figure is based
on Fig. 1 of Ref. [162].
tion,
Heff = e
−WHLSW e
W ,
such that the number non-conserving terms, terms of the form akak or a
†
ka
†
k, get
eliminated to lowest order. The corresponding matrix W is
W (k) =
1
2
√
3h
(
0 B(k)
−B†(k) 0
)
. (7.7)
Here, we include terms up to second order in the transformation,
Heff ≈ H + [W,H] +
1
2
[W, [W,H]] + . . . . (7.8)
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The effective Hamiltonian, still of the same structure as in Eq. (7.1), gets
Aeff (k) = A(k)−
2K2S2√
3h
(
γ∗1,kγ1,k 0
0 γ∗2,kγ2,k
)
(7.9)
Beff (k) = −
K(3J + 2K)S2√
3h
(
γ0,kγ
∗
1,k + γ
∗
0,kγ2,k −2γ∗1,k
−2γ2,k γ0,kγ∗1,k + γ∗0,kγ2,k
)
. (7.10)
Since the energies of the magnon excitations are similar for the 4 × 4 and the 2 × 2
matrix Aeff, it is sufficient to diagonalize Aeff. First, note that Aeff can be rewritten as
Aeff(k) = d0(k)1 +
1
2
d(k) · σ , (7.11)
where σ = (σx,σy,σz) is a vector of Pauli matrices. The scalar d0(k) and the vector
d(k) read as
d0(k) =
√
3h− (3J + 2K)S − K
2S2√
3h
(
γ∗1,kγ1,k + γ
∗
2,kγ2,k
)
(7.12)
d(k) =




(3J + 2K)S(γ∗0,k + γ0,k)
i(3J + 2K)S(γ∗0,k − γ0,k)
−2K2S2√
3h
(
γ∗1,kγ1,k − γ∗2,kγ2,k
)




. (7.13)
The terms with the coefficient of ∝ K2h in d0(k) and d(k) reveal the topological property
of the magnon bands: transformed back to real-space they generate a second-nearest
neighbor term as would occur from a Dzyaloshinskii-Moriya term [162], which is known
to result in Chern bands for the magnons [177]. Let us continue with the eigenvalues
of Aeff. Given Aeff is of the form (7.11), the eigenvalues are
ω± = d0(k)±
1
2
d(k) , (7.14)
where d(k) = |d(k)|. Here, two magnon branches exist with a spacing d(k) between
the two bands. The two bands touch, that is d(k) = 0, only if K = 0 or 3J + 2K = 0,
which are the points of pure Heisenberg coupling and points in the corresponding dual
phases1. Note that the Schrieffer-Wolf transformation is not exactly resembling the
LSWT result: the Schrieffer-Wolf transformation is essentially a perturbation theory
at high field and results in an expansion in terms of 1/h. The magnon modes are only
expected to be similar to LSWT for larger fields, but not close to the critical field.
1The couplings J,K for which 3J + 2K = 0 are not related to the hidden SU(2) point given by a
sublattice transform [85, 142], since the field would also be changed by the transformation.
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Figure 7.2: (a) Brillouin zone and the path along which S(k,ω) is plotted (solid
black line). (b) The rhombic unit cell results in diagonal cuts (solid orange lines)
and is used for the Γ′–M–Γ segment, whereas (b) the rectangular unit cell results
in horizontal cuts (orange dashed lines) and is used for the Γ–K–M ′ segment.
Berry Phase and Chern Number
From d(k) defined in Eq. (7.13) one obtains the Berry flux, which for a two-dimensional
system is defined as [172, 186]
F xy± (k) = ±
i
2
d̂(k)
(
∂d̂(k)
∂ky
×
∂d̂(k)
∂kx
)
, (7.15)
where d̂ = d(k)/d(k) is a unit vector. Given a Berry flux F xy± of the two band denoted
by ±, its Chern number C± is defined by integrating the Berry flux over the first
Brillouin zone
C± =
1
2πi
∫
BZ
dkxdkyF
xy
± = ±Ns , (7.16)
where Ns is generally an integer. In the case of the Kitaev-Heisenberg model C± = ±1
for all J and K except when the two magnon branches are not separated by a finite
gap, which occurs for K = 0 and 3J + 2K = 0. In conclusion, almost the entire high-
field paramagnetic phase, cf. Fig. 7.1, exhibits topological non-trivial magnon bands
implying edge modes.
7.3 Include Magnon-Magnon Interactions: Comparison
with DMRG
One might ask how robust the signatures of the topological bands are, considering that
a non-interactive theory is applied. To provide a test, we will now compare the LSWT
results with numerical, non-perturbative, methods. Two such methods are used: exact
diagonalisation (ED) on an hexagonal 24 site cluster preserving the symmetry of the
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Figure 7.3: Bulk dynamical spin-structure factor S(k,ω) for antiferromagnetic
Kitaev coupling at the magnetic fields
The two magnon modes obtained using linear spin wave theory (cyan dashed
lines), and the eigenvalues obtained using exact diagonalisation on an hexagonal
24 site cluster (green circles) are plotted on top.
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Figure 7.4: Same as Fig. 7.3, but for ferromagnetic Kitaev coupling at the magnetic
fields (a) h = 0.58, and (b) h = 1.15. Note that within LSWT, identical magnon
modes occur for ferromagnetic and antiferromagnetic Kitaev coupling, if the field
is changed as hFMK = hAFK − 2/
√
3.
honeycomb lattice, and infinite density renormalisation group (iDMRG) together with
an matrix-product operator based time-evolution (tMPO). The latter extends the study
in chapter 6 to higher fields. The method itself is explained in Sec. 3.1 and 3.3.
Figure 7.3 shows the numerically
cf. Eq. (3.28) in Sec. 3.3, for the bare antiferromagnetic Kitaev (AFK) coupling at fields
h = 1.15, 1.73, and 2.31. S(k,ω) is
in reciprocal space. The path and ponding geome
Fig. 7.2. At h = 2/
√
3 ≈ 1.15, LSWT predicts a completely flat lower magnon band.
However, iDMRG shows well defined magnon modes at finite energy.
The two magnon branches increase in energy as the field strength is raised. Both
at h = 1.73 and h = 2.31, the magnon branches obtained using LSWT are shifted in
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energy. Particularly, the upper branch shifts to lower energies, when interactions are
considered. The lowest eigenvalues found using ED agree perfectly at all fields implying
that finite size effects are negligible.
A symmetry between AFK and the ferromagnetic Kitaev coupling (FMK) within
LSWT leads to similar magnon branches if the field is shifted as hFMK = hAFK −
2/
√
3, Thus, the LSWT magnon branches shown in Fig. 7.4(a) for FMK are equal to
7.3(b), and analogously 7.4(b) to 7.3(c). However, the numerically obtained S(k,ω) are
different between AFK and FMK. In particular, the lower magnon branch is slightly
reduced in energy for FMK, and the continuum is more pronounced.
Nonetheless, LSWT captures qualitative features like the minimal gap position and
the position of the minimal gap between the two branches. A closer look at how
interactions affect the LSWT results is given in [162] by performing spin-wave theory
to next higher order including three and four magnon interactions. Already near the
critical field, agreement between spin-wave theory and iDMRG improves significantly
regarding the single magnon branches, but distinctions remain in the continuum.
7.4 Chirality on a Slab Geometry
Non-zero Chern numbers imply chiral edge modes. This motivates to employ the
iDMRG + tMPO framework, cf. Ch. 3, on a slab geometry with one dimension being
in the thermodynamic limit, Lx → ∞, and one dimension being finite, Ly = 12. The
boundaries in the finite dimension are open such that two edges exist at which the chi-
ral edge modes may appear. The bulk S(k,ω), see Fig. 7.3 and Fig. 7.4, indicate that
AFK provides a better test ground due to the larger gap in between the two magnon
bands.
On a slab geometry, the Fourier transform along the finite dimension y is not well
defined. Thus, in Fig. 7.5 the following quantity is plotted
S̃γγ(kx,ω) = N
∫
dt eiωt
∑
a,b
ei(rb−ra)·k̂xkx Cγγab (t) , (7.17)
where the spatial Fourier transform of the dynamical spin-spin correlation Cγγab (t) is
only carried out along the x direction. For the sake of comparison, Fig. 7.5(a) shows
S̃γγ(kx,ω) on the cylinder geometry used before to obtain the bulk modes. However,
the amount of modes increases due to an entire ring being the effective unit cell now.
The gap in between the magnon modes is situated at kx = ±2π/3. When changing to
the slab geometry, Fig. 7.5(a), a mode within this gap appear. However, the presence
of open boundaries shifts modes near the boundary in energy and increases the number
of modes as the unit cell enlarges to a strip along the finite dimension. Up to Ly = 12
modes could appear of which some may overlap.
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Figure 7.5: S̃(kx,ω) as defined in Eq. (7.17) at h = 1.73 with antiferromagnetic
Kitaev coupling for (a) cylinder geometry, (b) slab geometry, (c) slab geometry,
but only exciting at the lower edge, and (d) at the upper edge. (b) presents the in-
gap mode around kx = ±2π/3 and ω = 1.8, that clearly exhibits chirality as right
moving mode (c) and left moving mode (d) depending on the edge considered.
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Let us illustrate, that the in-gap mode has its support at the edges: the variable
a in the sum, Eq. (7.17), is restricted to run only over the two sites of a fundamental
(bulk) unit cell at the upper or the lower edge. The corresponding S̃γγ(kx,ω) are shown
in Fig. 7.5(c) and Fig. 7.5(d). There, the chirality becomes apparent as an asymmetry
in kx of the spectral weight carried by the in-gap mode. On the lower edge, the right
moving mode receives most of the spectral weight. Whereas on the upper edge it is the
left moving mode that carries the majority of the spectral weight.
7.5 Extension to the JKΓΓ′-Model
The LSWT presented above transltes over to the most general nearest neighbor model
allowed by the symmetry of the edge-shared octahedral compounds [81, 82], where the
octahedra form a honeycomb lattice. See section 2.3.8 and equation (2.46) in particular.
For fully polarized moments along [111], as used within LSWT, a mapping between
the different couplings J,K,Γ, and Γ′ together with a rescaling of the field h exists
that leaves the magnon modes invariant within the non-interacting limit. Any combi-
nation of J,K,Γ,Γ′ can be obtained from the Kitaev-Heisenberg model by using the
replacement rules
K → K + Γ+ Γ′
J → J − Γ (7.18)
h → h−
√
3ΓS − 2
√
3Γ′S .
Thus, at the non-interacting level any results of the Kitaev-Heisenberg model in a high
[111] field carry over to the general model possibly describing the recently much studied
Kitaev compounds. Note, however, this mapping does only apply on the level of LSWT
and does not include possible interactions and any renormalisation of the magnon band
the interactions may cause.
7.6 Conclusion
Spin-Orbit coupled magnetic compounds that exhibit Kitaev, Heisenberg, Γ, and Γ′
interaction contain topologically non-trivial magnons in the high-field paramagnetic
phase. Within linear spin-wave theory, the two magnon modes have a Chern num-
ber C ± 1 implying chiral magnon modes at the surface. Based on this prediction,
numerical simulations were presented verifying the chiral modes on a slab geometry.
The topological edge modes are expected to exist in the whole parameter space of
the JKΓΓ′-model (up to a few points) due to a mapping from the Kitaev-Heisenberg
model to parameters in the JKΓΓ′-model. Thence, the findings here may be relevant in
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magnetic compounds like Na2IrO3, Li2IrO3, and α-RuCl3 irrespective of their precise
couplings.
On more general grounds, the Kitaev-Heisenberg model in a high-field along the
[111] axis provides a concrete example of topological magnons implying edge modes,
that due to a separation of energy scales survive interactions. By field-tuning the
magnet within the paramagnetic phase, single magnon branches are gapped out, and
their multi-magnon continuum is lifted resulting in a energy window where linewidths
are suppressed.
The non-trivial Berry curvature and non-zero Chern number imply a thermal Hall
effect studied already in a number of magnets [175, 179, 187–193]. Recent theoretical
work predicts thermal Hall signatures in the Kitaev model in low fields within the topo-
logical non-abelian phase [194], which are claimed to be observed experimentally [195].
The thermal Hall signatures obtained in the paramagnetic phase are presented in [162]
and it would be of interest to examine the experimental results of [195] within the
context of topological magnons in the Kitaev model at high field.
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Chapter 8
Polarization Plateaus in
Hexagonal Water Ice
8.1 Introduction
Water exits in a huge variety of different phases including vapor, fluid, as well as
numerous crystalline and amorphous phases. The most common crystalline phase of
water on earth is the hexagonal phase ice Ih. Bernal and Fowler proposed that ice Ih
is a molecular solid constructed out of H2O molecules [9] obeying the ice rules. These
ice rules are local constraints preventing ice Ih from ordering and leave a massively
degenerate proton subsystem with a finite residual entropy [7, 8] Consequently, ice
Ih is considered to be an archetype of geometrical frustration. See Sec. 2.2 for more
details. A similar constraint exists in spin ice materials, magnetic compounds where
magnetic moments are aligned parallel or antiparallel to the links of a diamond lattice.
Furthermore, they have to satisfy a modified ice rule constraint: two spins point into
a tetrahedron and two point out. This is equivalent to the zero divergence condition
of classical electrodynamics, Gauss’ law, on a lattice and gives rise to emergent gauge
fields, cf. Sec. 2.2.3.
The local constraints in ice-like materials manifest itself in certain features of scat-
tering experiments. The ice rules cause an angle dependence of the scattering intensity
around lattice Bragg points resulting in a bow-tie-like structure [45, 47, 196]. Such
scattering maps contain information on proton-proton correlations, which have been
computed for ice Ih using a large-N theory [197] or a projection operator approach [198].
At the lowest temperatures, quantum fluctuation may become important and result
in a long-range ordered proton subsystem [199]. Experimental [200, 201] and theoretical
work [198, 202] indicate that quantum fluctuations occur in the form of coherent many-
body hopping of protons around a hexagonal plaquette.
In this chapter, we study the extensive classical degeneracy and how an external
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field affects it. Generically, the degeneracy is expected to decreases upon applying
an external field, but details depend on the direction of the field and which lattice
symmetries it breaks. The degeneracy remains either extensive, e.g., when the field
confines the remaining degrees of freedom to a stack of decoupled planar layers such
as for pyrochlore spin ice in a [111] magnetic field [52, 55]. A small tilt of the field is
needed to obtain an ordered state [55]. In contrast, spin ice in a field along [001] orders
by an exotic three-dimensional Kasteleyn transition [51, 203, 204].
Here, an external electric field is applied which couples to the proton subsystem. We
consider a minimal model describing the proton configuration: A proton can only take
one of two positions on a link between two neighboring oxygen atoms and only a single
proton per link exists. As such, the proton configurations can be described by Ising-like
spins. If the field is applied along certain easy axes, it induces a partial ordering of
the protons. The remaining degrees of freedom reside on decoupled layers mappable to
hardcore dimer models. The field effectively reduces the dimensionality of the system
from three to two. A slight tilt of the field lifts the remaining degeneracy within each
layer and leads to an order-disorder transition first described by Kasteleyn [56].
In ice Ih, two qualitatively very different field directions exist: A field along [001]
leads to decoupled layers with Ising-spin degrees of freedom on a honeycomb lattice.
The local ice rules infer a mapping of the spins to dimers on the edges of the same
lattice. This is in close analogy to the pyrochlore spin ice in a magnetic field along the
[111] axis [55]. A second field direction along [010] results in decoupled layers of spins,
which have an equivalent description as dimers on the edges of a square lattice. This
direction has no analog in spin ice and, thence, receives more attention in this study.
Upon slightly tilting the field, the emergent dimers within the layers acquire different
Boltzmann weights and, eventually, a Kasteleyn transition occurs [56, 57, 60, 205].
Using the theory introduced in Sec. 2.2.6, the emergent dimer models enable to compute
thermodynamic quantities. Thence, the transition condition and its critical behaviour
can be derived.
The structure of this chapter is as follows: In section 8.2, the ice Ih lattice and the
model are introduced. An explanation of the numerical procedure and the directed
worm Monte-Carlo method follows in section 8.3. Results based on thermodynamic
observables are presented in section 8.4. A qualitative microscopic discussion of the
emergent dimers is given in section 8.5, which is extended by a derivation of the dimer
densities and polarizations. Section 8.6 contains diffuse scattering maps for comparison
with experiments. We finish with concluding remarks in section 8.7.
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Figure 8.1: (a) Illustration of the structure of hexagonal ice Ih. An external field
along E
[001]
0 ‖ [001] or E
[010]
0 ‖ [010] is applied with an additional tilt in the
directions: (b) E
[001]
⊥ ‖ [100] and (c) E
[010]
⊥ ‖ [101]. Oxygen ions are drawn in red,
protons in gray.
8.2 Hexagonal Ice Ih Structure and Model
Ice Ih has a bipartite hexagonal lattice with four oxygen atoms and eight protons per
primitive cell (Fig. 8.1). The oxygen atoms form a four-fold coordinated tetrahedral
structure of class P63/mmc. The following symmetries exist: a sixfold rotation axis, a
twofold rotation axis perpendicular to the z-axis and a horizontal reflection plane. The
structure can be considered as a stacking of planes in an ABAB pattern, where B is
the reflection of A with respect to a horizontal plane. This plane is perpendicular to
the c-axis and is placed at the midpoint of the vertical links in Fig. 8.1(a).
Within the unit-cell, eight distinct oxygen-oxygen links exist. Each proton has two
possible positions arranged symmetrically around the midpoint of a link. If we assume
a single proton per link, which is one of the ice rules, the proton configuration can be
represented as a configuration of electric dipoles di
di = sidêi . (8.1)
The dipoles are effective Ising spins si with respect to a local z-axis given by the
direction êi of the oxygen-oxygen links. Such a mapping has been applied to spin ice
in the reverse context. There the magnetic spins are represented as pairs of opposite
charges forming dumbbells [14].
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We consider the following minimal model in terms of electric dipoles or Ising spins,
respectively. The Hamiltonian reads
H = J
∑
α
L2α −
∑
i
sidE · êi , (8.2)
where Lα =
∑
i∈⊠α si is the sum over effective the Ising spins on a tetrahedron ⊠α. In
choosing the limit J → ∞, we restrict the dipole configuration to the ice-rule manifold.
The second term is the coupling of the moment to an external field, which is named
Stark coupling if an electric field is considered. The direction of the unit vectors êi
along the links is chosen such that a positive si points from a site on sublattice A to a
site on sublattice B. In the remainder, the constant d is set to unity.
The field is applied a) along the c-axis [001] and b) along [010] with respect to the
orthorhombic unit cell, see Fig. 8.1 for an illustration. These field directions still leave
an extensively degenerate ground state with finite entropy density. Therefore, a slight
tilt of the field towards a) [100] and b) [101] is added, such that a single lowest energy
state exist. For the remainder of this article, the notation E = E0 + E⊥ is used for
the external field. E0 is the component along the easy axis and E⊥ denotes the tilt
component with E⊥ ≪ E0.
8.3 Directed Loop Monte Carlo Sampling
The spin- or proton system is simulated numerically using a directed loop Monte-
Carlo method [206]. Since a single spin flip would violate the second ice rule, loops of
consecutive spins are created and flipped instead. In doing so, the simulation remains
in the defect-free manifold. In order to keep the efficiency high, the sampling enters
already at the loop creation: two defects are created by choosing a single spin randomly
with uniform probability and flipping it. One of the defects executes a weighted random
walk with weights depending on the energetics of the original local configuration and
the possible new local configurations. As soon as that defect meets the other defect,
the loop is closed and all corresponding spins will be flipped. This is also known as
the long loop algorithm, which has the property of spanning on average a fraction of
the whole system [207]. A loop which winds once or multiple times around the system
connects different winding sectors.
The possibility of backtracking of a defect must also be considered to satisfy detailed
balance. If the defect goes all the way back to its initial creation, no update occurs and
a new initial spin is randomly chosen.
Usually, only the change of the local configuration on a single tetrahedron is taken
into account when computing the probabilities to move the defect on site. However,
this choice makes the algorithm highly inefficient for the field along [010]. Consider two
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neighboring tetrahedra connected by a spin perpendicular to the field: the defect steps
forward at the first tetrahedron with high probability as the change in configuration
leads to a gain in energy. At the next tetrahedron, the defect has only a small prob-
ability to move forward as it would cost nearly the same energy and moving back is
more likely. Thus, with decreasing temperature the probability of oscillating between
the two vertices increases until the probability converges to one. This issue can be
circumvented by considering double vertices of two neighboring tetrahedra sharing this
particular spin perpendicular to the field. By doing so, the energy gain and cost are
taken into account within one step.
The weighted random walk of the defect will be performed based on local heat bath
sampling. Moving a defect through the smallest unit, either a single tetrahedron or a
double tetrahedron, will change its local configuration from i to j. Its probability is
given by
p(i → j) = z(i → j)∑
k z(i → k)
,
where z(i → j) = e−β(ǫj−ǫi) is the Boltzmann weight of a local configurational change.
The sum in the denominator runs over all possible configurations k which can be
achieved by forward steps and changing the local configuration (i 	= k) or by backtrack-
ing and retaining the local configuration (i = k). The energy ǫi of a local configuration
is either given as
ǫα = −
1
2
E
∑
i∈⊠α
siêi,
where the sum runs over all links of a single tetrahedron ⊠α, or, for the modified
algorithm, as
ǫα = −sα,intE · êα,int −
1
2
∑
ext i∈Dα
siE · êi , (8.3)
summing the Stark energy contribution from the internal spin of a double tetrahedron
Dα. The (external) spins are weighted by a factor 1/2, since they are shared by two
neighboring (double) tetrahedron.
The protocol for the simulation is as follows: The system is initialized in a config-
uration that obeys the ice rules everywhere. Loop creations and spin flips at infinite
temperature are performed to randomize the initial state. Then follows an equilibra-
tion at a temperature of choice. The auto-correlation time is measured and determines
how many loop iterations will be done between each measurement at the particular
temperature. This procedure is repeated for all temperatures of interest. The field is
held constant over the whole procedure. Simulations are done on systems with up to
160× 160× 80 hexagonal unit cells and with periodic boundary conditions.
119
CHAPTER 8. POLARIZATION PLATEAUS IN HEXAGONAL WATER ICE
100 101 102 103 104
T/|E⊥|
0
5
10
15
20
C
=
〈E
2
〉−
〈E
〉2
T
2
0.0
0.2
0.4
0.6
0.8
1.0
|P
|/
P
s
a
t3.2 3.6 4.0
T
0.8
0.9
1.0
|P
|/
P
s
a
t
Figure 8.2: Relative polarization (blue dots) and specific heat (green triangles) ver-
sus temperature for a field applied along E = (1, 0, 100). The Kasteleyn transition
occurs at TK = 3.396 (vertical dashed line). The polarization in the intermedi-
ate plateau points along [001] with magnitude |P |/Psat =
2√
10
≈ 0.63 (horizontal
dashed line). The inset shows the relative polarization near the Kasteleyn tran-
sition of the effective dimers into a fully ordered state. The numerical data (blue
dots) agrees with the polarization obtained analytically utilizing the Kasteleyn
matrix (solid black line).
8.4 Polarization Plateaus
The numerically obtained polarization and the specific heat are shown in Fig. 8.2 for
(A) E0 along [001] with a tilt E⊥ along [100], and in Fig. 8.3 for (B) E0 along [010]
with a tilt E⊥ along [101]. The exact values of the fields are
(A) E = (1, 0, 100)
(B) E =
(
1√
2
, 100,
1√
2
)
≈ (0.71, 100, 0.71) .
|E⊥| is set to be two orders of magnitude smaller than |E0| in order to achieve a
separation of the energy scales.
For temperatures T ≫ |E0| the physics are solely determined by the ice rules and,
consequently, the polarization is close to zero. Upon cooling down to |E⊥| ≪ T < |E0|,
a crossover into an intermediate polarization plateau is observed. In the intermediate
plateau, the spin sublattice with the maximal projection along the field gets pinned.
The other spins remain free and form decoupled, two-dimensional layers. Thus, a
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Figure 8.3: Relative polarization (blue dots) and specific heat (green triangles) ver-
sus temperature for a field applied along E =
(
1√
2
, 100, 1√
2
)
≈ (0.71, 100, 0.71).
The Kasteleyn transition occurs at TK = 3.385 (vertical dashed line). The polar-
ization in the intermediate plateau points along [010] with magnitude |P |/Psat =
3
2
√
5
≈ 0.67 (horizontal dashed line). The inset shows the relative polarization
near the Kasteleyn transition of the effective dimers into a fully ordered state.
The numerical data agrees with the polarization obtained analytically utilizing
the Kasteleyn matrix (solid black line).
dimensional reduction of the physics from three to two dimensions occurs due to the
external field. The polarization is determined by the fixed spins and is illustrated as
horizontal dashed lines in Fig. 8.2 and 8.3.
The crossover between high-temperature and intermediate plateau has two qualita-
tively different regimes [34]. See Fig. 8.4. Due to the ice rules, the polarization can only
be reduced by introducing string-defects of concurrent spins spanning the entire system.
These string-defects flip spins that would be pinned by the field at lower temperatures.
Thence, the two-dimensional layers which were decoupled at low temperatures, begin to
interact and three-dimensionality gets restored. The crossover occurs once the entropic
gain of a string-defect balances out the loss of internal energy. Multiple string defects
exist at high temperature with an interaction of entropic origin. Once multiple string-
defects exist, their interaction gets screened and a mean-field analysis can be applied to
reveal a finite-size independent polarization [34]. Similar to spin ice, the polarization
decreases exponentially as ∆P ∝ exp{−32|E|9T } upon raising the temperature [34, 55].
The occurrence of string-defects is suppressed exponentially in ∆E/T , such that at
low temperatures it is unlikely to have two or more string defects at a time. Equivalently
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Figure 8.4: Pim− |P | over inverse temperature T/|E0| normalized by the main field
component. The left regime exhibits no size dependence, whereas the slope in the
right regime depends on the systems size parallel to the field. The left column
shows the data for E
[001]
0 , the right column for E
[010]
0 . A tilt, E⊥, has not been
applied here.
for periodic boundary conditions, it is unlikely that a loop winds more than once around
the system. As such, the interaction is not screened and the string-defect can explore
the entire system. This results in finite-size depends both in the longitudinal and
transverse size with respect to the field direction, cf. Fig. 8.4. Increasing the transverse
size of the system increases the entropy gain due to a string defect. Thence, the
crossover temperature gets shifted. The longitudinal dimension determines the energy
cost of creating such a defect and, thus, increasing it results in a faster approach of
the intermediate plateau. The latter implies a steeper decay of the difference of the
polarization of the system and the polarization of the intermediate plateau, |P |− Pim.
At low temperatures, a second polarization plateau with saturated polarization
is approached. Near TK ≈ 3.4 the specific heat diverges for T > TK , indicating a
continuous phase transition. In contrast, the specific heat vanishes for T < TK , which
would indicate a first order phase transition. In fact, any fluctuations are suppressed
below the transition as they are only caused by string defects spanning the entire
system. This unconventional transition is known as a Kasteleyn transition [56], which
appears for hardcore dimers at close packing.
We continue with a more detailed discussion of the intermediate plateau and the
Kasteleyn-type transition into the fully polarized phase. A one-to-one mapping from
spin configurations within the decoupled layers to hardcore dimers exists. The discus-
sion of the emergent dimers is given separately for the two field directions studied. The
first field direction (A) leads to decoupled layers of dimers on a hexagonal lattice, and
the second field direction (B) gives rise to dimers on a square lattice.
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(a) (b)
(c)
Figure 8.5: Upon applying a field along [001] and lowering the temperature below
the corresponding energy scale, the spins with the largest projection onto the field
get pinned. These are highlighted as green spins in (a). The remaining degrees
of freedom, blue spins in (a), form a bipartite honeycomb lattice with two-in-one-
out or one-in-two-out configurations, see (b). A one-to-one map to dimers on the
edges of a honeycomb lattice (c) exists.
(A) Intermediate Plateau: Dimer on an Hexagonal Lattice
Applying a field along [001] pins the spins parallel to the field, the green spins in
Fig. 8.5(a), as soon as the ratio |E0|/T is sufficiently large. The remaining degrees of
freedom, the blue spins, reside on the edges of two dimensional honeycomb lattices with
alternating two-in-one-out or one-in-two-out vertices. We can map the blue spins to
dimers on the same honeycomb lattice by assigning a dimer to each minority spin, which
are highlighted in orange in Fig. 8.5(b). The hexagonal layers form an ’ABAB’ stacking
with inverted two-in-one-out or one-in-two-out vertices. Apart from the stacking, this
intermediate state has a very close analogy to the [111] magnetization plateau found
in pyrochlore spin ice [34, 55].
Closely packed configurations of dimers on the edges of a honeycomb lattice exhibit
a transition between a long-range ordered phase and a disordered phase [56]. The
dimers are closely packed, if each site is occupied by a single dimer, yet no two dimers
shall occupy the same site. This condition implies local constraints similar to the ice
rules and results in an algebraic decay of two-point correlations. The transition occurs
once the Boltzmann weight e−βǫα of placing a dimer on one edge exceeds the sum of
the weights on the other two edges, e.g., a ≥ b+ c. Here, β is the inverse temperature,
β = 1/kBT , with the Boltzmann constant kB set to unity. ǫα = −
∑
i∈α siêi ·E⊥ is the
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energy of the local configurations of spins on a tetrahedron α. The critical weight can
be calculated by considering the corresponding spin configuration for each dimer and
the direction of the tilt-component of the field. For the tilt field under consideration,
E⊥ ‖ [100], the critical condition is
ac = 1 +
1
ac
=⇒ ac =
1
2
(
1 +
√
5
)
≈ 1.618 . (8.4)
In the simulation, we normalize the dipole moment of the spin di = siêi. In doing so,
the critical temperature TK reads as
TK =
−
∑
i siêi ·E⊥
log ac
=
ǫa
log ac
= 3.396 . (8.5)
Here, ǫa is the energy of the spin configuration that is equivalent to energy of a dimer
at the edge with weight a.
Since the case of emergent dimers on the honeycomb lattice has been studied ex-
tensively in the literature [34, 55, 56], we focus on the second field direction.
(B) Intermediate Plateau: Dimer on a Square Lattice
If the field is applied along [010], the intermediate polarization plateau can be under-
stood as layers of hardcore dimers on a rhombic lattice. Each layer is separated by
the spin sublattice that is pinned by the field (green spins in Fig. 8.6(a). Any remain-
ing thermal fluctuations will happen within the two-dimensional layers. Each layer is
composed of double vertices with two neighboring nodes of the same kind, either both
of three-in-one-out or both of one-in-three-out configuration. See also Fig. 8.6(c). By
combining two such nodes to a double vertex one internal spin and four external spins
are obtained. Three of the external spins are pointing out (in) and one in (out). Thence,
a one-to-one mapping to dimers exists by assigning a dimer to each minority spin. In
doing so, one ends up with hardcore dimers on a rhombic lattice, see Fig. 8.6(c).
Such a dimer model still exhibits a set of ground states growing exponentially
with system size. Consequently, the residual entropy remains finite, but is reduced in
comparison to the residual entropy of ice Ih. A further introduction of a tilt field acting
on the dimers within each layer reduces the entropy. Similar to hexagonal case above,
a concrete condition for the ordering transition on the square lattice is known [205].
The dimers order once the Boltzmann weight e−βǫi of a dimer exceeds the sum of the
weights of the other three dimer orientations. Note that due to the field, the dimers
with the same orientation, horizontal or vertical, come in pairs with inverse weight.
Swapping all spins of a given configuration leads to a change in sign of the energy and
hence to an inverse weight.
Let us assume the ordering of weights a > b ≥ 1b > 1a . Then, the critical condition
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Figure 8.6: Upon applying a field along [010] and lowering the temperature below
the corresponding energy scale, the spins with the largest projection onto the field
get pinned. These are highlighted as green spins in (a). The remaining degrees
of freedom, blue spins in (a), form a non-bipartite honeycomb-like lattice with
two neighboring vertices being of the same two-in-one-out configuration (or vice
versa) as illustrated in (b). Upon contracting such a double vertex, a one-to-one
map to dimers on the edges of a rhombic lattice (c) exists.
is a = b+ 1b +
1
a . By inserting the corresponding energies, cf. Eq. (8.3), one arrives at
a transcendental equation
sinh
(
− ǫa
kBTK
)
= cosh
(
− ǫb
kBTK
)
. (8.6)
As before, kB is set to one. For a tilt field E⊥ applied along [101], we get a critical
temperature of
TK
E⊥
≈ 3.385 . (8.7)
TK is shown in the polarization plot, cf. Fig. 8.3, as a dashed vertical line and agrees
with the simulation.
Extracted from the numerical simulations, we obtain a critical exponent of the heat
above TK extracted from numerics is α
+ ≈ 0.53, which is close to the expected value
of 1/2 [208]. Fluctuation are suppressed on the low T side of the transition and thus
α− = 0. The difference of the polarization to the saturated value exhibits a critical
exponent of β+ ≈ 0.4.
In the following section, the Kastelyn theory will be applied to obtain exact expres-
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Figure 8.7: Unit cell convention for the computation of the partition sum utilizing
a Kasteleyn matrix with bond weights and corresponding bonds highlighted in
orange.
sions results for the effective dimer model.
8.5 Kasteleyn Transition for Dimers on a Square Lattice
As outlined in section 2.2.6, the partition sum of dimers on any planar graph can
be derived by computing the Pfaffian of the Kasteleyn matrix, Pf K. The Kasteleyn
matrix is the adjacency matrix of the lattice with an admissable orientation and weights
determined by the Boltzmann factor of placing a dimer on that particular edge. For
bipartite lattices, Pf K is equivalent to the determinant of the reduced Kasteleyn
matrix, K̃. The matrix K̃ incorporates only the connections from even to odd sites.
Fig. 8.7 illustrates the convention of the fundamental unit cell and the edge weights
used throughout this section. With this choice, the reduced Kasteleyn matrix is only
a scalar and reads
K̃ = b+
zw
b
− aw + z
a
= det K̃ , (8.8)
with complex variables z = eiφ and w = eiψ
Following section 2.2.6 and using Eq. (2.23) therein, the partition sum, Z, can be
expressed as a double integral in the complex plane
1
N
logZ =
1
(2πi)2
∮
|w|=1
dw
w
∮
|z|=1
dz
z
log
(
b+
zw
b
− aw + z
a
)
. (8.9)
A direct computation of (8.9) for arbitrary weights a and b is difficult, if feasible at all.
The logarithm, log z, of a complex variable z has a branch cut for {z ∈ R, z ≤ 0} and,
thus, the residue theorem cannot be employed.
However, given the partition sum, thermodynamic quantities are defined as deriva-
tives of logZ, resulting in terms suitable for the residue theorem. Let us focus on the
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(a)
Re z
Im z
|z| = 1
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z1(w)
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(c)
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Figure 8.8: Poles of the integral (8.10) with respect to z. Three different cases exist
depending on the choice of weights a, b: (a) z1(w) is completely inside, (b) z1(w)
is partially inside, and (c) z1(w) is completely outside of the integration contour
|z| = 1.
density of dimers on a horizontal bond. If a dimer is placed right or left of an even site
(filled dot in Fig. 8.7, its weight is inverted, a → a−1. Thence, the densities on either
of the horizontal bond are correlated and its difference can be derived
ρa =
Na −Na−1
N
= a
∂
∂a
logZ .
By moving the derivative ∂/∂a inside—the integration paths do not depend on a—we
get
ρa =
1
(2πi)2
∮
|w|=1
dw
w
∮
|z|=1
dz
z
−aw − za
b+ zwb − aw + za
. (8.10)
The inner integral with respect to z is performed using the residue theorem. First order
poles are situated at
z0 = 0 z1 = ab
aw − b
aw + b
, (8.11)
of which z0 is always within the integration path, and z1(w) depends on the second inte-
gration variable. Along the integration path, |w| = 1, of the outer integral, z1(w)||w|=1
is either completely inside, partially inside, or completely outside of the integration
path, |z| = 1, of the inner integration. See Fig. 8.8 for an illustration of the three
different cases. Which of the three cases applies depends on the choice of the weights
a, b. The cases of z1(w) being either completely inside or outside are trivial in that the
residue theorem can also be applied for the integration with respect to w. These cases
occur if one of the weights is larger than the three remaining ones, e.g., a > b+ 1b +
1
a ,
and the dimer configuration is long-range ordered. Consequently, the density ρa is
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constant
ρa =









1 if (a > b+ 1b +
1
a)
0 if (b > 1b + a+
1
a) or (
1
b > b+ a+
1
a)
−1 if ( 1a > b+ 1b + a) .
(8.12)
In the remaining case, the choice of weights a and b results in the pole z1(w) being
partially inside |z| = 1. Thence, the outer integral does only run along the path of w
for which z1(w) is inside
ρa =
1
2πi
∮
|w|=1
dw
w
aw
b− aw +
1
2πi
w2
∫
w1
|w|=1
dw
w
−aw
aw − b −
b
aw + b
. (8.13)
Here, the first term comes from the residue at z0 = 0, and the second term from the
residue at z1(w). The first term is easily solved using the residue theorem again: a pole
w0 = b/a is either inside or outside |w| = 1 and results in a step function Θ(x), which
is zero if x ≤ 0 and one if x > 0. For the second term, an expression of the indefinite
integral exists. Consequently, the result of the definite integral is simply the difference
of the indefinite integral at the final, wf = e
iφ0 , and the initial point, wi = e
−iφ0 , of
the path. Thence,
ρa = Θ
(
1− b
a
)
− 1
π
φ0 +
1
2πi
log
b2 − a2 + 2iab sinφ0
b2 − a2 − 2iab sinφ0
(8.14)
with
φ0 = arccos
(
(
a2 + b2
) (
a2b2 − 1
)
2ab (a2b2 + 1)
)
, (8.15)
being the angle at which z1(e
±iφ) intersects with |z| = 1.
Figure 8.9 illustrates the dimer densities ρa and ρb as a function of the weight
a for a fix choice of weight b = 2.5. Given the densities, the polarization can be
computed exactly. The polarization is given as P = d
∑
i 〈si〉 êi, where 〈si〉 is the
thermal average of the Ising variable si, which depends on ρa(a, b) and ρb(a, b). Fig. 8.2
and 8.3 include both the numerical results and the exact values for the polarisation in
the thermodynamic limit.
8.6 Correlations and Static Structure Factor
In this section, we study the static structure factor (SSF). The SSF is the Fourier trans-
form of the equal-time two-point correlations and reveals details about the microscopic
degrees of freedom. Furthermore, the SSF allows for comparison with scattering exper-
iments like inelastic neutron scattering. Here, we focus on the diffuse part of the SSF
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Figure 8.9: Density of dimers on horizontal edges ρa and on vertical edges ρb with
fixed edge weight b = 2.5. In the region around a ≈ 1, the dimer configuration is
long-range ordered and dimers are only placed on the vertical edges with weight b
(cf. Fig. 8.7). For a > 3.2 dimers are situated on the horizontal edges with weight
a, whereas for a < 0.3 dimers are on the horizontal edges with weight a−1. The
dimer configurations are not ordered for the remaining values of a.
capturing the contribution from the proton disorder. The static oxygen lattice would
only contribute to the Bragg peaks and is neglected.
Following the notation of [196] the general structure factor of the protons is
SH(k) ∝
∣
∣
∣
∣
∣
∣
∑
j∈H sites
nje
ik·Rj
∣
∣
∣
∣
∣
∣
2
. (8.16)
The sum runs over all proton sites, Rj , of which two per link exist. nj denotes the
corresponding occupation number, which can either be zero or one.
By making use of the first ice rule, i.e. one proton per link, the proton configuration
can be rewritten in terms of Ising variables sj residing at the middle of a link, rj , and
the proton shift distance combined with the direction of the link, aγ(j). Here, γ(j)
maps the general label j of a link to one of the distinct links with label β within the
unit-cell. Hence, aγ(j) is a purely geometrical factor, whereas the Ising variables sj
contains all the information about the degrees of freedom and their correlations. Then,
Eq. (8.16) becomes
SH(k) ∝
∣
∣
∣
∣
∣
∣
∑
j
sj sin
(
aγ(j) · k
)
eik·rj
∣
∣
∣
∣
∣
∣
2
, (8.17)
where the sum runs over all links j. The sine factor leads to a suppression of any diffuse
scattering within the first and partly the second Brillouin zone.
Eq. (8.17) simplifies by considering only effective Ising spins sj and neglecting the
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Figure 8.10: Diffuse part of the static structure factor at high temperatures or
equivalently without external field. The upper row shows the [hk0]-, [0kl]- and the
[h0l]-plane for SI(k), see Eq. (8.18), of the effective spin model with Ising variables
si. The lower row shows the same scattering planes for the proton system, SH(k)
given in Eq. (8.17), which can be compared to experimental scattering data on ice
Ih [196]. The local ice rule constraint results in pinch points with typical bow-tie
features.
geometrical factor aγ(j)
SI(k) ∝
∣
∣
∣
∣
∣
∣
∑
j
sje
ik·rj
∣
∣
∣
∣
∣
∣
2
. (8.18)
As a reminder, the convention for the sj is such that a positive sj refers to a spin
pointing from a site on the sublattice A to a site on B.
Even though, both SSF look very different, they include the same information on the
correlations and will exhibit similar scattering features. The SSF at high temperatures
is shown in Fig. 8.10 At high temperatures thermal fluctuations exceed the Stark energy.
Both SSF—that of the protons, SH(k), as well as that of the spins, SI(k)—exhibit pinch
points with a bow tie structure of the intensity around lattice Bragg points, e.g. at
k = (2, 2, 0) or (0, 4, 2) for SH(k) and at k = (0, 2, 1) or (0, 0, 2) for SI(k). The
bow tie structure is typical for local constraints like the ice rules, cf. Sec. 2.2.3. The
ice rules are equivalent to a divergence free condition on a lattice. In the continuum,
it translates to Gauss law, ∇ · E = 0, that eliminates the longitudinal component of
the field. Regarding the microscopic degrees, the ice rules project out any longitudinal
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Figure 8.11: [hk0] plane of the static structure factor within the intermediate
plateau (T = 40) when a field is applied along E = (1, 0, 100) for: (a) effective
spin model, (b) protons, (c) asymptotic correlations for dimers with equal weights
on the hexagonal lattice [55], and (d) effective spin model at T = 5 within the
plane formed by either the lower (left) or upper (right) spins of a unit cell. The
splitting of the high-intensity points in (a) and (b) is caused by the small tilt
component of the applied field. Lowering the temperature enhances the splitting
as illustrated in (d). Furthermore, the splitting depends on the tilt direction
relative to the lattice.
correlation of the otherwise unconstrained proton displacements. Additional broad
features occur at SI(k) in the [hk0]-plane, that become pinch points in the effective
dimer model. They occur for example at k = (3, 0, 1) for SH(k) and at k = (1, 0, 1)
for SI(k).
The SSF for high-T—or at (almost) zero field—agrees with experimental data based
on neutron scattering [196] and theoretical analysis done byWehinger et al. [209], Isakov
et al. [197], and Benton et al. [198].
In the following, the SSF in the intermediate plateau is discussed. Thence, we
separate the discussion depending on the field direction.
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(A) SSF Within Intermediate Plateau: Field Along [001] Axis
In the intermediate plateau upon applying a field along the [001] axis, the SSF, cf.
Fig. 8.11 exhibits the sixfold symmetry of the honeycomb lattice. Pinch points with
bow ties survive the field. They occur due to the local constraints of dimers, which
itself is a consequence of the initially imposed ice rules. More strikingly, the SSF
exhibits peaks at k = (4/3, 0, 0) (in SI(k)) and equivalent points generated by the
C6 symmetry. These peaks are not Bragg peaks which would signifying order. Instead
the peaks are caused by algebraically decaying correlations, C(r) ∝ 1rα , with α = 2 for
classical dimers on the honeycomb lattice [55]. As such the intensity of these peaks
grows logarithmically with system size. The correlations given in [55] lead to a similar
SSF as in case of the effective spin model.1 Compare Fig. 8.11 (a) and (c). When
considering the SSF of the protons, cf. Fig. 8.11(b), the form factor due to the proton
positions shift the pinch points and peaks. Yet, the qualitative features remain similar.
Upon lowering the temperature, the effect of the tilt field becomes apparent, cf.
Fig. 8.11(d). The peaks split and shift towards a nearby pinch point. In fact, two
peaks superimpose in the SSF. Remember, that two honeycomb layers are stacked in
an ABAB pattern. A unit cell is cut by both planes and the planes are perpendicular to
the [001] axis. The tilt field prefers different edges in the two layers. Consequently, one
peak moves towards the k = (1, 1, 0) pinch point and a second peak moves towards
the k = (2, 0, 0) pinch point. In figure 8.11(d), the SSF in the left half is obtained
by summing only over the spin variables in the lower honeycomb plane, whereas the
right half includes only the upper honeycomb plane. At the transition into the ordered
state, the peaks annihilate at their corresponding pinch point.
(B) SSF Within Intermediate Plateau: Field Along [010] Axis
The SSF within the intermediate polarization plateau upon applying a field along
the [010] axis is shown in Fig. 8.12. The SSF of the effective spin model, SI(k) as
in Eq. (8.18), is shown in (a), and the SSF of the full proton system, SH(k) as in
Eq. (8.17)), is shown in (b). Regardless of the choice, pinch points with a bow-tie like
structure occur as a sign of the ice rules. Some of the broad features previously men-
tioned sharpen and become pinch points as well, e.g., at k = (3, 0, 1) for SH(k) and
at k = (1, 0, 1) for SI(k). Similar to the first field direction, the SSF exhibits peaks
in between the pinch points, which are caused by the algebraic decay of correlations.
In order to make the similarity to a dimer model more striking, let us consider a SSF,
where only the external spins of a double-vertex are considered. In doing so, the reduced
SSF SI,red(k) becomes equivalent to the SSF of dimers on a square lattice [45, 210–
1Yet, the structure factor plotted in [55] differs. The intensity at and near the peaks (k = (4/3, 0, 0)
and symmetry-equivalent points) is suppressed in their plot. We obtain the same SSF if we change a
sign in the phase factor eikr of the Fourier transform.
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Figure 8.12: [h0l] plane of the static structure factor within the intermediate
plateau (T = 40) when a field is applied along E = (
√
2, 100,
√
2) for: (a) ef-
fective spin model, (b) protons, (c) effective spin model without the intermediate
spin, and (d) asymptotic correlations for dimers with equal weights on the square
lattice [45]. The splitting of the high-intensity points in (a), (b), and (c) is caused
by the small tilt component of the applied field. A bijective map exists from
the double-vertices with three-in-one-out (one-in-three-out) spin configurations
to dimers enabling to compare (c) and (d).
212]. The asymptotic correlations of dimers on a square lattice have been calculated
for a smaller unit cell with only two Boltzmann weights, one for horizontal and one for
vertical dimers [45]. Nevertheless, we can use the result in the limit of equal weights
which corresponds to not applying a tilt field. Fig. 8.12 allows for a comparison of
the structure factor based on our simulation (c) with the one based on the asymptotic
correlations (d). Most notably, both show the peaks at k =
(
1
2 + n, 0,
1
2 +m
)
with
n,m ∈ Z. They are caused by critical correlation of dimers of the same orientation [212]
decaying algebraically with 1/r2. The broad square-like feature of increased intensity
has its origin in the correlation of dimers of different orientation. Thus, we clearly find
a dimensional reduction of the three-dimensional ice to a tow-dimensional model of
dimers on the edges of a square-like lattice.
As a remark, due to combining two oxygen nodes of different neighboring sublattices
of the original ice Ih lattice, the initially defined orientation of two of the external spins
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Table 8.1: Identification of several features in reciprocal space between different
conventions.
scattering feature k in [212] kIh,or
Sxx log. peak (π, 0) (π, 0, π)
(π, 2π) (3π, 0,−π)
Sxx pinch point (π, π) (0, 0, 2π)
is opposite to the other two spins. This leads to a shift of 2π along the direction of
alternation. In our case this shift occurs along [001] and has already been considered
in Fig. 8.12(c). A second difference becomes apparent, when considering our enlarged
unit cell. In earlier work, only two different Boltzmann weights are considered: one
weight for horizontal and one weight for vertical dimers [45]. In ice Ih the bipartite
property of the lattice reflects in the dimer weights and we have to double the unit cell
consisting instead of two nodes and four inequivalent edges. A rotation of π/4 is needed
in order to convert two of the small unit cells into the bigger one. The reciprocal lattice
vectors change accordingly in length and direction. One can identify the position of
the features in reciprocal space obtained in [212] with the positions in the reciprocal
space of ice Ih, cf. table 8.1. Apart from a shift and a rotation, the diffuse scattering
does not change due to the mapping.
Upon applying the tilt field, the (logarithmic) peaks splits into a pair of peaks.
This is not captured by the asymptotic correlations of [45]. The unit cell needs to be
doubled in order to see the splitting. Furthermore, the pair gets asymmetric in the
sense, that one of the peaks is more pronounced. For understanding the asymmetry,
recall that we have an extended unit-cell with four dimer and two of each orientation.
One dimer of each orientation is energetically preferred. Thus its occupation number
and the intensity of the corresponding peak increases.
By further reducing the temperature below the Kasteleyn temperature the system
exhibits a transition into a single ordered configuration, which does not exhibit any
diffuse scattering.
8.7 Conclusion
A minimal model of the proton subsystem of hexagonal water ice Ih coupled to an
electric field has been studied. Upon applying an external (electric) field tilted slightly
away from certain easy axes, the proton configuration enters a long-range ordered
phase with the transition being of Kasteleyn-type. An intermediate plateau exists and
is entered once the temperature is below the scale of the Stark energy caused by the
main component of the field. The degrees of freedom within the intermediate plateau
can be mapped to decoupled two-dimensional planes of hardcore dimers: (A) dimers
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placed on the edges of a honeycomb lattice, if the field is applied along [001], and (B)
dimers placed on the edges of a square lattice, if the field is applied along [010]. Case
(A) is in close analogy to the intermediate magnetization plateau in spin ice with an
magnetic field along [111]. Its transition to the ordered state is determined by the
original work of Kasteleyn. The second case is a result of the structure of ice Ih and
does not have an analogy to pyrochlore spin ice. Upon tilting the field, it exhibits a
Kasteleyn transition into an ordered state.
In either case, the application of a field leads to a dimensional reduction of the
thermally fluctuating degrees of freedom with a simultaneously reduced power in the
algebraic correlations. In the effective two-dimensional models of dimers the correla-
tions decay with 1/r2 and result in peaks in the static structure factor.
For a (sharp) Kasteleyn transition to occur, strings have to span the entire system
along which the protons can be swapped without breaking the ice rules. Those dynamics
are unlikely to occur in a realistic ice sample, as the energy barrier is to high. However,
by introducing defects, i.e. doping with KOH, the necessary dynamics can be restored,
but the defects will also round the unique cusp the polarization exhibits at the Kasteleyn
transition [51].
The partial order within the intermediate polarization plateau may also restrict the
quantum tunneling of protons into two dimensional layers. Such a tunneling has been
discussed [198, 202] and may have been observed in an experiment [200]. Quantum
tunneling would occur on the smallest loops with six protons, hexagonal plaquettes. In
contrast to spin ice, where only one kind of plaquettes exist, ice Ih has two different
hexagonal plaquettes either aligned perpendicular or along the c-axis. By applying a
field along certain easy axis one can suppress the quantum tunneling around one of
the two plaquettes and allow for tunneling only on the other. Hence, this would allow
for studying the proton tunneling for each kind plaquette individually. The saturated
plateau with full ordering does not exhibit any swappable six-proton-loop at all and
quantum tunneling will be suppressed completely.
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Conclusion and Outlook
This thesis captures two important models exhibiting frustration and giving rise to
numerous exotic physical phenomena like emergent gauge fields, topological bands,
topological order, fractionalisation and (quantum) spin liquids.
Firstly, in the Kitaev model strongly anisotropic Ising exchange between spin-12 de-
grees of freedom results in a quantum spin liquid ground state that features a fraction-
alisation of an elemental spin excitation into Majoranas and Z2-fluxes. The Z2-fluxes
are the vison excitations of a Z2 lattice gauge theory. Different perturbations moti-
vated by recent experiments on Kitaev compounds were added. The Kitaev-Heisenberg
model—initially considered as a minimal model for Iridates and α-RuCl3—exhibits two
gapless quantum spin liquid regions around the pure Kitaev limits and several long-
range ordered phases, namely FM, Neél, stripy, and zigzag, The quantum spin liquid
phases are stable and remain gapless upon adding small perturbations by an Heisenberg
spin-exchange. The dynamical spin-structure factor nearby the spin liquids, yet in the
ordered phases, exhibits a broad continuum and a shift of weights to higher energies.
The question arises, whether the high-energy excitations forming the continuum resem-
ble to some extent the fractionalized quasiparticles of the nearby quantum spin liquid.
If so, it may legitimate to call α-RuCl3 a proximate spin liquid. However, it was argued
that interacting magnons may as well be the origin of the continuum [135].
A second perturbation presumably relevant in Kitaev compounds is the symmetric
off-diagonal Γ-coupling. The phase diagram of the Kitaev-Γ model includes an ex-
tended long-range ordered phase in which the spins form a three-dimensional ordering
pattern: the spins are pairwise antiparallel and aligned along one of the cubic axis. An
extended quantum paramagnetic phase with large entanglement, presumably a spin-
liquid phase, was found to span from close to the ferromagnetic Kitaev limit all the way
to the antiferromagnetic Γ limit and slightly beyond. The eigenvalues of the transfer
matrix—an object obtained from the infinite matrix-product state representation of
the many-body ground state wave function—is consistent with a scenario of coherent
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quasiparticle excitations. Such a finding would hint at a possible quantum spin liq-
uid phase. However, a subtle transition, which may either be a finite size effect or of
physical origin, raises the question, whether the Kitaev spin liquid and the extended
quantum paramagnetic phase are in some sense related. For the Kitaev-Γ model in
particular, finite-size effects due to the cylinder geometry are not negligible and more
insight may be gained by utilizing intrinsically two-dimensional methods.
The Kitaev model in a field exhibits, as was verified in this thesis, a topological
phase hosting non-abelian anyons. Depending on the sign of the Kitaev coupling, an
intermediate, highly entangled, and possibly gapless phase exists in between the low-
field topologically ordered phase and the high-field paramagnetic phase. The dynamical
spin-structure factor was invoked to study the transition to the intermediate phase from
both sites. Approaching from the topological phase, the dominant low-energy mode
related to a fermion bound to a flux pair attains more structure and dispersion presum-
ably due to the fluxes becoming mobile. As a result, the spectral gap decreases, yet a
complete vanishing is not observed. From the paramagnetic field, a broad continuum
forms ranging down to zero energy allover the reciprocal space signifying the unusual
character of the intermediate phase. It is natural to ask about the nature of the interme-
diate phase. In a recent preprint Hickey and Trebst argue that the intermediate phase
may be a gapless U(1) spin-liquid [213]. Such an interpretation would be consistent
with the numerical results presented in this thesis, however, it is certainly interesting
to ask whether clear signatures in favor of—or against—the U(1) spin-liquid could be
obtained within the matrix-product states framework. Furthermore, it remains to in-
vestigated, whether such an intermediate phase could be realized in Kitaev compounds.
This includes the question about the stability of the intermediate phase under adding
relevant spin exchanges.
On the numerical side, matrix-product state methods and the novel matrix-product
operator based time-evolution have proven as a very beneficial and versatile numerical
framework to study two-dimensional frustrated, and thus strongly correlated, systems in
a non-perturbative and unbiased way. The dynamical spin-structure factors computed
here provide a straightforward comparison to experimental data, i.e. from scattering
experiments. On the contrary, the transfer-matrix spectra are a more theoretical tool,
that contains information about the correlations. Its usefulness stems from the fact
that it contains all possible correlations and not just particular correlations, e.g., spin-
spin. Via a mapping from the correlations to the excitation spectrum, one can extract
important knowledge like the position of the minimal gap in reciprocal space. In the
context of matrix products states, this technique has only been applied to a small num-
ber of physical systems. Therefore, it is certainly interesting to study other problems
in order to gain insight and intuition about the transfer matrix spectra.
Last but not least, a minimal model describing the proton configuration in hexagonal
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water ice was studied. The ice rules leave an extensive ground state degeneracy. By
applying an electric field, the ground state degeneracy reduces. Applying the field
certain axes, the effective low-energy degrees of freedom can be described as dimer
models confined to two-dimensional planes perpendicular to the field. A small tilt
leads to an asymmetric transition of Kasteleyn-type, where fluctuations of the order
parameter—polarization or magnetization—are suppressed on the low-temperature site
of the transition as the excitations are required to span the entire system.
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