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Figure 1: Exemple d’une série (en pointillés noirs) pour
le jeux de données HandOutlines sur laquelle sont sur-
imposées les trois shapelets les plus discriminantes pour
cette série apprises avec la méthode de Grabocka et. al.
[GSWST14] (en haut) et pour notre méthode AI↔PR-
CNN (en bas).
Résumé étendu
Une série temporelle (TS) est une suite de données,
chacune décrite par un vecteur d’attributs, ordonnées
dans le temps. Dans cet article, nous nous intéressons à
la classification de séries temporelles univariées (i.e. le
vecteur d’attribut est de dimension 1). Etant donné un
ensemble de series temporelles, chacune associée à une
classe, notre but est d’apprendre un modèle qui pourra
prédire la classe d’une nouvelle série temporelle.
Ce problème a de nombreuses applications (voir par
exemple [SS05], [HRH+] ou [HCL+18]) allant du do-
maine de la bourse à celui de l’optimisation de consom-
mation électrique en passant par le domaine médical,
le domaine du jeu vidéo, la télé surveillance, etc.
De nombreuses méthodes ont été proposées dans la
littérature pour le résoudre (voir see [BLB+17] pour
un état de l’art). Un groupe de méthodes, qui obtient
de bonnes performances en classification, s’attache à
représenter une série en se basant sur sa similarité
à des sous-series discriminantes appelées "shapelets"
(apprises ou non) puis à classer automatiquement la
série en fonction de cette nouvelle représentation [YK09,
RK13, LDHB12, GSWST14]. Les premiers travaux
à ce sujet [YK09, RK13] proposaient d’énumérer les
"shapelets" possibles directement à partir des séries
existantes. Même si ces méthodes sont trop complexes
ou très peu précises, elles ont l’avantage de fournir un
critère interpretable direct (la shapelet est une sous
partie d’une série existante) permettant d’expliquer la
décision d’un classifieur pour un exemple donné.
Les travaux qui ont suivi se sont attachés à appren-
dre conjointement les shapelets et le modèle qui per-
met d’obtenir, efficacement, de bonnes performances
en classification [LDHB12, GSWST14]. Malheureuse-
ment, ces méthodes ne garantissent plus le caractère
"interprétable" des shapelets apprises comme le fai-
saient les premières méthodes citées puisqu’il n’y a
plus de lien direct entre les shapelets et les séries de
l’ensemble d’entrainement. Un exemple de série et de
shapelet apprise par la méthode proposée par Grabocka
et. al. et par la méthode que nous proposons dans cet
article est donné Figure 1 : il est visuellement beau-
coup plus difficile, dans le cas de Grabocka et. al.,
d’expliquer pourquoi le classifieur, en se basant sur ces
shapelets, a proposé une décision de classification parti-
culière. On peut noter que le même type de problème
d’interprétabilité intervient avec des ensembles de clas-
sifieurs [BLHB15] pour lesquels la décision finale, même
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si elle est très précise, est expliquée par la présence ou
l’absence de trop nombreuses shapelets. Nos considéra-
tions d’interprétabilité interviennent dans un contexte
Européen (GDPR) et mondial (Darpa XAI) où il est
de moins en moins accepté de laisser des classifieurs
"boites noires" comme les réseaux de neurones", aussi
performants soient-ils, prendre des décisions opaques
sur des problématiques critiques [GMR+18]. Il nous
parait donc important de fournir des méthodes qui
pourront apporter une explication à la décision prise.
Nous proposons une nouvelle architecture, nommée
AI↔PR-CNN, composée de réseaux de neurones con-
volutifs (CNN) antagonistes qui adresse ce problème.
Notre réseau possède deux composants: un classifieur
et un discriminateur. Le classifieur est un CNN, il sert
à classer des séries. Les convolutions sont des motifs dis-
criminants appris à partir des données qui permettent
une représentation des séries temporelles plus discrimi-
nante (de manière similaire à celle des shapelets présen-
tée initialement). Pour pouvoir expliquer la décision
du classifieur, nous voudrions imposer que les convolu-
tions utilisées soient des vraies "shapelets" c’est à dire
qu’elles soient proches de sous-série réelles présentes
dans l’ensemble d’entrainement. Cette contrainte est
mise en oeuvre par le réseau antagoniste dont le but
sera de déterminer à quel point les matrices de poids
des convolutions du classifieur sont proches de sous-
series de l’ensemble d’entrainement. La Figure 1 montre
que notre méthode permet de satisfaire la contrainte
d’interprétabilité que nous nous sommes fixés et notre
architecture fournit des résultats de classification com-
parables aux résultats de l’état de l’art.
Mots-clef : Série temporelle, shapelets, modèle inter-
prétable, réseaux de neurones antagonistes.
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