The application of X-ray scattering for the study of soft matter has a long tradition. By shining X-rays on a piece of material, representative structure information is collected in a scattering pattern. Moreover, during the last three decades X-ray scattering has gained new attractivity, for it developed from a static to a dynamic method.
The progress achieved is closely linked to the development of both powerful detectors and brilliant X-ray sources (synchrotron radiation, rotating anode). Such point-focus equipment has replaced older slit-focus equipment (Kratky camera, Rigaku-Denki camera) in many laboratories, and the next step of instrumental progress is already discernible. With the "X-ray free electron laser" (XFEL) it will become possible to study very fast processes like the structure relaxation of elastomers after the removal of mechanical load.
Today, structure evolution can be tracked in-situ with a cycle time of less than a second. Moreover, if a polymer part is scanned by the X-ray beam of a microbeam setup, the variation of structure and orientation can be documented with a spatial resolution of 1 µm. For the application of X-rays no special sample preparation is required, and as the beam may travel through air for at least several centimeters, manufacturing or ageing machinery can be integrated in the beamline with ease.
On the other hand, the result of the scattering method is not a common image of the structure. There is not even a way to reconstruct it from scattering data, except for the cases in which either anomalous scattering is employed, or a diffraction diagram of an almost perfect lattice structure is recorded. Because most of the man-made polymer materials suffer from polydispersity and heterogeneity, the crystallographic algorithms of structure inversion are in general restricted to the field of biopolymers (e.g., protein crystallography). Thus the ordinary polymer scientist will deal with scattering data rather than with diffraction data. These data must be interpreted or analyzed. This book is intended both to guide the beginner in this field, and to present a collection of strategies for the analysis of scattering data gathered with modern equipment. Common misunderstandings are discussed. Instead, advanced strategies are advertised.
An advantage of a laboratory-oriented textbook is the fact that many technical aspects of our trade can be communicated 1 . Their consideration may help to improve the quality and to assure the completeness of the recorded data. On the other hand, the concept is restricting the presentation of the mathematical background to a terse treatment. For a field like the scattering that is virtually interpenetrated by mathematical concepts this is not unproblematic. As a consequence, it was impossible to present mathematical deductions, which could have been an assistance to methodical development by the reader. In this respect even the references given to original papers are not really helpful, because in such publications the fundamental mathematical tools are expected to be known. Nevertheless, this restriction may be advantageous from a different perspective. The terse scheme is enhancing the presentation of the fundamental ideas and their repetitive use in different subareas of the scattering technique.
This book with its special focus on application was stimulated by a suggestion of Prof. Dr.-Ing. W.-M. Kulicke. I greatly appreciate his support. Moreover, the manuscript has its roots in thirty years of practical work in the field of scattering from soft materials conducted in several labs and at several synchrotron sources. During this time the author has assisted many external groups with their practical work at the soft-matter beamlines of the Hamburg Synchrotron Radiation Laboratory (HASYLAB at DESY), supported evaluation of scattering data, and worked as a referee in the soft-condensed matter review-committee of the European Synchrotron Radiation Facility (ESRF) in Grenoble. The accumulated handouts prepared during twenty years of lecturing scattering methods at the University of Hamburg have been a valuable source for the book manuscript.
There are many other people who have -in different respect -contributed to this work. The first to mention is my teacher, Prof. Dr. W. Ruland. I am grateful for his art of teaching the scattering. Wherever in this book I should have been able to explain something clearly and concisely, it is his merit. The second to mention is Prof. Dr. H. G. Zachmann. In his group I enjoyed to become involved in many practical issues of soft matter physics. In particular I appreciate many helpful comments on the manuscript that have been supplied by Prof. Dr. W. Ruland, Dr. C. Burger, Prof. Dr. A. Thünemann and Prof. Dr. S. Murthy. In addition, there are many other colleagues who have stimulated my work by fruitful cooperation, discussion and support. To mention them all would fill pages.
The complex task of writing a scientific manuscript has been significantly eased by authoring tools that keep track of the formal aspects of the growing manuscript. For this reason I thank the developers of L Y X, Koma-Script and L A T E X (in particular Matthias Ettrich and Markus Kohm) for their free and superb software. Moreover, I highly appreciate the excellent guidance and the distinguished manuscript editing by the team at Springer Publishers.
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How to Collect Complete Scattering Patterns
Resorting to Debye (cf. p. 1), "only a continuous scattering pattern can be the fundament of proper reasoning" the general question must be addressed, how a complete scattering pattern can be collected. The considerations of this section are based on the assumption that the scattering pattern is recorded by means of a 2D-or 1D-detector.
Isotropic Scattering
The Limits. There are a lot of materials whose scattering pattern does not change if the sample is deliberately rotated in the X-ray beam. Such materials are called isotropic. For isotropic materials completeness is only a question of the angular range in which significant scattering information is gathered. The technical limits are defined by the setup, and the fundamental parameter is the distance R between sample and detector. The smallest accessible scattering angle is given by the size of the beam stop (cf. p. 37, Fig. 4 .1b) which prevents the detector from being damaged by the direct beam. The highest angle with reasonable data is restricted by the extension of the detector or, worse, by the signal-to-noise (S/N) ratio of the data. If thin samples are exposed for short time in a weak beam, there is most probably no significant information in the outer part of the scattering pattern and quantitative data evaluation is futile. The problem is less severe if a 2D-detector is used. In this case azimuthal averaging will increase the S/N-ratio in particular at high scattering angles.
How to Arrange the Setup. In practice, the distance R is long enough, if the scattering intensity can safely be extrapolated towards zero from the data recorded. The distance R is short enough, if in the outer part of the scattering pattern, a sufficiently long region with a monotonous background is recorded. One should not underestimate the need for sufficient recording of background in SAXS and US-AXS. In order to increase the highest accessible angle, 2D detectors may be placed in a lateral off-set position with respect to the primary beam. If there is no possibility to cover the complete range with one detector, there may be the possibility to use two detectors which are placed in different distances from the sample. In the worst case the experiment has to be performed several times with different setups.
Anisotropic Scattering
Anisotropy is frequently observed in soft materials, but the symmetry of anisotropy is varying. Fibers and films show, in general, less complex anisotropy than ordinary or photonic crystals.
Single Crystal Anisotropy
Complete scattering patterns of samples with a complex "single-crystal" anisotropy can only be recorded in a texture setup (Chap. 9, Fig. 9.3 ). The samples must be rotated in order to scan the required fraction of reciprocal space.
Fiber Symmetry
Definition. Fiber symmetry is uniaxial or cylindrical symmetry. Revolving the sample about the fiber axis does not change the scattering pattern, but tilting the sample with respect to the fiber axis does.
USAXS and SAXS.
Concerning USAXS and SAXS, the scattering pattern that is recorded on a 2D detector is complete if the principal axis of the sample is set normal to the direction of the incident X-ray beam (primary beam). Completeness is a result of two facts.
1. Fiber symmetry: with the s 3 axis in fiber direction the pattern shows rotational
is a function of s 3 and of the distance from this axis only.
2. The tangent plane approximation is valid: the curvature of the Ewald sphere is negligible at small scattering angles.
Thus in this favorable case the complete information on nanostructure is recorded in one 2D image. Mathematically the recorded image is a slice
It is complete because of fiber symmetry. The 2D Fourier transform of this image is not related to the searched slice, but to a projection of the correlation function. In contrast, the sought-after slice in real space
is the 2D Fourier transform of the projection
of the complete intensity from the 3D scattering pattern on the slice formed by the detector plane. Because of completeness it can be computed from the data collected in one 2D scattering pattern.
WAXS and MAXS.
Fiber symmetry means that, even in WAXS and MAXS, the scattering pattern is completely described by a slice in reciprocal space that contains the fiber axis. Nevertheless, for 2θ > 9 • the tangent plane approximation is no longer valid and the detector plane is mapped on a spherical surface in reciprocal space.
If we keep the sample's principal axis normal to the primary beam and record a scattering pattern, we can readily map the measured intensities to the plane that we need to know (BUERGER (1942) in ALEXANDER [7] , p. [58] [59] [60] [61] [62] . For this purpose we refer to Fig. 2.3 and deduce the out-of-plane component s 2 , which is readily established by application of Pythagoras' cathetus theorem 22 . Thereafter we compute the components s 1 and s 3 and receive the mapping equations. The result shows a peculiar deformation (Fig. 2.6 ). With respect to the slice that contains the complete information, only the area enclosed by solid lines is recorded on the plane detector. There are two blind gusset-shaped areas extending from the center upward and downward along the meridian. Within these areas Bragg peaks may be hidden. Thus the scattering pattern of fibers collected on the 2D detector is not complete if WAXS data are recorded.
It is worth to be noted that not only the position of the pixels, but also their area is modified by the unwarping. Correction of WAXS images thus requires both a translation and a magnification of the intensity proportional to the inverse of the area enclosed by the respective vertices. After the advent of digital computers it became possible to carry out the cumbersome calculus automatically 23 , as proposed by FRASER 24 et al. [35] .
The solution to access the invisible areas is readily copied from texture analysis: tilt the sample by ψ and receive 1 data point on the meridian that corresponds to s 3 = (2/λ ) sin ψ. The result of the mapping is shown in Fig. 2.7 . Thus by recording a series of images taken at different tilt angles of the fiber the blind area can be covered to a sufficient extent. Finally, the remnant blind spots may be covered by means of 2D extrapolation procedures, e.g., the algorithm based on radial basis functions [36] which is implemented in pv-wave
Application of Digital Image Processing (DI)

DI and the Analysis of Scattering Patterns
In 1994, when the bottleneck of scattering data analysis was still the poor performance of detectors, RUDOLPH & LANDES were already spotting the bottleneck of our days: "Having 2D detection that operates in the cycle time of key experiments means we are then potentially limited by image processing. In other words, as soon as we begin using 2D-detectors to measure patterns, we are forced to use image analysis methods to extract information from the images. With the rapid development of fast detectors, image analysis becomes key to our effective use of this technology."( [38] , p. 26)
The source code of a set of DI procedures for the processing of scattering patterns written for pv-wave is available on the worldwide web (www.chemie.unihamburg.de/tmc/stribeck/dl/). the region of linear decay of the correlation function, i.e., in the so-called "autocorrelation triangle". The typical shape of such a correlation function for topologies with varying amount of disorder is sketched in Fig. 8.21 . Obviously, the autocorrelation triangle of the ideal lattice (dotted curve) is not preserved in paracrystalline stacks of higher polydispersity. Thus, a simple linear extrapolation ("linear regression autocorrelation triangle", LRAT [162] ) will only yield reliable information concerning the properties of the idealized lattice from the real data, if the polydispersity remains rather low.
Analysis of the 1D Correlation Function. Several publications describe the search for a simple graphical analysis [22, 159, [162] [163] [164] of the 1D correlation function by means of a geometrical construction. It is the drawback of all such methods that polydispersity and heterogeneity are not considered. The methods are derived from the general generation principle of correlation functions (Fig. 8.20 .64)) for the first off-origin maximum, the depth of the first minimum or the initial slope γ id (0) of ideal correlation functions. For the simplified case of a lamellar system we obtain
with p 1 being the average chord length of the one-dimensional ideal two-phase topology with 1 .65) we obtain for the zero of the initial slope of the ideal correlation function 
are related to the composition 81 , v l (1 − v l ), of the material (see also p. 133, Fig. 8.15 ). The common graphical evaluation methods try to transfer these features of the ideal correlation function of an ideal lattice to real correlation functions of polydisperse soft matter that are computed from experimental data. The valley-depth method has first been devised by VONK [159] : whenever a flat minimum is found in a real correlation function, the distortion is weak and the linear crystallinity can significantly be determined from the properly normalized correlation function by application of Eq. (8.68) . In practice, the observed distortion is frequently strong. Thus, the correlationfunction minimum is not flat. This is demonstrated in most of the dashed and solid curves in Fig. 8 78 For instance the "amorphous", "hard", "crystalline", . . . 79 Speaking of averages and denoting symbols by an overbar already means a generalization for distorted structures which will be discussed later. 80 Again, "crystallinity" may be replaced by "hard phase fraction", "soft phase fraction", or whatever designation applies better to the material that is studied. 81 Conceded -Eq. (8.68) violates Babinet's theorem. Nevertheless, it is valid for v 1 ≤ 0.5 and can easily be remembered, whereas the correct equation is somewhat more involved. 82 It is convenient to set shows functions of the distorted topologies that are not pointed at the origin, and γ 1 (0) < 1. The reason is that the presented model is not an ideal two-phase system, because it considers smooth transitions of the electron density between the "crystalline" and the "amorphous" layers.
In practice, even a more severe damping of the correlation function close to the origin is frequently accepted in order to compute the correlation function with little effort of evaluation [159] : POROD's law is not evaluated (cf. p. 124, Fig. 8.11) , and thus the Fourier integral cannot be extended to infinity. Instead, the position s min in the scattering curve is determined at which the SAXS intensity is lowest. This level is subtracted, and the integral is only extended up to s min .
The case of low distortion is shown in the dashed-dotted-dotted curve from Fig. 8.21 . The first minimum still reaches the ideal valley depth. Therefore it is still possible to determine the linear composition of the material from Eq. (8.68).
Let us discuss the first off-origin maximum of γ 1 (x/L). For the ideal lattice and weakly distorted materials the maximum is found at the position of the numberaverage long period,L, i.e. at x/L = 1. This is not the case for structures that are distorted more severely. Thus a long period,L app , determined from the position of the first maximum in γ 1 (x) is only an apparent one, and it is always overestimated [130] . An overestimation of 20% (L app ≈ 1.2L) is not unusual.
The First-Zero Method of Correlation Function Analysis. For the purpose of a practical graphical evaluation of the linear crystallinity, Eq. (8.67) can be applied to a renormalized correlation function γ 1 (x/L app ). The method which has been proposed by Goderis et al. [162] is based on the implicit assumption that the first zero, x 0 , of the real correlation function is shifted by the same factor as is the position of its first maximum,L app . The idea is already described in the first paper of VONK and KORTLEVE ( [159] , p. 22) as a method to retrieve fit parameters. In their second paper ( [160] , p. 128) the authors state that inaccurate values are returned, if the found linear crystallinity is between 0.35 and 0.65.
The general inferiority of geometrical construction methods [162, 163] as compared to more involved methods which consider polydispersity has first been demonstrated by SANTA CRUZ et al. [130] , and later in many model calculations by CRIST [165] [166] [167] . Nevertheless, in particular the first-zero method is frequently used. Thus, it appears important to assess its advantages as well as its limits. Validation can be carried out by graphical evaluation of model correlation functions [130, 165] .
If the statistical model of a paracrystalline stack is assumed, it turns out that the renormalization attenuates the influence of polydispersity on the position of the first zero. In general, the first-zero method is more reliable than the valley-depth method, although it is not perfect. Even the first-zero method is overestimating the value of v l . The deviation is smaller than 0.05, if the found crystallinity is smaller than 0.35. If bigger crystallinities are found, the significance of the determination is ideal lattice
forbidden zeroes rapidly breaking down, and an individual demonstration of the error of determination becomes essential. In practice, insignificance can no longer be overlooked, if Eq. (8.69) applied to measured data does not return real solutions ("forbidden zeroes" in Fig. 8.22 ).
If the initial part of the correlation function exhibits significant deviations from a straight line, the proposers of the first-zero method recommend to carry out a linear regression (LRAT) [162] on the autocorrelation triangle. The problem of doing so is demonstrated in Fig. 8.21 and its discussion. Moreover, if the initial part of the correlation function does not only show a monotonous decay but discrete features, this is a strong indication of a topology that is not only polydisperse, but also heterogeneous 83 . In this case, a graphical correlation function analysis of isotropic data is of little significance anyway, and the study of uniaxially oriented material is recommended. Analysis may be performed by means of the CDF method (cf. Sect 8.5.5). If a low-noise scattering curve from isotropic material is at hand, it may be possible to separate components of a heterogeneous nanostructure by means of the IDF method (cf. Sect. 8.5.4) combined with model fits.
The first-zero method starts from the ideal lattice and Eq. (8.67). For the purpose of evaluation of scattering curves from polydisperse soft matter the ideal long period, L, is replaced byL app , i.e. the validity of γ 1 (v l (1 − v l )L app ) = 0 is assumed. Because of the fact that the zero of a function is determined, not even a normalization of γ 1 (x) is required [162] . Figure 8 .22 displays the model data of Fig. 8.21 after the methodinherent renormalization x → x/L app . Comparison with Fig. 8.21 shows that now 83 No infinitely extended layers, several components with different topology (e.g. primary and secondary lamellar stacks) the zeroes of the correlation functions with varying polydispersity are found close to the correct value x 0 /L app = 0.21 = 0.3 (1 − 0.3). Vice versa, a good estimate for the linear crystallinity is obtained from the pair of roots which solve the quadratic relation
If other statistical models of polydispersity should prove more appropriate than the paracrystalline stack, validations of the first-zero method may be carried out in analogy to the one presented here. For anisotropic scattering patterns and the multidimensional case VONK ( [168] and [22] , p. 302) has proposed to utilize a multidimensional correlation function. It is not frequently applied.
Isotropic Chord Length Distributions (CLD)
The isotropic chord length distribution (CLD) is of limited practical value if soft matter with only short-range order is studied. Nevertheless, the related notions have been fruitful for the development of new methods for topology visualization from SAXS data.
Related Notions. Not only the 1D correlation function, but also the general 3D correlation function starts with a linear decay, and its series expansion
was already given by POROD [18] . p is the average chord length that has already been introduced on p. 112 in Eq. (8.23). Starting from this relation MÉRING and TCHOUBAR [118, 141, 169, 170] have derived that even the distributions of the individual segment lengths can be visualized by evaluation of an isotropic scattering pattern. They make use of the derivation theorem (p. 23, Eq. 2.39) applied to deliberate slicing directions of the structure and apply it twice. The two derivatives are distributed on each of the factors of the autocorrelation, ∆ρ * 2 (r), and an ideal edge enhancement is accomplished. The result shows that the second radial derivative of the radial correlation function is formed by two images of a chord length distribution (CLD), g (r) and a δ -distribution at the origin (Fig. 8.23 ). The CLD is made from an infinite series of segment distributions that starts with the homo-segment distributions, 1 (r) and 2 (r), for the domains of phase 1 and 2, respectively
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, followed by the di-segment distributions of the long periods, −2 12 (r), and further out by the multi-segment distributions which describe the long-range arrangement of the particles in the material. In the sketch taken from a handout of TCHOUBAR the distributions 1 (r) and 2 (r) are separated extraordinarily well. The relation between structure and the chord distributions is readily established from considerations of topological density functions along a straight line traversing the material (Fig. 8.24 ). In Fig. 8 .24a the respective sequence of chords is indicated. Figure 8 .24b is a sketch of the corresponding density function, ρ (x). Its first derivative, ρ (x) (Fig. 8.24c) , is nothing but a sequence of δ -functions put at the positions of the domain edges. Thus the edges are enhanced, and the autocorrelation −ρ (x) ρ (−x) = g p (x) is the partial CLD for the chosen special path through the topology.
For a general, isotropic and condensed multiphase material with short-range order, the CLD offers the best possible model-free visualization of the nanostructure. Nevertheless, the image does not show many details because of the inherent solidangle average.
