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Introduction
Les enjeux de réduction des consommations d’énergie, d’estimation de la durabilité
ainsi que l’évolution des pratiques constructives et réglementaires génèrent une augmen-
tation signiﬁcative du niveau de détail exigé dans la simulation des phénomènes physiques
du Génie Civil pour une prédiction ﬁable du comportement des ouvrages .
Qu’il s’agisse d’énergétique du bâtiment, au niveau du calcul des transferts de masse
et chaleur, de mouvements d’air pour la ventilation naturelle, ou de construction avec la
formation des microstructures et la description de l’endommagement, on observe dans la
communauté des sciences appliquées une ﬁnesse accrue des modèles qui passe souvent
par des simulations dont le coût devient prohibitif. La hausse constante de la puissance
des ordinateurs fait cependant du calcul à haute performance un véritable enjeu de
l’ingénierie de demain.
Le bâtiment est le siège de phénomènes couplés multi-échelles, entre le microscopique
(voire le nanoscopique) et le macroscopique, impliquant des études de couplages com-
plexes entre matériaux, à l’instar des phénomènes de sorption-désorption qui inﬂuent sur
la résistance mécanique, les transferts de masse, la conductivité, le stockage d’énergie
ou la durabilité d’un ouvrage. Les méthodes numériques appliquées permettent de ré-
soudre certains de ces problèmes en ayant recours aux techniques de calcul multi-grilles,
de couplage multi-échelles ou de parallélisation massive aﬁn de réduire substantiellement
les temps de calcul.
Dans ce cadre, les cartes graphiques présentent un intérêt majeur du fait de leur
architecture physique comprenant un grand nombre de cœurs qui peuvent exécuter des
tâches simultanément. Cet atout a été exploité dans des domaines aussi diﬀérents que
la simulation de lumière naturelle, la tomographie, la corrélation d’images ou la méca-
nique des ﬂuides avec des méthodes idoines. En eﬀet, dans toutes ces applications,
l’algorithme utilisé doit être adapté pour pouvoir eﬀectuer une résolution en parallèle du
problème posé – lorsque c’est possible.
Dans le présent travail, qui traite de plusieurs simulations de la physique du bâtiment,
nous nous intéressons à la pertinence d’utilisation de la méthode "Lattice Boltzmann".
Il s’agit d’une méthode numérique construite sur une grille – d’où l’appellation de lattice
– dite "mésoscopique" qui, à partir d’un raisonnement de thermodynamique statistique
sur le comportement d’un groupes de particules microscopiques de ﬂuide, permet d’ob-
tenir une extrapolation consistante vers son comportement macroscopique. La Lattice
Boltzmann Method présente également l’avantage d’être intrinsèquement hautement
2 Introduction
parallélisable et ce pour deux raisons :
− de formulation explicite, l’avancée temporelle de la simulation se fait sans itéra-
tion sur le pas de temps. Elle ne nécessite donc pas que les grandeurs calculées
convergent itérativement : à chaque boucle d’algorithme on détermine leur valeur
au pas de temps qui suit.
− l’écriture fortement locale de son équation discrète fait que chaque nœud du
maillage ne "voit" que lui même : durant la plupart des étapes de l’algorithme, il
n’a pas besoin d’informations sur la valeur des nœuds adjacents pour déterminer
la sienne (sauf dans la phase intermédiaire où il récupère l’information des points
directement adjacents par propagation).
Au regard de ce constat et de la simplicité apparente de son implémentation, l’intérêt
du couplage entre méthode (LBM) et matériel (carte graphique) devient évident.
La démonstration de faisabilité d’applications de la LBM à l’aéraulique externe des
bâtiments a été faite par une implémentation massivement parallèle d’un code LBM sur
carte graphique [Kuznik et al., 2010], [Obrecht, 2012], avec pour application possible la
détermination plus précise des eﬀets du vent. Dans la simulation thermique dynamique,
ceux-ci sont généralement réduits à un coeﬃcient de pression propre à chaque façade
alors qu’ils sont spéciﬁques à la direction du vent, la forme du bâtiment ou la géométrie
de son environnement proche et lointain. Les débits qui en résultent dépendent quant à
eux du niveau de perméabilité à l’air du bâti, diﬃcile à quantiﬁer dans l’existant, ainsi
que du coeﬃcient de décharge des ouvrants, paramètre dont l’évaluation reste délicate
sinon diﬃcile [Regard, 2000], [Salliou, 2011].
Cependant, au-delà de la complexiﬁcation des méthodes de calcul et de l’aﬃne-
ment des résultats en thermique du bâtiment, il faut garder à l’esprit qu’en matière
de simulation thermique dynamique, prédire une valeur contractuelle de consommation,
température ou humidité est téméraire du fait des nombreuses incertitudes et incon-
nues inhérentes au problème. D’une part, résoudre un système d’équations diﬀérentielles
de manière numérique entache nécessairement la valeur obtenue d’une erreur ; d’autre
part, la variabilité des résultats obtenus en fonction de l’outil de simulation utilisé est
loin d’être négligeable [Brun et al., 2009]. Le choix des données d’entrées inﬂue aussi
fortement sur le résultat, entre autres le ﬁchier météo utilisé qui joue sur la quantiﬁ-
cation des consommations [Crawley et Huang, 1997], de même que le comportement
des utilisateurs ou encore la variabilité des propriétés des matériaux [Spitz et al., 2011].
Cette diﬃculté est accrue au regard de l’accroissement relatif des erreurs vis-à-vis de la
consommation exigée par la réglementation, en perpétuelle décroissance.
Un autre déﬁ dans la conception des bâtiments réside dans l’obligation d’intégrer
captage ou stockage d’énergie, dans la mesure où la niveau de consommation BBC
ou BEPOS n’est généralement accessible que par ce biais, notamment via des capteurs
solaires ou des parois dynamques. Le couplage thermique de telles parois avec le bâtiment
est établi mais son analyse ﬁne sur la période annuelle reste une diﬃculté.
Introduction 3
Sous cet éclairage, notre étude vise à évaluer la LBM en tant qu’outil pour la simula-
tion des phénomènes physiques du bâtiment et à vulgariser certains points de la méthode
Lattice Boltzmann qui sont peu détaillés dans la littérature, donc peu accessibles.
Structure du manuscrit
Ce mémoire s’organise en cinq chapitres :
− Le chapitre 1 traite de l’établissement de méthode Boltzmann sur "lattice", ou
"grille", puis des diﬀérentes familles de méthodes qui en découlent et du passage
entre espace LBM et monde réel.
− Le chapitre 2 complète le précédent en traitant du problème de la condition li-
mite et du bounce-back, thèmes centraux de la LBM. On y aborde également
les diﬃcultés rencontrées lors de l’implémentation numérique de la méthode :
incrément à l’inﬁni de la masse du système, problème des coins. La validation
de l’algorithme développé est présentée, puis on compare la LBM avec un autre
algorithme explicite : la méthode des diﬀérence ﬁnies.
− Le chapitre 3 détaille le travail d’exploration mené durant la thèse au sujet du
phénomène oscillatoire apparaissant lorsqu’on applique certaines conditions li-
mites et initiales. La temporalité et l’amplitude du phénomène sont déﬁnies et
on présente une alternative possible.
− La première application de la méthode est développée au chapitre 4, sur le thème
du calcul par homogénéisation numérique des propriétés diﬀusives d’une micro-
structure de pâte de ciment générée aléatoirement.
− Le chapitre 5 présente une application à l’échelle du bâtiment en implémentant le
code sur carte graphique. On y traite des principes généraux du calcul GPU puis
on étudie une paroi dynamique en convection forcée soumise à un ﬂux solaire,
couplée ou non à une ambiance intérieure via un mur interposé.
− Enﬁn, nous incitons le lecteur curieux à feuilleter les annexes qui contiennent des
solutions analytiques en thermique ainsi que quelques explications et bouts de
code fort utiles pour remédier à des problèmes courants de compilation, sur CPU
comme sur GPU en langage CUDA.

Chapitre 1
Établissement de la méthode Lattice
Boltzmann
Dans ce premier chapitre, les bases théoriques de la méthode
sont décrites, en partant du mouvement d’agitation d’une
particule pour aller vers le comportement macroscopique
d’un ﬂuide ou d’un solide. La section 2 notamment, qui
présente le point critique de la transition du niveau
microscopique vers le mésoscopique, est une tentative
d’agrégation accessible de plusieurs approches [Mohamad,
2011,Succi, 2001,Guo et Shu, 2003,Nourgaliev et al., 2003].
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1 Théorie cinétique : les niveaux de description
On peut distinguer plusieurs niveaux dans les méthodes actuelles de description d’un
système. Les termes micro-, méso- et macroscopique sont fréquemment utilisés avec
comme concept sous-jacent l’échelle d’étude du système considéré et des hétérogénéités
à traiter. Une déﬁnition brève valable dans le cadre de notre étude est que le niveau
microscopique est l’échelle à laquelle la matière est considérée discontinue alors que le
niveau macroscopique est l’échelle à laquelle la matière est considérée continue. On
notera que le terme microscopique est un abus de langage car il concerne des grandeurs
allant du nanomètre à l’angström.
Le niveau mésoscopique est une échelle intermédiaire, grande devant le microsco-
pique et petite devant le macroscopique. On parle respectivement de dynamique mo-
léculaire ("Molecular Dynamics"), d’automates cellulaires ou méthodes sur gaz réseau
("Lattice Gas Hydrodynamics") et d’équation de conservation (d’énergie, d’espèce) ou
dynamique des ﬂuides ("Fluid Dynamics") lorsqu’on étudie les comportements micro,
méso et macroscopique d’un ﬂuide (voir ﬁgure 1.1).
Figure 1.1 – Domaines d’étude, grandeurs caractéristiques et équations permettant de
décrire les phénomènes.
Une autre façon d’appréhender le concept de méthode lattice est de séparer les
méthodes de modélisation en simulation du transport scalaire ou en mécanique des
ﬂuides : on diﬀérencie celles qui sont "descendantes" et celles qui sont "ascendantes"
[Wolf-Gladrow, 2000,Obrecht, 2012] comme indiqué en italique sur la ﬁgure 1.1.
Les premières partent du comportement macroscopique du ﬂuide (e.g. les équations
de Navier-Stokes) pour arriver à une formulation discrétisée "microscopique" sur laquelle
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on sait résoudre le problème en vériﬁant la conservation des quantités usuelles, à savoir
la masse, la quantité de mouvement et l’énergie.
Les méthodes "ascendantes" quant à elles sont des alternatives permettant grâce à
l’outil mathématique d’obtenir une extrapolation consistante du comportement particu-
laire vers le celui d’un volume d’intérêt.
Aﬁn d’éclairer le lecteur sur le chemin de la compréhension de la méthode Lat-
tice Boltzmann, nous allons expliciter brièvement les diﬀérentes descriptions de l’échelle
particulaire vers le comportement ﬂuide considéré dans le cas de la méthode Lattice
Boltzmann.
1.1 Description microscopique
Au niveau microscopique, on peut étudier le comportement d’une molécule i (aussi
appelé "dynamique moléculaire") grâce à la loi de Newton bien connue :
miγi = Fi (1.1)
Où γi est l’accélération de la particule i, mi sa masse et Fi la somme des forces
auxquelles elle peut être soumise, par exemple les potentiels intermoléculaires de type
Van der Waals ou les forces extérieures telle la gravité, le champ magnétique etc.
Sachant que le nombre d’Avogadro est de l’ordre de 1023, simuler l’évolution ne serait-
ce que d’un centimètre cube de ﬂuide pendant quelques secondes avec les équations de
la dynamique moléculaire est numériquement trop coûteux. Il faudrait en eﬀet calculer
pour chaque particule la totalité des interactions avec les autres particules présentes dans
le volume d’intérêt, ce qui, au vu du nombre d’Avogadro représente de manière évidente
une quantité faramineuse de calculs et d’espace mémoire (à ce sujet voir en exemple le
chapitre 1 de [Cercignani, 1988]). [Guo et Shu, 2003] limitent même l’étude avec de tels
modèles aux systèmes ayant des tailles inférieures au micromètre aﬁn de rester dans le
domaine de la calculabilité.
La simulation directe du comportement macroscopique d’un ﬂuide à partir des lois
régissant les particules qui le composent étant de ce fait diﬃcilement réalisable, on
s’intéresse à des populations réduites de ces molécules évoluant sur une grille régulière
et connue (un "lattice"), d’où la dénomination des méthodes homonymes.
1.2 Description mésoscopique
Le niveau mésoscopique, est l’échelle intermédiaire entre matière continue et dis-
continue, entre physique classique et quantique. Il représente un volume " [...] intermé-
diaire entre microscopique et macroscopique, qui donne son sens à la notion de point
matériel : volume de matière inﬁnitésimal mais suﬃsamment grand pour qu’on puisse lui
appliquer les lois de la thermodynamique et admettre qu’il satisfait aux conditions d’un
équilibre local." [Manneville, 2004].
La déﬁnition du dictionnaire des termes scientiﬁques [McGraw-Hill, 2003] indique :
"Appartenant à une taille intermédiaire entre le microscopique et le macroscopique,
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caractéristique d’une région où un grand nombre de particules peut interagir en obéissant
aux lois de la mécanique quantique."
Pour réduire le nombre d’informations à traiter, on part du point de vue statistique
en supposant que la population de particules considérée est suﬃsamment grande pour
être représentative du comportement global. Prenons donc un espace fermé contenant
N particules identiques. Celles-ci se déplacent à vitesse constante entre les collisions
élastiques∗ et rebonds sur les parois du domaine, ce qui veut dire que lorsque deux
particules de vitesses ua et ub s’entrechoquent (l’exposant ’prime’ indiquant l’état post-
collision), la somme des vecteurs résultants ainsi que de leur norme sont égales :





|ua|2 + |ub|2 = |u′a|2 + |u
′
b|2 (1.3)
À partir des équations (1.2) et (1.3) on arrive à la conclusion que la masse et la
quantité de mouvement sont inchangés durant la collision : ce sont des invariants
collisionnels, propriété qui sera détaillée au paragraphe 2.2 de la section suivante.
On appelle ensuite f la fonction de densité qui régit la probabilité d’existence dans
l’espace en un point et à un temps déﬁnis. La question qui se pose alors est la suivante :
quelle est la probabilité f de trouver une particule autour de la position r ayant une
vitesse u à l’instant t ? (voir l’illustration de ce problème sur la ﬁgure 1.2). Grâce à la
fonction f , le nombre de particules à l’instant t, dans l’espace dr autour du point r et
ayant une vitesse u à du près peut alors être écrit :
dN = f(r, u, t).dr.du (1.4)
Soient F une force extérieure mettant en mouvement les particules et m la masse
de chaque particule. En divisant F par m on suppose que localement la force se répartit
de manière équitable entre les diﬀérentes particules (qui sont de masses égales).
Nota Bene : On a de fait F/m homogène à des [N · kg−1] = [kg ·m · s−2 · kg−1]
= [m · s−1] et F/m × dt homogène à des [m · s−1]. Pour la suite du manuscrit, on
introduit de plus les notations f et f+ telles que :
f = f(r, u, t) (1.5)
f+ = f(r + u.dt, u+ F/m.dt, t+ dt) (1.6)
Où f+ quantiﬁe la probabilité d’existence de la particule au point r + u.dt à
l’instant t+ dt.
Ainsi, sans collision, la variation de la quantité de particules dans dr est nulle, ce qui
se traduit par l’équation suivante :
∗Aussi appelées "chocs durs", ce qui nous semble plus clair sur le plan de la représentation mentale,
bien qu’éloigné du qualiﬁcatif "élastique".








Figure 1.2 – Illustration de l’équation (1.4) : dN particules dans un rayon de dr autour
du point r et soumises à une force ~F et se déplaçant à une vitesse u ± du et libre
parcours moyen Lm.
f+.dr.du− f.dr.du = 0 (1.7)
À l’instant t+dt on a le même nombre de particules dans dr+u.dt ayant une vitesse
u + F/m.dt que l’on avait dans dr avec une vitesse u à l’instant t. Pour formaliser
l’évolution de cette quantité lors de la collision, on introduit l’opérateur de collision
Ω(f) et l’équation (1.7) devient :
f+.dr.du− f.dr.du = Ω(f).dr.du.dt (1.8)
Pour dt tendant vers zéro et en divisant par dr.du.dt, on obtient l’équation de
Boltzmann, bien connue en théorie cinétique des gaz :
∂f
∂t





Où Ω est un opérateur de collision qui caractérise le taux de d’évolution de la fonction
de distribution f dû aux collisions entre particules. Dans l’équation (1.9), le terme de
droite représente l’eﬀet des collisions entre particules. Le terme de gauche représente le
mouvement des particules soumises à l’eﬀet de la force ~F . On note que si ~F = ~0, les
trajectoires des particules sont linéaires.
Si l’on se ﬁxe un maillage régulier (un lattice) déﬁni par l’existence d’une quantité
raisonnable de particules régies par une loi de collision bien choisie, il est possible en
discrétisant l’équation (1.9) de simuler le comportement macroscopique d’un ﬂuide ou
le transport d’un scalaire (ceci sera explicité en section 2).
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1.3 Description macroscopique
Plus classiquement, les équations (1.10) à (1.12) rappelées ci-après permet de repré-
senter le comportement macroscopique d’un ﬂuide en pression, vitesse et température.
Les solutions analytiques en mécanique des ﬂuides étant peu nombreuses et très spéci-
ﬁques, on résout généralement les problèmes de mécanique des ﬂuides par des méthodes
"descendantes" de type diﬀérences ﬁnies, éléments ﬁnis, méthodes spectrales ou volumes
ﬁnis en discrétisant ces équations (voir au sujet des diﬀérences et volumes ﬁnis l’ouvrage
très complet de [Patankar, 1980]).
Les équations de Navier-Stokes aussi appelées équations de continuité, quantité de
mouvement et conservation de l’énergie totale sont données respectivement par :
∂ρ
∂t




+ ~u∇~u) = µ∇2~u− ~∇p+ ~F (1.11)
∂ρe
∂t
+ ~∇[(ρe+ p)~u] = ~∇(τ~u+ ρ~F~u) (1.12)
Où ρ est la masse volumique [kg ·m−3], ~u est la vitesse macroscopique du ﬂuide, p
est la pression [Pa], e est l’énergie totale [J], µ est la viscosité dynamique [kg ·m−1 · s−1],
f est un terme source volumique [N ·m−3] et τ est la contrainte [Pa].
Les diﬀérents niveaux de description ayant été déﬁnis, nous allons maintenant détailler
le niveau mésoscopique sous la forme de la méthode Lattice Boltzmann.
2 Origines de la méthode
Les paragraphes qui suivent présentent les origines de la méthode Lattice Boltzmann
ainsi que du modèle de collision BGK. Un exposé pas-à-pas des liens entre physique
statistique et modèle mésoscopique est également proposé. Plus précisément, la signiﬁ-
cation de notion de "pseudo-vitesse du son" est détaillée et on montre la détermination
des fonctions d’équilibre.
2.1 Fondements en mécanique statistique et théorie cinétique
Nous avons vu au paragraphe 1.1 que la description d’un système avec l’équation
(1.1) de Newton mène à une quantité d’information importante pour un problème à N
corps (aussi appelé "N-body" dans la littérature). Les grandeurs d’intérêt pour notre do-
maine, telles la température, la vitesse, la pression, sont de surcroît des valeurs moyennes
résultant d’un grand nombre d’actions moléculaires. L’idée vient alors de considérer le
comportement collectif de ces molécules sous l’angle statistique.
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Si l’on considère l’équation cinétique qui décrit la collision de deux particules a et b,
l’équation (1.9) devient :
∂f
∂t





Où Ωa−b représente l’eﬀet de la collision entre a et b sur leurs trajectoires respectives.
L’écriture de l’équation est simple pour un système composé de deux corps, cependant
lorsqu’il en contient plus qu’une demi-douzaine, sa détermination est beaucoup plus
ardue car elle nécessite de connaître les collisions Ωa−b−c, Ωa−b−c−d puis Ωa−b−c−d−e...
ad inﬁnitum d’après l’équation du viriel ou la hiérarchie de Bogolioubov, Born, Green,
Kirkwood et Yvon (plus communément appelée "BBGKY" d’après leurs initiales). Cette
formulation ne permet donc pas de résoudre les problèmes que nous nous sommes ﬁxés,
puisqu’elle requiert également le calcul de très nombreuses interactions.
2.2 Notion d’équilibre local
Boltzmann exprime en 1872 l’hypothèse que dans un gaz peu dense, dilué, les parti-
cules se comportent comme des masses ponctuelles et les collisions sont peu fréquentes.
Le terme de collision de (1.13) se réduit alors à Ωa−b, sans entraîner la nécessité de
calculer les interactions avec N corps découlant de la hiérarchie BBGKY.
Après un temps suﬃsant, le système atteint donc un équilibre local tel que le résultat
des collisions soit nul : il y a autant de quantité de matière entrant et sortant du volume
autour du point r considéré ﬁgure 1.2. Cela se traduit par une dérivée lagrangienne nulle
Df
Dt







b − fafb)(ua − ub) · s(ua − ub, ~Ω) · d~Ω · d(m× ~u′a) = 0 (1.14)
Cette intégrale représente les gains et les pertes provoqués par les collisions entre
molécules sur un volume inﬁnitésimal, avec s(ua − ub, ~Ω) la section transversale diﬀé-
rentielle représentant le nombre de particules ayant une vitesse relative (ua − ub) × ~Ω
autour de l’angle solide ~Ω.






b = fa × fb (1.15)
Si l’on prend le logarithme de l’équation (1.15) qui précède, on obtient une somme :
la notion primordiale qui en découle est le fait que la quantité ln(f) est un invariant de
collision, additif de surcroît. Cette propriété ne changeant pas sous l’eﬀet des collisions,
ln(f) ne peut être que fonction des invariants de collision dynamiques, à savoir le nombre
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de particules N , la quantité de mouvement m~u et l’énergie m~u2/2. Cette assertion se
traduit mathématiquement par la relation :




Avec α = x, y, z et A, Bα, C cinq constantes auxquelles on donnera les valeurs
appropriées permettant de recouvrer les moments hydrodynamiques que sont la densité
ρ, la vitesse uα et l’énergie ρe. Les valeurs numériques de A, Bα et C seront déterminées
au paragraphe 3.2.
Ainsi, l’équation (1.16) nous a permis d’établir le lien entre quantité microscopique,
la densité de distribution f , et macroscopiques : les propriétés de l’écoulement.
Densité de probabilité de distribution à l’équilibre
Aﬁn d’obtenir une fonction d’équilibre, il est possible de reformuler l’équation (1.16)
en choisissant d’autres constantes a et bα, pour obtenir une identité remarquable :
ln(f) = −bα(cα − uα)2 + ln(a) (1.17)










À partir de cette équation, il est possible d’obtenir la loi de distribution des vitesses de
Maxwell-Boltzmann en dimension D, qui donne la densité de probabilité de distribution
f des particules d’un gaz parfait à l’équilibre et au repos, en fonction de leur vitesse








La ﬁgure 1.3 illustre l’allure de la fonction (1.20) pour deux températures diﬀérentes :
du fait de l’agitation thermique moléculaire, le maximum de la fonction de distribution
se décale vers les vitesses élevées lorsque la température augmente.








Nota Bene – De manière intéressante, comme la formulation de f est locale, cette
expression reste vraie même si à l’échelle globale (macroscopique) le ﬂuide est soumis
à des variations de vitesse ou de température et qu’il n’est plus à l’équilibre et au
repos. Par chance l’opérateur de collision n’impose pas de telles hypothèses.




















T = 300 K
T = 600 K
Figure 1.3 – Fonction de distribution à l’équilibre en fonction de la vitesse d’agitation
des particules pour les températures T = 300 [K] et T = 600 [K].
La valeur moyenne quadratique de la vitesse des particules est calculée en prenant
la racine du résultat de l’intégration de zéro à l’inﬁni de la vitesse au carré pondérée










Remarque : On a les relations suivantes entre la constante de Boltzmann k [J · K−1],
la masse m [kg] des particules et le nombre d’Avogadro NA [mol−1] :
kB = R/NA (1.23)
m = M/NA (1.24)
Il en résulte que la valeur moyenne quadratique pondérée de la vitesse des particules
peut être réécrite comme suit, avec r = kB/m = R/M [J · kg−1 · K−1] appelée constante
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3 De l’équation de Boltzmann au monde macrosco-
pique
Dans cette section, nous abordons dans un premier temps la discrétisation nécessaire
pour résoudre l’équation de Boltzmann, puis on explique le principe de la détermination
des fonctions d’équilibre.
3.1 Projection sur une grille ou "lattice"
La LBM ou méthode Boltzmann sur gaz réseau est une approche mésoscopique des
problèmes aux dérivées partielles. Elle consiste à considérer une population représentative
de particules pour représenter le comportement macroscopique d’un ﬂuide ou d’un solide.
À l’inverse des équations de Navier-Stokes qui décrivent un comportement macroscopique
puis qu’on discrétise vers le microscopique, il s’agit d’une approche "ascendante", où
l’agitation particulaire déﬁnie par la distribution de Maxwell permet une extrapolation
consistante vers le comportement macroscopique.
Nous avons jusqu’ici évoqué l’équation de Boltzmann (1.9) sous sa forme dimension-
nelle dans l’espace continu. On introduit désormais la formulation discrète suivante :
fk(x+∆x, t+∆t) (1.26)
Où fk représente la fraction de la fonction de distribution dans la direction k et ∆x
[L] représente une distance égale à un pas d’espace et ∆t [T] un pas de temps.
On considère donc des distributions de particules se déplaçant dans des directions
privilégiées, c’est-à-dire entre les points du maillage. Aﬁn de faciliter le calcul, les échelles
de temps et d’espace sont liées de sorte que les particules du maillage se déplacent de
proche en proche à la vitesse c sur les nœuds du maillage et échangent leur énergie par
collision à chaque pas de temps (voir l’encadré qui suit sur la notion de vitesse du son).
L’espace est ainsi discrétisé en un certain nombre de directions de propagation :
on parle de schémas DnQm où n représente le nombre de dimensions d’espace et m
le nombre de directions de propagation possible des particules, aussi appelé nombre de
vitesses. La complexité du problème physique à résoudre (écoulement, conduction pure,
autre) déﬁnit le nombre de vitesses requises pour modéliser le comportement macrosco-
pique. Deux exemples de schémas sont donnés ﬁgure 1.4.
Avant de poursuivre, il nous paraît important d’expliciter la signiﬁcation de "vitesse
du son" en LBM, qui est un des points-clés du passage de l’espace continu à la grille
discrète.
Notion de vitesse du son – Pour clariﬁer les notations, on introduit la pseudo-
vitesse du son LBM Cs ≡
√
rT . Il faut cependant souligner [Nourgaliev et al., 2003]
que cette vitesse n’a rien de physique. Par déﬁnition elle vaut :

























Figure 1.4 – Exemples de schémas DnQm : D2Q5 et D2Q9
Cs =
√







Où DDL est le nombre de degrés de liberté, qui pour le cas de la LBM (Cs ≡√
rT ) tendrait vers l’inﬁni, ce qui n’a physiquement pas de sens. La vitesse du son
LBM n’est donc qu’un paramètre de mise à l’échelle de la simulation et une vitesse
numérique de référence.
De façon à ce que la vitesse quadratique moyenne des particules c = ∆x/∆t =√
3rT soit unitaire et qu’ainsi chaque particule se déplace de nœud en nœud sur
la grille dans les directions déﬁnies, on normalise toutes les vitesses par
√
3rT . La












La vitesse quadratique moyenne des particules est ainsi mise à l’échelle de la grille
et devient la vitesse lattice unitaire c∗ = c/
√
3rt = 1 en [L] · [T]−1 (on abandonnera
rapidement ce formalisme pour conserver des notations simples sans exposant).
3.2 Calcul des fonctions d’équilibre
Si la valeur de la fonction d’équilibre f eq est connue dans l’espace continu, il faut
pouvoir la déﬁnir dans l’espace discret DnQm choisi (voir paragraphe 3.1). Pour les dé-
terminer, il est possible d’employer plusieurs méthodes. On propose ici un résumé des
trois variantes que l’on trouve généralement dans la littérature.
Quelle que soit la méthode employée pour l’évaluation de la valeur de la fonction
d’équilibre, son expression doit respecter les trois contraintes suivantes :
m×
∫
fdv = ρ (1.29)
m×
∫




fv2αdv = ρe (1.31)
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Où m est la masse d’une particule, vα la vitesse dans une des trois directions de
l’espace et e la densité d’énergie.
Pour la LBM, l’intégrale se résume à une somme locale en chaque point du maillage
et on choisit de plus m = 1 comme normalisation de la densité f au nœud. Celle-ci est
répartie dans suﬃsamment de directions k de manière à pouvoir respecter la physique
du phénomène (e.g. produire des moments d’ordre deux dans le cas de l’écoulement).
Les équations de conservation de la masse (1.29), du moment (1.30) et d’énergie (1.31)
deviennent alors :
∫
f eqk = ρ (1.32)∫
ckf
eq




2 + 3rT ) (1.34)
Ces intégrales représentent la conservation de la masse (1.32), la conservation des
quantités de mouvement (1.33) et la conservation de l’énergie totale (1.34). Dans l’équa-
tion de conservation de l’énergie totale, le terme 3rT représente la contribution au mo-
ment d’ordre 2 de la vitesse quadratique moyenne microscopique telle qu’elle a été déﬁnie
au paragraphe 2.2.
Obtention de f eqk par développement de Taylor
La méthode la plus intuitive pour trouver la valeur de la fonction d’équilibre consiste
à extraire un développement limité de la fonction de distribution de Maxwell-Boltzmann
(équation (1.21)).
Cependant, celle-ci est vraie pour un gaz immobile, alors que les applications que
nous envisageons comportent des particules en mouvement. Qu’advient il de f eq pour
un gaz ayant un mouvement ~u ? La vitesse totale c d’une particule est dans ce cas la
somme de la composante macroscopique u et de la vitesse mésoscopique v liée à
l’agitation thermique :
c = u+ v (1.35)
On en tire v = c − u qu’il est possible de réinjecter directement dans l’équation
de Boltzmann (1.21), sous réserve que ‖u‖ ≪ c (dans le cas contraire il y aurait une
probabilité trop importante de trouver des particules qui se déplacent sur deux lattices











à défaut d’être la plus complète, car elle ne résout pas le problème des pondérations wk en fonction
de la direction, comme nous le verrons dans la suite
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Sans changer de notation, on normalise ensuite le déplacement des particules de
manière à ce qu’il soit unitaire : les vitesses sont divisées par
√
3rT et le facteur rT par











Ceci a pour eﬀet de mettre à l’échelle la quantité d’énergie massique que peut contenir
une particule. En d’autres termes, c’est une normalisation par une pseudo-constante rT
[J · kg−1] pour le monde LBM.
La fonction d’équilibre (1.38) reste peu maniable sous cette forme. On factorise dans

















Pour réduire l’expression (1.39) à une somme d’opérations simples, nous allons en
extraire un développement limité vrai pour ‖u‖ ≪ c.
Rappel : le développement de Taylor de la fonction e−x en 0 à l’ordre deux vaut :




L’expression de f(v) se simpliﬁe alors comme suit, en conservant uniquement les




























Il est dès lors possible de projeter la fonction dans la direction k de notre choix.
La notion de vitesse d’agitation thermique v perdant de son importance dans la suite
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au détriment des vitesses u et ck, la fonction f eq(v) projetée dans la direction k sera































Remarque : le même algorithme permet de simuler diﬀérents phénomènes physiques
par simple modiﬁcation de la fonction d’équilibre. Par exemple ~u = 0 donne la
diﬀusion pure.
Obtention de f eqk par la méthode de l’Ansatz
Cette méthode revient à faire un Ansatz ou "conjecture" quant aux fonctions per-
mettant de recouvrer les moments hydrodynamiques macroscopiques. Un Ansatz est une
approche, une estimation de l’allure que doit avoir la fonction d’équilibre pour résoudre
un type donné d’équation diﬀérentielle. Par exemple pour les équations diﬀérentielles
linéaires, une fonction d’équilibre f eq linéaire est a priori suﬃsante.
Pour les équations non linéaires, telles que le transport de masse, une fonction d’équi-
libre allant jusqu’au second ordre est nécessaire [Wolf-Gladrow, 2000,Mohamad, 2011].
On déﬁnit ainsi la fonction suivante avec les coeﬃcients Ak, Bk, Ck, Dk à ajuster de
manière à ce qu’ils permettent de retrouver les moments d’ordre zéro, un et deux.
f eqk = ρwk(Ak +Bk(uck) + Ck(uck)
2 +Dku
2) (1.42)
Les conditions de réalisation sont les suivantes :
- L’obtention des moments d’ordre 0, 1 et 2 permet de recouvrer les grandeurs
macroscopiques : par exemple, l’analogie avec les équations de Navier-Stokes, les
termes u.ck et u2 permettent de recouvrer le terme advectif non-linéaire [Wolf-
Gladrow, 2000].
- Les paramètres Ak, Bk, Ck et Dk dépendent de ρ et ck, mais pas de la direction
de propagation k.
- Le lien avec la discrétisation spatiale des directions de propagations est réalisé à
l’aide d’un développement de Chapman-Enskog [Cercignani, 1976, Succi, 2001]
et d’une quadrature de Gauss.
Les règles de symétrie permettent de réduire le système à 43 inconnues posé par
l’équation (1.42) à 13 inconnues seulement (on pourra trouver le détail du calcul dans
les annexes de [Wolf-Gladrow, 2000]). Il vient alors le résultat suivant :
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Obtention de f eqk par les polynômes de Hermite
Il est possible d’utiliser l’exponentielle (1.20) pour construire les f eqk en utilisant des
polynômes de Hermite d’ordre 2 ou 3 qui correspondent aux contraintes posées par
les équations (1.29), (1.30) et (1.31) de conservation des moments d’ordre 0 à 2. On
détermine alors les pondérations wk de manière à obtenir une quadrature de Hermite sur
les abscisses choisies. Le détail est donné dans [Machado, 2012].
Rappel - Quadrature : en calcul numérique, une quadrature est une formule
de calcul d’une valeur approchée d’une intégrale, généralement en pondérant les
sommes aux points considérés du domaine d’intégration par des fonctions poids wk.





Rappel - Polynômes de Hermite : ce sont des polynômes servant à approximer
localement des fonctions.
4 Mise en œuvre de la méthode Lattice Boltzmann
Cette section présente les diﬀérentes méthodes basées sur l’équation de Boltzmann,
puis on y détaille la méthode BGK, qui est l’outil utilisé dans nos études.
4.1 Diﬀérentes familles de méthodes Boltzmann
La LBM est un développement des automates cellulaires décrits par [Frisch et al.,
1986] et [Wolf-Gladrow, 2000]. Avant de devenir une méthode particulaire de simulation
numérique en dynamique des ﬂuides, elle est plus simplement une solution numérique de
l’équation continue de Boltzmann (1.9) du paragraphe 1.2 donnant la loi d’évolution de
la probabilité de distribution d’une particule de gaz idéal.
Ainsi, on ne perçoit pas les eﬀets individuels de chaque particule mais leur résultante
moyenne. Le mouvement particulaire lié à l’agitation thermique observable en dynamique
moléculaire n’est pas visible car il y a statistiquement autant de particules ayant une vi-
tesse dans une direction que dans la direction opposée. On admet donc que la population
réduite considérée est suﬃsamment grande pour être représentative du comportement
macroscopique du ﬂuide.
Les particules de cette population ont des règles de collision diﬀérentes de celles de
la dynamique moléculaire mais qui permettent de reproduire le comportement macro-
scopique du ﬂuide exprimé par les équations de Navier-Stokes rappelées au paragraphe
1.3. On étudie leur mouvement sur une grille régulière appelée "lattice" d’après le terme
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anglais, d’où le nom de la méthode.
La LBM se divise en plusieurs familles :
- algorithme à temps de relaxation unique [Bhatnagar et al., 1954] (appelé
BGK du nom des fondateurs Bhatnagar, Gross & Krook) : l’hypothèse de quasi-
compressibilité de ce modèle permet de résoudre des écoulements à bas Reynolds
en appliquant un opérateur de collision sur la partie hors-équilibre de la fonction
de distribution f . Très répandue du fait de sa relative simplicité, cette formulation
a pour désavantage d’être inappropriée pour les nombres de Reynolds élevés [Qian
et al., 1992] et de présenter une plage de stabilité réduite par rapport aux modèles
qui suivent.
- algorithme à temps de relaxation multiple [d’Humières, 1992] (appelé MRT -
"Multiple Relaxation Time") : par l’application d’un matrice générale de collision
qui contient des facteurs de relaxation multiples, il est possible d’améliorer la
stabilité de la méthode par rapport au BGK. Cependant, le temps d’exécution est
généralement de 10 à 20% supérieur à celui du BGK [Kuzmin et Derksen, 2011] et
la détermination des facteurs de relaxation optimaux nécessite l’utilisation d’une
procédure numérique [Delbosc et al., 2014].
- formulation entropique [Chikatamarla et Karlin, 2013] : ces modèles sont simi-
laires au BGK, à la diﬀérence que l’évaluation des fonctions d’équilibre ne découle
pas de la fonction de Maxwell-Boltzmann. On lui préfère un extremum de l’en-
tropie discrète respectant les contraintes de système (e.g. la conservation de la
masse, de l’énergie). Le paramètre de relaxation est variable dans le temps et dans
l’espace, car on le recalcule en chaque site du lattice et à chaque pas de temps
aﬁn d’assurer que l’entropie ne soit pas décroissante après la collision et que
les fonctions de distribution ne prennent pas des valeurs négatives [Karlin et al.,
1999]. Ceci a pour eﬀet de rendre l’algorithme inconditionnellement stable au dé-
triment du nombre d’opérations à réaliser. De ce fait, la MRT permet également
la simulation d’écoulements à haut Reynolds [Ansumali et al., 2006].
- modèles régularisés : aﬁn d’obtenir une meilleure précision et d’augmenter la
stabilité, ces modèles font disparaître les termes non-hydrodynamiques d’ordre
supérieur dans f . À chaque pas de temps, on calcule pour tous les sites les trois
premiers moments macroscopiques (scalaire, vitesse, et énergie) et régularise les
populations de particules en fonction des moments calculés [Lätt et Chopard,
2006].
Dans cette étude, on s’attachera exclusivement à la formulation BGK à simple et
double population de particules pour la simulation des écoulements isothermes et aniso-
thermes respectivement, ou des phénomènes diﬀusifs.
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4.2 Une approche de l’opérateur de collision : le modèle BGK
Les auteurs [Bhatnagar et al., 1954] ont introduit les premiers une conception simple
de l’opérateur de collision Ω(f) de l’équation de Boltzmann (1.9). Cette approche




(f − f eq) (1.44)
Où τ [T] est le temps de relaxation, qui correspond au temps entre deux collisions. En
introduisant le facteur de relaxation ω = 1/τ qui représente la fréquence de collision des
particules sur un pas de temps, l’équation de Boltzmann sans forces extérieures devient :
∂f
∂t
+ c∇f = −1
τ
(f − f eq) (1.45)
Remarque : l’équation (1.45) est similaire à l’équation d’advection avec un terme
source représenté par l’opérateur de collision Ω(f). On peut aussi voir cette égalité




+ c∇f de la fonction f .
Lorsqu’on discrétise l’espace n en m directions de propagation, comme mentionné







Où 0 ≤ k ≤ m− 1 et l’opérateur discret Ωk(f) vaut
Ωk(f) = −1
τ
(fk − f eqk ) (1.47)
L’équation de Boltzmann qui régit le mouvement des particules est donnée sous la
forme suivante, avec f la densité de probabilité de position des particules, c la vitesse
de propagation des particules et Ω l’opérateur de collision.
∂f
∂t
+ c∇f = Ω(f) (1.48)
Soit après discrétisation sur l’espace D2Q9 déﬁni précédemment, avec 0 ≤ k ≤ 8,








Dans l’approche de Bhatnagar-Gross et Crook (BGK) [Bhatnagar et al., 1954] on




(fk − f eqk ) (1.50)
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La fonction d’équilibre f eqk de l’équation (1.50) est approximée en eﬀectuant un déve-
loppement limité de l’équation de Maxwell-Boltzmann, avec pour le cas de la diﬀusion :
f eqk = wkρ (1.51)
Où ρ est simplement la somme des distributions fk au point de l’espace considéré
et représente la grandeur calculée, e.g. la température, la concentration. Le facteur wk
est une pondération constante relative à chacune des directions de propagation, telle
que Σ(wk) = 1. Si l’on considère l’équation (1.38) avec une vitesse nulle, on se rend
compte que les déplacements longs sont moins probables que les courts. Les facteurs wk
sont donc décroissants. À titre d’exemple, on donne ici leurs valeurs numériques pour le
schéma D2Q9 : la pondération du déplacement nul vaut 4/9, alors qu’un déplacement
orthogonal sur la grille est pondéré par 1/9 et un déplacement diagonal par 1/36.
En posant ω = ∆t/τ et écrivant sous forme discrète l’équation de Boltzmann, on
arrive à la forme donnant explicitement l’évolution spatio-temporelle de la fonction f
ci-après :
fk(x+∆x, t+∆t) = fk(x, t)− ω(fk(x, t)− f eqk (x, t)) (1.52)
Pour des raisons de stabilité de la méthode, le facteur ω doit être strictement compris
entre 0 et 2 (voir [Succi, 2001] Chapitre III.11. et [Wolf-Gladrow, 2000] Chapitre 5). La
relation entre ω et la "diﬀusivité LBM" d d’un milieu en deux dimensions est donnée en
fonction de cs = 1/
√











La relation (1.53) est illustrée sur la ﬁgure 1.5. Sur celle-ci, on voit que la limite ω = 2
correspondant à τ = 0.5 donne une diﬀusivité ou une dissipation visqueuse tendant vers
zéro.
Le calcul des vitesses macroscopiques ux et uy s’eﬀectue à partir des sommes des
distributions contribuant au mouvement dans les directions ~x et ~y :
ux =




f2 + f5 + f6 − (f4 + f7 + f8)
ρ
(1.56)
Séquence de la Lattice Boltzmann Method
Sur le plan algorithmique, la LBM consiste en une succession séquentielle des étapes
de collision, propagation et d’application des conditions aux limites à chaque pas de
temps, illustrée sur la ﬁgure 1.6.




















Figure 1.5 – Relation entre la fréquence de relaxation ω et la viscosité LBM ν.
Les distributions se propageant de proche en proche, il advient nécessairement qu’une
partie d’entre elles quitte le domaine, tandis que d’autres distributions doivent être créées
aﬁn de pouvoir "entrer" dans le domaine, d’où l’application systématique des conditions
aux limites.
On notera le caractère fortement local de la méthode : les étapes de collision et pro-
pagation ne requièrent aucune information sur les points voisins du maillage et peuvent
donc être exécutées en parallèle. L’étape d’application des conditions aux limites est
également locale, mais de manière moins absolue car elle peut nécessiter l’emploi d’in-
formations en provenance des nœuds voisins (ceci sera détaillé au chapitre 2).
4.3 Écoulements anisothermes - Population scalaire passive
Une méthode pour résoudre un problème d’écoulement incluant l’équation d’énergie
en utilisant la LBM-BGK consiste à se servir de deux populations de particules f et g.
La population f est strictement similaire à celle décrite précédemment et sert à calculer
les propriétés de l’écoulement à partir d’un facteur de relaxation ωV = ωV (ν) comme
dans l’équation (1.53).
La population g sert à décrire le champ de température dans l’écoulement : on parle
de "population scalaire passive". On prend simplement ~u = 0 et on déﬁnit le facteur de










La population g se comporte de manière similaire à la population f hormis pour
les fonctions de distribution à l’équilibre, qui contiennent le terme de couplage avec la
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Initialisation des fk
❄








Figure 1.6 – Séquence de l’algorithme LBM
vitesse ~u :




Les fondements de la méthode ayant été exposés sur la base du comportement des
distributions statistiques ﬁctives de particules de ﬂuide, nous donnons dans la suite des
exemples de passage de l’espace LBM à la réalité.
5 Lien entre réalité et espace LBM
Lorsqu’on souhaite passer du "micromonde" artiﬁciel de la LBM au monde réel, il faut
déﬁnir les équivalences entre les grandeurs lattice et les grandeurs physiques considérées.
La littérature sur ce point crucial est abondante autant pour les écoulements [Junk et
Kehrwald, 2006], [Succi, 2001], [Lätt, 2007], [Koosunkuntla, 2011] que pour les cas de
diﬀusion pure [Perko et Patel, 2014], [Zhang et al., 2012a]. Les explications données ne
sont cependant pas toujours accessibles au néophyte. On se propose donc ici d’expliquer
ce lien en termes simples et pratiques.
La section, aborde dans un premier temps les équivalences entre le système physique
(appelé "monde réel") que l’on souhaite modéliser et les paramètres de l’algorithme.
Ce lien sera également fait pour les diﬀérentes conﬁgurations simulées par l’approche
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BGK dans cette étude. On examinera ensuite l’inﬂuence de ces derniers sur la durée de
simulation.
5.1 Cas de l’écoulement
Pour un écoulement, il convient de faire correspondre deux quantités sans dimension
caractérisant d’une part la diﬀusivité de quantité de mouvement dans le milieu (une
sorte de nombre de Fourier de l’écoulement) et d’autre part la discrétisation (nombre de
Courant). Ceci a pour eﬀet de rendre égaux les nombres de Reynolds des deux "mondes".
Dans un premier temps, on considère le nombre adimensionnel qui caractérise la











Remarque : on peut aussi voir ce nombre comme le produit des nombres de Fourier
et Prandtl tel que F écoulemento = Fo × Pr.
Pour illustrer ce propos, prenons un exemple numérique concret : soit à résoudre un
problème 2D d’écoulement incompressible entre deux plaques isothermes. On se place
dans le cas d’un schéma D2Q9, ce qui implique cs = 1/
√
3. Les caractéristiques de
l’écoulement réel sont les suivantes :
− V = 0.1 [m · s−1]
− Ly = 0.1 [m]
− Lx/Ly = 10 [-]
− ν = 14.4× 10−5 [m · 2s−1]
− Re = V × Ly/ν = 694 [-]
Si on impose une taille de maillage Nx ×Ny = 640× 64, on peut calculer la ﬁnesse
de discrétisation spatiale ∆x (le maillage étant régulier par déﬁnition, on a ∆x = ∆y).
On choisit ensuite le temps de relaxation τ = 0.55 suﬃsamment éloigné de la viscosité
nulle (τ = 0.5), aﬁn de pouvoir calculer la viscosité LBM νLBM grâce à l’équation (1.53) :
− ∆x = 10/640 = 0.015625 [m]
− νLBM = c2s(τ − 0.5) = 1/3× (0.55− 0.5) = 0.016667 [L]2 · [T]−1
Il est alors possible de déterminer la valeur réelle d’un pas de temps LBM grâce à
l’équivalence nécessaire de l’équation (1.59) entre LBM et écoulement réel. Les discré-
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On obtient alors :
∆t = ∆x2 × νLBM
ν
[s] = 0.0156252 × 0.016667
14.4× 10−6 = 2.826× 10
−3 [s] (1.61)
Imaginons que l’on souhaite connaître le proﬁl des vitesses en sortie des plaques au
bout de t = 100 s. Le nombre de pas de temps requis pour simuler cette durée est donc
TLBM = 100/(2.826× 10−3) = 35389.
Il faut désormais ajuster la vitesse d’écoulement VLBM aﬁn qu’elle corresponde à la
vitesse de l’écoulement réel. On peut voir les choses sous l’angle suivant : les ratios des
vitesses réelles et des vitesses discrètes doivent être égaux (équation (1.62)) ou alors les





















Numériquement, on obtient pour cet exemple :
vLBM = 0.1× 2.826× 10
−3
0.015625
= 0.1808 [L] · [T]−1
Il convient ﬁnalement de vériﬁer que la valeur de vitesse V obtenue respecte la
condition sur la vitesse LBM préconisée par [He et Luo, 1997] aﬁn de ne pas s’éloigner
trop des hypothèses de construction du schéma, à savoir Ma < 0.15. En l’occurrence on







Il faut donc choisir un facteur de relaxation plus élevé et répéter la séquence de
calcul.
5.2 Cas de la diﬀusion pure
Le cas de la diﬀusion pure est très similaire à celui de l’écoulement : si on reprend
les notations ddu paragraphe 5.1 et que l’on souhaite faire le lien entre un solide réel
de diﬀusivité d [m2/s] pour un problème ayant un pas de temps ∆t et une dimension
caractéristique Lx et le "monde LBM" pour un nombre de mailles Nx, il faut faire












28 Établissement de la méthode Lattice Boltzmann
Calculons l’équivalent temps réel/temps LBM pour une pâte de ciment de taille
caractéristique 10−4 [m] et de diﬀusivité d = 10−12 [m2/s] sur un maillage de Nx = 200
nøeuds durant 28 jours :
− La taille d’un élément de maillage vaut : ∆x = 10−4/200 = 5× 10−7 [m].
− On se ﬁxe ensuite ω = 1




−0.5) = 0.1667 [L]2 · [T] (d’après l’équation (1.53))
L’équivalence des nombres de Fourier donne alors :
∆t = 0.1667
10−12
× (5× 10−7)2 = 0.041 67 [s]
Pour simuler 28 jours de diﬀusion dans cette microstructure, il faudra donc 28×24×
3600/0.04167 = 5.8×107 pas de temps. Sans parallélisation, ceci correspond à ∼ 8h de
calcul avec l’implantation de notre code sur un ordinateur portable récent (année 2012).










Où d est une grandeur caractérisant la diﬀusion en [m2 · s−1], τ est le facteur de
relaxation en [T], c2s est la pseudo-vitesse du son en [L]
2 · [T]−2 et ∆x est la discrétisation
spatiale réelle en [m].
5.3 Cas de l’advection-diﬀusion
Nous avons vu comment déterminer le lien entre grandeurs réelles et LBM dans
le cas des écoulements et de la diﬀusion. La démarche pour l’équation d’advection-
diﬀusion est similaire à celle des deux précédents : aﬁn de respecter l’échelle entre les
deux représentations du phénomène, les nombres de Péclet doivent être égaux, de même
que le nombre de Fourier qui déﬁnit la taille du pas de temps.
Soit à reproduire la simulation de [Hundsdorfer et Verwer, 2003] qui sert de valida-
tion du code au chapitre 2 paragraphe 5.2, avec v = 1 [m · s−1], α = 0.001 [m2 · s−1] et
∆x = 1/50 [m], soit Pe = 20. On procède alors comme suit :
- Fixer vLBM inférieur à la limite Ma < 0.15, par exemple vLBM = 0.08
- Calculer αLBM en fonction du nombre de Péclet : αLBM = vLBM/Pe = 0.004
- En déduire le facteur ω correspondant : ω = (αLBM/c2s + 0.5)
−1
On peut ensuite calculer la taille du pas de temps réel, comme indiqué au paragraphe
5.2 qui précède et ainsi en déduire le nombre de fois où l’on répète la séquence LBM.
5.4 Cas des écoulements anisothermes
Dans une telle conﬁguration, le couplage se fait directement par le nombre de Prandtl
entre les deux populations de particules (celle liée à l’écoulement ainsi que celle liée à
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la conduction) et il n’y a pas lieu de prendre de précaution particulière. On déﬁnit








Ainsi le rapport des deux facteurs de relaxation est simplement égal au nombre de
Prandtl du ﬂuide.
5.5 Cas du couplage écoulement anisotherme & conduction dans
un solide
Dans une telle conﬁguration, deux alternatives sont envisageables :
– Alternative 1 : on conserve le même pas de temps et on modiﬁe le facteur de
relaxation du domaine solide par rapport au ﬂuide.
– Alternative 2 : on dissocie complètement les domaines, auquel cas le pas de temps
n’a pas forcément la même durée et un des domaines peut se trouver en attente
de l’autre.
La première alternative peut se révéler plus coûteuse en calcul car la contrainte
imposée par la taille du maillage est moins forte dans le cas de la conduction que dans
le cas de l’écoulement.
Alternative 1 : Conservation du pas de temps
Si l’on a choisi comme référence le milieu ﬂuide, la diﬀusivité LBM du domaine solide






Dans ce cas,∆x est également ﬁxé par les caractéristiques de simulation sélectionnées
pour le milieu ﬂuide et il faut choisir un nombre de mailles qui soit en adéquation avec
les dimensions réelles du problème dans le milieu solide.
Alternative 2 : Pas de de temps diﬀérencié
Lorsqu’on opte pour une simulation avec deux pas de temps de durées diﬀérentes,
il faut prendre en compte le fait que le nombre de boucles d’algorithme à eﬀectuer aﬁn
d’atteindre une durée réelle ne sera pas le même pour les deux domaines. On calcule
d’abord le pas de temps du milieu ayant la dynamique la plus rapide (souvent le ﬂuide),
30 Établissement de la méthode Lattice Boltzmann





L’évolution temporelle de l’algorithme est alors majorée par la taille du pas de temps
le plus petit (min(∆tF ,∆tS)). En pratique, deux options s’oﬀrent alors pour réaliser la
simulation :
– Soit l’un des deux domaines est en attente lorsque celui ayant la dynamique la
plus lente nécessite plus de pas de temps
– Soit on choisit astucieusement la taille du maillage du domaine solide aﬁn de faire
concorder les dynamiques en jouant sur la taille de ∆xS (au détriment peut-être
de la discrétisation spatiale)
5.6 Note sur le choix de ∆t et ∆x
De la même manière que pour les méthodes numériques classiques de type diﬀé-
rences ﬁnies, il y a un lien direct entre augmentation de la durée du pas de temps et
perte de précision, ainsi que précisé dans [Patankar, 1980] et [Perko et Patel, 2014],
respectivement pour la méthode des volumes ﬁnis et pour la LBM.
Les schémas numériques autres que la LBM présentent une relation obligée entre
pas de temps et pas d’espace, qui sont liés par un critère de stabilité (voir aussi annexe
A). La LBM ne comporte pas de telle relation, cependant il faut veiller à respecter la
condition ∆t ≈ ∆x2 en jouant sur le paramètre de relaxation pour maintenir une erreur
de compressibilité faible lorsqu’on augmente la résolution du maillage [Lätt, 2008].
En dehors de la discrétisation, les hypothèses de constructions du modèle impliquent
que la vitesse LBM est faible devant le nombre de Mach. Le choix de celle-ci inﬂue
donc de manière drastique sur la précision du calcul. Le nombre de Mach doit donc être
maintenu tel que Ma << 1. En pratique, on choisira comme repère Ma < 0.15 [He et
Luo, 1997].
La ﬁgure 1.7 (gauche) est construite à partir de l’équation (1.66). Elle représente
la variation du pas de temps en fonction de la discrétisation spatiale choisie pour trois
facteurs de relaxation. Les pentes exhibent un coeﬃcient directeur de 2, ce qui implique
que le temps de calcul augmente de deux ordres de grandeur pour une discrétisation
spatiale plus ﬁne d’un ordre de grandeur. On constate également qu’à discrétisation
spatiale égale, un facteur de relaxation plus grand donne une discrétisation temporelle
plus ﬁne.
À titre d’exemple on a tracé sur la ﬁgure 1.7 (droite) la limite d’utilisation pour la
simulation de l’écoulement du paragraphe 5.1. On voit que pour une vitesse donnée, le
choix du paramètre de relaxation inﬂue fortement sur le nombre de Mach et donc sur la
pertinence d’utilisation de la méthode. En l’occurrence, pour la vitesse réelle ﬁxée à 0.1
[m/s], il faut choisir une discrétisation ﬁne et un facteur de relaxation supérieur à 1 aﬁn
de respecter Ma < 0.15.























































Figure 1.7 – Dépendance de la durée du pas de temps avec la ﬁnesse de la discrétisation
spatiale en fonction du choix du facteur de relaxation ω
La ﬁgure 1.8 donne une autre combinaison de la relation entre les discrétisations
spatiale et temporelle avec le facteur de relaxation. On y lit les valeurs prises par le pas
de temps ∆t en fonction de ω ainsi que la taille du pas d’espace ∆x.
∆t = 100 s
∆t = 10 s
∆t = 1 s
∆t = 0.1 s








Figure 1.8 – Illustration de la dépendance de la discrétisation temporelle ∆t et de la
discrétisation spatiale ∆x en fonction du choix du facteur de relaxation ω.
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La ﬁgure 1.8 doit cependant être comparée avec les lignes iso-Mach, sans quoi il
n’est pas possible de voir si le choix d’un couple de valeurs permet de respecter les
conditions de validité du modèle. La confrontation avec les iso-Mach est tracée sur la
ﬁgure 1.9. Ainsi si l’on prend pour l’exemple le cas d’un écoulement d’air de viscosité
ν = 14.4 × 10−6 [m2 · s−1] ayant une vitesse v = 0.1 [m · s−1] et une longueur réelle
L = 1 [m], on voit qu’il est diﬃcile de concilier la limite Ma < 0.15 sans avoir recours






























∆t = 10 s
∆t = 1 s
∆t = 0.1 s
Ma = 0.15
Ma = 0.01
∆t    iso−Mach
Figure 1.9 – Illustration de la dépendance de la discrétisation temporelle ∆t et de la
discrétisation spatiale ∆x en fonction du choix du facteur de relaxation ω (gauche).
Lignes iso-nombre de Mach pour une vitesse v = 0.1 [m · s−1] et une longueur réelle
L = 1 [m].
6 Conclusion du chapitre
Dans ce chapitre introductif, les diﬀérents niveaux de description ainsi que les racines
de la méthode en mécanique statistique et thermodynamique ont été expliqués. La théorie
derrière l’obtention des fonctions d’équilibre, de même que le passage du monde continu
à l’espace discret de la grille ou "lattice" y sont également exposés.
Après avoir listé les familles existantes de méthodes Lattice Boltzmann, nous avons
choisi d’utiliser le modèle BGK pour représenter l’opérateur de collision.
Enﬁn, exemples numériques à la clé, le parallèle entre espace LBM et réalité a été
détaillé dans une tentative de vulgarisation, en insistant sur la taille souvent nécessai-
rement réduite du pas de temps qui contraint à eﬀectuer un grand nombre de boucles
d’algorithme pour résoudre un problème donné.
Le thème de la condition limite, critique en LBM, est suﬃsamment consistant pour
faire l’objet du chapitre suivant.
Chapitre 2
Déﬁnition des conditions limites et
Validation
Dans ce chapitre, on présente les types de conditions aux
limites en LBM ainsi que quelques manières de traiter la
question du "bounce-back" rencontrées dans la littérature.
La mise en œuvre pratique de certaines conﬁgurations
géométriques et l’apparition possible de problèmes
numériques sont également abordés. Enﬁn, on propose la
validation du programme réalisé sur des conﬁgurations qui
possédent une solution analytique.
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1 Introduction
À chaque pas de temps, la méthode Lattice Boltzmann occasionne un défaut d’in-
formations aux frontières du domaine. L’appellation "condition limite" en LBM est un
synonyme de la création consistante des fonctions de distribution entrantes aﬁn d’impo-
ser la grandeur macroscopique voulue aux bords du maillage. Les sections 2 et 3 de ce
chapitre traitent dans un premier temps des diﬀérentes manières de traiter les conditions
limites, avec ou sans collision, le nœud étant à l’intérieur ou à l’extérieur du domaine de
calcul (ﬂuide ou solide).
On présente ensuite en section 4 la validation du programme numérique versus les
solutions analytiques existantes dans les types de problèmes physiques qui nous inté-
ressent, puis la pertinence de la méthode Lattice Boltzmann est investiguée en section
5. Quelques mises en garde sur la pratique concrète des conditions aux limites clôtureront
ce chapitre.
2 Déﬁnitions préalables
Avant d’examiner en détail le traitement des conditions aux limites nous allons déﬁnir
les notations et les types de conditions aux limites considérées dans le cadre de notre
étude.
2.1 Types de conditions aux limites
Dans ce paragraphe, on déﬁnit les types classiques de conditions aux limites dans un
encadré récapitulatif.
Condition limite de Dirichlet : soit une fonction T (x, t) déﬁnie sur un domaine
Ω, on impose la valeur de la fonction sur la frontière dΩ, par exemple T (0, t) = 1.
Condition limite de von Neumann : on spéciﬁe les valeurs des dérivées
de la fonction sur la frontière, soit par exemple ∂T (0,t)
∂n
= 0, qui correspond au
ﬂux nul dans la direction normale ~n à la frontière lorsque T représente la température.
Condition limite de Robin ou de Fourier : il s’agit d’une combinaison linéaire
des deux précédentes, soit : a× T (0, t) + b× ∂T (0,t)
∂x
= 1.
Condition limite mêlée : lorsqu’on ﬁxe à la fois la valeur de la fonction (id est
Dirichlet) et la valeur de sa dérivée (id est von Neumann), on parle de condition
limite mêlée, par exemple u(0) = 0 et ∂u(0)
∂x
= 0
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Condition limite dynamique : lorsque la condition limite est fonction du temps
et/ou de l’espace, on dit qu’elle est dynamique,par exemple un ﬂux solaire ϕ(x, t)
sur une paroi.
Dans le cadre de notre étude, nous utiliserons principalement les conditions aux
limites de Dirichlet, von Neumann et dynamique.
2.2 Position de la frontière et distributions inconnues
On trouve dans la littérature deux types principaux de position de la frontière du
domaine : soit elle est entre les deux premiers nœuds (voir ﬁgure 2.1, à gauche) et dans
ce cas on parle de frontière "sèche" ou mid-grid ; soit elle est sur le premier nœud (ﬁgure
2.1 à droite). On parle alors de frontière de type on-grid ou "mouillée", car le premier
nœud est en contact avec le milieu ﬂuide ou solide. Certains auteurs [Yu et al., 2003]
proposent également une amélioration de la précision de la condition limite en plaçant
la frontière à une distance ∆ du premier nœud, telle que ∆ , ∆x/2 (ceci sera explicité




Figure 2.1 – Positions de la frontière mid-grid (gauche) et on-grid (droite).
Remarque – Dans la littérature, les frontières on-grid et mid-grid sont souvent
catégorisées comme étant de précision d’ordre 1 et 2 respectivement vis-à-vis du
champ des vitesses. Ceci est vrai pour le bounce-back pur [Succi, 2001] mais pas
forcément pour les autres conditions limites on-grid qui peuvent également être
d’ordre 2, comme nous allons le voir au paragraphe 3.1 qui suit.
Il est à noter que la position mid-grid de la frontière implique un statut particulier
pour les nœuds en dehors du domaine : ceux-ci ne font en eﬀet pas partie du ﬂuide ou
solide dans lequel la théorie est ancrée et les règles de recouvrement des moments ne s’y
appliquent pas. Cette condition de nœud sec est spéciﬁque à la règle du rebond complet
qui sera explicitée au paragraphe 3.1 de la section suivante.
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Durant la phase de propagation (ou streaming) de l’algorithme LBM, certaines dis-
tributions fk sortent du domaine et d’autres ont besoin d’être recréées aﬁn d’assurer la
condition limite voulue. La ﬁgure 2.2 ci-après donne l’exemple pour les frontières Nord,
Sud, Ouest ainsi que le coin Nord-Est. Pour chacune des frontières, les directions poin-
tant vers l’intérieur du domaine sont inconnues, à l’instar du cas "Sud" pour les f2, f5
et f6. Certains auteurs recréent uniquement les fk entrant dans le domaine (fk oranges


























Figure 2.2 – Distributions inconnues pour les parois planes et les coins d’un domaine
rectangulaire (orange – fk à recréer nécessairement ; bleu – fk pouvant être recréés).
Après avoir déﬁni les diﬀérents types de conditions limites, la position de la frontière
et les distributions inconnues, nous allons examiner le remplacement de ces dernières aux
frontières.
3 Conditions aux limites en LBM
La diﬃculté majeure lors de la détermination des conditions limites de la méthode
lattice Boltzmann vient du fait qu’il n’y a pas de lien intuitif entre la grandeur macrosco-
pique "réelle" du domaine (la température, la vitesse) et les valeurs que doivent prendre
les fonctions de distribution pour représenter ﬁdèlement celle-ci. Le choix de la condition
limite est pourtant primordial au sens où il est pour beaucoup dans la précision du calcul.
La manière d’imposer une condition limite donnée n’étant de plus pas unique, la variété
des solutions possibles a donné naissance à une littérature très prolixe sur le sujet. On
se propose dans cette section d’examiner les méthodes principales issue de recherches
bibliographiques.
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3.1 Condition limite de Dirichlet
Cas de l’écoulement – Le bounce-back ou "rebond"
Concrètement, remplir la condition d’adhérence consiste à faire en sorte d’annuler la
somme des distributions fk qui forment les composantes ux et uy de la vitesse locale
~u. La ﬁgure 2.3 illustre les contributions positives et négatives des composantes de la













Figure 2.3 – Contributions positives et négatives aux vitesses locales ux et uy.
(vert – fk à contribution positive ; rouge – fk à contribution négative)
On remarque sur la ﬁgure 2.3 qu’aﬁn de réaliser l’adhérence, on peut donner aux
distributions positives la valeur de celles qui sont négatives et vice-versa. La manière de
procéder la plus intuitive est appelée bounce-back ou "rebond". Elle consiste à considérer
que, lorsqu’une distribution rencontre une paroi, elle repart à la même vitesse dans la
direction opposée. Prenons le cas d’une frontière "Est" telle que sur la ﬁgure 2.2 pour
laquelle on souhaite annuler la vitesse selon ~x : le rebond implique simplement f3 = f1,
f6 = f8 et f7 = f5. On a ainsi donné des valeurs aux distributions fk inconnues et annulé
la vitesse selon ~x (on notera en revanche que cette méthode aﬀecte les composantes de
la vitesse uy et ne laisse que les distributions f2 et f4 pour inﬂuer sur celle-ci.
Selon la position de la frontière déﬁnie au paragraphe 2.2 qui précède, le rebond des
distributions fk a lieu sur le nœud ou entre les nœud, ce qui inﬂue sur le traitement
de la condition limite. On distingue donc les deux types de rebond comme déﬁni dans
l’encadré suivant.
Rebond complet – Full bounce-back : dans ce cas, la frontière est soit confondue
soit entre les nœuds. Le rebond a lieu après l’étape de collision et les distributions
entrantes sont remplacées par les sortantes. La collision n’est pas appliquée sur
les nœuds de rebond (voir le haut de la ﬁgure 2.4). Les caractéristiques sont les
suivantes :
– Rebond : distributions sortantes pour créer les fk entrantes
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– Siège du rebond : sur le nœud (qu’il soit dans ou hors domaine)
– Temps : à t+∆t
– Pas d’interaction avec les distributions se propageant des nœuds adjacents
– Si le rebond a lieu hors domaine, la théorie de Chapman-Enskog ne s’applique
pas et on n’applique pas l’étape de collision
Rebond à mi-chemin – Half-way bounce-back : dans ce cas, la frontière se
trouve entre les deux premiers nœuds (on inclut dans cette catégorie le cas où la
frontière est située à une distance ∆ , ∆x/2). Le rebond a alors lieu à mi-chemin
dans l’espace et au milieu du temps entre les collisions, d’où le nom half-way
(voir le bas de la ﬁgure 2.4). Seules les distributions inconnues sont recréées. Les
caractéristiques sont les suivantes :
– Rebond : distributions sortantes pour créer les fk entrantes
– Siège du rebond : à mi-chemin entre les nœuds
– Temps : au milieu du pas de temps à t+∆t/2
– Interaction avec les distributions nœuds adjacents via la propagation
Nota – Ces appellations sont trompeuses : tandis que l’adjectif "full" du premier
bounce-back peut se rapporter soit à l’ensemble des distributions remplacées, soit
simplement au type de rebond, "half-way" est relatif à la position de la frontière ! De
plus pour le full bounce-back la frontière peut être soit confondue avec le premier
nœud, soit entre les deux premiers nœuds.



























































Figure 2.4 – Frontière mid-grid – Déroulement du full bounce-back (haut) et du half-
way bounce-back (bas)
Lorsque seules les distributions inconnues sont reconstituées, on peut considérer l’ap-
plication des conditions aux limites comme une étape supplémentaire de propagation
durant laquelle tout se passe comme si un nœud ﬁctif à l’extérieur du domaine propa-
geait ses distributions. Il est possible de combiner les types de rebond et les positions de
frontière comme récapitulé dans le tableau 2.1.
Rebond On-grid Mid-grid
Full bounce-back X X
Half-way bounce-back X X
Table 2.1 – Récapitulatif des possibilités de rebond et de position de la frontière
Entre les diﬀérents auteurs, il est bien souvent malaisé de savoir si toutes les dis-
tributions sont réﬂéchies ou si seule une partie l’est : on peut ne remplacer que les
distributions sortantes par leurs opposées géométriques ou alors les remplacer toutes.
Ceci est principalement lié à la simplicité de programmation : la réﬂexion de toutes les
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distributions permet de faire en sorte d’obtenir la condition d’adhérence quelle que soit la
conﬁguration géométrique. Le programme ne comporte ainsi qu’une seule routine pour
toutes les frontières à vitesse nulle. Les conditions aux limites plus complexes, du type
vitesse de glissement, requerront des traitements spéciﬁques.
Revue bibliographique
La littérature abonde sur les conditions limites de Dirichlet, en particulier pour les
écoulements. La suite de ce paragraphe est un tour d’horizon de la condition d’adhérence
présentant les manières de la réaliser.
[Wolf-Gladrow, 2000] a montré le paradoxe des conditions aux limites dans la LBM
dans le cas d’un écoulement de Poiseuille plan entre deux plaques. Dans son interpréta-
tion des conditions aux limites mid-grid, les nœuds aux frontières ne sont pas à propre-
ment parler des nœuds dans le ﬂuide mais des nœuds "auxiliaires" servant à imposer les
conditions aux limites correctes pour les points intérieurs du maillage.
Sur le même problème, [Yu et al., 2003] ont démontré qu’en prenant diﬀérentes
distances ∆, 0 < ∆ < 1 pour la position de l’interface solide-ﬂuide entre les deux
premiers nœuds, la précision de la méthode dépend principalement de la taille du canal :
plus il est grand, moins l’erreur liée aux interfaces est élevée. En tenant compte de ce
fait et en se servant des nœuds suivants vers l’intérieur du domaine il a pu identiﬁer la
position idéale de la frontière solide-ﬂuide. L’erreur est décroissante avec la hauteur du
canal et la position de frontière la plus précise est celle la plus proche du premier nœud
du domaine, soit ∆ ≃ 0 (voir la ﬁgure 2.1). La précision des résultats obtenus est du
second ordre dans ce cas.
[Ziegler, 1993] met en évidence le fait que la condition de full bounce-back mid-grid
n’est pas une condition de non-glissement à la paroi, dans la mesure où elle ne fait que
conserver la population des nœuds à la frontière. Il s’agit en réalité d’une condition de
vitesse nulle imposée sur un nœud à mi-chemin entre les nœuds frontière et les nœuds
internes au domaine ﬂuide. La vitesse au nœud solide dans la direction α est en eﬀet
l’opposée symétrique à celle des nœuds ﬂuides. C’est donc la vitesse entre les deux qui
est nulle.
De surcroît, ce type de condition aux limites pose le problème suivant : les popu-
lations venant des nœuds frontière ne portent pas en eux d’information précise quant
aux gradients de vitesse. Ce n’est à proprement parler pas gênant dans le cas des gra-
dients constants comme pour l’écoulement de Couette mais occasionne des erreurs pour
les écoulements de type Poiseuille. Aﬁn de pallier à ce problème, Ziegler propose la
méthode on-grid détaillée dans la suite de ce paragraphe.
Méthode de Ziegler – Frontière "Ouest"
Dans cette méthode, la frontière physique est sur le premier nœud et on donne
aux distributions inconnues les valeurs de leurs opposées respectives "sortantes" par
rapport au maillage aﬁn d’annuler la vitesse normale à la frontière. Pour annuler la
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vitesse tangentielle, on donne aux deux distributions restantes la valeur moyenne des
distributions arrivant au nœud.




Ce qui a pour eﬀet d’annuler la vitesse normale, puis aﬁn d’annuler la vitesse tan-
gentielle on écrit :
f2 =
f3 + f6 + f7
3
f4 = f2
Ce type de condition limite d’adhérence oﬀre un précision d’ordre deux, supérieure
à celle du bounce-back classique grâce à l’amélioration de la représentation des eﬀets
visqueux et des gradients de vitesse.
Méthode de Zou & He – Frontière "Nord"
[Zou et He, 1997] ont développé une autre variante du bounce-back en posant que
la règle de rebond est valable pour la partie hors-équilibre, soit le fk. La méthode pour
imposer une condition de Dirichlet sur les bords est résumée ci-dessous.
La frontière est de type on-grid, ainsi les directions f4,f7, f8 pointent dans le mur
dans le cas d’un mur "Ouest" en y = 0. On admet que la règle de bounce back est
toujours valable pour la part hors-équilibre de la distribution qui est normale à la frontière.
Concrètement, on pose :
fk − f eqk = fk+π − f eqk+π (2.1)
Écrivons les égalités vraies sur la frontière Nord d’après la méthode de Zou & He
pour y imposer une vitesse :
ρN = f0 + f1 + f2 + f3 + f4 + f5 + f6 + f7 + f8 (2.2)
uxρN = f1 + f5 + f8 − (f3 + f6 + f7) (2.3)
uyρN = f2 + f5 + f6 − (f4 + f7 + f8) (2.4)
On dispose alors des trois équations ci-dessus pour les quatre inconnues ρN , f4, f7, f8.
Il manque donc une équation aﬁn de fermer le système. On la trouvera dans l’expression
du bounce-back hors équilibre, à savoir :
f4 − f eq4 = f2 − f eq2 (2.5)
Soit avec la distribution à l’équilibre (1.43) déﬁnie au chapitre 1,




































































On remarque que la plupart des termes de f eq2 et f
eq
4 sont égaux et vont s’annuler
par la suite.




[f0 + f1 + f3 + 2(f2 + f5 + f6)] (2.8)
Si on l’inclut dans (2.5) on obtient :
























































Ce qui donne :
f4 = f2 − 6 ρN w2 uy (2.10)
En sommant(2.2) et (2.3), il vient :
f8 = ρN(1 + ux)− (f0 + f2 + f4 + f6 + 2(f1 + f5)) (2.11)
Puis on en déduit :
f7 = ρNuy + f2 + f5 + f6 − f4 − f8 (2.12)
Toutes les inconnues sont donc déterminées pour la frontière Nord.
Remarque 1 – En respectant la même procédure, on peut imposer sans diﬃculté
la pression ou la vitesse sur la frontière.
Remarque 2 – Il n’est pas possible de déﬁnir à la fois la vitesse et la densité sur
une frontière, sous peine d’aboutir à une surdéﬁnition du problème.
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Cas du transport scalaire
Dans le cas du transport d’un scalaire, la condition de Dirichlet revient simplement
à imposer la densité ρ au nœud considéré, celle-ci étant représentative du scalaire qu’on
cherche à simuler. Ainsi, on donne simplement aux fonctions de distribution la valeur à
l’équilibre :
fk = wk × f eqk (2.13)
∀k ∈ ~0,m (2.14)
Où f eqk représente la fonction d’équilibre relative au problème (diﬀusion, advection,
autre).
L’encadré qui suit détaille quelques cas particuliers de la condition limite de Dirichlet
rencontrés en LBM que nous n’avons pas encore mentionnés.
Condition limite de symétrie : dans le cas d’une conﬁguration géométrique pré-
sentant un plan ou un axe de symétrie, les valeurs des fonctions de distribution
inconnues de par la propagation sont simplement prises égales à leur symétrique par




Condition limite périodique : lorsqu’un motif géométrique se répète, on peut ne
simule qu’une partie de l’écoulement à l’intérieur du motif (par exemple un faisceau
de tubes qui se superposent). Cela se traduit formellement comme suit. Soit un
domaine x ∈ [0 : 1], une condition limite périodique sur la grandeur u correspond
à u(x ± 1, t) = u(x, t). Cette écriture ne veut pas dire qu’il est nécessaire de
considérer un domaine de tailleur supérieure à celui que nous venons de déﬁnir, mais
que les points 0 et 1 sont en quelque sorte "collés".
Condition limite "ouverte" – Approximation en diﬀérence ﬁnie : quand on
ne dispose pas d’information sur les grandeurs prises à la sortie d’un domaine, une
technique approximative consiste à extrapoler au premier ordre la distribution dans
la direction inconnue. Par exemple pour un nœud de type "Est" sur un domaine
bidimensionnel de taille (n ×m), la direction "3" en provenance de la frontière est
inconnue (f3[i][m]). On l’extrapole donc à partir des directions "3" connues, à l’instar
des diﬀérences ﬁnies centrées :
f3[i][m− 1] = 1
2
(f3[i][m] + f3[i][m− 2]) (2.15)
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D’où on tire
f3[i][m] = 2× (f3[i][m− 1]− f3[i][m− 2]) (2.16)
Si cette façon de procéder est appréciablement stable et précise, il faut cependant
souligner qu’elle est non-locale (elle nécessite l’information de nœuds voisins) et
qu’elle viole un des principes de base de la LBM, à savoir la localité de la phase de
collision. On perd de plus la précision du second ordre.
3.2 Condition limite de von Neumann
La condition limite de von Neumann revient à imposer une dérivée nulle à la frontière.
Ceci est couramment utilisé dans la modélisation du phénomène diﬀusif pour représenter
l’imperméabilité à la diﬀusion ou l’adiabatisme.
Condition limite adiabatique : l’adiabatisme revient à annuler la dérivée ∂T
∂x
à la
frontière. Pour ce faire, on considère que la partie mid-grid de la distribution appartenant
virtuellement à la frontière est égale à la valeur de la distribution adjacente du maillage
(et donc la dérivée numérique est nulle). En eﬀet, on obtient ainsi :
fk(i,m) = fk(i,m− 1) (2.17)
Où m est le nœud du maillage dans la frontière, m − 1 le nœud adjacent dans la
direction normale à la frontière.














Il est également possible d’adopter la méthode du "full bounce-back" : toutes les









Il existe donc là aussi plusieurs manières de pratiquer les conditions aux limites, dont
la stabilité est variable. En l’occurrence, la méthode de remplacement des distributions
contribuant à la direction dans laquelle on souhaite imposer l’adiabatisme est plus stable
que la substitution complète.
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3.3 Cas des nœuds "coins" pour schémas on grid
Les coins du maillage forment des nœuds particuliers. À l’intersection de deux fron-
tières de type diﬀérent, les équations peuvent venir à manquer. Il convient donc de faire
des hypothèses particulières pour disposer de suﬃsamment d’équations aﬁn de fermer le
système.
Problématique du coin [Lätt et al., 2008]
Le problème du coin provient du fait qu’une équation vient à manquer pour fermer
le système et notamment évaluer la densité : bien souvent les autres grandeurs sont
connues (vitesse nulle ou déﬁnie). Nous utilisons les notations génériques de [Lätt et al.,
2008] pour expliciter le propos. Sur une frontière droite quelconque (hors coin) on peut
séparer l’expression de la densité en trois parties telles que :
ρ = ρ− + ρ+ + ρ0 (2.21)
Où ρ− est la somme des distributions inconnues, ρ+ celle des distributions connues
et ρ0 la somme des distributions tangentes à la frontière et de f0.
On déﬁnit alors le moment d’ordre 1 normal à la frontière par :
ρu⊥ = ρ+ − ρ− (2.22)
En combinant les deux équations (2.21) et (2.22), on obtient une expression de ρ




(2ρ+ − ρ0) (2.23)
Sur une frontière droite on dispose de suﬃsamment d’information pour résoudre ces
équations, par contre dans le cas du coin il manque certaines des distributions tangen-
tielles à la frontière et il faudrait avoir recours à une extrapolation (par exemple poser
que la densité est égale à celle du nœud adjacent). Cette extrapolation, désavantageuse
par rapport au reste de l’algorithme car elle n’est pas intégralement locale, ne garantit
pas de surcroît le respect exact des lois de conservation (voir la on pourra lire à ce sujet
la citation de S. Succi transcrite dans [Machado, 2012]).
Approche de [Zou et He, 1997]
La méthode de Zou et He pour résoudre le problème du coin revient à faire une
hypothèse d’extrapolation. Prenons pour exemple le nœud Sud-Ouest comme indiqué
sur la ﬁgure 2.5 : les distributions connues sont f3 et f7, les inconnues au nœud sont
f1, f2, f5, f6, f8. Les grandeurs connues sont f2 f4 et ρin, tandis que ux = uy = 0. La
frontière Sud de non-glissement est de type on-grid, de même que la frontière Ouest à
vitesse imposée. Toutes deux sont confondues avec la grille.









Figure 2.5 – Distributions inconnues pour le coin inférieur gauche d’un domaine rec-
tangulaire.
Pour déterminer les distributions f1 et f2, on utilise la règle du bounce-back hors-
équilibre (2.1). Puis en se servant de ces résultats dans (2.2) et (2.3) adaptées au coin,
on obtient :





ρin − (f0 + f1 + f2 + f3 + f4 + f5 + f7)
)
(2.25)
f6 = f8 (2.26)
Autres approches - Formulations locales
[Machado, 2012] propose lui aussi une solution basée sur le bounce-back hors-
équilibre Zou et He, sauf que sa formulation est locale et sans extrapolation, valable pour
un coin immobile uniquement (sans vitesse de paroi). Il utilise à cet eﬀet les équations
du moment d’ordre deux (plus précisément la trace du tenseur de pression Pαα = c2s+u
2
α
) au lieu de prendre la densité au nœud adjacent.
La démarche de [Inamuro et al., 1995] et de ses collaborateurs consiste à revenir
à la théorie cinétique des gaz. Dans ce cadre, la réﬂexion des particules à la paroi est
supposée diﬀuse. Ceci signiﬁe au sens cinétique du terme que la particule est renvoyée
dans le ﬂuide avec une distribution des vitesses et une température égales à celles de
la paroi (par opposition à la réﬂexion spéculaire qui est identique à celle d’un rayon
de lumière). Sous ces hypothèses, la vitesse normale est celle de la paroi mais la vitesse
tangentielle n’est pas nulle car il existe une vitesse de glissement. [Inamuro et al., 1995]
ont choisi de contrer cette vitesse de glissement par une vitesse de contre-glissement
permettant d’obtenir une vitesse tangentielle nulle et une formulation locale.
Résumé
Dans une tentative de clariﬁcation, la table 5.1 ci-dessous résume les caractéristiques
des diﬀérentes approches de cette section.
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Méthode Frontière Collision fk remplacées Formulation
Full bounce-back mid-grid non toutes locale
[Machado, 2012] on grid oui toutes locale
[Zou et He, 1997] on-grid oui inconnues non locale
[Ziegler, 1993] on-grid oui inconnues + moyenne locale
[Inamuro et al., 1995] on-grid oui inconnues locale
Table 2.2 – Récapitulatif des diﬀérentes façons de réaliser la condition d’adhérence à
la paroi avec une précision du 2nd ordre.
4 Validation du code
Dans les paragraphes qui suivent, on présente la validation du code versus des so-
lutions analytiques pour les phénomènes physiques que nous allons étudier dans les
applications de ce manuscrit, à savoir la diﬀusion pure, la diﬀusion en milieu hétérogène,
l’advection-diﬀusion ainsi que les écoulements isothermes et anisothermes.
4.1 Diﬀusion pure
Dans ce paragraphe, on présente la validation du programme pour la diﬀusion mono
et bidimensionnelle vis-à-vis de la solution analytique.
Modèle unidimensionnel
Aﬁn de qualiﬁer la méthode, on se propose d’évaluer ici la validité du code en 1D.
L’erreur est calculée sur un résidu de norme 2 vis-à-vis de la solution analytique pour
une paroi d’épaisseur L en conduction transitoire unidirectionnelle de type "semi-inﬁni"
avec choc convectif et condition adiabatique aux deux extrémités du domaine, donnée







T (x, t) = T0, t < 0 (2.28)







La solution de ce système est donnée par
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Sur la ﬁgure 2.6, les symboles ronds représentant les résultats produits par le code
se superposent à la solution analytique de l’équation (2.31) en trait pointillé pour un
instant donné t = 1000 [s]. L’erreur absolue (triangles) reste sous le seuil de 10−2 [K]
et diminue avec l’éloignement du choc convectif. L’erreur relative quant à elle (carrés)
augmente constamment pour atteindre ε ∼ 5% au point le plus éloigné de la paroi à
température imposée. Ceci est lié à l’ordre de grandeur des températures (environ 10−6





















































Figure 2.6 – Erreur ε & Solution numérique en 1D versus analytique pour t = 1000 [s]
et α = 6.4 [m2 · s−1] (équation (2.31)) et ω choisi tel que ω = 1.5
Modèle bidimensionnel
Le code en 2D utilisé dans les mêmes conditions aux limites produit des résultats
similaires ainsi qu’illustré sur la ﬁgure 2.7.
Les courbes numérique et analytique sont très semblables et l’erreur absolue reste
inférieure à 10−3 [K]. Pour les valeurs de température telles que T ≃ 0, l’erreur relative
augmente très considérablement (108 [%]). Ceci peut sembler surprenant mais n’aﬀecte
en rien la précision absolue. Le saut est dû au fait que les variables ont –par exemple– 15
décimales identiques puis les quinze suivantes qui diﬀèrent. La brisure de pente pour une
épaisseur normalisée de x∗ ≃ 0.4 provient du fait que c’est la valeur absolue des erreurs
qui est représentée (l’échelle logarithmique n’acceptant pas de valeurs négatives).
On note que l’allure de l’erreur n’est pas la même que celle du cas 1D du fait des
durées de simulation et des facteurs de relaxation choisis (respectivement t = 1000 [s]
et t = 2000 [s], ω = 1.5 et ω = 0.5 pour les cas 1D et 2D). L’allure de l’erreur sera
traitée en section 2 du chapitre 3 qui suit.




















































Figure 2.7 – Erreur ε & Solutions numérique et analytique (code 2D) pour t = 2000 [s],
α = 0.1 [m2 · s−1] et ω = 0.5
Comparaison des modèles D2Q5 et D2Q9
Aﬁn de comparer leur précision, les modèles à 5 et 9 vitesses ont été comparés
avec la solution analytique en diﬀusion du mur semi-inﬁni pour un temps de simulation
correspondant à Fo = α× t/L2 = 0.01. Les erreurs maximum et moyenne sont tracées

















Figure 2.8 – Comparaison des erreurs relative maxima et moyennes des deux méthodes
versus la solution analytique du mur semi-inﬁni.
Les deux modèles présentent le même ordre de grandeur d’erreur, le schéma D2Q9
Validation du code 51
étant plus précis d’environ un ordre de grandeur. L’erreur relative maximum atteint
≈ 10−2% pour ω ≈ 0 et le minimum relatif est inférieur à 10−6% pour ω ≈ 1.1. De
manière intéressante, la courbe d’erreur a la même allure pour toutes les fractions ou
multiples du nombre de Fourier du problème et la valeur de ω correspondant au minimum
de l’erreur augmente conjointement avec le nombre de Fourier.
Curieusement, l’allure de ces courbes rappelle celles que l’on peut obtenir lorsqu’on
résout un système d’équations aux dérivées partielles avec une méthode implicite, id
est avec une approximation de la dérivée temporelle autre que la dérivée à droite, à
l’instar de la méthode de Crank-Nicholson (ω = 0.5). En eﬀet, lorsqu’on trace le nombre
d’itérations requises pour obtenir la convergence en fonction du facteur de relaxation,
lequel correspond alors à la sous relaxation (ω < 1) ou à la surrelaxation (ω > 1), on
observer un phénomène similaire de point de brisure avec un minimum local (voir la
ﬁgure A.1 de l’annexe A, section 3).
4.2 Advection-diﬀusion
Le code a également été testé pour le cas de l’advection-diﬀusion. On présente sur
la ﬁgure 2.9 les résultats de la méthode LBM versus la solution analytique (A.20) de
l’annexe A pour une conﬁguration telle que ω = 0.4, N = 40 nœuds, L = 0.2 [m],





































LBM    analytical ε %
Figure 2.9 – Comparaison de la LBM et de la solution analytique pour l’advection-
diﬀusion en régime permanent (Pe = 0.075, α = 6.46× 10−6 [m2 · s−1])
Les résultats numérique et analytique concordent bien et l’erreur relative est inférieure
au millième de pourcent, ce qui est très satisfaisant.
La validation en milieu homogène a permis d’illustrer le changement d’erreur au
niveau du front thermique. Ceci étant, la simulation du comportement des matériaux
hétérogènes induit la présence d’interface pouvant ampliﬁer l’erreur. La section suivante
s’attache donc à la validation du programme en milieu hétérogène.
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4.3 Diﬀusion 2D en milieu hétérogène
La validité du modèle ayant été conﬁrmée pour le cas homogène, on s’intéresse aux
milieux hétérogènes. Nous avons choisi comme solution de référence l’approche analy-
tique de Mori-Tanaka [Mori et Tanaka, 1973] aﬁn de vériﬁer l’aptitude du programme à
identiﬁer correctement la diﬀusivité eﬀective du matériau avec inclusions.
Le principe de cette solution analytique est de considérer un ellipsoïde contenu dans
une matrice pouvant être anisotrope, l’ensemble étant soumis à un gradient scalaire
ﬁctif. Pour le cas d’une matrice de diﬀusivité isotrope, la méthode de Mori & Tanaka
donne l’équation suivante :
AMT =
Ai
(1− fv) + Aifv (2.32)
Deff = Dm + AMTfv(Di −Dm) (2.33)
Où AMT est le tenseur de concentration de Mori-Tanka, Ai est le tenseur de concen-
tration de l’inclusion dans la matrice, fv est la fraction volumique et Dm, Di et Deff
sont respectivement la diﬀusivité de la matrice, de l’inclusion et la diﬀusivité eﬀective.









Nous avons considéré des inclusions cylindriques régulières soumises à un gradient
scalaire vertical (voir l’exemple de la ﬁgure 2.10) et calculé la diﬀusivité eﬀective par
l’intermédiaire du ﬂux résultant en fonction de la taille de l’inclusion dans la matrice, tel
que présenté sur la ﬁgure 2.11.











Figure 2.10 – Inclusion pour un cas test
(fv = 0.15)

















Figure 2.11 – Isothermes pour un cas test
(fv = 0.15 & ratio des diﬀusivités de 10)
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Sur le plan numérique, nous utiliserons pour le calcul des propriétés eﬀectives des
matériaux hétérogènes la même méthodologie que [Pouya et Courtois, 2002] avec in-
tégration des ﬂux normaux aux surfaces sur le domaine considéré (ceci est détaillé par
ailleurs dans le chapitre 4, paragraphe 3.2). Concrètement, pour la LBM, la procédure
d’homogénéisation numérique est la suivante :
– on impose un gradient unitaire dans la direction ~x ou ~y choisie
– on initialise le milieu puis on vériﬁe la convergence du système vers le régime
permanent via un critère de convergence basé sur le résidu entre deux pas de
temps
– une fois le régime permanent établi, on fait la somme des ﬂux entrants et sor-
tants dans les directions normales pour obtenir le ﬂux total qui servira à calculer
la diﬀusivité eﬀective.
Le graphique 2.12 représente nos résultats numériques avec diﬀérents rapports de
diﬀusivités ainsi que ceux calculés par la méthode de Mori-Tanaka. Les calculs eﬀectués
pour les fractions volumiques de 0.15 et 0.5montrent la ﬁabilité de l’algorithme : pour des
Di ∼ Dm, le code produit des résultats très semblables à ceux de l’approche analytique,
tandis que la diﬀérence observée pour Di, diﬀérant de Dm d’un ordre de grandeur, est
cohérente avec l’explication de [Christensen et al., 1992]. Ceux-ci majorent notamment
























Mori Tanaka fv = 0.15
numerical
Mori Tanaka fv = 0.5
numerical
Figure 2.12 – Résultats numériques et analytiques pour la méthode de Mori-Tanaka
pour fv = 0.15 et fv = 0.5
Le programme ayant été validé en 2D pour le transport d’un scalaire, nous nous
intéressons dans la suite à la validation du transport d’une grandeur vectorielle.
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4.4 Écoulement de Poiseuille
Aﬁn de valider le code pour l’écoulement dans un canal, on le compare à l’écoulement









Les proﬁls des vitesses obtenus numériquement se confondent avec la solution analy-
tique, comme illustré sur la ﬁgure 2.13. Le maximum de l’erreur se trouve au niveau de
la condition limite d’adhérence à la paroi (type Zou & He mid-grid, précise à l’ordre 2)
avec une erreur relative de l’ordre de 5.5% ce qui en erreur absolue représente 6× 10−3
[L] · [T]−1. On constate au passage que l’erreur est bel et bien d’ordre deux car la grille






































Normalized y−axis position [−]
numerical    Poiseuille % error
Figure 2.13 – Comparaison des résultats numérique et analytique pour l’écoulement de
Poiseuille.
4.5 Écoulement de Poiseuille thermique
Les applications envisagées étant du type écoulement forcé avec ﬂux thermique, (e.g.
une paroi solaire dynamique avec un écoulement forcé), il faut valider le code dans une
conﬁguration analogue. À cet eﬀet nous avons choisi l’écoulement de Poiseuille entre
deux plaques parallèles de températures diﬀérentes Tc et Tf et de vitesses nulles comme
dans le travail de [D’Orazio et Succi, 2004].
La ﬁgure 2.14 montre une comparaison entre nos valeurs et celles obtenues grâce à
un code commercial en volumes ﬁnis pour la conﬁguration susmentionnée. Le graphique
illustre la bonne adéquation entre les résultats numériques.






















Normalized y−axis position [−]
FVM     LBM
Figure 2.14 – Comparaison des résultats numériques pour l’écoulement de Poiseuille
thermique : Volumes Finis (FVM) versus Lattice Boltzmann Method (LBM)
5 Comparaison avec les diﬀérences ﬁnies
La LBM étant forcément transitoire et de second ordre en théorie (dans la mesure
où l’utilisation de conditions aux limites d’ordre un n’impactent pas sa précision), il est
légitime de comparer ses performances avec une méthode classique de type diﬀérences
ﬁnies. Dans cette section, on examine donc l’intérêt de la LBM comparativement à la
méthode des diﬀérences ﬁnies (Finite Diﬀerences Method – appelée FDM par la suite)
pour la simulation de la diﬀusion pure en milieu homogène.
L’implémentation parallèle du schéma explicite de la FDM sur GPU étant également
réalisable au même titre que la LBM (voir à ce sujet le tutoriel sur l’utilisation des
textures CUDA de [Sanders et Kandrot, 2011], chapitre 7), il est utile de justiﬁer
l’emploi de la LBM d’une part en termes d’augmentation de la taille du pas de temps
et d’autre part en termes de précision. Enﬁn, on abordera le traitement des matériaux
hétérogènes.
5.1 Rapidité et précision de la LBM versus FDM en diﬀusion
pure
Pour comparer les deux méthodes, on simule la diﬀusion de la chaleur dans une
conﬁguration de type mur semi-inﬁni d’un matériau de longueur L et de diﬀusivité α
pour une durée égale à 1% du temps caractéristique L2/α. Le choix de cette durée
de simulation permet de rester proche de l’hypothèse du milieu semi-inﬁni car l’onde
diﬀusive provenant de la frontière avec choc convectif ne se propage pas jusqu’à la
frontière opposée. Le calcul de l’erreur est un résidu de norme 2 versus la solution
analytique.
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Dans un premier temps, on compare le pas de temps stable de la FDM à la taille du
pas de temps LBM en fonction du facteur de relaxation ω. Le calcul du pas de temps
stable de la FDM est donné par la condition de stabilité bien connue du schéma explicite
de diﬀusion pure en 1D (voir par exemple [Patankar, 1980], chapitre 4 ou l’annexe A,
paragraphe 2.2) :





Pour le calcul du pas de temps LBM avec une discrétisation ∆x donnée en fonction
de ω, on suit la procédure détaillée au chapitre 1, paragraphe 5.2 :
– Nombre de nœuds N donné pour une taille réelle L [m]
– Calcul de ∆x = L/N [m]
– Choix de ω (celui-ci va déﬁnir la précision et la taille du pas de temps)
– Calcul de αLBM = c2s(1/ω − 0.5) [L]2 · [T]−1
– Calcul de∆t par l’équivalence des nombres de Fourier :∆t = (αLBM/α)×∆x2 [s]
Les résultats de la comparaison sont donnés sur la ﬁgure 2.15 qui présente le ratio
de la taille des pas de temps LBM et FDM (ronds bleus) et le ratio de la somme des




















































Figure 2.15 – LBM versus FDM : Ratio du nombre de pas de temps & Ratio des
erreurs absolues pour le cas du mur semi-inﬁni : L = 0.2 [m], α = 6.4× 10−7 [m2 · s−1],
∆x = 3.33× 10−3 [m], t = 1%(L2/α) [s] et N = 60 nœuds
Sur cette ﬁgure, le trait plein noir représente le ratio unité pour lequel les deux
techniques numériques se valent : lorsque ω ∼ 0.5,le nombre de pas de temps pour la
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FDM est égal à celui de la LBM. Au-dessous de ce trait, la LBM est moins performante
et requiert un plus grand nombre de pas de temps que la FDM, en-dessus elle est plus
rapide que la FDM.
Pour les facteurs de relaxation supérieurs à ω ∼ 0.31, le ratio des erreurs de la
ﬁgure 2.15 (croix rouges) passe sous l’unité et la LBM devient plus précise que la FDM.
L’explosion de l’erreur pour les facteurs de relaxation ω → 0 est liée au fait que la valeur
de ∆t augmente largement : ainsi, pour atteindre la durée réelle requise, seul un faible
nombre de pas de temps sera nécessaire et il se peut que celui-ci n’atteigne pas N , la
taille du maillage. Dans ce cas, le proﬁl des températures est plus grossier que si les
distributions avaient pu parcourir tout le maillage par propagation, d’où l’augmentation
de l’erreur. Soulignons au passage le fait qu’il s’agit du ratio des erreurs, les valeurs
tracées sont donc relatives et l’erreur absolue de la FDM est de l’ordre de 10−7 [K].
On peut conclure que le facteur de relaxation doit être suﬃsamment faible pour être
compétitif vis-à-vis de la FDM pour la résolution de l’équation de diﬀusion, idéalement
en dessous du ratio unité, tout en restant assez grand pour être plus précis que la FDM.
L’utilisation de la LBM avec des facteurs de relaxation plus élevés se justiﬁe néanmoins,
notamment pour sa simplicité de mise en œuvre dans le cas des milieux hétérogènes (ce
point sera développé au paragraphe 5.3.
5.2 LBM versus FDM pour l’advection-diﬀusion
Nous avons vu dans le paragraphe 4.2 que la LBM donne une précision absolue
satisfaisante. Pour ce qui est du comportement comparé avec les diﬀérences ﬁnies, la
ﬁgure 2.16 présente l’erreur relative de la FDM par rapport à la LBM dans le cas d’un
nombre de Péclet Pe = 0.075 et d’un gradient de température unitaire imposé (T(x∗=0) =
1, T(x∗=1) = 0). Les résultats obtenus à discrétisation ∆x = 5 × 10−3 [m] sont très
similaires, la diﬀérence est en eﬀet de l’ordre du centième de pourcent.
Le code a également été comparé aux résultats obtenus en 1D par [Hundsdorfer et
Verwer, 2003] avec la méthode des diﬀérences ﬁnies explicite et implicite (voir leur ou-
vrage au chapitre III section 2, p. 256). Le cas test présenté est la propagation unidimen-
sionnelle d’un traceur avec conditions aux limites périodiques, Pe = 20 et ∆x = 1/50,
α = 10−3 [m2 · s−1] et v = 0.1 [m · s−1] et initialisation du domaine telle que ∀x∗ ∈ [0, 1],
T (x∗, 0) = sin(πx∗)100.
Les résultats obtenus à trois instants successifs dans le temps sont présentés sur la
ﬁgure 2.17 et montrent une bonne adéquation avec la solution exacte. Il est à noter de
surcroît que la LBM ne provoque pas les oscillations numériques inhérentes aux schémas
d’intégration utilisés en diﬀérences ﬁnies pour la résolution de l’équation d’advection-
diﬀusion.
Le cas de l’équation d’advection-diﬀusion n’est pas abordé plus en détail dans cette
étude. Il faut cependant mentionner que la résolution de cette équation par la FDM
implique des modiﬁcations :
– soit la diminution drastique de la discrétisation spatiale
– pour les problèmes à convection dominante (c’est à dire un nombre de Péclet tel





































LBM  FDM  ε %
Figure 2.16 – Comparaison de la LBM et de la FDM pour le cas de l’advection-
diﬀusion (régime permanent atteint, diﬀérences ﬁnies centrées, ω = 0.4, Pe = 0.075,























t = 0.25 s
t = 1 s
t = 2 s
   exact solution
Figure 2.17 – Comparaison avec le cas test de [Hundsdorfer et Verwer, 2003] : condi-
tions aux limites périodiques, initialisation à T (x, 0) = sin(πx)100, Pe = 20, α = 10−3
[m2 · s−1], v = 0.1 [m · s−1]).
que Pe > 2) le schéma de discrétisation des diﬀérences ﬁnies centrées n’est plus
adapté et doit laisser place aux schéma de diﬀérences ﬁnies "amont" (voir annexe
A, section 2 ainsi que l’ouvrage très complet de [Hundsdorfer et Verwer, 2003]).
La supériorité de la LBM par rapport aux schémas en diﬀérences ﬁnies centrées pour
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la résolution numérique des problèmes d’advection-diﬀusion a été démontrée par [Succi,
2014].
5.3 Traitement des hétérogénéités
L’implémentation de la FDM pour la simulation de la diﬀusion ou de l’advection-
diﬀusion dans le cas des matériaux hétérogènes requiert une adaptation substantielle aﬁn
de respecter le critère de stabilité le plus contraignant. Il faut modiﬁer soit le schéma
d’intégration (id est le code), soit la taille du maillage pour pouvoir simuler le phénomène
[Nogotov, 1978].
La LBM, à l’inverse, permet de traiter ce problème sans modiﬁer les équations outre
mesure. Ainsi, on aﬀecte soit un facteur de relaxation diﬀérent aux points dont la com-
position physique est dissemblable, soit une valeur non-nulle à la vitesse d’advection de
la fonction d’équilibre f eq de l’équation (1.43) du chapitre 1, paragraphe 3.2 aﬁn de
simuler la partie advective du transport.
L’absence de traitement de l’interface, ou "interface diﬀuse", présente également un
intérêt considérable dans le cas de la LBM : seul le facteur de relaxation diﬀère entre
deux points du maillage possédant des caractéristiques diﬀérentes. Pour la FDM il faut
à l’inverse modiﬁer les équations régissant le transport scalaire entre les nœuds, ce qui
mène à des contraintes supplémentaires pour assurer la stabilité du schéma numérique
[Patankar, 1980].
6 Précautions particulières
Lorsqu’on fait usage de la LBM sans prendre garde aux facteurs de relaxation ou
en combinant certains types de conditions aux limites, on observe des oscillations af-
fectant l’exactitude de la simulation ou un incrément de masse pouvant faire échouer
les simulations. Cette section mentionne ces phénomènes à titre de mise en garde : le
phénomène oscillatoire sera traité en détail dans le chapitre 3 qui suit ; l’incrément de
masse du système est quant à lui une mauvaise combinaison de conditions aux limites
que l’on retrouve dans la littérature.
6.1 Oscillations transitoires
Dans le cas de la diﬀusion pure unidimensionnelle, selon le facteur de relaxation
choisi pour traiter le problème, on peut observer l’apparition d’oscillations numériques
de l’erreur, qui seront examinées au chapitre 3, section 2.
Le modèle bidimensionnel montre lui aussi un comportement oscillatoire lors de l’ap-
plication de conditions aux limites scalaires qui sera détaillé au chapitre 3, section 3.
60 Déﬁnition des conditions limites et Validation
6.2 Problème de l’incrément de la masse du système
Il est connu que l’utilisation de certaines conditions aux limites peut provoquer aussi
bien l’augmentation artiﬁcielle de la masse du système [Bao et al., 2008] que la perte de
masse [Chopard et Dupuis, 2002] lors de la simulation d’un écoulement incompressible
avec la LBM. Nous avons par exemple souligné dans ce chapitre (section 3, paragraphe
3.1) que l’on ne peut ﬁxer à la fois la densité et la vitesse sous peine d’aboutir à
une surdétermination du problème de la condition limite. Certaines conditions limites
permettent ainsi à la pression de se développer librement [Halliday et al., 2002] et de
fait ne respectent pas la conservation de la masse.
De même, le concours de certaines conditions aux limites (parfois recommandées
dans la littérature à l’usage de l’Ingénieur) peut provoquer un dépassement de capacité
des variables allouées au programme, de type division par zéro ou dépassement de la
taille maximum par accroissement successif de la densité au nœud, ainsi que représenté





















Figure 2.18 – Évolution de la masse moyenne des éléments en fonction du nombre de
pas de temps pour un écoulement de Poiseuille avec conditions aux limites d’entrée de
vitesse imposée et sortie extrapolée
L’utilisation de vitesses d’entrée imposées et de condition d’adhérence avec la mé-
thode de [Zou et He, 1997] ainsi que de vitesse de sortie extrapolée (telle la "condition
limite ouverte" vue au paragraphe 3.1), provoque un diﬀérentiel de vitesses dans le sys-
tème si l’on ne traite pas correctement les cas particuliers des coins. Ce diﬀérentiel peut
cependant passer inaperçu à l’œil nu si la taille du maillage est suﬃsamment importante
ou que le nombre de pas de temps est relativement faible.
Les fonctions de distribution dans les coins du maillage qui ne sont pas remplacées
de manière appropriée entraînent un incrément artiﬁciel de masse du domaine qui croît
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de manière rapide, comme on peut le voir sur la ﬁgure 2.18, montrant l’évolution expo-
nentielle de la masse moyenne du système en fonction du nombre de pas de temps. Si
ce diﬀérentiel de masse n’est pas gênant pour des simulations comportant un nombre de
pas de temps inférieur à 106, il pose des problèmes de dépassement de capacité au-delà,
impliquant l’échec du programme. Nous avons vu au chapitre 1 paragraphe 5.6 que la
taille de la discrétisation spatiale peut être très réduite du fait de la condition sur le
nombre de Mach.
6.3 Les conditions limites "intuitives"
Lorsqu’on souhaite imposer une grandeur vectorielle sur une frontière, il peut sembler
intuitif de donner aux fonctions de distribution leurs valeurs à l’équilibre, à l’instar de
la condition limite de Dirichlet pour le transport d’un scalaire. Cette façon de procéder
provoque cependant un diﬀérentiel des vitesses entrée-sortie, comme le montre la ﬁgure
2.19.
Celle-ci illustre le phénomène sur un maillage de petite taille (16 nœuds dans la
direction orthogonale à l’écoulement) : la vitesse imposée en entrée est un proﬁl de
Poiseuille tandis que la vitesse de sortie est extrapolée et présente une nette diﬀérence
avec celle d’entrée. Cette diﬀérence s’explique par le fait que les termes à l’équilibre
de la distribution proviennent du développement de Chapman-Enskog à l’ordre zéro
et dépendent du couple (ρ, u), tandis que les termes hors-équilibre sont donnés par le
développement à l’ordre un et dépendent du gradient de vitesse. Si l’on utilise uniquement
la partie de la distribution qui se trouve à l’équilibre, il manque évidemment le deuxième
terme. Les mêmes résultats ont par ailleurs été obtenus par [Lätt et al., 2008] en utilisant
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Figure 2.19 – Proﬁls de vitesse en entrée et en sortie du maillage pour un écoulement
de Poiseuille avec conditions aux limites d’entrée vitesse imposée et sortie extrapolée
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La combinaison de vitesse d’entrée imposée par la voie des fonctions d’équilibre et de
vitesse de sortie extrapolée (ou aux valeurs d’équilibre) est donc à proscrire. On préférera
utiliser une méthode de type [Zou et He, 1997] ou [Machado, 2012].
7 Conclusion du chapitre
Nous avons étudié dans ce chapitre le problème de la condition limite pratique de
la LBM dans les conﬁgurations de type "frontière sèche" et "frontière mouillée" pour
diﬀérentes sortes de conditions aux limites en insistant sur l’importance du caractère
local de celles-ci.
Le code a ensuite été validé devant des solutions analytiques ou numériques en
rapport avec les applications traitées dans la suite de ce manuscrit. Les résultats sur
les problèmes testés sont bons et l’avntage de la méthode Lattice Boltzmann sur les
diﬀérences ﬁnies a de surcroît été démontré dans le cas de la diﬀusion 1D et 2D, que ce
soit en termes de rapidité, précision et facilité de traitement des milieux homogènes ou
hétérogènes.
La simplicité de l’algorithme et sa discrétisation unique pour les phénomènes abor-
dés en font a priori un outil puissant de résolution des problèmes liés au bâtiment. Le
traitement direct et intuitif des hétérogénéités est également un avantage majeur de la
méthode, avec cependant quelques restrictions, étudiées dans le chapitre qui suit.
Chapitre 3
Analyse du comportement oscillatoire
de la méthode pour la diﬀusion
Dans ce chapitre, on explore le phénomène oscillatoire qui
apparaît sous certaines conditions lors de l’utilisation de la
LBM. Ce dernier concerne à la fois le cas 1D par l’existence
d’oscillations au niveau de l’erreur, mais aussi le cas 2D,
avec un comportement non-physique des modèles pour la
diﬀusion pure en milieu homogène et hétérogène. Une partie
de cette étude a fait l’objet d’une communication acceptée
dans Thermal Science (en cours – 10/2015).
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1 Introduction
Ce chapitre traite des oscillations numériques qui peuvent apparaître sous certaines
conditions d’utilisation de la LBM pour des durées à simuler courtes. Nous examinerons
dans un premier temps le cas unidimensionnel où les oscillations concernent l’erreur
spatiale. Puis, l’étude ayant permis de mettre au jour un comportement suspect, le cas
2D en milieu hétérogène est traité. Dans cette conﬁguration, les oscillations représentent
l’apparition transitoire de valeurs physiquement impossibles.
2 Oscillations de l’erreur pour la diﬀusion 1D
Dans cette section, on étudie l’allure de l’erreur spatiale et temporelle pour le cas de
milieux homogènes de manière à tirer le meilleur parti d’un facteur de relaxation choisi.
2.1 Allure de l’erreur spatiale
Considérons l’erreur spatiale pour un matériau donné à un temps donné. Nous avons
comparé les résultats du code versus la solution analytique du mur semi-inﬁni avec choc
convectif (explicité au chapitre 2 qui précède, paragraphe 4.1).
L’erreur spatiale au point i du maillage est déterminée à partir de la norme deux, par
la formule 3.1 qui suit :
εx =







La ﬁgure 3.1 illustre les résultats de la norme deux de l’erreur en fonction de l’épais-
seur considérée lorsqu’on applique un échelon Tw en x = 0 pour t > 0 pour une durée
égale à 1% du temps caractéristique de diﬀusion L2/α [s]. Cette ﬁgure présente aussi
l’allure de l’erreur lorsque, pour le même problème à simuler, on fait prendre au facteur
de relaxation des valeurs relativement élevées, comprises entre 1.65 ≤ ω ≤ 1.95.
On constate, d’une part, qu’il existe une certaine périodicité de l’erreur visible à partir
du premier tiers de l’épaisseur et, d’autre part, que l’erreur spatiale est plus faible pour
les facteurs de relaxation les moins élevés.
Lorsqu’on compare l’erreur spatiale de quatre milieux de diﬀusivité croissante, on
observe un phénomène intéressant de "palier" transitoire, représenté sur la ﬁgure 3.2.
Les milieux ayant des dynamiques lentes (en haut sur la ﬁgure 3.2, α = 2× 10−7 et 1×
10−6[m2 · s−1]) présentent un palier où l’erreur oscille. On noter que la "chute" de l’erreur
pour les facteurs de relaxation les plus faibles du matériau 1 (α = 2× 107[m2 · s−1], en
haut à gauche) est liée au fait que le temps de simulation est inférieur au nombre de
nœuds du maillage et donc que l’onde de diﬀusion n’a pas atteint les nœuds les plus
éloignés de la condition limite à choc-convectif.
Les matériaux plus diﬀusifs (en bas sur la ﬁgure 3.2, α = 5 × 10−6[m2 · s−1] et
α = 1 × 10−5[m2 · s−1]) ont déjà dépassé le palier pour un temps donné, ici t = 30

























Figure 3.1 – Erreur spatiale pour 0.1% du temps caractéristique (t = 250 [s], α =
1.6× 10−7[m2 · s−1], ∆x = 5× 10−3 [m], L = 0.2 [m])
[s]. L’erreur varie bien sûr selon la diﬀusivité du matériau, ce qui est cohérent car on se
trouve plus ou moins éloigné de l’hypothèse du mur semi-inﬁni.











Material2 (α = 1e−06 m2/s) 














Material1 (α = 2e−07 m2/s) 



































Material3 (α = 5e−06 m2/s) 




































Material4 (α = 1e−05 m2/s) 





Figure 3.2 – Comparaison de l’erreur spatiale de quatre matériaux de diﬀusivité crois-
sante pour un temps de simulation donné (t = 30 [s], L = 0.2 [m], ∆x = 5 × 10−3
[m]).
2.2 Allure de l’erreur temporelle
On cherche maintenant à caractériser le comportement de la méthode vis-à-vis de
l’erreur temporelle. Ainsi, la ﬁgure 3.3 montre l’évolution de la somme des résidus de
norme deux pour diﬀérentes fractions du temps caractéristique en fonction du paramètre
de relaxation ω. Cette somme de résidus est déﬁnie comme la somme des εx de l’équation





On voit sur cette ﬁgure qu’à partir de ω ≈ 0.8 il y a un changement de pente dans la
diminution de l’erreur liée au facteur de relaxation. La ﬁgure 3.4 montre l’évolution de
l’erreur temporelle pour des durées de 1% à 10% du temps caractéristique de diﬀusion.
L’augmentation du facteur de relaxation entraîne bien une diminution de l’erreur jusqu’à
∼ 4% du temps caractéristique. Passé 4.6% du temps caractéristique, l’erreur augmente
pour tous les facteurs de relaxation du fait de l’éloignement des hypothèses de la solution
analytique, à savoir un temps court vis-à-vis du temps caractéristique du matériau égal
au ratio L2/α.



























Figure 3.3 – Erreur temporelle en fonction de ω pour des durées allant de 0.1% à 1%
du temps caractéristique (α = 9.9× 10−7[m2 · s−1], ∆x = 5× 10−3 [m], L = 0.2 [m])
Sur les deux ﬁgures 3.3 et 3.4, la même brisure de courbe est observable, autour de
ω ∼ 0.8, ce qui nous pousse à utiliser des facteurs de relaxation faibles lorsque les durées
à simuler sont peu élevées devant le temps caractéristique du milieu.
L’analyse de l’erreur ayant révélé un comportement suspect dans les premiers instants
de la simulations, nous avons poussé plus avant l’auscultation du caractère oscillatoire
de la méthode en présence de la condition limite de Dirichlet, dont les résultats sont
présentés dans la section suivante.



























Figure 3.4 – Erreur temporelle en fonction de ω pour des durées allant de 1% à 10%
du temps caractéristique (α = 9.9× 10−7[m2 · s−1], ∆x = 5× 10−3 [m], L = 0.2 [m])
3 Oscillations numériques en 2D
Dans cette section, on présente l’adaptation du modèle numérique du cas homogène
pour le cas hétérogène et on redéﬁnit le terme "oscillations" qui caractérise le phénomène
découvert à la marge des expérimentations numériques décrites dans la section 2. Les
comportements des modèles D2Q5 et D2Q9 sont testés sur diﬀérentes conﬁgurations
géométriques.
3.1 Modèle LBM pour la diﬀusion pure en milieu hétérogène
Un autre aspect intéressant de la LBM est la simplicité de son implémentation pour les
morphologies hétérogènes complexes. Il suﬃt en eﬀet d’aﬀecter des couples de facteurs
de relaxation en vériﬁant que les valeurs choisies n’entachent pas le résultat d’une erreur
numérique, ce que nous allons détailler dans cette section.
Prenons le cas de deux matériaux a et b de diﬀusivités réelles Da et Db. On choisit
dans un premier temps le facteur de relaxation ωa du matériau a puis on détermine la
valeur ωb correspondant au matériau b en fonction du rapport des diﬀusivités réelles,










Or on doit respecter le ratio des diﬀusivités dans l’espace LBM comme dans le monde
physique. Il vient alors :
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À partir de la relation (3.6) entre propriétés physiques des matériaux, on peut tra-
cer la relation entre ωa et ωb, représentée sur la ﬁgure 3.5. Celle-ci montre la forte
dépendance du facteur de relaxation du second matériau avec le ratio des diﬀusivités
réelles. L’expérience montre cependant que pour les matériaux hétérogènes qui ont des
diﬀusivités diﬀérant de plusieurs ordres de grandeur, des perturbations apparaissent aux





























Figure 3.5 – Relation entre les facteurs de relaxation ωa et ωb de deux matériaux de
diﬀusivités da et db pour des rapports da/db diﬀérant de plusieurs ordres de grandeur.
La relation entre paramètres de relaxation pour la simulation des milieux hétéro-
gènes avec la LBM ayant été déﬁnie, nous allons présenter dans la prochaine section le
phénomène oscillatoire observé sous certaines conditions.
3.2 Présentation du problème
La littérature semble peu prolixe sur le phénomène oscillatoire en LBM. [Blaat et
Sloot, 2000] ont exploré l’inﬂuence du choix de la géométrie du lattice (hexagonal,
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orthogonal) pour l’équation de réaction-diﬀusion ainsi que du paramètre de relaxation
τ sur la précision du coeﬃcient de diﬀusion eﬀectif et évoquent l’apparition transitoire
d’oscillations, sans toutefois étudier le phénomène. On se propose donc ici d’ausculter le
comportement des schémas D2Q5 et D2Q9 en diﬀusion pure lors de l’application d’une
condition limite à scalaire imposé.
Le choix de certains facteurs de relaxation occasionne des oscillations numériques
apparaissant dans les premiers pas de temps de la simulation [Walther et al., 2014]. Ces
oscillations sont caractérisées par leur caractère non-physique, tel que présenté sur la
ﬁgure 3.6 : ainsi un milieu homogène initialisé à Tb = 0 et soumis au niveau d’une de
ses frontières à Ta > Tb voit sa température devenir inférieure à Tb en certains points



















Ta = imposed scalar
Tb = initial value
Figure 3.6 – Exemple de dépassement non-physique au voisinage de la condition limite.
Matériau homogène, géométrie carrée (200×200 pixels), Ta = 1, Tb = 0, ω = 1.55
Ce phénomène est cependant transitoire et les oscillations sont amorties pour ﬁnale-
ment disparaître après un nombre suﬃsant de pas de temps. La ﬁgure 3.7 montre le proﬁl
de température de la conﬁguration décrite précédemment au voisinage de la frontière
à scalaire imposé durant les trois premiers pas de temps. On voit que l’amplitude du
dépassement négatif diminue tandis que celui-ci se propage au lointain de la condition
limite.
Pour les matériaux hétérogènes présentant de fortes disparités en termes de proprié-
tés diﬀusives, on constate un phénomène similaire. En eﬀet, le graphique 3.5 présenté
précédemment illustre les valeurs prises par ωb en fonction de ωa pour diﬀérents rapports
de diﬀusivités da/db (équation (3.5)). On voit que lorsque les diﬀusivités diﬀèrent de
plus d’un ordre de grandeur, l’un des facteurs de relaxation est rapidement contraint
de prendre des valeurs extrêmes avoisinant les bornes 0 et 2, qui entraînent l’apparition
d’oscillations.
Une campagne d’expérimentation numérique a permis de déterminer les zones pour
lesquelles la méthode produit des résultats non-physiques, notamment des grandeurs
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scalaires inférieures ou supérieures aux bornes imposées pour des matériaux hétérogènes



















Tb = initial value
increasing time
   t=1 [LT] t=2 [LT] t=3 [LT]
Figure 3.7 – Proﬁls successifs de température durant les trois premiers pas de temps :
amortissement des oscillations au voisinage de la condition limite. Matériau homogène,
géométrie carrée (200×200 pixels), Ta = 1, Tb = 0, ω = 1.55
3.3 Déﬁnition et limites de l’étude
Déﬁnition
À la lumière du phénomène décrit ci-avant, on comprendra sous le terme "oscilla-
tions" l’existence ou la concomitance des événements suivants, le domaine étant initialisé
à l’une ou l’autre des bornes scalaires imposées :
− Apparition transitoire de valeurs en dehors des scalaires imposés (e.g. l’obten-
tion d’une valeur négative pour un gradient scalaire de 0− 1). Ces valeurs non-
physiques disparaissent après un nombre donné de pas de temps.
− Obtention de valeurs scalaires ﬂuctuantes exhibant un changement alternatif de
signe en un point donné du maillage alors que le gradient imposé est constant.
− Obtention de valeurs scalaires ﬂuctuantes en un point donné du maillage alors
que le gradient imposé est constant.
Le mot "stable" dans cette étude n’est donc pas à interpréter sous son acception
la plus courante, au sens de stabilité numérique d’un schéma, mais comme qualiﬁant le
comportement spéciﬁque de la LBM au regard des oscillations non physiques.
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Domaine étudié
On se base sur des géométries carrées de 200 × 200 nœuds avec conditions limites
adiabatiques sur les deux côtés et scalaires imposés sur le haut et le bas, tel que présenté












Figure 3.8 – Conﬁguration du domaine carré de taille 200 × 200 nœuds pour l’étude
des oscillations.
Nous allons nous intéresser dans un premier temps aux oscillations en milieu homo-
gène ainsi qu’à leur durée puis nous aborderons le comportement en milieu hétérogène.
4 Campagne d’étude du phénomène oscillatoire en
2D
Le but de cette section est de déﬁnir les limites d’emploi de la méthode sous l’angle
de la stabilité. Premièrement, une déﬁnition du phénomène est proposée. Le comporte-
ment oscillatoire des modèles D2Q5 et D2Q9 est ensuite confronté à des géométries de
complexité croissante pour aboutir à la simulation d’une complexité réelle dans le cadre
de la morphologie d’un matériau cimentaire. Enﬁn on évalue le comportement du modèle
à vitesse d’advection ﬁctive de [Perko et Patel, 2014].
4.1 Cas homogène
Cette première partie de l’étude du phénomène s’attache au phénomène oscillatoire
en milieu homogène bidimensionnel.
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Description des essais numériques
Dans le cas de milieux homogènes, nous avons réalisé des essais numériques avec les
modèles D2Q5 et D2Q9 aﬁn de tester leurs limites de stabilité. Les essais ont consisté à
initialiser le milieu décrit au paragraphe 3.3 à Tb puis à imposer un scalaire Ta sur l’une
de ses frontières. Dans les deux cas, nous avons observé l’apparition de valeurs absolues
du champ scalaire supérieures à max(Ta, Tb)+10−6 ou inférieures à min(Ta, Tb)− 10−6.
Apparition et amplitude des oscillations
La ﬁgure 3.9 présente ainsi le couple de valeurs (D,ω) pour lesquels on obtient des
valeurs non physiques après avoir imposé un gradient scalaire au domaine tel que déﬁni
et représenté sur la ﬁgure 3.8. Les résultats des essais montrent que les modèles D2Q5
et D2Q9 peuvent ainsi être utilisés sans restriction lorsqu’on fait usage de facteurs de











































Figure 3.9 – Limite oscillatoire et amplitude pour les schémas D2Q5 et D2Q9. Matériau
homogène, géométrie carrée (200×200 pixels)
Ainsi l’usage de facteurs de relaxation plus élevés dans l’optique d’augmenter la
précision de la méthode (ainsi que le montre la relation entre erreur et choix de ω sur
la ﬁgure 2.8 du chapitre 2) apparaît comme étant contre-productif lors de la simulation
de certains phénomènes transitoires car, pour les valeurs de ω telles que ω ≈ 1.2, des
oscillations se manifestent (à droite du trait pointillé sur la ﬁgure 3.9).
L’amplitude relative de ces oscillations atteint ≈ 10% du gradient imposé pour les
valeurs les plus élevées du facteur de relaxation, comme on peut l’observer sur le second
axe vertical de la ﬁgure 3.9. Les valeurs relatives des oscillations augmentent régulière-
ment avec ω, cependant elles sont sujettes à un amortissement temporel et disparaissent
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après un nombre suﬃsant de pas de temps.
Aﬁn de donner les valeurs limites d’utilisation des méthodes pour des simulations
requérant un faible nombre de pas de temps, nous avons tenté dans la partie qui suit
d’approcher la courbe d’amortissement des oscillations.
Durée du phénomène oscillatoire en milieu homogène
Les courbes de disparition des oscillations des schémas D2Q5 et D2Q9 ont la même
allure (ﬁgure 3.10) avec un amortissement plus rapide pour les D2Q5, ce qui le rend plus
attractif. Le modèle D2Q9 apporte certes une meilleure précision, comme le montre la
ﬁgure 2.8, cependant les termes diagonaux ne sont pas nécessaires au modèle car lors
de l’établissement de la méthode, les termes orthogonaux suﬃsent au recouvrement du
moment d’ordre 0 (ou "conservation", cf. chapitre 1). On s’intéresse donc simplement


















Figure 3.10 – Nombre de pas de temps requis pour leur amortissement total pour les
schémas D2Q5 et D2Q9. Matériau homogène, géométrie carrée (200×200 pixels)
Aﬁn d’approcher une règle d’évolution du temps de disparition des oscillations, deux
tentatives d’identiﬁcation de paramètres de solutions analytiques ont été explorées.
La première approche consiste en une analogie simple avec l’équation (3.3) (régissant
le rapport entre diﬀusivité LBM d et facteur de relaxation ω – voir plus haut), multipliée
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Où ka = 12.6 est le paramètre identiﬁé via la méthode des moindres carrés entre



























Figure 3.11 – Tentative d’identiﬁcation de la courbe de disparition du phénomène
oscillatoire observé : fonction ta(ω) de l’équation (3.7) pour ka = 12.6
Dans un second temps, on a tenté de prendre en compte les deux bornes ωmax = 2









Les résultats présentés sur la ﬁgure 3.11 montrent une bonne concordance de la
fonction ta(ω) pour les facteurs de relaxation supérieurs à 1.5 et une large surestimation
pour ω ≤ 1.5. La fonction tb(ω) (ﬁgure 3.12), quant à elle, possède une meilleure allure
au sens où elle reproduit le comportement général du temps de disparition des oscillations.
Elle sous-estime cependant de manière systématique ce temps de disparition.
L’équation (3.7) surestimant le temps de disparition du phénomène oscillatoire, elle
place l’utilisateur dans une position conservatrice lorsqu’il détermine le nombre de pas
de temps nécessaires à la ﬁn des oscillations. Il est ainsi préférable d’utiliser l’expression
ta(ω) pour avoir une approximation de la durée du phénomène.




























Figure 3.12 – Tentative d’identiﬁcation de la courbe de disparition du phénomène
oscillatoire observé : fonction tb(ω) de l’équation (3.8) pour kb = 78.2
4.2 Cas hétérogène
En suivant les règles déﬁnies par les équations (3.3) et (3.5) déﬁnies plus haut, plu-
sieurs conﬁgurations de maillages 200× 200 pixels représentant des milieux hétérogènes
avec des ratios de diﬀusivité variables et des géométries de complexité croissante sont
examinées dans cette section. Le facteur de relaxation de référence ωa est attribué au
domaine représenté en gris sur tous les graphiques et l’ensemble est initialisé à la borne
inférieure du gradient (id est Tb = 0).
Association en série
Les essais numériques ont été menés sur un matériau bi-couche régulier avec un sca-
laire Ta = 1 appliqué de manière orthogonale à l’interface (e.g. du haut vers le bas de
la ﬁgure 3.13). Cette conﬁguration étant similaire au modèle homogène, on retrouve les
mêmes traits de comportement non-oscillant en-deçà d’un facteur de relaxation maxi-
mum clairement déﬁni.
Dans les deux cas D2Q5 et D2Q9, des oscillations apparaissent pour de très bas
facteurs de relaxation et des ratios de diﬀusivité inférieurs à 0.1, après un nombre de pas
de temps proche de la moitié de la taille du maillage (voir ﬁgure 3.13). Ce phénomène
est dû au temps requis par le processus de streaming pour propager les collisions à
l’interface entre les matériaux. Quand les fonctions de distribution atteignent l’interface,
elles entrent en collision avec d’autres particules ayant un facteur de relaxation beaucoup
plus faible, provoquant des oscillations.
On retient que le fait de déﬁnir un facteur de relaxation tel que 0.1 < ωa < 1.2
permet de faire usage sans restriction de la LBM pour tout ratio de diﬀusivité dans cette
conﬁguration, qui est d’un intérêt particulier pour les associations en série de matériaux.













































Figure 3.13 – Oscillations pour plusieurs ratios de diﬀusivité dans le cas d’un matériau
hétérogène avec un gradient imposé orthogonal à l’interface sur une géométrie carrée
(200×200 pixels).
Association en parallèle
La ﬁgure 3.14 montre que le modèle à cinq vitesses n’est pas aﬀecté par l’association
en parallèle, ce qui implique une sensibilité à la variation du facteur de relaxation des
termes diagonaux en D2Q9. Le modèle à cinq vitesses montre également une meilleure














































Figure 3.14 – Oscillations pour plusieurs ratios de diﬀusivité dans le cas d’un maté-
riau hétérogène avec un gradient imposé parallèle à l’interface sur une géométrie carrée
(200×200 pixels).
De plus, les tests eﬀectués avec un gradient imposé pour l’association en parallèle
montrent une zone d’utilisation réduite pour le schéma D2Q9 comparativement à l’as-
sociation en série. Les oscillations se déclarent dans les tout premiers pas de temps sur
les nœuds des deux côtés de l’interface près de la frontière à condition limite scalaire
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imposée pour ce schéma. Ceci est dû aux distributions diagonales qui subissent un fort
gradient au niveau de l’interface, comme le montre l’allure des isovaleurs sur la ﬁgure
3.15. La condition de stabilité à respecter pour le schéma D2Q9 est ainsi 0.01 < ωa < 1.

















Figure 3.15 – Allure des isocontours pour l’association en parallèle. Ratio de diﬀusivité
de 10.
Géométries inclinées
Les mêmes simulations avec un gradient identique "de haut en bas" dans la direction
de l’axe y ont été menées sur trois géométries ayant une pente décroissante. Les résultats
présentés sur les ﬁgures 3.16, 3.17 et 3.18 montrent une similarité des comportements













































Figure 3.16 – Oscillations pour plusieurs ratios de diﬀusivité dans le cas d’un matériau
hétérogène avec un gradient imposé Nord/Sud, pente 1 : 1, sur une géométrie carrée
(200×200 pixels).
De manière intéressante, pour la pente 1 : 1, les distributions diagonales du D2Q9
sont parallèles aux isovaleurs dans certaines zones du domaine, comme on peut le voir













































Figure 3.17 – Oscillations pour plusieurs ratios de diﬀusivité dans le cas d’un matériau














































Figure 3.18 – Oscillations pour plusieurs ratios de diﬀusivité dans le cas d’un matériau
hétérogène avec un gradient imposé Nord/Sud, pente 1 : 4, sur une géométrie carrée
(200×200 pixels).
sur la ﬁgure 3.19. De par la géométrie du domaine, celles-ci sont donc moins aﬀectées
par le phénomène oscillatoire que l’on suppose lié au gradient, ce qui se traduit par une
zone de stabilité plus vaste que celle des pentes 1 : 2 et 1 : 4 pour le facteur de relaxation
de référence inférieur à ωa < 0.5 (voir ﬁgure 3.16).
La zone de stabilité D2Q5 pour la conﬁguration de pente 1 : 1 (voir 3.16) possède
exactement la même forme que la conﬁguration à gradient normal (pour rappel, voir la
ﬁgure 3.13).
D’une manière générale, le modèle à 5 vitesses est plus stable que celui à 9 vitesses,
ce qui conﬁrme l’hypothèse selon laquelle les distributions diagonales participent au
phénomène oscillatoire.
Pour les deux modèles, la zone de stabilité augmente légèrement lorsque la pente
décroît. Ce comportement est attendu en cela que lorsque la pente approche 0, la conﬁ-
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Figure 3.19 – Allure des isocontours pour la conﬁguration de pente 1 :1. Ratio de
diﬀusivités de 10.
guration de matériaux tend vers l’association en série. Il est cependant diﬃcile d’aller
plus loin dans nos conclusions : certes, si pour une inclinaison plus grande le gradient en
2D aﬀecte plus de distributions fk, en changeant l’angle de la pente on modiﬁe égale-
ment le gradient au niveau de l’interface. La normale à l’interface est alors plus faible et
aﬀecte moins de distributions.
Inclusions dans une matrice
Dans cette partie, on considère trois inclusions circulaires de rayon croissant insérées
dans une matrice. Le facteur de relaxation de référence ωa est aﬀecté au matériau de
l’inclusion. Les loci d’apparition des oscillations pour des surfaces d’inclusions croissantes













































Figure 3.20 – Oscillations pour plusieurs ratios de diﬀusivité dans le cas d’une inclusion
circulaire de fraction surfacique 1.5% (200×200 pixels)













































Figure 3.21 – Oscillations pour plusieurs ratios de diﬀusivité dans le cas d’une inclusion













































Figure 3.22 – Oscillations pour plusieurs ratios de diﬀusivité dans le cas d’une inclusion
circulaire de fraction surfacique 71.4% (200×200 pixels)
La forme des zones de stabilité pour les inclusions circulaires est proche de celles des
conﬁgurations de pentes 1 : 2 et 1 : 4. On peut conclure de cette étude que plus la
fraction surfacique de l’inclusion est grande, plus la zone de stabilité est petite, que ce
soit pour le schéma D2Q5 ou D2Q5.
Tests sur une morphologie de pâte de ciment
Pour compléter l’exploration numérique de la stabilité des schémas LBM, nous avons
utilisé les morphologies de [Roubin, 2013] permettant de reconstruire une morphologie
ressemblante de pâte de ciment.
Les deux schémas D2Q5 et D2Q9 ont un comportement relativement stable pour de
tels matériaux, les zones de stabilité étant comparativement plus restrictives que celles
du matériau homogène (voir ﬁgure 3.23). Le schéma à neuf vitesses permet dans ce cas
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d’utiliser une plage de facteurs de relaxation entre 0.01 < ωa < 0.6 pour simuler les
ratios de diﬀusivité allant jusqu’à 10−3, tandis que le modèle D2Q5 est plus restrictif et













































Figure 3.23 – Oscillations pour plusieurs ratios de diﬀusivité dans le cas d’une matière
ressemblant à une pâte de ciment (200×200 pixels)
5 Une approche alternative
Dans cette section, on se propose d’explorer le comportement oscillatoire du modèle
développé par [Perko et Patel, 2014] appliqué à un milieu homogène.
5.1 Modèle diﬀusif à vitesse d’advection ﬁctive
Nous avons montré dans le chapitre 1 que les schémas D2Q4 et D2Q5 sont suﬃsants
pour la simulation de l’advection-diﬀusion et permettent donc l’élimination des termes
diagonaux de D2Q9 qui réduisent la zone de stabilité.
La méthode développée par [Perko et Patel, 2014] consiste à faire comme si, au lieu
de diﬀusion pure dans tout le milieu, il se produisait de la diﬀusion dans le matériau le
moins diﬀusant et de l’advection-diﬀusion dans le milieu le plus diﬀusant. L’utilisation
de cet artefact permet d’ajuster localement et de manière simple la valeur de diﬀusivité
grâce à une vitesse d’advection ﬁctive, tout en conservant un unique facteur de relaxation
ω.
Si on considère l’équation classique de diﬀusion, si l’on appelle Dj la diﬀusivité de
l’espèce j dans le milieu considéré, on a localement :
~ϕ = −Dj∇T (3.9)
Considérons un milieu hétérogène biphasique constitué d’un matériau a et d’un ma-
tériau b de diﬀusivités diﬀérentes Da, Db. La méthode de [Perko et Patel, 2014] consiste
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à choisir le plus petit des deux comme la diﬀusivité de référence Dmin et de transformer
la diﬀusivité de l’autre en un terme advectif traduit par une simple vitesse d’avection
~ufict.
Pour ce faire, il introduit une diﬀusivité complémentaire Dcompl pour pouvoir démon-
trer formellement sa démarche :
Dmax = Dmin +Dcompl (3.10)
Le ﬂux total qui passe dans le milieu ayant la plus grande diﬀusivité vaut donc d’après
l’équation (3.10) :
~ϕ = −Dmax∇T (3.11)
~ϕ = −Dmin∇T −Dcompl∇T (3.12)
Pour transformer le terme diﬀusif Dcompl en terme advectif, on introduit dans l’équa-
tion (3.12) la vitesse d’advection ﬁctive ~ufict :
~ϕ = −Dmin~∇T + ~ufictT (3.13)
En comparant les équations (3.12) et (3.13), il vient :
−Dcompl~∇T = T~ufict (3.14)
On note au passage que l’équation (3.14) permet de s’aﬀranchir du gradient, ce qui
tendrait à stabiliser le comportement du système. La diﬃculté est ensuite de trouver
une relation entre la vitesse d’advection et la diﬀusivité complémentaire Dcompl. L’équa-
tion (3.14) va nous permettre d’atteindre une expression plus explicite de ~ufict grâce
aux premier et second moments des fonctions de distribution à l’équilibre provenant de
l’expansion de Chapman-Enskog [Mohamad, 2011] :
∑
k






f eqk ckβ = T × uβ (3.16)











La combinaison des équations (3.14) et (3.17) donne alors :
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Il suﬃt alors d’ajouter la vitesse d’advection ﬁctive à la fonction d’équilibre pour
obtenir les résultats voulus :







Le modèle ayant été développé, nous allons maintenant nous attacher à évaluer ses
limites de stabilité.
5.2 Limites de stabilité de ce modèle
Ce paragraphe présente les limites de stabilité du modèle de [Perko et Patel, 2014]
pour les cas homogène et hétérogène, selon la déﬁnition posée en préambule du para-
graphe 3.3.
Milieu homogène
Nous avons vu au paragraphe 5.1 qu’il est possible de réduire la part diﬀusive de la
méthode et de la remplacer par un terme d’advection ﬁctive. Aﬁn d’évaluer l’intérêt de
cette technique dans l’optique d’augmenter la taille de la zone de stabilité, une étude
similaire à celle de la section 3 a été menée. Dans le cas présent, la part de l’advection
ﬁctive dans la diﬀusion a été successivement augmentée jusqu’à représenter totalement
le phénomène diﬀusif. La procédure suivante pour obtenir les résultats a été répétée :
1- Déﬁnir un pourcentage de la diﬀusivité dmax tel que dmin = n%× dmax
2- Calculer la diﬀusivité dmin correspondante
3- En déduire ω qui représente la part diﬀusive
4- Calculer la diﬀusivité complémentaire LBM correspondante dcompl
5- Calculer la vitesse d’advection ﬁctive ~ufict
6- Lancer la simulation avec détection des oscillations
La ﬁgure 3.24 illustre les résultats obtenus. On voit que la limite ω = 1.201 du schéma
D2Q5, que l’on retrouve pour la fraction unité, c’est-à-dire le phénomène diﬀusif pur,
est dépassée sans oscillations dès que l’on ajoute une part de diﬀusion ﬁctive (id est une
vitesse d’advection décrite au paragraphe 5.1).








































Figure 3.24 – Zone de stabilité en fonction de ω pour le schéma D2Q5 avec une fraction
diﬀusive décroissante par rapport à la diﬀusion totale. Ligne pointillée : limite de stabilité
de la méthode classique.
Milieu hétérogène
Nous avons reconduit partiellement l’étude menée au paragraphe 4.2 aﬁn d’éprou-
ver le comportement de la méthode de l’advection ﬁctive vis-à-vis des oscillations. Pour
chaque simulation, au lieu de déﬁnir un pourcentage de la diﬀusivité maximum comme
cela a été fait dans le cas du milieu homogène du paragraphe courant, la fraction d’ad-
vection ﬁctive est calculée en fonction de la diﬀérence entre les deux diﬀusivités LBM
imposées. On en déduit alors la vitesse d’advection ﬁctive.
D’une manière générale, l’algorithme à vitesse d’advection ﬁctive se comporte sensi-
blement mieux que la méthode classique, comme illustré sur la ﬁgure 3.25, où on montre
la comparaison des deux méthodes pour le cas de l’inclusion cylindrique de caractéris-
tique fv = 15.3%. La zone de stabilité de l’advection ﬁctive est légèrement plus grande,
notamment pour des facteurs autour de ωa ∼ 1.4 (ceci correspond à la zone où les
cercles oranges ne sont pas recouverts par les disques verts).
La part d’advection ﬁctive permet donc de réduire le phénomène oscillatoire, sans le
faire disparaître car la diﬀusion pure a encore lieu dans le matériau.

















             classic   fictitious advection
Figure 3.25 – Comparaison des résultats en termes d’oscillations pour la méthodes clas-
sique (gauche) et celle d’advection ﬁctive (droite) pour le cas de l’inclusion cylindrique
fv = 15.3%.
6 Conclusion du chapitre
Cette étude montre la plage de facteurs de relaxation permettant de faire un usage
serein de la LBM pour les matériaux homogènes ainsi que pour des géométries simples
de matériaux hétérogènes. Des précautions particulières doivent être prises lorsque les
propriétés diﬀusives des milieux diﬀérent de plusieurs ordres de grandeur car cette si-
tuation provoque l’apparition d’oscillations. En eﬀet, imposer entre deux mailles deux
facteurs de relaxation très éloignés équivaut à forcer une discontinuité dans une équation
diﬀérentielle, ce qui conduit à des oscillations.
Il s’avère de plus que non seulement les facteurs de relaxation plus faibles sont plus
intéressants sur le plan du nombre d’opérations à eﬀectuer (ﬁgure 2.15 du chapitre 2)
mais également qu’aux temps faibles vis-à-vis du temps caractéristique, leur précision
spatiale est supérieure à celle des facteurs plus élevés.
Le choix de ω détermine le nombre de pas de temps requis pour simuler une durée
réelle donnée, de même qu’il inﬂuence la précision de la méthode et l’apparition possible
d’oscillations qui, même si elles disparaissent après un nombre suﬃsant de pas de temps,
induisent une erreur qui peut être d’importance lorsqu’on cherche à simuler la phase
transitoire d’un système.
Les matériaux ayant des diﬀusivités proches, par exemple des ratios de ≈ 0.6 ou plus,
ne sont pas sujets au phénomène oscillatoire décrit. De même, les structures complexes
ayant des ratios de diﬀusivité au-delà de deux ordres de grandeur, il est possible d’éviter
les oscillations si un facteur ω approprié est choisi.
Pour réduire à la fois l’erreur introduite par les oscillations à des facteurs de relaxation
faibles et pour être du "bon côté" de la valeur de ω entraînant l’erreur minimum (id est
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là où l’erreur relative se comporte de manière asymptotique – voir ﬁgure 2.8 au chapitre
2), il faut utiliser le facteur ω le plus grand possible pour simuler la diﬀusion dans les
matériaux hétérogènes.
De même, attribuer le facteur de relaxation le plus grand au matériau qui a la fraction
surfacique la plus importante participe également à la réduction de l’erreur.
Chapitre 4
Une application microscopique :
Diﬀusion en milieu cimentaire à
structure évolutive
Les bases ayant été jetées dans les chapitres précédents, on
propose ici une application de la méthode aux milieux
cimentaires en cours d’hydratation. La partie relative à la
reconstruction de la morphologie se base sur les travaux
de [Bogdan, 2015] et [Roubin, 2013] et a fait l’objet d’une
publication dans [Walther et al., 2015].
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1 Présentation du problème
À plusieurs égards, la compréhension et la modélisation des matériaux à base de pâte
de ciment soulèvent des déﬁs, tels que la prédiction de la durabilité ou des propriétés
eﬀectives. Dans cette partie, la méthode de modélisation de la microstructure d’une pâte
de ciment tirée des travaux de [Roubin et al., 2014] et [Bogdan, 2015] est présentée, de
concert avec une technique numérique basée sur la LBM pour le calcul des propriétés
diﬀusives.
Dans un premier temps, nous introduisons un outil de modélisation morphologique
basé sur les excursions de champs aléatoires corrélés [Bogdan, 2012, Roubin, 2013].
Cet outil diﬀère de l’approche [Lagier et al., 2011], où l’on considère des inclusions
cylindriques réparties de manière homogène, ainsi que de celle de [Benkemoun et al.,
2010] qui utilise des géométries sphériques générées de manière aléatoire pour créer un
matériau hétérogène. Dans le cas présent, il est possible de générer des morphologies
"aléatoires" ayant une fraction volume/surface contrôlée. De plus, cette méthode permet
d’avoir la main sur la structure entière de la morphologie via un nombre réduit de
paramètres (cf. paragraphe 2.1). L’évolution de la microstructure est, elle, contrôlée par
un seul paramètre. Ce modèle sera utilisé à l’échelle de la pâte de ciment en 2D aﬁn de
générer des morphologies de la pâte de ciment au cours de l’hydratation.
Comme montré dans le chapitre 3, la méthode Lattice Boltzmann permet de simuler
les phénomènes de transport en milieu hétérogène tel que la pâte de ciment (e.g la
modélisation en 3D de [Zhang et al., 2011]). La formulation explicite de la méthode et son
maillage régulier déﬁni une seule fois permet une implémentation simple de l’algorithme
pour des géométries évolutives à diﬀérents instants dans le temps, ce qui est le but ﬁnal
de cette étude. La LBM est non seulement explicite mais est aussi caractérisée par une
formulation fortement locale. Elle présente ainsi un fort potentiel de parallélisation qui la
rend compétitive versus les méthodes traditionnelles de calcul telles que les volumes ﬁnis
ou encore les éléments ﬁnis. Cet aspect revêt un intérêt particulier pour les études de
variabilité : étant donné que la reconstitution de morphologies de matériaux cimentaires
est basée sur des champs aléatoires statistiques, un grand nombre de simulations est
nécessaire pour obtenir un résultat signiﬁcatif. Ceci est mis en exergue dans l’application
ﬁnale de cette étude au paragraphe 3.4 ci-après, qui est l’extension de la preuve du
concept donnée dans [Walther et al., 2014]. De plus, l’étude menée ici est considérée
comme la validation pratique du code LBM développé dans le cadre de la thèse et qui
sera étendu à la dimension trois dans l’avenir.
2 Description de la morphologie
Aﬁn de donner au lecteur une bonne compréhension globale de la prédiction des
propriétés de diﬀusivité eﬀective, nous décrirons dans cette section l’outil utilisé pour la
modélisation morphologique. Celui-ci, reposant sur les excursions de champs aléatoires
corrélés, a été élaboré durant la thèse de [Bogdan, 2015] et s’appuie sur les travaux de
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recherche précédents de [Roubin et al., 2014]. Dans un second temps, nous présenterons
le modèle simpliﬁé d’hydratation utilisé dans le cadre de la thèse de [Bogdan, 2015], qui,
couplé au modèle morphologique, permet de créer des morphologies de pâte de ciment
en cours d’hydratation. Seules les idées fondamentales seront développées. L’objectif est
de pouvoir représenter une pâte de ciment à l’état frais et de la faire évoluer dans le
temps avec l’apparition des hydrates.
On fait de surcroît l’hypothèse que le temps de diﬀusion est beaucoup plus faible
que le temps de réaction et donc que les résultats en termes de diﬀusivité eﬀective ne
sont pas aﬀectés par une évolution de la structure.
Justiﬁcation : nous avons vu (cf. chapitre 1, paragraphe 5.2) une application nu-
mérique donnant 5.8 × 107 pas de temps pour atteindre 28 jours d’hydratation.
L’expérience montre que pour des morphologies reconstruites de taille 300 × 300
lattices, environ ∼ 150000 pas de temps sont requis aﬁn d’atteindre le régime per-
manent permettant le calcul du ﬂux eﬀectif, soit 0.26% des 28 jours considérés. On
considère que, dans cet intervalle, l’évolution de la structure est négligeable.
2.1 Champs corrélés et méthodes level-set
La méthode proposée ici repose sur le seuillage de réalisations de champs aléatoires
corrélés Gaussiens. Par opposition aux modèles "particulaires" [van Breugel, 1991,Gar-
boczi et Bentz, 1991] qui requièrent un jeu de trois paramètres pour décrire chaque
inclusion (en 2D), un paramètre seulement contrôle la morphologie dans le cas des
champs aléatoires corrélés. Ces derniers ont la particularité d’être déﬁnis par peu d’élé-
ments : une longueur de corrélation Lc, une variance σ (respectivement la largeur et la
hauteur moyenne des sommets/vallées, ﬁgure 4.1) et une fonction de corrélation sous-
jacente. On pourrait ajouter ici l’espérance de ces champs, mais dans toute la suite nous
travaillerons avec des espérances nulles (en eﬀet, l’espérance ne fait que décaler la valeur
absolue du seuil requis pour obtenir une fraction surfacique donnée).
Figure 4.1 – Réalisation d’un champ aléatoire et excursions avec deux seuils
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Dans le cadre de ce travail, ces champs aléatoires seront ici considérés comme des
fonctions aléatoires : ζ(x, θ) : M ⊂ R2 → Rk où M est un espace euclidien à deux
dimensions, x est la variable d’espace et θ la variable aléatoire. Ainsi nous travaillons
uniquement avec des champs aléatoires déﬁnis au sein d’un carré de taille T , à valeurs
dans R. Une excursion Au d’une réalisation d’un tel champ se déﬁnit par "l’ensemble
des points de M où les valeurs de γ sont au-dessus d’un certain seuil u" :
Au ≡ Au(ζ,M) = {x ∈M : ζ(x ≥ u)} (4.1)
Un exemple est donné ﬁgure 4.1 : on y voit une réalisation γ ainsi que deux excursions
projetées sur un carré en-dessous.
Le point clé de cette méthode de création de morphologies réside dans les travaux de
[Adler, 2008]. Ce dernier a établi un lien probabiliste entre, d’une part, les paramètres du
champ aléatoire (Lc et σ) et le seuil u, et, d’autre part, les caractéristiques géométriques
et topologiques de l’excursion. Il est ainsi possible, pour un seuil donné, de connaître
dans le cas 2D la fraction surfacique, la taille moyenne des inclusions créées, ainsi qu’une
mesure de leur connectivité. L’utilité principale de la méthode se dessine ici, car il sera
possible par exemple de générer des morphologies avec une fraction surfacique donnée,
et de les faire évoluer au travers d’un unique paramètre, le seuil u. Pour plus de détails
sur le lien probabiliste et formules explicites, se référer aux travaux de [Adler, 2008]
et [Roubin, 2013].
Dans la suite, nous allons représenter des morphologies de pâte de ciment, et nous
aurons donc besoin d’avoir des morphologies triphasiques comprenant la porosité, le
ciment hydraté et le ciment anhydre. De la même façon qu’en appliquant un seuil à une
réalisation de champ aléatoire (voir ﬁgures 4.2(a) et 4.2(b)), ajouter un second seuil va
créer une nouvelle phase « concentrique » aux inclusions initiales (voir ﬁgures 4.2(c) et
4.2(d)).




initiale : grains de
ciment et eau
(c) Même réalisation
avec v ≥ u, et w ≤ u
(d) Hydratation du
ciment : grains de
ciment, eau et hydrates
Figure 4.2 – Du champ aléatoire à l’obtention d’une morphologie de pâte de ciment -
Gris : ciment anhydre, Bleu : eau, Orange : produits d’hydratation [Bogdan, 2015]
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2.2 L’hydratation des pâtes de ciment : un modèle simpliﬁé
Aﬁn de décrire au mieux la morphologie des pâtes de ciment hydratées, ou en cours
d’hydratation, nous devons utiliser un modèle permettant de décrire l’évolution du ciment
anhydre et des hydrates au cours du temps. Nous avons choisi ici le modèle de Powers
[Powers et Brownyard, 1947], par souci de simplicité, l’objectif étant d’éprouver l’outil
LBM et non de créer les morphologies, ceci relevant du travail de [Bogdan, 2015]. Le
modèle de Powers en eﬀet prend peu de phases en compte, tant pour les réactifs que
pour les produits d’hydratation.Traditionnellement, ce modèle considère cinq phases : le
ciment anhydre, les hydrates, l’eau libre, l’eau du gel, et l’apparition de "vide" associée
à la diminution de volume due au retrait chimique. Pour chacune des phases on donne
une description en termes de fraction volumique, ne dépendant que d’un paramètre
temporel : le degré d’hydratation ξ. Nous avons choisi de ne garder que trois phases, en
considérant que l’eau du gel fait partie des hydrates, et que le retrait n’est pas pris en
compte (sa fraction volumique est incorporée à l’eau libre). Ainsi la description complète




Vanh = (1− p)(1− ξ)
Vh = 2.12(1− p)ξ
Vw = 1− Vanh − Vhyd (4.2)
Où p est la porosité initiale du mélange à l’état frais, w/c le rapport massique eau sur
ciment, ξ le degré d’hydratation, Vanh, Vh , Vw respectivement les fractions volumiques
de ciment anhydre, d’hydrates et d’eau, et enﬁn ρw et ρc les masses volumiques de l’eau
et du ciment anhydre. Un exemple de réalisation est fourni ﬁgure 4.3.
Ce modèle présente cependant trois inconvénients majeurs :
— La fraction d’eau est surévaluée car elle inclut le retrait ainsi que l’eau liée.
— Trois phases ne suﬃsent pas pour représenter un matériau en réalité plus com-
plexe.
— Les aspects cinétiques de la réaction ne sont pas inclus car le modèle est basé
sur le degré d’hydratation.
On peut souligner la simplicité de la description de l’hydratation par un seul para-
mètre pilotant l’évolution temporelle de chaque fraction volumique. D’un point de vue
pratique, pour la description de nos morphologies nous utiliserons trois faits :
— la porosité initiale p nous informe sur la surface initiale (fraction volumique) des
grains de ciment dans la pâte fraîche,
— l’évolution des trois phases, et donc des deux seuils, se fait à l’aide d’un unique
paramètre : le degré d’hydratation ξ.
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ξ = 0.73
Figure 4.3 – Morphologie au seuil d’hydratation ξmax = 0.73, w/c = 0.4, T =100 µm
(0.5 µm/pix) – Jaune : ciment anhydre, Vert : eau, Gris : produits d’hydratation
— un degré d’hydratation maximum ξmax est déﬁni d’après la littérature (ceci est
explicité au paragraphe suivant).
Concernant le degré maximum d’hydratation, on s’appuie sur le travail de synthèse de
la littérature issu de [Bogdan, 2015]. Un modèle analytique performant de détermination
du degré ultime d’hydratation de la pâte de ciment en fonction du rapport w/c est donné
par la formule de [Waller, 1999] :
ξ∞ = 1− e−β×wc (4.3)
Où le coeﬃcient β est identiﬁé expérimentalement comme égal à 3.3 pour les ciments
de type CEM-I.
Le comportement du degré maximal d’hydratation avec cette équation (4.3) est
illustré en pointillés sur la ﬁgure 4.4 où l’on peut voir la confrontation de l’expérience
avec trois modèles. Celui-ci est plus performant que le modèle de Mills pour les degrés
d’hydratation faibles ; de même, il est plus précis que celui de Powers pour le degré
ultime.
Pour de plus amples informations sur l’application des méthodes level-set visant à
modéliser l’hydratation des pâtes de ciment, ainsi que le passage à trois dimensions, se
référer à [Bogdan, 2012] et [Roubin, 2013].
3 Calcul des propriétés eﬀectives par homogénéisa-
tion numérique
Dans la suite, on distingue la diﬀusivité eﬀective qui dépend uniquement de la mor-
phologie, de la diﬀusivité apparente dépendant, elle, des interactions ioniques avec la
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Figure 4.4 – Confrontation de plusieurs modèles analytiques et de résultats expérimen-
taux de détermination du degré ultime d’hydratation [Bogdan, 2015]
(reproduite ici avec l’aimable autorisation de l’auteur)
matrice. La validation du modèle versus la méthode de Mori & Tanaka a, quant à elle,
été présentée au paragraphe 4.3 du chapitre 2.
3.1 Modèle de transport diﬀusif
Classiquement, la diﬀusivité moléculaire est donnée par la loi de Fick, rappelée dans





Cette formulation de la diﬀusivité est valide localement pour chaque phase j indé-
pendamment, ce qui signiﬁe qu’elle ne prend pas en compte les interactions ioniques
qui peuvent avoir lieu selon les espèces diﬀusant dans le matériau considéré (et ainsi
on parle bien de prédiction de la diﬀusivité eﬀective, par opposition avec la diﬀusivité
apparente).
En ce qui concerne les matériaux hétérogènes, la diﬀusivité eﬀective homogénéisée
Deq est calculée en appliquant un gradient de concentration macroscopique constant
entre deux faces opposées du maillage (on se base sur le critère de [Hill, 1963] – et
l’équivalence de l’énergie de dissipation entre les échelles), de même que dans [Ostoja-
Starzewski et Schulte, 1996]. Le ﬂux macroscopique est obtenu par homogénéisation
numérique, comme décrit au paragraphe 3.2 qui suit.
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3.2 Méthode d’homogénéisation numérique
Le calcul de la diﬀusivité eﬀective en milieu hétérogène Deq a été eﬀectué en ap-
pliquant un gradient de concentration unitaire entre deux faces opposées, suivant la
méthode décrite par [Pouya et Courtois, 2002]. On intègre ensuite le ﬂux d’espèce aux
frontières pour obtenir le ﬂux macroscopique et en déduire la diﬀusivité eﬀective homo-
généisée.
Concrètement, pour calculer le ﬂux total dans l’axe ~x, on fait la somme des ﬂux








Di,m × (ci,m−1 − ci,m) (4.6)
Où ci,j et Di,j représentent respectivement la diﬀusivité et la concentration au point




× (ϕinx + ϕoutx ) (4.7)
On peut alors calculer la diﬀusivité eﬀective dans la direction considérée grâce à
l’équation :
ϕ = −Deff∇T (4.8)
3.3 Validation du volume élémentaire représentatif
Plusieurs calculs ont d’abord été réalisés aﬁn de déterminer la taille du Volume
Élémentaire Représentatif (appelé VER par la suite) relatif au phénomène diﬀusionnel.
Nous présentons ici les résultats obtenus pour des tailles d’échantillon plus petites avec
des microstructures de côté 16.6 µm, 33 µm, 66 µm, 83 µm et 100 µm. La discrétisation
reste constante (0.33 µm / pixel), et les résultats présentés sont moyennés sur au moins
200 réalisations (voir ﬁgure 4.5).
La valeur de la diﬀusivité eﬀective homogénéisée et normalisée tend à se stabiliser
avec l’augmentation de la taille de la microstructure.
Pour les morphologies à un degré d’hydratation de ξ = 0.1, la diﬀusivité eﬀective
augmente légèrement avec la taille de l’échantillon et la valeur asymptotique du coef-
ﬁcient de diﬀusion tend vers celle des chlorures dans l’eau libre, ce qui est attendu car
ni les inclusions ni les hydrates ne percolent. Ce n’est qu’à partir de tailles d’échantillon
au-delà de 60 µm que la simulation capture les informations morphologiques appropriées
(e.g. pour des tailles plus petites, la morphologie n’est composée que de résidu anhydre
ou de matrice d’hydrates sans porosité).
Pour ξ = ξmax = 0.73, l’interprétation des résultats est moins évidente : après une
légère décroissance de la diﬀusivité eﬀective, on observe un accroissement pour la taille
100 µm. Cette augmentation est probablement liée au nombre moins élevé de calculs
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ξ = 0.1ξ = 0.73
Figure 4.5 – Diﬀusivité eﬀective normalisée avec Dpores = 1 [m2 · s−1] et
Dhydrates/Dpores = 10
−3 pour diﬀérentes tailles de microstructures (traits pointillés :
taille du VER correspondant
ayant convergé pour cette taille d’échantillon (∼ 200 versus ∼ 300 pour les autres
échantillons).
À la lumière de ces résultats et avec l’expérience des nombreuses campagnes de
simulation de morphologies de pâtes de ciment, une taille de côté de 100 µm déﬁnit
dans la suite le VER du phénomène diﬀusionnel d’une espèce dans un milieu hétérogène
où elle diﬀuse à raison de 2.10−9[m2 · s−1] et 2.10−12[m2 · s−1]. On s’appuie aussi sur
la taille généralement utilisée dans la littérature pour des simulations numériques de
ce type, notamment celles de [Zhang et al., 2011, Zhang et al., 2012b], qui prennent
T =100 [µm].
3.4 Calcul intensif pour l’obtention de la diﬀusivité eﬀective
Aﬁn d’obtenir une image statistiquement représentative de la pâte de ciment au
cours de l’hydratation, nous avons utilisé la reconstruction de morphologies basée sur
les excursions de champs aléatoires sur 300 tirages pour chaque degré d’hydratation. La
pâte de ciment au jeune âge est composée de porosité saturée d’eau (avec un coeﬃcient
diﬀusif de Dw =2.10−9[m2 · s−1]), d’hydrates (Dh =2.10−12[m2 · s−1]) et de ciment
anhydre, ce dernier étant considéré comme non diﬀusif. Un exemple de l’évolution de la
morphologie est donné ﬁgure 4.6 où l’on peut voir deux degrés d’hydratation éloignés
produits avec le code de [Bogdan, 2015]. La diﬀusivité eﬀective de la pâte de ciment
pour un rapport w/c = 0.4 est calculée au cours de l’hydratation suivant le modèle
présenté au paragraphe 2.2 ci-avant.
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ξ = 0.1 ξ = 0.73
Figure 4.6 – Évolution d’une morphologie durant l’hydratation, w/c = 0.4, T =100 µm
(0.5 µm/pix) – Jaune : ciment anhydre, Vert : eau, Gris : produits d’hydratation
Les résultats en matière de diﬀusivité équivalente moyenne sont tracés sur la ﬁgure
4.8 (et un exemple du champ de concentration est montré ﬁgure 4.7), avec un intervalle
de conﬁance à 95% pour les 300 morphologies par état d’hydratation (voir l’annexe A,
section 4 pour le calcul de cet intervalle).









Figure 4.7 – Distribution du champ de concentration en régime permanent sous gradient
unitaire imposé – w/c = 0.4, taille T =100 µm (0.5 µm/pix)
Cette courbe montre qu’aux prémices de l’hydratation, la diﬀusivité est proche de
celle de l’eau, ce qui correspond à une phase poreuse très percolante. Ensuite, alors que
le degré d’hydratation augmente, la diﬀusivité eﬀective diminue avec un changement de
pente signiﬁcatif autour de ξ = 0.45, qui correspond à notre seuil de percolation (les
auteurs [Torrenti et Benboudjema, 2005] trouvent une valeur proche de ce seuil, à savoir
0.5 pour un rapport w/c = 0.5 d’un modèle 2D). Finalement, les pores sont comblés
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par les hydrates et la diﬀusivité eﬀective s’approche ainsi de celle des hydrates.
Chaque point de la ﬁgure 4.8 ayant été moyenné sur 300 réalisations, les intervalles
de conﬁance à 95% sont représentés. Ceux-ci exhibent une caractéristique intéressante
dans la mesure où ils sont légèrement plus étroits pour les degrés d’hydratation initiaux
et ﬁnaux. Dans ces états, la pâte de ciment présente une phase "très" percolée (i.e.
l’eau percole par les pores ou les hydrates inhibent le chemin de diﬀusion - la ﬁgure 4.8
montre également un tel phénomène). Dans ce cas, le comportement macroscopique
dépend en premier lieu de la phase "percolante". Lorsque la pente de la courbe change
de manière importante, l’intervalle de conﬁance est moins resserré. Ceci correspond aux
états d’hydratation intermédiaires, où aucune des deux phases ne prédomine sur le plan


















Degree of hydration ξ
Figure 4.8 – Moyenne simulée de la diﬀusivité eﬀective de la pâte de ciment avec
intervalle de conﬁance à 95% en utilisant la LBM et un algorithme de génération de
morphologies par excursion de champ aléatoire.
4 Conclusion du chapitre
Cette étude présente une méthode pour reconstruire la morphologie des pâtes de ci-
ment à l’aide d’excursions de champs aléatoires. Grâce à sa formulation explicite et son
maillage régulier, la LBM permet une implémentation simple de l’algorithme avec appli-
cation directe au calcul de la diﬀusivité eﬀective de matériaux hétérogènes présentant
une forte variabilité de propriétés diﬀusives au cours du temps.
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L’eﬀet de seuil de percolation étant plus important en trois dimensions en raison de la
connectivité des pores, le calcul en 2D de la diﬀusivité homogénéisée est moins pertinent
dans le cas de matériaux à porosité communicante. Par rapport à l’approche extensive
proposée par [Zhang et al., 2012b] et [Zhang et al., 2011], l’originalité du présent travail
réside néanmoins dans la détermination statistique de la diﬀusivité équivalente basée
sur la génération indépendante de nombreuses morphologies tel que dans [Roubin et al.,
2014].
Les développements futurs de ce travail viseront à coupler à la fois la génération de
la morphologie et le calcul diﬀusif par la LBM aﬁn d’obtenir la diﬀusivité équivalente
au cours du temps puis la confronter à l’expérience. L’extension en 3D est également
planiﬁée en vue de comparer les résultats des deux approches de modélisation et de
trouver un rapport entre elles permettant de réduire encore les coûts de calcul liés à la
prédiction des propriétés eﬀectives selon [Qiao, 2012]. La comparaison avec les résultats
en 3D de [Bogdan, 2015] permettront également d’asseoir la ﬁabilité de l’outil ainsi que




Une approche macroscopique :
Calcul sur GPU d’un écoulement
anisotherme couplé
Dans ce chapitre, on aborde les concepts de base de
l’architecture et de la programmation sur carte graphique. Le
propos se veut didactique et introductif aux concepts-clé. On
traite ensuite d’une application à un problème dont la taille
est de l’ordre de grandeur du bâtiment, à savoir une paroi
solaire dynamique.
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1 Avant-propos
La méthode Lattice Boltzmann se prête particulièrement à un implémentation sur
carte graphique, dont la fonction première est le calcul en parallèle de tâches déﬁnies par
l’utilisateur. La formulation de la LBM est en eﬀet entièrement locale : comme détaillé
dans le chapitre 1, paragraphe 4.2 les étapes de collision, application des conditions
limites et calcul de la grandeur macroscopique sont chacune entièrement indépendantes.
Au lieu d’eﬀectuer de manière séquentielle chacune de ces étapes pour tous les nœuds
du maillage, il est ainsi avantageux de lancer ces opérations simultanément en chaque
point au moyen de cœurs de calcul indépendants. Les cartes graphiques sont à ce titre
très adaptées car elles disposent d’un grand nombre d’unités de traitement arithmétique
logique.
Les trois sections qui suivent ont pour but de démystiﬁer la relation entre les parties
hardware et software de l’utilisation ainsi que de donner des exemples pratiques permet-
tant de comprendre et d’exploiter le potentiel des cartes graphiques. L’optimisation d’un
programme en vue de faire du calcul intensif est en eﬀet une discipline à part entière
qui nécessite des connaissances poussées sur le fonctionnement du matériel informatique
ainsi qu’un recul certain quant à la comparaison de performance versus une exécution
non parallélisée (voir à ce sujet l’excellente présentation de [Hager et Zeiser, 2015]).
Dans la dernière section du chapitre, on présente une application GPU à un écou-
lement bidimensionnel d’air dans un capteur solaire sur une journée de printemps, puis
le couplage de l’écoulement à la paroi attenante qui n’est alors plus considérée comme
adiabatique.
2 Architecture des cartes graphiques
Dans cette section, on présente les informations de base sur le fonctionnement d’une
carte graphique et le vocabulaire qui s’y rapporte.
2.1 Hardware
La caractéristique principale d’une carte graphique, aussi appelée Graphical Pro-
cessing Unit – GPU, est de disposer d’un plus grand nombre d’unités de traitement
arithmétique logique ALU –Arithmetic Logical Unit qu’un processeur classique (Central
Processing Unit, CPU) comme illustré sur la ﬁgure 5.1.
Les autres composants apparaissant sur la ﬁgure 5.1 sont les suivants :
– "DRAM" est l’acronyme de Dynamic Random Access Memory. Il s’agit d’un type
de RAM qui stocke l’information en chargeant ou déchargeant un condensateur
par bit de mémoire. Le préﬁxe "dynamique" est lié au fait que les condensateurs
se déchargent inéluctablement à défaut de rafraîchir leur état de charge. Sans
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Figure 5.1 – Schéma de principe des architectures CPU et GPU (documentation NVI-
DIA)
actualisation de leur état, la valeur stockée disparaît peu à peu. Cette mémoire
a cependant l’avantage de n’occuper que très peu de place : une seule puce peut
contenir des milliards de condensateurs.
– Le cache est un stockage temporaire d’un matériel (CPU ou GPU) lui permet-
tant de réduire les temps d’accès en lecture des données stockées. Du fait de sa
performance, ce type de mémoire est plus onéreux et donc son espace est réduit
par rapport à celui de la (D)RAM.
– Enﬁn, le bloc "Control" représente le "cerveau" qui déﬁnit les tâches à exécuter
pour une ou plusieurs unités arithmétiques logiques. On voit sur la ﬁgure 5.1 que
chaque ligne d’ALU partage également un espace de mémoire cache, qui sert
notamment à la coopération et la synchronisation entre threads. La mémoire sur
GPU est somme toute relativement petite et nécessite d’être pilotée par le CPU.
Les cartes graphiques ont ainsi pour raison d’exister l’exécution parallèle de tâches,
avec comme inconvénient un espace mémoire disponible plus faible que celui des proces-
seurs. La complexité des matériels CPU et GPU va évidemment bien au-delà de l’aperçu
que nous en avons donné. Le propos ici n’est cependant pas de décortiquer le fonction-
nement exact ainsi que les interactions des diﬀérents composants d’un GPU ; le lecteur
intéressé pourra se référer à la documentation très complète de [NVIDIA, 2015].
La ﬁgure 5.2 montre l’évolution comparée de la puissance de calcul des processeurs
et cartes graphiques en nombre d’opération à virgule ﬂottante par seconde durant les
quinze dernières années. On peut constater d’une part que les cartes graphiques sont
très supérieures aux processeurs selon ce critère, et qu’elles suivent une loi selon laquelle
la puissance de calcul double environ tous les deux ans.
Sur la ﬁgure 5.3, les performances en termes de vitesse de transfert de la mémoire
sont représentées. La bande-passante théorique des cartes graphiques représentées est
entre quatre à cinq fois supérieure à celle des processeurs.
Les cartes graphiques ont donc l’avantage de la vitesse d’exécution d’opérations
indépendantes et de la rapidité de transfert des informations. Cependant l’expertise
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Figure 5.2 – Comparatif des performances CPU et GPU en nombre d’opération à virgule
ﬂottante par seconde c© [NVIDIA, 2014]
requise pour exploiter le plein potentiel d’un GPU est un obstacle à leur utilisation. Mal
utilisé, un GPU peut perdre tout intérêt ; des transferts de mémoire mal organisés, des
embranchements conditionnels divergents peuvent par exemple réduire d’un facteur 400
son eﬃcacité par rapport aux performances nominal de calcul et de transfert [Leclerc,
2013]. En regard des eﬀorts déployés pour réaliser le parallélisme, une telle implémen-
tation n’apportera qu’une accélération marginale par rapport à un CPU. Au-delà de la
programmation, les limitations physiques actuelles des cartes graphiques concernent la
chaleur dégagée, notamment pour les grappes de GPU, ainsi que la bande passante.
108Une approche macroscopique : Calcul sur GPU d’un écoulement anisotherme couplé
Figure 5.3 – Comparatif des performances CPU et GPU en termes de bande passante
c© [NVIDIA, 2014]
2.2 Software
Avant de de poursuivre, on déﬁnit quelques termes fréquemment utilisés dans le
domaine du calcul GPU.
Thread – C’est un ﬁl d’exécution ou "tâche". Par exemple, faire une addition sur
un élément d’un vecteur.
Block – C’est une subdivision du travail que l’on donne au(x) multiprocesseur(s) et
qui contient des threads. Un block peut être en 1,2 ou 3 dimensions (de même que
les threads qu’il contient - une illustration en plus d’explications se trouvent dans la
section 3 qui suit).
Warp – Il s’agit d’un regroupement de threads, soit une subdivision utilisée dans
l’implémentation hardware pour coalescer les accès mémoire et la distribution des
instructions. On dit aussi que c’est la largeur mininum SIMD (Simple Instruction
Multiple Data), autrement dit le nombre minimum de tâches eﬀectuées en parallèle.
Kernel – Aussi appelé "noyau", c’est la fonction qui doit être exécutée sur la carte
graphique. A priori donc une tâche qui doit peut être eﬀectuée de manière identique
sur un grand nombre d’éléments.
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Nous avons abordé succinctement les éléments qui composent les partie physique et
logicielle d’une carte graphique. Dans la section qui suit, on s’intéresse aux bases du
calcul parallèle.
3 Calcul parallèle sur carte graphique
Cette section aborde l’organisation du calcul parallèle sur une carte graphique.
3.1 Introduction
Le langage propriétaire CUDA dédié aux cartes graphiques de marque NVIDIA faci-
lite la communication du programmeur avec le hardware en cela qu’il permet d’allouer
facilement des tâches simultanées à un nombre de cœurs choisi.
Une carte graphique est composée notamment de multiprocesseurs (ou Streaming
Multiprocessors, SM) possédant chacun un certain nombre de cœurs, variable selon la
version de la carte graphique. Chaque cœur traite un warp par cycle d’horloge. Il traite
donc 32 tâches par cycle, id est la taille d’un warp.
L’idée principale est de maximiser l’occupation de la carte et de faire coïncider la taille
des données avec le nombre de cœurs et de threads alloués pour le calcul. Aﬁn d’utiliser
au mieux les ressources, on répartit le travail entre cœurs ou "blocks" disponibles (grille
de blocs) et ﬁls d’exécution associés ou "threads" (blocs de threads), comme schématisé
sur la ﬁgure 5.4. L’abstraction en "blocks" et "threads" sert d’une part à couvrir le
cas où il y a plus de données que le nombre total de threads que la carte peut traiter
simultanément, d’autre part dans les applications où il est intéressant d’avoir des données
multidimensionnelles. Les blocks et threads peuvent en eﬀet être de dimension 1,2 ou 3.
Figure 5.4 – Répartition des tâches à eﬀectuer sur la carte graphique en grille et blocks
(tiré de http://15418.courses.cs.cmu.edu/spring2013/article/11)
Les notations peuvent sembler prêter à confusion, cependant en regard de la ﬁgure
5.4, elles sont logiques : la grille est composée de blocs, lesquels sont composés de
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threads. La taille de thread par bloc est limitée par les caractéristiques matérielles (par
exemple 1024 threads par block).
3.2 Interaction entre carte physique et logicielle
Dans cette partie, nous allons nous intéresser à un exemple concret pour comprendre
comment la grille et les blocks doivent être dimensionnés aﬁn d’utiliser toutes les res-
sources à disposition.
Adoptons une approche ascendante en regard de la ﬁgure 5.5 pour expliquer le fonc-
tionnement de la carte graphique. Les tâches sont rassemblées en groupes de 32 ﬁls
d’exécution ou "warps" qui sont gérés par des cœurs et représentent le premier niveau
de parallélisme : les cœurs distribuent les instructions par warps ou groupe de 32 threads.
Le multiprocesseur gère quant à lui les diﬀérents cœurs qui lui sont alloués.
Figure 5.5 – Schéma de l’architecture d’une carte graphique (indépendamment de la
surcouche logicielle de répartition du travail en block-thread)
La taille d’un warp étant la plus petite unité exécutée en parallèle, il convient d’utiliser
des multiples de 32 lorsqu’on déﬁnit le nombre de threads, faute de quoi on n’utilise pas
le maximum des ressources disponibles. Par exemple, allouer une taille de bloc égale
à 33 threads mobilisera un warp complet de 32 threads ainsi qu’un deuxième warp ne
contenant qu’un seul thread utile (les autres sont exécutés à vide), car le GPU donne
les instructions par groupe de warps uniquement.
Application à la carte NVIDIA GeForce 630M
Le matériel considéré comporte les caractéristiques suivantes :
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− 2 multiprocesseurs (SM)
− 8 blocs actifs par multiprocesseur (blocks/SM)
− 1024 threads/block au maximum
Dimensionnement des threads : dans l’optique de maximiser l’occupation de la carte il
faut atteindre les 1024 threads par bloc à chaque exécution. Si l’on choisit d’utiliser 32
threads/block, on n’aura que 32 × 8 = 256 threads occupés sur les 1024 disponibles.
Il convient donc d’utiliser les 1024 threads en déﬁnissant un nombre de 1024/8 = 128
threads/bloc sur les 8 blocs par multiprocesseur.
Dimensionnement des blocs : la répartition des blocs se fait sur la grille dans la mesure
de l’espace disponible : si le nombre de blocs est supérieur à la taille de la grille, les
blocs supplémentaires sont mis dans un "pipeline" et traités séquentiellement au fur et
à mesure de la libération des blocs.
Dans le cas évoqué ici, nous avons 2 SM× 8 blocs/SM = 16 blocs pouvant s’exécuter
simultanément au total. La grille peut donc par exemple faire 4× 4 blocs et le nombre
de threads 128 threads/block.
Nota Bene : les spéciﬁcations techniques présentent le matériel sous l’angle le plus
avantageux en donnant à chaque fois la performance maximum pour la conﬁguration
minimale en termes de blocks utilisés (on lira par exemple 1024 threads/block, qui
est valable pour un block de taille 1 !).
Une façon plus imagée de représenter le travail et la fonction des blocks, threads et
warps est la suivante : supposons qu’à des ﬁns statistiques on veuille obtenir le niveau
moyen en mathématiques d’un groupe de 5120 élèves∗.
À défaut de stade de football à disposition pour un test simultané, on choisit de
réaliser plusieurs examens en des lieux diﬀérents. On demande donc à 10 écoles de faire
passer le test à 512 de leurs élèves, à la suite de quoi on récupère le résultat. Nous ne nous
sommes pas soucié de savoir dans quelle mesure le test a été fait en parallèle, cependant
il a eu lieu dans des salles de classe : dans chaque école, les élèves ont donc été divisés
en 16 groupes de 32. Cependant seulement 8 classes dans chaque école peuvent faire le
test en simultané car elles ne disposent que de 8 surveillants et on ne peut mobiliser que
2 écoles en même temps car -disons- le nombre de préposés à la collecte des résultats
est réduit.
Revenons à notre carte graphique avec la métaphore en ﬁligrane : on veut calculer un
grand nombre d’opérations le plus rapidement possible (le niveau moyen en mathéma-
tiques de 5120 élèves). Nous avons donc mobilisé un certain nombre de blocks (d’écoles)
∗inspiré et adapté de
http://stackoverflow.com/questions/3606636/cuda-model-what-is-warp-size (par M.
Tibbits)
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ayant chacun un nombre donné de threads (élèves). Nous sommes cependant limités par
le nombre de multiprocesseurs (préposés à la collecte de données) et ceux-ci ne peuvent
traiter que 8 blocks en même temps (8 surveillants), soit 16 blocks pour 2 SM (16 classes
). Le nombre d’opérations en parallèle est donc de 16 × 32 = 512 (512 copies), ce qui
revient à 10 cycles d’horloge pour traiter 5120 opérations.
Notion de cœur de calcul
La notion de cœur dérivée du langage CPU donne une idée du nombre d’opérations
que peut eﬀectuer la carte par cycle d’horloge. À chaque cœur est associé un warp,
chaque warp gérant 32 threads eﬀectuant simultanément la même opération. La carte
de l’exemple précédent possède 2 multiprocesseurs et 48 warps/multiprocesseur. Elle a
donc 2 × 48 = 96 warps capable d’exécuter 96 × 32 = 3072 threads simultanément.
Ainsi on peut calculer le nombre d’opérations par seconde :
− 2 MP × 48 warps/MP × 32 threads/warp = 3072 threads
− 96 warps = 1 cycle d’horloge
− 800 MHz de fréquence
− 1/(800× 106) = 1.25 ns
− 3072/(1.25× 10−9) = 2.45× 1012 PFlop théoriques (0.3× 1012 en pratique – on
aura retrouvé peu ou prou l’ordre de grandeur)
Découpage en threads/blocks pour notre programme
Par souci de simplicité dans la programmation, nous avons choisi de découper le code
en blocks et threads de manière régulière avec la méthode dim3 de CUDA qui découpe
les blocks selon deux composantes ~x et ~y.
Ainsi, les nombres de blocks et de threads blocksx et blocksy sont déﬁnis par la taille
du maillage sizex × sizey dans la direction correspondante divisée par les nombres de









threadsx = N (5.3)
threadsy = M (5.4)
La ﬁgure 5.6 permettra sans doute au lecteur de se construire une image des équations
(5.1) à (5.4).
Ce découpage présente également un avantage substantiel en cela qu’il permet à aux
nœuds situés sur les frontières de "connaître", ou d’avoir accès, à la valeur du voisin,
ce qui est nécessaire par exemple lorsqu’on applique une condition limite extrapolée aﬁn
d’imposer l’adiabatisme.









Figure 5.6 – Découpage choisi du domaine en blocks et threads.
3.3 Notion de performance
La performance d’une carte graphique dépend principalement de deux paramètres :
les aspects calculatoires et les aspects d’accès/transfert de mémoire, qui sont simplement
évoqués dans ce paragraphe.
Parallélisation & Accès mémoire
Pour qu’un code soit performant, il faut qu’il tende à utiliser au maximum les capa-
cités de parallélisation du streaming-multiprocesseur sur lequel il est exécuté, c’est-à-dire
qu’un nombre maximum de threads doit s’exécuter en parallèle dans les blocks auxquels
ils appartiennent et que les blocks utilisés pour les calcul doivent idéalement occuper l’en-
semble du multiprocesseur. Ceci n’est cependant pas possible, car les threads partagent
les registres et la mémoire shared, qui sont tous deux des quantités limitées [Obrecht
et al., 2011]. L’unité de parallélisation de base étant le warp, les threads lancés par block
doivent être des multiples de la taille du warp aﬁn de ne pas faire tourner des warps "à
vide".
Le second critère principal est la vitesse de transfert des données à l’intérieur du
GPU (ou bande passante - BP), qui est un facteur limitant en LBM, notamment pour
des tailles de maillage élevées. Les données dans un block n’étant pas accessibles par les
autres blocks, l’étape de propagation est critique et donne lieu à diﬀérentes stratégies
permettant un accès mémoire optimisé faisant appel des zones de stockage proches (à ce
sujet on pourra lire [Mawson et Revell, 2013] ainsi que [Wittmann et al., 2013] et [Thy-
114Une approche macroscopique : Calcul sur GPU d’un écoulement anisotherme couplé
holdt, 2012]). Nous avons fait le choix d’utiliser les textures de CUDA∗ qui permettent
un accès simple et optimisé aux zones mémoires contigües [Sanders et Kandrot, 2011].
Quantiﬁcation de la performance d’un code sur GPU
On utilise souvent le ratio en entre la bande passante et le nombre d’opération faites







nb vitesses× bytes/ﬂoat× (read+write) (5.5)
Cependant, les travaux eﬀectués sur la prédiction de performance montrent que celle
ci est déﬁnie par le minimum, tel que [Zeiser et al., 2014] :
PR = min(Pmax, I)× BP (5.6)
Où Pmax est la performance de pic, I est le "travail" (nombre d’opération read/write)
eﬀectué par byte et BP la bande passante en bits par seconde.
Performance de notre programme
Nous obtenons ∼70 MLUPS sur une carte NVIDIA GeForce GT 630M d’ordina-
teur portable pour la simulation d’un écoulement isotherme, ce qui donne un ratio de
performance tel que :
PR =
70 MLUPS
9 vitesses× 4 bytes/ﬂoat× 3 read+write = 65% (5.7)
Ce chiﬀre montre que l’optimisation de notre code a été faite de manière limitée,
c’est-à-dire en appliquant les principes généraux déﬁnis dans ce paragraphe, toutefois
sans aller jusqu’à l’utilisation d’outils de monitoring d’exécution comme "CUDA-Z" ou
"Cuda Visual Proﬁler".
Cependant, le code programmé en C++ s’exécutant à 45 MLUPS sur processeur, le
passage à la carte graphique apporte un gain substantiel de temps d’exécution avec une
accélération ou "speedup" de 1.55.
4 Application macroscopique : simulation d’une paroi
dynamique
On se propose d’utiliser l’outil décrit précédemment aﬁn d’étudier un écoulement
forcé dans une paroi dynamique composée d’un simple vitrage placé devant un mur, celui-
ci étant d’abord adiabatique, puis échangeant avec l’ambiance intérieure du bâtiment.
∗cette méthode est également utilisée dans le code LBM de démonstration du many-core.group de
l’université de Cambridge http://www.many-core.group.cam.ac.uk/
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L’objectif n’est pas ici de présenter une solution optimisée pour le calcul intensif mais de
donner une preuve du concept de simulation couplée entre ambiance intérieure et milieu
extérieur.
4.1 Présentation du problème
La conﬁguration est celle d’un écoulement forcé anisotherme entre deux plaques avec
un facteur de forme de 40, comme indiqué sur la ﬁgure 5.7. À partir des données de
température et de ﬂux solaire incident sur un plan vertical orienté plein Sud en date du
15 mars à Strasbourg [JRC European Commission, 2015], on simule la température de
sortie de l’air pour une vitesse d’entrée ﬁxée de 0,1 m/s et une température d’entrée
égale à celle de l’air ambiant. On impose une vitesse nulle sur les parois haute et basse
ainsi qu’une température équivalente calculée à partir de l’équation bilan à la surface.
Celle-ci est fonction du ﬂux solaire incident, de la température d’air et du coeﬃcient
d’échange global (convection et rayonnement linéarisé), telle que :





Lx = 2 m
Ly = 0.05 m
ϕ(t), hext
Figure 5.7 – Conﬁguration géométrique pour le capteur sur une paroi adiabatique.
Dans un premier temps, on calculera la quantité d’énergie reçue par l’air en consi-
dérant le mur comme étant adiabatique. Le système sera ensuite couplé à un mur non-
adiabatique donnant sur une ambiance intérieure à température constante. Dans cette
conﬁguration on évaluera également le ﬂux -déphasé- transmis vers le bâtiment.
Le tableau suivant récapitule les valeurs numériques des paramètres utilisés pour la
simulation dans ce paragraphe et dans les paragraphes 4.2 et 4.3.
4.2 Simulation du capteur
La ﬁgure 5.8 montre un exemple de résultat calculé sur carte graphique Nvidia Quadro
pour une vitesse centrale v = 0.1 [m · s−1] et un maillage de 128× 5120 nœuds. On voit





hg 25 [W ·m2 · K−1]
λ 1.6 [W ·m · K−1]
αmur 8.33× 10−7[m2 · s−1]
αair 2.0 ×10−5[m2 · s−1]
Table 5.1 – Résumé des valeurs numériques pour la simulation.
























































Figure 5.8 – Températures ambiante et de sortie du collecteur ainsi que ﬂux solaire
incident sur une paroi orientée plein Sud un 15 mars typique à Strasbourg, en fonction
de l’heure de la journée [JRC European Commission, 2015] (qv = 12 [m3 · h−1 ·m−1]).
Les simulations menées en faisant varier le débit montrent la quantité d’énergie
récupérable par l’air, comme indiqué sur la ﬁgure 5.9. Contrairement à ce que l’on
pourrait attendre, le régime asymptotique n’est pas atteint. Cela est dû au fait que les
vitesses élevées nous forcent à ajouter des mailles dans la direction normale à l’écoulement
aﬁn de respecter la condition du nombre de Mach faible (voir à ce sujet le chapitre 1,
paragraphe 5.1). Le facteur de forme important de notre conﬁguration (L/H = 40)
entraîne alors des temps de calculs proportionnellement plus grands.
Si pour les deux débits les plus faibles, le temps de simulation reste inférieur à la
durée réelle simulée dans notre conﬁguration, il le dépasse largement pour les deux débits

































Flow rate per meter width absorber 
 [m3/h/m]
Figure 5.9 – Énergie récupérée par l’air sur la journée type en fonction du débit d’air
dans le capteur en fonction du débit pour un mètre de largeur de capteur.
supérieurs, appelant d’ores et déjà à une stratégie alternative de réduction des temps de
calcul.
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4.3 Couplage du capteur avec une paroi
On s’intéresse maintenant au couplage du capteur avec un paroi non-adiabatique aﬁn
d’évaluer son inﬂuence sur l’énergie récupérée par l’air ainsi que la quantité de chaleur
que celle-ci peut emmagasiner et restituer avec déphasage. La paroi est supposée faite
de béton dont la diﬀusivité (αmur = 8.33 × 10−7[m2 · s−1]) est prise vingt-quatre fois
inférieure à celle de l’air (αair = 2.0× 10−5[m2 · s−1]). La conﬁguration géométrique de
cette étude est représentée sur la ﬁgure 5.10.
Text(t) Tout(t)
Lx = 2 m
Tamb, hint
Ly = 0.05 m
ϕ(t), hext
Figure 5.10 – Conﬁguration géométrique pour le couplage du capteur avec une am-
biance intérieure.
Stratégie de couplage
Pour sa simplicité de programmation, nous avons choisi l’alternative des deux po-
pulations. La population des fk sert au calcul du champ des vitesses, tandis que les
distributions des gk sont dédiées à la détermination du champ des températures dans
le ﬂuide et dans la paroi. Les deux seules modiﬁcations à faire concerne la fonction
d’équilibre et le facteur de relaxation.
L’expression des fonctions d’équilibre de la population des gk (voir le paragraphe 4.3
du chapitre 1) est rappelée ci-dessous. Elle est identique pour les deux domaines à la
diﬀérence que dans le domaine solide, la vitesse ~u est nulle tandis pour le domaine ﬂuide
elle est déterminée par la population des fk.




Le facteur de relaxation est choisi selon la méthode présentée dans le paragraphe 5.5
du chapitre 1 et permet de conserver le même pas de temps pour les deux domaines.
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Cependant ceci impose de conserver la même discrétisation spatiale ∆x pour le do-
maine ﬂuide, ce qui est souvent pénalisant car les contraintes sur celle-ci sont en général
beaucoup moins fortes.
Résultats
Les résultats, tracés sur la ﬁgure 5.11, sont d’allure très similaires à ceux que nous























































Figure 5.11 – Résultat avec couplage Températures ambiante et de sortie du collecteur
ainsi que ﬂux solaire incident sur une paroi orientée plein Sud un 15 mars typique à
Strasbourg, en fonction de l’heure de la journée [JRC European Commission, 2015]
(qv = 6 [m3 · h−1 ·m−1]).
La simulation inclut cependant les ﬂux conductifs ayant lieu dans la paroi : la ﬁgure
5.12 permet de visualiser l’évolution de la température dans l’air et dans le mur le 15
mars pour le débit spéciﬁque qv = 1.2 [m3 · h−1 ·m−1].
Les proﬁls de température relevés avant le maximum du ﬂux solaire sont représentées
par des lignes pointillées sans marqueurs, ceux après le pic par des lignes pleine avec
marqueurs. Les résultats conﬁrment que la paroi s’échauﬀe et emmagasine de l’énergie :
à la ﬁn de la journée (19h30), le proﬁl de température est plus élevé qu’au début (7h30).
Les températures tracées sont celles de la ligne de sortie du domaine, soit x = 2[m] sur
la ﬁgure 5.10.
Le débit le plus faible a été choisi car il ne requiert que quelques minutes de calcul.
En eﬀet La stratégie de couplage à deux populations que nous avons utilisée n’est pas
la plus intéressante au sens où, bien que simple à mettre en œuvre, elle fait exploser
les temps de calcul qui excèdent alors largement la durée réelle simulée (une solution
alternative est présentée au point suivant).




























Figure 5.12 – Évolution de la température dans l’air et dans le mur sur la ligne de sortie
du domaine, un 15 mars typique à Strasbourg à plusieurs moments de la journée [JRC
European Commission, 2015] (qv = 1.2 [m3 · h−1 ·m−1]).
Alternative
Avec une troisième population h de distributions dédiée à la simulation des transferts
de chaleur dans la paroi, les pas de temps des deux domaines sont diﬀérents. Le domaine
solide est en "attente" du domaine ﬂuide, qui a une dynamique plus rapide (ceci est
explicité au paragraphe 5.5 du chapitre 1).
Au niveau du contact ﬂuide-solide, il conviendrait alors d’écrire une équation bilan aﬁn
de déterminer la température qui s’établit à l’interface, dont on considère que l’inertie
est nulle. Les phénomènes conductif, convectif et de ﬂux se traduisent par l’équation
suivante :
αsτvϕ+ h(Tf − Tw)− λ∂T
∂x
= 0 (5.10)
Ceci s’écrit numériquement par l’équation suivante, qui donne la température Tw à
l’interface ﬂuide-paroi :
αsτvϕ+ h(Tf − Tw)− λ
∆x
(Tw − Tf ) = 0 (5.11)
Tw =
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5 Conclusion du chapitre
L’objectif du chapitre n’était pas de donner la preuve de la réalisation d’un code
optimal, mais de montrer la faisabilité d’une simulation anisotherme avec couplage à
une paroi non-adiabatique, puis d’en explorer les limites calculatoires.
La formulation explicite de la méthode et son implémentation relativement accessible
sur carte graphique lui confèrent un avantage certain pour ce type de problèmes lorsque
le facteur de forme de la géométrie et le rapport des diﬀusivités du ﬂuide et du solide
sont de l’ordre de l’unité.
La méthode brute atteint perd toutefois de son intérêt lorsque le facteur de forme
de la géométrie est important et que la vitesse d’air augmente. En eﬀet on doit alors
calculer une quantité élevée de pas de temps pour un grand nombre de mailles aﬁn de
respecter la condition du nombre de Mach faible présentée au chapitre 1. La stratégie
intuitive de couplage entre écoulement et mur comportant seulement deux populations
montre également ses limites car elle contraint la simulation à adopter le pas de temps
et d’espace le plus défavorable. En l’occurrence, une discrétisation spatiale et tempo-
relle plus grossière aurait suﬃ à simuler avec une précision acceptable le phénomène de
conduction dans la paroi.
Les résultats montrent cependant l’utilité d’une telle paroi pour le préchauﬀage de
l’air extérieur. Une fois la stratégie de couplage à trois populations implantée dans le
code, on pourra résoudre des problèmes de complexité supérieure. Le recours à une
grille rectangulaire plutôt que carrée [Hegele et al., 2013] (id est une discrétisation
∆x , ∆y) permettra également de traiter des géométries allongées sans pénaliser le
temps d’exécution.
Dans ce chapitre, nous n’avons traité que le cas de la convection forcée. Aﬁn de
simuler une conﬁguration plus proche de la réalité des systèmes solaires à air, par exemple
de type "mur Trombe", il est envisageable de modéliser la convection naturelle grâce à
un couplage simple en introduisant le nombre de Rayleigh dans le calcul des fonctions
d’équilibre [Taher et al., 2013].
Une autre simpliﬁcation du modèle a consisté à considérer un coeﬃcient d’échange
global h incluant convection et rayonnement linéarisé. Il est cependant possible de modé-
liser séparément les deux phénomènes de transfert thermique par un découpage approprié
des blocks, ou en stockant dans deux vecteurs les températures des surfaces en regard.

Conclusion
Dans un premier temps, nous avons introduit la méthode Lattice Boltzmann ainsi
que ses concepts sous-jacents en faisant le lien entre les diﬀérents niveaux de description
des phénomènes. La relation entre réalité et espace LBM, souvent traitée succinctement
dans la littérature, a également été détaillée avec une visée pédagogique particulière. Des
applications numériques ont permis de souligner, abaques à la clé, la forte dépendance
entre choix du facteur de relaxation, choix de la discrétisation spatiale et pas de temps.
Dans un second temps, les types courants de conditions limites ont été déﬁnis tout
comme les écueils à éviter lorsqu’il est fait usage de combinaisons particulières de condi-
tions aux frontières. Le code développé a également été validé devant les solutions ana-
lytiques ou les volumes ﬁnis dans les situations géométriques et physiques de référence
relevant des applications de cette étude.
Nous avons ensuite montré que l’erreur par rapport aux solutions analytiques présente
des oscillations périodiques dont l’atténuation est complète à l’issue d’un seuil temporel.
Le comportement oscillatoire de la méthode en présence de la condition limite de Dirichlet
a été déﬁni et les facteurs de relaxation qui le provoquent ont été identiﬁés. Une loi
empirique donnant un abaque du minimum de pas de temps requis pour les schémas
D2Q5 et D2Q9 a permis de circonscrire le phénomène.
Le code développé et validé a ensuite été exploité dans le cadre d’une application
posant le problème du calcul de la diﬀusivité d’une pâte de ciment en cours d’hydratation
par homogénéisation numérique du comportement des diﬀérentes phases constitutives
de la pâte. Les morphologies de celle-ci étant elles-même produites à partir d’excursions
de champs aléatoires, un grand nombre de simulations a été nécessaire à l’obtention de
résultats signiﬁcatifs. La parallélisation des calculs sur le cluster du LMT a rendu possible
l’obtention de ces résultats en plusieurs campagnes d’essais numériques.
Dans une optique d’accélération du calcul et d’exploitation du potentiel de paralléli-
sation de la méthode, le code a été porté sur GPU. Le dernier acte du manuscrit traite
donc du principe de fonctionnement des cartes graphiques puis d’une application à un
capteur solaire à air en convection forcée. Cet exercice a soulevé le problème du couplage
des domaines entre conduction et écoulement anisotherme : la méthode la plus directe
comportant deux populations pénalise fortement les temps de calcul au sens où elle im-
plique que le domaine en conduction partage les discrétisations spatiale et temporelle
avec le domaine de l’écoulement. L’explosion des temps de calcul qui s’ensuit fait que la




La rapidité du calcul et la relative simplicité d’implémentation sont deux atouts
majeurs de la méthode LBM qui permettent d’envisager un lien avec des morphologies
numériques issues de modèles ou réelles, acquises par imagerie 3D e.g. tomographie,
micro-tomographie, reconstructions réelles ou statistiques, dans le but d’obtenir une
valeur de leurs propriétés homogénéisées.
Les bâtiments étant de plus en plus performants, la part des phénomènes négligés
dans bien des moteurs de calcul STD est croissante. Ainsi la hausse de l’inﬂuence des
transferts couplés de masse et de chaleur inﬂuence les charges thermiques [Jiřičkowá et
Černý, 2006], [Hedlin, 1988]. Même dans la modélisation unidirectionnelle de l’advection-
diﬀusion comme dans [Wang et Hagentoft, 2001] ou dans les logiciels commerciaux du
type "WUFI" [Künzel, 1994] ou "1D-HAM" [University of Chalmers, 2015] , la simulation
des transferts de masse avec la LBM présente un avantage en termes de pas de temps
et de stabilité [Succi, 2014].
Dans toutes les applications envisageables, le calcul haute performance est central.
Sans l’exécution parallèle d’un code non-parallélisé sur cluster notre étude de la diﬀu-
sivité homogénéisée des pâtes au cours de l’hydratation n’aurait pas été aussi rapide,
la campagne d’essais numériques ayant requis plus d’un TFLOP (on notera que cette
quantité de calcul peut être traitée en quelques minutes sur GPU).
L’exercice de simulation de mécanique des ﬂuides anisothermes du dernier chapitre a
montré la nécessité du changement de méthode pour le couplage, qui induit un découpage
entre domaines à discrétisation ﬁne et grossière. Ceci serait un premier pas vers un calcul
multi-échelles, qui se base stricto sensu sur le même principe géométrique.
On peut de plus nuancer la diﬃculté calculatoire par l’accroissement continu de la
puissance des cartes graphiques dont les performances doublent d’année en année, qui
devrait permettre à terme d’accéder aux échelles multiples propre au bâtiment, sur les
aspects spatial – du micromètre à la dizaine de mètres – et temporel – de la milliseconde
à l’année. Nous avons eﬀet réalisé une application microscopique puis une application
macroscopique de la LBM : la suite logique serait le couplage des deux en une simula-
tion complète au-travers des échelles. Une approche côté microscopique pourra englober
l’apparition des ponts de liquide apparaissant au niveau des pores des parois dont la sin-
gularité de l’interface liquide-gaz et la continuité vers les couches adsorbées constitueront
les déﬁs à relever.
Enﬁn, dans l’optique où la simulation peut se faire en infra-temps réel, il est pos-
sible d’imaginer -côté macroscopique- toute une gamme d’applications de prédiction du
comportement des systèmes et des usages en couplant modèle et conditions météorolo-
giques aux limites. En calibrant au préalable un tel modèle, il peut alors être intéressant
d’anticiper les variations des systèmes, notamment pour les applications liées à l’énergie.
Ceci devra faire l’objet des prochains travaux qui suivront cette thèse. Celle-ci a permis
de mettre en place, valider et éprouver cet outil de modélisation basé sur la LBM, en




Démonstrations de stabilité et Outils
mathématiques
On donne ici quelques éléments sur les outils mathématiques
qui servent de base à la validation de la méthode ou
simplement des outils qui ont été utiles pour l’obtention des
applications présentées.
1 Solutions analytiques
1.1 Écoulement de Poiseuille
Écoulement entre deux plaques planes avec condition d’adhérence aux parois.
u(x) = U0(1− (x− L/2
L/2
)2) (A.1)
1.2 Écoulement de Couette
Écoulement entre deux plaques planes avec condition d’adhérence et sur une paroi
et de vitesse imposée sur l’autre. Températures imposées sur les deux parois.
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La solution en régime établi est la suivante :
T (y)− T (0)











Avec le nombre de Prandtl Pr = ν
α
















Étant donné que l’on s’intéresse à la diﬀusion d’une espèce T (x, t), dans un milieu de
diﬀusivité α en mouvement à une vitesse v, il est judicieux de changer de repère spatial
aﬁn de se retrouver dans une situation de type diﬀusion pure.
On pose donc le changement de variable qui suit :
η = x− vt (A.4)
τ = t (A.5)
Ainsi T (x, t) devient T (η, τ). On calcule alors les dérivées partielles des nouvelles




















































































... Ce qui nous ramène à une équation de diﬀusion dont la solution est bien connue.







On a une solution de type









Solution analytique en régime permanent
La solution en régime permanent est donnée par l’équation suivante :
Cas dimensionnel
T (x)− T1






α − 1 (A.19)
Cas adimensionnel
T (x)− T1









α − 1 (A.20)
Solution analytique explicite (Koobus et al.)
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2 Démonstration de la stabilité de certains schémas
aux diﬀérences ﬁnies
Dans cette section, on démontre la stabilité des schémas aux diﬀérences ﬁnies cen-
trées en dimension une appliqués à la résolution des équations de diﬀusion pure et
d’advection-diﬀusion.
2.1 Méthodes de démonstration de la stabilité
Il existe quelques manières d’analyser la stabilité d’un schéma numérique de résolu-
tion d’équations aux dérivées partielles, listées ci-dessous :
- Méthode de von Neumann : calculer la norme du facteur d’amortissement de la
transformée de Fourier
- Méthode de de la perturbation : vériﬁer que module de la perturbation est inférieur
à 1 (id est pas d’ampliﬁcation de la perturbation)
- Mise en forme du schéma sous la forme d’une suite T n+1 = K × T n
2.2 Diﬀusion pure
La discrétisation 1D par développement de Taylor de l’équation (A.3) donne un
schéma numérique tel que :
T n+1i = T
n
i (1− 2Fo) + Fo(T ni−1 + T ni+1) (A.26)
L’analyse de perturbation consiste à faire l’hypothèse que ∀n et ∀k , i on a T nk = 0
et qu’au point i du maillage il se trouve une perturbation δ , 0 telle que T ni = δ. Si on
exhibe cette condition dans l’équation précédente au point T n+1i+1 , on aura donc au pas
de temps n+ 1 :
T n+1i+1 = δ(1− 2Fo) (A.27)
Appliquons le même raisonnement au point T n+1i−1 . Il vient alors :
T n+1i−1 = δFo (A.28)
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La stabilité implique que la perturbation δ n’est pas ampliﬁée dans le temps, ce qui
revient à ce que le rapport de deux termes consécutifs de la suite des T ni soit inférieur
à 1. Il faut donc vériﬁer les deux conditions :
−1 ≤ Fo ≤ 1 (A.29)
−1 ≤ 1− 2Fo ≤ 1 (A.30)
La règle de positivité de [Patankar, 1980], chapitre 3 donne :
0 ≤ Fo ≤ 1 (A.31)
0 ≤ 1− 2Fo ≤ 1 (A.32)
La condition 1− 2Fo ≤ 1 étant triviale, il reste :
Fo ≤ 1 (A.33)
0 < 1− 2Fo (A.34)
Le critère le plus contraignant est alors Fo < 1
2
, ce qui implique généralement la
condition de diminuer le pas de temps pour une discrétisation donnée aﬁn de conserver
la stabilité du schéma (en eﬀet, le pas de temps doit être inférieur au carré du pas
d’espace).
2.3 Advection-Diﬀusion
La discrétisation 1D par développement de Taylor de l’équation (A.3) donne l’expres-
sion suivante :









Si l’on applique la même méthode qu’au point 2.2, on obtient :




Appliquons le même raisonnement au point T n+1i−1 . Il vient alors :




Et enﬁn au point T n+1i :
T n+1i = δ(1− 2Fo) (A.38)
La combinaison des règles d’amortissement de la perturbation et de positivité des
coeﬃcients donnent alors le jeu de contraintes suivant :
0 < Fo+ Co
2
≤ 1 (A.39)
0 < Fo− Co
2
≤ 1 (A.40)
0 < 1− 2Fo ≤ 1 (A.41)
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Les deux premières inéquations sont similaires, la plus contraignantes étant la pre-


















D’après la déﬁnition du nombre de Péclet Pe = v∆t/∆x, ceci est équivalent à :
Pe < 2 (A.45)
3 Similarité de la LBM avec les méthodes à relaxation
Il est question au paragraphe 2 de l’annexe courante du schéma explicite de discréti-
sation de l’équation de la chaleur 1D, nommément l’équation (A.26). Cette formulation,
bien qu’explicite en temps au sens où elle est basée sur l’approximation par la dérivée à
droite du terme ∂T
∂t
, est contraignante du point de vue de la stabilité.
On peut cependant construire un autre type de schéma d’intégration temporelle qui
fait appel à des combinaisons linéaires de la solution au pas de temps précédent T ni et
de la solution recherchée T n+1i [Patankar, 1980,Nogotov, 1978,Hundsdorfer et Verwer,
2003]. L’équation A.46 représente la forme type de la méthode à relaxation en 1D avec
ω le facteur de relaxation, i la position sur le maillage, n la position dans le temps (id
est le nombre de pas de temps atteint) et T la grandeur simulée :
T n+1i = ωf(T
n
i ) + (1− ω)T ni+1 (A.46)
Ainsi, à l’instar de la LBM ces schémas utilisent un facteur de relaxation généralement
nommé ω pour quantiﬁer la fraction de la solution qui est liée à la solution du pas de
temps précédent T ni et celle liée à la solution du pas de temps en cours T
n+1
i (soit
l’inconnue). Pour ω = 1, le schéma est un schéma d’intégration d’Euler explicite, pour
ω < 1 on dit qu’on fait de la sous relaxation pouvant autoriser la convergence de
systèmes divergents avec ω > 1, pour ω > 1 on appelle la méthode "surrelaxation"
qui peut accélérer la convergence de systèmes linéaires. Le cas ω = 0.5 est appelé semi-
implicite ou schéma de Crank-Nicholson. Ce schéma est inconditionnellement stable pour
ω , 1.
Aﬁn d’ôter la confusion de l’esprit du lecteur entre LBM et méthode à relaxation,
voici un comparatif visuel de l’écriture des deux méthodes.
Similarité de la LBM avec les méthodes à relaxation 131
L’écriture de la formulation explicite de la LBM est telle que :
fk(x+∆x, t+∆t) = ωf
eq
k (x, t) + (1− ω)fk(x, t) (A.47)
fn+1k = ωf
eq
k + (1− ω)fnk (A.48)
La ressemblance entre la fonction du f(T ni ) et la fonction d’équilibre LBM est sim-
plement :
f(T ni ) ∼ f eqk (A.49)







Le facteur ω choisi dans le cadre de l’utilisation de la méthode à relaxation inﬂue sur
le nombre d’itérations requis pour que le système converge. Ainsi, la ﬁgure A.1 donne
le nombre d’itérations requises pour atteindre la convergence du système en fonction du
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Figure A.1 – Nombre de pas de temps requis pour obtenir la convergence par rapport
à la solution explicite. Cas test du mur semi-inﬁni du chapitre 2, paragraphe 4.1.
On note que l’allure de la courbe est similaire à celle représentant la précision des
schémas D2Q5 et D2Q9 au chapitre 2, paragraphe 4.1, ﬁgure 2.8 qui présente également
un minimum local.
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4 Calcul d’un intervalle de conﬁance sur un jeu de
données
Un intervalle de conﬁance permet de déﬁnir une plage autour de la moyenne dans
laquelle un pourcentage des données se trouve. Pour ce faire, on calcule dans un pre-
mier temps la moyenne X¯ sur un jeu de données de taille N , puis l’écart-type σ(X).
L’intervalle de conﬁance à 95% est alors déﬁni par :
X¯ ± 1.96× σ(X)√
N
(A.51)
Où le facteur 1.96 permet d’obtenir la pondération nécessaire à la détermination de




Avec E l’espérance mathématique de la série de données.
Annexe B
Éléments de calcul intensif sur carte
graphique
Cette annexe regroupe quelques astuces utiles et mises en
garde sur les options de compilation des programmes CUDA
qui pourront peut-être épargner au néophyte le sentiment
d’embarquer sur une galère.
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1 Performance du code
On présente dans cette section les résultats de l’implémentation de la méthode sur
CPU et sur carte graphique. L’optimisation a été faite de manière limitée, c’est-à-dire
sans aller jusqu’à l’utilisation d’outils de monitoring comme "CUDA-Z" ou "Cuda Visual
Proﬁler".
1.1 Amélioration CPU par les options de compilation
À titre informatif, on présente ﬁgure B.1 les gains réalisés en testant les diﬀérentes
options du compilateur sur le code de base : "inlining" des fonctions et autres optimisa-




















Figure B.1 – Comparatif des diﬀérentes options du compilateur
La ﬁgure B.1 montre ainsi un gain de ∼ 60% simplement en testant les options du
compilateur, sans expertise particulière du programmateur !
Sur la ﬁgure B.2, on présente l’évolution du temps de calcul en fonction de la taille
du maillage, donc la pente est de ∼ 3.
1.2 Amélioration de la performance de calcul
En marge de l’amélioration structurelle du code, on pourra expérimenter les trucs &
astuces de [Delbosc et al., 2015], notamment instructions suivantes :
nvidia-smi -q -d (CLOCK)
nvidia-smi -ac
nvidia-smi - e 0 3004,875


















Figure B.2 – Evolution du temps de calcul relativement à la taille du maillage
2 Compiler puis exécuter sur GPU
Ces deux actions peuvent sembler évidentes au programmateur aguerri. Cependant,
l’utilisateur débutant éprouve sans doute quelque diﬃculté à les réaliser. On donne donc
ici à des ﬁns pédagogiques quelques méthodes et explications sur ce sujet.
2.1 Un exemple de Makeﬁle
Un exemple utile et copieusement détaillé de Makeﬁle pour le profane en program-
mation. Sa structure permet de le modiﬁer pour un autre langage que CUDA.
# inclure les .h requis pour les fonctions qu’on souhaite appeler
point_h1=/usr/local/NVIDIA_GPU_Computing_SDK/C/common/inc/
point_h2=/opt/cuda/include




# inclure les librairies
LIB=-lcudart -lGLEW -lglut -lGL
# nom de l’executable
executable=GPU_LBM
# definition du compilateur
CC=nvcc
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# option de compilation
# (ATTENTION : fonction de l’age de la carte !)
CPPFLAGS=-gencode arch=compute_20,code=sm_20 -gencode
arch=compute_30,code=sm_30 -O3
# definition des fichiers sources cuda et des .o associes
# (le tout dans un dossier separe appele "source")
SOURCES=$(wildcard ./source/"*".cu)
OBJECTS=$(SOURCES:.cu=.o)
# construire des .o a partir des .cu
$(executable): $(OBJECTS)
@echo "\n Edition des liens pour :" $<
@$(CC) $^ -o $@ $(CPPFLAGS) -I$(point_h1) -I$(point_h2) -I$(point_h3)
-I$(point_h4) -I$(point_h5) $(LIB)
# la on dit que les .cu dependent de .h
%.o: %.cu ./source/variables.h ./source/prototypes.h
@echo "\n -----Compilation du fichier:" $<
@$(CC) -c $< -o $@ $(CPPFLAGS) -I$(point_h1) -I$(point_h2)
-I$(point_h3) -I$(point_h4) -I$(point_h5) $(LIB)
@echo " -----Compilation reussie\n"
Remarque : les "warnings" à la compilation tels que celui qui suit sont à traiter
avec précaution : The ’compute_10’ and ’sm_10’ architectures are deprecated, and
may be removed in a future release. Ces avertissements proviennent généralement
d’une option de compilation "-gencode arch=..." non déﬁnie explicitement et qui
est prise par défaut à la valeur correspondant aux architectures de cartes graphiques
les plus anciennes. La compilation réussit mais à l’exécution, le programme donne
tous les signes d’un comportement erratique. La liste des GPUs et de leurs capacités
est régulièrement mise à jour sur internet (voir le site constructeur ou, pour plus de
confort de lecture : le tableau de [Wikipedia, 2015]).
2.2 Cas des ordinateurs portables - Optimus/Bumblebee
Certains ordinateurs disposent de deux cartes graphiques intégrées, typiquement les
ordinateurs portables. Aﬁn d’utiliser la carte Nvidia, il convient d’activer le démon cor-
respondant à la carte. Pour ce faire, il faut installer Bumblebee, qui permet d’utiliser la
technologie Nvidia Optimus servant à utiliser l’un ou l’autre des hardwares graphiques.
Une fois Bumblebee installé, exécuter dans un terminal optirun ./programme_cuda
ou optirun bash pour avoir un terminal dans lequel tous les programmes sont lancés
avec optirun.
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2.3 Remplacement des fonctions obsolètes
Dans de nombreux programmes CUDA sur internet, on trouve la fonction obsolète
"CUDA_SAFE_CALL" qui ne provoque des erreurs à la compilation. Il convient de la
remplacer par checkCudaErrors.
De même, il est de bon ton de faire un test des appels aux fonctions CUDA d’alloca-
tion, transfert, copie ou autre. La fonction "CUT_CHECK_ERROR" que l’on rencontre
parfois peut par exemple être remplacée par une fonction comme suit :
void CUT_CHECK_ERROR(const char *msg){
cudaError_t err = cudaGetLastError();
if (cudaSuccess != err){






Aﬁn d’optimiser les accès mémoire contigus, CUDA propose une allocation à "pas"
donné : on parle de pitch. En eﬀet, les accès mémoires d’un élément en 2D sont plus
rapides lorsque chaque ligne commence sur un multiple de 64 bytes. Comme il n’est
pas humainement réalisable d’agencer la mémoire requise par un programme de cette
manière, l’API CUDA eﬀectue elle même le remplissage entre les données aﬁn d’obtenir
ces multiples de manière optimale.
La syntaxe est la suivante :
cudaMallocPitch(ptr_destination, size_t *pitch, largeur_en_bytes,
hauteur);
Compilation et édition simultanée des ﬁchiers *.cu ... Cette combinaison visant à
gagner du temps est à proscrire ! Certains ﬁchiers-source *.o pourraient être édités et
contenir des instructions propres à la version antérieure du code et provoquer des erreurs
incompréhensibles au vu de l’état actuel du code×.
En Vrac : il n’est pas nécessaire de déclarer les prototypes des fonctions exécutées par
le kernel, id est les fonctions parallélisées.
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