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Abstract
A basic peculiar Lyapunov functional V is introduced for the dynamical systems generated by a
pair of nonlinear reaction–diffusion PDE’s, with nonconstant coefficients. The sign of V and of its
derivative along the solutions is linked—through an immediate simple relation—to the eigenvalues.
By using V and the L2-norm, the non-linear L2-stability (instability) is rigorously reduced to the
stability (instability) of the solutions to a linear binary system of ODE’s.
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1. Introduction
Let us consider the dynamical systems generated by the dimensionless nonlinear binary
system of PDE’s:
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ut = a1(x)u+ a2(x)v + γ1u+ f (u, v,∇u,∇v),
vt = a3(x)u+ a4(x)v + γ2v + g(u, v,∇u,∇v) (1)
with f and g nonlinear and
ai : x ∈ Ω → ai(x) ∈R, ai ∈ C(Ω), i ∈ {1,2,3,4},
γi = const > 0, i = 1,2,
(u = v = 0) ⇒ f = g = 0,
u : (x, t) ∈ Ω ×R+ → u(x, t) ∈R, v : (x, t) ∈ Ω ×R+ → v(x, t) ∈R, (2)
Ω being a bounded domain in R3 with smooth boundary ∂Ω . To (1) we append the Dirich-
let boundary conditions
u = v = 0 on ∂Ω ×R+ (3)
or the Neumann boundary conditions (n being the unit outward normal to ∂Ω)
du
dn
= dv
dn
= 0 on ∂Ω ×R+ (4)
with the additional conditions∫
Ω
udΩ =
∫
Ω
v dΩ = 0, ∀t ∈R+, (5)
in case (4). We denote by
〈·,·〉 the scalar product in L2(Ω);
〈·,·〉|Ω˜ the scalar product in L2(Ω˜), Ω˜ ⊂ Ω ;
‖ · ‖ the L2(Ω)-norm;
‖ · ‖Ω˜ the L2(Ω˜)-norm, Ω˜ ⊂ Ω ;
H 10 (Ω) the Sobolev space such that
ϕ ∈ H 10 (Ω) →
{
ϕ2 + (∇ϕ)2 ∈ L2(Ω), ϕ = 0 on ∂Ω};
H 1∗ (Ω) the Sobolev space such that
ϕ ∈ H 1∗ (Ω) →
{
ϕ2 + (∇ϕ)2 ∈ L2(Ω), dϕ
dn
= 0 on ∂Ω,
∫
Ω
ϕ dΩ = 0
}
;
and study the stability of (u∗ = v∗ = 0) in the L2(Ω)-norm with respect to the perturba-
tions (u, v) belonging, ∀t ∈R+, to [H 10 (Ω)]2 in case (3) and to [H 1∗ (Ω)]2 in case (4)–(5)
[1–3,5,7,11,13]. We assume also that (cf. (ii) of Section 7)∣∣〈u,f 〉∣∣+ ∣∣〈v,g〉∣∣= o(‖u‖2 + ‖v‖2). (6)
To (1) we associate the binary linear system of ODE’s{
dξ
dt
= b1(x)ξ + b2(x)η,
dη = b (x)ξ + b (x)η, (7)
dt 3 4
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b1 = a1(x)− γ1α¯, b2 = a2(x), b3 = a3(x), b4 = a4(x)− γ2α¯, (8)
α¯ being the positive constant appearing in the Poincaré–Wirtinger inequality1
‖∇φ‖2  α¯‖φ‖2 (9)
holding both in the spaces H 10 (Ω),H
1∗ (Ω). As it is well known, α¯ = α¯(Ω) > 0 is the
lowest eigenvalues λ of
φ + λφ = 0, (10)
respectively in H 10 (Ω) and H
1∗ (Ω) (i.e. the principal eigenvalue of −). Our aim is to
show that the stability (instability) of the critical point (ξ∗ = η∗ = 0) of (7) implies the
stability (instability) of the critical point (u∗ = v∗ = 0) of (1).
The plan of the paper is as follows. In Section 2 we introduce a suitable transformation
for u and v and two basic Liapunov functionals. Section 3 is dedicated to the stability,
while the instability is studied in Sections 4, 5. In the last section (Section 6) the instability
condition for a double diffusive convection in a rotating porous medium, uniformly heated
and salted from below, is obtained. The paper ends with two final remarks (Section 7).
2. Preliminaries: The basic Liapunov functionals
Setting
f ∗ = γ1(u+ α¯u), g∗ = γ2(v + α¯v) (11)
(1) becomes{
ut = b1u+ a2v + f ∗ + f,
vt = a3u+ b4v + g∗ + g (12)
with bi (i = 1,4) given by (8). Denoting by α and β{
α: x ∈ Ω ⇒ α(x) ∈R,
β: x ∈ Ω ⇒ β(x) ∈R, (13)
two functions suitably defined on Ω and setting
u = αu¯, v = βv¯, (14)
in view of (12) we obtain{
u¯t = b1u¯+ bˆ2v¯ + f¯ ∗ + f¯ ,
v¯t = bˆ3u¯+ b4v¯ + g¯∗ + g¯ (15)
1 When Ω is a “cell of periodicity” in three dimensions like
Ω: x = (x, y, z) ∈ Ω ⇒ 0 x  a, 0 y  b, |z| 1
2
with u and v periodic in x and y directions of period a and b, respectively, then (3) and (4) are required only on
|z| = 1 ([4, p. 237], [14, pp. 387–388]).2
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f¯ ∗ = 1
α
f ∗|(u=αu¯), g¯∗ = 1β g∗|(v=βv¯), bˆ2 = βα b2,
f¯ = 1
α
f |(u=αu¯,v=βv¯), g¯ = 1β g|(u=αu¯,v=βv¯), bˆ3 = αβ b3.
(16)
In the sequel we will use two basic Liapunov functionals. The first one is given by
V (u¯, v¯) = 1
2
[∫
Ω
A(u¯2 + v¯2) dΩ + ∥∥b1v¯ − bˆ3u¯∥∥2 + ∥∥bˆ2v¯ − b4u¯∥∥2
]
, (17)
with
A = b1b4 − bˆ2bˆ3 = b1b4 − a2a3, I = b1 + b4. (18)
By virtue of
dV
dt
= 〈Au¯, u¯t 〉 + 〈Av¯, v¯t 〉 +
〈(
b21 + bˆ22
)
v¯, v¯t
〉+ 〈(bˆ23 + b24)u¯, u¯t 〉
− 〈(b1bˆ3 + bˆ2b4)v¯, u¯t 〉− 〈(b1bˆ3 + bˆ2b4)u¯, v¯t 〉, (19)
taking into account that along the solutions of (15) one immediately obtains⎧⎪⎪⎪⎨
⎪⎪⎪⎩
〈u¯, u¯t 〉 = 〈b1u¯, u¯〉 + 〈bˆ2u¯, v¯〉 + 〈u¯, f¯ ∗ + f¯ 〉,
〈v¯, v¯t 〉 = 〈bˆ3u¯, v¯〉 + 〈b4v¯, v¯〉 + 〈v¯, g¯∗ + g¯〉,
〈v¯, u¯t 〉 = 〈b1u¯, v¯〉 + 〈bˆ2v¯, v¯〉 + 〈v¯, f¯ ∗ + f¯ 〉,
〈u¯, v¯t 〉 = 〈bˆ3u¯, u¯〉 + 〈b4u¯, v¯〉 + 〈u¯, g¯∗ + g¯〉,
(20)
by straightforward calculations it turns out that along the solution of (12)
dV
dt
=
∫
Ω
AI (u¯2 + v¯2) dΩ +Ψ ∗ +Ψ (21)
with
Ψ ∗ = 〈α1u¯− α3v¯, f¯ ∗〉 + 〈α2v¯ − α3u¯, g¯∗〉,
Ψ = 〈α1u¯− α3v¯, f¯ 〉 + 〈α2v¯ − α3u¯, g¯〉,
α1 = A+ bˆ23 + b24, α2 = A+ b21 + bˆ22, α3 = b1bˆ3 + bˆ2b4. (22)
The second basic Liapunov functional is simply given by
E(u¯, v¯) = 1
2
[‖u¯‖2 + ‖v¯‖2]. (23)
Along the solution of (15) it turns out that
dE
dt
= 〈b1u¯, u¯〉 +
〈(
a2β
α
+ a3α
β
)
u¯, v¯
〉
〈b4v¯, v¯〉 + 〈u¯, f¯ + f¯ ∗〉 + 〈v¯, g¯ + g¯∗〉. (24)
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Lemma 1. Let Ω˜ ⊂ Ω and a.e. on Ω˜⎧⎪⎪⎨
⎪⎪⎩
bi(x) < 0, i = 1,4,
a2a3 > 0, b1b4a2a3 > ε
2 > 1,
m˜
√
a2
a3
 M˜,
(25)
with m˜ < M˜ positive constants such that
M˜
m˜
<
ε + √ε2 − 1
ε − √ε2 − 1 . (26)
Then the quadratic form
P(u¯, v¯) = b1u¯2 +
(
α
β
a3 + β
α
a2
)
u¯v¯ + b4v¯2 (27)
with
α = M˜m˜, β = 1
2
[
(M˜ + m˜)ε − (M˜ − m˜)
√
ε2 − 1 ] (28)
is negative definite a.e. on Ω˜ .
Proof. By virtue of (25)1–(25)2, the negativeness is guaranteed by(
β
α
|a2| + α
β
|a3|
)2
< 4b1b4, a.e on Ω (29)
and hence by⎧⎨
⎩
Z + 1
Z
< 2ε,
Z = β
α
√
a2
a3
,
a.e. on Ω, (30)
i.e. by
ε −
√
ε2 − 1 < β
α
m˜ < Z = β
α
√
a2
a3
<
β
α
M˜ < ε +
√
ε2 − 1. (31)
In view of (28)1, it is requested that
M˜
(
ε −
√
ε2 − 1)< β < m˜(ε +√ε2 − 1 ) (32)
which is obviously verified by (28)2. 
Lemma 2. Let Ω∗ ⊂ Ω and a.e. on Ω∗⎧⎪⎪⎨
⎪⎪⎩
bi(x) < 0, i = 1,4,
a2a3 < 0, b1b4|a2a3| > ε
2∗ = const > 0,
m∗ <
√∣∣ a2 ∣∣<M∗,
(33)a3
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M∗
m∗
<
√
ε2∗ + 1 + ε∗√
ε2∗ + 1 − ε∗
. (34)
Then (27) with
α = M∗m∗, β = 12
[
(M∗ +m∗)
√
ε2∗ + 1 − (M∗ −m∗)ε∗
] (35)
is negative definite a.e. on Ω∗.
Proof. The definite negativeness is guaranteed by (a.e. on Ω∗)(
β
α
|a2| − α
β
|a3|
)2
< 4b1b4 (36)
and hence by⎧⎨
⎩
(
Z − 1
Z
)2
< 4ε2∗,
Z = β
α
√∣∣ a2
a3
∣∣, (37)
i.e. by{
Z − 1
Z
< 2ε∗,
Z − 1
Z
> −2ε∗
(38)
and consequently by
√
ε2∗ + 1 − ε∗ <
β
α
m∗ <Z = β
α
√∣∣∣∣a2a3
∣∣∣∣< βαM∗ <
√
ε2∗ + 1 + ε∗. (39)
In view of (35)1, it is requested that
M∗
(√
ε2∗ + 1 − ε∗
)
< β <m∗
(√
ε2∗ + 1 + ε∗
) (40)
which are obviously verified by (35)2. 
Lemma 3. Let Ω∗∗ ⊂ Ω and a.e. on Ω∗∗⎧⎨
⎩
bi(x) < 0, i = 1,4,
a2 = 0, b1b4 > ε2∗∗ = const > 0,
|a3| <M3 = const > 0.
(41)
Then (27) with
α = ε∗∗, β = M3 (42)
is negative definite a.e. on Ω∗∗.
Proof. The proof is immediately obtained by substitution of (42) in (27). 
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⎩
bi(x) < 0, i = 1,4,
a3 = 0, b1b4 > ε2∗∗ = const > 0,
|a2| <M2 = const > 0.
(43)
Then (27) with
α = M2, β = ε∗∗ (44)
is negative definite a.e. on Ω˜∗.
Proof. Cf. the proof of Lemma 3. 
Lemmas 1–4 allow to obtain conditions guaranteeing the stability of the critical point
(u∗ = v∗ = 0) of (1). To this end we begin by recalling that the eigenvalues of (7) are given
by
λ = I ±
√
I 2 − 4A
2
. (45)
Therefore if ∀x ∈ Ω ,
bi(x) < 0, i = 1,4, A(x) > 0, (46)
the asymptotic stability of the critical point (ξ∗ = η∗ = 0) of (7) is guaranteed.
Theorem 1. Let (6) and (46) a.e. on Ω , hold. Then (u∗ = v∗ = 0) is nonlinearly asymptot-
ically exponentially stable with respect to the L2(Ω)-norm.
Proof. We denote by Ωi , i = 1,2,3,4, the largest subdomains of Ω such that⎧⎪⎨
⎪⎩
x ∈ Ω1 ⇒ a2a3 > 0, a.e. on Ω1,
x ∈ Ω2 ⇒ a2a3 < 0, a.e. on Ω2,
x ∈ Ω3 ⇒ a2 = 0, a.e. on Ω3,
x ∈ Ω4 ⇒ a3 = 0, a.e. on Ω4,
(47)
and by ε1, ε2 two positive constants such that{ b1b4
a2a3
> ε21, a.e. on Ω1,
b1b4|a2a3| > ε
2
2, a.e. on Ω/Ω1.
(48)
We notice that
ε1 > 1, Ω =
4⋃
i=1
Ωi. (49)
Let us consider now a partition of Ω1,
Ω1 =
n⋃
Ω˜i, n ∈ N, (50)
i=1
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M˜i
m˜i
<
ε1 +
√
ε21 − 1
ε1 −
√
ε21 − 1
. (51)
with
M˜i = ess.sup
Ω˜i
√
a2
a3
, m˜i = ess.inf
Ω˜i
√
a2
a3
. (52)
and a partition of Ω2,
Ω2 =
n+m⋃
i=n+1
Ω˜i, m ∈ N, (53)
such that for i = n+ 1, . . . , n+m
M˜i
m˜i
<
√
ε22 + 1 + ε2√
ε22 + 1 − ε2
(54)
with
M˜i = ess.sup
Ω˜i
√∣∣∣∣a2a3
∣∣∣∣, m˜i = ess.inf
Ω˜i
√∣∣∣∣a2a3
∣∣∣∣, i = n+ 1, . . . , n+m. (55)
Choosing
α =
⎧⎨
⎩
αi = M˜im˜i , ∀x ∈ Ω˜i, i = 1, . . . , n, . . . , n+m,
αn+m+1 = ε2, ∀x ∈ Ω3,
αn+m+2 = M2, ∀x ∈ Ω4,
(56)
β =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
βi = 12
[
(M˜i + m˜i)ε1 − (M˜i − m˜i)
√
ε21 − 1
]
, ∀x ∈ Ω˜i, i = 1, . . . , n,
βi = 12
[
(M˜i + m˜i)
√
1 + ε22 − (M˜i − m˜i)ε2
]
, ∀x ∈ Ω˜i,
i = n+ 1, . . . , n+m,
βn+m+1 = M3, ∀x ∈ Ω3,
βn+m+2 = ε2, ∀x ∈ Ω4,
(57)
with
M2 = ess.sup
Ω4
|a2|, M3 = ess.sup
Ω3
|a3|, (58)
it turns out that⎧⎪⎨
⎪⎩
〈u¯, f¯ ∗〉 =∑n+m+2i=1 〈 1αi u¯, f¯ (αi u¯)〉Ω˜i =∑n+m+2i=1 〈u¯, f¯ ∗(u¯)〉Ω˜i
= ∫
Ω
u¯(u¯+ α¯u¯) dΩ = −(‖∇u¯‖2 − α¯‖u¯‖2),
〈v¯, g¯∗〉 = −(‖∇v¯‖2 − α¯‖v¯‖2),
(59)
with
Ω˜n+m+1 = Ω3, Ω˜n+m+2 = Ω4. (60)
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dE¯
dt

n+m+2∑
i=1
[
−∥∥√|b1|u¯∥∥2Ω˜i − ∥∥√|b4|v¯∥∥2Ω˜i +
〈(
αi
βi
a3 + βi
αi
a2
)
u¯, v¯
〉
Ω˜i
]
+ 〈u¯, f¯ 〉 + 〈v¯, g¯〉. (61)
In view of (49)–(58) and Lemmas 1–4 there exist n + m + 2 positive constants εi < 1
such that a.e. on Ωi∣∣∣∣a3 αiβi + a2
βi
αi
∣∣∣∣ 2εi√b1b4, (62)
and hence ∀i ∈ {1, . . . , n+m+ 2}〈(
αi
βi
a3 + βi
αi
a2
)
u¯, v¯
〉
Ω˜i
−εi
(∥∥√|b1|u¯∥∥2Ω˜i + ∥∥√|b4|v¯∥∥2Ω˜i
)
. (63)
Setting
ε¯ = inf{ε1, ε2, . . . , εn+m+2}, δ = (n+m+ 2)ε¯, (64)
from (61)–(64) it turns out that
dE
dt
−δ
(∥∥√|b1|u¯∥∥2 + ∥∥√|b4|v¯∥∥2)+ 〈u¯, f¯ 〉 + 〈v¯, g¯〉. (65)
By virtue of (6) there exist two positive constants ε and μ such that{ |〈u,f 〉| μ(‖u‖2 + ‖v‖2)1+ε,
|〈v,g〉| μ(‖u‖2 + ‖v‖2)1+ε. (66)
Therefore setting⎧⎪⎪⎨
⎪⎪⎩
α∗ = min{α1, . . . , αn+m+2}, β∗ = min{β1, . . . , βn+m+2},
k∗ = max{α21, . . . , α2n+m+2, β21 , . . . , β2n+m+2},
k1 = μ
( 1
α2∗
+ 1
β2∗
)
(2k∗)1+ε, k = 2δ inf(δ1, δ2), δi = ess.sup
Ω
√|bi |,
(67)
by virtue of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
〈u¯, f¯ 〉 = 〈 1
α2
u,f
〉
 1
α2∗
|〈u,f 〉|
 1
α2∗
μ[‖u‖2 + ‖v‖2]1+ε  μ
α2∗
(2k∗)1+ε(E)1+ε,
〈v¯, g¯〉 μ
β2∗
(2k∗)1+ε(E)1+ε − δ
(‖√|b1|u¯‖2 + ‖√|b4|v¯‖2)−kE
(68)
it turns out that
dE
dt
−(k − k1Eε)E. (69)
For any 0 < r0 < k, in view of (69) it easily follows that
k1E
ε(0) < r0 (70)
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k1E
ε(t) < r0, ∀t > 0, (71)
and hence
dE
dt
−(k − r0)E, ∀t > 0, (72)
i.e.
E E0e−(k−r0)t , ∀t > 0. (73)
4. Instability
By virtue of (45), the critical point (ξ∗ = η∗ = 0) of (7) is unstable iff ∃x0 ∈ Ω :
I (x0) > 0, A(x0) > 0 (74)
or
A(x0) < 0. (75)
Passing to the instability of (u∗ = v∗ = 0) of (1) in the L2(Ω)-norm we will distinguish
two kinds of instability according to (74) or (75) are verified only on a subdomain Ω∗ of
Ω or a.e. on Ω . In the first case we define the instability localized on Ω∗; in the second
case we define the instability distributed on Ω . We begin by considering the instability
distributed overall on Ω .
Theorem 2. Let (74) hold a.e. on Ω . Then (u∗ = v∗ = 0) is linearly unstable with respect
to the L2(Ω)-norm.
Proof. Choosing α = β = 1, ∀x ∈ Ω , on any “kinematically admissible” perturbation{
u = p = ϕ1(t)φ,
v = q = ϕ2(t)φ (76)
with ϕi , i = 1,2, arbitrary functions of t and
φ = α¯φ, (77)
respectively, on H 10 (Ω) or H
1∗ (Ω) (according to the boundary conditions), misregarding
the contributions Ψ of the nonlinear terms f and g, from (21) it follows that
dV
dt
=
∫
Ω
AI (p2 + q2) dΩ. (78)
By virtue of (17), there exist two positive constants δi, i = 1,2, such that
δ1V  ‖u‖2 + ‖v‖2  δ2V. (79)
Hence setting
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Ω
(AI) (80)
it follows that
dV
dt
=
∫
Ω
AI (p2 + q2) dΩ > m
δ1
(‖p‖2 + ‖q‖2)>mV , (81)
i.e.,
V  V0emt .  (82)
Theorem 3. Let (6) and (74) a.e. on Ω hold. Then (u∗ = v∗ = 0) is nonlinearly unstable
with respect to the L2(Ω)-norm.
Proof. Choosing {α = β = 1, ∀x ∈ Ω}, in view of (6) and (79) it follows that
|Ψ | k1
(‖u‖2 + ‖v‖2)1+ε  kV 1+ε (83)
with k, k1, ε positive constants. From (21), (81) and (83) it turns out that
dV
dt
mV − kV 1+ε, (84)
i.e.
1
V 1+ε
dV
dt
 m
V ε
− k. (85)
Setting Z = 1
V ε
, it follows that
dZ
dt
+ εmZ  εk, (86)
i.e.
V ε  me
εmt
mZ0 + keεmt .  (87)
Theorem 4. Let{
A = b1b4 − a2a3 < 0 a.e. on Ω,
measΩ4 = 0, (88)
Ω4 being the largest subdomain of Ω such that
x ∈ Ω4 ⇒ a2 = a3 = 0. (89)
Then (u∗ = v∗ = 0) is unstable.
Proof. In view of the procedure of Theorem 3, it is enough to show that (u∗ = v∗ = 0) is
linearly unstable. Let us consider the kinematically admissible perturbations (76) with{
u = αu¯ = αϕ1(t)φ,
v = βv¯ = βϕ2(t)φ,
ϕ1 = ϕ2 = ϕ(t), ∀t  0,
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P(u¯, v¯) = ϕ2φ2
(
b1 + α
β
a3 + β
α
a2 + b4
)
. (90)
Let
ε > max
Ω
(|b1| + |b4|) (91)
and observe that
α
β
a3 + β
α
a2 > 2ε (92)
implies
P(u¯, v¯) > εϕ2φ2. (93)
Setting
Ω =
3⋃
i=1
Ωi (94)
with {
Ω1: x ∈ Ω1 ⇒ a2 > 0, a3  0, a.e.,
Ω2: x ∈ Ω2 ⇒ a2  0, a3 > 0, a.e.,
Ω3: x ∈ Ω3 ⇒ a2a3 > 0, a.e.,
(95)
and choosing
α =
{
1, ∀x ∈ Ω1,
maxΩ2∪Ω3
ε+
√
ε2+|a2a3|
|a3| , ∀x ∈ Ω2 ∪Ω3,
(96)
β =
⎧⎨
⎩
maxΩ1
ε+
√
ε2+|a2a3|
|a2| , ∀x ∈ Ω1,
1, ∀x ∈ Ω2,
±1, ∀x ∈ Ω3 according to a2 > 0 or a2 < 0;
(97)
then (92) is fulfilled a.e. on Ω .
By virtue of (59) with i = 1,2,3,4, from (24) misregarding the contribution of f¯ and g¯,
it turns out that along (76)
dE
dt
 ϕ2(t)φ2(t) = εE, (98)
i.e. limt→∞ E = ∞. 
Theorem 5. Let (88)1 hold with
a2a3  0, b1 > 0, a.e. on Ω (99)
or
a2a3  0, b4 > 0, a.e. on Ω. (100)
Then (u∗ = v∗ = 0) is unstable.
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consider the kinematically admissible perturbations (76) with
ϕ1(t) = Zϕ(t), ϕ2(t) = ϕ(t), (101)
Z being a real suitable parameter to be determined.
Then (27), with α = β = 1, along
u = Zϕ(t)φ(x), v = ϕ(t)φ(x) (102)
becomes
P(u, v) = ϕ2φ2[b1Z2 + (a2 + a3)Z + b4]. (103)
Setting
0 < ε = −1
2
ess.inf
Ω
b4 (104)
it follows that
b1Z
2 + (a3 + a3)Z + b4  b1Z2 + (a2 + a3)Z − ε2 . (105)
Choosing Z in such a way that
b1Z
2 + (a3 + a3)Z − ε  0 a.e. on Ω, (106)
i.e.
Z > Z¯ = ess.sup
Ω
−(a2 + a3)+
√
(a2 + a3)2 + 4εb1
2b1
(107)
along (102) from (24) with Z > max{Z¯,1}—misregarding the contributions of f¯ and g¯—it
follows that
dE
dt
 εϕ2(t)
∫
Ω
φ2dΩ >
ε
Z
E
and hence limt→∞ E(t) = +∞.
Remark 1. We observe that (88)2 is not requested by Theorem 5.
Remark 2. Let
a1 + a4 > 0, a1a4 − a2a3 > 0, a.e. on Ω. (108)
Then according to Theorem 2—in absence of diffusivity—(u∗ = v∗ = 0) is unstable.
Therefore when (108) and (46) hold, (u∗ = v∗ = 0) in the presence of diffusivity becomes
stable i.e., the diffusivity has a stabilizing effect.
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Let {Ω∗ ⊂ Ω,Ω∗ = Ω} be a smooth subdomain of non-zero measure and let H¯ 10 (Ω∗)
denote the subspace of H 10 (Ω) of the functions φ such that φ ∈ H¯ 10 (Ω∗) implies
φ =
{
φ1(x), ∀x ∈ Ω∗,
0, ∀x ∈ Ω −Ω∗ (109)
with φ1 ∈ H 10 (Ω∗).
Theorem 6. Let (3) and
I (x) > 0, A(x) > 0 a.e. on Ω∗ (110)
hold. Then (u∗ = v∗ = 0) is unstable.
Proof. Let α = β = 1, ∀x ∈ Ω and (p, q) be a kinematically admissible perturbation like
(76) such that (p, q) ∈ [H¯ 10 (Ω∗)]2, ∀t  0. Then the instability is immediately implied by
Theorems 2, 3. In fact, along (p, q) the functional (17) reduces to
V (p,q) = 1
2
[ ∫
Ω∗
A(p2 + q2)dΩ∗ + ‖b1q − a3p‖2Ω∗ + ‖a2q − b4p‖2Ω∗
]
(111)
and—misregarding the contributions of the nonlinear terms f and g—it follows that
dV
dt
=
∫
Ω∗
AI (p2 + q2) dΩ∗.  (112)
Starting from (111), (112), the procedures of Theorems 2, 3 can be used.
Theorem 7. Let (3) and the assumptions of Theorems 4 or 5 hold, with Ω replaced by Ω∗.
Then (u∗ = v∗ = 0) is unstable.
Proof. Cf. the proof of Theorems 4, 5. 
Remark 3. Let Ω∗ be the cube D given by{
x0 − d  x  x0 + d,
y0 − d  y  y0 + d,
z0 − d  z z0 + d
(113)
with x0 = (x0, y0, z0) ∈ ˚Ω and d positive constant. Then it easily follows that (u¯, v¯) with
u¯ = v¯ = α¯d
2
3π2
ϕ(t) sinπ
x − x0
d
sinπ
y − y0
d
sinπ
z − z0
d
, (114)
and ϕ(t), smooth arbitrary functions of t , belongs to [H 10 (D)]2.
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(4)–(5). In fact, denoting by H¯ 1∗ (Ω∗) the subspace of H 1∗ (Ω) of the functions φ such that
φ ∈ H¯ 1∗ (Ω∗) implies
φ =
{
φ1(x), ∀x ∈ Ω∗,
0, ∀x ∈ Ω −Ω∗ (115)
with φ1 ∈ H 1∗ (Ω∗), and following the procedures previously used, one immediately obtains
the proof of Theorems 6, 7 under the boundary data (4), (5). Further, in the case of the cube
(113), it easily follows that (u¯, v¯) with
u¯ = v¯ = α¯d
2
3π2
ϕ(t) cosπ
x − x0
d
cosπ
y − y0
d
cosπ
z − z0
d
, (116)
and ϕ(t), smooth arbitrary functions of t , belongs to [H 1∗ (D)]2.
Remark 5. Let
I (x0) > 0, A(x0) > 0 (117)
with x0 ∈ ˚Ω . Then ai ∈ C(Ω),∀i ∈ {1,2,3,4}, guarantee that exists d > 0 such that the
cube (113) is a subdomain of ˚Ω with
I (x) I (x0)
2
> 0, A(x) A(x0)
2
> 0, ∀x ∈ D. (118)
Therefore, in view of Theorem 6, (117) imply instability.
Analogously, let
A(x0) < 0 (119)
with x0 ∈ ˚Ω . Then ai ∈ C(Ω) guarantee that exists a d > 0 such that the cube (113) is a
subdomain of ˚Ω with
A(x) < 0, a2(x)a3(x) = 0, ∀x ∈ D. (120)
Therefore, in view of Theorem 7, (118) imply the instability.
Remark 6. We underline the relevance of (117) and (119) for the onset of the instability.
In fact, assume that ai = ai(x,R,C)—with R and C positive dimensionless parameters
peculiar of the phenomenon described by (1)—and let
m = inf
Ω×R2+
A(x,R,C) < 0, A(xj ,Rj ,Cj ) = m, j = 1,2, . . . , n, (121)
with {xj ,Rj ,Cj } ∈ ˚Ω ×R2+.
Then
R
(1)
C = infRj , C(1)C = infCj , j = 1,2, . . . , n, (122)
denote the critical values of R and C for the onset of the instability, computable by means
of (119). Analogously critical values R(2) and C(2) of R and C can be obtained fromC C
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values for R and C. In the following section, we apply this methodology for obtaining
the instability conditions for a double diffusive convection in a rotating porous medium,
uniformly heated and salted from below.
6. Instability conditions for a double diffusive convection in rotating porous media
The Darcy–Oberbeck–Boussinesq equations governing the motion of a binary porous
fluid mixture bounded by two horizontal planes uniformly rotating around the vertical axis
z are [6–12]:⎧⎪⎨
⎪⎩
∇p = −μ
k
v + ρf g − 2ρ0 ω × v,∇ · v = 0,
ATt + v · ∇T = kT T,
Ct + v · ∇C = kCC,
(123)
ρf = ρ0[1 − γT (T − T0)+ γC(C −C0)]; p1 is the pressure field; p = p1 − 12ρ0[ω × x]2;
ω = ωk is the constant angular velocity; γC, γT are, respectively, the thermal and solute
expansion coefficients;  is the porosity of the medium; T0 is a reference temperature;
C0 is a reference concentration; v is the seepage velocity field; C is the concentration
field; μ is the viscosity; T is the temperature field; kT , kC are, respectively, the thermal
and salt diffusivity; c is the specific heat of the solid; ρ0 is the fluid density at reference
temperature T0; A = (ρ0c)m/(ρ0cp)f ; cp is the specific heat of fluid at constant pressure;
and the subscript m and f refer to the porous medium and to the fluid, respectively. To
(123) we append the boundary conditions{
TL = T0 + (T1 − T2)/2, CL = C0 + (C1 −C2)/2 on z = 0,
TU = T0 − (T1 − T2)/2, CU = C0 − (C1 −C2)/2 on z = d (124)
with T1 > T2 and C1 >C2. Let us introduce the dimensionless quantities
x = d x˜, t = Ad
2
kT
t˜, v = kT
d
v˜,
P˜ = k(p + ρ0gz)
μkT
, T˜ = T − T0
T1 − T2 , C˜ =
C −C0
C1 −C2 .
Omitting all the tildes, the dimensionless equations are:⎧⎪⎨
⎪⎩
∇P = −v + (RT − CC)k + T v × k,
∇ · v = 0,
Tt + v · ∇T = T,
εLeCt + Lev · ∇C = C,
(125)
where
ν = μ/ρ0 is the kinematic viscosity,
ε = /A is the normalized porosity,
T = 2kω/ν is the Taylor–Darcy number,
Le = kT /kC is the Levis number,
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νkT
is the thermal Rayleigh number,
C = γCg(C1−C2) dk
νkT
is the solutal Rayleigh number.
To (125) we append the boundary data{
TL = 1/2, CL = 1/2 on z = 0,
TU = −1/2, CU = −1/2 on z = 1. (126)
(125)–(126) admit the steady state solution (motionless state){
vs = 0; ∇ps(z) = (−R + C)
(
z − 12
)
k;
T (z) = −(z − 12); C(z) = −(z − 12) (127)
On denoting by u = (u, v,w), θ,Γ,π the dimensionless perturbations to the (seepage) ve-
locity, temperature, concentration and pressure fields, respectively, the equations governing
the perturbations u = (u, v,w), θ,LeΓ,π are:⎧⎪⎨
⎪⎩
∇π = −u + (Rθ − LeCΓ )k + T u × k,
∇ · u = 0,
θt + u · ∇θ = w +θ,
εLeΓt + Le u · ∇Γ = w +Γ
(128)
with the boundary conditions:
w = θ = Γ = 0 on z = 0,1. (129)
In the sequel we shall assume that the perturbation fields are periodic functions of x
and y of periods 2π/ax,2π/ay , respectively, and we shall denote by Ω = [0,2π/ax] ×
[0,2π/ay] × [0,1] the periodicity cell. Finally to ensure that the steady state (127) is
unique, we assume that∫
Ω
udΩ =
∫
Ω
v dΩ = 0.
By taking the third component of the double curl of (128)1 and linearizing we obtain⎧⎨
⎩
w + T 2wzz = 1(Rθ − LeCΓ ),
θt = w +θ,
εLeΓt = w +Γ,
(130)
where 1 = ∂2∂x2 + ∂
2
∂y2
. We notice that the set I of the kinematically admissible perturba-
tions is characterized by (129), (130)1, the periodicity and regularity conditions.
It is easily verified that setting⎧⎪⎨
⎪⎩
w¯ = γ (Rθ¯ − LeCΓ¯ ),
θ¯ = θˆ (x, y, t) sin(πz),
Γ¯ = Γˆ (x, y, t) sin(πz)
(131)
with
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2
ξ + T 2π2 , a
2 = a2x + a2y, ξ = a2 + π2, (132)
and θˆ , Γˆ verifying the plan-form equation
1 · = −a2 ·, (133)
it follows that (w¯, θ¯ , Γ¯ ) ∈ I . Along this perturbations (130)2–(130)3 become{
θ¯t = γRθ¯ − γLeCΓ¯ +θ¯,
εLe Γ¯t = γRθ¯ − γLeCΓ¯ +Γ¯ .
(134)
By virtue of
θ¯ = −ξ θ¯ , Γ¯ = −ξ Γ¯
it follows that the constant α¯2 appearing in (7) is given by ξ , and (134) can be written
(omitting the bar){
θt = b1θ + b2Γ,
Γt = b3θ + b4Γ (135)
with
b1 = γR − ξ, b2 = −γLeC, b3 = 1
ε Le
γR, b4 = −γ
ε
C − 1
εLe
ξ (136)
and hence
A = − ξ
εLe
(γR − Leγ C − ξ), I = γR − γ
ε
C −
(
1 + 1
ε Le
)
ξ. (137)
In view of Theorem 4, Remark 5 and (119), A< 0, i.e.
R >
ξ
γ
+ LeC (138)
implies instability. Since⎧⎪⎪⎨
⎪⎪⎩
RB = infa2∈R+
(
ξ
γ
)
a2=a¯2 =
(
ξ
γ
)
a2=a¯2 ,
a¯2 = π2√1 + T 2,
RB = π2
(
1 + √1 + T 2),
(139)
(138) immediately gives the instability condition2
R >R
(1)
C = RB + LeC (140)
for any Le, C and ε.
On the other hand, (117) for
εLe > 1, C  C∗ = RB
Le(εLe − 1) (141)
2 The instability condition (140) coincides with the which one obtained in [13] in a different and more involved
manner.
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R >R
(2)
C =
C
ε
+
(
1 + 1
εLe
)
RB. (142)
But, by virtue of (140), it turns out that
R
(2)
C −R(1)C =
1
ε
[
(1 − εLe)C + RB
Le
]
 0 (143)
hence the critical value RC of R for the onset of instability is given by R(2)C when (141)
hold and by R(1)C in any other case.
7. Final remarks
(i) Let I denote the identity operator. The scalar
E(u, v) = 〈u,Iu〉 + 〈v,Iv〉, (144)
is usually interpreted as “energy”of the perturbation (u, v) to the basic state. Generalizing
this point of view, the scalar
Q = 〈u,Fu〉 + 〈v,Gv〉 (145)
with F and G operators acting on u and v, respectively, can be interpreted as “energy”
dissipated or generated by the operators F , G, according to Q 0 or Q 0, respectively.
In the case of the operators
F = γ1, G = γ2 (146)
appearing in (1), in view of
〈f,f 〉 = 〈f,∇ · ∇f 〉 = −‖∇f ‖2, ∀f ∈ H 10 (Ω), ∀f ∈ H 1∗ (Ω), (147)
Q is given by
Q = −γ1‖∇u‖2 − γ2‖∇v‖2 (148)
and hence the energy is dissipated by (10). By virtue of (9),
|Qmax| = α¯
(
γ1‖u¯‖2 + γ2‖v¯‖2
) (149)
with {
u¯+ α¯u¯ = 0,
v¯ + α¯v¯ = 0 (150)
denotes the lowest energy dissipated by (145) at each instant. The guideline of the present
paper has been to show that the conditions guaranteeing the stability (instability) with re-
spect to the perturbations dissipating the lowest energy, guarantee the stability (instability)
with respect to any other perturbation.
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with C positive constant. This happens, for instance, in the case{
f = c11u2 + c12uv + c13v2,
g = c21u2 + c22uv + c23v2 (152)
with cij = const, i = 1,2, j = 1,2,3, under Dirichlet boundary conditions.
In fact in this case, by use of the Cauchy–Schwarz inequality and Sobolev embedding
inequality [7]∫
Ω
u4 dΩ  C1‖∇u‖4, C1 = C1(Ω) = positive constant, (153)
one easily obtains that⎧⎪⎨
⎪⎩
∫
Ω
u3 dΩ  C2‖u‖ · ‖∇u‖2,
∫
Ω
v3 dΩ  C2‖v‖ · ‖∇v‖2,∫
Ω
u2v dΩ C2‖v‖ · ‖∇u‖2,
∫
Ω
uv2 dΩ  C2‖u‖ · ‖∇v‖2,
C2 = C2(Ω) = positive constant,
(154)
and (151) immediately follows. Then one has to go back to (24).
We here—for the sake of simplicity—consider, in the case ai = const, i = 1,2,3,4, the
nonlinear instability problem under the assumptions of Theorem 4. Along the kinemati-
cally admissible perturbations considered in the proof of Theorem 4, in view of (24), (48)
and (151) one obtains
dE
dt
 εE − kE3/2 (155)
with ε and k positive constants, and hence
E1/2 
εE
1/2
0 e
εt/2
kE
1/2
0 e
εt/2 + ε
. (156)
We end by observing that (152) reflect the nonlinearity encountered in many generalized
Lotka–Volterra models [14]. The nonlinear stability–instability of these models will be
considered in a next paper.
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