This work presents an alternative metric for evaluating the quality of solar forecasting models. Some conventional approaches use quantities such as the root-mean-squareerror (RMSE) and/or correlation coefficients to evaluate model quality. The direct use of statistical quantities to assign forecasting quality can be misleading because these metrics do not convey a measure of the variability of the time-series for the solar irradiance data. In contrast, the quality metric proposed here, which is defined as the ratio of solar uncertainty to solar variability, compares the forecasting error with the solar variability directly. By making the forecasting error to variability comparisons for different time windows, we show that this ratio is essentially a statistical invariant for each forecast model employed, i.e., the ratio is preserved for widely different time horizons when the same time averaging periods are used, and therefore provides a robust way to compare solar forecasting skills. We employ the proposed metric to evaluate two new forecasting models proposed here, and compare their performances with a persistence model.
Introduction
One of the leading impediments for achieving higher market penetration and power grid connectivity of solar and wind technologies is the variable nature of such resources. Recent studies on higher penetration impact of renewables have emphasized the need for accurate forecasts if large variable capacities are to be achieved [1] [2] [3] . Historically, most of the power grid variability has been on the load (demand) side because fossil and nuclear generation are designed to operate in stable, dispatchable and controllable fashion. In order to increase renewable power capacity penetration, independent system operators must now cope with generation variability. Therefore load forecasting errors have economic consequences on electricity markets, as well as other operational impacts [2] .
Current efforts in developing forecast models include the development of artificial neural networks (ANNs) for time series predictions, semi-empirical models based on satellite images and predictions based on national or regional weather predictions (see, e.g., Refs. [4] [5] [6] ). Many of the existing forecast models have been shown to predict the 1-h integrated solar irradiance 1 -or 2-h ahead to good accuracy [7] [8] [9] and forecast models for same-day [4, 6] , 1-5 days ahead have also been developed with good accuracy and reliability. Effective forecasting methodologies and relevant inputs considered can vary widely depending on the time horizons considered.
However, consideration of the relative advantages of different forecasting methodologies is not straightforward because different authors use different evaluation criteria, and also because the solar radiation data sets are dependent on geographic location, time of year, and climate. The second issue is particularly significant as it is relatively easier to forecast the solar irradiance during clear day periods, and therefore an oversimplistic forecast model can yield very good conventional statistical metrics for those conditions when solar irradiation is highly predictable. The same oversimplistic forecast model would certainly fail under different geoclimatic conditions. The purpose of this work is to present an alternative approach to evaluate the quality of forecast models by defining and quantitatively comparing the solar resource variability (V) and the forecast uncertainty (U). The observation that leads to the relationship between V and U is that forecast model errors are typically higher during wet (cloudy) days than during dry (clear) days, as clearly demonstrated in a few recent studies [4, 6] . In this paper, we analyze forecast models and quantify the relationship between "variability" and "uncertainty" in order to produce a consistent metric that is independent of the time horizon under consideration.
Since the forecast quality measures that is introduced depends on using clear sky solar irradiation model as a normalization factor to compute V and U and to define a persistence model, we consider two clear sky models. We also test a definition of V and U and a persistence model based on the extraterrestrial solar irradiance so that, unlike the clear sky models, location dependent parameters can be avoided. The clear sky and persistence models are described in Secs. 2 and 3, respectively. In Sec. 4, the solar irradiance variability is defined and discussed following the work from Refs. [10, 11] . After these preliminaries, the goal here is to evaluate the forecasting using a more robust and meaningful metrics which is based on determining the average forecasting skill (hSi). In Sec. 5, we describe the forecasting model evaluation procedure. In Sec. 6, two forecasting models are developed and, along with the persistence models, are evaluated in terms of the conventional and proposed evaluation metrics. The rest of the paper discusses further forecasting evaluations for various timehorizons and other possible applications of understanding forecast uncertainty and variability.
Clear-Sky Models
This section describes two clear sky models which are used for persistence forecasts and for normalization in the evaluation metric described later. The parameters of the clear sky models are site specific to the location of the study (Merced, CA.) and for the period of the study (Jan. 1-Oct. 31, 2010) and therefore may not be accurate for other locations. The interested reader can find other well studied clear sky models from [12] . Here we only choose two clear sky models, one which is a based on a polynomial regression and the other based on the European Solar Radiation Atlas (ESRA) clear sky model, so that the sensitivity of the methods for forecasting of clear sky days can be examined. The sensitivity should be small since short-term forecasting involves the use of previous irradiance values that can be used to adjust the clear sky predictions. This particular feature of short-term forecasting is shown using a persistence model in Sec. 3. 
where the coefficients where determined as:
, and I clr;poly is in W=m 2 . This model was generated using selected clear sky days in the data set collected in the year 2010 at the University of California Merced solar observatory station. The accuracy for a few selected days is shown in Table 1 .
2.2 CS Model 2: ESRA. As a second clear sky model, I clr;ESRA is computed using the ESRA model adopted from Refs. [13, 14] . The algorithms used are developed by Ref. [13] and were obtained from the accompanying c.d. to Ref. [14] . The ESRA model only depends on a site dependent Linke-Turbidity factor ðT L Þ. Here, T L is set to T L ¼ 4 so that the bias for all of the clear sky days of the entire data set is minimized.
The polynomial and ESRA clear sky models are compared in Fig. 1 which shows that models do not exactly match. Although their correlation is high, there is a spread of RMSE ¼ 14:7W=m 2 . It is intentional to have a difference between the polynomial and the ESRA clear sky models so that we can test the resulting sensitivity to the evaluations of the developed forecasting models. 3.2 Clearness Persistence Model. As a slight variation of the persistence models just described, we also apply a clearness persistence model which is based on the extraterrestrial solar radiation ðI 0 Þ rather than I clr , that is computed in W=m 2 as
where G 0 ¼ 1367 W=m 2 is the solar constant. Moreover, this persistence does not involve any location-dependent fitting parameters as the clear sky models, however, when compared to irradiance the I 0 has a large positive bias I 0 . The resulting clearness-based persistence model is similarly defined aŝ Applying this persistence model gives us an extreme case, where the normalization factor has a large positive bias compared to measured clear sky irradiance values and will be useful to evaluate the sensitivity of how accurate clear sky models need to be for short-term forecasting.
Clear Sky Modeling and Forecasting
Accuracy. This section is intended to clarify the difference between the accuracy of clear sky models (I clr ) and persistence forecast models (Î p ) during clear days. The main difference is that the persistence models utilize the clear sky (or clearness) index at time t as an indication of the irradiance value at t þ Dt, whereas the clear sky model does not use this information. Clear sky models are generally used with satellite-based modeling to predict irradiance for location where no other measurements exist, however, in forecasting applications, on-site solar irradiance measurements are generally available. As a result, the persistence models are more accurate than the clear sky models.
To demonstrate, consider the arbitrarily selected clear days shown in Fig. 3 which shows the measured hourly average values of the solar irradiance I(t), the polynomial based clear sky model I clr;poly , and the polynomial based persistence forecast modelÎ poly . As this graph shows, the clear sky model fails to overlap well the irradiance values for a few of the days while on other days there is close overlap. The persistence, on the other hand, is fairly accurate for each of the days shown. The same analysis can be done with other clear sky (or extraterrestrial) and persistence models. Applying the RMSE (defined in Sec. 5) and mean-bias-error (MBE) as levels of accuracy for the days shown in Fig. 3 , we get the results shown in Table 1 . According to the obtained values, the persistence-based forecasts are much more accurate than the accuracy of a clear sky model indicate. Similar results can be obtained for other forecasting horizons besides 1-h. Based on our experience, clear sky modeling accuracy is not critical for short-term forecasting applications.
Solar Resource Variability
The variability of solar irradiance at the ground level is due to several factors such as the presence of participating gases in the atmosphere (CO 2 , H 2 O, etc.), aerosols, cloud cover, and solar position [14] . Most of the solar variability, however, is due to the latter two factors. The variability due to solar position is completely deterministic while the variability due to clouds is considered mostly stochastic because precise models for cloud dynamics have been proven elusive. The portion of solar variability that is of most concern to forecast models is the cloud-induced (or stochastic) component [3, 10, 15] , thus we refer to solar variability as the standard deviation of the step-changes of the ratio of the measured solar irradiance to that of a clear sky solar irradiance so that the diurnal variability is neglected
In the above definition for V, k is either the clear sky or clearness index depending on whether we use the I clr;poly , I clr;ESRA or I 0 . This formulation of variability is essentially the same as in Refs. [11, 16] , except for the modification to include the deterministic changes ðDkðtÞÞ as is done in Refs. [10, 15] . For very small time intervals of less than 5 min this modification is not too important because the deterministic (solar position dependent) variations are small. Figure 4 shows values of DkðtÞ for a sequence of clear and cloudy days. For clear days, the fluctuations DkðtÞ are much smaller than for the cloudy days where large ramps are apparent in the DkðtÞ time-series signal.
5 Uncertainty in Solar Resource: Forecasting Errors 5.1 Conventional Statistical Metrics to Characterize Model Quality. The coefficient of determination is a comparison of the variance of the errors to the variance of the data which is to be modeled
where the denominator in the second term of the right hand side of the equation is the calculated variance VarðIÞ of the data set, not to be mistaken for the variability (% ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi VarðDkÞ p ). Another common evaluation metric is the RMSE which yields a measure of the average spread of the forecasting errors. The RMSE is calculated as, 
where the summation is carried over the entire data set. Typically night values are removed in the above calculations of R 2 and RMSE and only 1 value is given to summarize the entire data set. Both the RMSE and the R 2 do not help to quantify the amount of variability actually in the irradiance data. Other solar forecasting metrics include normalization of RMSE (relative RMSE), the MBE, the mean absolute error, the mean absolute percentage error, and the correlation coefficient (q). Again, none of these metrics embed a sense of variability of the irradiance time-series data.
Proposed Metric.
Here we define the uncertainty as the standard deviation of a model forecast error divided by the estimated clear sky value of the solar irradiance over a subset time window of N w data points
This definition is related to the commonly used RMSE [4, 6, 8, 9] where sometimes relative or normalized RMSE is used [4, 6, 9] with respect to the average irradiance. The present definition of solar resource uncertainty is closely related to those except that in our definition, the normalization is made with respect to I clr for which we will use I clr;poly , I clr;ESRA or I 0 in our evaluations.
The following metric directly evaluates the variability that is effectively reduced by the forecasting models by taking the difference between U and V and normalizing it with respect to V
where U and V are calculated over the same data set. The metric for evaluating the quality of forecast models is more simply computed by considering the ratio between uncertainty, U, and variability, V, such that
The forecast quality measure is defined above is such that when s ¼ 1 it means that the solar irradiance is perfectly forecasted, and when s ¼ 0 the solar irradiance variability dominates the forecast. By definition, the persistence model should have a forecast quality measure of s ¼ 0, as can be shown by comparing Eqs. (3), (8), and (11). The ratio U/V would be then defined as a measure of the benefit of a forecast method with respect to the persistency forecast based on the clear sky index. If s is negative for a developed forecast model, then that model performs worse than a persistence forecast. A typical forecast model should be characterized with values between 0 and 1, with higher values indicating better forecasting. Since U and V are random variables, it follows that s is also a random variable. To obtain a representative value of s, we take the average value hsi as the indication of forecast skill. The average is obtained by calculating U and V for various time-window subsets. If a time window contains a large number of clear days, then both U (forecasting error) and V (the solar irradiance variability) will be small for that time window, thereby, the relative amount of error to variability is preserved. The time windows are selected by fixing N w (the window size) and computing U j and V j over each jth window in the time series. The window partitioning is illustrated in Fig. 5 , showing solar irradiance and calculated values of Dk poly for the data set spanning Jan. 1-Oct. 31. Low confidence experimental values due electrical power issues that occurred in May and July were removed from the calculations. In the case shown in Fig. 5 , the window size is N w ¼ 500 and are separated by the dashed vertical bars. As mentioned above, night values are not included in Fig. 5 , nor are they used in the calculations below.
Application of Proposed Metric to Forecast Model Evaluation
The metric proposed is now applied to solar forecasting models based on ANNs. We employ feedforward ANNs to approximate future hourly values of the I(t) using lagged values of the time series. In the first case, we use only the time-series of hourly averaged I(t), and in the second case, we use more information of I(t) by including 30-min and 6-min moving averages and standard deviations computed from 30-s interval data. In this work, we do not consider applying an input selection scheme to determine the most relevant inputs (see e.g., Ref. [4] ), but rather limit the scope to determining whether or not including several more inputs than just the hourly averaged values of I(t) time series alone will improve the forecasting performance of the models. The forecasting performances are evaluated based on the conventional and the proposed metric (s) in order to compare and contrast the quality of the models. 
where n þ 1 is the number of time delays of the time series I(t) which are included as inputs to predict Iðt þ DtÞ. For this application, we set the number of time delays to 2 (e.g., I(t), Iðt À DtÞ are used to predict Iðt þ DtÞ). The function (f) is based on a feedforward ANN structure where the number of hidden neurons is set to 10 . The values of the network weights are determined by the "early-stopping" method for ANN training where the data is split into three sets-a training set for computing directional derivatives of the errors in weight space, a testing set for determining when to stop training, and a validation set which is not used at all during the ANN training [14, 17] . Data from Oct. 15-31, 2010 is used for validation and the rest of the data from Jan. 1, 2010-Oct. 14, 2010 is split randomly into 80% for the training set and 20% for the testing sets. The ANNs are implemented using the MATLAB Neural Network Toolbox Version 7.0. The NARX model is similar to the NAR model except that more time-series signals are utilized in the forecast schemê 
where m is the number of exogenous inputs. In this case, the u's are 30-min and 6-min backwards moving averages (MA) and standard deviations (SD) of clearness index values which were calculated from 30-s interval data, denoted as k 0 to distinguish from k which is the clear sky index for hourly averages of I. For example, the 30-min MA and SD is calculated as
and 
where k 0 ðtÞ ¼ u MA30min ðtÞ. The 6-min MA and SD are similarly defined. These inputs are an attempt to use the trends at the last moments of the current hour to forecast the next 1-hour time step. Again, f in Eq. (15) is also a feedforward ANN which contains more input neurons than the NAR model and the number of time delays are set to 2 for each signal. The number of hidden neurons are set to 10, and the early-stopping method is used for adjusting the weights.
Comparison Between Persistent and Forecasting
Models. The forecast quality evaluations were performed for the data set collected from Jan. 1-Oct. 31 of 2010. Figure 6 , shows scatter plots of U j versus V j computed for each jth time-window partitioning of the data set for N w ¼ 50; 100; 150; and 200. These plots allow us to visualize the forecasting performance over various time window subsets with different variability values. The difference between each of the evaluations is the normalization factor in the calculations of U and V, where we used on separate occasions I clr;poly , I clr;ESRA , and I 0 . These plots show that the persistence models (also distinctive in terms of the normalization variable) all result in s ¼ 0, since U j ¼ V j for any window j. Note that, for the extraterrestrial case, U j and V j have a smaller numerical range than the cases for using I clr;poly and I clr;ESRA . This is because I 0 > I clr;poly and I clr;ESRA . In all cases, the general trends and conclusions are the same which can be visualized by the scatter points in Fig. 6 . The NAR model forecast quality seems to be not much better than persistence, while the NARX model does show some significant forecasting benefit since many of the scatter points fall below the 1:1 line.
The results are quantitatively evaluated by computing an approximation of hsi. As mentioned earlier, s is a random variable which depends on the ratio U/V. The statistical average of this the slope of the scatter points as shown in Fig. 5 , since the scatter plots from each of the models form almost a linear relationship. The slopes calculations are repeated using N w ¼ 10; 11; …; 200 and the results are plotted in Fig. 7 , where we can see that, values of hsi converge to a certain value as N w increases. For the persistence models hsi ¼ 0, for the NAR model 2% < hsi < 5%, and for the NARX model 10% < hsi < 15%. Again, there is very little difference in the resulting approximation of hsi amongst which normalization factor is used in the evaluation procedures.
Numerical values of hsi obtained using N w ¼ 200 are given in Table 2 , along with the more common forecast quality metrics, the R 2 and the RMSE. Considering first R 2 , which range 0.964-0.977 on the validation data set, this forecasting quality measure gives the impression that the forecasts are very accurate even for the persistence models. This performance measure, however, is misleading because, by definition, the persistence model does not capture any of the solar irradiance variability. Similarly, the RMSEs, which range from 48.8-59.4 W=m 2 , give misleading conclusions if compared to other RMSEs in the literature (e.g., Refs. [4, [6] [7] [8] [9] 18] ) without first knowing about the solar irradiance variability conditions in those studies. By using the R 2 or RMSEs, it is not clear either how much those difference actually translate to differences in forecast quality. In terms of the hsi metric, it is clear that each persistence model has no forecasting quality since hsi ¼ 0 which means that U ¼ V (all the uncertainty is due to the variability).
Comparing the hsi values for the NAR and NARX models the hsi values are slightly different depending on the normalization factor. When the I clr;poly and I clr;ESRA are used, the difference of the computation of hsi leads us within 61%, there is some, although small, sensitivity on forecasting quality when using different normalization factors.
The time series of the developed forecasting models, the persistent model and the measured I(t) values are shown in Fig. 8 . The lines of the measured values and NARX model predictions are in bold in order to reduce clutter and also to emphasize the performance of the NARX model which seems to perform the best. This figure illustrates that the models perform similarly well over the clear day. In general, each model performs very well on clear days as opposed to the highly variable days where most of the larger errors occur. 
Comparison With a Previously Validated Forecast
Model. In this section, we show how the NAR and NARX models can be compared to a previously validated forecast model by Perez et al. [6] . The Perez et al. model is based on cloud motion forecasts (CMF) and was used to validate solar irradiance forecasts of 1-5 h ahead for several climatically distinct sites for a period spanning from Aug. 23, 2008-Aug. 31, 2009. In the CMF technique, satellite derived images are used to extract pixel values of clearness index (k(t)) at time t. The motions of the clouds are then predicted and are used to determine future images from which values of kðt þ 1Þ are inferred. From the kðt þ 1Þ predictions, solar irradiance forecasts are obtained. The study in Ref. [6] is relevant for comparisons here because the persistent model is defined equivalently to the present work. Specifically, both persistent models make use of the current clearness index value to predict future values of solar irradiance.
The models are compared by observing the improvements over persistency and, furthermore, the improvement over the persistent models are approximate to the proposed metrics, that is, U=V % RMSE=RMSE p , where RMSE p is the RMSE of the persistence model. To empirically show this, the RMSEs of the persistent, NAR, and NARX models were calculated using N w ¼ 200 hours then we plot the RMSEs of the NAR and NARX forecasts versus the RMSEs for the persistent model as shown in Fig. 9(a) . The slopes obtained by the regression fits are equivalent to the slopes describing the average of the ratio U/V. Taking the slope quantities to estimate hsi we get values: hsi ¼ 1 À 1:004 ¼ À0:4% and hsi ¼ 1 À 0:863 ¼ 13:7%, which are approximately equally to those in Table 2 for the NAR and NARX models, respectively. The approximate equivalence between U/V and RMSE/ RMSEp can also be established from the definitions of U, V, and RMSE and realizing that the normalization factors effectively cancel out when taking the ratios. Estimating U/V with RMSE/ RMSEp is much easier than the procedure used to produce the graphs in Fig. 9 , so this approach is recommended. However, we emphasize here the rationale for proposing the metric, which is that the metric gives a rigorous measure of the effective probing into the random variability (Eq. (13)).
In Table 2 of Ref. [6] , RMSEs for 1-h ahead forecasts of the CMF model and the persistent model are given. These values are used to produce Fig. 9(b) , where we calculate a regression line after setting the intercept value at zero. The point inside the red circle was considered an outlier and neglected from the fit (for this datum, the persistent model performed much better than the CMF model in terms of the RMSE). Just as the value of hsi for the NAR and NARX models from Fig. 9(a) , the hsi value of the CMF model is estimated to be 1 À 0:923 % 8%. This value is close to the value obtained by NARX model value reported here, therefore, a NARX-type approach seems to produce comparable forecasting performance to the CMF model approach.
Testing With a Numerical Weather Prediction Forecast Study
Here we consider an interesting case to test our proposition that forecasting errors are mainly due to solar variability and to affirm using performance measures that directly compare solar irradiance forecast errors with solar irradiance variability. In Ref. [19] , solar irradiance forecasts were developed a spatially distributed array of sensors over Germany. An important result highlighted in this study, is the reduction of overall forecasting errors, as evaluated using the RMSE, when averaged over all the sensors. Here we explain their observations of the error reductions using the framework recently proposed by Ref. [15] for studying variability for an ensemble of PV systems. According to Refs. [15, 10] , the variability for a fleet of PV systems can be determined from knowledge of the individual standard deviations r Table 2 Forecasting quality metrics for the persistent, NAR, and NARX models on validation and training data sets. For comparisons, the metric s 5 1 -U/V is based on three normalization factors. 
Training set
Based on the results obtained in Secs. 4, 5, and 6 of this paper, we anticipate that U / V, thus we make the assumption that for the forecasts in Ref. [19] , Dk / e, where e is a forecast error. Using this assumption, we proceed by adapting Hoff and Perez's variability model to the ensemble average solar irradiance forecasting error and also assume that, for all i, r 
Each summation term can be represented as an average N times the average ðNh…i ¼ P …Þ and, after assuming hq
This equation, which only depends on the cross correlations (hqi), gives us a very simple expression for estimating the reduced combined uncertainty for a network of spatially distributed solar irradiance measurements sites. As it turns out, hqi (the cross correlations of Dk or e) can very accurately be modeled as a function of distance x between stations. In fact, when plotting hqi of Dk (as in Ref. [15] ) or e (as in Ref. [19] ) versus x the plots appear to follow a similar decreasing trend. In Ref. [19] , qðxÞ was modeled with an exponential parametric function, q ¼ expðða 1 xÞ a2 Þ, however, the parameters were not given. The fitting function was re-estimated here by selecting points on the model fit of their graph, but this time using the parametric exponential function expða 3 x 3 þ a 2 x 2 þ a 1 x þ a 0 Þ. The results are shown in Fig. 10 where the selected points are indicated by the square markers and the dashed line is the fit. Using the fit, we approximate the reduced error factor f R given by Eq. (20) as
Applying this equation gives the solid line in Fig. 10 which matches closely the observed values obtained from Ref. [19] .
It is also interesting to point a possible lower bound for f R which occurs when all the forecast errors are uncorrelated. In this situation, f R ¼ 1= ffiffiffi ffi N p as can be verified from Eq. (20) . This is the same result for reduced solar irradiance variability predicted in Refs. [11, 10] and observed approximately from experiments in Refs. [20, 21] .
Applications of the Forecast Metric
As compared to a single site, the solar variability can be significantly reduced by distributing solar power generation sites over geographically diverse locations [11, 16] . Building distributed solar power sites can take some time however due to a number of reasons (building permits, capital costs, etc.). One immediate way to avert negative impacts of variability of the solar resource is through reliable forecasting. We demonstrated that a well trained forecasting model has the effect of reducing stochastic variability which is the real concern for solar power. In one sense, the purpose of forecasting is to reduce the amount of stochastic variability because this type of variability is difficult to manage. By applying the proposed metric, we can provide an estimate on the amount of reduced stochastic solar variability and therefore provide some reassurance that some of the solar variability could be handled. If the solar variability is reduced by geographically distributed generation, then the gains are compounded by improved forecasting, as shown in Sec. 7. In Ref. [19] , the "relative" RMSE (rRMSE) for one location are found to be on the order 36%, where as for an ensemble of sites the rRMSE is dramatically reduced to 13% for one-day ahead forecasts.
As recent renewable energy integration studies have reported [1] [2] [3] , the variability and intermittency of renewables will likely have significant impacts on reserve and storage requirements. Assuming that the amount of reserve and storage capacity needed to back-up solar energy is proportional to the solar variability, then we can potentially reduce these requirements with reliable forecasting. The forecast metric allows one to estimate by how much a forecasting model will save in storage and reserve requirements. Because the variability of solar irradiance is an important quantity to characterize (e.g., probability of large ramp rates, frequency of fluctuations, etc.) for the purposes of estimating future impacts of including solar energy, it is beneficial to examine historical solar irradiance data sets in order to characterize solar irradiance variability on a temporal and spatial basis. Based on the observations provided here, it can be reasonably expected that a forecasting model, if it is trained well enough over data sets that thoroughly represent the climatology for a given location, should retain their performance in terms of the forecast metric when applied to locations with similar climates. This kind of analysis would be valuable information for simulating impacts due to the uncertainty and variability of solar availability over certain geographical regions of interest.
Conclusions
A new forecasting metric is proposed and compared to conventional forecasting performance metrics such as the RMSE and the coefficient of determination (R 2 ). We showed that the proposed metric is a good indicator of the extent to which a forecast model effectively predicts the stochastic variability of solar irradiance. The purpose of forecasting models is essentially to prescribe the nontrivial component of the solar irradiance, and hence improve our understanding of the solar resource variability. The concept is illustrated by comparing three forecast models. A persistent clearness index model is used as baseline, so that improvement over the baseline model would only occur when the forecast models demonstrate predictability for the stochastic variability of solar irradiance. As expected, persistent models are characterized by low forecast quality when the solar irradiance exhibits cloudinduced fluctuations, but perform very well for clear sky periods. Two other models based on artificial neural networks were also applied, one of which included short-range moving averages as inputs which did produce effective forecasts by reducing the stochastic variability by 12-20%. In terms of the conventional statistical metrics, each model performs well with R 2 above 90% and RMSEs below 65 W=m 2 over the entire data sets. The advantage of the the proposed metric over existing metrics is that the forecast quality is robust since the ratio U/V is preserved over all time window subsets.
