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Abstract
Surveying older and newer results about Lyapunov exponents and rotation numbers associated to linear systems with multiplicative
noise we observe that in the long run multiplicative noise affects those systems in two antagonistic ways. It induces resonance
resulting in a destabilizing tendency or, in the opposite direction, it mixes the modes which produces a stabilizing affect.
c© 2012 Volker Wihstutz. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Karlsruhe Institute of
Technology (KIT), Institute of the Engineering Mechanics.
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1. Introduction
In this study we consider the affect of multiplicative noise upon randomly perturbed linear or linearized (physically
realizable) systems
x˙(t) = A0x(t) + ε f (ξ tρ )A1 x(t). (1.1)
Here ε and ρ are small positive parameters and ξt is a stationary and ergodic Markov process, (mostly) satisfying
the Doeblin condition, so that its transition probability converges exponentially fast and uniformly with respect to the
initial condition to the invariant measure ν(dξ ) on the state space M. Let f be a measurable function on M with
vanishing mean E f (ξ ) = 0. Surveying and thereby streamlining old and more recent results about the Lyapunov
exponent associated to the system (1.1), that is,
λ (ε ,ρ) := lim
t→∞
1
t
log‖x(t;ε,ρ)‖, (1.2)
we aim at making apparent that noise mixes the modes (that is, the eigenvalues of the unperturbed system matrix A0)
and/or causes resonance. Here we speak of resonance induced by multiplicative noise rather than a state independent
external force. This is because we may view multiplicative noise in the sense of K. Magnus [1] as outer impact which
∗ Volker Wihstutz. Tel.: +1-704-687-3963 ; fax: +1-704-687-6315 .
E-mail address: wihstutz@uncc.edu
Available online at www.sciencedirect.com
 2013 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-ND license.
Selection and/or peer review under responsibility of Karlsruhe Institute of Technology (KIT) Institute of the Engineering Mechanics.
181 Volker Wihstutz /  Procedia IUTAM  6 ( 2013 )  180 – 187 
differs from the usual outer forcing term only by the fact that it has no affect on the system at steady states , that is,
here at state zero.
We will mainly discuss prototypical systems and start with the oscillator or pendulum which, without loss of general-
ity, may be considered undamped:
y¨(t)+ [γ + ε f (ξ t
ρ
)]y(t) = 0 (1.3)
or, equivalently, with x =
[
y
y˙
]
as two-dimensionasl system
x˙ =
[
0 1
−γ 0
]
x+ ε f (ξ t
ρ
)
[
0 0
1 0
]
x = A0x+ ε f (ξ tρ )A1x. (1.4)
As usual we introduce polar coordinates. We have:
the states x = ‖x‖s, s =
[
cosϕ
sinϕ
]
∈ P= 1-dimensional projective space, ϕ ∈ [0,π);
and the vector ﬁelds: As =< s,As > s+[As−< s,As > s] with the ﬁrst term being the radial and the second term the
angular component. We set q(A,s) :=< s,As> and qk(s) := q(Ak,s), k= 0,1. Then log‖x(t)‖= q0(s) + ε f (ξ tρ )q1(s);
and the Ergodic Theorem yields the Furstenberg-Khasminsky representation of the Lyapunov exponent,
λ (ε,ρ) =< q0(s) , με,ρ > +ε f (ξ tρ ) < q1(s) , με,ρ > . (1.5)
Here, με,ρ(dξ ,) denotes the invariant measure on M×P ( or, respectively, με,ρ(dξ ,dϕ) on M× [0,π) ) whose depen-
dence on the parameters ε or ρ can be investigated with help of perturbation theory for the generator of the Markov
process (ξ ,ϕεt ) and its semigroup.
In section 2 we will review the cases γ > 0 (e.v.A0 = 0± i√γ), γ < 0
( e.v.A0 =±
√|γ|) and γ = 0 (e.v.A0 = 0, A0 nilpotent) before we consider higher dimensions in section 3.
2. Dimension 2: Oscillator
2.1. Harmonic oscillator - Resonance - Small noise. Let ε → 0, ρ = 1, γ > 0 and A0 =
[
0 1
−γ 0
]
, leading to
rotation with frequency
√γ; and let in the undamped harmonic oscillator
y¨+[γ + ε f (ξt)]y = 0 (2.1)
the noise be, heuristically, of the form f (ξt) = ∑kΔk(ω)cos(Ωkt) . Then we have a superposition of the Mathieu
equations y¨k +[γ + εΔk(ω)cos(Ωkt)]yk = 0,
or in standard Ince-Strutt form (with τ =Ωkt): y”+[ γΩ2k
+ ε Δk(ω)Ω2k
cos(τ)]yk = 0.
The domains of stability and instability for each of them are known from the Ince-Strutt diagram ([2], [3])
—0— 14 ————— 1 ———————– 2
1
4 ——–>
γ
Ω2 (vertical axis ε
Δk(ω)
Ω2k
).
with instability in ”wedge areas” above 14 , 1, 2
1
4 , ... If Ω= 2
√γ is in the power spectrum of f (ξt), then γ(2√γ)2 = 14 ,
and for small ε we expect: λε > 0, that is, resonance.
Positivity of λε was ﬁrst shown rigorously by S.A. Molchanov ([4], 1978) using the Markov property of starting afresh
and large deviation arguments; and later with very other methods also related to the spectrum of the Schro¨dinger op-
erator by Kotani ([5], 1984). The order of λε with respect to ε (or ρ , resp.) is found conveniently by looking for its
asymptotic expansion with respect to the parameter in question.
This has been done by many people and in different forms (e.g. [6], [7], [8], [9], [10] and many others). The version
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most adapted to this study seems to be the following expansion which has been established via perturbation of the
generator of the Markov process (ξ ,ϕεt ):
λ (ε) = ε2
π
4γ
S f f (2
√
γ)+O(ε3) > 0. (2.2)
Here S f f (θ) =
∫ ∞
0 Cf f (t)cos(θ t)dt is the spectral density of the stationary and ergodic process f (ξt) with covariance
function Cf f (t) = E[ f (ξ0) f (ξt)].
We have resonance induced by the rhythmical motion in the perturbing noise adapted to the intrinsic rhythm of the
unperturbed system. Surely, if 2
√γ is not in the spectrum of f (ξt) then the ε2-term in representation (2.2) vanishes.
In view of the Ince-Strutt diagram it is suggestive to think that the still possible positivity of λ (ε) (albeit only of
maximal order ε3) is due to other frequencies in the noise spectrum such as Ω=√γ or Ω= 23
√γ etc.
2.2. Harmonic oscillator - Resonance - Fast noise. We now ﬁx ε > 0 and consider ρ → 0 in equation (1.3).
Applying (2.2) to the process f ρ = f (ξ t
ρ
) rather than f (ξt) gives
λ (ρ) = ε2
π
4γ
S f ρ f ρ (2
√
γ)+O(ε3),
where S f ρ f ρ (θ) = ρS f f (ρ θ) = ρ[S f f (0)+O(ρ)] (the latter only formally). Note that the function of type O(ε3) also
depends on ρ . For ﬁxed ε then (compare [11] )
λ (ρ) = ρε2
π
4γ
S f f (0)+O(ρ2). (2.3)
For ρ > 0, the Lyapunov exponent λ (ρ) is positive if 0 is in the spectrum of f (ξt), and it goes to 0 for 1ρ → ∞ (fast
noise limit; see [11]).
With the Central Limit Theorem in mind we may rewrite equation (1.3) as
y¨ = [−γ + ε f (ξ t
ρ
) ]y = [−γ + ε√ρ 1√ρ f (ξ tρ ) ]y≈ [−γ + ε
√
ρ
√
2πS f f (0)W˙t ]y. (2.4)
Note the crucial factor
√ρ . With σ := ε√ρ√2π S f f (0)→ 0, (2.3) reads
λσ =
1
8γ
σ2 + O(σ4). (2.5)
That is the Lyapunov exponent associated to the white noise driven oscillator y¨ = [−γ + σW˙t ]y as computed in [12].
2.3. Harmonic oscillator - Resonance - Fast and large noise: white noise limit. Without the factor √ρ in (2.4) we
obtain (compare [11] and [12])
y¨ = [−γ + ε 1√ρ f (ξ tρ ) ]y = [−γ + ε
√
2πS f f (0)W˙t ]y+Rest(ρ;ε) (2.6)
and
λ (ρ) = λwnε +O(ρ)> 0 and λ (ρ)→ λwnε (as ρ → 0, ε small and ﬁxed) (2.7)
with λwnε = [ε2 π4 S f f (0)+O(ε
4)] associated to y¨ = [−γ + εW˙t ]y.
2.4. Non-resonance. We still keep ε > 0 small and ﬁxed and let ρ → 0. Let us replace the white noise W˙ by ξ˙ ,
ξt a stationary and ergodic Ornstein-Uhlenbeck process given by dξt =−γ0ξt dt+γ1 dWt and suitable initial condition
ξ0. Then Sξξ (0)> 0, but Sξ˙ ξ˙ (0) = 0 and
y¨ = [−γ + ξ˙t/ρ ]y = [−γ +(γ0
1√ρ
1√ρ ξt/ρ + γ1
1√ρ W˙t) ]y
≈ [−γ +(γ0 1√ρ
√
2πSξξ (0)V˙t + γ1
1√ρ W˙t) ]y = [−γ +(−γ1
1√ρ V˙t + γ1
1√ρ W˙t) ]y.
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Does the spectral element 0 vanish in the spectrum of the noise −V˙ +W˙ , where the Wiener processes V and W are
neither equal nor independent ? If so, the Lyapunov exponent λ (ρ) should vanish as ρ → 0. Ergodic Theory tells
us that this is indeed the case. Moreover the Markov property of the Ornstein-Uhlenbeck process yields the order of
convergence (see [13], [14])
λ (ρ) = O(ρ1/6)→ 0= 1
2
traceA0 (ρ → 0). (2.8)
2.5. Inverted pendulum - Mixing of modes - Small noise. Now we consider γ < 0, A0 =
[
0
−γ
1
0
]
=
[
0
|γ|
1
0
]
with
distinct real eigenvalues ±√|γ|. For ﬁxed ρ = 1 and ε → 0 we obtain (see [11]):
λ (ε) =
√
|γ|+ ε2 π
4γ
∫ ∞
0
Cf f (t)e−2
√
|γ|t dt+O(ε3) <
√
|γ|, (2.9)
since γ is negative. Can we see mixing of the eigenvalues of A0 ?
The linear transformation T =
[
1√
|γ|
1
−
√
|γ|
]
which does not change the Lyapunov exponent yields A0 ∼ A˜0 =T−1A0T =[√
|γ|
0
0
−
√
|γ|
]
, A1 ∼ 12√|γ|
[
1
−1
1
−1
]
and the corresponding radial vectorﬁelds q˜k(s)s with q˜0(s) =
√|γ|(s21 − s22) and
q˜1(s) = 12
√
|γ| (s
2
1− s22). Then by the Furstenberg-Khasminsky formula
λ (ε) =
√
|γ|< s21 , μ˜ε >+(−
√
|γ|)< s22 , μ˜ε >+
ε
2
√|γ| < f (ξ )(s
2
1− s22) , μ˜ε > . (2.10)
Mixing by noise induced rotation. The weight < s22, μ˜ε > on the eigenvalue −
√|γ| is zero, if the measure μ˜ε is con-
centrated at the unit vector e1 =
[
1
0
]
, but does not vanish if μ˜ε is spread out over P. Here rotation would certainly
help.
But this is what the noise induces in our situation. Although by the results of Imkeller and Lederer [8] neither for the
Lyapunov exponent nor for the rotation number α(ε) := limt→∞ 1t ϕ
ε
t (ϕεt here considered on [0,∞) = [0,π)∪ [π,2π)∪
... ) the expansion with respect to ε is analytic, and although all coefﬁcients of the powers εk vanish for α(ε), still,
α(ε) is positive with order ≤ e−c/ε2 , c > 0 (see [15]). This rotation , albeit very slow, mixes the eigenvalues of A0,
and the top eigenvalue
√|γ| is somewhat reduced.
Non-resonance revisited. Does non-resonance (in subsection 2.4.) mean mixing of modes ? The answer is in the
positive, but the rotation is hidden and only seen in a coordinate system which moves with the noise.
Let y¨= [γ + f ( tρ )]y, f (t) stationary and ergodic with S f f (0) = 0 (e.g. f (t) = ξ˙t , ξt Ornstein-Uhlenbeck process as
in subsection 2.4.) Then the following theorem due to S. Orey (see [16] and [17]) holds.
Theorem. If f (t) is stationary and ergodic with S f f (0) = 0, then its integral F(t) = F(0) +
∫ t
0 f (s)ds with suit-
able initial condition F(0) is also stationary and ergodic .
Consequently, the time and chance depending linear transformation T (t) := F( tρ )A1 + I preserves the Lyapunov ex-
ponent, and z := T−1(t)x satisﬁes the equation z˙ = [T−1(t)A0T (t)]z = [B0 + B1( tρ )]z, where B0 is skew-symmetric
and B1( tρ ) = B1
(
F( tρ )
)
=
√ρ 1√ρ B1( tρ ) is fast and has mean zero. So: λ (ρ)→ 0= 12A0 as ρ → 0. Moreover, in the
Markov case we know the order , λ (ρ) = O(ρ1/6), see equation (2.8).
Remark. The reasoning goes through for positive as well as negative constant γ . (Dependence on γ occurs only
in the function O(ρ1/6). )
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2.6. Inverted pendulum - Mixing - Fast noise and white noise limit. In similar way one can see mixing for fast
noise ε f (ξt/ρ) and the white noise limit (considering ε 1√ρ f (ξt/ρ) ). Given ﬁxed small ε > 0, ρ → 0 and γ < 0, we
obtain for fast noise and the white noise limit , respectively,
λρ = [
√
|γ| + ρε2 π
4γ
S f f (0)] + O(ρ2) <
√
|γ|, (2.11)
λρ = [
√
|γ| + ε2 π
4γ
S f f (0)+O(ε3)] + O(ρ) = λwnε +O(ρ) <
√
|γ|. (2.12)
See [11],Theorem 6.1 (ii) and Theorem 6.3 and compare with equation (2.3) and (2.7), respectively.
2.7. Localization of a free particle in small random potential. What happens in the border case γ = 0, thus
A0 =
[
0
0
1
0
]
nilpotent, ε → 0 and ρ = 1 ﬁxed, that is
y¨+ ε f (ξt) = 0? (2.13)
This equation models a free particle (no restoring force γ y) in a small random (e.g thermally deformed) potential.
The unperturbed system evolves according to y(t) = y˙0 t and with an angle ϕ (of
[
y
y˙
]
) that creeps to zero as t → ∞,
provided ϕ(0) = 0. If we regard this situation as a border case for rotation with frequency ωc = 0, then we expect
resonance if S f f (2ωc) = S f f (0)> 0. Indeed, homogenization (that is, averaging out ξ ) leads to
λε = ε
2
3 λW +O(ε), λW = πS f f (0)
∫ π
0
cos2 ϕ cos(2ϕ) pW (ϕ)dϕ > 0, (2.14)
where λW and pW (invar. measure) are associated to y¨+W˙y = 0 (no ε) (see [18]).
3. Higher Dimensions: Resonance versus Mixing
Many statements about Lyapunov exponents made in section 2 hold for arbitrary 2× 2-matrices A0 and A1 as well
as for higher dimensions. They can be found in the articles cited in section 2. In this section we give two more
recent examples for dimension four and inﬁnite dimension which exhibit simultaneously both features in competition,
resonance and mixing of modes.
3.1. Resonance and Mixing: A four-dimensional example. The following example with small multiplicative real
noise is due to Namachchivaya and Vedula [19]. Consider
x˙ = Ax+ ε f (ξt)Bx ε → 0
with
A =
[
A11 O
O A22
]
,A11 =
[
εδ1 ω1
−ω1 εδ1
]
,A22 =
[ −δ2 ω2
−ω2 −δ2
]
,
B =
[
K M
N L
]
, K,M,N,L 2×2-matrices.
Then
λ (ε) = εδ1+ ε(λ11+λ12)+ ..., (3.1)
where the ﬁrst of the two terms in the sum,
λ11 =
1
8
S f f (0)[(K12+K21)2 + (K11−K22)2] > 0, (3.2)
is positive due to resonance associated to the rotation of the unperturbed system.
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The second term
λ12 =
1
8
S f f (0)[2(M11N11+M12N21+M21N12+M22N22)] ∈ R (3.3)
can take a negative sign. The sum (λ11+λ12) is negative, if mixing dominates resonance .
3.2. Resonance and Mixing - A stochastic delay equation. Modeling , for instance, the widening and shrink-
ing of the eye’s pupil as response to light falling on the retina leads after linearization to a randomly perturbed delay
differential equation of the following type (see [20])
x˙(t) = [−a0x(t)−b0x(t−1)]+ ε f (ξt)[−a1x(t)−b1x(t−1)], t ≥ 0;
x(θ) = φ(θ), θ ∈ [−1 , 0], φ ∈C
(
[−1 , 0]
)
.
Or, equivalently (see [21]), putting
Lk(φ) =−akφ(0)−bkφ(−1), k = 0,1; a20 < b20 ; xt(θ) = x(t+θ), t ≥ 0, θ ∈ [−1,0],
x˙(t) = L0(xt) + ε f (ξt)L1(xt)
x0 = φ ∈C
(
[−1 , 0]
)
.
To represent the system in a form analogous to the four-dimensional system in subsection 3.1, we introduce a ﬁrst
order differential operator ˆA deﬁned on the Lipschitz-continuous functions in , essentially, L∞ (more precisely Cˆ :=
spanR1{0}(·)⊕L∞([−1,0])) and get
d
dt
xt = ˆA xt + ε f (ξt)L1(xt)1{0}(·); x0 Lipschitz. (3.4)
The spectrum of ˆA is pure point with countably many eigenvalues the real parts of which have a maximum which,
without loss of generalization, can be taken as 0: max e.v.( ˆA ) = ±iωc. The set of real-valued eigenfunctions in the
union of the corresponding eigenspaces is a two-dimensional linear space P = {z1Φ1(·)+ z2Φ2(·) | z =
[
z1
z2
]
∈ R2}
which we identify with R2 (Φk(·) suitable trigonometric functions). The part of ˆA in P , Ω =
[
0
−ωc
ωc
0
]
, is skew-
symmetric, while the part for the complement (suitably chosen), ˆA22, has only eigenvalues with negative real parts.
This way, putting xt =
[
z(t)
yt
]
, with slight misuse of notation, we obtain as analogue to the four-dimensional system
d
dt
xt =
[
Ω O
O ˆA22
] [
z(t)
yt
]
+ ε f (ξt)L1(
[
z(t)
yt
]
)1{0}(·), y0 Lipschitz. (3.5)
As in subsection 3.1. we have a Lyapunov exponent whose leading term comes in two parts.
λ (ε) = ε2λ2 + O(ε3) = ε2(λ21+λ22) + O(ε3) (3.6)
λ21 =
1
2
(
a21−2a1b1
a0
b0
+b21
)
NπS f f (2ωc) ≥ 0; (N a positive constant)
λ22 =
1
2
∫ ∞
0
Cf f (t) [K1cos(ωct) + K2sin(ωct)]L1
(
e ˆA22t qˆ(·)
)
dt ∈ R
(e ˆA22t the semigroup generated by the operator ˆA22.) λ21 reﬂects resonance stemming from the rotation in P , while
λ22 involves mixing. (It is desirable to clearly separate resonance and mixing.)
For symmetric two-state Markov noise the integral representing λ22 can be decomposed in such a way that the parts
satisfy a system of linear equations. Especially for a0 = 0, thus b0 = ωc = π2 , and fast or slow noise (jump intensity
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g→ ∞ or g→ 0) we obtain the following asymptotic results.
Fast noise: g := 2g1 → ∞
λ2 = λ2(g) =
1
g
{1
2
var( f )Nb21 · p∞(
a1
b1
)
}
→ 0 (3.7)
p∞(
a1
b1
) :
pos neg pos
—————– -0.64 ———— 0.47 —————> a1b1
Slow noise: g := 2g1 → 0
λ2(g) = λ¯ slow+O(g),
λ¯ slow =
1
2
(a21+b
2
1)var( f )(
b1
b0
)2 · p0(a1b1 ) (3.8)
p0(
a1
b1
) :
pos neg pos
—————– -3.66 ———— 2.38 —————> a1b1
Other than in dimension 2 with vanishing slow noise limit (see [7]) here even for very slow noise the system ex-
hibits both signs for the Lyapunov exponent. The affect of mixing prevails over resonance (stabilization), if a1b1 is
close to zero, that is, if the weight b1 on the past is much greater than the weight a1 on the presence.
CONCLUSION
We have studied the impact of (small and large as well as fast and slow) multiplicative noise on prototypical linear
systems by considering the associated (top) Lyapunov exponents. We have read off from the Lyapunov exponent that
multiplicative noise induces resonance , resulting in a destabilizing tendency, and/or a mixing of the system modes
causing a stabilizing effect. For the two-dimensional systems considered resonance and mixing exclude each other,
while for systems of higher dimension both effects may simultaneously occur and compete which each other. The
example of a stochastic delay equation (an inﬁnite-dimensional system) shows that in higher dimensions even very
slow noise (here a two-state Markov process with very small jump intensity) may produce a stabilizing mixing effect
which is even stronger than destabilizing resonance.
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