r Large premotor neurons of the cerebellar nuclei (CbN cells) integrate synaptic inhibition from Purkinje neurons and synaptic excitation from mossy fibres to generate cerebellar output. r Dynamic clamp studies in cerebellar slices from weanling mice demonstrate that synaptic excitation from mossy fibres becomes more effective at increasing the rate of CbN cell spiking when the coherence (synchrony) of convergent inhibition is increased.
Introduction
The action potential firing patterns of large neurons of the cerebellar nuclei (CbN cells), which form the primary cerebellar projections to premotor areas, help to coordinate and correct movements. CbN cells fire spontaneously at high rates (Jahnsen, 1986; Raman et al. 2000) , and their activity is regulated by strong inhibition from rapidly firing, convergent cerebellar Purkinje neurons. The activity of CbN cells is additionally controlled by synaptic excitation from cerebellar mossy fibres, which send sensorimotor signals to the cerebellum (Eccles et al. 1974; McCrea et al. 1977; Wu et al. 1999) . Mossy fibres also indirectly control Purkinje cell activity via granule cells. Thus, Purkinje and mossy fibre inputs to CbN cells are both likely to be modulated during cerebellar behaviours (Armstrong & Edgley, 1984a,b; Powell et al. 2015) . The overlapping input from both sources raises the question of how inhibitory and excitatory synaptic potentials interact to modulate CbN cell firing, thereby generating the signals necessary for precise motor control.
One possibility is that inhibition and excitation simply oppose one another, so that the dominant variable controlling CbN cell output is the relative firing rate of convergent Purkinje cells and mossy fibres. Another possibility, which is not mutually exclusive, is that temporal aspects of synaptic signals are also relevant (Gauck & Jaeger, 2000) . Effects of synaptic timing seem worth investigating because in vivo studies of cats and rodents report that Purkinje cells can fire simple spikes nearly simultaneously (Bell & Grimm, 1969; MacKay & Murphy, 1976; Ebner & Bloedel, 1981; Heck et al. 2007; de Solages et al. 2008; Wise et al. 2010; De Zeeuw et al. 2011) , which may synchronize subsets of IPSPs in CbN cells. In recordings from cerebellar slices with excitation blocked, we previously found that CbN cells can indeed respond to inhibitory synchrony. IPSPs effectively suppress CbN spikes, but because the intrinsic excitability of CbN cells is so strong, the offset of coincident IPSPs provides a gap in which firing probability is elevated. Consequently, CbN cells phase-lock to the subpopulation of synchronized IPSPs, and firing rates depend not only on the rate but also on the synchrony of inhibition (Person & Raman, 2012a) .
Synaptic excitation, however, probably alters the responses of CbN cells to either synchronous or asynchronous inhibition. How it does so will depend on the properties of excitatory synapses, including the amplitude and kinetics of AMPA receptor (AMPAR) and NMDA receptor (NMDAR) EPSCs activated by mossy fibre inputs, as well as the convergence of mossy fibres onto CbN cells. We therefore measured basic properties of excitatory inputs to CbN neurons in cerebellar slices from weanling mice and then used dynamic clamp (Robinson, 2008) to explore the interaction of physiologically plausible rates and patterns of excitation and inhibition. The results demonstrate that increasing inhibitory synchrony permits a fixed amount of excitation to drive higher rates of more precisely timed action potentials. Conversely, increasing inhibitory asynchrony more effectively overrides excitation. Thus, the degree of Purkinje synchrony regulates the efficacy of mossy fibre excitation of CbN cells, influencing both the rate and the timing of cerebellar output.
Methods

Ethical approval
All procedures conformed to NIH and institutional guidelines and were approved by the Northwestern University IACUC and were in accordance with the recommendations of the Panel on Euthanasia of the American Veterinary Medical Association. The research complies with the policies of The Journal of Physiology as detailed by Grundy (2015) .
Preparation of cerebellar slices
Experiments were done on cerebellar slices from C57BL/6 male and female postnatal day (P)17-23 mice (Charles River, Wilmington, MA, USA; Telgkamp & Raman, 2002; Person & Raman, 2012a) . Mice were housed in Northwestern's accredited animal care facility with ad libitum access to food and water. For experimentation, animals were selected randomly without regard to sex, but sexes are reported with N values, and sex differences were considered as described below. Mice were anaesthetized by isoflurane inhalation until unresponsive to toe pinch and transcardially perfused with warmed (35°C) artificial cerebral spinal fluid (ACSF) containing (in mM): 123 NaCl, 3.5 KCl, 26 NaH 2 CO 3 , 1.25 NaH 2 PO 4 , 10 glucose, 1.5 CaCl 2 , 1 MgCl 2 , oxygenated with 95/5% O 2 /CO 2 . Mice were decapitated, the cerebellum was removed and parasagittal cerebellar slices (300 μm) were cut on a vibratome (Leica VT1200) in oxygenated ACSF at 35°C (Person & Raman, 2012a) . Cutting slices at near-physiological temperatures (Oertel, 1983 (Oertel, , 1985 Trussell et al. 1993; Zhang & Trussell, 1994a,b; Gardner et al. 1999) preserves slices with heavily myelinated fibres, presumably by preventing the myelin from hardening as it does at low temperatures and shattering and/or stretching the tissue as the blade passes through it. Slices were incubated in oxygenated ACSF at 35°C for 30-45 min and then maintained at room temperature until use. below) with a TC-324B automatic temperature controller (Warner Instruments, Hamden, CT, USA). The CbN contains many kinds of neurons, which differ in their morphology, transmitter content, molecular makeup, physiological properties and targets (Chan-Palay, 1977; Molineux et al. 2006; Uusisaari & Knopfel, 2012; Husson et al. 2014; Zhou et al. 2014; Najac & Raman, 2015; Canto et al. 2016) . To reduce variance across recordings and to maximize the validity of comparisons with previous experiments (Person & Raman, 2012a; Mercer et al. 2016) , large CbN cells were selected for recording based on visual identification by their size (20-25 μm somatic diameter) and location 1.3-1.9 mm from the cerebellar midline. Most of these neurons were in the anterior interpositus nucleus, with some cells in the posterior interpositus or medial portion of the lateral nucleus. Whole-cell recordings were made with glass pipettes (3-6 M ) pulled on a Sutter Instruments (Novato, CA, USA) P97 puller PMC and positioned with an SD Instruments 1000e micromanipulator) with a Multiclamp 700B amplifier (Molecular Devices, Sunnyvale, CA, USA). Series resistances were 11.0 ± 0.4 M (N = 109) and were monitored for stability throughout the experiment. No compensation was applied in voltage-clamp experiments; the bridge was balanced in current-clamp experiments. Recordings with series resistance changes >20% were discarded. Data were digitized at either 10 kHz (Figs 1-4, as well as Fig 5, conditions with >100 mossy fibres) or 20 kHz (all other experiments) with a Digidata 1440A and recorded with pClamp software (Molecular Devices).
For current-clamp recordings, the intracellular solution contained (in mM): 120 potassium gluconate, 2 sodium gluconate, 6 NaCl, 2 MgCl 2 , 0.1 CaCl 2 , 1 EGTA, 4 MgATP, 0.3 Tris-GTP, 14 Tris-creatine phosphate, 10 HEPES, adjusted to 293 mosmol l -1 with sucrose and pH 7.35 with KOH. For voltage-clamp recordings, the intracellular solution contained (in mM): 120 CsMeSO 3 , 3 NaCl, 2 MgCl 2 , 1 EGTA, 4 MgATP, 0.3 Tris-GTP, 14 Tris-creatine phosphate, 10 HEPES, 1.2 QX-314 [N-(2,6-dimethylphenylcarbamoylmethyl)-triethylammonium bromide], 4 TEA-Cl, 12 sucrose, adjusted to 288 mosmol l -1 with sucrose and pH 7.32 with CsOH. In all experiments, SR95531 (10 μM) was added to the ACSF to block GABA A receptors. In the current-clamp experiments of Figs 4-7, strychnine (2 μM) was included along with SR95531 to block glycine receptors in addition to GABA A receptors, although no evidence of glycinergic transmission was evident in any experiments. As noted, the extracellular ACSF was further supplemented with 10 μM DNQX (dinitroquinoxaline-2,3-dione) to block AMPARs or 10 μM CPP [(RS)-3-(2-carboxy-piperazin-4-yl)-propyl-1-phosphonic acid] to block NMDARs. Chemicals were from Sigma-Aldrich (St. Louis, MO, USA) except DNQX, CPP and SR95531 which were from Tocris Cookson (Ellisville, MO, USA). A liquid junction potential of 4 mV was measured and is corrected for in all reported voltages.
For experiments involving electrically evoked synaptic responses, mossy fibres were stimulated with 100 μs current pulses of 10 μA to 10 mA applied with a concentric bipolar electrode (FHC) positioned in the inferior cerebellar peduncle near the CbN, controlled by an ISO-flex stimulus isolation unit (A.M.P.I., Jerusalem, Israel) and a Master-8 controller (A.M.P.I). Since mossy fibres are heterogeneous and may differ physiologically (Kolkman et al. 2011; Chabrol et al. 2015) , the stimulation electrode was positioned as consistently as possible to maximize replicability and reliability. The stimulation electrode may activate climbing fibre collaterals as well as mossy fibres; however, the extent of depression was not consistent with activation of a preponderance of climbing fibre collateral inputs (see Results). For measures of depression, the start-to-start interval was 5 s. At each of six frequencies, five sweeps were averaged and normalized to the peak of the first EPSC. For current-clamp experiments with evoked EPSPs and dynamically clamped inhibition, single sweeps included three test periods of 200 ms, each separated by 700 ms. During the interval preceding each test period, firing was suppressed by dynamically clamped inhibition from 40 asynchronous inputs, each at 50 s -1 . On successive sweeps, EPSPs were alternately evoked or not evoked during the test periods, with 90 Hz EPSPs in the first, 133 Hz in the second and 160 Hz in the third period. Over the series of experiments we realized that the prolonged periods of low firing during asynchronous inhibition led to a slow activation of I h , which slightly depolarized the cell over subsequent test periods. This onset of I h accounts for the slightly higher frequency of mean basal firing for higher stimulation rates even in the 'no EPSP' controls. Because comparisons were made for interleaved trials in a fixed stimulation period, each stimulation rate had its own control and no correction was necessary.
Unitary conductances were calculated by dividing unitary EPSC amplitudes by driving force estimated from the holding voltage and the measured reversal potential. Reversal was +15 mV for AMPARs and +30 mV for NMDARs. These positive values might result in part from factors such as the higher extracellular concentration of permeant ions and their relative permeability, but imperfect space clamp may also have contributed. If the true reversals were closer to zero and clamp error was greater at more positive voltages, the unitary conductances would have been underestimated for AMPAR EPSCs (recorded at −74 mV) and overestimated for NMDAR EPSCs (recorded at +86 mV). The different polarities might have approximately cancelled these errors in the physiological estimate of convergence and in measurements of the effect of excitation in the face of inhibition.
Y. Wu and I. M. Raman J Physiol 595.15 All experiments that involved electrical activation of mossy fibres, measurement of synaptic properties, and initial dynamic clamp experiments (Figs 1-4) were done close to 35°C, to facilitate comparison with previous work (Person & Raman, 2012a) . The temperature of each recording was measured with a thermistor and was 34.7 ± 0.1°C (N = 74) in these experiments. The kinetics of the injected synaptic conductances in dynamic clamp therefore all represented measurements made near 35°C. For the dynamic clamp experiments of Figs 5-7, longer recordings with multiple replicates on a single cell were required. Because recording durations could be prolonged by slightly lowering the temperature, these recordings were made at a mean recording temperature of 33.3 ± 0.3°C (N = 35). This difference may have slowed the kinetics of intrinsic channels by ß60% (assuming a temperature coefficient, Q 10 , of 3) but had no substantial difference on spontaneous firing rates, which were 116 ± 5 Hz at 33.9 ± 0.2°C (N = 25) and 117 ± 18 Hz at 32.0 ± 0.1°C (N = 9, P = 0.95). This lack of a strong temperature dependence of firing rate is consistent with previous measurements in Purkinje cells (Khaliq et al. 2003) .
Estimation of convergence for dynamic clamp studies
To estimate an anatomically plausible degree of convergence to test in dynamic clamp studies, calculations were made from anatomical measurements as in Person & Raman (2012a) . The surface area of GAD-negative large CbN cells in mice was estimated from data from Uusisaari et al. (2007) . Choosing values from the high end of the distribution, we calculated the surface area for four dendrites of 190 μm length and 2 μm diameter (ignoring 10 μm of thicker proximal dendrite innervated almost exclusively by Purkinje cells) to be ß4775 μm 2 . Most excitatory synapses are made on this region of the dendrites, but the extent of innervation can vary greatly; in the rhesus monkey, 20-95% of the dendrites can be covered with synapses, giving ß1000-4500 μm 2 of innervated membrane (Chan-Palay, 1977) . About 20% of the input comes from mossy fibres (Chan-Palay, 1977, figs 4-27) , which gives 200-900 μm 2 of CbN dendritic membrane with mossy fibre synapses. The diameter of mossy fibre swellings in the rat is 1-1.7 μm (Wu et al. 1999) ; assuming a circular contact, these diameters give 0.7-2.26 μm 2 for a boutonal cross-sectional area, which we round down to 0.5-2 μm 2 for the synaptic contact area. At the low end, 200 μm 2 innervated membrane ÷ 2 μm 2 boutons = 100 mossy fibre boutons; at the high end, 900 μm 2 innervated membrane ÷ 0.5 μm 2 boutons = 1800 mossy fibre boutons per CbN cell. The number of boutons per cell can be estimated from the quantal content and release probability. The rare spontaneous EPSCs observed were about half the amplitude of the unitary responses (0.53 ± 0.05 nS, ratio to unitary conductance in each cell, 0.49 ± 0.08, N = 6); if these were mEPSCs, the quantal content could be near 2. If the release probability were 0.4-0.66, each mossy fibre might have 3-5 boutons contacting each CbN cell. Dividing the number of mossy fibre boutons per CbN cell by the number of boutons per mossy fibre to get 100/5 at the low end and 1800/3 at the high end gives a rough estimate of 20-600 mossy fibres per CbN cell. Note that several of these parameters are only weakly constrained or highly variable, such as the number of dendrites, the extent of innervated membrane, the release probability and the number of boutons per mossy fibre per CbN cell. Nevertheless, they at least suggest that reasonable degrees of convergence to test would range from several tens to a few hundred mossy fibre afferents per CbN cell.
Dynamic clamp
Conductance or 'dynamic' clamp (Robinson & Kawai, 1993; Sharp et al. 1993; Robinson, 2008) was used to inject conductances to generate synaptic potentials (dIPSPs and dEPSPs). Conductances were applied with SM-2 digital conductance injection software (Cambridge Conductance, Cambridge, UK) running on a P25M digital signal processor board (Innovative Integration, Camarrilo, CA, USA). All parameters for excitatory and inhibitory conductances were taken from experimental measurements of unitary amplitudes and kinetics made either in the present experiments for excitation, or in the same preparation as used here for inhibition (Person & Raman, 2012a) . For dIPSPs that mimicked Purkinje cell inputs, the unitary conductance was set at 5 nS (accounting for 50% depression from the peak unitary amplitude) with a rise time of 0.1 ms, decay time constant of 2.5 ms and reversal potential of -68 mV. Because 30-50 Purkinje cells converge onto each CbN cell (Person & Raman, 2012a) , the number of inhibitory inputs was held constant at 40 in all experiments. For dEPSPs, both AMPAR and NMDAR conductances were applied concurrently through the dynamic clamp with parameters measured in the present experiments. Because the dynamic clamp software defined the rise time with an exponential time constant, the data were fit to obtain this parameter, the value of which is briefer than the 10-90% rise times reported in the text. The conductances underlying AMPAR dEPSPs were set to have a rise time constant of 0.28 ms and decay time constant of 1.06 ms, with a reversal potential of 11.5 mV. As indicated, synaptic depression was accounted for by scaling the unitary amplitude by 0.45 (for 20 Hz trains), or 0.396 nS (for >20 Hz trains). The conductances underlying NMDAR dEPSPs were set to have a rise time constant of 1.9 ms and decay time constant of 7 ms, with a reversal potential of 32.4 mV; the unitary conductance was set at 0.57 (no depression), 0.285 (20 Hz trains) or 0.228 nS (>20 Hz trains).
A complication of dynamic clamp is that excitatory and inhibitory synaptic conductances are injected into the soma, where they are shunted by each other and the somatic voltage-gated conductances. This situation is appropriate for the inhibitory conductance, since Purkinje synapses are largely somatic (Chan-Palay, 1977) . Some excitatory synapses also overlap with inhibitory synapses, particularly on the more proximal dendrites, but some excitatory input is also further out on the dendrites, where it may not be subject to shunting. In the extreme case of no shunting, it would be best mimicked by direct current injection that is invariant with voltage, rather than dynamic clamp (e.g. Mittmann & Häusser, 2007) . Therefore, where noted, shunting of dEPSPs by dIPSPs was reduced by increasing the driving force at −50 mV 5-fold by positively shifting the reversal potentials (to +257.5 mV for AMPAR and +362 mV for NMDAR EPSCs) and decreasing the conductance 5-fold to maintain the unitary current expected at the soma at −50 mV. These changes made the excitatory current fluctuate by <20% in the range of voltages traversed by action potentials (−70 to +10 mV), decreasing the shunt by >80%.
The event times of dIPSPs and dEPSPs were generated offline in Igor Pro (WaveMetrics, Lake Oswego, OR, USA). For synchronous inputs, the unitary conductance was scaled by the number of inputs that we wished to synchronize, and injected accordingly at the desired rate. For asynchronous inputs, event times for individual inputs were generated from a Gaussian distribution with a mean of the desired interval and a CV of 1. Thus, for asynchronous inputs, although all inputs have the same mean firing rate, the firing patterns are irregular. Because a true Gaussian with a mean interval corresponding to the inverse rate (e.g. 20 ms for 50 events s −1 ) and a CV of 1 necessarily generates negative intervals, the negative event times were removed and the peak of the Gaussian was shifted accordingly to give the desired mean event rate. The trains for individual inputs were then merged to represent the population event times and used to trigger injection of asynchronous conductances.
Generating trains of high-frequency asynchronous spike times tended to produce a high probability of overlapping events. These did not sum in the dynamic clamp system, leading to an understimulation relative to the desired frequency. Therefore, in the experiments of Figs 5-7, overlapping events were identified offline and separated by 100 μs to minimize understimulation, and, where the accumulation of 100 μs shifts made the time interval to accommodate all the stimuli deviate from the desired frequency, the plots were corrected to illustrate the actual rate of inputs applied. For experiments mimicking >100 mossy fibres, it was impossible to ensure that every input occurred at a distinct time. To ensure that the appropriate total excitatory conductance was injected, we scaled the unitary conductance by 10 and generated event times for one-tenth of the number of desired inputs. Thus, 200, 400 or 800 inputs were mimicked respectively as 20, 40 or 80 independent clusters of 10 simultaneously occurring inputs.
Because the spontaneous firing rate of Purkinje cells is near 50 spikes s −1 (e.g. Häusser & Clark, 1997) , the basal rate for each of the 40 inhibitory inputs was set at 50 IPSPs per second. Rates of asynchronous inputs are reported with units 's -1 ' and rates of synchronous inputs, which were always perfectly regular, are reported with units 'Hz' . The two parameters that were varied were the proportion of inputs that synchronized (0, 5, 10, 25 or 50%, corresponding to 0, 2, 4, 10 or 20 synchronized inputs) and the precision of synchrony or jitter. In experiments testing the effects of jitter, event times corresponding to near-synchronous IPSPs were drawn randomly from distributions with the desired standard deviations (0.5, 1, 2, 4 ms) about the mean desired event time; the jitter value is equal to the standard deviation. In the condition of 50% synchrony (20 inputs), the random generation of event times led to a high proportion of overlapping events, as described above. Because these events had to be separated by shifting each overlapping spike by 100 μs, a small but accumulating delay of the next stimulus in the train slightly prolonged the stimulus intervals beyond 10 ms. Therefore, in the analysis of the temporal patterns of CbN spikes with 50% inhibitory synchrony, we calculated the actual mean time of each synchronized event and corrected the interstimulus intervals accordingly. The corrected interstimulus intervals were also used for statistical analysis with the Rayleigh test.
Data analysis
The data were analysed and plotted with Igor Pro software. Data are presented as mean ± SEM. Statistical significance was tested with repeated-measures ANOVAs followed by paired or one-sample t tests as indicated or Rayleigh's tests for non-uniformity, and P values are reported. Because intrinsic and some synaptic properties of CbN cells are different in males and females (Mercer et al. 2016) , all data were subjected to post hoc examination for sex differences. For properties of excitatory inputs, no statistical differences were detected (conductance, time constant, rise time, or depression of EPSCs, P > 0.2 all male-female comparisons). For firing rates with dynamically clamped inhibition, no statistical differences were found for asynchronous inhibition (P = 0.5) or 50% synchrony (P = 0.14). In the latter case, which had the lowest P value of all male-female comparisons, firing rates were 5 ± 3 Hz for males (N = 12) and 13 ± 4 Hz for females (N = 10), consistent with a higher spontaneous rate in the absence of synaptic inhibition in females (Mercer et al. 2016) . Since none of the differences were Y. Wu and I. M. Raman J Physiol 595.15 statistically significant, data were pooled between sexes, but numbers of cells from males (M) and females (F) are reported.
Results
Properties of mossy fibre-mediated EPSCs
With the goal of accurately mimicking mossy fibremediated EPSCs in dynamic clamp studies, we began by measuring the unitary amplitudes, kinetics, voltage dependence and short-term plasticity of evoked AMPARand NMDAR-mediated synaptic currents in large CbN cells in cerebellar slices from weanling (P17-23) mice. First, to investigate the properties of AMPAR unitary EPSCs (uEPSCs), large CbN cells were voltage-clamped at −74 mV in CPP and SR95531 [N = 20; 11 males (M), 9 females (F); for one cell, strychnine was also present, with indistinguishable results]. EPSCs were evoked electrically, and the stimulation strength was gradually decreased until a fixed intensity generated both successes and failures (Fig. 1A, top) , as predicted for a single afferent. Converting these uEPSC amplitudes to conductances gave a mean unitary conductance of 0.99 ± 0.13 nS. The kinetics were fast, with a 10-90% rise time of 0.44 ± 0.07 ms and a decay phase that was well fit by a single exponential time constant (τ) of 1.06 ± 0.11 ms (Fig. 1A, bottom) .
For NMDAR responses, uEPSCs were recorded in DNQX and SR95531 at +86 mV (Fig. 1B, top) . The stimulus intensity was again decreased to a level that generated both successes and failures, and the unitary conductance, 10%-90% rise time and decay time constant were measured (Fig. 1B , bottom, red symbols, N = 5). In eight additional cells, minimal EPSCs could be measured, for which further reducing the stimulus intensity produced only failures, but no single level gave both successes and failures (Fig. 1B, bottom, black symbols) . For six of these cells, the minimal conductance was within 20% of the mean unitary conductance, helping validate the amplitude measurements from the few unitary responses. For confirmed unitary responses, the mean NMDAR conductance was 0.57 ± 0.11 nS. The kinetics were unusually rapid for NMDARs, with rise times of 2.7 ± 0.5 ms and decay time constants of 7.0 ± 1.4 ms (N = 5; 3M, 2F), resembling NMDAR kinetics measured in auditory neurons (Steinert et al. 2010) .
In a subset of cells in which AMPAR uEPSCs were recorded, we also increased the stimulus intensity to evoke the largest possible AMPAR EPSC (maxEPSC), and then confirmed that the current was all AMPAR-dependent by blockade with DNQX (Fig. 1C) . The functional convergence of mossy fibres onto CbN cells in the slice could then be estimated by dividing the maxEPSC by the uEPSC, which ranged from 1 to 15, with a mean of 6 ± 2 (N = 8, Fig. 1D ). Inspection of the records, however, indicated that maxEPSCs tended to be broader then uEPSCs and often contained discrete peaks (see also Mercer et al. 2016) , suggesting non-concerted activation of multiple afferents or synaptic terminals. We therefore recalculated the convergence as the ratio of the charge transfer of the maximal to the unitary response. These values ranged from 1 to 22, with a mean of 12 ± 3 (Fig. 1D) . Thus, the data provide evidence for innervation of CbN cells by multiple mossy fibres, with an average of 12 such afferents that could be activated by electrical stimulation in the slice.
Because the voltage dependence of EPSCs can be a distinguishing feature of different classes of glutamate receptors, we repeated recordings of pharmacologically isolated EPSCs at a range of potentials. For these experiments, a suprathreshold stimulus intensity was used to facilitate detection of responses across the full voltage range. AMPAR EPSC amplitudes were linear up to the reversal potential, while steps above the reversal potential showed slight inward rectification of the currents (Fig. 1E) . Since action potentials of CbN cells rarely exceed the voltages in the linear range, we reasoned that for the purposes of dynamic clamp, the currents could be treated as voltage-independent. It remains possible, however, that some fraction of the receptors are inwardly rectifying and Ca 2+ -permeable, although pilot experiments with the antagonist of Ca 2+ -permeable AMPARs philanthotoxin (10 μM) showed no consistent block of the AMPAR EPSC (N = 3). NMDAR EPSCs showed a clearer voltage dependence, although about 10% of the total conductance remained unblocked at −70 mV ( Fig. 1E and F) , consistent with a moderate but incomplete Mg 2+ block of NMDARs of CbN cells at negative potentials (Anchisi et al. 2001; Pugh & Raman, 2006; Person & Raman, 2010) .
The activity of mossy fibres in vivo varies in mice from a few Hz to several tens of Hz (Rancz et al. 2007; Powell et al. 2015) . To assess how activity at these rates might affect synaptic amplitudes, we tested the short-term plasticity of mixed AMPAR and NMDAR EPSCs at −74 mV. The stimulus intensity was adjusted to provide initial responses of a few hundred pA, and stimulus trains were applied for 1 s at 10, 20 or 50 Hz, or for 200 ms at 90, 133 or 160 Hz. (Fig. 2A) . Because of EPSC broadening from activation of multiple afferents and accumulation of NMDAR-mediated current with repeated stimulation, the postsynaptic current tended to summate, especially at higher stimulus rates. We therefore measured the total current relative to the pre-stimulus baseline, as a measure of how much excitatory current was flowing into the postsynaptic cell, but also separated the current into phasic current (the peak stimulus-evoked current measured relative to the current amplitude just before each stimulus) and tonic current (the current measured just before each stimulus). For comparison across cells, all data were normalized to the first peak EPSC (N = 8; 4M, 4F; Fig. 2B and C). With progressively higher stimulation rates, total and phasic EPSCs depressed to greater extents, while tonic current began to increase. The total EPSC stabilized at 30-40% for 200 ms of stimulation at rates ࣙ50 Hz, consistent with Mercer et al. (2016) . The phasic EPSCs varied from about 60% for low stimulus rates to 20% for high stimulus rates. These extents of depression were much less than seen for climbing fibre collateral synapses onto CbN cells, which depress to 14% even when stimulated at 20 Hz (Najac & Raman, 2016) , suggesting that the electrically evoked EPSCs resulted primarily from mossy fibre activation. These values of AMPAR and NMDAR EPSCs synaptic depression were later incorporated into dynamic clamp experiments. 
Effects of evoked mossy fibre excitation on CbN cell firing
Before embarking on dynamic clamp experiments, we first tested how electrically evoked mossy fibre EPSPs (eEPSPs) modulate the firing of current-clamped CbN cells, as well as how this modulation is affected by concurrent inhibition. The experimental protocols were designed to be parallel to previous work (Person & Raman, 2012a) , but with the addition of excitation. GABA A receptors were pharmacologically blocked, but inhibition was applied with dynamic clamp by injecting conductances with parameters matched to Purkinje-mediated IPSCs previously measured in the same preparation (Person & Raman, 2012a Person & Raman, 2012b) , we tested two extreme physiological possibilities by toggling the relative timing of the dIPSPs so that they either arrived asynchronously or with 20 inputs synchronized at 50 Hz while the other 20 remained asynchronous ('50% synchrony'). Thus, in all conditions, the total inhibition remained constant and only the timing of inhibition varied. Action potentials were then measured with a background of asynchronous or 50% synchronized dIPSPs, with and without stimulation of mossy fibre afferents; in every cell, these measurements were repeated for eEPSPs evoked at 90, 133 or 160 Hz, with the idea that these high frequencies would be most effective at driving CbN cells to threshold against a background of inhibition (Fig. 3A, left) . Although CbN cells are spontaneously active at 70-100 spikes s −1 (Person & Raman, 2012a; Mercer et al. 2016) , asynchronous dIPSPs were sufficient to suppress firing to rates below 10 Hz (Fig. 3B, top trace) . As expected, eEPSPs applied against asynchronous dIPSPs evoked more spikes, yielding a higher mean firing rate than in the absence of excitation (Fig. 3B, second trace) . Firing rates nevertheless remained far lower than in vivo, addressed in later experiments. When half the dIPSPs were synchronized, the firing rates of CbN cells increased even without excitation (Fig. 3B, third trace) , as previously reported (Person & Raman, 2012a) . Interestingly, when the same rates of eEPSPs were applied with 50% synchronized dIPSPs, firing rates were elevated to values greater than those obtained against a background of asynchronous inhibition (Fig. 3B, bottom trace, Fig. 3C , N = 16; 9M, 5F, 2 unknown). Since the total inhibition was constant across conditions, these data provide evidence that the degree of synchrony of IPSPs can dictate the efficacy of synaptic excitation.
In addition to influencing the rate of spiking, the synchrony of IPSPs affected the timing of spiking. Superimposing traces indicated that when EPSPs were evoked against 50% synchronized dIPSPs, action potentials tended to occur at fixed times that were replicable across sweeps (Fig. 3A, right) . As shown previously, without excitation, action potentials tended to phase-lock to synchronized dIPSPs, such that they occurred soon after the relief of concerted inhibition (Person & Raman, 2012a) . This property is evident in the interspike-interval histograms, which show no overt pattern in the face of asynchronous dIPSPs, but cluster around 20 ms in the 50% sync condition, i.e. the interval between synchronized dIPSPs (Fig. 3D, yellow bars) . When the same measurements were made for sweeps with eEPSPs (in which excitation was necessarily synchronized owing to electrical stimulation), more spikes were elicited. The predominant intervals nevertheless remained near 20 ms, indicating that phase-locking to synchronized dIPSPs was preserved even in the presence of synchronized eEPSPs. In contrast, no systematic pattern related to the eEPSP frequency emerged for either asynchronous or 50% synchronized dIPSPs (Fig. 3D, shaded bars) . Instead, intervals with a low trial-to-trial probability during asynchronous inhibition now occurred with higher probability. The only variation was that a cluster of intervals centred at ß8 ms emerged, especially at higher eEPSP rates. We considered the possibility that these might reflect a degree of phase-locking to eEPSPs, but since 8 ms intervals were present at all eEPSP rates and even without any eEPSPs, they seem to reflect an interval between action potentials that is more likely to be intrinsically determined than a result of phase-locking to excitation.
Effects of dynamically clamped mossy fibre excitation on CbN cell firing
Although these results suggest that inhibition may regulate the rate and timing of excitation-driven action potentials in CbN cells, even the highest frequency of evoked eEPSPs applied with 50% synchrony was insufficient to elevate the firing rate much beyond 30 spikes s −1 . Because this rate is well below firing rates of CbN cells in awake mice even when animals are stationary (60-90 spikes s −1 , Hoebeek et al. 2010; Sarnaik & Raman, 2016) , it seems plausible that the electrical stimulation recruits only a fraction of the total mossy fibre input, possibly because afferents are severed by slicing or because the stimulating electrode only activates a subset of existing fibres. Additionally, electrical stimulation of mossy fibres necessarily synchronizes EPSPs, which may or may not happen under physiological conditions. Therefore, to manipulate the quantity and timing of excitatory inputs to CbN cells, we used dynamic clamp to mimic mossy fibre inputs, each with the unitary amplitude, kinetics and voltage-dependence of the AMPAR-and NMDAR-mediated synaptic conductances that we measured. Estimates of convergence based on anatomical data were made as in Person & Raman (2012a) , suggesting that the number of convergent afferents might lie between 20 and 600 (detailed in Methods). Given that a convergence of 12 inputs could be measured in the slice, we guessed that about one-third to one-quarter of the inputs might be retained, as was the case for Purkinje afferents (Person & Raman, 2012a) . We therefore initially mimicked 40 convergent non-depressing mossy fibre afferents, which provided a reasonable point of departure from which more precise values could then be estimated from the experimental results (see below). Conductances were applied to evoke asynchronous dynamically clamped EPSPs (dEPSPs) at a range of rates (0-100 s −1 for each of the 40 inputs). CbN firing rates were recorded first against a background of asynchronous dIPSPs (Fig. 4A, black) . Next, inhibition was switched to 50% synchronous dIPSPs for 200 ms during each sweep (Fig. 4A, blue) . In each cell, the input-output curves for this range of excitation were measured in the 200 ms window. Importantly, total inhibition was constant while only IPSP timing varied between curves (N = 8; 3M, 5F; all conditions tested in the same cells). As expected, the higher amount of mossy fibre innervation mimicked by the dynamic clamp could drive CbN cells to fire at higher rates than could be achieved with electrical stimulation of mossy fibres; these rates span ) . B, representative traces from a single CbN cell of responses to eEPSPs and dIPSPs as labelled. In all traces, during periods of inhibition, the total amount of inhibition is constant (50 s -1 for each of 40 units); note the slight depolarization over the course of prolonged inhibition, which raises spike probability in the second half of the interval. Upper sweeps have either asynchronous inhibition (first and second trace) or 50% synchrony applied only during the 200 ms stimulation periods (third and fourth trace). Alternate sweeps have either no excitation (first and third traces) or eEPSPs at 90, 133 and 160 Hz applied during the stimulation periods (second and fourth traces). C, firing rates of CbN cells and during the stimulation periods ± EPSPs and ± 50% synchrony, for three stimulation frequencies. Solid symbols, mean data; open symbols, individual cells (N = 16, same cells, all conditions). Comparisons across conditions are made at the same time window within each sweep with repeated-measures ANOVA (P < 0.01 for each frequency), followed by paired t tests between categories. These gave P < 0.05 for all pairs (asterisks). D, mean interspike interval histogram for all 16 cells. Observations include all intervals in 10 trials.
the range of firing rates (excluding bursts) seen in vivo. Consistent with the data obtained by direct stimulation, the input-output curve was shifted to higher rates when a subset of inhibitory inputs was synchronized (Fig. 4B,  black and blue symbols) . These results further support the idea that the degree of inhibitory synchrony can gate the efficacy of excitation, for the full range of EPSP rates tested.
To explore this phenomenon further, we repeated the experiments with the rate of the synchronized inhibitory inputs raised to 100 Hz ( Fig. 4A and B ). These data demonstrate that neither the gain nor the linear shift of the input-output curve in response to a range of excitatory drive can be predicted by the amount of inhibition alone. Conversely, even with known excitation, CbN firing rates cannot report the rate of inhibition. Instead, the coherence of the input from converging Purkinje cells plays a central role in defining the relationship between incoming synaptic excitation and CbN cell spikes.
Owing to the greater degree of excitation, the interspike interval histograms in the dynamic clamp experiments differed from those obtained with direct stimulation, as illustrated for 50 and 100 dEPSPs s −1 per input (Fig. 4C , mean of all eight cells). With asynchronous dIPSPs, the histograms still showed a range of intervals (Fig. 4C,  top) , but with 50% synchronous inhibition, instead of phase-locking with 20 ms intervals, the number of brief intervals increased since the large amount of excitation generated spike doublets and triplets ( Fig. 4A, blue; Fig. 4C,  middle) . When the synchronized dIPSP rate was raised to 100 Hz, however, phase-locking was restored, evident as many 10 ms intervals and multiples thereof (Fig. 4C,  bottom) . These results suggest that CbN cell spiking most effectively follows the timing patterns of coherent inhibitory inputs when the mean firing rate of CbN cells is at or below the rate of synchronized IPSPs. When the firing rate of CbN cells exceeds the rate of synchronous IPSPs, however, bursting tends to occur.
Physiological estimation of mossy fibre convergence
While this experiment illustrates qualitative aspects of the interaction between excitation and inhibition, its quantitative power was limited by two factors. First, the number of mossy fibre afferents was somewhat arbitrary, as well as at the low end of the range suggested by anatomical estimates. Second, synaptic depression of EPSPs was not incorporated, which would have exaggerated the effect of the amount of excitation that was applied and underestimated the influence of inhibition. Additionally, a technical issue was that when the dynamic clamp imported randomized stimulation from multiple afferents, synaptic inputs that overlapped in time did not sum, introducing a small, variable error of understimulation at the highest dEPSP frequencies. Therefore, to obtain a more realistic estimate of functional mossy fibre convergence, we measured input-output curves of CbN cells with a background of asynchronous inhibition, while varying the number of injected excitatory inputs and their rates of firing. In these experiments, we also incorporated synaptic depression into the amplitudes of the injected excitatory conductances, corrected for overlapping events, and calculated the true stimulation frequencies (see Methods).
In the absence of excitation, asynchronous dIPSPs alone strongly suppressed firing from a spontaneous rate of 113 ± 20 Hz to 1.5 ± 1.0 Hz (N = 9; 6M, 3F; Fig. 5A ). With 20 or 40 mossy fibre inputs, CbN cells only increased their firing slightly across the range of rates, never exceeding 35 Hz. For 80 mossy fibre inputs, firing rates of CbN cells started to approach those seen in vivo, ranging from just below 20 Hz to just above 80 Hz, over the range of excitation tested. (Fig. 5A and B, open symbols, N = 4; 3M, 1F). Nevertheless, given the low basal firing rates reported for mossy fibres in mice (Rancz et al. 2007; Powell et al. 2015) and the relatively high basal firing rates of CbN cells (Hoebeek et al. 2010) , we reasoned that these measurements underestimated the number of mossy fibres that are likely to converge in the intact preparation. We therefore tested higher numbers of mossy fibres (200, 400 or 800). Because of the technical complications of injecting overlapping EPSPs, we simulated these as 20, 40 or 80 clusters of 10 simultaneous inputs (see Methods). For 200 inputs, CbN cell firing rates varied across the range of rates observed in vivo (ß40-130 Hz). For 400 inputs, the firing rates of CbN cells were quite high (nearly 100 Hz even with the lowest input rate tested) and for 800 inputs, the cells fired at rates above 150 Hz across the range of inputs tested and tended to enter depolarization block ( Fig. 5A and B, closed symbols, N = 5; 3M, 2F). We therefore concluded that conditions associated with cerebellar behaviours could be most closely mimicked by 200 active mossy fibre inputs each producing ß40 dEPSPs s −1 .
Effects of jitter of synchronous inhibition
The estimate of a realistic amount of excitatory input provided the basis for testing how two key variables influence the interaction of Purkinje cell inhibition with mossy fibre excitation: (1) the fraction of convergent Purkinje cells firing in synchrony and (2) the spread or jitter on that synchrony. For these experiments, all CbN cells continuously received 200 excitatory inputs as above, each producing 40 asynchronous dEPSPs s
to mimic a modest elevation of excitation over baseline. As before, CbN cells also received inhibition from 40 inputs, mimicking convergent Purkinje cells. Of these, 20 inputs each produced 50 dIPSPs s −1 asynchronously throughout each sweep. The other 20 inputs were initially also asynchronous, at 50 dIPSPs s −1 . They were then switched for a 200 ms test period to a higher rate of 100 dIPSPs s −1 , during which time the number of inputs that synchronized was varied. Five conditions were tested: synchrony of 20, 10, 4, 2 or 0 inputs, corresponding, respectively, to 50, 25, 10, 5 or 0% of the total number of converging Purkinje cells. The balance of the inhibitory inputs produced asynchronous dIPSPs at 100 s -1 , so that the total inhibition during the test period was consistent in all cases, schematized in Fig. 6A (diagram) . The precision of dIPSP synchrony was also varied, so that the jitter, defined as the standard deviation about the mean event time, was 0, 0.5, 1, 2 or 4 ms.
All 25 conditions (five degrees of synchrony, five levels of jitter) were tested in 10 cells (3M, 6F, 1 unknown) . A subset of sample records is illustrated in Fig. 6A (traces) . During the test period, the firing rate of each cell varied both with the degree of synchrony and with the amount of jitter. Since intrinsic firing rates varied from cell to cell, rates during the test period were normalized to the baseline rate in the pre-test period with asynchronous inhibition. For the most extreme degree of coincident inhibition tested, i.e. 20 synchronous inputs and 0 jitter, the firing rates of CbN cells during the test period were elevated to more than 2.5 times the baseline rate, even though the total amount of inhibition was constant in all conditions (Fig. 6B) . As the jitter increased, the firing rate was elevated to a progressively lesser extent, but remained higher than with 0% synchrony, up to a jitter of 2 ms. For 25% synchronous inhibitory inputs, the firing rates were elevated to 1.5-fold the baseline rate, and an increase in firing rate was retained up to a jitter of 1 ms. With only 10% or 5% of inhibitory inputs synchronized, CbN cell firing rates were indistinguishable from those with fully asynchronous inhibition. We repeated a subset of experiments (jitter of 0.5 ms) with a reduced shunting of the excitatory synaptic input to mimic dendritic excitation (Methods). Under these conditions, the extent to which the firing rate was raised again varied directly with the degree of synchrony (N = 8, 4M, 4F; Fig. 6B, open  symbols) . Together, these data provide the most direct and biophysically constrained evidence that, with no change in the total inhibition or excitation, as few as 10 converging Purkinje cells firing within 2 ms of one another (i.e. with a jitter of 1 ms) can raise the firing rate of a target CbN cell by as much as 40%. In other words, the relative timing of spikes in converging Purkinje cells can control the rate of cerebellar output.
Lastly, we examined the timing of the CbN cell spikes during the test period in each condition. The interstimulus interval was binned in 1 ms increments, and the total number of spikes per bin for 10 repeated trials was measured. A subset of sample peristimulus time histograms (PSTHs) is illustrated in Fig. 7A . The restructuring of spike timing in the conditions with conditions, different cells than for ࣘ80 inputs). For 200, 400 and 800 units, dEPSPs were applied, respectively, as 20, 40 or 80 inputs of 10× conductance (see Methods).
J Physiol 595.15 more synchrony and less jitter is evident as clusters of observations of spikes at particular times, interspersed with gaps. To test the degree to which the changes in spike timing were consistent across the test period, the data were collapsed across cycles for each condition, so that time 0 was the mean time of arrival of synchronized dIPSPs, and the mean number of spikes per bin following the synchronous inhibition was plotted (see Methods). A consistent reorganization of spike timing appeared evident for some degrees of jitter for 50 and 25% synchrony, but not for 10 or 5% synchrony (Fig. 7B) . With a reduced shunt of synaptic excitation, even the lower degrees of synchrony reorganized the spike timing (Fig. 7B) Rates of excitation and inhibition are constant for all conditions. B, mean firing rates of CbN cells, normalized to the rate with complete asynchrony, for different levels of inhibitory synchrony and amounts of jitter. Solid symbols, N = 10, same cells for all 20 conditions. Comparisons were made with a two-way repeated-measures ANOVA (P < 0.001 for synchrony, P < 0.001 for jitter) followed by one-sample t tests which gave P < 0.007 for jitter ࣘ1 ms and P > 0.5 for jitter ࣙ2 ms. At a jitter of 1 ms, P = 0.001, 0.056, 0.11 and 0.58 for 50, 25, 10 and 5% synchrony, respectively. Open symbols, dEPSPs with reduced shunt to mimic dendritic excitation (N = 8 additional cells; same neurons for all four conditions).
Raman, 2012a). To assess the temporal restructuring statistically, we performed a Rayleigh test on the unbinned spike times (see Methods), which reports whether the distribution of spikes within the interval following the synchronous inputs is uniform (non-significant) or non-uniform (significant). Since we had recorded 10 sweeps each replicating the same combination of pseudorandom (asynchronous) and non-random (synchronous) stimuli in each of 10 cells, we pooled the data for all 10 cells but performed a separate Rayleigh test on each trial and plotted the P values; a parallel analysis was done for the eight cells with reduced shunt (Fig. 7C ). Under the conditions tested, synchrony of two or four inhibitory inputs was insufficient to consistently restructure CbN cell spikes significantly, regardless of the degree of jitter, unless the shunt was reduced. In contrast, for either 10 
Characteristics of mossy fibre synapses onto CbN cells
Previous studies have shown that AMPAR EPSCs in CbN cells undergo long-term potentiation and depression (Pugh & Raman, 2006; Zhang & Linden, 2006; Person & Raman, 2010) , but their unitary properties have not been quantified systematically. The unitary responses recorded here were taken to represent mossy fibre properties because the properties of synaptic depression from electrical stimulation of multiple afferents were consistent with those of optogenetically isolated mossy fibres and not of climbing fibre collaterals (Najac & Raman, 2016 (Audinat et al. 1992; Aizenman & Linden, 2000; Anchisi et al. 2001) . Along with the higher recording temperature used here, developmental changes may account for these differences. Parallel data come from the auditory system, in which the decay kinetics of NMDAR EPSCs fall from 40-50 ms at P10 to 10-15 ms at P18 (Steinert et al. 2010) , possibly owing to substitution of NR2B with NR2C during development, which also alters the Mg 2+ block (Akazawa et al. 1994 ). The synaptic properties described here may also change further as mice grow into adulthood. For instance, plasticity of mossy fibre synapses is predicted during cerebellar learning (Medina & Mauk, 1999) , and in vitro studies have shown that potentiation of mossy fibre EPSCs occurs at least until P32 (Person & Raman, 2010) .
Mossy fibre convergence
The present studies indicate that CbN cell firing rates comparable to those in awake behaving mice can be mimicked by 200 identical converging inputs. This value is 50 times the convergence onto cerebellar granule cells (Billings et al. 2014) . This difference may reflect the fact that information that is dispersed through granule cells, which outnumber neurons of the cerebellar nuclei by 1500:1 in mice (27 million vs. 18,000; Caddy & Biscoe, 1979) , is funnelled through fewer CbN cells. The convergence estimate is affected by a few assumptions, however. First, in dynamic clamp, both excitation and inhibition were mimicked as somatic conductances, which shunt one another. This approach is partly justified since Purkinje cells and mossy fibres both innervate the proximal dendrites of CbN cells; however, some mossy fibre synapses are more distal, while many Purkinje synapses are somatic (Chan-Palay, 1977; Pugh & Raman, 2006) . The distal inputs might be less shunted by somatic conductances, making each unitary input stronger and leading to an overestimate of convergence; indeed, reducing the shunt of excitation with convergence held constant showed the same or stronger effects of inhibitory synchrony. Second, with no series resistance error and with a Q 10 of 3, EPSC decay kinetics might be faster at 37°C. Thus, each input might actually contribute less depolarizing drive than applied here, which would underestimate the convergence ratio. A third factor is the assumption of completely asynchronous background activity of Purkinje cells. The experiments indicated that if this activity were partially coherent, the efficacy of mossy fibres would be increased, making the real convergence lower than estimated here. It is therefore worth emphasizing that the mossy fibre convergence is the equivalent of 200 active inputs under the present recording conditions but may correspond to a different anatomical number.
The heterogeneity of mossy fibres also makes it plausible that afferents from different sources have distinguishable properties. On the one hand, the dynamic range of distinct mossy fibres may be relatively homogeneous, since precerebellar neurons in the midbrain, pons, medulla and spinal cord, from which mossy fibres arise, share similar spontaneous firing rates and input-output relationships, measured in brain slices from mice (Kolkman et al. 2011) . On the other hand, across animals in vivo, widely ranging mossy fibre firing rates have been reported (van Kan et al. 1993; Gamlin & Clarke, 1995; Cheron et al. 1996; Mackie et al. 1999; Arenz et al. 2008) . Additionally, mossy fibres can generate either high-frequency bursts (Eccles et al. 1971; Garwicz et al. 1998; Chadderton et al. 2004; Rancz et al. 2007; Bengtsson & Jörntell, 2009) or stationary tonic firing (Lisberger & Fuchs, 1978; van Kan et al. 1993; Gamlin & Clarke, 1995; Arenz et al. 2008; Powell et al. 2015; Witter & De Zeeuw, 2015) . Finally, distinct classes of mossy fibre synapses onto granule cells have different degrees of synaptic facilitation and depression (Chabrol et al. 2015) . Therefore, factors such as firing patterns and short-term plasticity of specific classes of mossy fibres may shape the general results observed here.
The interaction of excitation with the synchrony of inhibition
The present results are biophysical, yet provide a mechanistic foundation for bridging to the physiological situation. While natural patterns of stimulation in vivo include variation in the firing rates of mossy fibres on multiple time scales, the parameter exploration here, i.e. varying the relative timing of inhibitory inputs against a constant barrage of excitation over a window of 200 ms, permits some general principles to be inferred. First, increasing the coherence of inhibition is likely to raise EPSP-driven firing rates across all degrees of excitation, since the phenomenon of increasing synchrony correlating with elevating spike rates is evident for spontaneous firing, mfEPSP-evoked firing, and dEPSP-evoked firing regardless of the degree of shunting. Second, the coherence of spiking by mossy fibre inputs might modulate but not override this phenomenon, since gaps in inhibition will always permit more effective excitation. In addition, although the magnitude of excitation may vary over time, the high EPSP rate (8000 s -1 ) required to mimic physiological rates of firing here suggests that complete gaps in excitation would be rare. Third, synaptic delays in the cerebellar cortex may generate lags of a few milliseconds between direct excitation and the corresponding inhibition driven through the mossy fibre-granule cell-Purkinje pathway. Such lags may affect the onset of a response to synchronous inhibition, but the same principle will hold: for periods during which inhibitory synchrony is greater, the effect of excitation is predicted to be stronger. Conversely, given the high firing rates and convergence of Purkinje cells, even randomly occurring action potentials have a non-zero probability of overlapping and creating a short window of disinhibition afterward. Any mechanisms that actively decorrelate inhibitory inputs are likely to counteract excitation more effectively. Simply stated, CbN cells will fire more rapidly in response to more excitation, less inhibition, more synchrony among their inhibitory afferents, and/or less inhibitory jitter.
Consistent with the idea that disinhibiting CbN cells can drive motor behaviour, optogenetically suppressing Purkinje cell firing for 50-500 ms elicits movements in vivo (Heiney et al. 2014; Lee et al. 2015) . On shorter time scales, cycles of concerted disinhibition can also arise from synchronized Purkinje cell firing, during which CbN cell spikes intervene between coincident IPSPs (Person & Raman, 2012a) . Thus, disinhibition-related movement might occur even without complete suppression of Purkinje cell spiking, but only if sufficient depolarizing drive is present to bring cells to threshold, which was provided by direct current injection in the previous experiments. Here, we find that even with synaptic drive held constant, synchronizing 20 inhibitory inputs more than doubled CbN cell firing rates; synchronizing just 10 inputs raised firing rates by 50%. Additionally, despite the rapid kinetics of EPSCs, the high convergence and small amplitudes of mossy fibre inputs decreases the membrane potential fluctuation resulting from synaptic excitation. Consequently, with realistic synaptic excitation, inhibitory synchrony resets spike timing as long as at least 10 converging Purkinje cells are synchronized. The coherence of Purkinje cell firing therefore creates gaps in inhibition during which mossy fibres more effectively drive cerebellar output.
An additional variable is the precision of synchrony. Most studies of simple spike synchrony report spikes from pairs of Purkinje cells occurring within 4 ms of one another (Bell & Grimm, 1969; Bell & Kawasaki, 1972; MacKay & Murphy, 1976; Ebner & Bloedel, 1981; Shin & De Schutter, 2006; Heck et al. 2007; de Solages et al. 2008; Bosman et al. 2010; Wise et al. 2010) , corresponding here to 2 ms jitter (one standard deviation from the mean spike time). The present data indicate that this degree of precision can increase the rate as well as set the timing of CbN cell action potentials, as long as about 10 afferents fire together in a ß4 ms window.
This idea may provide insight into the consequences of complex spike synchrony on CbN cell firing. The temporal precision of complex spike synchrony differs from that of simple spikes; cross-correlograms of complex spikes indicate coincidence windows of tens of milliseconds J Physiol 595.15 (Bell & Kawasaki, 1972; Welsh et al. 1995) . Although each complex spike transmits only brief (<15 ms) action potential bursts along Purkinje axons (Khaliq & Raman, 2005; Monsivais et al. 2005) , they can evoke prolonged inhibition (ß100 ms) of CbN cell spiking, even without detectable increases in Purkinje cell firing (Blenkinsop & Lang, 2006; Bosman et al. 2010; Tang et al. 2016) . Although in the flocculus, simple and complex spike synchrony can correlate (De Zeeuw et al. 1997) , the present data raise the possibility that under some circumstances complex spikes might lead to phase resetting of simple spikes that increases the asynchrony of convergent Purkinje cells for a few hundred milliseconds, thereby increasing the efficacy of inhibition.
Regarding the central question of the transformation at Purkinje-to-CbN-cell synapses, because of the strong propensity of CbN cells to fire spontaneously (Raman et al. 2000) , suppression of CbN cell spikes can be achieved only by Purkinje cell activity that generates tonic inhibitory synaptic current, which pulls CbN cells away from threshold (Telgkamp & Raman 2002) . Changes in such current can be achieved by changing firing rates of individual Purkinje cells and/or by changing the coherence of firing by convergent afferents. Simple spike synchrony on the time scale of milliseconds has been repeatedly reported for decades (Bell & Grimm, 1969; MacKay & Murphy, 1976; Ebner & Bloedel, 1981; Heck et al. 2007; de Solages et al. 2008; Wise et al. 2010) and can account for observed behaviours in cerebellar models (De Zeeuw et al. 2011) . Nevertheless, it remains unknown how many Purkinje cells synchronize and for how long they do so. The current data set provides a framework for interpreting those data as they become available. Importantly, the effects seen here could be as brief as a single synchronous simple spike leading to a disinhibition response in CbN cells, or could persist for a longer time. Regardless of the time course or precision of relative synchrony, the present work suggests that whenever Purkinje cells fire more coherently, mossy fibre inputs become more effective at increasing CbN cell firing rates. Conversely, when Purkinje cells tend toward asynchronous firing, mossy fibre excitation is more greatly counteracted. Consequently, by moving in and out of synchrony, Purkinje cells can act as a gate that permits or weakens excitatory drive.
