Segmentation of fluorescence microscopy images using three dimensional active contours with inhomogeneity correction by Lee, Soonam et al.
SEGMENTATION OF FLUORESCENCE MICROSCOPY IMAGES USING
THREE DIMENSIONAL ACTIVE CONTOURS WITH INHOMOGENEITY CORRECTION
Soonam Lee⋆ Paul Salama† Kenneth W. Dunn‡ Edward J. Delp⋆
⋆Video and Image Processing Laboratory
School of Electrical and Computer Engineering
Purdue University
West Lafayette, Indiana
†Department of Electrical and
Computer Engineering
Indiana University
Indianapolis, Indiana
‡Division of Nephrology
School of Medicine
Indiana University
Indianapolis, Indiana
ABSTRACT
Image segmentation is an important step in the quantitative analy-
sis of fluorescence microscopy data. Since fluorescence microscopy
volumes suffer from intensity inhomogeneity, low image contrast
and limited depth resolution, poor edge details, and irregular struc-
ture shape, segmentation still remains a challenging problem. This
paper describes a nuclei segmentation method for fluorescence mi-
croscopy based on the use of three dimensional (3D) active con-
tours with inhomogeneity correction. The correction information
utilizes 3D volume information while addressing intensity inhomo-
geneity across vertical and horizontal directions. Experimental re-
sults demonstrate that the proposed method achieves better perfor-
mance than other reported methods.
Index Terms— image segmentation, fluorescence microscopy,
multiphoton microscopy
1. INTRODUCTION
Fluorescence microscopy was traditionally used for observing bio-
logical entities. It has recently become a powerful tool for studying
cells because it enables the acquisition of image volumes deeper into
tissue [1, 2, 3]. Since 3D biological structures are complex, manual
quantification of these image volumes is a laborious or intractable
process and therefore many image analysis tools have been devoted
for fluorescence microscopy.
A first step in quantifying biological structures is segmentation.
Fluorescence microscopy volumes have unique characteristics that
complicate segmentation. In particular, microscopy volumes are
anisotropic, with aberrations and distortions that vary in different
directions [4, 5] giving rise to inhomogeneous intensities along the
horizontal directions as well as poorer depth resolution, where the
vertical resolution is approximately 3 to 4 times less than the hori-
zontal resolution [6, 7]. Since biological structures often consist of
non rigid shapes with varying orientations, fluorescent probes fre-
quently fail to delineate correct boundaries.
There have been various methods developed to segment biomed-
ical images that address some of the above issues. Many segmenta-
tion methods are based on active contours [8] which minimize an
energy/cost function iteratively while deforming an initial contour
to fit objects of interest. There are also several variants of active
contours. One of these is edge-based active contours [8, 9] that uti-
lizes image gradient maps to aid in object identification. Typically,
the results of edge-based active contours tend to be sensitive to im-
age noise and rely heavily on the placement of the initial contour. To
address these problems [10] employed an external energy term ob-
tained by convolving a user controllable vector field kernel with an
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image edge map. Alternatively, in [11] the Poisson inverse gradient
was used to obtain the initial contours to be used in segmentation.
Active contours have also been integrated with region-based ap-
proaches in an attempt to seek an energy equilibrium between fore-
ground and background regions [12, 13]. Region-based methods
tend to generate better results than edge-based active contours be-
cause region-based methods are relatively independent of the ini-
tial contour generation and are more robust against noise. In [4, 5]
a 3D version of region-based active contours [12] which results in
improved segmentation by incorporating 3D information was pre-
sented. More specifically, in [4] a coupled active surface which is
a 3D version of multiphase level sets [13] that utilize an indica-
tor function to account for only one background region was pro-
posed to avoid multiple level sets overlapping. Similarly, in [14] the
coupled active surfaces based method was improved by incorporat-
ing a watershed method and the Radon transform. These region-
based methods, however, fail to produce satisfactory results in im-
ages with intensity inhomogeneities [15, 16]. To address this [15]
proposed a localized region-based active contour method that uses a
new energy functional, means separation, and histogram separation
to distinguish between foreground regions and inhomogeneous back-
ground regions. Similarly, a modified energy function was used in
[17] to address image inhomogeneities. Additionally, [18] presented
multiple retrospective inhomogeneity correction methods as prepro-
cessing steps to improve segmentation results under inhomogeneous
intensities. More recently, in [16] we utilized adaptive threshold-
ing and vertical direction refinement followed by boundary fitting
to segment microscopy volumes while taking into account intensity
inhomogeneities. Alternatively, [19] implemented a 3D segmenta-
tion method with an energy function based on exponential B-splines,
while [20] proposed combining edge-based and region-based energy
functions to segment fluorescence microscopy images.
An alternative approach based on multidimensional segmenta-
tion using random seeds in combination with multi-resolution, multi-
scale, and region growing was proposed in [21] while a combina-
tion of midpoint analysis, shape-based function optimization, and
a Marked Point Process (MPP) simulation to quantify nuclei was
presented in [22]. Additionally, [23] described a new approach to
segmentation by coupling image restoration and segmentation using
a generalized linear model and Bregman divergence.
In this paper, we describe a method that segments nuclei in 3D
microscopy volumes based on a combination of 3D region-based ac-
tive contours and 3D inhomogeneity correction. Nuclear segmenta-
tion is a prerequisite step for a variety of cell cytometry approaches
used in biological research. Prior work that incorporated 3D snakes
did not account for intensity inhomogeneities [4, 5]. The method
described here extends 3D region-based active contour methods by
using 3D inhomogeneity correction. Our datasets consist of 3D vol-
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umes of a rat kidney labeled with Hoechst 33342 collected using
two-photon microscopy. The goal here is to account for intensity
inhomogeneity while incorporating 3D information.
2. PROPOSED METHOD
The main idea of region-based active contours is to evolve a curve
(2D) or a surface (3D) φ towards an object boundary by minimizing
an energy function. The energy function used in 3D region-based
active contours [4, 5], which is an extension of the 2D case [12], is
given by:
E = λ1
∫
in(φzp )
|IOzp(x)− c1|
2
dx + λ2
∫
out(φzp )
|IOzp(x)− c2|
2
dx
+ µ · Surface(φzp(x)) (1)
where x ∈ R3, IOzp(x) is the p
th image in a volume to be analyzed
where p ∈ {1, 2, ..., P}, φzp(x) is a zero-level surface (Lipschitz
function) of same size as IOzp(x), c1 is the average intensity inside
φzp(x), c2 is the average intensity outside φzp(x), and λ1, λ2, µ are
weighting coefficients for each term, respectively.
The method adopted here extends a previous 3D region-based
active contour method [4, 5] by taking into account 3D intensity in-
homogeneities. This is achieved by utilizing a multiplicative model
where the original volume IOzp(x) is modeled as
IOzp(x) =Wzp(x) ◦ I
C
zp(x) +Nzp(x) (2)
where ICzp(x) is a homogeneous volume,Wzp(x) is a 3D weight ma-
trix referred to as the inhomogeneity field that accounts for the de-
gree of intensity inhomogeneity at each voxel location, and Nzp(x)
is zero-mean 3D Gaussian noise. The ◦ operator represents vox-
elwise multiplication (Hadamard product). Assuming Wzp(x) is
slowly varying, Eq (2) can be approximated as [17]
IOzp(x) ≈
{
Wzp(y)c1 +Nzp(x) when φzp(x) > 0
Wzp(y)c2 +Nzp(x) when φzp(x) < 0
(3)
where y is any point in B(x,ρ), the 3D spherical neighborhood of
x with radius ρ, and c1, c2 are determined by whether x is inside
or outside of the surface φzp(x). Specifically, if the location of x is
inside φzp(x), c1 is chosen as a centroid. However, if the location
of x is outside of φzp(x), c2 is taken as the centroid. Using this
relationship, a new energy function with a 3D kernel K is obtained:
E =
∫
Ω
(
λ1
∫
in(φzp )
K(y − x) · |IOzp(x)−Wzp(y)c1|
2
dx
+ λ2
∫
out(φzp )
K(y − x) · |IOzp(x)−Wzp(y)c2|
2
dx
)
dy
+ µ · Surface(φzp(x)). (4)
Note that y is integrated over the entire image volume Ω. Note also
that the kernel function is chosen such that K(y − x) = 0 when y is
outside the neighborhood of x [24].
Since the kernel function K should account for a slow varying
Wzp , we choose a modified normalized truncated 3D Gaussian func-
tion:
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0 otherwise
(5)
where u = [ux, uy, uz]
T and ρ = [ρx, ρy, ρz]
T . Due to the dif-
ference in resolutions across the horizontal and vertical directions,
and since the vertical resolution is approximately 4 times less than
the horizontal resolution, we alter the neighborhood B(x,ρ) by set-
ting ρx = ρy = 4ρz . In addition, C is chosen to be a normalizing
constant so that
∫
K(u)du is always 1.
Utilizing Heaviside’s function, H(·), the Dirac delta function,
δ(·), and swapping the order of the integrals, Eq (4) can be rewritten
as [12]:
E = λ1
∫
Ω
(
(IO)2 ◦ 1K − 2I
O ◦ (W ∗K)c1 + (W
2 ∗ K)c21
)
H(φ)dx
+ λ2
∫
Ω
(
(IO)2 ◦ 1K − 2I
O ◦ (W ∗K)c2 + (W
2 ∗ K)c22
)
(1−H(φ))dx
+ µ
∫
Ω
δ(φ)|∇φ|dx (6)
where ∗ is the 3D convolution operator and 1K(x) is a 3D volume of
same size as IOzp(x) whose entries are all 1 except near the volume
boundary. More specifically, 1K(x) is obtained by convolving a
3D matrix of ones with 3D kernel K. Note that both c1 and c2 are
vectors with three elements (3 × 1 vectors). For brevity we have
omitted the subscript zp and the explicit argument x.
By minimizing the energy function shown in Eq (6) with respect
to φ, W , c1 and c2, we can obtain the 3D segmentation result (φ)
and an estimated 3D inhomogeneity field (W).
One way to achieve this is to first minimize the energy function
with respect to c1 and c2 for given φ andW . Denoting the optimal
values for c1 and c2 by cˆ1 and cˆ2, respectively, it can be shown that
cˆ1 =
∫
in(φ)
IO ◦ (W ∗K)dy∫
in(φ)
(W2 ∗ K)dy
, cˆ2 =
∫
out(φ)
IO ◦ (W ∗K)dy∫
out(φ)
(W2 ∗ K)dy
(7)
Having found cˆ1 and cˆ2 the next step is to minimize the energy func-
tion with respect to φ for given c1, c2, andW . In this case the values
used for c1 and c2 are cˆ1 and cˆ2, respectively. Since the partial differ-
ential equation (PDE) ∂E
∂φ
= 0 does not have a closed form solution,
an approximate solution φˆ can be obtained by iteratively using the
Euler-Lagrange equation as follows [5]:
φˆcurr = φˆprev +∆t
[
λ2f2 − λ1f1 + µdiv
(
∇φˆprev
|∇φˆprev|
)]
(8)
where f1 and f2 are expressed as
f1 = (I
O)2 ◦ 1K − 2I
O ◦ (W ∗K)c1 + (W
2 ∗ K)c21
f2 = (I
O)2 ◦ 1K − 2I
O ◦ (W ∗K)c2 + (W
2 ∗ K)c22,
respectively. φˆprev and φˆcurr denote the previous and current esti-
mates of φ, respectively,∆t a time step used to control the evolution
speed of φ, and µ the surface weight coefficient, chosen based on the
size of the desired object to be detected. Higher µ values are used for
detecting all objects whereas smaller µ values are used for detecting
only larger objects [12]. Note that the term κ = div
(
∇φ
|∇φ|
)
is the
curvature of the level set function φ and is expressed as [25]:
κ =
{
φ
2
x(φyy + φzz) + φ
2
y(φxx + φzz) + φ
2
z(φxx + φyy)
−2 (φxφyφxy + φxφzφxz + φyφzφyz)
}
(
φ2x + φ2y + φ2z
)3/2
(9)
Lastly, for given c1, c2, and φ, E is minimized with respect to the
3D inhomogeneity field W . The optimal 3D inhomogeneity field,
Wˆ , is the solution to the PDE arising from setting ∂E
∂W
= 0 and is
given by
Wˆ =
(IO ◦ J (1)) ∗ K
J (2) ∗ K
(10)
Dataset-II Dataset-III Dataset-IV Dataset-V
Method Accuracy Type-I Type-II Accuracy Type-I Type-II Accuracy Type-I Type-II Accuracy Type-I Type-II
2Dac [12] 54.71% 43.31% 1.98% 61.89% 32.42% 10.27% 57.39% 38.91% 3.70% 72.28% 20.44% 7.29%
2Dlac [15] 57.62% 39.14% 3.25% 58.21% 31.52% 10.27% 66.35% 28.13% 5.51% 63.47% 27.45% 9.08%
2DacIC [17] 73.12% 25.09% 1.79% 80.35% 15.19% 4.46% 86.18% 11.30% 2.52% 87.64% 8.99% 3.38%
3Dac [4, 5] 79.76% 16.63% 3.61% 78.43% 15.14% 6.42% 72.86% 24.98% 2.16% 81.58% 12.57% 5.86%
3Dsquassh [23] 88.72% 8.57% 2.71% 85.32% 5.96% 8.73% 83.35% 14.28% 2.37% 83.22% 13.01% 3.77%
3DacIC
91.87% 5.61% 2.53% 89.65% 4.50% 5.85% 87.71% 9.49% 2.80% 89.10% 7.00% 3.90%
(proposed)
Table 1. Comparison of the performances of proposed and other segmentation methods using Dataset-II, III, IV, and V
whereJ (1) =
∫
in(φ)
c1dy+
∫
out(φ)
c2dy andJ
(2) =
∫
in(φ)
c21dy+∫
out(φ)
c22dy [17]. Using the above solution it is possible to itera-
tively arrive at a segmentation result as described in “Method 1”.
Note that NI denotes the number of (inner loop) iterations
needed to arrive at a solution for φ as indicated by Eq (8), whereas
NO is the number of (outer loop) iterations required to update c1, c2
andW .
Method 1 3D active contours with inhomogeneity correction
1: Set initial contour φ, initializeW to be a 3D matrix of ones, and
c1, c2 to be a zero 3× 1 vector, respectively.
2: Set K as a modified normalized truncated Gaussian function us-
ing Eq (5).
3: for i = 1 to NO do
4: Obtain the 3D convolutionsW ∗K,W2 ∗ K, and 1K.
5: Update the centroids c1(inside), c2(outside) using Eq (7).
6: for j = 1 to NI do
7: Obtain the 3D curvature κ using Eq (9).
8: Update the 3D segmentation result φ using Eq (8).
9: end for
10: Update the 3D inhomogeneity fieldW using Eq (10).
11: end for
12: Obtain IC using Eq (2).
13: return φ, IC ,W
3. EXPERIMENTAL RESULTS
The performance of our method was tested on five different datasets:1
Dataset-I, II, III, IV, and V. The five datasets, which are volumes of
rat kidney, consist of 512, 36, 41, 38, and 41 images, respectively
each of size 512 × 512 pixels and are of 8-bit/pixel resolution.
Dataset-IV and V were collected from the same specimens as
Dataset-II and III, respectively, but imaged in reverse directions.
The following values were used for the various parameters:
∆t = 0.1, λ1 = λ2 = 1, ρx = 4, µ = 0.001 · 255
2. Since
ρx = ρy = 4ρz , ρy and ρz are automatically determined once ρx is
set. Also, NI = 20 and NO = 50 so that the total number of iter-
ations used in solving for φ was 1000. For the initial contours, we
chose multiple spheres of radius 10 distributed evenly to cover the
entire volume. The segmentation results of the proposed method and
corresponding inhomogeneity corrected images taken from various
depth are shown in Figure 1.
As can be seen from the first row of Figure 1, the original im-
ages suffer from significant inhomogeneous intensities. More specif-
ically, the intensities at the center are brighter than at the boundaries
of the images. In spite of this, the proposed method is able to suc-
cessfully capture nuclei close to the boundaries as shown in Figure 1.
1Dataset-I was provided by Malgorzata Kamocka of the Indiana Center
for Biological Microscopy. Dataset-II, III, IV, and V were provided by Tarek
Ashkar of the Indiana University School of Medicine.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Fig. 1. Segmentation results and inhomogeneity corrected images at
various depth for Dataset-I. Top row: Original 100th, 200th, 300th
images. Middle row: Segmentation results overlaid onto original
images (red: nuclei contours, green: nuclei regions). Bottom row:
Corresponding inhomogeneity corrected images based on estimated
3D inhomogeneity field
For visualization purposes we highlight contours as red and their in-
teriors as green. The last row of Figure 1 portrays the estimated
inhomogeneity corrected images corresponding to the original im-
ages.
To evaluate the performance of the proposed method, images
from Dataset-II, III, IV, and V were manually segmented and used
as groundtruth (Figures 2b, 3b). The accuracy, Type-I error, and
Type-II error metrics were obtained for our method based on the
groundtruth images. Here accuracy is defined to be the ratio of
the number of correctly segmented nuclei pixels (true positive) and
background pixels (true negative) to the total number of pixels.
Type-I error (False alarm) is the ratio of the number of background
pixels wrongly detected as nuclei (false positive) to the total number
of pixels. Similarly, Type-II error (Missed) is the ratio of the number
of nuclei pixels wrongly detected as background (false negative) to
the total number of pixels.
The proposed method’s performance is provided in Table 1
above where we have also included for comparison purposes the
performance of five other techniques. In particular, we have in-
cluded the 2D region-based active contours [12] (2Dac), 2D region-
based localized active contours [15] (2Dlac), 2D region-base active
(a) Original (b) Groundtruth
(c) 2Dac [12] (d) 2Dlac [15] (e) 2DacIC [17]
(f) 3Dac [4, 5] (g) 3Dsquassh [23] (h) 3DacIC (Proposed)
Fig. 2. Comparison of segmentation results (red: nuclei contours,
green: nuclei regions) of the proposed method with other methods
overlaid onto original image (7th image of the Dataset-II)
(a) Original (b) Groundtruth
(c) 2Dac [12] (d) 2Dlac [15] (e) 2DacIC [17]
(f) 3Dac [4, 5] (g) 3Dsquassh [23] (h) 3DacIC (Proposed)
Fig. 3. Comparison of segmentation results (red: nuclei contours,
green: nuclei regions) of the proposed method with other methods
overlaid onto original image (16th image of the Dataset-III)
contours with inhomogeneity correction [17] (2DacIC), and 3D
region-based active contours [4, 5] (3Dac). We denote our method
by 3DacIC (3D region-based active contours with inhomogeneity
correction). For consistency, the same number and same sized cir-
cles (2D)/spheres (3D) were used as initial contours in all the active
contour methods. In addition, the same number of iterations were
used. Finally, we also compared the performance of all these meth-
ods with a method described in [23] (3Dsquassh) using the default
parameters setting in ImageJ.
As can be seen from Table 1, the proposed method outperformed
the other methods in accuracy and Type-I error while exhibiting
reasonably low Type-II error. 2DacIC and 3Dac had sometimes
lower Type-II error than our method, but these methods suffered
from high Type-I error, thus they often falsely detect nuclei. Sim-
ilarly, 3Dsquassh produced generally good accuracy and Type-II er-
ror but again suffered from high Type-I error.
For further comparison, we have included sample segmentation
images of the results from Dataset-II and III produced by all the
above mentioned techniques in Figure 2 and 3. The first row dis-
plays the original and groundtruth images, the second row exhibits
segmentation results of 2Dac, 2Dlac, 2DacIC, and the third row
shows segmentation results of 3Dac, 3Dsquassh, and 3DacIC, re-
spectively. As observed, the proposed method outperforms all other
methods by properly identifying nuclei, especially nuclei close to the
boundary. In comparison, 2Dac did not capture details at the center
regions as well as boundary regions. 3Dac had better performance
than 2Dac but failed to capture most nuclei located in the center.
Although 3Dsquassh was capable of capturing more nuclei at the
center than 3Dac, it still tended to group adjacent small nuclei as a
single object as observed in Figure 2g and 3g. In addition, both 3Dac
and 3Dsquassh missed many nuclei specifically at the boundary. In
contrast, 2Dlac had poorer results than the others since each local-
ized active contour utilized local information. To be more specific,
each localized contour sometimes correctly identifies nuclei as fore-
ground but sometimes not to the extent that the segmentation results
were combined with background regions (Figure 2d, 3d). Although
2DacIC did produce good segmentation results at the center regions,
it also incorrectly segmented background regions at the boundary as
nuclei (Figure 2e, 3e). This is a common problem for 2D based
methods since they lack 3D information and their segmentation re-
sults are often inconsistent depthwise.
(a) Dataset-I (b) Dataset-II (c) Dataset-III
Fig. 4. 3D segmentation results for Dataset-I, II, and III (green:
nuclei regions)
Lastly, Figure 4 portrays 3D segmentation results of various
dataset using Voxx [26], a 3D visualization tool. For visualization
purposes, each segmentation result was cropped into subvolumes
(60 × 60 × 20), respectively, which demonstrate that the proposed
method successfully identified nuclei in 3D.
4. CONCLUSION AND FUTURE WORK
This paper has presented a 3D active contours with inhomogeneity
correction method suitable for labeling nuclei in fluorescence mi-
croscopy volumes. Using 3D information, the proposed method can
achieve better results than when using individual 2D slices. Future
work will include quantifying the segmented nuclei and separating
multiple overlapping nuclei.
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