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An approach to Stochastic Process using
Quasi-Arithmetic Means
Etienne Cuvelier and Monique Noirhomme-Fraiture
Institut d’Informatique (FUNDP)
21, rue Grandgagnage, 5000 Namur, Belgium
(e-mail: ecu@info.fundp.ac.be, mno@info.fundp.ac.be)
Abstract. Probability distributions are central tools for probabilistic modeling in
data mining. In functional data analysis (FDA) they are weakly studied in the the
general case. In this paper we discuss a probability distribution law for functional
data. We build a probability distribution using jointly the Quasi-arithmetic means
and the generators of Archimedean copulas. We also study the properties of this
new mathematical tool.
Keywords: Functional Data Analysis, Probability distributions, Stochastic Pro-
cess, Quasi-Arithmetic Mean, Archimedean copulas.
1 Introduction
Probability distributions are central tools for probabilistic modeling in data
mining. In functional data analysis, like functional random variable can be
considered as stochastic process, the probability distribution have been stud-
ied largely, but with rather strong hypotheses [Bartlett, 1978], [Lawler, 2006],
[Cox and Miller, 1965], [Gihman and Skorohod, 1974], and [Stirzaker, 2005].
Some of them are very famous like Markov process [Meyn and L, 1993]. Such
a process has the property that present is not influenced by all the past but
only by the last visited state. A very particular case is the random walk,
which has the property that one-step transitions are permitted only to the
nearest neighboring states. Such local changes of state may be regarded as
the analogue for discrete states of the phenomenon of continuous changes
for continuous states. The limiting process is called the Wiener process or
Brownian motion. The Wiener process is a diffusion process having the spe-
cial property of independent increments. Some more general Markov chain
with only local changes of state are permissible, gives also Markov limiting
process for continuous time and continuous states. The density probability
is solution of a special case of the Fokker-Planck diffusion equation.
In preceding work [Cuvelier and Noirhomme-Fraiture, 2005] we used copu-
las to model the distribution functional random variables at discrete cutting
points. Here, using the separability concept, we can we consider the con-
tinuous case as the limit of the discrete one. We will use quasi-arithmetic
means in order to avoid copulas problem when considering the limit when
the number of cuttings tends to infinity.
2 Cuvelier, Noirhomme-Fraiture
In section 2 we define the concept of distribution of functions and recall the
notion of separability. In section 3 we propose to use the Quasi-arithmetic
mean in conjunction with an Archimedean generator to build a probability
distributions appropriate to the dimensional infinite nature of the functional
data. And in section 4 we study the properties of this new mathematical
tool.
2 Distribution of a functional random variable
Let us recall some definitions that will be useful in the following paper.
Definition 1. Let (Ω,A, P ) a probability space and D a closed real interval.
A functional random variable (frv) is any function from D × Ω → R such
for any t ∈ D, X(t, .) is a real random variable on (Ω,A, P ). Each function
X(., ω) is called a realization. In the following we will write X for X(., ω),
and X(t) for X(t, ω). X(t) can be considered as a stochastic process.
We study, here, the measurable and bounded functions.
Definition 2. Let D a closed real interval, then L2(D) is the space of real
measurable functions u(t) defined on a real interval D such that
‖u‖2 =
{∫
D
|u (x)|2 dx
}1/2
<∞ (1)
Definition 3. Let f, g ∈ L2(D). The pointwise order between f and g on
D is defined as follows :
∀x ∈ D, f(x) ≤ g(x) ⇐⇒ f ≤D g (2)
Definition 4. The functional cumulative distribution function (fcdf) of a frv
X on L2(D) computed at u ∈ L2(D) is given by :
FX,D(u) = P [X ≤D u] (3)
Definition 5. A frv is called separable if there exists in D an everywhere
countable set I of points {xi} and a set N of Ω of probability 0 such that for
an arbitrary open set G ⊂ D and an arbitrary closed set F ⊂ R the two sets
{ω : X(x, ω) ∈ F, ∀x ∈ G}
{ω : X(x, ω) ∈ F, ∀x ∈ G ∩ I}
differ from each other only on the subset N . The set I is called the separa-
bility set [Gihman and Skorohod, 1974].
The space L2(D) is a separable Hilbert space. In the following we suppose
that any realization of X is in L2(D).
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Definition 6. Two frv X1(x, ω) and X2(x, ω) (x ∈ D, ω ∈ Ω) are called
stochastically equivalent if for any x ∈ D
P {X1(x, ω) 6= X2(x, ω)} = 0 (4)
The interest of separability comes from the following theorem .
Theorem 1 (J.L. Doob). Let X and Y be metric spaces, X be separable,
Y be compact. An arbitrary random function X(x, ω), x ∈ X with values in
Y is stochastically equivalent to a certain separable random function.
3 The QAMM and QAMML distributions
In this section we build a sequence of sets that converge toward a separability
set of D and at each step we define a probability distribution. Let n ∈ N,
and {xn1 , . . . , x
n
n}, n equidistant points of D such that x
n
1 = inf(D) and x
n
n =
sup(D), and ∀i ∈ {1, . . . , n− 1} we have
∣∣xni+1 − xni ∣∣ = |D|n = ∆x. Let the
two following sets
An(u) =
n⋂
i=1
{ω ∈ Ω : X(xni , ω) ≤ u(x
n
i )}
A(u) = {ω ∈ Ω : X(ω) ≤D u}
We will use the following distribution to approximate the fcdf (3):
P [An(u)] = H (u(x
n
1 ), . . . , u(x
n
n)) (5)
where H(·, . . . , ·) is a joint distribution of dimension q. In previous works (see
[Diday, 2002], [Vrac et al., 2001], [Cuvelier and Noirhomme-Fraiture, 2005])
the Archimedean copulas was used for the approximation with small value of
n. Let us recall the definition and property of copulas.
Definition 7. A copula is a multivariate cumulative distribution function
defined on the n-dimensional unit cube [0, 1]n such that every marginal dis-
tribution is uniform on the interval [0, 1] :
C : [0, 1]n → [0, 1] : (u1, . . . , un) 7→ C(u1, . . . , un)
The power of copulas comes from the following theorem (see [Nelsen, 1999]).
Theorem 2 (Sklar’s theorem). Let H be an n-dimensional distribution
function with margins F1, ..., Fn. Then there exists an n-copula C such that
for all x ∈ Rn ,
H(x1, ..., xn) = C(F1(x1), ..., Fn(xn)). (6)
If F1, ..., Fn are all continuous, then C is unique; otherwise, C is uniquely
determined on Range of F1 × ...×Range of Fn.
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Before using copulas, we define a function that gives the distribution of the
values of X(x) for a chosen x ∈ D.
Definition 8. Let X a frv. We define the surface of distributions as follow :
G (x, y) = P [X(x) ≤ y] (7)
We can use various methods for determining suitable G for a chosen value
of x. Thus for example, if X is a Gaussian process with mean value µ(x)
and standard deviation σ(x), then we can use the cdf from N (µ(x), σ(x)).
In other cases we can use the empirical cumulative distribution function to
estimate Gˆ :
Gˆ (x, y) =
# {Xi(x) ≤ y}
N
(8)
If we use expression (7) in conjunction with (6), then (5) become :
P [An(u)] = C
(
G [xn1 , u (x
n
1 )] , ..., G
[
xnq , u
(
xnq
)])
(9)
An important class of stochastic process is the class of stationary processes.
A stochastic process is said to be strictly stationary if its distributions do
not change with time; i.e. if for any t1, ..., tn ∈ D and for any h ∈ D, the
multivariate distribution function of (Xt1+h, · · · , Xtn+h) does not depend on
h. We propose here a more wide stationary property.
Definition 9. A stochastic process is said copula stationary if ∀t1, ..., tn ∈ D
and for any h ∈ D, the copula of (X(t1 + h), ..., X(tn + h)) does not depend
on h, i.e. its copula does not change with time.
Let us notice that, if we deal true functional data, realizations of a stochastic
process X, we can suppose that there is always the same functional relation
between X(s) and X(t) for any value s, t ∈ D. If a frv is also a copula
stationary stochastic process, then we call it a copula stationary frv. There
is an important class of copulas which is well appropriate for copula stationary
stochastic processes : the class of Archimedean copulas.
Definition 10. An Archimedean copula is a function from [0, 1]n to [0, 1]
given by
C(u1, ..., un) = ψ
[
n∑
i=1
φ(ui)
]
(10)
where φ, called the generator, is a function from [0, 1] to [0,∞] such that:
• φ is a continuous strictly decreasing function,
• φ(0) = ∞ and φ(1) = 0,
• ψ = φ−1 is completely monotonic on [0,∞[ i.e. (−1)k d
k
dtk
ψ(t) ≥ 0 for all
t in [0,∞[ and for all k.
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Table 1. Families of completely monotonic generators
Name Generator Dom. of θ
Clayton tθ − 1 θ > 0
Frank − ln e
−θ·t
−1
e−θ−1
θ > 0
Gumbel-Hougaard (− ln t)θ θ ≥ 1
Notice that the k-dimension margins of (10) are all the same, and this for
any value of 1 ≤ k ≤ n. If X is a copula stationary frv then expression (9)
can be written :
P [An(u)] = ψ
(
n∑
i=1
φ (G [xni , u (x
n
i )])
)
(11)
Table 1[Nelsen, 1999] shows three important Archimedean generators for cop-
ulas. The distribution (11) with the Clayton generator was already used for
clustering of functional data coming from the symbolic data analysis frame-
work (see [Vrac et al., 2001] and [Cuvelier and Noirhomme-Fraiture, 2005]).
Unfortunately the above limit is almost always null for Archimedean copulas
when n→∞!
Proposition 1. If for u ∈ L2(D) : G(x, u(x)) < 1, ∀x ∈ D, then
lim
q→∞
ψ
[
q∑
i=1
φ (G [xni , u (x
n
i ))])
]
= 0 (12)
Proof. Let p = max {G(x, u(x))|x ∈ D}, it suffice to remark that for any
 > 0, and for any q ∈ N such that q > φ()φ(p) we have
q∑
i=1
φ (G [xni , u (x
n
i )]) ,≥ q · φ(p) ≥ φ() ut
Another objection to the use of this type of joint distribution is something
which we could call volumetric behavior.
Definition 11. A function u ∈ L2(D) is called a functional quantile of value
p, written Qp, if
G(x,Qp(x)) = p, ∀x ∈ D (13)
The functional quantile Qp can be seen as the level curve of value p. Now let
us remark that for a functional quantile :
P [An(Qp)] = ψ
[
n∑
i=1
φ (G [xni , Qp(x
n
i )])
]
= ψ (n · φ (p)) < p (14)
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Then, the more we try to have a better approximation for a functional
quantile of value p, the more we move away from reference value p toward
zero. A simple way to avoid these two problems is to use the notion of
quasi-arithmetic mean, concept which was studied by [Kolmogorov, 1930],
[Nagumo, 1930] and [Aczel, 1966b] & [Aczel, 1966a] .
Definition 12. Let [a, b] be a closed real interval, and n ∈ N0. A quasi-
arithmetic mean is a function M : [a, b]n → [a, b] defined as follows:
M(x1, . . . , xn) = ψ
(
1
n
n∑
i=1
φ (xi)
)
(15)
where φ is a continuous strictly monotonic real function.
We show below that if we use the generator for Archimedean copulas in
(15), we define a cumulative distribution function built from one-dimensional
distributions. It’s easy to prove the following lemma.
Lemma 1. Let n ∈ N0, F be a one dimensional cdf, and φ a generator of
Archimedean copula , then
F ∗(x) = ψ
(
1
n
· φ (F (x))
)
(16)
is also a cdf.
In various situations one can apply increasing transformations to the data
without destroying the underlying dependence structure. This is classical in
multivariate extreme value theory. And for these kind of transformation the
copulas does not change.
Proposition 2. Let n ∈ N0, {Fi|1 ≤ i ≤ n} be a set of one dimensional cdf,
and φ a generator of Archimedean copula , then
H (x1, . . . , xn) = ψ
(
1
n
n∑
i=1
φ (Fi(xi))
)
(17)
is a multivariate cdf.
Proof. By the above lemma we have that the functions F ∗i (x) are cdf, and
as φ is an “Archimedean generator” so expression (10) is a copula, and thus
ψ (
∑n
i=1 φ(F
∗
i (xi))) is a multivariate cdf. ut
We call the distributions given by the expression (17) the Quasi-Arithmetic
Mean of Margins (QAMM) distributions. Now if we use a QAMM distribu-
tion in expression (5) :
P [An(u)] = ψ
[
1
|D|
n∑
i=1
∆x · φ (G [x
n
i , u(x
n
i )])
]
(18)
then for each n ∈ N we have an approximation, and the limit of the above
expression is not always null.
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Definition 13. Let : X be a frv, u ∈ L2(D), G its Surface of Distributions
and φ a generator of Archimedean Copulas. We define the Quasi-Arithmetic
Mean of Margins Limit (QAMML) distribution of X by :
FX,D(u) = lim
n→∞
P [An(u)] = ψ
[
1
|D|
·
∫
D
φ (G [x, u (x)]) dx
]
(19)
In fact transformation (16) can be seen like giving an importance to the
margins in proportion with the length of an interval
[
xni , x
n
i+1
]
in the ap-
proximation of FWD(u).
4 QAMML properties
First it is easy to see that the QAMML distribution preserves the functional
quantiles.
Proposition 3. If Qp ∈ L2(D) is a functional quantile of value p, then
FX,D(Qp) = p
Now, what is the difference between the quasi-arithmetic mean of margins
and the classical mean? Let
p =
1
‖D‖
∫
D
G [x, u(x)] dx (20)
and let us define the function (x) = G [x, u(x)] − p. Thus we can use the
following Taylor’s approximation for all x (recall that 0 ≤ p,G [x, u(x)] ≤ 1:
φ (G [x, u(x)]) = φ (p+ (x)) = φ(p)+φ′(p)(x)+φ′′(p)
(x)
2
+o
(
2(x)
)
(21)
and then
FX,D(u) = ψ
[
φ (p) +
φ′ (p)
|D|
∫
D
(x)dx+
φ′′ (p)
2|D|
∫
D
(x)dx+ ‖o(2)‖1
]
= ψ
[
φ (p) + φ′ (p) E () +
φ′′ (p)
2
var () + ‖o(2)‖1
]
= ψ
[
φ (p) +
φ′′ (p)
2
var () + ‖o(2)‖1
]
(22)
and so like ψ is a decreasing function, φ′′ (p) ≥ 0 and as var () ≥ 0 we can
see that FX,D(u) decreases with the variance of the differences between the
function u and the quantile function associated to the value of the arith-
metic mean of G along u. In other words, more a function is different of its
associated quantile function, lesser is its probability distribution.
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Conclusion
In this paper we do not propose a new method in Functional Data Analysis
but a new Probabilistic tool. Like in the real case, we can hope that this tool
can be used for analysis of functional data, like in mixture decomposition, sta-
tistical tests,... Moreover, several ways to improve the tool exist. By example
let us note that the QAMML definition (see (19)) uses a uniform distribution
over D: other distributions could be considered (see [De Finetti, 1931]).
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