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THE INVOLUTION WIDTH OF FINITE SIMPLE GROUPS
ALEXANDER J. MALCOLM
Abstract. For a finite group generated by involutions, the involution width is defined
to be the minimal k ∈ N such that any group element can be written as a product of
at most k involutions. We show that the involution width of every non-abelian finite
simple group is at most 4. This result is sharp, as there are families with involution
width precisely 4.
1. Introduction
Let G be a finite group generated by involutions. The involution width, denoted iw(G), is
defined to be the minimal k ∈ N such that any element of G can be written as a product
of at most k involutions. It is well known that all non-abelian finite simple groups are
generated by their involutions. Furthermore, it was proved by Liebeck and Shalev ([39],
1.4) that there exists an absolute constant N that bounds the involution width of all finite
simple groups. The purpose of this paper is to obtain the minimal value for N .
The involution width was first considered in the case of special linear groups by Wonen-
burger [57], and later by Gustafson et. al. [27] and Knu¨ppel and Nielsen [31]. Further
work has been completed on orthogonal groups (Knu¨ppel and Thomsen, [32]) and the
exceptional group F4(K) (Austin, [2]).
More recently, various problems have been resolved involving the related notions of real or
strongly real groups. An element x ∈ G is real if xg = x−1 for some g ∈ G. Furthermore x
is strongly real if g can be taken to be an involution. We call the group G (strongly) real
if all of its elements are (strongly) real. It follows easily that x ∈ G is strongly real if and
only if x is a product of 2 involutions and so the strongly real groups are precisely those
of involution width at most 2. The classification of strongly real, finite simple groups was
completed in 2010 after work by a number of authors (see [22, 30, 46, 51, 18] and Theorem
2.1 below). The work of this paper addresses the remaining finite simple groups and is
summarised by the following theorem.
Theorem 1. Every non-abelian finite simple group has involution width at most 4.
Note that the upper bound 4 is sharp, as certain families (for example PSLn(q) such that
n, q ≥ 6 and gcd(n, q − 1) = 1) do have involution width 4 (see Theorem 3.6).
The involution width is one of a number of width questions that have been considered about
simple groups in recent literature. For example, [34] settles the longstanding conjecture of
Ore that the commutator width of any finite non-abelian simple group G is exactly 1. Also,
G is generated by its set of squares and the width in this case is 2 [35]. More generally, given
any two non-trivial words w1, w2, if G is of large enough order then w1(G)w2(G) ⊇ G\{1}
[26].
Here are some remarks on the proof of Theorem 1. For alternating groups we find the
involution width directly by studying the disjoint cycle decomposition of elements. For
groups G of Lie type we adopt a different approach: we aim to find particular regular
semisimple elements x, y ∈ G such that x and y are strongly real and G\{1} ⊆ xGyG. It
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then follows that every element is a product of at most 4 involutions. To do this we make
extensive use of the character theory of finite groups of Lie type, building on methods first
seen in [41] and [25]. Substantial difficulties are faced in the case of unitary groups, where
we develop the theory of minimal degree characters using dual pairs (Sec. 4). Similarly
problematic are a number of exceptional groups of Lie type and in these instances we use
an inductive approach, restricting to subgroups of G for which the involution width is
known (Sec. 5).
Naturally the involution width problem can be generalised to elements of order p, for any
fixed prime p. This has been resolved in the case of alternating groups and work on the
simple groups of Lie type will be forthcoming.
Acknowledgements: This paper forms part of work towards a PhD degree under the super-
vision of Martin Liebeck at Imperial College London, and the author wishes to thank him
for his direction and support throughout. The author is also very thankful to Pham Huu
Tiep for helpful advice on the character theory of finite simple groups, and to Gunter Malle
for suggesting improvements to an earlier version of the paper. This work was supported
by an EPSRC studentship.
2. Alternating and Sporadic Groups
2.1. Alternating Groups. We first consider the simple alternating groups Am, m ≥ 5.
Conjugacy in Am is easily understood: classes in the full symmetric group Sm are indexed
by cycle type. These types correspond to partitions of m and an Sm-class splits in Am
if and only if the partition consists of distinct odd integers. We can find the involution
width directly by studying the permutations and, unlike later work on groups of Lie type,
require no representation theory.
For reference, we first note the classification of strongly real finite simple groups.
Theorem 2.1. ([22, 30, 46, 51, 18] ). A finite non-abelian simple group is strongly real if
and only if it is one of the following
(1) PSp2n(q) where q 6≡ 3 (mod 4) and n ≥ 1;
(2) PΩ2n+1(q) where q ≡ 1 (mod 4) and n ≥ 3;
(3) PΩ9(q) where q ≡ 3 (mod 4);
(4) PΩ+4n(q) where q 6≡ 3 (mod 4) and n ≥ 3;
(5) PΩ−4n(q) where n ≥ 2;
(6) PΩ+8 (q) or
3D4(q);
(7) A5, A6, A10, A14, J1, J2.
Evidently, all but four of the alternating groups are not strongly real. We find that products
of three involutions are needed in general.
Definition 2.2. Let G be a finite group generated by involutions and let g ∈ G. The
involution width of g, denoted iw(g), is the minimal k ∈ N such that g can be written as
a product of k involutions.
Theorem 2.3. The involution width of Am (m ≥ 5) is at most 3.
Proof. Let g ∈ Am and write g as a product of disjoint cycles g = c1 . . . ck where ci ∈ Sn.
Recall that n0 + n2 ≡ 0 mod 2, where nj denotes the number of cycles of g of length
congruent to j mod 4. Denote the length of a cycle by |ci|. We consider single cycles and
also pairs from this decomposition and show how they can be written as a product of at
most 3 involutions.
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First consider c ∈ {c1, . . . , ck} such that |c| = n ≡ 1 mod 4. Without loss of generality we
assume that c = (1 2 . . . n). Define
x1 := (1n)(2n− 1) . . . (n− 1
2
n+ 3
2
),
x2 := (2n)(3n− 1) . . . (n+ 1
2
n+ 3
2
).
Then x1 and x2 are involutions in Am and c = x1 · x2.
Next consider a pair of disjoint cycles c, c′ ∈ {c1, . . . , ck} of even lengths n and n′ re-
spectively. Without loss of generality we assume these have the form c = (1 . . . n) and
c′ = (1′ . . . n′). For n > 2 define
y1 := (1n− 1)(2n− 2) . . . (n− 2
2
n+ 2
2
),
y2 := (1n)(2n− 1) . . . (n
2
n+ 2
2
),
z1 := (1n)(2n− 1) . . . (n
2
n+ 2
2
),
z2 := (2n)(3n− 1) . . . (n
2
n+ 3
2
).
When n = 2 define y1 = z2 = 1 and y2 = z1 = (1 2). Furthermore, define y′1, y′2 etc to be
the permutations as above, but acting on the letters 1′, . . . , n′. Evidently all of the above
elements have order dividing two, but note that they are not necessarily even permutations.
In fact, when n ≡ 0 mod 4 , y2, z1 ∈ Am and y1, z2 ∈ Sm\Am. If n ≡ 2 mod 4 then the
reverse situation holds. Naturally the same can be said for y′1 etc.
First assume that n ≡ n′ ≡ 0 mod 4. Then c · c′ = (y1y2) · (y′1y′2). But y2 and y′1 contain no
common letters and hence commute. We therefore rewrite cc′ = (y1y′1)·(y2y′2), a product of
two involutions, y1y′1 and y2y′2 in Am. In an identical manner we write cc′ = (z1z′1) · (z2z′2)
when n ≡ n′ ≡ 2 mod 4, and cc′ = (y1z′1) · (y2z′2) when n ≡ 0 mod 4 and n′ ≡ 2 mod 4.
Each bracketed expression is an even permutation and hence in all cases we have written
cc′ as the product of two involutions in Am.
Next we consider cycles of length 3 mod 4. In particular, let c, c′ ∈ {c1, . . . , ck} be disjoint
cycles of lengths n and n′ respectively such that n ≡ n′ ≡ 3 mod 4. Assuming that
c = (1 . . . n) and c′ = (1′ . . . n′), it follows that c = x1x2 and c′ = x′1x′2, where x1, x2 etc
are as above. Note however, that unlike the case above of n ≡ 1 mod 4, here the xi are in
Sn\An. But x2 and x′1 commute and it follows that cc′ is indeed the product of the two
involutions x1x′1 and x2x′2 in Am.
Lastly consider the cycle c = (1 . . . n) such that n ≡ 3 mod 4, alone. If we assume
additionally that n ≥ 7, then we can easily write c as the product of three involutions in
Am. Namely
c =
(
x1(
n− 1
2
n+ 3
2
)
)
·
(
(
n− 1
2
n+ 3
2
)(2n)
)
· ((2n)x2) . (1)
Note that this analysis has ignored single cycles of length 3. This, as we shall see below,
is because such cycles must be considered within the context of the whole element g.
Let us now return to our original element g = c1 . . . ck. As the ci commute, we assume
that cycles of lengths congruent to 3 mod 4 appear at the end of the decomposition, and
are ordered by increasing length. In particular, |ck| = 3 if and only if all cycles of length
3 mod 4 are in fact of length 3 (and at least one of these exists).
Assume for now that n3, the number of cycles of length congruent to 3 mod 4, is even.
Then by the above, each cycle or pair of cycles in g can be decomposed as products of
two involutions in Am. These decompositions have the form ci = t1it2i or cici+1 = t1it2i ,
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where tij ∈ Am denote the involutions. These involutions then commute where necessary
to yield
g = (t11t21) . . . (t1pt2p) = (t11 . . . t1p) · (t21 . . . t2p),
where p = n1 + (n0 + n2)/2 + n3/2. Evidently (t11 . . . t1p) and (t21 . . . t2p) are involutions
in Am and hence g is strongly real.
Now consider the remaining case, where n3 is odd. Firstly note that gc−1k is strongly real
by the above method. In particular there exist involutions tij ∈ Am such that
gc−1k = (t11 . . . t1q) · (t21 . . . t2q),
where q = n1 + (n0 +n2)/2 + (n3−1)/2. If |ck| > 3, then ck can be written as a product of
three involutions as shown by (1). Denote this decomposition ck = s1s2s3, for involutions
si ∈ Am. It then follows that g = (t11 . . . t1qs1) · (t21 . . . t2qs2) · s3 and iw(g) ≤ 3.
This leaves the case where |ck| = 3. Write ck = (1 2 3)=(1 2)(1 3). If g = ck then ck =
((1 2)(4 5)) · ((4 5)(1 3)) and g is strongly real. Suppose instead that gc−1k 6= 1. Then one
of the elements (t11 . . . t1q) and (t21 . . . t2q) is non-trivial, say the latter. Let (i j) be a
transposition in its cycle decomposition. This commutes with ck and hence we can reorder
the transpositions to give
g = ((t11 . . . t1q) · (t21 . . . t2q(i j)(1 2)) · ((i j)(1 3)).
This is a product of three involutions in Am. 
It is worth noting the following corollary of the proof above.
Corollary 2.4. Let g ∈ Am for m ≥ 5. Suppose that g has at least 2 fixed points or an
even number of cycles with length 3 mod 4. Then g can be written as the product of 2
involutions in Am.
Proof. From the proof of Theorem 2.3 it is sufficient to show that if c is a cycle of length
n ≡ 3 mod 4 such that c ∈ An+k for k ≥ 2, then c = t1t2 for involutions ti ∈ An+k.
Without loss of generality, take c = (1 2 . . . n) with fixed points n + 1 and n + 2. We can
write c as a product of two involutions as follows
(1 2 . . . n) =
(
(1n)(2n− 1) . . . (n− 1
2
n+ 3
2
)(n+ 1n+ 2)
)
·
(
(n+ 1n+ 2)(2n)(3n− 1) . . . (n+ 1
2
n+ 3
2
)
)
.

2.2. Sporadic Groups. In this section we prove the following result.
Theorem 2.5. Let G be a sporadic finite simple group. If G ∈ {J1, J2} then G has
involution width 2, otherwise G has width 3.
It was found by Suleiman ([51], see also Theorem 2.1) that only two sporadic groups,
namely J1 and J2 are strongly real. Furthermore, [51] lists the non-strongly real classes of
every other sporadic group. We compute the involution width of these classes by calculating
the structure constants, which are defined as follows.
Definition 2.6. Let G be a finite group and let Ci, 1 ≤ i ≤ m be conjugacy classes in G.
For g ∈ G, define the structure constant η(C1, . . . , Cm, gG) to be the number of m-tuples
(g1, . . . , gm) ∈ C1 × · · · × Cm such that g1 . . . gm = g.
The structure constants can be computed using the following well known formula.
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Theorem 2.7. ([1], 1.10). Let G be a finite group and let Ci , 1 ≤ i ≤ m be conjugacy
classes in G. For g ∈ G,
η(C1, . . . , Cm, g
G) =
|G|
|CG(g1)| . . . |CG(gm)|
∑
χ
χ(g1) . . . χ(gm)χ(g
−1)
χ(1)m−1
,
where the sum is over all the irreducible characters χ of G.
Naturally η(C1, . . . , Cm, gG) is a non-negative integer. However for our purposes we will
only be concerned with showing that η(C1, . . . , Cm, gG) 6= 0. Therefore to simplify pro-
ceedings, we will predominantly compute
κ(C1, . . . , Cm, g
G) =
∑
χ
χ(g1) . . . χ(gm)χ(g
−1)
χ(1)m−1
,
which we call the normalised structure constant.
Proof of Theorem 2.5:
The full character tables are known for all sporadic groups ([9]) and hence the structure
constants can be calculated explicitly. We use the software package GAP [19] and a short
function that checks whether η(C1, C1, C1, C2) is nonzero for C1, a class of involutions and
C2, a chosen non-strongly real class. For almost all the sporadic groups, we find that every
such conjugacy class C2 is contained in the cube of the 2A class. For the exceptions He,
Co2, Fi22, Fi23 and BM , we find instead that each class C2 ⊂ (2B)3. 
3. Non-Unitary Classical Groups
3.1. Preliminary Material. The remainder of this paper will be devoted to proving
Theorem 1 for the simple groups of Lie type. Throughout this section, G denotes a
simple linear algebraic group over an algebraically closed field of characteristic p > 0. Let
F : G → G be a Frobenius endomorphism. Then the set of fixed points G := GF is the
associated finite group of Lie type. Usually we take G to be simply connected, in which
case, with a small number of exceptions, G is quasisimple and G = G/Z(G) is the simple
group of interest.
The general procedure for proving Theorem 1 for a simple group of Lie type G is as follows.
We aim to pick regular semisimple elements x and y in particular classes of G, such that
(1) The projections x, y are strongly real in the simple group G.
(2) G\Z(G) ⊂ xG · yG.
From (2) it will follow that G\{1} ⊂ xG · yG and hence iw(G) ≤ iw(x) + iw(y) ≤ 4 by (1).
The proof that G\Z(G) ⊆ xG · yG involves calculating structure constants using Theorem
2.7. However unlike the sporadic case, complete character tables are currently unavailable
for most groups of Lie type. We therefore rely substantially on estimates of character values.
In particular, technical details of the characters of unitary groups form a substantial part
of this work (see Sec. 4).
Before proceeding, we briefly recall some results on ordinary representations of finite groups
of Lie type (see Carter [8] and Digne and Michel [13]).
Let T be an an F -stable maximal torus in G and θ ∈Irr(T F ). One can define a corre-
sponding Deligne-Lusztig character RGT (θ) of the fixed point group G = G
F such that
RGT (θ) ∈ Z[Irr(G)] ([8], 7.2). Moreover, for χ ∈ Irr(G), there is a pair (T , θ) such that χ
occurs in the decomposition of RGT (θ).
We shall work in the setting of Lusztig series of characters. For this let G∗ be the reductive
group in duality with G, with corresponding Frobenius endomorphism F ∗ : G∗ → G∗.
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The dual finite group of Lie type is then the fixed point set G∗ := G∗F ∗ (see ([13], 13.10)).
There is a bijective correspondence between G-conjugacy classes of pairs (T, θ) as defined
above, and G∗-classes of pairs (T ∗, s), where T ∗ ≤ G∗ is a maximal torus dual to T and
s ∈ T ∗ is semisimple ([13], 13.12). If (T ∗, s) corresponds to (T, θ) in this manner, we
re-label RGT (θ) as R
G∗
T ∗ (s). The Lusztig series E(G, (s)) is then defined to be the set of
irreducible constituents of the RG∗T ∗ (s) for T
∗ running over maximal tori of G∗ containing
s. We note the following lemma.
Lemma 3.1. ([25], 3.2). Let g ∈ G be semisimple and χ ∈Irr(G) with χ(g) 6= 0. Then
there exists a maximal torus T 3 g of G and s ∈ T ∗ ≤ G∗ such that χ ∈ E(GF , (s)).
Of the characters of finite groups of Lie type, the best understood are the so-called unipo-
tent characters. These are the elements of the Lusztig series E(G, (1)).
Proposition 3.2. (Jordan decomposition of characters, ([13], 13.23)). For any semisimple
element s ∈ G∗, there is a bijection ψs from E(G, (s)) to E(CG∗(s)F ∗ , (1)). The degree of
any character χ ∈ E(G, (s)) is given by the formula
χ(1) = |G∗ : CG(s)F ∗ |p′ · (ψs(χ))(1).
Note that some caution is required when the centre of G is disconnected. If the centre of
G is connected, then the group CG∗(s) is connected reductive for any semisimple s ∈ G∗.
If however the centre of G is disconnected then the definition of the unipotent characters
E(CG∗(s)F ∗ , 1) needs to be generalised to disconnected groups ([13], 13.23).
Recall that for a prime p and a character χ ∈Irr(G), we say that χ has p-defect zero if p
does not divide |G|χ(1) . The study of p-defect zero characters plays an important role in this
work and we will often use the following result of Brauer.
Theorem 3.3. ([29], 8.17). Let p be a prime and χ ∈ Irr(G) a character of p-defect zero.
Then χ(g) = 0 whenever p | o(g).
We will predominantly apply the above theorem with respect to particular prime factors
of |G| known as primitive prime divisors.
Definition 3.4. Let q = pf for some prime p and let n ≥ 2. Then a primitive prime divisor,
denoted ppd(q, n), is a prime r such that r|(qn − 1) but r - (qk − 1) for 1 ≤ k ≤ n− 1.
A primitive prime divisor always exists for n > 2 by Zsigmondy’s Theorem ([3], Thm. V)
except when (n, q) = (6, 2).
A final result that will be useful in proving step (2) of the procedure detailed above is the
following, due to Gow.
Theorem 3.5. ([23], 2). Let G be a finite simple group of Lie type and let L1 and L2 be
conjugacy classes of G consisting of regular semisimple elements. Then any non-identity
semisimple element of G is expressible as a product xy, where x ∈ L1 and y ∈ L2.
First we consider the non-unitary classical groups, that is the linear, orthogonal and sym-
plectic finite simple groups. These are denoted PSLn(q), PΩ±n (q) for n even, PΩn(q) for n
odd and PSpn(q). We see that for some families, the involution width problem has already
been considered and we quote results where appropriate.
3.2. Linear Groups. In [27] Gustavson et al. proved that the group of matrices in
GLn(K) (K a field) of determinant ±1 has involution width at most 4. The problem
of the special linear group was then addressed by Knu¨ppel and Nielsen [31].
Theorem 3.6. ([31], Thm. A). Let G = SLn(q), n ≥ 3. Then G has involution width 3
if and only if at least one of the following holds
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(1) n = 4,
(2) q ∈ {2, 3, 5} and n 6≡ 2 mod 4,
(3) n = 3, and either char(Fq) = 3 or x2 + x+ 1 is irreducible over Fq .
Otherwise G has involution width 4.
Corollary 3.7. Let G = PSLn(q), n ≥ 2 (not PSL2(2) or PSL2(3)).
(1) Then iw(G) = 2 if and only if n = 2 and q 6≡ 3 mod 4.
(2) Suppose (n, q) satisfies at least one of the conditions 1-3 of Theorem 3.6 or (n, q) =
(2, 3 mod 4). Then iw(G) = 3.
(3) In any case, iw(G) ≤ 4.
Proof. Part 1 follows from Theorem 2.1. Part 2 follows from Theorem 3.6 together with
([1], Thm 4.2), which shows that C3 = PSL2(q) for any non-identity class C. Part 3 is
immediate from Theorem 3.6 . 
3.3. Orthogonal Groups. The orthogonal groups are another classical family that have
been considered in the literature. Building on a number of results we prove
Theorem 3.8. Let n ≥ 7 and let G = PΩ±n (q) (n even) or PΩn(q) (n odd).
(1) If q is odd then iw(G) ≤ 3.
(2) If q is even then iw(G) ≤ 4.
Proof. Firstly assume that q is odd. By ([32], 8.5), iw(Ωn(q)) ≤ 3. The result then holds
in the simple group after taking the natural map. Next assume that q is even (and hence
G = PΩ2m(q)). By ([14], Thm. 3) we know that any g ∈ G can be written as a product
of two unipotent elements of G. But then, by ([46], Thm. 1.2), such unipotent elements
are strongly real and hence it follows that iw(g) ≤ 4. 
3.4. Symplectic Groups. Recall from Theorem 2.1 that the symplectic groups PSp2n(q)
are strongly real if q 6≡ 3 mod 4. The next result considers PSp2n(q) for all values of q.
Note also that PSp2(q) ∼= PSL2(q) and thus by Corollary 3.7 we can assume that n ≥ 2.
Theorem 3.9. Let G = Sp2n(q) with n ≥ 2. Then G = PSp2n(q) has involution width at
most 4.
Proof. The work of Malle, Saxl and Weigel ([41], 2.3) shows that as long as (n, q) /∈
{(2, 2), (2, 3), (3, 2)} we can find regular semisimple elements x, y ∈ G such that xG ·yG ⊇
G \ Z(G). Such elements are contained in tori T1 of order qn + 1 and T2 of order qn − 1
respectively. The cases where (n, q) ∈ {(2, 2), (2, 3), (3, 2)} are easily dealt with using the
character tables in [9], so we assume (n, q) is not one of these from now on.
Let g be the image of g ∈ G under the canonical map G → G. By ([41] , 2.3(c)), x is
strongly real so iw(x) = 2. We claim that y is also strongly real, from which the theorem
will follow.
Now T2 is a cyclic torus, conjugate to a Singer cycle GL1(qn) < GLn(q) < G. Let z ∈ T2
be a generator of the torus. We shall show that a conjugate of z is strongly real and thus
so is z itself.
Let e1, . . . en, f1, . . . , fn be a standard basis for the symplectic space, where (ei, fj) = δij
and Ve = 〈e1, . . . , en〉, Vf = 〈f1, . . . , fn〉 are totally isotropic subspaces. Let H ∼= GLn(q)
be the stabiliser in G of Ve, Vf . Explicitly,
H = {
(
A 0
0 A−T
)
|A ∈ GLn(q)}
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and we let z ∈ H have matrix representation
(
B 0
0 B−T
)
for some B ∈ GLn(q).
Now let t ∈ Sp2n(q) be the map that sends ei → fi and fi → −ei, 1 ≤ i ≤ n. Evidently
this map normalises the subgroup H and swaps Ve and Vf . Explicitly, t is given by the
matrix
(
0 −In
In 0
)
and thus conjugation of z ∈ H is given by
t−1zt =
(
0 In
−In 0
)(
B 0
0 B−T
)(
0 −In
In 0
)
=
(
B−T 0
0 B
)
.
Clearly, t is an involution and hence to show z is strongly real it suffices to show that B is
conjugate in GLn(q) to a symmetric matrix.
As B is a Singer cycle in GLn(q) it has a minimal polynomial f of degree n. Furthermore
B is cyclic and conjugate to the companion matrix C(f). In ([5], Thm. 7), Brawley and
Teitloff prove that if f ∈ Fq[x] is monic of degree n and f is not square in Fq[x] then C(f)
is indeed similar to a symmetric matrix.
In conclusion, z is conjugate to some h ∈ H which is inverted by t. Thus z, and hence also
y, is strongly real as claimed. 
4. Unitary Groups
In this section we complete the proof of Theorem 1 for classical groups by proving
Theorem 4.1. Let G = PSUn(q) with n ≥ 3 and (n, q) 6= (3, 2). Then G has involution
width at most 4.
After some preliminary material, we treat the cases of even and odd-dimensional unitary
groups separately. Substantially more effort is required for the odd-dimensional case.
4.1. Preliminaries. Regard G = SUn(q) = GF whereG = SLn(Fq) and F is a Frobenius
endomorphism as in Section 3.1. Explicitly, F is the standard Frobenius map that raises
matrix entries to the qth power, composed with the inverse-transpose map. Let Φ denote
the root system ofG of type An−1. Then the maximal tori of G and its dual G∗ = PGUn(q)
correspond to F -conjugacy classes of the Weyl group W = W (Φ) ∼= Sn. These in turn
correspond to Sn-orbits in the non-trivial coset of Aut(Φ) = Sn × {±1} ([33], 2.2). Such
an orbit is given by a conjugacy class in Sn and therefore a partition (a1, . . . ak), of n.
We denote the corresponding maximal torus by Ta1,...,ak . Recall that there exists a torus
T ∗ < G∗ that is dual to T in the sense that the Frobenius actions on their character groups
are mutually transpose ([33], 2.2). This duality gives a bijective correspondence between
types of maximal tori in G and G∗. In particular, Ta1,...,ak and its dual denoted T
∗
a1,...,ak
have the same order
|Ta1,...,ak | = |T ∗a1,...,ak | =
(qa1 − (−1)a1) . . . (qak − (−1)ak)
(q + 1)
. (2)
Note that these orders, as well as those for all maximal tori of Lie type groups, can be
calculated using the methods in [6].
Firstly we define what it means for two tori to be weakly orthogonal and explore how this
affects the values of characters evaluated on such tori. This concept was first seen in [41]
and then given a formal definition in [33].
Definition 4.2. We call two maximal tori T1 = T F1 and T2 = T F2 weakly orthogonal if
S∗F
∗
1 ∩ S∗F
∗
2 = 1
for every pair S∗1 ,S∗2 of F ∗-stable conjugates of T ∗1 , T ∗2 .
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If x and y are regular semisimple elements of G = GF with centralizers T1 and T2 re-
spectively, we say x and y are weakly orthogonal if and only if T1 and T2 are weakly
orthogonal.
For unitary groups there are known collections of weakly orthogonal tori pairs:
Proposition 4.3. ([33], 2.3.2). Let G = SUn(q). For 0 ≤ a ≤ n − 1, the maximal tori
Tn and T1,a,n−1−a are weakly orthogonal. If 2 ≤ a ≤ n − 2, the maximal tori T1,n−1 and
Ta,n−a are weakly orthogonal.
Here is a result concerning the vanishing of characters on weakly orthogonal elements.
Proposition 4.4. ([33], 2.2.2). Let G = SUn(q). If x and y are weakly orthogonal regular
semisimple elements of G, and χ is an irreducible character of G such that χ(x)χ(y) 6= 0,
then χ is unipotent.
It is thus useful when computing structure constants to consider weakly orthogonal ele-
ments as this allows for a reduction down to the unipotent characters, of which the most
is known. Recall from Section 3.1 that the unipotent characters are exactly the elements
of the Lusztig series E(G, (1)).
For classical groups we have a combinatorial description for such characters ([8], 13.8). In
particular, for a root system of type An−1, unipotent characters correspond to partitions
of n.
Let λ = (λ1 ≥ · · · ≥ λk) be a partition of n and let [λ] be the associated Young diagram.
Denote the set of hooks of [λ] by H, and the length of a hook h ∈ H by l(h). Also, define
a(λ) :=
∑
i<j min(λi, λj) and the integral polynomial
ρλ(x) =
(xn − 1)(xn−1 − 1) . . . (x− 1)∏
h∈H(xl(h) − 1)
· xa(λ). (3)
The degree of the corresponding unipotent character denoted χλ ∈Irr(SUn(q)), is then
given by χλ(1) = ±ρλ(−q), where the sign is chosen such that the highest coefficient is
positive. For example if λ = (n− 1, 1) where n is odd, then χλ(1) = q(qn−1 − 1)/(q + 1).
Note also that the unipotent character of SLn(q) associated to λ has degree ρλ(q).
Recall from Proposition 3.2 that a general character χ ∈ Irr(G) corresponds to a member
of a Lusztig series E(CG∗(s)F ∗ , 1), where s ∈ G∗ is semisimple. Centralizers of semisimple
elements are well understood in unitary groups ([7], Sec. 8) and we shall need to only con-
sider the case where CG∗(s) is connected. In particular, connected centralizers in GUn(q)
of semisimple elements are direct products of factors of type GLni(qai) and GUni(qai). We
then consider the image of these products in G∗ = PGU(q). A unipotent character of
CG∗(s)
F ∗ restricted to one of these components then corresponds to a partition λi ` ni
as explained above. Hence letting these partitions form the entries of a multi-partition
denoted λ, it follows that a given χ ∈ Irr(G) is completely determined by s and λ. We
therefore adopt the notation χ = χs,λ to refer to this character. We however follow the
usual notation for unipotent characters that we have already used above. That is, when
s = 1 we write χ1,λ = χλ.
Note that the hooks contained in a diagram [λ] match those of the diagram of the conjugate
partition [λ′]. Consequently, the degrees χλ(1) and χλ′(1) differ only by a scalar factor
qa(λ
′)−a(λ).
We can further relate pairs of characters in Irr(G) using the notion of Alvis-Curtis duality.
For a reductive group G, the Alvis-Curtis duality functor DG sends any χ ∈Irr(GF ) to
another irreducible character of GF up to sign ([13], 8.8). This duality is particularly
important as we will often only have to find character values for one character in each
pairing.
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Lemma 4.5. Let g ∈ G be regular semisimple. Then |χs,λ(g)| = |DG(χs,λ)(g)|.
Proof. This follows from part of the proof of ([26], 2.3) which we will summarise here. By
the definition of the functor DG ([13]. 8.8) it is clear that DT (θ) = θ for any F -stable
torus T and θ ∈Irr(T F ). Recall that as g is regular semisimple, CG(g)F = T1 for some
maximal torus T1 < G. Applying this and ([13], Cor 8.16), we see that
|DG(χs,λ)(g)| = |(DCG(g) ◦ ResGCG(g)F )(χs,λ)(g)| = |χs,λ(g)|.

Recent work of Guralnick, Larsen and Tiep [24] describes the Alvis-Curtis duality of unitary
groups.
Lemma 4.6. ([24], 5.3). Let G˜ = GUn(q) and χs,λ ∈ Irr(G˜), where s ∈ G˜∗ is semismple
and λ = (λ1, λ2, . . . ) is a multi-partition, as described above. Let µ = ((λ1)′, (λ2)′, . . . ).
Then DG˜(χs,λ) = χs,µ.
As we are working in G = GF = SUn(q), we consider the extension of characters to
G˜ = G˜F = GUn(q) before applying Lemmas 4.5 and 4.6. Recall that G∗ = PGUn(q) and
G˜∗ = GUn(q), and let pi : G˜∗ → G∗ denote the usual projection map. For a semisimple
element s ∈ G∗, there exists s˜ ∈ G˜∗ such that pi(s˜) = s and we have the Lusztig series
E(G, (s)) ⊆ Irr(G) and E(G˜, (s˜)) ⊆ Irr(G˜) . Furthermore,
E(G, (s)) = {χ ∈ Irr(G) |χ occurs in χ˜|G for some χ˜ ∈ E(G˜, (s˜))}.
To check if χ ∈ Irr(G) extends to a character of G˜ we use the following result.
Lemma 4.7. ([29], 11.22). Let H be a finite group and let N E G such that G/N is
cyclic. Let χ ∈ Irr(N) be G-invariant. Then χ is extendible to G.
To obtain information about the splitting of a character χ˜ ∈ E(G˜, (s˜)) upon restriction from
G˜ to G, we study the centralisers H˜ = CG˜∗(s˜) and H = CG∗(s). Recall from Proposition
3.2 that ψs(χ˜) is a unipotent character of H˜F . Let Γ denote the stabiliser of ψs(χ˜) under
the action of HF /H◦F . Then χ˜|G splits into |Γ| constituents. We will only consider Lusztig
series E(G, (s)) where H = CG∗(s) is connected and so the characters restrict irreducibly.
4.2. G = SUn(q), n even. In this section we complete the proof of Theorem 4.1 for even
dimensions n ≥ 4.
Proposition 4.8. Let G = SUn(q), n ≥ 4 even. There exist regular semisimple elements
x ∈ Tn and y ∈ T1,1,n−2 such that x and y are strongly real in the simple group G =
PSUn(q).
Proof. The maximal torus Tn < G has order q
n−1
q+1 and is cyclic ([16], 4.5). Choose x ∈ Tn
of prime order r, where r = ppd(q, n) if n ≡ 0 mod 4 and r = ppd (q, n/2) if n ≡ 2
mod 4. Note in both cases r divides q
n
2 + (−1)n2 . Such primitive prime divisors exist (see
Definition 3.4) Evidently x is regular as the order formula (2) prevents it from lying in any
other maximal torus.
To show that x is strongly real in G we look for containment in a strongly real subgroup.
First note that G has an SL2(q
n
2 ) subgroup containing x. Indeed, when n ≡ 2 mod 4,
SU2(q
n
2 ) ∼= SL2(q n2 ) is a field extension subgroup of SUn(q), whereas if n ≡ 0 mod 4 we
have the embedding SL2(q
n
2 ) < SLn
2
(q2) < SUn(q).
In even characteristic, PSL2(q
n
2 ) = SL2(q
n
2 ) and this subgroup is strongly real by Theorem
2.1. In odd characteristic we can find g ∈ SL2(q n2 ) such that g2 = −1 and xg = −x−1. It
follows that g is an involution in G and hence x is strongly real.
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A similar method is used for y where now we want to pick a regular element in a torus of
size |T1,1,n−2| = (qn−2− 1)(q+ 1). We take y as the product of a regular element y1 in the
cyclic torus Tn−2 < SUn−2(q) and y2 =diag(µ, µ−1) ∈ T1,1 ≤ SU2(q) where µ 6= µ−1 and
µµ = 1. Here matrices in SU2(q) are written with respect to an orthonormal basis.
A regular element y1 exists in SUn−2(q) exactly as we picked x above, and evidently
CSU2(q)(y2) = T1,1. It follows that CSUn(q)(y) = T12,n−2 and so y is regular. As above,
there exists an element g1 ∈ SUn−2(q) such that g21 = −1 and g1y1g−11 = −y−11 . Let
g2 =
(
0 −1
1 0
)
∈ SU2(q). Then it follows that g :=diag(g1, g2) is an involution in G,
conjugating y to its inverse. Hence y is strongly real. 
For the remainder of this section, we fix the elements x, y ∈ G = SUn(q) (n ≥ 4 and
even) as in Proposition 4.8. We now calculate the normalised structure constants using
the formula given in Theorem 2.7. Recall, we wish to show that for arbitrary g ∈ G\Z(G),∑
χ∈Irr(G)
χ(x)χ(y)χ(g−1)
χ(1)
6= 0.
In the following, let Φk(z) denote the usual kth cyclotomic polynomial in the variable z.
Lemma 4.9. Let G = SUn(q) where n ≥ 4 is even. Suppose χ is an irreducible character
of G such that χ(x)χ(y) 6= 0. Then χ is unipotent and corresponds to a partition λ ∈
{(n), (1n), (n− 1, 1), (2, 1n−2)}.
Proof. By Proposition 4.3, x and y are weakly orthogonal. It therefore follows from Propo-
sition 4.4 that χ is unipotent. We first consider unipotent characters such that χλ(x) 6= 0.
Recall that χλ(1) = |ρλ(−q)| where the polynomial ρλ(x) is given by the formula (3), and
x has prime order r, defined in the proof of Proposition 4.8. Clearly r divides ρλ(−q) if
and only if Φn(−q) divides ρλ(−q). It follows that either ρλ(−q)r = 1 or ρλ(−q)r = |G|r.
But Φn(−q) divides ρλ(−q) if and only if [λ] has no hooks of length n. Hence χλ(x) 6= 0
implies that [λ] has an n-hook and so the partition must be of the form λ = (k, 1n−k) for
some k.
The case for characters not vanishing on y is similar as the order of y is divisible by a
primitive prime divisor s, of Φn−2(−q). If n ≥ 6 then as above, either ρ(−q)s = 1 or
ρ(−q)s = |G|s. Hence if χλ(y) 6= 0, then [λ] contains an (n − 2)-hook. In summary, if
χλ(x)χλ(y) 6= 0 then [λ] contains both an n-hook and an (n−2)-hook. This is only possible
if λ ∈ {(n), (1n), (n− 1, 1), (2, 1n−2)}.
The result for n = 4 follows without the need to consider vanishing on y as the partitions
listed in the statement are exactly those containing a 4-hook. 
Proposition 4.10. Let G = SUn(q) where n ≥ 4 is even and (n, q) /∈ {(4, 2), (4, 3), (6, 2)}.
Let g ∈ G be a non-semisimple element. Then g ∈ xG · yG.
Proof. We show that the normalised structure constant is non-zero by using the formula
given in Theorem 2.7. By Lemma 4.9 we thus far have a reduction to
κ(xG, yG, gG) =
∑
χλ
χλ(x)χλ(y)χλ(g
−1)
χλ(1)
(4)
where the sum is over λ ∈ {(n), (1n), (n− 1, 1), (2, 1n−2)}.
Note that χn is the trivial character and χ1n is the Steinberg character St which takes
absolute value 1 on regular semisimple elements ([8], 6.4.7). Also note the character degrees:
St(1) = q
n
2
(n−1), χ(n−1,1)(1) =
q(qn−1 + 1)
q + 1
, χ(2,1n−2)(1) =
q
1
2
(n−2)(n−1)(qn−1 + 1)
q + 1
.
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Now χ(n−1,1) is one of the so called irreducible Weil characters, some characterisations of
which are given by Tiep and Zalesskii in [53]. Fix a generating element γ of F∗q2 and let
δ = γq−1. Then by ([53], 4.1) we can compute the character values using the formula
χ(n−1,1)(g) =
(−1)n
q + 1
q∑
l=0
(−q)dim Ker(g−δ−l). (5)
By the choice of order, it follows that x has no eigenvalues contained in 〈δ〉 and hence
χ(n−1,1)(x) = 1. Similarly, χ(n−1,1)(y) = −1 as there exist two 1-dimensional eigenspaces
for the eigenvalues µ and µ−1.
From ([53], Sec. 4) we see that χ(n−1,1) ∈ E(G, (1)) is the restriction of the unipotent
character χ˜(n−1,1) ∈ Irr(G˜) and it follows from Lemmas 4.5 and 4.6 that |χ(n−1,1)(x)| =
|χ˜(n−1,1)(x)| = |χ˜(2,1n−2)(x)|. Then, as CG∗(1) = G∗ is connected, it follows from Section
4.1 that χ˜(2,1n−2)|G = χ(2,1n−1). Hence |χ(n−1,1)(x)| = |χ(2,1n−2)(x)| = 1. It follows in an
identical manner that |χ(2,1n−2)(y)| = 1.
The value of the Steinberg character is given by ([8], 6.4.7) : St(z) = ±|CG(z)|p if z is
semisimple and zero otherwise. Hence the Steinberg summand vanishes in our consideration
of (4). Combining these results, we simplify (4) to
κ(xG, yG, gG) = 1 +
−(q + 1)χ(n−1,1)(g−1)
q(qn−1 + 1)
± χ(2,1n−2)(g
−1)(q + 1)
q
1
2
(n−2)(n−1)(qn−1 + 1)
.
As g is non-scalar it cannot have an eigenvalue in 〈δ〉 of multiplicity n and thus |χ(n−1,1)(g)| ≤
1
q+1 |(−q)n−1 − 1|. We do not have a method for computing general character values of
χ(2,1n−2) but it is enough to use the trivial bound |χ(2,1n−2)(g)| ≤ |CG(g)|
1
2 . Centralizer
orders can be easily computed using the details in ([36], 7.1 and [7], Sec. 8) and this bound
is maximal when g is unipotent with Jordan block structure J2⊕ Jn−21 . Excluding a small
number of exceptions when n and q are small, we find that
|χ(2,1n−2)(g−1)|
χ(2,1n−2)(1)
< 1
q2
. In any
case
|χ(2,1n−2)(g−1)|
χ(2,1n−2)(1)
< q−1q and hence
(q + 1)|χ(n−1,1)(g)|
q(qn−1 + 1)
+
|χ(2,1n−2)(g−1)(q + 1)|
q
1
2
(n−2)(n−1)(qn−1 + 1)
<
1
q
+
q − 1
q
= 1.
We conclude that κ(xG, yG, gG) 6= 0 and thus g ∈ xG · yG. 
Proof of Theorem 4.1 for n even:
Let G = SUn(q) where n ≥ 4 is even. If (n, q) ∈ {(4, 2), (4, 3), (6, 2)} then the result can
be checked using GAP [19] so we assume this is not the case. Let g ∈ G be a semisimple
element. Then by Theorem 3.5, it follows that g ∈ xGyG. Similarly, g ∈ xGyG for all non-
semsimple elements g ∈ G by Proposition 4.10. As x and y are strongly real by Proposition
4.8, it follows that iw(G) ≤ 4 and Theorem 4.1 is proved for even n ≥ 4.
4.3. G = SUn(q), n odd. This section completes our work on the classical groups by
considering the simple unitary groups of odd dimension. More precisely we complete the
proof of Theorem 4.1 for odd n ≥ 3. Note that the initial cases PSU3(q) and PSU5(q)
can be dealt with easily using the computer package CHEVIE ([21]).We do however begin
with a slightly more detailed treatment of SU3(q) as knowledge of the involution width
here will be of particular use later in the analysis of exceptional Lie-type groups.
Lemma 4.11. Let G = SU3(q) where q 6= 2. Then G has involution width at most 4.
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Proof. Calculation of structure constants is straightforward in SU3(q) as the full character
table is known ([48]). Furthermore, products of conjugacy classes in SU3(q) have been
examined in the work of Orekovkov [45].
Firstly we note that SU3(q) contains a unique class of involutions regardless of character-
istic. If 3 does not divide q + 1, then PSU3(q) = SU3(q) and iw(G) ≤ 4 by ([45], 1.9).
Hence assume now that 3 divides q+1 and q 6= 2. Theorem 1.3 of [45] details when exactly
the identity element is contained in a product of conjugacy classes, and denoting our class
of involutions by A, we find that for an arbitrary class 1 6= C ⊂ G either 1 ∈ A3C or
1 ∈ A4C. It follows that the involution width of SU3(q) is at most 4 for q 6= 2. 
Lemma 4.12. PSU5(q) has involution width at most 4.
Proof. The generic character table of PGU5(q) is available in the computer package CHEVIE
[21]. These tables can be accessed with Maple ([43]) and we check the relevant structure
constants computationally. 
The remainder of this section will be devoted to proving Theorem 4.1 where n ≥ 7 is odd.
Throughout, let G = SUn(q).
The proof of this this result will follow the same method as the case when n is even. That
is, we first pick x, y ∈ G such that the projections of these elements are strongly real in
G and then show that G\Z(G) ⊂ xG · yG. However unlike before, when n is odd we do
not pick x and y from weakly orthogonal tori. Thus when computing structure constants
we now have non-unipotent characters to contend with, which makes things much more
complicated, as we shall see.
Proposition 4.13. There exist regular semisimple elements x ∈ T1,n−1 and y ∈ T13,n−3
such that x and y are strongly real in G.
Proof. Firstly note that the torus T1,n−1 of order qn−1 − 1 is cyclic and we can pick
x ∈ T1,n−1 of order r, where r =ppd(q, n− 1) when n− 1 ≡ 0 mod 4 and r =ppd(q, n−12 )
when n− 1 ≡ 2 mod 4. These primes exist by Zsigmondy’s Theorem. Now x has minimal
polynomial of the form p(t) = f(t)(t−1) where f(t) is a degree n−1 polynomial, irreducible
over Fq2 . Furthermore, f(t) is self-reciprocal, meaning that if α1, . . . , αn−1 ∈ Fq are the
roots of f , then
∏
(t− αi) = f(t) =
∏
(t− α−1i ) . Clearly the elementary divisor (t− 1) is
also self-reciprocal and it follows that x is real in SUn(q). It then follows from ([50], 7.1)
and ([20], 2.2 and 2.4) that x is strongly real in SUn(q).
A similar method is used for y where we now pick a regular semisimple element in the torus
T13,n−3 of size |T13,n−3| = (qn−3−1)(q+1)2. We take y as the product of a regular element y1
in the cyclic torus Tn−3 < SUn−3(q) and y2 = diag(µ, µ−1, 1) ∈ T13 < SU3(q). In particular
y1 has order r′ where r′ =ppd(q, n− 3) when n− 3 ≡ 0 mod 4 and r′ =ppd(q, n−32 ) when
n − 3 ≡ 2 mod 4. Furthermore, if 〈δ〉 ∼= Cq+1 ⊂ F∗q2 and  = e2pii/(q+1), then we choose
µ = δa such that |1 + 2Re(a)| ≤ 1. This is always possible and we can also ensure that
µ /∈ {1,−1}. In fact if q ≡ −1 mod 3 then we pick µ such that 1 + 2Re(a) = 0. This will
be important for later calculations of structure constants.
Clearly y2 has the torus T13 as its centralizer in SU3(q) and it follows that CSUn(q)(y) =
T13,n−3 and so y is regular. Note that y has self-reciprocal minimal polynomial p(t) =
f(t)(t−µ)(t−µ−1)(t− 1) such that f(t) is of degree n− 3, self-reciprocal, and irreducible
over Fq2 . Hence it follows as above that y is strongly real in SUn(q). 
As we saw in Section 4.2, the bulk of the work is now to show that the product xG · yG
contains all non-semisimple elements of G. Unlike before however, the two tori T1,n−1 and
T13,n−3 are not weakly orthogonal. Hence when computing the structure constant it is
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possible that χ(x)χ(y) 6= 0 for a far greater range of characters χ ∈Irr(G). Exactly when
a character may be non-vanishing is detailed below.
Proposition 4.14. Suppose χ ∈Irr(G) such that χ(x)χ(y) 6= 0. Then χ is one of the
following characters.
(1) Unipotent characters:
1G, St, χ(n−3,2,1), χ(3,2,1n−5).
(2) Non-unipotent characters:
χst,(n−1), χst,(1n−1), χst,(n−2,1), χst,(2,1n−3).
Here s = diag(1, . . . , 1, δ) where 〈δ〉 ∼= Cq+1 ⊂ Fq2 , and 1 ≤ t ≤ q. Also CG∗(s) ∼=
GUn−1(q).
Proof. Applying Lemma 3.1 to the elements x and y, it follows that χ ∈ E(G, (s)) where
s ∈ T ∗1,n−1 ∩ T ∗13,n−3. This intersection consists of images in G∗ of elements of the form
s = diag(1, . . . , 1, δt) where 0 ≤ t ≤ q. First consider the case of possible unipotent
characters, that is when t = 0 and so s = 1. We proceed as in Lemma 4.9, proving that
only the 4 unipotent characters χλ listed in the conclusion are not of r- or r′-defect zero
(where r, r′ are as defined in the proof of Proposition 4.13) and then apply Theorem 3.3.
Firstly assume that χλ is a unipotent character such that χλ(x) 6= 0. From the degree
formula (3), it is clear that r divides χλ(1) = ρλ(−q) if and only if Φn−1(−q) divides
ρλ(−q). It follows that either ρλ(−q)r = 1 or ρλ(−q)r = |G|r. Then note that Φn−1(−q)
divides ρλ(−q) if and only if [λ] has no hooks of length n−1. Hence χλ(x) 6= 0 implies that
[λ] does indeed have an (n−1)-hook and so the partition must be of the form λ = (n), (1n)
or (k, 2, 1n−k−2) for some k.
The case for characters that are possibly non-vanishing on y is similar as the order of y is
divisible by a primitive prime divisor factor r′, of Φn−3(−q). As n ≥ 7, either ρλ(−q)r′ = 1
or ρλ(−q)r′ = |G|r′ . Hence if χλ(y) 6= 0, then [λ] contains an (n − 3)-hook. In summary,
if χλ(x)χλ(y) 6= 0 then [λ] contains both an (n − 1)-hook and an (n − 3)-hook. Namely
λ ∈ {(n), (1n), (n− 3, 2, 1), (3, 2, 1n−5)}.
To conclude, consider non-unipotent characters χ ∈ E(G, (st)) where 1 ≤ t ≤ q. Clearly
C = CG∗(s) ∼= GUn−1(q) and thus χ = χst,λ where λ ` n − 1. As explained above,
χ(x)χ(y) 6= 0 implies that [λ] contains both an (n − 1)- and (n − 3)-hook. Hence λ ∈
{(n− 1), (1n−1), (n− 2, 1), (2, 1n−3)} and we have the result. 
For the remainder of this section, denote the set of irreducible characters listed in (1) and
(2) of Proposition 4.14 by X ⊂Irr(G).
4.3.1. Values of characters in X. Before computing the structure constants in full, we
compute the values of each character χ ∈ X on the elements x and y defined in Proposition
4.13. Firstly, we have 1G and StG ∈ X. These characters are well understood and we have
seen earlier that explicit formulae exist.
Next consider χst,(n−1) and the dual χst,(1n−1). For ease of notation denote F = Fq2 . The
reducible Weil character ζn,q of GUn(q) is defined by the formula
ζn,q(g) = (−1)n(−q)dim KerF (g−1). (6)
This character is well studied in the literature ([53], Sec. 4); in particular it has the
following decomposition when restricted to G = SUn(q):
ζn,q|G = χ(n−1,1) +
q∑
t=1
χst,(n−1). (7)
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Furthermore explicit formulae for the values of each χst,(n−1) are known.
Lemma 4.15. ([53], 4.1). Let  = e2pii/(q+1) and 〈δ〉 ∼= Cq+1 ⊂ Fq2. Then for g ∈ G =
SUn(q),
χst,(n−1)(g) =
(−1)n
q + 1
q∑
l=0
−tl(−q)dim KerF (g−δ−l).
Far less is known about the dual characters χst,(1n−1). We can however apply Lemmas 4.5
and 4.15 to find |χst,(1n−1)(x)| and |χst,(1n−1)(y)|.
The second family of non-unipotent characters χst,(n−2,1) has also been studied in the more
recent literature. Now ([34], 6.6) describes any character χ ∈ Irr(SUn(q)) of degree less
than the order of q3n−9 by associating χ to an α ∈Irr(GU2(q)). In particular we see that
for a fixed t, χst,(n−2,1) has labeling D◦α where α = χ
(q+1,u)
q−1 for some u ∈ {1, . . . , q}. Here
the labeling of Irr(GU2(q)) is that used by Ennola ([15]). We then have by ([34], 5.5) that
for g ∈ SUn(q),
χst,(n−2,1)(g) = D◦α(g) =
1
|GU2(q)|
∑
z∈GU2(q)
α(z)ω(zg) (8)
where ω(h) = ζ2n(h) = (−q)dim KerF (h−1) is the reducible Weil character of GU2n(q) of
degree q2n and zg ∈ GU2(q)⊗GUn(q) ⊆ GU2n(q).
For the dual characters χst,(2,1n−3), we will again see that an application of Lemma 4.5 or
the trivial bound, |χ(g)| ≤ |CG(g)| 12 , will be sufficient for calculating structure constants.
Lemma 4.16. Let x, y ∈ SUn(q) be the regular semisimple elements defined in Proposition
4.13. Recall that y has eigenvalue µ chosen such that µ = δa. Then
χst,(n−1)(x) = χst,(n−2,1)(x) = 1,
χst,(n−1)(y) = χst,(n−2,1)(y) = 1 + 2Re(a),
|χst,(1n−1)(x)| = |χst,(2,1n−2)(x)| = 1,
|χst,(1n−1)(y)| = |χst,(2,1n−2)(y)| = |1 + 2Re(a)|.
Proof. The values of χst,(n−1) follow from Lemma 4.15. The values of α = χ
(q+1,u)
q−1 ∈
Irr(GU2(q)) are given in full in ([15]) and we then use (8) to evaluate D◦α = χst,(n−2,1).
To evaluate the characters χst,(1n−1) and χst,(2,1n−2) we follow the method given in the
proof of Proposition 4.10: from ([53], Sec. 4) we see that χst,(n−1) is the restriction of the
irreducible Weil character χ˜s˜t,(n−1) ∈ Irr(G˜) where s˜ is a fixed preimage of s ∈ G∗. It follows
from Lemmas 4.5 and 4.6 that |χst,(n−1)(x)| = |χ˜s˜t,(n−1)(x)| = |χ˜s˜t,(1n−1)(x)|. Then, as
CG∗(s
t) ∼= GLn−1(Fq) is connected, it follows from Section 4.1 that χ˜st,(1n−1)|G = χst,(1n−1).
Hence |χst,(n−1)(x)| = |χst,(1n−1)(x)| = 1. The value of |χst,(1n−1)(y)| follows identically.
To evaluate |χst,(2,1n−2)(x)|, first note from formula (8) that χst,(n−2,1) is G˜-invariant.
Hence as G˜/G is cyclic, χst,(n−2,1) extends to a character of G˜ by Lemma 4.7. From
Sec 4.1 such extensions lie in Lusztig series E(G˜, s˜z), where s˜ is a fixed preimage of st ∈
G∗ and z ∈ Z(G). Note that if χ˜ ∈ E(G˜, s˜z) restricts irreducibly to χst,(n−2,1), then
χ˜(1)p = χst,(n−2,1)(1)p = q. Checking degrees of the unipotent characters of CG˜(s˜z) ∼=
GUn−1(q)×GU1(q), it follows that χ˜ = χ˜s˜z,(n−2,1). Noting again that CG∗(st) is connected,
the proof now follows exactly as above, by considering the Alvis-Curtis dual of χ˜. 
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Note that when we apply these values later in the calculation of structure constants, we will
only require the bound |1 + 2Re(a)| ≤ 1 given in the proof of Proposition 4.13. However
recall that when q = 2, y is chosen such that 1 + 2Re(a) = 0.
Lastly we want to estimate values of the unipotent character χ(n−3,2,1). We use the theory
of dual pairs to extend the work in ([34], Sec. 6.1).
Let G = SUn(q) with n ≥ 7 and odd and let S := GU3(q). Take G = SU(W )
where W = 〈v1, . . . , , vn〉Fq2 is endowed with a Hermitian form (·, ·), with Gram matrix
diag(1, . . . , 1) with respect to the basis v1, . . . , vn. Similarly we view S as GU(U) where
U = 〈e1, e2, e3〉Fq2 is endowed with Hermitian form (·, ·), with Gram matrix diag(1, 1, 1) in
the basis e1, e2, e3. Next we consider V = U ⊗W with the Hermitian form (·, ·) defined
via (u⊗w, u′⊗w′) = (u, u′) · (w,w′) for u, u′ ∈ U and w,w′ ∈W . The action of S ×G on
V then induces a natural homomorphism S ×G→ Γ := GU(V ) = GU3n(q).
Let ω = ζ3n,q denote the reducible Weil character of Γ, as defined by (6). It is by studying
the restriction of ω to S ×G that we will find the character χ(n−3,2,1).
Lemma 4.17. Let n ≥ 7. Then
(ω|G, ω|G)G = (q + 1)(q3 + 1)(q5 + 1).
Further (ω|G, 1G)G = 0 and (ω|G, ζn,q)G = (q + 1)(q3 + 1).
Proof. Let A be the matrix of g ∈ G in the basis v1, . . . , vn of W . Then g has matrix
diag(A,A,A) in the basis {e1 ⊗ vi, e2 ⊗ vi, e3 ⊗ vi} of V . It also follows that ω|G = (ζn,q)3
where ζn,q denotes the reducible Weil character of GUn(q) as in (6). Furthermore
(ω|G, ω|G)G = 1|G|
∑
A∈G
ω(A)2
=
1
|G|
∑
A∈G
Fix(A)3,
where Fix(A) denotes the number of fixed points under the action on the natural module
W . But this is exactly the number of G-orbits on W ×W ×W. Using Witt’s lemma and
the assumptions on n we find that the number of G-orbits is exactly (q+1)(q3+1)(q5+1).
Next note that (ω|G, 1G)G = (ζn,q2, ζn,q)G and similarly (ω|G, ζn,q)G = (ζn,q2, ζn,q2)G. The
decomposition of ζn,q2 is studied in ([34], 6.1) and we can check that indeed (ω|G, 1G)G = 0
and (ω|G, ζn,q)G = (q + 1)(q3 + 1). 
Proposition 4.18. Let S = GU3(q) and G = SUn(q) with n ≥ 7 odd. Then the restriction
ζ3n,q|S×G decomposes as
∑
α∈Irr(S) α ⊗ Dα where Dα is a character of G. Define aα =
(Dα, χ(n−1,1))G, btα = (Dα, χst,(n−1))G, for 1 ≤ t ≤ q, and
D◦α = Dα − aαχ(n−1,1) −
q∑
t=1
btαχst,(n−1).
Then the characters D◦α of G = SUn(q) are all irreducible and distinct.
Proof. Applying ([34], 5.5) to the character ω = ζ3n,q gives the decomposition ω|S×G =∑
α∈Irr(S) α⊗Dα such that
Dα(g) =
1
|S|
∑
x∈S
α(x)ω(xg). (9)
By definition,
ω|G =
∑
α∈Irr(S)
α(1)
(
aαχ(n−1,1) +
q∑
t=1
btαχst,(n−1)
)
+
∑
α∈Irr(S)
α(1)D◦α
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and it follows from Lemma 4.17 and (7) that∑
α∈Irr(S)
α(1)
(
aα +
q∑
t=1
btα
)
= (q3 + 1)(q + 1). (10)
For ease of notation, define
∑
α∈Irr(S) α(1)aα = a and
∑
α∈Irr(S) α(1)b
t
α = bt.
It also follows from Lemma 4.17 that∑
α∈Irr(S)
α(1)2 = |S| = q3(q3 + 1)(q2 − 1)(q + 1) = (ω|G, ω|G)G − (q + 1)(q3 + 1)2.
Hence∑
α∈Irr(S)
α(1)2 = (
∑
α∈Irr(S)
α(1)D◦α,
∑
α∈Irr(S)
α(1)D◦α)G + (a
2 +
q∑
t=1
b2t )− (q + 1)(q3 + 1)2.
Applying the Cauchy-Schwarz inequality to (10) yields
a2 +
q∑
t=1
b2t ≥ (q + 1)(q3 + 1)2.
Thus if each D◦α, α ∈Irr(S) has positive degree, it will follow that the characters are
irreducible and distinct. The character table of S is known and we follow the notation of
[15]. In particular there are 8 families of irreducible characters of degrees 1, q2−q, q3, q2−
q + 1, q(q2 − q + 1), (q − 1)(q2 − q + 1), q3 + 1 and (q + 1)(q2 − 1).
We compute the corresponding Dα(1) using (9) and it is a straightforward check that
Dα(1) > q
n(q3 + 1)(q + 1)/α(1) for all α ∈ Irr(S). Furthermore, by the definition of D◦α,
Dα(1)−D◦α(1) ≤ (ω|G, ζn,q)Gζn,q(1)/α(1) = qn(q + 1)(q3 + 1)/α(1). (11)
Hence D◦α(1) > 0 for all α ∈ Irr(S) and the proof is finished. 
Remark. By the proof of Proposition 4.18, a2 +
∑q
t=1 b
2
t = (q + 1)(q
3 + 1)2 and it follows
from Cauchy-Schwarz that a = bt = q3 + 1 for 1 ≤ t ≤ q. Hence
ω|G = (q3 + 1)ζn,q +
∑
α∈Irr(S)
α(1)D◦α.
The degrees Dα(1) are listed in Table 1. The notation for characters α ∈ Irr(GU3(q)) is
taken from [15].
Recall that we wish to find a formula for the values of the unipotent character χ(n−3,2,1).
From Table 1, we see that there is precisely one character Dα of the correct degree. Specif-
ically, when α = χ(q+1)
q2−q ,
Dα(1) =
q4(qn + 1)(qn−2 + 1)(qn−4 + 1)
(q3 + 1)(q + 1)2
= χ(n−3,2,1)(1).
Proposition 4.19. Let α = χ(q+1)
q2−q ∈ Irr(GU3(q)). Then Dα = D◦α = χ(n−3,2,1).
From this we can then calculate values of χ(n−3,2,1) using the known character table of
GU3(q) and the formula (9). Define
d :=
qn(q + 1)(q3 + 1)
q(q − 1) .
To prove the proposition we first note from (11) in the proof of Proposition 4.18, that
Dα(1)−D◦α(1) ≤ d.
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Table 1. Degrees of Dα for G = SUn(q)
α ∈ Irr(GU3(q)) Dα(1)
χ
(q+1)
1
q3(qn+1)(qn−1−1)(qn−5−1)
(q3+1)(q2−1)(q+1) +
q(qn−1−1)
(q+1)
χ
(t)
1 , 1 ≤ t ≤ q (q
n+1)(qn−1−1)(qn−2+1)
(q3+1)(q2−1)(q+1)
χ
(q+1)
q3
q6(qn−1−1)(qn−2+1)(qn−4+1)
(q3+1)(q2−1)(q+1) +
q(qn−1−1)
(q+1)
χ
(t)
q3
, 1 ≤ t ≤ q q3(qn+1)(qn−1−1)(qn−2+1)
(q3+1)(q2−1)(q+1)
χ
(q+1)
q2−q
q4(qn+1)(qn−2+1)(qn−4+1)
(q3+1)(q+1)2
χ
(t)
q2−q, 1 ≤ t ≤ q
q(qn+1)(qn−1−1)(qn−2+1)
(q3+1)(q+1)2
χ
(t,q+1)
q2−q+1, 1 ≤ t ≤ q
q2(qn+1)(qn−1−1)(qn−4+1)
(q2−1)(q+1)2 +
(qn+1)
(q+1)
χ
(q+1,u)
q2−q+1, 1 ≤ u ≤ q
q(qn+1)(qn−1−1)(qn−3−1)
(q2−1)(q+1)2
χ
(t,u)
q2−q+1, 1 ≤ t 6= u ≤ q
(qn+1)(qn−1−1)(qn−2+1)
(q2−1)(q+1)2
χ
(t,q+1)
q(q2−q+1), 1 ≤ t ≤ q
q3(qn+1)(qn−1−1)(qn−3−1)
(q2−1)(q+1)2 +
(qn+1)
(q+1)
χ
(q+1,u)
q(q2−q+1), 1 ≤ u ≤ q
q2(qn+1)(qn−1−1)(qn−3−1)
(q2−1)(q+1)2
χ
(t,u)
q(q2−q+1), 1 ≤ t 6= u ≤ q
q(qn+1)(qn−1−1)(qn−2+1)
(q2−1)(q+1)2
χ
(t,u,q+1)
(q−1)(q2−q+1), 1 ≤ t < u < q + 1
q(qn+1)(qn−1−1)(qn−3−1)
(q+1)3
χ
(t,u,v)
(q−1)(q2−q+1), 1 ≤ t < u < v < q + 1
(qn+1)(qn−1−1)(qn−2+1)
(q+1)3
χ
(q+1,u)
q3+1
, 1 ≤ u ≤ q2 − 2 q(qn+1)(qn−1−1)(qn−3−1)
(q2−1)(q+1)
u 6≡ 0 mod (q − 1)
χ
(t,u)
q3+1
, 1 ≤ t ≤ q , 1 ≤ u ≤ q2 − 2 (qn+1)(qn−1−1)(qn−2+1)
(q2−1)(q+1)
u 6≡ 0 mod (q − 1)
χ
(t)
(q+1)(q2−1), t 6≡ 0 mod (q2 − q + 1);
(qn+1)(qn−1−1)(qn−2+1)
(q3+1)
if t1 ≡ tq2 or t2 ≡ tq4 mod (q3 + 1), then χ(t) = χ(t1) = χ(t2)
It therefore suffices to show that χ(n−3,2,1) is the only irreducible character with degree in
the range
Dα(1)− d ≤ χ(1) ≤ Dα(1).
We first consider the slightly easier case of unipotent characters, where we will need the
following result.
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Lemma 4.20. ([55], 2.1). Let 2 ≤ a1 < a2 < · · · < al be integers, 1, . . . , l ∈ {1,−1}.
Then
1
2
<
(qa1 + 1) . . . (q
al + l)
qa1+···+al
< 2.
Lemma 4.21. Let n ≥ 7. Let χµ ∈ Irr(G) and |χµ(1) − χ(n−3,2,1)(1)| ≤ d. Then µ =
(n− 3, 2, 1).
Proof. For ease we adopt the notation of [55] in this proof, reversing the order in which
partitions are written.
Let χµ be the unipotent character corresponding to the partition (µ1, . . . , µm) ` n and set
λi = µi + i− 1 for all i. The degree formula (3) in Section 4 can be rewritten ([55], 4.2A)
in terms of λi to give
χµ(1) =
(q + 1)(q2 − 1) . . . (qn − (−1)n)∏i′<i(qλi − (−1)λi+λ′iqλ′i)(
q(
m−1
2 )+(
m−2
2 )+...
)∏
i
∏λi
k=1(q
k − (−1)k)
. (12)
To prove the Lemma we shall use this form of the degree to show that if µ 6= (1, 2, n− 3)
then |χµ(1) − χ(1,2,n−3)(1)| > d. Firstly, the cases n = 7, 9 can be checked directly so we
may assume that n ≥ 11. Furthermore we can check explicitly that the statement holds
when µm ≥ n − 3 and hence we assume that µm ≤ n − 4. We show that χµ(1) ≥ q4n−17,
using induction on the length of the partition, m. The conclusion will then follow as
q4n−17 − χ(1,2,n−3)(1) > d for n ≥ 9.
The base case for the induction is the set of two-part partitions, namely µ = (k, n − k)
where k ≥ 4. When k = 4,
χ(4,n−4)(1) =
q4(qn + 1)(qn−1 − 1)(qn−2 + 1)(qn−7 − 1)
(q4 − 1)(q3 + 1)(q2 − 1)(q + 1)
and it is an easy check that this is greater than q4n−17. When k ≥ 5, χµ(1) is
(q + 1)(q2 − 1) . . . (qn + 1)(qn−k+1 + qk)
(q + 1)(q2 − 1) . . . (q − (−1)k) · (q + 1)(q2 − 1) . . . (qn−k+1 − (−1)n−k+1)
=
(qn−k+2 − (−1)n−k+2) . . . (qn + 1)
(q2 − 1) . . . (q − (−1)k) ·
qk(qn−2k+1 − 1)
q + 1
> qk
(qn−k+2 · qn−k+3 · · · · · qn)/2
2q2 · q3 · · · · · qk ≥ q
(k−2)(n−k)+n−2.
Here we have used Lemma 4.20. As k ≥ 5 it follows that
(k − 2)(n− k) + (n− 2)− (4n− 17) = (n− k)(k − 5) + 3(k + 5) > 0
which gives the conclusion for two-part partitions.
For the induction step assume that µ has length m ≥ 3. Denote µ1 = k and note that the
conditions m ≥ 3 and n ≥ 11 imply k ≤ n − 8. If µ is (22, n − 4), (1, 3, n − 4), (2, 3, n −
5), (32, n−6), (12, 2, n−4) or (14, n−4) we can check directly that χµ(1) > q4n−17. Hence
we assume that µ is not of this form, in addition to the original assumption that µm ≤ n−4.
Consider the partition ν ` n − k of length m − 1 defined by νi = µi+1. By the above
exclusions, it follows that νm−1 ≤ n − k − 4 and therefore χν(1) > q4(n−k)−17 by the
induction hypothesis. From (12) it also follows that
χµ(1)
χν(1)
=
∏n
i=n−k+1(q
i − (−1)i) ·∏mi=2(qλi − (−1)λi+kqk)∏n
i=1(q
i − (−1)i) ·∏mi=2(qλi − (−1)λi) .
Note that
λm = µm +m− 1 ≤ µm + µ1 + µ2 + · · ·+ µm−1 = n
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and hence
2 ≤ λ3 − k ≤ · · · ≤ λm − k ≤ n− k.
We can therefore apply Lemma 4.20 to the collections (a1, . . . , al) = (λ3 − k, . . . , λm −
k, n− k + 1, . . . , n) and (a1, . . . , al) = (2, 3, . . . , k, λ2, . . . , λm). Also using the inequality
(qλ2 − (−1)λ2+kqk)/(q + 1) ≥ qλ2−1/2,
we have
χµ(1)
χν(1)
=
1
2q
λ2−1 · 12qλ3 · · · · · qλm · qn−k+1 · · · · · qn
2q2 · · · · · qk · qλ2 · · · · · qλn =
qk(n−k)
8
≥ qk(n−k)−3.
Thus χ1,µ(1) > q(4+k)(n−k)−20 = q(4n−17)+(k(n−k)−4k−3) > q4n−17 as n − k ≥ 8 and the
induction is complete. 
We next move on to proving the analogous result for non-unipotent characters.
Lemma 4.22. Let n ≥ 7 be odd. Let χ ∈Irr(SUn(q)) be a non-unipotent character such
that |χ(1)− χ(n−3,2,1)(1)| ≤ d. Then (n, q) = (7, 2) and
χ(1) ∈ {6622, 10 234, 9030}.
Proof. Let χ = χs,λ where 1 6= s ∈ G∗ as defined in Section 4.1. Following ([55], 4.1), let
G˜ = GUn(q) and consider an inverse image s˜ ∈ G˜ of s. Let C be the complete inverse
image of C∗ = CG∗(s) in G˜ and set D = CG˜(s˜). Note that (G
∗ : C∗) = (G˜ : C) and D is a
normal subgroup of C such that C/D ↪→ Cq+1. Thus by Proposition 3.2,
χ(1) ≥ (G∗ : C∗)p′ ≥ (G˜ : D)p′/(q + 1).
Now G˜ acts on the natural module V = Fnq2 and we denote the characteristic polynomial of
s˜ in this action by P (t) ∈ Fq2 [t]. Then P (t) is a product
∏l
i=1 fi(t)
mi of distinct irreducible
polynomials fi(t) over Fq2 , 1 ≤ i ≤ l.
Firstly consider the case where l = 1. It follows from the non-triviality of s that f = f1
has degree k ≥ 2. If λ ∈ Fq is a root of f(t), then Fq2(λ) = Fq2k and the roots λj = λq2(j−1)
of f(t) are distinct for 1 ≤ j ≤ k. From ([55], 4.2B) we find further that k is odd and that
D = GUm(q
k) such that mk = n.
Thus by Lemma 4.20
χ(1) ≥ (q + 1)(q
2 − 1) . . . (qmk − (−1)mk)
(q + 1)(qk + 1) . . . (qmk − (−1)m)
>
1
2q
2+3+···+mk
2qk+2k+···+mk
=
q
1
2
m2k(k−1)−1
4
.
Note that χ(n−3,2,1)(1)+d < q3n−7 for n ≥ 7. Thus it suffices to show that q
1
2
m2k(k−1)−3 ≥
q3n−7. As k ≥ 3, m2k(k−1)2 = n · n−m2 ≥ n
2
3 and then
n2
3 ≥ 3n− 4 when n ≥ 9. When n = 7,
it follows that k = 7 and we still have m
2k(k−1)
2 − 3 ≥ 3n − 7. This concludes the case
where l = 1 and hence we assume that l > 1 from now on.
Here we see thatD preserves a non-trivial decomposition V =
⊕l
i=1 Vi where Vi = Pi(s)(V )
and Pi(t) = P (t)/fi(t)mi . We denote ni = dimVi = mi deg(fi) and without loss of
generality we assume that dimV1 ≤ · · · ≤ dimVl.
Suppose D fixes a non-zero totally isotropic subspace W in V. Denote dimW = k and
bk = (G˜ : G˜W )p′ . Clearly 1 ≤ k ≤ n−12 , and we check using Lemma 4.20 that if k ≥ 2 then
bk ≥ min{b2, b(n−1)/2}. Hence if k ≥ 2, then we have
χ(1) ≥ min{b2, b(n−1)/2} > χ(n−3,2,1)(1) + d.
We may therefore assume that any D-invariant totally isotropic subspace has dimension 1.
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Similarly, if D preserves a degenerate subspace W ⊂ V , we may assume that W is totally
isotropic and of dimension 1: firstly note that if U = W ∩W⊥, then dimU = 1 by the
above. Let e denote an isotropic basis vector for U and let vj ∈ V such that e, v1, . . . , vk is a
basis forW , where 〈v1, . . . , vk〉 is non-degenerate. Note that D ≤ CG˜(W ) ≤ CG˜(〈e〉) = P1,
where P1 is maximal parabolic. As CG˜(W ) stabilises the non-degenerate k-space W/〈e〉,
it follows that CG˜(W ) ≤ CP1(W/〈e〉) . Hence
χ(1) >
|GUn(q)|p′
|GUk(q)|p′ |GUn−2−k(q)|p′ |GL1(q2)|p′(q + 1) .
But the right hand side of the above is greater than χ(n−3,2,1)(1) + d when k ≥ 1. Hence
we may assume that W = U is totally isotropic.
Lastly, if D preserves a non-degenerate subspace U of V , where 1 ≤ k = dimU ≤ n2 , then
we can assume k ≤ 3 : if D preserves such a subspace then D ≤ GUk × GUn−k and χ(1)
is at least ∏n
i=1(q
i − (−1)i)
(q + 1)
∏k
i=1(q
i − (−1)i)∏n−ki=1 (qi − (−1)i) =
∏n
i=n−k+1(q
i − (−1)i)
(q + 1)
∏k
i=1(q
i − (−1)i) .
Now if k ≥ 4, ∏n
i=n−k+1(q
i − (−1)i)
(q + 1)
∏k
i=1(q
i − (−1)i) ≥ q
3n−7
and so χ(1) > χ1,(n−3,2,1) + d as desired.
It follows from the above assumptions that each Vi is totally isotropic of dimension 1 or
non-degenerate of dimension 1, 2, 3, n − 3, n − 2 or n − 1. After a number of very similar
calculations when n = 7 or 9 we may also assume that nl ≥ n− 3 and that D preserves no
non-degenerate subspaces of Vl. Clearly then l ≤ 4 and max{ni}l−1i=1 ≤ 3.
There now remain a number of subcases to consider. Firstly consider the case where l = 2,
n1 = 3 and n2 = n− 3, and D preserves no non-degenerate subspaces of V1. If s˜|V2 is not
a scalar it follows from the l = 1 case that D ≤ GU3(q)×GUm(qk) where mk = n− 3 and
k ≥ 3. Consequently
χ(1) >
(qn + 1)(qn−1 − 1)(qn−2 + 1)
(q + 1)(q2 − 1)(q3 + 1) ·
(q + 1)(q2 − 1) . . . (qmk − 1)
(q + 1)(qk + 1) . . . (qmk − (−1)m)
>
q3n−8
8(q + 1)
· q 12m2k(k−1)−1 > q3n−14+ 12m2k(k−1)
by Lemma 4.20. Evidently m
2k(k−1)
2 ≥ m2k = (n − 3)k ≥ 2(n − 3) ≥ 7 and hence
χ(1) > q3n−7. Hence we assume that s˜ does act as a scalar on V2. As 3 6= n−3, we conclude
that either C = D = GU3(q)×GUn−3(q) if s˜|V1 is a scalar, or C = D = GU1(q3)×GUn−3(q)
otherwise. Hence
χ(1) ≥ ψ(1) · (q
n + 1)(qn−1 − 1)(qn−2 + 1)
(q3 + 1)(q2 − 1)(q + 1)
where ψ(1) is the degree of the unipotent character of C∗ corresponding to χ as in Propo-
sition 3.2. Now if ψ|GUn−3(q) is non-trivial, it has degree at least q(q
n−4+1)
(q+1) by ([55], 4.1)
and χ(1) > χ(n−3,2,1) + d, as required. To conclude this case, we assume that ψ|GUn−3(q)
is trivial, and then it is easy to find all possible degrees ψ(1) as the unipotent charac-
ter degrees of GU1(q3) and GU3(q) are known ([8], 13.8). With one exception we find
that d > |χ(1) − χ1,(n−3,2,1)|. The exceptional case occurs when (n, q) = (7, 2), C =
GU3 ×GU4(q) and ψ corresponds to the multi-partition ((1, 2), (4)). Here ψ(1) = 2·(2
2−1)
(2+1)
and χ(1) = 2·(2
7+1)(26−1)(25+1)
(23+1)(2+1)2
= 6622 as in the conclusion of the Lemma.
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Next consider the case where max{ni}l−1i=1 = 2. By the work above, it follows that D ≤
GU2(q) ×GUn−2(q) or D ≤ GU1(q) ×GU2(q) ×GUn−3(q). Assuming the former case for
now, if s˜|V2 is non-scalar then D ≤ GU2(q)×GUm(qk) such that m = n−2k and k ≥ 3. Here
χ(1) >
(qn + 1)(qn−1 − 1)
(q2 − 1)(q + 1)2 ·
(q + 1) . . . (qn−2 + 1)
(q + 1)(qk + 1) . . . (qn−2 − (−1)n−2k )
>
q2n−3
8(q + 1)2
· q 12m2k(k−1)−1 > q3m−7.
This leaves the case where s˜|V2 is a scalar. Assuming additionally that s˜|V1 is also a scalar,
then as n1 < n2 it follows that C = D = GU2(q)×GUn−2(q) and
χ(1) = ψ(1) · (q
n + 1)(qn−1 − 1)
(q2 − 1)(q + 1) .
Suppose that ψ|GUn−2(q) is non-trivial. Then by ([55], 4.1), ψ(1) ≥ q(q
n−3−1)
(q+1) and hence
χ(1) ≥ q(q
n + 1)(qn−1 − 1)(qn−3 − 1)
(q2 − 1)(q + 1) .
We can then check that this is greater than χ(n−3,2,1)(1) + d as required, provided (n, q) 6=
(7, 2). If however (n, q) = (7, 2) and ψ(1) = 2·(2
7−3−1)
(2+1) then
|χ(1)− χ(4,2,1)(1)| = |
2 · (27 + 1)(26 − 1)(24 + 1)
(22 − 1)(2 + 1)2 − χ(4,2,1)(1)| ≤ d
and we have another of the listed exceptions to the Lemma. Lastly, if ψ|GUn−2(q) = 1 then
χ(1) ∈ {q(q
n + 1)(qn−1 − 1)
(q2 − 1)(q + 1) ,
(qn + 1)(qn−1 − 1)
(q2 − 1)(q + 1) }
and χ(n−3,2,1)(1) − χ(1) > d. The remaining case where s˜|V1 is non-scalar and D ≤
GL1(q
2) × GUn−2(q) follows similarly to the above. Indeed, if ψ|GUn−2(q) is non-trivial
then
χ(1) ≥ q(q
n + 1)(qn−1 − 1)(qn−3 − 1)
(q2 − 1) > χ(n−3,2,1)(1) + d.
If however ψ|GUn−2(q) = 1 then
χ(1) =
(qn + 1)(qn−1 − 1)
(q2 − 1)(q + 1) < χ(n−3,2,1)(1)− d.
To complete the proof we require a consideration of the cases whereD ≤ GU1(q)×GU2(q)×
GUn−3(q) or D ≤ GU1(q)i ×GUn−i(q) for i = 1, 2 or 3. We shall however omit the details
as the proof follows very similarly to the work above. In summary, we find that apart for
one exception, |χ(n−3,2,1)(1)− χ(1)| > d. The single exception occurs when (n, q) = (7, 2),
C = D = GU1(q)
2 ×GU5(q) and ψ corresponds to the multi-partition ((1), (1), (1, 4)). In
this case χ(1) = 9030. 
Proof of Proposition 4.19:
Proof. Recall that α = χ(q+1)
q2−q ∈Irr(GU3(q)). Firstly note from (11) in the proof of Propo-
sition 4.18 that
|D◦α(1)− χ(n−3,2,1)(1)| ≤ (ω|G, ζn,q)ζn,q(1)/α(1) =
qn(q3 + 1)(q + 1)
q(q − 1) .
It then follows from Lemmas 4.21 and 4.22 that either Dα = D◦α = χ(n−3,2,1) as required,
or (n, q) = (7, 2) and
D◦α(1) ∈ {6622, 10 234, 9030}.
THE INVOLUTION WIDTH OF FINITE SIMPLE GROUPS 23
Assume the latter statement for a contradiction and first note that hereDα(1) = χ(4,2,1)(1) =
7568. Therefore as Dα(1) ≥ D◦α(1), we can discard the second and third possibilities listed
above as they are too large and it follows that D◦α(1) = 6622.
From Table 1 we see that SU7(2) has at least two additional characters of degree 6622.
Indeed, when β = χ(t)
q2−q where t = 1, 2, we haveDβ(1) = 6622. Furthermore the irreducible
component D◦β ∈ Irr(SU7(2)) has degree lying in the range 4894 ≤ D◦β(1) ≤ 6622 by
Proposition 4.18. But the irreducible character degrees of SU7(2) are known ([40]) and
we check that there exist exactly two irreducible characters with degrees in this range, a
contradiction. 
Lemma 4.23. Let x and y be the regular semisimple elements chosen in Proposition 4.13.
Then χ(n−3,2,1)(x) = χ(n−3,2,1)(y) = 1. Also, |χ(3,2,1n−5)(x)| = |χ(3,2,1n−5)(y)| = 1.
Proof. By Proposition 4.19, χ(n−3,2,1) = Dα where α = χ
(q+1)
q2−q ∈ Irr(GU3(q)). The values
of α are known ([15], Table 7), and recall for g ∈ G we have the formula
Dα(g) =
1
|S|
∑
h∈S
α(h)ω(hg),
where ω = ζ3n,q is the reducible Weil character of GU3n(q). Applying this formula to x and
y then gives the values for χ(n−3,2,1). It follows from the formula above that χ(n−3,2,1) is G˜-
invariant and hence extends to a character of G˜ by Lemma 4.7. The values of |χ(3,2,1n−5)(x)|
and |χ(3,2,1n−5)(y)| then follow by Lemmas 4.5 and 4.6, as in the proof of Proposition
4.10. 
4.3.2. Calculating Structure Constants for G = SUn(q), n ≥ 7 odd. We now have suf-
ficient information about the characters in the set X ⊂Irr(G) defined after Proposition
4.14 to calculate structure constants for G. For g ∈ G, let g = su denote the Jordan
decomposition of g with s semisimple and u unipotent. We use the shorthand notation
u ∼ (nrn , . . . , 2r2 , 1r1) to indicate the Jordan form of u and let σg denote the spectrum
of eigenvalues of g. The elements x, y ∈ G will always denote those chosen in Proposition
4.13. In this section we first prove the following result.
Proposition 4.24. Let G = SUn(q) where n ≥ 7 is odd and let g = su ∈ G. Assume that
u 6= 1 and also that u  (2, 1n−2) when s = 1. Then g ∈ xGyG.
For ease of presentation we treat the cases where g is unipotent and non-unipotent sepa-
rately.
Lemma 4.25. Let 1 6= u ∈ G be unipotent, and assume that u  (2, 1n−2). Then u ∈
xGyG.
Proof. By Theorem 2.7 and Proposition 4.14, u ∈ xGyG if and only if
κ(xG, yG, uG) =
∑
χ∈X⊂Irr(G)
χ(x)χ(y)χ(u−1)
χ(1)
6= 0.
Removing the contribution of the trivial character, it suffices to show that∑
χ∈X\{1G}
|χ(x)χ(y)χ(u−1)|
χ(1)
< 1. (13)
The values of |χ(x)χ(y)| are known by Lemmas 4.16 and 4.23, and in all cases |χ(x)χ(y)| ≤
1. Furthermore, when q = 2, χ(y) = 0 for all non-unipotent characters χ ∈ X\{1G}
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(Lemma 4.16). Hence for (13) to hold it is sufficient to show that∑
χ∈X\{1G}⊂Irr(G)
|χ(u)|
χ(1)
< 1, if q ≥ 3,
and
|χ(n−3,2,1)(u)|
χ(n−3,2,1)(1)
+
|χ(3,2,1n−5)(u)|
χ(3,2,1n−5)(1)
+
|St(u)|
St(1)
< 1, if q = 2.
In either case, denote the sum of character ratios on the left hand side by ∆(u).
To prove that ∆(u) < 1, we bound the character ratio summands on a case by case basis.
Firstly consider the possible values of χ(n−3,2,1)(u). Let u ∼ (nrn , . . . , 2r2 , 1r1) and denote
the total number of blocks by r. Recall from Proposition 4.19 that χ(n−3,2,1) = Dα where
α = χ
(q+1)
q2−q ∈ Irr(GU3(q)) and hence
Dα(u) =
1
|GU3(q)|
∑
h∈GU3(q)
α(h)ω(hu). (14)
Here ω denotes the reducible Weil character of GU3n(q) that takes values
ω(hu) = −(−q)dim Ker(hu−1).
The values of α are known ([15], Table 7) and we compute
|GU3(q)| · χ(n−3,2,1)(u) = (q2 − q)
(−(−q)3r − q)
− q (−(−q)3r−r1 − q) (q − 1)(q3 + 1)
− q2(q − 1)(q2 − q + 1) (−q2r+1 − (−q)r+1 − q(q − 1))
+ q2(q − 1)(q3 + 1) (−(−q)2r−r1+1 − (−q)r+1 − q(q − 1))
+ 2q3(q − 1)2(q2 − q + 1)
(−3(−q)r+1 − q(q − 2)
6
)
+
q4
3
(q + 1)3(q − 1)2. (15)
Recall that χ(n−3,2,1)(1) ∼ q3n−7. Hence when r is large, |χ(n−3,2,1)(u)|χ(n−3,2,1)(1) ∼ q
3r−3n and
checking small cases computationally we see that |χ(n−3,2,1)(u)|χ(n−3,2,1)(1) < q
−3.
We do not have a method for computing general character values of χ(3,2,1n−5) but it is
enough to use the trivial bound |χ(3,2,1n−5)(g)| ≤ |CG(g)|
1
2 . Note that χ(3,2,1n−5)(1) ∼
q
1
2
(n2−n−8) and unipotent centralizers can be easily computed using the details in ([36],
7.1). Hence we can bound the character ratio
|χ(3,2,1n−5)(u)|
χ(3,2,1n−5)(1)
. These bounds will be useful
for later computations so we list some details in Table 2. Note that although we have
assumed u  (2, 1n−2) in the statement of the Lemma, bounds on these elements will be
useful later so they are included for completeness.
For the unipotent elements not listed in Table 2, we see that |CG(u)| 12 . q 12 (n2−6n+17).
Checking small dimensions computationally we find in these cases that
|χ(3,2,1n−5)(u)|
χ(3,2,1n−5)(1)
< 1
q3
.
Next we consider the contribution to ∆(u) of any character
χ ∈ {χst,(1n−1), χst,(2,1n−2) | 1 ≤ t ≤ q} ⊂ X.
As stated above, these characters all vanish when q = 2 but in general we use the centralizer
bound once more. In particular note that that χ(1) > q · χ(3,2,1n−5)(1) and hence the
bounds found above for
|χ(3,2,1n−5)(u)|
χ(3,2,1n−5)(1)
, also apply to q · |χ(u)|χ(1) . It follows that the sums
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Table 2. Character Ratio Bounds
Block Structure Conditions Upper bound for
|χ(3,2,1n−5)(u)|
χ(3,2,1n−5)(1)
(2, 1n−2) n ≥ 9, q = 2, 3 1
q2
n ≥ 9, q ≥ 4 1
q3
(22, 1n−4) n = 7, q = 2 0.263
n = 7, q ≥ 3 1
q2
n ≥ 9 1
q4
(3, 1n−3) n = 7 1
q2
n ≥ 9 1
q3
∑q
t=1
|χst,(1n−1)(u)|
χst,(1n−1)(1)
and
∑q
t=1
|χst,(2,1n−2)(u)|
χst,(2,1n−2)(1)
are bounded by the values given in Table 2, or
q−3 otherwise.
The remaining characters to consider are the non-unipotent families {χst,(n−1)}qt=1 and
{χst,(n−2,1)}qt=1. Let χ ∈ {χst,(n−1)}qt=1. We can calculate character values using Lemma
4.15. We compute some of the largest values and print them below for elements of interest.
u ∼ (2, 1n−2) :
q∑
t=1
|χst,(n−1)(u)|
χst,(n−1)(1)
=
q(qn−1 − 1)
qn + 1
,
u ∼ (22, 1n−4), (3, 1n−3) :
q∑
t=1
|χst,(n−1)(u)|
χst,(n−1)(1)
=
q(qn−2 + 1)
qn + 1
.
For all other unipotent elements it is an easy check that
∑q
t=1
|χst,(n−1)(u)|
χst,(n−1)(1)
< 1
q2
.
Lastly let χ ∈ {χst,(n−2,1)}qt=1. Again we have an explicit formula for character values,
namely formula (8) in Section 4.3.1. We find for u ∼ (nrn , . . . , 2r2 , 1r1) with a total
number of blocks r, that
|GU2(q)| · χst,(n−2,1)(u) = (q − 1)(q2r − 1)
− (q2 − 1)((−q)2r−r1 − 1)
+ q(q − 1)((−q)r(−q + 1) + (q − 1)).
This is maximal when u ∼ (2, 1n−2) and in this case
q∑
t=1
|χst,(n−2,1)(u)|
χst,(n−2,1)(1)
< q · 1
q15/8
=
1
q7/8
.
For all other unipotent elements,
q∑
t=1
|χst,(n−2,1)(u)|
χst,(n−2,1)(1)
<
1
q5/2
.
26 ALEXANDER J. MALCOLM
Collating these bounds for character ratios, we can compute upper bounds for ∆(u). Firstly
let q = 2. Here
∆(u) =
|χ(n−3,2,1)(u)|
χ(n−3,2,1)(1)
+
|χ(3,2,1n−5)(u)|
χ(3,2,1n−5)(1)
+
|St(u)|
St(1)
.
Using the bounds above and noting that St(u) = 0 ([8], 6.4.7) gives
∆(u) < 0.263 +
1
23
< 1.
Similarly, when q ≥ 3 the bounds above give
∆(u) =
∑
χ∈X\{1G}⊂Irr(G)
|χ(u)|
χ(1)
<
q(qn−2 + 1)
(qn + 1)
+
3
q2
+
1
q5/2
+
1
q3
< 1.

Lemma 4.26. Let g = su ∈ G such that s, u 6= 1. Then g ∈ xGyG.
Proof. As explained in the proof of Lemma 4.25, for the result to hold it suffices to show
that ∆(g) < 1 where
∆(g) =
∑
χ∈X\{1G}
|χ(g)|
χ(1)
, if q ≥ 3,
and
∆(g) =
|χ(n−3,2,1)(g)|
χ(n−3,2,1)(1)
+
|χ(3,2,1n−5)(g)|
χ(3,2,1n−5)(1)
+
|St(g)|
St(1)
, if q = 2.
Firstly consider χ ∈ {χ(3,2,1n−5)} ∪ {χst,(1n−1), χst,(2,1n−2) | 1 ≤ t ≤ q} ⊂ X. As |CG(g)| ≤
|CG(u)| we can use the bounds for |χ(3,2,1n−5)(g)|χ(1) calculated in Lemma 4.25. Note however
that Table 2 does not include a treatment of the case n = 7, u ∼ (2, 15). However when
s 6= 1 and u ∼ (2, 15) we can sufficiently bound the character ratio by estimating |CG(s)|1/2
and find that
|χ(3,2,1n−5)(g)|
χ(1) <
1
q2
in this case.
The value of |χ(n−3,2,1)(g)| has a slightly more complicated formula when s 6= 1 but we can
again find a sufficient bound. Let σg = {λi} denote the eigenvalues of g and note these
are not necessarily in Fq2 . Let δ, ρ, τ ∈ Fq6 be elements of orders q + 1, q2 − 1 and q3 + 1
respectively. Then define σg,δ := σg∩〈δ〉, σg,ρ := {σg∩〈ρ〉}\σg,δ and σg,τ := {σg∩〈τ〉}\σg,ρ.
From the presence of the Weil character ω in formula (14), we see that the magnitude of
|χ(n−3,2,1)(g)| is controlled by the dimension of the eigenspaces of each λi ∈ σg,δ, σg,ρ, σg,τ .
Let mδ := maxλ∈σg,δ{dim(Ker(g − λI))} and define mρ and mτ similarly. Then
|χ(n−3,2,1)(g)| ∼ qmaxi{3mδ+2,2mρ+5,3mτ+6}−7.
In general this is maximal when g has Jordan normal form (λJn−21 )⊕ (µJ2) for λ, µ ∈ σg,δ
such that λ 6= µ. Checking small values of (n, q) explicitly we find that |χ(n−3,2,1)(g)|χ(n−3,2,1)(1) ≤
1
q3
.
Finally consider χ ∈ {χst,(n−1)}qt=1∪{χst,(n−2,1)}qt=1. Here the character values are given by
Lemma 4.15 and formula (8) in Section 4.3.1. Much like the above, |χ(g)| has a non-trivial
contribution for each λi ∈ σg,δ, σg,ρ and is maximised when g has Jordan normal form
(λJn−21 )⊕ (µJ2) for λ, µ ∈ σg,δ such that λ 6= µ. Checking small cases computationally we
find that
q∑
t=1
|χst,(n−1)(g)|
χst,(n−1)(1)
=
qn−2 + q + 2
qn + 1
< q−15/8
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and
q∑
t=1
|χst,(n−2,1)(u)|
χst,(n−2,1)(1)
<
1
q2
.
We collate the information above to bound ∆(g). Firstly let q = 2. Again, as g is not
semisimple, St(g) = 0 and it follows that
∆(g) < 0.263 +
1
23
< 1.
Now let q ≥ 3. By the above it follows that
∆(g) <
1
q15/8
+
3
q2
+
1
q2
+
1
q3
< 1.

Lemmas 4.25 and 4.26 together complete the proof of Proposition 4.24.
We can now finally prove Theorem 4.1 where n is odd, to conclude our work on simple
unitary groups.
Proof of Theorem 4.1 (n odd):
Proof. We have already seen that the result holds when n = 3, 5 (Lemmas 4.11 and 4.12)
so we can assume that n ≥ 7.
Let g ∈ SUn(q) with Jordan decomposition g = su. If u = 1 then it follows from Theorem
3.5 that g = s ∈ xGyG. Similarly, provided u  (2, 1n−2) when s = 1, g ∈ xGyG by
Lemma 4.24. In either case it then follows that iw(g) ≤ 4 by Proposition 4.13. This leaves
the unipotent element g = u ∼ (2, 1n−2). Here we can embed u in a subgroup SU3(q)
when q > 2, and SU4(q) when q = 2. It follows that iw(u) ≤ 4 by Lemma 4.11 and our
earlier work in Section 4.2 on even-dimensional unitary groups. This completes the proof
of Theorem 4.1. 
5. Exceptional Groups of Lie type
In this final section we consider the involution width of the exceptional groups of Lie type.
This will complete our case by case study via the classification of finite simple groups and
finish the proof of Theorem 1.
G = E8(q). The first case E8(q) is illustrative of the method used for the majority of
the exceptional groups. Firstly choose regular semisimple elements x, y ∈ G of orders
r =ppd(q, 24) and s =ppd(q, 20) respectively. Then G\{1} ⊆ xGyG by Theorem 7.6 of
[25].
Classes of maximal tori in G correspond to classes in the associated Weyl group W =
W (E8) and orders of such tori are given by Carter [6]. By considering possible orders, we
see that x lies in a unique maximal torus Tw such that |Tw| = Φ24(q) = q8− q4 + 1. In this
instance Tw corresponds to an element w ∈W of order 24.
We claim that x is strongly real. For this it suffices to show there exists an involution in
G inverting all elements of Tw. Now NG(Tw)/Tw ∼= CW (w) and thus contains the coset
corresponding to the longest element of the Weyl group, namely w0 = −1. This central
element acts by inversion on the torus Tw and hence so does any preimage n0 ∈ NG(Tw).
As |Tw| is odd and w0 is an involution, there exists a preimage n0 that is also an involution.
The argument for the element y is almost identical. Here y is contained in a torus Tw of
order Φ20(q) = q8 − q6 + q4 − q2 + 1 which is also odd. Hence as before y is strongly real,
and so iw(G) ≤ 4 as required.
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G = 2B2(2
2n+1), n ≥ 1. Next consider the Suzuki groups 2B2(22n+1). We take elements x
and y both of order r =ppd(22n+1, 4) and it follows by Theorem 7.1 of [25] that G\{1} ⊆
xGyG. Suzuki [52] showed that G has q+3 conjugacy classes of which only two, containing
order 4 elements, are not strongly real. Thus x and y are strongly real, and so iw(G) ≤ 4.
G = G2(q), q ≥ 3. For q 6= 4 we take elements x and y of order r = ppd(q, 3) and it follows
by Theorem 7.3 of [25] that G\{1} ⊆ xGyG. As x and y are regular semisimple they lie in
a unique maximal torus T , which by choice of r has size q2 + q + 1. Now W (G2) ∼= D12
has longest element w0 = −1 and thus as T has odd order , we follow the argument given
in the case of E8(q) to see that x and y are strongly real. Finally, when q = 4 we check
using GAP [19] that G2(4) has involution width 3.
G = 2G2(q). Consider G = 2G2(q) with q = 32n+1 > 3. Here we take x of order r =
ppd(q, 6) and it follows by ([25], Thm 7.1) that G\{1} ⊆ xGxG. The full character table
is known due to Ward [56] and checking orders, x belongs to one of two classes, namely
classes V orW (see [56] for notation). These classes contain elements of orders q+
√
3q+1
and q −√3q + 1 respectively. It is now straightforward to show that x is strongly real by
computing structure constants. Letting a be a representative of the single conjugacy class
of involutions (this has size q(q − 1)(q + 1)), there exist exactly four characters χ ∈Irr(G)
such that χ(a)χ(x) 6= 0. By Theorem 2.7
κ(aG, aG, xG) =
∑
χ
χ(a)2χ(x)
χ(1)
= 1− 1
32n+1
+
32n+1 − 1
3n(32n+1 + 1± 3n+1) > 0.
Hence x ∈ (aG)2 and it follows that iw(G) ≤ 4.
G = 3D4(q). This group is strongly real (see Theorem 2.1).
G = 2F4(2
2k+1)′, k ≥ 0. Let G = 2F4(q)′ with q = 22k+1. If q = 2 then iw(G) = 3 by
GAP [19], so assume q > 2. Lemma 2.13 of [26] shows that G contains regular semisimple
elements x of order r = ppd(22k+1, 12) and y of order s = ppd(22k+1, 6), such that
xGyG = G\{1}. In the notation of Shinoda [47], x is conjugate to t16 or t17 and y is
conjugate to t15. These lie in unique maximal tori, namely T (10) ∼= Zq4−√2q3+q2−√2q+1 or
T (11) ∼= Zq4+√2q3+q2+√2q+1 and T (9) ∼= Zq4−q2+1 respectively.
Note that each of these tori is of odd order. Therefore as the Weyl group W (G) ∼= D16
again contains the central involution w0 = −1 we can follow the argument for E8(q) to
show that x and y are strongly real.
G = F4(q). Take regular semisimple elements x and y of orders r = ppd(q, 12) and s =
ppd(q, 8) respectively and it follows that G\{1} ⊆ xGyG by ([25], 7.6). Note that these
are elements of maximal tori of order |T1| = Φ12(q) and |T2| = Φ8(q).
If q is even then both tori have odd order and therefore a preimage n0 ∈ G of w0 = −1
can also be taken to be an involution. If q is odd then ([49], Thm.2.3.3) shows that all
semisimple element of F4(q) are strongly real and hence the result follows.
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G = E7(q). Let G = E7(q) and let r = (Φ2(q)Φ18(q)){2,3}′ and s = Φ7(q). By ([25],
7.7) there exists regular semisimple x and y ∈ G of orders r and s respectively, such that
G\{1} ⊆ xG · yG. Let Gad = E7(q).(2, q − 1) denote the adjoint group of type E7, that
is, the simple group extended by an additional diagonal automorphism of order (2, q − 1).
By ([49], Thm 2.3.3), every semisimple element of Gad is strongly real in Gad. Therefore,
when q is even and so G = Gad, it follows that x and y are strongly real and iw(G) ≤ 4.
Now assume that the characteristic is odd. The structures of maximal tori of Gad are given
in [11] and we check that x ∈ T1,ad where T1,ad is cyclic of order m = (q + 1)(q6 − q3 + 1).
Again by ([49], Thm 2.3.3), there exists an involution n0 ∈ Gad such that xn0 = x−1. In
particular, if 〈t〉 = T1,ad then x is contained in the dihedral subgroup D2m = 〈t, n0〉. Note
that tkn0 is an involution for all k and inverts x by conjugation. Thus if D2m ∩ E7(q)
contains such an element then x is strongly real in the simple group. Assuming otherwise,
it follows that D2m ∩ E7(q) ⊂ T1,ad ∩ E7(q) and hence |D2m ∩ E7(q)| ≤ m2 . This is a
contradiction and hence x is indeed strongly real in E7(q). The same conclusion for y
follows identically as the maximal torus T2,ad, containing y and of order q7 − 1, is again
cyclic.
G = E6(q). The final families of exceptional groups E6(q) and 2E6(q) require a more
careful consideration. This is because there no longer exists a central element −1 in the
Weyl groupW (E6) and we thus have to look harder for strongly real elements. Instead, for
root systems of type E6 (as well as Al, and Dl for l odd) the longest element w0 corresponds
to the product of −1 and the nontrivial symmetry of the Dynkin diagram.
Let G = E6(Fq)ad denote the adjoint algebraic group of type E6 and F : G → G a
Frobenius endomorphism such that G = GF is the finite adjoint group E6(q)ad or 2E6(q)ad.
These finite groups are not necessarily simple but the derived groups G′ = E6(q) or 2E6(q)
are simple. We will use the notation E6(q) where  ∈ {+,−}, to denote E6(q) if  = +
and 2E6(q) if  = −. Define d := (3, q − 1) and note that |G : G′ | = d.
In the remainder of this section we prove the following result.
Theorem 5.1. Every element in G′ = E6(q) can be written as a product of at most 4
involutions.
As before, the strategy is to pick two strongly real classes xG′ and yG′ such that the product
xG
′ ·yG′ covers as much of the group G′ = E6(q) as possible. If however there exists g ∈ G′
for which we cannot show that g ∈ xG′ · yG′ , then we embed g in a subgroup X ⊂ G′,
where X is a Lie type group for which the involution width is already known. Throughout
this section we assume that q 6= 2. The Theorem can be checked for E6(2) using GAP [19].
Choose x, y ∈ G′ with x of order r =ppd(q, 12) and y of order s =ppd(q, 8) . Note that
r and s divide Φ12(q) = q4 − q2 + 1 and Φ8(q) = q4 + 1 respectively. The element x is
contained in a Coxeter torus of a subgroup F4(q), and |CG′(x)| = (q4−q2+1)(q2+q+1)/d,
while y is a regular semisimple element contained in the unique maximal torus CG′(y) = T
where |T | = (q4 + 1)(q2 − 1)/d.
Lemma 5.2. The elements x and y are strongly real in G′ = E6(q).
Proof. Firstly x is contained in a maximal torus of the subgroup F4(q). This torus has
odd order Φ12(q) and hence x is inverted by an involution contained in F4(q). Therefore x
is also strongly real in the full group E6(q).
We can also embed y in a subgroup, namely a spin group D5(q) ⊂ E6(q). Note that in
D5(q), y is contained in a maximal torus of order (q4 + 1)(q + ). Let y denote the image
of y in Ω10(q). It then follows that y is strongly real in Ω10(q) by ([41], 2.5(c) and 2.6 (c))
and we let t ∈ Ω10(q) be an involution inverting y. The involutions of Ω10(q) that lift to
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involutions in D5(q) are those where the dimension of the negative eigenspace is divisible
by 4 ([4], 8.4). This is true for t in our case as in SO10(Fq), y is conjugate to an element
of the form diag(λ, λq, λq2 , λq3 , λ−1, λ−q, λ−q2 , λ−q3 , 1, 1) where |λ| = s. Hence t lifts to an
involution t ∈ D5(q) that inverts y by conjugation. 
As usual, to show that a given conjugacy class gG′ is contained in the product xG′yG′ , we
compute the structure constants using Theorem 2.7. As in the proof of Theorem 4.1, the
first step is to reduce to the case of unipotent characters.
Firstly consider the untwisted case G′ = E6(q). In the following lemma, St denotes the
Steinberg character, and there are a further two characters of interest, namely D4,1 and
D4,. These characters arise from a cuspidal unipotent character of the Levi subgroup
D4(q) of G′. Full details are available in ([8], Sec. 13.9).
Lemma 5.3. Suppose χ ∈ Irr(G′) such that χ(x)χ(y) 6= 0. Then χ is unipotent and
χ ∈ {1, St, D4,1, D4,}.
Proof. Let G˜ = E6(q)sc denote the simply connected finite simple group of type E6. Let
x˜, y˜ ∈ G˜ denote preimages of x, y, and let χ˜ ∈ Irr(G˜) such that χ˜(x)χ˜(y) 6= 0. Recall that
the irreducible characters are partitioned into Lusztig series as described in Section 3.1.
By Lemma 3.1 there exists a semisimple class (t) such that χ˜ ∈ E(G˜, (t)) and we firstly
assume that t = 1. Here, χ˜ is by definition a unipotent character. The degrees of such
characters match those of the unipotent characters of G′ by ([13], 13.20) and these degrees
are given in ([8], 13.9). It is easy to check that, excluding the characters 1, St, D4,1 and
D4,, all unipotent characters of G′ are of defect zero for either r or s. It therefore follows
from Theorem 3.3 that χ˜ descends to one of these four characters of G′. Now we consider
t 6= 1. In this case we use the formula given in Proposition 3.2 to find χ˜(1) and in particular
we note that for a given prime l, χ˜ will have l-defect zero if |CG(t)|l = 1. But the orders
of centralizers of semisimple elements are known ([12], Table 1 and [10] ,Table 4) and we
check that for all t, |CG(t)|l = 1 for either l = r or l = s. Hence χ˜ vanishes on either x˜ or
y˜ by Theorem 3.3. The statement of the Lemma then follows. 
Lemma 5.4. Suppose that g ∈ G′ such that |CG′(g)| ≤ q26. Then g ∈ xG · yG.
Proof. By Lemma 5.3 we can so far evaluate the normalised structure constant as follows
κ(xG
′
, yG
′
, gG
′
) = 1 +
∑
χ∈X
χ(x)χ(y)χ(g)
χ(1)
,
where X = {D4,1, D4,, St}.
Furthermore these characters have degrees
St(1) = q36, D4,1(1) =
q3
2
Φ41Φ
2
3Φ5Φ9, D4,(1) =
q15
2
Φ41Φ
2
3Φ5Φ9,
where Φi = Φi(q) is the i-th cyclotomic polynomial.
Recall that St(x),St(y) ∈ {±1} ([8], 6.4.7), and also note the trivial bound |χ(g)| ≤
|CG′(g)| 12 ≤ q13 for all χ ∈Irr(G′). Thus as
|CG′(x)| · |CG′(y)| ≤ (q4 + 1)(q2 − 1)(q4 − q2 + 1)(q2 + q + 1) ≤ q13,
it follows that
|
∑
χ∈X
χ(x)χ(y)χ(g)
χ(1)
| ≤ q
13
2 |D4,1(g)|
1
2q
3Φ41Φ
2
3Φ5Φ9
+
q
13
2 |D4,(g)|
1
2q
15Φ41Φ
2
3Φ5Φ9
+
|St(g)|
q36
.
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The right hand side of the above is then strictly less than 1 as |D4,1(g)|, |D4,(g)| and
|St(g)| are all at most q13 by the hypothesis |CG′(g)| ≤ q26. Hence κ(xG, yG, gG) 6= 0 and
gG
′ ∈ xG′yG′ . 
We can conclude by Lemma 5.2 that if |CG′(g)| ≤ q26 then g has involution width at
most 4. The result also follows if g = s is semisimple as here g ∈ xG′yG′ follows from
Theorem 3.5. To prove the result for the remaining g ∈ E6(q), we embed the centralizer
(and therefore g) in a group of Lie type for which the involution width is already known.
Recall that G denotes the adjoint algebraic group E6(F¯q)ad and (as we are currently
assuming G′ = E6(q)), F is the standard Frobenius map.
Lemma 5.5. Let g ∈ E6(q) such that |CG′(g)| > q26. Then g has involution width at most
4.
Proof. Let g = su be the usual Jordan decomposition. By the above we can assume that
u 6= 1. Furthermore, as CG′(su) = CG′(s)∩CG′(u), it follows that |CG′(s)|, |CG′(u)| > q26.
Case 1: Unipotent elements: Assume g = u. The centralizer sizes of unipotent elements
are given by Mizuno ([44], Section 4). For a given centralizer, representatives of the
associated class are given in terms of products of root elements of G. In particular the
G-class of g = u has one of the following labels:
A1, A
2
1, A2, A
3
1, A2A1, A2A
2
1, A
2
2.
In each case, u is a distinguished unipotent element in a Levi subgroup L of G correspond-
ing to the label. Denoting C = CG(u), the number of G-classes in uG ∩G is equal to the
number of classes in C/C0 by Lang’s Theorem ([36], 2.12). In all cases except when u is
of type A2, C = C0 and hence uG ∩ G is a single class in G. Furthermore, in such cases
L is F -stable and u ∈ (LF )′. All such subgroups lie in a subsystem subgroup A2(q)3 of
G and so u is contained in central product of 3 copies of SL3(q). The result then follows
from Theorem 3.6. Note in the case where u has label A22, uG∩G′ splits into d = (3, q−1)
classes. However because NG(A2(q)3) contains the diagonal automorphism we may still
embed all conjugacy class representatives of uG ∩G′ in a subgroup A2(q)3. This is not of
concern otherwise, as it is only in this case mentioned that the class splits in the simple
group. Next assume that L has label A2. Here C/C0 = Z2 and thus uG ∩ G splits into
2 G-classes. Let us adopt the usual notation where α = c1 . . . c6 denotes the root Σciαi
(here αi refer to the fundamental roots of the E6 system in the usual ordering, see [44])
and xα(t) is a corresponding root element. Then by [44], there exist representatives of the
two classes of the form
x2 = x100000(1)x001000(1),
x21 = x100000(1)x000100(1)x000001(1)x122321(ζ), p 6= 2,
x40 = x010000(1)x001000(1)x000010(1)x010110(1)x011210(η), p = 2,
where ζ is a fixed non square and x2 + x+ η is irreducible over Fq. Now x2 lies in a Levi
subgroup (L′)F = A2(q) and the result follows as before. For x21, α = 122321 denotes
the longest root of the E6 system and hence the four roots span an A41 subsystem. It
follows that x21 is contained in A1(q)4 ⊂ D4(q), a spin group. The unipotent element x21
is uniquely determined by its Jordan decomposition which has form (J23 , J21 ) on the natural
8-dimensional D4-module. Consequently, x21 is contained in a subgroup SL3(q) and so
x21 has involution width at most 4 by Theorem 3.6. Finally x40 is contained in a subgroup
D4(q). This D4(q) is the orthogonal group in characteristic 2 and the result follows from
Theorem 3.8.
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Case 2: Non-unipotent elements: Assuming now that s is non trivial, it follows that CG(s)
is a subsystem subgroup of order at least q26. Inspection of such subgroups (see [10]) shows
that CG(s) has a quasisimple normal subgroup
C = D5(q), D
δ
4(q), A4(q) orA5(q).
Firstly suppose C = D5(q). Orders of unipotent centralizers in C are given in ([36], Table
8.6a) and are determined by the Jordan block structure of u ∈ C on the natural 10-
dimensional C-module. As CG(s) = C ◦ (q− 1), it follows that |CC(u)| > q25 and possible
block structures are
q odd:u = (J3, J71 ), (J
2
2 , J
6
1 ) or (J
10
1 )
q even:u = (J22 , J
6
1 ) (2 classes) or (J
10
1 ).
In all cases, u is centralised by a fundamental subgroup A1(q) of C and hence u ∈
CG(A1(q)) = A5(q). As s ∈ Z(C), it follows that g = su ∈ A5(q) = SL6(q)/Z where
Z ⊆ Z(SL6(q)) (see [37], Table 5.1) and the result follows from Theorem 3.6. If C =
Dδ4(q), then we can check possible centralizer dimensions in ([36], 8.6) and the restriction
|CC(u)| > q24 forces u to be the identity, a contradiction. The case where C = A5(q) can
be dealt with in a similar manner: unipotent centralizers in linear groups are well known
(see for example [36]) and by checking orders it follows that u = u1u2 where each ui is
either a transvection or 1. In all cases u is centralised by an A1(q) subgroup and the result
follows as above. The final case where C = A4(q) follows identically. 
We now turn to the twisted case and complete the proof of Theorem 5.1 when G′ = 2E6(q).
Recall that GF = G = 2E6(q)ad and G
′
= 2E6(q) with q > 2. In the following, φ8,3′ and
φ8,9′′ denote unipotent characters of G
′ defined in ([8], Sec. 13.9).
Lemma 5.6. Suppose χ ∈ Irr(G′) such that χ(x)χ(y) 6= 0. Then χ is unipotent and
χ ∈ {1, St, φ8,3′ , φ8,9′′}.
Proof. Here the proof follows exactly as for Lemma 5.3 by considering G˜ = 2E6(q)sc, so
we shall be brief. If χ is unipotent then its degree is given in ([8], 13.9) and we check that
unless χ ∈ {1, St, φ8,3′ , φ8,9′′}, it is defect zero for r or s. Therefore if χ is not one of these
exceptions it will vanish on x or y respectively. All non-unipotent characters will similarly
vanish as for all semisimple 1 6= t ∈ G, |CG(t)|l = 1 for either l = r or l = s. 
Lemma 5.7. Suppose that g ∈ G such that |CG′(g)| ≤ q28. Then g ∈ xG · yG.
Proof. The proof follows exactly as in Lemma 5.4, with an application of Lemma 5.6. We
omit the details but note the character degrees
St(1) = q36, φ8,3′ =
q3
2
Φ42Φ
2
6Φ10Φ18, φ8,9” =
q15
2
Φ42Φ
2
6Φ10Φ18.

Hence if |CG′(g)| ≤ q28, then g has involution width at most 4 by Lemma 5.2. Semisimple
elements also have involution width at most 4 by Theorem 3.5. The following result handles
the remaining cases.
Lemma 5.8. Let g ∈ G′ such that |CG′(g)| > q28. Then g has involution width at most 4.
Proof. We employ the same method as Lemma 5.5, embedding g = su in a subgroup of
2E6(q) for which an involution width result already exists. As before, we can assume that
u 6= 1.
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Case 1: Unipotent elements: The structure of unipotent centralizers are known in G′ ([36]
Table 22.1.3). Therefore the restriction |CG(u)| > q28 yields that g = u has one of the
following labels in the algebraic group G:
A1, A
2
1, A2, A
3
1, A2A1, A2A
2
1, A
2
2.
Following the same argument as in the untwisted case, we see that excluding type A2,
uG ∩ G is a single unipotent class of G. In particular we note that in G, the elements
above are all contained in the subsystem A32. Thus u is contained in a corresponding finite
subsystem subgroup of G′. These are found in ([11], Sec.A(ii)) and the possibilities are
A2(q)A2(q
2), A−2 (q
3) or A−2 (q)
3. Hence u is contained in a central product of copies of SL3
and SU3 and the result follows by Theorems 3.6 and 4.11. When u has label A2, uG ∩G
contains two G-classes. Here the reductive part of CG(u) is D = A22 with DF = A
−
2 (q)
2
or A2(q2). This has G-centralizer L′ = A2 so u ∈ L′F = A2(q) and the result follows from
Lemma 4.11.
Case 2: Non-unipotent elements: Assuming now that g = su where s is nontrivial, it
follows that CG(s) is a subsystem subgroup of order at least q28. Such centralizers have
been classified and checking against [12] we see that CG(s) has a quasisimple normal
subgroup
C = D−5 (q), D
δ
4(q), A
−
4 (q) orA
−
5 (q).
Now we complete the proof just as in Lemma 5.5. 
This concludes the proof of Theorem 5.1 for the groups E6(q) and hence the proof of
Theorem 1 is complete.
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