Abstract. The investigation of exponentially small splitting of separatrices for high-frequency time-periodic perturbation of a Hamiltonian with one degree of freedom leads to a reference system in the complex phase space. The reference system is independent of a small parameter, e.g., the perturbation period of the original system. The splitting of the invariant manifolds is described for the system v 2 2 − (1 + G (τ ))e u , which is a reference system for high-frequency perturbations of the pendulum.
Introduction
Consider a time periodic analytic Hamiltonian H x, y, t ε .
It is well known that if the Hamiltonian H 0 (x, y), the average of H over one period in the time variable, has a hyperbolic fixed point, then the Hamiltonian H has a hyperbolic periodic orbit in an ε-neighbourhood of this point and the local stable and unstable manifolds associated with this periodic orbit are close to the separatrices of the averaged system. The averaged system has one degree of freedom and, consequently, its separatrices connect two (not necessarily distinct) equilibria (or go to infinity, but we do not consider this case). Neishtadt's theorem [N84] implies that the invariant manifolds remain inside a layer exponentially thin with respect to ε. In wide classes of systems these invariant manifolds have a common trajectory distinct from the periodic trajectories. Such a trajectory is called a homoclinic trajectory (or a heteroclinic trajectory for the case where the periodic trajectories are really distinct). Moreover, at least two of such trajectories appear to be ε-close to the unperturbed separatrix during all times. The lobe area, splitting distance and splitting angle afford an exponential upper estimate of O(e −|const/ε| ) with the constant related to the minimal distance from the real axis to a singularity of the unperturbed separatrix in the complex time plane [HMS88, F93] .
In general, establishing the lower bounds seems to be a very difficult analytical problem. The standard way to study the splitting of separatrices is the Poincaré-Arnold-Melnikov method. Usually this method is applied to Hamiltonian systems of the form H (x, y, t/ε) = H 0 (x, y) + aH 1 (x, y, t/ε) 0951-7715/97/010175+19$19.50 c 1997 IOP Publishing Ltd and LMS Publishing Ltd and uses the first-order terms of the perturbation series in the parameter a to detect the splitting. Namely, let (x 0 , y 0 )(t) be a homoclinic trajectory of the nonperturbed system. The unperturbed energy H 0 (x, y) is taken as a coordinate near the nonperturbed separatrix [Ar64] . Then the distance between stable and unstable manifolds, when they reach, for the first time, an a-neighbourhood of the point (x 0 , y 0 )(t 0 ), is equal to aM(t 0 ) + O(a 2 ), where M is the Melnikov function:
M(t 0 /ε, ε) = ∞ −∞ {H 0 , H 1 }(x 0 (t), y 0 (t), (t + t 0 )/ε)dt.
It is enough to detect the splitting for a fixed value of ε and a 1. But if ε is small, the Melnikov function appears to be exponentially small with respect to ε [GH83] . That is, the standard Melnikov theory detects the splitting provided a is exponentially small. A lot of effort was dedicated to improve the estimate of the constant in the error term taking a = a 0 ε p , where a is finite, in order to justify the predictions of Poincaré-Arnold-Melnikov theory, e.g., [HMS88] , [DS92] , [EKS93] .
But if the parameter a is not small enough the Melnikov method fails to predict, in principle, the correct behaviour for ε → 0. We provide a set of examples, which show that a combination of the Melnikov method and averaging provides a correct order for the splitting, but one has to solve an auxiliary nonperturbative problem to obtain an actual asymptotic. We call this auxiliary problem a reference system.
Recently similar conclusions were obtained by Treschev [Tr94] .
In the present paper we only sketch the method, which enables us to get the asymptotic formulas for the splitting, and concentrate on the investigation of the reference systems. The proof for the case of the perturbation of a pendulum can be found in [G95a] . The method used in the present paper was proposed by Lazutkin [L84] to study the separatrices splitting for the standard map.
Asymptotic formulas for the splitting

First perturbation of the pendulum
The most popular example for studying the exponentially small splitting of separatrices is a rapid perturbation of a pendulum
The perturbation amplitude grows as ε goes to zero, but one can easily cancel this growth by the change
This change is equivalent to two steps of the averaging procedure (see also [S94] for similar examples in the quasiperiodic case). Using the letters x and y for the new variables we obtain the following Hamiltonian H (x, y, t, a, ε) = y 2 2 + cos x − a sin t ε , and the averaged part is where J 0 is the Bessel function of order zero. For the lobe area (see figure 1 ) the asymptotic formula is
This result coincides with the prediction of the Melnikov method except for the correction factor f 1 (a). The function f 1 (a) is an even function defined on intervals between the zeros, j 0k , of the Bessel function J 0 (a) and f 1 (a) = 1 + O(a 2 ) at the origin. The function f 1 (a) is represented in figure 2. The factor f 1 appears from the study of complex invariant manifolds for the system
− e u e −ia sin τ .
We say that this system is a reference system for the original one. In fact, if j 01 < a < j 02 , then the Bessel function J 0 (a) is negative and the average system has separatrices associated with the hyperbolic fixed point (−π, 0). Then the complete system has a hyperbolic periodic trajectory and associated stable and unstable manifolds. They look like the separatrices in figure 1, but are shifted to the left by π . For j 02 < a < j 03 the fixed point of the averaged systems returns to the origin. This situation repeats every time a crosses a zero of the Bessel function J 0 . The asymptotic formula for the area remains valid. The correction factor can be defined using the same reference system.
On the basis of numerical investigations we conjecture that the function f 1 (a) has infinitely many zeros a nk in each interval (j 0,k , j 0,k+1 ). The zeros accumulate to the ends of the intervals: a nk ≈ j 0,k+1 − c − k+1 /n as n → ∞, and a nk ≈ j 0,k + c 
Second perturbation of the pendulum
At the end of the last century Poincaré [Po92] discovered the phenomenon of separatrix splitting in a system, which can be described by the Hamiltonian + cos x + a sin x cos t ε .
For this system we obtained an asymptotic formula, which is very similar to the previous one, namely, the lobe area is given by
where f 2 (a) is an entire even function of one variable (see figure 4(a) ). The reference system in this case is Considering an analytic continuation of the function f 2 on the complex plane we obtain the correction factor for a more general perturbation of the pendulum:
+ cos x + a 1 cos(x + φ 1 − t/ε) + a 2 cos(x + φ 2 + t/ε).
Provided a 1 , a 2 = 0 the corresponding reference system can be reduced to the previous one and the correction factor in this case is |f 2 (a)| with a 2 = −4a 1 a 2 e i(φ 1 +φ 2 ) . The lobe area in this case is given by
Treschev [Tr94] obtained a similar formula by a different method. His numerical computations gave a few first derivatives of the correction factor at the origin. They are in good agreement with the results of the present paper (see figure 3 ). For Chirikov's model of interaction of two resonances [Ch79] the correction factor is equal to 1, since his model is equivalent to the choice a 1 = 0. This means that in this particular case the Melnikov method gives the correct asymptotic formula directly.
In the complex plane of the variable a the correction factor |f 2 (a)| seems to behave like sin(a/ √ 2)/(a/ √ 2) (C Simó, private communication). In particular, in figure 4(b) we plot the dependence of the correction factor on the imaginary axis of a. This case corresponds to a 1 , a 2 = 0 and φ 1 + φ 2 = 0. 
Forced Duffing equation
A very popular example is the rapidly forced Duffing equation
In this case the Melnikov method applied to the Hamiltonian (which was obtained after two steps of averaging)
4 ,
provides the asymptotic formula directly
The reason is that the corresponding reference system
a = εa, can be considered as a regular perturbative problem and one can apply a proper modification of the Melnikov method to study this system.
Reduction to the reference system
In this section we describe the way in which the asymptotic formulae from section 2 can be obtained and explain the role of the reference systems in this investigation. Essentially the method is a development of the ideas proposed by Lazutkin in [L84] for the study of the standard map (see also [LST89] and [GLS94] ). We consider an analytic Hamiltonian H (x, y, t/ε). Assume that the Hamiltonian averaged with respect to time, H 0 (x, y), has a hyperbolic equilibrium point and that the associated homoclinic trajectory, (x 0 , y 0 )(t), is an analytic function in the strip | Im t| < ρ and has exactly two singularities on the boundary. By a shift of the time we can put these singularities to ±iρ.
Then the complete system has a hyperbolic periodic trajectory near the equilibrium of the averaged system. The local invariant manifolds associated to this periodic trajectory are close to the homoclinic trajectory of the averaged system. The splitting of these invariant manifolds can be estimated by O(exp(−(ρ−δ)/ε)). To obtain a lower estimate the following method can be used.
Step 1. Parametrization of separatrices
The invariant manifolds can be represented in a parametric form in the extended phase space by
such that the parametrizing functions are 2πε-periodic in t 2 and
represent a trajectory for any constant t 0 . The parametrization of the unstable (resp., stable) manifold can be chosen to have an analytic continuation, bounded in the half-plane Re t 1 < −δ (resp., Re t 1 > δ) for some δ > 0, by a constant independent of ε. There exists a unique parametrization, which satisfies the normalizing condition x u (0, 0; ε) = x 0 (0) (resp. x s (0, 0; ε) = x 0 (0)).
Step 2. Straightened flow
The parameters (t 1 , t 2 ) provide a coordinate system on the invariant manifold and the restriction of the flow to the manifold in these coordinates is just a uniform motion. Assume that for some m > 0 this system can be prolonged analytically on an ε m -neighbourhood (in the complexified phase space) of the segment, which correspond to
More precisely, we assume that there are real-analytic canonical variables (T , E, t), such that the equations of motion take the form dT dt = 1, dE dt = 0, the substitution being analytic in the above-mentioned neighbourhood, 2πε-periodic in t, and normalized by the condition
Under this substitution
are analytic 2πε-periodic functions of one variable. The lobe area is obviously given by the integral
calculated along the interval between the zeros of the function . The following lemma shows that it is enough to construct an approximation in a sufficiently wide complex strip in order to have estimates with exponentially small error on the real axis.
Lemma on Fourier coefficients [L84]
. Assume ε > 0 and b > ε are given. If a 2πε-periodic function f is analytic and bounded by a constant in the complex strip | Im z| < b, and has zero mean value, then on the real axis
In particular, this lemma implies that if µ is a bounded function in a sufficiently wide strip, then its derivative is exponentially small on the real axis, and thus it does not contribute to the asymptotics of the integral (3.1). It is not difficult to check that
Then using first-order Taylor series approximation we obtain
where O 2 denotes terms quadratic in x s − x u and t is arbitrary.
Step 3. Asymptotic series for separatrices
It is not too difficult to prove that there are series asymptotic to both the stable and the unstable manifolds
The first term x 0 (t 1 , t 2 ) ≡ x 0 (t 1 ) is the separatrix of the averaged system. The coefficients x n do not depend on ε, are 2πε-periodic in t 2 , bounded in the strip | Im t 1 | < ρ − δ for any δ > 0 and have singularities at t 1 = ±iρ. The distance x s − x u is less than any power of ε in any domain where these series are asymptotic to both the stable and the unstable manifolds, and, in particular, in the subset of D
This implies that the function (t 0 ) is defined for | Im t 0 | < ρ − δ.
Remark. This is enough to prove an O(exp(−ρ − δ/ε)) estimate for the splitting. But we have to study the separatrices for Im t 1 − ρ = O(ε log ε −1 ) to detect the splitting. In this region the distance between the stable and the unstable manifold is no longer exponentially small with respect to ε and we can apply the perturbation theory of finite order in ε.
Step 4. Reference system
To study the separatrices near the singularity of the approximations of step 3 we introduce new parameters and new time by the formulae
Then we look for a Hamiltonian system (a reference system), which possesses two invariant manifolds, not necessarily associated with a periodic orbit, to obtain an approximation of the original separatrices near the singularity of the asymptotic series. To do this we make an ε-dependent change of coordinates, which appeared to be affine in all examples from the previous section. After this substitution, the expansion of the step 3 series near the singularity in t 1 has to provide series, which are asymptotic to the invariant manifolds of the reference system as s 1 → ∞ to the left and to the right respectively. For the perturbations of the pendulum described we used the change u = ix − log 2 ε 2 , v=iεy. respectively. We let ε = 0 to obtain the corresponding reference system. As we show in the next section the reference system possesses two invariant manifolds, which can be parametrized by the functions (u + (s 1 , s 2 ), v + (s 1 , s 2 )) and (u − (s 1 , s 2 ), v − (s 1 , s 2 )). It can be proven that these manifolds provide sufficiently good approximations for the invariant manifolds of the original system to afford the following estimate
which is valid on the intersection of the line Im t 1 = ρ − σ ε log ε −1 with the domain D for some positive σ > 1. The factor −ε −2 appeared due to the changes (3.3) and (3.4). In the next section we will show that the determinant on the right-hand side of (3.5) is close to a harmonic function 1 exp(−i(s 1 − s 2 )) (lemma 2). Then we have
on the line Im t 0 = ρ − σ ε log ε −1 . The function is real analytic and we immediately obtain its approximation on the complex conjugate line. Thus
inside the strip | Im t 0 | ρ − σ ε log ε −1 . In general, the mean value of the function is not zero, but using the fact that the area given by the integral (3.1) with t 02 = t 01 + 2πε is equal to zero, it is not difficult to check that the mean value is exponentially small with respect to the error term in the next formula. For more details see [G93] and note that the corresponding reasoning in [DS92] is incorrect. Applying the lemma on Fourier coefficients to the difference of and the main part of the approximation we obtain that on the real t 0 the h.o.t. can be estimated by O(ε −1 e −ρ/ε ):
Then we can calculate values, which characterize the splitting, e.g. the lobe area, using this approximation of the function .
Problems with justifying the method
It is clear enough that not all of these steps can be easily done for a general system. The existence of the parametrization from step 1 follows easily from the normal form theory, and its estimates can be done using the standard perturbation theory.
Step 3 can be justified using a proper modification of two-times perturbation techniques. The coordinate system from step 2 is the central and most complicated part. For a more or less general system one can obtain a straightened flow theorem (see [G95] ) in a neighbourhood of the segment of the unstable manifold associated to the domain (3.2), which is not enough to justify the asymptotic formulae. For the perturbed pendulum this theorem was proven in [G95a] , but this proof strongly depends on the behaviour of the invariant manifold and the solutions of the normal variational equation near the singularity of the averaged system separatrix.
Step 4 is less general. The substitution (3.4) is suitable to obtain a reference system for Hamiltonians which are trigonometrical polynomials with respect to the space variable, provided the degree of the time-dependent part is not too large with respect to the degree of the averaged part.
Invariant surfaces for the reference system
The rest of the paper is devoted to the splitting of the invariant manifolds for the system with the Hamiltonian v
where ω is a constant and g is a 2π-periodic function with zero mean value. The variable s denotes time. We assume the function g to be analytic in a strip near the real axis of the variable s. This assumption simplifies the estimates, since the upper bounds for derivatives in s can be obtained using Cauchy's integral formula. The equations of motion are considered as a system in the extended phase space:
In this section we study two-dimensional invariant manifolds for this system. It is convenient to represent these manifolds in a parametric form choosing parameters s 1 and s 2 in such a way that a trajectory on the invariant manifold is given by
for some complex constant s 0 . The parametrizing functions are assumed to be 2π -periodic in the parameter s 2 . The equations of motion are equivalent to a single second-order differential equation
(4.1)
Formal manifold
We look first for an invariant manifold of equation (4.1) in the form 
Lemma 1. There is a unique formal solution of the equation (4.3) of form (4.2).
Proof. Substituting the series (4.2) into equation (4.3) and collecting terms of the same order in s
Here Y n denotes Bell polynomials, defined by the recurrence
In our particular case a 1 ≡ 0. These polynomials appear since they provide the expansion
We can easily define a 2 and a 3 from equations (4.4 2 ) and (4.4 3 ) up to arbitrary constants. Then we can continue by induction. Assume the functions a 1 , a 2 , . . . , a n−3 are completely defined and the functions a n−2 , a n−1 are defined up to an arbitrary constant. Equation (4.4 n ) can be considered as an equation on a n . We can use the Fourier series method to solve this equation. Denoting the Fourier transformation of a function g by F [g] we have
Here ' * ' denotes convolution. This equation defines all Fourier coefficients of a n except the zero one. But the right-hand side depends, through Y n−2 , on a n−2 , which has an undefined zero Fourier coefficient. Let k = 0 in (4.6). We have
Taking into account the recurrence (4.5) we write explicitly the dependence of the right-hand side on a n−2 :
where the sum starts at l = 2 because the first term is zero: Y 1 = a 1 = 0. Thus we have for the zero Fourier coefficient
and the right-hand side does not depend on the zero Fourier coefficient of a n−2 . We use this formula to obtain this coefficient. Then we can use equation (4.6) to define a n up to a constant.
Analytic manifolds
In general the series (4.2) are divergent, but there are two analytic invariant manifolds to which the series are asymptotic in the sectors δ < arg s 1 < 2π − δ and −π + δ < arg s 1 < π − δ, respectively. The proof of this fact can be carried out following the proof of theorem 1 of [L92] . The main idea is to look for these manifolds as a finite part of the asymptotic series plus an unknown function. The substitution into the equations of motion provides a differential equation for this function. Then we separate a part, which is a second-order linear differential operator acting on the unknown function. Inverting this linear operator we obtain an integral equation. The last equation can be solved using the contraction mapping principle in a properly chosen function space. There are two ways of inverting the differential operator: one fixes the asymptotic behaviour on the plus-infinity side and the other on the minusinfinity side. In this way we obtain two different invariant manifolds.
Denoting the first component of the parametrization of these manifolds by u − (s 1 , s 2 ) and u + (s 1 , s 2 ), respectively, we have
in the sector −π + δ < arg s 1 < −δ. In fact these manifolds are exponentially close. Following the proof of theorem 2 of [L92] one can prove that
provided Im s 1 −A in the sector −π + δ < arg s 1 < −δ. The constants in the estimates depend on A and δ.
Measuring the distance
The determinant
provides the suitable characteristic for the splitting of separatrices due to the following lemma.
Lemma 2.
There is a constant 1 , such that in the sector −π + δ < arg s 1 < −δ Remark. Provided the function g and the constant ω depend analytically on a parameter a and ω is bounded away from zero, then 1 and the functions u ± also depend analytically on a.
Proof. Differentiating (4.9) with respect to s at the point (s 1 , s 2 ) = (s + s 0 , s) it is not difficult to check that d ds 
The last formula implies that
(4.14)
Obviously,
in the sector −π + δ < arg s 0 < −δ. Then a proposition similar to proposition 2.2 of [L92] implies that any solution of the finite difference equation (4.14), which goes to zero as Im s 0 → −∞ can be represented in the form
where −1 is an inverse operator of the first order finite difference operator from the lefthand side of (4.14),
The only essential difference from [L92] is that one has to consider the operator −1 in the Banach space of analytic functions with the finite norm f = sup |e i(2−δ )x f (x)|. Lemma 2 follows from (4.16), (4.13) and estimate (4.17).
Correction factor
The function g = g(s; a) can depend analytically on an additional parameter a. 
Definition. The correction factor is the function
.
Proof. Let
Provided the parameter a is small F 1 can be considered as a perturbation in the Hamiltonian F 0 + F 1 . The nonperturbed part F 0 has an invariant curve to illustrate typical results of computations. Starting at the point (s 1 − R, s 2 − R) with a sufficiently big constant R, we obtain the point on the unstable manifold which corresponds to the values of parameters (s 1 , s 2 ) and the vector tangent to the unstable manifold at that point. Then starting at the point (s 1 + R, s 2 + R) and integrating the equations of motion backwards in time we obtain the 2 − e u (1 + ia cos t), a = 1. The value σ = 18 is taken. The oscillation amplitude is very small and goes to zero as an exponent of σ . point on the stable manifold. We used values of R from 100 up to 1000 and discovered that the result is practically independent of this choice.
We calculate the following approximation for 1 :
We fixed s 2 = 0 and calculated the value of˜ 1 as a function of Im s 1 . As predicted by theory˜ 1 rapidly converges to a constant. We can increase | Im s 1 | up to value where rounding errors become visible (see figure 5) , that is up to the point where a random-like behaviour replaces the smooth monotone curve. This point is defined by the competition of two tendencies as Im s 1 becomes large and negative:
•˜ 1 − 1 decreases exponentially, so we have a better approximation of 1 ;
• the computation error of the determinant is multiplied by the exponentially increasing factor exp(i(s 1 − s 2 )), so we have worse values for˜ 1 . We can improve the convergence speed slightly, noting that˜ 1 oscillates as a function of Re s 1 (see figure 6 ) and taking the average over an integer number of oscillations. The results of computations with˜ 1 averaged over one period of oscillation are given in figure 7 . This allows us to calculate at least one more digit using the same precision of computation.
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