Abstract-A symmetrized split-step Fourier (SSSF) simulation model with global simulation accuracy control is extended to vector optical fiber multi-span propagation cases, which are applicable to the waveform level simulation of polarization multiplexed coherent optical communication systems. Using local error bound obtained from a scalar simulation package, the prescribed global simulation accuracy can be satisfied for the simulation of propagation of optical signals with dual polarization input. Furthermore, it was found that the computational efficiency for one span simulation can be maintained for multi-span simulation. The developed simulation package can significantly speed up the time-consuming simulations which are typical in coherent optical fiber communication system design.
I. INTRODUCTION
In the area of optical fiber communication systems design, it is crucial to enhance the computational efficiency of waveform level simulation [1] of optical signal propagation through the dispersive and nonlinear single mode fiber [2] . This is due to the fact that the optical communication system design is a multidimensional optimization problem. For traditional dispersion managed, intensity modulated direct detection (IMDD) based systems, signal launch power and dispersion map strength need to be optimized such that the system performance margin can be acceptable [3] . For each combination of optimizing parameter values such as launch power and dispersion compensation strength, waveform level simulation must be performed to probe system performance [4] . Fortunately, only thousands of pulses are simulated, and the detected photo voltage is assumed to have Gaussian statistics for the IMDD systems [5] , [6] . For DPSK with interferometric based receiver (differentially coherent) systems, a modified Gaussian approximation can still be used for measuring reasonably large performance margin [7] . In contrast, the  Manuscript received September 17, 2014; revised January 27, 2015.
newly emerged coherent optical fiber communication systems usually require simulation of long runs of symbols up to the order of one million to estimate system performance via direct bit error counting. This is due to the presence of nonlinear devices such as signal clipping and quantization, and various adaptive signal processing used in the coherent receiver [8] , [9] . Furthermore, optical fiber is a nonlinear channel and optical signals experience complex nonlinearity interaction with both the chromatic dispersion (CD) and polarization mode dispersion (PMD) [10] , [11] . The need for simulating long waveforms represents a large computational burden in system design.
To handle the interplay between fiber Kerr nonlinearity and CD, split-step Fourier (SSF) based methods are often used [2] . By dividing a long optical fiber into small steps, the linear and nonlinear effects are assumed to act separately during each step. In general, smaller simulation step-size results in higher simulation accuracy at a cost of more simulation steps. The enhancement in the computational efficiency is mainly achieved by the fast Fourier transform (FFT), which is used for solving the higher order time derivatives for the fiber CD effect. Due to their simplicity for implementation and high computational efficiency, SSF based methods are used almost universally in commercial software packages, industry R&D, and academic research. To further enhance the computational efficiency, an analytical stepsize selection formula was proposed to calculate variable step-size on the fly during simulation runs [12] . The key is to obtain approximately constant local error, or similar simulation error in each simulation step, so that there will be no computational waste from any simulation step. Combining the computational saving from the constant local error and the capability of step-size scaling to achieve the same global accuracy for varying optimizing parameter values, more than ten folds of computation saving can be obtained when compared to other step-size selection schemes such as the constant step-size rule or constant nonlinear rotation rule [12] .
For the second order SSF method i.e., the symmetrized SSF method, approximately constant local simulation error can be achieved by using the following analytical formula [12] to select the simulation step-size,
In (1), γ represents fiber nonlinearity coefficient, D denotes the fiber dispersion parameter, P max (z) denotes the peak optical power of simulated waveform at propagation distance z, and the step-size h is written as h(z) since h is calculated on the fly and thus it depends on z. The local error bound (LEB) Δξ should be understood as a bound on the pulse-width error resulted from simulation. For modern optical communication systems, the nonlinearity is moderate. So signal bandwidth Δλ and Δf do not change significantly during simulation. Therefore, to estimate h(z), the only parameter that needs to be calculated during the simulation is P max (z).
We have recently developed a simulation software package to implement the proposed simulation scheme [13] . The package can be divided into two segments. In the first segment, a trial value of the LEB is estimated by the preparation stage of the software run. Then multiple accurate LEB values can be obtained with only a few iterations of simulation runs using a signal pulse train for a limited number of transmitted symbols, to achieve a set of prescribed global error for a single span system. This segment of the software package is termed as LEB finding package in this paper. For long haul repeated span systems, if the desired global error is prescribed for an N span system, then during the process of deciding the correct Δξ value we only need to reduce the prescribed global error by N folds for the one-span based LEB finding software package. Once the desirable LEB is found, we can use the LEB for the second segment of the developed package [13] , which is referred to as the main simulation package in this work. Note that the main simulation package is a multi-span simulation package. Both the LEB finding package and the main package are based on the scalar optical fiber channel model [2] .
In this work we extend the previously developed LEB finding software package from single span to multi-spans. Furthermore, we extend the main package to include the vector optical fiber channel model that can model the dual polarized optical input and important polarization effects such as the random coupling of polarization states and polarization mode dispersion. More importantly, this is the first time that we extend our step-size optimization scheme to the vector channel simulation with dual polarization inputs, which is significant for the simulation of current and next generation coherent optical fiber communication systems. We start with an introduction of our implementation of the vector optical fiber channel model, with an emphasis on the proposed step-size selection rule. We then propose a hypothesis that by using the LEBs obtained from the scalar model based LEB finding package as the LEBs for the vector model based main simulation program, the same prescribed global simulation accuracy can be met. Detailed validation of our hypothesis will be presented using a dispersion managed polarization multiplexed QPSK (PM-QPSK) system. In addition, we compare the simulation efficiency of the proposed method to the constant stepsize method, and we compare the evolution of step-size in vector simulation to that in scalar simulation to show that the step-size evolution has the similar trend. We conclude the paper with future work identified to further validate our results for different systems and settings.
II. VECTOR OPTICAL FIBER PROPAGATION MODELAND PROBLEM FORMULATION
We start with the nonlinear Schrödinger equation (NLSE) that governs the scalar optical fiber propagation model [2] , [12] ,
In (2) 2 , α, γ, and t represent fiber group velocity dispersion, attenuation, nonlinearity, and retarded time, respectively. Note that γ = 8 0 /9 represents the fiber nonlinear coefficient when the polarization effects of the optical field are averaged during fiber propagation, and a 0 represents nonlinear coefficient that is measured from the propagation of an optical field aligned to fast or slow axis of a polarization maintaining fiber with the same waveguide and doping profile [2] .
The coupled nonlinear Schrödinger (CNLS) equations as shown in (3) must be employed in order to model the propagation of dual vector optical input fields and polarization effects including the PMD effects [14, 15] ,
In (3), we have birefringence = ( 0 − 0 )/2 and group delay per unit length ′ = ( 1 − 1 )/2 with subscription p representing the preferred direction, and o for the orthogonally polarized wave. CD is modeled by 2 = 2 = 2 . In addition, ⃑ = ( , ) is a column vector with the two components representing the complex envelopes of the two orthogonally polarized optical fields. Note that the attenuation is absorbed in ⃑ , t represent a retarded time with respect to the average time delay of the two polarized fields, and a signal processing or engineering convention is used for the definition of complex envelope and the definition of Fourier transform and the inverse Fourier transform. The matrix = 3 cos(2 ) + 1 sin (2 ) is defined in terms of the Pauli's matrices 1 to 3 as shown in [15] , where is the rotation angle between the fixed coordinate system to a system that rotates with the principal axes of the fiber.
To simulate (3) we use a coarse step method for which the correctness was tested extensively by experiments and
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theory [14] . With this method we assume that the optical fiber appears as polarization maintaining fiber within each coarse step that may be much larger than the fiber correlation length [15] . The two principle axes are denoted as x and y axes, and the two optical signal fields can be denoted as ( , ) and ( , ). After simulating signal propagation over a coarse step, the simulated optical fields will be scattered over the Poincaré sphere to take the large birefringence into the model, before entering the next coarse step. The step-size with the coarse step method is designated in an ad hoc way. For example, it may be a chosen constant or a constant plus a small random perturbation that is uniformly distributed.
The symmetrized split-step Fourier method will be used for simulation in each coarse step, simulating the linear operation on the first half step, followed by the nonlinear operation for the whole step, and finally the linear operation again on the second half step. Note that the nonlinear operation involves the nonlinear coupling among ( , ) and ( , ) , ( , ) and ( , ), and ( , ) and ( , ) [14, 15] . For the main simulation, instead of using constant step-sizes, we propose to apply the similar step-size selection rule as in (1) for choosing the coarse step-sizes for the vector model, but with a modification of the peak power at a propagation distance 0 according to the following formula,
Note that this is the first time that an optimized and analytical step-size selection rule is applied to the coarse step method with the dual polarization inputs. Now we propose the formulation of our research problems. The local error is related to system nonlinearity and dispersion, and is bounded by Δξ as shown by (1) . As explained before, the only parameter that change significantly during signal propagation through e.g., a 100 km fiber segment, is the peak power P max (z). As a result, we have ℎ( ) = ∆ / √ ( ) 3 , where
is approximately a constant since as explained before, Δλ and Δf do not change significantly during simulation. The peak power decreases exponentially due to fiber attenuation, and thus the stepsize increases during simulation of one fiber segment. When step-size follows the trend of 1/ √ ( ) 3 , similar local error can be achieved for all the simulation steps in a single simulation run for scalar simulations [12] . This leads to higher computational efficiency compared to other prevalent step-size methods [12] . In this paper, we investigate the step-size trend for vector simulations to see if it will be similar to that for the scalar simulation. When the trend of ℎ( ) ∝ 1/ √ ( ) 3 is confirmed, we can infer that in vector simulation similar local error can be achieved. Furthermore, we backup our claim by validating the computational efficiency enhancement via a comparison of the proposed step-size optimization method vs. the often used constant step-size method in vector simulations. The second problem is global error control for vector simulations. Currently there is no simulation accuracy control for vector simulations, so usually very small step-size is used to satisfy the waveform level simulation accuracy. The computational burden is very high for collecting statistics of interaction between nonlinearity and polarization effects [11] . Here for the vector simulation we propose a method of global error control by prescribing a target global error for a certain simulation need. To achieve the prescribed target global error, we need to find a LEB Δξ in order to use (1) and (4) for step-size calculation. For this purpose we propose to use the scalar magnitude of the vector signal, i.e., the square root of the optical power, as the input to the scalar model based LEB finding package. The scalar LEB finding package is able to find a Δξ that results in a prescribed global error. The hypothesis is that by using the thus-obtained Δξ, we can achieve the same target global error for vector simulations, and so global accuracy control can be achieved. The third problem is to validate for vector simulations that global error for multispan systems is a linear addition of the global error of individual spans. If verified we can infer that the computational improvement of the single span vector simulation, by using our step-size optimization rule, can be kept for multi-span simulations. In Section III we conduct single channel simulations for dispersion compensated links to systematically test the above described research items.
III. RESULTS AND DISCUSSIONS

A. Simulation System Setup
We illustrate a 120 Gb/s PM-QPSK testing system in Fig. 1 . The transmitter DSP block generates Nyquist BPSK signals for the four channels from XI to YQ. The detailed DSP blocks are similar to those in Fig.1 of [16] . The roll-off factor for raised cosine pulse shape is 0.1. The DSP sampling rate is two times of the symbol rate. The DAC resolution is 8-bits, and the DAC filter has a 3 dB bandwidth of 16 GHz. Arcsin stage is turned on to compensate the optical modulation switching curve [16] . A pre-emphasis filter compensates the DAC response by pre-emphasizing the high frequency components of the driving signal. The optical PM-QPSK signal is generated by using the nested parent/child modulators, where the child modulators generate optical BPSK signals while the parent modulators perform the I-Q mixing. The extinction ratio values of both child and parent modulators are 30 dB. The modulator 3 dB bandwidth is 26 GHz. The arrayed waveguide grating (AWG) follows the transmitter, and its transfer function is modeled as a super Gaussian 4th order filter with a 3 dB bandwidth of 40 GHz. The fiber plant includes repeated spans each with 100 km standard single mode fiber (SSMF) plus 17.7km dispersion compensating fiber (DCF) links. The carrier wavelength is 1545 nm. The launch power into SSMF is 6 dBm. Two stage Erbium doped fiber amplifiers (EDFAs) are used in each span, one at the end of the SSMF, and the other at the end of the DCF. The mid-span loss, i.e. the loss before the DCF segment, is controlled by variable optical attenuators such that the launch power into DCF is always 7 dB lower than that into the transmission fiber. The information bit sequence is a 4096-bit pseudorandom bit sequence. So there are 1024 symbols used in the simulation in this study. Simulation sampling rate is 480 GHz. In Fig. 2 we illustrate a part of the simulated time domain optical signal waveform before the AWG. The energy spectrum of the total optical field is illustrated by Fig. 3 . From these figures we can see that the signal peak to average ratio is not very high before signal launch into the optical fiber, and the spectrum is well confined due to the small roll-off factor used in waveform generation via the transmitter DSP. During propagation, fiber CD and PMD cause large interfering pattern effects. We found that the peak to average power ratio (PAR) of the studied PM-QPSK is usually higher than the PAR of the scalar field. This justifies the use of ( 0 , ) in (4) to achievethe prescribed global simulation accuracy when using the LEB values obtained from scalar simulation.
B. LEB Finding for Single Span and Multi-Span
Systems Now we use our scalar LEB finding package to identify LEBs for prescribed global error levels. We start with the single span system. The input signal to the scalar LEB finding package is the magnitude of the total optical field as illustrated in Fig. 2b . The details of LEB finding have been reported in [13] for single span systems. For the studied system, we find that when the step-size of the first step is 100 meters, the calculated LEB is about 1.6e-7. We choose this value as the trial LEB, and find that after respectively 4, 2, and 3 iterations, the prescribed global error targets of normalized standard deviation (nsd) = 1e-3, 1e-4 and 1e-5 are obtained with less than 10% variation [13] . The total numbers of simulation steps are respectively 16, 49, and 163. Recall that the isused as the criterion for simulation error [12] ,
In (5), 0 ( , ) is the simulated scalar optical field using a certain Δξ and ( , ) is the "true" optical field which could be obtained by using a very small Δξ satisfying the desired accuracy for thetrue filed. Note that L is the total propagation distance, (0, ) is the input scalar optical field, and ||A|| denotes the operation of(∫| | 2 ) 1 2 ⁄ . Theobtained results are summarized in Table I . As we explained in Section I, the LEB finding package has been extended to include multi-span cases. Three prescribed nsd levels are studied: 1e-3, 1e-4 and 1e-5. We simulate a 3-repeated-span system and a 12-repeatedspan system with each span identical to the single span system we just discussed. The obtained results along with the single span results are plotted in Fig. 4 . The blue curves with 'o' and 'x' markers represent the LEBs and the red curves with '+' and diamond markers represent obtained global simulation error in terms of nsd. Specifically, Figure 4a summarizes the single span results from Table 1 . For the 3-span system, the required LEBs are 8.078e-4, 2.392e-5, and 1e-6 to achieve global error of respectively 1.06e-3, 1.03e-4, and 1.02e-5. This result
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is shown in Fig. 4b . The ratios of the LEBs for single span system to those for 3-span system are respectively 5.26, 5.62 and 3.4, which are reasonable considering the theoretical ratio should be (3/1) 3/2 = 5.2 with "(3/1)" representing the ratio of the number of spans, 3 in "3/2" representing the fact that the LEB is proportional toℎ 3 , and 2 in "3/2" representing the fact that global simulation error is proportional toℎ 2 [12] . To understand the scaling of the number of spans better, we scale the LEBs from the single span results and apply these scaled LEBs directly to the 12-span scalar simulations. The scaled LEBs are [1.023e-4 3.233e-6 8.179e-8], and the corresponding global error levels are [0.975e-3, 0.6e-4 0.352e-6]. The scaled LEBs and resulting global error are plotted using respectively curves with respectively 'x' and '+' markers in Fig. 4c . For comparison purpose, we plot the LEBs and the corresponding global error using the LEB finding program for the 12-span system with respectively circle and diamond markers in Fig. 4c . We can see the LEB finding program yields slightly larger LEBs since higher PAR may occur during 12-span simulation, such that even with slightly larger LEBs, the step-size may still be small enough to yield the prescribed global error. The study shows that by using the scaled LEBs from a single span LEB finding program, we are conservative in terms of obtaining slightly smaller global error than the prescribed one. The cost is slightly increased computation complexity: the extra computation needed in terms of the percentage of increase in the number of steps is ranging from 5.1% to 28.6% for the studied three global error levels. 
C. The Performance of Satisfying Prescribed Global
Accuracy: Single Span System We use the obtained three LEBs from the single span LEB finding program as the LEBs for the main vector propagation simulation program. The global error nsd is modified for PM-QPSK system with coherent detection,
In (6), ( , ) and ( , ) represent the simulated approximate solutions, ( , ) and ( , ) represent "true" solutions obtained using a small LEB for each saved step, and (0, ) and (0, ) are the inputs. We found that for the studied range of global error, the nsd from (6) is slightly larger than the nsd calculated using (5) where the scalar magnitude of optical field can be calculated from and . Here we assume the optical fields (0, ) and (0, ) are aligned respectively with the fast and slow axis of the SSMF at the input to the studied span. We assume random polarization coupling in fibers with PMD = 0.1ps/√ for both SSMF and DCF. Because each simulation step involves random polarization coupling, all the polarization scattering angles and step-sizes need to be saved for every coarse step. To simulate the true solution, we reload the saved polarization scattering angles and step-sizes, equally divide each step into 10 finer steps, and perform symmetrized SSF simulation over every finer step. The results from two simulations using two different sets of initial random seeds for the polarization scattering angles are summarized in Fig. 5 . For comparison purpose, the single span scalar case is also plotted. One notable result is that for the two vector cases labeled as ℎ 3 #1 and #2, the number of steps and the global error levels are almost identical. This result infers that for cross polarization systems such as PM-QPSK system, the peak power of the long simulated waveform only weakly depends on polarization coupling for a single dispersion compensated span. Another important result, as illustrated by the global error curves in Fig. 5 , shows that by using the scaled LEBs from the scalar LEB finding program, we obtain slightly smaller global error than the intended global error. The cost is slightly increased computation complexity: the extra computation needed in terms of percentage of the increase in the number of steps is respectively 21%, 22%, and 22%, for the three prescribed global error levels. Since these values are uniform for the studied range of global accuracy, LEBs may be scaled to larger values to achieve the prescribed Journal of Communications Vol. 10, No. 1, January 2015 global error levels. The results may infer that the PMD actually reduces the nonlinear effects in the studied system.
We also plotted the vector simulation results by using constant step-sizes for two different PMD realizations. These curves are labeled using const ℎ #1 and #2. Comparing the gaps between the performance curves obtained using the proposed step-size optimization method and the constant step-size method, we find that for the studied global accuracy range the number of total required simulation steps is two times less for the proposed method than the constant step-size method, to achieve the same global error. As a result 100% of computational saving is achieved by using the proposed method for a single simulation run compared to the often used constant step-size method in vector simulations.
D. The Performance of Satisfying Prescribed Global
Accuracy: Multi-Span System We simulate the 12-span PM-QPSK system with two different sets of initial random seeds for polarization scattering. The PMD for both SSMF and DCF is 0.1ps/√ . Prescribed global error is nsd = 1e-4, and the LEB and converged global error obtained from the 12 span scalar LEB finding program are respectively 6.93e-6 and 1.098e-6. Using the obtained LEB, the vector simulation results after the span number 1, 3, 5, 7, 9, and 12 are recorded. We find the random polarization scattering does not affect the simulation performance. For example, with one set of random seeds, the global error after 12 spans is 0.5355e-4 and the total number of simulation steps is 3400. While another set of random seeds yield a global error of 0.5352e-4 and the total number of steps of 3408. In contrast, the number of steps during the scalar LEB finding is 2801. The global error and the total number of simulation steps after span 1, 3, 5, 7, 9, and 12, for one set of random seeds, are summarized in Fig. 6 . Unlike the scalar case, the linear growth of the global error vs. span number and total number of simulation steps is strict in the vector simulations, and the multi-span global error is approximately the sum of global error of individual spans. This shows that the computational efficiency for one span simulation can be maintained for multi-span simulation. Step-size vs. propagation distance for span number 1, 7, and 12 in respectively (a), (b), and (c).
We also plot the varying step-size values vs. propagation distance for span number 1, 7, and 12 respectively in Fig. 7a , b and c. Six steps each are chosen for the SSMF and the DCF in the studied span. The six steps include the first step, the last step, and the inbetween steps at approximately uniform distance intervals in each fiber. For spans 7 and 12, the propagation distance on the y-axis starts from distance by only counting the accumulated SSMF length. After the SSMF, the DCF length is simply appended in the plots. The step-size of the last step may show seemingly unusual decrease. This is because the last step needs simply make up the fixed fiber length in the simulation. Fig. 7 shows that the step-size in vector simulation is slightly smaller than in scalar simulation, resulting in a slightly larger number of steps needed in simulation. The extra computation needed in terms of percentage of the increase in the number of steps is 21.7%, 21.6%, and 21.4% after span number 1, 7, and 12, respectively. This is similar to the results from the single span simulation: since these values are uniform for the studied range of global accuracy, LEBs may be scaled to larger values to achieve the prescribed global error levels. Another key result as evidenced by Fig. 7 is that evolution of step-size in vector simulation follows the same trend of that in scalar simulation, from which we infer that approximately constant one-step or local error is achieved in the vector simulation.
IV. CONCLUSIONS AND FUTURE WORK
We have shown by using the LEBs obtained from the scalar model based LEB finding program, the prescribed global accuracy can be satisfied for the studied PM-QPSK system in the simulation of vector optical field propagation through multi-span dispersion managed SSMF + DCF links. The key techniques to the conducted vector simulation are 1) the coarse step algorithm and 2) the proposed analytical step-size selection rule. The coarse step algorithm allows the use of much larger stepsize than the fiber PMD correlation length in the simulation, while our step-size selection rule leads to a slightly conservative simulation performance that meets the prescribed global error at a cost of about 20% more numbers of simulation steps than the scalar simulation counterpart (but recall that the scalar simulation using our optimized step-size selection rule has significant computational savings compared to other step-size selection schemes). Comparing to the constant step-size method which is often used in vector simulations, the proposed method achieves 100% enhancement of the computational efficiency in terms of required simulation steps for the same global error. Finally, we found that the optimized step-size calculated on the fly during simulation is not significantly affected by the random polarization coupling of the cross polarized fields. However, due to the randomness of the data symbols in the two cross polarized channel and the large CD present in the link, the interfering pattern is richer than the scalar counterpart. This may increase the PAR and result in the slightly decreased step-size and reduced global error. In the future work we plan to conduct similar study with smaller PMD length scale using increased PMD values. Both the CD and PMD effect may affect simulation accuracy differently. We will investigate uncompensated links without inline DCFs. In addition, we will validate our results against wavelength division multiplexing (WDM) PM-QPSK systems which have a much wider bandwidth than single wavelength channel systems studied here.
