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Resumen
La presente tesis se enmarca en el cambio de paradigma mundial hacía una mo-
vilidad sustentable, dentro de la misma se estudian la gestión de la energía en un
vehículo híbrido, los caminos de la energía desde su producción hasta su uso en
diversos vehículos y las baterías como componentes esenciales en el desarrollo de
este nuevo paradigma.
En primer lugar se desarrolló un modelo pseudo bidimensional basado en la fí-
sica para modelar una celda cilíndrica y luego el modelo fue escalado a un paquete
de baterías. Se estudió la selección de los parámetros adecuados para el modelo y se
llevó a cabo una optimización de parámetros para los cuales no se contaba con infor-
mación. Se presentó la validación del modelo para la celda y el paquete de baterías
y se estudiaron diferentes condiciones de refrigeración para el paquete de baterías.
La ventaja del enfoque de modelado usado en esta tesis es que permite simulacio-
nes para cualquier cambio de diseño en el modelo. Se pueden realizar cambios en
cualquier nivel de modelado, ya sea química de la batería, al nivel de partícula, o
espesor de cualquier capa de la batería (o cualquier otra dimensión), o la cantidad
de baterías en un módulo, o el diseño del paquete, o el diseño del método de refrige-
ración. También se pueden simular diferentes condiciones ambientales u operativas
para ver su efecto en el rendimiento del paquete completo.
A continuación se presenta un novedoso método para comparar los rendimien-
tos energéticos y ambientales de cuatro tipos de trenes de propulsión de autobuses
de pasajeros urbanos utilizando un índice multifísico basado en un análisis del po-
zo a rueda. El paso del pozo al tanque se realizó para escenarios presentes y futuros
(año 2030) utilizando diferentes supuestos para los próximos años y obteniendo di-
versos parámetros energéticos y ambientales. Además, el análisis del tanque a la
rueda se realizó utilizando modelos dinámicos de vehículos, dos ciclos de conduc-
ción diferentes y cuatro rangos. Posteriormente, ambas etapas se integraron en una
etapa de pozo a rueda donde se propusieron y discutieron índices relevantes. Con
el fin de evaluar adecuadamente las diferentes hipótesis para sistemas, rango, ciclos
y escenarios; se utilizó un indicador multifísico (Índice integrado), valorado entre
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cero y uno. Por último el estudio enmarcado en Argentina fue replicado para los
países vecinos Brasil y Chile.
Por último se propuso un Sistema de gestión de energía de aplicación en tiem-
po real para un vehículo híbrido de celda de combustible y baterías de ion litio,
diseñado para funcionar en una amplia gama de tipos de estilo de conducción. El
controlador fue diseñado utilizando redes neuronales, que fueron entrenadas con la
distribución óptima del flujo de potencia entre un sistema de celda de combustible
y un sistema de batería que minimiza el consumo de energía equivalente total. La
solución óptima se obtuvo llevando a cabo un método de minimización basado en
gradiente a lo largo de ocho ciclos de conducción diferentes y utilizando un modelo
matemático de parámetros dinámicos concentrados de un vehículo híbrido, alimen-
tado por hidrógeno, con celdas de combustible y baterías de ion litio. Se realizó un
análisis cuantitativo y cualitativo que muestra los rendimientos de las neuronales
en diferentes tipos de ciclos. A través de este análisis, se proporciona una clasifi-
cación adecuada en dos categorías de ciclo, que cubre la mayoría de los estilos de
conducción posibles con dos de los controladores desarrollados.
Abstract
This thesis is framed under the shifting global paradigm towards sustainable
mobility, and within it, the management of energy in a hybrid vehicle, the paths of
energy from its production to its use in various vehicles, and batteries are studied
as essential components in the development of this new paradigm.
First, a pseudo-two-dimensional model based on physics was developed to mo-
del a cylindrical cell and then the model was scaled to a battery pack. The selection
of parameters suitable for the model was studied and an optimization of parame-
ters for which there was no information was carried out. Validation of the model for
the cell and the battery pack was presented and different cooling conditions for the
battery pack were studied. The advantage of the modeling approach used in this
thesis is that it allows simulations for any design change in the model. Changes can
be made at any level of modeling, be it battery chemistry, particle level, or thickness
of any battery layer (or any other dimension), or the number of batteries in a modu-
le, or the design of the battery. package, or the design of the refrigeration method.
You can also simulate different environmental or operational conditions to see their
effect on the performance of the complete package.
Later, a new method to compare energy and environmental performances of five
types of urban passenger buses powertrains using a multiphysic index on the basis
of a well to wheel analysis is presented. The well to tank step was made for present
and future (year 2030) scenarios using different assumptions for the years to come
and obtaining various energy and environmental parameters. Additionally, the tank
to wheel analysis was performed using dynamic models of vehicles, two different
driving cycles and four ranges. Later both stages were integrated in a well to wheel
stage where relevant indexes were proposed and discussed. In order to properly
asses the different hypotheses for systems, range, cycles and scenarios; a multiphy-
sics indicator (Integrated Index), valued between zero and one was used. Finally,
the study framed in Argentina was replicated for neighboring countries Brazil and
Chile.
IX
XFinally, an online Energy Management System controller was developed for a
fuel cell and li-ion batteries hybrid vehicle, designed to work over a wide range of
driving style types. The controller was designed by using neural networks, which
were trained with the optimal power flux distribution between a fuel cell system and
a battery system that minimizes the overall equivalent energy consumption. The op-
timal solution was obtained by carrying out a gradient-based method minimization
over eight different driving cycles, and using a dynamic lumped parameter mathe-
matical model of a fuel cell and li-ion batteries hybrid vehicle fed by hydrogen. A
quantitative and qualitative analysis was made showing the networks performan-
ces over different type of cycles. Through this analysis, a suitable classification into
two cycle categories is provided, covering most of the possible driving styles with
two of the developed controllers.
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Capítulo 1
Introducción
1.1. Panorama energético mundial
El año 2017 fue otro récord para el sector de generación de energía renovable,
caracterizado por el mayor aumento en la capacidad de energía renovable, así como
por la disminución de los costos, el aumento de la inversión y los avances en las
tecnologías habilitadoras. Muchos desarrollos durante el año afectaron el desplie-
gue de energía renovable, incluidas las ofertas más bajas de energía solar y eólica
en varios países del mundo, la mayor atención a la electrificación del transporte,
una serie de jurisdicciones que se comprometen a reducir sus emisiones de dióxido
de carbono, etc. Varias tecnologías de energía renovable, como la energía hidroeléc-
trica, los biocombustibles y la energía geotérmica, se han establecido desde hace
mucho tiempo como fuentes de energía convencionales y rentables (ver figura 1.1).
La energía solar fotovoltaica y la energía eólica se unen a ellos: ambos son ahora
competitivos en un número cada vez mayor de lugares, y se están acercando a ser
competitivos con la generación de energía nuclear y combustible fósil existente [1].
El crecimiento en el despliegue y la producción de energía renovable continuó
en 2017, en particular en el sector eléctrico, gracias a varios factores, entre los que se
incluyen: el aumento del acceso a la financiación; preocupaciones por la seguridad
energética, el medio ambiente y la salud humana; la creciente demanda de energía
en las economías en desarrollo y emergentes; la necesidad de acceso a electricidad
e instalaciones de cocina limpias; e iniciativas políticas dedicadas y objetivos ambi-
ciosos.
La capacidad de generación de energía renovable registró su mayor incremento
anual en 2017, aumentando la capacidad total instalada en casi un 9 % en compa-
ración con 2016. Como se puede ver en la figura 1.2, la capacidad total de energía
1
2 Capítulo 1. Introducción
ElectricidadNo Renovable
ElectricidadRenovable
Hidroeléctrica
Energía eólica
Energía BioEnergía Solar
Otras Energías
Figura 1.1: Impacto de las energías renovables en la matriz eléctrica global en 2017
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Figura 1.2: Evolución de la capacidad global de energía renovable 2007-2017
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renovable se duplicó con creces en la década 2007-2017, y la capacidad de las ener-
gías renovables no hidroeléctricas aumentó más de seis veces. Las energías renova-
bles representaron aproximadamente el 70 % de las adiciones netas a la capacidad
de energía global en 2017, debido en gran parte a las continuas mejoras en el costo-
competitividad de la energía solar fotovoltaica y la energía eólica. La energía solar
fotovoltaica lideró el camino, representando casi el 55 % de la capacidad de energía
renovable instalada en 2017. Se agregó más capacidad de energía solar fotovoltaica
que las adiciones netas de combustibles fósiles y energía nuclear combinadas. La
energía eólica y la energía hidroeléctrica representaron la mayor parte de las adicio-
nes de capacidad restantes, aportando más del 29 % y casi el 11 %, respectivamente.
Al final del año 2017, la capacidad global de energía renovable totalizaba alrededor
de 2,195 GW, suficiente para suministrar aproximadamente el 26.5 % de la electri-
cidad global, y la energía hidroeléctrica proveía aproximadamente el 16.4 % (ver
figura 1.1)
1.2. Almacenamiento de la energía
Las tecnologías de almacenamiento de energía eléctrica (EES por su nombre en
ingles: Electrical Energy Storage) son vitales para la descarbonización de la econo-
mía global, la cual implica un proceso de reducción de emisiones de carbono, sobre
todo en forma de dióxido de carbono. Se las considera como la tecnología habilitado-
ra mediante la cual las fuentes de energía renovables intermitentes pueden brindar
una mayor contribución a la producción total de electricidad de lo que es posible
con las redes convencionales.
Como se muestra en la figura 1.3, en 2016, la producción primaria de energía re-
novable en Argentina fue de 8.056 miles de toneladas equivalentes de petróleo (toe),
casi el 11 % del consumo bruto de energía primaria. Entre las energías renovables,
la fuente más importante fue la biomasa (biocombustibles sólidos) y los residuos
renovables (por ejemplo biogás), que representan aproximadamente el 57 % del to-
tal. La energía hidroeléctrica fue el otro contribuyente principal del mix de energía
renovable (41 % del total). Las “nuevas” energías renovables como la solar y la eó-
lica representaron, respectivamente, el 2,2 % y el >0.01 % del total para Argentina.
Por lo tanto, la escena todavía está muy dominada por las ”viejas” (convencionales)
energías renovables. Sin embargo, para alcanzar los objetivos posteriores a 2020,
se requiere la penetración de ”nuevas” energías renovables como la solar y la eóli-
ca. Estas fuentes tienen una densidad de potencia más alta que la biomasa, por lo
que podrían ajustarse mejor a nuestras necesidades. Sin embargo, debe resolverse el
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Figura 1.3: Energía primaria en Argentina
problema de la intermitencia, para esto la alternativa más alentadora es desarrollar
soluciones de almacenamiento de energía eléctrica a granel para que sean rentables,
de alta densidad energética y confiables. Múltiples motivos, como las preocupacio-
nes por el cambio climático, la calidad del aire, el alto costo de las importaciones
de energía, etc. provocan estos objetivos y políticas de la Región. Las tecnologías de
EES pueden proporcionar una gama de servicios para compensar muchas preocupa-
ciones que surgen en tal situación. En pocas palabras, el papel de EES es desacoplar
el equilibrio instantáneo entre la oferta y la demanda, que es un requisito de un
sistema de energía estable.
1.3. Almacenamiento electroquímico
El eficaz aprovechamiento de estas fuentes de energías alternativas y renovables
requiere, casi indefectiblemente, del desarrollo de vectores energéticos adecuados,
prácticos y robustos. El almacenamiento de energía es posible a través de diversos
medios, tales como el almacenamiento mecánico, eléctrico, químico y electroquími-
co. Durante más de un siglo, el almacenamiento de energía en el sector eléctrico
ha estado dominado por el almacenamiento de energía hidroeléctrica bombeada
(PHES). En las últimas décadas, se han desarrollado muchas tecnologías nuevas de
EES como el almacenamiento de energía de aire comprimido (CAES), volantes, su-
perconductores de almacenamiento de energía magnética (SMES), supercondensa-
dores, baterías recargables, celdas de combustible, etc.
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Figura 1.4: Comparación de tecnologías de almacenamiento1densidad volumétrica
de energía y potencia [2]
Estas tecnologías EES tienen características muy diversas. Una forma común de
comparar las tecnologías de almacenamiento es usar un diagrama de Ragone como
el de la figuras 1.4 y 1.5 las cuales se usan para comparar diferentes sistemas de
almacenamiento de energía. Mientras que la figura 1.4 compara las tecnologías en
función del peso o densidad gravimétrica, el gráfico de la figura 1.4 las compara en
función del volumen o densidad volumétrica. Estos gráficos muestran en abscisas
cuanta energía tiene disponible el sistema, y en ordenadas la potencia que puede
desarrollar, es decir cuán rápido se puede entregar esa energía. Estas dos gráficas
se centran en la capacidad de almacenamiento, lo que muestra una imagen incom-
pleta de la idoneidad de un dispositivo de almacenamiento de energía para una
aplicación. Una análisis más completo debería incluir la eficiencias de cada uno de
los sistemas, parámetros operacionales como tiempo de carga, costos, emisiones al
medio ambiente en su ciclo de vida y disposición final.
Una batería o una celda de combustible son dispositivos que convierten ener-
gía química almacenada en corriente eléctrica y se componen de tres componen-
1Las abreviaciones corresponden a: Flywheel: Volante de inercia, Fuel Cell: Celda de combusti-
ble, Lead-Acid: Batería de plomo ácido, Li-ion: Baterías de ión-litio, NaS: Batería de sodio–sulfuro,
NiCd: Baterías de Niquel-Cadmio, SMES: Almacenamiento de energía magnética por superconduc-
ción, TES: Almacenamiento de calor, VRB: Batería redox de vanadio, ZnBr: Batería de zinc-bromuro
2Las abreviaciones corresponden a: CAES: Almacenamiento de energía de aire comprimido,
Flywheel: Volante de inercia, Fuel Cell: Celda de combustible, Lead-Acid: Batería de plomo ácido,
Li-ion: Baterías de ión-litio, NaS: Batería de sodio–sulfuro, NiCd: Baterías de Niquel-Cadmio, PHS:
Almacenamiento hidráulico por bombeo, PBS: Batería polisulfuros de bromuro, SMES: Almacena-
miento de energía magnética por superconducción, VRB: Batería redox de vanadio, ZnBr: Batería de
zinc-bromuro
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Figura 1.5: Comparación de tecnologías de almacenamiento2por densidad gravimé-
trica de energía y potencia [2]
tes principales: el electrodo positivo, el electrodo negativo y el electrolito. Algunas
características diferencian a las baterías y celda de combustible de otras opciones
de almacenamiento para muchas aplicaciones. A diferencia de PHES y CAES, las
baterías y celdas son modulares e independientes de la ubicación. No tienen par-
tes mecánicas móviles a diferencia de los volantes de inercia. En comparación con
CAES, tienen un tiempo de respuesta rápido. Cuando se consideran los costos y las
eficiencias, las baterías parecen ser una mejor opción que las celdas de combusti-
ble. En cuanto a la madurez del mercado, las baterías, están muy por delante de los
supercondensadores o las celdas de combustible. Por sus densidades de energía y
potencia combinadas con otras características favorables convierten a las baterías en
una opción atractiva para el almacenamiento de energía eléctrica. En conjunto, estas
propiedades también abren otras vías para su aplicación, más allá de los servicios de
la red. Estos incluyen el uso en sistemas aislados, en áreas rurales, como módulos
de energía de emergencia y en vehículos eléctricos. La generación electroquímica
de hidrógeno y su uso en celdas de combustible del tipo PEM, también resultan
muy convenientes, no solo para uso como sistemas estacionarios de producción de
energía eléctrica sino (y fundamentalmente) para el uso en sistema de transporte
(vehículos eléctricos).
Las baterías recargables de iones de litio, también conocidas como baterías de
litio secundarias, han existido desde 1991, cuando Sony introdujo la primera batería
comercial. Sin embargo, el interés y la investigación en baterías de litio son más
antiguas que eso. Entre todos los metales, el litio es el más ligero, tiene el potencial
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de reducción más bajo y la densidad de energía más alta, lo que lo convierte en un
material atractivo para las celdas electroquímicas. Las celdas primarias de litio ya
se comercializaron en la década de 1970. Estos incluían compuestos químicos tales
como dióxido de azufre y litio (Li/SO2), cloruro de tionilo y litio (Li/SOCl2), etc. [3]
Fue con el descubrimiento de la rápida conducción de los iones de litio en una
red de conducción electrónica que contiene átomos de metales de transición en esta-
do de valencia mixta que se pudo progresar hacia las baterías recargables. En 1970 y
1980 se intentó comercializar baterías de litio - sulfuro de titanio (Li/TiS2) y de litio
- sulfuro de molibdeno (Li/MoS2) [3, 4]. Pero el uso de litio metálico como electro-
do negativo en estas baterías limitó su éxito comercial. Estos electrodos metálicos
tenían la tendencia a formar dendritas y depósitos de polvo con lo cual los fenóme-
nos de cortocircuito eran comunes. La atención pronto cambió al uso de material de
intercalación de litio como electrodo negativo en lugar de litio metálico. H. Ikeda
de Sanyo patentó el grafito como material de intercalación en un solvente orgánico
en junio de 1981 (Patente japonesa No. 1769661). Esto fue seguido muy de cerca por
S. Basu de Bell Laboratories, quien presentó la patente de EE. UU. nro. 4423125 en
1982 basándose en la intercalación de litio en grafito a temperatura ambiente [4].
Los óxidos metálicos (LixMO2) donde M = Ni, Mn, Co se descubrieron casi al
mismo tiempo, su uso como electrodos positivos conduce a voltajes más altos en
estas baterías. Goodenough presentó la patente para usar LiCoO2 como un mate-
rial de electrodo positivo de intercalación en 1980. Estos esfuerzos de investigación
sobre electrodos positivos y negativos culminaron en la primera batería comercial
de iones de litio lanzada en 1991 por Sony, que se basó en un electrodo negativo de
grafito y un electrodo positivo de LiCoO2 [5].
1.4. Transporte sostenible
Como muestra la figura 1.6, las emisiones de gases de efecto invernadero (GEI o
GHG por sus siglas en ingles) en muchos países latinoamericanos han aumentado en
forma significativa durante los últimos años (imagen de la derecha) y representan un
porcentaje significativamente más grandes que las globales (imagen de la izquierda).
El transporte contribuye con una porción sustancial de las emisiones antropogénicas
de GEI y, por lo tanto, podría desempeñar un papel significativo en su reducción. Ya
sea por tierra, aire, agua u otras modalidades, representó el 15 % de las emisiones
globales de GEI, y el 23 % de las emisiones de GEI provenientes de combustibles
fósiles en 2009, como se muestra en la figura 1.6.
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Figura 1.6: Emisiones globales y de América Latina de dióxido de carbono prove-
nientes del uso de combustibles
No obstante, la contribución del sector del transporte podría alcanzar hasta el
21 % de las emisiones globales de GEI cuando se incluye el impacto del ciclo de vida
completo o “del pozo a la rueda” (well-to-wheel) de los vehículos automotores. Es-
te ciclo incluye las emisiones de GEI relacionadas con la producción y distribución
de combustibles, y con la fabricación, el mantenimiento y el desmantelamiento de
vehículos automotores. Si se incluye la producción y el mantenimiento de la infraes-
tructura de transporte, con su contenido material derivado, su participación habrá
de aumentar más. La mayoría de las metodologías existentes no explican los impac-
tos de GEI del ciclo de vida completo de los proyectos y programas de transporte
además de la combustión, aunque algunas de ellas se han desarrollado para analizar
específicamente el impacto producido por la construcción de infraestructura, y al-
gunas podrían agregar emisiones de “ciclo completo de combustible” para explicar
la producción y distribución de combustibles.
El sector del transporte presenta importantes oportunidades para mitigar el cam-
bio climático, al tiempo que promueve el desarrollo social de una manera económi-
camente eficiente. Los proyectos para reducir las emisiones de GEI en el sector del
transporte – especialmente el transporte masivo, el transporte no motorizado y las
iniciativas para el uso del suelo– pueden no solamente reducir las emisiones de di-
chos gases en comparación con las tendencias habituales (business as usual o BAU)
de rápida motorización y desarrollo urbano disperso, sino también mejorar la salud
pública, disminuir la desigualdad social y optimizar la competitividad económica
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Figura 1.7: Densidad urbana y consumo energético relacionado con el transporte
de las ciudades [6]. Como muestra la figura 1.7, hay una relación significativa en-
tre la densidad urbana y el consumo energético relacionado con el transporte, pero
las ciudades con densidad general comparable como Ciudad de México y Bogotá,
pueden alcanzar un consumo energético bastante diferente en virtud de muchos
factores, entre ellos: la inversión en transporte y las políticas de gestión.
1.5. Sistemas vehiculares alternativos
El siguiente desafío tecnológico para los productores de baterías y celdas de com-
bustible es su implementación en los vehículos eléctricos. Estos vehículos funcionan
con motores eléctricos que no contaminan el ambiente durante su funcionamiento
y presentan una eficiencia hasta tres veces mayor que los motores a combustión.
Sumado a esto, la utilización de electricidad como fuerza impulsora permite inde-
pendizarse de los combustibles fósiles y recurrir a fuentes renovables de energía,
disminuyendo notablemente el impacto ambiental generado por el transporte. El
mayor limitante de los vehículos eléctricos es su autonomía, que viene determina-
da por la densidad de energía del vector energético utilizado. Si bien los primeros
vehículos eléctricos surgieron en la década de 1880, los mismos fueron reemplaza-
dos rápidamente por los vehículos a combustión interna debido al bajo costo de
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producción de estos últimos. Con el aumento del precio del combustible y el noto-
rio efecto negativo que tiene su uso en el medio ambiente, los vehículos eléctricos
volvieron a ser de interés para el mercado. Hace ya más de dos décadas se empeza-
ron a producir en serie los vehículos híbridos, que combinan un motor a combustión
interna con uno o más motores eléctricos.
Se estima que el trafico vehicular insume 18 millones de barriles de petróleo por
día [7]. Nuestros vehículos emiten 2,7 millones de toneladas de dióxido de carbono
por año, sin embargo, en los últimos años, de los sectores de uso final, el sector del
transporte logró la mayor reducción de emisiones, obtenida mediante el endureci-
miento de los estándares de ahorro de combustible. No obstante, la participación de
este sector en las emisiones sigue siendo muy alta y también es uno de los princi-
pales consumidores de recursos fósiles (en 2016 representó el 64,8 % del consumo
mundial de petróleo [8]), siendo uno de los principales contribuyentes al consumo
mundial de energía. El empleo de sistemas de propulsión innovadores, como los
vehículos eléctricos a batería (BEV por su sigla en inglés), los vehículos eléctricos
híbridos de celda de combustible (FCHEV por su sigla en inglés) y los vehículos
eléctricos híbridos (HEV por su sigla en inglés) parecen ser un paso muy promete-
dor hacia la reducción de la energía, la protección del medio ambiente global y local,
y un crecimiento económico más sostenible. [9].
En la actualidad, en el sector del transporte, los vehículos con motor de com-
bustión interna (ICEV por su sigla en inglés) son los más usados, pero es inevitable
que una nueva tecnología los reemplace y todo parece indicar que la tecnología se-
rá el vehículo eléctrico [10, 11]. El interés en los vehículos eléctricos ha aumentado
rápidamente en los últimos años. Los vehículos eléctricos alimentados por baterías
son la principal tecnología utilizada (ver figura 1.8) y en menor medida los vehícu-
los híbridos a baterías enchufables (PHEV por su sigla en inglés). Los vehículos de
celdas de combustible son los menos utilizados debido a la falta de infraestructura
para el reabastecimiento del hidrógeno [12]. Aún así los sistemas de celdas de com-
bustible (FCS) podrían convertirse en la principal fuente de energía de los vehículos
eléctricos en las próximas décadas, no solo en sistemas terrestres sino también en
sistemas aéreos y navales [13, 14]. El registro de automóviles eléctricos (incluyendo
los híbridos plug-in y eléctricos) aumentaron en un 70 % entre 2014 y 2015, con más
de 550.000 vehículos vendidos en todo el mundo en 2015[15].
La flota mundial de autobuses es de aproximadamente 3 millones, de los cuales,
385.000 son eléctricos o híbridos eléctricos, lo cual representa un 13 % del total [16].
El stock global de automóviles del vehículo eléctrico de celda de combustible
global (FCEV) alcanzó las 8000 unidades en 2018, y Estados Unidos y Japón repre-
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Figura 1.8: Evolución del stock mundial de vehículos eléctricos, 2013-2017 [12]
sentaron casi el 90 % de la flota mundial. Estados Unidos representa la flota más
grande con 4500 de FCEV, principalmente registrada en California, donde el Progra-
ma de Vehículos de Emisión Cero ha impulsado las ventas. Japón tiene el segundo
mayor stock de FCEV con 2400 unidades, seguido de Alemania y Francia. Además,
se han introducido 150 autobuses FC en China y 60 autobuses FC en Alemania [17].
Los autobuses con celdas de combustible y los eléctricos con batería tienen al-
gunas ventajas claves sobre los ICEV, ya que no producen emisiones contaminantes
directamente de su funcionamiento, son silenciosos y altamente eficientes [18]. Sus
emisiones son relacionadas con la producción de electricidad e hidrógeno. Esto es
especialmente ventajoso en los centros urbanos donde normalmente hay mucho trá-
fico y la calidad del aire puede ser deficiente [19].
El uso de celdas de combustible para el tránsito reduce la dependencia del pe-
tróleo y los efectos adversos de las fluctuaciones de los precios. Por estas razones,
los vehículos eléctricos de celda de combustible están avanzando hacia la comercia-
lización y el número de fabricantes de FCEB y de FC aumenta de manera constante
[20].
Desde el punto de vista del costo del servicio de transporte, Lin et al. [21] estu-
diaron la disposición de la gente a pagar más por la adopción de nuevos autobuses
de energía en las cuatro ciudades más desarrolladas de China. Los resultados mues-
tran que aproximadamente el ochenta por ciento de los encuestados en las cuatro
ciudades les gustaría pagar una tarifa más alta para apoyar la adopción de autobu-
ses propulsados con energías renovables.
Sin embargo, existen importantes barreras tecnológicas, como el rango de con-
ducción limitado de esos vehículos y la falta de infraestructura de carga de hidró-
geno y de baterías, que aún impiden el uso generalizado de EVs [22]. Para los BEV,
las barreras técnicas se asocian principalmente con la tecnología de la batería [23].
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Un desafío importante es la relativamente baja densidad de energía de las baterías,
lo que significa que, para que un vehículo tenga una autonomía similar a la de un
ICEV, tienen que ser grandes, pesadas y caras. Por ejemplo, con la tecnología ac-
tual, un rango de 200 km en un vehículo sedán requiere aproximadamente 150 kg
de celdas de ión litio o más de 500 kg de baterías de plomo ácido.
Con los FCHEV, el problema de la infraestructura es realmente importante [24],
hay muy poca infraestructura comercial de reabastecimiento de hidrógeno en el
mundo y solo existe en áreas muy localizadas [25]. Esto significa que incluso si una
persona desea comprar un FCHEV le sera imposible usarlo con normalidad debido
a la falta de infraestructura [26]. Por otro lado, los autobuses urbanos híbridos dié-
sel se estiman en alrededor de 30-50 % más caros que los autobuses diésel conven-
cionales [19]. La variación puede explicarse en parte por las diferentes tecnologías
híbridas [27].
1.6. Vehículos híbridos
Los principales fabricantes de vehículos, entre ellos Toyota, Renault, BMW, Peu-
geot y Nissan, han dado un primer paso hacia el vehículo limpio y energéticamente
eficiente introduciendo en el mercado vehículos híbridos que combinan motores de
combustión interna con baterías, como son los automóviles ActiveHybrid5, 3008
Hybrid4 y Toyota Prius, y vehículos eléctricos propulsados únicamente por baterías
como pueden ser el Twizy, Fluence Ze, iOn, o Leaf. A pesar de que se estima una
creciente cuota de mercado en ventas de vehículos eléctricos, aún quedan barreras
tecnológicas por vencer, que impiden la sustitución definitiva de los vehículos de
combustión interna. Los vehículos propulsados por celdas de combustible empie-
zan a ser considerados como una alternativa firme a los vehículos puramente eléc-
tricos, a pesar de la necesidad de mejorar aspectos tecnológicos relacionados con el
almacenamiento del hidrógeno, la creación de redes de distribución de hidrógeno,
reducción de costes del vehículo, etc.
El sistema de distribución de potencia de un vehículo eléctrico propulsado por
celdas de combustible está formado por celdas de combustible como fuente de ener-
gía principal, un conjunto de convertidores de potencia, unidireccionales o bidirec-
cionales, y por sistemas acumuladores de energía, que suelen ser baterías y/o su-
percondensadores [28]. En función del número, ubicación y naturaleza de los con-
vertidores de potencia y de los sistemas acumuladores de energía, existen multitud
de posibilidades en cuanto al diseño de una arquitectura de distribución de poten-
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cia, aún más si se tienen en cuenta la estrategia de control, la gestión de la potencia
y el almacenamiento de la energía procedente del frenado regenerativo. Debido a la
complejidad inherente a este tipo de sistemas, es necesario el uso de herramientas
de simulación que permitan llevar a cabo un diseño y análisis óptimos del sistema
de distribución de potencia eléctrica completo, para lo que resulta imprescindible
disponer de modelos dinámicos de todos los subsistemas que integran una arqui-
tectura de distribución de potencia, desde las celdas de combustible hasta el propio
vehículo.
Por otro lado, tanto el dimensionamiento como la selección del sistema de distri-
bución de potencia eléctrica más adecuado para un vehículo es una tarea compleja
y con grandes repercusiones sobre la masa, volumen, coste, eficiencia, consumo y
autonomía del vehículo. La gestión de los sistemas híbridos de generación involu-
cra tanto el control de las diferentes fuentes y almacenadores como así también la
gestión óptima de los flujos de potencia con el objetivo de reducir el consumo de
hidrógeno de las celdas de combustible satisfaciendo el balance de potencia. De esta
manera se podrá conseguir un sistema de generación eficiente y confiable al menor
costo posible.
1.7. Motivación y estructura de la tesis
La presente tesis tiene como objetivo fundamental desarrollar herramientas prác-
ticas que puedan ser útiles para el estudio, aplicación y toma de decisiones en el
marco de la movilidad sustentable. Dentro de la misma se estudia con detenimiento
la incorporación de las baterías de ion litio como parte fundamental de los vehículos
de emisión cero. La investigación presentada en esta tesis está inspirada en la bús-
queda para aprovechar al máximo la batería ion litio para su uso en vehículos eléc-
tricos, pero de una manera segura y que cause su menor degradación posible. Para
operar las baterías de manera segura, es importante comprender su comportamien-
to en diferentes condiciones de descarga. Los modelos precisos que pueden predecir
el comportamiento electroquímico y térmico de las baterías en condiciones de fun-
cionamiento amplias son necesarios para rastrear estos índices de rendimiento y
seguridad. Por lo tanto, uno de los principales objetivos de éste trabajo fue desarro-
llar modelos computacionales de estas baterías, que permitan así su acoplamiento
con estudios teóricos sobre materiales, haciendo simulaciones que posibiliten prever
el funcionamiento de las mismas en diversas condiciones de trabajo. Además este
trabajo de investigación estuvo motivado en la aplicación práctica de las baterías de
ion litio en los sistemas de movilidad sustentables. Debido a la gran variedad de tec-
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nologías de sistemas de propulsión alternativos para vehículos eléctricos, se buscó
brindar herramientas prácticas que ayuden a los decisores, sean privados o públicos,
a tomar decisiones estratégicas con una mirada global; comprendiendo con mayor
profundidad, cómo inciden diversos factores energéticos, de uso y ambientales en
el desempeño de los diferentes sistemas de propulsión.
En el capítulo 1 se presenta una introducción general sobre el problema de la
energía.
En el capítulo 2 se presentan dos modelos de baterías de ion litio. Uno es un mo-
delo empírico que precisa poco poder computacional y es aplicado a estudios a nivel
de sistemas vehiculares en los capítulos siguientes. El segundo es un modelo basado
en la física utilizado para modelar el comportamiento electroquímico y térmico de
una celda comercial y se escaló el modelo a un paquete de baterías.
En el capítulo 3 el modelo de paquete de baterías desarrollado anteriormente se
simula para diferentes condiciones de enfriamiento.
En el capítulo 4 se realiza un estudio ”well to wheel” que permite analizar 4 siste-
mas diferentes de propulsión teniendo en cuenta los costos energéticos involucrado
en la generación y uso de los combustibles y las emisiones generadas, este estudio es
aplicado en primera instancia a Argentina para el escenario presente y un escenario
futuro y luego es extendido a los países vecinos, Chile y Brasil.
En el capítulo 5 se presenta la optimización del consumo de hidrógeno para un
vehículo de pasajeros propulsado con celdas de combustible y baterías de ion-litio
y a partir de ésta se propone un algoritmo de control para conseguir un sistema de
manejo de la energía aplicable al vehículo en tiempo real.
Capítulo 2
Modelado matemático de baterías de
ion-litio
En éste capítulo se presentan dos modelos de baterías de ion litio: El primero es
un modelo semi-empírico que precisa poco esfuerzo computacional y es aplicado a
estudios a nivel sistemas vehicular en los capítulos 4 y 5. El segundo es un modelo
basado en la física P2D electroquímico acoplado con un modelo térmico 3D para
una celda cilíndrica comercial con electrodo positivo de LFP y posteriormente se
escaló el modelo a un paquete de baterías.
2.1. Aspectos básicos de las baterías de iones de litio
Es necesario aclarar las definiciones de celda electroquímica, celda y batería. Una
celda electroquímica es una unidad básica que consiste en dos electrodos, un ánodo
y un cátodo ,electrolito y separador, y exhibe un voltaje entre sus dos terminales.
Las celdas y las baterías se han usado indistintamente en este trabajo y se refieren a
una o más celdas electroquímicas conectadas eléctricamente.
Una batería que consta de celdas electroquímicas con compuestos de inserción
de litio como electrodos tanto negativos como positivos se denomina batería de io-
nes de litio. Estos dos electrodos están aislados eléctricamente entre sí por un se-
parador. Un electrolito impregna los dos electrodos y el separador proporciona un
medio conductor para los iones de litio pero no para los electrones. Los iones de
litio se mueven entre los dos electrodos, mientras que los electrones se conducen al
conectar los dos electrodos externamente. La dirección del movimiento de los iones
de litio depende de si la celda se está cargando o descargando. Se puede ver una
representación de una unidad electroquímica de una celda de iones de litio. en la
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Figura 2.1: Esquema de una celda electroquímica de iones de litio
figura 2.1.
Ánodo y cátodo son términos más comúnmente usados que electrodo negativo y
positivo. El ánodo es el electrodo donde se produce la oxidación. Durante el proceso
de descarga, el electrodo negativo es el ánodo y el electrodo positivo es el cátodo.
Ánodo y cátodo se cambian durante el proceso de carga. Considerando la posible
confusión que podría resultar de esto, en este trabajo se ha adoptado la terminología
de los electrodos positivos y negativos, donde el electrodo negativo es el electrodo
de grafito.
Durante la carga, se insertan iones de litio en el electrodo negativo. La elección
del electrodo negativo es tal que la inserción tiene lugar a un voltaje más alto que la
deposición de litio metálico, evitando así este problema. La deposición de litio fue
la causa del retraso de la llegada comercial de estas baterías y aún no está completa-
mente resuelto. La deposición de litio es un factor importante que afecta la vida útil
de la batería. El grafito es el electrodo negativo más común utilizado en las baterías
comerciales de iones de litio que representa más del 90 % de los electrodos negativos
en 2015 [29].
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La reacción en el electrodo de grafito (como el electrodo negativo) es:
Lix−yC6 + yLi+ + ye−
carga−−−−⇀↽ −−
descarga
LixC6 (2.1)
La misma cantidad de iones de litio que se intercalan en el grafito se extraen del
electrodo positivo durante la carga. Los óxidos lamelares de metales de transición
litiados, espinelas de manganeso o fosfatos de hierro se utilizan generalmente como
materiales de electrodos positivos. Estas diferencias en la composición química del
electrodo positivo son la razón principal de la variación observada en las propieda-
des de las diferentes baterías de iones de litio. Debido a esta razón, a estas baterías
a menudo se les conoce por la composición química del electrodo positivo, como
las baterías de óxido de litio, níquel, cobalto y aluminio o NCA (LiNiCoAlO2), las
baterías de fosfato de hierro litio o LFP (LiFePO4), las baterías de oxido de litio, ní-
quel, manganeso y cobalto o NMC (LiNiMnCoO2), etc. Idealmente, se prefieren los
electrodos positivos con un alto potencial vs. Li/Li+, sin embargo, en realidad, los
potenciales de trabajo a menudo están limitados por la estabilidad del electrolito.
La reacción en el electrodo positivo (considerando un material de electrodo po-
sitivo genérico Mp) es:
LizMp
carga−−−−⇀↽ −−
descarga
Liz−yMp+ yLi+ + ye− (2.2)
Los dos electrodos tienen una morfología porosa y están impregnados de electro-
lito líquido. Normalmente se utilizan como electrolito compuestos orgánicos apróti-
cos, tales como carbonato de etileno (EC), carbonato de dimetilo (DMC), carbonato
de dietilo (DEC) o sus combinaciónes, en la que se disuelve una sal de litio. La sal
más utilizada es el LiPF6.
2.2. Diferentes químicas de baterías
Hay muchos tipos de baterías de iones de litio. Las diferencias surgen principal-
mente debido a las composiciones químicas del electrodo positivo y negativo, que a
su vez causan diferencias en las características de rendimiento, costo y seguridad. El
electrodo negativo comercial más utilizado es el grafito, por lo cual de ahora en ade-
lante se referirá a las baterías en función del material activo del cátodo, asumiendo
que el material activo del ánodo es el grafito. La cuota de mercado de las baterías de
iones de litio actualmente está dominada por las baterías de litio y óxido de cobalto
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Figura 2.2: Comparación de las diferentes químicas de electrodo positivo. (a) Cuota
de mercado de las químicas de electrodo positivo dominantes [29]. (b) Comparación
cualitativa de propiedades importantes para diferentes químicas de baterías [4].
(LCO), las de litio y óxido de manganeso (LMO/LMS), las de litio, níquel, cobalto y
óxido de aluminio (NCA), las de litio, níquel, manganeso y óxido de cobalto (NMC)
y las de fosfato de hierro litio (LFP). Sus cuotas de mercado relativas se pueden ver
en la figura 2.2a. En la figura 2.2b se puede ver una comparación cualitativa de los
diferentes parámetros de desempeño para diferentes químicas de baterías En este
trabajo, se llevan a cabo modelos y experimentos con baterías de LFP.
El fosfato de hierro-litio (LFP) entró en la escena de la baterías en 1997 [30] cuan-
do se mostró como un material de electrodo positivo viable. Sin embargo, difería de
otros materiales de electrodos positivos debido a su estructura olivina y al cambio
de fase que sufre. Las ventajas de las baterías LFP son que tienen una buena esta-
bilidad térmica, vida útil de ciclado y capacidad cargado rápido. Al estar basados
en hierro, también tienen menores costos. La desventaja es que tienen una menor
densidad energética. El voltaje nominal de estas baterías es de 3.2V y normalmente
ciclan entre los 2.5V y los 4V.
2.3. Geometría y formatos de celda
Las baterías de iones de litio pueden adaptarse a diferentes dispositivos y apli-
caciones variando la geometría y el formato de la celda. La geometría de celda se
refiere al dimensionamiento interno (longitud, ancho y grosor) de las diferentes ca-
pas, como los electrodos positivos y negativos. Formato de celda se refiere al em-
paquetado general de las diferentes capas. Estos incluyen formatos cilíndricos, de
botones, prismáticos y de bolsa o pouch (ver la figura 2.3). Para cada formato, exis-
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Figura 2.3: Diferentes formatos de baterías. (a) Celda botón o moneda. (b) Batería
cilíndrica. (c) Celda pouch. (d) Batería prismática
ten unidades de diferentes dimensiones basadas en la geometría interna.
2.4. Modelos de baterías de ion litio
Al igual que los primeros modelos de baterías de iones de litio, los objetivos ac-
tuales del modelado de baterías son ayudar a comprender, a diseñar y habilitar la
aplicación de estas baterías. Los principios del desarrollo de modelos suelen comen-
zar con un modelo simple y agregar progresivamente más detalles hasta que las
predicciones del modelo sean lo suficientemente precisas para el objetivo del mode-
lado. En los últimos años se han desarrollado varios tipos de modelos matemáticos
para baterías de iones de litio y en la figura 2.4 se puede ver un resumen de ellos,
que destaca el compromiso entre los requisitos computacionales y la precisión de la
predicción. Un tercer eje, el del esfuerzo de modelado también se puede agregar a
la figura 2.4, pero en general, un modelo que requiere más esfuerzo de modelado
también es computacionalmente más exigente. Este esfuerzo de modelado proviene
de determinar el valor de los parámetros en el modelo.
Los modelos empíricos son los más simples y los menos precisos y emplean da-
tos experimentales para predecir el comportamiento futuro de las baterías de iones
de litio sin tener en cuenta los principios fisicoquímicos. Las funciones polinomiales,
exponenciales, logarítmicas y trigonométricas se usan comúnmente como modelos
empíricos. La simplicidad computacional de los modelos empíricos permite cálculos
muy rápidos y estos modelos son los más adecuados para aplicaciones del mundo
real, como en los sistemas de administración de baterías (BMS). Como estos mo-
delos se basan en el ajuste de datos experimentales para un conjunto específico de
condiciones operativas, las predicciones pueden ser muy malas para otras condicio-
nes operativas de la batería. Tales modelos de baterías no son útiles para el diseño
de nuevos materiales para baterías o combinación de químicas [31].
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Figura 2.4: Tipos de modelos
Los siguientes dos niveles de modelado incluyen el modelo de partícula única
(SPM) y el modelo poroso pseudo bidimensional (P2D). Estos dos modelos incor-
poran fenómenos cinéticos y de difusión en el electrolito y los electrodos utilizando
ecuaciones en derivadas parciales (EDP). El análisis de elementos finitos (FEA) ge-
neralmente se lleva a cabo para resolver estas EDP acopladas. En el SPM, cada elec-
trodo se considera como una sola partícula con la misma área de superficie que el
electrodo. Las cinéticas de difusión e inserción se consideran en el modelo, pero no
se consideran variaciones en la concentración o el potencial en la fase de solución.
El modelo SPM simula razonablemente bien las condiciones de electrodo delgado
y baja corriente, pero falla en condiciones de alta corriente. El modelo P2D tiene
en cuenta la difusión tanto en el electrolito como en el electrodo sólido. La cinéti-
ca de inserción/extracción de litio dentro del electrodo se describe utilizando las
ecuaciones de Butler-Volmer [3]. Este modelo es más preciso que el SPM a costa
de un mayor esfuerzo de parametrización y más requisitos de recursos informáti-
cos, además es, en general, el más utilizado por los investigadores [32], y resuelve la
concentración de electrolito y el potencial de electrolito en el electrodo estado sólido,
la concentración y el potencial en el estado sólido dentro de los electrodos porosos
y la concentración de electrolito y el potencial de electrolito en el separador. Tanto el
modelo P2D como el SPM pueden simular ciclos completos de carga y descarga en
baterías de iones de litio en cuestión de segundos.
Los modelos más avanzados simulan el comportamiento de la batería a nivel
molecular / atómico. El método cinético de Monte Carlo (KMC) puede ayudar a
predecir las propiedades termodinámicas de los materiales, la movilidad del litio
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dentro de la estructura cristalina, etc. La dinámica molecular proporciona informa-
ción sobre fenómenos a escala molecular, como el crecimiento de la película de pa-
sivación en el electrodo de grafito. El uso de estos modelos avanzados se limita a
estudiar un proceso específico que se realiza en una fracción muy pequeña de un
segundo.
Además de la parametrización, un aspecto importante del modelado es validar
experimentalmente el modelo para garantizar que los datos experimentales puedan
representarse razonablemente a través del mismo. Cuanto mayor es el número de
variables que se validan, mayor es la confianza en el modelo.
2.4.1. Modelado semi-empírico
Para los capítulos 4 y 5 se utilizo un modelo de baterías previamente validado y
publicado en [33], el mismo incluye el efecto de la temperatura en el voltaje y la co-
rriente utilizando un modelo térmico concentrado para la generación y disipación
de calor. El modelo es semi-empírico y cuasi-estático, y usa los resultados experi-
mentales de una batería nueva y no considera los procesos de envejecimiento de la
batería.
Dentro del modelo, el código implementado en Matlab define una superficie de
puntos de trabajo en el espacio definido por los ejes de tensión, corriente y esta-
do de descarga (SoD por su sigla en inglés). Esta superficie viene dada por datos
experimentales de descarga de la batería, a diferentes corrientes y a diferentes tem-
peraturas. El voltaje y la corriente se obtienen de forma iterativa utilizando la su-
perficie para satisfacer la condición de que el voltaje multiplicado por la corriente,
para el SoD actual, sea igual a la potencia solicitada. La iteración se detiene cuando
la corriente alcanza los límites máximos definidos por el fabricante o el cambio de
valor de la corriente es menor a 0.1 µA. Si la tensión cae por debajo de la tensión de
corte, el código se detiene y muestra un mensaje de error. Una vez que se obtienen
la tensión y la corriente de trabajo, la temperatura se define mediante la ecuación
de intercambio de calor adimensional. El estado de descarga se obtiene por conteo
coulombico, es decir, se toma como el integral de la corriente que pasa por la batería
dividido la capacidad nominal de la misma. Las pérdidas de la batería se calculan
utilizando la tensión de circuito abierto de la batería (OCV). La figura 2.5 muestra el
flujo de trabajo del modelo de batería.
El modelo necesita como entradas la corriente o potencia requeridas y la tempe-
ratura ambiente, como valores iniciales necesita el estado de descarga y la tempera-
tura de la batería. Como salida se obtienen el voltaje, el SoD, las perdidas en carga y
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Figura 2.5: Diagrama del funcionamiento del modelo de batería
descarga, el calor intercambiado con el ambiente y la temperatura de la batería.
2.4.2. Modelado P2D
En esta tesis, además, se ha seguido un enfoque de modelado pseudo bidimen-
sional (P2D). Este enfoque permite una buena predicción del comportamiento electro-
químico de las baterías para completar los ciclos de carga y descarga en diferentes
condiciones operativas dentro de un tiempo de cálculo razonable. Si bien la parame-
trización es un desafío, la ventaja de un modelo P2D radica en su precisión, precisa-
mente debido a la inclusión de fenómenos físicos dominantes junto con los detalles
de la capa sándwich, la cual comprende a los colectores de corriente, los electrodos
porosos, el separador y el electrolito, y la geometría de las partículas. El modelo P2D
también es flexible y otros fenómenos como el comportamiento térmico, la tensión
en los componentes, etc. se pueden acoplar a este modelo.
El modelo P2D consta de dos dominios 1D conectados (por lo tanto, pseudo 2D).
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Un dominio 1D modela procesos a lo largo del grosor de la celda y el otro dominio
1D modela las partículas del material activo. El primer dominio modela el transpor-
te de masa y carga en los electrodos porosos y el electrolito, junto con las reacciones
electro-químicas que ocurren en la interfaz entre el electrodo y el electrolito. Los
colectores de corriente también se modelan para lograr mayor precisión. El otro do-
minio modela el transporte de litio basado en la difusión unidimensional dentro de
la partícula. Estos dos dominios están acoplados en base a la ley de conservación de
especies.
El primer modelo pseudo-2D de una batería de litio utilizando la teoría de los
electrodos porosos [34], la difusión de partículas y la teoría de la solución concen-
trada [3] se desarrolló en 1993 tomando en cuenta los enfoques de modelado desa-
rrollados para baterías no basadas en litio. En la teoría de los electrodos porosos, no
se especifican las posiciones y formas exactas de todas las partículas y poros en el
electrodo, sino que se promedian las propiedades. Las partículas son generalmente
consideradas como esferas perfectas. Si bien los modelos P2D han sufrido grandes
cambios en términos de complejidad y son más los fenómenos que suceden en las
baterías en comparación con los primeros modelos, el enfoque y la estructura bá-
sicos todavía toman mucho de los primeros modelos hechos por Newman y sus
colaboradores [35–37].
2.4.3. Ecuaciones del modelo P2D
Como se puede ver el la figura 2.6, hay una dimensión x perpendicular al sánd-
wich elemental (dominio ”macro”) y cada punto de x tiene definida una dimensión
radial r a lo largo de las partículas de material activo, que se asumen esféricas, iso-
trópicas y del mismo radio (dominio ”micro”). El modelo se basa en la teoría de los
electrodos porosos, lo que significa que cada capa del sándwich se trata como la su-
perposición de dos continuos, uno que representa el electrolito y otro que representa
el electrodo poroso. Cada continuo se caracteriza por su fracción de volumen y su
área de contacto específica con otros continuos. Otras propiedades de los continuos,
como la conductividad, se promedian sobre un elemento de volumen que es peque-
ño en comparación con la dimensión de la capa, pero grande en comparación con la
dimensión de los poros.
Existe una densidad de corriente electrónica ~is que fluye a través de los elec-
trodos porosos en la fase sólida a lo largo de la dimensión x, y una densidad de
corriente iónica ~il fluye de manera similar en la fase líquida. La suma de estas dos
densidades de corriente es uniforme en todo el electrodo, lo que significa que cual-
24 Capítulo 2. Modelado matemático de baterías de ion-litio
Descarga Carga
Descarga
Carga
C
ol
ec
to
r d
e 
co
rr
ie
nt
e 
(C
u)
C
ol
ec
to
r d
e 
co
rr
ie
nt
e 
(A
l)
Electrolito
SeparadorElectrodo Negativo Electrodo Positivo
Electrolito Electrolito
FePO4
Figura 2.6: Esquema de una celda elemental de ion litio y su modelado P2D
quier aumento en ~il se compensa con una disminución en ~is. Estas dos densidades
de corriente están vinculadas a través del llamado flujo de la pared del poro jn en la
interfaz sólido/electrolito, de acuerdo a:
∇ ·~il = avFjn (2.3)
donde:
av Área de la interface solido/liquido por unidad de volumen del electrodo [m2/m3]
F Constante de Faraday (96.487 C/mol)
jn Flujo de litio en la pared del poro [mol/(m2 s)].
La densidad de corriente iónica~il es cero en los colectores de corriente de ambos
electrodos, mientras que la densidad de corriente electrónica~is es cero en la interfaz
electrodo/separador (toda la corriente es transportada por iones a través del sepa-
rador). La densidad de corriente electrónica ~is en la matriz sólida de los electrodos
se expresa mediante la ley de Ohm:
~is = −σs · ∇φs (2.4)
donde:
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σs Conductividad electrónica de la fase sólida del electrodo [S/m]
φs Potencial eléctrico en la fase sólida [V]
En cambio, la densidad de la corriente iónica ~il se expresa mediante una ley de
Ohm extendida que se deriva de la teoría de solución concentrada y tiene en cuenta
el efecto del gradiente de concentración de sal en la fase líquida e introduce dos
nuevos parámetros de transporte dependientes de la concentración, el coeficiente
de actividad molar media f± y el número de transferencia (t+). El coeficiente de
actividad molar media determina la polarización del voltaje resultante del gradiente
de concentración.
il = −σl · ∇φl + 2 · σl · R · TF ·
(
1+
∂ ln f±
∂ ln cl
)
· (1− t+) · ∇ ln cl (2.5)
donde:
σl Conductividad iónica efectiva del electrolito [S/m]
φl Potencial eléctrico de la fase líquida [V]
R Constante de gas ideal [J/(mol K)]
T Temperatura absoluta [K]
F Constante de Faraday [C/mol]
t+ Número de transferencia
f± Coeficiente de actividad molar media del electrolito
cl Concentración de sal en el electrolito [mol/m3]
El término
(
1+
∂ ln f±
∂ ln cl
)
se denomina factor termodinámico y se puede deter-
minar a partir del coeficiente de actividad molar media f±. El número de transfe-
rencia t+, también llamado número de transporte, tiene en cuenta los gradientes de
concentración que se forman bajo carga.
Para resolver la concentración de sal (cl), se utiliza un balance de masa del elec-
trolito:
el · ∂cl∂t = −∇ ·
(
−Dl · ∇cl − (1− t+) ilF
)
(2.6)
donde:
t Tiempo [s]
el Fracción volumétrica de la fase líquida
Dl Difusión de la Sal en el electrolito
Cualquier cambio en la concentración de litio en el electrolito (cl) se debe a la
difusión, migración y convección. Se puede suponer que la contribución de la con-
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vección es cero en la batería, ya que la velocidad del disolvente no es significativa
en las baterías de iones de litio. El primer término dentro del paréntesis en el lado
derecho de la ecuación (2.6) explica la contribución de la difusión, el segundo el de
la migración.
Las ecuaciones anteriores constituyen el modelo ”macro”, definido en la escala
del sándwich. El macro-modelo se conecta con el micro-modelo (a escala de partícu-
las) a través del flujo de la pared del poro jn, que se relaciona con la velocidad de la
reacción electro-química (es decir, la reacción de transferencia de carga) de acuerdo
con la ecuación de Butler-Volmer:
jn =
i0
F
[
exp
(
αa · F · η
R · T
)
− exp
(−αc · F · η
R · T
)]
(2.7)
η = φs − φl − Eeq − R f ilm · i (2.8)
donde:
i0 Densidad de corriente de intercambio [A/m3]
α Coeficiente de transferencia de carga
η Sobre-potencial en la superficie del electrodo [V]
En la ecuación (2.7) i0 es la densidad de corriente de intercambio y se expresa
como:
i0 = F · kαac · kαca · (cs,max − cs)αa · cαcs ·
(
cl
cl,re f
)αa
(2.9)
donde:
k Constante de velocidad de la reacción electro-química [m/s]
cs,max Concentración máxima de litio en el electrodo [mol/m3]
cs Concentración de litio en el electrodo [mol/m3]
cl Concentración de litio en el electrolito [mol/m3]
cl,re f Concentración de referencia en el electrolito [mol/m3]
La diferencia (cs,max− cs) es la concentración de sitios desocupados en el material
del electrodo. Cuando cs es 0, o cs es cs,max, la densidad de corriente de intercambio
se convierte en 0. Los coeficientes de transferencia anódica y catódica dados por αa
y αc deciden la preferencia del potencial aplicado hacia las direcciones anódica y
catódica de la reacción.
El sobre-potencial de superficie η, es la desviación de la diferencia de potencial
real entre el sólido y la solución, del potencial de equilibrio del sólido determinado
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con respecto al electrodo de litio de referencia y se expresa como:
η = φs − φl − Eeq (2.10)
donde:
Eeq Potencial de equilibrio del material de electrodo [V]
El efecto de la resistencia del film se tiene en cuenta en el sobre-potencial modi-
ficando la ecuación (2.4.3) de la siguiente manera:
η = φs − φl − Eeq − R f ilm · i (2.11)
donde R f ilm es la resistencia de film. Esta resistencia se debe principalmente a la
formación de la Interfase de Electrolito Sólido (SEI). La formación de esta capa es un
fenómeno importante que tiene una profunda influencia no solo en el rendimiento,
sino también en la seguridad y la vida útil de la batería.
Se asume que el material del electrodo activo está formado por partículas esféri-
cas de radio rp. El transporte de litio dentro y fuera de la partícula de material activo
se realiza a través del mecanismo de difusión. El balance de masa se expresa como
∂cs
∂t
= ∇ · (Ds · ∇cs) = 1r2
∂
∂r
(
Dsr2
∂cs
∂r
)
(2.12)
donde:
Ds Coeficiente de difusión del Litio en el electrodo[m2/s]
Se requieren dos condiciones de contorno al resolver la ecuación (2.12), la densi-
dad del flujo de litio se establece igual al flujo de la pared del poro jn en la superficie
de la partícula y se establece en cero en el centro de la partícula.
Las condiciones de contorno aseguran que los cálculos del balance de masa en el
sólido se acoplen a la tasa de reacción, conectando los dos dominios 1D del modelo
P2D. Las correcciones en la difusión y la conductividad para incluir el efecto de la
tortuosidad se efectúan a través del coeficiente de Bruggeman [38]. Se supone que el
material activo es un buen conductor electrónico y que los cambios de volumen en el
sólido son despreciables. No se ha asumido ninguna interacción entre las partículas,
lo que está justificado por las distancias mucho más grandes entre las partículas en
comparación con la escala de longitud dentro de las partículas.
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2.4.4. Modelado térmico y ecuaciones
La inserción-extracción y el transporte de litio durante la carga y la descarga pro-
vocan invariablemente que se produzca calor debido a procesos irreversibles en las
celdas. Además, los cambios en el orden de la estructura del cristal debido a la inser-
ción/extracción de litio en cualquiera de los electrodos también pueden causar que
se genere o absorba calor. El primer tipo de calor se denomina calor irreversible y se
genera en la celda debido a las limitaciones en los procesos físicos, como las pérdi-
das óhmicas, el potencial de activación y las limitaciones de transporte de masa. El
segundo tipo, debido a los cambios en el orden de los cristales, se denomina calor
reversible. El calor total generado en la celda se puede calcular considerando todas
las fuentes/sumideros reversibles y las fuentes irreversibles de calor en la celda. Se
pueden encontrar más detalles sobre el comportamiento térmico de las baterías de
iones de litio en [39–41].
La generación de calor por unidad de volumen viene dada por:
Q = Qirr + Qr (2.13)
Donde el calor irreversible Qirr viene dado por:
Qirr = il · ∇φl + is · ∇φs + (∇ · il) · η (2.14)
donde los dos primeros términos denotan el calor generado debido a las pér-
didas óhmicas en las fases solida y del electrolito, mientras que el último término
corresponde al calor de polarización.
El calor reversible Qr viene dado por:
Qr = (∇ · il) · T ·
dEeq
dT
(2.15)
Una batería se compone de regiones activas e inactivas. El calor se genera solo
en las regiones activas, como en los electrodos y el electrolito. Sin embargo, el calor
puede conducirse hacia y desde la región activa a las regiones inactivas entre las
cuales se encuentran el separador, el material de revestimiento, etc. También una
batería puede ganar o perder calor por conducción, convección y radiación con el
entorno en el que se encuentra. La ecuación general para el balance de calor de la
celda en cada punto, considerando el intercambio de calor con el entorno puede
escribirse como:
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ρ · Cp · ∂T
∂t
= Q +∇ · (kT · ∇T)−∇ · (h · (T − Ta)) (2.16)
donde:
ρ Densidad [kg/m3]
Cp Capacidad calorífica específica [J/(kg K)]
kT Conductividad térmica [W/(m K)]
h Coeficiente de intercambio de calor [W/(m3 K)]
Ta Temperatura ambiente [K]
Todos estos parámetros tomarán valores diferentes dependiendo del dominio en
donde se plantee puntualmente. En este trabajo, el intercambio de calor debido a la
radiación no se tiene en cuenta.
Hay dos razones fundamentales para desarrollar el modelo térmico junto con el
modelo electroquímico P2D. Primero, la seguridad de la batería es en gran medida
un problema térmico y es necesario estudiar el comportamiento de la generación
de calor y el aumento de la temperatura para garantizar que la celda se mantenga
en su rango de temperatura operativo. En segundo lugar, existe una fuerte depen-
dencia de algunos parámetros físico-químicos de los materiales en la temperatura.
Estos incluyen el factor termodinámico, la conductividad iónica del electrolito, la
difusión de los electrodos y el electrolito y las constantes de velocidad de reacción.
Los potenciales de los electrodos también dependen de la temperatura. Por lo tanto,
las simulaciones precisas del comportamiento de la batería requieren la inclusión
de la dependencia de la temperatura en estas propiedades. También se considera la
generación de calor en los colectores de corriente.
2.5. Parametrización del modelo
Los enfoques basados en la física, como el modelo electroquímico P2D que se
basan en leyes físicas, son más complicados y requieren más esfuerzo computacio-
nal que los modelos empíricos. La ventaja es una mayor flexibilidad, confiabilidad
y precisión de predicción en una amplia gama de condiciones de operación y apli-
caciones. Sin embargo, para garantizar la precisión de estos modelos, es imperativo
conocer los diferentes parámetros electroquímicos y geométricos de la batería. Se
necesitan al menos 30 valores diferentes de parámetros aparte de los potenciales
de equilibrio de los electrodos como entrada solo para un modelo P2D. Además, el
modelo térmico necesita conocer otras propiedades como la densidad, la capacidad
térmica y las conductividades térmicas de las capas activas y no activas de la celda.
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2.5.1. Experimental
La campaña de test experimentales se llevó a cabo en el Laboratorio de Sistemas
de Hidrógeno y Litio (LABSHyL) perteneciente al Centro de Energía de la Facultad
de Ciencias Exactas y Naturales (FACEN) de la Universidad Nacional de Catamarca
(UNCA) y al Centro de Investigaciones y Transferencia de Catamarca (CITCA). Para
este trabajo se utilizaron celdas del tipo cilíndricas en el formato 26650 (26 mm de
diámetro y 65 mm de altura), las mismas fueron testeadas para obtener datos experi-
mentales para el modelado. Las celdas son del fabricante DAILAN CBAK POWER
BATTERY CO, LTD y fueron facilitadas por la empresa Sol.Ar en el marco de un
proyecto financiado por la Secretaría de Políticas Universitarias. Las celdas tienen
grafito como electrodo negativo y LFP como electrodo positivo. Su voltaje operativo
es de 2 V a 3.65 V con una capacidad nominal de 3 Ah.
Las baterías fueron cargadas con una fuente programable DC B&K Precisión
9117 a temperatura ambiente siguiendo el protocolo de corriente constante voltaje
constante (CC-CV) con una corriente de 1.5 A (0.5C) hasta los 3.65 V y una corrien-
te de corte de 6 mA (0.02C). En la figura 2.7 se puede ver el procedimiento de carga
descripto anteriormente. Luego de la carga se dejó reposar la batería 30 min para que
la celda se estabilizara, evitando así problemas de seguridad debido a los cambios
de corriente (ver figura 2.8).
Tiempo de carga
Ca
rg
a 
Vo
lta
je
/c
or
rie
nt
e
corriente
voltaje
Figura 2.7: Procedimiento de carga a corriente constante (CC) y voltaje constante
(CV)
Para obtener datos que permitieran obtener parámetros de la batería, se realiza-
ron la descargas de la batería dentro de la cámara de temperatura controlada del
laboratorio a corriente constante de 0.2C, 0.5C, 1C y 2C con una carga electrónica
programable B&K Precisión 8520. La temperatura de la batería se midió durante to-
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Figura 2.8: Setup experimental
da las prueba de descarga por medio de un termocupla tipo K colocada en contacto
con la superficie de la celda a la mitad de su altura y los datos fueron registrados
con un tester Agilent U1232A (ver figura 2.8).
2.5.2. Parámetros del modelo
2.5.2.1. Propiedades medidas
Para poder recabar datos acerca de la batería, una de ellas fue desarmada (ver
figura 2.9). Con esto se pudo medir el área de los electrodos, y el espesor de los co-
lectores, los electrodos y el separador. Los datos medidos y sus valores se muestran
en la tabla 2.1
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(a) (b)
Figura 2.9: Desarme de la Batería
Parámetro Nombre Valor
Lnegcc Espesor de colector negativo 45 µm
Lneg Espesor de electrodo negativo 55 µm
Lsep Espesor de separador 30 µm
Lpos Espesor de electrodo positivo 65 µm
Lposcc Espesor de colector positivo 55 µm
Wcell Ancho del electrodo 56.5 mm
Lcell Longitud del electrodo 1345 mm
Tabla 2.1: Medidas obtenidas en el laboratorio
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Figura 2.10: Potenciales de equilibrio vs. Li/Li+ . (a) Electrodo negativo. (b) Electro-
do positivo
2.5.2.2. Propiedades tomadas por defecto del software de modelado y simula-
ción
Algunos parámetros del modelo fueron tomados tal como los brinda por defecto
el software de modelado COMSOL R©[42] en su librería de materiales.
Concentración máxima de la fase sólida: La concentración máxima de litio para
el electrodo positivo se tomó como 31 507 mol/m3. Para el electrodo negativo se
tomó la concentración como 21 190 mol/m3. Valores similares pueden encontrarse
en [43, 44].
Potencial de equilibrio: El potencial de equilibrio con respecto a Li/Li+ del elec-
trodo negativo se tomó por defecto de la librería de materiales de COMSOL R©, en
cambio el del electrodo positivo se extrajo de [43]. Los mismos pueden observarse
en la figura 2.10.
Colectores de corriente: Los colectores de corriente aseguran que la distribución
de corriente dentro de las capas activas sea uniforme. Son materiales con alta con-
ductividad eléctrica que aseguran que la resistencia eléctrica sea baja. El cobre y
el aluminio son los colectores de corriente utilizados para los electrodos negativo y
positivo, respectivamente. Estos materiales tienen propiedades bien estudiadas y no
existe ambigüedad con respecto a sus valores. Por lo tanto, las propiedades de estos
materiales fueron tomadas de la librería de materiales de COMSOL R©.
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Numero de transferencia: El número de transferencia se tomó como dependiente
de la concentración de sal de litio en el electrolito y su función se muestra en la
figura 2.11.
Figura 2.11: Número de transferencia en el electrolito
Dependencia de la actividad La dependencia de actividad, definida en la ecua-
ción (2.5), denotada por
∂ ln f±
∂ ln cl
se tomó como dependiente de la concentración y la
temperatura de la siguiente forma:
∂ ln f±
∂ ln cl
=
∂ ln f±
∂ ln cl 0
· exp
(
−1000
R
(
1
298.15 K
− 1
T
))
(2.17)
El coeficiente
∂ ln f±
∂ ln cl 0
es dependiente de la concentración y su función puede
verse en la figura 2.12
Conductividad del electrolito: La conductividad del electrolito se toma como de-
pendiente de la concentración y la temperatura de la forma:
σl = σl,0 · exp
(
4000
R
(
1
298.15 K
− 1
T
))
(2.18)
Donde σl0 es dependiente de la concentración y su función se muestra en la figu-
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Figura 2.12: Coeficiente de dependencia de actividad en el electrolito
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Figura 2.13: Coeficiente de conductividad del electrolito
Difusión de la sal del electrolito: La difusión de la sal en el electrolito se tomo
como dependiente de la temperatura y la concentración de sal de la forma:
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Dl = Dl,0 · exp
(
1
R
(
1
298.15 K
− 1
T
))
(2.19)
El término Dl0 es dependiente de la concentración, y su forma puede verse en la
figura 2.14.
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Figura 2.14: Coeficiente de difusión en el electrolito
Fracciones volumétricas: Las fracciones volumétricas de los materiales activos y
del separador se muestran en la tabla 2.2
Electrodo Negativo Separador Electrodo positivo
Fracción de material activo 0.384 - 0.43
Fracción de electrolito 0.444 0.37 0.4
Tabla 2.2: Fracciones volumétricas
Coeficiente de Bruggeman: Para dar cuenta de la tortuosidad de estos medios po-
rosos, se asume que su valor es 1,5 en el separador, así como en los dos electrodos.
Cualquier suposición incorrecta de este coeficiente se compensa con los valores de
difusión y conductividades que se estiman a partir de las curvas de descarga expe-
rimental.
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2.5.2.3. Parámetros tomados de la literatura
Coeficiente entrópico: Los potenciales de los electrodos son dependientes de la
temperatura, y su dependencia se expresa como:
ETeq = Eeq − (T − 298.15 K)
dEeq
dT
(2.20)
El coeficiente entrópico
(
dEq
dT
)
del grafito se adoptó de [45], mientras que para el
electrodo LFP se adoptó el coeficiente obtenido en [46]. Los coeficientes entrópicos
son función de la concentración de litio en el electrodo y se pueden observar en la
figura 2.15
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Figura 2.15: Coeficiente entrópico para ambos electrodos
Conductividad del electrodo negativo: La conductividad electrónica del electro-
do negativo se ha asumido como 100 S/m. El grafito tiene una alta conductividad
electrónica que garantiza que la conductividad electrónica del electrodo negativo no
sea un factor limitante. Este valor se ha medido y utilizado en varias referencias [12,
84, 212].
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2.5.2.4. Parámetros obtenidos a través optimización
Para obtener los parámetros fisico-quimicos y térmicos restantes se optó por ha-
cer una optimización de los parámetros con respecto a los datos experimentales
electroquímicos y térmicos de descarga a 25 ◦C. Para la llevar adelante este pro-
ceso existen numerosos métodos, por lo cual se decidio consultarlo con el Doctor
Damían Fernandez del Centro De Investigacion Y Estudios De Matematica de la Fa-
cultad de Matemática, Astronomía y Física de la UNC, se optó por utilizar el método
BOBYQA.
BOBYQA (Box Optimization BY Quadratic Aproximation): Este algoritmo fue
desarrollado por el Profesor M.J.D. Powell como un paquete de subrutinas fortran,
traducida a MATLAB en la librería abierta de optimización no lineal NLopt [47].
BOBYQA es un algoritmo de optimización sin derivadas, basado sobre un algoritmo
presentado en un trabajo previo llamado NEWUOA. BOBYQA busca el menor valor
de una función objetivo F(x), x ∈ Rn, sujeto a los límites simples
ai ≤ xi ≤ bi, i = 1, 2, ..., n, (2.21)
sobre los componentes de x. Las variables se restringen a conjuntos acotados con
restricciones constantes (li ≤ xi ≤ ui, i = 1, ..., n). El método de BOBYQA es
iterativo, k y n se reservan para el número de iteración y el número de variables,
respectivamente.
La construcción de cada una de las aproximaciones para la función objetivo es
hecha a través de funciones cuadráticas iterativas. Cada iteración hace uso de una
aproximación Q de la función objetivo F, que satisface:
Qk(yj) = F(yj), j = 1, 2, ..., m, (2.22)
con yj los puntos de interpolación que se ajustan automáticamente. La cantidad
de puntos considerada es un parámetro del algoritmo determinado en el método co-
mo m = 2n+ 1. Con esta cantidad de puntos, no es posible construir una función de
interpolación de F propiamente y, por lo tanto, se tiene una libertad sobre Q. Ade-
más del proceso de interpolación descrito anteriormente, BOBYQA hace uso de un
método de aproximación de un subproblema de región de confianza, con una regla
preestablecida de reducción del radio para mantener los puntos de interpolación lo
suficientemente separados.
Es importante destacar, según lo establecido en[48, 49], que la mayor ventaja de
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la aplicación de este tipo de algoritmo por sobre otros métodos sin derivadas radica
en la baja cantidad de evaluaciones de la función objetivo que se necesitan para
construir su aproximación en cada etapa (m = 2n + 1). Con esto es posible reducir
la complejidad del problema de interpolación desde O(n4) a O(n2).
Por otra parte, el parámetro de detención para la iteración de BOBYQA es de
xtolrel = 10−4 y representa el nivel de tolerancia relativa.
Parámetros a optimizar: Una lista de los veintidós parámetros a optimizar, junto
a sus valores iniciales, finales, límites inferiores y superiores se muestra en la tabla
2.3
Coeficientes de difusión: Para los coeficientes de difusión de ambos electrodos no
se consideró la dependencia de la concentración pero se tuvo en cuenta la dependen-
cia de la temperatura a través de una fórmula de Arrhenius. Para ambos electrodos,
la difusión toma la forma:
Dx = Dx,0 · exp
(
EaDx
R
(
1
298.15 K
− 1
T
))
(2.23)
Para determinar el valor del coeficiente exponencial del electrodo negativo Dn,0
se determinaron los límites inferior de 3× 10−15 m2/s y superior de 9× 10−14 m2/s
según [50, 51]. Para el electrodo positivo se encuentran en la literatura valores desde
y superior de 2.2× 10−14 m2/s [51, 52]. Para las energías de activación de la ecuación
de ambos electrodos, se tomaron valores entre 10× 104 J/mol y 10× 105 J/mol.
Constantes de velocidad de la reacción: En ambos electrodos no se consideró la
dependencia de la concentración pero se tuvo en cuenta la dependencia de la tempe-
ratura a través de una fórmula de Arrhenius. Para ambos electrodos, las constantes
toman la forma:
kx = kx,0 · exp
(
Eakx
R
(
1
298.15 K
− 1
T
))
(2.24)
Para determinar el valor del coeficiente exponencial del electrodo negativo kn,0
se determinaron los límites entre 8.9× 10−12 m/s y 5× 10−11 m/s según [43, 53–
55]. Para el electrodo positivo se encuentran en la literatura valores fluctuantes en
7 ordenes de magnitud [52], y se tomaron como límite los valores 1× 10−12 m/s y
1× 10−8 m/s. Para las energías de activación de la ecuación de ambos electrodos, se
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Parámetro Símbolo Limite inferior Limite superior valor inicial Valor final Unidades
Coeficiente de difusión del electrodo negativo Dn,0 3 · 10−15 9 · 10−14 3,9 · 10−14 3,6706 · 10−14 m2/s
Energía de activación para el coeficiente de difusión del electrodo negativo EaDn 10
4 105 65000 86774 J/mol
Coeficiente de difusión del electrodo positivo Dp,0 5,9 · 10−20 2,2 · 10−14 2,2 · 10−14 7,3358 · 10−15 m2/s
Energía de activación para el coeficiente de difusión del electrodo positivo EaDp 10
4 105 65000 88306 J/mol
Constante de velocidad de la reacción del electrodo negativo kn,0 10−12 10−10 2 · 10−11 4,3812 · 10−12 m/s
Energía de activación para el coeficiente de transferencia de carga del electrodo negativo Ekn 10
4 105 20000 19820 J/mol
Constante de velocidad de la reacción del electrodo positivo kp,0 10−12 10−8 1 · 10−9 1,1847 · 10−9 m/s
Energía de activación para el coeficiente de transferencia de carga del electrodo positivo Eakp 10
4 105 20000 20478 J/mol
Resistencia del film R f ilm 10−3 0,5 0,35 0,3381 Ω/m2
Radio de partícula del electrodo negativo rn 10−6 10−5 4,5 · 10−6 4,6774 · 10−6 m
Radio de partícula del electrodo positivo rp 10−6 10−5 5,75 · 10−6 7,8389 · 10−6 m
Conductividad del electrodo positivo σp 10−4 11,8 8 8,1421 S/m
Densidad del electrodo negativo ρn 1347 2500 1891 1973,3 kg/m3
Densidad del electrodo positivo ρp 1500 2310 2300 2266,1 kg/m3
Densidad del separador ρsep 900 1200 1043 1044,9 kg/m3
Calor específico del electrodo negativo Cpn 641 1437 845 810,9345 J/(kg K)
Calor específico del electrodo positivo Cp p 700 800 750 739,6288 J/(kg K)
Calor específico del separador Cpsep 700 1978 1688 1215,6 J/(kg K)
Coeficiente de conductividad térmica del electrodo negativo kn 1,04 5 4,21 4,2147 W/(m K)
Coeficiente de conductividad térmica del electrodo positivo kp 0,2 5 0,27 0,2734 W/(m K)
Coeficiente de conductividad térmica del separador ksep 0,3344 1,21 1,21 1,1810 W/(m K)
Coeficiente de convección natural h 1 10 5 9,8526 W/(m2 K)
Tabla 2.3: Parámetros a optimizar y valores usados durante la optimización
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tomaron valores entre 10× 104 J/mol y 10× 105 J/mol.
Resistencia total: Para tener en cuenta las resistencias de contacto y las resistencias
de la película en ambos electrodos, se utiliza una resistencia adicional como pará-
metro de ajuste final. Esta representa mayormente la resistencia de la película en el
electrodo negativo dado que el efecto de resistencia dominante es el crecimiento de
SEI en este electrodo. Como se mencionó anteriormente, esta resistencia proporcio-
na una caída de potencial adicional en la celda y es una fuente de calor en el modelo
térmico. El valor ajustado de este parámetro se puede ver en la tabla 2.3.
Radio de partícula de los electrodos: Al no tener datos del fabricante acerca de
los radios de partículas de los materiales activos de los electrodos se optó por darle
una amplia variación, entre 1× 10−6 m y 1× 10−5 m, tomando los valores iniciales
como aquellos de la librería de materiales de COMSOL R©(ver tabla 2.3).
Conductividad del electrodo positivo: El material positivo del electrodo, LiFePO4,
es en sí mismo un aislante electrónico con una conductividad eléctrica pobre del or-
den de 1× 10−7 S/m. Una forma efectiva de aumentar la conductividad eléctrica es
mediante el recubrimiento de carbono de las partículas, con lo cual las conductivida-
des dependen del contenido de carbono del electrodo. Por este motivo, se tomaron
límites para este valor entre 5× 10−3 S/m y 11.8 S/m, consultando los valores ex-
puestos en [50, 53, 56].
Propiedades térmicas: Para el modelo térmico, el sándwich de material activo es
modelado como un solo material y se calculan propiedades promediadas volumé-
tricamente.
Densidades: La densidad del material compuesto se calcula como:
ρ¯ =
∑i ρi · Li
Ltot
(2.25)
En la literatura [55, 57–60] se puede encontrar un rango de 1347 kg/m3 a 2500 kg/m3
para el electrodo negativo, para electrodo positivo de 1500 kg/m3 a 2300 kg/m3 y
para el separador, de 900 kg/m3 a 1200 kg/m3. Estos rangos fueron tomados para
definir los limites de la optimización de las densidades.
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Calores específicos: Al igual que con la densidad, el calor específico del mate-
rial compuesto se calcula como un promedio sobre el volumen:
C¯p =
∑i Cp,i · Li
Ltot
(2.26)
Para definir los limites de optimización de los calores específicos, en la literatura
[55, 57–60] se encontró un rango de 641 J/(kg K) a 1437 J/(kg K) para el electrodo
negativo, para electrodo positivo de 700 J/(kg K) a 800 J/(kg K) y para el separador,
de 700 J/(kg K) a 1978 J/(kg K)
Conductividad térmica: La conductividad térmica en las capas de la celda es
anisotrópica debido al efecto del apilamiento de las capas. En las direcciones para-
lelas a la capa, está dada por la ecuación (2.27), mientras que en la dirección perpen-
dicular a las capas de la celda(dirección del grosor de la celda), se calcula utilizando
la ecuación (2.28).
¯kT,‖ =
∑i kT,i · Li
Ltot
(2.27)
¯kT,⊥ =
Ltot
∑i
Li
kT,i
(2.28)
Los rangos de conductividad encontrados en la literatura [55, 57–60] para cada
uno de los elementos de la celda fueron de entre 1.04 W/(m K) y 5 W/(m K) para el
electrodo negativo, ente 0.2 W/(m K) y 5 W/(m K) para el electrodo positivo y ente
0.3344 W/(m K) y 1.21 W/(m K) para el separador.
2.6. Validación experimental del modelo P2D
Para la etapa de validación se realizaron dos modelos 3D térmicos. Ambos po-
seen un dominio geométrico en el cual estarían los materiales activos y el separador.
En este dominio no se modelan los elementos detalladamente, sino que se conside-
ra como un dominio con propiedades térmicas promediadas como se detalló ante-
riormente. El acoplamiento entre el modelo térmico y el electroquímico se da de la
siguiente manera:
El modelo electroquímico calcula la generación de calor promedio en una por-
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(a) (b)
Figura 2.16: Mallado de modelos térmicos.
ción del sándwich elemental.
Esta generación de calor por unidad de volumen pasa al modelo térmico apli-
cándose sobre el dominio donde se encuentra el material activo.
El modelo térmico calcula la distribución de temperatura en la celda y se cal-
cula el promedio de temperatura en el dominio del material activo.
Esta temperatura promedio se utiliza como entrada para el modelo electroquí-
mico
El primero de los dos modelos térmicos modela una celda cilíndrica aislada a
través de una geometría 2D de revolución. La figura 2.16a muestra el mallado utili-
zado para el modelo. En el segundo se modela un paquete de 24 celdas cilíndricas
con sus sujetadores plásticos. La figura 2.16b muestra el mallado utilizado y la figu-
ra 2.17 muestra el paquete utilizado en los experimentos, y para el cual se realizó
el modelado. Mediante este último modelo se busca aproximar el comportamiento
electroquímico y térmico de un paquete de baterías de 12.8V y 18Ah (cuatro celdas
en serie y seis en paralelo) que se utilizaron para un scooter eléctrico cuya conver-
sión de baterías de plomo-ácido a baterías de ion-litio estuvo a cargo del grupo de
trabajo [61–63].
En esta sección se presentan los resultados obtenidos al optimizar los 22 paráme-
tros descriptos en la sección 2.5.2.4. Primero se muestran los resultados obtenidos
sobre el modelo de la celda unitaria y luego se brindan los resultados del modelo
del paquete de baterías.
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Figura 2.17: Paquete de batería de 24 celdas
2.6.1. Modelo térmico de una celda
Mediante la optimización de los parámetros desconocidos, se pudo obtener una
buena aproximación al comportamiento de la celda comercial, como se puede ob-
servar en las figuras 2.18, 2.19, 2.20 y 2.21.
La celda fue descargada dentro de una cámara de temperatura constante a una
temperatura ambiente de 23 ◦C, desde su estado de carga máxima hasta alcanzar el
voltaje de corte de 2 V a corrientes constantes de 0.6 A, 1.5 A, 3 A y 6 A (0.2C, 0.5C,
1C y 2C).
2.6.2. Modelo térmico del paquete de baterías
Con los parámetros ya optimizados y validados en una celda cilíndrica para co-
rrientes constantes, se verificó el modelo con un ciclo de corriente variable. El ciclo
de corriente se obtuvo simulando el ciclo de manejo ”World Motorcycle Test Cycle”
(WMTC) en un modelo matemático de un scooter, obteniendo la potencia eléctrica
necesaria para impulsar el vehiculo y luego usando el modelo de baterías de la sec-
ción 2.4.1 para obtener un perfil de corriente. El perfil de corriente obtenido puede
verse en la figura 2.23. El paquete fue descargado en una habitación a una tempera-
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Figura 2.18: Perfil de Voltaje y Temperatura de la batería para una descarga a 0.2C
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Figura 2.19: Perfil de Voltaje y Temperatura de la batería para una descarga a 0.5C
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Figura 2.20: Perfil de Voltaje y Temperatura de la batería para una descarga a 1C
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Figura 2.21: Perfil de Voltaje y Temperatura de la batería para una descarga a 2C
tura ambiente que permaneció constante a 29 ◦C.
Figura 2.22: Ubicación de la termocupla
Para medir la temperatura de las celdas, se colocó una termocupla sobre la su-
perficie de la parte superior de la celda en el medio del terminal de una de las celdas
que se encuentran en el centro del paquete (ver figura 2.22) y se midió la temperatu-
ra del modelo en el mismo punto. La figura 2.24 muestra un punto rojo en el lugar
donde se evaluó la temperatura en el modelo.
Los resultados del test experimental y de la simulación pueden verse en las figu-
ras 2.25, 2.26 y 2.27.
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Figura 2.23: Perfil de corriente usado para la comprobación experimental y la simu-
lación
Figura 2.24: Modelo 3D del paquete de baterías con la ubicación de la termocupla.
Observando las figura 2.23 y 2.25 se puede ver que el modelo representa bien los
voltajes durante la descarga, pero los voltajes durante los periodos donde no circula
corriente varían en hasta 0.5 V. Esto puede deberse a que los voltajes de equilibrio
con respecto al litio tomados no modelen exactamente los materiales de la batería
comercial. No obstante a ello, esta diferencia no modifica en absoluto el desempe-
ño del modelo en cuanto a fidelizar el comportamiento de la batería, ya que estas
diferencias de potencial se dan a corriente cero y por lo tanto a potencias cero y nu-
la descarga de energía. Aún así la optimización de los parámetros permite que se
modele con cierta fidelidad el comportamiento durante la descarga.
En la figura 2.26 se puede ver que la curva de temperatura sigue de cerca el
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Figura 2.25: Perfil de voltaje obtenido en test experimental y en la simulación
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Figura 2.26: Perfil de temperatura obtenido en test experimental y en la simulación
Figura 2.27: Perfil de temperaturas sobre corte transversal del paquete de la batería
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Figura 2.28: Perfil de temperaturas sobre la superficie del paquete de baterías
comportamiento experimental de la celda en el orden del error de medición del
instrumento.
En las figuras 2.27 y 2.28 se puede ver el perfil de temperaturas sobre el corte
transversal y sobre las caras exteriores del paquete de la batería en el instante final
del proceso de descarga de la misma (t = t f ).

Capítulo 3
Aplicaciones del modelo matemático
de baterías de litio
En este capítulo se muestran la aplicación del modelo de paquete de baterías
bajo diferentes condiciones de refrigeración con su máxima condición de descarga
para evaluar las necesidades de evacuación térmica del paquete. Las baterías de io-
nes de litio son muy sensibles a la temperatura y tienen un rango de temperatura
óptimo y estrecho. A bajas temperaturas, su rendimiento se ve afectado por una
velocidad más lenta de los fenómenos cinéticos y de difusión [64] . La propensión
a la deposición de litio también aumenta a una temperatura más baja [65]. A altas
temperaturas, aunque estas baterías tienen un mejor rendimiento, su vida útil se ve
comprometida [66].Esto se debe al aumento en la velocidad de las reacciones se-
cundarias indeseables en la celda, así como al crecimiento más rápido de las capas
superficiales, como la capa SEI [67].A temperaturas muy altas, existe el riesgo de fu-
ga térmica [68].Los electrolitos orgánicos que normalmente se usan en estas baterías
son inflamables.
Para garantizar la seguridad y el rendimiento a largo plazo, las baterías de iones
de litio deben mantenerse dentro de su rango de temperatura óptimo. Un control de
la temperatura garantiza un equilibrio entre el rendimiento y la vida útil, lo que a
su vez determina los costos y la seguridad de utilizar esta tecnología.
Para muchas aplicaciones de baterías de iones de litio, como el almacenamiento
de energía en una red y los vehículos eléctricos, varias celdas están conectadas en
serie y en paralelo en módulos y paquetes para satisfacer las necesidades de energía
de la aplicación. Los problemas térmicos pueden agravarse en el caso de módulos y
paquetes donde los gradientes térmicos entre diferentes baterías también deben mi-
nimizarse, además de mantener las baterías individuales en el rango de temperatura
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óptimo. Los grandes gradientes térmicos entre baterías hacen que tengan diferentes
rendimientos, lo que a su vez conduce a problemas de equilibrio eléctrico y, en ge-
neral, a una mayor degradación en estas celdas.
En este capítulo, el enfoque está en demostrar la utilidad del modelo P2D desa-
rrollado en el último capítulo para diseñar y evaluar diferentes soluciones de siste-
mas de enfriamiento. El modelo electroquímico P2D desarrollado y validado en el
último capítulo se utiliza para estimar la generación de calor y se acoplada con un
modelo térmico y dinámico de fluidos para estudiar el comportamiento térmico del
paquete.
3.1. Condiciones de refrigeración
En este capitulo se aplicó la refrigeración por circulación de aire. Al modelo del
paquete de baterías desarrollado en la sección 2.6.2, se le aplica convección forzada
con tres velocidades de entrada de flujo diferentes, 5 cm/s, 10 cm/s y 50 cm/s.
El flujo de aire entra homogéneamente en la dirección del eje ”y” sobre el plano
”xz” (ver figura 2.16b). Se simuló una descarga completa del paquete a su máxima
exigencia, una corriente de 3 A por celda.
3.1.1. Flujo de 5 cm/s
En las figuras 3.1 y 3.2 se puede ver el flujo de aire que circula sobre la batería y
la temperatura superficial de las celdas para el ultimo instante durante la descarga.
El flujo es de 5 cm/s y el aire a la entrada esta a una temperatura de 25 ◦C
En la figura 3.3 se puede observar la distribución de temperaturas sobre la batería
y el aire que la rodea en un corte sobre el plano paralelo al plano ”xy” que pasa por
medio del paquete de baterías. En la figura 3.4 se puede apreciar la temperatura
máxima y mínima del material activo dentro del paquete de baterías. De esta última
se puede apreciar que la temperatura final máxima aumenta en 20 ◦C con respecto
a la temperatura inicial, llegando a los 45 ◦C. También se puede observar que con
esta condición de enfriamiento las diferencias de temperaturas dentro del material
activo, llega a ser de 2 ◦C, lo cual es relativamente bajo.
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Figura 3.1: Lineas de corriente y temperatura superficial sobre el paquete de baterías
a flujo de 5 cm/s. Vista del plano xy
Figura 3.2: Lineas de corriente y temperatura superficial sobre el paquete de baterías
a flujo de 5 cm/s. Vista del plano yz
3.1.2. Flujo de 10 cm/s
En las figuras 3.5 y 3.6 se puede ver el flujo de aire que circula sobre la batería y
la temperatura superficial de las celdas para el ultimo instante durante la descarga.
En la figura 3.7 se puede observar la distribución de temperaturas sobre la bate-
ría y el aire que la rodea en un corte sobre el plano paralelo al plano ”xy” que pasa
por medio del paquete de baterías. En la figura 3.8 se puede apreciar la temperatu-
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Figura 3.3: Temperatura en el pack de baterías a flujo de 5 cm/s. Vista en corte sobre
la mita d de la altura de las celdas
Figura 3.4: Temperatura en el pack de baterías a flujo de 5 cm/s. Perfil de tempera-
tura máxima y mínima en el material activo
ra máxima y mínima del material activo dentro del paquete de baterías. Se puede
ver que, nuevamente, la temperatura final máxima aumenta en 20 ◦C llegando a los
45 ◦C . También se puede observar que con esta nueva condición de enfriamiento
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Figura 3.5: Lineas de corriente y temperatura superficial sobre el paquete de baterías
a flujo de 10 cm/s. Vista del plano xy
Figura 3.6: Lineas de corriente y temperatura superficial sobre el paquete de baterías
a flujo de 10 cm/s. Vista del plano yz.
las diferencias de temperaturas dentro del material activo, llega a ser de 3 ◦C, lo
cual sigue siendo relativamente bajo y no representa un cambio sustancial sobre la
condición de enfriamiento del flujo de 5 cm/s.
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Figura 3.7: Temperatura en el pack de baterías a flujo de 10 cm/s. Vista en corte
sobre la mita d de la altura de las celdas.
Figura 3.8: Temperatura en el pack de baterías a flujo de 10 cm/s. Perfil de tempera-
tura máxima y mínima en el material activo
3.1.3. Flujo de 50 cm/s
En las figuras 3.9 y 3.10 se pueden ver el flujo de aire que circula sobre la batería y
la temperatura superficial de las celdas para el ultimo instante durante la descarga.
En la figura 3.11 se puede observar la distribución de temperaturas sobre la ba-
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Figura 3.9: Lineas de corriente y temperatura superficial sobre el paquete de baterías
a flujo de 50 cm/s. Vista del plano xy
Figura 3.10: Lineas de corriente y temperatura superficial sobre el paquete de bate-
rías a flujo de 50 cm/s. Vista del plano yz
tería y el aire que la rodea en un corte sobre el plano paralelo al plano ”xy” que
pasa por medio del paquete de baterías. En la figura 3.12 se puede apreciar la tem-
peratura máxima y mínima del material activo dentro del paquete de baterías. Con
esta condición de enfriamiento se baja la temperatura máxima final en medio grado,
llegando a ser ésta ultima de 44.5 ◦C. En este caso la diferencia entre temperaturas
máxima y mínima dentro del paquete de baterías llega a ser de 8.7 ◦C lo cual resulta
poco conveniente para la vida útil del paquete.
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Figura 3.11: Temperatura en el pack de baterías a flujo de 50 cm/s. Vista en corte
sobre la mita d de la altura de las celdas
Figura 3.12: Temperatura en el pack de baterías a flujo de 50 cm/s. Perfil de tempe-
ratura máxima y mínima en el material activo
3.2. Conclusiones
Se pueden variar varios parámetros del sistema de enfriamiento para garantizar
que se atienden las necesidades de la aplicación. Por ejemplo, cambiar la tasa de
flujo de aire dará resultados diferentes a los que se han presentado en este trabajo.
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Lo mismo es cierto para las temperaturas de entrada del aire. El uso del modelo
electroquímico P2D en estas simulaciones garantiza que los datos de generación de
calor sean precisos.
Como se pudo ver en las simulaciones, las temperaturas máximas alcanzadas es-
tuvieron dentro del rango de operabilidad (0 ◦C-60 ◦C), consiguiéndose diferencias
de temperatura en las baterías desde los 2 ◦C a los 8.7 ◦C sin presentarse gradientes
de temperaturas importantes en una misma celda. Como se puede apreciar en las
figuras 3.3, 3.7 y 3.11, solo las baterías del frente consiguen bajar su temperatura,
apreciablemente y las baterías centrales no logran, prácticamente, refrigerarse, lo
que se puede apreciar también al considerar que la temperatura máxima permanece
prácticamente invariable. Se demuestra que para este tipo de enfriamiento, mayores
velocidades no resultan en un mejor desempeño ya que las temperaturas máximas
no varían y solo se refrigeran las celdas frontales, y en menor grado las celdas la-
terales. Si se quisiera mejorar la gestión térmica del paquete de baterías habría que
cambiar la configuración del paquete, permitiendo un mayor espacio entre celdas
para que se generen canales de flujo del aire por donde se pueda evacuar el calor, o
bien desarrollar un circuito de enfriamiento

Capítulo 4
Análisis del pozo a la rueda de cuatro
tipos de buses
Este capitulo se basa en el trabajo y los resultados desarrollados en [69] y en otra
publicación enviada para su evaluación a una revista científica de nivel Q1.
El empleo de sistemas de propulsión innovadores, como los vehículos eléctricos
a batería (BEV), los vehículos eléctricos híbridos de celda de combustible (FCHEV)
y los vehículos eléctricos híbridos (HEV) parecen ser un paso muy prometedor ha-
cia la reducción de la energía, la protección del medio ambiente global y local, y
un crecimiento económico más sostenible. [9]. Particularmente en las ciudades y en
condiciones climáticas adversas, las emisiones generadas por el tráfico están degra-
dando la calidad del aire hasta el punto en que la salud física de la población está
directamente amenazada. Varias ciudades ya han tenido que aplicar repetidas res-
tricciones de tráfico drásticas. El vehículo eléctrico también es ideal para integrarse
en nuevos conceptos de gestión de tráfico, como sistemas automáticos de alquiler
de automóviles y centros de distribución de mercancías, o pequeños autobuses para
servicios en el centro de la ciudad.
Sin embargo debido a la gran variedad de tecnologías de sistemas de propulsión
alternativos, fuentes de energía (renovables y no renovables), vectores energéticos
y aplicaciones particulares como el rango y el tipo de conducción, los organismos
públicos o empresas que decidan incorporar éste tipo de transporte en sus sistemas
se podrían formular la pregunta de cómo inciden diversos factores energéticos, de
uso y ambientales en el desempeño de los diferentes sistemas de propulsión.
Cuando se planea instalar de manera concreta algunas de estas nuevas tecno-
logías de transporte, los temas discutidos anteriormente muestran que es necesaria
una visión global con el objetivo de analizar el comportamiento de los sistemas en
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diferentes escenarios, como el análisis del pozo a la rueda (WTW). Este tipo de aná-
lisis permite examinar el rendimiento de los vehículos, el consumo de energía, la
autonomía y el impacto ambiental, cuando se alimentan con diversas fuentes de
energía y se conducen a lo largo de diferentes tipos de carreteras. Un análisis de
WTW también se denomina análisis del ciclo del combustible en el campo del trans-
porte de combustibles y análisis del ciclo de vida (LCA) para productos de consumo
[70].
Hay muchos estudios en la literatura basados en el análisis de WTW que realizan
un examen detallado de los sistemas de transporte y diversos tipos de generación
aplicados a diferentes países. El análisis de WTW es un enfoque útil para evaluar
las emisiones de gases de efecto invernadero, entre otros indicadores importantes,
producidos por diversos medios de transporte utilizando combustibles producidos
a través de diferentes vías. Este estudio toma en cuenta todos los procesos desde la
extracción y/o explotación de los recursos naturales hasta la operación del vehículo.
Este análisis se puede desglosar en dos etapas, pozo al tanque (WTT) y tanque a
rueda (TTW). La primera etapa, WTT, incluye los costos energéticos (en unidades
de energía) de la extracción, explotación, transporte y procesamiento de los recursos
naturales. En la etapa TTW se tienen en cuenta la eficiencia del propio vehículo,
desde que el combustible se carga hasta que se transforma en energía mecánica y
calor.
Wang [70], que fue uno de los primeros autores en trabajar con éste método, estu-
dió el impacto de un FCHEV utilizando el modelo GREET y evaluó la energía y las
emisiones WTW; Mizsey y Newson [71] compararon cuatro combinaciones de tren
motriz y combustible, considerando la eficiencia de WTW, las emisiones de gases de
efecto invernadero (GEI) y los costos de inversión; la mejor eficiencia se obtuvo para
el vehículo eléctrico híbrido (HEV) con un motor de combustión interna alimentado
con diésel, mientras que la mejor emisión de GEI de WTW se obtuvo para el FCHEV,
operado con H2 comprimido producido en una planta centralizada. En Simmons et
al. [72] se usó un FCS Ballard con un modelo estático que no tiene en cuenta el
comportamiento dinámico. La investigación se basa en un análisis de consumo de
energía, sobre simulaciones extensas en diferentes rutas de manejo de autobuses. En
este estudio se consideraron cinco configuraciones diferentes de autobuses urbanos
híbridos y eléctricos: dos autobuses híbridos paralelos, dos híbridos en serie, y un
autobús urbano eléctrico. En general, los resultados de la simulación indican que
los autobuses urbanos híbridos plug-in y eléctricos tienen el mejor potencial para
reducir el consumo de energía y las emisiones.
Hu et al. [73] realizaron un análisis TTW de un bus híbrido en serie plug-in,
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caracterizado por la eficiencia de recuperación de energía, energía consumida por
kilómetro y las eficiencias totales del sistema, estos indicadores se cuantificaron y
compararon en dos estrategias de administración de energía basadas en la optimi-
zación. Los resultados arrojaron que una estrategia mixta resulta mejor para todos
los indicadores, que la estrategia base de ”agotamiento de carga y mantenimiento
de carga”. Esta ultima estrategia se basa en descargar la batería hasta cierto punto y
luego mantener la carga dentro de una franja razonable.
Campanari et al. [74] presentaron un estudio de los balances energéticos y am-
bientales para FCHEV y BEV a través del método de análisis de WTW, aplicado a las
simulaciones del ciclo de conducción ECE-EUDC, utilizando modelos de mapas de
eficiencia. El análisis muestra que (i) cuando se usan fuentes de energía renovables al
100 % para generar electricidad, el BEV es la opción más eficiente, obviamente tam-
bién con cero emisiones; (ii) cuando se utiliza una combinación de fuente primaria
promedio en la generación de electricidad, o un 100 % de alimentación de carbón o
gas natural, los rendimientos del BEV son mucho más bajos, y las soluciones FCEV
se vuelven mucho más favorables tanto desde el punto de vista de la eficiencia como
desde las emisiones de CO2, especialmente si el rango de conducción se vuelve sig-
nificativo (por ejemplo, varios cientos de kilómetros) debido al aumento progresivo
del peso de la batería; (iii) entre las opciones de FCEV, FCEV-LH2, con hidrógeno lí-
quido generado a través de gas natural o por fuentes renovables, es la solución más
eficiente y de baja emisión de CO2. Yazdanie et al. [75] presenta un análisis de WTW
para diferentes tecnologías de transmisión de automóviles de pasajeros y diferentes
formas de generar los vectores energéticos en Suiza. Se presenta un caso sólido pa-
ra los BEV enchufables debido a su alta eficiencia de transmisión. Sin embargo, el
rendimiento de WTW depende en gran medida de la fuente de electricidad. Ade-
más identifican una combinación de electricidad crítica que divide el rendimiento
óptimo del tren motriz entre el BEV, ICEV y el vehículo híbrido enchufable. El ren-
dimiento del FCHEV está a la par con los BEV para la producción de vectores a
través de los recursos de biomasa y gas natural. Sin embargo, los BEV superan a
los FCHEV a través de la producción de vectores con energía solar. Los ICEV que
usan combustibles alternativos, particularmente biogás y GNC, también producen
una notable reducción de la energía y las emisiones de WTW, lo que indica que
los combustibles alternativos, y no solo las transmisiones alternativas, desempeñan
un papel importante en la transición hacia vehículos de bajas emisiones. Torchio y
Santarelli [76] proponen un índice global de WTW que toma en cuenta los aspec-
tos energéticos y ambientales, a través de la asignación de los costos asociados a
la energía y las emisiones contaminantes. En el trabajo de Svensson et al. [77], se
aplicó un enfoque de WTW para evaluar los impactos ambientales y energéticos de
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la introducción de hidrógeno en el sector del transporte en condiciones relevantes
para el sistema energético noruego. En Garcia et al. [78] se examinó el impacto am-
biental causado por el ciclo de vida del proceso de producción, acondicionamiento y
transporte de los combustibles utilizados por los autobuses (diésel, biodiesel (B100),
un biodiesel mezclado al 20 % (B20), y gas natural), donde también se incluyó un
análisis de WTW. Sharma and Stresof [79] realizaron el análisis del ciclo de vida
ambiental y económico de los impactos de combustibles alternativos y una compa-
ración con los combustibles convencionales para las condiciones australianas. En el
estudio de Zhou et al. [80], se probaron tres modelos BEV en la carretera mientras
se participaba en un proyecto de demostración en Macao y se aplicaron análisis de
LCA y WTW en las evaluaciones de energía y medioambiente para combustibles
alternativos y sistemas de baterías. Karabasoglu y Michalek [81], y Ang [82] infor-
maron que las condiciones de conducción tales como el peso del vehículo, la ve-
locidad de conducción media, las aceleraciones y frenados, la ruta de manejo, etc.,
afectan el rendimiento de los diferentes trenes de potencia produciendo cambios en
las eficiencias y las emisiones de GHG, por lo tanto, utilizar ciclos de conducción
significativamente diferentes permitirá un análisis más completo y reduce el sesgo
producido por el uso de un solo ciclo de manejo.
En éste capítulo se propone desarrollar un análisis comparativo novedoso para
ayudar a los gobiernos locales o tomadores de decisiones a evaluar los impactos
ambientales y energéticos de las tecnologías de autobuses alternativas. El marco
permite a las partes interesadas tomar decisiones sobre la adopción de tecnología y
la asignación de recursos basándose en la comprensión de la influencia de la ruta
de la energía, la combinación de electricidad, las condiciones de conducción y los
diferentes rangos en el desarrollo actual y el futuro de los vehículos urbanos de pa-
sajeros. También proporciona algunas respuestas a las complejidades de diseño y
planificación para la implementación de tecnologías de bus eléctrico. Por lo tanto,
se propone un método general para comparar los rendimientos energéticos y am-
bientales de diferentes tipos de motores y vectores de energía utilizando un único
índice multifísico.
El estudio se lleva a cabo dentro del alcance del análisis WTW (desde el pozo a la
rueda) y se aplica a un autobús urbano de pasajeros con cuatro sistemas de propul-
sión diferentes, alimentados con sus respectivos combustibles (o vectores de ener-
gía) obtenidos de diferentes fuentes. El sector del transporte se analiza como una
parte esencial del crecimiento de una ciudad inteligente. A su vez, en la etapa WTT
se evalúan diferentes energías primarias para los combustibles y escenarios energé-
ticos para la producción de electricidad, tanto actuales como futuros.
El consumo de energía y las emisiones de los autobuses (etapa TTW) varían signi-
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Figura 4.1: Esquema gráfico del método propuesto
ficativamente debido a las condiciones de manejo (es decir, congestión, geografía y
número de paradas) y configuraciones de propulsión (es decir, grado de hibrida-
ción, tipo de batería y tipo de celda de combustible). Por lo tanto, en la etapa TTW
se utilizaron modelos dinámicos junto con dos ciclos de conducción diferentes que
imponen condiciones de conducción diferentes.
El paso del pozo al tanque se realizó para escenarios presentes y futuros (año 2030)
utilizando diferentes supuestos para los próximos años y obteniendo diversos pa-
rámetros energéticos y ambientales. Posteriormente, ambas etapas se integraron en
una etapa de pozo a rueda donde se propusieron y discutieron índices relevantes.
Con el fin de evaluar adecuadamente las diferentes hipótesis para sistemas, rango,
ciclos y escenarios; Se utilizó un indicador multifísico (Índice de sostenibilidad inte-
grado), valorado entre cero y uno. En la figura 4.1 se muestra el esquema del método
propuesto en éste estudio.
Los mejores resultados para el caso de Argentina se lograron con vehículos eléc-
tricos híbridos a corto y mediano plazo. A largo plazo, los vehículos eléctricos con
batería son convenientes solo para un rango de conducción corto, mientras que los
autobuses con celdas de combustible ofrecen buenos rendimientos para un rango de
conducción más extenso. Posteriormente, se extendió dicho análisis comparativo en
cuatro tipos de trenes de propulsión de autobuses urbanos de pasajeros dentro del
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Figura 4.2: Fuentes de energía, procesos de transporte y distribución, y combustibles
y vectores energéticos de interés
alcance de WTW en Argentina, Chile y Brasil. Los trenes motrices estudiados fue-
ron: motor de combustión interna alimentado con diésel, vehículo eléctrico híbrido
de celda de combustible alimentado con hidrógeno, vehículo eléctrico de batería
alimentado con electricidad y vehículo eléctrico híbrido alimentado con diésel. El
objetivo del estudio es comprender cuál es la influencia de la ruta de la energía, la
combinación de electricidad, las condiciones y los rangos de conducción en el desa-
rrollo actual y futuro de los vehículos de pasajeros urbanos. Descubrimos que los
ZEV son notablemente superiores en el paso del tanque al de la rueda; sin embargo,
las acciones para mejorar su energía y el desempeño ambiental deben centrarse en
cómo generar energía limpia dentro de la combinación de electricidad y con qué
tecnologías. Para que los autobuses FCHEV sean competitivos, la proporción de
producción de hidrógeno proveniente del viento u otras tecnologías de cero emisio-
nes debería ser más del 50 %. En Argentina y Chile, los autobuses con ICE siguen
siendo una alternativa importante en el escenario actual solo para largas distancias,
en cambio, Brasil resulta ideal para la aplicación de autobuses eléctricos completos.
4.1. Método
Para el análisis de WTT, se propusieron dos escenarios para la producción de
vectores de energía en Argentina, el actual (año 2017) para todos los vectores de
energía y un escenario futuro (año 2030) para la generación de electricidad, basado
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en el trabajo de Di Sbroiavacca et al. [83], y para la producción de hidrógeno. En
ambos casos los combustibles diésel, hidrógeno gaseoso comprimido (H2), y electri-
cidad se consideraron como vectores de energía de salida.
La figura 4.2, muestra las fuentes de energía primarias, el proceso de transporte
y distribución, y los combustibles y vectores de energía relevantes para suministrar
todos los sistemas de propulsión utilizados, brindando una descripción visual de
las rutas utilizadas desde la extracción de energías primarias hasta sus usos finales.
Para el diésel, se consideraron las emisiones y las energías primarias necesarias
para producirlo a partir del petróleo crudo junto con su distribución por camión y
barcazas.
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Figura 4.3: Método de análisis TTW
En la etapa TTW se propusieron cuatro trenes de potencia en un autobús de
transporte urbano de pasajeros, que utilizan los vectores de energía analizados en la
etapa WTT:
Vehículo con motor de combustión interna alimentados con diésel (DV).
Vehículo híbrido con celdas de combustible (FCHEV) alimentado con hidró-
geno.
Vehículo eléctrico a baterías (BEV) alimentado con electricidad.
Vehículo eléctrico híbrido (HEV) alimentado con diésel.
El análisis WTW se hizo desde la perspectiva del transporte público estudiando
los trenes de potencia en un autobús para el transporte urbano de pasajeros. Las
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Tabla 4.1: Parámetros del Bus
Parámetro Valor Unidad
Peso de la carrocería 12754.4 kg
Coeficiente de drag 0.79 -
Coeficiente de rodadura 0.0094 -
Radio de la rueda 0.486 m
Peso de los pasajeros 1500 kg
características principales del bus se enumeran en la tabla 4.1. Como se muestra en
la Figura 4.3, cada modelo utilizado permite analizar el rendimiento de los buses
proporcionando una gran cantidad de datos de salida de los cuales solo algunos de
ellos se utilizan para este trabajo y se describen en la sección 4.1.3.
4.1.1. Etapa del pozo al tanque (WTT)
El modelo utilizado es el conocido GREET [70] desarrollado por el laboratorio
ARGONNE, que es una herramienta analítica para estimar el uso de energía y las
emisiones del ciclo del combustible. El modelo se utilizó para estudiar el uso de
energía en ciclo del combustible y las emisiones para tres vectores de energía dife-
rentes, diésel, H2 y Electricidad.
4.1.1.1. Producción del hidrógeno
El reformado con vapor de hidrocarburos (steam reforming) es el proceso más
económico y ampliamente utilizado para la producción de hidrógeno [84]. En reali-
dad, aproximadamente el 90 % del hidrógeno generado en el mundo se produce
a partir de combustibles fósiles, principalmente a través del reformado de metano
con vapor, [85, 86]. El gas natural, que compuesto principalmente por metano, se
usa comúnmente como el insumo principal. También se requiere electricidad pa-
ra la compresión, almacenamiento y suministro de gas hidrógeno. Actualmente en
Argentina, el H2 se produce siguiendo la tendencia mundial.
La producción de H2 para el escenario actual se consideró a partir del reforma-
do del gas natural utilizando fuentes del mix Argentino de energías primarias, y su
transporte a través de tuberías virtuales. Para el escenario futuro (escenario Argenti-
na 2030) se consideró la obtención de H2 a partir de un mix de hidrógeno electrolítico
de parques eólicos e hidrógeno obtenido por reformado del gas natural en iguales
proporciones. El transporte se consideró hecho a través de tuberías virtuales. Una
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Figura 4.4: Tecnologías y tasa de participación en la generación de energía eléctrica
en Argentina.
tubería virtual es una alternativa a una tubería convencional, en la cual no hay una
tubería física que conecte la fuente y el usuario del gas que se está enviando. Un
gasoducto virtual permite el uso de gas en lugares donde la red de gasoductos no
llega. Esto se logra comprimiendo el gas en el origen y distribuyéndolo a través de
camiones a los distintos puntos de consumo.
4.1.1.2. Generación eléctrica
Para la producción y distribución de electricidad en la matriz eléctrica argen-
tina se tuvo en cuenta todos los métodos de generación disponibles en Argentina
en su proporción adecuada: térmica (turbina de gas y de vástago, motor diésel, ci-
clo combinado), nuclear, renovables (solar y eólica) e hidráulica. La producción de
electricidad necesita como insumos uranio natural y enriquecido, fuentes renova-
bles como la energía solar y eólica, y combustibles fósiles producidos en el país e
importados, como petróleo, gas y carbón.
La figura 4.4 muestra la combinación de tecnologías, eficiencias y tasas de parti-
cipación en la generación eléctrica a partir de la combinación argentina de energías
primarias para el escenario 2017 y para el escenario 2030. El mix de electricidad ac-
tual, se realizó utilizando el informe mensual de la compañía administradora del
mercado mayorista de electricidad (CAMMESA) [87], que contiene información so-
bre la generación mes a mes de los 3 años últimos tres años. Estos datos se utilizaron
para calcular la participación promedio de cada tecnología de generación a lo largo
del año 2017. El escenario futuro se definió utilizando el trabajo de Di Sbroiavacca
et al. [83].
Cada tecnología utilizada para la generación de energía eléctrica a partir de fuen-
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tes fósiles utiliza diferentes materias primas: en el caso del ciclo combinado, tiene
88.42 % de gas natural (NG) y 11.58 % de gasóleo; la turbina de gas de ciclo sim-
ple tiene 91.18 % de NG y 8.82 % de gasóleo y, finalmente, la turbina de vapor tiene
16.06 % de carbono, 59.1 % de fuel oil y 24.84 % de NG. La combinación argentina de
energías primarias para 2030 escenarios se tomó del trabajo de Di Sbroiavacca et al.
[83].
En ambos escenarios se consideraron las pérdidas debidas a la distribución y
transmisión en la red eléctrica usando los datos del Banco Mundial [88].
4.1.1.3. Producción y distribución de diésel
Para generar las rutas de producción de diésel se tomaron los insumos actualiza-
dos de Argentina e incluyeron el combustible importado transportado en barcaza,
crudo tradicional y no tradicional de las reservas nacionales, transporte de petró-
leo crudo, refinación de diésel, transporte y distribución de diésel, para el vehículo
diésel y el vehículo eléctrico híbrido.
La producción de diésel se calculó como una mezcla de 90 % de diésel y 10 %
de biodiesel a partir de granos de soja, siguiendo lo que establece la resolución
1125/2013 de la Secretaría de Energía [89]. El biodiesel se propone como una forma
de diversificar las fuentes de energía sin la necesidad de una nueva infraestructura o
modificación en los vehículos y como un combustible renovable [90, 91]. En vista del
aumento sostenido en el porcentaje de biodiesel en la mezcla, en el futuro escenario
se propone un 20 % de mezcla de biodiesel a partir de soja.
4.1.2. Etapa del tanque a la rueda (TTW)
En esta sección se ofrece una breve descripción de los componentes usados en
cada uno de los trenes de potencia de los buses de pasajeros, y los diferentes modelos
matemáticos utilizados para hacer las simulaciones y una descripción de los ciclos
utilizados para el estudio.
4.1.2.1. Modelo de trenes de potencia
Los BEV y FCHEV se evaluaron utilizando modelos desarrollados en el grupo
de trabajo al cual pertenezco [33, 92–94] y los sistemas de propulsión restantes se
simularon utilizando ADVISOR [95]. Este último aproxima el comportamiento di-
námico de un vehículo a través de una serie de pasos discretos durante los cuales,
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Figura 4.5: Diagrama de componentes para los distintos trenes de potencia
se asume el estado estacionario de los componentes. Este supuesto permite utilizar
para cada componente del sistema mapas de eficiencia provenientes de pruebas de
estado estacionario en el laboratorio.
Los FCHEV y el BEV son vehículos de emisión cero (ZEV), lo que significa que no
producen emisiones de contaminantes gaseosos durante su operación. Estos vehícu-
los son propulsados por motores eléctricos alimentados con electricidad de baterías,
sistemas de celdas de combustible, o cualquier otra fuente de electricidad; tienen
una mayor eficiencia general y un menor consumo de energía cuando el vehículo
está inactivo, mientras que el motor de combustión interna (ICE) necesita combusti-
ble para mantenerse en movimiento. Los BEV y el FCHEV además de las emisiones
cero, junto con el HEV, tienen la ventaja de tener frenos regenerativos, que permiten
recuperar y almacenar la energía que, de lo contrario, se perdería como calor en el
sistema de frenos de fricción. El peso del combustible no se considera en este estudio
y, por lo tanto, el peso neto se considera invariante.
La figura 4.5 muestra el diagrama de flujo de energía de las diferentes arquitec-
turas de tren de potencia propuestas, donde H2 es el sistema de almacenamiento de
hidrógeno, DC/DC son los convertidores Buck-Boost, DC/AC son los inversores,
EM son los motores eléctricos , MC es el acoplamiento mecánico, GB son las cajas de
engranajes y DIFF son los diferenciales y las reducciones finales.
Para calcular la energía requerida para el movimiento del bus, se tuvieron en
cuenta los efectos del rodadura de la rueda, la fuerza ejercida por la gravedad en
pendientes, la resistencia del aire, la eficiencia de los componentes electrónicos, la
eficiencia del motor eléctrico en modo motor y freno, la eficiencia mecánica y la
energía auxiliar requerida por el vehículo [33]. Este modelo es útil para todo tipo
72 Capítulo 4. Análisis del pozo a la rueda de cuatro tipos de buses
Tabla 4.2: Peso de todos los sistemas en todos los ciclos, en kg.
peso BUS FCHEV bus BEV bus
Ciclo Autonomía Carrocería Pasajeros FCS + EM BAT H2 Total BAT Total[km] tanque peso
UK
100
12754 1500
750 108
209 15621 1404 15659
200 420 15832 2988 17242
300 638 16051 4854 19109
400 864 16277 7143 21397
EUDC
100
1000 385
166 16105 1138 15393
200 329 16268 2338 16592
300 497 16436 3662 17916
400 665 16603 5145 19399
de vehículos al ajustar los diversos parámetros de entrada, como el peso del vehícu-
lo, los factores de rodadura, el coeficiente de arrastre, las tablas de eficiencia de los
motores eléctricos, etc. La ecuación 4.1 expresa la potencia eléctrica necesaria pa-
ra alimentar el motor eléctrico en los modelos de bus FCHEV y BEV, considerando
los efectos aerodinámicos, gravimétricos y de rodadura, los componentes electróni-
cos, el motor eléctrico y las eficiencias mecánicas. Los valores de los parámetros se
especificaron en la tabla 4.1.
Preq =
[(
dV
dt
+ f0 cos(α) + g sin(α)
)
m +
1
2
CDρAV2
]
V
ηelecηEMηmec
+ Paux (4.1)
Se considera que el sistema auxiliar funciona a una potencia constante de 6 kW,
consumidos por los sistemas de aire acondicionado, bombas hidráulicas, luces, ins-
trumentos, etc.; alimentándose con la electricidad generada a bordo o proveniente
de las baterías.
La tabla 4.2, muestra los pesos de los buses de celdas de combustible y eléctrico
a baterías, en todos los ciclos utilizados. El peso del bus vacío se refiere al peso de
la carrocería sin contar los elementos del tren de potencia y FCS significa sistema de
pila de combustible.
4.1.2.2. Bus diésel
Este vehículo funciona con un tren de potencia convencional que consiste en
un motor diésel Caterpillar 3126E, una caja de cambios Rockwell RM10-145A y un
catalizador estándar para motores diésel, que suman un peso parcial de 1262 kg y
dan un peso total de 15389 kg.
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4.1.2.3. Bus eléctrico híbrido
Los vehículos híbridos utilizan dos o más fuentes de energía, por ejemplo, mo-
tores eléctricos y motores de combustión interna. Hay varias configuraciones dis-
ponibles como: en serie, paralelo, serie-paralelo, etc. Para el bus híbrido se adopta
una configuración paralela (ver figura 4.5). El motor de combustión interna es un
Mercedes OM611, que alcanza 92 kW a 4200 rpm conectado a una caja de cambios
Rockwell RM10-145A con un catalizador estándar para el motor diésel. La propul-
sión eléctrica comprende 100 módulos de baterías de ión-litio Saft de 6 Ah y un mo-
tor eléctrico de 100 kW. Los elementos del tren motriz mencionados anteriormente
pesan 895 kg y contribuyen a un peso total de 15031 kg.
4.1.2.4. Bus eléctrico a baterías
El vehículo eléctrico (BEV) es propulsado por un motor eléctrico de 250 kW ali-
mentado únicamente por la energía almacenada en las baterías de ion-litio. La se-
lección de las baterías determina la potencia máxima disponible y la capacidad de
energía de los sistemas, a diferencia del FCHEV donde la capacidad de energía está
vinculada a la selección del tanque, y la potencia máxima al FCS. La batería selec-
cionada tiene 56 celdas de 30 Ah en serie, con una tensión nominal de cada celda de
3.7 V y voltaje nominal del pack completo de 207.2 V, una corriente de descarga má-
xima de 600 A, y una corriente de carga máxima de 30 A. El máximo y el mínimo de
SoD se establecieron como 80 % y 10 %, lo que da un 70 % profundidad de descarga
(DOD). El SoD inicial para cada ciclo se establece como 10 % y el freno regenerativo
puede cargar la batería si el SoD alcanza este límite. El paquete de baterías tiene una
energía nominal de 6.22 kWh y se colocan en paralelo para aumentar el alcance del
autobus.
Como entradas, el modelo necesita la temperatura ambiente, la potencia requeri-
da por el vehículo en cada instante y la potencia entregada por el freno regenerativo
del vehículo. Como salidas se obtienen la tensión y la corriente suministrada, la
temperatura de la batería, el estado de descarga y las pérdidas debidas a los proce-
sos de carga y descarga. El modelo utilizado para las baterías del bus se encuentra
descripto en la sección 2.4.1.
La conexión de las celdas individuales puede ser en serie, en paralelo o combi-
narse según los objetivos. Usando baterías en serie, es posible aumentar el bus de
voltaje manteniendo la capacidad del stack de baterías igual a la capacidad de una
sola batería, mientras que una disposición en paralelo aumenta la capacidad y man-
tiene el bus de voltaje de la pila de baterías igual al voltaje de una sola batería. Por
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Tabla 4.3: Parámetros usados en el modelo de la batería
Parameter Value Unit
Capacidad de cada celda 30 Ah
Voltaje nominal 3.7 V
Corriente de descarga max. 600 A
Corriente de carga max. 30 A
Voltaje de corte 2.7 V
Número de celdas 56
Profundidad de descarga 70 %
SOD inicial 10 %
SOD máximo 80 %
SOD mínimo1 10 %
lo tanto, una stack de 56 celdas de baterías de ion-litio en serie se define como el bus
de voltaje objetivo, y el número de stacks en paralelo varía a medida que aumenta
la autonomía del autobus.
La tabla 4.3 muestra los parámetros usados para el modelo de la batería.
4.1.2.5. Bus con celdas de combustible
El tren de potencia del FCHEV consta de un conjunto adecuado de tanques de
hidrógeno de 350 bar, un sistema de celdas de combustible y una batería de ion-
litio y un motor eléctrico de 250 kW. La principal fuente de energía es el hidrógeno
almacenado en un recipiente a presión (350 bar) que se transforma en electricidad
en la celda de combustible, la batería de ion-litio, cuyo modelo se trato en la sección
anterior: 4.1.2.4, se utiliza como sistema secundario de energía para ayudar a la celda
de combustible cuando ésta no puede alcanzar la potencia solicitada por el vehículo,
debido a un retardo producto de la inercia del sistema de pila de combustible o
porque la potencia solicitada excede la potencia máxima de FC. La batería se puede
cargar durante el funcionamiento con el excedente de potencia de la FC o mediante
el frenado regenerativo.
La celda de combustible Ballard FCvelocity R©-HD6, esta diseñado específica-
mente para autobuses eléctricos, ofrece 150 kW (2 pilas de 75 kW) de potencia bruta
con un peso del sistema de 400 kg. El sistema incluye humidificación de aire, recircu-
lación del H2 y condensador para la recuperación del agua [20]. La tabla 4.4 muestra
las principales características de cada stack de la FC. Para el ciclo EUDC se utilizan
dos stacks y para el ciclo UK un solo stack.
1SOD a partir del cual el freno regenerativo y la FC pueden cargar la batería
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Tabla 4.4: parámetros del FCS
Parámetro Valor
Área activa 419 cm2
Nro. de celdas por stack 370
Potencia bruta 75 kW
Porcentaje de purga de H2 8 %
El modelo dinámico del stack PEMFC se extrajo del trabajo de Correa et al.
[93, 94, 96] y se modificó introduciendo los parámetros apropiados [97]. Este mo-
delo toma en cuenta los principales fenómenos electro-químicos, térmicos, y de di-
námica de fluidos para predecir la potencia de salida y se combina con el modelo de
balance de planta que incluye el compresor, dispositivos de refrigeración y sistemas
de gestión de agua. Para obtener el voltaje de la celda, se deben calcular las pre-
siones del reactivo en la capa de catalizador y la concentración como una función
de las condiciones de funcionamiento de la celda. Además, dado que la salida de
potencia depende de los sistemas de gestión de la temperatura, se debe calcular la
temperatura de todo el sistema (FC y sistema de gestión del agua). Los cambios en
la temperatura provienen de la producción de calor por la reacción química exotér-
mica, de la disipación de calor interno y de la transferencia de calor con el circuito
de enfriamiento.
La ecuación de Nernst da el voltaje de equilibrio para una reacción dada como
una función de la temperatura y las presiones del reactante, y puede expresar como:
E0 = −∆g¯(T, p0)2F +
RTst
2F
ln
PH2 PO2
0,5
PH2O
(4.2)
Tan pronto como la celda de combustible produce una corriente neta, se produ-
ce la sobretensión de activación (ηact), la sobretensión de concentración (ηconc) y la
sobretensión óhmica (ηohm). En la ecuación (4.3) se obtiene el voltaje real de la cel-
da VFC como la suma del voltaje ideal de Nernst obtenido de la ecuación (4.2) y las
suma de sobretensiones (∑ η).
Vcell = E0 − ηact − ηconc − ηohm (4.3)
El consumo total de hidrógeno viene dado por la ecuación (4.4).
mH2 =
∫ t f
t0
MH2
NC
2F(IFC + Iaux)(t)dt (4.4)
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Figura 4.6: Driving cycles
donde IFC es la corriente de la FC, Iaux es la corriente de los auxiliares, NC es
el número de celdas en la celda de combustible y F es la constante de Faraday. El
modelo fue validado con los datos obtenidos de una demostración realizada en el
marco del proyecto ENFICA-FC [98]. La validación del modelo a través de datos
experimentales se informa en Romeo et. al. [99]. Las ecuaciones clave de los modelos
electroquímicos, de balance de masas y térmicos se resumen en la Tabla 4.5.
4.1.2.6. Ciclos de manejo para buses
Dado que diferentes patrones de conducción modifican el consumo de energía
de los vehículos [81], se propusieron dos ciclos de conducción para este estudio, el
ciclo NEDC con el EUDClow (Ciclo de conducción extra urbano para vehículos de
baja potencia) [100] (a partir de ahora referido como EUDClow) y el ciclo UK-BUS
(ciclo de manejo del bus de tránsito de Londres) [101]. La figura 4.6 muestra las
dos velocidades de los ciclos de conducción. El ciclo UK-BUS es un ciclo de conduc-
ción de autobus real, con múltiples arranques y paradas donde la velocidad máxima
es relativamente baja. El ciclo EUDClow tiene una velocidad máxima alta y varios
arranques y paradas debida a las características de un ciclo mixto de conducción
urbana y extra urbana. Los dos ciclos de conducción y todos los autobuses se estu-
diaron en 4 rangos diferentes, 100 km, 200 km, 300 km y 400 km, para analizar cómo
afecta el rango en el rendimiento de los vehículos.
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Fenómeno Ecuación Referencia
Principales ecuaciones del modelo electro-químico
Pérdida por activación en los electrodos ηactcat + ηactan = ηact =
RTst
2F
sinh−1
(
i
2i0,an
)
+
RTst
0,5F
sinh−1
(
i
2i0,ca
)
[102]
Densidad de corriente de intercambio en el cátodo i0,ca = T2(552× 10−9) + Tst(−321× 10−6) + 0,04674 [93]
Resistencia iónica rion = rm =
tm
(5,139× 10−9λm − 3,26× 10−3) exp
(
2416( 1273 − 1Tst )
) [103]
Principales ecuaciones del modelo térmico
Intercambio de energía mCst
dTst
dt
=∑
i
±Gi · hph,i −
∣∣∣Φambconv∣∣∣− ∣∣∣ΦWCconv∣∣∣+Φsource
[94]
Int. de calor por convección
∣∣∣Φambconv∣∣∣ = Aambst · hcell−ambconv (Tst − Tamb)
Generación de calor en el stack Φsource = nc · i · Acell
(
−Tst4s¯
2F
+∑
j
ηj
)
Intercambio de calor con el sistema de enfriamiento
∣∣∣ΦWCconv∣∣∣ = AWCst · hWC−ambconv (Tst − TWC)
Principales ecuaciones del modelo de balance de planta
Presión parcial efectiva del H2 p∗H2 = 0,5p
sat
H2O
 1
xchannelH2O exp
(
RT
pan2F
Istlca
DH2O,H2
)
 [104]
[105]
[106]
Presión parcial efectiva del O2 p∗O2 = p
sat
H2O
(
1−x∗N2
x∗H2O
− 1
)
Tabla 4.5: Ecuaciones claves electro-química, balance de masa y de planta, y modelo térmico de celda de combustible
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Tabla 4.6: Indices relevantes
Índice Tiene en cuenta
1. EI: Indice de emisión Medioambiente
2. VGE: Densidad gravimétrica de energía del vehículo [kW h/kg] Energía acumulada por kg del tren de potencia
3. CT: Tiempo de carga [min/km] Tiempo de repostaje por km recorrido
4. TEE: Eficiencia energética total Eficiencia en la conversión de energía
5. FE: Economía energética [km h/kW] Eficiencia del vehículo y su vector energético para cubrir distancias
4.1.3. Índices relevantes
Para comparar el comportamiento de los cuatro vehículos estudiados, se selec-
cionaron indicadores de diferente naturaleza, debido a su importancia en el rendi-
miento multifísico (energético y ambiental) de estos vehículos, para los dos ciclos de
conducción descritos anteriormente en las cuatro autonomías estudiadas. Los índi-
ces propuestos están listados en la tabla 4.6.
4.1.3.1. Densidad gravimétrica de energía del vehículo (VGE)
La eficiencia gravimétrica del vehículo se utiliza para medir qué capacidad tiene
la tecnología de almacenamiento y del tren de potencia para almacenar energía en
función del peso de los sistemas. La energía del diésel y del hidrógeno almacenado
se calcula considerando su poder calorífico inferior [MJ/kg].
4.1.3.2. Tiempo de carga (CT)
Otra característica importante para hacer una comparación correcta entre los sis-
temas de movilidad es el tiempo de recarga de los sistemas de almacenamiento, de
acuerdo con su autonomía. En general, este factor es la barrera clave que reduce el
atractivo de la movilidad eléctrica en muchos casos. La ansiedad por la autonomía
(range anxiety) es un concepto relativamente nuevo [107] relacionado con la idea de
la insuficiencia de los vehículos eléctricos para cubrir las distancias diarias de via-
je, y señala uno de los problemas que los fabricantes de vehículos eléctricos deben
superar para competir con los vehículos de gasolina y diésel. [108].
Los vehículos híbridos ofrecen una autonomía que es en general similar al de los
autobuses diésel y el híbrido paralelo utilizado en el trabajo presentado por Mah-
moud et al. [109] proporciona un alcance eléctrico adicional de 10 km. Con tanques
de almacenamiento de H2 a presión de 350 bar el FCHEV proporciona una autono-
mía eléctrica similar a la del bus diésel [110]. Los FCHEV se ven menos afectados
que los BEV, ya que el tiempo de carga es ligeramente superior al del DV, con tasas
de reabastecimiento que van desde 0.9 kg/min [111] a 5 kg/min [112]. Se adoptó
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el límite superior de 5 kg/min, siguiendo la experiencia de BC Transit en Whistler,
Canadá [112]. Por otro lado, los BEV tienen diferentes alternativas para cargar la ba-
tería, por ejemplo, carga de oportunidad, carril de carga y estación final de carga. La
selección del sistema de carga depende de numerosos factores, como la longitud de
las rutas, la duración del turno de los conductores, el tamaño de la flota de autobu-
ses, la frecuencia de servicio, la longitud de circulación, la velocidad de operación
promedio, las horas de operación, etc. [113, 114]. Muchos estudios proponen dife-
rentes aplicaciones para realizar varias carga rápida [115], en este trabajo se asume
un enfoque conservador y se selecciona la estación de carga final. Independiente-
mente del tamaño de la batería, el tiempo de carga permanece constante y se adopta
una carga lenta para conservar la batería, lo que lleva a una carga de 6 horas para el
BEV. Para el DV y el HEV se adoptaron flujos de carga de 70 l/min.
El índice de tiempo de carga se expresa en minutos por km, lo que nos permite com-
parar diferentes autonomías para cada autobús. Se agregaron 2 minutos en cada
carga para tener el cuenta las maniobras de carga.
4.1.3.3. Eficiencia energética (TEE)
Se pueden calcular tres eficiencias energéticas diferentes, la eficiencia WTT, la
eficiencia TTW y la eficiencia WTW. La eficiencia energética de WTT es la energía
del vector energético producido dividida por la energía consumida durante su pro-
ducción, transporte y distribución. La eficiencia energética TTW calcula la relación
entre la energía necesaria para mover el vehículo (energía de la rueda) y la canti-
dad de energía suministrada al vehículo como vectores energético. La eficiencia de
WTW es la relación entre la energía necesaria para mover el vehículo y la energía
consumida durante la producción, transporte y distribución de los vectores energé-
ticos, es decir, la energía suministrada al vehículo dividida por la eficiencia WTT.
En las ecuaciones 4.5 a 4.7 se desarrolla la formulación teniendo en cuenta que los
vehículos se alimentan, como máximo, de dos vectores de energía.
ηWTTi =
Eni
∑j Enj
(4.5)
ηTTWk =
Enwheelk
∑i Eni
(4.6)
ηWTWk =
Enwheelk
∑i ∑j Enj
=
Enwheelk
∑i
Eni
ηWTTi
(4.7)
donde:
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i: itera sobre los vectores energéticos.
j: itera sobre las fuentes de energía primaria.
k: itera sobre los trenes de potencia.
4.1.3.4. Eficiencia del consumo (FE)
La eficiencia del consumo (Fuel Economy o FE) mide la relación entre la distancia
recorrida y la energía total consumida. Es la inversa del consumo de combustible
pero expresado en energía. Además la energía considerada es aquella utilizada para
producir, transportar y distribuir los vectores energéticos que luego fueran usados
por los buses. No solo mide qué tan buena es la conversión de energía, sino que
también tiene en cuenta el propósito del sistema, que es cubrir la mayor distancia
posible con el menor gasto de energía.
En el paso TTW, se obtiene la energía necesaria de cada vector simulando los
trenes motrices y luego se calcula el costo energético para obtener el vector en el
paso WTT.
4.1.3.5. Índice de emisiones (EI)
Para tener en cuenta los aspectos medioambientales, se han evaluado las emi-
siones de contaminantes asociadas tanto al paso del proceso de producción (WTT)
como también a la utilización final del combustible (TTW). Las emisiones de WTT
en la extracción, el procesamiento químico y el transporte de energía se calcularon
utilizando el software Greet y las emisiones de TTW con los modelos del grupo de
trabajo y los modelos de ADVISOR. El índice de emisión (Emision Index o EI) se
obtiene siguiendo el trabajo de Hacatoglu et al. [116] y se definen como:
EI = βNOxWEINOx + βCOWEICO (4.8)
WEINOx = WEICO =
1
2
(4.9)
βx =
Ax,st
Ax
(4.10)
donde Ax,st es el estándar de calidad ambiental para cada contaminante (EPA,
2011), y Ax representa la concentración de gas emitido por los buses y la generación
de vectores, y se calcula como:
Ax = φxτx (4.11)
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donde φx es el tiempo de residencia del contaminante, y τx es la cantidad de
gas emitido por kilometro recorrido. La agencia de protección ambiental de EE.UU.
(EPA) brinda valores de referencia en cuanto al nivel de contaminantes aceptable y
su tiempo de residencia [117]. Se consideraron dos contaminantes a saber, NOx y
CO, para los cuales los valores de referencia se muestran en la tabla 4.7.
Tabla 4.7: Parámetros del índice de emisión
τx[h] Ax,st [µg/m3]
NOx 24 100
CO 840 10000
4.1.4. Integración de los índices
En la búsqueda de un índice único que permita un análisis comparativo simple
de la sostenibilidad energética y ambiental de los diferentes autobuses, se propone
un Índice Integrado (II) (Hacatoglu et al. [116]). El II considera los factores de pon-
deración apropiados para aquellos índices relevantes con valores normalizados que
van de cero a uno, donde uno es la mejor evaluación posible para los autobuses. Pa-
ra normalizar los índices en este rango, los índices evaluados en cada escenario de
cada país se dividieron por los mejores índices logrados en dicho país y escenario, es
decir, el CT más bajo y el FE, TEE, EI y VGE más altos. De este modo, un índice con
un valor de uno es el mejor rendimiento posible para ese país en ese escenario. El
valor del índice (Ij) se multiplica por un factor de ponderación (Wj). El II del sistema
se obtiene como la suma de estos valores. El valor de cada indicador se multiplica
por un factor o peso de ponderación (ver tabla 4.8) y luego se suman para obtener
el índice final llamado Índice Integral (II).
4.2. Resultados
En esta sección se presentan los resultados del análisis WTW en forma de gráficos
araña. Si bien se cuenta con información de todos las autonomías propuestas, en
los gráficos solo se mostrarán el desempeño en cada uno de los índices propuestos
Tabla 4.8: Pesos ponderados para el índice II
Ij TEE FE VGE EI CT
Wj 0.3 0.3 0.1 0.2 0.1
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para las autonomías más bajas y más altas (100 km y 400 km) para poder apreciar
la información de mejor manera. La normalización propuesta en la sección 4.1.4 se
utiliza en los índices obtenidos para facilitar la comparación entre ellos.
4.2.1. Escenario 2017
El escenario actual se analizará en mayor profundidad distinguiendo el desem-
peño de los trenes de potencia en cada una de las etapas (WTT, TTW y WTW), para
ello se examinan las figuras 4.7, 4.8, 4.9 y 4.10, que muestran los resultados TTW nor-
malizados, las eficiencias (TEE y FE) y las emisiones (CO y NOx), respectivamente,
para cada una de las configuraciones de bus y para los rangos de 100 y 400 km de
cada ciclo.
En las figuras 4.7, 4.8, 4.9 y 4.10, del lado izquierdo se muestran el ciclo EUDC
con 100 km de autonomía en la parte superior y 400 km en la parte inferior; la parte
izquierda del gráfico muestra los resultados para el ciclo UK, con 100 km en la parte
superior y 400 en la parte inferior. Para este análisis detallado solo se evalúan los
índices de eficiencia y emisiones, ya que CT y VGE son características específicas
del vehículo.
La figura 4.7 muestra el comportamiento de la eficiencia TEE para el ciclo EUDC
con un rango de 100 km en el escenario de 2017, donde, en general, los autobuses con
ICE tienen un rendimiento superior para la etapa WTT. Por otro lado los autobuses
de motor eléctrico tienen un rendimiento marcadamente mejor para el TTW. En el
caso de FCHEV, tiene un rendimiento medio para ambas etapas WTT y TTW. En el
análisis de TEE para el ciclo WTW completo, el BEV y HEV muestran los mejores
comportamientos. Cuando el rango se lleva a 400 km y se pueden ver que los índices
no varían con respecto a los del EUDC100.
El cuadrante superior derecho de la figura 4.7 muestra el ciclo UK para 100 km
de autonomía, donde se puede observar una notable disminución en la eficiencia
de todos los buses que utilizan ICE. Este comportamiento se debe a que el ciclo UK
tiene más paradas que el ciclo EUDC, por lo tanto, suceden tres cosas:
Los motores ICE funcionan durante más tiempo en ralenti y a bajas revolucio-
nes, y por lo tanto a menores eficiencias.
El aumento de paradas y frenados disminuye el rendimiento de todos los tre-
nes de potencia.
Debido al frenado regenerativo, el rendimiento de los sistemas con motores
eléctricos aumenta con respecto a los otros sistemas.
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Figura 4.7: Eficiencia total (TEE) en el escenario 2017
Aumentando el rango a 400 km en el cuadrante inferior se pueden ver comporta-
mientos similares al UK100.
La eficiencia del consumo (FE) se desagrega en las etapas TTW y WTW, ya que
al ser una índice que evalúa en base al uso final del combustible (km realizados por
unidad de energía) no tiene sentido estudiarlo en una etapa en la cual todavía no
se realiza el uso final (WTT) . En la figura 4.8 se puede apreciar un comportamiento
particular del sistema BEV: los kilometros realizados por unidad de energía depen-
den en gran medida del rango para BEV, mientras que los DV, HEV la dependencia
nula y para el y FCHEV es menos marcada. Esto se debe a que para mayores au-
tonomías los BEV y los FCHEV deben aumentar el peso de sus componentes, en
menor medida para este último, lo cuál conlleva a aumentar el gasto energético por
km. Así mismo como en el análisis de la TEE, se ve una marcada superioridad de
los vehículos eléctricos en la etapa WTW.
La figura 4.9 muestra cómo las emisiones relacionadas con la generación de elec-
tricidad e hidrógeno (WTT) hacen que el rendimiento de las emisiones de CO de
totales sean peores en los vehículos que tienen poca o ninguna emisión. Las emisio-
nes de NOx representadas en la figura 4.10 muestran el efecto contrario, en el que
las altas emisiones de ICE superan los beneficios potenciales de las bajas emisiones
durante la producción del vector de energía (WTT).
Como podemos ver en la figura 4.11 para distancias cortas (100 km), el BEV y
el FCHEV parecen ser capaces de competir con el DV y el HEV. En distancias lar-
gas (400 km), los vehículos con ICE ofrecen ventajas comparativas significativas con
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Figura 4.8: Resultasos de eficiencia del consumo para laas etapas TTW y WT
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Figura 4.9: Resultado de emisiónes de CO en la etapa WTW
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Figura 4.10: Resultado de emisiónes de NOx en la etapa WTW
respecto al BEV y un poco menos con respecto al FCHEV en varios índices: CT y
VGE especialmente. Los ZEV se vuelven muy poco competitivos porque, en com-
paración con los demás, los índices CT y VGE son muy bajos y el índice EI también
es más bajo, pero en menor medida. El FCHEV, en comparación con los BEV, mejora
sustancialmente en los rangos largos, debido a que el aumento en el rango lleva a
un aumento en el peso en los sistemas de almacenamiento, que es mucho mayor en
los sistemas de batería que en el FCS. Esto afecta al VGE y al FE. Por otro lado, al
comparar ciclos, se puede ver que los BEV parecen mejorar considerablemente en
comparación con los otros vehículos para el ciclo UK. Esto se debe a que el rendi-
miento de los motores eléctricos permanece casi invariable en una amplia gama de
RPM a las que opera el motor. Además, en el ICE hay un cambio sustancial en la
eficiencia de los motores en todos los rangos de RPM. Adicionalmente, la energía
recuperada por el sistema de frenado regenerativo en el ciclo UK, donde hay mu-
chas paradas, genera un aumento en la eficiencia energética que tiene un impacto
en la mejora del rendimiento de ZEV.
4.2.2. Escenario 2030
Para el escenario Argentina 2030 (figure 4.12), como en el escenario 2017, para
ciclos cortos (rango de 100 km) el BEV y el FCHEV parecen competir en igualdad
de condiciones con los autobuses ICE, aunque tienen un índice CT más bajo (en
particular, el BEV) pero mejoran notablemente en el índice de EI con respecto al es-
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Figura 4.11: Argentina 2017
cenario de 2017, incluso hasta el punto de exceder el rendimiento de los vehículos
con ICE. Para ciclos largos, el BEV reduce sustancialmente su rendimiento (bajan ca-
si todos sus índices), pero en comparación con el 2017, el FCHEV parece competir en
igualdad de condiciones con el DV y el HEV para ambos rangos. Para los diferentes
ciclos, en este caso podemos ver que, como en el escenario de 2017, el DV disminuye
en el índice FE más que los otros vehículos.
4.3. Extensión del Estudio a Brasil y Chile
Para comprender cuál es la influencia de la ruta de la energía y como los diferen-
tes escenarios energético afectan el desempeño actual y futuro de los vehículos de
pasajeros urbanos se propuso extender el estudio hecho para Argentina a los países
vecinos Brasil y Chile, siguiendo el mismo método propuesto anteriormente.
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Figura 4.12: Argentina 2030
4.3.1. Brasil WTT
4.3.1.1. Mix eléctrico
Debido a la diversidad de recursos disponibles, Brasil tiene diferentes tipos de
centrales eléctricas, siendo la hidroeléctrica la predominante, como se muestra en la
figura 4.13. La combinación de electricidad se tomó de los datos publicados por el
Ministerio de Minas y Energía [118], y el escenario futuro se tomó de Sánchez Moore
et al. [119]. En el escenario futuro, la energía eólica parece ser la fuente priorizada
para complementar el uso de la energía hidroeléctrica [120].
4.3.1.2. Producción y distribución de Diesel
Según la ley brasileña 13.263 [121], el diesel que se vende actualmente es una
mezcla con 9 % de biodiesel que se produce principalmente a partir de la soja y el
sebo [122]. Nuevamente, como en el caso Argentino, en el escenario futuro de Brasil
se propone un corte con 20 % de mezcla de biodiesel.
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Figura 4.13: Electricity mix Brasil
4.3.1.3. Producción y distribución de Hidrógeno
Como en el caso de Argentina, en Brasil casi toda la producción de hidrógeno
(920000 toneladas por año) es cautiva y es consumida principalmente por las in-
dustrias de refinerías de petróleo y fertilizantes. Según Hotza y Costa [123] Brasil
tiene gran capacidad para obtener hidrógeno, debido a la diversidad de materias
primas para la generación de energía renovable. Para el escenario actual y futuro se
proponen las mismas condiciones que para Argentina.
4.3.2. Chile WTT
4.3.2.1. Mix eléctrico
La combinación de electricidad estudiada corresponde al Sector Interconectado
Central (SIC), que representa el 78 % de la capacidad total de generación eléctrica
y se desarrolló utilizando los datos del sitio web ”Iniciativa de Energía Abierta” de
la Comisión Nacional de Energía [124]. En Chile, más del 70 % de sus fuentes de
energía primarias se importan [125] porque el país no tiene recursos significativos
de petróleo, gas o carbón, por lo que la única alternativa doméstica es la energía hi-
droeléctrica y otras fuentes de energía renovable [126]. La sostenibilidad ambiental
del suministro de electricidad en Chile ha empeorado en los últimos 10 años [127].
En 2017, 312 centrales eléctricas operaban en Chile, con la siguiente contribución en
el mix de electricidad: tecnologías de combustible fósil 57 %, hidroelectricidad 29 %,
energía solar 6 %, energía eólica 6 % y biomasa 2 % (Ver figura 4.14). El escenario fu-
turo fue concebido considerando el trabajo de Gómez et. al. [125]. Este escenario se
modeló utilizando una combinación entre el mercado y los escenarios de políticas
de energía renovable no convencionales propuestos por Gómez et. al.
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Figura 4.14: Electricity mix Chile
4.3.2.2. Producción y distribución de Diesel
Aunque existe una ley en el país que propone una corte con 5 % de biodiesel,
no es de caracter obligatorio [128]. En virtud de ello, en los escenarios presentes y
futuros se consideró el modelo GREET para diesel de Chile, sin ninguna mezcla de
biodiesel.
4.3.2.3. Producción y distribución de hidrógeno
En Chile, los costos cada vez más bajos de los renovables, donde los costos de
electricidad son de alrededor de $30/MWh, también podrían ser competitivos en
la producción de hidrógeno basada en energías renovables [129]. Para el escenario
actual y futuro se proponen las mismas condiciones que para Argentina.
4.3.3. Resultados Brasil 2017
Como se puede ver en la Figura 4.15, en el escenario Brasil 2017, debido al alto
porcentaje de hidroelectricidad, BEV y FCHEV (en menor medida), tienen un gran
rendimiento en casi todos sus índices, excepto en el CT para el caso del BEV. Sin
embargo, para los rangos largos (400 km) los EV se vuelven mucho menos compe-
titivos, ya que no solo el CT es muy bajo, sino que también el VGE es considerable-
mente más bajo. En el BEV, el EI también disminuye por debajo de los niveles del
DV. En contraste, el FCHEV tiene un rendimiento ligeramente menor que el DV y el
HEV en los índices CT y VGE para todos los rangos.
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Figura 4.15: Brasil 2017
4.3.4. Resultados Brasil 2030
Dado que el índice CT no se modificó para escenarios futuros, no es posible mo-
delar futuras innovaciones tecnológicas que probablemente ocurran, teniendo en
cuenta el inmenso interés puesto en la búsqueda de nuevos materiales para el desa-
rrollo de electrodos tendientes a mejorar el rendimiento de las LIBs. En el escenario
2030 (ver Figura 4.16)), el BEV también tiene un gran rendimiento en general, pero
no en el índice CT, que sigue siendo mucho más bajo que en los otros vehículos. Por
otro lado, el FCHEV tiene rendimientos similares a los dos vehículos con ICE, excep-
to que tiene un índice de EI mucho mejor. Los vehículos ICE mantienen su ventaja
en VGE y CT en todos los rangos y ciclos. Para distancias largas, los vehículos ICE
no disminuyen su FE como lo hace el BEV, pero aún tienen un rendimiento peor que
el BEV.
4.3.5. Resultados Chile 2017
Como se puede ver en la Figura 4.17, en este escenario parece haber una gran
paridad en el rendimiento de las cuatro configuraciones del tren de potencia para
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Figura 4.16: Brasil 2030
distancias cortas (100 km). Sin embargo, el BEV tiene, como en el caso de Argentina
y Brasil, un índice de CT bajo, pero a diferencia de Argentina, el índice EI es compe-
titivo debido a su combinación eléctrica (consultar el mix de electricidad de Chile en
la Figura 4.14). Por el contrario, para distancias largas, los vehículos ICE tienen una
clara ventaja sobre el BEV debido al aumento de peso de los propulsores. El FCHEV
tiene un rendimiento mucho mejor que el BEV, aunque es peor que el DV y el HEV.
4.3.6. Resultados Chile 2030
Para el escenario Chile 2030 (Figura 4.18), el FCHEV tiene una alta EI (como el
BEV), aunque en los otros índices es similar al de DV y HEV. El BEV mantiene el peor
desempeño en el índice CT. Para rangos largos nuevamente, como en el escenario de
2017, el BEV tiene índices altos de EI, TEE y FE, aunque índices muy bajos de VGE
y TC. El FCHEV tiene altos índices de EI, TEE y FE. En comparación con el BEV, el
FCHEV tiene un rendimiento mucho mejor para el VGE y el CT.
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Figura 4.17: Chile 2017
4.4. Discusión
Como regla general, enfatizamos que para el tren de potencia BEV, los índices
TEE y FE son siempre más grandes que para todos los demás trenes considerados,
independientemente del rango, tipo de ciclo, año o país, lo que significa que la con-
versión de energía de este tipo de tren de potencia es la más eficiente. Una excepción
ocurre en Argentina para ambos ciclos en el rango más largo, donde la FE en BEV es
casi igual que en los HEV, mientras que en los demás trenes de potencia la FE es más
baja. Eso significa que los trenes de potencia del BEV pueden cubrir distancias más
eficientemente. En general, las matrices eléctricas que dependen en gran medida de
los combustibles fósiles, como Argentina y Chile en 2017, el DV y el HEV tienen
mejores índices de EI que los vehículos eléctricos. Esto se debe al hecho de que la
generación eléctrica es principalmente de origen fósil (alrededor del 60 %), con tec-
nologías de conversión que pueden mejorarse notablemente, como la conversión
de un solo ciclo a un ciclo combinado en centrales de gas natural. Adicionalmente,
las pérdidas de potencia por transmisión y distribución oscilan entre el 15,78 % y el
6,54 %. En el caso de Argentina, mucho más que para los demás países, el cambio de
un escenario a otro genera un impacto importante en sus índices II que favorecen la
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Figura 4.18: Chile 2030
movilidad eléctrica en el escenario futuro (consulte la Figura 4.19). En 2017 se puede
ver que los vehículos ICE son mejores para ambos ciclos y para todos los rangos. Por
otro lado, en 2030 para rangos cortos, se prefieren los BEV. Para rangos largos, los
FCHEV son claramente dominantes, principalmente debido al bajo rendimiento del
BEV en los índices VGE y CT. Como se puede ver en la Figura 4.20, en Brasil debido
a su mezcla eléctrica predominantemente no fósil, BEV y FCHEV, en menor medi-
da, tienen mejores índices II para viajes cortos en el escenario de 2017. Para rangos
largos (400 km), el BEV disminuye considerablemente su rendimiento, mucho más
en el ciclo de conducción UK-BUS, por otro lado, el DV tiene sus mejores índices en
ese rango. En el escenario 2030, los BEV dominan en todos los rangos para el ciclo
EUDC y para el ciclo UK hasta 300 km de rango, para rangos más altos, el FCHEV
y el BEV obtienen el mismo índice. En el caso de Chile (Figura 4.21), los resultados
del II son más similares al caso argentino que al brasileño, especialmente para el es-
cenario actual (2017). La diferencia sustancial es que, para rangos cortos y en ambos
ciclos, el BEV obtiene los mejores resultados. En contraste, para rangos largos, los
trenes motrices de ICE dominan (DV y HEV). Por otro lado, para escenarios futuros
(2030), hasta 300 km de alcance el BEV domina claramente, seguido de cerca por el
FCHEV. Para rangos superiores a 400 km, el HEV para el ciclo EUDC y el DV para
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el ciclo UK tienen los mejores resultados. Para el ciclo EUDC el resultado del II es
mucho más uniforme para las cuatro configuraciones de bus. Este resultado en el
escenario 2030 se debe principalmente a la introducción de ER en la matriz eléctrica.
RANGE DV HEV FCHEV BEB DV HEV FCHEV BEB
100km 0,76 0,77 0,64 0,69 0,73 0,70 0,60 0,67
200km 0,82 0,81 0,64 0,66 0,79 0,76 0,61 0,63
300km 0,86 0,85 0,65 0,64 0,82 0,79 0,60 0,58
400km 0,88 0,87 0,65 0,60 0,84 0,81 0,60 0,53
100km 0,55 0,58 0,68 0,77 0,54 0,54 0,67 0,78
200km 0,60 0,62 0,68 0,74 0,59 0,59 0,68 0,73
300km 0,63 0,65 0,69 0,71 0,62 0,62 0,67 0,67
400km 0,66 0,67 0,69 0,67 0,64 0,64 0,66 0,61
ISI EUDC ISI UK
ISI ARGENTINA 2017
ISI ARGENTINA 2030
Figura 4.19: II ARGENTINA 2017 & 2030
RANGE DV HEV FCHEV BEB DV HEV FCHEV BEB
100km 0,56 0,58 0,65 0,75 0,58 0,54 0,65 0,76
200km 0,62 0,62 0,65 0,73 0,63 0,60 0,65 0,71
300km 0,66 0,65 0,66 0,70 0,66 0,63 0,65 0,66
400km 0,68 0,67 0,66 0,66 0,68 0,65 0,64 0,60
100km 0,50 0,51 0,63 0,79 0,50 0,48 0,63 0,80
200km 0,55 0,56 0,63 0,76 0,55 0,54 0,63 0,75
300km 0,58 0,59 0,64 0,73 0,58 0,57 0,63 0,69
400km 0,61 0,61 0,64 0,69 0,60 0,59 0,62 0,62
ISI EUDC ISI UK
ISI BRAZIL 2017
ISI BRAZIL 2030
Figura 4.20: II BRAZIL 2017 & 2030
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RANGE DV HEV FCHEV BEB DV HEV FCHEV BEB
100km 0,74 0,76 0,65 0,83 0,72 0,68 0,61 0,80
200km 0,80 0,80 0,66 0,80 0,77 0,74 0,62 0,75
300km 0,84 0,83 0,66 0,77 0,80 0,77 0,61 0,69
400km 0,86 0,85 0,66 0,72 0,82 0,79 0,61 0,62
100km 0,62 0,65 0,70 0,83 0,62 0,61 0,68 0,83
200km 0,68 0,69 0,70 0,80 0,67 0,66 0,69 0,78
300km 0,71 0,72 0,71 0,77 0,70 0,69 0,68 0,72
400km 0,74 0,75 0,71 0,73 0,72 0,71 0,67 0,65
ISI EUDC ISI UK
ISI CHILE 2017
ISI CHILE 2030
Figura 4.21: II CHILE 2017 & 2030
4.5. Conclusión
El FCHEV y el BEV son vehículos de emisión cero (ZEV) y consumo cero de
energía fósil directa durante su operación, siendo la tecnología BEV la alternativa
más eficiente en la etapa TTW para todos los países y para la mayoría de los esce-
narios estudiados. Esto se debe a que una vez que la energía se almacena a bordo
del BEV, solo necesita transformar la energía electroquímica en energía cinética me-
diante los motores eléctricos que tienen una alta eficiencia. Debido a que los BEV
son notablemente superiores en el TTW, las acciones para mejorar su rendimien-
to energético y ambiental deberían centrarse en cómo generar electricidad, con qué
combinación eléctrica y con qué tecnologías. Aunque el FCHEV también usa mo-
tores eléctricos para la tracción, debido a la naturaleza del proceso de conversión
de energía electroquímica a bordo del bus, su eficiencia es menor que la del BEV.
En el caso de la tecnología ICE (DV y HEV), la mayoría de las pérdidas de energía
se deben a la baja eficiencia de la conversión de energía típica de los motores tér-
micos, lo que hace que esta tecnología sea la más ineficiente de todas en la etapa
TTW. Los trenes de potencia FCHEV se volvieron competitivos dentro del alcance
de WTW con la introducción del 50 % de H2 proveniente de la electrólisis del agua
impulsada por el viento. No obstante, hay margen para mejorar las eficiencias, que
pueden aumentarse con una mayor proporción de la electrólisis del agua a partir
de energías renovables de cero emisiones en la producción de hidrógeno. En esce-
narios fuertemente dominados por fósiles que generan y bombean electricidad a la
red existente, no es posible esperar un escenario de bajas emisiones. Esta es la razón
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por la que en el proceso WTW los ZEV no presentan buenos índices de emisiones de
IE, como en el caso de Argentina y Chile en contraste con el caso de Brasil, que tiene
una combinación de electricidad altamente sostenible. En estos casos, deberíamos
pensar en generar electricidad e hidrógeno a partir de Energías Renovables en mi-
cro redes aisladas, para alimentar a BEV y FCHEV aprovechando los ricos recursos
naturales que tienen estos países. El análisis muestra que la penetración de ER no
debería ser el único foco, ya que las tecnologías ya instaladas podrían ser altamente
contaminantes. Brasil, con su 81 % de ER en su combinación de electricidad, resulta
ideal para la aplicación de autobuses eléctricos completos. También los resultados
resaltan las áreas con oportunidades de mejora para los propulsores eléctricos, co-
mo VGE y CT. Además, los rangos más cortos producen mejores rendimientos para
estos trenes de potencia, ya que los pesos de los autobuses aumentan y afectan el
consumo de energía. La generación de hidrógeno a partir de la electrólisis del agua
en los parques eólicos se explora como el mejor escenario futuro para los FCHEV.
En este caso, se demostró que FCHEV es la mejor alternativa para la reducción de
emisiones en los tres países.
Capítulo 5
Optimización del manejo de la energía
en un vehículo híbrido
Este capitulo se basa en parte en el trabajo desarrollado en [130] y los resultados
obtenidos en el mismo.
En este capítulo se propone estudiar y elaborar el diseño de un sistema de con-
trol para un vehículo eléctrico propulsado con celdas de combustible y un paquete
de baterías de iones de litio como fuente secundaria. El sistema de celdas de com-
bustible (FCS) fue seleccionado como la principal fuente de energía para minimizar,
por ende, el uso de la batería. El comportamiento dinámico de un sistema PEMFC es
un factor crucial para garantizar el funcionamiento seguro y eficaz de un vehículo
a celdas de combustible (FCHEV) [131]. Debido a que la gestión térmica y del agua
son fundamentales para estabilizar el rendimiento del PEMFC durante los cambios
de carga severos, el modelo utilizado en este trabajo incluye un sistema de gestión
térmica y del agua. Esto se desarrolló para describir la dinámica de la temperatura
del sistema en función de las entradas del sistema (potencia requerida y tempera-
tura ambiente) [132]. Aunque en la celda de combustible (FC) el comportamiento
dinámico de la temperatura es mucho más lento que la mayoría de los procesos
electro-químicos que tienen lugar dentro de la FC, la diferencia de los consumos de
H2 entre un modelo de pila acoplado a un modelo térmico preciso y un modelo de
FC sin térmica es del 4 %. La gran mayoría de las investigaciones publicadas sobre el
tema, realizan sistemas optimizados adoptando modelos estáticos que usan curvas
de polarización y tablas de eficiencia [133] [134].
Como el rendimiento de los vehículos híbridos (p. Ej., FCHEV) varía drástica-
mente con respecto a los patrones de conducción, se consideraron ocho ciclos de
conducción de vehículos ligeros para entornos urbanos, suburbanos y de autopistas:
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UDDS, LA92, NYCC, NEDC, HWFET, WLTP y CADC en sus variantes de caminos
urbanos y rurales.
5.1. Estado del arte
Entre los diversos tipos de celdas de combustible actualmente disponibles, debi-
do a sus características de rendimiento, las celdas de combustible de membrana de
intercambio de protones (PEMFC), que trabajan alrededor de 70 ◦C y con presiones
cercanas a la atmosférica, son actualmente las más adecuadas para su uso en siste-
mas de transporte. Debido a que la respuesta dinámica de los FCS es relativamente
baja, los vehículos propulsados por PEMFC podrían ser inestables ante el cambio re-
pentino de potencia requerida [135]. Para el uso en vehículos, estos sistemas deben
complementarse con dispositivos de almacenamiento de energía electroquímicos,
como baterías recargables para garantizar la entrega inmediata de la energía nece-
saria para la propulsión cuando sea necesario.
Hay muchas motivaciones para introducir la hibridación de los FCS para apli-
caciones vehiculares: desacoplar la celda de combustible de la corriente requerida
por el motor de tracción para permitir que el FCS se use lo más cerca posible de
su rango operativo óptimo, la recuperación de energía al desacelerar con el frenado
regenerativo, reducir el tamaño de FCS y el peso total del sistema, etc. La respuesta
transitoria observada en el análisis dinámico de los FCS no es instantánea y se pue-
den visualizar fenómenos transitorios típicos, como los efectos de sobrealimentación
debido al sobre-amortiguamiento de la señal, lo cuál se pueden resolver con el uso
de una batería complementaria [108, 136]. Pero los beneficios no se limitan a eso,
el uso de una segunda fuente de energía podría incluso funcionar como una fuente
de energía de emergencia, en el caso de la falla de la celda de combustible. Por otro
lado, el grado extra de libertad que ofrece la topología híbrida y el complejo flujo de
energía, introduce la necesidad de una estrategia de control para la gestión energé-
tica [137]. El vehículo eléctrico híbrido con celdas de combustible (FCHEV) necesita
un sistema de administración de energía para distribuir energía eléctrica requerida
entre las distintas fuentes de energía. La estrategia debe satisfacer las restricciones
de los componentes del tren de potencia al tratar de alcanzar algún objetivo de ren-
dimiento a nivel del sistema, como por ejemplo, maximizar el ahorro de combustible
o mantener el estado de descarga de la batería (SoD).
Existen principalmente dos tipos de enfoques de control: basado en reglas y ba-
sado en la optimización [28]. Se han realizado varios estudios sobre esta tecnología,
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con el objetivo de lograr un mejor rendimiento y las contribuciones de la literatura
sobre las técnicas de control de FCHEV son numerosas [73, 138–145].
En el estudio realizado por Simmons [72], para encontrar la solución óptima glo-
bal que minimice el consumo de combustible se aplica un control óptimo basado en
el Principio Mínimo de Pontryagin (PMP) y se desarrolla un sistema de manejo de
la energía (EMS) adecuado para su implementación a bordo, en la forma de un re-
gulador autorregresivo de media móvil (ARMA). Cipollone et al. [146] propusieron
un método que considera una estrategia de propulsión en la que la celda de com-
bustible puede encenderse o apagarse por completo para lograr la mejor eficiencia.
Muchos algoritmos de administración de energía fueron diseñados con métodos ba-
sados en reglas o heurísticos. Esos métodos basados en reglas son simples y fáciles
de entender porque provienen de la intuición [147, 148]. Sin embargo, a menudo
carecen de optimalidad o no pueden aplicarse a otros ciclos de manejo. Idealmente,
la minimización del consumo de combustible de vehículos híbridos solo se puede
lograr cuando el escenario de conducción se conoce a priori. Por ejemplo, muchos
autores implementan el control en línea a través del Principio Mínimo de Pontrya-
gin, pero este método asegura la optimalidad solo cuando el ciclo de conducción
se conoce a priori. En particular, una vez definidas las características del vehícu-
lo, la solución óptima depende estrictamente la distancia total recorrida [149–153].
Otros casos,[154, 155] también desarrollan algoritmos de optimización global donde
el ciclo de conducción debe ser conocido a priori. Esto implica una gran restricción
para la libertad de manejo y la aplicación de las políticas de control para nuevos
escenarios y ciclos de manejo.
5.2. Objetivos
En este capítulo, se emplea un método basado en gradiente para obtener las es-
trategias de gestión energética óptimas, en lugar de métodos, como por ejemplo,
PMP o DP, que no se pueden usar aquí debido a la naturaleza de los modelos. Estas
estrategias óptimas se usaron para entrenar una red neuronal (NN) particular para
cada ciclo. Además, cada NN se utilizo para simular el manejo de energía en el resto
de los ciclos, mostrando diferentes actuaciones.
El objetivo es el desarrollo de un EMS capaz de supervisar el flujo de potencia
de la pila de combustible, obteniendo una solución que minimice el consumo de
energía equivalente de un ciclo desconocido a priori.
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Figura 5.1: Esquema del tren de potencia
5.3. Modelo del vehículo y descripción del tren de po-
tencia
La arquitectura del tren de potencia FCHEV tiene un FCS acoplado con una ba-
tería, la cual funciona principalmente como una unidad de potencia auxiliar. La ba-
tería y la celda de combustible suministran energía a los motores eléctricos a través
de un bus eléctrico balanceado con dos convertidores DC/DC. Un esquema de los
componentes del tren de potencia se muestra en la figura 5.1.
Para el modelo del vehículo se asume que las eficiencias de los componentes
electrónicos (ηelec) y mecánicos (ηmec) son 0.97 % y 0.85 %, respectivamente. Las efi-
ciencias del motor eléctrico (ηEM), tanto en modo motor como en modo generador
son dadas por el fabricante como un mapa de eficiencias que varía con la potencia
y las RPM del motor, y fue integrado al modelo. El modelo dinámico del vehículo
tiene en cuenta las fuerzas gravitacionales (5.1), la resistencia aerodinámica(5.2), la
fuerza de rodadura (5.3) y las fuerzas de aceleración (5.4), las cuales se pueden ver
en la figura (5.2).
Fg = Mg sin(α) (5.1)
Fw =
1
2
CD AρV2 (5.2)
Fr = f racTrrd = fr M cos(α) =
(
f0 + KV2
)
M cos(α) (5.3)
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Figura 5.2: Fuerzas actuantes sobre el vehículo
∑ F = M
dV
dt
= Frueda − Fg − Fw − Fr (5.4)
Freq =
Frueda
ηelecηEM(V)ηmec
(5.5)
Sustituyendo (5.1), (5.2) y (5.3) en (5.4) y (5.5), y despejando, obtenemos la ecua-
ción de la potencia eléctrica requerida mostrada en (5.6).
Preq = FreqV =
[(
dV
dt + ( f0 + KV
2) cos(α) + g sin(α)
)
m +
1
2
CD AρV2
]
V
ηelecηEMηmec
(5.6)
Las ecuaciones anteriores asumen lo siguiente:
La velocidad del viento es cero.
Las inercias rotacionales son despreciables.
La superficie de rodadura no se deforma.
No hay deslizamiento entre las ruedas y el asfalto.
Las fuerzas laterales son despreciables.
La tabla 5.1 muestra las especificaciones del vehículo.
102 Capítulo 5. Optimización del manejo de la energía en un vehículo híbrido
Parámetro Valor
Vehículo
Área Frontal 1.9403 m2
f0 0.013
K 6.51× 10−6 s2/m2
Coef. de arrastre 0.35
Temperatura ambiente 25 ◦C
Peso del chasis 754.4 kg
Peso total 1083 kg
Celda de combustible PEM
Potencia máxima 25 kW
Número de celdas 336
Área activa 200 cm2
Presión de almacenamiento de H2 350 bar
Peso de almacenamiento de H2 62.8 kg
Peso del FCS 103 kg
Motor eléctrico
Potencia continua 45 kW
Potencia continua de generación 41 kW
Torque máximo 240 N m
Potencia máxima 75 kW
Batería
Capacidad nominal 5 Ah
Corriente de descarga máxima 150 A
Corriente de carga máxima 10 A
Voltaje nominal de celda 3.7 V
Voltaje de corte de celda 2.7 V
Nro. de celdas 56
DOD 70 %
SoDt=0 30 %
Peso del pack de baterías 13 kg
Tabla 5.1: Parámetros del vehículo
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Debido al comportamiento dinámico electro-químico y térmico de la FC, la po-
tencia de salida difiere de la señal de comando. Para garantizar que la potencia en-
tregada por el FC y la batería coincida con la potencia eléctrica solicitada por el ciclo
de conducción, la solicitud de energía de la batería se define como se muestra en la
siguiente ecuación:
Pbat = Preq − PFCout (5.7)
5.3.1. Modelo de celda de combustible
Para este análisis, se utiliza un modelo dinámico de pila PEMFC derivado del
trabajo de Gabriel Correa [93, 94], descripto en la sub-sección 4.1.2.5 utilizando los
parámetros de la celda de combustible que se muestran en la tabla 5.1.
Dado que la PEMFC es la principal fuente de energía, el objetivo del sistema de
manejo de la energía (EMS) es minimizar el consumo total de hidrógeno, que viene
dado por la ecuación (5.8).
mH2 =
∫ t f
t0
MH2
NC
2F(IFC + Iaux)(t)dt (5.8)
donde IFC es la corriente de la FC, Iaux es la corriente de los auxiliares, NC es el
número de celdas en la celda de combustible y F es la constante de Faraday.
5.3.2. Modelo de batería
El modelo de la batería usado es el definido en la sub-sección 2.4.1 utilizando los
parámetros que se dan en la tabla 5.1. Para su funcionamiento requiere las curvas de
tensión vs. SoD en carga y descarga para diferentes corrientes de carga y descarga,
así como el cambio de voltaje de descarga vs SoD a diferentes temperaturas. Tanto
la temperatura ambiente (Tamb) como la potencia requerida de la batería (PBAT) se
necesitan como entradas en función de tiempo. Los valores iniciales de SoD y la
temperatura de la batería también son necesarios.
5.3.3. Simplificación del modelo de celda de combustible
El uso de un modelo dinámico complejo naturalmente requiere un esfuerzo compu-
tacional significativo. En consecuencia, se propone un modelo simplificado para lle-
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Figura 5.3: Validación del modelo ARX
var a cabo el proceso de optimización de cada uno de los ciclos. Es importante tener
en cuenta que cada ciclo analizado tarda más de 1200 segundos en resolverse con el
entorno Simulink de Matlab. Además, el proceso de optimización requiere aproxi-
madamente 100 iteraciones hasta su convergencia, cada una de las cuales conlleva
calcular la derivada de la solución propuesta, lo cual se traduce en 2×N iteraciones
siendo N el numero de elementos del vector solución. Se propone entonces un mé-
todo que requiera un bajo esfuerzo computacional. Para este caso se decidió utilizar
un modelo auto-regresivo con términos exógenos (ARX) para aproximar el compor-
tamiento del modelo del FCS y se utilizó el ciclo HWFET como caso de prueba para
la validación del con respecto al modelo de Simulink. En la figura 5.3 se muestran
las salidas de los modelos simplificados y Simulink.
5.4. Ciclos de manejo
Los ciclos de manejo, o driving cycles en inglés, describen el comportamiento de
la velocidad de un vehículo a lo largo del tiempo en una prueba de manejo. Algu-
nos tratan de simular situaciones reales en la ciudad o en la ruta y otros solamente
son para pruebas de laboratorio (tienen lapsos de velocidad constante a lo largo del
ciclo). Son desarrollados por universidades, gobiernos o empresas con el fin de rele-
var consumos, emisiones, comportamiento de vehículos, etc. Los ciclos de manejos
están, además, categorizados según el vehículo objetivo, autos, camiones, furgones,
motos y autobuses; y algunos apuntan a simular condiciones de manejo especificas
como ser condiciones de trafico de ciudad, en carretera u otras condiciones.
Un compendio de ciclos con datos generales sobre los ciclos se pueden encontrar
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en [156], y los datos de las curvas de los ciclos se pueden encontrar en [157].
Como muestra el análisis realizado por Karabasoglu [81], los patrones de con-
ducción afectan significativamente el consumo de combustible. Por lo tanto, se con-
sideraron ocho ciclos de conducción de vehículos livianos para entornos urbanos,
suburbanos y de carreteras: UDDS, LA92, NYCC, NEDC, HWFET, WLTP y CADC
en sus variantes urbana y rural. La figura 5.4 muestra el perfil de velocidad de cada
ciclo.
El Programa de conducción del dinamómetro urbano (UDDS, por sus siglas en
inglés) representa una unidad de 12.07 km en un entorno urbano con paradas fre-
cuentes para pruebas de vehículos livianos. El Programa de conducción del dina-
mómetro unificado LA92 es un ciclo de conducción en condiciones urbanas con un
estilo de conducción más agresivo que el UDDS. El ciclo de Nueva York (NYCC)
muestra los rasgos de tráfico de una ciudad altamente poblada que tiene bajas velo-
cidades y varias paradas. El Nuevo Ciclo de Conducción Europeo (NEDC) represen-
ta el uso típico de un automóvil en Europa. Está compuesto por cuatro repeticiones
de una parte urbana llamada ECE, y una parte EUDC que representa condiciones
extraurbanas. La prueba de economía de combustible en carretera (HWFET) mues-
tra las condiciones de manejo en carretera con velocidades de menos de 96 km/h.
Los procedimientos de prueba de vehículos ligeros armonizados en todo el mundo
(WLTP, por sus siglas en inglés) se dividen en 3 ciclos, dependiendo de la relación
de potencia/masa del vehículo probado. Fue desarrollado por expertos europeos,
japoneses e indios para reemplazar el ciclo NEDC. El vehículo utilizado para este
documento se define como Clase 3, y el ciclo correspondiente consta de tres zonas
de velocidad: una representativa de conducción urbana, una conducción suburbana
y una conducción extraurbana con una velocidad inferior o igual a 135 km/h. Los
Ciclos de Conducción de Artemisa Común (CADC) incluyen tres ciclos de manejo,
Urbano, Rural y Autopista [158], del cuál solo se estudiará el urbano.
En la tabla 5.2 se muestran las principales características de cada ciclo.
5.5. Método de optimización
Para realizar la minimización del consumo total de energía de los ciclos de ma-
nejo descritos en la sección anterior, se deben considerar algunas condiciones:
Se debe considerar una función objetivo a minimizar para lograr un bajo con-
1Average driver speed: velocidad de conducción promedio
2Positive kinetic energy: Energía cinética positiva
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Figura 5.4: Perfil de velocidad de los ciclos de manejo [km]
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Nombre Duracion [s] Distancia [m] ADS1 [km/h] PKE2 [J/(kg m)]
HWFET 765 16506.54 78.18 0.141
NEDC 1184 10931.36 43.77 0.224
CADC Motorway 1068 28735.75 98.24 0.269
UDDS 1369 11990.23 38.30 0.350
WLTC CL3 v5.1 2067 18102.77 38.31 0.353
LA92 1435 15797.41 46.73 0.453
NYCC 598 1898.44 16.83 0.616
CADC Urban 993 4869.77 23.94 0.626
Tabla 5.2: Principales características de los ciclos de manejo
sumo de hidrógeno.
El vehículo a estudiar se propone como un FCHEV no-plugin, es decir que la
batería no se carga con fuentes externas, si no que se carga durante el andar del
vehículo, ya sea con energía proveniente del freno regenerativo o con energía
de la celda de combustible. Por este motivo se pide que dentro de un ciclo de
conducción la batería termine con la mismo nivel de energía con el que partió
El estado de descarga puede oscilar entre el 10 % y el 80 % a lo largo del ciclo
para trabajar sobre la zona de potencial de plateau o meseta, que es la región
el la cual el potencial se mantiene relativamente estable.
Luego, tomando PFC(t) como variable, la función de costo
mH2 + ρ0W0 + ρ1W1 + ρ2W2 (5.9)
se minimiza para todo PFC con 0 ≤ PFC(t) ≤ 25 kg para todo t con t0 ≤ t ≤ t f ,
donde W0 es la energía descargada por la batería y definida por la ecuación (5.10)
W0 =
∫ t f
t0
max{0, PBAT(t)}dt (5.10)
y W1 y W2 son las penalizaciones cuadráticas para las restricciones del SoD y su
formulación se puede ver en las ecuaciones (5.11) y (5.12). ρ0 > 0, ρ1 > 0, ρ2 > 0
son elegidos adecuadamente de manera que los términos de la ecuación (5.9) tengan
magnitudes similares de manera de que todas las restricciones sean penalizadas de
manera similar.
W1 = (SoD(t f )− SoD(t0))2, (5.11)
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W2 =
∫ t f
t0
(SoD(t)−ma´x{10, mı´n{SoD(t), 80}})2dt (5.12)
5.5.1. Descripción del método
Para llevar a cabo la rutina de minimización se utilizó una computadora de es-
critorio standard, con un procesador de ocho núcleos con una velocidad máxima de
3.4 GHz, una memoria RAM de 16 GiB.
Los modelos (simplificados y Simulink) proporcionan el valor de masa de hidró-
geno (mH2) y la curva de de estado de descarga (SoD(t)) para una curva de potencia
dada PFC(t) con t0 ≤ t ≤ t f . Por lo tanto, la derivada exacta de la función de costo
(5.9) no está disponible. Para obtener el argumento que minimice la función de costo
se probaron diferentes métodos, entre ellos la función de Matlab fmincon y el méto-
do sin derivadas BOBYQA [159] (usando la librería NLopt) en los cuales se obtuvo
poco progreso en cada iteración con lo cual se volvieron muy costosos en tiempo
computacional. La función de Matlab fmincon y el método sin derivadas BOBYQA
[159] (usando la librería NLopt) obtuvieron muy poco progreso en cada iteración.
Esto puede estar relacionado con la poca variación en la función de costo. Por lo
tanto en conjunto con el Dr en Matemáticas Damían Fernandez se propuso incor-
porar información de la curvatura usando un método cuasi Newton. Para ser más
específicos, dada una dada discretización del tiempo t0 < t1 < . . . < t f , los valores
PFC(tj) se obtienen minimizando, en cada iteración, una aproximación cuadrática de
la función de costo sujeta a una restricción de caja, lo cual significa que la solución
estará dentro de una cota definida de acuerdo al problema. En este caso, la restric-
ción se aplica limitando la potencia de la celda entre 0 kW y 25 kW . Para el modelo
cuadrático, el vector del gradiente se calcula mediante diferencias finitas y la ma-
triz Hessiana se obtiene usando la actualización Broyden-Fletcher-Goldfarb-Shanno
(BFGS) con la correción de Powell, para garantizar un modelo cuadrático definido
positivo (ver [160, 161]). Para completar, el método se describe de la siguiente ma-
nera.
Sea ~γ∗ un vector columna con los componentes PFC(tj) y ~γk una aproximación
generada por la k-ésima iteración del método.
Sea ϕ(~γ) el valor de la función de costo (5.9) calculada usando los componen-
tes de ~γ
sea~νk el vector columna de la variación de la función de costo en cada compo-
nente de ~γk.
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Luego se usa el siguiente método cuasi Newton, sin derivación restringido a la caja.
1. Elegir σ ∈ (0, 1), κ ∈ (0, 1), ~γ0 y una matriz H0. Calcular~ν0. Definir k = 0.
2. Calcular ~ζk, solución de
minimizar
~ζ
(~νk)
T~ζ + 12
~ζT Hk~ζ
sujeto a 0 ≤ (~γk +~ζ)j ≤ 25, j = 0, . . . , f .
3. Hacer backtracking para encontrar αk ∈ (0, 1] satisfaciendo la condición de Armijo
ϕ(~γk + αk~ζk) ≤ ϕ(~γk) + σαk(~νk)T~ζk
4. Definir ~γk+1 = ~γk + αk~ζk y calcular~νk+1.
5. Si ‖~γk+1 −ma´x{0, mı´n{~γk+1 −~νk+1, 25}}‖ < tol, PARAR.
6. Definir ~δ = ~γk+1 − ~γk, ~µ = ~νk+1 −~νk y τ = (~δ)T Hk~δ.
Si (~δ)T~µ < κτ, definir ~µ = θ~µ + (1 − θ)Hk~δ para
θ = (1− κ) τ
τ−(~δ)T~µ .
Definir
Hk+1 = Hk − Hk
~δ(Hk~δ)T
τ
+
~µ(~µ)T
(~δ)T~µ
7. Definir k = k + 1 y volver al Paso 1.
El vector ~γ∗ se elige como el vector aproximado que satisfaga la condición en
el Paso 4. Este algoritmo se implementa en Matlab y los pesos para la función de
costo (5.9) donde ρ0 = 1/3600 y ρ1 = ρ2 = 1, y los valores de los parámetros del
algoritmo fueron σ = 10−4 y κ = 0,2. Dado que la evaluación de la función de costo
requiere la evaluación de los modelos, el cálculo de las diferencias finitas del Paso 3
es una operación que insume mucho tiempo de cálculo. Sin embargo, el algoritmo
fue capaz de resolver el problema, a diferencia de fmincon o BOBYQUA.
Como desventaja, este algoritmo necesita una aproximación de la derivada de la
función objetivo con respecto a los elementos del vector solución dada por ~νk. Para
calcular ese vector se utiliza una variación lo suficientemente pequeña centrada en
el punto. Para un vector de ~γ∗ de n componentes, se necesitan 2n evaluaciones de la
función objetivo para calcular la aproximación. A esto se le deben añadir las evalua-
ciones necesarias para resolver el valor del vector de avance αk según la condición
de Armijo.
Para un ciclo de manejo de 765 s, y un vector ~γ∗ de 766 componentes, se necesi-
tan aproximadamente 10 segundos para simular el modelo en Simulink, por lo cual,
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NEDC HWEFT UDDS LA92 WLTP CADCu CADCr NYCC
Energía requerida en el ciclo [kWh] 1.71 2.59 1.83 3.05 4.19 0.96 2.81 0.37
Energía entregada por el FCS [kWh] 1.63 2.57 1.71 2.95 3.99 0.88 2.76 0.36
Energía de la FC a la batería [kWh] 0.02 0.00 0.01 0.06 0.25 0.00 0.16 0.14
Energía entregada por la batería [kWh] 0.10 0.03 0.15 0.21 0.47 0.12 0.26 0.17
Energía de frenado disponible [kWh] 0.15 0.07 0.25 0.43 0.33 0.21 0.28 0.08
Energía de frenado recuperada [kWh] 0.09 0.03 0.14 0.16 0.12 0.12 0.13 0.05
Energía perdida en la batería [kWh] 0.01 0.00 0.01 0.02 0.06 0.01 0.04 0.02
Energía total entregada a la batería [kWh] 0.11 0.03 0.15 0.22 0.37 0.12 0.29 0.19
% de energía entregada por el FCS 94 % 99 % 92 % 93 % 89 % 88 % 91 % 67 %
% de energía entregada por la batería 6 % 1 % 8 % 7 % 11 % 12 % 9 % 33 %
% de energía de frenado para carga de batería 61 % 44 % 56 % 37 % 36 % 56 % 46 % 64 %
% de energía de frenado perdida 39 % 56 % 44 % 63 % 64 % 44 % 54 % 36 %
% de carga de la batería por RB 85 % 97 % 94 % 73 % 32 % 98 % 45 % 26 %
% de carga de la batería por FCS 15 % 3 % 6 % 27 % 68 % 2 % 55 % 74 %
Tabla 5.3: Análisis de los datos del manejo optimo de la energía
contando con 100 iteraciones para el encontrar el vector que minimice la función
objetivo precisaríamos, como mínimo, 17 días de cálculo para obtener el minimiza-
dor para uno de los ciclos de manejo. Para resolver el alto tiempo de computo del
modelo de Simulink, se utiliza el modelo simple explicado en la subsección 5.3.3,
con el cual se logra bajar el tiempo de computo a menos de 3 días.
5.6. Resultados de optimización
El procedimiento de optimización se realizó para 8 ciclos de manejo diferentes.
Esos resultados se muestran en la figura 5.5 donde se muestra un histograma que
muestra la frecuencia de ocurrencia de las potencias óptimas de cada fuente para
cada ciclo. Por ejemplo en ciclo NYCC muestra una gran concentración de uso de
la celda de combustible sobre las potencias de 0 a 1 kW y de 2 a 3 kW. En cambio
la batería muestra su mayor uso para potencias negativas (carga de la batería) en el
rango de -2 a -3 kW
La tabla 5.3 muestra el resultado y el análisis de la energía consumida, producida
e intercambiada entre las fuentes. “Energía requerida en el ciclo” se refiere a la ener-
gía eléctrica solicitada por el automóvil a las fuentes de energía. “Energía entregada
por el FCS” es la salida de energía neta del FCS, que incluye la energía del FCS sumi-
nistrada a la batería. “Energía entregada por la batería” es la salida de energía neta
de la batería. “Energía de frenado disponible” es la energía que el generador puede
obtener del frenado regenerativo luego de las pérdidas en los dispositivos electróni-
cos. Debido a los picos de potencia de frenado, no toda esta energía se transmite a la
batería, por lo tanto, “Energía de frenado recuperada” es la energía de frenado que
se usa para cargar la batería después de las pérdidas de carga de la batería. “Energía
perdida en la batería” incluye pérdidas debido a los procesos de carga y descarga.
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Figura 5.5: Frecuencia de potencias para los casos óptimos
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Figura 5.6: Esquema Sankey del flujo de energías en el FCHEV (no está a escala)
Finalmente, “Energía total entregada a la batería” es la suma de las energías entrega-
das por el FCS y el generador a la batería. Los flujos de energías se pueden apreciar
en el esquema Sankey de la figura 5.6.
En la figura 5.7, se muestra una comparación entre el valor de la función de
costo en la estrategia óptima (barras rojas) y en un caso base (barras azules). El caso
base usado es la administración de energía trivial donde la potencia de la celda
de combustible se selecciona como la fuente principal y por lo tanto funciona para
proporcionar la potencia requerida, cuando la FC no puede proporcionarla, se usa la
batería para proporciona lo faltante. Se puede observar que en casi todos los ciclos,
el valor de la función de costo disminuye sustancialmente, obteniendo hasta el 2 %
del costo de referencia en los ciclos CADC, excepto en el ciclo NEDC donde el costo
óptimo es 96 % del costo base. En este ciclo, el caso base está muy cerca del caso
óptimo.
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Figura 5.7: Resultados de la función de costo
5.7. Sistema de manejo de energía con redes neurona-
les
Una vez obtenidos los valores óptimos, el objetivo es encontrar un algoritmo que
logré predecir los valores óptimos sin tener conocimiento de las potencias requeri-
das a futuro, es decir que solo cuente con información del instante y de los valores
pasados. Esto plantea un problema de predicción de series temporales, donde se
busca saber instante a instante cual es el valor de potencia de celda que minimice el
consumo de hidrógeno. Dentro de la plétora de métodos para resolver este proble-
ma se decidió optar por las redes neuronales por ser un método sencillo de aplicar
y que tiene la capacidad de aprender comportamientos subyacentes no detectados.
Se optó por entrenar una red neuronal NARX (modelo exógeno autoregresivo no
lineal) por cada uno de los ciclos de manejo. Las redes neuronales consisten en una
capa de entrada, una capa oculta y una capa de salida. La capa de entrada toma in-
formación de los últimos 7 pasos de tiempo hacia atrás y la capa oculta cuenta con
10 neuronas [162]. La red neuronal del ciclo está entrenada para predecir la potencia
de la celda de combustible PFC(t) contando con los datos de las potencias anteriores
PFC(t− ∆t), ..., PFC(t− 7∆t) (5.13)
y la potencia eléctrica requerida por el vehículo
~Preq = (Preq(t), Preq(t− ∆t), ..., Preq(t− 6∆t)) (5.14)
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Figura 5.8: Diagrama de bloques de la red neuronal
La potencia requerida en el instante presente se considera disponible. Además, se
usa la potencia del frenado en la rueda.
~Pwb = (Pwb(t), Pwb(t− ∆t), ..., Pwb(t− 6∆t)) (5.15)
y las integrales ∫ t
~Preq dt y
∫ t
~Pwb dt (5.16)
también se incorporaron como entradas para el entrenamiento de las redes.
Una vez que la red neuronal está entrenada, la estrategia de control (ver figura
5.8) consiste en calcular una aproximación (PˆFC) de la potencia de celda requerida
PFC(t) la cual será la salida de la red, tomando como valores pasados la potencia de
la celda de combustible:
PˆFC(t− ∆t), ..., PˆFC(t− 7∆t),
De esta forma, se calcula el próximo valor requerido a la celda PˆFC(t), a partir de
sus 7 últimos valores calculados recientemente, lo que siempre es matemáticamen-
te posible si se asumen las condiciones iniciales de descanso (P = 0). Se utilizó la
caja de herramientas de redes neuronales de Matlab para el entrenamiento, utilizan-
do un método Levenberg-Marquardt para calcular los pesos y sesgos, y funciones
de tangente hiperbólica y lineales de para la funciónes de activación de las capas
ocultas y de salida, respectivamente. La introducción de ~Pwb y las integrales de la
ecuación (5.16) como entradas jugaron un papel muy importante aquí. En realidad,
no solo esto redujo sustancialmente el error de predicción, sino que también hizo
que algunas redes de ciclos fueran capaces de predecir la potencia de la celda de
combustible de otros ciclos diferentes. Una vez que se entrenaron las ocho redes
neuronales, se probó su aplicación en los otros ciclos, además del ciclo con el que
fue entrenada, con el fin de estudiar el rendimiento de cada red frente a la posible
aplicación.
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Obviamente, la potencia eléctrica requerida tendrá en general una fuerte depen-
dencia del ciclo de conducción (figura 5.5) y, en consecuencia, cualquier tipo de es-
trategia de control general es, en principio, difícil de imaginar. Sin embargo, la mera
existencia de grupos de ciclos que tienen características similares en principio sugie-
re que podría haber algunas estrategias comunes, capaces de predecir el conjunto
completo de los requisitos de potencia de los ciclos.
5.8. Resultados
En los vehículos híbridos, es decir con dos o más fuentes de energía, el consumo
de combustible suele ser difícil de definir. En este trabajo se propuso estudiar el
rendimiento del EMS a través del consumo equivalente que se define como:
Υ =
∣∣SoD f − SoD0∣∣ BSE
ηFC100
+ mH2LHV (5.17)
Este índice mide la energía consumida por el modelo en kWh. El segundo tér-
mino de la ecuación (5.17) está claramente relacionado con el consumo de H2 del
tanque. La diferencia absoluta entre el SoD inicial y final puede interpretarse como
una desviación de caso ideal, en el que no se almacena energía en la batería por de-
más (SoD f < SoD0) ni existe la necesidad de recarga (SoD f > SoD0). La ecuación
(5.18) da el error relativo del consumo equivalente del ciclo j-esimo obtenido con la
i-esima red neuronal (Υ̂ij), y el consumo óptimo equivalente del j-esimo ciclo (Υj).
Mij =
|Υ̂ij − Υj|
Υj
(5.18)
Este índice se usó para evaluar el desempeño de las 64 posible combinaciones de
EMS y ciclos, y los resultados se muestran en la 5.4. Las celdas de la tabla están colo-
readas en un degradado lineal de acuerdo con los valores, el verde es la mejor valo-
ración, el rojo el peor y el amarillo el punto medio. Los bloques blancos representan
los casos en los que el EMS conduce al agotamiento de la batería (SoD f ≥ 80 %) y
no se finaliza el ciclo por falta de energía almacenada. La fuente en negritas se usa
para indicar la red neuronal que en la secciones siguientes se aplicarán a cada ciclo.
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NEDC HWFET UDDS LA92 WLTP CADCu CADCr NYCC
NEDC 0.51 % 1.30 % 4.25 % 4.96 % 2.22 % 23.46 % 5.33 % 34.69 %
HWFET 1.37 % 0.25 % 38.35 % - 0.52 % 71.04 % 3.47 % 57.78 %
UDDS 0.69 % 4.55 % 0.84 % - - 29.15 % - 40.77 %
LA92 16.80 % 10.40 % 28.96 % 0.51 % 0.98 % 41.94 % 1.41 % 52.02 %
WLTP 4.79 % 2.04 % 19.35 % 28.49 % 0.64 % 52.76 % 4.56 % 76.05 %
CADCu 4.76 % 32.35 % 1.98 % 4.80 % 7.84 % 2.20 % 8.35 % 8.40 %
CADCr 46.10 % 23.82 % 45.64 % - 2.62 % 73.33 % 0.37 % 104.65 %
NYCC - - - - - - - 28.57 %
Tabla 5.4: Error relativo entre el caso óptimo y la respuesta del EMS para el consumo
equivalente
5.9. Clasificación de los ciclos de conducción
De la tabla 5.4 se puede inferir la existencia de una capacidad de predicción so-
bre otros ciclos más que el entrenado. Por lo tanto, se propone clasificar los ciclos
de conducción en solo dos categorías, un grupo principalmente ubano y otro grupo
principalmente interurbano y de carretera. Como se muestra en la tabla 5.4, la red
neuronal HWFET ejecutada sobre el ciclo con la cual fue entrenada resulta tener el
error relativo mínimo de 0.25 %. Por otro lado, el error relativo máximo se obtuvo
cuando CADC road se ejecutó sobre NYCC con 104.65 %. Sin embargo, sin tener en
cuenta el NYCC (ya que el ciclo óptimo es difícil de reproducir con el EMS propues-
to), el error relativo máximo se obtuvo cuando el CADC road se ejecutó sobre el
CADC urbano (73.33 %), seguido del HWFET sobre el CADC urbano (71.04 %) El
error relativo medio de cada estrategia aplicada a los otros ciclos fue de 20.44 %, y
sin tener en cuenta el NYCC, fue de 15 %.
De acuerdo con estos resultados, las redes neuronales entrenadas con ciclos agre-
sivos (por ejemplo, CADC urbano) deberían funcionar en general para todos los ci-
clos. Por el contrario, las estrategias neuronales de ciclos suaves (por ejemplo, HW-
FET o NEDC) pueden no funcionar con ciclos agresivos.
Si bien la elección de los ciclos de conducción siempre tiene un impacto en el
rendimiento de los vehículos, ciertos tipos de ciclos de conducción amplifican este
impacto en los trenes de potencia de vehículos híbridos y eléctricos. Los vehículos
híbridos e híbridos plug-in ofrecen poco beneficio de consumo a costos más altos pa-
ra la conducción en carretera (HWFET), pero pueden ofrecer reducciones drásticas
de combustible y ahorro de costos en conducciones agresivas con paradas frecuentes
y ralentí [81].
Como se puede ver en tabla 5.4, la estrategia neuronal entrenada con el CADC
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urbano muestra el mejor rendimiento cuando se usa con ciclos de conducción desco-
nocidos. Por el contrario, la estrategia neuronal entrenada con el NYCC solo puede
usarse en el NYCC. Este comportamiento puede explicarse mirando la figura 5.5 y
la tabla 5.3, donde, en el ciclo NYCC, la batería se carga con frecuencia (potencia
negativa) tanto por el freno regenerativo (26 %) como por la FC (74 %). El EMS en-
trenado con este ciclo, donde el suministro de energía de la batería es el más grande,
puede explicar por qué esta estrategia agota la batería en el resto de los ciclos.
Por otro lado, uno puede ver en la tabla 5.4 que la estrategia neuronal entrenada
por el ciclo de manejo de autopistas HWFET tiene su peor desempeño cuando se
aplica a los ciclos fuertemente urbanos NYCC, CADC urbano, LA92 y UDDS.
El EMS entrenado con el ciclo urbano CADC logra el error medio más bajo, para
los ciclos urbanos UDDS, LA92, CADC urbano y NYCC y empeora para los ciclos de
autopistas (por ejemplo, HWFET). Además, el EMS entrenado con HWFET muestra
buenos resultados para ciclos interurbanos como NEDC, HWFET, WLTP y CADC
Road. A partir de este análisis, es claro que se puede realizar una clasificación na-
tural en dos grupos: ciclos urbanos que incluyen los ciclos UDDS, LA92, CADC ur-
bano y NYCC, y ciclos interurbanos y de autopistas que incluyen los ciclos NEDC,
HWFET, WLTP y CADC. Como se puede ver en la figura 5.9, se pueden obtener
buenos resultados con el EMS entrenado con el CADC urbano aplicado a los ciclos
urbanos y el EMS entrenado con el ciclo HWFET aplicado a los ciclos interurbanos
y de carretera.
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Para visualizar de forma más cuantitativa y cualitativa los resultados anteriores,
es conveniente mostrar más específicamente en qué grado el EMS mejora el rendi-
miento en términos de consumo equivalente (ver (5.18)) contrastando la respuesta
de la red neuronal, la optimización ideal del ciclo conocido a priori y el caso base.
Esto se resume en la tabla 5.5 y la figura 5.10.
La tabla 5.5 muestra la masa de hidrogeno consumida, el SoD final (el SoD inicial
es siempre 30 %) y el consumo equivalente en g/km para cada uno de los casos
analizados (caso base, el consumo óptimo y con la aplicación del EMS) en cada uno
de los ciclos estudiados.
En la figura 5.10, el consumo equivalente por kilómetro para el caso base está
representado por las barras azules. Las barras amarillas corresponden al caso del
control diseñado con las redes neuronales, y las barras rojas muestran los resultados
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Figura 5.9: Flujo de hidrógeno (g/s) y SoD para el caso óptimo y para la gestión con
EMS
NEDC HWEFT UDDS LA92 WLTP CADCu CADCr NYCC
Caso Base
H2 [kg] 0.084 0.132 0.092 0.147 0.192 0.050 0.133 0.019
SoD final 29.681 27.883 20.411 34.746 57.320 21.563 45.359 26.355
Consumo equivalente [g/km] 0.254 0.270 0.277 0.318 0.307 0.387 0.279 0.390
Caso óptimo
H2 consumido [kg] 0.084 0.131 0.087 0.150 0.203 0.045 0.141 0.018
SoD final 30.009 30.009 30.009 30.009 43.876 30.009 30.010 29.997
Mejoras del consumo equivalente [ %] 0.52 2.05 12.80 0.69 0.05 19.79 2.27 17.76
Estrategia basada en NN
H2 consumido [kg] 0.083 0.131 0.087 0.150 0.202 0.046 0.142 0.021
SoD final 30.754 29.769 29.534 29.519 46.252 29.471 30.538 27.335
Mejoras del consumo equivalente [ %] -0.84 1.80 11.07 -4.07 0.57 18.03 -1.12 10.85
Tabla 5.5: H2 consumido y SoD para el caso base, caso óptimo y estrategia basada
en NN
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Figura 5.10: Comparación del consumo equivalente por kilómetro (g/km) y la dife-
rencia porcentual con respecto al caso base
del consumo equivalente dado por la optimización se realiza en el caso ideal cuando
los ciclos son conocidos a priori. La diferencia de porcentaje de consumo equivalente
con respecto al caso de referencia se muestra en la parte superior de cada barra. En la
mayoría de los ciclos, la estrategia NN reduce el consumo con respecto al caso base
o produce un resultado general que se acerca al rendimiento óptimo. Para los ciclos
en los que las estrategias óptima y de referencia son aproximadamente comparables,
la estrategia de NN en general produce resultados similares (por ejemplo, NEDC,
LA92 y camino de CADC), mejorando en algunos casos el rendimiento (por ejemplo,
HWEFT, WLTP). Para los ciclos UDDS, CADC urbano y NYCC, en los cuales el
consumo óptimo es claramente menor que el caso base, la estrategia NN también
reduce el consumo, a veces muy cerca del escenario óptimo (por ejemplo, UDDS,
CADC urbano). El EMS urbano aplicado a los ciclos urbanos obtiene una mejora
general cercana a 10 %, 12 % en el UDDS, 18 % en el CADC urbano y 11 % en el
NYCC. Por otro lado, cuando se aplica al LA92, el EMS urbano no muestra ninguna
mejora, lo que puede explicarse debido a que el caso óptimo está muy cerca del
caso de referencia. Para el EMS interurbano y de carretera, se aplica la observación
anterior, obteniéndose mejoras de 1.8 % para el HWFET y de 0.6 % para el WLTP.
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5.11. Conclusión
Se introdujo un nuevo controlador EMS en línea que gestiona los flujos de po-
tencia de las fuentes de alimentación del FCHEV utilizando modelos dinámicos y
redes neuronales. Los modelos dinámicos del vehículo con sus fuentes de alimen-
tación particulares aseguran un diseño de EMS mejorado porque tienen en cuenta
varios factores que no pueden incluirse mediante el uso de modelos estáticos (por
ejemplo, la corriente máxima de carga de la batería, temperatura de trabajo, etc.). Se
crearon ocho redes neuronales y se entrenaron con los resultados de la optimización
de modelos simplificados, que se han utilizado para reducir el alto costo compu-
tacional de la optimización con los modelos de Simulink. El uso de redes neuro-
nales proporciona un EMS aplicable en tiempo real. La solidez de este método se
verificó al ejecutar cada estrategia sobre el resto de los ciclos, pudiendo comprobar
la confiabilidad para predecir ciclos desconocidos. Con esta metodología, se realizó
un análisis cuantitativo y cualitativo, que muestra el comportamiento de las redes
en diferentes tipos de ciclos. A partir de este análisis, las estrategias de administra-
ción se pudieron clasificar en dos categorías que cubren la mayoría de los tipos de
conducción posibles: urbano e interurbano y carretera. Los resultados muestran que
con la metodología propuesta es posible obtener dos EMS adecuados para imple-
mentar en un controlador de vehículo en tiempo real. Para un estilo de conducción
en carretera e interurbano, la NN entrenada con el ciclo HWFET tiene el mejor ren-
dimiento mostrando una reducción de consumo energético de hasta 2 %, mientras
que la NN entrenada con el ciclo urbano CADC logra el error medio más bajo para
ciclos urbanos obtener el ahorro de energía equivalente hasta 18 %.
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Comentarios finales
La relación entre Energía y Ambiente es sin duda uno de los campos claves entre
los desafíos tecnológicos existentes en la actualidad, tanto por su incidencia en el
bienestar personal y colectivo, como por su influencia en la competitividad econó-
mica regional, y también por las repercusiones medioambientales. La investigación
y transferencia, en estas dos áreas del conocimiento representan una gran posibili-
dad de crecimiento y desarrollo socio-productivo de nuestro país y de la región. En
el contexto Nacional es necesario que desde los Centros de Investigación y las Uni-
versidades Nacionales exista un claro involucramiento en los desafíos necesarios
para lograr desarrollos tecnológicos innovadores o avanzados en tecnologías ener-
géticas con baja emisión de carbono, entre ellas las energías renovables y tecnologías
amigables con el ambiente. El litio es considerado como un recurso estratégico por
su proyección futura, debido a que constituye un insumo imprescindible en las ba-
terías de ion litio, para la alimentación de energía en celulares, computadoras, autos
modernos (híbridos y eléctricos) y a una amplia gama de tecnologías. La batería
de ion litio es un sistema de almacenamiento de energía eléctrica que ha generado
grandes expectativas como fuente de potencia por su capacidad de almacenamiento,
tanto de energía gravimétrica como volumétrica, considerablemente superior a la de
los sistemas convencionales como por ejemplo las baterías de Plomo, Níquel/metal
hidruro, entre otras. Con el fin de aprovechar localmente los grandes reservorios
de litio que existen en el territorio nacional es fundamental incursionar en la inves-
tigación sobre tecnología de baterías de litio, para dar valor agregado a nuestras
materias primas y poder realizar la sustitución de importaciones. Esto representa
una oportunidad estratégica de enorme trascendencia, no solo para la explotación
de este recurso natural, sino también para agregarle valor tecnológico basado en un
desarrollo científico autónomo e independiente. Muchos grupos de investigación
de nuestro país están desarrollando acciones de investigación y transferencia tecno-
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lógica que se espera impacten positivamente en la región y particularmente en los
sectores productivos y sociales.
En este contexto, mi trabajo expuesto en ésta tesis de doctorado tuvo como prin-
cipal motivación realizar aportes que puedan servir como nexo entre las investi-
gaciones llevadas adelante para desarrollar nuevos materiales para las baterías de
ion litio y la etapa de diseño y producción de baterías. En estas lineas se presen-
to un modelo basado en la física, con más de 30 parámetros ajustables, que luego
de una estimación de parámetros basada en la optimización entre los resultados de
la simulación y los resultados experimentales, permitió modelar correctamente el
comportamiento de una batería comercial de ion-litio. Además en el marco de los
estudios sobre la aplicación de los modelos desarrollados en sistemas de pack de
baterías, se encontró que el refrigeramiento forzado de aire no es una buen método
de enfriamiento para el paquete de baterías ya que las celdas centrales no alcanzan
a bajar su temperatura y esto produce desbalance térmico entre las celdas del borde
sobre el cual el aire impacta.
En cuanto a la introducción de los sistemas de almacenamiento basados en ba-
terías de ion litio en vehículos eléctricos, en éste trabajo se propusieron diversas
metodologías de análisis que permiten evaluar, con una mirada global, los mejores
caminos tecnológicos para la implementación de los mismos. En el análisis WTW se
encontró que en el escenario actual, los buses convencionales tienen mejores índi-
ces, excepto en los índices de eficiencia donde los buses eléctricos a baterías tienen
siempre mejores resultados. A la luz de esto último se comprende que para que
los buses sean, sin lugar a dudas, una mejor opción que los buses convencionales,
se debe trabajar fuertemente sobre la generación energética, adoptando fuentes de
emisiones cero (como la eólica y la solar) y reduciendo las emisiones de las fuen-
tes ya instaladas. Como parte de estos estudios, se investigó un sistema de control
para un vehículo eléctrico propulsado con celdas de combustible y un paquete de
baterías de iones de litio como fuente secundaria. El objetivo principal fue el diseño
y desarrollo de un controlador capaz de supervisar el flujo de energía de la celda
de combustible y la batería, obteniendo una solución que minimice el consumo de
energía equivalente de un ciclo desconocido a priori. La solidez de este método se
verificó al ejecutar cada estrategia sobre varios ciclos de manejo internacional, pu-
diendo comprobar la confiabilidad para predecir ciclos desconocidos. A partir de
este análisis, las estrategias de administración se pudieron clasificar en dos catego-
rías que cubren la mayoría de los tipos de conducción posibles: urbano e interur-
bano y carretera. Los resultados muestran que con el sistema de control propuesto
es posible obtener un controlador de vehículo en tiempo real que permite ahorros
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energéticos de hasta un 18 %.
La presente tesis fue llevada a cabo gracias al otorgamiento de una beca docto-
ral interna del tipo I por parte de CONICET en 2014. Gracias a la misma se pudo
exponer resultados preliminares en los siguientes congresos y reuniones científicas:
CORREA, G.; MUÑOZ, P.; RODRIGUEZ, C.R. Performance comparison of
conventional, hybrid, hydrogen and electric urban buses using well to wheel
analysis for different south american countries 22nd World Hydrogen Energy
Conference Lugar: Rio de Janeiro; Año: 2018
MUÑOZ, P.; CORREA, G.; FERNÁNDEZ, D.; GAUDIANO, M.
Environmental performance of multi- objective optimal energy management
for fuel cell hybrid and plug-in hybrid urban buses
22nd World Hydrogen Energy Conference
Lugar: Rio de Janeiro; Año: 2018
PEDRO MATÍAS MUÑOZ; ARPIT MAHESHWARI; GABRIEL CORREA PE-
RELMUTER; MASSIMO SANTARELLI
Thermal behavior investigation of a LiFePO4 battery cell determined by opti-
mum power management of fuel cell electric vehicles
20th Topical Meeting of the International Society of Electrochemistry
Lugar: Ciudad Autonoma de Buenos Aires; Año: 2017
PEDRO MATÍAS MUÑOZ; GABRIEL CORREA PERELMUTER; EMANUEL
WALDEMAR MOSCHEN; AGUSTIN SIGAL; MIRTA SUSANA ROITMAN;
GUILLERMINA LETICIA LUQUE; CARLOS RAMIRO RODRIGUEZ
GESTIÓN DE LA ECONOMÍA DEL HIDRÓGENO: DEL POZO A LA RUE-
DA PRODUCCIÓN, TRANSPORTE, DISTRIBUCIÓN Y USOS FINALES
I Congreso Internacional sobre Ciudades inteligentes, Innovación y sostenibi-
lidad
Lugar: Córdoba; Año: 2016
GABRIEL CORREA PERELMUTER; DAMIÁN FERNANDEZ; MARCOS GAU-
DIANO; LADISLAO MATHE; EMANUEL WALDEMAR MOSCHEN; PEDRO
MATÍAS MUÑOZ
Dimensionamiento y gestión de la energía optimos en un vehículo eléctrico a
pila de combustible utilizando modelos dinámicos del vehículo.
Biennial Congress of Argentina (ARGENCON)
Lugar: Bariloche; Año: 2014
PEDRO MATÍAS MUÑOZ; EMANUEL WALDEMAR MOSCHEN; GABRIEL
CORREA PERELMUTER; LADISLAO MATHE
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Selección y dimensionamiento de un vehículo eléctrico híbrido propulsado
por celdas de combustible. Comparación y análisis con un vehículo de com-
bustión interna
Biennial Congress of Argentina (ARGENCON)
Lugar: Bariloche; Año: 2014
Trabajo futuro
Entre los trabajos futuros que se pueden desprender de esta tesis, se encuentran
los siguientes:
Aplicar los modelos de baterías con otras químicas y otros diseños de baterías,
así como desarrollar modelos de paquetes de baterías para otras aplicaciones
vehiculares como lo pueden ser autos o buses eléctricos, atendiendo diferentes
métodos de enfriamiento y aportando soluciones a los problemas de configu-
ración espacial y cumplimiento de estándares de seguridad.
En el análisis WTW se puede formular el estudio inversamente, es decir, par-
tiendo desde los requerimientos de emisiones y eficiencias energéticas para
que los vehículos de emisión cero sean sustentables, calcular cómo debería es-
tar constituida la matriz energética de Argentina, Brasil o Chile.
En el marco de estudios sobre los Sistema de almacenamiento de Energía co-
mo un concepto que integra tecnologías de hidrógeno y baterías de ion litio
verticalmente, el hidrógeno producido a partir de electrolizadores se puede
incorporar en diferentes arquitecturas de sistemas P2P y P2G. Las aplicacio-
nes incluyen: hidrógeno para el abastecimiento de combustible de vehículos,
procesos industriales, generación de energía e inyección en la tubería de gas
natural. La producción y el almacenamiento de hidrógeno se pueden combi-
nar con equipos de generación de energía, incluyendo celdas de combustible,
motores de movimiento alternativo, turbinas de combustión y turbinas de va-
por, lo que resulta en un dispositivo de almacenamiento con la capacidad de
cambiar la entrega de electricidad para aplicaciones de redes eléctricas. Se pro-
pone hacer un análisis WTW de estas tecnologías para evaluar las eficiencias
disponibles en cada uno de los caminos posibles.
Actualmente se están llevando a cabo la optimización del del manejo de ener-
gía en vehículos híbridos de emisión cero, minimizando índices multifisicos
relativos a la eficiencia y emisiones del mismo en su ciclo WTW, integrando la
así la etapa de generación de los vectores energéticos.
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