Abstract. Recently, a new approach to get a deeper understanding of online computation has been introduced: the study of the advice complexity of online problems. The idea is to measure the information that online algorithms need to be supplied with to compute high-quality solutions and to overcome the drawback of not knowing future input requests. This concept was successfully applied to many prominent online problems including paging, the k-server problem, metrical task systems, or job shop scheduling. In this paper, we study the advice complexity of an online version of the well-known set cover problem introduced by Alon et al.: for a ground set of size n and a set family of m subsets of the ground set, we obtain bounds in both n and m. We prove that n bits of advice are both sufficient and necessary to perform optimally. Furthermore, for any constant c, we prove that n − c bits are enough to construct a c-competitive online algorithm and this bound is tight up to a constant factor (only depending on c). Moreover, we show that a linear number of advice bits is both necessary and sufficient to be optimal with respect to m, as well. We further show lower and upper bounds for achieving c-competitiveness also in m.
Introduction and Preliminaries
The idea of online algorithms is both a natural concept in practical applications and of great theoretical interest. In this model, the algorithm designer faces the problem that an algorithm A has to read the input instance of some problem piecewise and has to create parts of the output before knowing the whole input string. Furthermore, A is not allowed to redeem any pieces of the output it already created.
Online scenarios and online algorithms have been studied extensively (for an overview, we refer the reader to the standard literature [1, 5, 9, 12, 14] ). Similar to the concept of the approximation ratio of algorithms dealing with (hard) offline problems, competitive analysis (introduced in 1985 by Sleator and Tarjan [17] ) is usually used to measure the quality of online algorithms (ignoring the runtime of the algorithm): for any instance I of some minimization online problem P , we define the competitive ratio of A on I as the fraction of the cost of A on I and the optimal cost Opt(I). Here, Opt is an offline algorithm that sees the whole input in advance, which is a huge advantage compared to the knowledge A possesses. This exactly captures the dilemma online algorithms face.
Clearly, we may see the competitive ratio as a value that tells us what we forfeit for not knowing the future. As pointed out in [4, 13] , when dealing with the advice complexity of an online problem, we are interested in getting a deeper understanding of what it is we pay for. For sure, a straightforward answer to this question is "the remainder of the instance", but we want to measure the essence of what makes the problem hard with respect to online computation.
In the model used throughout this paper, we consider online algorithms that are able to receive extra information from some advice tape that is thought of as being created by an oracle O that sees the whole input in advance. In every time step, an online algorithm A may sequentially read some piece of information from this tape together with the input. More formally, we are dealing with the following model. Definition 1 (Online Algorithm with Advice). Consider an input sequence I = (x 1 , . . . , x n ). An online algorithm A with advice computes the output sequence A φ = A φ (I) = (y 1 , . . . , y n ) such that y i is computed from φ, x 1 , . . . , x i , where φ is the content of the advice tape, i. e., an infinite binary sequence. A is c-competitive with advice complexity s(n) if there exists a constant α such that, for every n and for each input sequence I of length at most n, there exists some φ such that cost(A φ (I)) ≤ c · cost(Opt(I)) + α and at most the first s(n) bits of φ have been accessed during the computation of A φ (I). Moreover, if α = 0, A is called strictly c-competitive. An algorithm is optimal if it is strictly 1-competitive.
In this paper, we consider strictly competitive algorithms only, when talking about both lower and upper bounds.
The advice complexity was introduced by Dobrev, Pardubská, and Královič [6, 7] in 2008 and a revised version was since then used to study various online problems. A detailed survey on this topic is given by Hromkovič, Královič, and Královič [13] . The paging problem and the disjoint path allocation problem have been examined in [4] , the job shop scheduling problem was studied in [4, 16] . Metrical task systems were investigated in [8] , and the k-server problem was analyzed in [3, 8] . Some connections between computing with advice and randomization are found in [3, 16] .
As usual, in order to construct hard instances for the online algorithms studied, we consider an adversary ADV that constructs the input in a malicious way [5, 9, 12, 14] . As mentioned, we add another player to the game that is classically played between an online algorithm A and ADV: the oracle O that collaborates with A by giving help using the advice tape. Note that, similar to randomized online algorithms [12, 15] , we can think of an online algorithm A with advice as an algorithm that chooses, depending on the advice it is given, from a set of deterministic strategies denoted by Alg(A). Another view we might impose on computations with advice is that an optimal random choice is supplied by O for every input.
Observation 1 Let A be an online algorithm that uses b bits of advice. Then ADV can handle A as 2 b different deterministic online algorithms without advice. In particular, ADV knows each of the 2 b algorithms.
This observation enables us to use two different techniques to show lower bounds on the number of advice bits required to obtain a certain output quality; for instance, in [4] , the hardness was shown by a combinatorial argument: Suppose that there is an online algorithm A that uses b bits of advice. Then there must be an advice tape such that reading the first b bits enables A to distinguish a class of relevant inputs sufficiently for the required properties of A. The goal is then to show that there are different inputs that cannot be distinguished sufficiently. Using Observation 1, we can also do a direct proof. We are able to design an adversary ADV that creates an input instance such that all deterministic algorithms from Alg(A) fail to meet all required properties.
Throughout this paper, for any set Y , by P(Y ) we denote the power set of Y ; by log x we denote the logarithm of x with base 2. 
Measured Quality
Lower Bound Upper Bound
In the following, we consider an online version of the set cover problem, SetCover for short, introduced by Alon et al. [2] .
Definition 2 (SetCover). Given a ground set X = {1, . . . , n} of size n, a set of requests X ⊆ X, and a family S ⊆ P(X) of size m, a feasible solution for SetCover is any subset
The aim is to minimize k, i. e., to use as few sets as possible. In the online version of this problem, the elements of X arrive successively one by one in consecutive time steps. An online algorithm A solves SetCover if, immediately after each yet uncovered request j, it specifies a set S i such that j ∈ S i .
Note that Alon et al. [2] constructed a deterministic O(log m log n)-competitive algorithm that even works for the weighted version of SetCover. In the following, we give bounds on the advice complexity in both the size of the ground set X and the size of the family S. Obviously, n = |X| is an upper bound on the number of requests. Furthermore, note that we may assume that S does not contain any sets that are subsets of any other set from S (if not, sets that are contained in other sets may be removed from the input by a preprocessing step; since the sets are unweighted, it is never worse to prefer supersets). From this, it directly follows, due to Sperner's Theorem [18] , that we have
which trivially implies that m may be exponential in n. However, due to the hardness of the vertex cover problem [11] (which is a sub-problem of SetCover) we know that also instances where m ∈ O(n) may be hard in the offline case. This motivates the study of advice depending on both n and m. Sometimes, when we need to communicate a number x in a self-delimiting way, we use a well-known technique that enables us to use at most 2 log log x + log x bits (see, e. g., [4] ).
Organization of this Paper
In Section 2, we measure the advice complexity as a function of the size of the set of elements to cover, that is, |X|. We show that linear advice is both sufficient and necessary to create optimal output. As for the trade-off between an achievable constant competitive ratio c and the number of advice bits, we show an upper bound of n − c + 2 and a lower bound that matches up to some factor depending on c. In Section 3, we give bounds in the size of S. Here, we also show that linear advice is necessary and sufficient to be optimal; this is tight up to a factor of (log 3)/3. We prove a lower bound of log m/c − 1 for achieving c-competitiveness and an upper bound of roughly m − c · m/ log m. Our results are summarized in Table 1 .
Bounds Measured in the Size of X
First, let us analyze the information complexity of the problem, that is, the advice complexity for calculating an optimal solution [13] . In the following, we show that a number of advice bits linear in |X| is sufficient to create an optimal output by a very easy argument. Theorem 1. There exists an optimal online algorithm A with advice that uses n − 1 advice bits.
Proof. The proof is straightforward. The oracle O simply writes the characteristic function of X on the advice tape, i. e., a one at position i if and only if the i-th element from X is contained in X . However, A knows one requested element from X before it has to take any action (and this is known by O). Thus, if the first element requested is j, the jth position is simply skipped on the tape (not written down by O).
Although the above algorithm is trivial, it is interesting to note the we are able to complement this result with an almost matching lower bound to show that a linear number of advice bits is also necessary to be optimal. Theorem 2. At least log (N (n − 1)) > n − 1 2 log (n − 1) − 3 bits are necessary for any online algorithm A with advice to achieve optimality, for any even n.
Proof. Let n be even. Consider the set S that contains all subsets of X of size exactly n/2. Clearly, there are exactly N (n) such sets. Now ADV requests n/2 items, starting with one fixed item x 1 (after which A has to start with choosing a set from S). Clearly, one single set from S is sufficient to cover all requests. Since A knows that x 1 is included in the set it has to choose, there are n − 1 n/2 − 1 remaining candidate sets. Observe that, since n is even, it holds that n/2 − 1 = (n − 1)/2 . Consequently, there are exactly N (n − 1) sets left from which A has to select one. Therefore, A needs to distinguish between N (n − 1) different advices to distinguish this many sets and if it reads strictly less than log (N (n − 1)) bits, this merely enables A to choose among strictly less than N (n−1) strategies which, by Observation 1, is equivalent to choosing among this many deterministic algorithms.
By the pigeonhole principle, there exist two distinct sets S 1 and S 2 (i. e., inputs which both contain x 1 , but differ in at least one element) for which A chooses the same deterministic strategy A ∈ Alg(A). Clearly, A cannot be optimal in both cases. Using Stirling's 4 approximation (see, e. g., [10] ), we get log (N (n − 1)) = log n − 1
which finishes the proof.
The next question we are dealing with is how many bits are necessary and sufficient to achieve c-competitiveness.
Theorem 3. There exists a c-competitive online algorithm A with advice that uses at most n − ((c − 1)k + 1) + log k + 2 log log k bits of advice where k is at most the size of the optimal solution.
Proof. Suppose the optimal solution Opt covers all |X | requests with no more than k elements from S. The number k can be communicated to A in a self-delimiting way using log k + 2 log log k advice bits. Note that A may use at most c · cost(Opt) ≥ cost(Opt) + (c − 1)k sets to be c-competitive.
As in the proof of Theorem 1, O writes the characteristic function of X onto the advice tape. Recall that A knows the first element from X that is requested before it has to make any decision. Since A may use (c − 1)k additional sets in comparison to Opt, it only needs to read the first n − (c − 1)k − 1 bits of advice, compute the optimal solution Opt * for this sub-instance (which, of course, has less costs than Opt) and take one additional set for every requested element not covered by Opt * .
An easy calculation gives that, for c ≥ 2, Theorem 3 implies the following corollary.
Corollary 1.
There exists a c-competitive online algorithm A with advice that uses at most n − c + 2 bits of advice, for c ≥ 2.
Next, generalizing the idea from the proof of Theorem 2, we show a lower bound on the number of advice bits required for any online algorithm that achieves c-competitiveness. To do so, we again consider an adversary ADV that plays against some online algorithm A with advice, i. e., against 2 b deterministic algorithms at once (see Observation 1).
Theorem 4. Any deterministic online algorithm with advice that reads at most
bits of advice is guaranteed to be strictly worse than c-competitive.
Proof. For the ease of presentation, let n be a multiple of c + 1. In the following, for any given c, S consists of all possible sets of size n/(c + 1) in P(X). Similar to the previous discussion, an adversary ADV chooses exactly n/(c + 1) items such that there exists a unique optimal solution that consists of exactly one set. Thus, a c-competitive algorithm is allowed to choose c sets at most.
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Let A be an online algorithm that uses b bits of advice. We will determine a number b such that all algorithms in Alg(A) fail to be c-competitive, i. e., are forced to choose at least c + 1 sets. To this end, ADV proceeds in rounds, where in each round all algorithms from Alg(A) are forced to choose an additional set. At the same time, there is an optimal solution that consists of only one single set. Thus, if each algorithm has to choose more than c sets, none of them is c-competitive.
There are c + 1 rounds numbered 0, . . . , c. At the end of round i, ADV has to ensure that all algorithms have chosen at least i + 1 sets so far. In each round, the algorithms in Alg(A) are partitioned into those that already chose an additional set (these algorithms are said to be out for this round) and those that did not yet choose one additional set.
ADV creates an input instance I = (i 1 , . . . , i n/(c+1) ) that corresponds to exactly one set in S. As in the proof of Theorem 2, the item i 1 is fixed as x 1 (in round zero, that is, before A produces any output) such that each algorithm in Alg(A) has to choose a set containing x 1 . Subsequently, ADV enters the first round and it chooses items such that as many algorithms from Alg(A) as possible are out, because they do not have the corresponding item covered yet. ADV continues in this fashion until, eventually, the round is finished after all algorithms are out. The remaining rounds work analogously.
Let p 0 be 1 and p 1 , . . . , p c be natural numbers such that ADV chooses p i elements to finish round i, i. e., ADV chooses p i − p i−1 many items to make all algorithms in Alg(A) out in round i. At the beginning of round r, there are, in total, 2 b subsets of S that were determined by the algorithms from Alg(A) each of which containing the items of the earlier rounds. Suppose that there is no item that is covered by no algorithm; otherwise ADV requests exactly this one thus finishing round r. Clearly, we do not have to consider any algorithms (sets) that are out already at this step. Therefore, we may assume that each algorithm has chosen a total number of exactly r sets and, thus, at most rn/(c + 1) items (otherwise, the corresponding algorithm is already out). From these items, p r−1 are fixed already due to the previous rounds. Thus, ADV has to consider at most 2 b · (rn/(c + 1) − p r−1 ) items.
In the first step, ADV can choose from n − p r−1 items. The average number of occurrences of one item is at most 2 b rn c+1 − p r−1 n − p r−1 .
Therefore, the least frequently covered item i p r−1 +1 has already been covered by at most that number of different algorithms in Alg(A). Since any algorithm is out if it has chosen a family of sets not containing this item, in the subsequent steps we only have to focus on the remaining algorithms in Alg(A). More generally, ADV can reduce the number of algorithms that are not out in round r by a fraction of
or more when taking the (j + 1)-th element. Hence, let s ≤ rn/(c + 1) + 1 be an integer such that
then, it follows that p r ≤ s. Note that, since r < c + 1, n > rn/(c + 1) ≥ s − 1 holds in (2) , thus the fraction is well-defined. Moreover, there exists s such that (2) holds, e. g.,
Bounds Measured in the Size of S
In the previous section, we measured the advice complexity in the number of elements, |X|. Now we look at the online SetCover problem from a different perspective, by measuring the advice in the number of sets given, |S|. As we discuss at the end of this section, we obtain bounds that are not comparable with those presented in the previous section. At first, let us consider the advice needed to create an optimal output. Encoding the characteristic function of the sets that are used by an optimal solution immediately gives the following result.
Theorem 5.
There exists an optimal online algorithm A that uses m bits of advice.
As in the previous section, this very naive approach is asymptotically the best we can hope for.
Theorem 6. Any online algorithm A with advice needs at least (m log 3)/3 − 2 advice bits to be optimal.
Proof. For any m, let m be the largest number that is smaller than or equal to m and that is a multiple of 3, i. e., m ≥ m − 2. Moreover, let n := 4m /3. ADV chooses X such that there are n/4 items y 1 , . . . , y n/4 and 3n/4 items x i,j , i ∈ {1, 2, 3}, j ∈ {1, . . . , n/4}. After that, ADV sets S to contain exactly the following sets. For k ∈ {1, . . . , n/4}, there are three sets {y k , x 1,k }, {y k , x 2,k }, and {y k , x 3,k }. Since S has to be of size m, ADV adds m − m many dummy sets to S that each contain one unique item y j only; these sets are never considered by any optimal solution (which A may assume, because they are subsets of other sets).
Next, ADV requests all items y i ; hence, since each request has to be satisfied, A has to fix n/4 sets to cover all items. After that, for every i, ADV requests one of the three items x 1,i , x 2,i , and x 3,i . Note that any combination leads to a distinct optimal solution that consists of exactly m /3 sets. This way, A has to correctly choose one of 3 m /3 possible families as answers for the first m /3 requests.
If, however, A uses less than log 3 m /3 advice bits, then, by applying the pigeonhole principle, there must be two identical advices for two different sequences of correct answers. Thus, ADV can choose the one not chosen by the algorithm. Consequently, a lower bound on the advice complexity is
which is larger than m/2 for m tending to infinity.
Let us now consider algorithms that aim at achieving c-competitiveness. bits to A to be optimal by writing the indices of all sets taken by Opt on the advice tape. Clearly, we need one additional bit to indicate that this is the case. Note that we do not need to encode k into the advice, but we can pad the advice by duplicating certain sets instead. We may therefore assume the other case, i. e., k > t. Suppose that, in this case, O again writes the characteristic function of S on the advice tape. As in the proof of Theorem 3, A may use (c − 1)k ≥ (c − 1)t more sets than Opt to guarantee c-competitiveness. This means that, if A knows the first m − (c − 1)t bits of the advice tape, it acted optimal to this point and may safely take one set for each remaining uncovered element. We immediately verify that
Finally, as above, the number k does not need to be communicated to A. Since m and c are known to A by construction, no further advice is necessary.
We now show a lower bound on yielding c-competitiveness measured in m. This way, we obtain a slightly better lower bound than that one that is directly implied by the lower bound measured in n from the previous section. Proof. Let A use b bits of advice and let α := 2 b . ADV constructs a ground set X that consists of all words with lengths up to c (including the empty word λ) over an (α + 1)-ary alphabet. Every element S from S is uniquely defined by a word w(S) of length c. Moreover, S contains all prefixes of w(S). Note that, by definition, λ is included in every set.
Without loss of generality, we assume that, in what follows, no algorithm chooses more than one set per request. Now at first, ADV requests the element λ which causes every algorithm from Alg(A) to choose one set from S. Every of these sets contains one element of length 1. However, the (at most) 2 b different choices left at least one such element x uncovered. ADV now requests an element of length 2 that has the prefix x . It immediately follows that every algorithm from Alg(A) has to choose a second set. ADV now inspects the words of length 2 within these sets. There is at least one word x (which has the prefix x ) not covered and ADV uses it as a prefix to choose a word of length 3 which it requests in what follows etc.
In general, after i requests, all algorithms from Alg(A) used at least i sets and thus ADV can ensure that A used c sets in total after c requests where all requested words are increasing prefixes of a distinct word w of length c.
However, by construction, there exists one set in S that covers all requests, which is the unique optimal solution. We conclude that, in order to be c-competitive, b = log α has to be chosen such that Hence, we may assume that b is at least log m/c − 1 which proves our claim. The lower bound of the trade-off between c and b is shown in Figure 1 .
Compare these results to the ones measured in n from the previous section. As for optimality, in Theorem 6, we had 4m/3 ≥ n ≥ 4(m − 2)/3, and thus m ≤ (3n + 8)/4 yielding a lower bound of less than (n + 3) log 3/4, which is worse than the one of Theorem 2. On the other hand, in the proof of Theorem 2, we had m = N (n) which means that it merely gives a logarithmic lower bound in m, whereas Theorem 6 gives a linear lower bound. If we look at the trade-off between the advice bits and the competitive ratio, in Theorem 8, we clearly have m = (α+1) c and n = . Thus, Theorem 8 yields a lower bound that is logarithmic in n and is therefore worse than the one of Theorem 4. Furthermore, inspecting this theorem, we observe that here m = n n/(c+1) ≥ (c+1) n/(c+1) and the bound of Theorem 8 is better with respect to m and c.
Conclusion
In Section 2, we encoded information about the input to the advice tape such that A still had to compute the solution itself. Therefore, it was left with solving an N P-hard problem. As usual in online computation, this concept of unconditional hardness is used to analyze the algorithms output quality while neglecting its runtime.
On the other hand, the upper bounds with respect to |S| presented in Section 3 encode information about the solution, and the resulting algorithms are running in polynomial time. In general, it makes sense to analyze the advice complexity of efficient online algorithms. Almost nothing is known about the comparison of online algorithms with advice with unrestricted and restricted runtime, opening an interesting field for further research.
