We have recently proposed a new method for combined design optimization and calibration-based validation using a sequential approach with variablesize local domains of the design space and statistical bootstrap techniques. Our work was motivated by the fact that model validation in the entire design space may be neither affordable nor necessary. The method proceeds iteratively by obtaining test data at a design point, constructing around it a local domain in which the model is considered valid, and optimizing the design within this local domain. Due to test variability, it is important to know how many tests are needed to size each local domain of the sequential optimization process. Conducting an unnecessarily large number of tests may be inefficient, while a small number of tests may be insufficient to achieve the desired validity level. In this paper, we introduce a technique to determine the number of tests required to account for their variability by sizing the local domains accordingly. The goal is to achieve a desired level of model validation in each domain using the correlation between model data at the center and any other point in the local domain. The proposed technique is illustrated by means of a piston design example.
INTRODUCTION
A major challenge in engineering design optimization is that the computational and/or simulation models utilized for analysis to quantify objective and constraint values (and their sensitivities with respect to design variables and parameters) must remain adequately accurate in very large design spaces, both in terms of dimensionality and range. In the engineering design community, adequate accuracy of the models has been assessed by validation approaches that compare model predictions to experimental data. Model validation for specific analysis purposes typically presents significantly less computational challenges as such models are developed with the intention to be utilized in the context of a relatively narrow scope. We believe that the approach to model validation for design optimization however, as used predominantly by the engineering design community, has several limitations: 1. Model predictions are compared to experimental data at a small number of points. Typically, this may be inadequate for large number of model inputs (dimensionality) that constitute design optimization variables and parameters, and can take values from large intervals (range). 2. Model predictions are typically compared at points for which experimental data are already available; new tests are usually not conducted. However, these points may not be relevant to the optimal design, which is determined by intersecting active constraint boundaries that may lie far away from the test points. 3. If new tests are conducted for model validation, they are all performed before the optimization process. Typically, the test points are distributed across the design space in an attempt to fill it according to the design-of-experiments paradigm. However, numerical optimization algorithms generate a sequence of design candidates (or iterates) until they converge to an optimal design according to termination criteria, desired accuracy and/or computational budget (e.g., maximum number of iterations). They rarely visit the entire design space. Thus, testing at points distributed over the entire design space may be irrelevant, and thus wasteful. We think that this is true even when using optimization algorithms that evaluate points . WORK UNIT NUMBER
Accounting for Test Variability through Sizing Local Domains in

PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES)
Mathematics and Statistics Department,Oakland University,2200 N. Squirrel Road,Rochester,Mi,48309 8 . PERFORMING ORGANIZATION REPORT NUMBER ; #23664
SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES)
U.S. Army TARDEC, 6501 East Eleven Mile Rd, Warren, Mi, 48397-5000
SPONSOR/MONITOR'S ACRONYM(S)
TARDEC
SPONSOR/MONITOR'S REPORT NUMBER(S)
#23664
DISTRIBUTION/AVAILABILITY STATEMENT
Approved for public release; distribution unlimited 13 . SUPPLEMENTARY NOTES
Proceedings of IDETC/CIE 2013 ASME 2013 International Design Engineering Technical Conferences & Computers and Information in Engineering Conference August 4-7, 2013, Portland, OR, USA
ABSTRACT
We have recently proposed a new method for combined design optimization and calibration-based validation using a sequential approach with variable-size local domains of the design space and statistical bootstrap techniques. Our work was motivated by the fact that model validation in the entire design space may be neither affordable nor necessary. The method proceeds iteratively by obtaining test data at a design point, constructing around it a local domain in which the model is considered valid, and optimizing the design within this local domain. Due to test variability, it is important to know how many tests are needed to size each local domain of the sequential optimization process. Conducting an unnecessarily large number of tests may be inefficient, while a small number of tests may be insufficient to achieve the desired validity level. In this paper, we introduce a technique to determine the number of tests required to account for their variability by sizing the local domains accordingly. The goal is to achieve a desired level of model validation in each domain using the correlation between model data at the center and any other point in the local domain. The proposed technique is illustrated by means of a piston design example.
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in the entire design space in an attempt to find good local minima, because the test cost can outweigh these attempts. To address the above issues, we have been presenting in a series of recent publications (Li et al., 2010; Drignei et al, 2012a and 2012b) , the building blocks of a new methodology for sequential design optimization that utilizes calibration-based model validation in local (sub)domains of the design space. The above publications also provide a comprehensive literature review on model validation. Our new methodology proceeds iteratively by obtaining test data at a design point, constructing around it a local domain in which the model is considered valid, and optimizing the design within this local domain. If the optimal design associated with the local domain lies on the boundary of the latter, a new iteration is conducted with the optimal design serving as the new center point. This process either converges if the optimal design of a local domain lies in the interior of the latter or is terminated if testing resources are exhausted. In the second case, we are still left with a design that is optimal with respect to a part of the design space.
The premise of this paradigm is that testing resources are utilized more efficiently. We recognize that the new paradigm may be conflicting with the automation of the design optimization process, as it requires the temporary interruption of the design optimization process when new tests become necessary. However, we emphasize that current practice can lead to invalid and bad designs because of the three arguments we presented above, as demonstrated with an academic example in Li et al. (2010) . We must decide whether we want "automated" results that may be erroneous or "semi-automated" design solutions that utilize resources efficiently and increase the likelihood of performing as predicted when built. Moreover, the proposed paradigm enables the consideration of additional model inputs as variables during the optimization process. It also enables robustness studies with respect to model inputs that are design parameters since testing resources are not exhausted a-priori but managed and allocated as the design optimization process progresses.
In section 2 we review our previous research on design optimization using local domains. In section 3 we develop the statistical models, the method for choosing the number of tests and the construction of local domains. Section 4 presents a description of the piston example, on which we apply the proposed methodology. We summarize in Section 5.
BRIEF METHODOLOGY REVIEW
In Li et al. (2010) we first proposed the idea of validating computational models via calibration as the design optimization process progresses using a sequential approach that resembles trust-region methods. In this first research effort, we assumed that data can be obtained for each of the local domains that are defined during the sequential optimization process. Moreover, we held the size of the local domains (whose shapes were hyper-rectangles) fixed, and used intervalbased Bayesian hypothesis testing to compute model validity at the center of each local domain. Our combined design optimization and validation method was based on calibrating model parameters (if necessary) to ensure that model validity would not fall below a threshold. Although this first method did not account for test or model uncertainty directly, and assumed fixed local domains, a contrived cantilever beam design example we used to demonstrate our idea highlighted the fact that a-priori global validation can lead to invalid and worse designs, while the proposed sequential design optimization approach using calibration-based validation in local domains converged to a valid and better design.
In Drignei et al. (2012a) , we improved our methodology by varying the size of the local domains to reflect model validity. In this work, the dimensions of the hyper-rectangles around a center point design are determined such that model predictions match test data statistically for a given confidence level. Keeping the assumption that test data can be obtained for each local domain, we modeled the error between model predictions and test data as a Gaussian process and conducted calibration-based validation using a parametric bootstrap methodology involving maximum likelihood estimators of unknown model parameters. We formulated a design optimization problem based on the "thermal example" of Dowding et al. (2008) that was developed to serve as a validation benchmark problem for a validation workshop at Sandia National Laboratories. We demonstrated that i) the sequential process generates local domains of different dimensions and ii) that the active constraints (which determine the optimum) move around the design space as the models that are used to compute them are re-calibrated as necessary.
While the Gaussian process assumption is prevalent in the literature as many data sets exhibit Gaussian behavior, there are instances where this is not true. Therefore, in Drignei et al. (2012b) , we used a nonparametric bootstrap statistical method that does not rely on the assumption of Gaussian (or any other) distribution.
We applied the nonparametric bootstrapping technique to the same thermal example. The obtained results differed, but not substantially. Nevertheless, the ability to not have to rely on the Gaussian (or any other) distribution may be crucial for other design applications.
In this paper, we lift the assumption that a fixed number of tests has been conducted to generate data for each local domain. In order to utilize resources as efficiently as possible, we assume that only one set of test data exists (or can be obtained) for the center point design of each new local domain, and present a technique for conducting additional tests incrementally (one by one) if and as necessary to validate the model via calibration, so that it satisfies a user-specified accuracy threshold. We demonstrate our updated methodology for sequential design optimization and validation using a piston design example, which involves statistical surrogates for the responses of interest.
TEST VARIABILITY AND LOCAL DOMAIN SIZING
In this section, we first review the statistical framework to model the error between test data and model predictions. For convenience of notation, since the design example we use considers only scalar responses, we will consider the case where responses are spatially invariant and time-independent. A formulation for time-dependent, spatially variant responses is presented in Drignei et al. (2012b) . We then proceed with presenting the technique for linking test variability with domain size to determine the number of required tests in order to satisfy local domain model validity requirements.
Statistical error modeling
and 
, with their exact number r to be determined later. We can then write
where   x  is the prediction bias representing the mean simulation model error, and
is a zero mean random quantity representing the variability between a specific test response (fixed k) and a specific model prediction (fixed c). Here, for simplicity reasons, we will not include the model bias explicitly. However, a bias term (random or not) can be easily included includes the model calibration parameters c and the statistical parameters θ , the Gaussian probability density function we consider is (Schervish, 1995) 
where N is the length of the test data vector   
Determining the local domain
When the point x is fixed, the parameter vector φ is estimated by maximizing the likelihood function where
Test data   
confidence regions in multidimensional cases (Schervish, 1995) . In our previous work we used rectangular shapes for the local domains to expedite the computational process. The resulting confidence level was thus only approximate.
Determining the number of required tests for each local domain
In our previous work, we assumed that the model is validated through calibration in a local domain D uniformly, i.e., that the model is valid at each point inside the local domain. However, model validity may vary at different points of the local domain, with points farther away from its center (where test data are available) possibly having lower validity. This behavior stems from the Gaussian asymptotic distribution of the maximum likelihood estimators and the generalized least squares estimators that were used in our parametric and non-parametric bootstrap approaches, respectively. Moreover, we need to account for test variability while sizing the local domains (in our previous work we assumed that data are available from a fixed number of tests).
We propose therefore, an enhanced calibrationbased validation procedure that is based on the distance between the point at which we have test data (the center of the local domain) and the point at which we want to utilize the model. This enhanced technique is based on the assumption that test and model data are statistically similar at the center of the local domain, while this statistical similarity decreases as the distance from the center point increases.
We define a pointwise validation measure at x as the correlation between model data at the center x c of the domain and model data at point x. This could be an empirical correlation, or a more sophisticated model correlation. In this paper, we use the surrogate model correlation
4) which is described in detail in the next section. This correlation inherently depends on the distance between the two points x and x c . Furthermore, we define the validation level of the local domain D as )
It expresses a minimally acceptable model correlation between data at the center and data within the local domain. This new validation measure is a generalization and a refinement of our previous dichotomous validation measure, where the model at a validating design point was either validated or not, depending on whether it was included in the local domain or not.
Using statistical arguments, one can demonstrate that if the number of tests at the center design point increases from 1 to r, the local domain shrinks, and its size is expected to decrease by a factor of order r. This follows from the asymptotic distribution of maximum likelihood. Therefore, by increasing the number of tests, we obtain a local domain that is more strongly validated according to the proposed validation level of Equation (5) because all its points are closer to the center design point where the test data are available. However, increasing the number of tests also increases the cost. Thus, there is a trade-off between the cost and the degree of model validation of the local domain. We propose the following algorithm for choosing the number of tests r in each local domain:
1. Start with a minimum number of tests r 0 and obtain the local domain using high confidence level, for example 99%. In this local domain, compute the validation level of Equation (5) increase the number of tests r by one and repeat steps 1 and 2 above. In general, the confidence level used to construct the local domains does not need to be equal to the validation level threshold.
Design optimization
Ultimately, we are interested in optimizing a design objective subject to constraints where the objective and constraints are evaluated using model predictions for the responses of interest. A piston design optimization example is presented in the next section. The following steps summarize the proposed sequential design optimization approach with concurrent calibration-based model validation using elliptic local domains whose size is determined by accounting for test variability using a parametric bootstrap. 
Choose an initial point
EXAMPLE: PISTON DESIGN
Automotive piston design is a challenging problem involving complex physics and requiring satisfaction of multiple performance objectives. Efforts to reduce engine vibration and radiated noise while improving durability, fuel economy and reliability are critical. Important piston design requirements include high scuff resistance, low friction and wear, and low noise. It is common practice to determine the optimal piston skirt profile so that the maximum contact pressure at the piston-bore interface is kept low in order to avoid scuffing. Reduced friction and low piston slap noise are used as additional design requirements.
Despite the small clearance between the piston and the cylinder bore, the piston undergoes a secondary motion within the bore, which can generate unwanted sound and vibration. The secondary motion is caused by the piston side thrust, which changes direction due to the connecting rod angularity. As a result, the piston moves laterally from one side of the bore to the other and also tilts within the bore clearance. It eventually collides against the cylinder wall. This impact is commonly known as piston slap.
To improve the friction, noise and scuffing performance, the piston is designed with barrel and ovality shapes. Because of the barrel shape, the side load on the piston skirt gets distributed more evenly resulting in a much wider contact pattern and lower skirt pressure improving the piston"s scuffing propensity. The piston ovality also improves the piston"s scuffing propensity and also provides additional clearance to parts of the skirt to compensate for the piston"s thermal expansion. The piston slap cannot be eliminated completely although it can be significantly reduced with a good piston skirt profile. The combination of a deformed cylinder with a deformed, profiled piston (oval and barrel shapes) defines the clearance at running conditions affecting therefore, the performance of the piston.
An analytical model was developed by Patel et al. (2010) and Paras et al. (2007) to simulate the piston secondary dynamics and piston-bore contact for an asymmetric half piston model. The model includes several important physical attributes such as bore distortion due to mechanical and thermal deformation, inertia loading, piston barrelity and ovality, piston flexibility and skirt-to-bore clearance. The model accounts for piston kinematics, rigid-body dynamics and skirt flexibility.
Based on a sensitivity study (Patel, 2009 ) seven key design variables were identified as the biggest contributors on piston friction, noise and scuffing. Figure 2 shows some piston design details. From the front view, the piston has a barrel shape which allows different level of clearance at different sections. The piston skirt is divided into three main sections; top section 2 A , middle section 1 A , and bottom section A . The clearance between the skirt and the liner in the middle section represents the cold-clearance. The oval shape is defined at three sections along the piston skirt similarly to the piston barrelity. Because of its criticality, the piston ovality at the top-section is used as a design variable. Finally, the piston pin offset and the cold clearance are also design variables. The pin offset is the distance between the piston centerline to the piston pin-hole centerline.
Figure 2. Piston geometric dimensions
Here, the design vector x consists of two design variables (pin offset and cold clearance), whereas the calibration vector c includes the remaining five variables in Table 1 . Denoting by f 1 (x,c) the skirt pressure, by g 1 (x,c) the total friction power loss and by g 2 (x,c) the kinetic energy loss, the design optimization problem is formulated as The surrogate surfaces may be characterized by artificial, local optima. As the results below will show, this may be a potential drawback in using surrogates in optimization processes. One can decrease the potential of such artificial local optima by increasing the sample of design points, at the expense of a more computationally intensive and/or numerically unstable procedure. Alternatively, starting the optimization process from different initial conditions may lead to the global optimum. Table 2 presents the maximum likelihood estimated statistical parameters for the three surrogates. Figure 1 shows the cross-validation plots, indicating that the surrogates are acceptably accurate. The "leave-one-out" cross-validation method has been used. The plots in Figure 1 show the actual model response data versus the cross-validation surrogate model response data at all 100 points. In such plots, the closer the scatter-plot is to the main diagonal, the better the statistical surrogate is. Final Design 8   Table 3 . Summary of optimization results with variable number of tests for initial guess: pin offset = -0.4, cold clearance = 0.01
Step # Table 4 . Summary of optimization results with fixed number of tests for initial guess: pin offset = -0.4, cold clearance = 0.01
Ellipse semiaxis length
Step # Figure 2 and Table 3 Objective function iso-contours are shown in yellow only for the last step of the optimization process. Constraint boundaries are shown in green and blue for the friction power and kinetic energy losses, respectively. The constraint boundaries "move" about the design space as the sequential optimization process progresses due to the re-calibration of the models as necessary. 
Design optimization results
Initial Design
Final Design
Due to the many steps of the sequential optimization process, Table 3 includes only the first 13 and the last 2 steps. The initial number of tests for each local domain is r 0 =2. One can see that after the first 4 steps the number of tests per local domain increases to achieve the required high validation level. Towards the end of the sequential optimization process the validation level is high enough that no additional tests are required, so the last local domains are based on r 0 =2 tests. Figure 3 and Table 4 show results for fixed number of tests (r 0 =2) at each local domain of the sequential optimization process. One can see that the local domains in the middle stage of the sequential optimization process are larger. Therefore, the points located near the boundaries of the local domains are assumed to be not as valid as the points closer to the center of the ellipse, where test data are available. These ellipses are, in fact, much larger than those towards the middle stage of the optimization process in Figure 2a . This was to be expected, since additional tests will decrease the area of the local domains. The validation levels reported in Tables 3 and 4 were computed using 1000 sample points within each local domain.
Not using the new method that controls the size of the local domain may result in obtaining different optimal designs. Indeed, the optimal design in Table 3 is pin offset=-0.1450 and cold clearance = 0.0081, whereas the optimal design in Table 4 is pin offset=0.0000 and cold clearance = 0.0019. A pin offset value very close to 0 is not meaningful from an engineering point of view.
We have replicated the optimization process several times using the same initial guess. The results differ slightly due to the different sets of random numbers. While there are differences among statistically replicated optimization paths, the ones using the new method tend to converge to an optimal design farther away from the origin than those not using it. The possible cause of this behavior is the qualitative change in the optimization surface around the objective function iso-contour of 40 MPa. Specifically, this line appears to separate the area including the local maximum associated with the contour line 65 MPa from the local minimum associated with the contour line 25 MPa. In general, one would like to have a more conservative optimization method that uses small steps in such areas of qualitative changes. The optimization based on the presented method seems to naturally reduce the size of local domains in this area, whereas the method used in our previous work did not.
Figures 4 and 5 depict what happens when considering a different initial guess for the sequential design optimization process, namely pin offset = -0.64, cold clearance = 0.02 where the optimization within each local domain started at the extreme left end of each ellipse. Using the enhanced technique that accounts for test variability when sizing the local domain (new validation measure), the final optimal values are similar to those obtained using the previous initial guess (Figure 4 ). This is not the case when the number of tests is held fixed for each local domain. In this case, the optimization process converges to an inferior local optimum ( Figure 5 ). Even though this may have been caused by the surrogates, the enhanced technique did not get trapped in this local optimum. We conclude that varying the local domain size according to test variability may have advantages regarding the quality of the obtained optimal designs, even though this may come at the expense of additional tests.
To provide insight on how the validation level changes with the number of tests, we started the optimization algorithm at a new initial design with pin offset = -0.35 and cold clearance = 0.022 and stopped the algorithm after the first local domain was identified. A number of r = 18 tests were necessary to achieve the prescribed validation level of 0.99. Figure 6 shows the validation level as the number of tests varies from 2 to 18. As expected, adding more tests increases the validation level although the increase is not monotonic. Table 5 provides more details for the 18 tests showing that in general the size of the ellipses decreases with the number of tests. It should be noted that each row in Tables 3 and 4 show only the last row of Table 5 for each identified local domain. 
SUMMARY
In our recently developed methodology for sequential design optimization with concurrent, calibration-based model validation, the number of tests to obtain data was assumed constant for each local domain. Recognizing that test variability can play a significant role in the statistical error models we employ, we developed a new method that accounts for it when determining the size of local domains within which we can assume that the models used to obtain objective and constraint function values are sufficiently valid.
Using an automotive piston design example, we have demonstrated again that local model calibration is necessary to ensure that the sequence of design optimization candidates is validated. Moreover, we have shown that test variability can be accounted for as necessary by varying the size of the local domains to ensure that validity thresholds are satisfied. Finally, for the particular example considered in this paper, we observe that optimal designs obtained using the proposed method are superior to these obtained without using it.
