The quadratic matching problem (QMP) asks for a matching in a graph that optimises a quadratic objective in the edge variables. The QMP generalises the quadratic assignment problem as the latter can be seen as a perfect matching on a bipartite graph. In our approach, we strengthen the linearised IP-formulation by cutting planes that are derived from facets of the corresponding matching problem where only one quadratic term is present in the objective function (QMP1). As the influence of these cutting planes on the root bound decreases for instances with more quadratic terms in the objective, we present different methods to strengthen these cutting planes. Adopting the idea of the reformulation linearisation technique (RLT) we derive valid inequalities for the general QMP from QMP1 facets. Following the approach in Fomeni et al. [1] we replace cubic terms that appear in a reformulated QMP1 inequality by a quadratic estimator. Based on these methods we design and implement an exact branch-and-cut approach. When compared to solving the standard linearised IP formulation strengthened by cutting planes that result from the application of the RLT to the degree inequalities, we show that root bounds and cpu times for solving instances to optimality can significantly be improved, when the new method is applied.
Introduction
For an undirected graph G = (V, E) with real edge weights c e ∈ R for e ∈ E the matching problem (MP) asks for a subset of non-adjacent edges such that the sum of the edge weights of the matched edges is maximum. It is well known, that the matching problem can be solved in polynomial time. However, the situation changes when additional weights c ef for each edge pair e, f ∈ E are introduced that occur whenever the edge pair e, f is contained in a solution. The problem can be modelled as a matching problem that maximises a quadratic objective in the edge variables. The quadratic matching problem (QMP) is N P-hard [2] .
Applications of the QMP exist in computer vision, when for example a moving person needs to be identified automatically on photos that are taken within a short period of time [3] . Visualizing the person in the pictures by the graphs G 1 = (U, E 1 ) and G 2 = (V, E 2 ) the task is to detect highly similar substructures in G 1 and G 2 . To this end, an assignment of the nodes in U to the nodes in V has to be determined. If there exists an edge (u 1 , u 2 ) ∈ E 1 but no edge (v 1 , v 2 ) ∈ E 2 or vice versa, the choice of matching u 1 to v 1 and u 2 to v 2 is punished by adding negative weights to the objective. More generally, the task of determining 'highly similar' subgraphs in two graphs can be modelled as a QMP [4] . This contains the graph isomorphism problem as a special case. Further applications of the QMP exist for example for neural modelling problems [5] .
Related Work
The QMP can be seen as a generalisation of the quadratic assignment problem (QAP), as the QAP is a perfect QMP on a bipartite graph. The classical version of the QAP asks for assigning n facilities to n locations such that the sum of all possible products of distances and demand flows between each pair of locations is minimal [6] . The QAP is N P-hard [7] . A variant of the classical QAP where the number of locations may exceed the number of facilities is studied in [8] . The QAP is well investigated and there exist various formulations and linearisations [9, 10, 11] , as well as polyhedral investigations [12, 13, 14] and a number of different solution approaches [15] .
In general, quadratic binary optimization problems (QBP) are hard to solve. One common approach is to linearise the quadratic terms in the objective function such that the resulting linear integer program (IP) with binary variables can be solved by standard IP methods. Fortet [16] introduced an approach where each product of binary variables in the objective function is replaced by a single auxiliary binary variable. Additional linear constraints have to be added that model these product terms. In the following, we will refer to this method as the standard linearisation of a QBP. In order to manage the large number of additional constraints, linearisation procedures based on auxiliary continuous variables were proposed in [17] . Moreover, compact linearisations where the number of new variables is kept as small as possible [18, 19, 20] have been introduced as well as linearisations that are based on the reformulation of the linear constraints in the IP formulation [21] . Furthermore, different techniques that strengthen the IP relaxation bound have been established. Some of these are variants of the Gilmore-Lawler procedure, which is one of the most popular lower bounding techniques for the QAP [21, 22] .
Apart from the IP methods, solution approaches for QBP have been introduced that derive strong bounds which can be incorporated in a branchand-bound routine. Good bounds can for example be obtained from semidefinite programming relaxations [23] , Lagrangian relaxations [24, 25] or convex quadratic relaxations [26] . This paper deals with an exact solution method that is based on an IP approach.
A further common method to strengthen IP formulations or to derive cutting planes for QBP is the reformulation linearisation technique (RLT) introduced by Sherali and Adams [27, 28] . The RLT transforms QBP into an equivalent binary linear program whose continuous relaxation provides a tight bound on the optimal value of QBP. Using RLT, hierarchies of LP-relaxations can be constructed. Increasing the level of the RLT hierarchy results in stronger LP relaxation bounds. However, this requires a much higher computational effort. In order to reduce the latter, in [1] monomials of high degree that occur during the RLT cutting plane generation process are replaced by polynomial estimators of lower degree. In Section 4.3 we will adapt this idea to generate new cutting planes for the QMP.
Moreover, to speed up branch-and-cut approaches for QBP, separation routines from the maximum cut problem, cutting planes derived from the boolean quadric polytope [29] and general cutting planes such as local or target cuts [30, 31] have been used. For several QBPs, problem-specific cutting planes have been derived, for example for the QAP [32, 8] or the quadratic travelling salesman problem [33] .
In [34] the linearised IP-formulations are strengthened by cutting planes that are facets of the corresponding optimisation problem where only one quadratic term is assumed in the objective function. These new inequalities remain valid if more quadratic terms are present in the objective function. In [2] the polyhedral structure is studied for several combinatorial optimization problems with one quadratic term in the objective. Among these are the minimum spanning tree problem, the minimum arborescence problem and some variants of the quadratic matching problem. For the quadratic version of the minimum spanning tree and the quadratic minimum spanning forest problem it is shown that the derived cutting planes improve the LP-relaxation bounds of the linearised IP-formulation and speed up the solution process [34] .
Outline
After some preliminary structural results for the QMP we follow the approach in [34, 2] . We first study the polyhedral structure of the matching problem where only one quadratic term is assumed in the objective function (QMP1). In Section 3 we present new classes of facets for QMP1 that arise from the well known blossom inequalities of the linear matching problem. In Section 3.3 we show that separation of these new inequalities is polynomially solvable. Furthermore we present in Section 4 different methods to strengthen the derived cutting planes or any valid QMP1 inequality. In particular, we introduce in Section 4.3 a method based on the reformulation linearisation technique (RLT) that generates valid inequalities for the QMP from valid inequalities of QMP1. Based on these results, we design and implement in Section 5 an exact branch-and-cut approach. Our computational results show that root bounds and cpu times for solving instances to optimality can significantly be improved when the new cutting planes are used.
The Quadratic Matching Problem
Let G = (V, E) be a complete undirected graph with node set V and edge set E. For edges e ∈ E we use interchangeably e = {i, j} with i, j ∈ V . A matching in G is a subset M ⊆ E of non-adjacent edges. Furthermore real edge weights c e = c {i,j} ∈ R are given. For a subset of nodes U ⊆ V we denote by E(U) = {e = {i, j} ∈ E | i, j ∈ U} the subset of edges with both end nodes in U and δ(U) = {e = {i, j} ∈ U | i ∈ U, j ∈ U} the cut (set) of U. We call the sum of edge weights e∈δ(U ) c e the value of the cut and we shortly write δ(v) instead of δ({v}).
The quadratic matching problem (QMP) is described by the following IPformulation 
Obviously, only quadratic terms of non-adjacent edges can occur in a feasible solution. Therefore we restrict ourselves to product terms in the set
The corresponding quadratic matching polytope is defined by
The following lemma shows that P QMP is full-dimensional.
Lemma 2.1 dim(P QMP ) = |E| + |R|.
Proof. The incidence vectors of the following 1 + |E| + |R| matchings M are affinely independent: M = ∅, M = {e} for all e ∈ E, and M = {e, f } for all {e, f } ∈ R. ✷ For the (linear) matching problem (MP) the corresponding (linear) matching polytope is defined by P M P = conv{x ∈ R |E| | x fulfils (deg) and (bin)}. It is well known that the degree constraints (deg) together with the (linear) blossom inequalities
give a complete linear description of P MP [35, 36] and MP can be solved in polynomial time. This situation changes when additional product terms are introduced in the objective function. It is not difficult to see that QMP is N P-hard [2] . Considering the polytopes P MP and P QMP the question arises how the additional quadratic terms influence the structure of the corresponding polytope. For this purpose we study the matching problem with only one quadratic term in the objective function.
The Matching Problem with One Quadratic Term
In the following we consider the matching problem with one single quadratic term xe 1 xe 2 . We call the edgese 1 := {ů,v} ande 2 := {ẘ,z} monomial edges and the corresponding nodesů,v,ẘ andz monomial nodes. We define y := ye 1e2 = xe 1 
with the corresponding QMP1 polytope
With Lemma 2.1 the dimension of P QMP1 equals |E| + 1. All inequalities that are valid for the linear matching polytope P MP remain valid for P QMP1 . The (monomial) support graph of a valid inequality e∈E a e x e + be 1e2 y ≤ d is defined by G ab = (V, E ab ) with E ab = {e ∈ E | a e = 0} ∪ {e 1 ,e 2 ∈ E | be 1e2 = 0}. The question arises if some or all facet inducing inequalities of P MP remain facet inducing for P QMP1 . Furthermore, we study how new facet classes for P QMP1 can be derived from facet inducing inequalities of P MP .
Facet Inducing Inequalities Derived from the Linear Matching Problem
We start with the study of the inequalities from (QMP1). In the following we assume that the graph G = (V, E) is complete and |V | ≥ 6.
Lemma 3.1 ((i))
The following classes of inequalities are facet inducing for P QMP1 :
(ii) the non-negativity constraints x e ≥ 0 for all e ∈ E\{e 1 ,e 2 }, and (iii) the linearisation constraints of the form y ≤ xe 1 , y ≤ xe 2 and y ≥ 0
For complete graphs all blossom inequalities (bl) induce facets for P MP . This situation changes when the quadratic term is introduced. Depending on the location of the corresponding monomial edges concerning the blossom, the blossom inequalities can be strengthened by the corresponding monomial term. This is summarised in the following lemma. The corresponding support graphs are given in Figure 1 . 
is valid and facet inducing for P QMP1 .
For the nested blossom inequalities the subset T may also be empty. In the following we denote by x M the incidence vector of a matching M and we call x M a matching vector. The corresponding product variable is denoted by y M .
Proof.
(i) Let S ⊆ V be a subset of odd cardinality that satisfies the conditions of Lemma 3.2 (i). Without loss of generality letů,ẘ ∈ S,v,z / ∈ S, see Figure 1 covered by a matching. Therefore e∈E (S\{ů,ẘ}) x e + y ≤ |S| − 3 2 + 1 holds due to the linear blossom inequality (bl). In order to prove the facet inducing property of (1), we show that the face induced by the ∧-blossom inequality is not contained in any larger proper face. Let F be the set of matching vectors for that the ∧-blossom inequality (1) is tight. Let
be a valid inequality that is satisfied with equality by all matching vectors in F . As P QMP1 is full-dimensional, we have to show that (3) induces the same facet as (1) , that is (3) is a positive multiple scalar of (1).
To begin with, it has to be shown for all edges e ∈ E\E(S) that c e = 0 holds and that c e = c f =: c with c ∈ R holds for all edges e, f ∈ E(S) with e = f . We skip the proof here as it is similar to the argumentation of the proof for the facet inducing property of the linear blossom inequalities for P MP in [37] .
It remains to show that c y = c. As before, letů,ẘ ∈ S andv,z / ∈ S such thate 1 ,e 2 ∈ δ(S). Let M be a matching of maximal cardinality in E(S\{ů,ẘ}). We define the two matchings M 1 := M ∪ {{ů,ẘ}} and M 2 := M ∪ {{ů,v}, {ẘ,z}}. By construction both matching vectors x M 1 , x M 2 ∈ F and have y M 1 = 0 and y M 2 = 1. Thus, (3) is tight for both x M 1 and x M 2 . As c e = 0 holds for all e ∈ E\E(S) we obtain Comparing coefficients yields c y = cůẘ = c.
(ii) Let S ⊆ V be a subset of odd cardinality. Validity for (bl) follows from the linear case. The facet inducing property is shown analogously to (i). With [37] it follows that c e = 0 for all edges e ∈ E\E(S) and that c e = c f =: c, c ∈ R for all edges e, f ∈ E(S) with e = f . As long as S satisfies the conditions in Lemma 3.2 (ii) it is always possible to find appropriate matchings for the comparison of coefficients, independently from the location of the monomial edgese 1 ande 2 with respect to S. Note that if S ∈S the corresponding blossom inequality is valid but not facet inducing as it is dominated by a nested blossom inequality (2) with |S| = 3 and |T | = 0. It remains to show that c y = 0 holds. Therefore, we choose the two matching vectors
As c e = c f =: c holds for all e, f ∈ E(S) a comparison of the coefficients leads to c y = 0.
(iii) Let S ⊆ V be a set of odd cardinality. We first consider the case S ∈S and T = ∅. Without loss of generality let S = {ů,v,ẘ}. The support graph G ab for this case is given in Figure 1 (b). To prove validity we distinguish two cases. If xe 2 = 0 or y = 1, the term xe 2 − y equals zero such that (2) is a linear blossom inequality. If otherwise xe 1 = 0 and xe 2 = 1, there are no edges in E(S) that can be matched as S only consists of the three monomial nodes. Thus, e∈E(S) x e + x e 2 = 1 holds. Next, we consider the case |S| > 3. An example of the support graph is given in Figure 1 (c). Again, if xe 2 = 0 or y = 1 we obtain xe 2 − y = 0 and validity of inequality (2) follows directly from the sum of the linear blossom inequalities for the two subsets S and T . Otherwise, if xe 2 = 1 and xe 1 = 0, each of the nodesů andv can either be matched with a node in T \{ẘ} or not. Thus three cases have to be distinguished. To begin with, if bothů,v are matched with nodes t 1 and t 2 ∈ T we obtain a left-hand side of (2) that is not greater than
Secondly, if exactly one of the nodes in S\T , sayů, is matched with a node t 1 ∈ T , the left-hand side of (2) is bounded by
sincev is not matched with any node in S and T . Thirdly, if neitherů norv is matched with a node in T , the bound is
Therefore, in all cases the left-hand side of (2) is bounded by |S| − 2. Thus inequality (2) is valid for all vectors in P QMP1 . The facet inducing property can be shown similarly to (i) and (ii) by comparing the coefficients of suitable incidence vectors for that (2) is tight. The complete proof is given in [2] . ✷ In addition to the various blossom constraints, further facet inducing inequalities are needed for the linear description of P QMP1 .
Facet Classes Based on Even Cliques
In the following, we present two more classes of facet inducing inequalities for P QMP1 . Both classes have a non-zero coefficient on the monomial variable and are based on cliques of even cardinality.
Lemma 3.3 Let S ⊂ V be a subset of nodes of even cardinality and let
Then, the clique-a inequality e∈E(S)
is valid and facet defining for P QMP1 .
An example for the support graphs of two clique-a inequalities for the cases (i) and (ii) in Lemma (3.3) is given in Figure 2 . Proof. We prove validity for subsets S corresponding to the conditions in Lemma 3.3 (i). For the case (ii) we add the resulting differences in brackets. If xv a = xẘ a = xz a = y = 0, validity is obvious for arbitrary S ⊆ V of even cardinality. If node a is matched with one of the nodesv,ẘ,z, sayv, it follows from the degree inequalities that xẘ a = xz a = y = 0. The set of unmatched nodes in S\{v} (or in S\{a}) may contain at most |S|−2 2 matching edges. Therefore, the left hand side does not exceed |S| 2 . Finally, if y = 1 holds and consequently xův = xẘz = 1, the degree inequalities imply x ka = 0 for the monomial nodes k ∈ {ů,v,ẘ,z}. Thus, at most
edges may be matched in S. With the additional term y = 1, the left hand side of (4) is smaller than or equal to
Similarly to the proof of Lemma 3.2 the facet inducing property can be shown by comparing the coefficients of suitable incidence vectors for that (4) is tight. The complete proof is given in [2] . ✷
The second class of facet inducing inequalities that is based on even cliques is specified in the following lemma. As the corresponding support graph of such an inequality resembles an hourglass for the smallest possible even clique S ⊂ V with |S| = 2 we call these inequalities hourglass inequalities. Examples for the support graphs of hourglass inequalities are given in Figure 3 . 
Proof. Let E ′ = {ů,v} ∪ {ů, a} ∪ {v, a} ∪ E(S) ∪ {ẘ,z} ∪ {ẘ, b} ∪ {z, b}. The only matchings with more than |S| 2 + 1 edges in E ′ are matchings that are perfect in S and contain both of the monomial edges. In this case we have y = 1 and this value is subtracted from the left-hand side of (5). Thus we obtain a value of ( |S| 2 + 2) − 1. In all other cases validity is clear from the degree constraints.
In order to show the facet inducing property we compare again the coefficients of suitable incidence vectors for that (5) is tight similar to the proofs of Lemma 3.2 and Lemma 3.3. As before, the full proof is given in [2] . ✷ For the minimum spanning forest and the minimum spanning tree problem, a complete linear description of the polytopes corresponding to the problems with one quadratic term in the objective is given in [2] . The following example shows that the facet classes considered so far do not suffice to obtain a complete linear description of P QMP1 . In our example there exists a fractional solution that satisfies all inequalities introduced in Sections 3.1 and 3.2. However the objective value of this fractional solution is better than the objective value for the best integral one. The optimal integral solution for the matching problem with one quadratic term has an objective value of 10 and is given by the highlighted edges {ů,v} and {ẘ,z}. However, there exists a better fractional solution with a value of 11 that is given as follows:
• xův = xẘz = 0.5, y = 0.3
This fractional solution satisfies all introduced valid and facet inducing QMP1 inequalities, i. e. the degree, the nonnegativity and the linearisation constraints, all blossom inequalities (1), (bl) and (2), the clique-a inequalities (4) and the hourglass inequalities (5).
Although the linear description of P QMP1 is not complete, the derived inequalities can be used within branch-and-cut approaches. It is well known that the blossom inequalities (bl) can be separated in polynomial time [38] . Therefore the question arises whether the new classes of "blossom-like" inequalities can also be separated in polynomial time.
Separation Strategies
In the following we show how to modify the separation routine introduced in [38] to obtain a separation routine for the new classes of inequalities. As the separation of all QMP1 inequalities can be reduced to the separation of the so called "simplified blossom inequalities" [39] we may use the procedure given in [38] . As far as we know, this is the fastest separation routine for the "simplified blossom inequalities". The blossom separation in [38] is based on the calculation of minimum T -odd cuts. For a set T ⊆ V of even cardinality, a T -odd cut is defined as a cut δ(S) with |T ∩ S| odd. Analogously, a T -even cut is a cut δ(S) with |T ∩ S| even.
Roughly speaking, the idea for separating the introduced "blossom-like" inequalities is as follows. We will show that the modification of the algorithm in [38] results in the calculation of an s-t T -even or an s-t T -odd cut. Therefore an s-t T -even (-odd) cut is defined as a T -even (-odd) cut with s ∈ S, t / ∈ S or vice versa. According to [40] a minimum s-t T -even or s-t T -odd cut can be calculated in polynomial time using the algorithm introduced in [41] and [42] . This results in polynomial time separation strategies for the considered facet classes. We start with the modification of the separation algorithm for the ∧-blossom inequalities (1).
A Polynomial Time Separation Routine for the ∧-Blossom Inequalities
First, we consider the facets induced by the ∧-blossom inequalities (1). Following [38] , we introduce the term r i := 1 − e∈δ(i) x e for each node i ∈ V that represents the slack of the corresponding degree inequality (deg). The ∧-blossom inequality (1) can be rewritten as i∈S r i +
e∈δ(S)
x e ≥ 1 + 2y (6) for S ⊂ V with |S| odd andů,ẘ ∈ S,v,z / ∈ S. For a given vector (x * , y * ) ∈ [0, 1] |E|+1 that satisfies the degree constraints (deg) and the linearisation constraints (lin1) and (lin2), we create as in [38] an extended graph
by adding a new dummy node d to V and new edges {d, i} for every node i ∈ V . Furthermore, we assign the weight w e = x * e to each edge e ∈ E and the weight w i = r * i = 1 − e∈δ(i) x * e to each edge {d, i}. Then inequality (6) can be rewritten as
with d / ∈ S. Thus inequality (7) is violated if and only if there exists a cut Figure 5 . We choose S as the partition that does not contain d. After the expansion of s and t, the resulting subset S is of odd cardinality and satisfies eitherů,ẘ ∈ S andv,z / ∈ S orv,z ∈ S andů,ẘ / ∈ S. If the cut value is less than 1+2y * a violated ∧-blossom inequality (1) is found. To separate all of the ∧-blossom inequalities, the caseů,z ∈ S andv,ẘ / ∈ S or vice versa has to be considered as well. Thus, the running time amounts to two times the running time needed to calculate an s-t T -even cut.
A polynomial time separation algorithm for the nested blossom inequalities, the clique-a inequalities and the hourglass inequalities can be obtained in a similar way. Thus, all classes of facet inducing inequalities for P QMP1 that are introduced in Section 3.1 and 3.2 can be separated in polynomial time.
When several monomial terms are present in the objective function, all QMP1 inequalities remain valid and the above separation routines can be used for each monomial term separately. In order to speed up branch-and-cut approaches when several monomial terms appear in the problem formulation, cutting planes that take the interaction of different monomial terms into account might be particularly helpful. For this reason we show in the following section how the knowledge about P QMP1 can be used to derive stronger cutting planes for matching problems with a higher monomial density.
Lifting Techniques to Generate Inequalities with Several Product Terms
In the following we consider a quadratic matching problem with several product terms and denote by M the set of unordered edge pairs (e, f ) = (f, e) for that a quadratic term x e x f exists, i. e., M := {(e, f ) ∈ E × E | c ef = 0}. For a pair (e, f ) ∈ M we again call the corresponding edges e and f monomial edges. The linearised IP formulation is given as
We denote by P QM P M the polytope that is defined as the convex hull of all incidence vectors that are valid for QMP M . Let (e 1 ,e 2 ) ∈ M be a fixed monomial edge pair withe 1 := {ů,v} ande 2 := {ẘ,z}. For (e 1 ,e 2 ) all inequalities presented in Section 3 remain valid for P QM P M . Let the inequality e∈E a e x e + bye 1 ,e 2 ≤ d be valid for QMP1 . We define the corresponding linear support graph G a as the undirected graph G a = (V, E a ) with E a = {e ∈ E | a e = 0}.
Techniques to Lift General QMP1 Inequalities
Let a ⊤ x + bye 1 ,e 2 ≤ d be a valid inequality for P QMP1 with a, b, d ∈ Z + . Let G a = (V, E a ) be the corresponding linear support graph. Then, specific substructures in the linear support graph allow the addition of particular monomial terms on the left-hand side of a given QMP1 inequality such that the resulting inequality is valid.
To this end, let F a be a set of monomial edge pairs (e, f ) ∈ M that are non-overlapping and that do not belong to the edge set of the linear support graph. Assume that for each edge pair in F a there exists at least one edge in the support graph that is adjacent to both edges e and f . In addition assume that e, f / ∈ {e 1 ,e 2 } holds for all pairs of edges in F a . Each edge pair (e, f ) ∈ F a extends the edge set of G a such that a connected subgraph is induced in G a . Examples are given in Figure 6 . Then, all monomial variables that belong to monomial edge pairs in F a may be added to the left hand side of the given QMP1 inequality. E a ) be the corresponding linear support graph. We define
Lemma 4.1 Let a
Let F a ⊆ F a be a set of edge-disjoint monomial edge pairs (e, f ) ∈ M\{e 1 ,e 2 }. That is, for any two monomial edge pairs (e, f ), (g, h) ∈ F a we have e, f / ∈ {e 1 ,e 2 } and g, h / ∈ {e, f,e 1 ,e 2 }. Then, the inequality
is valid for P QM P M , with β ef := max{a {i,k} + a {j,l} , a {i,l} + a {j,k} } for edges e := {i, j}, f := {k, l}.
Proof. Let a ⊤ x + bye 1e2 ≤ d ( * ) be a valid inequality of P QMP1 and let G a = (V, E a ) be the corresponding linear support graph. As F a solely consists of non-overlapping monomial edge pairs, the inequality y ef + y e ′ f ′ ≤ 1 holds for any two pairs (e, f ), (e ′ , f ′ ) ∈ F a with adjacent edges. As the monomial edges are not adjacent at all, the monomial variables do not affect each other. Thus, for F a ⊆ F a it is sufficient to prove validity for an arbitrary monomial edge pair ({i, j}, {k, l}) ∈ F a . Furthermore, for S = {i, j, k, l} let G S ⊆ G a with G S = (S, E a (S)) be the corresponding subgraph induced by S.
In G S at most two edges may be contained in a matching M. By construction of F a we have {i, j}, {k, l} / ∈ E S . Thus, a matching with two edges in G S either matches {i, l}, {j, k} or {i, k}, {j, l}. In the first case the term a il + a jk is summed up on the left-hand side of inequality ( * ), in the second case the term a ik + a jl . Since none of these four edges can be contained in M if y {i,j}{k,l} = 1, we may add the term max{a {i,k} +a {j,l} , a {i,l} +a {j,k} }·y {i,j}{k,l} to the left side of ( * ). ✷ Lemma 4.1 can be applied to each facet inducing inequality of the form a ⊤ x + bye 1e2 ≤ d of Section 3. For example we can strengthen the ∧-blossom inequalities (1) in the following way: Let S be an odd subset withe 1 ,e 2 ∈ δ(S). Then F a ⊆ F a is a set of non-overlapping edge pairs whose edges are contained in the cut δ(S)\{e 1 ,e 2 }. Furthermore β ef = 1 holds for each monomial edge pair (e, f ) ∈ F a . The resulting valid inequality reads
e∈E(S)
x e + ye 1e2 + (e,f )∈Fa
The support graph of an ∧-blossom inequality (1) and a generalization according to Lemma 4.1 is shown in Figure 7 . Similarly, further QMP1 inequalities can be strengthened by exploiting special monomial and combinatorial structures in the linear support graph. Let a ⊤ x+bye 1e2 ≤ d be a valid QMP1 inequality with a, b ∈ Z, a ≥ 0, b = 0. We consider monomial edge pairs ({i, j}, {k, l}) ∈ M that share the same nodes as the monomial edgese 1 = {ů,v} ande 2 = {ẘ,z}, that is i, j, k, l ∈ {ů,v,ẘ,z} and such that the edges {i, j}, {k, l} are not contained in the support graph G a . Examples for the described structure are given in Figure 8 .
The following lemma states how the monomial structure can be used to strengthen QMP1 inequalities. 
∈ E a and i, k ∈ {ů,v}, j, l ∈ {ẘ,z}}.
is a valid inequality for P QM P M with β := ae 1 + ae 2 + b.
Proof.
We define e 1 := {ů,ẘ}, e 2 := {v,z} and e 3 := {ů,z}, e 4 := {v,ẘ}. Further let (e 1 , e 2 ), (e 3 , e 4 ) ∈ M. Let the inequality a T x + bye 1e2 ≤ d ( * ) be valid for P QMP1 with a e 1 = a e 2 = a e 3 = a e 4 = 0. Then, F a = {(e 1 , e 2 ), (e 3 , e 4 )}. At most one of the three edge pairs (e 1 ,e 2 ), (e 1 , e 2 ), (e 3 , e 4 ) may be contained in a matching M. Ife 1 ,e 2 ∈ M the inequality is valid by assumption. If otherwise one of the two monomial variables y e 1 e 2 or y e 3 e 4 turns one, we obtain ae 1 xe 1 + ae 2 xe 2 + bye 1e2 = 0. Thus we may add the term βy e 1 e 2 + βy e 3 e 4 with β = ae 1 + ae 2 + b on the left hand side of ( * ). ✷ Both lifting techniques hold for general QMP1 inequalities. In the following we will have a closer look at the specific structures of the inequalities derived in Section 3.1 and 3.2.
Techniques to Strengthen Specific QMP1 Inequalities
A further approach to strengthen QMP1 inequalities is to study the structure of specific QMP1 inequalities. As a matter of fact, each class of valid QMP1 inequalities can be applied to each existing quadratic term separately. The question arises if two QMP1 inequalities that respect different quadratic terms but share the same structure in some or all linear x variables can be combined to obtain one valid inequality that respects both quadratic terms at once.
In the following letā ∈ V andS ⊂ V \{ā} be fixed and |S| even. Consider the clique-a inequalities (4) of Section 3.2
e∈E(S)
x e + x {ā,v} + x {ā,w} + x {ā,z} + y {u,v}{w,z} ≤ |S| 2 ,
for arbitrary monomial edge pairs (u, v), (w, z) ∈ M with v, w, z ∈S and a, u / ∈S. The following results can easily be transferred to the case v, w, z / ∈S andā, u ∈S.
For fixedv,w,z all of these inequalities share the same linear x-variable part e∈E (S) x e + x {ā,v} + x {ā,w} + x {ā,z} which we call the base of the inequality. Then, for arbitrary nodes u ∈ V \S with u =ā, all monomial variables corresponding to any of the monomial edge pairs ({u, j}, {k, l}) ∈ M with j, k, l ∈ {v,w,z} may be combined and added to the base of the clique-a inequality. An example of a combined inequality is presented in Figure 9 and the result is summarised in the following lemma. 
Then, the inequality e∈E(S)
x e + x {a,v} + x {a,ẘ} + x {a,z} + u∈S ′ \{a} i,j,k∈{v,ẘ,z} ({u,i},{j,k})∈M y {u,i}{j,k} ≤ |S| 2 (11) is valid for P QM P M .
Proof. Due to the degree constraints (deg) at most one of the monomial variables can obtain a positive value for any feasible matching M. ✷
A similar strengthening approach can be applied to the nested blossom inequalities (2) e∈E (S) x e + e∈E(T )
x e + xe 2 − ye 1e2 ≤ |S| − 2 of Section 3.1. For fixedS ⊂ V withů,v ∈S and forT :=S\{ů,v} we choose the base as e∈E(S) x e + e∈E(T ) x e . We may add to the base additional terms of the form (x f − y ef ). The support graphs of strengthened inequalities are given in Figure 10 . The approach is specified in the following lemma. is valid for P QM P M .
Proof. Let M be a matching and let (x, y) be the corresponding incidence vector. The term x {w,z} − y {ů,v}{w,z} is positive if {w, z} ∈ M and {ů,v} / ∈ M. If {w, z} / ∈ M or {ů,v} ∈ M validity holds by the same arguments as in the proof of Lemma 3.2 (iii).
Hence assume {ů,v} / ∈ M. Let W ⊆ T be the set of all nodes w ∈ T that are matched with a node z ∈ V \S with ({ů,v}, {w, z}) ∈ M. We distinguish two cases: If |T \W | is even, then at most 
Otherwise if less edges are matched within T \W , then there exist two nodes in T \W that may be matched withů andv. Then, the left hand side of (12) is not greater than 2
edges may be matched within T \W . If exactly one node is not covered by the matching then only one of the monomial nodesů andv can be matched with the unmatched node in T \W . Thus the left hand side of (12) equals 2
In all other cases, we obtain a left hand side that is strictly smaller than |S| − 2. ✷
Quadratic Reformulations
A common approach to strengthen LP-relaxations of binary quadratic optimization problems (QBP) is based on the Reformulation Linearisation Technique (RLT) introduced by Sherali and Adams [27, 28] . The key operation is to multiply each linear inequality in the IP-formulation by the variable x e , its complement (1 − x e ), e ∈ E or by any other valid linear inequality. In a linearisation step each of the resulting products x e x f , e, f ∈ E is replaced by a new binary variable y ef . As only binary variables are considered the identity x 2 e = x e holds. Systematic investigations of the quadratic representations have been carried out for several QBPs such as the quadratic assignment problem [43, 44] or the quadratic knapsack problem [45, 46] . The RLT in its standard form can for example be applied to the degree inequalities (deg) or to the linear blossom inequalities (bl). Thus, the following three classes of reformulated inequalities can be obtained from the degree inequalities:
(i) For all v ∈ V , (deg) is multiplied by a variable x e , e ∈ E, e / ∈ δ(v).
(iii) For u, v ∈ V, u = v two different inequalities (deg) are multiplied together.
By applying the RLT to a valid QMP1 inequality we obtain a cubic term in the reformulated inequality if the monomial variable is present in the QMP1 inequality. Instead of introducing a new binary variable for the cubic term we follow the idea in [1] and replace the cubic term by a quadratic estimator. More precisely, let e∈E a e x e + bye 1e2 ≤ d be a valid inequality for P QMP1 with the corresponding monomial support graph G ab = (V, E ab ). As for the linear matching problem, it is not difficult to show that if e∈E a e x e + bye 1e2 ≤ d induces a facet of P QMP1 then a e ≥ 0 holds [37] . Thus we may assume a e ≥ 0. Without loss of generality let f ∈ E\E ab be an edge that is not adjacent to any edge e ∈ E ab in the monomial support graph. Multiplying the QMP1 inequality by x f and replacing the products x e x f by y ef for (e, f ) ∈ M results in
Quadratic terms in the sum on the left hand side of the inequality that do not appear in the model may be omitted. In the case that b > 0 holds, the cubic term ye 1e2 x f = xe 1 xe 2 x f can be substituted by the left hand side of one the following valid 0-1 inequalities
It is shown in [1] that (17)- (20) are the best possible under-estimators for the cubic term xe 1 xe 2 x f . We add inequality (21) to the set of under-estimators as in this case only the original quadratic term ye 1e2 is needed for the substitution of the cubic term. In case b < 0 holds, we replace the cubic term by one of the following over-estimators [1] :
Clearly, the resulting quadratic inequalities are valid for P QM P M if M contains all possible quadratic terms. The under-estimators (17)-(21) may also be used if a quadratic term ye 1 f or ye 2 f does not exist. The corresponding term can be omitted in the under-estimator. This no longer holds for the over-estimators. In a similar way, further valid inequalities can be generated by multiplying a valid QMP1 inequality by (1 − x f ). Thus a large number of new valid inequalities for P QM P M can be obtained by applying the above procedure to the QMP1 inequalities introduced in Section 3. In addition the strengthened QMP1 inequalities of Section 4 can be reformulated in the same way. Accordingly, each cubic term that occurs can be substituted by one of the under-or over-estimators. We will evaluate this reformulation approach in our computational study in the following section.
Implementation and Computational Results
In this section we evaluate the impact on the solution process of several different cutting planes that are introduced in Section 3 and Section 4. For the implementation we use C/C++ API of CPLEX 12.6. To generate reproducible results we always use the deterministic mode.
The Benchmark Sets of Instances
For our computational experiments we use the following sets of instances:
Random1000
The first set consists of random instances defined on complete graphs of different sizes. For our tests we either choose |V | ∈ {8, 10, 12, 14, 16} or |V | ∈ {18, 19, 20, 21, 22}. For each non adjacent edge pair (f, g) the quadratic weights c f g are non-zero with a given probability p ∈ (0, 1.00].
Thus p determines the monomial density of the instance. All linear weights c e and quadratic weights c f g are integers and randomly chosen from the interval [−1000, 1000]. For each combination of |V | and p we generated 10 instances. We always report results averaged over 10 instances with the same values of |V | and p.
BM-BLO
The second set of instances stems from [31] . This set also comprises random instances. For each instance we set a maximum cpu time limit of 48 hours. Each job was run on a single core with a virtual memory limit of 15 GB. Our computational experiments have been carried out on a queuing cluster of Intel Xeon E5-2690 3.00 GHz computers with 25 MB cache and 128 GB RAM.
Root Gaps for QMP1 Inequalities
First we study the impact of the derived classes of QMP1 inequalities of Section 3 in the case where several monomial terms appear in the problem formulation. We apply the inequalities for each monomial term separately. To this end, we are interested in the relative root gap that is defined as the relative difference between the optimal objective value of the linear programming relaxation (LP*) and the optimal objective value of the integer programming formulation (IP*):
root gap = LP* − IP* |IP*| · 100 percent
In order to evaluate the relative root gaps in practice, we use the Random1000 set of instances with |V | ∈ {8, 10, 12, 14, 16}. In our tests it turned out, that with increasing graph sizes and monomial densities there is hardly any impact of the QMP1 inequalities on the root gap observable. That is why we display in Table 1 the results for small values of p ∈ {0.05, 0.10, 0.15, 0.20}. The first column of Table 1 shows the average relative root gap for the standard linearisation (StLin) as given in (LQMP), the second column for the standard linearisation where the linear blossom inequalities (bl) are added (LinBl) and the third column displays the results for the standard linearisation strengthened by the linear blossom inequalities (bl), the ∧-blossom inequality (1), and the clique-a inequalities (4) For small graph sizes and low monomial densities we see significant improvements of the root gaps when the standard linearisation is strengthened by the QMP1 inequalities and the blossom inequalities. However the impact decreases for increasing graph sizes and monomial densities. This might be expected, as for a higher monomial density also the interaction of different monomial terms should to be taken into account.
Branch-and-Cut Approaches Based on RLT and Strengthened QMP1 Inequalities
In the next step we evaluate the impact of the strengthened QMP1 inequalities of Section 4. In our tests we found that the separation of ∧-blossom inequalities (1) and clique-a inequalities (4) that are modified by Lemma 4.1 reduces the root gap by several percent. However it does not lead to a significant reduction of the number of nodes in the branch-and-bound tree and to an improvement of the cpu time. Furthermore, it turned out that separation of cutting planes that are based on quadratic reformulations can speed up the solution process significantly. Therefore we present in the following the results of three branch-and-cut approaches that use RLT and quadratic estimators as described in Section 4.3. For comparison we set IP as the reference approach:
IP This basic branch-and-cut approach solves the IP model (LQMP) with the standard linearisation constraints by using CPLEX with its default settings and default cutting planes.
All three RLT-based branch-and-cut approaches use IP. Additionally the following separation routines are called at the root node of the branch-andbound tree:
RLT This branch-and-cut approach uses the standard RLT technique for the degree inequalities (deg) as described in Section 4.3. An exact separation routine is used to separate the reformulated degree inequalities (13), (14), and (15).
RLTP
We extend RLT by the additional separation of cutting planes that are based on reformulated ∧-blossom inequalities. More precisely, we first generate an arbitrary violated ∧-blossom inequality of the form (1). Then, we apply the reformulation technique as described in Section 4.3. To this end, we pick an arbitrary edge f that is not adjacent to any edge in the monomial support graph of the generated ∧-blossom inequality and multiply the inequality by the corresponding variable x f . We replace the emerging cubic term by that under-estimator of the form (17)- (21) that results in the most violated inequality.
RLTPM Further we extend RLTP by the separation of cutting planes based on reformulated nested blossom inequalities. Similarly to the separation of the ∧-blossom inequalities we first generate an arbitrary violated nested blossom inequality of the form (2). It turned out that nested blossom inequalities with a small blossom S are particularly helpful in the solution process. Therefore, we choose |S| = 3. Just as for RLTP we reformulate the generated nested blossom inequality according to Section 4.3 and replace the emerging cubic term by one of the over-estimators (22)- (25) .
In all three branch-and-cut approaches we add in each separation step at most 300 violated reformulated inequalities. When the cubic term in a reformulated ∧-blossom inequality (1) in RLTP or RLTPM is replaced by the under-estimator (17) we obtain the same inequality as when multiplying a linear blossom inequality (bl) by a variable x e as in the standard RLT. However, also a significant number of violated inequalities based on the underestimators (18)- (21) was detected by the heuristics in our tests. Thus, we use them to give an impression of the potential of the QMP1 cutting planes strengthened by the RLT technique.
Experimental Results and Comparison of the Approaches
In this section we analyse and compare the performance of the four solution approaches IP, RLT, RLTP and RLTPM. The averaged results for the three instance sets are displayed in Table 2, Table 3, and Table 4 . The average cpu time (cpu) that is needed to solve an instance to optimality is measured in seconds. Moreover, we report the average relative root gaps (gap) as calculated in Section 5.2 and the averaged number of nodes (nodes) of the branch-andbound tree. In addition we state for Random1000 and BM the number of instances that were solved (solved). For the instance set BM-BLO no instance remained unsolved. We use performance profiles as proposed in [47] to facilitate the comparison of our approaches.
In Table 2 the results for the instance set BM-BLO are given. For these medium sized instances both approaches RLT and RLTPM outplay RLTP and IP with respect to the cpu time. However no clear trend is visible which of the two approaches performs better. Moreover Table 2 shows that IP is far behind the three RLT-based approaches with respect to the cpu time, the root gaps and the number of nodes in the branch and bound tree. For large instances with |V | = 20 the average cpu time differs by more than a factor of twenty between IP and the three RLT-based approaches. Further tests showed that the most significant differences between the three RLT-based approaches with respect to the cpu time and the root gaps were obtained for large instances with a high monomial density, i. e. p ≥ 0.8.
Therefore, we evaluate in the following the impact of the reformulated inequalities on the solution process for high values of p, as they are given in the instance sets Random1000 and BM with |V | = {18, 19, 20, 21, 22}. Further tests confirmed, what is suggested by the results of Table 2 for IP: IP is outperformed by far by the RLT-based approaches for large values |V | and p. That is why we present in the following only the results for the RLT-based approaches. These are displayed in Table 3 and Table 4 . For |V | = 22 and a monomial density of p = 1.00 an instance consists of 231 edge variables and 21, 945 monomial variables.
Considering the cpu time and the root gaps for instances with a monomial density of p = 0.8 or p = 0.9, Table 3 shows that in most cases RLT outperforms RLTP and RLTPM. This no longer holds for p = 1.00. In this case, RLT has on average signifigantly longer cpu times and higher root gaps. None of the largest Random1000 instances of size |V | = 22 could be solved by RLT. Whereas RLTP solved three and RLTPM seven out of ten instances to optimality. Most of the Random1000 instances could be solved fastest to optimality on average for p = 1.00 by RLTPM. However in some cases the smallest root gaps were achieved by RLTP. For p = 1.00 these results are also displayed in the performance profiles 11(a) and 11(b). Table 4 shows that for the instance set BM similar results were obtained as for the instance set Random1000. However the difference between RLTP and RLTPM is not as pronounced as for the Random1000 instance set. This can also be seen in the performance profiles 12(a) and 12(b). Just as observed before, the highest number of instances of size |V | = 22 and p = 1.00 was solved to optimality by RLTPM. Two out of ten instances could be solved to optimality by RLT, eight instances by RLTP, and nine instances by RLTPM. While for unconstrained binary quadratic optimization problems instances with bimodal weights are the most difficult to solve, this does not seem to hold in general for the quadratic matching problem.
We conclude that for large instances and p = 1.00 it is always beneficial to use RLTPM as it speeds up the solution process significantly. Moreover, the highest number of test instances could be solved to optimality by RLTPM. 
Conclusion
In this paper we propose a new exact solution method for the quadratic matching problem (QMP) that is based on the One-quadratic-term approach. To this end, we first study the polyhedral structure of the matching problem where only one quadratic term is present in the objective function (QMP1). We derive new classes of facet inducing inequalities for the corresponding QMP1 polytope. These inequalities are also valid for the general QMP. Moreover, we present methods based on a modification of the RLT technique to strengthen these inequalities for the QMP. Our computational tests show that by using simple heuristics these strengthened inequalities can easily be plugged in a cplex branch-and-cut framework for the QMP to speed up the solution process. Compared to strengthening the standard linearised IP formulation just by RLT reformulated degree inequalities, cpu times and root gaps can significantly be improved when the reformulated QMP1 inequalities are additionally used. In particular, several of the most difficult instances could only be solved when the new approach was applied. Table 2 Relative root gap, cpu time and number of nodes in the branch-and-bound tree for the instance set BM-BLO.
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