On successive approximation method for coupled systems of Chandrasekhar quadratic integral equations  by Hashem, H.H.G.
Journal of the Egyptian Mathematical Society (2015) 23, 108–112Egyptian Mathematical Society
Journal of the Egyptian Mathematical Society
www.etms-eg.org
www.elsevier.com/locate/joemsORIGINAL ARTICLEOn successive approximation method for coupled
systems of Chandrasekhar quadratic integral
equations* Tel.: +966 564594099.
E-mail address: hendhghashem@yahoo.com.
Peer review under responsibility of Egyptian Mathematical Society.
Production and hosting by Elsevier
1110-256X ª 2014 Production and hosting by Elsevier B.V. on behalf of Egyptian Mathematical Society.
http://dx.doi.org/10.1016/j.joems.2014.03.004H.H.G. Hashem *Faculty of Science, Qassim University, Buraidah, Saudi ArabiaReceived 28 December 2013; revised 18 February 2014; accepted 10 March 2014
Available online 3 May 2014KEYWORDS
Chandrasekhar quadratic
integral equation;
Coupled system;
Contraction mapping princi-
ple;
Successive approximation
methodAbstract In this paper, We study coupled systems of generalized Chandrasekhar quadratic integral
equations which has numerous application (see [1–4]) by applying the Contraction mapping prin-
ciple and successive approximation method.
MATHEMATICAL SUBJECT CLASSIFICATION: Primary 45G10; 45M99; 47H09
ª 2014 Production and hosting by Elsevier B.V. on behalf of Egyptian Mathematical Society.1. Introduction
The quadratic integral equation of the generalized Chandrase-
khar’s type
xðtÞ ¼ 1þ xðtÞ
Z 1
0
tk/ðsÞ
tþ s ðlogð1þ jxðsÞjÞÞ ds; t 2 ½0; 1
was considered in many papers and monographs ([4,5] for
instance).
It arose originally in connection with scattering through a
homogeneous semi-inﬁnite plane atmosphere [4].
The existence of the well-known Chandrasekar’s integral
equation was proved under certain assumption that the so-called characteristic function / is an even polynomial in s [4].
For such characteristic function, it is known that the result
solutions can be expressed in terms of Chandrasekar’s H-func-
tion [4]. This function is immediately related to the angular
pattern or single scattering. In astrophysical applications of
the Chandrasekar’s equation the only restriction, thatR 1
0
/ðsÞd 6 1=2 is treated a necessary condition in [5].
Quadratic integral equations are often applicable in the the-
ory of radiative transfer, the kinetic theory of gases, the theory
of neutron transport, the queuing theory and the trafﬁc theory.
Especially, the so-called quadratic integral equation of Chan-
drasekhar’s type can be very often encountered in many appli-
cations [1]. Many authors studied the existence of solutions for
several classes of nonlinear quadratic integral equations (see
e.g. [6–11]. However, in most of the above literature, the main
results are realized with the help of the technique associated
with the measure of noncompactness. Instead of using the
technique of measure of noncompactness [12] used Schauder
ﬁxed point theorem to prove the existence of continuous solu-
tions for some quadratic integral equations.
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coupled system of quadratic integral equation of generalized
Chandrasekhar type
xðtÞ ¼ a1ðtÞ þ g1ðt; yðtÞÞ
Z 1
0
t
tþ s f1ðs; yðsÞÞ ds; t 2 ½0; 1;
yðtÞ ¼ a2ðtÞ þ g2ðt; xðtÞÞ
Z 1
0
t
tþ s f2ðs; xðsÞÞ ds; t 2 ½0; 1;
ð1Þ
Such systems appear in many problems of applied nature, for
instance, see ([13–20]). Su [21] discussed a two-point boundary
value problem for a coupled system of fractional differential
equations. Gaﬁychuk et al. [20] analyzed the solutions of cou-
pled nonlinear fractional reaction–diffusion equations. The
solvability of the coupled systems of integral equations in
reﬂexive Banach space was proved in [22–24].
Let R be the set of real numbers whereas I ¼ ½0; 1. Let
L1 ¼ L1½0; 1 be the class of Lebesgue integrable functions on
I with the standard norm.
2. Existence theorem
Now, the coupled system (1) will be investigated under the
assumptions:
(i) ai : I ! Rþ ¼ ½0;þ1Þ; i ¼ 1; 2 is continuous on I.
(ii) fi; gi : I  D! Rþ; i ¼ 1; 2 are continuous and there
exist positive constants Mi and Ni; i ¼ 1; 2 such that
jgiðt; xÞj 6 Mi and jfiðt; xÞj 6 Ni for ðt; xÞ 2 I  D, where
D  Rþ.
(iii) fi; gi; i ¼ 1; 2 satisfy Lipschitz condition with Lipschitz
constants Li and Ki such that,
jgiðt; xÞ  giðt; yÞj 6 Lijx yj;
jfiðt; xÞ  fiðt; yÞj 6 Kijx yj:
Let CðIÞ be the class of all real functions deﬁned and con-
tinuous on I with the norm
kxk ¼ maxfjxðtÞj : t 2 Ig:
Deﬁne the operator T by
Tðx; yÞðtÞ ¼ ðT1yðtÞ;T2xðtÞÞ;
where
T1yðtÞ ¼ a1ðtÞ þ g1ðt; yðtÞÞ
Z 1
0
t
tþ s f1ðs; yðsÞÞ ds; t 2 I;
T2xðtÞ ¼ a2ðtÞ þ g2ðt; xðtÞÞ
Z 1
0
t
tþ s f2ðs; xðsÞÞ ds; t 2 I;
Theorem 1. Let the assumptions ðiÞ–ðiiiÞ be satisﬁed. Further-
more, ifmaxfLiNi;KiMig < 1; i ¼ 1; 2. Then the coupled system
(1) has a unique positive solution ðx; yÞ 2 CðIÞ  CðIÞ.
Proof. Deﬁne
U ¼ fu ¼ ðxðtÞ; yðtÞÞjðxðtÞ; yðtÞÞ 2 CðIÞ  CðIÞ
: kðx; yÞkCðIÞCðIÞ 6 rg:
For u1ðtÞ ¼ ðx1ðtÞ; y1ðtÞÞ and u2ðtÞ ¼ ðx2ðtÞ; y2ðtÞÞ in U, we
deduce thatjT1y1ðtÞ  T1y2ðtÞj 6jg1ðt; y1ðtÞÞ
Z 1
0
t
tþ s f1ðs; y1ðsÞÞ ds
g1ðt; y2ðtÞÞ
Z 1
0
t
tþ s f1ðs; y2ðsÞÞ dsj
6jg1ðt; y1ðtÞÞj
Z 1
0
t
tþ s jf1ðs; y1ðsÞÞ  f1ðs; y2ðsÞÞj ds
þjg1ðt; y2ðtÞÞ  g1ðt; y1ðtÞÞj
Z 1
0
t
tþ s jf1ðs; y2ðsÞÞj ds
6M1K1ky1  y2k þ L1N1ky1  y2k;
then
kT1y1ðtÞ  T1y2ðtÞk 6L1N1ky1  y2k þ K1M1ky1  y2k:
6r1ky1  y2k; r1 ¼ maxfL1N1;K1M1g
By a similar fashion we get
kT2x1ðtÞ  T2x2ðtÞk 6L2N2kx1  x2k þ K2M2kx1  x2k;
6r2kx1  x2k; r2 ¼ maxfL2N2;K2M2g:
Since
u1ðtÞ  u2ðtÞ ¼ ðx1ðtÞ  x2ðtÞ; y1ðtÞ  y2ðtÞÞ;
then
ku1ðtÞ  u2ðtÞk ¼ maxfkx1ðtÞ  x2ðtÞk; ky1ðtÞ  y2ðtÞkg:
Thus
kTu1ðtÞTu2ðtÞk¼kðT1y1ðtÞT1y2ðtÞ;T2x1ðtÞT2x2ðtÞÞk
¼maxfkT1y1ðtÞT1y2ðtÞk;kT2x1ðtÞT2x2ðtÞkg
6maxfr1ky1y2k;r2kx1x2kg
6rmaxfky1y2k;kx1x2kg; r¼maxfr1;r2g
6rku1ðtÞu2ðtÞk:
Hence, we conclude that the coupled system (1) has a
unique solution by the Contraction mapping principle. This
ends the proof. h3. Method of successive approximations (Picard method)Theorem 2. Let the assumptions (i)–(iii) be satisﬁed. If
ðM1K1 þN1L1ÞðM2K2 þN2L2Þ < 1, then the coupled system
of the quadratic integral equations of Chandrasekar type (1) has
a unique positive solution ðx; yÞ 2 CðIÞ  CðIÞ.
Proof. It is clear that the operators T1;T2 map CðIÞ into CðIÞ.
Applying Picard method to the coupled system of quadratic
integral Eq. (1), the solution is constructed by the sequences
xnðtÞ¼ a1ðtÞþg1ðt;yn1ðtÞÞ
Z 1
0
t
tþ sf1ðs;yn1ðsÞÞ ds; n¼ 1;2; . . . ;
x0ðtÞ¼ a1ðtÞ
ynðtÞ¼ a2ðtÞþg2ðt;xn1ðtÞÞ
Z 1
0
t
tþ sf2ðs;xn1ðsÞÞ ds; n¼ 1;2; . . . ;
y0ðt¼ a2ðtÞ:
ð2Þ
All the functions xnðtÞ and ynðtÞ are continuous functions.
Also, xnðtÞ and ynðtÞ can be written as a sum of successive
differences:
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Xn
j¼1
ðxj  xj1Þ;
yn ¼ y0 þ
Xn
j¼1
ðyj  yj1Þ:
This means that convergence of the two sequences fxng
and fyng is equivalent to convergence of the two inﬁnite
series
Pðxj  xj1Þ;Pðyj  yj1Þ and the solution will be
uðtÞ ¼ ðxðtÞ; yðtÞÞ;where
xðtÞ ¼ lim
n!1
xnðtÞ;
yðtÞ ¼ lim
n!1
ynðtÞ;
i.e. if the two inﬁnite series
Pðxj  xj1Þ;Pðyj  yj1Þ con-
verge, then the two sequence fxnðtÞg; fynðtÞg will converge to
xðtÞ and yðtÞ respectively. To prove the uniform convergence
of fxnðtÞg and fynðtÞg we shall consider the two associated
series
X1
n¼1
½xnðtÞ  xn1ðtÞ;
X1
n¼1
½ynðtÞ  yn1ðtÞ:
From (2) for n ¼ 1, we get
x1ðtÞ  x0ðtÞ ¼ g1ðt; y0ðtÞÞ
Z 1
0
t
tþ s f1ðs; y0ðsÞÞ ds
y1ðtÞ  y0ðtÞ ¼ g2ðt; x0ðtÞÞ
Z 1
0
t
tþ s f2ðs; x0ðsÞÞ ds
and
jx1ðtÞ  x0ðtÞj 6M1N1
Z 1
0
1
tþ s ds 6M1N1:
Also,
jy1ðtÞ  y0ðtÞj 6M2N2: ð3Þ
Now, we shall obtain an estimate for xnðtÞ  xn1ðtÞ; nP 2
xnðtÞ  xn1ðtÞ 6g1ðt; yn1ðtÞÞ
Z 1
0
t
tþ s f1ðs; yn1ðsÞÞ ds
g1ðt; yn2ðtÞÞ
Z 1
0
t
tþ s f1ðs; yn2ðsÞÞ ds
þg1ðt; yn1ðtÞÞ
Z 1
0
t
tþ s f1ðs; yn2ðsÞÞ ds
g1ðt; yn1ðtÞÞ
Z 1
0
t
tþ s f1ðs; yn2ðsÞÞ ds
6g1ðt; yn1ðtÞÞ
Z 1
0
t
tþ s ½f1ðs; yn1ðsÞÞ  f1ðs; yn2ðsÞÞ ds
þ½g1ðt; yn1ðtÞÞ  g1ðt; yn2ðtÞÞ
Z 1
0
t
tþ s f1ðs; yn2ðsÞÞ ds;
using assumptions (ii) and (iii), we get
jxnðtÞ  xn1ðtÞj 6M1K1
Z 1
0
t
tþ s jyn1ðsÞ  yn2ðsÞj ds
þN1L1jyn1ðtÞ  yn2ðtÞj
Z 1
0
t
tþ s ds:Putting n ¼ 2, then using (3) we get
jx2ðtÞ  x1ðtÞj 6M1K1
Z 1
0
t
tþ s jy1ðsÞ  y0ðsÞj ds
þN1L1jy1ðtÞ  y0ðtÞj
jx2ðtÞ  x1ðtÞj 6M2M1N2K1 þM2N1N2L1
6M2N2ðM1K1 þN1L1Þ:
By the same way we can prove that:
jy2ðtÞ  y1ðtÞj 6M1N1ðM2K2 þN2L2Þ;
using the above estimate we get
jx3ðtÞ  x2ðtÞj 6M1K1
Z 1
0
t
tþ s jy2ðsÞ  y1ðsÞj ds
þN1L1jy2ðtÞ  y1ðtÞj
Z 1
0
t
tþ s ds
6M1N1ðM1K1 þN1L1ÞðM2K2 þN2L2Þ:
By a similar way as done before we have the following:
jy3ðtÞ  y2ðtÞj 6M2N2ðM1K1 þN1L1ÞðM2K2 þN2L2Þ
jx4ðtÞ  x3ðtÞj 6M2N2ðM1K1 þN1L1Þ2ðM2K2 þN2L2Þ
jy4ðtÞ  y3ðtÞj 6M1N1ðM1K1 þN1L1ÞðM2K2 þN2L2Þ2
jx5ðtÞ  x4ðtÞj 6M1N1ðM1K1 þN1L1Þ2ðM2K2 þN2L2Þ2
Repeating this technique, we obtain the general estimate for
the terms of the series:
jxnðtÞ  xn1ðtÞj 6
M2N2ðM1K1 þN1L1Þ
n
2ðM2K2 þN2L2Þ
n
21 for n even
M1N1ðM1K1 þN1L1Þ
n1
2 ðM2K2 þN2L2Þ
n1
2 for n odd
(
and
jynðtÞ  yn1ðtÞj 6
M1N1ðM1K1 þN1L1Þ
n
2
1ðM2K2 þN2L2Þ
n
2 for neven
M2N2ðM1K1 þN1L1Þ
n1
2 ðM2K2 þN2L2Þ
n1
2 for n odd
(
Since ðM1K1 þN1L1ÞðM2K2 þN2L2Þ < 1, then the uniform
convergence of the series
X1
n¼1
½xnðtÞ  xn1ðtÞ
and
X1
n¼1
½ynðtÞ  yn1ðtÞ
is proved and so the sequences fxnðtÞg and fynðtÞg are uni-
formly convergent. Since fiðt; xÞ and giðt; xÞ are continuous
in the second argument then
xðtÞ ¼a1ðtÞ þ lim
n!1
g1ðt; yn1ðtÞÞ
Z 1
0
t
tþ s f1ðs; yn1ðsÞÞ ds
¼a1ðtÞ þ g1ðt; yðtÞÞ
Z 1
0
t
tþ s f1ðs; yðsÞÞ ds:
and
yðtÞ ¼a2ðtÞ þ lim
n!1
g2ðt; xn1ðtÞÞ
Z 1
0
t
tþ s f2ðs; xn1ðsÞÞ ds
¼a2ðtÞ þ g2ðt; xðtÞÞ
Z 1
0
t
tþ s f2ðs; xðsÞÞ ds:
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unðtÞ ¼ ðxnðtÞ; ynðtÞÞ is uniformly convergent. Thus, the exis-
tence of a solution is proved.
To prove the uniqueness, let ~uðtÞ ¼ ð~x; ~yÞðtÞ be another
continuous solution of (1). Then
~xðtÞ ¼a1ðtÞ þ g1ðt; ~yðtÞÞ
Z 1
0
t
tþ s f1ðs; ~yðsÞÞ ds; t 2 ½0; 1;
~yðtÞ ¼a2ðtÞ þ g1ðt; ~xðtÞÞ
Z 1
0
t
tþ s f2ðs; ~xðsÞÞ ds; t 2 ½0; 1;
and
j~uðtÞ  unðtÞj ¼jð~xðtÞ; ~yðtÞÞ  ðxnðtÞ; ynðtÞÞj
¼jð~xðtÞ  xnðtÞ; ~yðtÞ  ynðtÞÞj
6sup
t2I
jð~xðtÞ  xnðtÞ; ~yðtÞ  ynðtÞÞj
6kð~xðtÞ  xnðtÞ; ~yðtÞ  ynðtÞÞk
6k~xðtÞ  xnðtÞk þ k~yðtÞÞ  ynðtÞk;
by a simple calculations we get
lim
n!1
xnðtÞ ¼ xðtÞ ¼ ~xðtÞ;
lim
n!1
ynðtÞ ¼ yðtÞ ¼ ~yðtÞ:
Therefore
lim
n!1
unðtÞ ¼ uðtÞ ¼ ~uðtÞ:
Thus completes the proof. h4. Applications
As a particular case, we can obtain uniqueness theorem for the
coupled system of the Chandrasekar’s integral equations which
has studied in [25]
xðtÞ ¼ 1þ yðtÞ
Z 1
0
tk1/1ðsÞ
tþ s yðsÞ ds; t 2 I;
yðtÞ ¼ 1þ xðtÞ
Z 1
0
tk2/2ðsÞ
tþ s xðsÞ ds; t 2 I;
ð4Þ
where /i; i ¼ 1; 2 are two functions in L1 and if 4kik/ikL1
6 1; i ¼ 1; 2.
In case of ki ¼ 1; i ¼ 1; 2. Then k/ikL1 6 14 and
ri 6 4; i ¼ 1; 2.
Therefore, the coupled system (4) with ðki ¼ 1; i ¼ 1; 2Þ
xðtÞ ¼ 1þ yðtÞ
Z 1
0
t/1ðsÞ
tþ s yðsÞ ds; t 2 I;
yðtÞ ¼ 1þ xðtÞ
Z 1
0
t/2ðsÞ
tþ s xðsÞ ds; t 2 I;
has a unique solution in the set
fu ¼ ðxðtÞ; yðtÞÞjðxðtÞ; yðtÞÞ 2 X Y : kðx; yÞkXY 6 4g:
Example 1. Let
xðtÞ ¼ t2 þ arctanðyðtÞÞ
Z 1
0
t
tþ s lnð1þ e
jyðsÞjÞ ds; t 2 I;
yðtÞ ¼ t4 þ ðxðtÞÞ13
Z 1
0
t
tþ s
1
ðtþ 6Þ2 :
kxk
1þ kxk
 !
ds; t 2 I;
ð5ÞWe can easily we can verify assumptions of Theorem 2.
Then the coupled system (5) has a unique solution.Acknowledgment
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